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Abstract
Land management is the process of managing the use and development of land
resources, in both urban and rural settings. In all modern states, some land is held
by central or local governments. This is called public land. Private property is a
legal designation of the ownership of property by non-governmental legal entities.
Private property is distinguishable from public property, which is owned by a state
entity. We define land encroachment as the change in the perceived or actual use of
land from either (a) human caused encroachment: the use of public land for private
purposes, or (b) environmental caused encroachment: the change in the ability to
use land for its original purpose from an environmental change. This thesis concen-
trates on human-caused encroachment on public parks in the Auckland region of
New Zealand.
A two-part approach to support land management decision making is proposed.
The first part of the approach used image processing techniques on spatial tempo-
ral digital image data to determine the likelihood of encroachment on public parks.
The main advantage of this part of the approach was that it was capable of han-
dling a large amount of data quickly. The second part of the approach involved
comparing measurements of a public park’s boundary. The advantage of this part
of the approach was that it visually represented multiple views of a boundary and
highlighted the differences between them.
Land management and planning is essential to assist the economic growth, sus-
tainable resource use, and environmental protection of a city. A novel approach to
automatic encroachment detection and evaluation to assist in decision making is
described. Artificial intelligence (AI) is used to construct an intelligent agent that
understands the images that are submitted to it. The approach begins with training
the agent to identify and understand the land cover/use features, such as buildings,
parks, trees, and roads, which are predominant in the region of interest. The ma-
chine is capable of carrying out segmentation on the park data by using the model
developed from the training samples. The resulting images show the boundaries of
the land cover/use features that are of interest. Once the agent has produced the
boundaries of the land cover/use features, they can be analysed against the ground
truth data (Auckland City Council boundary data) in order to determine the loca-
tion, degree, and level of encroachment. Experiments have been performed on data
collected in the form of digital images of parks from the Manukau and North Shore
areas of Auckland that included 800 public parks in Auckland, New Zealand. The
results of the experiments demonstrated the effectiveness of the approach. The im-
pact of the encroachment, in terms of economic cost, could then be estimated.
In the field of land management, it is common for stakeholders to dispute the
ii
location of boundaries between private land and public land. It was found that
stakeholders disagreed with each other over boundaries. An approach is proposed
that helps people to come to an agreement on position of boundaries (including a
pixel-based approach, polygon-based approach, and middle boundary approach).
The experiments were carried out on data relating to public parks in Auckland,
New Zealand. Two sources of data, in the form of a set of points, were used: the
official council boundary and the physical boundary as obtained using a high reso-
lution GPS device in a field survey. The results of the experiments highlighted the
differences between different stakeholder’s perceived boundaries.
Land management issues include boundary disputes, encroachment, land cover
change, and land use change. Boundary disputes occur when two or more stake
holders have different views on the location of a boundary. The two-part approach,
automatic detection and difference calculations, have been shown to be applicable
to land management issues such as boundary disputes, encroachment, land cover
change, and land use change. Automatic detection using remotely sensed images
has been shown to detect possible encroachment, land cover change, and land use
change. Difference calculations have been shown to highlight encroachment and
also to present the differences from different stakeholders’ perspectives. It is noted
that a limitation of the first part of the approach was that not all of the changes de-
tected in images of public parks were due to encroachment. Also it is indicated that
a limitation of the second part of the approach was that it requires boundary data to
be physically collected on field surveys, which is a time consuming process. Possible
future work includes adapting the two-part approach for use in other areas in New
Zealand and adding stakeholder weighting to the middle-boundary calculations so
that different possible solutions could be generated.
Keywords: GPS, Land Management Boundary Differences, Encroachment De-
tection, Comparison, Public Parks, Auckland
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Chapter 1
Introduction
Environmental issues, in general, and land management issues, in particular, have
gained increasing prominence on a global scale in recent times. The digitisation of
the world continues to allow an increasing amount of data to be available to re-
searchers. Information on land use and land cover is collected regularly in the form
of satellite images and aerial photographs. Computational environmental analysis
of this data produces important information for government environmental agen-
cies, as well as environmentalists, to prevent land mismanagement.
1.1 Background
Land is defined as the part of the surface of the Earth that is solid ground, not wa-
ter. Land and Land Resources refer to a delineable area of the earth’s terrestrial
surface, encompassing all attributes of the biosphere immediately above or below
this surface, including those of the near-surface climate, the soil and terrain forms,
the surface hydrology (including shallow lakes, rivers, marshes and swamps), the
near-surface sedimentary layers and associated groundwater and geohydrological
reserve, the plant and animal populations, the human settlement pattern and physi-
cal results of past and present human activity (Sombroek & Sims, 1995). Public land
is land that is held by either central or local governments. In New Zealand, public
land is referred to as Crown land. Some public land, such as a park, is available for
public use.
The tragedy of the commons was a phrase popularised by Garrett Hardin in his
1968 paper and postulates that free access to a shared resource leads to its degrada-
tion and eventual loss. Hardin (1968) provided the theoretical example of an open
pasture upon which all herdsmen can graze their livestock. The herdsmen gain eco-
nomic benefit from each additional beast they can graze, so they all attempt to graze
as many as possible. This method leads to overgrazing and subsequently no one is
able to graze the land.
This approach was the dominant paradigm when considering the use of com-
mon land, until the late 1980s. Since then the theory has been challenged and a
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new commons theory has emerged. Berkes (2005) highlighted the fact that several
studies have identified examples where the use of common resources is sustainable.
To be sustainable, the resource must be defined as communal property, where an
identifiable community manages the resource and excludes others.
Land means different things to different people. Ratcliffe (1976) asserted that to
an agriculturalist, an area of land is the means of supporting certain crops, while to
a lawyer, land is the physical dimension to which a variety and collection of rights
are attached. To a developer, land represents the physical medium that permits the
co-ordination and manipulation of other factors critical to an investment decision
(Latu, 2009). To the individual, land can mean privacy and security, to the politi-
cian, the polemics of partisan philosophy. Land resource management can be an
easy task if the land is managed only from the point of view of economic develop-
ment, without considering its environmental, as well as its social values. However,
since land values are attributable to the whole of society (Ratcliffe, 1976), the social
characteristics of the land cannot be excluded from the management process. More-
over, because land is the platform upon which social and economic developments
take place, its natural (environmental) qualities have to be appraised to ensure that
they prevail and future generations have their share of the resources that nature
provides.
The planning of land resource management, therefore, should take into consid-
eration the three different, but inter-related, perspectives that bind society together:
societal values, the economy, and the ecology, as illustrated in Figure 1.1 (Latu,
1996).
1.2 Land Management
Land management is the process of managing the use and development of land
resources, in both urban and rural settings. Land resources are used for a variety
of purposes, which may include organic agriculture, reforestation, water resource
management, and eco-tourism projects. In all modern states, some land is held by
central or local governments; this is called public land. The system of tenure of
public land, and the terminology used, varies between countries. Private property
is property that is legally owned by non-governmental, legal entities, and is dis-
tinguishable from public property, which is owned by a state entity; and collective
property, which is owned by a group of non-governmental entities.
Land-use planning is the term used for a branch of public policy, which encom-
passes various disciplines, that seeks to manage land use in an effective and ethical
way, thus preventing land-use disputes and conflicts. Local governments use land-
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Figure 1.1: The land management process.
use planning to manage the development of public land within their jurisdictions.
In doing so, they can plan for the needs of the community while safeguarding nat-
ural resources. To this end, land-use planning is the systematic assessment of land
and water potential, alternatives for land use, and economic and social conditions,
in order to select and adopt the best land-use options. A land-use plan, often one
part of a comprehensive governmental plan, provides a vision for the future possi-
bilities of development in neighbourhoods, districts, cities, or any defined planning
area.
In several countries in the South West Pacific, land is managed under both cus-
tomary land tenure and freehold land tenure. In the freehold land tenure system,
land rights are defined and protected by laws, and evidence of ownership is pro-
vided by issuing titles to land holders.
According to Latu (1996) customary land tenure is a system of holding rights to
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land which derives from the operations of the traditions and customs of the people
affected. Any land management work carried out in New Zealand may have an
impact on the indigenous Maori population. The theory of Kaupapa Maori has to
be considered when seeking Maori participation. Kaupapa Maori is the term used
to describe the practice and philosophy of living a Maori, culturally informed life
(G. Smith, Fitzsimons, & Roderick, 1998). It includes the ideas of self-determination
and emancipation; when Maori make decisions for themselves, the ’buy in’ and
commitment by Maori participants to making the ideas work is more certain and
assured (G. H. Smith, 2003).
1.3 Land Management Problems
Government and judicial bodies usually attempt to make land-use policies respon-
sive to emerging concerns and developing needs. Coastal erosion is a natural pro-
cess that is generally only of concern when threatening human habitation or de-
velopment. The extensive urbanisation of Auckland, a region with 3,100 km of
coastline, has resulted in hazardous coastal erosion and accretion processes and
both ’soft’ and ’hard’ shoreline and cliff erosion. ’Soft shorelines’ refer to sandy
beaches and dunes made up of unconsolidated or very weakly consolidated materi-
als. Sandy beaches in the Auckland region experience periods of accretion (net sed-
iment accumulation) and erosion (net sediment decrease) (Auckland Council, 2010).
The extent of coastal erosion in Auckland is primarily influenced by the geology
of the region. Volcanic coasts are formed of much harder rock than sedimentary
coasts and are less likely to form bedding, joint, and plane failures. Greywacke
rock, exposed along the southeast coastlines, is softer and contains rock defects,
making these cliffs more vulnerable to instability than those comprised of volcanic
rock (Auckland Council, 2010).
Converting rural land to urban land can cause sediment from land clearance and
building activity to flush into streams and rivers and subsequently into the sea. This
is especially problematic if the development is not well managed (Auckland Coun-
cil, 2010). Increasing impervious surfaces in urban areas means more rain runoff,
which carries pollutants into waterways, and increases the risk of flooding. Native
vegetation, wetlands, and heritage features can be fragmented, lost, or completely
destroyed during land development. On the other hand, native replanting of hill-
sides, gullies, and streams can protect soils and restore native habitats (Auckland
Council, 2010).
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1.3.1 Target Problem
In this thesis, land encroachment is defined as the change in the perceived or ac-
tual use of land from either: (a) human caused encroachment: the use of public
land for private purposes; or (b) environmental caused encroachment: the change
in the ability to use the land for its original purpose due to an environmental change.
One particular problem this work addresses is the private use of public parks in the
Auckland region of New Zealand. A Boundary conflict is a specific type of envi-
ronmental conflict characterised by its nature: a boundary that is shared between
different actors. In this case, if a boundary conflict exists, the contenders often lack
access to land resources within the conflicting areas (Kamruzzaman & Baker, 2013).
Another problem this work addresses is boundary disputes between stakeholders.
This work offers proof for the concept of a two-part solution to these related prob-
lems. The two-part solution presented may be used by city councils or other stake-
holders to identify and resolve boundary disputes.
1.4 Computational Land Management
Geographic information systems (GIS), the Global Positioning System (GPS) and
satellite images have long been applied in monitoring land use problems. GIS is a
system designed to provide data entry, retrieval, analysis, visualisation, and data
management functions for spatial and geographic information. GPS provides loca-
tion and time information through precise signals sent by GPS satellites high above
the Earth. In addition, satellite imagery records how various, settled parts of the
Earth have changed over the past few decades. People use these tools to monitor
land cover and usage.
This thesis examines the use of digital image analysis in automatically detect-
ing encroachment on public parks in two specific areas in Auckland, New Zealand.
Since the launch of the first Earth Resources Technology Satellite in 1972 (ERTS-1,
later renamed Landsat 1), there has been significant activity related to mapping and
monitoring environmental change as a function of anthropogenic pressures and nat-
ural processes (Treitz & Rogan, 2004). National park units and protected areas face
critical management challenges because of changing land-cover types and the vari-
ability of landscape contexts within, and adjacent to, park boundaries (Y. Wang et
al., 2009).
This thesis identifies and considers four main types of encroachment: perma-
nent land cover/use change where, for example, a building has been built, either
wholly or partially, on a public park; permanent land use change only, where, for
example, part of a public park area has been fenced off so it is no longer accessible
8 1. Introduction
to the public, but the land cover itself has not changed; temporary land cover/use
change where, for example the park (or part of the park) has been used as a garbage
dumping site in such a way that it can no longer be used by the public as a park;
and physical boundary concealed by land cover where, for example, a boundary
fence has been moved, or removed completely, in an area that is obscured by dense
vegetation.
None of the currently employed encroachment detection techniques examined
in this thesis were particularly suited to automatic detection of encroachment in the
Auckland area because either the characteristics of the land features were dissimilar
to those found in Auckland, or the type of encroachment detected by the technique
was not included in the four types of encroachment that this work is interested in.
The new approach proposed in this thesis is justified because the existing meth-
ods and applications examined were unsuitable for the specific needs, or not repro-
ducible in the New Zealand context. The approach to addressing the target problem
was broken down into two related core tasks. The first core task involved automatic
land encroachment detection using digital image analysis on spatial temporal data.
The second core task involved measuring and comparing the boundaries of public
parks.
1.5 Major Contributions
The main contributions of this thesis are as follows:
1 examines the application of computational methods to land management is-
sues;
2 proposes the application of an incremental learning based image change de-
tection method, capable of detecting sequences of changes over image series,
to detect possible encroachment;
3 applies boundary configurations and boundary difference calculations to city
public parks;
4 utilises boundary difference calculations to propose solutions to boundary dis-
putes;
5 applies automatic land encroachment detection by image segmentation and
computational analysis and configuration of boundary differences to public
park land management in Auckland, New Zealand.
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1.6 Thesis Organisation
The rest of this thesis is organised as follows:
Chapter 2 looks at land use measuring and management.
Chapter 3 is a review of land encroachment detection related work.
Chapter 4 contains a review of boundary disputes and difference calculations.
Chapter 5 covers land encroachment in New Zealand.
Chapter 6 details the work on automatic land encroachment detection by im-
age segmentation.
Chapter 7 examines computational analysis and configuration of boundary dif-
ferences over public parks in New Zealand.
Chapter 8 studies the application of automatic land encroachment detection
through image segmentation and computational analysis and con-
figuration of boundary differences to public park land management
in Auckland, New Zealand.
Chapter 9 contains the conclusion of the thesis and discusses possible future
work.

Chapter 2
Land Use Measuring and Management
2.1 Introduction
As stated in the previous chapter, land management is the process of managing the
use and development, in both urban and rural areas, of land resources. Central to
land management in developed countries is land registration.
2.1.1 Land Registration
The three major land registration systems, used in countries such as Australia and
New Zealand, are the deeds registration system, the title registration system and the
private conveyance system (Bruce, 1998). In the deeds registration system, the trans-
fer document (the deed) itself is registered. The deed does not prove the ownership
and the chain of ownership has to be traced back either by lawyers or the land regis-
tration authority. In the title registration system, also known as the Torrens system,
the certificate itself is the proof of ownership (Patton, 1934). The advantage is that
there are two certificates to each parcel and the original is kept at the land registry.
An ownership transfer is endorsed on the back of both the original and duplicate
certificate (Atterho¨g, 1995).
Freehold land tenure
In the freehold land tenure system, land rights are defined and protected by laws,
and evidence of ownership is provided by issuing titles to land holders. The title
to land also provides easier access to credit, whereby the land title can be used as a
collateral asset pledged as security for loans (Latu, 1996).
Customary land tenure
Customary land tenure is a system of holding rights to land which derives from the
operation of the traditions and customs of Indigenous communities (Latu, 1996).
Knowledge of the rights, obligations, and the land to which the rights are related,
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are recorded in the minds of the people involved. This knowledge is verbally trans-
mitted from one generation to another. The customary land tenure system is charac-
terised by community ownership of land, by a family, an extended family (lineage)
group, or a clan or tribal group (Latu & Dacey, 2006).
2.2 Land Management Tools
This section looks at the tools that are available to use when monitoring land. Geo-
information is a method oriented, integrated discipline concerned with surveying
and mapping land. There are four main technologies in geo-information:
• Geographical Information Systems (GIS)
• Remote Sensing
• Global Positioning System (GPS)
• Aerial Photogrammetry
Figure 2.1 shows a timeline of the use of these techniques. This figure also
demonstrates that these technologies are becoming increasingly integrated, as ad-
vances in personal computer use and availability have made the application of such
technologies and methods much more accessible in recent years.
Figure 2.1: Time line of land management tools.
The following sections of this chapter discuss each of these technologies.
2.3 Geographical Information Systems
A Geographic Information System (GIS) is a computer-based system that can cap-
ture and analyse information about features that can be referenced by geographical
location (Lillesand, Kiefer, Chipman, et al., 2004). The interrelationship between GIS
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disciplines is shown in Figure 2.2 (Konecny, 2002). GIS arose from activities in four
different fields:
• GIS Cartography - attempted the automation of the manually dependentmap-
making process by substituting the drawing work with vector digitisation.
• GIS Computer Graphics - had many applications of digital vector data, apart
from cartography, particularly in the design of buildings, machines and facili-
ties.
• Databases - created a general mathematical structure which could manage the
problems of computer graphics and computer cartography.
• Remote Sensing - created immense amounts of digital image data in need of
geo-coded rectification and analysis (Konecny, 2002).
Figure 2.2: Relationships between land management tools.
2.3.1 Participatory Geographical Information Systems (PGIS)
Participatory research is inclusive investigation carried out in partnership between
the researchers and the people being studied. Ideally the subjects are consulted be-
fore the research begins and are involved in all stages of data collection and analy-
sis. The resulting information should be of use to the people under investigation, as
well as to the scientists, and the participants should retain some ownership of this
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knowledge. The participatory approach was designed as a reaction against more
traditional, scientific methods, which can be exclusive, and where the interests of
the subjects may be overshadowed by the interests of the researcher.
Participatory research seeks to de-mystify research, thereby making it an intel-
lectual tool which ordinary people can use to improve their lives (Tilakaratna, 2008).
Land management and agricultural research are areas of study that have embraced
the participatory approach (Probst, Hagmann, Fernandez, & Ashby, 2003). It is now
understood that the people working the land have the best understanding of that
land. Using a participatory approach to land management and agricultural research
can also empower subjects by providing them with information about the land they
own and work on. Participatory research leads to the empowerment of rural com-
munities through the recognition of their ’indigenous’ or ’traditional’ knowledge
and the awareness that they can contribute to their own development.
Participatory GIS is considered because the application of an incremental learn-
ing based image change detection method and the application of boundary config-
urations and boundary difference calculations can be integrated into a participatory
approach.
Land management may be enhanced by the use of GIS technologies (Reid, Car-
roll, Smith, & Frizado, 2009). These technologies may be exclusive, and difficult
to integrate into a participatory approach due to their complexity. However, the
participatory GIS approach is now emerging as a popular research paradigm. Par-
ticipatory GIS is the result of a spontaneous merger of participatory learning and
action (PLA) methods with geographic information technologies and systems. The
practice is multidisciplinary, integrating outside experts with socially - and gender
- differentiated local knowledge experts. It builds on high levels of stakeholder par-
ticipation in the process of spatial learning, decision making, and action (Rambaldi,
McCall, Weiner, Mbile, & Kyem, 2004).
The involvement of stakeholders in landmanagement raises many ethical issues.
Brodnig and Mayer-Schonberger (2000) warned that spatial technologies cannot re-
lieve the researcher from the task of determining the social and economic factors
that impact human-environment relations. Blakemore and Longhorn (2004) looked
at existing codes of ethics for GIS practitioners and formulated ten possible com-
mandments of GIS ethics. Two of the most relevant to participatory GIS are not
using a GIS technology to harm other people and not using a GIS technology to
bear false witness. Chambers (2006) looked at the ethical considerations in partic-
ipatory mapping and geographic information systems. This work seems to be the
author’s personal views based on both field and literary research. It is not the result
of a specific study and no specific population is being investigated. He included
a list of questions that are pertinent to the use of GIS participatory process. In the
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list are two questions that, according to Chambers, need to be asked continuously.
The two questions are: who is empowered and who is disempowered?; and, who
gains and who loses? However, he did not provide specific examples of people be-
ing empowered/disempowered, or gaining and losing, nor a method for how the
conclusions were reached.
Kirsch (2005) studied the use of geo-information tools and products in participa-
tory land use planning in rural Cambodia. It is unclear whether the work discussed
in the study had been done or not. The title suggests that the article would provide
examples of how tools and products in PLUP had been, or would be, implemented
in rural Cambodia. However the article is more of a general description of PLUP
- the steps to take and the tools used, rather than a description of how it had been
specifically applied to Cambodia. A conclusion discussing the specifics of imple-
mentation in this country would be beneficial. There is no stated aim or introduc-
tion, no methods described for obtaining the data required, nor any suggestions for
future work.
Shrestha (2006) examined using GPS and GIS in participatory mapping of com-
munity forests in Nepal. The study used a six phase methodology: reconnaissance
survey of the field; orientation; participatory field measurement; map layout; ver-
ification and cross-checking; and feedback. The aim, methods, and results were
detailed thoroughly; however the images of the resulting maps were too small to
gain information from looking at them. Shrestha (2006) concluded that the involve-
ment of local people in finalising spatial information output had increased mutual
confidence. He also pointed out that the involvement had helped empower the local
people to increasingly participate in spatial analyses. The location of the study areas
was described but the selection of this population was not explained or justified and
details about the communities being worked with (e.g. technological levels, gender
makeup, urban/rural) were not included.
Rambaldi, Chambers, McCall, and Fox (2006) provided a guide to good practise
for participatory GIS practitioners and included a set of 33 guidelines for making
appropriate ethical choices. The guidelines were derived from debate between a
large number of people, rather than the result of one specific study. Perhaps some
information on the type of studies undertaken by the participants which allowed
them to create this list of ethical considerations would give the study greaterweight.
Four particularly relevant guidelines are: obtain informed consent; avoid raising
false expectations; avoid exposing people to danger; and put local values and needs
first.
Cartography and environmental management, carried out in a participatoryway,
are effective tools for the improvement of communication and information shar-
ing between local populations, government institutions, and researchers. Duvail,
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Hamerlynck, Nandi, Mwambeso, and Elibariki (2006) stated that, for improved
planning, mapping needs to be complemented by a detailed analysis of the eco-
nomic and spiritual values of the different landscape components and by a descrip-
tion of the local rules of resource sharing. Their study looked at participatory map-
ping for local management of natural resources in villages in Tanzania. Environ-
mental planning and participatory mapping were conducted at the village level.
The participatory mapping exercise was part of a larger environmental planning
process. The following steps were then carried out:
• A paper map of the village was produced.
• Topographers delimited the boundaries and the forest to separate from farm
land. Landscape units were identified and their coverwas verifiedwith ground-
truth checks. Land use and topographywere recordedduring field visits. Each
village delineated a village forest reserve.
• Comprehensive maps were created using GPS.
• Resulting maps were integrated into a GIS. Two satellite images were used,
combined with 250 aerial photographs which were geo-referenced. Each GIS
thematic layer was prepared via:
– Scanning aerial photographs
– Acquisition of GPS co-ordinates of recognisable objects
– Geo-referencing photographs
– Spatial analysis of the Landsat image
• The Village Environmental Management Plan (VEMP) and maps were dis-
cussed and approved. Village land use maps were drafted and printed. Draft
maps were reviewed by the villagers and corrected and corrections weremade
in the GIS.
• Outputs were ratified by district authorities.
• Forest reserve and adjacent land was registered at national level.
The decision to use these villages was dictated by politics rather than by the
design of the study. The location appears to have been specifically selected because
Tanzania had introduced legislation to allow local management of land. However
the basic method of creating a combination of paper and GIS basedmaps using local
peoples could be implemented in other developing regions.
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Aynekulu, Wubneh, Birhane, and Begashaw (2006) presented a case study of
monitoring and evaluating land use and land cover change using participatory ge-
ographic information system tools. The case study was carried out in Ethiopia.
The applied methodology involved sketching maps with local farmers, perform-
ing ground GPS surveys, and obtaining previous and current land-use data. The
product of the project was a land-use change map. The size of the land area being
investigated, and the amount of inhabited land were not described. There is very
little mention of further work that could be carried out in this area or using this
methodology. A list of specific examples of further work would have been useful.
The conclusion also mentioned that both men and women participated in the study,
providing a balanced representation. However this should have been expanded on
in themethodology and/or results section. The entire study aimed at including local
farmers rather than relying on urban centralised control and could have mentioned
any problems with interacting with this culture during the study.
Boundary dispute settlement using mobile GIS was looked at by Verplanke and
McCall (2003) with the application of mobile GIS in boundary disputes in Tanzania.
The visualisation of boundaries aided villagers in participatory group discussions.
Villagers were asked to draw a map of the village area identifying important fea-
tures, landmarks, and land uses. Several landmarks were then identified using GPS
and the boundary of the village was then digitally demarcated. Unfortunately there
was little description of the specific methods used; rather there was a very detailed
description of the tools, hardware, and software used. While lacking a clear set of
methods, this work could point to future research applying GPS and mobile GIS
tools to boundary disputes in South West Pacific countries such as New Zealand.
In their article on bridging the gap Brodnig andMayer-Schonberger (2000) looked
at the role of spatial information technologies in the integration of traditional envi-
ronmental knowledge and western science. They considered that communities and
resource users should benefit from mechanisms that provide them with the know-
how to manage their environment. The article briefly described some case studies
(obtained from other sources) involving traditional environmental knowledge. No
data was presented but an overview of the technology available (GPS, GIS and re-
mote sensing), and how it could be applied, was given. The fact that more than
one case study was used shows that the tools and theories being discussed could
be applied to different populations. The article also discussed the idea of whether
GIS is culturally sensitive and appropriate. The article suggested that GIS can help
local people demonstrate their relationship to the land and can also help preserve
traditional knowledge. However, this argument was countered with the argument
that GIS could be used to subsume indigenous cultures.
Taking elements of methods and approaches from three of the sources detailed
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previously, a possible research approach (Figure 2.3) for this study was created. The
three sources are:
• The use of geo-information tools and products in participatory land use plan-
ning in rural Cambodia (Kirsch, 2005).
• Using global positioning systems (GPS) and geographic information systems
(GIS) in participatory mapping of community forest in Nepal (Shrestha, 2006).
• Monitoring and evaluating land use/land cover change using PGIS tools (Aynekulu
et al., 2006).
The actual areas of public land studied in this research were identified as being
in the Auckland region. However, the approach could also be used in areas that
include Maori land, as the participatory character of the proposed approach suits
the self-determination principle of Kaupapa Maori theory.
Figure 2.3: Participatory Land Use Management Approach.
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2.3.2 Land Information Systems
A Land Information System (LIS) is a special type of GIS that manages and analy-
ses data related to land ownership (e.g. tax parcels, urban infrastructure, property
assessment and property boundaries). As a LIS application also stores data on cus-
tomary land occupancy, the local land occupiers should be included in the data
collection process. Young (1992) pointed out that, to indigenous people, land is not
merely an economic resource but is also inextricably linked to the vitality of their
society. Figure 2.4 shows the concept of a land information system where different
agencies build a series of overlapping maps or other media of information based on
common identifiers (Atterho¨g, 1995). One of the important benefits of a GIS is the
ability to spatially interrelate multiple types of information stemming from a range
of sources (Lillesand et al., 2004).
2.4 Global Positioning System
The Global Positioning System (GPS) uses signals from satellites to determine posi-
tion by triangulation. GPS is used in surveying and navigation applications (Hofmann-
Wellenhof & Lichtenegger, 1993).
Figure 2.5 shows the GPS satellite configuration (Konecny, 2002). The orbits of
the satellites are arranged in such a manner that at least four of them are in di-
rect line of sight of any point on the earth’s surface 24 hours a day. GPS receivers
can generally be classified into one of three categories: survey, mapping, and con-
sumer grade. Survey-grade GPS also requires satellite signal reception that is often
unattainable in forested landscapes. Mapping-grade GPS receivers can return accu-
racies typically within 2-5 metres of true position, depending on the quality of the
equipment.
A distinction between consumer GPS and other GPS receiver grades is in the
ability to differentially correct coordinate data that have been collected. Mapping-
and survey-grade GPS usually include software that enables consumers to differ-
entially correct data (Van Sickle, 2008). Another significant distinction between
consumer-grade and other GPS receivers is in the quality control of satellite recep-
tion including minimum reception quality standards and the number of points nec-
essary for coordinate determination. The potential strength of satellite arrangement
relative to a receiver’s position for position determination can be estimated and re-
ported as a position dilution of precision (PDOP) statistic (C. E. Johnson & Barton,
2004). A PDOP value can be generated by GPSmission planning software for a user-
specified position on the earth’s surface. In general, a higher PDOP value indicates a
satellite geometric arrangement with reduced reliability for measurement purposes.
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Figure 2.4: Land Information Systems concepts.
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Figure 2.5: GPS satellite configuration.
Mapping- and survey-grade GPS allow users to set a minimum PDOP level that is
necessary before location coordinates can be recorded; consumer-grade GPS do not
typically permit users to specify a minimum quality level. In addition, mapping-
and survey-grade GPS allow for point averaging of a position. As the earth and sur-
rounding satellites are constantly in motion, multiple coordinate readings and the
averaging of these readings typically leads to a more statistically reliable location
estimate than a single reading alone can produce. The vast majority of consumer-
grade GPS do not allow for point averaging, although some exceptions exist (Wing,
Eklund, & Kellogg, 2005).
A GIS uses the data collected from GPS to verify spatial data. Gao (2002) looked
at the integration of GPS with remote sensing and GIS and summarised that the
variety of approaches can be categorised into four models:
• Linear
• Interactive
• Hierarchical
• Complex
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The value of integrating GPS with remote sensing and GIS is greatest in appli-
cations that require comprehensive, geo-referenced, real-time, or almost real-time,
data. Nabed, Gourine, Ghezali, and Zeggai (2002) discussed guidelines for using
GPS in applications such as cadastral surveying. One of guidelines, which is partic-
ularly useful for this study, is that preliminary questions such as what is the purpose
of the survey, what are the accuracy and reliability requirements andwhat resources
are available? Hill and Pittam (1994) reviewed GPS surveying and mapping hard-
ware and software, broadly categorising them into those used for survey accuracies
and those used for mapping accuracies. Their work is useful as a base-line when
considering the use of GPS technology.
Hindrances to effective GPS use in forestry include canopy cover (Karsky, 2001)
and landscape topography (C. Liu & Brantigan, 1995). Key to deriving quality GPS
measurements is the reception of at least four satellite signals at sufficient strength
and from a robust geometric distribution. Four satellites ensure that a horizontal
and vertical position can be determined and that GPS timing errors are minimised.
Canopy cover and other solid objects can interfere with satellite signals and prevent
them from reaching a GPS receiver. In some cases, satellite signals may reflect off
an object, such as an automobile or other solid surface, and take a non-direct path
to a GPS receiver, leading to an error known as multi-pathing (Hofmann-Wellenhof,
Lichtenegger, & Collins, 2013).
2.5 Remote Sensing
Remote Sensing is the science of obtaining information about an object, area or phe-
nomenon through the analysis of data acquired by a device that is not in contact
with it (Lillesand et al., 2004). RS is possible due to the existence or generation of
force fields between the sensing device and sensed object (Konecny, 2002). The force
fields most relevant to the type of data collected in a satellite image are of the electro-
magnetic spectrum. RS devices can range from hand-held to space-borne (satellites).
Once the image data has been captured by the sensor, it is then processed and in-
terpreted to become object information. This section looks at research carried out,
using remote sensing (specifically satellite images) on land-use change monitoring
case studies.
Thenkabail, Nolte, Lyon, et al. (2000) presented a methodology for rational se-
lection of benchmark research areas for technology development research activities.
The method involved GIS modelling using SPOT data and other spatial data layers
from secondary datasets, GPS, and ground-truth. Alberti, Weeks, Coe, et al. (2004)
described a land cover change methodology and considered its application in a case
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study, in Central Puget Sound, USA. The objective of the project was to discriminate
between categories of urban land cover using satellite-obtained images taken at dif-
ferent times and to perform a land cover change analysis between the two images.
Tong, Shi, and Liu (2005) proposed a least squares-based method for adjusting the
boundaries of area objects. The principle of the approach involved taking the size of
the registered area of a land parcel as its true value. Then the geometric position was
adjusted to the boundaries of the digitised parcel. Williams, Goward, and Arvidson
(2006) reviewed the history of the Landsat mission with a particular focus on the
Landsat-7 system. This work is of interest because Landsat images are a potential
source of data.
Son (2007) presented a study carried out in Vietnam on detecting land-use change,
during a period of almost four years, using GIS and remote sensing. There was no
data presented to support Son’s hypotheses on the relation between land-use change
and rural income determinants. However, the work did show how land-use change
could be monitored using data obtained from satellite images as follows:
• Image classification: A two-date (2001 and 2003) satellite image was used for
the classification. Operations involving geometric and atmospheric correction
were carried out on the images. The images were then represented in false
colour composite for visual interpretation. Visible red bands were used so that
healthy vegetation would appear dark and soils and clearings would appear
light in the images.
• Iterative Self-Organising Data Analysis Technique (Isodata): Isodata was ap-
plied to differentiate between forest types and grasslands and to aid classi-
fication. After classification the preliminary spectral classes were compared
to information from existing land use information. Training data areas were
defined throughout the study area. This approach allowed for good represen-
tation of each vegetation type.
• Post classification: Post classification was applied to get improved classes and
to evaluate the resulting classification. Calibration was then performed by
comparing the geographical data from ground-truth to remove uncorrelated
pixels.
• Multiple regressions of farmers’ income determinants: 64 samples were pro-
portionally drawn based on the relief. Households were randomly selected
for interviewing.
The next section looks at the relevant research in aerial Photogrammetry.
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2.6 Aerial Photogrammetry
Aerial photogrammetry is the science of obtaining reliablemeasurements, maps and
digital elevation models from aerial photographs (Lillesand et al., 2004). The use of
photogrammetry is based on the possibility of optically projecting the terrain onto
a flat surface, which thus recovers the image by means of a photographic emulsion
or by digital sensors (Konecny, 2002). Aerial photography can be used to obtain
analogue and digital images.
Figure 2.6 shows the basic geometric elements of a vertical aerial photograph.
Light rays from terrain objects are imaged in the plane of the film negative after
intersecting at the camera lens exposure station (Lillesand et al., 2004).
Figure 2.6: Basic geometric elements of a vertical aerial photograph.
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Some research has been done on using aerial Photogrammetry in land rights/land
use classification projects. Anderson et al. (2000) examined three technical chal-
lenges faced when attempting to map land rights in Mozambique. The three tech-
nical challenges are: cartographic quality attained from non-standard methods, im-
age enlargement accomplished with photo-digital techniques and implementation
methods using pre-literacy and distance education techniques. Anderson et al.
(2000) also stated that the mapping of land rights in third world areas can be done
by modestly trained and assisted local residents using highly enlarged aerial pho-
tography. Wu, Xu, and Wang (2006) studied urban land-use classification using
variogram-based analysis with an aerial photograph. They noted that land-use clas-
sification for the urban areas gets more difficult when urban land-use parcels are
small and segmented. Wu et al. (2006) concluded that future research is needed to
test how accurately variogram-based texture analysis could classify small parcels of
a variety of detailed land-use types.
2.7 New Zealand Land Issues
It is also worth looking at work that has been carried in New Zealand as there are
areas of land that are administered under customary land and freehold land tenure.
Winmill and Morton (1993) analysed the implications of cadastral reform for Maori
land. They stated that European land law was never satisfactorily modified to take
into account Maori tradition. Maseyk (1993) also discussed some of the strategic
initiatives being followed in New Zealand to improve the efficiency of management
of the cadastral system. The initiatives were concerned with the process of verifying
cadastral records and reviewing survey regulations.
Strack and Rosie (2001) stated that Maori land was notoriously under-utilised
and the ownership records were chaotic. They also reviewed the main problems
with Maori land: fragmentation of title; fragmentation of land; title records; and
uneconomic parcels. Strack (2006) studied the process of Maori alienation from
their land, in a case study on the Taieri Native Reserve. Strack observed that the
boundaries of Taieri Native Reserve had been obliterated by encroachment of un-
managed vegetation and that the boundaries were now meaningless. However no
methods of data collection were discussed in the article. It would have been use-
ful to know whether the information had come primarily from Maori or European
records. There was no discussion of further work required.
Maori land and resource issues are often the subjects of much heated and ques-
tioning discussion in New Zealand (Robertson, 2004). In Maori land tenure: Issues
and opportunities, Robertson assessed both issues and opportunities in Maori land
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tenure and avoided apportioning blame for problems or using emotive language.
The sample population was the Maori population of New Zealand in total, both
historically and currently. There was no description of the method used to collect
and collate the data provided. The article concluded that there was a need to record
a wide range of legal interests arising from multiple ownership, successions, and
trusts against title. Maori land titles are based on custom and practice, including
oral submissions made to the Maori Land Court.
2.8 Summary
This chapter examined the main systems and tools that can be applied in land man-
agement: Geographical Information Systems (GIS); Land Information Systems (LIS);
Cadastral Systems; Remote Sensing (satellite images); Digital Image Processing;
Aerial Photogrammetry; and Global Positioning System (GPS).
One of the important benefits of a GIS is the ability to spatially interrelate mul-
tiple types of information stemming from a range of sources, therefore studies in-
volving the analysis of data from several sources were reviewed. GIS and GPS tech-
nologies have been used successfully to monitor and evaluate land use and land
cover change in regions such as Africa, Asia, and North America. Such land man-
agement related studies included rural land use planning, community development
planning, natural resource management, and safeguarding cultural heritage. Other
studies have combined the use of GIS and GPS technologies with digital image
data obtained from remote sensing technology to evaluate land cover change. The
landmanagement related studies included rural land use planning, natural resource
management, and the mapping of land rights. Most of the studies concentrated on
data collection, integration, and visualisation but did not involve computational
analysis of the data.
The integration of technologies, such as GPS, remote sensing, and GIS, in mobile
devices has led to their use in participatory approaches. Case studies of partici-
patory GIS and mapping have occurred in North America, Asia, and Africa and
the approaches taken could be applied to New Zealand. Some of the case studies
presented no actual data but provided anecdotal evidence of the benefits of par-
ticipatory approaches. Also, ethical issues involving stakeholders were discussed.
Further work was proposed in the areas of the application of tools and techniques
to land management systems in New Zealand where the research could be carried
out.
Since the research review did not discover any examples where a participatory
approach had been used in the creation of a land management system for New
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Zealand, the creation of a land management system with stakeholder participation
from the outset is considered appropriate. No examples were found of studies car-
ried out in New Zealand, on the use of digital image processing, GIS, and GPS to
detect and evaluate encroachment. Also, few of the studies involved the application
of computational analysis on the data collected. The two main conclusions drawn
from this chapter are that the use of digital image processing to detect encroach-
ment or possible encroachment could be examined and that experiments to study
the use of GIS and GPS to configure and calculate boundary differences could be
performed.

Chapter 3
Land Encroachment Detection Related Work
This chapter contains a review of current research in the domain of land encroach-
ment detection, for the purpose of informing this research study. Previous research
was looked at from two perspectives: the first, to examine the types of encroachment
covered by the research; second, to examine the type of methods used in research
on land cover analysis. A gap in the research was identified because the existing
methods were unsuitable for the specific needs of this work, and the applications
examined were not reproducible in the New Zealand context.
3.1 Introduction
Land cover composition and change are important aspects for many scientific and
socioeconomic assessments. Data related to land cover types and distributions are
widely used to assess landscape condition and to monitor status and trends of
ecosystem change (Xian, Homer, & Fry, 2009). Inventory and monitoring provide
valuable information to better understand change mechanisms and to model im-
pacts on the environment. Digital change detection essentially comprises the quan-
tification of temporal phenomena frommulti-date imagery. Some examples of these
phenomena are afforestation, reforestation, agricultural field rotation, abnormal evo-
lution of the land surface and natural disasters such as fires or floods (Le Hegarat-
Mascle, Ottle, & Guerin, 2005).
Accurate and detailed land cover information of urban areas is essential for
many purposes such as land management, urban planning, and urban landscape
pattern analysis (W. Zhou, Huang, Troy, & Cadenasso, 2009). The relatively recent
availability of high spatial resolution imagery from satellite sensors and from digi-
tal aerial platforms provides opportunities for detailed urban land cover mapping
(Jin & Davis, 2005). Digital image correlation and tracking is an optical method that
employs tracking and image registration techniques for accurate 2D and 3D mea-
surements of changes in images.
Data clustering is the process of dividing data elements into classes or clusters so
that items in the same class are as similar as possible, and items in different classes
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are as dissimilar as possible (Jain, Murty, & Flynn, 1999). Depending on the nature
of the data and the purpose for which clustering is being used, different measures
of similarity may be used to place items into classes, where the similarity measure
controls how the clusters are formed. Some examples of measures that can be used
in clustering include distance, connectivity, and intensity. In hard clustering, data is
divided into distinct clusters, where each data element belongs to exactly one clus-
ter. In fuzzy clustering (also referred to as soft clustering), data elements can belong
to more than one cluster, and associated with each element is a set of membership
levels. These indicate the strength of the association between that data element and
a particular cluster. Fuzzy clustering is a process of assigning these membership
levels, and then using them to assign data elements to one or more clusters (Jain et
al., 1999).
Image segmentation is the process of partitioning a digital image into multiple
segments (sets of pixels, also known as super-pixels). The goal of segmentation is
to simplify and/or change the representation of an image into something that is
more meaningful and easier to analyse. Image segmentation is typically used to
locate objects and boundaries (lines, curves, etc.) in images. More precisely, image
segmentation is the process of assigning a label to every pixel in an image such
that pixels with the same label share certain characteristics. The result of image
segmentation is a set of segments that collectively cover the entire image, or a set
of contours extracted from the image (see edge detection). Each of the pixels in a
region is similar with respect to some characteristic or computed property, such as
colour, intensity, or texture. Adjacent regions are significantly different with respect
to the same characteristic(s).
The next section looks at type and applications of land change detection.
3.2 Types of land change detection applications
There is global interest in the area of land encroachment and its importance in sci-
ence, the environment and socioeconomic assessments (Xian et al., 2009). It is essen-
tial that the exact nature of the land characteristics of an area being studied is un-
derstood because it affects the decision about which land feature detection method
to use. A variety of applications of land encroachment detection, with a focus on
the discovery of the nature of encroachment, are discussed here.
There are examples of research that were in the rural context (Ghosh, Mishra,
& Ghosh, 2011) and examples in the urban-rural context (C. He, Weib, P., Zhang,
& Zhao, 2011). Several investigations of land encroachment detection examined
ecosystems around national parks and concentrated on suburban growth, defor-
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estation, and fragmentation. These investigations predominantly studied human-
induced land cover/use changes and an example can be seen in thework of (Y.Wang
et al., 2009). Some investigations concentrated on the assessment of vegetation
changes (Waser et al., 2008) and on burned area identification (Bruzzone & Pre-
ito, 2000). Other research examined various methods of detecting encroachment on
different types of terrain and one research study analysed the extent of agricultural
encroachment in mountain ranges (Belaid, 2003).
Malik and Husain (2006), used satellite sensor data evaluation for mapping dif-
ferent land-covers in the suburb of Rawalpindi, Pakistan, to assess the impact of
urbanisation on the scrub forest. Similarly, the case studies, presented in Ghosh et
al. (2011), looked at image change detection in rural areas inMexico and Italy, for the
purpose of monitoring urban growth as opposed to deforestation, using LANDSAT
data.
In a review of land encroachmentmanagement applications Kennedy et al. (2009),
it was noted that many of the studies were initiated by government and civil author-
ities for the purpose of understanding, decision making and policy making. The
purpose of the research in these areas was to increase understanding of change and
how to model environmental and ecosystem impacts, and for land use planning
(C. He et al., 2011), (Le Hegarat-Mascle et al., 2005), (Y. Wang et al., 2009), and(Xian
et al., 2009).
3.3 Computational Encroachment Detection Methods
This section discusses methods for encroachment detection using image change de-
tection. Kennedy et al. (2009) discussed the broader context of applications of re-
mote sensing and the design of monitoring projects. The study discussed guidelines
for collaboration between scientists and land managers to develop remote sensing
solutions for more effective landscape monitoring, as well as providing comprehen-
sive resources and attributes for remote sensing projects and high level algorithmic
design considerations. Much research work has been carried out in the area of land
encroachment using image change detection.
The change detection techniques identified are segmentations methods, term
frequency-based analysis, changer-vector analysis and object-based image analysis.
These techniques are be discussed more fully in the following sections.
3.3.1 Segmentation Methods
Image segmentation is the process of partitioning a digital image into multiple seg-
ments (sets of pixels, also known as super-pixels). The goal of segmentation is to
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simplify and/or change the representation of an image into something that is more
meaningful and easier to analyse. Image segmentation is typically used to locate
objects and boundaries (lines, curves, etc.) in images. More precisely, image seg-
mentation is the process of assigning a label to every pixel in an image such that
pixels with the same label share certain characteristics. The result of image segmen-
tation is a set of segments that collectively cover the entire image, or a set of contours
extracted from the image. Image segmentation algorithms can be divided into four
methods (H.-D. Cheng, Jiang, Sun, & Wang, 2001):
1 Histogram thresholding
2 Image feature-space clustering
3 Region-based
4 Edge-based
Image Segmentation
Digital change detection essentially comprises the quantification of temporal phe-
nomena from multi-date imagery (Coppin, Jonckheere, Nackaerts, Muys, & Lam-
bin, 2004b). Some examples of these phenomena are: afforestation; reforestation;
deforestation; agricultural field rotation, according to practices, or state agricultural
policies; abnormal evolution of the land surface, such as hydric stress (hydric soils
are defined as soils that formed under conditions of saturation, flooding, or pond-
ing long enough during the growing season to develop anaerobic conditions in the
upper part); effects on canopies; or natural disasters such as fires or floods. Multi-
temporal data obtained from remote sensing devices, such as satellites, allows the
characterisation of the main land cover types at regional scales, for example bare soil
surfaces, natural vegetation, and crops (Borak, Lambin, & Strahler, 2000). However,
for the classes whose object size is smaller than the pixel size, such as fields, water
areas, and roads, direct characterisation is not possible.
The study described in Le Hegarat-Mascle et al. (2005) focused on the use of
coarse spatial resolution (CR, pixel size about 1 km2) remote sensing data for land
cover change detection and qualification. Assuming the linear mixing model for CR
pixels, the problem was that both the multi-temporal class features and the pixel
composition in terms of classes was unknown. The proposed algorithm was then
based on the iterative alternate estimation of each unknown variable. At each it-
eration, the class features were estimated using knowledge of the composition of
some pixels. Then the pixel composition was re-estimated, knowing the class fea-
tures. The subset of known composition pixels was the subset of pixels where no
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change occurred, i.e. the previous land cover map was still valid. It was derived
automatically by removing, at each iteration, the pixels where the new composition
estimation disagreed with the former one. Finally, for the final estimation of the
pixel composition, a Markovian chain model was used to guide the solution.
Several approaches have been proposed to estimate the class features through
mixed pixel measurements. Assuming the knowledge of the pixel composition (in
terms of land cover types), Faivre and Fischer (1997) proposed a random linear
model. The main notations are:
- Ω is the Coarse Resolution (CR) image with N pixels:
N = |Ω|, where |·| denotes the cardinality of a set;
- c is the number of classes present in the region;
- −→αs,−→αs ∈ M(c, 1), is the vector of class proportions, i.e. whose component terms
αs(k) are the proportions of the different classes in pixel s. The −→αs vectors
satisfy the following constraints:
∀S ∈ Ω ,
{ ∀k ∈ [1, c], 0 ≤ as(k) ≤ 1∑c
k=1 as(k) = 1
; (3.1)
- T is a time period during which the −→αs vectors are assumed to be constant
(change detection is then performed between different Ti periods);
-
−→
Xs is the measurement vector attached to pixel s, s ∈ Ω, e.g., its d component
terms may correspond to different spectral signals observed at different dates
included in period T . Denoting M(nl, nr the set of matrices of dimensions n1
lines and nr rows,
−→
Xs belongs to the vectorial subspaceM(d, 1);
- −→yk,−→yk ∈ M(d, 1), is the feature vector characterising the class k, k ∈ [1, c], and
y is the matrix of M(c, d), whose lines are the transposed of −→yk for k ranging
from 1 to c.
If the observed signals can be decomposed linearly (linear mixing assumption),
the measured contributions of the scene components are directly proportional to
their surface area (Settle & Campbell, 1998):
∀j ∈ [1, d] , XS(j) =
∑c
k=1 as(k) · yk(j) + εs(j)
⇔ (−→Xs)t = (−→as)t · y + (−→εs)t,
(3.2)
where v(i) is the ith component term of the vector−→v (−→v is a generic notation denot-
ing either −→αs, or −→yk, or −→Xs), (−→v )t is the transpose of −→v , and −→εs ∈ M(d, 1) represents
the errors.
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Assuming that the class features are stationary within a N pixel region, the gen-
eralisation of (3.2) to the whole region is:
⎛
⎝X1(1) . . . X1(d). . . . . .
XN (1) . . . XN (d)
⎞
⎠ =
⎛
⎝α1(1) . . . α1(c). . . . . .
αN (1) . . . αN (c)
⎞
⎠
×
⎛
⎝y1(1) . . . y1(d). . . . . .
yc(1) . . . yc(d)
⎞
⎠
+
⎛
⎝ ε1(1) . . . ε1(d). . . . . .
εN (1) . . . εN (d)
⎞
⎠
⇔ Xt = αt · y + εt,
(3.3)
whereX ∈ M(d,N), α ∈ M(c,N), and ε ∈ M(d,N).
Knowing the composition of the CR pixels (i.e. y) A has to be estimated. This
problem, called the disaggregation problem, corresponds to the estimation of the
land cover features. Its applications are for example surface monitoring or physical
model forecasting using remote sensing data assimilation (Faivre, Bastie´, & Husson,
2000). It can be solved independently for each dimension j ∈ [1, d],
⎛
⎝X1(j). . .
XN (j)
⎞
⎠ = α
⎛
⎝y1(j). . .
yc(j)
⎞
⎠+
⎛
⎝ ε1(j). . .
εN(j)
⎞
⎠ . (3.4)
In (3.4), the number of unknown variables is c (the terms of jth column of y). If N is
greater than c, the solution which minimises:
η21(j) =
N∑
s=1
[
Xs(j)−
c∑
k=1
αs(k)× yk(j)
]2
. (3.5)
is searched for. In the absence of any constraints on y, the solution is given by the
pseudo-inverse method as [y˜]j = (α
t · α)−1 · αt · [X]j , where [M]j is the restriction
of the matrix M to its column j (M is a generic notation denoting either y˜ or X).
Knowing the time-features of the different classes (i.e. y) A has to be estimated.
This problem corresponds to the supervised classification of a CR image. Its main
application is land cover prediction using remote sensing data (Cardot, Faivre, &
Goulard, 2003). It can be solved independently for each pixel s ∈ [1, N ],
(Xs(1) . . . Xs(d)) = (αs(1) . . . α(c))y + (εs(1) . . . εs(d)). (3.6)
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In (3.6), the number of unknown variables is c (the terms of the jth line of A). For d
greater than c, the solution which minimises:
η22 =
d∑
j=1
[
xs(j)−
c∑
k=1
αs(k)× yk(j)
]2
(3.7)
is searched for under the (3.1) constraints. The performance of the proposed ap-
proach has been checked both on simulated data, for which the changes are per-
fectly known and no problem of data superposition noises the results, and on actual
data (Le Hegarat-Mascle et al., 2005). While the approach has possibilities to be
used in New Zealand, the type of data that is used is costly and difficult to obtain
for Auckland.
Fuzzy Clustering
Fuzzy clustering is a class of algorithms for cluster analysis in which the allocation
of data points to clusters is not ’hard’ (all-or-nothing) but ’fuzzy’ in the same sense as
fuzzy logic. The work, presented in Bragato (2004), explored the applicability of the
fuzzy c-means approach to conventional soil surveys for detailed land use assess-
ment with the purpose of taking into consideration the fuzziness of data collected
in areas where soil type transitions are not easily observable. The investigated ap-
proach might represent part of a complex analytical sequence capable of using both
the spatial distribution of fuzzy continuous classes and the land form analysis to
formulate a spatially detailed territorial model representing the basic level of infor-
mation for a locally oriented land use assessment. Starting from a multi-attribute
data set of n soil individuals and xp attributes, fuzzy c-means finds out the optimal
c of subsets in the data set. The fuzzy cluster model (FCM)
J(MC) =
n∑
i=1
c∑
j=1
μϕijd
2
ij i| = 1, . . . , n; j = 1, . . . , c, (3.8)
minimises the objective function where C is the cxpmatrix of class centres andM is
the nxc matrix of partial memberships. The C and M matrices are calculated after
the most suitable values are determined on the grounds of the information derived
either from within the data set (internal criterion) or from external variables (ex-
ternal criterion) (Bragato, 2004). An internal criterion is the fuzziness performance
index (FPI)
FPI = 1− (cF − 1)
F − 1 . (3.9)
Any external criterion examines the relationship between class memberships of
randomly selected soil individuals and external variables not included in the data
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set, but supposed to be influenced by the same environmental processes affecting
the fuzzy continuous classification (Bragato, 2004). The adjusted coefficient of de-
termination of the regression model is calculated for different combinations
r2a = r
2 − c(1− r
2)
ns − c− 1 . (3.10)
The individual FCM classes do not allow drawing of a composite map of member-
ships if they are not considered simultaneously. A composite map can be drawn
after the interpolation using a logical union operator like the fuzzy t-conorm MAX
operator shown in
μi1 ∪ μi2 ∪ . . . ∪ μic = max(μi1, μi2, . . . , μic). (3.11)
An alternative option is the confusion index (CI) shown here
CI = 1− [μmaxi − μ(max−1)i], (3.12)
where μmaxi and μ(max−1)i are the first and second largest membership values of
the ith individual respectively.
The technique used in fuzzy clustering algorithms for unsupervised change de-
tection in remote sensing images in Ghosh et al. (2011) is based on the fuzzy cluster-
ing approach. It takes care of then spatial correlation between neighbouring pixels in
the difference image produced by comparing two images acquired on the same ge-
ographical area at different times. The case studies presented in Ghosh et al. (2011)
looked at change detection in images in rural areas, therefore themethodmay not be
appropriate for the Auckland region, which is a mixture of both urban and rural ar-
eas. Also, the case studies discussed by Ghosh et al. (2011) dealt with multi-spectral
image data which is not easily available for the Auckland region.
Fuzzy Segmentation
GEographic-Object-Based ImageAnalysis (GEOBIA) is a sub-discipline of GIScience
devoted to partitioning remote sensing imagery into meaningful image-objects, and
assessing their characteristics through spatial, spectral and temporal scale. Fuzzy
classification has been applied in remote sensing for natural phenomena that are
distributed gradually and continuously over space. In such cases, there are no hard
boundaries dividing geographic objects (Roberts, Hall, & Calamai, 2001). In other
cases, well defined objects appear blurred in images because of sensor noise, shad-
ing and highlights. Thereby, a fuzzy classification may be more appropriate than
representing reality through sharp objects and crisp classes (T. Cheng, Molenaar, &
Lin, 2001). Fuzzy classification methods assign gradual membership of pixels to
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classes measured as degrees in [0, 1]. This approach gives the flexibility to represent
pixels that belong to more than one class.
Fuzzy image segmentation was proposed by Lizarazo (2011) as an alternative
GEOBIA method for conducting discrete land cover classification. He suggested a
variant of fuzzy segmentation be applied for continuous land cover change analysis.
The mathematical function that defines the degree of an element’s membership in
a fuzzy set is called membership function. Since membership to classes is fuzzy,
there is no single label indicating which cluster a pixel belongs to. Instead, fuzzy
classification methods associate a fuzzy label vector to each pixel xj, which states
its membership to each one of c classes
Uj = (μij , . . . , μcj)
T . (3.13)
Feature analysis aims to define, select and extract a relevant set of image-region
properties and relationships suitable to infer appropriate decision rules and resolve
the spectral ambiguity in land-cover classes. By default, the membership values of
regions to target classes are part of the attributes under study. In addition, intersec-
tion of fuzzy image-objects may be conducted to detect problematic zones (Lizarazo,
2011). A useful option for doing this is the confusion index (CI) here
CI = 1− [μmaxi − μ(max−1)i], (3.14)
where μmaxi and μ(max−1)i are the first and second largest membership values re-
spectively, of the ith individual.
Other useful indexes to analyse overlapping fuzzy-regionsmay be adapted from
the crisp realm (i.e. indexes commonly used for comparison of rastermaps) (Lizarazo,
2011). An index used in the study is the absolute normalised difference index (ANDI):
ANDI = |μiA − μiB |, (3.15)
where μiA and μiB are the membership values of the ith pixel to the classes A and B,
respectively. The ANDI index measures the overlap existing between two specific
classes.
The objective of defuzzification is to infer and apply decision rules to assign full
membership of the fuzzy regions to the target land-cover classes. General defuzzi-
fication techniques include: max membership principle; centroid method; weighted
average method; and mean max membership (Ross, 2009). A simple method of de-
fuzzification - not exploiting feature analysis - uses a logical union operator like the
fuzzy t-conorm MAX operator (Ross, 2009):
μi1Uμi2 . . . Uμic = max(μi1, μi2, . . . , μi3), (3.16)
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where max() indicates the largest membership value of the ith pixel or neighbour-
hood.
The FIRME (Fuzzy Image Regions Method) implementation in Lizarazo (2011)
relied on two statistical inferential methods: Generalised Additive Models (GAM)
and Support Vector Machines (SVM). Linear models are statistic models in which a
univariate response is modelled as the combination of a linear predictor and a zero
mean random error term. In (3.17) , a variable response datum, yi , is treated as an
observation on a random variable, Yi , with E(Yi) as expectation, the .i as zero mean
random variables, and the i aremodel parameters, the values of which are unknown
and will need to be estimated using training data:
E(Yi) = β0 + xiβ1 + ziβ2. (3.17)
For the Fuzzy Segmentation stage, a GAMmodel was fitted using a small train-
ing sample, whose class labels are known. An additive approach is used to model
the presence/absence of every land-cover class, ci, in
logit(E(Yi)) = f(b1i, . . . , bni). (3.18)
For the final defuzzification stage, a Support Vector Machine was used to dis-
criminate final crisp objects. A radial basis function is used to transform from the
original feature space to a new one linear space, to be able to assign a crisp land-
cover class ci using the fuzzy predictors, as indicated in
E(Yi) = SVM(K(μi1, . . . , μic, φ1, . . . φn)), (3.19)
whereK is a radial basis kernel applied to c fuzzy image-regions and n fuzzy oper-
ators.
In the Fuzzy Segmentation stage, a GAM model was fitted using the following
formula
LAND.ABC = s(b1 + b2 + b3 + b4 + b5 + b6), (3.20)
where LAND.ABC stands for each one of the different land cover classes (i.e LAND.148,
LAND.180, and so on), s is a smooth function, b1, b2, b3 and b4 represent the princi-
pal components transformation of the original multi-spectral channels, and b5 and
b6 represent the x and y coordinates normalised to the range [0, 1].
In the defuzzification stage, a SVM classifier with radial basis kernel was applied
(Lizarazo, 2011). Predictor variables were set to the seven fuzzy image-regions, the
CI index and the two relevant ANDI indices (ten predictors in total), as indicated in
LANDCOV ER = g(f1 + f2 + f3 + . . .+ f10), (3.21)
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where LANDCOVER stands for the multinomial categorical response, g is the SVM-
based classification function, and f1 to f10 represent the predictor variables.
The approach discussed could be adapted to examine encroachment detection
but it does need ground-proofing using GPS data. The case studies looked at urban
areas, which is suited to Auckland as it is also a region that has urban elements. The
case study presented uses data from LANDSAT so the method would need to be
adapted to be used on the aerial photograph data that is available for Auckland.
Lizarazo (2010) describes a fuzzy image segmentation approach for qualitative
classification of land cover. The approach was applied for estimation of impervious
surface areas from Landsat-TM images. The method involved four main stages: (i)
pre-processing for radiometric normalisation and independent component transfor-
mation, (ii) fuzzy segmentation to create fuzzy image regions representingmember-
ship values to land cover classes, (iii) feature analysis to evaluate contextual proper-
ties of fuzzy image regions, and (iv) regression to estimate impervious surface area.
For the feature analysis stage, the sum of logarithms (SOL) index was determined
between pairs of fuzzy image regions. The SOL index was defined as
SOL = ln(μiA × μiB) = ln(μiA) + ln(μiB), (3.22)
where ln is the natural logarithm and μiA and μiB are the membership values of the
ith pixel to classesA andB. The SOL indexmeasures the overlap between two fuzzy
image regions and highlights areas exhibiting high membership values to more than
one target class.
Lizarazo (2010) applied a support vector machine technique to conduct super-
vised learning tasks. Experimental results suggested that the method provides an
accurate and simple alternative for quantitative analysis of urban land cover. This
approach could be adapted to aid in the automatic detection of land encroachment
in Auckland, New Zealand.
Correlation Image Analysis
Correlation image analysis is based on the fact that pairs of brightness values from
the same geographic area (e.g. an object) between bi-temporal image datasets tend
to be highly correlated when little change occurs, and uncorrelated when change
occurs (Im, Jensen, & Tullis, 2008).
The object level referred to segments with spectral and spatial homogeneity
within the imagery. Im and Jensen (2005) introduced local neighbourhood correla-
tion image analysis and successfully generated neighbourhood correlation images
(NCIs) consisting of three features (i.e. correlation, slope, and intercept) that im-
proved classification for change detection. The NCIs improved the change detec-
tion results when compared with traditional per-pixel inputs. One of the problems
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found in the study was the ’salt-and-pepper’ phenomenon in the change detection
results, sometimes considered a drawback of per-pixel change detection (Blaschke
& Strobl, 2001). In addition, per-pixel approaches are often very sensitive to noise
and therefore lack spatial consistency (Soille, 2003). Im et al. (2008) used correla-
tion image analysis and image segmentation for object-based change detection. The
study introduced change detection based on object/neighbourhood correlation im-
age analysis and image segmentation techniques.
Correlation analysis was used to detect change based on the objects derived from
image segmentation and the 363 local neighbourhoods. Three variables, correlation
(3.23), slope (3.24), and intercept (3.25), from the correlation analysis were calculated
using the following equations (Im & Jensen, 2005):
b =
∑n
i=1BVi2 − a
∑n
i=1 BVi1
n
, (3.23)
r =
∑n
i=1(BVi1 − μ1)(BVi2 − μ2)
s1s2(n− 1) , (3.24)
a =
∑n
i=1(BVi1 − μ1)(BVi2 − μ2)
s21(n− 1)
, (3.25)
where r is Pearson’s product-moment correlation coefficient, and s1 and s2 are
the standard deviations of the brightness values found in all bands of each dataset
in the object/neighbourhood, respectively.
Based on the above basic equations, object correlation images (OCIs) on the three
variables, correlation (3.26), slope (3.27), and intercept (3.28) were created using the
following spatial analysis:
N ×B ×∑Bi=1 ZD1D2i − (∑Bi=1 ZD1i ×∑Bi=1 ZD2i)√
(N ×B ×∑Bi=1 ZD12i − (∑Bi=1 ZD1i)2)× (N ×B ×∑Bi=1 ZD22i − (∑Bi=1 ZD2i)2)
,
(3.26)
N ×B ×∑Bi=1 ZD1D2i − (∑Bi=1 ZD1i ×∑Bi=1 ZD1i)×∑Bi=1 ZD2i
N timesB ×∑Bi=1 ZD12i − (∑Bi=1 ZD1i)2 , (3.27)∑B
i=1 ZD2i − SI×
∑B
i=1 ZD1i
N ×B , (3.28)
where N is the image containing the number of cells in each object (zone), and B
is the number of bands in one date of imagery. ZD1i and ZD2i are the images
generated using a zonal sum function (based on the polygonal zone vector data) of
band i of date 1 and date 2 imagery, respectively. ZD1D2i is the image generated
using a zonal sum function (based on the polygonal zone vector data) of the image
generated by multiplying band i of date 1 imagery with band i of date 2 imagery.
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ZD12i and ZD22i are the images generated using a zonal sum function (based on
the polygonal zone vector data) of the images generated by multiplying band i of
each date imagery by itself, respectively.
Five different change-detection methods were investigated to determine how
new contextual features could improve change classification results:
1 Generate objects through image segmentation, create object correlation images
based on the objects, and classify the object-based composite imagery using
nearest-neighbour and machine-learning decision tree.
2 Create neighbourhood correlation images, generate objects through image seg-
mentation, and classify the object-based composite imagery using nearest-
neighbour and machine-learning decision tree.
3 Generate objects through image segmentation, and classify the object-based
composite imagery using nearest-neighbour and machine-learning decision
tree.
4 Create neighbourhood correlation images, and classify the composite imagery
using machine-learning decision tree.
5 Classify the composite imagery using machine-learning decision tree.
The techniques could be used for detecting encroachment but they rely on the
availability of multi-temporal images - not always possible for the Auckland area.
The techniques operate on multi-spectral satellite images, which are expensive and
time-consuming to obtain.
3.3.2 Term Frequency-based Analysis
Fuzzy set theory provides some useful techniques in overcoming the above short-
comings and allows a pixel to be a member of more than one category or class with
graded membership (Kuncheva, 2000). Research has been carried out to deal with
the non-stationary behaviour of signals in an appropriate way. In this regard, ef-
forts are made to overcome the disadvantages of the Fourier transform (FT), which
assumes the signal to be stationary within its total range of analysis. Wavelength
transformation (WT) is an example of such a transform, which does not lose the
spatial localisation of the signal frequencies. The multi-scale behaviour of the WT
analyses or decomposes the signal in multiple scales, where each scale represents a
particular coarseness of the analysed signal.
42 3. Land Encroachment Detection Related Work
Shankar, Meher, and Ghosh (2011) proposed a wavelet feature based supervised
scheme for fuzzy classification of land covers in multi-spectral remote sensing im-
ages. The proposed scheme was developed in the framework of wavelet-fuzzy hy-
bridisation, a soft computing approach. The aim of Shankar et al. was three fold.
First, the WTwas used in extracting features (i.e., wavelet features) of the input pat-
terns/pixels. Second, the fuzzy classifiers were used for land cover classification of
remote sensing images, to deal with overlapping class problems. Third, a hybrid ap-
proach was developed in the framework of a soft computing paradigm and utilised
the advantages of both WT and fuzzy classifiers. Then WT was incorporated as a
pre-processor to extract both spatial and spectral information. The wavelet trans-
form was quite useful in extracting features of the input patterns/pixels, which
could be used in the next step of processing as input features for classification.
Shankar et al. considered four fuzzy classifiers: (1) fuzzy product aggregation rea-
soning rule (FPARR), (2) fuzzy explicit (FE), (3) fuzzy maximum likelihood (FML),
and (4) fuzzy k-nearest neighbour (Fk-NN).
The wavelets are the functions used in the transformation which act as a basis
for representing many functions of the same family. A series of functions can be
generated by translation and dilation of these functions called mother wavelets ϕ(t).
The translation and dilation of the mother wavelet can be given in
ϕγ,τ (t) = |γ|−1/2ϕ( t− τ
γ
), γ = 0 and γεR, τεR, (3.29)
where γ and τ are the translation and dilation parameters. The k − NN classi-
fier is a non-parametric method based on the determination of k number of nearest
neighbours of a test pattern and is allocated the class map that has the majority of
neighbours belonging to a particular class. The translation to fuzzy sets requires
two modifications: the introduction of distance from the test pattern to the centroid
of classes of all neighbours to measure the membership values; and the introduction
of a membership vector for each pattern. The membership degree of a test pattern x
to class c is calculated by
μc(X) =
∑k
j=1 μcj(1/ ‖x− xj‖2/(mf−1))∑k
j=1(1/ ‖x− xj‖2/(mf−1))
, (3.30)
where c=1, 2, . . ., C, and j=1, 2, . . ., k, with C number of classes and k number of
nearest neighbours. μcj is the membership degree of pattern xj to class c, among the
k-nearest neighbours of x.
Fuzzy maximum likelihood is a fuzzy evaluation of the conventional maximum
likelihood parameters. The mean-vector and covariance matrix estimated using the
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fuzzy membership values for each pattern are called fuzzy mean-vector and fuzzy
covariance-matrix and are defined in
X¯c =
∑Mc
i=1 μc(Xi)Xi∑Mc
i=1 μc(Xi)
, (3.31)
where Mc is the total number of patterns in the cth class. The fuzzy covariance-
matrix is defined as
∑
c
=
∑Mc
i=1 μc(Xi)(Xi − X¯c)(Xi − X¯c)T∑Mc
i=1 μc(Xi)
. (3.32)
The fuzzy mean-vector and fuzzy covariance-matrix can be considered as ex-
tensions of the conventional mean-vector and covariance-matrix. Equations 3.31
and 3.33 then correspond to the conventional mean-vector and covariance-matrix.
The fuzzy partition matrix is then evaluated using the fuzzymean-vector and fuzzy
covariance-matrix (Shankar et al., 2011). Thus the MF for a pattern x to class c can
be expressed as
μc(x) =
pc(x)∑c
j=1 pj(x)
, (3.33)
where pj(x) is the probability density function. Assuming Gaussian distribution it
can be computed as
pj(x) =
1
(2π)D/2|∑j |1/2 exp
⎡
⎣−1
2
(x− x¯j)T
−1∑
j
(x− x¯j)
⎤
⎦ , (3.34)
for j=1,2, . . ., C and |∑ | is the determinant of the covariance-matrix∑ and D is the
dimension of the pattern.
The approach could be utilised to aid automatic encroachment detection but,
again, it usesmulti-spectral satellite imageswhich are expensive and time-consuming
to obtain for Auckland.
3.3.3 Change Vector Analysis
Change vector analysis is a robust approach for detecting and characterizing radio-
metric change in multispectral remote sensing data sets (R. D. Johnson & Kasischke,
1998). It processes and analyses change in all multi-spectral/multi-temporal data
layers. The rural-urban fringe area (RUFA) is often defined as the landscape located
just outside established cities and towns, where the countryside begins (Sullivan,
Anderson, & Lovell, 2004).
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Detecting land-use/land-cover (LULC) changes in RUFAs in a timely, accurate
manner using satellite imagery is essential for land-use planning and management.
Although traditional spectral-based change-vector analysis (CVA) can effectively
detect LULC change in many cases, it encounters difficulties in RUFAs because of
deficiencies in the spectral information of satellite images. To detect LULC changes
in RUFAs effectively, C. He et al. (2011) proposes an extended CVA approach that
incorporates textural change information into the traditional spectral-based CVA.
The extended CVA was applied to three different pilot RUFAs in China with differ-
ent remotely sensed data, including Landsat Thematic Mapper (TM), China-Brazil
Earth Resources Satellite (CBERS) and Advanced Land Observing Satellite (ALOS)
images. The method described would need to be adapted to work on the available
aerial photographic data. The method is specifically developed for use in RUFAs,
of which there are several in Auckland. Therefore, this method could be used but
would need to be adapted for use in Auckland, as Landsat data for Auckland is not
easily available.
3.3.4 Object-based Image Analysis
Object-Based Image Analysis (OBIA) is a way of partitioning remote sensing im-
agery into meaningful image-objects, and assessing their characteristics through
spatial, spectral, and temporal scales. Object-based image analysis has proven its
potentials for remote sensing applications, especially when using high-spatial reso-
lution data according to Z. Wang, Jensen, and Im (2010). The advent of high-spatial
resolution imagery (pixels ¡ 5X5 meters in size) has required more sophisticated
image processing algorithms for diverse remote sensing applications such as land
cover and land-use classification. Many traditional digital image processing tech-
niques focus on single pixels literally analysing remote sensing data ’pixel by pixel’.
However, the techniques are not often capable of extracting the desired informa-
tion especially from high spatial resolution remote sensor data, due to the high-
frequency components in the imagery and horizontal layover caused by off-nadir
look angles within the scene (Im et al., 2008).
An automatic region-based image segmentation algorithm for remote sensing
applications was described by Z. Wang et al. (2010) and introduced a new auto-
matic algorithm based on k means clustering (RISA), specifically designed for re-
mote sensing applications. Although the technique described used a segmentation
algorithm, the technique is not ideally suitable for automatic encroachment detec-
tion in the Auckland area as it requires digital image data obtained from satellites.
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3.4 Opening for Research in Auckland
None of the techniques described above are particularly suited to automatic detec-
tion of encroachment in the Auckland area because either the characteristics of the
land features are dissimilar to those found in Auckland, or the type of encroachment
detected by the technique was not included in the four types of encroachment that
this work is interested in. A new approach is justified because the existing methods
were unsuitable for the specific needs of this work, and the applications examined
were not reproducible in the New Zealand context.
3.5 Summary
A variety of applications of land encroachment detection, with a focus on the dis-
covery of the nature of encroachment, have been discussed. Change detection tech-
niques, such as fuzzy clustering, fuzzy segmentation, image segmentation, correc-
tion image analysis, change vector analysis, and object-based image analysis, were
examined. Image segmentation is the process of partitioning a digital image into
multiple segments (sets of pixels, also known as super-pixels). Fuzzy clustering is
a class of algorithms for cluster analysis in which the allocation of data points to
clusters is not ’hard’ (all or-nothing) but ”fuzzy”, in the same sense as fuzzy logic.
Fuzzy classification has been applied in remote sensing for natural phenomena that
are distributed gradually and continuously over space. Correlation image analysis
is based on the fact that pairs of brightness values from the same geographic area
(e.g. an object) between bi-temporal image datasets tend to be highly correlated
when little change occurs, and uncorrelated when change occurs. Fuzzy set theory
provides some useful techniques in overcoming the above shortcomings and allows
a pixel to be a member of more than one category or class with graded member-
ship (Kuncheva, 2000). Change vector analysis is an effective approach for detect-
ing and characterising land-cover change. Object-Based Image Analysis (OBIA) is
a method of partitioning remote sensing imagery into meaningful image-objects,
and assessing their characteristics through spatial, spectral, and temporal scales. To
summarise, none of the techniques described above are particularly suited to auto-
matic detection of encroachment in the Auckland area. A new approach is justified
because the existing methods are unsuitable for our specific needs, and the applica-
tions examined were not reproducible in the New Zealand context.
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Chapter 4
Boundary Disputes and Difference
Calculations
4.1 Introduction
In the field of landmanagement, it is common for stakeholders to dispute the bound-
aries between public and private land; every boundary conflict contains a strong
spatial component (Shmueli, 2008). The spatial location of a public park is de-
fined by its boundary. However there may be several different versions of the same
boundary for a park. In this thesis there are two different views of each selected park
- see Figure 4.1. The two views represent the council’s official park boundary and
the physical boundary collected in a field survey. The differences in the views may
indicate that encroachment has occurred. It is therefore important to analyse the
differences between the sets of boundaries. The stakeholders include residents liv-
ing adjacent to the parks, non-residents who use the parks, organised sports groups
who use and/or occupy areas of parks, and representatives of the City Council. To
aid in resolving conflicts over park boundaries, it is necessary to give stakehold-
ers boundary calculation results based on GPS data for their analysis. The focus of
this work was centred on boundary disputes and boundary calculations to provide
information to stakeholders.
To consider the boundary of a park, it is necessary to give stakeholders the
boundary calculation results based on GPS data for their analysis. The focus of
this work is centred on boundary disputes and boundary calculation to provide in-
formation to stakeholders.
4.2 Boundary Disputes
Perception of encroachment depends upon the viewpoint of the stakeholder. The
stakeholders are residents living around the parks, non-residents who use the parks,
organised sports groups and representatives of the Auckland City Council (includ-
ing managers, councillors and surveyors). In land management, arguments occur
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Figure 4.1: Boundaries.
over boundaries between stakeholders. For example in Figure 4.2 the black lines
represent the boundary as perceived by the city council and the broken lines repre-
sent the boundary as perceived by the local residents. From the viewpoint of the city
council, the diagonally shaded area, in A), represents negative encroachment, as the
land is now no longer available for the city council to use. However from the local
residents’ point of view it represents positive encroachment, as the land is now used
by local residents. From the view point of the city council, the cross-hatched area,
in B), represents positive encroachment as the land is now available for the public
to use. However, from the view point of the local residents, the diagonally shaded
area represents negative encroachment as the land is now lost to the local residents.
Figure 4.2: Different views of the same area.
Different groups of stakeholders or individual stakeholders can enter into dis-
putes over land use. These disputes often centre on the positioning of boundaries.
In 1945, the American geographer Stephen Jones outlined his model of boundary
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development, with its four stages of boundary-making, an ideal intended to pro-
duce a boundary that would minimise disputes between neighbouring states over
its definition. The first stage is defined as the allocation of territory, referring to
the general process by which a state gained sovereignty over territory. The second
stage is the process of delimitation which involved the choice of a boundary site and
the definition of the boundary course in a legal instrument. The third stage is the
process of demarcation when the boundary is physically marked on the landscape.
The fourth stage consisted of the maintenance of the boundary marks established
through demarcation (Donaldson, 2008). Based on a review of conflict literature, a
conflict exists whenever incompatible interests occur (Deutsch, 1977), and the two
basic elements of every conflict are conflict parties and conflicts issues (Dunk, Greˆt-
Regamey, Dalang, & Hersperger, 2011)
4.3 Social Solutions
This section looks at social solutions to boundary disputes. Strategies for solving
environmental conflicts such as boundary disputes need to address the problem
that public environmental conflicts are characterised by the interaction of ecological
and societal complexity. One central feature of environmental conflicts is the com-
plexity of the ecological system which is the natural base of the conflicts (Wittmer,
Rauschmayer, & Klauer, 2006). Another central feature of environmental conflicts is
their societal complexity (Funtowicz & Ravetz, 2003). Environmental land use con-
flicts are not only public conflicts in the sense that many are concerned by a decision.
However, some of the concerned are also actors who may impede the implementa-
tion of a decision, or their accord is necessary for a successful implementation of the
decision (Wittmer et al., 2006).
Land use conflict occurs whenever land-use stakeholders have incompatible in-
terests related to land areas that result in negative effects (Dunk et al., 2011). The
sources of land use conflict are many and may include disagreement over funda-
mental values, resource scarcity, social power imbalances, and a lack of clear insti-
tutional arrangements including property rights, among others. An aspiration of
land use planning is to meet current and future societal needs while keeping land
use conflict bounded and functional. In modern societies, zoning ordinances and
land use controls for private property seek to identify and separate potentially in-
compatible land uses while the development of comprehensive and regional plans
identify broad land use allocations to harmonise expectations about future land use.
But the rationalisation of land use can never circumvent land use conflict because
land and society are in a continual state of flux. Change in the social or physical
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environment (or both) is the catalyst for land use conflict. Therefore, the question is
not about land use conflict avoidance, but conflict management, amelioration and
resolution (Brown & Raymond, 2014).
Multiple, specific forms of land use conflict have been described in the literature.
In a review, Dunk et al. (2011) identified six conflict types of noise pollution, visual
blight, health hazards, nature conservation, preservation of the past, and changes
to the neighbourhood. Despite conflict being associated with location and physical
space, relatively few studies have mapped the potential for conflict spatially.
The spatial arrangement of incompatible land uses may cause land-use conflicts
(Steiner, 2008). The necessary understanding of land use conflicts is often concealed
by their complexity (Alessa, Kliskey, & Brown, 2008) and in consequence, little data
and theory on land-use conflicts are available to date (Dijk & Wulp, 2010). Land-
use conflicts occur in a political context since land use is highly regulated in most
societies (Platt, 2004). Swiss municipalities organise their planning with land-use
plans (Gennaio, Hersperger, & Bu¨rgi, 2009). These plans show how different land-
use activities are to be performed in time and space. Once drafted, a municipality
presents the plan to its inhabitants. They then (and also when amendments to the
plan are proposed) have the right to object. Such objections and the subsequent
process of negotiations and decisions are the core of land-use conflicts.
Framing is a cognitive process whereby individuals and groups filter their per-
ceptions, interpretations and understandings of complex situations in ways consis-
tent with their own socio-political, economic and cultural world views and expe-
riences (Shmueli, 2008). The practical utility of using framing as an analytical ap-
proach in managing environmental disputes is to clarify, simplify and communicate
to the parties within the conflict the underlying roots of their respective positions
and interests in order to further mutual understanding and facilitate compromise
or resolution (Shmueli, 2008). Framing can be integrated analytically into dispute
assessment, building upon the framing typology developed earlier (Draushe, Oved,
& Abu-Raya, 2006).
Identity and values frames refer to the organisational purposes of society, the
various factors that dominate the decision-making processes of the concerned par-
ties, and how these parties view fundamental values (Shmueli, 2008). Phrasing
frames deal with how the parties express the issues to communicate the desired out-
comes of the conflict. For example, do the terms they use indicate that they perceive
the situation as win-lose, or do they see the possibility of mutual gains, or predic-
tive sequencing? (Shmueli, 2008). Substance frames refer to the actual issues and
how disputants relate to them. Process frames refer to how stakeholders view the
structure of the dispute and/or framework how and by whom decisions have been
or should be made, whether they are fair and inclusive, and whether legal protocols
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have been followed. Characterisation frames reveal how parties perceive their own
behaviour, characterise the behaviour of others, and assess relationships among the
parties (Shmueli, 2008).
Shmueli (2008) identified different attributes of the people involved in boundary
conflict, which include attitudes, perceptions, interests and needs, that shape the
level of the disputes and are strongly influenced by the geographical milieu in terms
of both the human and physical landscapes. Research has shown that municipal
boundary conflict is a multifaceted type of conflict with different levels: a) geopo-
litical (e.g., electoral interests manipulation of an electoral boundary to influence
the political power of parties), b) economic (e.g., municipalities aim to maximise the
amount of land uses that contribute the most to their local tax base and to minimise
the size of the burden on municipal services), c) local identities (e.g., powerful senti-
ments for the preservation of historical local identities), and d) cultural/inter-group
relationships (e.g., ethnic disputes) (Razin &Hazan, 2004); (Kamruzzaman & Baker,
2013).
The argument from people for the analysing frames shows the underlying causes
of park boundaries in the geographic analysis of public land use. When disputants
gain greater respect and understanding for each others perceptions, activities and
goals, they could develop a common language to enable them to talk to each other.
This does not guarantee that such boundaries will be agreed, but framing can open
channels for joint gains during the negotiation process.
Boundary conflict, which often results from the creation of a fuzzy boundary, is
a specific type of environmental conflict characterised by its nature: a boundary is
shared between different actors, and if a boundary conflict exists, the contenders
often lack access to resources within the conflicting areas (Shmueli, 2008). In theory
boundary disputes should be able to be solved by referring to the physical boundary
markers. However boundary markers can be moved accidentally or illegally and
their positions need to be verified using GPS.
So, while social solutions are a valid approach to boundary disputes, computa-
tional solutions are required either to support or validate the decisions made.
4.4 Computational Solutions
In modern societies social solutions alone cannot work without verification of the
spatial data. In many case studies social solutions involving stakeholder negoti-
ations are combined with computational solutions using technologies such as GIS
andGPS. Often, digitised legacy boundary data is integratedwith GPS ground-truth
data in a GIS. Boundary differences can be identified and evaluated. Computational
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solutions are required so that differences in boundaries can be measured and anal-
ysed. Also, proposed solutions in the form of possible or probable boundaries can
be modelled and used as the basis for further negotiations.
4.4.1 Boundary Calculation
Digital boundary data can be collected during field surveys. The base line for
boundary surveys is usually a set of boundarymarkers. A boundary marker, border
marker, boundary stone or border stone is a robust physical marker that identifies
the start of a land boundary or the change in a boundary, especially a change in
direction of a boundary. There are several other types of named border markers,
known as pillars, obelisks and corners. Border markers can also be markers through
which a border line runs in a straight line to determine that border. They can also be
themarkers fromwhich a bordermarker has been fixed. Many borders were created
as the invisible lines of latitude or longitude, which often created a need to mark
these borders on the ground, as closely as possible to these lines, using the available
technology of the day. The advances in GPS technology proves that there are many
inaccurately marked borders on the ground (Porter, 1990). Boundary markers have
often been used to mark critical points on boundaries between countries, states or
local administrations but have also been used to mark out the limits of private land-
holdings especially in areas where fences or walls are impractical or unnecessary
(Guo, 2015).
For example the use of boundary markers has been fundamental in Norwegian
land tenure for at least 1000 years (Goodale & Sky, 2001). In recent years, bound-
ary markers have been modernised, and aluminium pegs and computerised coordi-
nates have replaced old markers and descriptions. However, many different types
of property boundary markers are still used in rural areas. The types of boundary
markers will vary with the time the property was established, the rural district they
are in, and they will even vary in the present between different land surveyors in
the same district. Norway now has a computerised cadastre that consists of both a
land information system and parcel maps (Goodale & Sky, 2001).
Over the past two decades, spatial decision support systems (SDSS) that link
multi-criteria analysis methods with geographic information systems have been
used to facilitate understanding of conflict ((Armstrong, 1993); (Malczewski, 1999);
(Thill, 1999)). More recently, Brody et al. (2004) used a SDSS to map the potential
for competing stakeholder values when establishing protected areas in Texas. Mul-
tiple values associated with a range of stakeholders were mapped and hot spots of
potential conflict identified. Results indicated place-specific differences in potential
conflict, with the greatest amount of conflict predicted to occur in the coastal en-
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vironment. Brown and Weber (2011) used Internet-based public participation geo-
graphic information systems (PPGIS) methods to enable visitors to Alpine National
Park, Australia, to map their park visitation experiences. A layer showing the di-
versity of park experiences was presented as a proxy for potential visitor conflict.
4.4.2 Difference Calculation
This section examines research work that has been carried out in related areas. The
related areas are the mathematical formulas used to calculate the differences be-
tween two sets of data (boundary or area), the magnitude of the differences, the
type land use/cover differences and the impact of the differences. Also, some appli-
cations where GPS is used for ground-truth are studied. A search of the literature re-
veals that there are many ways of calculating the differences. However it was found
that the three most appropriate methods, to detect differences in boundaries, are
the Hidden Markov Model (Rabiner & Juang, 1986), the Boundary Element Method
(Hall, 1994) and point-set-basedMethod (Edelsbrunner, Kirkpatrick, & Seidel, 1983).
HiddenMarkov Model
Representation of a 2-D shape with one feature vector or a sequence of feature vec-
tors includes two aspects of data manipulation. First the 2-D shape is transformed
into a 1-D signal sequence, the feature vector is extracted from the 1-D sequence.
Shape Identification and Classification is studied in (Y. He & Kundu, 1991) and
looked at the use of the HiddenMarkovModel (HMM) to aid in the classification on
2-D shapes. The classifier does not have to be re-trainedwhen a new class of shape is
added. The method used combines the HMM with the autoregressive model (AR).
Two data sets were used in the experiments and results in (Y. He & Kundu, 1991)
show that the approach can handle shapes that have a lot of contour perturbation.
Bicego and Murino (2004) studied Hidden Markov models (HMM) for the pur-
pose of planar shape classification using curvature coefficients. A discrete-time
HMM is a probabilistic model that describes a random sequence as the indirect ob-
servation of an underlying (hidden) random sequence where the hidden process is
a Markovian one. In the approach, the curvature is computed by first extracting
the contours using the Canny edge detector (Bicego & Murino, 2004). The Canny
edge detector is an edge detection operator that employs a multi-stage algorithm
to detect a wide range of edges in images (Canny, 1986). Then the boundary is ap-
proximated by segments of roughly the same length and finally the curvature value
at each point is computed as the angle between two consecutive segments. The
obtained curvature representation is then used to train a continuous HMM where
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the emission probability of each state is represented by a one-dimensional Gaus-
sian function. Training is performed using the standard Baum-Welch re-estimation
method which is stopped at likelihood convergence (Bicego & Murino, 2004). The
method was tested on three sets of shapes and the system was able to deal with
several examples of perturbation.
Boundary Element Method
Deneme, Yerli, Severcan, Tanrikulu, and Tanrikulu (2009) examined the use of the
Finite ElementMethod (FEM) and Boundary ElementMethod (BEM) in solving soil-
structure interaction problems. Formulations on boundary element equations in
elastodynamics, numerical analysis of boundary element equations and calculations
of singular intervals were presented. For example, the dynamic response of a linear
elastic body V bounded by the surface S is governed in Fourier transform space by
the equation:
∂jτij + fi + ρω
2ui = 0. (4.1)
Boundary integral equation of elastodynamics is shown in Fourier transform
space by the equation:
clkuk(P ) =
∫
S
Glk(P,Q)tk(Q)dS −
∫
S
Hlk(P,Q)uk(Q)dS +
∫
V
Glk(P,Q)fk(Q)dV.
(4.2)
Computer programs were developed to implement these formulations and experi-
ments were carried out on a series of numerical examples.
Rom and Medioni (1993) studied the problem of obtaining natural descriptions
of planar shapes. Shape description is the basis for recognition and is one of the
key problems in machine perception. The method discussed produces an axial de-
scription of a shape and a discrete hierarchical decomposition of the shape into its
parts. The approach is both region and contour based. The method discussed has a
disadvantage in that it does not work well on a rectangle with a sharp indentation.
Point-set-Boundary ElementMethod
In Y. Liu, Yuan, Xiao, Zhang, and Hu (2010) a point-set-based approximation for
areal objects was examined. The geographical position of each point in a boundary
is often determinate. So, the point entities inside an areal locality can be used to
approximate the geographical range of the locality. A point-set-based model is de-
veloped for areal objects from a perspective that incorporates spatial cognition. This
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model is called point-set-based regions (PSBR). Computing spatial relationships be-
tween two PSBRs using the derived areal objects consists of looking at topological
relationships, directional relationships, metric relationships, distance between cen-
troids, average distance and Hausdorff distance.
Since a region is often connected in practice, this computation is achieved by
setting the buffer distance to half of the largest nearest-neighbour distance of the
whole point set, that is,
R = max
Pi∈R
(
max
Pi∈R
dist(Pi, Pj)
)
/2, (4.3)
where d(Pi, Pj) is the Euclidean distance between Pi and Pj. In 4.3, the closest point
to each point is found, and the distance between these two points is computed.
Consequently, a set of n distance values is obtained. By setting the buffer distance to
half of the maximum distance in this set, the buffer zones of all points are connected
K(xi, xj) = e
−γ‖xi−xj‖2 , γ > 0. (4.4)
Outlining a boundary according to a set of points is actually a one-class classifi-
cation problem. Machine learning techniques commonly apply support vector ma-
chines (SVM) classification or regression (Cortes & Vapnik, 1995). One-class SVMs
can simulate PSBRs. These cases use the RBF (radial basis function) kernel function.
An RBF kernel can be written as
Pcent = (xcent, xcent) = (
∑n
i=1 xi
n
,
∑n
i=1 yin
n
). (4.5)
In RBF-kernel one-class SVMs, the parameter c controls the shape of the target re-
gion: a high value of c will yield a more complex shape
Dc(R1, R2) = dist(Pcent1, Pcent2). (4.6)
For a PSBR including n points, its centroid can be computed as
Dm =
∑n
i=1
∑m
j=1 dist(P1i, P2j)
nm
,P1i ∈ R1, P2j ∈ R2, (4.7)
where (xi, yi) are the coordinates of Pi. The above equation can be extended easily
to consider the weight of each point. Suppose the centroids of two PSBRs are P1i
and P2i . Their distance is
DH(R1, R2) = max{ max
P1∈R2j
min
P2∈R2
(P1i, P2j)max
P2∈R2
min
P1∈R1
dist(P1i, P2j)}. (4.8)
A map of land cover or land-cover change produced from remotely sensed data
was linked to estimation of area of land cover or land-cover change via an accuracy
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assessment of the map. Area estimators were selected that were based on four dif-
ferent approaches to using the estimated error matrix produced from an accuracy
assessment along with information available from the map. The four approaches
were 1) calculating the area from the map, 2) direct estimation of area from the
reference classification, 3) estimating area by adjusting for map classification error
(bias-adjusted estimator), and 4) model-assisted estimation of area. The estimators
include a stratified estimator (where the strata are the map classes), several model-
assisted estimators incorporating the map information as auxiliary variables in a
variety of different models, and a bias-adjusted estimator that corrects for classifi-
cation error when area is computed directly from the map (Stehman, 2013). Two
sampling designs, simple random and stratified random, were considered in this
study but the sampling strategies for area estimation could also be extended to other
sampling designs.
The statistical properties of k-NN estimators were investigated in a design-based
framework by (Baffetta, Fattorini, Franceschi, & Corona, 2009), and avoided any as-
sumption about the population under study. The data consisted of remotely sensed
digital imagery and forest inventory data. The forest inventory data was converted
into pixel data to correspond with the digital images. Experiments were carried
out on simulated data and on real data. Three sample-based approaches for esti-
mating area using information contained in the error matrix were evaluated for two
sampling designs, simple random and stratified random. The work described in
Baffetta et al. (2009) is particularly relevant as it combines two different sources of
data similar to the encroachment detection problem in Auckland.
4.5 Opening for Research
None of the case studies specifically addressed the problem of boundary disputes
involving public parks in Auckland. Also none of the case studies looked at regions
that were similar, in the mixture of rural and urban environments, to the Auckland
region. Digital spatial data delineating public park boundaries was available to use.
The current studies involved using technologies such as GIS and GPS to represent
data in order to set up dialog between groups of stakeholders. However few of them
use the technologies to represent possible solutions. Therefore there is an opening
for research to use the available data and compare it to collected GPS data. The re-
search would show differences in boundaries from the perspectives of different sets
of stakeholders and present a middle boundary as a possible solution to boundary
disputes.
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4.6 Summary
The spatial location of a public park is defined by its boundary. However there may
be several different versions of the same boundary for a park. This research exam-
ined ways of comparing views from different sources for the same park. Bound-
ary disputes arise when different stakeholders have conflicting views of the same
boundary. In modern rural, urban, and rural-urban settings purely social solu-
tions to boundary conflicts are no longer viable due to the digitisation of spatial
data. Even the position of boundary markers requires validation using technology,
such as GPS, because there is evidence that boundary markers have been physically
(sometimes accidentally, sometimes illegally) moved (Goodale & Sky, 2001). The re-
search would show differences in boundaries from the perspectives of different sets
of stakeholders and present a median boundary as a possible solution to boundary
disputes. In the next chapter the analysis and configuration of boundary difference
calculations over public parks in Auckland is discussed.

Chapter 5
Land Encroachment in New Zealand
5.1 Public Parks
Research shows that people’s capacity to access and use land is important for eco-
nomic growth, for poverty reduction, and for promoting both private investment
and transparent, accountable government (Bebbington, 1999) and (Scherr, 2000).
The pressures of modernisation have brought about new challenges as well as op-
portunities in managing land. For many countries, the nature of these challenges
and opportunities has been shaped by colonisation and post-independence poli-
tics. Much research produced on land management investigates and confronts the
inequities of the past while proposing solutions for the future. It covers topics rang-
ing from property rights and local governance to tribal societies, modern agriculture
and urban planning (Olsson, 1988) and (Webster & Lai, 2003). Land use and envi-
ronmental conflicts often require both accurate and high-quality decision-making to
resolve complex issues among the stakeholders (Wittmer et al., 2006).
Table 5.1: List of Selected Cities in New Zealand
City Approximate Number of Parks Approximate Area (Hectares)
Auckland 4,000 Not Available
Christchurch 740 Not Available
Wellington 250 40,0000
Dunedin 1000 Not Available
Hamilton 200 Not Available
Table 5.1 shows the approximate number of parks in five selected New Zealand
cities. The fact, that Auckland has by far, the largest number of parks, was used as
the justification for its selection as the region of interest in this thesis. Table 5.2 shows
details of the selected parks used as case studies in Automatic Land Encroachment
Detection by Image Segmentation and Computational analysis and configuration of
boundary differences over public parks in Auckland.
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Table 5.2: List of Details of Selected Parks
Park
Name
Park Size
(meters)
Park Rateable
Value(NZD)
Park
Location
Agincourt Reserve 7521.13 310, 000.00 36O47’17.74” S, 174O43’41.54” E
Aorere Park 152789.94 975, 000.00 36O58’35.61” S, 174O49’38.81” E
Auburn Reserve 17577.10 3, 275, 000.00 36O47’23.08” S, 174O46’03.42” E
Beaumont Park 19718.16 1, 050, 000.00 37O01’52.29” S, 174O54’06.78” E
Camelot Reserve 9509.49 144, 000.00 36O46’52.30” S, 174O43’33.79” E
Dale Reserve 17354.96 620, 000.00 37O02’00.39” S, 174O53’34.03” E
Diana Reserve 6566.00 690, 000.00 36O46’39.92” S, 174O43’48.05” E
Gallaher Park 35654.76 540, 000.00 37O01’25.31” S, 174O53’09.75” E
Holland Reserve 10280.42 580, 000.00 36O47’30.19” S, 174O44’14.54” E
James Watson Park 26540.66 985, 000.00 36O58’40.05” S, 174O53’16.53” E
Jellicoe Park 31814.67 1, 065, 000.00 37O01’03.25” S, 174O53’06.47” E
Killarney Park 139380.43 2, 150, 000.00 36O47’11.33” S, 174O45’56.97” E
Locket Reserve 12430.81 470, 000.00 36O46’44.46” S, 174O44’22.68” E
McFetridge Park 58066.33 3, 650, 000.00 36O47’08.80” S, 174O44’06.50” E
Murdoch Park 29744.33 1, 340, 000.00 36O59’16.96” S, 174O51’04.08” E
Normanton Reserve 23635.44 2, 075, 000.00 36O46’26.15” S, 174O43’43.61” E
Puhiuni Domain 29953.16 1, 025, 000.00 36O59’23.68” S, 174O51’51.42” E
Robert White Park 13776.39 790, 000.00 36O59’08.41” S, 174O50’38.73” E
Russell Road Reserve 31275.70 1, 995, 000.00 37O01’18.52” S, 174O53’25.21” E
Stancich Reserve 33904.97 1, 485, 000.00 36O47’41.51” S, 174O44’32.44” E
Sunnyside Domain 10687.70 205, 000.00 36O51’01.28” S, 174O51’49.71” E
Tadmoor Park 6815.59 315, 000.00 37O01’29.28” S, 174O54’02.16” E
Taharoto Park 37667.19 4, 675, 000.00 36O47’15.33” S, 174O45’38.18” E
Teviot Reserve 6252.33 510, 000.00 36O46’01.24” S, 174O43’26.01” E
In the field of land management, it is common for stakeholders (people) ev-
erywhere to dispute the location of boundaries between private land and public
land. Various approaches have been proposed to help people come to an agreement
on the position of boundaries, including pixel-based approach, polygon-based ap-
proach, and middle boundary approach. The experiments were carried out on data
relating to public parks in Auckland, New Zealand. The results of the experiments
highlighted the differences between different stakeholder’s’ perceived boundaries.
Twenty-four parks were visited to collect ground data on the boundaries. The sur-
rounding features were categorised into five types:
1 Roads. Thirteen of the parks had a road as a surrounding feature. In all cases
the road served to delineate one part of the boundary the park and, from
the data collected, no deviation from the data provided by the council was
recorded.
2 Natural reserves. Auburn Reserve is the one park that is adjacent to a natural
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reserve and the boundary is not easily determined on the ground.
3 Residential properties. Twenty three of the parks have residential properties
adjacent to them. Four of these parks were entirely surrounded by residential
properties with access to them gained by walkways.
4 Commercial properties. Two of the parks had commercial properties (shops)
as a surrounding feature. In both cases the boundary between the park and
the commercial property is clearly delineated. Both of these parks also had
residential properties surrounding them.
5 Industrial areas. Seven of the parks had light to heavy industrial areas as a
surrounding feature. In some cases the boundary between the park and the
commercial property is clearly delineated.
5.2 Park Data
The data used in the experiments is digital image data of New Zealand specifically
the Auckland area. Auckland Council governs the entire Auckland region in which
there are over 4000 designated public parks and reserves to examine for possible en-
croachment. The range in the parks’ sizes is substantial, for example in theManukau
area the parks range in size from 38 square meters to 1,995,880 square meters. From
a land management viewpoint the parks were divided into four categories:
1 Parks that share boundaries with commercial and/or industrial properties.
The surrounding features of a park and the length of shared boundaries may
be important factors in the likelihood of encroachment occurring at a park.
Commercial and industrial properties tend to be larger than residential prop-
erties so the shared boundaries are usually longer. Teviot Reserve, on the
North Shore, is an example of this type of park.
2 Parks that share boundaries with residential properties and are completely or
almost completely isolated from features such as roads. The access to a park
may be an important factor in the likelihood of encroachment occurring at a
park. Isolated parks may not be visited frequently and this may encourage
relatively small scale encroachment. Wyllie Park, in Manukau, is an example
of this type of park.
3 Parks that share boundaries with residential properties, where the boundary is
not clearly delineated physically on the ground. There are parks where there
are no natural (e.g. hedges) or man-made (e.g. fences) physical boundaries
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between the park and the residential properties. These parks may be more
prone to encroachment. Diana reserve, on the North Shore, is an example of
this type of park.
4 Parks that share boundaries with residential properties, where the boundary
is obscured physically on the ground and/or from the air. There are parks
where the boundary is difficult to access physically from the park side and
where the boundary is obscured visually in aerial photographs by dense vege-
tation. These parks may be more prone to encroachment due to the difficulties
in being able to confirm the physical location of the boundary. Also, dense
vegetation may obscure temporary encroachment such as garbage dumping
and camping. Auburn Reserve, on the North Shore, is an example of this type
of park.
The data sets used for the detection of encroachment are digital images of areas
that include public parks.
1 Aerial Photographs. The aerial photographs are captured on-line. The scale is
set manually to 7.5cm/234m at time of capture and the ratio is one pixel to 0.5
meters. The images are in JPEG format and were collected from Google Earth.
2 Geo-Referenced Aerial Photographs. The aerial photographs have a set scale
of 7cm/20m and are in the New Zealand TransverseMercator 2000 projection.
The aerial photographs were downloaded as raster data in JPEG format and
were collected from the Auckland Council via the GIS viewer (Auckland Coun-
cil, 2010). Figure 5.1 shows aerial photographs of four of the selected parks.
3 Land Boundary Data. The boundary data is used to verify that encroachment
has been detected and to estimate the size of encroachment. When this re-
search was started, there were seven Auckland regional councils and of those
councils approached 2 of them, Manukau and North Shore supplied bound-
ary data in GIS shape file format. Figure 5.2 shows four views of the same
park, Normanton Reserve. Figure 5.2(a) is a digital aerial photograph obtained
from the Auckland city council’s GIS viewer - note that the boundary is super-
imposed in red. Figure 5.2(b) is a view of the council’s cadastral data, showing
plot numbers and boundaries, produced using ArcMap software. Figure 5.2(c)
is a view of the GPS points collected in a field survey produced using ArcMap
software. Figure 5.2(d) is a view of the council’s cadastral data, overlaid with
the GPS points collected in a field survey, produced using ArcMap software.
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(a) Wyllie Park (b) Teviot Reserve
(c) Auburn Reserve (d) Diana Reserve
Figure 5.1: Examples of public parks in Auckland.
5.2.1 Park Data Collection using GPS
After identifying the sites to be surveyed and obtaining existing maps and images,
knowledge elicitation is carried out with the stakeholders. The stakeholders include
residents living around the sites, non-residents who use the sites, organised sports
groups and representatives of the Auckland Councils. During transect walks, local
spatial and technical knowledge is integrated. Field surveys were carried out to lo-
cate boundaries of land types/uses using GPS. GPS data is then be converted into
vector objects. The data collected is analysed and integrated into a model. Then
a current land use map is produced which is then be compared with the histori-
cal/official land use map (obtained from the councils) to produce an ’areas of po-
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(a) Council Viewer (b) Council Cadastral Map
(c) GPS data (d) GPS data and cadastral map
Figure 5.2: Visual Representations of park data.
tential dispute’ map.
One approach is to take data from three separate sources: cadastral data (offi-
cial data) received from the Auckland council, GPS co-ordinate data (current data)
collected during a field survey and GPS co-ordinate data (perceived data) collected
during a field survey with the participants. The data is analysed and integrated in
a GIS. The GIS is used to produce publicly acceptable visualisations of the discrep-
ancies between the three sets of data. Validation of the approach is carried out by
comparing the three sets of data. The approach is intended to detect discrepancies
between the official data and the current data, the official data and the perceived
data, and the current data and the perceived data.
GPS Data Collection carried out at 24 sites across North Shore and Manukau ar-
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eas. GPS point data is collected using the Leica Viva TPS and the Garmin 76CSx
devices. The experiments were carried out on data relating to public parks in Auck-
land, New Zealand. The results of the experiments highlight the differences be-
tween different stakeholder’s perceived boundaries.
Two GPS devices used: Leica Viva TPS and GARMIN 76CSx. The Leica Viva
TPS device is a tool designed for the collection of accurate survey data. The Garmin
76CSx device is a tool designed primarily for outdoor navigation on land and sea.
GPS point data is collected using the Leica Viva TPS and the Garmin 76CSx de-
vices. The data collected, using the Leica Viva TPS device, uses the Mt Eden 2000
co-ordinates system. The boundary of each site is traversed and GPS data is col-
lected manually at intervals or at specific changes in the boundary (for example a
corner). The Leica Viva TPS device consists of a GS15 GNSS (Global Navigation
Satellite System) Receiver and a CS15 Field Controller both of which are mounted
on a GLS12 pole. The three pieces of equipment used together are referred to as a
smart-pole.
The CS15 Field Controller is operated using SmartWorx Viva (the software that is
used to manage the collection of GPS data on the Leica Viva TPS device). To create
a new job, Jobs and Data is selected from the SmartWorx Viva main menu. Then
New Job is selected. A new job is created for each site and the name of the site is
used as the name of the job. Setting up is done for each job/site and is achieved
by selecting Mt Eden 2000 as the co-ordinates system and CF Card as the device
selected while default settings were used for the Codelist, CAD files, TPS scale and
Averaging options. Once the job is stored, data collection can commence. For each
site surveyed, a starting point is chosen. The starting point is marked with a marker
to enable the closing on the polygon at the end of the survey. At each point, the
smart-pole is placed directly over the point to be measured. Using SmartWorx Viva,
a new point is measured by selecting the measure option, waiting for 5 seconds
and then selecting the stop option. If enough data has been collected to record the
location of the point then the point is stored with an automatically generated point
ID. If insufficient data has been collected to record the location then the process
has to begin again. Once the point has been stored, the smart-pole is moved to the
next point. The process is continued around the known/perceived perimeter of the
site until the first point is reached again. Powering down the smart-pole device
automatically saves the job data.
5.3 Types of Land Encroachment
Types of encroachment include:
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1 Fences, trellises, and hedges
2 Lawns and ornamental plantings
3 Decks, walkways, viewing platforms, duck blinds, and deer stands
4 Tree cutting for view improvement
5 Roads, driveways, parking areas, sidewalks, patios, and walls
6 Homes and out-buildings (garages, barns, portable buildings)
7 Swimming pools and tennis courts
8 Clotheslines and trash bins
9 Vegetable gardens and compost/brush piles
10 Tree houses
11 Underground houses
12 Camping and party sites
13 Neighbourhood hangouts
14 Surface water runoff structures (drainage swales, culverts)
15 Unauthorised establishment of trails for trail bikes, horseback riding, and hik-
ing
16 Unauthorised blocking of trails and access points
17 Paint-balling
18 Dumping (construction debris, construction materials, grass and hedge trim-
mings, tree branches and trunks, stumps, scrap metal/appliances, unmarked
filled buckets and barrels, deer entrails, scallop shells, abandoned automo-
biles, tires, household trash, and derelict boats
19 Tree cutting for firewood
20 Theft of signs, plants, soil, and boulders
21 Vandalism (signs, automobile related damage)
22 Illegal hunting and trapping
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23 Utilities (electric, cable-vision, water service, irrigation, and sewerage)
24 ATVs, off-road vehicles, and motorcycles
The types of land encroachment above have been generalised, categorised and
simplified for this work into 4 main types of encroachment:
1 Permanent land cover/use change. For example a building has been built
either wholly on the park or partially on it.
2 Permanent land use change only. For example Public Park area has been
fenced off so is no longer accessible to public but land cover has not changed
(i.e. land cover is still grass).
3 Temporary land cover/use change. For example the park (or part of the park)
has been used as a garbage dumping site in a way such that it can no longer
be used by the public as a park.
4 Physical boundary concealed by land cover. For example a boundary fence
has been moved, or removed completely, in an area that is obscured by dense
vegetation.
If a boundary conflict exists, the contenders often lack access to resources within
the conflicting areas. Hasson and Razin (1990) shows that municipal boundary
conflict is a multifaceted type of conflict with different levels: a) geopolitical (e.g.,
electoral interests; manipulation of an electoral boundary to influence the political
power of parties), b) economic (e.g., municipalities aim to maximise the amount of
land uses that contribute the most to their local tax base and to minimise the size of
the burden on municipal services), c) local identities (e.g., powerful sentiments for
the preservation of historical local identities), and d) cultural/inter-group relation-
ships (e.g., ethnic disputes) (Razin & Lindsey, 2001) and (Razin & Hazan, 2001).
The selection of the selected parks is based on the following criteria: surrounding
features, use of the park and the type of boundary delineation.
1 Surrounding features. The types of features surrounding the parks are roads,
natural reserves, residential properties, commercial properties and light to
heavy industrial areas.
2 Use of the park. All of the selected parks are designated as public areas by the
council. Several of the parks have areas that are closed off to public access and
are used by sports clubs and play centres.
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3 Type of boundary. Park boundaries are delineated by man-made features and
natural features. Man-made features include concrete walls, wooden fences,
wire fences and planted hedgerows. Natural features include culverts, streams
and tree lines. In some parks, the boundary is not clearly delineated at all on
the ground as it occurs in relatively dense vegetation or woodland.
5.4 Assessing land use conflict potential
There are three spatial approaches for assessing land use conflict potential using GIS
data that could be applied in New Zealand:
1 Values/importance. This approach involves assigning aggregate values to
land use conflict potential and assigning compatibility scores for specific land
uses with specific values and aggregating by place location. The assumption
is that conflict results from incompatible values held for land use in specific
places. The spatial operationalisation is achieved by total mapped values per
land unit of analysis (more values = higher potential conflict) and creating a
numeric index based on consistency of value with land use and linking to land
unit of analysis. The strengths of this approach are that generalised values can
be applied to variety of potential land uses and that there is significant par-
ticipatory GIS research experience in mapping values. The weaknesses of this
approach is that the values are an indirect measure of specific land use con-
flict potential and that subjective judgments are required for value/land use
compatibility ratings.
2 Preferences approach. This approach looks at the difference in land use prefer-
ences andweighted differences in land use preferences. The assumption is that
conflict results from different preferences for land use in specific places. The
spatial operationalisation is achieved by looking at each land unit of analysis
and subtracting preferences opposing land use from preferences supporting
land use and mapping the result. The differences can be weighted by total
mapped preferences per land unit. The strengths of this approach are that it
is the most direct measure of landscape land use conflict potential and that it
shows directionality of preference (supporting or opposing) and level of agree-
ment/disagreement with prospective land use. Theweakness of this approach
is that preferences must be mapped for each specific land use which requires
significant participant effort for mapping multiple land uses.
3 Values/preferences hybrid approach. This approach assumes that conflict re-
sults from different preferences for land use that are amplified by the values
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at stake in specific places. The spatial operationalisation is achieved by mul-
tiplying land use preferences (+/-) for each land unit by the total number of
values in the land unit. The strengths of this approach are that it is concep-
tually stronger because it considers two dimensions of land use conflict-level
of agreement and place importance. The weaknesses of this approach are that
it requires collection of both value and land use preference data and that it
requires subjective judgment on how much to weight values in amplification.
5.5 Summary
In the field of land management, it is common for stakeholders (people) to dis-
pute the location of boundaries between private land and public land. This chapter
looked at the situation regarding public parks in selected cities in New Zealand be-
fore focusing on public parks in Auckland. Different types of data were discussed:
digital image data that can be used in automatic land encroachment detection by im-
age segmentation and land boundary data that can be used in computational anal-
ysis and configuration of boundary differences over public parks in Auckland. The
types of land encroachment, and the possibility of correlation with surrounding fea-
tures, were discussed. There are three spatial approaches for assessing land use con-
flict potential using GIS data that can be used in New Zealand: values/importance
approach; preferences approach; and values/preferences hybrid approach.

Chapter 6
Automatic Land Encroachment Detection by
Image Segmentation
A land management problem, affecting public parks in the Auckland region, has
been identified as the use of public land for private purposes. In this chapter the use
of digital image analysis in automatically detecting encroachment on public parks
in two specific areas in Auckland, New Zealand is examined. A new agent-based
image solution is applied to address land-encroachment detection. The method em-
ploys an agent to discover knowledge from a source image I0 incrementally for con-
structing the detection model, then it carries the detection model to the target image
I1 for detecting the change against I0. If encroachment has been detected then the
size of the encroachment can also be calculated. The agent-based solution is used be-
cause digital image data is available to use and it is possible to use the agent-based
solution to detect changes in digital images. The experiments were conducted on
4 Auckland parks under four types of encroachment: Permanent Land Cover En-
croachment, Permanent Land Use Encroachment, Temporary Encroachment, and
Physical Boundary Encroachment. The experimental results show that the pro-
posed method can successfully detect permanent encroachment (such as buildings
and fences) and temporary encroachment (such as vegetable-growing and garbage
dumping).
6.1 Introduction
The use of public land for private purposes has been identified as a problem af-
fecting public parks in the Auckland region. In chapter 2, a participatory land use
management (PLUM) approach was discussed as a possible solution to the problem
of encroachment. This approach involves visiting each park with GPS equipment to
obtain data on the actual physical boundary. This data collection proved to be very
time-consuming and no significant encroachment was detected. The data collection
was carried out on 24 parks and took 3 weeks - there are over 4,000 parks in the
Auckland region. So, a quicker way of identifying parks with likely encroachment
is needed.
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This chapter examines the use of digital image analysis in automatically detect-
ing encroachment on public parks in two specific areas in Auckland, New Zealand.
Since the launch of the first Earth Resources Technology Satellite in 1972 (ERTS-1,
later renamed Landsat 1), there has been significant activity related to mapping and
monitoring environmental change as a function of anthropogenic pressures and nat-
ural processes (Treitz & Rogan, 2004). National park units and protected areas face
critical management challenges because of changing land-cover types and variabil-
ity of landscape contexts within and adjacent to the park boundaries (Y. Wang et al.,
2009).
In some studies, land cover change is synonymous with land use changes. For
example if a grass field used as a play area is concreted over for use as a car park,
then the land cover and land use has changed. However, when dealing with en-
croachment, it is sometimes necessary to differentiate between land cover change
and land use change. An example of this type of encroachment is where an area of
grassland belonging to a public park has been fenced off by the resident of a prop-
erty that is adjacent to the park. The land cover of the majority of the grassland has
not changed but its land use has changed from public to private. Detection of this
type of change requires the use of high resolution data as features such as fences are
hard to detect and/or difficult to distinguish from features, such as paths, that are
not indicative of encroachment.
There are 4 types of encroachment identified (see Figure 6.1):
1 Permanent land cover/use change. For example a building has been built
either wholly on the park or partially on it.
2 Permanent land use change only. For example Public Park area has been
fenced off so is no longer accessible to public but land cover has not changed
(i.e. land cover is still grass).
3 Temporary land cover/use change. For example the park (or part of the park)
has been used as a garbage dumping site in a way such that it can no longer
be used by the public as a park.
4 Physical boundary concealed by land cover. For example a boundary fence
has been moved, or removed completely, in an area that is obscured by dense
vegetation.
The strength of the new agent-based image solution is that it can detect the types
of land encroachment identified above. Additionally, it is suited to the type of land
cover (urban and rural mixed) found in Auckland, as a solution is designed, built
and tested for the specific purpose. Although trees naturally form part of a public
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(a) Permanent land cover/use change (b) Permanent land use change only
(c) Temporary land cover/use change (d) Physical boundary concealed by land cover
Figure 6.1: The four types of encroachment.
park, they need to be differentiated because they can blur the boundary of a park
and can obscure encroachment.
6.2 Method
This section includes the proposal of a new agent-based image solution for land-
encroachment detection. As relevant literature indicates, agent-based image anal-
ysis has been used in a variety of applications, such as range-image segmentation
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(Mazouzi, Guessoum, Michel, & Batouche, 2008), pattern recognition (Glaceanu,
2012), and off-road vehicle guidance (Broggi & Cattani, 2006). The advantages
offered by such a solution includes: (1) image processing parallelisation; and (2)
the flexibility to concentrate on either spatial or temporal changes. Segmentation
techniques include edge based, clustering based, and region based and split/merge
based approaches. The advantage of the edge based approach lies in its diminutive
computation time. The edge grouping method, however, suffers from a set of com-
plications in setting appropriate constraint levels and producing a solution to the
difficult threshold setting problem. The challenge of the region growth approach is
setting a threshold that is sensitive in measuring similarity. The computation time
for pyramidal segmentation is diminutive. Both watersheds and pyramidal seg-
mentation may cause the over segmentation problem. In the split /merge process,
most of the evolutionary algorithms go through a time-consuming convergence rate
(Mishra, Srivastava, Shukla, & Singhal, 2011). A comprehensive review on agent-
based image segmentation can be found in (Mishra et al., 2011) which concluded
that there is scope for improving the accuracy of the segmentation techniques espe-
cially for image containing textured backgrounds and that the time complexity of
the segmentation algorithms needs to be simplified.
The flowchart in Figure 6.2 shows an outline of the proposed land encroachment
detection approach. The aim of the approach is to detect any changes between a pair
of multi-temporal images, which is identified as the source image I0 and the target
image I1 in this chapter. The principle of the approach is that the more that an agent
learns about I0, the more accurate any change detection (against I0) will be.
To gain as much prior knowledge as possible, about I0, in terms of the type
of land cover, additional image data was collected for training the agent with the
knowledge of five land cover patterns such as grass, buildings, trees, fences and
roads, which represent the land cover/use characteristics that are most likely to be
found in or around public parks.
The agent, with the prior knowledge of basic land cover, is expected to learn
the source image I0 incrementally (i.e. incremental learning). When performing
land encroachment detection, the target image I1 is processed by the agent to detect
the change against I0. If encroachment has been detected then the size of the en-
croachment can be calculated. Then the risk factor of the encroachment is examined
using the size of the encroachment and the rateable value of the land that has been
encroached upon.
Details on how the approach is carried out are given next.
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No encroachm ent 
detected
Land Cover Feature 
Extraction
Figure 6.2: Flowchart of proposed approach.
6.2.1 Land Cover Feature Extraction
The land cover of a public park is usually grassland. However, in some cases, the
types of land cover in a public park can include buildings, playgrounds, paths, and
roads.
Themethod involved the use of a Gabor filter. In image processing, a Gabor filter
is a linear filter used for edge detection (Daugman, 1985). Frequency and orientation
representations of Gabor filters are similar to those of the human visual system,
and they have been found to be particularly appropriate for texture representation
and discrimination. In the spatial domain, a 2D Gabor filter is a Gaussian kernel
function modulated by a sinusoidal plane wave (Daugman, 1985). The Gabor filters
are self-similar: all filters can be generated from one mother wavelet by dilation and
rotation.
For better understanding of the image characteristics, an image processingmethod
- Gabor filter - was first applied to enhance the images’ characteristics, such as tex-
ture and contour information. A general Gabor filter function is expressed as
G(x, y;λ, θ, ψ, σ) = exp
(
−x
′ + y′2
2σ2
)
exp
(
x
(
2π
x′
λ
+ ψ
))
, (6.1)
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where
[
x′
y′
]
=
[
cos(θ) sin(θ)
− sin(θ) cos(θ)
] [
x
y
]
, (6.2)
and λ represents the sinusoid’s wavelength, θ represents the orientation, ψ is the
phase offset, and σ denotes the spread of the Gaussian window (Daugman, 1985).
Given a set of orientations θt,where t = 1, 2, ..., T , and according to (6.1) and
(6.2), using an image I as input, T different images can be obtained GIθt , which are
the data representatives of these Gabor filtered images in T orientations.
For example, let the 2-D image I with a size of M × N be processed by Gabor
filter, and the magnitude of complex-valued subbands is denoted as (6.3):
GIθt =
{
mIθt(m,n)|1 ≤ m ≤ M, 1 ≤ n ≤ N, and t = [1, 2, ..., T ]
}
, (6.3)
where GIθt is a set of real-valued 2-D subbands signals, representing the magnitude
of complex-valuedwavelet coefficients obtained at the direction θt. Themagnitudes
of each directional subband’s coefficients are computed and collectively denoted by
GI0θt and G
I1
θt for the multiple temporal images I0 and I1.
6.2.2 Encroachment Detection by Land Cover Change Detection
Knowledge Discovery from the Source Image I0
In order to learn content composition of the collected data D0 for I0, we employ a
clustering algorithm to discriminate different image contents from each other and
group similar contents together. To maximise the flexibility of the method, the gen-
eral mathematic definition of clustering is shown below. Given D0 = {D0(r)|1 ≤
r ≤ R}, C = {ck|1 ≤ k ≤ K} denote the set of K clusters’ core vectors, and

k represents the number of vectors assigned to k-th cluster, initially, k = 1 and
ck = D0(1). Normally, clustering is to assign data that are more ’alike’ into one
cluster (Huang, 1998). To determine the word ’alike’, a function for measuring sim-
ilarity among data can be formulated as,
Similarity(a, b) =
{
0 if two vectors a and b are similar
1 otherwise.
(6.4)
According to (6.4), the similarity between D0 and C, is compared for eachD0(r)
and ck, where r = 1, 2, . . . , R and k = 1, 2, . . . ,K . if Similarity(D0(r), ck) = 0, as-
signD0(r) to kth cluster, and let ck =
kck+D0(r)
Rk+1
, otherwise Similarity(D0(r), ck) =
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1 , then assign D0(r) to (k + 1)th cluster, and let ck+1 = D0(r). Hereafter, let
r = 1 this process is repeated until the last input vector D0(R) has been assigned
into one cluster. At the end of clustering, the cluster labels Y0 = {1, 2, ...,K} and
D´0 = [D0, Y0] can be obtained.
As mentioned above, this stage is flexible via selecting various clustering algo-
rithms, since there exist a variety of clustering techniques. In this research, K-mean
clustering, as it can have higher accuracy if the starting point and the the number of
clusters provided and can handle large amounts of data, is utilised (Kuo, Ho, & Hu,
2002).
For the purpose of storing I0 as small size knowledge instead of keeping the
same size of I0, a machine learning model is employed.
Weighted incremental linear proximal support vector machine (wIncLPSVM) is
designed for solving class-imbalance problem (Z.-H. Zhou & Liu, 2006). It is suitable
for this study because of its following properties: 1) it is an incremental learning
algorithm capable of learning a huge size input image piece by piece; 2) in contrast
to the traditional incremental LPSVM, the samples from positive and negative are
processed separately in wIncLPSVM which makes it easy to observe the effect of
one step incremental learning.
The core model used in this work is a matrix component in the wIncLPSVM
model namelyM which condenses the knowledge of positive class. In practice, a
M0
Ok is trained for each object obtained from the objects decomposition on image
I0 (D´0). For the kth object in I0, the model is calculated as
MOk0 =
[
DOk0 −e
]T [
DOk0 −e
]
, (6.5)
where e = [1, . . . , 1]T . After the training phase, we conduct one step incremental
learning to updateMOk0
M ’Ok0 (r) =M
Ok
0 +
[
DOk0 (r) −e
]T [
DOk0 (r) −e
]
, (6.6)
using the each sample from data D0 and use the eigenvalue of updated M ’Ok0 to
measure the influence of the incoming sample. By going through all samples in each
object on the corresponding model, a range of influences can be obtained for each
object. A range RangeOk0 is a closed interval defined by the maximal and minimal
eigenvalues as
RangeOk0 =
[
min(eig(M ’Ok0 )),max(eig(M ’
Ok
0 ))
]
. (6.7)
The incremental learning is conducted on learning the modelMOk0 , so the image
I0 can be learned piece by piece. For example, D´0 is separated into N pieces with
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five objects. There are fiveMOk0 models, and each of them can be stored in a 20× 20
matrix. In contrast, D´0 is a 154814× 20 matrix, the stored model
{
MOk0 |k ∈ [1, 5]
}
includes five 20×20matrices. Thus the size of stored knowledge is 154 times smaller
than original image dataset D´0.
6.2.3 Change Detection on the Target Image I1
One-step-more incremental learning detects changes against I0 by measuring the ef-
fect of incremental learning on new incoming data I1. Usually, based on the model
of batch learning, incremental learning is conducted continuously step by step from
the appearance of the first sample to the completion of all samples being learned.
However, in this method, while a new sample appears, the incremental learning is
merely conducted once (i.e., one step) on the basic model obtained from I0. Here-
after, when the next sample comes, the incremental learning agent starts over from
the original I0 base model and repeats the incremental learning detection step. In
other words, while conducting image change detection the incremental learning
agent collects no new knowledge in its memory.
In the proposed approach, as a result of knowledge discovery on I0, I0 now is
represented as an incremental learning model
M0 = {<MOk0 , RangeOk0 >}, k = 1, . . . ,K. (6.8)
The basic detection modelMOk0 is formulated by (6.5). The range Range
Ok
0 is given
by one-step learning (6.6) and (6.7). Let’s assume that each data sample from D1
(the collected data from I1) has the same object label as its corresponding sample
from D0. The one-step more incremental learning on I1 can be conducted on each
object of I0 by (6.9) as,
M ’Ok1 (r) =M
Ok
0 +
[
DOk1 (r) −e
]T [
DOk1 (r) −e
]
. (6.9)
The effect of new sampleDOk1 (r) toM
Ok
0 can be calculated via (6.10).
effects(r) = eig(M ’Ok1 (r)). (6.10)
Then, the change status of the r-th sample is determined by effects(r) following the
rule as,
Change(r) =
{
0, effects(r) ∈ RangeOk0
1, effects(r) /∈ RangeOk0 .
(6.11)
Consequently, a binary image (or mask) BOk = {bok(m,n)|1 ≤ m ≤ M, 1 ≤ n ≤ N}
are formed for each object defined in I0.
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6.2.4 Encroachment Authentication and Estimation
If encroachment has been detected then the scale of the encroachment is determined
by dividing the number of pixels that represent the encroachment by the total area
of the park in pixels as shown in (6.12). The commercial value (cost) of the encroach-
ment is evaluated bymultiplying the scale of the encroachment by the rateable value
of the land that has been encroached upon as shown in (6.13). The rateable value of
the land is obtained from an Auckland City Council database.
encroachment scale = encroachment size/ park size (6.12)
encroachment value = encroachment scale× land rateable value. (6.13)
6.3 Experiments and Discussions
A number of experiments were conducted to study the effectiveness of the new
approach. Artificial data was used to determine the efficiency of the new approach.
In this section the data used in the experiments, and the setup and procedure of the
experiments are looked at and the results of the experiments are discussed.
6.3.1 Performance Evaluation Criteria and Robustness Test
For quantitative performance evaluation, following Celik and Kai-Kuang (2010);
Bazi, Bruzzone, and Melgani (2005) changes are utilised in the region of interest
(ROI) to generate the ground truth. Given the first imageX1, the pixel intensity val-
ues of X1 are modified in an arbitrarily chosen ROI to create the second test image
X2 via
x2(m,n) =
{
x1(m,n)−A, if (m,n) ∈ ROI
x1(m,n), otherwise ,
(6.14)
where (m,n) ∈ ROI and A represents the absolute-valued difference between X1
andX2 in the selected ROI area, which is assigned as 40 in the experiments.
Let L be the total number of pixels (i.e., L = TP + TN + FP + FN ). The
following quantities of computed binary change mask for comparing the computed
change detection mask against the ground truth change detection are calculated in
(6.15)
PTP = TP/L, PFP = FP/L,
PTN = TN/L, PFN = FN/L,
(6.15)
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where TP is the number of ’changed’ pixels that were correctly detected (True pos-
itives), FP is the number of ’unchanged’ pixels that were incorrectly detected as
’changed’ (False positives), TN is the number of ’unchanged’ pixels that were cor-
rectly detected (True negatives), and FN is the number of ’changed’ pixels that were
incorrectly detected as ’unchanged’ (False negatives), (Radke, Andra, Al-Kofahi, &
Roysam, 2005). Then change detection is measured by the correct classification ac-
curacy PCC and the false classification accuracy PFC , respectively:
PCC = PTP + PTN
PFC = PFP + PFN
(6.16)
6.3.2 Region of Interest Detection
Following Celik and Kai-Kuang (2010); Coppin, Jonckheere, Nackaerts, Muys, and
Lambin (2004a); Radke et al. (2005); Bruzzone and Prieto (2002), first region of in-
terest detection experiments are conducted to investigate the ability of the proposed
algorithm on combating different scenarios. In doing that, according to (6.14) a total
200 pictures split across five scenarios (40 each), that are selected for the purpose
of covering the case study of different changes on fences, house, trees, roads and
park areas, are generated. The classifier used is polynomial kernel support vector
machine of LibSVM whose parameter is fixed through cross-validation test (Chang
& CJ, n.d.). Figure 6.3 shows the example images of the scenarios with fences.
Image with fences Image with fences ROI highlighted
Figure 6.3: Scenario to cover case study of changes on fences. Highlighted ROI is
the data used for testing.
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Image with houses Image with houses ROI highlighted
Figure 6.4: Scenario to cover case study of changes on houses. Highlighted ROI is
the data used for testing and is the roof of the building in the centre of the image.
Figure 6.4 shows the example images of the scenarios with houses and figure 6.5
shows the example images of the scenarios with park areas. Figure 6.6 shows the
example images of the scenarios with trees.
Image with park area Image with park area ROI highlighted
Figure 6.5: Scenario to cover case study of changes on park areas. Highlighted ROI
is the data used for testing.
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Image with trees Image with trees ROI highlighted
Figure 6.6: Scenario to cover case study of changes on trees. Highlighted ROI is the
data used for testing.
Figure 6.7 shows the example images of the scenarios with roads. Experiments
for region of interest detection are conducted on those 200 pictures. The experi-
mental results are summarised in Table 6.1, where the performance is evaluated on
the 6 measurements discussed in previous section, and the results are formatted
in the form of ‘average accuracy ± standard division’. Here the accuracy is calcu-
lated as the ratio of number of pictures correctly classified against the total number
of pictures in each category. As seen, the accuracy varies over different scenarios.
However, the robustness of the proposed algorithm is apparent in that the average
correct classification accuracy PCC is shown consistently above 99%. As can be seen
from the results for false classification, the values are small and the standard devia-
tion values are very close. This means that the algorithm is very reliable.
Scenarios PFC (%) PCC (%)
Fences 0.1669± 0.0001547 99.8331± 0.2393
House 0.0060± 0.0004225 99.9940± 0.0176
Parks 0.0181± 4.22542E-05 99.9819± 0.1226
Trees 0.2221± 0.0001034 99.7779± 0.3586
Road 0.0025± 2.83211E-05 99.9975± 0.0128
Table 6.1: Change detection performance results of agent-based image change de-
tection on tasks with five scenarios.
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Image with road Image with road ROI highlighted
Figure 6.7: Scenario to cover case study of changes on roads. Highlighted ROI is the
data used for testing.
The problem areas highlighted by the experiments are those were there are high
concentrations of trees. The problem is that areas with trees in them have many
different types of colours and densities. True Positive - the land featurewas correctly
identified as belonging to a particular class (e.g. a road pixel was identified as a
road). False Positive - the land feature was incorrectly identified as belonging to a
particular class(e.g. a roof pixel was identified as a road). True Negative - the land
featurewas correctly identified as not belonging to a particular class. False Negative
- the land featurewas incorrectly identified as not belonging to a particular class(e.g.
a road pixel was not identified as a road class)
6.3.3 Land Cover Detection Experimental Results
Four specific experiments were carried out:
1 To detect permanent encroachment such as buildings.
2 To detect encroachment in the form of areas of a park fenced off for private
use.
3 To detect temporary encroachment such as vegetable-growing.
4 To detect possible areas of encroachment that may obscured by natural objects
such as trees.
84 6. Automatic Land Encroachment Detection by Image Segmentation
Four parks were selected to carry out the experiments on. Wylie park was se-
lected because it is surrounded by residential properties and its land cover consists
mainly of grass. Teviot park was selected because it is surrounded by residential
properties and its land cover consists of a mixture of grass and trees. Auburn park
was selected because it is surrounded by sports areas (that have a similar land cover)
and part of its boundary is a road. Diana park was selected because its boundaries
are not clearly marked by fences in most cases and its land cover is a mixture of trees
and grass.
(a) Wyllie park area. (b) Wyllie park area with encroachment.
(c) Detected land encroachment.
Figure 6.8: Land encroachment in Wyllie park area
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Permanent Land Cover Encroachment
Type 1: Permanent land cover encroachment is where a building is constructed ille-
gally on a public park. In land management terms this is the most serious form of
encroachment. Although it is relatively simple to detect the presence of a building
on a park, one difficulty in detecting permanent encroachment is the misclassifica-
tion of legitimate constructions. One solution to this problem is to capture multi-
ple images over an extended time-frame and make continuous comparisons. The
type of structure built can range from a movable private structure (e.g. a shed),
an immovable private structure (e.g. a deck) through to commercial buildings and
government building. Figure 6.8a shows Wyllie Park with the council boundary.
Figure 6.8b introduces a house, artificially added to the image, encroaching near the
top-left corner. Figure 6.8c shows the results of the image segmentation algorithm:
white pixels indicate encroachment.
Permanent Land Use Encroachment
Type 2: In land management terms, permanent land use encroachment is another
serious form of encroachment. This type of encroachment can be one of the most
difficult to detect because the land cover change is usually not as noticeable as that
of a building. A prime example of this is a fence being built illegally on a park,
especially as the fence, or enclosure structure, is usually only a few pixels thick in the
observed image. Contrariwise, when these enclosure boundaries increase in pixel
width they become much easier to detect. Figure 6.9a shows Teviot Reserve with
the council boundary; Figure 6.9b shows the ground truth image with an introduced
fence element artificially added to the image; and Figure 6.9c shows the results of
the image segmentation approach, with white pixels classifying the encroachment.
Temporary Encroachment
Type 3: Temporary Use Encroachment, for example vegetable-growing, is not as
serious as permanent encroachment as it is normally easier to resolve by the author-
ities. This type of encroachment can be difficult to detect especially when the colour
of the vegetation is similar to the naturally occurring colours in the park. Another
example of this type of encroachment is the detection of illegal garbage disposal on
public land, this problem is usually easier to detect as the garbage colours usually
differ in contrast and hue from the background. Temporary encroachment could be-
come permanent if it is not dealt with by the authorities in a timely manner. Other
types of temporary encroachment include organic dumping (e.g. grass cuttings) and
inorganic dumping (e.g. furniture), grazing (e.g. horses) and intrinsic value (e.g. a
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(a) Teviot park area. (b) Teviot park area with encroachment.
(c) Detected land encroachment.
Figure 6.9: Land encroachment in Teviot park area
fruit tree planted).
Figure 6.10a shows Auburn Reserve with the council boundary shown on an
overlay. Figure 6.10b shows the ground truth image with an introduced vegetation
element artificially added to the image. Figure 6.10c shows the results of the image
segmentation approach, white pixels indicate the vegetation encroachment detec-
tion.
Physical Boundary Encroachment
Type 4: Physical boundary encroachment is a difficult problem to solve, especially
when the boundary encroachment is concealed under a canopy of vegetation. How-
ever, not all vegetation canopies will be hiding illegal encroachment.
Figure 6.11a shows the Diana Reserve park area. Figure 6.11b shows the ground
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(a) Auburn park area. (b) Auburn park area with encroachment.
(c) Detected land encroachment.
Figure 6.10: Land encroachment in Auburn park area
truth image with an introduced plant element artificially added to the image. Figure
6.11c shows the results of the image segmentation approach, white pixels show the
areas of newly introduced plant life. In many instances, this plant life is introduced
by the authorities, especially when it is in the confines of the park. However, the
elements detected on park boundaries could indicate a possible encroachment, as
these elements may have been illegally placed or provide canopies for illegal en-
croachment. These type of boundary triggers should warrant further investigation
by the authorities.
Table 6.2 shows the study’s results in terms of the size and scale of the encroach-
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(a) Diana park area. (b) Diana park area with encroachment.
(c) Detected land encroachment.
Figure 6.11: Land encroachment in Diana park area
Table 6.2: Details of the Encroachment Detected on the Chosen Parks
Park
Name
Encroachment
Type
Park Size
(pixels)
Encroachment Size
(pixels)
Encroachment
Scale
Park Rateable
Value(NZD)
Encroachment Commercial
Value(NZD)
Wyllie Building 230, 214 7, 442 0.03 485, 000.00 14, 550.00
Teviot Area of park fenced off 2007, 890 158, 297 0.07 510, 000.00 35, 700.00
Auburn Introduced vegetation 735, 456 20, 284 0.03 2150, 000.00 59, 288.00
Diana Newly introduced plant life 1260, 279 154, 431 0.12 690, 000.00 84, 550.00
ment for each of the parks. The rateable value of each park was obtained from the
Auckland City Council (Auckland Council, 2010). The size of encroachment, in pixels,
was divided by the total area of the park, in pixels, to give the scale of encroachment.
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The rateable value of the park was multiplied by the scale of encroachment to give
the commercial value of the encroachment. As stated in the introduction, there are
four main types of encroachment and each of the four parks used in the experi-
ments provide an example of one of the four types. The impact of the encroachment
depends on the type of encroachment and the scale of encroachment.
In the Wyllie reserve, the presence of a building had been detected, which is
deemed to be permanent land cover encroachment. This type of encroachment is
the most serious as it often requires legal action to resolve. The size of encroachment
was particularly important here as it would determine how the issue would be re-
solved - i.e. with a small area the Council will often negotiate to sell the encroached-
upon public land to the land owner who has carried out the encroachment. With
a large area of encroachment, the Council are likely to order demolition of the en-
croaching building. The impact of this type of encroachment is high.
The type of encroachment detected in Teviot reserve was permanent land use
encroachment, where an area of the park had been fenced off for private use. This
type of encroachment, although relatively easy to resolve, can be easily overlooked,
resulting in loss of public access to the park area. While the size of encroachment is
important in terms of denying the public access to public land, it is not as important
in terms of resolving the encroachment issue, as resolving it may just involve the
removal or re-alignment of a fence. The impact of this type of encroachment is low
because the areas tend to be comparatively small.
The encroachment detected in the Auburn reserve was in the form of vegeta-
tion covering an area of the park in which the boundary was present. This type of
change may not necessarily be an indication of encroachment but, as the boundary
had been concealed, indicated that further investigation of the area was warranted.
Creeping encroachment, where the boundary may be moved on several occasions
over a period of time, can often escape detection in areas such as these. The impact
of this type of encroachment is low, in terms of denying the public access, because
the areas where the boundary was obscured are not often visited by the public.
In the Diana reserve, temporary encroachment in the form of newly introduced
plant life had been detected. This form of encroachment is the least serious form of
encroachment as it can be resolved by the council without having to resort to legal
action. However, a quick response from the council is required to prevent escalation
of the encroachment. The impact of this type of encroachment depends on its nature
and location.
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6.4 Summary
The use of public land for private purposes has been identified as a land manage-
ment problem, affecting public parks in the Auckland region. The use of digital
image analysis in automatically detecting the four main types of encroachment on
public parks, in two specific areas in Auckland, New Zealand has been examined.
A new agent-based image solution was applied to address land-encroachment
detection. The method employed an agent to discover knowledge from a source
image I0 incrementally for constructing the detection model, then it carried the de-
tection model to the target image I1 for detecting the change against I0. If encroach-
ment was detected then the size of the encroachment can also be calculated. The
experiments were conducted on 4 Auckland parks under four types of encroach-
ment: Permanent Land Cover Encroachment, Permanent Land Use Encroachment,
Temporary Encroachment and Physical Boundary Encroachment. The experiments
are designed to see if the proposed method can successfully detect permanent en-
croachment (such as buildings and fences) and temporary encroachment (such as
vegetable-growing and garbage dumping).
The experiments were designed to see if the proposed method could success-
fully detect permanent encroachment, such as buildings and fences, and temporary
encroachment, such as vegetable-growing and garbage dumping. The results of
the experiments showed that the approach was successful in highlighting possi-
ble occurrences of encroachment. The main disadvantage of the approach was that
it cannot work as a stand-alone solution - ground survey data collection needs to
take place to confirm the occurrence of encroachment. The advantages of the ap-
proach are that both permanent encroachment and temporary encroachment can be
detected. Another disadvantage of the approach is that it is not as reliable in detect-
ing encroachment and/or changes in areas where there is a high concentration of
trees, as these area have a high variation in colours and concentration.
Chapter 7
Computational analysis and configu-
ration of boundary differences in public parks
in Auckland
After studying the methods listed in the previous chapter, it was found that the
methods used gave an accurate detection of the differences. Stakeholders (people)
everywhere have many disputes over the location of boundaries between private
land and public land. An approach is proposed that helps people to come to an
agreement on position of boundaries (including a pixel-based approach, polygon-
based approach, and middle-boundary approach). The experiments were carried
out on data relating to public parks in Auckland, New Zealand. The results of the
experiments highlighted the differences between different stakeholder’s perceived
boundaries.
7.1 Introduction
Every boundary conflict contains a strong spatial component (Shmueli, 2008). The
spatial location of a public park is defined by its boundary. However there may be
several different versions of the same boundary for a park. In this case study there
are two different views of each selected park. The two views represent the council’s
official park boundary and the physical boundary collected in a field survey. The
differences in the views may indicate that encroachment is occurring.
The problem that this work attempts to solve is that of detecting encroachment
by comparing the differences between two or more shapes. Motivated by study-
ing the methods listed in the previous chapter, it was found that many methods
can provide an accurate detection of the differences. However, these works can
cause arguments among stakeholders, due to these methods not providing a possi-
ble solution for the stakeholders. None of the methods can automatically balance
the trade-off between the stakeholders. A pixel-based calculation is analysed and
a polygon-based calculation is proposed by this work to form a new point of view
for the stakeholders, upon which they can base negotiations to solve the boundary
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dispute.
The key contribution of this work is to show the effectiveness of using GPS data
to detect encroachment. Land management linked to boundary determination and
area estimation. This chapter examines three methods of determining differences
between sets of boundary data.
7.2 Method
Land use conflict occurs whenever land-use stakeholders have incompatible inter-
ests related to land areas that result in negative effects (Dunk et al., 2011). In order
to establish that there are differences between perceived boundaries, two existing
approaches have been examined: a) pixel-based approach and b) polygon-based
approach. In order to help resolve the arguments over boundaries the polygon ap-
proach was built upon to propose a new approach: middle-boundary approach.
7.2.1 Pixel-based approach
In this approach, one single pixel represents an area of .98 square metres. Given a set
of n sequential GPS coordinate pairs G = {(Lo1, La1), . . . , (Lon, Lan)} for one area,
firstly they are transferred into integer coordinates according to certain predefined
precision, for example C = {(X1, Y1), . . . , (Xn, Yn) | Xi = round(Loi × 1000), Yi =
round(Lai × 1000) ∀i ∈ {1, . . . , n}}. Then the coordinate origins fit the coordination
set as,
Cs = {(x1, y1), . . . , (xn, yn) | xi = Xi −min(X) + 1, yi = Yi −min(Y ) + 1
∀i ∈ {1, . . . , n}}.
(7.1)
Now there is a bitmap with n positive pixels. Next we sequentially connect each
neighbouring pair (n-th point is the neighbour with n − 1-th and 1-st). For exam-
ple, if there is (xi, yi) and (xi+1, yi+1), we need to compute a set of pixels approx-
imately connecting (xi, yi) to (xi+1, yi+1) and also as a edge of closed polygon. To
achieve such closed approximate pixel edge, we simply approximate the y coordi-
nation from a continuous series of x connecting xi to xi+1 and do the reversed, as
follows (assume xi ≤ xi+1 and yi ≤ yi+1)
x = [xi, xi + 1, . . . , xi+1]
y = yi + x× yi+1−yixi+1−xi
y = round(y);
(7.2)
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y = [yi, yi + 1, . . . , yi+1]
x = xi + y × xi+1−xiyi+1−yi
x = round(x).
(7.3)
The result with more points from (7.2) and (7.3) is taken as the edge point set
between (xi, yi) and (xi+1, yi+1). Once all edges for one area are obtained, the area
fill algorithm can be applied to fill the edge graph and obtain a binary bitmap of that
area. For area difference, a matrix subtraction is done to compute following areas:
1. both A1 and A2 covers;
2. A1 covers but A2 not;
3. A2 covers but A1 not.
As any field area is represented by a binary matrixM = {0, 1}m×n, wherem and
n denote the number of rows and columns respectively of the bitmap, thus the area
is simply calculated by
S = sum(sum(M)). (7.4)
7.2.2 Polygon-based Approach
In this approach, one unit of area represents an area of 1 squaremetre. In the analyti-
cal geometry method, a boundary is seen as a polygon formed by connecting points
sequentially. Given two boundaries A = {a1, a2 . . . an} and B = {b1, b2 . . . bm},
where the end points of A and B are clockwise distributed. There are four steps to
find the difference A − B (i.e. the area inside A but outside B) and B − A (i.e. the
area inside B but outside A).
1. Find all cross points C between any edge pairs, one from A and one from B.
As each edge is a line segment, there are many existing algorithms for finding
cross point between two given line segments. The result of this step is a set of
points C = c1, c2, . . . co, each cross point ck is associated with one edge aiai+1
from A and one edge bjbj+1 from B.
2. Form the difference polygons D1, D2, . . . , Do. As boundary A have o cross
points with B, it is easy to imagine that there are o difference polygons. And
the k-th difference polygon Dk is defined by cross point ck, a sequence of
points Ak from A, cross point ck+1 and a sequence of points Bk from B. Note
that when k = o have ck+1 = c1, as the ’next’ for the last one in a circle is the
first. Then, to determine the difference polygon Dk, the sequences Ak and Bk
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are needed. To compute the sequences Ak, we need firstly check if ck and ck+1
are associated with the same edge aiai+1 in A. If so, means the boundary B
cross edge aiai+1 at least twice and there is no end point from A between ck
and ck+1, thus there is Ak = ∅. If not, say ck associates with aiai+1 and ck+1 as-
sociates with alal+1, thenAk is the sequences [ai+1, ai+2, . . . , al]. Also note that
if have i+1 > l, the sequencesAk actually become [ai+1, ai+2, . . . , an, a1, . . . , al],
always keep in mind that it is a ’circle’ that is being worked on. Applying
the same method, the sequences Bk say Bk = [bj+1, bj+2, . . . , bp] are deter-
mined. Recall that both A and B are clockwise distributed, so are the Ak
and Bk. Thus to define the difference polygon Dk, the inverse sequences
B′k = [bp, . . . , bj+2, bj+1] are need, which are counter clock-wised. By now the
difference polygon Dk = ckAkck+1B′k is computed. And so for all difference
polygons D1, D2, . . . , Do.
3. Determine which set of difference polygons belong to A−B and which set to
B −A. It is easy to conclude that for any neighbouring difference polygon Dk
andDk+1 should have the different identity, as if boundary of A is ‘outside’ of
B between cross points ck and ck+1 which indicatesDk belongs to A−B, after
the cross in ck+1, the boundary of A becomes ‘inside’ the boundary which
indicates that Dk+1 belongs to B − A, and vice versa. Thus, we can simply
determine the difference polygons belonging by finding out the identity of
any difference polygon. This can be done by detect whether a point from A
(e.g. a1) is inside polygon B. Make a ray from a1 to any direction, if there is
odd numbered cross point with polygon B, then a1 is inside B; and if the cross
number is even, then a1 is outside B.
4. Compute the area of difference polygons. Given any polygon A = a1a2 . . . an
and its coordinate set {(x1, y1), (x2, y2), . . . , (xn, yn)}, the area ofA can be com-
puted as
SA =
1
2
n∑
i=1
(xiyi+1 − xi+1yi). (7.5)
Note that when i = n, have an+1 = a1 and xn+1 = x1, yn+1 = y1.
7.2.3 Middle-boundary Approach
To find the middle-boundary, a nearest neighbour based algorithm is proposed. Let
A = a1a2 . . . an be the boundary with more endpoints thanB = b1b2 . . . bm, a middle
boundary is calculatedM = m1m2 . . .mn have the same number of end points with
A, each mi lays in the halfway of ai to its nearest neighbour in {b1, b2, . . . , bm}. To
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find such nearest neighbour, we need firstly compute a distance vector D = Rm×1
have
Dj = dist(ai, bj) =
√
(xai − xbj)2 + (yai − ybj)2. (7.6)
Then find the j with smallestDj , and eventually compute themean vector of [xai, yai]
and [xbj , ybj ].
1. ALGORITHM. Input: Polygon A = a1a2 . . . an and B = b1b2 . . . bm, have n >= m;
the coordinate of each point {(xai, yai)|∀i ∈ [1, n]}, {(xbj , ybj)|∀j ∈ [1,m]}
Output: The middle boundaryM = m1m2 . . .mn and its coordinate set {(xmi, ymi)|∀i ∈
[1, n]}.
for i ∈ [1, n] do
Current point is ai, (xai, yai);
Find the current point’s nearest neighbour bj (xbj , ybj) from B;
Compute themi, have xmi = mean(xai, xbj), and ymi = mean(yai, ybj)
end for
Once M is determined, using algorithm mentioned in Section 7.2.2, the differ-
ence area between A toM and B toM is computed.
7.3 Experiments
7.3.1 Locations and Device
GPS Data Collection carried out at 24 sites across North Shore and Manukau areas.
Two GPS devices were used: Leica Viva TPS and GARMIN 76CSx. Two GPS de-
vices were used so that comparisons could be made between the devices in terms
of the ease of use and accuracy. The Leica Viva TPS device is a tool designed for
the collection of accurate survey data. The Garmin 76CSx device is a tool designed
primarily for outdoor navigation on land and sea. GPS point data is collected using
the Leica Viva TPS and the Garmin 76CSx devices. The data collected, using the
Leica Viva TPS device, uses the Mt Eden 2000 co-ordinates system. The boundary
of each site is traversed and GPS data is collected manually at intervals or at specific
changes in the boundary (for example a corner). For each site surveyed, a starting
point is chosen. The starting point is marked with a marker to enable the closing on
the polygon at the end of the survey.
7.3.2 Data
The data used in the experiments is boundary data of New Zealand specifically
the Auckland area. Auckland City Council governs the entire Auckland region. The
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boundary data is in the form of sets of longitude and latitude co-ordinates expressed
as decimal degrees. Table 7.1 shows details of the selected parks.
There are two data sets used in the boundary calculations:
1 GPS Boundary Data. The GPS boundary data has been collected during field
visits to the selected parks. The accuracy of this data depends on the qual-
ity and type of the equipment used to collect it and on weather and ground
conditions.
2 Land Boundary Data. The Council boundary data is used to compare against
the observed boundary data. When this research was started, there were
seven Auckland regional councils and of those councils approached 2 of them,
Manukau and North Shore supplied boundary data in GIS shape file format.
To demonstrate the boundary comparison techniques, for this work, 24 parks
from the Manukau and North Shore areas were selected as representative examples
of the four categories of park discussed above.
7.3.3 Experimental setup
A number of experiments were conducted to study the effectiveness of the new
approach. In this section the data used in the experiments is looked at, the setup
and procedure of the experiments and the results of the experiments discussed.
7.3.4 Transformation
The job data collected using the Leica Viva TPS was downloaded to a USB drive one
job/site at a time. The job data was downloaded in text, XML (Extensible Markup
Language), DXF (Drawing Exchange Format), and FBK (Microsoft Dynamics NAV
Backup File) formats. The data then had to be processed, one job/site at a time,
before being uploaded to the ARCMap software. The first step was to import the
job/site data, into Excel. Then the data was saved as a db4 file. Then, in ARCMap,
the ’import points’ option was selected and the corresponding job/site db4 file was
selected. Then the coordinates system New ZealandMt Eden 2000was selected and
the point data was loaded. It was then possible to overlay the point data on the
polygon data received from the councils.
The data collected, using the GARMIN 76CSx device, used the WSD 1984 co-
ordinates system (Wiley et al., 2006). Two independent sets of data were collected
using the GARMIN 76CSx device - waypoints and tracks. The waypoint data was
collected at the same points that the Leica Viva TPS data was collected. It was no-
ticed that, in areas of particularly dense tree cover, it was possible to get a GPS fix
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using the GARMIN 76CSx device, where it was not possible to get a GPS fix using
the Leica Viva TPS. When it came to using the data in calculations, only the data
collected using the Leica viva TPS device was used as the data collected using the
GARMIN 76CSx device was found to be less accurate.
7.4 Results
The boundary data received from the city council is derived under licence from
LINZ Digital Cadastral Database. The Digital Cadastre Parcel Layer is produced
and maintained by Land Information New Zealand (LINZ) and is a component
of the digital cadastral dataset available from LINZ through the Bulk Data Extract
(BDE) and third party resellers. The parcel layer is a digital spatial model represen-
tation of the parcel boundaries defined by approved land transfer and survey plans
lodged with LINZ. The accuracy of the LINZ data is said to be within 2 metres.
GPS receivers can generally be classified into one of three categories: survey,
mapping, and consumer grade. Survey-grade GPS is capable of determining loca-
tions to within 1 cm of true position, but requires operator expertise and a substan-
tial operating budget because of high instrument costs (Rizos, 2002). Survey-grade
GPS also requires satellite signal reception that is often unattainable in forested land-
scapes. Mapping-grade GPS receivers can return accuracies typically within 2-5 me-
tres of true position, depending on the quality of the equipment and operator skill.
A distinction between consumer GPS and other GPS receiver grades is in the
ability to differentially correct coordinate data that have been collected. Mapping-
and survey-grade GPS usually include software that enables consumers to differen-
tially correct data (Van Sickle, 2008).
The data collected during the field surveys is subject to errors especially as the
Leica device was used as a handheld device as opposed to base-line survey mode.
However, as can be seen in Figure 7.1 , there are sections of the boundary in the
composite image that show neither purple nor yellow meaning that the GPS data
matches the council data.
Four parks, Camelot, Sunnyside, Murdoch and Locket, that appear in Table 7.1
do not appear in Tables 7.2, 7.3 and 7.4 because there were technical issues with the
GPS data collected. In Table 7.2AreaOrg (areadefined by the council) is the area cov-
ered by the council boundary andAreaGps is the area covered by the GPS boundary.
AreaOmG and AreaGmO represent the areas of difference. So AreaOmG represents
the difference in the area where the GPS boundary is inside the council boundary
showing encroachment of private land onto public land. AreaGmO represents the
difference in the areawhere the council boundary is inside the GPS boundary show-
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ing encroachment of public land onto private land. There is only one park, Robert
White Park, where there is no difference between the two sets of boundaries. There
are eight parks, Beaumont Park, Dale Reserve, Gallaher Park, James Watson Park,
Killarney Park, Normanton Reserve, Stancich Reserve, and Tadmoor Park, where
the area of encroachment of public land onto private land is greater than the area of
encroachment of private land onto public land. There are eleven parks, Agincourt
Reserve, Aorere Park, Auburn Reserve, Diana Reserve, Holland Reserve, Jellicoe
Park, Mcfetridge Park, Puhinui Domain, Russell Road Reserve, Taharoto Park and
Teviot Reserve, where the area of encroachment of private land onto public land is
greater than the area of encroachment of public land onto private land. The results
for the park Agincourt Reserve show that 40 percent of the public land is no longer
accessible to the public. The results for the park Auburn Reserve show that 73 per-
cent of the public land is no longer accessible to the public. In Figure 7.1 the results
of an experiment using the pixel-based approach are presented. In the composite
image the negative differences, where the observed boundary is inside the official
boundary (possible encroachment) are shown in purple. The positive differences,
where the official boundary is inside the observed boundary, are shown in yellow.
These results show that this method can detect and highlight differences in bound-
aries in terms of numerical values. However, as seen in Figure 7.1, the visualisation
of the results is not clear. Also, this approach offers no solution to any boundary
conflict.
The results of the middle-boundary approach experiments are shown in Table
7.3 where AreaOrg is the area covered by the council boundary, AreaGps is the
area covered by the GPS boundary and AreaMb is the area covered by the middle
boundary.
The results, showing the differences between the three sets of boundaries, of the
middle-boundary experiments are shown in Table 7.4. In Table 7.4 AreaOmG repre-
sents the difference in the areawhere the GPS boundary is inside the council bound-
ary showing encroachment of private land onto public land. AreaGmO represents
the difference in the area where the council boundary is inside the GPS boundary
showing encroachment of public land onto private land. There is only one park,
Robert White Park, where there is no difference between the two sets of boundaries.
There are eight parks, Beaumont Park, Dale Reserve, Gallaher Park, James Watson
Park, Killarney Park, Normanton Reserve, Stancich Reserve, and Tadmoor Park,
where the area of encroachment of public land onto private land is greater than the
area of encroachment of private land onto public land. There are eleven parks, Ag-
incourt Reserve, Aorere Park, Auburn Reserve, Diana Reserve, Holland Reserve,
Jellicoe Park, Mcfetridge Park, Puhinui Domain, Russell Road Reserve, Taharoto
Park and Teviot Reserve, where the area of encroachment of private land onto pub-
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Table 7.2: Results of Pixel-Based Approach Experiments. All units are the numbers
of squares within each polygon.
Name AreaOrg AreaGps AreaOmG AreaGmO
Agincourt Reserve 7568.16 4555.76 3061.28 48.88
Aorere Park 152997.84 150596.64 4645.52 2244.32
Auburn Reserve 17647.40 4636.68 13011.44 0.72
Beaumont Park 19772.44 20304.24 340.32 872.12
Dale Reserve 324.36 13076.84 324.36 13076.84
Diana Reserve 6584.24 6544.56 230.76 191.08
Gallaher Park 35743.00 36548.40 1855.00 2660.40
Holland Reserve 10364.44 7685.40 2991.36 312.32
James Watson Park 26598.76 41870.24 232.44 15503.92
Jellicoe Park 31893.52 31811.84 560.48 478.00
Killarney Park 39455.48 44937.36 3149.20 8631.08
McFetridge Park 58163.12 52780.36 5491.04 108.28
Normanton Reserve 23705.12 25090.92 542.88 1928.68
Puhinui Domain 29010.44 28990.04 1761.76 1741.36
Robert White Park 13835.24 13835.24 0.00 0.00
Russell Road Reserve 31375.48 39379.64 1516.64 9520.80
Stancich Reserve 35368.00 837300.00 25580.00 8275.12
Tadmoor Park 2249.68 8760.40 2215.84 8726.56
Taharoto Park 37727.96 37452.92 747.88 472.84
Teviot Reserve 6306.44 6065.92 313.52 73.00
lic land is greater than the area of encroachment of public land onto private land.
The results for the park Agincourt Reserve show that 40 percent of the public land
is no longer accessible to the public. The results for the park Auburn Reserve show
that 73 percent of the public land is no longer accessible to the public. In Figures 7.2
and 7.3 the results of the experiments using the polygon-based approach are pre-
sented visually. The green line shows the boundary as perceived by the council and
the blue line shows the boundary as perceived by the results of a field survey. The
differences in the two boundaries show where the boundary is disputed. The red
points show where the boundaries crossover. In Figures 7.4 and 7.5 visually present
the results of the experiments using the polygon-based approach in a different way.
The purple lines show areas covered by the original boundary but not by the GPS
boundary. The yellow lines show areas covered by the GPS boundary but not by the
original boundary. These results show that this method can detect and highlight dif-
ferences in boundaries in terms of numerical values. Also, as seen in figures 7.2 and
7.4, the visualisation of the results is particularly clear. Also, this approach offers no
solution to any boundary conflict.
In Figure 7.6 the results of the experiments using the middle-boundary approach
are presented visually. The green line shows the boundary as perceived by the coun-
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(a) Area covered by both boundaries (b) Area covered by council data only
(c) Area covered by GPS data only (d) Composite image
Figure 7.1: Visual results from pixel-based approach experiments.
cil and the blue line shows the boundary as perceived by the results of a field survey.
The visual representation of the data is clear and the middle boundary as shown
could be offered as a possible solution to boundary disputes or as a starting point
for discussions.
7.4.1 Discussion
Geographic information systems (GIS) have long been applied in resolving munici-
pal/local boundary conflicts (Forest, 2004). This approach utilises both GIS and GPS
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Table 7.3: Results of the Middle-boundary Approach Experiments. All units are the
numbers of squares within each polygon.
Name AreaOrg AreaGps AreaMb
Agincourt Reserve 7521.09 516.96 4975.03
Aorere Park 152782.10 150388.94 151731.39
Auburn Reserve 17577.12 4594.63 10180.89
Beaumont Park 19716.17 20219.00 19788.76
Dale Reserve 315.46 13017.50 3873.85
Diana Reserve 6565.98 6511.42 6541.60
Gallaher Park 35651.13 36458.00 35741.06
Holland Reserve 10280.43 7627.90 8922.04
James Watson Park 26538.20 41718.50 33247.39
Jellicoe Park 31811.82 31744.50 31603.82
Killarney Park 39380.37 44830.05 39406.00
McFetridge Park 58066.29 52708.01 53283.32
Normanton Reserve 23635.40 25000.65 23654.80
Puhinui Domain 28632.75 28887.50 27598.90
Robert White Park 13775.53 13775.53 13775.53
Russell Road Reserve 31272.78 39286.00 38130.78
Stancich Reserve 33904.93 775053.50 29708.19
Tadmoor Park 2224.56 3788.00 2639.08
Taharoto Park 37667.21 37390.33 37596.86
Teviot Reserve 6252.38 6024.40 5924.71
Figure 7.2: Overview of results of polygon-based approach. Axis x and y are the
Longitude and Latitude co-ordinates respectively.
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Figure 7.3: Zoomed-in view of results of polygon-based approach. Axis x and y are
the Longitude and Latitude co-ordinates respectively.
Figure 7.4: Overview of results of polygon-based approach. Axis x and y are the
Longitude and Latitude co-ordinates respectively.
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Figure 7.5: Zoomed-in view of results of polygon-based approach. Axis x and y are
the Longitude and Latitude co-ordinates respectively.
Figure 7.6: Overview of results of middle-boundary approach. Axis x and y are the
Longitude and Latitude co-ordinates respectively.
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Figure 7.7: Zoomed-in view of results of middle-boundary approach. Axis x and y
are the Longitude and Latitude co-ordinates respectively.
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in presenting and resolving boundary disputes.
The results of the pixel-based experiments show the differences between two
views (sets of boundary data) for the same area. The first set of differences shows
the encroachment of private land onto public land and the second set of differences
shows the encroachment of public land onto private land. This approach highlights
the differences between the boundaries but does not propose any possible solutions
to the problem. The results of the polygon-based experiments in Table 7.4 show the
plotting of the two sets of points and highlights the differences between the two
views (sets of boundary data) for the same area. AreaOmG gives the area of the
original boundary minus that of the GPS boundary. AreaGmO gives the area of the
GPS boundary minus that of the original boundary. AreaOmM gives the area of the
original boundary minus that of the middle boundary. AreaMmO gives the area
of the middle boundary minus that of the original boundary. AreaGmM gives the
area of the GPS boundary minus that of the middle boundary. AreaMmG gives the
area of the middle boundary minus that of the GPS boundary. The results of the
experiments show the differences between two views (sets of boundary data) for
the same area. A fair solution is offered to people who have arguments on the mea-
surement of boundary for parks in Auckland, as shown in Figures 7.6 and 7.7. The
green line shows the boundary as perceived by the council and the blue line shows
the boundary as perceived by the results of a field survey. The differences in the two
boundaries show where the boundary is disputed. The red line shows a calculated
middle boundary whichmay act as a starting point for resolving boundary disputes.
Stakeholders have different views on encroachment. For example the council have a
strict viewpoint and assume that the data they have is correct whereas some private
residents have a relaxed viewpoint on the position of a boundary.
The approach may be used to effectively combine quantitative and qualitative
approaches to community development. There is a potential risk of the focus get-
ting shifted mainly towards extractive data collection. The data collected and the
results of the analysis can be presented to the stakeholders in the form of maps and
other resource information can be utilised by the stakeholders in their decision mak-
ing process rather than having access to GIS. There is a likelihood of sensitive spatial
information like stakeholders’ views of boundaries being subject to unintendedmis-
use if held centrally but this is addressed by the data for this research being held by
the researchers.
The determination of boundaries can cause problems, most notably arguments
between stakeholders. Some stakeholders rely on digital boundaries that have been
derived from legacy systems that have not been checked for a long period of time.
A method is proposed that takes two sets of boundary points and attempts to de-
rive a middle boundary that can be shown to stakeholders and used as basis for
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settling the boundary dispute. The method can be considered as a suitable way of
approaching arguments between stakeholders. The results obtained so far from the
data have given us confidence in the method’s suitability.
7.5 Summary
In order to address the land encroachment problems in Auckland’s parks, two dif-
ferent approaches to boundary calculations were considered. The two different ap-
proaches are the pixel-based approach, which converts the data into bitmaps for
comparisons, and the polygon-based approach, which uses analytical geometry to
view a boundary as a polygon formed by a sequence of connecting points. The
approaches boundary calculations have been examined using experiments and con-
sidered.
Both approaches detect and highlight differences, in numerical terms, effectively.
Visually, the polygon-based approach offers the clearest view of the differences as
opposed to the polygon-based view. However neither approach offers a possible
solution to any boundary conflicts. One of the contributions of this work is that it
examines Auckland-based case studies and offers solutions applicable to the Auck-
land area. Another contribution is the middle-boundary approach. This approach
builds on the polygon-based approach and produces a middle boundary that could
be a possible solution to disputes or at least a starting point for negotiations. The
main limitation of the middle-boundary approach is that the proposed new bound-
ary is based solely on mathematical calculations and does not take into account
the stakeholders’ views or motivations. Possible future work could involve adding
stakeholder weighting to the middle-boundary calculations so that different possi-
ble solutions could be generated. Another limitation of all three approaches is that
it assumes that the data obtained from the Auckland City Council is accurate. Fu-
turework could involve carrying out detailed surveys on those areas in parks where
differences have been highlighted and analysing the data against LINZ data.
Chapter 8
Public Parks in Auckland: Two Case Studies
8.1 Introduction
Important LandManagement issues include encroachment, land cover change, land
use change and boundary disputes. Information systems can be used to support
decision-making in an organisation or business. This chapter examines the appli-
cation of automatic land encroachment detection and computational analysis and
configuration of boundary differences in land management on two case studies of
parks in Auckland. Carrying out field surveys on all of the parks and reserves in
Auckland is too time consuming. Using automatic land encroachment detection (as
discussed in chapter 5) is faster but not necessarily accurate as not all changes to
parks are due to encroachment. However automatic land encroachment detection
can be used to narrow down the number of parks that require a field survey. Figure
8.1 provides an overview of the approach wherein automatic encroachment detec-
tion is carried out first and a field survey, with boundary data analysis, carried out
if necessary.
8.2 Land Management Issues
Land Management issues include boundary disputes, encroachment, erosion con-
trol, land cover change, land drainage, land use change, and species management.
Boundary disputes occur when two or more stakeholders have different views on
the location of a boundary. Encroachment can be a problem along property lines
when a property owner is not aware of his property boundaries or intentionally
chooses to violate his neighbour’s boundaries. Erosion control is the practice of
preventing or controlling wind or water erosion in agriculture, land development,
coastal areas, riverbanks and construction. Land cover refers to the physical and bi-
ological cover over the surface of land, including water, vegetation, bare soil, and/or
artificial structures. Land drainage is the natural or artificial removal of surface and
sub-surface water from an area. Many agricultural soils need drainage to improve
production or to manage water supplies. Land use is defined in terms of syndromes
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Figure 8.1: Overview of Public Park Land Management Approach.
of human activities such as agriculture, forestry and building construction that alter
the land surface. Speciesmanagement attempts to balance the needs of wildlife with
the needs of people using the best available science drawing on disciplines such as
mathematics and geography.
Table 8.1: Selection of Land Management Issues
Land Management Automatic GPS Difference
Issue Detection Calculations
Boundary Disputes No Yes Yes
Encroachment Yes Yes Yes
Erosion Control No Yes No
Land Cover Change Yes Yes No
Land Drainage No Yes No
Land Use Change Yes Yes No
Species Management No Yes No
Table 8.1 shows the applicability of the methods to the selection of land manage-
ment issues. Issues such as erosion control, land drainage and species management
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can be addressed partly by use of GPS. At present these issues cannot be addressed
by the automatic detection and difference calculations methods discussed in this
thesis because the continuous data that is required is not available.
The diagram 8.2 shows the progression from delineating the main area of a park,
through calculating its boundaries and analysing the differences, to addressing any
disputes.
Figure 8.2: Diagram of Disputes
One reason that management of land is important is because land has a financial
value. Land Value is defined as the value of a piece of property, including both the
value of the land itself as well as any improvements that have been made to it. The
Auckland City Council give two land values for each parcel of land:
1 Capital value. The probable price that would have been paid for the property
if it had been for sale at the date of the last general revaluation, as shown
on the Notice of Rating Valuation. A capital value does not include chattels,
stocks, crops, machinery, goodwill, and plantation trees.
2 Land value. The probable price that would have been paid for land at the date
of valuation. The land value includes any development work that may have
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been carried out, such as drainage, excavation, filling, retaining walls, recla-
mation, grading, levelling, clearing vegetation, fertility build-up, protection
from erosion, and protection from flooding.
8.2.1 Land Management Dispute Solving Procedure
The main land management issues examined by this work are encroachment on
public land by private stakeholders and boundary disputes. An approach for land
management that focuses on possible encroachment and boundary disputes is as
follows:
Step 1 Identify Area(s).
Step 2 Identify Sites.
Step 3 Obtain existing data.
Step 4 Identify stakeholders.
Step 5 Contact stakeholders.
Step 6 Research aims and approach explained to stakeholders and consent ob-
tained.
Step 7 Field Measurement.
Step 8 Participatory Field Measurement.
Step 9 Integration of data.
Step 10 Feedback to stakeholders. Results of data analysis are shown to stake-
holders.
8.2.2 Solutions to Boundary Disputes
The approach outlined in 8.2.1 has been used as the basis for this research as follows:
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Step 1 Identify Area(s). The Auckland area is the focus of this research.
Step 2 Identify Sites. Public parks in Auckland have been selected as the target
sites.
Step 3 Obtain maps and images. Shape file data for public parks in North
Shore and Manukau city loaded into ArcMap (dataset 1). Aerial pho-
tographs of each park obtained from Google Earth.
Step 4 Identify stakeholders. Two groups of stakeholders identified: Councils
and residents adjacent to public parks.
Step 5 Contact stakeholders. The Councils are contacted regarding research
and official approval received. Residents to be contacted prior to par-
ticipatory field measurement to assess interest.
Step 6 Orientation. Research aims and approach explained to residents and
consent obtained.
Step 7 Field Measurement. GPS data collected to measure current physical
boundary of each park (dataset 2).
Step 8 Participatory Field Measurement. The residents are shown datasets
1 and 2 and asked to comment and to show their perception of the
boundary.
Step 9 Integration of data. Existing data and collected data are analysed to
show any differences or discrepancies. Datasets 1 and 2 are analysed in
a GIS to show differences or discrepancies.
Step 10 Feedback to stakeholders. Results of data analysis are shown to stake-
holders.
8.3 Auckland Park Case Studies
Two parks are selected: Gallaher Park, situated in Manukau, and Probert Park, sit-
uated on the North Shore. The selection of the parks is based on the following
viewpoints: surrounding features, use of the park and the type of boundary delin-
eation. Many of the habitats and resources which influence ecological functioning
within parks, are located outside of their borders in unprotected areas. Hence, land
use and land cover changes in surrounding areas may substantially influence the
natural resources within parks (Jones et al., 2009).
1 Surrounding features. The types of features surrounding the parks are roads,
natural reserves, residential properties, commercial properties and light to
heavy industrial areas. Probert park is selected because it is surrounded on
all sides by residential properties.
2 Use of the park. All of the selected parks are designated as public areas by the
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council. Several of the parks have areas that are closed off to public access and
are used by sports clubs and play centres. Gallaher Park is selected because it
has a varied number of uses.
3 Type of boundary. Park boundaries are delineated by man-made features and
natural features. Man-made features include concrete walls, wooden fences,
wire fences and hedgerows. Natural features include culverts, streams and
tree lines. In some parks, the boundary is not clearly delineated at all on the
ground as it occurs in relatively dense vegetation or woodland. Probert park
is selected because its boundary is solely delineated by man-made features
whereas Gallaher park is selected because its boundary is delineated by man-
made features and natural features.
The automatic encroachment detection approach did not find any differences
between two sets of temporal images for both parks. However the nature of the
parks’ types of boundaries and surrounding features indicated that it was possible
that encroachment may be occurring at the parks. So, field surveys are required to
be carried out at the parks.
8.3.1 Gallaher Park
Gallaher Park is situated in the Manukau area in Auckland. According to the Auck-
land Council, the land value of the park is NZD487, 000.00 and its capital value is
NZD540, 000.00Gallaher Park is located in an urban area and is surrounded by res-
idential properties, industrial properties, a road and another park.
The image in Figure 8.3 is an aerial photograph of Gallaher Park obtained from
(Auckland Council, 2010). It includes an overlay of the council’s view of the boundary.
Figure 8.4 shows Gallaher Park presented as a polygon in ArcMap software. The
polygon is derived from cadastral data supplied by the Auckland City Council. The
polygon data can be exported from the ArcMap software as a set of points to be
used in boundary difference calculations. Two sets of boundary points for Gallaher
Park are used: one set from the council and another set from a GPS field survey.
Figure 8.5 shows the results from using the pixel-based approach (as discussed in
chapter 7) on Gallaher Park. The boundary data is in the form of sets of longitude
and latitude co-ordinates expressed as decimal degrees.
These results show that there are two significant discrepnancies between the two
sets of boundaries. The first discrepancy is at the North West corner of the park and
shows that the observed boundary is inside the council’s boundary and could there-
fore be an indication of encroachment onto public land. The second discrepancy is
the South East corner of the park and shows that the observed boundary is outside
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Figure 8.3: Aerial photograph of Gallaher park - the area of the park is 35654.76
square meters and it is classified as a community recreation reserve.
Figure 8.4: GIS (ArcMap) view of Gallaher park.
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(a) Area covered by both boundaries (b) Area covered by council data only
(c) Area covered by GPS data only (d) Composite image
Figure 8.5: Results from pixel-based approach on Gallaher park data.
the council’s boundary and could be a case of public encroachment onto private
land. For the rest of the park, the observed boundary and council’s boundary either
match exactly or show negligible differences.
Figures 8.6 and 8.7 the results of the experiments using the analytical-based ap-
proach (as discussed in chapter 7) are presented visually. The green line shows
the boundary as perceived by the council and the blue line shows the boundary as
perceived by the results of a field survey. The differences in the two boundaries
show where the boundary is disputed. The red points show where the boundaries
crossover.
In Figures 8.8 and 8.9 the purple lines show areas covered by the original bound-
ary but not by the GPS boundary. The yellow lines show areas covered by the GPS
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Figure 8.6: Overview of polygon-based approach on Gallaher park data. Axis x and
y are the Longitude and Latitude co-ordinates respectively.
Figure 8.7: Zoomed-in view of polygon-based approach on Gallaher park data. Axis
x and y are the Longitude and Latitude co-ordinates respectively.
boundary but not by the original boundary. These results show that this method can
detect and highlight differences in boundaries in terms of numerical values. Also,
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Figure 8.8: Overview of polygon-based approach on Gallaher park data. Axis x and
y are the Longitude and Latitude co-ordinates respectively.
Figure 8.9: Zoomed-in view of polygon-based approach on Gallaher park data. Axis
x and y are the Longitude and Latitude co-ordinates respectively.
as seen in Figures 8.6 and 8.8, the visualisation of the results is particularly clear.
This approach offers no possible solution to any boundary conflict.
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As with the pixel-based approach, these results, obtained using the polygon ap-
proach show that there are two significant discrepnancies between the two sets of
boundaries. The first discrepancy is at the North West corner of the park and shows
that the observed boundary is inside the council’s boundary and could therefore
be an indication of encroachment onto public land. The second discrepancy is the
South East corner of the park and shows that the observed boundary is outside the
council’s boundary and could be a case of public encroachment onto private land.
For the rest of the park, the observed boundary and council’s boundary either match
exactly or show negligible differences.
Figure 8.10: Overview of middle-boundary approach on Gallaher park data. Axis x
and y are the Longitude and Latitude co-ordinates respectively.
In Figures 8.10 and 8.11 the results of the experiments using the proposedmiddle-
boundary approach (as discussed in chapter 7) are presented visually. The green line
shows the boundary as perceived by the council and the blue line shows the bound-
ary as perceived by the results of a field survey. The red line is the calculatedmiddle
boundary. The visual representation of the data is clear and the middle-boundary
could be offered as a possible solution to boundary disputes or as a starting point
for discussions.
All the boundary experiments carried out on Gallaher park show some differ-
ences between the two sets of boundaries and also show where both sets of data
agreed on the boundary.
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Figure 8.11: Zoomed-in view of middle-boundary approach on Gallaher park data.
8.3.2 Probert Park
Probert Park is situated on the North Shore in Auckland. According to the Auck-
land Council, the land value of the park is NZD215, 000.00 and its capital value is
NZD215, 00.00. The area of the park is 3149.05 square meters and it is classified as a
neighbourhood reserve. Probert Park is located in an urban area and is surrounded
by residential properties. It is accessed by two paths: one from the west and one
from the east.
The image in Figure 8.12 is an aerial photograph of Probert Park obtained from
(Auckland Council, 2010). It includes an overlay of the council’s perception of the
boundary.
Figure 8.13 shows Probert Park presented as a polygon in ArcMap software. The
polygon is derived from cadastral data supplied by the Auckland City Council. The
polygon data can be exported from the ArcMap software as a set of points to be
used in boundary difference calculations. Two sets of boundary points for Probert
Park are used: one set from the council and another set from a GPS field survey. The
boundary data is in the form of sets of longitude and latitude co-ordinates expressed
as decimal degrees. The figure 8.14 shows the results from using the pixel-based
approach on the Probert Park data.
These results show that there are nine significant discrepnancies between the
two sets of boundaries. The five discrepnancies at the SouthWest corner of the park,
theWestern corridor to the park, the Eastern corridor to the park, the upperWestern
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Figure 8.12: Aerial photograph of Probert park.
Figure 8.13: GIS (ArcMap) view of Probert park.
boundary, and the topNorthern corner of the park show that the observed boundary
is inside the council’s boundary and could therefore be indications of encroachment
onto public land. The four discrepnancies at the Western corridor to the park, the
Eastern corridor to the park, the North West corner of the park and lower Eastern
boundary show that the observed boundary is outside the council’s boundary and
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(a) Area covered by both boundaries (b) Area covered by council data only
(c) Area covered by GPS data only (d) Composite image
Figure 8.14: Results from pixel-based approach on Probert park data. Axis x and y
are the Longitude and Latitude co-ordinates respectively.
could be csses of public encroachment onto private land. Only in one part of the
park did the observed boundary and council’s boundary either match exactly or
show negligable difference.
In Figures 8.15 and 8.16 the results of the experiments using the analytical-based
approach (as discussed in chapter 7) are presented visually. The green line shows
the boundary as perceived by the council and the blue line shows the boundary as
perceived by the results of a field survey. The differences in the two boundaries
show where the boundary is disputed. The red points show where the boundaries
crossover.
In Figures 8.17 and 8.18 the purple lines show areas covered by the original
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Figure 8.15: Overview of polygon-based approach on Probert park data. Axis x and
y are the Longitude and Latitude co-ordinates respectively.
Figure 8.16: Zoomed-in view of polygon-based approach on Probert park data. Axis
x and y are the Longitude and Latitude co-ordinates respectively.
boundary but not by the GPS boundary. The yellow lines show areas covered by
the GPS boundary but not by the original boundary. These results show that this
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Figure 8.17: Overview of polygon-based approach on Probert park data. Axis x and
y are the Longitude and Latitude co-ordinates respectively.
Figure 8.18: Zoomed-in view of polygon-based approach on Probert park data. Axis
x and y are the Longitude and Latitude co-ordinates respectively.
method can detect and highlight differences in boundaries in terms of numerical
values.
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Figure 8.19: Overview of middle-boundary approach on Probert park data. Axis x
and y are the Longitude and Latitude co-ordinates respectively.
Also, as seen in Figures 8.15 and 8.17, the visualisation of the results is partic-
ularly clear. Also, this approach offers no solution to any boundary conflict. The
results shown in figures 8.15 , 8.17 , and 8.14 show the complexity of the problems
with Probert Park as there are several discrepancies leading to potential boundary
disputes. These results do show the effectiveness of the approaches in highlighting
the differences in the boundaries.
In Figures 8.19 and 8.20 the results of the experiments using themiddle-boundary
approach (as discussed in chapter 7) are presented visually. The green line shows
the boundary as perceived by the council and the blue line shows the boundary
as perceived by the results of a field survey. The red line is the calculated middle
boundary. The visual representation of the data is clear and the middle-boundary
could be offered as a possible solution to boundary disputes or as a starting point
for discussions.
All the boundary experiments carried out on Probert park show a significant
number of differences between the two sets of boundaries. These results can be
presented to stakeholders and can form the basis for the resolution of boundary
disputes.
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Figure 8.20: Zoomed-in view of middle-boundary approach on Probert park data.
Axis x and y are the Longitude and Latitude co-ordinates respectively.
8.4 Summary
In order to examine the use of automatic encroachment detection and computational
boundary analysis in land management of public parks in Auckland, the types of is-
sues that could be addressed were looked at. Two public parks in Auckland were
selected and appropriate data was collected. The data was then used in a series of
experiments. The results of the experiments were discussed. It was shown that there
are parkswhere automatic encroachment detection did not detect any encroachment
but field surveys did detect differences in boundaries. It was also shown that com-
putational boundary analysis methods are successful in detecting and highlighting
encroachment and boundary disputes. The results of the analysis can be presented
to stakeholders and can form the basis for the resolution of boundary disputes. Is-
sues such as erosion control, land drainage and species management can be ad-
dressed partly by use of GPS. At present these issues cannot be addressed by the
automatic detection and difference calculations methods discussed in this thesis.
However, further research could be carried out on adapting the methods to resolve
these issues.
Chapter 9
Conclusion
9.1 Background
Land management is the process of managing the use and development (in both
urban and rural settings) of land resources. Land encroachment is defined as the
change in the perceived or actual use of land from either (a) human caused encroach-
ment: the use of public land for private purposes, or (b) environmental caused
encroachment: the change in the ability of land for its original purpose from an
environmental change. Environmental issues in general and land management is-
sue in particular have gained an increasing prominence on a global scale in recent
times. An increasing amount of data is available to researcher due to the increas-
ing digitisation of the world. Land use and land cover is collected regularly in the
form of satellite images and aerial photographs. In general, computational envi-
ronmental analysis presents important information for government environmental
agency as well as environmentalists to prevent mismanagement of land. Landman-
agement is the process of managing the use and development (in both urban and
rural settings) of land resources. Land resources are used for a variety of purposes
which may include organic agriculture, reforestation, water resource management
and eco-tourism projects. In all modern states, some land is held by central or lo-
cal governments. This is called public land. The system of tenure of public land,
and the terminology used, varies between countries. Private property is a legal des-
ignation of the ownership of property by non-governmental legal entities. Private
property is distinguishable from public property, which is owned by a state entity;
and collective property, which is owned by a group of non-governmental entities.
The main problem concentrated on is human-caused encroachment on public parks
in the Auckland region in New Zealand.
9.2 Contributions
This thesis looked at the main systems and tools that can be applied in landmanage-
ment: Geographical Information Systems (GIS); Land Information Systems (LIS);
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Cadastral Systems; Remote Sensing (satellite images); Digital Image Processing;
Aerial Photogrammetry; and Global Positioning System (GPS). One of the impor-
tant benefits of a GIS is the ability to spatially interrelate multiple types of infor-
mation stemming from a range of sources, therefore studies involving the analy-
sis of data from several sources were reviewed. GIS and GPS technologies have
been used successfully to monitor and evaluate land use and land cover change
in regions such as Africa, Asia, and North America. Such land management re-
lated studies included rural land use planning, and natural resource management.
Other studies have combined the use of GIS and GPS technologies with digital im-
age data obtained from remote sensing technology to evaluate land cover change.
The land management related studies included rural land use planning, natural re-
source management, and the mapping of land rights. It was noted that most of the
studies concentrated on data collection, integration, and visualisation but did not
involve detailed computational analysis of the data.
The integration of technologies, such as GPS, remote sensing, and GIS, in mo-
bile devices has led to their use in participatory approaches. Participatory GIS was
considered because the application of an incremental learning based image change
detectionmethod and the application of boundary configurations and boundary dif-
ference calculations could be integrated into a participatory approach. Case studies
of participatory GIS andmapping have occurred in North America, Asia, andAfrica
and the approaches taken could be applied to New Zealand.
No examples were found of studies carried out in New Zealand, on the use of
digital image processing, GIS, and GPS to detect and evaluate encroachment. Also,
few of the studies involved the application of computational analysis on the data
collected. The two main conclusions drawn are that the use of digital image pro-
cessing to detect encroachment or possible encroachment could be examined and
that experiments to study the use of GIS and GPS to configure and calculate bound-
ary differences could be performed.
A variety of applications of land encroachment detection, with a focus on the dis-
covery of the nature of encroachment, were discussed. Change detection techniques
such as fuzzy clustering, fuzzy segmentation, image segmentation, correction image
analysis, change vector analysis, object-based image analysis were examined. Image
segmentation is the process of partitioning a digital image into multiple segments.
Fuzzy clustering is a class of algorithms for cluster analysis in which the allocation
of data points to clusters is not ’hard’ (all-or-nothing) but ’fuzzy’ in the same sense
as fuzzy logic. Fuzzy classification has been applied in remote sensing for natural
phenomena that are distributed gradually and continuously over space. Correlation
image analysis is based on the fact that pairs of brightness values from the same ge-
ographic area (e.g. an object) between bi-temporal image datasets tend to be highly
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correlated when little change occurs, and uncorrelated when change occurs. Fuzzy
set theory provides some useful techniques in overcoming the above shortcomings
and allows a pixel to be a member of more than one category or class with graded
membership (Kuncheva, 2000). Change vector analysis is an approach for detect-
ing and characterising land-cover change. Object-Based Image Analysis (OBIA) is a
method of partitioning remote sensing imagery into meaningful image-objects, and
assessing their characteristics through spatial, spectral and temporal scale. None
of the techniques described above are particularly suited to automatic detection of
encroachment in the Auckland area. The new approach is justified because the ex-
isting methods are unsuitable for our specific needs, and the applications examined
are not reproducible in the New Zealand context due to geographical differences.
Boundary disputes arise when different stakeholders have conflicting views of
the same boundary. In modern rural, urban, and rural-urban settings purely social
solutions to boundary conflicts are no longer viable due to the digitisation of spatial
data. Even the position of boundary markers requires validation using technology,
such as GPS, because there is evidence that boundary markers have been physically
moved (Goodale & Sky, 2001). The spatial location of a public park is defined by its
boundary. However there may be several different versions of the same boundary
for a park. Ways of comparing views from different sources for the same park were
examined. None of the case studies specifically addressed the problem of boundary
disputes involving public parks in Auckland. Also none of the case studies looked
at regions that were similar, in the mixture of rural and urban environments, to
the Auckland region. Digital spatial data delineating public park boundaries was
available to use. The current studies involved using technologies such as GIS and
GPS to represent data in order to set up dialog between groups of stakeholders.
However few of them use the technologies to represent possible solutions. There-
fore there was an opportunity for research to use the available data and compare
it to collected GPS data. This research showed that differences in boundaries from
the perspectives of different sets of stakeholders could be shown and that a middle
boundary as a possible solution to boundary disputes could be presented.
As stated earlier in this thesis, land encroachment is defined as the change in the
perceived or actual use of land from either: (a) human caused encroachment: the
use of public land for private purposes; or (b) environmental caused encroachment:
the change in the ability to use the land for its original purpose due to an environ-
mental change. In the land management of public parks in Auckland one particular
problem this work addresses is the private use of public parks. This problem can be
broken down into two sub-parts: 1) the detection of encroachment and 2) the res-
olution of boundary conflicts. These two parts are related because boundaries (the
delineation and perception of) are central to both. A Boundary conflict is a specific
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type of environmental conflict characterised by its nature: a boundary that is shared
between different actors. In this case, if a boundary conflict exists, the contenders
often lack access to land resources within the conflicting areas (Kamruzzaman &
Baker, 2013). Another problem this work addresses is boundary disputes between
stakeholders. This work offers proof for the concept of a two-part solution to these
two related problems.
A new agent-based image solution was applied to address land-encroachment
detection. The method employed an agent to discover knowledge from a source
image I0 incrementally for constructing the detection model, then it carried the
detection model to the target image I1 for detecting the change against I0. If en-
croachment was detected then the size of the encroachment can also be calculated.
The experiments were conducted on Auckland parks under four types of encroach-
ment: Permanent Land Cover Encroachment, Permanent Land Use Encroachment,
Temporary Encroachment and Physical Boundary Encroachment. The experiments
are designed to see if the proposed method can successfully detect permanent en-
croachment (such as buildings and fences) and temporary encroachment (such as
vegetable-growing and garbage dumping).
The experiments were designed to see if the proposed method could success-
fully detect permanent encroachment, such as buildings and fences, and temporary
encroachment, such as vegetable-growing and garbage dumping. In the results are
of the experiments the accuracy is calculated as the ratio of number of pictures cor-
rectly classified against the total number of pictures in each category. Although
the accuracy varies over different scenarios, the robustness of the proposed algo-
rithm is apparent in that the average correct classification accuracy PCC is shown
consistently above 95%. These results showed that the approach was successful in
highlighting possible occurrences of encroachment. The main disadvantage of the
approach was that it cannot work as a stand-alone solution - ground survey data
collection needs to take place to confirm the occurrence of encroachment. The ad-
vantages of the approach are that both permanent encroachment and temporary
encroachment can be detected. Another disadvantage of the approach is that it is
not as reliable in detecting encroachment and/or changes in areas where there is a
high concentration of trees, as these area have a high variation in colours and con-
centration.
In order to address the boundary disputes that may arise due to land encroach-
ment problems in Auckland’s parks, two different approaches boundary calcula-
tions have been examined and considered. Both approaches detect and highlight
differences, in numerical terms, effectively. Visually, the analytical approach offers
the clearest view of the differences. However neither approach offers a possible so-
lution to any boundary conflicts. One of the contributions of this work is that it
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examines Auckland-based case studies and offers solutions applicable to the Auck-
land area. Another contribution is the middle-boundary approach. This approach
builds on the analytical approach and produces a middle boundary that could be a
possible solution to disputes or at least a starting point for negotiations in a partici-
patory approach to land management.
A boundary of a public park defines its spatial location. However there may be
several different perceptions of the same boundary for a park. Boundary disputes
arise when different stakeholders have conflicting views of the same boundary. Due
to the digitisation of spatial data, computational solutions can be combined with so-
cial solutions to boundary disputes in rural, urban and rural-urban settings. The
position of boundary markers requires validation using technology such as GPS be-
cause there is a possibility that boundarymarkers have been physically moved. This
thesis shows the differences in boundaries from the perspectives of different sets of
stakeholders and presents a median boundary as a possible solution to boundary
disputes.
9.3 Limitations
The main disadvantage of the automatic detection is that cannot work as a stand-
alone solution - ground survey data collection and consultation with stakeholders
needs to take place to confirm the occurrence of encroachment. For example the
construction of a building in park area will be detected as a change and initially
identified as encroachment but a following investigation will reveal that the build-
ing is intended for public use. Another disadvantage of the approach is that it is not
as reliable in detecting encroachment and/or changes in areas where there is a high
concentration of tree as these area have a high variation in colours and concentra-
tion.
There are two main limitations of the middle-boundary approach. The first one
is that the calculations are based on data that could contain errors. The second is
that the proposed new boundary is based solely on mathematical calculations and
does not take into account the stakeholders’ views or motivations.
9.4 Future Work
Land management issues, such as erosion control, land drainage, and species man-
agement, can be addressed partly by use of GPS. At present these issues cannot be
addressed by the automatic detection and difference calculationsmethods discussed
in this thesis. However, further research could be carried out on adapting the meth-
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ods to resolve these issues. Possible future work includes adapting the two-part
approach for use in other areas in New Zealand and adding stakeholder weight-
ing to the middle-boundary calculations so that different possible solutions could
be generated. Further research could involve carrying out detailed ground surveys
on those areas in parks where differences have been highlighted and analysing the
data against LINZ data.
No examples where a participatory approach had been used in the creation of an
LMS for the South West Pacific have been found. In many instances, a participatory
approach was used for the collection of data to be entered into an existing LMS.
However, this means that the LMS used would not necessarily fit all requirements
of the stakeholders. The creation of an LMS with stakeholder participation from
the outset should therefore be considered. Research could be carried out on the
application of remote sensing, GIS, GPS tools and techniques in new areas of land
management for LMS. This further work could be carried out specifically in those
areas in New Zealand where the land is owned under freehold and customary land
tenure systems. A feasibility study, on whether an LMS for the management of
public land can be developed for use in New Zealand, could be carried out. An
ethnographic study of participatory GIS, integrated with GPS and remote sensing
technologies, in New Zealand has yet to be done.
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