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3.3 Učenje . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
3.4 Testiranje . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
4 Implementacija 15
4.1 Stanja igre . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
4.2 Faze igre . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
4.3 Bitna maska . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
4.4 Izbira potez . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
4.5 Zgoščena tabela . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
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Povzetek
Naslov: Implementacija AlphaZero za igro Risk
AlphaZero velja za najbolj uspešen algoritem v namizni igri Go. Odlične
rezultate je dosegel tudi pri japonskem (shogi) in klasičnem šahu. Klasične
igre so dobro raziskane domene, zato smo se odločili raziskati implementacijo
za igro Risk. Velik del igre temelji na naključju kock. Za dobro primerjavo
zmogljivosti igralnih agentov je zato potrebno izvesti veliko število iger. To
je glavni razlog za velik poudarek na hitrosti implementacije. Da bi zadostili
tem zahtevam, smo izbrali programski jezik C++ in okolje Tensorflow. Naša
implementacija temelji na objavljenih člankih podjetja DeepMind in odprto
kodni rešitvi alpha-zero-general. Implementacijo smo nadgradili z večnitnim
izvajanjem in ustvarjanjem učnih primerov tekom primerjave modelov. Naučili
smo več nevronskih mrež z različnimi nastavitvami. Sprva smo nevronske
mreže učili z igrami programiranih igralce, kjer smo dosegli dobre rezultate.
Pri učenju z igro s samim seboj smo dosegli povprečne rezultate, saj nismo
imeli zadostnega števila iger. Celotna implementacija je na voljo preko spleta.
Ključne besede
AlphaZero, Umetna inteligenca, MCTS, Risk, C++, Tensorflow

Abstract
Title: AlphaZero implementation for game Risk
AlphaZero is regarded as the most successful algorithm in board game Go.
It achieved excellent results also in Japanese (shogi) and classic chess. Clas-
sic games are well-researched domains, that is why we decided to research
the implementation for the board game Risk. The game greatly depends on
randomness of dice, therefore to compare different gaming agents it is nec-
essary to simulate a large number of games. This is the main reason for the
great emphasis on speed of implementation. In order to meet the requirements
we chose the C++ programming language and the Tensorflow environment.
Our implementation is based on published articles by company DeepMind
and open source solution alpha-zero-general. We upgraded our implementa-
tion with multi-threaded execution and generating training samples during
model comparison. We trained several neural networks with different config-
urations. At first we trained neural networks with games from programmed
players, where we achieved good results. With self-play approach we achieved
average results, since we did not have sufficient number of games. The entire
implementation is available online.
Keywords
AlphaZero, Artificial inteligence, MCTS, Risk, C++, Tensorflow

Poglavje 1
Uvod
Eksponentna rast računalnǐske procesne moči in količine podatkov je v zadnjih
letih omogočila velik napredek na številnih področjih. Med najbolj vplivne
sodi umetna inteligenca, ki se je pričela vpeljevati na veliko področjih. Med
njimi izstopata medicina, kjer jo že uporabljajo za napovedovanje bolezni [1] in
avtomobilska industrija [2], kateri je omogočila velik napredek pri avtonomni
vožnji. Ti napredki prinašajo velike gospodarske in podjetnǐske priložnosti,
kar je razlog za bliskovito rast sredstev za raziskave na področju umetne in-
teligence. Kljub velikim napredkom na področju umetne inteligence, imajo
algoritmi veliko pomanjkljivosti in omejitev, kar je razlog za aktivno razisko-
vanje novih metod, ki bi bolje izkoristile procesne in podatkovne vire. Podjetje
DeepMind se ukvarja z raziskovanjem naprednih algoritmov, ki so učinkoviti v
kompleksnih prostorih, kjer so klasični algoritmi računsko prezahtevni. Njihov
prvi bolj znan dosežek predstavlja algoritem AlphaGo [3] namenjen igranju
igre Go. Oktobra 2015 je AlphaGo premagal profesionalnega igralca. Leto
kasneje je premagal tudi svetovne mojstre. Leta 2017 so predstavili nov al-
goritem imenovan AlphaZero [4], ki je izbolǰsal rezultate algoritma AlphaGo.
Odlične rezultate je dosegel tudi v japonskem (shogi) in klasičnem šahu [4].
Delovanje algoritma AlphaZero so podrobneje predstavili v članku [5], vendar
niso objavili izvorne kode.
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Vmagistrskem delu smo natančneje preučili algoritem AlphaZero in izdelali
implementacijo za namizno igro Risk. Pri implementaciji smo velik del pozor-
nosti namenili hitrosti, zato smo uporabili programski jezik C++ in knjižnico
Tensorflow. Natančno smo opisali ključne dele implementacije in obrazložili
razloge za posamezne odločitve. Učinkovitost implementacije smo testirali na
namizni igri Risk s klasičnimi pravili. Zaradi algoritma smo morali igri do-
dati določene omejitve, katere v nadaljevanju podrobno opǐsemo. Naučili smo
več modelov z različnimi nastavitvami in primerjali njihove rezultate. Celotno
izvorno kodo smo javno objavili na spletni strani Github.
Magistrsko delo je razdeljeno na šest poglavij. V drugem poglavju pred-
stavimo klasična pravila namizne igre Risk in dodatne omejitve. Tretje po-
glavje predstavi ključne ideje algoritma AlphaZero, ki temeljijo na objavljenih
člankih in odprtokodni implementaciji alpha-zero-general. V četrtem poglavju
podrobno opǐsemo našo implementacijo in obrazložimo posamezne odločitve.
V petem poglavju predstavimo pridobljene rezultate naučenih modelov. Šesto
poglavje zaključi magistrsko nalogo z možnimi izbolǰsavami algoritma.
Poglavje 2
Igra Risk
Namizna igra Risk je bila prvič izdana leta 1957 [6]. Njen avtor Albert La-
morisse je kasneje avtorske pravice prodal. Sledile so izdaje novih različic s
spremenjenimi pravili in igralno mapo. V magistrski nalogi se bomo osre-
dotočili na klasična pravila in igralno mapo. Slednja je prikazana na sliki 2.1
in predstavlja mapo sveta, ki je razdeljena na 42 delov.
Tabela 2.1: Začetno število enot glede na število igralcev
Igralci Enote
2 40
3 35
4 30
5 25
6 20
3
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Slika 2.1: Klasična igralna mapa namizne igre Risk.
2.1 Pravila igre
Igra je primerna za dva do šest igralcev. Samo število igralcev vpliva na pravila
v začetku igre. Igra s tremi ali več igralci ima sledeča začetna pravila:
 Število igralcev določi začetno število enot, kar je prikazano v tabeli 2.1.
 Vsak igralec vrže kocko, tisti z najvǐsjo vrednostjo postane prvi igralec.
Sledi mu igralec na njegovi levi, kar se nadaljuje v krogu.
 Igralci polagajo eno enoto na nezavzeto polje, dokler niso vsa polja za-
sedena.
 Igralci okrepijo poljubno lastno polje z eno enoto, to ponavljajo dokler
jim ne zmanjka začetnih enot.
 Premešajo se karte okrepitev in postavijo na hrbtno stran.
Sledi začetek igre, ki jo prične prvi igralec. Igralčev krog je sestavljen iz
treh delov:
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Tabela 2.2: Dodatne enote na podlagi uporabljenih skupin kart
Uporabljene karte Enote
1 4
2 6
3 8
4 10
5 12
6 15
7 (n=1) 15 + 5 * n = 20
8 (n=2) 15 + 5 * n = 25
 Okrepitev - Igralec poljubno razporedi novo pridobljene enote na lastna
polja. Število pridobljenih enot sledi enačbi 2.1.
min(3,
⌊︃
stevilo lastnih polj
3
⌋︃
+ dodatne enote kontinentov) (2.1)
V enačbi se upoštevajo še dodatne enote na podlagi zavzetih celin prika-
zano v tabeli 2.3. V tem delu kroga lahko igralec uporabi karte okrepitev
in še dodatno poveča število enot.
 Napad - Igralec lahko napade le iz lastnega polja na sosedno polje naspro-
tnika. Napadalec napada z največ tremi enotami, medtem ko branilec
lahko uporabi le dve enoti. Za vsako enoto tako napadalec kot branilec
vržeta kocko. Kocke razvrstita po vrednosti padajoče, tako da se primer-
jata najvǐsji vrednosti in drugi najvǐsji, kadar oba igralca vržeta vsaj dve
kocki. Če je vrednost kocke napadalca vǐsja od branilca, branilec izgubi
enoto. V primeru enake ali manǰse vrednosti napadalec izgubi enoto.
Napadalec ima na voljo neomejeno število napadov, omejujejo ga le lastne
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enote, ki morajo mejiti na nasprotnikovo polje. Pri tem mora vsaj ena
enota vedno ostati na osvojenem polju in ne more biti del napada. To
pomeni da v primeru treh enot lahko napadamo le z dvema, kar omeji
število kock na dve namesto treh.
Napadalec osvoji nasprotnikovo polje, ko nasprotnik nima več enot. Ta-
krat mora napadalec vse preostale napadalne enote premakniti v osvo-
jeno polje. Napadalec lahko iz napadalnega polja premakne tudi dodatne
enote in nato nadaljuje napad.
 Utrdba - Igralec lahko utrdi obrambo na enem izmed lastnih polj, tako
da izbere drugo lastno polje in premakne enote iz enega polja na drugo.
Tu mora igralec upoštevati, da sta polji med seboj povezani z lastnimi
polji.
 Karta - Če je igralec v svojem krogu osvojil eno ali več novih polj, pri-
dobi eno karto. Vsaka karta pripada določenemu tipu (pehota, konj ali
top) in prikazuje eno izmed polj. Kadar kart zmanjka, se ponovno zmeša
že igrane karte. Igralec si lahko lasti le do 5 kart v nasprotnem primeru
mora te uporabiti. Karte se lahko uporabijo le v skupini treh. Karte v
skupini morajo biti enakega tipa, kar prikazuje slika 2.2, ali popolnoma
različnih tipov, kar prikazuje slika 2.3. Število okrepitev je odvisno od
že uporabljenih skupin kart, kar prikazuje tabela 2.2. Igralec lahko pri-
dobi še največ dve dodatni enoti, če si lasti vsaj eno polje prikazano na
uporabljenih kartah. Ti dve enoti mora nato tudi postaviti na prikazano
polje.
Spremenjena pravila se uporabijo pri igri dveh igralcev:
 Vsak igralec začne s 40 enotami.
 Karte se naključno razdelijo na tri dele. Oba igralca izbereta svoj del,
ostanek predstavlja nevtralnega igralca.
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Slika 2.2: Kombinacija enakih tipov kart.
Slika 2.3: Kombinacija različnih tipov kart.
Tabela 2.3: Dodatne enote na podlagi zavzetega kontinenta
Kontinent Enote
Severna Amerika 5
Južna Amerika 2
Afrika 3
Azija 7
Evropa 5
Avstralija 2
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 Igralca položita eno enoto na polja, ki jih prikazujejo dodeljene karte.
Enako storita za nevtralnega igralca.
 Igralca izmenično okrepita poljubno lastno polje z dvema enotama in
nevtralno polje z eno enoto. Ponavljata dokler jima ne zmanjka začetnih
enot.
 Premeša se karte okrepitev in se jih postavi na hrbtno stran.
Igra se konča, ko eden izmed igralcev osvoji vsa polja.
2.2 Spremembe pravil
Namizna igra Risk vsebuje omejeno število enot za posameznega igralca. Tega
v naši implementaciji nismo omejili, vendar imamo omejeno število enot za
posamezno polje. Večje spremembe smo naredili pri implementaciji kart. Na
koncu kroga igralec z novo osvojenim poljem pridobi karto. To povzroči na-
ključen prehod v eno izmed 42 stanj in drastično omeji preiskovanje MCTS
algoritma. Zato smo se odločili, da karte poenostavimo in štejemo le količino
ne pa tudi tip karte. Sedaj igralec igra karte takoj, ko pridobi tri. S tem smo
izključili raznolik naključen prehod v novo stanje.
Poglavje 3
Algoritem AlphaZero
Algoritem AlphaZero[4] je bil prvič predstavljen leta 2017 s strani podjetja
DeepMind. Velja za naslednika algoritma AlphaGo [3], ki je prvi premagal
svetovne mojstre v igri Go. Ta je uporabljal algoritem MCTS, ki je preiskova-
nje usmerjal z dvema nevronskima mrežama. Namen prve nevronske mreže je
ocena verjetnosti zmage trenutnega stanja, medtem ko druga nevronska mreža
podaja verjetnost zmage za posamezno potezo v trenutnem stanju. Ta pri-
stop je vodilo za nastanek algoritma AlphaZero. Algoritem AlphaGO so učili
s primeri profesionalnih igralcev ter z igro s samim seboj (angl. self-play).
AlphaZero v nasprotju z njegovim predhodnikom ne potrebuje nikakršne eks-
pertne pomoči pri učenju, saj se uči izključno iz igre s samim seboj. Poznati
mora le pravila igre oz. domeno v kateri preiskuje.
3.1 Arhitektura
Algoritem AlphaZero ima tri ključne dele: igro, učenje in testiranje. V vseh
delih nastopa ena nevronska mreža, ki združuje funkcionalnost obeh nevronskih
mrež predhodnega algoritma AlphaGo. Nevronska mreža na vhodu sprejme
vektor, ki opisuje trenutno stanje igre. Temu sledi več nivojev, ki se na koncu
razcepijo v dva zgoščena nivoja. Prvi nivo s funkcijo softmax preslikamo v
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vektor verjetnosti zmage posameznih potez, medtem ko drugi nivo s funkcijo
tanh preslikamo v vrednost trenutnega stanja.
3.2 Igra
V tem delu algoritem igra sam s seboj in za oba igralca uporablja enako ne-
vronsko mrežo. To obsega arhitekturo nevronske mreže, njene uteži in iskalne
parametre. Razlikuje se le v vhodnem vektorju, ki predstavlja stanje igre s
strani posameznega igralca. Preiskovanje poteka s prilagojenim algoritmom
MCTS, ki ga vodi nevronska mreža na podlagi izhodnega vektorja verjetnosti
posameznih potez in vrednosti stanja. Psevdokodo predstavlja algoritem [1].
Preiskovalni algoritem MCTS najprej preveri stanje igre. Če je zmagovalec
trenutni igralec, algoritem vrne vrednost 1 in -1 v primeru zmage nasprotnika.
Če pride do izenačenja, vrne vrednost 0. To moramo upoštevati tudi tekom
rekurzivnega vračanja, kjer ob spremembi igralca obrnemo vrednost, da ohra-
nimo perspektivo. Algoritem nato preveri v zgoščeni tabeli (angl. hash table)
ali je bilo stanje že obiskano. Prvič obiskana stanja pridobijo iz nevronske
mreže vektor verjetnosti potez in vrednost stanja. Ti podatki se shranijo v
zgoščeno tabelo skupaj s številom obiskov stanja in pregledanih potez. Nato
algoritem vrne vrednost stanja, ki se rekurzivno vrača in posodablja vrednosti
potez. Pri že obiskanih stanjih mora algoritem izbrati potezo, kar naredi na
podlagi zgornje meje zaupanja (UCB).
U(s, p) = Q(s, p) + cpunct ∗ P (s, p) ∗
√︁
N(s)
1 +N(s, p)
(3.1)
Formula v začetku daje prednost še slabo raziskanim potezam in tako zago-
tovi minimalno število preiskav vsaki potezi. To zagotavlja desni del enačbe.
Spremenljivka N(s, p) nosi število preiskav v stanju s za potezo p, medtem
ko N(s) nosi število preiskav vseh potez za stanje s. Pridobljeno vrednost
nato pomnožimo z vrednostjo P (s, p), ki predstavlja verjetnost zmage poteze
p v stanju s. Stopnjo preiskovanja lahko dodatno nadzorujemo z argumentom
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Algoritem 1 AlphaZero MCTS
1: procedure iskanje(stanje)
2: s← stanjeIgre(stanje) ▷ Če je igralec zmagal 0/1 drugače -1
3: if s! = −1 then
4: return s = trenutni igralec ? 1.0 : −1.0
5: vs← vrednostiStanj[stanje]
6: if !vs then
7: p, v ← napovedStanja(stanje) ▷ Napoved nevronske mreže
8: vrednostiStanj[stanje]← {p, v,N = 0, vp = []}
9: return v
10: poteze← veljavnePoteze(state)
11: izbrana poteza← {U = 0, p = 0}
12: for poteza in poteze do
13: vp← vs.vp[poteza] ▷ Podatki poteze N, Q
14: p← vs.p[potezna] ▷ Napovedana verjetnost
15: U ← vp.Q+ cpunct ∗ p ∗
√
vs.N
1+vp.N
16: if U > izbrana poteza.u then
17: izbrana poteza = {u = U, p = poteza}
18: stanje = narediPotezo(stanje, izbrana poteza.p)
19: nov v ← iskanje(stanje)
20: if spremenjen igralec() then ▷ Preveri če je na potezi drugi igralec
21: nov v ← −nov v
22: vp← vs.vp[izbrana poteza.p]
23: vp.Q← vp.Q∗vp.N+nov v
vp.N+1
▷ Povprečna vrednost
24: vs.N ++, vp.N ++
25: return nov v
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cpunct. Večja vrednost daje prednost preiskovanju manjkrat obiskanih stanj in
obratno. Z večjim številom že opravljenih preiskav algoritem daje prednost
potezam z bolǰso oceno Q(s, p).
Preiskovalni algoritem vedno začne s trenutnim stanjem in nadaljuje prei-
skovanje na podlagi rezultatov preǰsnjih preiskovanj. Algoritem zato potrebuje
večje število izvajanj, da se ustvari drevesna struktura, ki zajema najbolǰsa na-
daljnja stanja. Po izvedenem številu preiskovanj, algoritem pridobi verjetnost
posameznih potez na podlagi števila preiskav, kar predstavlja enačba 3.2.
π(s, p) =
N(s, p)
1
τ∑︁
i N(s, pi)
1
τ
(3.2)
Parameter τ predstavlja nivo preiskovanja. Za vrednost τ = 1 je verjetnost
poteze linearna z vrednostjo N. Pri vrednosti τ < 1 imamo večji poudarek na
večkrat obiskanih potezah in obratno pri τ > 1.
Algoritem trenutno stanje in pridobljen vektor π doda med učne primere.
Nato izvede izbrano potezo in izbrǐse dele preiskovalnega drevesa, ki niso na-
sledniki trenutnega stanja. Ta postopek se nadaljuje vse do konca igre. Ko
dobimo zmagovalca, algoritem nastavi vrednosti stanja učnim primerom. Sta-
nja obiskana s strani zmagovalca tako dobijo vrednost 1 in stanja poraženca
dobijo vrednost -1. Celoten postopek prikazuje psevdokoda podana kot algo-
ritem 2.
3.3 Učenje
Algoritem AlphaZero uporabi nove in stare učne primere za učenje trenutne
nevronske mreže. Algoritem učne primere shrani v vrsto. Nove primere se do-
daja na začetek, hkrati se postopoma odstranjuje najstareǰse primere s konca
vrste. Odstranjevanje starih primerov je ključno, saj ti postanejo nezanimivi
za izbolǰsane modele. Ti se morajo učiti na napredneǰsih igrah, če želijo napre-
dovati. Nevronska mreža tako optimizira vektor verjetnosti potez z ohlapnim
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Algoritem 2 AlphaZero učenja
1: procedure ucenje
2: for i = 0; i < stevilo ucenj; i++ do
3: stanje← nova igra()
4: while !koncana igra(stanje) do
5: for i = 0; i < stevilo preiskav; i++ do
6: iskanje(stanje)
7: π = pridobi verjetnosti potez(vrednostiStanj[stanje], τ)
8: poteza = izberi potezo(pi) ▷ Izbere potezno na podlagi
verjetnosti
9: ucni primeri.push(stanje, π) ▷ Shrani stanje in vektor
vrednosti potez
10: stanje = naredi potezo(stanje, poteza)
11: nastavi vrednosti(ucni primeri, stanje) ▷ Pridobi zmagovalca in
nastavi vrednosti
maksimumom križne entropije (SCE ) ter vrednost stanja s povprečno kvadra-
tno napako (MSE ).
3.4 Testiranje
Testiranje napredka učenja je zamuden proces, saj je potrebno izvesti več iger
med staro in novo nevronsko mrežo. Prag izbolǰsave modela je podjetje Dee-
pMind postavilo na 55 % dobljenih zmag. Pri tem število iger močno vpliva
na hitrost in natančnost primerjave. Nizko število iger vrne slab približek,
medtem ko povečanje števila upočasni učenje.
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Poglavje 4
Implementacija
Za referenčno implementacijo algoritma smo se sklicevali na odprtokodno im-
plementacijo alpha-zero-general [7]. Algoritem je napisan v programskem je-
ziku Python in podpira učenje nevronske mreže v knjižnicah Tensorflow, Keras,
PyTorch in Chainer. Algoritem velik del izvajalnega časa nameni MCTS pre-
iskovanju, zato želimo, da se ta del algoritma izvaja kar se da hitro. Zato smo
se odločili, da program implementiramo v programskem jeziku C++. Raz-
lika v hitrosti izvajanja med programskima jezikoma C++ in Python je lahko
tudi do 100 kratna [8]. S tem bomo bolje izkoristili procesne vire in pospešili
hitrost učenja oz. povečali število preiskovanj. Pri implementaciji algoritma
smo se osredotočili izključno na igro Risk in hitrost izvajanja, kar je razlog
da programska koda ni enostavno prenosljiva v nasprotju z implementacijo
alpha-zero-general. Za potrebe razhroščevanja smo implementirali tudi eno-
stavni grafični uporabnǐski vmesnik (GUI ). Implementacija AlphaZero za igro
Risk je podrobneje opisana v naslednjih podpoglavjih, kjer predstavimo ključne
razlike in izbolǰsave. Celotna izvorna koda je dostopna na odlagalǐsču Github
https://github.com/JGasp/alphazero-risk.
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4.1 Stanja igre
Stanje igre opisuje razred State predstavljen v odseku 4.1. Ta vsebuje vse
informacije s katerih lahko razberemo stanje igre in določimo veljavne poteze.
Razred ima zato strogo enkapsulacijo, saj s tem preprečimo napačno uporabo
potez in poenostavimo zapletenost kode.
Posamezno polje na mapi smo predstavili s tipom LandArmy velikosti 1
zloga. Prvih 6 bitov je namenjenih predstavitvi števila enot posameznega po-
lja, zato je tudi število enot za posamezno polje omejeno na 64 (26). Zadnja
dva bita predstavljata igralca. Kljub temu, da naša implementacija omogoča
igro le dvema igralcema, potrebujemo 2 bita, saj moramo upoštevati še nev-
tralnega igralca. V primeru večjega števila igralcev, bi bilo potrebno zmanǰsati
maksimalno število enot ali povečati število bitov.
struct LandArmy {
uint8_t army :6;
uint8_t playerIndex :2;}
struct Data {
LandArmy landArmy[DATA_TERRITORY ];
PlayerStatus playerStatus[PLAYER_COUNT ];
uint8_t cardSetsPlayed;
int8_t currentPlayerTurn;
RoundPhase roundPhase;
uint8_t reinforcements;
LandIndex attackMobilizationFrom;
LandIndex attackMobilizationTo;
uint16_t round;
uint16_t drawnCardsBitMask;
bool playerAllowedDrawCard;
uint8_t attacksDuringTurn ;}
class State {
Data data;
mutable size_t hash;}
Odsek 4.1: Razred State in strukt Data
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4.2 Faze igre
Potek kroga igre smo razdelili v faze (angl. round phase):
 Namestitev enot (angl. setup) - Igralec doda dve začetni enoti na dode-
ljena polja.
 Namestitev nevtralnih enot (angl. setup neutral) - Igralec doda nevtralno
enoto.
 Okrepitve (angl. reinforcement) - Igralec postavi pridobljene okrepitve.
 Napad (angl. attack) - Igralec napada nasprotnikova polja.
 Premik (angl. attack mobilization) - Igralec ob osvojitvi polja lahko
premakne dodatne enote.
 Utrditev (angl. fortify) - Igralec lahko premakne enote iz enega polja na
drugo.
Na podlagi teh določimo možne poteze. Ob namestitvi igre imamo fazi
namestitev enot in namestitev nevtralnih enot. V splošnem se krog začne
v fazi okrepitev, ki se ponavlja, dokler vse okrepitve niso porabljene. Temu
sledi faza napada. V tej fazi lahko naredimo poljubno število napadov oz. jo
preskočimo. Zadnja faza kroga je utrditev, temu sledi konec kroga trenutnega
igralca in začetek kroga naslednjega igralca. Prehodi med fazami so strogo
določeni, kar je ponazorjeno na diagramu 4.1.
4.3 Bitna maska
Hitrost preiskovanja je pomembna, saj algoritem za učenje potrebuje veliko
število primerov. Preiskovanje smo pospešili z uporabo bitnih mask. Vsakemu
polju smo dodelili svojo bitno masko, za kar smo potrebovali 42 bitov. Za
vsakega igralca smo tako hranili sledeče bitne maske:
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Slika 4.1: Diagram prestopov med fazami.
4.4. IZBIRA POTEZ 19
 Lastna polja (angl. owned lands) - Bitna maska z vrednostjo ena za
polja, ki si jih igralec lasti.
 Lastna polja z enotami (angl. owned lands with army) - Bitna maska z
vrednostjo ena za polja, ki si jih igralec lasti in imajo več kot eno enoto.
 Lastna polna polja (angl. owned full lands) - Bitna maska z vrednostjo
ena za polja, ki si jih igralec lasti in imajo maksimalno število enot.
 Napadalna polja (angl. attack lands) - Bitna maska z vrednostjo ena za
polja nasprotnikov, ki imajo sosedno polje igralca.
 Napadalna polja z enotami (angl. attack lands with army) - Bitna maska
z vrednostjo ena za polja nasprotnikov, ki imajo sosedno polje igralca z
več kot eno enoto.
Iz teh bitnih mask tvorimo nove z ukazi NOT, AND in OR. S tem pospešimo
iskanje želenih polj, ki jih potrebujemo pri izboru potez. Uporabili smo tudi
ukaza popcnt in lzcnt, ki sta del ABM. Popcnt je ukaz, ki vrne število bitov z
vrednostjo ena (01010010 = 3). S tem enostavno preštejemo število polj oz.
kart. Ukaz lzcnt vrne število vrednosti nič pred prvim pojavom vrednosti ena.
Ukaz zato lahko uporabimo za posamezno pregledovanje polj v bitni maski.
Če želimo pridobiti število okrepitev igralca, uporabimo algoritem 3.
4.4 Izbira potez
Algoritem zahteva, da vektor verjetnosti potez (angl. policy vector) vsebuje vse
možne poteze za vsa možna stanja. V igri kot je Go je velikost vektorja enaka
velikosti igralne površine, saj s tem zajamemo vse možne poteze. Uporaba
enakega pristopa pri igri Risk ni praktična, saj bi morali vključiti vse možne
kombinacije okrepitev, napadov in utrditev. Že samo za primer utrditve bi
potrebovali velikost vektorja 1722 (42 ∗ 41).
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Algoritem 3 Računanje okrepitev
1: procedure okrepitve igralca
2: stevilo lastnih polj = popcnt(bm lastna polja) ▷ bm - bitna maska
3: okrepitve← stevilo lastnih polj
3
4: if (bm lastna polja AND bm azija) = bm azija then
5: okrepitve← okrepitve+ 7
6: if (bm lastna polja AND bm evropa) = bm evropa then
7: okrepitve← okrepitve+ 5
8: if (bm lastna polja AND bm sAmerika) = bm sAmerika then
9: okrepitve← okrepitve+ 5
10: if (bm lastna polja AND bm afrika) = bm afrika then
11: okrepitve← okrepitve+ 3
12: if (bm lastna polja AND bm jAmerika) = bm jAmerika then
13: okrepitve← okrepitve+ 2
14: if (bm lastna polja AND bm avstralija) = bm avstralija then
15: okrepitve← okrepitve+ 2
return okrepitve
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Zato smo se odločili, da poenostavimo poteze in velikost vektorja omejimo
na 43. S tem smo zajeli možnosti izbora posameznega polja in preskoka poteze.
Poteze smo morali zato dodatno omejiti.
 Okrepitev enot ali okrepitev nevtralnih enot - Izbrano polje (polje v la-
sti igralca) okrepimo z 1 enoto (minimalno število enot se lahko poveča,
saj s tem pohitrimo izvajanje). Celoten postopek se ponavlja vse dokler
igralcu ne zmanjka okrepitev. V tem koraku igramo tudi karte okrepi-
tev, če je to mogoče. Izbor polja okrepitev smo omejili na polja, ki so
sosednja nasprotniku. V splošnem je okrepitev polj, ki niso sosednja na-
sprotniku nesmiselna, saj z novimi enotami ne moremo napadati. To je
še pomembneǰse pri začetku učenja algoritma, ko ta še naključno posta-
vlja okrepitve. Z večjim številom lastnih polj se tako zmanǰsa verjetnost
napada, kar je razlog za dalǰse igre.
 Napad - Izbrano polje (nasprotnikovo polje, ki meji na polje trenutnega
igralca z več kot 1 enoto) napademo s sosednjega lastnega polja, ki ima
najvǐsje število enot. Napad se vedno izvede s 3 enotami in obramba z 2
enotama, kadar je to mogoče.
 Premik po napadu - Izbiramo med osvojenim in napadalnim poljem.
Kadar je verjetnost zmage vǐsja za osvojeno polje, premaknemo nanj eno
enoto, v nasprotnem primeru se vrnemo v fazo napada.
 Utrdba - Za izbrano polje (lastno polje trenutnega igralca) poǐsčemo
drugo polje trenutnega igralca, ki ne meji na nasprotnikova polja. Iz
drugega polja nato vse enote premaknemo na izbrano polje. Pri tem
morata biti polji sosednji oz. povezani med seboj s polji trenutnega
igralca.
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4.5 Zgoščena tabela
Samo preiskovanje poteka v obliki drevesa, vendar drevesna podatkovna struk-
tura ni primerna, saj lahko v isto stanje pridemo iz različnih predhodnih stanj.
Hkrati moramo paziti tudi na možnost ciklov. V referenčni implementaciji
alpha-zero-general je bilo za shranjevanje rezultatov simulacij zato uporabljeno
več zgoščenih tabel.
V naši implementaciji smo rezultate stanj shranjevali v eno skupno tabelo,
ki smo jo sinhronizirali za istočasno uporabo večjega števila niti. Sinhroni-
zacija niti na nivoju zgoščene tabele se zgodi le ob dodajanju novega stanja,
medtem ko se posodabljanje in računanje naslednje poteze sinhronizira na ni-
voju rezultatov posameznega stanja (StateSimulations). Zgoščena tabela kot
ključ sprejme objekt razreda State in vrne objekt razreda SimulationValue pri-
kazan v odseku 4.2. Ta hrani rezultate simulacij za vse možne poteze iz danega
stanja.
Ob koncu simulacij izberemo potezo in preidemo v novo stanje. Rezultate
simulacij preǰsnje iteracije ohranimo, saj je bilo novo stanje z veliko verjetnostjo
že obiskano. Zavržemo le stanja, ki v preǰsnji iteraciji niso bila obiskana.
class SimulationValue {
float Q;
float P;
uint32_t N;
uint8_t active_N ;}
class StateSimulations {
std:: mutex lock;
std:: unordered_map <LandIndex , SimulationValue >
moveValues;
float value;
bool visited;
uint32_t sumN;}
Odsek 4.2: Razred SimulationValue in StateSimulations
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4.6 Večnitno izvajanje
V referenčni implementaciji alpha-zero-general se je vse izvajalo na glavni niti
(main thread), kar je eden izmed razlogov za slabo izkorǐsčene procesne vire. V
objavljenem članku [5] je podjetje DeepMind podrobno predstavilo uporabljene
metodologije, med njimi tudi večnitno izvajanje simulacij. Na tem temelji tudi
naša implementacija večnitnega izvajanja.
Vsaka nit tako začne preiskovanje v trenutnem stanju s funkcijo iskanje, ki
smo jo opisali v algoritmu 1. Niti imajo skupno zgoščeno tabelo in so zato pri
pisanju novih podatkov stanj sinhronizirane. Kljub temu se lahko zgodi, da več
niti preiskuje enako neobiskano stanje. Zato smo dodali parameter activeN(s),
ki hrani število aktivnih obiskov stanja. S tem preprečimo dodelitev še neo-
biskanega stanja večjemu številu niti. Sam poseg je sinhroniziran. Za bolǰse
preiskovanje smo uporabili še Dirichletov šum (angl. Dirichlet noise), ki do-
datno poveča verjetnosti preiskovanja potez z nizko napovedano verjetnostjo
zmage.
Pdir(s, p) = (1− ϵ)P (s, p) + ϵη (4.1)
η = 0, 3
ϵ = 0, 25
Dirichletov šum se doda enačbi 3.1. S tem pridobimo novo enačbo 4.2.
U(s, p) = Q(s, p) + cpunct ∗ Pdir(s, p) ∗
√︁
N(s)
1 +N(s, p)
(4.2)
Ob obisku še neobiskanega stanja se nit postavi v vrsto za napoved stanja
z nevronsko mrežo. Ko je v vrsti polovica vseh izvajajočih se niti, nevronska
mreža izračuna napovedi za vse niti v vrsti hkrati in vrne posamezne rezultate.
Niti nato rekurzivno posodobijo vrednosti in pričnejo z novim preiskovanjem.
S tem pospešimo delovanje algoritma. Razlog za to je računanje rezultatov
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Slika 4.2: Diagram paralelnega izvajana MCTS simulacije.
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Slika 4.3: Povprečni čas obdelave posameznega primera, glede na velikost
paketa.
nevronske mreže, ki predstavlja ozko grlo. Celoten potek izvajanja prikazuje
diagram 4.2.
4.7 Vzporedno igranje iger
Graf 4.3 prikazuje čas obdelave posameznega primera v odvisnosti od velikosti
serije primerov (angl. batch size). S serijo velikosti osem je razvidno, da slabo
izkorǐsčamo procesne vire. Potrebovali bi serijo najmanj velikosti 32, kar je
razlog za implementacijo vzporednega izvajanja iger. Z večnitnim izvajanjem
smo dosegli, da hkrati obdelujemo osem iger. S tem se hkrati izvaja 8 ∗ 8 = 64
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Vhodni blok
1. Konvolucijski nivo z 256 filtri,
jedrom velikosti 3x3 in korakom 1
2. Normalizacija serije
3. Aktivacijska funkcija ReLu
Tabela 4.1: Struktura vhodnega bloka
niti in obdeluje serijo z velikostjo 32. Večinski delež časa predstavlja obdelava
serije, med katero polovica niti čaka na rezultate za nadaljnje preiskovanje.
Druga polovica niti nadaljuje s preiskovanjem in nove primere shranjuje v
vrsto, ki se uporabi pri naslednji obdelavi. S tem čas čakanja na zadostno
število primerov drastično zmanǰsamo.
4.8 Struktura nevronske mreže
V objavljenem članku je podjetje DeepMind predstavilo rezultate algoritma
AlphaZero s štirimi različnimi strukturami nevronske mreže. Te so sestavljene
iz vhodnega bloka prikazanega v tabeli 4.1. Sledi mu večje število konvolu-
cijskih (angl. convolutional) ali preostalih (angl. residual) blokov opisanih v
tabeli 4.2. Zaključi se z izhodnim blokom verjetnosti potez in vrednostjo sta-
nja predstavljenim v tabeli 4.3. V naši implementaciji se bomo osredotočili na
preostali tip, saj je s tem tipom podjetje DeepMind doseglo najbolǰse rezultate.
Strukturo nevronske mreže smo implementirali v programskem jeziku Python.
Ta temelji na odprtokodni implementaciji alpha-zero-general. Strukturo ne-
vronske mreže smo nato izvozili in uporabili v naši C++ implementaciji.
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Konvolucijski blok Preostali blok
1. Konvolucijski nivo z 256 filtri,
jedrom velikosti 3x3 in korakom 1
2. Normalizacija serije
3. Aktivacijska funkcija ReLu
1. Konvolucijski nivo z 256 filtri,
jedrom velikosti 3x3 in korakom 1
2. Normalizacija serije
3. Aktivacijska funkcija ReLu
4. Konvolucijski nivo z 256 filtri,
jedrom velikosti 3x3 in korakom 1
5. Normalizacija serije
6. Dodana vrednost vhoda bloka
7. Aktivacijska funkcija ReLu
Tabela 4.2: Struktura konvolucijskega in rezidentnega bloka
Izhodni blok verjetnosti potez Izhodni blok vrednosti stanja
1. Konvolucijski nivo z 2 filtroma,
jedrom velikosti 1x1 in korakom 1
2. Normalizacija serije
3. Aktivacijska funkcija ReLu
4. Zgoščen nivo velikosti vektorja
verjetnosti potez
1. Konvolucijski nivo z 1 filtrom,
jedrom velikosti 1x1 in korakom 1
2. Normalizacija serije
3. Aktivacijska funkcija ReLu
4. Zgoščen nivo velikosti 256
5. Aktivacijska funkcija ReLu
6. Zgoščen nivo velikosti 1
7. Aktivacijska funkcija Tanh
Tabela 4.3: Struktura izhodnih blokov verjetnosti potez in vrednosti stanja
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4.9 Vhodni vektor
Podjetje DeepMind je za igro Go priredilo vhodni vektor enak igralni površini
velikosti 19 ∗ 19. Upoštevati so morali tudi možnosti ponovitve potez, zato
je vhodni vektor vseboval zadnjih 8 stanj. Stanje so predstavili z vektorjem
19∗19∗2. S tem oba igralca opǐsemo s svojo igralno površino, kjer polje igralca
predstavimo z vrednostjo 1 oz. 0 v nasprotnem primeru. Velikost vektorja je
tako 19 ∗ 19 ∗ (8 ∗ 2 + 1), ker so uporabili še dodaten nivo za opis trenutnega
igralca. Tekom učenja smo preizkusili mnogo konfiguracij vhodnega vektorja.
Zato bomo predstavili le zadnjo različico, ki velja za najuspešneǰso.
Kljub temu da igralna površina igre Risk ni simetrična, smo jo predstavili
z vektorjem velikosti 7 ∗ 6. Pri tem smo upoštevali sosednost posameznih polj
in te razvrstili skupaj s polji, ki so del istega kontinenta. Celoten vektor je
tako velikosti 7 ∗ 6 ∗ (3 + 6 + 4). Za opis pozicij dveh igralcev in nevtralnih
enot uporabimo tri igralne površine ter šest za opis faze kroga in dodatne štiri
za lastnosti stanja.
Prva igralna površina opisuje število enot za trenutnega igralca, druga opi-
suje enote nasprotnika ter tretja opisuje nevtralne enote. Število enot na po-
sameznem polju smo normalizirali z maksimalnim številom enot za posamezno
polje, ki smo ga iz 64 omejili na 32. S tem preprečimo prekomerno izbiro istega
polja okrepitev in povečamo preiskovanje algoritma.
maksimalno st enot = 32
enotenorm =
enote
maksimalno st enot
(4.3)
Faze stanja smo zakodirali s tehniko One-Hot Encoding. Zato je naslednjih
šest površin namenjenih za predstavitev faze stanja. Zadnje štiri površine
nosijo dodatne informacije o stanju in jih bomo podrobneje obrazložili v na-
slednjem poglavju.
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4.9.1 Učenje
Za učenje novega modela vzamemo trenutno najbolǰsi model, ki ga učimo z
novimi in obstoječimi učnimi primeri. V naši implementaciji smo minimalno
velikost vrste primerov nastavili na 1024 ∗ 128 ter maksimalno na 16384 ∗ 128.
Nove učne primere dodajamo na konec seznama in v primeru presega maksi-
malne velikosti odstranimo učne primere z začetka seznama, ki predstavljajo
najstareǰse. Velikost seznama ne sme biti majhna, saj za izbolǰsanje modela
potrebujemo dovolj relevantnih primerov. Hkrati prevelik seznam povzroči
počasneǰse učenje, ker je velik del učnih primerov zastarel. To poskušamo
preprečiti z odstranjevanjem primerov, ob napredovanju modela. Odstranimo
le toliko primerov, da nam ostane minimalna velikost seznama z najnoveǰsimi
primeri.
Učenje se izvede po končanju iger. Seznam učnih primerov se ob vsaki
iteraciji naključno razdeli na učne serije velikosti 128. Vse ustvarjene serije se
nato uporabijo za učenje nevronske mreže. Celoten postopek se nato ponovi 5
krat.
4.10 Testiranje napredka učenja
Ko zaključimo z učenjem novega modela, sledi testiranje napredka. To iz-
vedemo z igro med preǰsnjim in novim modelom. Model smatramo kot iz-
bolǰsanega, če zmaga več kot 55% iger. Število iger smo omejili na 256, saj
smo na podlagi eksperimentiranja ocenili, da je to minimalno število iger za
napredek modela. Za bolǰsi izkoristek procesne moči, smo se odločili, da od-
igrane igre uporabimo tudi pri učenju. S tem v primeru poslabšanja modela
dodamo učne primere, ki izpostavljajo šibkosti novega modela.
Začetna pozicija posamezne igre je popolnoma naključna, kar močno vpliva
na rezultat igre. V ta namen smo testiranje iger izvajali v dvojici, kjer ima
druga igra enako postavitev prvi z obrnjenima igralcema. S tem smo zmanǰsali
naključnost, vendar je ta še vedno v veliki meri prisotna pri metu kock.
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4.11 Testni agenti
Za testiranje splošnega napredka smo implementirali še dva igralna agenta.
Prvi igralni agent izbira povsem naključno med možnimi potezami in služi kot
najslabši primer igralnega modela. Pričakujemo, da bo naš model v začetku
učenja imel podobno zmogljivost. Delež zmag bi zato moral biti okoli 50%
in se izbolǰsevati vse do 100% z nadaljnjim učenjem. Drugi model ponazarja
človeškega igralca, ki se osredotoča na osvajanje celotnih celin in stalnega na-
padanja. Ta nam služi za lažje spremljanje napredka učenja. Pričakujemo, da
naš model v začetku dolgo ne bo zmagoval in se bo postopoma približeval 50%
deležu zmag in nato počasi prečkal to mejo.
Poglavje 5
Učenje in rezultati
V začetku učenja modela smo eksperimentirali z različnimi konfiguracijami
vhodnega vektorja in velikostmi nevronske mreže. Najbolǰso konfiguracijo smo
uporabili za učenje končnih modelov, ki so podrobneje opisani v nadaljevanju
poglavja.
5.1 Eksperimentiranje z vhodnim vektorjem
Sprva smo uporabili vhodni vektor z dvema nivojema. V prvem nivoju smo
predstavili enote vseh igralcev. Enote smo normalizirali z enačbo 4.3. Enote
trenutnega igralca imajo zato pozitivno vrednost med 0 in 1. V nasprotju
enote nasprotnika nosijo vrednost med -1 in 0. Drugi nivo smo uporabili za
kodiranje vseh faz kroga. S tem pristopom nismo dosegli dobrih rezultatov,
kljub dolgotrajnemu eksperimentiranju z različnimi predstavitvami faz kroga.
Rezultate smo izbolǰsali z ločitvijo enot posameznih igralcev na svoje nivoje.
Enak pristop smo uporabili še za faze kroga in tudi te razdelili na svoje nivoje.
Rezultati so se izbolǰsali, vendar smo drastično povečali velikost vektorja. Da
bi še izbolǰsali rezultate, smo pričeli eksperimentirati z dodatnimi informativ-
nimi podatki o stanju igre. Te smo v vhodnem vektorju predstavili na enak
način kot faze kroga.
31
32 POGLAVJE 5. UČENJE IN REZULTATI
V nadaljevanju bomo predstavili rezultate le zadnje najuspešneǰse konfi-
guracije vhodnega vektorja. Vhodni vektor je tako poleg enot posameznega
igralca in faze igre vseboval tudi štiri druge parametre. V vhodni vektor smo
tako dodali parameter, ki predstavlja pridobitev karte ob koncu kroga za tre-
nutnega igralca. S tem poskušamo model spodbuditi k zavzetju vsaj enega
novega polja.
Naslednji parameter nosi informacijo o deležu enot trenutnega igralca v
primerjavi z nasprotnikom.
delez enot =
enote trenutnega igralca
enote trenutnega igralca+ enote nasprotnika
(5.1)
S tem parametrom poskušamo preprečiti prekomerno napadanje nevtralnega
igralca. Pri igrah proti programiranemu igralcu smo namreč opazili, da je
model pogosto začetne enote uporabil za napad nevtralnega igralca in je zato
hitro izgubil.
Bolǰse rezultate smo opazili tudi s parametrom deleža okrepitev.
delez okrepitev =
okrepitve igralca
okrepitve igralca+ okrepitve nasprotnika
(5.2)
S tem parametrom upoštevamo tudi okrepitve, ki jih igralec pridobi, če si
lasti celoten kontinent. Model se s tem podatkom hitreje nauči vrednosti
zavzemanja celotnih kontinentov.
V programu AlphaGO Zero [5] so v vhodni vektor vključili zadnjih 8 stanj,
saj se poteze ne smejo ponavljati. V naši implementaciji se osredotočimo
izključno na trenutno stanje in nimamo podatkov preǰsnjih stanj. Menimo, da
odsotnost tega podatka v našem modelu povzroča pogost preskok napadalne
faze, saj nimamo podatka o že opravljenih napadih. Zadnji parameter zato
nosi podatek o številu napadov v trenutnem krogu igralca. S tem podatkom
model loči stanja, ki preskočijo napadalno fazo. Rezultat tega je pogosteǰse
napadanje modela, saj ta vodi k zmagi.
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5.2 Učenje modela s primeri agentov
Zaradi omejene procesne moči smo se odločili model sprva učiti na igrah agen-
tov. S tem smo odpravili pomanjkljivost nizkega števila iger. Za implemen-
tacijo postopka smo potrebovali narediti minimalno število sprememb. Agenti
so morali dodatno ustvariti le vektor potez. Vse poteze imajo tako v vektorju
vrednost 0 razen izbrane poteze agenta, ki ima vrednost 1. Čas igranja agentov
je zanemarljiv, saj lahko v sekundi odigrajo 3500 iger. To nam prihrani veliko
časa, ki ga namenimo učenju nevronske mreže. Učili smo dve nevronski mreži
z različnim številom blokov. Prva je imela pet blokov ter druga 20. S tem smo
želeli preveriti učne zmogljivosti nevronske mreže. V primeru da nevronska
Slika 5.1: Napredek učenja modelov na podlagi napake (SCE) vektorja potez.
34 POGLAVJE 5. UČENJE IN REZULTATI
mreža z 20 bloki drastično izbolǰsa rezultate, lahko sklepamo, da se nevronska
mreža s petimi bloki ni sposobna naučiti celotne zapletenosti problema.
Poleg dveh različnih nevronskih mrež smo ustvarjali igre na dva različna
načina. V prvem primeru smo uporabili le igre med programiranima igral-
cema. V drugem primeru smo igram programiranih igralcev dodali še igre
med programiranim in naključnim igralcem. S tem smo želeli povečati prostor
preiskovanja potez, saj programirana igralca obiskujeta le ozek nabor stanj.
Slika 5.2: Napredek učenja modelov na podlagi napake (MSE) vrednosti
stanja.
Nevronske mreže smo učili z 10.000 novimi igrami agentov na iteracijo.
V primeru učenja na igrah med naključnim in programiranim igralcem smo
uporabili le 2000 iger in 8000 iger med programiranima igralcema. Uporabljene
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Parameter Vrednost
Stopnja učenja (angl. Learning rate) 0,001
L2 regularizacija (angl. L2 regularization) 0,001
Epoha (angl. Epoch) 3
Velikost serije (angl. Batch size) 1024
Skupno število iger programiranih igralcev na iteracijo 10.000
Tabela 5.1: Vrednosti učnih parametrov za učenje z igrami programiranih
igralcev
vrednosti parametrov so prikazane v tabeli 5.1.
Graf 5.1 prikazuje napredek zmanǰsevanja napake vektorja potez za posa-
mezne modele. V legendi so modeli predstavljeni z B x, kjer x predstavlja
število blokov. Temu sledi oznaka P ali P+N. Oznaka P predstavlja uporabo
učnih iger med programiranima igralcema. Oznaka P+N označuje uporabo
učnih iger tako med programiranima igralcema, kot tudi med programiranim
in naključnim.
Iz grafa 5.1 je razvidno, da model slabše napoveduje vektor potez, kadar se
uči tudi z naključnimi igrami. Razlog za to je namreč naključna izbira poteze,
saj ta ne sledi nikakršnemu vzorcu in predstavlja šum v podatkih. V primeru
učenja le na igrah med programiranima igralcema, je napaka vektorja potez
drastično nižja, saj je izbira potez konsistentna.
Graf 5.2 prikazuje napredek zmanǰsevanja napake vrednosti stanja. Tu
vidimo, da modela z 20 bloki bolje napovedujeta vrednosti stanja. Napaka
je manǰsa tudi pri obeh modelih z učnimi primeri med programiranim in na-
ključnim igralcem. Razlog za to je zagotovo večje število raznolikih stanj, ki
jih obǐsče naključni igralec.
Graf 5.3 prikazuje delež zmag posameznih modelov v odvisnosti s številom
MCTS preiskav. Pri 512 MCTS preiskavah najuspešneǰsi model B 20, P+N
doseže delež 68.3 %. Model se je tako sposoben naučiti taktike programiranega
36 POGLAVJE 5. UČENJE IN REZULTATI
Slika 5.3: Delež zmag proti programiranemu igralcu za posamezen model v
odvisnosti s številom MCTS preiskav. (n = 1000)
igralca in jo tudi izbolǰsati. Modela brez učnih primerov naključnega igralca
dosegata v splošnem slabše rezultate kot modela z igrami naključnega igralca.
Z večjim številom MCTS preiskav zmanǰsamo pomembnost natančnosti vek-
torja verjetnosti zmag potez, saj se zaradi velikega števila preiskav prostor
dobro preǐsče. To je razlog, da se z večjim številom preiskav modela z igrami
naključnega igralca drastično izbolǰsata, saj je natančnost vrednosti stanja
sedaj pomembneǰsa.
5.3 Učenje modela z igro s samim seboj
Učenje modela z igro s samim seboj je računsko zahteven proces, saj moramo
ob vsakem novem obiskanem stanju izračunati napoved nevronske mreže. Zato
5.3. UČENJE MODELA Z IGRO S SAMIM SEBOJ 37
Parameter Vrednost
Stopnja učenja (angl. Learning rate) 0,001
L2 regularizacija (angl. L2 regularization) 0,001
Epoha (angl. Epoch) 5
Velikost serije (angl. Batch size) 512
Stopnja raziskovanja (angl. Exploration rate) 1.1
Vpliv Dirichletovega šuma (angl. Dirichlet noise influence) 0.25
Vrednost Dirichletovega šuma (angl. Dirichlet noise value) 0.3
Število iger na iteracijo 256
Število iger za primerjavo napredka 256
Število MCTS simulacij na potezo 16
Minimalno število primerov v vrsti 524.288
Maksimalno število primerov v vrsti 8.388.608
Tabela 5.2: Vrednosti učnih parametrov za učenje z igro s samim seboj
smo morali omejiti število MCTS simulacij na 16, kar poslabša kakovost učnih
primerov. Hkrati smo omejili dolžino igre. Igre so v začetku učenja zelo dolge,
saj model naključno izbira poteze. Igro smo pohitrili tudi s predajo igralcev.
Če si nasprotnik lasti 75% vseh polj, se igralec preda, saj nadaljnja igra ni
smiselna. Končne vrednosti parametrov učenja so prikazane v tabeli 5.2.
Iz grafa 5.4 je razvidno, da se model uči in premaguje stareǰsi model. Rdeča
črta na grafu označuje 55% delež zmag, kar je prag za napredek. Ko nov model
nadomesti starega, delež zmag novega modela v naslednji iteraciji upade.
Model je kmalu brez težav začel premagovati naključnega igralca, kar pri-
kazuje graf 5.5. Proti programiranemu igralcu so bili rezultati slabši, saj je ta
po končanem učenju dosegel le okoli 40% delež zmag, kar je prikazano na grafu
5.6. Tu je potrebno poudariti, da je model tekom učenja igral s 16 MCTS pre-
iskavami na potezo. Igranje z nizkim številom preiskav slabo preǐsče prostor,
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Slika 5.4: Delež zmag novega modela proti staremu za posamezno iteracijo.
kar je razlog za slabše rezultate. Končni model smo nato testirali še z 512
MCTS preiskavami na potezo. Model je rezultat izbolǰsal iz 40% na 51% delež
zmag proti programiranemu igralcu.
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Slika 5.5: Delež zmag novega modela proti naključnemu. (n=10)
Slika 5.6: Delež zmag novega modela proti programiranemu igralcu. (n=100)
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Poglavje 6
Sklep
V magistrski nalogi smo uspešno implementirali algoritem AlphaZero v pro-
gramskem jeziku C++ in okolju Tensorflow. Delovanje algoritma smo pred-
stavili na igri Risk, kjer smo dobili uspešne rezultate. Velik del igre Risk pred-
stavlja met kock, kar igri doda naključnost. Za zmago je zato potrebna dobra
strategija, kot tudi sreča pri metu kock. Kljub temu lahko igramo strateško in
si izbolǰsamo možnosti za zmago. Za primerjavo uspešnosti posameznih mo-
delov je zato potrebno izvesti večje število iger, saj s tem zmanǰsamo vpliv na-
ključnosti. Enako velja tudi za učenje modela, kjer potrebujemo veliko število
iger. To je glavni razlog, da so rezultati učenja z igrami programiranih igralcev
veliko bolǰsi od učenja z igro s samim seboj. Pri učenju z igrami programira-
nih igralcev smo uporabili 10.000 iger na iteracijo in skupaj 34 iteracij. Učenje
s samo igro je potekalo veliko dlje. Izvedlo se je 64 iteracij. V vsaki itera-
ciji je bilo odigranih 512 iger. Končno število iger je tako 10 krat manǰse.
V primerjavi s podjetjem DeepMind, ki je pri učenju za igro GO uporabilo
4,9 milijonov iger, je število iger 200 krat manǰse. Kljub temu smo pridobili
uspešne rezultate.
Algoritem bi lahko še dodatno nadgradili. Za hitreǰse učenje s samo igro
bi lahko v začetku uporabili primere profesionalnih iger. S tem bi prihranili
veliko časa, saj je kakovost začetnih iger slaba. Za bolǰse napovedovanje MCTS
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preiskovanja, bi tudi utežili poteze napada s pričakovano verjetnostjo prehoda
v posamezno stanje. To bi zmanǰsalo potrebno število MCTS preiskav za
dober približek. Če bi želeli doseči število iger podjetja DeepMind, bi morali
našo implementacijo razbiti na posamezne dele in jih prilagoditi za delovanje v
distribuiranem sistemu. Število iger bi tako lahko enostavno povečali s številom
procesnih enot.
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