. We show that several important normal subgroups Γ of the mapping class group of a surface satisfy the following property: any free, ergodic, probability measure preserving action Γ X is stably OE-superrigid. These include the central quotients of most surface braid groups and most Torelli groups and Johnson kernels. In addition, we show that all these groups satisfy the measure equivalence rigidity and we describe all their lattice-embeddings.
I
The study of rigidity phenomena in orbit equivalence has its inception in the fundamental work of Zimmer, who showed that free, ergodic, probability measure preserving (p.m.p.) actions of higher-rank simple Lie groups and their lattices satisfy a strong-type rigidity, [Z80] . This is a consequence of Zimmer's cocycle superrigidity theorem which in turn extends Margulis' superrigidity theorem in the context of measurable cocycles, [M74] . In the last decades extreme forms of rigidity in orbit equivalence have been discovered. Two free, p.m.p. actions of countable groups Γ X and Λ Y are called orbit equivalent if there exists a probability measure spaces isomorphism ψ : X → Y such that ψ(Γx) = Λψ(x), for almost every x ∈ X. A free, ergodic, p.m.p. action of a countable group Γ X is called (stably) OE-superrigid if it satisfies the property that any free, ergodic p.m.p. action of a countable group Λ Y, which is orbit equivalent to Γ X, is (stably) conjugate to Γ X. In other words, these are actions which are completely reconstructible from their orbits. The first such examples emerged from the groundbreaking work of Furman, who showed that the action of SL n (Z) on the n-torus with n ≥ 3 is OE-superrigid, [Fu99a, Fu99b] . Since then, many other examples have been discovered through combined efforts spawning from several directions of research including measurable methods group theory, geometric group theory, Popa's deformation/rigidity theory, or C * -algebraic techniques, [BFS10, Fu06, Io08, Io14, Ki08, Ki09b, Ki10, MS04, Po05, Po08, PV08, Sa09] . For further references and other related topics in orbit equivalence we encourage the reader to consult the following excellent surveys [Fu09, Ga09, Po06, Sh05, V10] . Let S = S g,k be a connected, compact, orientable surface of genus g with k boundary components and denote by Mod(S) the corresponding mapping class group. The second author was able to show that, given any high complexity surface S (3g + k − 4 > 0), any free, ergodic p.m.p. action Mod(S)
X is stably OE-superrigid, [Ki06, Ki08] ; this was the first occurrence of examples of infinite, countable groups whose arbitrary actions are stably OE-superrigid. In the subsequent work, the same rigidity was obtained for free, ergodic p.m.p. actions of the amalgamated free product SL 3 (Z) * Σ SL 3 (Z), where Σ is the subgroup of SL 3 (Z) consisting of matrices a = (a ij ) with a 31 = a 32 = 0, [Ki09b] .
One of the main goals of this paper is to provide other natural examples of groups which satisfy the superrigidity phenomenon described above. Let M be a closed, orientable surface of genus g, let k be a positive integer, and denote by F k (M) the space of k-ordered, mutually distinct points of M. The fundamental group of F k (M) is denoted by PB k (M) and it is called the pure braid group of k strands on M. Notice that PB 1 (M) = π 1 (M). Moreover, using Birman's exact sequence [B74] , the group PB k (M)-with only a few exceptions-can be naturally identified with a certain normal subgroup of the mapping class group Mod(S), where S = S g,k . This subgroup of Mod(S) will be henceforth denoted by P(S). Building upon previous methods and results from [Ki05, Ki06, KY10a, KY10b] , we show the following: Theorem A. Let M be a closed orientable surface of genus g ≥ 2 and let k ≥ 2 be an integer.
Then any free, ergodic, p.m.p. action PB k (M)
X is stably OE-superrigid.
When g = 0 or 1, the group PB k (M) has infinite center and the same conclusion holds for its central quotient, assuming 2g+k ≥ 5. In addition, we show that the theorem still holds true if instead of PB k (M) P(S) one considers other natural, normal subgroups of Mod(S), such as the Torelli group, I(S) and the Johnson kernel, K(S) (see Theorem 6.4) or, more generally, any finite direct product between all the aforementioned groups (see Remark 6.8).
As a by-product of our methods, we obtain measure equivalence rigidity results for PB k (M) and we describe all its lattice-embeddings. Measure equivalence is a notion introduced by Gromov [Gr93] as a measure-theoretic counterpart to quasi-isometry between finitely generated groups. It is well known that two countable groups Γ and Λ are measure equivalent if and only if there exist free, ergodic p.m.p. actions Γ X and Λ Y which are stably orbit equivalent, [Fu99b] . Thus, assertion (i) in the following theorem is a corollary of Theorem A. The assertion (ii) follows by appealing to the methods developed in [Fu01] to describe all lattice-embeddings for higher rank lattices.
Theorem B. Let M be a closed, orientable surface of genus g ≥ 2 and let k ≥ 2 be an integer. Then the following hold:
(i) Any countable group that is measure equivalent to PB k (M) is virtually isomorphic to PB k (M). (ii) Let Γ be a finite index subgroup of PB k (M). Then any locally compact, second countable group containing a lattice isomorphic to Γ admits a finite index subgroup which is continuously isomorphic to a semidirect product Γ K, where K is a compact group.
As before, the same conclusion holds for the Torelli group and the Johnson kernel of most surfaces, as well as any finite direct product of such groups. We refer the reader to Section 6 for the precise statements.
A free, ergodic, p.m.p. action Γ X is called (stably) W * -superrigid if, for any given free, ergodic p.m.p. action Λ Y, any isomorphism between the group von Neumann algebras L ∞ (X) Γ and L ∞ (Y) Λ entails a (stable) conjugacy between the actions Γ X and Λ Y. In other words, these are actions which can be completely reconstructedup to (stable) conjugacy-from their von Neumann algebras, and their study plays a central role in advancing the classification of the group measure space von Neumann algebras. It was noted by Singer that two free, ergodic p.m.p. actions are orbit equivalent if and only if there exists an isomorphism between the corresponding von Neumann algebras preserving the canonical Cartan subalgebras, [Si55] . Thus, a free, ergodic p.m.p. action Γ X is (stably) OE-superrigid if and only if the following property is satisfied: whenever Λ Y is a free, ergodic p.m.p. action, any von Neumann algebraic isomorphism ψ :
entails that the actions Γ X and Λ Y must be (stably) conjugate. Consequently, (stable) W * -superrigidity is a priori stronger than (stable) OE-superrigidity as it is the logical sum of the former and the property that L ∞ (X) is the unique group measure space Cartan subalgebra of L ∞ (X) Γ , up to unitary conjugacy. Free, ergodic p.m.p. actions satisfying this last property are called C-superrigid.
To study the W * -superrigidity phenomenon and other problems of central importance in the classification of von Neumann algebras and related fields, Popa introduced (over a decade ago) a completely new conceptual framework, now termed Popa's deformation/rigidity theory. This theory develops a powerful technical paraphernalia designed to incorporate various cohomological, geometric, and algebraic information of a group and its actions at the von Neumann algebraic level. Through this novel approach Popa and his co-authors obtained striking classification results for the group von Neumann algebras and beyond. For instance, in their remarkable work [OP07] , Ozawa and Popa discovered the first examples of C-superrigid actions: all free, ergodic, profinite p.m.p. actions of non-abelian free groups on standard probability spaces-a result that deeply influenced the entire subsequent developments on the classification of group measure space von Neumann algebras.
In [Pe09] , Peterson proved the existence of W * -superrigid actions. Shortly after, Popa and Vaes were able to provide the first concrete examples W * -superrigid actions [PV09] . Their examples include large classes of Bernoulli actions of various amalgamated free products groups. Later, Ioana managed to show that any Bernoulli action Γ [0, 1] Γ is W * -superrigid whenever Γ is an ICC property (T) group. Other examples of W * -superrigid actions were unveiled subsequently, through combined efforts spawning from both measurable methods in orbit equivalence and Popa's deformation/rigidity theory, [Po05, Ki06, Ki08, Io08, Pe09, Ki09b, PV09, FV10, CP10, HPV10, Io10, IPV10, CS11, CSU11, PV11, PV12, Bo12, CIK13].
In particular, Houdayer-Popa-Vaes discovered that if Γ = SL 3 (Z) * Σ SL 3 (Z) then any free, ergodic p.m.p. action Γ X is C-superrigid, [HPV10] . Combining this with the second author's stable OE-superrigidity result from [Ki09b] it follows that any free, ergodic p.m.p. action Γ X is stably W * -superrigid. This was the first instance of a countable infinite group whose every free, ergodic p.m.p. actions are stably W * -superrigid. Ioana and the authors proved in [CIK13] that all mapping class groups Mod(S g,k ) of high complexity surfaces S g,k of low genus (g ≤ 2) are other examples of such groups. This was essentially obtained from the second author's previous results on stable OEsuperrigidity for mapping class groups [Ki06] and the C-superrigidity results for actions by finite step extensions of hyperbolic groups, [CIK13, Corollary 3.2] (see also [VV14, Proposition 4 .6]).
In this paper we show that almost all surface braid groups PB k (M) satisfy the superrigidity phenomenon described above, thus adding numerous new examples to the list. Indeed, by [CKP14, Theorem 3.7] , most of these groups are finite step extensions by hyperbolic groups and, by [CIK13, Corollary 3 .2], all their free, ergodic p.m.p. actions are C-superrigid. This, in combination with Theorem A, leads to the following: Corollary C. Let M be a closed orientable surface of genus g ≥ 2 and let k ≥ 2 be an integer.
Moreover, we show the same result holds for most Torelli groups and Johnson kernels associated with surfaces of genus one (Theorem 7.3). As a result, Remark 5.2 combined with Corollary C and [CIK13, Theorem A] settle completely the W * -superrigidity question for all free, ergodic p.m.p. actions of the central quotients of surface braid groups.
In the last part of the paper we exhibit a family of subgroups in direct products of iterated amalgams or HNN-extensions over abelian subgroups whose all free, mixing, p.m.p. actions are C-superrigid (see Theorem 8.8 for the precise statement). The result is obtained by combining powerful, recent classification results on normalizers of subalgebras in II 1 factors from [PV12, Io12, Va13] X on a non-atomic probability space is C-superrigid.
When Γ is an ICC, residually free group then the result still holds if we only assume that Γ is finitely generated as opposed to finitely presented. This essentially follows because results in [CG05, KM98a, KM98b, Se01] still enable one to embed such groups in a finite direct product of iterated amalgams over abelian subgroups and then one can use Theorem 8.8.
The W * -superrigidity question for the group actions described in Corollary D remains open as we do not have a complete understanding of an additional, general condition on these groups to insure the OE-superrigidity part. For instance, there exist such group actions which are OE-superrigid (e.g., any Bernoulli action Γ [0, 1] Γ , where Γ = F 2 × F 2 , [Po08] ) but there also exist such group actions which are not OEsuperrigid (e.g., any Bernoulli action Γ [0, 1] Γ , where Γ = F 2 ). However, we conjecture the OE-superrigidity statement holds under the additional assumption that Γ is not fully residually-Λ (Section 8.2).
Comments on the proofs. Our strategy to show OE-superrigidity follows closely the methods from [Ki06] , where it was first shown that Mod(S) satisfies the following strong-type rigidity: for any two free, ergodic p.m.p. actions of Mod(S) that are orbit equivalent, the corresponding cocycle is equivalent to a virtual automorphism of Mod(S). Once this is established, the OE-superrigidity for arbitrary actions of Mod(S) is deduced via Furman's general machinery [Fu99a, Fu99b] . This general strategy was successfully applied to establish many subsequent OE-superrigidity results, [BFS10, Ki09b, Ki10, MS04, Sa09] .
A large part of our paper is devoted to show strong-type rigidity for groups P(S), I(S) and K(S). Given two free, ergodic, p.m.p. actions P(S) X, P(S) Y together with an isomorphism between the associated groupoids, φ : P(S) X P(S) Y, we will analyze the geometric subgroupoids and how they are preserved under φ. To understand the algebraic properties of such groupoids, we will exploit their classification from [Ki05, Ki06] which in essence parallels McCarthy and Papadopoulos' classification of subgroups of Mod(S), [MP89] . A key ingredient to conclude that φ is equivalent to a conjugacy between P(S) X and P(S) Y is the complex of hole-bounding curves and pairs of S, denoted by CP(S). This is a version of the complex of curves of S that was introduced in [KY10a] to compute the virtual automorphisms of P(S), inspired by [Iv97, IIM03] . Finally, to conclude our result we will use the results from [KY10a, KY10b] which describe all simplicial automorphism of CP(S) as well as the structure of a certain injection from a subcomplex of CP(S) into CP(S). In the case of I(S) and K(S), we will use similar results from [BM04, BM08, FI05, Ki09c, KY10c] which are applicable to the corresponding versions of curves complexes. We refer the reader to Subsections 4.1 and 5.1 for more details on these simplicial complexes.
The last section focuses on proving several structural results for von Neumann algebras associated with actions of residually hyperbolic groups. More precisely, the powerful recent classification results on normalizers of subalgebras of II 1 factors [PV12, Io12] are combined with techniques from [CIK13] and developments in group theory [KM13, KM12] to show that all free, mixing, p.m.p. actions of many finitely presented, residually hyperbolic groups give rise to von Neumann algebras with unique Cartan subalgebra.
Organization of the paper. In Section 2, we review the mapping class groups and the classification of their subgroups. In Section 3, given a subgroup Γ < Mod(S) and a p.m.p. action Γ X, we review the classification of the subgroupoids of Γ X developed in [Ki05, Ki06] . We study a certain chain of subgroupoids to characterize the geometric subgroupoids algebraically. In Section 4 we prove the strong-type rigidity for P(S), then Section 5 deals with the strong-type rigidity of I(S) and K(S). In Section 6, we discuss several consequences of the strong-type rigidity: OE superrigidity, measure equivalence rigidity, description of lattice-embeddings, and rigidity of direct products. In Section 7, we present several applications to W * -superrigidity. In the last section, we prove the technical steps leading to the C-superrigidity of all free, mixing, p.m.p. actions by finitely presented, residually hyperbolic groups.
The curve α is a separating curve, β is a non-separating curve, and {γ 1 , γ 2 } is a BP.
2.1. Surfaces and curves. Unless otherwise mentioned, we assume a surface to be connected, compact and orientable. Let S = S g,k be a surface of genus g with k boundary components. A simple closed curve in S is called essential in S if it is neither homotopic to a single point of S nor isotopic to a component of ∂S. When there is no confusion, we mean by a curve in S either an essential simple closed curve in S or its isotopy class. A curve α in S is called separating in S if S \ α is not connected. Otherwise α is called non-separating in S. Whether α is separating in S or not depends only on the isotopy class of α. A pair of non-separating curves in S, {β, γ}, is called a bounding pair (BP) in S if β and γ are disjoint and non-isotopic and S \ (β ∪ γ) is not connected. This condition depends only on the isotopy classes of β and γ (see Figure 1) .
We define V(S) as the set of isotopy classes of essential simple closed curves in S. We denote by I : V(S) × V(S) → Z ≥0 the geometric intersection number, i.e., the minimal cardinality of the intersection of representatives for two elements of V(S). Let Σ(S) denote the set of non-empty finite subsets σ of V(S) with I(α, β) = 0 for any α, β ∈ σ. We extend the function I to the symmetric function on the square of V(S) Σ(S) with I(α, σ) = β∈σ I(α, β) and I(σ, τ) = β∈σ,γ∈τ I(β, γ) for any α ∈ V(S) and σ, τ ∈ Σ(S). Let V s (S) denote the subset of V(S) consisting of isotopy classes of separating curves in S. Let V bp (S) denote the subset of Σ(S) consisting of isotopy classes of BPs in S.
Let σ be an element of Σ(S). We denote by S σ the surface obtained by cutting S along all curves in σ. When σ consists of a single curve α, we denote S σ by S α . Each component of S σ is often identified with a complementary component of a tubular neighborhood of a one-dimensional submanifold representing σ in S. Let W(S) denote the set of isotopy classes of the whole surface S and such subsurfaces of S as obtained from some σ ∈ Σ(S). For any Q ∈ W(S), the set V(Q) is naturally identified with a subset of V(S).
We mean by a pair of pants a surface homeomorphic to S 0,3 . We mean by a handle a surface homeomorphic to S 1,1
Complex C(S). When 3g + k − 4 > 0, we define C(S) as the abstract simplicial complex so that the sets of vertices and simplices of C(S) are V(S) and Σ(S), respectively.
When S = S 1,1 , we define C(S) as the simplicial graph so that the set of vertices is V(S) and two vertices α, β ∈ V(S) are adjacent if and only if I(α, β) = 1. When S = S 0,4 , we define a simplicial graph C(S) in the same manner after replacing the last condition by I(α, β) = 2.
The complex C(S) is called the complex of curves of S.
The 1-skeleton of C(S) is known to be a Gromov-hyperbolic metric space with respect to the graph distance ( [Mi96, MM99] ). Let ∂C(S) denote the Gromov boundary of the 1-skeleton of C(S). We refer to [Ha06, Kl99] for a description of ∂C(S).
2.2. Mapping class groups. Let S be a surface. The extended mapping class group of S, denoted by Mod * (S), is the group of isotopy classes of homeomorphisms from S onto itself, where isotopy may move points of the boundary of S. The mapping class group of S, denoted by Mod(S), is the subgroup of Mod * (S) that consists of isotopy classes of orientation-preserving homeomorphisms from S onto itself. The pure mapping class group of S, denoted by PMod(S), is the subgroup of Mod(S) that consists of isotopy classes of orientation-preserving homeomorphisms from S onto itself which preserve each component of ∂S. We refer to [FM11, FLP79, Iv92, Iv02] for fundamentals of these groups. We have the natural actions of Mod * (S) on the sets V(S), Σ(S), W(S), C(S), ∂C(S), etc. Let Mod(S; 3) denote the subgroup of Mod(S) consisting of elements acting on H 1 (S, Z/3Z) trivially. The group Mod(S; 3) is torsion-free ([Iv92, Corollary 1.5]).
Theorem 2.1. [Iv92, Theorem 1.2 and Lemma 1.6] Let S = S g,k be a surface with 3g+k−4 ≥ 0. Pick h ∈ Mod(S; 3) and σ ∈ Σ(S) with hσ = σ. Then, for any α ∈ σ, we have hα = α; and for any component Q of S σ , the element h preserves Q and each component of ∂Q, and the element of PMod(Q) induced by h is either neutral or of infinite order.
Fix σ ∈ Σ(S). We set Γ = Mod(S; 3) and denote by Γ σ the stabilizer of σ in Γ . We have the natural homomorphism
where Q runs through all components of S σ . Let D σ denote the subgroup of PMod(S) generated by Dehn twists about curves in σ. When σ consists of a single curve α, we denote D σ by D α . The kernel of θ σ is equal to D σ ∩ Γ σ ([Iv02, Corollary 4.1.B]). For Q ∈ W(S), we denote by Γ Q the stabilizer of Q in Γ and have the homomorphism θ Q : Γ Q → PMod(Q).
For α, β ∈ V(S), we say that α and β fill S if there exists no γ ∈ V(S) with I(α, γ) = 0 and I(β, γ) = 0. When 3g + k − 4 > 0, α and β fill S if and only if the graph distance between them in the 1-skeleton of C(S) is at least 3. When S = S 1,1 or S 0,4 , any two distinct elements of V(S) fill S. Let Γ be a non-trivial and reducible subgroup of Mod(S; 3). We then have a unique element σ of Σ(S) satisfying the following: Any element of σ is fixed by Γ , and for any α ∈ σ and any β ∈ V(S) with I(α, β) = 0, there exists an h ∈ Γ with hβ = β ([Iv92, Corollary 7.12]). This σ is called the canonical reduction system (CRS) of Γ . The CRS σ of Γ is the minimal element of Σ(S) satisfying the following: Any element of σ is fixed by Γ , and for any component Q of S σ , the subgroup θ Q (Γ ) of PMod(Q) is either trivial or infinite and irreducible ([Iv92, Theorem 7.16]). Let Q be a component of S σ . We say that Q is T, IA, or IN for Γ if θ Q (Γ ) is trivial; infinite, irreducible and virtually cyclic; or non-elementary as a subgroup of PMod(Q), respectively. Here, "T", "IA" and "IN" stands for "trivial", "irreducible and amenable" and "irreducible and non-amenable", respectively.
Along the proof of [Ki06, Theorem 2.9] in combination with [MP89, Proposition 5.5], we obtain the following: Lemma 2.4. Let S = S g,k be a surface with 3g + k − 4 > 0 and (g, k) = (1, 2), (2, 0). Let Γ be an infinite, normal subgroup of some finite index subgroup of Mod(S). Then, the Dirac measure on the neutral element is the only probability measure on Mod * (S) invariant under conjugation by Γ .
Throughout the following lemma and its proof, for any subgroup Γ of PMod(S) and any σ ∈ Σ(S), we will denote by Γ σ the stabilizer of σ in Γ . Proof. For X ∈ W(S), let us say that an element of PMod(S) is supported on X if it has a representative which is the identity outside X. By assumption, we have γ, δ ∈ Γ σ such that θ Q (γ) and θ R (δ) are non-neutral. Pick an element γ 1 of PMod(S) σ such that it is supported on Q and the element θ Q ([γ 1 , γ]) is non-neutral, where for two elements x, y of a group, [x, y] denotes the commutator xyx −1 y −1 . Such a γ 1 is found as follows: There exists γ 1 ∈ PMod(Q) with [γ 1 , θ Q (γ)] non-neutral because the center of PMod(Q) is finite ([FM11, Section 3.4]) and θ Q (γ) is not central by Theorem 2.1. Let γ 1 be an element of PMod(S) supported on Q with θ Q (γ 1 ) = γ 1 . This is a desired one. Similarly we can find an element δ 1 of PMod(S) σ such that it is supported on R and the element θ R ([δ 1 , δ] ) is non-neutral. Since Γ PMod(S), the elements [γ 1 , γ] and [δ 1 , δ] belong to Γ , and are moreover supported on Q and R, respectively.
We set L R = ( X ker θ X ) ∩ Γ σ , where X runs through all components of S σ other than
is non-trivial. By Theorems 2.1 and 2.3, θ R (L R ) is a non-elementary subgroup of PMod(R), and L R is therefore non-amenable.
Let N 1 be the group generated by [γ 1 , γ]. The group N 1 is infinite because [γ 1 , γ] is a non-neutral element of Mod(S; 3). We set M 2 = ker θ Q ∩ Γ σ and M 1 = N 1 ∨ M 2 . The groups N 1 and M 2 commute, and we thus have N 1 M 1 and M 2 M 1 . We also have M 2 Γ σ . The group M 2 contains L R and is therefore non-amenable.
3. G 3.1. Discrete measured groupoids. By a standard probability space we mean a standard Borel space equipped with a probability measure. All relations involving measurable sets and maps that appear throughout the paper are understood to hold up to sets of measure zero, unless otherwise mentioned. Let (X, µ) be a standard probability space. A non-negligible subset of A ⊆ X is a measurable subset satisfying µ(A) > 0. Let G be a discrete measured groupoid on (X, µ) with the range and source maps r, s : G → X. A subgroupoid of G is a measurable one of G whose unit space is (X, µ). For a nonnegligible subset A ⊆ X, we denote by
Let Γ be a countable group, M a standard Borel space on which Γ acts, and ρ :
Suppose that K is a compact metrizable space on which Γ acts continuously and that M is the space of probability measures on K. If G is amenable, then there exists a (G, ρ)-invariant map from X into M.
We say that G is finite if for almost every x ∈ X, the set r −1 (x) is finite. We say that G is nowhere finite if for almost every x ∈ X, the set r −1 (x) is infinite. We say that G is nowhere amenable if for any non-negligible subset A of X, the restriction G| A is not amenable.
Let Γ be a countable group and Γ (X, µ) a p.m.p. action. The product space Γ × X has the following natural structure of a groupoid on X: the range and source maps are defined by r(γ, x) = γx and s(γ, x) = x, respectively, for γ ∈ Γ and x ∈ X. The product is defined by (γ 1 , γ 2 x)(γ 2 , x) = (γ 1 γ 2 , x) for γ 1 , γ 2 ∈ Γ and x ∈ X. The element (e, x) is the unit at x ∈ X. The inverse of (γ, x) ∈ Γ × X is defined by (γ −1 , γx). This groupoid also has the structure of a discrete measured groupoid on (X, µ) and is denoted by Γ (X, µ); when µ is self-understood from the context, then it will be denoted by Γ X.
When S is a normal subgroupoid of G, we write S G. Throughout this subsection, we fix the following notation: Let S = S g,k be a surface with 3g + k − 4 > 0. Let Γ be an infinite subgroup of Mod(S; 3) and Γ (X, µ) a p.m.p. action. We set G = Γ X and define ρ : G → Γ as the projection. For a set V on which Γ acts (e.g., V(S), Σ(S) and W(S)) and for v ∈ V, we denote by Γ v the stabilizer of v in Γ and set G v = Γ v X. For σ ∈ Σ(S) and Q ∈ W(S), we define homomorphisms ρ σ , ρ Q by
where R runs through all components of S σ . Let Y be a non-negligible subset of X and S a nowhere finite subgroupoid of G| Y . (ii) For α ∈ V(S) and a measurable subset A of Y, we say that the pair (α, A) is (S, ρ)-invariant if there exists a partition A = n A n into countably many measurable subsets such that for any n, the constant map from A n into V(S) whose value is α is (S, ρ)-invariant. (iii) Suppose that (α, A) is a (S, ρ)-invariant pair. We say that (α, A) is purely (S, ρ)-invariant if for any β ∈ V(S) with I(α, β) = 0 and for any non-negligible subset B of A, the pair (β, B) is not (S, ρ)-invariant. (1) For any σ ∈ Σ(S) with ϕ −1 (σ) non-negligible and for any α ∈ σ, the pair (α,
Following terminology for reducible subgroups, we call this (S, ρ)-invariant map ϕ the canonical reduction system (CRS) of S. For any non-negligible subset A of Y, the CRS of S| A is the restriction of ϕ to A.
Lemma 3.5. Let N be a nowhere finite subgroupoid of S with N S. Then, the following assertions hold:
(i) If N is amenable and S is nowhere amenable, then S is reducible.
The set W(S) was introduced in Subsection 2.1. We define Ω(S) as the set of finite subsets F of W(S) (including the empty set) such that any two distinct elements of F have disjoint representatives in S. For σ ∈ Σ(S), let ω σ ∈ Ω(S) denote the set of components of S σ . For a surface Q = S g ,k with 3g + k − 4 ≥ 0, we define ∂ 2 C(Q) as the quotient space of ∂C(Q) × ∂C(Q) obtained by identifying any its point (x, y) with (y, x). (1) For almost every x ∈ Y, the equation
holds, the sets ϕ t (x), ϕ ia (x) and ϕ in (x) are mutually disjoint, and any element of ω ϕ(x) that is a pair of pants belongs to ϕ t (x). (2) Pick F ∈ Ω(S) with ϕ −1 t (F) non-negligible and pick Q ∈ F. Then, for any α ∈ V(Q), the pair (α, ϕ
Following terminology for reducible subgroups again, we call the maps ϕ t , ϕ ia and ϕ in in Theorem 3.6 the T, IA and IN systems of S, respectively. For any non-negligible subset A of Y, the T, IA and IN systems of S| A are the restrictions of ϕ t , ϕ ia and ϕ in to A, respectively. We often reduce our argument to the case where the CRS of S and all of these three maps are constant on Y. In this case, we call elements of the constant values of ϕ t , ϕ ia and ϕ in the T, IA and IN components of S, respectively. Remark 3.7. Suppose that S is reducible and that all of the CRS and the T, IA and IN systems of S are constant. Let Q be a T component of S. By Lemma 2.2 and condition (2) in Theorem 3.6, there exists a partition Y = n Y n into countably many measurable subsets such that for any n, the image ρ Q (S| Yn ) consists of only the neutral element. Based on these general results from [Ki06] on reducible subgroupoids, in the rest of this section, we prove several lemmas for later use. Proof. We suppose that all of the CRS and the T, IA and IN systems of G| Y are constant, and show the conclusion of the lemma holds for G| Y . This is enough for the lemma. The assertion on the CRS is [Ki06, Lemma 3.8]. Let Q be a component of S σ . If Q is T for Γ , then either Q is a pair of pants or any element of V(Q) is fixed by any element of θ Q (Γ ). In the latter case, for any α ∈ V(Q), the pair
Suppose that Q is IA for Γ . There exists a g ∈ Γ such that θ Q (g) is pseudo-Anosov and generates a finite index subgroup of θ Q (Γ ). Since any non-zero power of θ Q (g) fixes no element of V(Q), the component Q is not T for G| Y . Since any non-zero power of θ Q (g) fixes exactly two points of ∂C(Q), the component Q is IA for G| Y .
Suppose that Q is IN for Γ . There exist g 1 , g 2 ∈ Γ such that θ Q (g 1 ) and θ Q (g 2 ) are independent pseudo-Anosov elements. Let {F ± 1 } and {F ± 2 } denote the fixed point sets of θ Q (g 1 ) and θ Q (g 2 ) in ∂C(Q), respectively. As in the previous paragraph, Q is not T for
For i = 1, 2, we set Γ i = g i and set G i = (Γ i X)| Y . By the assertion proved in the previous paragraph, Q is IA for both G 1 and G 2 . For i = 1, 2, let ψ i : Y → ∂ 2 C(Q) be the (G i , ρ Q )-invariant map satisfying the maximality in Theorem 3.8 (i). This map is constant, and its value is {F ± i } because that constant map is (G i , ρ Q )-invariant. On the other hand, ψ is (G i , ρ Q )-invariant, and the maximality of ψ i implies that the inclusion ψ(x) ⊂ ψ i (x) holds for almost every x ∈ Y. This contradicts independence between θ Q (g 1 ) and θ Q (g 2 ). We have shown that Q is not IA for G| Y , and Q is therefore IN for G| Y . Proof. Let σ, τ ∈ Σ(S) be the values of the CRS's of S and N, respectively. Since N S, we have τ ⊂ σ by Lemma 3.5 (iii). We thus have the component R of S τ with Q ⊂ R. If R is T for N, then the lemma follows. Suppose that R is not T for N. For any α ∈ σ, the pair (α, Y) is (N, ρ)-invariant, and thus α is not a curve in R. The equation Q = R follows. If Q were IA for N, then by Theorem 3.8 (ii), the assumption N S would imply that Q is IA for S. This is a contradiction. It follows that Q is IN for N. Proof. We first assume condition (1). By Lemma 3.5 (iii), the value of the CRS of N is {α}. By Lemma 3.12, the component S α is either T for N or IN for N. If S α were T for N, then there exists a non-negligible subset A of Y such that ρ(N| A ) ⊂ ker θ Sα < D α . Since D α ∩ Γ is assumed to be trivial, N| A is trivial. This contradicts that N is nowhere finite. We have shown that S α is IN for N, and condition (2) follows. We next assume condition (2). Let σ ∈ Σ(S) be the value of the CRS of S. By Lemma 3.5 (iii), σ contains α. Pick β ∈ σ. The pair (β, Y) is (N, ρ)-invariant because N < S. We have β = α because S α is IN for N. We therefore have σ = {α}. The component S α is IN for S because it is IN for N. Condition (1) follows.
Lemma 3.14. Pick α ∈ V s (S). We suppose the following conditions (a)-(c):
(a) 
Proof. By Lemma 3.5 (i) and (ii), all of L, M 1 , M 2 and N 1 are reducible. We will show that the CRS of L is constant and its value contains α. This implies L < G α | Y , and the lemma follows. We may therefore assume that all of the CRS's and the T, IA and IN systems of L, M 1 , M 2 and N 1 are constant. Let σ, σ 1 , σ 2 , τ 1 ∈ Σ(S) denote the values of the CRS's of L, M 1 , M 2 and N 1 , respectively. We set M = G α | Y . The CRS and the T, IA and IN systems of M are constant, and their values are the same as those of Γ α by Lemma 3.11.
We show that σ contains α. Assuming to the contrary that σ does not contain α, we deduce a contradiction. Pick β ∈ σ. The pair (β, Y) is purely (L, ρ)-invariant, and is
The curve α is separating in S, and S α therefore consists of exactly two components. The curve β does not lie in any IN component of
denoted by Q, is T for Γ α , and we have β ∈ V(Q). Since β is an arbitrary element of σ, we have σ ∈ Σ(Q).
By condition (c), any component of S σ contained in Q is T for L. Let R denote the component of S σ containing the IN component of Γ α . This R is the unique IN component of L, and we have α ∈ V(R).
By Lemma 3.12, the inclusion M 2 L implies that either there exists a T component of M 2 containing R or R is an IN component of M 2 . If the former were true, then by condition (c), any other component of S σ 2 would also be T for M 2 . By Lemma 3.10, this contradicts that M 2 is nowhere amenable. It follows that R is an IN component of M 2 .
By Lemma 3.5 (iii), the inclusion M 2 M 1 implies σ 2 ⊂ σ 1 . No curve in σ 1 lies in R because R is IN for M 2 . It follows that σ 1 ∈ Σ(Q) and that R is a component of S σ 1 and is IN for M 1 because it is IN for M 2 .
The inclusion N 1 M 1 implies τ 1 ⊂ σ 1 and τ 1 ∈ Σ(Q). By Lemma 3.12, either there exists a T component of N 1 containing R or R is an IN component of N 1 . The latter does not hold because N 1 is amenable. By condition (c), the former implies that any component of S τ 1 is T for N 1 . By condition (c) again, θ Q (Γ α ) is trivial, and D τ 1 ∩ Γ is therefore trivial. There exists a non-negligible subset A of Y such that ρ(N 1 | A ) consists of only the neutral element. This contradicts that N 1 is nowhere finite.
The following lemma for a BP is an analogue of Lemma 3.14.
Lemma 3.15. Pick b ∈ V bp (S). We suppose the following conditions (a)-(c):
is trivial. We show that σ contains b. Assuming to the contrary that σ does not contain b, we deduce a contradiction. Suppose that σ consists of a single curve of b, denoted by α. By the latter condition in condition (a), we can apply Lemma 3.13. Applying it three times, we see that all of σ, σ 1 , σ 2 and τ 1 are equal to {α}, and the component S α is IN for any of L, M 1 , M 2 and N 1 . By Lemma 3.9, this contradicts that N 1 is amenable. It follows that σ \ b is non-empty.
As in the second paragraph of the proof of Lemma 3.14, picking β ∈ σ \ b, we can show that β does not lie in any IN component of Γ b , one component of S b is IN for Γ b , another component of S b , denoted by Q, is T for Γ b , and we have β ∈ V(Q). We thus have σ \ b ∈ Σ(Q).
By condition (c), any component of S σ contained in Q is T for L. Let R denote the component of S σ containing the IN component of Γ b . This R is the unique IN component of L, and at least one curve of b belongs to V(R).
As in the fourth and fifth paragraphs of the proof of Lemma 3.14, we can show that R is IN for M 2 and M 1 and that σ 2 ⊂ σ 1 and σ 1 \b ∈ Σ(Q). At least one curve of b does not belong to σ 1 . The inclusion N 1 M 1 implies τ 1 ⊂ σ 1 and τ 1 \ b ∈ Σ(Q) ∪ {∅}. By Lemma 3.12, either there exists a T component of N 1 containing R or R is an IN component of N 1 . The latter does not hold because N 1 is amenable. The former therefore holds. By condition (c), any component of S τ 1 is T for N 1 .
We claim that Proof. We may assume that all of the CRS and the T, IA and IN systems of N are constant. Let τ ∈ Σ(S) denote the value of the CRS of N. By Lemma 3.5 (iii), we have τ ⊂ σ. If there were an IA component of N, then it would be also IA for G σ | Y by Theorem 3.8 (ii). By Lemma 3.11, this contradicts that Γ σ has no IA component. It follows that N has only T components and that there exists a partition Y = n Y n into countably many measurable subsets such that ρ(N| Yn ) ⊂ ker θ τ for any n. The lemma was proved. 
Proof. By assumption, we have an IA component of N, denoted by Q. By Theorem 3.8 (ii), Q is also IA for M and in particular is a component of S σ . By Lemma 3.10, there exists an IN component R of M. By Lemma 3.12, R is contained in a T component of N and in particular is distinct from Q. The groups θ Q (Γ σ ) and θ R (Γ σ ) are non-trivial because Q and R are not T for M. By Lemma 2.5, there exist subgroups M 1 , M 2 and N 1 of Γ such that N 1 is infinite and amenable, M 2 is non-amenable, and we have
We prove assertion (ii). The group θ Q (Γ σ ) is a normal subgroup of some finite index subgroup of PMod(Q) because Γ Mod(S; 3). As is already shown, the group θ Q (Γ σ ) is non-trivial and therefore a non-elementary subgroup of PMod(Q) by Theorems 2.1 and 2.3. The component Q is IN for Γ σ and also IN for G σ by Lemma 3.11. Assertion (ii) follows because Q is IA for M.
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Two important ingredients in establishing OE rigidity results of surface braid groups are the measure equivalence coupling and the tautness of a group. ME defines an equivalence relation between countable groups ([Fu99a, Section 2]). We refer the reader to [Fu99b] for the relationships between ME and OE.
Tautness was introduced in [BFS10, Ki09b] to study ME and OE rigidity aspects of a group from a general standpoint. While in [Ki09b] , this property was named differently, the term "taut" was coined in [BFS10] . Definition 4.2. Let G be a countable group together with Γ a subgroup. We say that Γ is taut relative to G if the following conditions hold simultaneously:
(1) For any self-coupling (Σ, m) of Γ , there exists a (Γ × Γ )-equivariant measurable map from Σ into G, where Γ × Γ acts on G by the formula
for γ 1 , γ 2 ∈ Γ and g ∈ G;
(2) The Dirac measure on the neutral element is the only probability measure on G invariant under conjugation by Γ .
The curve α is an HBC, {β 1 , β 2 } is a non-separating HBP, and {γ 1 , γ 2 } is a separating HBP. Let S = S g,k be a surface and denote byS the closed surface obtained by attaching a disk to each component of ∂S. We have the homomorphism ι : PMod(S) → Mod(S) induced by the inclusion of S intoS and denote by P(S) = ker ι. If g ≥ 2 and k ≥ 2, then P(S) is naturally isomorphic to the pure braid group of k strands onS (see [CKP14, Subsection 3 .3] and references therein). The aim of this section is to prove the following: Theorem 4.3. Let S = S g,k be a surface with g ≥ 2 and k ≥ 2. Then P(S) is taut relative to Mod * (S).
The proof of this theorem will be postponed until Subsection 4.3 below and will follow in spirit the methods developed in [Ki06] , where it is shown that Mod * (S) is taut relative to Mod * (S) for a non-exceptional surface S.
Complexes for surface braid groups.
A holed sphere is a surface of genus 0 with non-empty boundary. Let S = S g,k be a surface. A curve α in S is called a hole-bounding curve (HBC) in S if α is separating in S and cuts off a holed sphere from S. A pair {β, γ} of curves in S is called a hole-bounding pair (HBP) in S if the following are satisfied:
• β and γ are disjoint and non-isotopic;
• either β and γ are non-separating in S or β and γ are separating in S and are not an HBC in S; and • S \ (β ∪ γ) is not connected and has a component of genus zero. An HBP in S is called non-separating in S if both its curves are non-separating in S. Otherwise it is called separating in S (see Figure 2) . If g = 0, then any curve in S is an HBC. If g = 1, then there is no separating HBP in S.
The following simplicial complex CP(S) was introduced in [KY10a] , inspired by the work of Irmak-Ivanov-McCarthy [IIM03] , to compute virtual automorphisms of P(S). 4.2. Geometric subgroupoids. Throughout this subsection, we fix the following notation: Let S = S g,k be a surface with g ≥ 2 and k ≥ 2 and denote by Γ = P(S) ∩ Mod(S; 3). Let Γ (X, µ) be a p.m.p. action. Consider G = Γ X and denote by ρ : G → Γ the canonical projection. For a set V on which Γ acts (e.g., V(S) and Σ(S)) and for v ∈ V, we denote by Γ v the stabilizer of v in Γ and denote by
The aim of the following sequence of Lemmas 4.6-4.8 is to provide a more algebraic description of the subgroupoid G v , where v ∈ V c (S) ∪ V p (S). Moreover, these lemmas along with Lemma 3.17 will be essential for the next subsection. Suppose that no curve of σ is an HBC in S and no pair of two curves of σ is an HBP in S. Let τ ∈ Σ(S) be the value of the CRS of N. Since N M, the inclusion τ ⊂ σ holds by Lemma 3.5 (iii). No curve of τ is an HBC in S, and no pair of two curves of τ is an HBP in S. By Lemma 4.5, ker θ τ ∩ Γ is trivial. If there were no IA component of N, then every component of S τ would be T for N by Lemma 3.9, and N would therefore be finite. This is a contradiction. It follows that there exists an IA component of N and hence case (2) holds. Proof. First we check that conditions (a)-(c) in Lemma 3.14 hold. The HBC α divides S into a component of genus 0 and a component of genus g, denoted by Q and R, respectively. If Q is a pair of pants, then R contains a non-separating HBP in S, and θ R (Γ α ) is therefore non-elementary. If Q is not a pair of pants, then Q contains an HBC in S, and R contains a non-separating HBP in S. Since both θ Q (Γ α ) and θ R (Γ α ) are non-elementary then the conditions (a)-(c) in Lemma 3.14 follow. Assertion (i) holds because there exists an IN component of Γ α . We prove assertion (ii). To check condition ( * ) in Lemma 4.6, let M 1 and N 1 be subgroupoids of G| Y such that N 1 is an amenable and nowhere finite and we have M < M 1 and N 1 M 1 . Putting L = M 1 = M 2 and applying Lemma 3.14, we obtain M = M 1 and hence assertion (ii) follows. Finally, assertion (iii) follows directly from Lemma 3.14. and assertion (iv) follows from Lemma 3.16. 
Proof. First we check that conditions ( Suppose that R contains no component of ∂S. The set V(R) is injectively embedded into V(S) through the inclusion of S intoS. For any R 1 ∈ W(R), the set V(R 1 ) is also injectively embedded into V(S), and the group θ R 1 (Γ R 1 ) acts on V(R 1 ) trivially because any element of Γ acts on V(S) trivially. By Theorem 2.1 and Lemma 2.2, the group θ R 1 (Γ R 1 ) is trivial. Conditions (a)-(c) in Lemma 3.15 follow.
Assertion (i) of the lemma holds because there exists an IN component of Γ b . Assertions (ii) and (iii) follow from Lemma 3.15, proceeding in a similar manner as in the proofs of parts (ii) and (iii) of Lemma 4.7 above.
The non-separability assumption on the HBP b in Lemma 4.8 was necessary because of the use of Lemma 3.15 in its proof. However, the following lemma holds for any HBP in S and it follows from Lemma 3.16. we can check that these groups satisfy the desired properties.
4.3. Proof of tautness. Throughout this subsection, except for the proof of Theorem 4.3, we fix the following notation: Let S = S g,k be a surface with g ≥ 2 and k ≥ 2. We set Γ = P(S) ∩ Mod(S; 3). We also set V = V c (S) ∪ V p (S) and V 0 = V c (S) ∪ V np (S).
Let Γ (X, µ) and Γ (Y, ν) be p.m.p. actions, and denote by G = Γ X and H = Γ Y. Suppose that we have non-negligible subsets A ⊂ X and B ⊂ Y with ΓA = X and ΓB = Y, and have an isomorphism f : G| A → H| B .
As before, for any set L on which Γ acts and for any element l ∈ L, we denote by Γ l the stabilizer of l in Γ and we set G l = Γ l X and H l = Γ l Y. For v ∈ V, we denote by
Lemma 4.11. For any v ∈ V 0 , there exist a countable set N, a partition A = n∈N A n into measurable subsets and w n ∈ V indexed by n ∈ N with f(G v | An ) = H wn | f(An) for any n ∈ N.
Proof. Fix v ∈ V 0 . By Lemma 4.7 (i) and Lemma 4.8 (i), G v is nowhere amenable. By Lemma 4.7 (ii) and Lemma 4.8 (ii), G v | A satisfies condition ( * ) in Lemma 4.6, and so does the image f(G v )| B . We set M = f(G v )| B and N = f(T v )| B . Applying Lemma 4.6 to N M, we have a partition B = n B n into countably many measurable subsets such that for any n, one of the following cases occurs:
(1) There exists a w ∈ V with M| Bn = H w | Bn .
(2) All of the CRS's and the T, IA and IN systems of M| Bn and N| Bn are constant, and letting σ ∈ Σ(S) denote the value of the CRS of M| Bn , we have the following: No curve in σ is an HBC in S, no pair of two curves in σ is an HBP in S, and there exists an IA component of N| Bn . The lemma follows if for any n, case (2) never occurs. Assume that there is an n for which case (2) occurs. By Lemma 3.17, we have subgroupoids L, M 1 , M 2 and N 1 of H| Bn such that M 2 is nowhere amenable, N 1 is amenable and nowhere finite, and we have M < L, N 1 M 1 , M 2 M 1 and M 2 L, and for any non-negligible subset C of B n , we have M| C = L| C . The image of L, M 1 , M 2 and N 1 under f −1 also has the same property. Applying Lemma 4.7 (iii) and Lemma 4.8 (iii) to the groupoid G v | f −1 (Bn) = f −1 (M| Bn ) and the images of L, M 1 , M 2 and N 1 under f −1 , we obtain the equation
. This is a contradiction.
Lemma 4.12. For any v ∈ V 0 , there exist a countable set N, a partition A = n∈N A n into measurable subsets and w n ∈ V indexed by n ∈ N with f(T v | An ) = U wn | f(An) for any n ∈ N.
Proof. Fix v ∈ V 0 . By Lemma 4.11, we have a countable set N, a partition A = n∈N A n into measurable subsets and w n ∈ V indexed by n ∈ N with f(G v | An ) = H wn | f(An) for any n ∈ N. We have T v G v and thus f(T v | An ) H wn | f(An) for any n. By Lemma 4.7 (iv) and Lemma 4.9, taking a finer partition of A, we may suppose that for any n, the inclusion f(T v | An ) < U wn | f(An) holds. Applying Lemma 4.7 (iv) and Lemma 4.9 to f −1 (U wn )| An , we can find a finer partition of A so that for any n, the equation
Note that for any non-negligible subset B 1 ⊂ B and for any w 1 , w 2 ∈ V, the equation U w 1 | B = U w 2 | B implies w 1 = w 2 . This follows from that for any distinct v 1 , v 2 ∈ V, the intersection T v 1 ∩ T v 2 is trivial.
We define a map ϕ 0 : A × V 0 → V as follows: Pick v ∈ V 0 . By Lemma 4.12, we have a partition A = n A n into measurable subsets and w n ∈ V with f(T v | An ) = U wn | f(An) for any n. We set ϕ 0 (x, v) = w n for x ∈ A n . This definition is independent of the choice of the partition of A because of the assertion in the previous paragraph. 
This is a contradiction. We therefore have I(w 1 , w 2 ) = 0. A verbatim argument shows that if I(w 1 , w 2 ) = 0, then I(v 1 , v 2 ) = 0. Thus the statement follows.
By Theorem 4.4, for almost every x ∈ A, there exists a unique h ∈ Mod * (S) such that for any v ∈ V 0 , the equation ϕ 0 (x, v) = hv holds. We define ϕ(x) ∈ Mod * (S) to be this h and obtain the map ϕ : A → Mod * (S), which is measurable.
Lemma 4.14. Let η : G| A → Γ denote the composition of the isomorphism f : G| A → H| B with the projection from H onto Γ . Then, for any γ ∈ Γ and almost every x ∈ A ∩ γ −1 A, we have
Proof. We proceed in a similar manner as in the proof of [Ki06, Lemma 5.5]. Pick γ ∈ Γ and v ∈ V 0 . It suffices to show that the equation
holds, for almost every x ∈ A∩γ −1 A. Consider a non-negligible subset Z ⊂ A satisfying the following: γZ ⊂ A; there exists δ ∈ Γ with η(γ, x) = δ for any x ∈ Z; the map ϕ is constant on Z and on γZ and denote by s, t ∈ Mod * (S) its constant values, respectively; and we have f(T v | Z ) = U sv | f(Z) and f(T γv | γZ ) = U tγv | f(γZ) . The set A ∩ γ −1 A is covered by countably many such subsets as Z.
For h ∈ Γ , let Adh be the inner automorphism of G defined by
For any α ∈ V(S) and h ∈ Mod * (S), the equation ht α h −1 = t ε hα holds, where ε = 1 if h ∈ Mod(S), and ε = −1 otherwise ([Iv02, Lemma 4.1.C]). It follows that Adγ(T v | Z ) = T γv | γZ . Applying f to this equation, we get that Adδ(U sv | f(Z) ) = U tγv | f(γZ) . The left hand side equals U δsv | δf(Z) . Hence δsv = tγv holds which in turn gives the desired equation.
Proof of Theorem 4.3. The aim is to show that P(S) is taut relative to Mod
* (S). We check conditions (1) and (2) in Definition 4.2. Condition (2) follows from Lemma 2.4. To check condition (1), let (Σ, m) be a self-coupling of P(S). We set Γ = P(S) ∩ Mod(S; 3). The space (Σ, m) is also a self-coupling of Γ . To distinguish two Γ 's, we put Λ = Γ and regard (Σ, m) as a (Γ, Λ)-coupling. Pick measurable fundamental domains X, Y ⊂ Σ for the actions {e} × Λ Σ and Γ × {e} Σ, respectively. Let η : Γ × X → Λ be the cocycle defined so that (γ, η(γ, x))x ∈ X for γ ∈ Γ and x ∈ X. The map (γ, x) → (γ, η(γ, x))x defines the natural action of Γ on X, which is p.m.p. with respect to the restriction of m to X. To distinguish this action from the original action of Γ × {e} on Σ, we denote (γ, η(γ, x))x by γ · x, using a dot. We also have the natural p.m.p. action of Λ on Y. We set G = Γ X and H = Λ Y.
By [Ki09a, Lemma 2.27], we can choose X and Y so that, putting Z = X ∩ Y, we have Γ · Z = X and Λ · Z = Y. By [Ki09a, Proposition 2.29], we have the isomorphism f : G| Z → H| Z defined by f(γ, x) = (η(γ, x), x) for (γ, x) ∈ G| Z . By Lemma 4.14, there exists a measurable map ϕ : Z → Mod * (S) satisfying the equation
We define a map Φ :
Using the same arguments as in the proofs of [Ki06, Theorem 5.6] and [Ki09b, Theorem 4.4], the formula (4.1) above shows that Φ is well-defined. By definition, the map Φ is (Γ × Λ)-equivariant and by Lemma 2.4 and [Ki06, Lemma 5.8] it follows that the map Φ is also (P(S) × P(S))-equivariant. Hence, condition (1) in Definition 4.2 holds.
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Let S = S g,k be a surface. As in Subsection 4.1 above, for α ∈ V(S), let t α ∈ PMod(S) denote the Dehn twist about α and T α denote the group generated by t α . For a BP b = {β, γ} in S, let T b denote the group generated by t β t −1 γ . We define the Torelli group I(S) as the group generated by all T α and T b with α ∈ V s (S) and b ∈ V bp (S). We define the Johnson kernel K(S) as the group generated by all T α with α ∈ V s (S). We refer to [FM11, Chapter 6] for background of these groups. The main result of this section is the following:
Theorem 5.1. Let S = S g,k be a surface. Then, the following assertions hold:
(i) If either g = 1 and k ≥ 3; g = 2 and k ≥ 1; or g ≥ 3 and k ≥ 0, then I(S) is taut relative to Mod * (S). (ii) If either g = 1 and k ≥ 3; g = 2 and k ≥ 2; or g ≥ 3 and k ≥ 0, then K(S) is taut relative to Mod * (S).
The proof of this theorem follows the same outline as the proof of Theorem 4.3 above and therefore many details will be omitted. We will only state several keys lemmas in Subsections 5.2 and 5.3 which, in the same spirit as in the previous sections, provide an algebraic description of various geometric subgroupoids.
Remark 5.2. We briefly discuss the cases not covered by Theorem 5.1. Suppose g = 0.
We have V c (S) = V s (S) = V(S) and P(S) = K(S) = I(S) = PMod(S). If k ≥ 5, then by [Ki06, Corollary 5.9] PMod(S) is taut with respect to Mod * (S). If k = 4, then PMod(S) is commensurable with a free group of rank 2. If k ≤ 3, then PMod(S) is trivial.
Suppose g = 1. We have V c (S) = V s (S), V p (S) = V bp (S) and P(S) = I(S). If k ≤ 1, then both I(S) and K(S) are trivial. If k = 2, then I(S) and K(S) are isomorphic to the free groups of rank 2 and ∞, respectively, by Birman's exact sequence.
Suppose g = 2. If k = 0, then V bp (S) is empty, we have K(S) = I(S), and the group I(S) is isomorphic to the free group of rank ∞ ( [Me92, BBM10] ). If k = 1, then K(S) is not a free group because there exist two separating curves in S which are disjoint and non-isotopic. In this case we do not know whether K(S) is taut relative to Mod * (S). The main difficulty here stems from the fact that the complex of separating curves, C s (S), defined in Subsection 5.1, has simplicial automorphisms which are not induced by an element of Mod The following lemma will be used in Subsection 5.2:
Lemma 5.6. Let S = S g,k be a surface with 3g + k − 4 > 0. Let α ∈ V(S) be a separating curve in S cutting off a handle Q from S. Then θ Q (I(S) α ) is trivial.
Proof. LetS be the closed surface obtained by attaching a disk to each component of ∂S. The group I(S) acts on H 1 (S, Z) trivially. The group θ Q (I(S) α ) acts on H 1 (Q, Z) trivially because H 1 (Q, Z) is a subgroup of H 1 (S, Z) through the inclusion of Q intoS. Then the lemma follows because Mod(Q) acts on H 1 (Q, Z) faithfully.
5.2. Geometric subgroupoids for the Torelli group. Throughout this subsection, we fix the following notation: Let S = S g,k be a surface with either g = 1 and k ≥ 3; g = 2 and k ≥ 1; or g ≥ 3 and k ≥ 0. Denote by Γ = I(S) ∩ Mod(S; 3) and let Γ (X, µ) be a p.m.p. action. Define G = Γ X and denote by ρ : G → Γ the canonical projection. For any set V on which Γ acts and for any element v ∈ V, we denote by Γ v the stabilizer of v in Γ and we let Proof. The proof will be omitted as it follows verbatim as the proof of Lemma 4.6 above. We only remark that in the course of the proof, one has to use Theorem 5.5 (i) in place of Lemma 4.5. Proof. Let Q be a component of S v . Either Q is a pair of pants, Q is a handle, or θ Q (Γ v ) is non-elementary. If Q is a handle, then v is a separating curve in S cutting off Q from S, and for any R ∈ W(Q), we have ∂Q ⊂ ∂R. It follows that for any R ∈ W(Q), we have Γ R < Γ v . By Lemma 5.6, θ Q (Γ v ) is trivial, and so is θ R (Γ R ).
Lemma 5.8. Fix v ∈ V s (S) ∪ V bp (S). Let Y be a non-negligible subset of X and set
It follows that if v ∈ V s (S), then conditions (a)-(c) in Lemma 3.14 hold. If v ∈ V bp (S), then conditions (a)-(c) in Lemma 3.15 hold, where we use Theorem 5.5 (i) to check that T β ∩ Γ is trivial for any curve β of v. The lemma is proved similarly to Lemma 4.7.
Using Theorem 5.3 and the above two lemmas, one can show Theorem 5.1 (i) following the same line of proof as in Theorem 4.3. We leave the details to the reader. 5.3. Geometric subgroupoids for the Johnson kernel. Throughout this subsection, we fix the following notation: Let S = S g,k be a surface with either g = 1 and k ≥ 3; g = 2 and k ≥ 2; or g ≥ 3 and k ≥ 0. Denote by Γ = K(S) ∩ Mod(S; 3) and let Γ (X, µ) be a p.m.p. action. Denote by G = Γ X and let ρ : G → Γ be the canonical projection. For any set V on which Γ acts and for every element v ∈ V, we denote by Γ v the stabilizer of v in Γ and set G v = Γ v X. For every element v ∈ V s (S), we denote by Proof. The proof will be omitted as it follows verbatim as the proof of Lemma 4.6 above. We only remark that in the course of the proof, one has to use Theorem 5.5 (ii) in place of Lemma 4.5.
Lemma 5.10. Pick α ∈ V s (S). Let Y be a non-negligible subset of X and set M = G α | Y . Then, the following assertions hold: Proof. For any component Q of S α , either Q is a pair of pants, Q is a handle, or θ Q (Γ α ) is non-elementary. Applying Lemma 3.14 as in the proof of Lemma 5.8, we obtain the lemma.
Using Theorem 5.4 and the above two lemmas, one can show Theorem 5.1 (ii) following the same line of proof as in Theorem 4.3. Again, we leave the details to the reader.
A ME OE
In this section we summarize several applications of the tautness results proved in the Sections 4-5. Deriving measure equivalence (ME) and orbit equivalence (OE) rigidity results from the tautness property is a method which traces back to the influential work of Furman [Fu99a, Fu99b, Fu01] . Since then, this strategy was successfully applied in many subsequent developments, e.g., [BFS10, Ki06, Ki08, Ki09b, Ki10, MS04, Sa09] . Recycling these methods we obtain several new ME and OE rigidity results for large classes of surface braid groups, Torelli groups, and Johnson kernels. For the proofs of these results we will refer the reader to the relevant previous papers. For instance, recycling the method of deriving ME-rigidity from tautness used in [BFS10, Fu99a, Ki06, Ki09b] we obtain the following: Theorem 6.1. Let S = S g,k be a surface and denote by G = Mod * (S). Let Γ be a group in one of the following classes:
• Γ = P(S), where g ≥ 2, k ≥ 2.
• Γ = I(S), where either g = 1, k ≥ 3; g = 2, k ≥ 1; or g ≥ 3, k ≥ 0.
• Γ = K(S), where either g = 1, k ≥ 3; g = 2, k ≥ 2; or g ≥ 3, k ≥ 0. Then for every countable group Λ that is measure equivalent to Γ there exists a homomorphism φ : Λ → G such that ker φ is finite and φ(Λ) is commensurable with Γ . Here, we say that an ergodic p.m.p. action Γ (X, µ) is induced from a p.m.p. action Γ 0 (X 0 , µ 0 ) of a finite index subgroup Γ 0 of Γ if X 0 is a Γ 0 -invariant and non-negligible subset of X such that µ(γX 0 ∩ X 0 ) = 0 for any γ ∈ Γ \ Γ 0 .
Finally, we say that a p.m.p. action Γ (X, µ) is aperiodic if any finite index subgroup of Γ acts on (X, µ) ergodically.
It is clear from the definitions that (stable) conjugacy implies (stable) orbit equivalence for actions. The reversed implications are false in general and whenever they hold are labeled as OE-rigidity phenomena. A free ergodic p.m.p. action Γ (X, µ) is called (stably) OE-superrigid if whenever Λ (X, µ) is a free ergodic p.m.p. action which is (stably) OE to Γ (X, µ) then it follows that the actions Λ (Y, ν) and Γ (X, µ) are (stably) conjugate.
Our tautness results in combination with the technique from [Fu99a, Fu99b] provide many new examples of OE-superrigid actions. Also, as its by-product we obtain new examples of countable p.m.p. equivalence relations with trivial fundamental group. In the remaining part of the section we show the tautness property for direct products of groups in Theorem 6.1. Recall that Monod-Shalom's class C consists of countable groups Γ which admit a mixing unitary representation π on a Hilbert space such that the second bounded, π-valued cohomology group H 2 b (Γ, π) does not vanish [MS04] . First we review a few general facts on tautness. Let Γ be a countable group, and denote by Comm(Γ ) the abstract commensurator of Γ . There exists a natural homomorphism from Γ into Comm(Γ ) which is injective if and only if Γ is ICC, [Ki09b, Lemma 3.8]. If there exists a countable group G such that Γ < G and Γ is taut relative to G then it follows from [Ki09b, Lemma 3.9] that G contains Comm(Γ ) and Γ is taut relative to Comm(Γ ). Theorem 6.6. Suppose that Γ 1 , . . . , Γ n are countable ICC groups in Monod-Shalom's class C and that each Γ i is taut relative to Comm(Γ i ). Then the direct product
Proof. The proof relies heavily upon the methods used [MS04] and it is essentially given in [Ki06, Section 7] , where direct products of mapping class groups are treated. Let Γ = Γ 1 × · · · × Γ n and G i = Comm(Γ i ). We set I = { (i, j) ∈ {1, . . . , n} 2 | Γ i and Γ j are commensurable. }.
Denote by η i i : Γ i → Γ i the identity map. For (i, j) ∈ I with i < j, we fix an isomorphism η j i : Γ 0 i → Γ 0 j between finite index subgroups Γ 0 i < Γ i and Γ 0 j < Γ j . For (i, j) ∈ I with i > j, we define η j i to be the inverse of η i j . Let T be the set of bijections t : {1, . . . , n} → {1, . . . , n} such that (i, t(i)) ∈ I, for all i.
The group G 1 × · · · × G n is naturally a subgroup of Comm(Γ ). For any bijection t ∈ T there exists an element η t ∈ Comm(Γ ) induced by the isomorphism γ t(1) ), . . . , η n t(n) (γ t(n) )).
Let G be the subgroup of Comm(Γ ) generated by G 1 × · · · × G n and the elements η t . The group G is a finite extension of G 1 × · · · × G n and does not depend on the choice of η j i . Next we will show that Γ is taut relative to G. Before doing so we briefly notice that in particular this implies the equality G = Comm(Γ ) which is not necessary for the proof of the theorem.
Let (Σ, m) be a self-coupling of Γ . To distinguish the two actions of Γ , we set Λ i = Γ i and Λ = Γ , and we view (Σ, m) as a (Γ, Λ)-coupling. We will identify Γ i with the subgroup {e} × · · · × {e} × Γ i × {e} × · · · × {e} of Γ , and Γ with the subgroup Γ × {e} of Γ × Λ. Similarly, the subgroups Λ i and Λ will be identified with subgroups of Γ × Λ. proceeding as in the proof of [MS04, Proposition 5.1 and Theorem 1.16], there exists a decomposition Σ = t∈T Σ t into (Γ ×Λ)-invariant measurable subsets such that for each t ∈ T , there exist fundamental domains X t , Y t ⊂ Σ t for the actions Λ Σ t and Γ Σ t , respectively, satisfying Γ i X t ⊂ Λ t(i) X t and Λ t(i) Y t ⊂ Γ i Y t , for all i. We may assume that Σ = Σ t for some t ∈ T , and set X = X t and Y = Y t .
We set Γ i = j =i Γ j and Λ i = j =i Λ j . Let Σ i be the space of ergodic components for the action i (λ))x, for γ, λ ∈ Γ i and x ∈ Σ i . By the tautness assumption, there exists a measurable,
for all λ i ∈ Λ i and x ∈ X. Finally, one can check that this is well-defined and (Γ × Λ)-equivariant.
By [Ha08, Corollary B], all groups Mod(S g,k ), with 3g + k − 4 > 0 belong to C. Moreover, by [MS04, Proposition 7 .4], the class C is also closed under taking a normal subgroup. Thus, all groups described in Theorem 6.1 belong to C as well. Consequently, we have the following: Corollary 6.7. Let Γ 1 , . . . , Γ n be any groups as in Theorem 6.1. Then Γ 1 × · · · × Γ n is taut relative to Comm(Γ 1 × · · · × Γ n ). Next we will explain how the orbit equivalence superrigidity results obtained in the previous section can be used in combination with the uniqueness of Cartan subalgebra results proved in [CIK13] to produce new examples of (stably) W * -superrigid actions. This will include large classes of actions by many of the normal subgroups of mapping class groups considered in the previous sections. To be able to state these results we will first recall some terminology and will provide some context from [CIK13] .
Definition 7.1. Denote by C rss the collection of groups consisting of all non-elementary hyperbolic groups and all non-amenable, non-trivial free products of groups. By definition we let Quot 1 (C rss ) := C rss . For a given integer n ≥ 2, we denote by Quot n (C rss ) the collection of all groups Γ satisfying the following properties:
• there exists a family of groups Γ k , 1 ≤ k ≤ n, such that Γ = Γ n , Γ 1 ∈ C rss , and
• there exists a family of surjective homomorphisms π k : Γ k → Γ k−1 such that ker(π k ) ∈ C rss , for all 2 ≤ k ≤ n. We denote by Quot(C rss ) := n∈N Quot n (C rss ), the class of all finite-step extensions of groups in C rss .
Using recent striking classification results for normalizers of amenable subalgebras in finite von Neumann algebras due to Popa and Vaes [PV11, PV12] and to Ioana [Io12] , the following dichotomy was proved in [CIK13, Theorem 3.1]: Let Γ ∈ Quot(C rss ), let Γ (B, τ) be a trace-preserving action on a finite von Neumann algebra (B, τ) and denote by P = B Γ the corresponding crossed product von Neumann algebra. Then for any masa A ⊂ P one of the following holds: 1) a corner of A can be intertwined into B inside P in the sense of Popa [Po03, Theorem 2.1, Corollary 2.3] or 2) the normalizing algebra N P (A) has infinite Pimsner-Popa index inside P [PP86, Theorem 2.2]. For similar results regarding actions by groups extensions the reader may also consult S. Vaes and P. Verraedt's more recent work [VV14] . In particular, our dichotomy can be used to produce many new examples of free, ergodic p.m.p. group actions on probability spaces which give rise to von Neumann algebras with unique Cartan subalgebra. 
The class Quot(C rss ) is fairly large and includes many natural families of groups intensively studied in other areas of mathematics, such as all non-elementary groups that are hyperbolic relative to finite families of residually finite, infinite, proper subgroups [Os06, DGO11] ; all mapping class groups associated to punctured surfaces S g,k where g = 0, k ≥ 4, g = 1, k ≥ 1, and g = 2, k ≥ 0. 
Since by Remark 5.2 the central quotient P(S 1,k ) coincides with I(S 1,k ) for all k ≥ 3 the parts i)-ii) in the previous corollary together with [CIK13,  Theorem A] settle completely the W * -superrigidity question for all free, aperiodic actions by (direct products of finitely many) central quotients of most surface braid groups.
We conjecture that this W * -superrigidity result also holds for the remaining cases, in particular, for all free, ergodic p.m.p. actions of Torelli groups and Johnson kernels Γ = I(S g,k ), K(S g,k ) with g ≥ 3 and k ≥ 0. While we have already seen in the previous section that the OE-superrigidity holds, establishing the C-superrigidity property seems a more challenging problem, even for particular actions such as profinite or Bernoulli, as it requires a completely new technological approach.
Finally, we point out that the previous results can be exploited to produce new examples of II 1 factors with trivial fundamental group.
Proof. Notice that the ICC condition is preserved under passing to finite index subgroups. Hence, by passing to a finite index subgroup of Γ , we can assume that A is abelian. Let π H : H × A → H be the canonical projection and let
If e ∈ A is the trivial element, consider H e × {e} = (H 0 × {e}) ∩ φ(Γ ). Note that H e is a normal in H 0 and H e × {e} is normal in φ(Γ ). Since π A • φ(Γ ) = A then using the cosets decomposition of φ(Γ ) with respect to H e × {e} for every a ∈ A one can find a unique x a ∈ H 0 such that φ(Γ ) = a∈A (H e × {e})(x a , a) = a∈A (H e x a ) × {a}. Next we argue that for every a = e we can pick x a ∈ H 0 \ H e . Assuming the contrary there exists e = a 0 such that x a 0 ∈ H e and hence (x a 0 , e) ∈ φ(Γ ). This implies that (e, a 0 ) = (x −1 a 0 , e)(x a 0 , a 0 ) ∈ φ(Γ ) and since A is abelian then the conjugacy class of the non-trivial element (e, x a 0 ) in φ(Γ ) consists of one point. This however contradicts that φ(Γ ) (and hence Γ ) is ICC.
The restriction π H : φ(Γ ) → H 0 is an injective group homomorphism. Indeed if π H ((hx a , a)) = e then hx a = e and hence x a = h −1 ∈ H e . From above it follows that a = e and hence x a = e, h = e which gives (hx a , a) = e. Finally, the map π H •φ : Γ → H 0 gives the desired conclusion.
A subgroup Σ < Γ is called malnormal in Γ if for every γ ∈ Γ \Σ we have γΣγ −1 ∩Σ = e. 
Proof. The conclusion follows immediately since for every h ∈ Γ \ θ −1 (L) we have (1) There exist non-zero projections p ∈ P, q ∈ Q, a * -homomorphism φ : pPp → qQq and a non-zero partial isometry v ∈ qMp such that φ(x)v = vx, for all x ∈ pPp. (2) There is no sequence u n ∈ U(P) satisfying E Q (xu n y) 2 → 0, for all x, y ∈ M.
If one of the equivalent conditions of Theorem 8.3 holds true, then we say that a corner of P embeds into Q inside M and write P M Q. If Pp M Q, for any non-zero projection p ∈ P ∩ 1 P M1 P , then we write P s M Q. Notation 8.4. Assume that Γ and Λ are countable groups and let δ : Γ → Λ be a group homomorphism. Let Γ σ (A, τ) be a trace preserving action on a tracial von Neumann algebra (A, τ) and denote by M = A Γ the corresponding crossed product von Neumann algebra. We denote by {u γ } γ∈Γ ⊂ LΓ and {v λ } λ∈Λ ⊂ LΛ the canonical unitaries. Consider the * -homomorphism ∆ : M → M⊗LΛ defined by ∆(au γ ) = au γ ⊗ v δ(γ) , for all a ∈ A and γ ∈ Γ .
Next, we establish a few intertwining results for subalgebras of the form ∆(P) where P ⊆ M is a subalgebra. Many of these are straightforward generalizations of results from [CIK13] and some proofs will be included only for the sake of completeness. 
Proof.
We proceed by contradiction; so assume that P M A δ −1 (λΣλ −1 ), for all λ ∈ Λ. Thus there exists a sequence of unitaries (x n ) n ∈ U(P) such that for all x, y ∈ M, λ ∈ Λ we have (8.1) lim n→∞ E A δ −1 (λΣλ −1 ) (xx n y) 2 = 0.
In the remaining part we will show that (8.1) implies that for all z, t ∈ M⊗LΛ we have
which, by Theorem 8.3, further gives that ∆(P) M⊗LΛ M⊗LΣ, a contradiction. Using basic approximations it suffices to show (8.2) only for elements of the form z = au γ 1 ⊗ v λ 1 and t = bu γ 2 ⊗ v λ 2 , where a, b ∈ A, γ 1 , γ 2 ∈ Γ , and λ 1 , λ 2 ∈ Λ.
If we consider the Fourier expansion x n = γ x n γ u γ where a n γ ∈ A, for all γ ∈ Γ and n ∈ N then a basic calculation shows that
If F = ∅ then we already get (8.2), so assume there exists γ 0 ∈ F. A straightforward calculation then shows that for every γ ∈ F we have λ 1 δ(γγ 
Letting x = 1 and y = u γ −1 0 in (8.1) we see that the last quantity above converges to 0 as n → ∞ and as a consequence we get (8.2).
For further reference we also notice the following proposition whose proof will be omitted since it is very similar to the proof of [CIK13, Proposition 3.5]. 
To prove this theorem, we need the following: Lemma 8.9. The following assertions hold: Proof. We prove the assertion (i). Let T denote the Bass-Serre tree associated with the decomposition G = Λ A B. Since A is malnormal in Λ, no non-neutral element of G fixes a geodesic segment in T of length more than 2. Let us refer this fact as ( ). Let g be a non-neutral element of G. We say that g is elliptic if g fixes some vertex of T . We say that g is hyperbolic if g fixes a bi-infinite geodesic in T , called the axis of g, and acts on it by translation. It follows from [DD89, Proposition I.4.11] that any nonneutral element of G is either elliptic or hyperbolic. Let ∂T be the boundary of T . For a hyperbolic element g ∈ G, let g + and g − denote the two fixed points of g in ∂T such that for any point x of T , we have g n x → g + and g −n x → g − as n → +∞.
Claim 8.10. Let g, h ∈ G be hyperbolic elements. Suppose that there exists a point x ∈ ∂T fixed by g and h. Then g p = h q for some non-zero integers p, q, and therefore
Proof of Claim 8.10. We may assume x = g + = h + by exchanging h with h −1 if necessary. There exists a geodesic ray l starting at some vertex of T and toward x such that gl ⊂ l and hl ⊂ l. We then have positive integers p, q such that g −p h q fixes any vertex in l. By fact ( ), the equality g p = g q holds.
Let M be an amenable subgroup of G. If any non-neutral element of M is elliptic, then by [DD89, Theorem I.4.12] and fact ( ), the group M fixes a vertex of T , and is hence contained in a conjugate of Λ or B.
Suppose otherwise. We have a hyperbolic element g ∈ M. We show that any element h ∈ M fixes g + and g − . Assuming hg + ∈ {g ± }, we deduce a contradiction. If hg − ∈ {g ± }, then applying Claim 8.10 to hgh −1 and g, we have {hg ± } = {g ± }. This contradicts our assumption. We therefore have hg − ∈ {g ± }. By the ping-pong argument, we can show that the group generated by g and hgh −1 contains F 2 . This contradicts that M is amenable. It follows that hg + ∈ {g ± }. By Claim 8.10, we have {hg ± } = {g ± }. Since any element of G fixing an edge of T also fixes its two vertices, we have hg ± = g ± .
We have shown that any element of M fixes the axis of g. By measuring the translation distance, we obtain a homomorphism δ : M → Z. The kernel of δ fixes any vertex of the axis, and is therefore trivial by fact ( ). It follows that M is isomorphic to Z. The assertion (i) was proved.
The assertion (ii) can also be proved along similar argument. The assumption implies that in the associated Bass-Serre tree, for any geodesic segment of length more than 2, its stabilizer in G is trivial.
Proof of Theorem 8.8. Let 1 ≤ m ≤ s be minimal with the property that a finite index subgroup of Γ < Γ 0 embeds in a direct product of m of the H k 's (let's say w.l.o.g. H 1 , H 2 , . . . , H m ) but no finite index subgroup of Γ embeds into a direct product of m−1 of the H k 's. Denote by A = L ∞ (X) and since Γ has finite index in Γ 0 then we have that B M 0 A Γ = M. Thus there exists non-zero projections r ∈ B, p ∈ M, a partial isometry w ∈ M and a * -homomorphism θ 0 : Br → pMp such that θ 0 (x)w = wx, for all x ∈ Br. Notice that w * w = r and ww * ∈ θ 0 (Br) ∩ pM 0 p. Also we can assume w.l.o.g. that the central support of E M (ww * ) equals p. Since B ⊂ M 0 is a Cartan subalgebra then by [CIK13, Proposition 3.6] (see also [Io11, Lemma 1.5]) we can assume that C := θ 0 (Br) is also a masa in pMp and its normalizer P = N pMp (C) has finite index in pMp.
Notice that for every 1 ≤ k ≤ m the following exist:
i , where we assume that B k i is an abelian group, and that A k i is a common proper subgroup of Λ k i−1 and B i s and is malnormal in
where we assume that A k i is an abelian, malnormal subgroup of
is an injective homomorphism, and that
For any i = 1, . . . , n k , Lemma 8.9 is applicable to
Notice that any amenable subgroup of Λ is virtually abelian. By induction on i, any amenable subgroup of H k is shown to be virtually abelian.
Next, we prove the following:
Proof of Claim 8.11. Fixing k we will proceed by induction on n k . When n k = 0 we have that Λ = Λ 0 is a non-elementary hyperbolic group. Let ∆ : M → M⊗LΛ be the von Neumann algebras -homomorphism arising from δ k as described in Notation 8.4. Then, applying [PV12, Theorem 3.1] for subalgebra ∆(C) ⊂ M⊗LΛ, one of the following must hold:
(1) ∆(C) M⊗LΛ M ⊗ 1; (2) ∆(P) is amenable relative to M ⊗ 1 inside M⊗LΛ.
Assuming situation (1), then Proposition 8.5 implies that C M A ker(δ). Next assume we are in situation (2). Since P has finite index in M then by [CIK13, Lemma 2.4] we have pMp s pMp P and thus ∆(pMp) is amenable relative to ∆(P) inside pMp⊗LΛ. By [OP07, Theorem 2.4] this further implies that ∆(pMp) is amenable relative to M ⊗ 1 inside M⊗LΛ. Applying [CIK13, Proposition 3.5] we deduce that δ k (Γ ) is amenable and finitely generated. As proved right before Claim 8.11, it implies that δ k (Γ ) is virtually abelian. Now we show the induction step. We will analyze each of these cases separately. First, assume we are in situation (6). Since P has finite index in M then [CIK13, Lemma 2.4] implies that pMp s pMp P and thus ∆(pMp) is amenable relative to ∆(P) inside pMp⊗L(A n ). Hence [OP07, Theorem 2.4] gives that ∆(pMp) is amenable relative to pMp⊗L(A n ) inside M⊗L(Λ). Applying Proposition 8.6 ( whose proof is similar with the proof of [CIK13, Proposition 3.5]) this further implies that δ k (Γ ) is amenable relative to A n inside Λ. Since A n is finitely generated abelian it follows that δ k (Γ ) is finitely generated amenable and hence virtually abelian, as before.
Assume (4). Then by Proposition 8.5 we have P M A δ −1 (λB n λ −1 ). We can assume w.l.o.g. that λB n λ −1 = B n and proceeding as in the beginning of the proof of [CIK13, Theorem 3.1] we can find projections p 1 , p 2 ∈ Z(P) with p 1 + p 2 = p and p 1 = 0 such that k (Λ n−1 ) has finite index in Γ then (7) implies that δ k (Γ ) is also virtually abelian. Also if we assume (8) then combining with the above we get that C M A ker(δ k ).
Assuming (3), Proposition 8.5 gives C M A δ −1 k (λA n λ −1 ). Since H k is CSA, one can find a maximal abelian subgroup λA n λ −1 Σ < H k which is malnormal in H k and notice that C M A δ −1 k (Σ) = N. Thus, one can find non-zero projections z ∈ C and q ∈ N, a non-zero partial isometry v ∈ Mp, and a -homomorphism θ : Cz → qNq such that (8.4) θ(x)v = vx, for all x ∈ Cz.
Since C ⊂ pMp is a masa then v * v = z and q := vv * ∈ θ(Cz) ∩ qMq. Also, we can assume w.l.o.g. that the support projection of E N (q ) equals q. Moreover, as in [Io11, Lemma 1.5] we can assume that θ(Cz) is a masa in qNq. Notice that if θ(Cz) N A ker(δ k ) then using [IPP05, Lemma 1.4.5] we get that C M A ker(δ k ). So for the rest assume that θ(Cz) N A ker(δ k ). Then using the same techniques as in the proofs of [Po81, Theorem 6.1] and [Po03, Theorem 3.1] in combination with Proposition 8.2 one can show that N qMq (θ(Cz)) ⊆ qNq. Since θ(Cz) is a masa in qNq this further implies vv * = q ∈ qNq ∩ θ(Cz) = θ(Cz). If u ∈ M is unitary such that v = uz then uzu * = q and relation (8.4) implies that θ(Cz)q = uBzu * . This together with the hypothesis assumptions imply that N q Mq (θ(Cz)q ) = uN zMz (Cz) u * has finite index in uzMzu * . Thus, since N qMq (θ(Cz)) ⊆ qNq then q Nq also has finite index in q Mq . Since by assumptions these are II 1 factors if follows that δ −1 k (Σ) has finite index in Γ ; hence, δ k (Γ ) is virtually abelian.
Summarizing, in all cases we have obtained that either C M A ker(δ k ) or δ k (Γ ) is virtually abelian. Proceeding as in the beginning of the proof of [CIK13, Theorem 3.1] we therefore get the claim.
Next we argue that possibility d) in the claim never occurs. Indeed if m = 1 then this is straightforward as the group Γ is assumed non-amenable. When m ≥ 2 assume there exists k such that δ k (Γ ) is virtually abelian. Since Γ 0 is ICC then so is Γ and by Proposition 8.1 there will be a finite index subgroup of Γ that will embed in at most m − 1 of the H k 's, thus contradicting the minimality of m. This concludes the proof of our claim.
Notice that by similar arguments as before the claim still holds if we replace C by any algebra Ca where a ∈ C is a projection. Moreover, since C is a masa in pMp, ker(δ k ) are normal in Γ satisfying 8.2. Residually free groups and residually Λ-groups. Let Λ be a group. Suppose that λ is an element of Λ whose centralizer in Λ, denoted by C = C Λ (λ), is maximal abelian in Λ. The amalgamated free product Λ C (C×Z) is then called an extension of centralizers of Λ. A group obtained from Λ by a finite sequence of extensions of centralizers is called an iterated extension of centralizers of Λ.
A group H is called toral relatively hyperbolic if H is torsion-free and hyperbolic relative to some collection of subgroups, {P 1 , . . . , P s }, such that each P i is finitely-generated abelian. Any toral relatively hyperbolic group is CSA ([Gr09, Lemma 6.9], [KM12, Section 1.4]). It implies that in any toral relatively hyperbolic group, the centralizer of any non-neutral element is maximal abelian ([MR96, Remark 4]).
Toral relative hyperbolicity is preserved under taking an extension of centralizers. In fact, let Λ be a toral relatively hyperbolic group and pick a non-neutral element λ ∈ Λ. The centralizer C = C Λ (λ) is maximal abelian in Λ. Let L = Λ C (C×Z) be the extension of centralizers of Λ. By [D03, Theorem 0.1 (2)], the group L is toral relatively hyperbolic.
A group Γ is called residually free if for every γ ∈ Γ there exists a homomorphism φ : Γ → F 2 such that φ(γ) = 1. A group Γ is called fully residually free if for every finite subset F ⊂ Γ there exists a homomorphism φ : Γ → F 2 such that φ(γ) = 1, for all γ ∈ F. It is well known that the class of finitely generated, fully residually free groups coincides with the class of limit groups in the sense of Sela . Notice that any iterated extension of centralizers of Z is Z n for some n ∈ N, and is a subgroup of an iterated extension of centralizers of F 2 . We may therefore assume that each H i is an iterated extension of centralizers of a finitely generated, non-abelian free group F i , and is obtained from F i by finite iterated steps of amalgamation of the type described in Notation 8.7. The corollary follows from Theorem 8.8.
Fix a group Λ. A group Γ is called residually-Λ if for every γ ∈ Γ there exists a homomorphism φ : Γ → Λ such that φ(γ) = 1. When we have the stronger property that for every finite set F ⊂ Γ there exists a homomorphism φ : Γ → Λ such that φ(γ) = 1, for all γ ∈ F, then Γ is called fully residually-Λ. We refer to [Gr05, Gr09, KM13, KM12] for details on (fully) residually Λ-groups when Λ is hyperbolic, or more generally toral relatively hyperbolic. Proof. It follows from [KM13, Theorem 3.21] that there exist iterated extensions of centralizers of Λ, H 1 , . . . , H s , such that Γ is a subgroup of the direct product H 1 × · · · × H s . The results mentioned in the beginning of this subsection imply that each H i is toral relatively hyperbolic and is obtained from Λ by finite iterated steps of amalgamation of the type described in Notation 8.7. The corollary follows from Theorem 8.8.
