The control process for a chaotic system as proposed by Ott, Grebogi and Yorke (OGY) is investigated for systems with a one-dimensional Poincaré map. The calculation of the Poinaré map for the controlled system turns out to be an instructive method to analyze the mechanism of OGY control. We introduce the notion of a region of immediate capturing, characterizing the maximum control region that guarantees success of OGY control. Concerning the mean time to achieve control, we show that the simple probability argument in OGY's original paper has to be refined. The exponent of OGY's asymptotic power law is not affected by this detail, but the scale factor is incorrect. For the case of one-dimensional maps we derive a modified law for the dependence of the mean time to achieve control on the size of the control region. In contrast to OGY's prediction this formula is also valid for large control bounds and fits well with numerical calculations. The revised statistical argument is corroborated by investigating the time evolution of the density during control. This approach allows an alternative determination of the mean time to achieve control. The evolution of a stationary density shape is demonstrated, which notably differs from the invariant density even for moderate control bounds. This observation explains minor deviations from the modified law that can be found especially for large control bounds.
Introduction
The control method for chaotic systems proposed by Ott, Grebogi and Yorke [Ott et al., 1990] has attracted considerable interest in the last few years. For a review of recent advances see [Kennedy & Ogorzalek, 1997; Schuster, 1999] . The basic idea is to stabilize a periodic orbit in the chaotic attractor by using linear discrete time control on the induced Poincaré map φ. It is crucial here that control is activated only, if the trajectories are sufficiently close to the stabilized fixed point. We will call the corresponding neighborhood the control region C ε . Switching on control only in a small neighborhood is important in order to turn the whole chaotic attractor into a basin of attraction of the controlled periodic orbit. Linear control without this restriction may fail to capture trajectories that are too far away from the fixed point. Even worse, due to the change of dynamics induced by the applied feedback, the trajectories might leave the attractor basin and control would fail. In order to describe the situation more clearly, we calculate the Poincaré map of the controlled system and introduce the notion of a region of immediate capturing in Sec. 2.
For the stabilization of an unstable periodic orbit every parameter λ of the system can be used, as long as the discrete linearized system is controllable from this parameter. The Poincaré map φ then also depends on the control parameter λ, i.e. z k+1 = φ(z k , λ k ) .
(1)
We assume that z * is an unstable fixed point of the Poincaré map (1) for the nominal value λ * of the control parameter. We thus have
For values of z k close to this unstable periodic orbit and values of λ k close to λ * the map (1) can be approximated by the linear discrete time system
where x k = z k − z * and u k = λ k − λ * are the deviations from the nominal values in standard control notation for states and input. The (onedimensional) system matrices are given by
Now according to [Ott et al., 1990 ] a linear state feedback
is applied to system (2). We remind that this control is only applied within a certain region C ε = {z, |z − z * | < ε} around the fixed point, which we will call the control region. Substituting the control law (4) into (2) yields
Thus the closed loop system is stable as long as |eig(A − BK)| < 1 .
In [Romeiras et al., 1992] the pole placement technique is proposed for determining K. The unstable system poles are shifted to the origin, while the stable ones are left unchanged. For a onedimensional map the system has only a sole unstable pole. Thus for eig(A − BK) = 0 we get
In this case (known to control engineers as deadbeat control) we have x k+1 = 0, i.e. the error for the linear system already vanishes in the step immediately after entering C ε .
The success of the OGY switching technique relies on the mixing property of the attractor. Only this ensures that all trajectories will eventually come sufficiently close to the fixed point. Obviously there is a trade off between the size of the control region and the mean time for capturing all trajectories, which is usually termed the mean time to achieve control τ . The analysis becomes simple, if the control region C ε is small enough. Then linear control captures all the trajectories entering the control region. For this asymptotic case a power law for τ (ε) was derived in [Ott et al., 1990; Romeiras et al., 1992; Grebogi & Lai, 1994 , 1999 
The exponent γ can be calculated from the dimensions of the stable and the unstable manifold of the uncontrolled attractor at z * . In the case of onedimensional systems we have γ = 1, see [Grebogi & Lai, 1994 , 1999 . In the papers cited above the size of C ε was characterized via |u| < δ. Because we will only discuss the one-dimensional case, it is more natural to use the corresponding region in phase space |x| = |z − z * | < ε for the characterization of the control region, where δ = |K|ε according to (4). The scaling factor c did not get much attention in the investigations in [Ott et al., 1990; Romeiras et al., 1992] . However the derivation of (8) was based on a statistical argument that does not give the correct result for the factor c, which turns up in [Grebogi & Lai, 1994 , 1999 , where c is calculated explicitly. The probability for a trajectory to hit the control region C ε was assumed to be equal to the invariant measure µ * (C ε ) of the control region during the whole control process. This suggestive assumption neglects the fact that the control region contains an unstable fixed point. If we are interested in the number of trajectories entering C ε from outside, we may alternatively consider the trajectories leaving C ε , which in the steady state balance those entering it. With an unstable fixed point contained in C ε , the number of trajectories leaving C ε is no longer µ * (C ε ), but has to be corrected for the number of trajectories µ * (φ −1 (C ε ) ∩ C ε ) staying inside C ε . We use this to derive a modified formula for τ (ε), leading also to a corrected expression for the scale factor c in the asymptotic power law (8). This prediction closely fits the numerical experiments also for large control bounds, see Sec. 4.
The second point we will investigate in this paper is the (implicit) assumption in OGY's statistical argument that the density shape does not change during the control process. It is intuitively clear that this cannot be true, except for an infinitesimally small control region. We will investigate in Sec. 5 how large the changes in density actually are.
While the numerical calculations concerning OGY control usually were done with an ensemble of trajectories, we additionally calculated the time evolution of the density using a discretization of the Perron-Frobenius operator. This provides an alternative for calculating the mean time to achieve control, which has not attracted much attention so far. It turns out that even in the case of a small control region there is a distortion of the density shape close to the controlled fixed point, which once more is due to the presence of the fixed point inside C ε . For large control activation bounds the distortion of the density shape affects the whole attractor, leading to a notable correction in the mean time to achieve control. In both cases, after a short transient, a stationary shape develops that decays exponentially in the sequel. The mean time to achieve control can alternatively be calculated from the sequence of transient densities, confirming the Monte Carlo simulations with the trajectory ensemble.
The paper is organized as follows. The problems concerning the stability range of OGY control are investigated in Sec. 2. The variation of the control bound is made transparent by investigating the map of the controlled system. We introduce the notion of the region of immediate capturing, which will be helpful in characterizing the closed loop dynamics. We illustrate this concept for the logistic map. In Sec. 3 we extend the discussion to a more complicated system, namely a chaotic relay system, for which some previous investigations have been presented in [Klinker & Holzhüter, 1997; Holzhüter & Klinker, 1998 ]. The modified formula for the time to achieve control is derived in Sec. 4. The result is compared to a simulation for the logistic map. In Sec. 5 we investigate the evolution of the density during control, which further illustrates the corrections in the formula for τ (ε). The time to achieve control is calculated from the density evolution and compared to the formula derived in Sec. 4. In the end, in Sec. 6 we present further simulations for the relay systems. We calculate the invariant and transient densities as well as the time to achieve control as a function of the control bound.
The Region of Immediate Capturing
As already discussed in the introduction, due to the nonlinearity of the original system, the outcome of OGY control is easy to assess only in the case of small control regions. As a simple example we discuss these issues for the logistic map
(9) Figure 1 shows the map of the controlled system for λ * = 4 and for a control region ε = 0.2. It might seem a problem, that for λ * = 4 there is no control range left because for λ > 4 the logistic map is unstable. However this does not pose a problem. One has to look at the closed loop system, which is by no means unstable, as will become obvious in the sequel. The linearized system for control of the fixed point z * = 3/4 is given by
where we used deviation variables x k = z k − z * and u k = λ k − λ * . The deadbeat gain (7) can easily be calculated as
We remark that the choice of the gain K according to (7) generally results in a zero slope of the controlled map at the fixed point. Obviously the unstable fixed point z * can only be directly stabilized in the shaded region. This is due to the unstable fixed point at z = 0.625, which arises from closed loop dynamics. When using a C ε larger than the shaded region R, trajectories entering C ε \R are Fig. 2 . Magnification of the controlled logistic map around the fixed point for ε = 0.11. The controlled map is indicated as the thick black curve. The green shaded region is C * , the red shaded region is the maximum Cε ⊂ R, the yellow shaded area is R. The overlapping of these regions is indicated at the upper boundary. The green and the yellow lines indicate the construction of the sets C * and R respectively. The red line with arrows indicates a sample trajectory escaping from Cε\C * .
not captured by the linear control (4), but will leave the control region C ε again after a few iterations. Thanks to the mixing property of φ they will reenter C ε at some later time, and are eventually captured in R. We will call the shaded region the region of immediate capturing R. We note that it depends on the chosen feedback gain K. The arguments above suggest that the control region should be chosen
There is however a further complication, which is illustrated in Fig. 2 . We assume for a moment that the control region C ε (red shaded region) is chosen larger than the green shaded region, but contained in R. Then there are trajectories which start in the red shaded area on the far right, which are mapped to points outside the control region C ε on the left, and therefore are not captured immediately. This happens, because in the red shaded area the controlled map is situated below the dashed line with slope −1. Thus using symmetric control regions, as is usually the case, the maximum region of immediate capturing may be a little bit smaller than the maximum C ε inside R. For ensuring an immediate capturing of trajectories entering C ε the control region must not be larger than the green shaded region. The corresponding control bound is given by
where z l and z r are the points of intersection of the controlled map with the straight lines with slopes ±1 passing through the fixed point. This region is the maximum (symmetric) control region that ensures instantaneous capturing of trajectories. We will denote this region by C * and call it the sphere of immediate capturing. We remark that the ε given by (12) is not the maximum value of ε leading to stable OGY-control. However, if we choose a larger ε the situation is complicated to analyze and typically the decrease in the mean time to achieve control is only small or even negligible. We will discuss this in more detail in Secs. 4 and 5. Thus when using OGY control one has to be careful in distinguishing attracting sets. The aim of OGY control is to turn the whole basin of attraction of the (uncontrolled) chaotic attractor into a basin of attraction for the stabilized orbit. A certain neighborhood of the stabilized orbit can be identified, where all trajectories of the closed loop system remain in this neighborhood, and are directly attracted to z * . We already termed this set the region of immediate capturing R. This set however is not symmetric with respect to z * . The maximum symmetric set with this qualification was termed the sphere of immediate capturing C * . We thus have to consider the following sets:
Region of immediate capturing of z * C * Sphere of immediate capturing of z * For the logistic map with λ = 4 the chaotic attractor A and its basin of attraction B are identical A = B = [0, 1]. If C ε ⊂ C * the situation is simple and safe. Control is activated, if the trajectory is inside the sphere of immediate capturing, and thus the trajectory cannot escape again. If the control region is larger than this, control may be successful, but the analysis typically is very involved. We will show an example for the existence of a maximum stabilizing control region in Sec. 3. If C ε exceeds this region, the controlled system becomes unstable. We remark that the size of the region of immediate capturing can also be used to characterize the sensitivity of OGY control. In [Holzhüter & Klinker, 1998 ] this was done to quantify the reduced sensitivity of multistep OGY control for higher period orbits compared to one-step control.
Control of a Chaotic
Relay System
We will now present an example of a more complicated system which further illustrates the usefulness of the notion of the region of immediate capturing.
In particular it will turn out that for large control regions some trajectories even escape from the attractor and thus OGY control is destabilizing the system. The system under consideration consists of a relay and a linear subsystem, as illustrated in Fig. 3 . The relay toggles between two states and has a symmetric input-output characteristic with hysteresis. Without loss of generality we assume for the switching thresholds y = ±1 as well as u = ±1 for the switching heights. The linear subsystem is a harmonic oscillator with damping −ζ. This system was first proposed by Cook [1985] . Introducing the state variables x 1 = y and x 2 =ẏ, the state space equations can be written aṡ
We note that the phase space is a subspace of R 2 × {−1, 1}, namely it consists of two half-planes, overlapping in the hysteresis zone. The relay output u = x 3 can be taken as a third (discrete) state variable which only takes on the values x 3 = ±1. For 0 < ζ < ζ 0 with ζ 0 ≈ 0.06735, trajectories starting sufficiently close to one of the unstable equilibrium points (x 1 , x 2 ) = (1, 0) and (x 1 , x 2 ) = (−1, 0) cannot leave a bounded region in state space. The relay system exhibits chaotic behavior. The dynamics of this relay system is studied in detail in [Klinker & Holzhüter, 1997; Holzhüter & Klinker, 1998 ]. For each starting point (x 1 , x 2 ) = (1, z), z > 0, on the right switching line x 1 = 1 the next switching point (x 1 , x 2 ) = (−1, −w), w > 0, on the left switching line x 1 = −1 can be calculated. The solution of the system equations (13) and (14) is given by
where γ = 1 − ζ 2 . By setting x 1 (τ ) = −1 and x 2 (τ) = −w, where τ is the time between two successive switches of the relay, and eliminating τ from these equations, we get the desired Poincaré map w = φ(z) or z k+1 = φ(z k ) respectively. Due to the symmetry all subsequent switching points are generated by repeated application of φ. The Poincaré map of the system for ζ = 0.05 is shown in Fig. 4 . For ζ = 0.05 the chaotic attractor is the interval A = [0, ν], with ν = 1.8213. Its basin of attraction is given by B = [0, µ), with µ = 2.7352 which is limited to the right by an unstable fixed point. We note that for ζ = ζ 0 as given above we have A = B. More details on this system, e.g. the dependence of µ and ν on ζ can be found in [Klinker & Holzhüter, 1997; Holzhüter & Klinker, 1998 ].
As control parameter λ we use small variations in the height of the relay output about the nominal value ±1. Alternatively small variations in the gain of the linear subsystem around unity may be used, see [Holzhüter & Klinker, 1998 ] for details. We will investigate the stabilization of the fixed point z * = 1.4226. Figure 5 shows the Poincaré map of the controlled system for a control region with ε = 0.5. For smaller control regions the Poincaré map of the uncontrolled system from capturing R is shown dark shaded in Fig. 5 . It is limited to the right by the unstable fixed point located at z = 1.5752 and to the left by the discontinuity located at z = 1.3013. We note that in this case the sphere of immediate capturing C * is just the largest C ε with C ε ⊂ R because the discontinuity on the left poses a tighter limit on ε than the intersections with the cone with slopes ±1 starting in z * .
In Fig. 6 the dark shaded regions at the boundaries of C ε make obvious that the control region is chosen too large. A sample trajectory, starting just outside the region of immediate capturing, is shown to escape to infinity. Thus OGY control fails in this situation. If C ε is reduced such that the darkshaded regions do no longer appear, then escaping is no longer possible. Thus the light shaded region in Fig. 6 is the maximum stabilizing control region, which we will denote by C max . In the present case C max exceeds the attractor A, but is naturally included in its basin of attraction B. This gives rise to very complicated closed loop dynamics, because trajectories that already entered C ε may escape to the attractor basin again, thus elongating the time until they return to the attractor and eventually to C ε again.
The discussion above illustrated that for successful OGY control it is advisable to choose ε such that C ε is not larger than the region of immediate capturing R. If ε is chosen larger, stability or at least the mean time to achieve control are difficult to establish.
Time to Achieve Control
The derivation of the power law (8) for the mean time to achieve control in [Ott et al., 1990; Romeiras et al., 1992] was based on a simplified statistical consideration that leads to a wrong factor c, while the exponent in the power law is perfectly correct. This did not turn up in the above papers, because the factor c was not used explicitly. But it becomes obvious from [Grebogi & Lai, 1994 , 1999 , where c is calculated explicitly for one-dimensional maps. The emphasis in the above papers was on the verification of the power law and the factor c anyhow is difficult to evaluate for maps of dimensions higher than one. We will review OGY's derivation first and discuss the modifications and refinements afterwards.
OGY use the following argument for the calculation of the mean time to achieve control. A typical orbit will bounce around on the uncontrolled chaotic attractor for a long time before it falls in the interval C ε . At any given iterate the probability of falling into C ε is equal to µ * (C ε ), where µ * is the invariant measure on the uncontrolled chaotic attractor. Assuming that this statistical situation remains unchanged during the whole control process, i.e. the probability for a trajectory to hit C ε is equal to µ * (C ε ) for all time steps, to achieve control one gets for the mean time
This simply is the mean value of a geometric probability distribution where the time step when the control is switched on is counted as step number one. Considering one-dimensional maps and using the invariant density * (z) generating the invariant measure µ * on the chaotic attractor one gets for small values of ε
where z * is the fixed point at the center of C ε . With (17) it follows
which is just the power law (8) with c = 1/(2 * (z * )). As we will show later, this result is not in agreement with numerical simulations. We will now refine the probabilistic arguments in order to derive the correct form of the dependence τ (ε). If not stated otherwise, in the following we will tacitly assume that the control region is small enough to ensure direct capturing, i.e. C ε ⊂ C * . The central point neglected in OGY's argument is that the control region contains an unstable fixed point of φ. The probability to find a trajectory already inside the control region C ε when the control is initially switched on, is indeed given by the probability in OGY's original derivation
because we start in the equilibrium state. However, in the first control step afterwards the probability for a trajectory outside C ε to enter C ε is no longer given by p 0 . As a first small correction we must take the conditional probability p 0 /(1 − p 0 ) to enter C ε under the condition that it could have been outside before. This argument is relevant only for larger control regions. The next more severe correction is the following. Because C ε is a neighborhood of the unstable fixed point z * , there is a certain fraction of trajectories that start in C ε , but would not leave it after that time step. The measure of these trajectories is µ * (φ −1 (C ε ) ∩ C ε ). The notation φ −1 (C ε ) ∩ C ε identifies the inverse image of C ε under φ which is contained in C ε . Because in the stationary case the number of trajectories entering C ε is equal to the number leaving it, we get for the conditional probability of a trajectory starting from outside C ε to hit C ε in the next controlled step
For the mean time τ to achieve control we thus have
Here we counted the step, in which OGY control is switched on, as the step number zero. We preferred this enumeration because control is instantaneously achieved in this initial step for all those trajectories already inside C ε . With (20) and (21) we get
Using the definition
and the approximations (18) as well as
we finally get
For sufficiently small values of ε Eq. (26) reduces to
in accordance with the power law (8) and we have c = 1
Contrary to OGY's derivation, formula (26) leads to a factor c that agrees with simulation results, and in addition it is valid also for larger values of ε. We note that only if the slope φ (z * ) at the fixed point becomes large, the factor c in (28) approaches the factor c in (19) derived by OGY. The considerations above also apply to dynamical systems with a twoor higher-dimensional Poincaré map. However, we leave a detailed analysis to further research. We now present numerical simulations to confirm the prediction from formula (26) for the mean time to achieve control. Usually such simulations are done via the Monte Carlo method, i.e. a convenient number of sample trajectories is observed, until a sufficiently large fraction of them has been captured, see e.g. [Ott et al., 1990; Romeiras et al., 1992] . In this section we will use this approach too. We already noted that there is an alternative, which we will make use of in Sec. 5, namely the calculation of the evolution of density via the Perron-Frobenius operator.
We will show Monte Carlo calculations for the logistic map. As the appropriate starting condition for the Monte Carlo experiment, usually the distribution of starting points is adjusted to the invariant density through an appropriate number of iterations in advance. For the logistic map with λ = 4 treated here the invariant density is given analytically by * (z) = 1 π
Thus we can instead create a sample of starting points already distributed according to the invariant density * (z) as given in (29) by transforming uniformly distributed sample points z k with the distribution function related to (29)
Then the transformed pointsz k = Γ −1 (z k ) = sin 2 ((π/2)z k ) obey the density * (z). We now take a sufficient number N 0 of starting points and determine, how many iterations {τ j } with j = 1, . . . , N 0 (26), (-·) dependence according to (27) .
are necessary for each orbit to hit the interval C ε . Then the mean time to achieve control τ is simply given by the mean value τ = 1/N 0 N 0 j=1 τ j . Figure 7 shows the dependence of τ on the control bound ε calculated from a sample of N 0 = 10 5 starting points. It is obvious that the prediction from (19) has the wrong scaling coefficient. For small control bounds the asymptotic power law (27) with the correct factor c perfectly fits the numerical results. However for a control bound ε > 0.01, Fig. 7 shows a significant deviation from the asymptotic law, which to a large extent is predicted by the refined formula (26).
There is still a slight deviation of the numerical results from (26), which cannot be explained by statistical errors. In fact, there are additional approximations in formula (26). But even using (23) directly leaves us with about the same deviation. We will show in Sec. 5 that these deviations can be attributed to the change of the density shape during control, which was neglected in the derivation of (26).
Evolution of Density During Control
If a chaotic system is not controlled, the density approaches the invariant density. In the controlled system the stabilized fixed point z * ultimately will attract all trajectories, and therefore the limiting density becomes a δ-function. It might therefore seem useless to investigate the densities in the controlled case. However, analysis of a control process is also concerned with the transients, not only with the stationary limit. Thus the investigation of the time evolution of the density can serve as an alternative to Monte Carlo calculations, which takes a different perspective and may be computationally attractive.
The time evolution of the density k under the map φ is described by the Perron-Frobenius oper-
where k ∈ L 1 . The invariant density * on the chaotic attractor is obviously a fixed point of the operator P φ . More details concerning invariant measures of one-dimensional iterated maps can be found in e.g. [Lasota & Yorke, 1973; Collet & Eckmann, 1980] . A simple calculation yields that the PerronFrobenius operator can also be written in the form
where the sum goes over all inverse images ζ l of z = φ(ζ l ) under φ. The transient behavior of the controlled chaotic system now can be studied by starting with the invariant density * (z) and observing the time evolution of density during control. As a computationally simple example we will demonstrate the general ideas for the tent map. As control parameter λ we use the maximum or folding point, which is λ * = 0.5 for the uncontrolled map. The resulting map, which is called the skew tent map, is thus given by
We stabilize the fixed point at z * = 2/3. It can easily be seen that the linearization of the map around the fixed point is given by the system
where x k and u k denote deviations from the nominal values as in (2). Linear state feedback according to (4) leads to a feedback gain of K = −1.5.
It is easy to write down the first few iterations of the density analytically. At the very beginning of OGY control the whole region C ε is captured. When considering the next step, it is important that C ε contains the unstable fixed point z * . This observation was also the key point in the improved derivation of the time to achieve control in Sec. 4. Due to the diverging character of the map φ around the fixed point, the region C ε would have delivered trajectories to region φ(C ε ) ⊃ C ε in the uncontrolled case. Due to control this flow is now missing, and so the density in the uncontrolled region φ(C ε )\C ε decreases.
As a simplification and also for better visualization we will replace the controlled map inside C ε by the identity map. This does not change the evolution of the density outside C ε , but prevents the singular concentration of density into the point z * . This modification also turns out to be advantageous for the numerical calculation presented later.
With 0 = * = 1 and using (32) after the first iteration we have
In the next steps the argument can be repeated, with the distortion of the density function progressively affecting φ (1) (C ε ), φ (2) (C ε ), . . . . The density for the first three iterations for ε = 0.01 is shown in Fig. 8 . Unless φ (k) (C ε ) is not too large the density outside φ (k+1) (C ε ) is not affected in the next step and remains to be unity. After some iterations the size of the affected range of z has grown into the left half of the unit interval. Then the mixing process starts and the density of the whole attractor is affected. After a short transient, a stationary density shape develops outside C ε , which decays exponentially in the sequel. This stationary density shapẽ
is shown in Fig. 9 . Here C ε denotes the complement of C ε with respect to the whole attractor, i.e. the unit interval in this case, and µ k (C ε ) is the total measure of uncaptured trajectories at step k (38) is given as the dashed horizontal line. The inversely mapped control region φ −1 (Cε)\Cε is shown dark shaded.
We remark that the derivation of the formula for the mean time to achieve control in Sec. 4 (as well as OGY's original derivation) implicitly relies on the assumption of an invariant density shape, remaining identical to that of the invariant density * (z) of the uncontrolled system. For the case of the tent map with * = 1 the normalization according to (36) would lead tõ
which is indicated by the dashed line in Fig. 9 . The obvious difference of the stationary shape from this hypothetical shape leads to a slight deviation of the mean time to achieve control from (26), as we will discuss later. We note that for small control regions the exponential funnel around z * also becomes small. The size ratio of successive affected regions φ k (C ε ) is determined by |φ (z * )|. With φ (z * ) = −2 as in our example, the density in the newly affected regions during the first few iterations is given by
Thus while the size of the affected regions exponentially increases, the amount of "missing" trajectories exponentially decreases, leading to a constant decrease of µ k (C ε )
in the first few iterations, until the mixing starts. Therefore the decay rate of measure µ k (C ε ) outside C ε , defined by
with k = 1, 2, . . . is slightly increasing during the first few iterations, see Fig. 10 . Only in the first step the rate is equal to p 1 given by (21). The rate increase goes on until mixing starts and the density rapidly settles to the stationary shape. From then onwards the density of the whole attractor outside C ε decreases exponentially, as can be seen from the settling of the rate in Fig. 10 . We note that the monotone increase at the beginning may disappear if the control region is so large that mixing starts after the first iteration. The stationary value r ∞ is higher than the value p 1 predicted from (21), which is the dashed lower line. This difference is due to the distortion in density shape that was already discussed in connection with Fig. 9 . The stationary decay rate is given by
Here φ −1 (C ε )\C ε denotes all inverse images of C ε under φ outside C ε . For the tent map only the left branch contributes to the capturing of trajectories, which is indicated by the dark shaded area φ −1 (C ε )\C ε in Fig. 9 . The decay rate resulting from (42) is shown in Fig. 10 as the dash-dotted horizontal line, which perfectly fits the settled value of the decay rate. Thus we observed a (slight) deviation from the probability arguments discussed in Sec. 4. The distortion of the density shape changes the decay rate of the measure of uncaptured trajectories µ k (C ε ) and thus will also alter the mean time to achieve control.
In the Monte Carlo approach the mean time to achieve control is defined as an ensemble average. Using the density approach discussed above, we may alternatively relate τ to the decrease of the measure outside the control region
Because of the settling of the decay rate observed in Fig. 10 , the infinite sum (43) can be split into n transient terms, and an infinite sum of terms reflecting the exponential decay of measure, while maintaining the stationary density shape˜ . The latter corresponds to the settling of the decay rate and thus can be evaluated from r ∞ . We thus get The calculation of the mean time to achieve control from the evolution of density from (44) may serve as a computational alternative to the Monte Carlo simulations discussed in Sec. 4. The results obtained along this route coincide with those from Monte Carlo calculations and are shown for the tent map in Fig. 11 . As in Fig. 7 , they are in good agreement with the prediction from (27) for small ε. For large ε most of the deviation from the power law is predicted by (26). However, there are still some small deviations from that law, which also show up in Monte Carlo simulations as presented in Figs. 7 and 13. In the light of the above discussion, these deviations have to be attributed to the change in density shape and the resulting deviation in the decay rate of measure as shown in Fig. 10 . During the control process the shape changes from the original invariant density to the stationary shape˜ , for which an example was shown in Fig. 9 . In the limit of small control bounds ε the distortion of shape becomes negligible for the cases discussed here.
Results for the Relay System
In this section we present results for OGY control for the chaotic relay system already introduced in Sec. 3. We calculate the invariant density and the evolution of density during the control process. The mean time to achieve control according to (26) will be compared to the numerical results for this more intrigue system. Although the Poincaré map φ of the relay system shown in Fig. 4 has infinite many branches we can use (32) to calculate the time evolution of density, because all the branches are self-similar. Thus the infinite sum in (32) can be split into a finite sum and an infinite rest, which can be evaluated as a geometric progression using Taylor expansion for (z) at z = 0. Note that dφ/dz can be calculated analytically for this Poincaré map, see [Klinker & Holzhüter, 1997] for details. We stabilize the unstable period 1 orbit corresponding to the fixed point z * = 1.4226 of the Poincaré map, see Fig. 4 . The invariant density can be calculated via the Perron-Frobenius operator (32), starting with the constant density 0 (z) = 1/ν. The existence of an invariant density function * (z) for the relay system is guaranteed by the fact that
for all positive integers n and the theorem of Li and Yorke [Lasota & Yorke, 1973] , where A = [0, ν] with ν = 1.8213 denotes the chaotic attractor of the relay system. The convergence of the sequence k = P φ ( k−1 ) is assured, because the unity eigenvalue corresponding to the fixed point * of the Perron-Frobenius operator is dominant. The resulting invariant density * (z) is shown in Fig. 12 .
We will now use (32) to calculate the evolution of density during OGY control. As discussed in Sec. 5, for small control bounds ε the shape of the invariant density practically remains undistorted during decay, apart from the exponential funnel around C ε shown in Fig. 9 . If the control bound is chosen larger, the shape of the density on the whole attractor is changing during control and thus the decay rate is changed. In Fig. 13 the dependence of τ on the control bound ε is shown for the relay system for a range of the control bounds up to the maximum allowed value ε = 0.45. The time to achieve control τ was calculated via the transient densities, as discussed in Sec. 5. We chose a grid of n = 10 000 points uniformly spread over the attractor A = [0, ν].
For comparing the density approach to the Monte Carlo method, Fig. 13 also includes results from simulations with N 0 = 128 sample trajectories. We chose uniformly distributed initial conditions and iterated each of them for the uncontrolled system a sufficient number of times (500 iterates) until they are distributed over the chaotic attractor according to the invariant measure. Then control was switched on as specified by (4) and the capturing time was observed.
As in Figs. 7 and 11 it can be seen in Fig. 13 that the prediction from (19) has an offset due to the incorrect value of c, while the asymptotic power law (27) is in good agreement with the data for small control bounds. For larger control bounds τ becomes smaller as can be expected from (26), which is given as the solid curve.
We recall that for the relay system the sphere of immediate capturing C * is just the largest C ε with C ε ⊂ R. If C ε exceeds the region of immediate capturing R, the expected further decrease of the time to achieve control is only little. In Fig. 13 this is reflected by the saturation in τ that is observable on the right of the dotted vertical line, which indicates the maximum value of ε with C ε ⊂ R. Figure 14 shows the stationary density shape˜ (z) for a control bound ε = 0.2 in the saturation range. We recall from Sec. 3 that in this case the control region C ε is still contained in the chaotic attractor A, although it is larger than the region of immediate capturing R. In such cases we generally have to use C ε ∩ R instead of C ε as the effective capturing range in (37) and the subsequent formulas. For such a large ε the distortion of shape significantly affects the whole attractor. In particular, there is a significant concentration of measure directly above the right boundary of R.
Conclusions
Some more sophisticated aspects of the OGY control process were studied in detail for onedimensional maps. The calculation of the map of the controlled system turns out to be an interesting method to visualize and analyze the mechanism of OGY control, which lead to the notion of a region of immediate capturing for the stabilized orbit. An analytical formula for the mean time to achieve control as a function of the control bound was obtained. The derivation was based on a refinement of OGY's statistical argument. This was corroborated by investigating the time evolution of the density during control. A stationary shape was found to develop, which differs from the invariant density of the uncontrolled system even for moderate control bounds.
The results were derived for systems described by one-dimensional (Poincaré) maps. We emphasize however that in particular the correction of the statistical argument is equally relevant for systems of higher dimension. We leave this generalization to further research.
