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RESUMEN 
Es común que los datos se dan como valores discretos, y es posible que se requiera estimar el valor de un punto 
entre estos valores discretos, realizar predicciones o probar hipótesis. Además, se puede necesitar una versión 
simplificada de una función complicada. Las aplicaciones para esto se conocen como ajuste de curvas, porque en 
general no se conoce la curva exacta y tan solo se halla una curva aproximada. Existen dos métodos: 
- 	 Regresión por mínimos cuadrados. 
- 	 Interpolación. 
ABSTRAC 
fi is common that the data are given like discreet values, and it is possible that you require to be considered the 
value of a point among these discreet values, to carry out predictions or to prove hypothesis. One can also need a 
simplified version of a complicated function. The applications for this are known like adjustment of curved. This is 
because in general the exact and so alone curve isnot known he/she is an approximate curve. Two methods exist: 
- 	 Regression for square minima. 
- Interpolation. 
I. REGRESIÓN POR MÍNIMOS CUADRADOS 
Regresión Lineal 
La regresión lineal es un técnica para 
determinar la mejor línea recta que pasa entre un 
conjunto de observaciones definidas por puntos 
(x,, y,), (x, , y,), ....(x, , yl) La ecuación puede 
expresarse como: 
y = a0 + a,x + e 
Donde: 
Y 	 Es el valor verdadero 
a, y a, son la ordenada al origen y la 
Pendiente de la línea recta 
Respectivamente. 
es el error o diferencia entre el modelo 
y las observaciones, el cual se 
representa al reordenar la ecuación 
Como: e = y - a, - a,x 
a, + a,x es el valor pronosticado de la variable 
Dependiente. 
Cuantificación del Error 
La media aritmética () de una muestra se 
define como la suma de los datos individuales 
(yi) dividida entre el número de puntos (n), o: 
Y= 
	 cle = 1 	 n 
La desviación estándar ( S, ) es la medida más 
común del espaciamiento de una muestra alrededor 
de la media: si las mediciones están muy 
espaciadas alrededor de la media, la desviación 
estándar será grande; si están agrupadas cerca de 
ella, será pequeña. 
Donde St es la suma total de los cuadrados de 
los residuos entre los datos y una sola estimación de 
la medida de tendencia central (la media). 
S 
= 
 11
= donde S, = (y, - —yr )1  
n- 1 
La varianza es el cuadrado de la desviación 
estándar. 
Cuantificación del Error de una Regresión 
Lineal 
Yi-ao-315 
S 
	 i S, 
n - 2 
Donde Sy/x es llamado el error estándar del 
estimado, la notación del subíndice "y/x" designa que 
el error es para un valor predicho de y 
correspondiente aun valor particular de x; asimismo, 
se divide entre n-2 debido a los dos datos estimado 
(ao y al) que se usaron para calcular Sr; el error 
estándar deja estimación cuantifica la dispersión de 
los datos. Sin embargo, Sy/x cuantifica la dispersión 
alrededor de la línea de regresión. 
Se vio que la suma de los cuadrados de los 
residuos (Sr) representa el cuadrado de la 
distancia vertical entre los datos y otra medida de 
tendencia central: la linea recta. 
S, = e.,• 2 
i 
= E(y, - a, -a1 X )3 
Una desviación estándar para la línea de regresión 
se puede determinar 
E 
a s, = o 
ea. 
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Cuantificación de las Ventajas del Ajuste por Mínimos Cuadrados 
El Coeficiente de correlación (r) cuantifica la mejora o reducción del error originado por la representación de 
los datos por medio de una linea recta en vez de como un valor promedio.Antes de aplicar la regresión se calcula el 
S, (suma total de los cuadrados alrededor de la media). Después de obtener la ecuación de la línea de regresión se 
calcula el S (suma de los cuadrados de los residuos alrededor de la recta de regresión), y que la magnitud de esta 
cantidad depende de la escala; la discrepancia se normaliza as para obtener: 
r2 = coeficiente de determinación. Para un ajuste perfecto Sr = O y rz = 1 
Un coeficiente de correlación cercano a la unidad indica un buen ajuste, mientras que si es próximo a 
cero, el ajuste es pobre. 
Método de Mínimos Cuadrados para el Caso Polinomial 
En la ingeniería, aunque algunos datos exhiben un patrón marcado, son pobremente representados por una 
línea recta, entonces una curva será la más adecuada para ajustarse a los datos; una alternativa es ajustar 
polinomios a los datos mediante regresión polinomial. 
Como ya hemos mencionado anteriormente, los polinomios son muy usados en los cálculos numéricos, por 
sus propiedades. La ecuación de un polinomiode grado n es: 
y = a, + aix+a2 x2 + 	 +a/ =Ea,x1 
Apliquémosle el método de mínimos cuadrados. La curva propuesta es: 
= (4+ x+ a2 x2 + 	 + a„x" +e 
Donde a, son coeficientes ye es el error. Una estrategia es minimizar la suma de los cuadrados de los residuos (Sr  
), entre la y medida y la y calculada con el modelo lineal, está dada por: 
S, = Ee = Ebri.medida - yi.modelf = 
	 (Fi 2 - al; - a2; —  
Las derivadas parciales están dadas por 
e r 	 a y., 
Jr = —Lo', - a0 - aix. - a2x,2 - 	 -ait 	 a 	 2 
8(10 	 &40 	 —aao S
' 
= -2 Dy, - ;-alx, 	 x; - ---anx,n ) 
- 	 aI  x - a2 x
2 
- 	 -a„x,°)2  
da, 	 aa, 	 t 	 1 	 a 
—s 	 = -2 Dm - a„- aix, - a1x,2 - ..-a„x,") 
r3a, r  
• 
Esto es 
Y así sucesivamente hasta la n ecuación 
= —
a Dm- a,- a,x, - a,x,2 - 	 —a5)2
aa, 	 8an  
Igualando a O las ecuaciones: 
a 	 a 
s, = 	 = 
aao 	 aal  
Omitiendo los pasos siguientes, reordenando, para desarrollar el siguiente sistema de ecuaciones normales: 
ao (ni) + 	 x, + a2 Ex; + 	 + ao Ex; = Ey; 
(20 Ex.  + aEXi2 a2 Ex + 	 + a, Ex5I+1 = 
ao Exi2 + Exi' + a2 Ex4; + 	 + an Exr". E y x i 2  
ao Ex: 	 Ex' + a1 Exr2 + 	 + aEx;21= Ey; x;^ 
E 
1999 1998 1997 1996 1555 2001 2003 
103094 103,224 I30.106 74,974 70,647 80,734 71,566 82,294 7108 
El sistema de ecuaciones es: 
10 55 385 a, 974,481 
55 385 3 025 a, = 5 072,069 1 
385 3 025 25 333 a 35 398,625 
Ciencia & Desarrollo 
t 
Todas las sumatorias son desde i =1 hasta m (donde m 
es el número de puntos). Los coeficientes de las 
incógnitas se pueden evaluar de manera directa a partir 
de los datos observados. El sistema es lineal y puede 
resolverse por los métodos conocidos. El error estándar 
del estimado se formula como: 
i 	 Sr m - (n+ 1) 
Esta cantidad es dividida entre m-(n+1), ya que (n+1) 
coeficientes obtenidos de los datos (a,, a„ 
	 , am) se 
usaron para calcular S,; así hemos perdido n+1 grados 
de libertad. Podemos escribir el sistema de ecuaciones 
normales obtenido en la forma: 
Sr a = Sry  
a, 
al  
a z 
como regresión polinomial. 
Ejemplo de determinarel mejor polinomio 
Un problema que se nos presenta es la determinación 
de los precios proyectados de los minerales. En este 
caso examinaremos los precios del cobre del mercado 
de Londres durante un lapso de 10 años y 
proyectaremos para dos años con la mejor curva de 
ajuste. 
Tabla de Precios del Cobre en Ctvs Sdibra: 
Solución Pa a grado 2. El sistema de ecuaciones 
normales es 
EX 	 E X2 
	
[610 	 EY 
	
Ex EX2 EX3 a1 	 yx 
E x2 	 X3 EX4 a2 	 _E yx2  
Tabla: Cálculos para análisis 
F. e 	 3 M 	 242 	 99912edr2 191r2 
1.40 1211110 1*3 
	 1 0090 1 CR 133.1901 1321930 1270 04410 13495229 
20090 1011610 4200 	 8.0101 IGIOX 2071E80 4l55R 	 41.519526 1E782669 
akU 1032240 9.0000 	 77.6330 91.6000 ramo er PM 32E651 1.011t3 
1(0)) 1110E0 1114X0 	 64 COJO MOCO 5/7920 2131 lea 127146410 17%9107, 
5 003 74.9710 25 COM 125200 82100 374 8701 1874 2100 95065419 70.425967 
1103 TI»)) %COA 216.0200 1226= 429200 2421790 G79 5011 72310 
au 922940 490» 313.0063 20.0190 5766580 1032409 229.6027 1776111 
ROOM 11.9260 UW0 5120100 4096.90 5725260 ama 999 9851240 171541168 
10X0 70 1170 81 OX0 72300 061.960 0.8220 9221073 7122%72 50141120 
10 0031 130 11:60 100.0111 10E01 160Ela 1301.101 1 XX 6953 1669531330 El25.175219 
toga 55 Ola 1741810 XX= 3025.40 MIMO {I?Z% 	 S4 65111011155 M31 540CE 
Las sumatorias requeridas son: 
donde: 
Sx: Matriz de sumatorias de potencias de x. 
Ex 	 Ex2 ... Ex. 
Ex Ex= Ex] 
Sr = EX2 EX3 EX4 
Ex. Ex.+1 	 Ex2. 
yx" 
a 	 Vector de coeficientes. Las constantes del 
polinomio. 
S„ : Vector de sumatorias de potencias de x con y's. 
No es necesario memorizar estas ecuaciones, pues son 
fáciles de construir para cada grado n. 
Para construir el sistema para un grado, los pasos son: 
Se construye el primer renglón. 
Se construye la primera columna. 
Se llenan los renglones tomando en cuenta que 
cada uno tiene n+1 columnas. 
Se escribe el vector de términos independientes 
tomando en cuenta que la máxima potencia en x es 
n. 
El ajustar un polinomio a una serie de datos se conoce 
m = 10 Ex, =55 Ex2 = 385 
Ey = 974,481 E yx = 5072,069 
Ex3 =3025 Ex4 = 25 333 
ErC2 = 35 398,6254 
sxy = 
La gráfica correspondiente se aprecia 
T 
1,4 I.9X low" 	 1111. 1000 2A,t 2X2 
2',4% 
La curva que mejor está prediciendo los 
precios es la de cuarto grado, según se aprecia 
en especial en ajustar los 4 últimos años; sin 
embargo, a medida que aumenta el grado del 
polinomio el sistema de ecuaciones tiende a ser 
más inestable, y es más probable que más 
adelante existan oscilaciones. 
Además, no es conveniente predecir para 
muchos años adelante, pues las respuestas 
serían demasiado erráticas. 
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La solución es: 
a = 
Lineal Grado 2 Grado', Grado 6 
Me 2005 782761 121,7915 233.0 519,25 
Mo 2006 74,79 142.0426 419,43 1573,71 
coeficiente de 
correlación 
39.27 % 617 % 84.8% 90.15 % 
Los factores de correlación y proyecciones para los 
dos años siguientes: 
160,1386 
- 25,2452 
1,9781 
La ecuación de la parábola es: y, = 160,1386 25,2452 
x+ 1,9781 xl  
El error estándar del estimado con base en la regresión 
de polinomios es: 
S», 
i 
	
sr  
m-(n 1) 
syfx 	
1113431,54809 
10-(2 1) 22,1409 
Los demás valóres estadísticos del modelo son: 
Sumatoda de los Errores al cuadrado (Sr) => 3431.548096 
Sumatoda de los Errores a la media (St) => 6500.018555 
Cálculo del Desviación estándar 	 (Sy) 4) 26.874231 
Cálculo del Error estándar 	 (654x)=> 22.140938 
Coeficiente de determinación 	 (r 2) => 0.472071 
Coeficiente de correlación 	 (r) 	 ri> 0.687074 
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Se ha efectuado una simulación para diferentes grados 
del polinomio, obteniendo los siguientes resultados: 
Lineal y = 116,6199 3,4858 x 
Grado 2: y = 160,1386 25,2452 x + 1,9781 x2 
Grado 4 y = 169,381 57,277 x + 204536 x2 32716 x3 
+ 0,1758 x4 
Grado 6 y = 356,7043 434,68 x + 283 5 x° 87,9229 x3 
+ 13,8692 x4 1,0806 x5 + 0,0331 x°  
