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established. Some criteria for coprimeness are established.
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1. Introduction
In [1], in order to establish a unified approach for solving the so-called Sylvester-polynomial-conjugate matrix equation,
the conjugate product of complexpolynomialmatriceswas introduced.Many interesting properties of the conjugate product
were derived. In addition, Corollary 1 in [1] implies that the conjugate product of two polynomialmatrices can also be carried
out by the rule similar to the ordinary matrix product.
In the framework of the ordinary product, there are some well-known concepts, such as divisibility, greatest common
divisors, coprimeness, and so on. Regarding these contents, one can refer to some textbooks, for example [2,3]. In this paper,
the concept of divisibility was first introduced in the framework of the conjugate product. Then it is shown that the division
algorithm with remainder also holds in the framework of the conjugate product. Different from the case of the ordinary
polynomial product, the division algorithm in the framework of the conjugate product has two forms since the conjugate
product does not obey commutativity law. The concepts of greatest common right and left divisors are introduced, and the
Euclidean algorithm for obtaining the greatest common divisors are provided. Finally, the coprimeness of two polynomials
are investigated.
Throughout this paper, for a complex matrix C and a positive integer number k, we define C∗k = C∗(k−1) with C∗0 = C ,
where X denotes thematrix obtained by taking the complex conjugate of each element of X .With this definition, it is obvious
that
C∗k =

C, for even k
C, for odd k.
For such an operation, one can obtain for two positive integers k and l
C∗k
∗l = C∗(k+l). (1)
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2. Definition of conjugate product
In order to investigate the so-called Sylvester-polynomial-conjugate matrix equation, the concept of conjugate product
is introduced in [1]. The definition is as follows.
Definition 1. For two polynomial matrices A(s) = ∑mi=0 Aisi ∈ Cp×q[s] and B(s) = ∑nj=0 Bisj ∈ Cq×m[s], their conjugate
product is defined as
A(s) ~ B(s) =
m−
i=0
n−
j=0
AiB∗ij s
i+j.
In [1], some interesting properties of the conjugate product have been derived.
Lemma 1. Given A(s) ∈ Cp×q[s],D(s) ∈ Cp×q[s], B(s) ∈ Cq×ϕ[s], E(s) ∈ Cq×ϕ[s], C(s) ∈ Cϕ×ω[s], the following relations
hold:
1. Left distributivity: (A(s)+ D(s)) ~ B(s) = A(s) ~ B(s)+ D(s) ~ B(s);
2. Right distributivity: A(s) ~ (B(s)+ E(s)) = A(s) ~ B(s)+ A(s) ~ E(s);
3. Associativity: (A(s) ~ B(s)) ~ C(s) = A(s) ~ (B(s) ~ C(s)).
Lemma 2. Let A(s) ∈ Cp1×q[s], B(s) ∈ Cp2×q[s], C(s) ∈ Cq×ϕ[s]. Then[
A(s)
B(s)
]
~ C(s) =
[
A(s) ~ C(s)
B(s) ~ C(s)
]
.
Lemma 3. Let A(s) ∈ Cp×q1 [s], B(s) ∈ Cp×q2 [s], C(s) ∈ Cϕ×p[s]. Then
C(s) ~

A(s) B(s)
 = C(s) ~ A(s) C(s) ~ B(s) .
Corollary 1. Let A(s) = [aik(s)]m×r ∈ Cm×r [s], B(s) =

bkj(s)

r×p ∈ Cr×p[s]. Then,
A(s) ~ B(s) =

r−
k=1
aik(s) ~ bkj(s)

m×p
.
3. Conjugate product for complex polynomials
3.1. Polynomial ring (C[s],+,~)
For f (s) = ∑ti=0 aisi ∈ C[s] with ai ≠ 0, t is called its degree, and we denote t = deg f (s). In addition, the degree of
polynomial 0 is defined as−∞, that is, deg 0 = −∞. By Definition 1, the following result is obvious.
Proposition 1. Let f (s), g(s) ∈ C[s]. Then,
deg (f (s) ~ g(s)) = deg f (s)+ deg g(s).
Firstly, we investigate algebraic properties of C[s] equipped with the operation ~.
Theorem 1. The set C[s] equipped with the operations+ and ~ is a ring.
Proof. Let f (s), g(s), h(s) ∈ C[s]. For the operation+, it is well known that
(1) Commutativity: f (s)+ g(s) = g(x)+ f (x);
(2) Associativity: (f (s)+ g(s))+ h(s) = g(s)+ (f (s)+ h(s));
(3) 0 is the additive identity: 0+ f (s) = f (s);
(4) f (s)+ (−f (s)) = 0.
For the operation ~, it follows from Lemma 1 that
(5) f (s) ~ (g(s) ~ h(s)) = (f (s) ~ g(s)) ~ h(s);
(6) f (s) ~ (g(s)+ h(s)) = f (s) ~ g(s)+ f (s) ~ h(s);
(7) (f (s)+ g(s)) ~ h(s) = f (s) ~ h(s)+ g(s) ~ h(s).
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In addition, for any f (s) =∑ti=0 aisi, by Definition 1, one has
1 ~ f (s) = 1s0 ~  t−
i=0
aisi

=
t−
i=0
1× a∗0i si+0
= f (s);
and
f (s) ~ 1 =

t−
i=0
aisi

~

1s0

=
t−
i=0
ai × 1∗isi+0
= f (s).
The previous two relations imply that
(8) 1 is an identity in the framework of the conjugate product.
The above facts imply that the conclusion is true. 
3.2. Division with remainder in (C[s],+,~)
In the ordinary polynomial ring (C[s],+,×), there exist some concepts, such as common divisors, greatest common
divisors, coprimeness. In this section, we generalize these concepts to (C[s],+,~). Such generalization is not trivial since
the conjugate product is not commutative.
Definition 2. Given f (s), g(s), h(s) ∈ C(s), if they satisfy
f (s) = g(s) ~ h(s),
then h(s) (g(s), respectively) is called a right (left, respectively) divisor of f (s); f (s) is called a right (left, respectively)multiple
of g(s) (h(s), respectively); f (s) is said to be right (left) divisible by h(s) (g(s)). It is denoted by g(s)|~lf (s), h(s)|~r f (s).
Definition 3. A polynomial f (s) ∈ C(s) is said to divisible by g(s) if g(s)|~lf (s) and g(s)|~r f (s). It is denoted by g(s)|~f (s).
By using the above definition, the following conclusion can be easily obtained.
Theorem 2. Let f (s), g(s),m(s), n(s) and c(s) be polynomials in C[s]. Then,
(1) c(s)|~r f (s), c(s)|~rg(s) H⇒ c(s)|~r (m(s) ~ f (s)+ n(s) ~ g(s));
(2) c(s)|~lf (s), c(s)|~lg(s) H⇒ c(s)|~r (f (s) ~m(s)+ g(s) ~ n(s)).
Theorem 3 (The Division Algorithm). For two polynomials f (s), g(s) ∈ C(s) with g(s) ≠ 0, there exist polynomials
hr(s), hl(s), qr(s) and ql(s) such that
f (s) = g(s) ~ hr(s)+ qr(s), (2)
f (s) = hl(s) ~ g(s)+ ql(s). (3)
If qr(s) ≠ 0, then deg qr(s) < deg g(s), and hr(s) and qr(s) are unique; if ql(s) ≠ 0, then deg ql(s) < g(s), and hl(s) and ql(s)
are unique.
Proof. We only consider the case (2).
Firstly, we consider the latter part. If there exist hr2(s) and qr2(s) satisfying f (s) = g(s) ~ hr2(s) + qr2(s) with
qr2(s) ≠ 0, deg qr2(s) < deg g(s), then by using Lemma 1 one has
g(s) ~ (hr(s)− hr2(s)) = qr2(s)− qr(s). (4)
If qr2(s) − qr(s) ≠ 0, it follows that deg (qr2(s)− qr(s)) ≥ deg g(s). However, deg (qr2(s)− qr(s)) < deg g(s) since
deg qr2(s) < deg g(s) and deg qr(s) < deg g(s). This contradiction implies that qr2(s) = qr(s). Combining this fact with
(4) immediately gives that hr(s) = hr2(s). The proof of the latter part is thus completed.
Now, we prove the former part. If deg f (s) < deg g(s), it is easily known that hr(s) = 0, qr(s) = f (s) satisfy (2). Now, we
consider the case where deg f (s) ≥ deg g(s). Denote
f (s) =
n−
i=0
aisi, g(s) =
m−
i=0
bisi, an ≠ 0, bm ≠ 0, n ≥ m.
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A direct calculation gives
f1(s) = f (s)− g(s) ~

an
bm
∗m
sn−m
= f (s)−

m−
i=0
bi

an
bm
∗m∗i
si+n−m

(5)
= f (s)− ansn −
m−1−
i=0
bi

an
bm
∗m∗i
si+n−m
=
n−1
i=0
aisi −
m−1−
i=0
bi

an
bm
∗m∗i
si+n−m.
If f1(s) ≠ 0, denote n1 = deg f1(s), and let αn1 be the leading coefficient of f1(s). It is obvious that n1 < n. If n1 ≥ m, one
takes
f2(s) = f1(s)− g(s) ~

αn1
bm
∗m
sn1−m.
If f2(s) ≠ 0, denote n2 = deg f2(s), and let αn2 be the leading coefficient of f2(s). Similarly to the derivation of (5), it is easily
obtained that n2 < n1. If n2 ≥ m, one takes
f3(s) = f2(s)− g(s) ~

αn2
bm
∗m
sn2−m.
Along this line, it is known that there is a k such that
fk(s) = fk−1(s)− g(s) ~

αnk−1
bm
∗m
snk−1−m,
where fk(s) = 0, or fk(s) ≠ 0, nk = deg fk(s) < m. With the above procedure, it is derived that
f (s)− g(s) ~
[
an
bm
∗m
sn−m +

αn1
bm
∗m
sn1−m +

αnk−1
bm
∗m
snk−1−m
]
= fk(s).
Choose
hr(s) =

an
bm
∗m
sn−m +

αn1
bm
∗m
sn1−m +

αnk−1
bm
∗m
snk−1−m,
qr(s) = fk(s),
where ni < n, i = 1, 2, . . . , k − 1; nk < m. Then the relation (2) holds, and deg qr(s) < deg g(s). The proof is thus
completed. 
The procedure to obtain polynomials hr(s) and qr(s) is referred to as division with reminder.
Proposition 2. For f (s), g(s), ψ(s) ∈ C [s],
(1) If f (s)|~rg(s), g(s)|~rψ(s), then f (s)|~rψ(s). If f (s)|~lg(s), g(s)|~lψ(s), then f (s)|~lψ(s).
(2) If f (s)|~rψ(s), g(s)|~rψ(s), then (f (s)+ g(s))|~rψ(s). If f (s)|~lψ(s), g(s)|~lψ(s), then (f (s)+ g(s))|~lψ(s).
(3) a|~lf (s), a|~r f (s) for any a ∈ C.
3.3. Greatest common divisors in (C[s],+,~)
Definition 4. For f1(s), f2(s) ∈ C [s], if there exists a polynomial gr(s) ∈ C[s] such that gr(s)|~r fi(s), i = 1, 2, then gr(s) is
called a common right divisor of f1(s) and f2(s); if there exists a polynomial gl(s) such that gl(s)|~lfi(s), i = 1, 2, then gl(s) is
called a common left divisor of f1(s) and f2(s).
Definition 5. A greatest common right divisor of f1(s), f2(s) ∈ C [s] is any polynomial gr(s) ∈ C [s] with the following
properties:
(1) gr(s)|~r fi(s), i = 1, 2;
(2) If gr1(s) is any other common right divisor of f1(s), f2(s), then gr1(s)|~rgr(s); i.e., there exists a w(s) ∈ C[s] such that
gr(s) = wr(s) ~ gr1(s).
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Definition 6. A greatest common left divisor of f1(s), f2(s) ∈ C [s] is any polynomial gl(s) ∈ C [s] with the following
properties:
(1) gl(s)|~lfi(s), i = 1, 2;
(2) If gl1(s) is any other common left divisor of f1(s), f2(s), then gl1(s)|~lgl(s); i.e., there exists a w(s) ∈ C[s] such that
gl(s) = gl1(s) ~ wl(s).
On greatest common divisors, one has the following theorem.
Theorem 4. For any two polynomials f (s), g(s) ∈ C[s], not both 0, a greatest common right (left) divisor exists.
Proof. If one of f (s) and g(s) is 0, say g(x), it is obvious that f (x) is a greatest common right divisor.
Now, it is assumed that f (s) and g(s) are two nonzero polynomials with deg f (s) ≥ deg g(s). By successively applying
the division algorithm in Theorem 3, one can obtain
f (s) = ψ1(s) ~ g(s)+ r1(s), deg r1(s) < deg g(s);
g(s) = ψ2(s) ~ r1(s)+ r2(s), deg r2(s) < deg g(s);
r1(s) = ψ3(s) ~ r2(s)+ r3(s), deg r3(s) < deg r2(s);
ri−1(s) = ψi+1(s) ~ ri(s)+ ri+1(s), deg ri+1(s) < deg ri(s), i = 2, 3, . . . , n− 1;
rn−2(s) = ψn(s) ~ rn−1(s)+ rn(s), deg rn(s) < deg rn−1(s);
rn−1(s) = ψn+1(s) ~ rn(s).
(6)
It can be assumed that one eventually obtains a remainder of zero, because the sequence of the degrees of the remainders
monotonically decreases. It follows from the last item in (6) that rn(s)|~r rn−1(s). Combining this with the last second item in
(6) gives rn(s)|~r rn−2(s). Along this line, it follows from (6) that rn(s)|~r rn−2(s), rn(s)|~r rn−3(s), . . . , rn(s)|~rg(s), rn(s)|~r f (s).
Hence, rn(s) is a common right divisor of f (s) and g(s).
Now it is assumed that ϕ(s) ∈ C[s] is an arbitrary common right divisor of f (s) and g(s). This, together with the first
expression in (6), implies that ϕ(s)|~r r1(s). Combining this fact with the second expression of (6) gives that ϕ(s)|~r r2(s).
Along this line, it follows from (6) that ϕ(s)|~r rn(s). This fact reveals that rn(s) is a greatest common right divisor of f (s) and
g(s).
The case of greatest common left divisor can be similarly proven. 
Theorem4 not only shows the existence of greatest common right (left) divisors, but also provides amethod to find them.
Such a method is referred to as the Euclidean algorithm.
It follows from the preceding section that if d(s) is a greatest common right (left) divisor of f (s) and g(s), then for any
a ∈ C, a~d(s) (d(s)~a) is one of their greatest common right (left) divisors. Therefore, one can require the greatest common
right (left) divisor to bemonic, then it is unique. For f (s), g(s) ∈ C[s], we use gcrd (f (s), g(s)) and gcld (f (s), g(s)) to denote
the monic greatest common right and left divisor, respectively. In the following, some properties will be given.
Theorem 5. Given f (s) and g(s) with gcrd(f (s), g(s)) = d(s), let a(s) and b(s) be the polynomials such that f (s) = a(s) ~
d(x), g(s) = b(s) ~ d(s). Then,
gcrd(a(s), b(s)) = 1.
Proof. Assume that c(x) is a polynomial such that c(s)|~ra(s), c(s)|~rb(s). Then there are polynomials k(s) and l(x) such
that a(s) = k(s) ~ c(s) and b(s) = l(s) ~ c(s), so that f (s) = (k(s) ~ c(s)) ~ d(x) and g(s) = (l(s) ~ c(s)) ~ d(s). Hence,
c(s) ~ d(s) is a common right divisor of f (s) and g(s). Since d(s) is a greatest common right divisor, c(s)must be a constant.
Consequently, gcrd(a(s), b(s)) = 1. 
Similarly, the following conclusion on greatest common left divisors can be obtained.
Theorem 6. Given f (s) and g(s) with gcld(f (s), g(s)) = d(s), let a(s) and b(s) be the polynomials such that f (s) = d(x) ~
a(s), g(s) = d(s) ~ b(s). Then,
gcld(a(s), b(s)) = 1.
Theorem 7. Let f (s), g(s) and c(s) be polynomials in C[s]. Then
(1) gcrd(f (s)+ c(s) ~ g(s), g(s)) = gcrd(f (s), g(s));
(2) gcld(f (s)+ g(s) ~ c(s), g(s)) = gcld(f (s), g(s)).
Proof. Let d(s) ∈ C[s] be a common right divisor of f (s) and g(s). It follows from Theorem 2 that d(s)|~r (f (s)+ c(s) ~ g(s)).
Hence, d(s) is a common right divisor of f (s) + c(s) ~ g(s) and g(s). In addition, if e(s) is a polynomial in C(s) such that
e(s)|~r (f (s)+ c(s) ~ g(s)) , e(s)|~rg(s), then if follows from Theorem 2 that e(s)|~r [(f (s)+ c(s) ~ g(s))− c(s) ~ g(s)], thus
e(s)|~r f (s). Hence, e(s) is a common right divisor of f (s) and g(s). The preceding two facts implies that the first conclusion.
The second conclusion can be similarly proven. 
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Theorem 8. Let f (s), g(s) ∈ C[s]. Then, for any m(s), n(s) ∈ C[s],
(1) gcrd(f (s), g(s))|~r(m(s) ~ f (s)+ n(s) ~ g(s));
(2) gcld(f (s), g(s))|~l (f (s) ~m(s)+ g(s) ~ n(s)).
Proof. The conclusion is a simple corollary of Theorem 2, and the proof is omitted. 
Greatest common divisors can be defined for more than two polynomials.
Definition 7. Let fi(s) ∈ C[s], i = 1, 2, . . . , n, not all 0.
(1) If there exists a polynomial gr(s) such that gr(s)|~r fi(s), i = 1, 2, . . . , n, then gr(s) is called a common right divisor of
fi(s), i = 1, 2, . . . , n; If gr1(s) is any other common right divisor of fi(s), i = 1, 2, . . . , n, and gr1(s)|~rgr(s), then gr(s) is
a greatest common right divisor of fi(s), i = 1, 2, . . . , n.
(2) If there exists a polynomial gl(s) such that gl(s)|~lfi(s), i = 1, 2, . . . , n, then gl(s) is called a common left divisor of
fi(s), i = 1, 2, . . . , n; If gl1(s) is any other common left divisor of fi(s), i = 1, 2, . . . , n, and gl1(s)|~lgl(s), then gl(s) is a
greatest common left divisor of fi(s), i = 1, 2, . . . , n.
We use gcrd (f1(x), f2(x), . . . , fn(s)) and gcld (f1(x), f2(x), . . . , fn(s)) to denote the monic greatest common right and left
divisors of fi(s), i = 1, 2, . . . , n, respectively.
Lemma 4. Let fi(s) ∈ C[s], i = 1, 2, . . . , n, not all 0. Then,
(1) gcrd (f1(x), f2(x), . . . , fn(s)) = gcrd (f1(x), f2(x), . . . , gcrd (fn−1(s), fn(s)));
(2) gcld (f1(x), f2(x), . . . , fn(s)) = gcld (f1(x), f2(x), . . . , gcld (fn−1(s), fn(s))).
Proof. Any common right divisor of the n polynomials fi(s), i = 1, 2, . . . , n is, in particular, a right divisor of fn−1(s)
and fn(s), and therefore a right divisor of gcrd (fn−1(s), fn(s)). Also, any common right divisor of the n − 1 polynomials
f1(x), f2(x), . . . , fn−2(s) and gcrd (fn−1(s), fn(s))must be a common right divisor of n polynomials fi(s), i = 1, 2, . . . , n, for
it is a right divisor of gcrd (fn−1(s), fn(s)), it must be right divisors of fn−1(s) and fn(s). Since the set of n polynomials and the
set of the first n − 2 polynomials together with the monic greatest common right divisor of the last two polynomials have
exactly the same divisors, their monic greatest common right divisors are equal. The first conclusion is thus obtained. The
second conclusion can be derived along the same line. 
3.4. Coprimeness in (C[s],+,~)
Definition 8. Two polynomials f (s), g(s) ∈ C[s] are said to be right (left) coprime if f (s) and g(s) have greatest common
right (left) divisors with degree 0.
Obviously, f (s) and g(s) is right coprime if and only if gcrd(f (s), g(s)) = 1; f (s) and g(s) is left coprime if and only if
gcld(f (s), g(s)) = 1.
In order to obtain some criteria of coprimeness, we firstly give a conclusion on greatest common right (left) divisors.
Theorem 9. Given f (s), g(s) ∈ C[s], let d(s) be a greatest common right divisor of f (s) and g(s). Then, there exist α(s), β(s) ∈
C[s] such that
α(s) ~ f (s)+ β(s) ~ g(s) = d(s). (7)
Proof. It follows from Theorem 4 that d(s) is the rn(s) in (6), i.e., d(s) = rn(s). Denote α1(s) = 1, β1(s) = −ψn(s). Then, it
follows from the last second relation in (6) that
d(s) = α1(s) ~ rn−2(s)+ β1(s) ~ rn−1(s).
Substituting the last third relation into the preceding expression, gives that
d(s) = α2(s) ~ rn−3(s)+ β2(s) ~ rn−2(s)
with α2(s) = β1(s), β2(s) = α1(s)− β1(s) ~ ψn−1(s). By successively applying such a procedure, one can obtain (7). 
Similarly, on greatest common left divisors one can obtain the following theorem.
Theorem 10. Given f (s), g(s) ∈ C[s], let d(s) be a greatest common left divisor of f (s) and g(s). Then, there exist α(s), β(s) ∈
C[s] such that
f (s) ~ α(s)+ g(s) ~ β(s) = d(s).
With the preceding two results, we obtain the following result on coprimeness of two polynomials.
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Theorem 11. Let f (s), g(s) ∈ C[s].
(1) f (s) and g(s) is right coprime if and only if there exist α(s), β(s) ∈ C[s] such that
α(s) ~ f (s)+ β(s) ~ g(s) = 1.
(2) f (s) and g(s) is left coprime if and only if there exist α(s), β(s) ∈ C[s] such that
f (s) ~ α(s)+ g(s) ~ β(s) = 1.
Remark 1. In the ordinary polynomial product, it is well known that coprimeness of two polynomials can be checked by
the so-called Sylvester resultant matrix. However, since the conjugate product does not obey commutativity law, such a
resultant matrix does not exist for coprimeness in the framework of conjugate product.
4. Conclusions
In this paper, some concepts in the framework of ordinary product for complex polynomials have been generalized
to the framework of the conjugate product. These concepts include greatest common divisors, coprimeness, divisibility.
The so-called Euclidean algorithm is also established to obtain a greatest common divisor for two complex polynomials. A
necessary and sufficient condition is also proposed to check the coprimeness. It can seen in this paper that the conjugate
product possesses many interesting properties similar to the ordinary polynomial product. However, it is obvious that
the conjugate product does not obey the commutativity law. Such a feature implies that the conjugate product has more
abundant properties. In our future work, we will further investigate some topics related to the conjugate product.
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