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Introduction
Ozsva´th and Szabo´’s Heegaard Floer homology [41] is undoubtedly
one of the most powerful tools of recent discovery in low dimensional
topology. It has far reaching consequences and has been used to solve
long standing conjectures (for a survey of some results see [43]).
It associates1 a graded group to a closed and oriented 3-manifold Y ,
the Heegaard Floer homology of Y , by applying a variant of Lagrangian
Floer theory in a high dimensional manifold determined by an Heegaard
decomposition of Y .
Soon after its definition, it was realized independently in [39] and
[49] that a knot K ⊂ Y induces a filtration on the complex whose ho-
mology is the Heegaard Floer homology of Y . Furthermore the filtered
quasi isomorphism type is an invariant of the couple (Y,K), denoted
by HFK(Y,K).
The major computational drawback of these theories lies in the
differential, which is defined through a count of pseudo-holomorphic
disks with appropriate boundary conditions.
Nonetheless, a result of Sarkar and Wang [53] ensures that, after
a choice of a suitable doubly pointed Heegaard diagram H for (Y,K),
the differential can be computed directly from the combinatorics of H.
If moreover Y is a rational homology 3-sphere such that g(Y ) = 1
(i.e. Y = S3 or L(p, q)), the whole complex HFK(Y,K) admits a neat
combinatorial definition, known as Grid homology.
Grid homology in S3 was pioneered by Manolescu, Oszva´th and
Sarkar in [29], and for lens spaces by Baker, Hedden and Grigsby in
[4]. It is denoted by GH(Y,K) where Y is either S3 or a lens space,
and K is a knot in Y . As the name suggests both the ambient manifold
and the knot K are encoded in a grid, from which complex and differ-
ential for the grid homology can be extracted by simple combinatorial
computations.
1There are actually many different variants of the theory, which we ignore
presently; in the following Sections we will define some variants which will be rele-
vant throughout the discussion.
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The aim of this Thesis is threefold: first we are going to generalize
the existing theory of grid homology for links in lens spaces through
a coefficient extension; we are then going to describe a program
capable of computing such sign refined extension. Finally we are going
to detail several instances where the grid homology for links in lens
spaces provides new insight, or is used to produce combinatorial proofs
of known results.
The thesis is structured as follows:
Chapter 1 gives an introduction on some properties of links in
lens spaces, and shows how to obtain a diagrammatic representation
through the use of grid diagrams. This chapter contains also the def-
initions of Heegaard decomposition, Spinc structures and some poly-
nomial invariants, which will be used extensively throughout the thesis.
Chapter 2 gives the relevant definitions of Heegaard Floer and
Knot Floer homology, and shows how grid homology can be interpreted
as its combinatorial counterpart. It provides an entirely combinatorial
and (almost) self-contained introduction to grid homology for knots
in lens spaces, for the hat, minus and tilde graded versions. We also
present here some structure results for the grid homology of certain
classes of knots, together with the behaviour of GH(L(p, q), K) under
orientation reversal of K (Proposition 2.27).
Chapter 3 presents the combinatorial extension for the coefficients
of the ground ring from F2 to Z. This part is drawn from the author’s
preprint [12]. Here we show how to employ the Spin central extension
of the permutation group to prove existence and uniqueness of the sign
refined theory (Theorem 3.2), and compute it on a small example.
Chapter 4 displays the interplay between several aspects of the
theory and 4-dimensional notions. We define concordances between
knots in lens spaces and a related notion of genus. Then, after intro-
ducing an action of concordances of knots in the 3-sphere on concor-
dances in arbitrary lens spaces, we define almost-concordances of knots
and genuine knots. We prove that all knots in lens spaces are concor-
dant to genuine knots (Theorem 4.7) and introduce the τ -invariants. In
Section 4.2 we prove that these τ -invariants provide a lower bound on
the genus of cobordism between knots in lens spaces (Theorem 4.14);
furthermore, we introduce a move on mixed diagrams, the snatch, and
propose a way in which these invariants might be used to provide new
bounds on the slice genus of knots in S3. In Section 4.3 we show that
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the equivalence relation given by almost-concordance is nontrivial, by
showing how to distinguish some classes using modified versions of the
τ invariant, the τ -shifted invariant. The contents of this Chapter have
been subsequently generalized in my paper [13].
In Chapter 5 we discuss three other situations in which grid ho-
mology can give some useful insight. We start by introducing two
analogues of the Seifert genus for rationally nullhomologous knots in
rational homology spheres, and use the detection of these genera by
the grid homology to compute the values of the Θ function introduced
in [56] by Turaev for the lens spaces L(p, 1).
We then study the decategorification(s) χt of ĜH and show some
of its properties (Proposition 5.22) which are analogous to the ones ex-
hibited by the classical Alexander polynomial for knots in the 3-sphere.
We define a family of invariants for links in lens spaces introduced by
Cornwell in [10], which generalize the classical HOMFLYPT polyno-
mial. Then we show (Theorem 5.26) that, after the choice of a suitable
normalization, the polynomials χt coincide with a specialization of this
HOMFLYPT polynomial, hence they provide the same generalization
of the Alexander polynomial to links in lens spaces.
Finally we present the reformulation of the Berge conjecture in
terms of grid homology of knots in lens spaces, due to Hedden and
Rasmussen. We show how to prove (Propositions 5.35 and 5.41) that
no counterexamples to the conjecture can originate from grid number
2 knots, and from generalized torus knots, introduced in Definition 5.39.
Lastly, in Chapter 6, we are going to present some programs de-
veloped by the author during the course of the Phd, which compute the
grid homology of knots and links in lens spaces. These tools allowed us
to prove, analogously to what was done in [16], that knots with small
parameters have torsion-free knot Floer homologies. We display some
sample computations for small knots in Subsection 6.2.1.
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CHAPTER 1
Preliminaries
1.1. Knot theory and Lens spaces
In the following, if not otherwise specified, Y will always denote a
closed, oriented and connected 3-manifold. Furthermore we are going
to require that H∗(Y ;Q) ∼= H∗(S3;Q) as graded rings; we will often
refer to such a Y as a rational homology 3-sphere, or QHS3 for brevity.
It is a classical result in low dimensional topology, that all 3-manifolds
can be obtained by gluing two genus g handlebodies H1, H2 along their
boundary Σg by a diffeomorphism φ : Σg −→ Σg. This decomposition
is known as Heegaard decomposition. It can be shown that the result
of the attachment is uniquely determined once we know the image of
a set of g disjoint simple curves on Σg under the map φ, provided that
these curves are independent in H1(Σg;Z).
Equivalently we can represent a 3-manifold as a genus g surface
with two sets of g simple disjoint closed curves α and β, as shown in
Figure 1.1. We require that αi ∩ αj = βi ∩ βj = ∅ for i 6= j, and that
all intersections are transversal. We obtain a 3-manifold from such a
picture by taking the product Σg × [0, 1], and gluing thickened disks
D2 × D1 to the curves α along Σg × {0}, and to the β curves along
Σg × {1}. The gluing of the disks identifies S1 × {0} with each α/β
curve. After this process we obtain a 3-manifold with S2 boundary
components, which can be uniquely filled with D3s to obtain a closed
3-manifold. The triple (Σg, α, β) is known as an Heegaard diagram for
the 3-manifold it represents.
Clearly a fixed 3-manifold admits infinitely many distinct Heegaard
diagrams; however it can be proved that two Heegaard diagrams rep-
resenting the same 3-manifold are connected by a finite sequence of
elementary moves1. The minimal genus of a splitting surface among all
Heegaard diagrams for Y is called the genus of Y .
There is a particular class of QHS3s which is particularly simple
from the point of view of Heegaard splittings; these are the lens spaces,
denoted by L(p, q). These are the only QHS3 which can be obtained
1See [41] for a complete list of these moves in a slightly more general context.
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Figure 1.1. An Heegaard decomposition, described by
two sets of handle attachments to a genus 2 surface.
Figure 1.2. Three presentations for the minimal (with
respect to the number of curves and intersections) Hee-
gaard diagram of lens spaces; on the top-left the genus
1 splitting, on the top-right a planar representation (the
slope of the blue lines for L(p, q) is −p
q
), and in the lower
part another way to look at the identifications.
by a genus 1 Heegaard decomposition. Choose two coprime integers
p > q > 0, and define L(p, q) as the 3-manifold described by the
Heegaard diagram of Figure 1.2.
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The diagram is a torus S1 × S1 with a meridian α and a longitude
β which intersects α p times. In terms of the standard2 basis {µ, λ}
the longitude is the −pµ+ qλ simple closed curve.
In particular when p = 1 and q = 0 we get a Heegaard diagram
for S3. Since the complement of an unknotted solid torus in S3 is
diffeomorphic to another unknotted solid torus, it is immediate to see
that all lens spaces can be obtained by Dehn surgery on the unknot
© ⊂ S3. According to the convention we choose, L(p, q) = S3− p
q
(©).
The only interesting homology of a lens space sits in degree 1:
H1(L(p, q);Z) ∼= ZupslopepZ
so lens spaces with different p parameters are automatically not ho-
motopy equivalent. However given two lens spaces L(p, q) and L(p, q′)
with q 6= q′, these might be homeomorphic. The classification of home-
omorphism/homotopy classes of lens spaces was first carried out by
Reidemeister in 1935, and more recently with elementary techniques
by Przytycki and Yasukhara in [48].
Theorem 1.1. Two lens spaces L(p, q) and L(p, q′) are:
• homotopy equivalent iff qq′ ≡ ±n2 (mod p) for some3 n ∈ N
• homeomorphic iff q′ ≡ ±q±1 (mod p)
An alternative description of lens spaces is as quotients of S3 =
|z1|2 + |z2|2 = 1 ⊂ C2 under the action of the map
(1) pip,q : (z1, z2) 7→ (e
2pii
p z1, e
2piiq
p z2)
In the next chapters we are going to use the inverse of this map to lift
links from L(p, q) back to S3.
There is yet another way to describe lens spaces, this time as bound-
aries of compact 4-manifolds. Given the coprime integers p and q there
is a unique way of representing the rational number p
q
as a continued
fraction:
p
q
= a0 −
1
a1 −
1
a2 −
1
a3 − · · · − 1am
2Where λ here stands for the Seifert longitude of the embedded splitting torus,
seen as the boundary of a neighborhood of the unknot.
3Notational remark: unless otherwise specified, m (mod p) will denote the
minimal positive representative.
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with ai > 1 for all i > 0. In this case we will write
p
q
= [a0, . . . , am].
Then the lens space L(p, q) is the boundary of the four manifold Wp,q
obtained by adding m 2-handles to the 4-ball along the framed link in
S3 = ∂D4 shown in Figure 1.3.
Figure 1.3. A Kirby diagram for the 4-manifold Wp,q.
In particularWp,1 can be represented by a Kirby diagram
4 composed
by only one unknot with framing −p. Other alternative descriptions of
lens spaces can be found e.g. in [51].
We briefly introduce spinc structures, which will be useful in the
next chapters. The approach we are going to adopt relies on Turaev’s
definition [55] of spinc(Y ) for a closed 3-manifold Y .
Definition 1.2. Two nowhere vanishing vector fields on a closed
3-manifold Y are homologous if they are homotopic outside a 3-ball,
through nowhere vanishing vector fields. A spinc structure on Y is given
by the homology class of a non-singular vector field.
Note that the existence of non singular vector fields on an arbitrary
3-manifold Y is a consequence of the fact that χ(Y ) = 0. There is an ac-
tion of H2(Y ;Z) on the set of spinc structures on Y which will be useful
later on: fix a trivialization τ of the tangent bundle TY , so that non-
singular vector fields v are in correspondence with maps fv : Y −→ S2.
Now define δτ (v) = f ∗v ([S
2]) ∈ H2(Y ;Z), where [S2] is the fundamen-
tal class of the sphere. δτ gives a bijection Spinc(Y ) ↔ H2(Y ;Z);
moreover if H2(Y ;Z) contains no 2-torsion, δτ is independent of the
trivialization, and in all cases the difference δ(v1, v2) = δ
τ (v1)− δτ (v2)
does not depend on τ . There is a natural involution on spinc(Y ), de-
noted by J , which sends the homology class of a non-singular vector
field v to the class of its opposite −v. We also briefly mention that we
can define the evaluation of the first Chern class c1 on s ∈ spinc(Y ) as
c1(s) = s− Js ∈ H2(Y ;Z). We will say that s ∈ spinc(Y ) is torsion if
the image under c1 is a torsion element of H
2(Y ;Z).
We are going to adopt the conventions of [36], and thus often identify
4For the relevant definitions an excellent source is [19].
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spinc(L(p, q)) with Zp in a fixed manner (cf. also Definition (15)).
We can now introduce a class of submanifolds of lens spaces which
will be the main protagonist of this dissertation, that is links.
A m-component link L ⊂ L(p, q) is just going to be the isotopy
class of an embedding
ι :
m⊔
S1 −→ L(p, q)
If m = 1 we will call L a knot (and usually will denote it by K to
remark the difference). To avoid confusion, a knot in a 3-manifold Y
will be usually denoted by (Y,K); a tubular neighborhood of K in Y
will be denoted by ν(K). We are also going to denote by L(Y ) and
K(Y ) the set of (respectively) oriented links and knots in Y .
The main difference with respect to links in S3 is that a link in
L(p, q) can be non homologically trivial. In fact each link can be
thought as a representative of its homology class. We will write [L] =
m ∈ H1(L(p, q);Z) if L represents the class m. A link L representing
the trivial class will be called nullhomologous ; in this case L is the
boundary of an embedded surface in L(p, q). A particular class of null-
homologous knots is provided by local knots ; this are knots which are
contained in an embedded 3-ball inside L(p, q). Clearly a local knot is
nullhomologous, but the converse is false (even more than one might
initially think, see example 4.13). A knot will be called primitive if its
associated homology class generates H1(L(p, q);Z).
In each 3-manifold there is only one local knot which bounds an
embedded disk; we will call it trivial knot and denote it by ©. In
the case of lens spaces there is a generalization of the trivial knot to
non-zero homology classes, the simple knots. Being homologically non
trivial these knots, with the exception of ©, do not bound disks; as
we will see in Section 2.4.3 however, they are in a precise sense the
simplest knots in each homology class.
The first homology of the complement of an m-component link in
S3 is simply Zm; for lens spaces there is an analogous result:
Lemma 1.3 ([8]). Let L =
⊔m
i=1 Li ⊂ L(p, q) be an m-component
link. Write δi = [Li] for i = 1, . . . ,m and d = gcd{δ1, . . . , δm, p}; then
H1(L(p, q) \ ν(L);Z) = Zm ⊕ ZupslopedZ
In particular the complement of a primitive knot has torsion-free
homology.
If a knot is not nullhomologous, call t the order of the homology
class it represents in H1(L(p, q);Z). Push the knot on the boundary of
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a tubular neighborhood and take t parallel copies of this pushoff. Then
the resulting link is nullhomologous, and hence it bounds an embedded
surface. This fact will be useful when giving a definition of genus for
such knots in Chapter 4.
Apart from the homology class they represent, there is another nat-
ural invariant for links in L(p, q), namely their preimage in S3 under
the map pip,q of Equation (1). Invariants that distinguish two knots
with the same lift to S3 are called essential. It is proved in [7] that the
groups ĜH we will define later on are in fact essential.
Many operations which are naturally well defined for knots in the
3-sphere do not have counterparts for knots in lens spaces. Typical
examples are the connected sum and disjoint union: if we take the
connected sum5 of two knots (L(p, q), K)#(L(p′, q′), K ′) the result is a
knot inside L(p, q)#L(p′, q′) which is not a lens space, unless at least
one of the summands is the three sphere. Similarly, if both the knots
are not local, the notion of disjoint sum is ill defined, since there is no
sphere which can separate them.
The study of knots and links in lens spaces, besides its intrinsic
interest, can give insights into the classical theory: for example it is
easily shown that rational Dehn surgery on a knot in the three sphere
corresponds (after a suitable Rolfsen twist) to a Morse6 surgery on an
induced knot in a lens space. The induced knot is the image of the
original knot under the surgery. More precisely:
S3p
q
(K) = L(q, r)a(K
′)
with a =
⌊
p
q
⌋
and p
q
= a+ r
q
. In this case
(L(q, r), K ′) = (S3, K)#(L(q, r), T p,q)
where T p,q can be described as the knot induced by one component of
the Hopf link, after performing a r
q
surgery on the other component.
In a somehow different vein, if one obtains a lens space upon per-
forming surgery on K ⊂ S3, the core of the filled torus gives an induced
knot K˜ ⊂ L(p, q). Since lens spaces are the simplest 3-manifold, it is
5We will however define a restricted notion of connected sum in Chapter 4.
6That is, surgery with integer coefficient, which admits a straightforward 4-
dimensional interpretation.
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Figure 1.4. Conversion of a rational surgery onK ⊂ S3
to Morse surgery on the induced knot K ′ ⊂ L(a, b).
natural to ask whether there are restrictions on which knots can pro-
duce lens spaces in this way. In an unpublished manuscript John Berge
gave a conjecturally complete list of knots in S3 with this property.
We will return to some partial answers to this conjecture which can
be proved using grid homology (defined in the next chapter) in Section
5.3.
The end of this section is devoted to a brief introduction to clas-
sical concepts of knot theory in the 3-sphere. Most of them will be
generalized in the next chapters, so we take here the opportunity of
establishing the notation.
The Alexander polynomial is one of the most versatile classical
invariant for links in the 3-sphere. It has multiple ties with the topology
and algebraic topology of 3 and 4 dimensional manifolds (for a survey
of classical results and several equivalent definitions see [51]). It takes
the form of a Laurent polynomial in Z[t±1], denoted by ∆K(t).
The Alexander polynomial is known to satisfy a skein relation: if
L+, L− and L0 are three oriented links differing only locally as shown
in Figure 1.5, their polynomials satisfy the following relation:
(2) ∆L+(t)−∆L−(t) =
(√
t− 1√
t
)
∆L0(t)
Remark 1.4. The skein transformation L± ↔ L0 corresponds to
an oriented saddle move (a.k.a. band attachment); we can think of this
move as the attachment of an oriented band to the link.
A saddle move which decreases the number of components of the
link will be called a merge, and a split otherwise.
Up to now we have only considered knots as equivalence classes of
embeddings up to isotopy. There is however another weaker equivalence
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Figure 1.5. The diagram for the three links differ only
locally as shown in Figure.
relation for knots in S3, known as concordance. We say that two knots
K0, K1 are concordant if there exists a properly embedded annulus
A = S1 × [0, 1] ⊂ S3 × [0, 1] such that A ∩ S3 × {i} = Ki, for i = 0, 1.
Call C the set of concordance classes; we can endow it with a group
operation by considering the (oriented) connected sum of knots. All
isotopy classes of knots which are concordant to the unknot are called
slice knots. Alternatively we can say that two knots K0, K1 ⊂ S3 are
concordant if K0#m(−K1) is slice, with m(K) denoting the mirror
image of K.
If we consider general cobordisms, i.e. we use orientable surfaces
with two boundary components instead of annuli, then there is only
one equivalence class of knots. That is, every pair of knots in S3 can
be connected by a cobordism in S3 × [0, 1]. The proof of this fact
follows easily by noting that every knot is equivalent to the unknot
up to crossing changes, and a crossing change induces a genus-one
cobordism.
We will denote by K unionsq©t the link obtained as disjoint union of K
with t split trivial knots.
In [47, App. B4], it is shown how to put a cobordism between two
knots in a standard form:
Proposition 1.5. Suppose two knots K0, K1 ⊂ S3 are connected
by a genus g cobordism Σ; then there are two knots K ′0, K
′
1, and integers
b, d such that
• K0unionsq©b can be obtained from K ′0 by adding b oriented saddles.
• K ′0 and K ′1 are connected by 2g oriented saddles.
• K1unionsq©d can be obtained from K ′1 by adding d oriented saddles.
We will use this standard form in the case of cobordisms between
knots in lens spaces in Chapter 4. We observe here that this standard
form exists in a general 3-manifold (cf. [47, B4]).
Lastly, consider S3 as the boundary of the 4-ball D4; then every
knot K ⊂ S3 bounds smooth properly embedded surfaces (Σ, ∂Σ) ↪→
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Figure 1.6. A schematic description of the standard
form of a cobordism.
(D4, S3). The minimum of the genus among all these surfaces for a
fixed K is called the smooth 4-genus of K, and denoted by g∗(K).
Clearly7 g(K) ≥ g∗(K), and slice knots are the only ones with
g∗ = 0. We are going to generalize these notions to the case of knots
in lens spaces in Chapter 4.
1.2. Representing links with grids
One of the features that make classical knot theory visual and pro-
vide several knot invariants is the possibility of drawing planar repre-
sentations, i.e. diagrams. There is no straightforward generalization of
the notion of diagrams for knots in 3-manifolds other than S3. Nonethe-
less a grid-diagrammatic approach (see [11]) can be carried out for lens
spaces, providing us not only with some sort of diagrams, by also al-
lowing one to combinatorially encode a couple (L(p, q), L). This will
be handy for the computations carried out in Chapter 6.
Definition 1.6. Consider a n×pn grid in R2, consisting of the seg-
ments α˜i = (tnp, i) and β˜j = (j, tn) with i ∈ {0, . . . , n}, j ∈ {0, . . . , np}
and t ∈ [0, 1]. A twisted grid for L(p, q) is the grid on the torus given
by identifying β˜0 to β˜pn, and then α˜0 to α˜n with a twist depending on
q (see Figure 1.7):
αn 3 (s, n) ∼ (s− qn (mod pn), 0) ∈ α0
Here s ∈ [0, pn]; the condition (p, q) = 1 guarantees that after the
identifications the planar grid becomes a toroidal grid.
7g denotes the usual Seifert genus of knots.
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Call α = {αi} and β = {βi} i ∈ {1, . . . , n} the n horizontal (resp.
vertical) circles obtained after the identifications in the grid. Note that
in a grid for L(p, q) we have:
|αi ∩ βj| = p ∀i, j ∈ {1, . . . , n}
We can encode a link L in L(p, q) by placing a suitable version of
the X’s and O’s for grid diagrams in S3: call X = {Xi} and O = {Oi},
i = 1, . . . , n two sets of markings. Put each one of them in the little
squares8 of G\α∪β in such a way that each column9 and row contains
exactly one element of X and one of O, and each square contains at
most one marking.
Now join with a segment each X to the O which lies on the same
row, and each O to the X which lies on the same column (keeping in
mind the twisted identification). We adopt the orientation convention
according to which vertical segments go from Os to Xs10. To obtain L
remove self intersections by resolving each crossing as an overcrossing11
of the horizontal segments over the vertical ones (as in Figure 1.8).
The grid together with the markings is a multi-pointed Heegaard
diagram12 for (L(p, q), L), called a grid diagram. Removing the mark-
ings produces a Heegaard diagram for L(p, q), which can be obtained
from the one described in the previous section by adding parallel copies
of the attaching curves.
Remark 1.7. There are two possible ways to connect each Xi to
the corresponding O marking on the same row/column, but the isotopy
class of the resulting link does not depend upon the possible choices.
Indeed the two choices for each row/column are topologically related by
a slide on a meridional disk of the Heegaard decomposition of L(p, q),
hence describe isotopic links.
The integers n, p and q will be called the parameters of the grid
diagram G; the p (n× n) squares obtained by cutting the torus along
α1 and β1 (in the planar representation of the grid) are called boxes.
We will often deliberately forget the distinction between planar and
toroidal grids, according to the motto “draw on a plane, think on a
8For concreteness think of the markings as having half integral coordinates in
the planar grid.
9Beware! In a twisted toroidal grid a column “wraps around” each row p times.
10Note that this convention is the opposite of the one used in [47], but agrees
with the one of [4]; see also Remark 1.8.
11Equivalently push horizontal/vertical segments in the solid torus determined
by the α/β attaching curves respectively.
12See Section 2.2 for the definition.
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torus”. It is worth to point out that the case in which p = 1 and q = 0
gives as expected a usual grid diagram for a link in S3.
Figure 1.7. Top-bottom identifications for a 3 dimen-
sional grid for L(3, 1) (left) and L(3, 2) (right).
Figure 1.8. The link obtained by joining X’s and O’s
in a grid for L(3, 2) of grid dimension 5.
Remark 1.8. Exchanging the two kinds of markings in a grid rep-
resenting a knot K produces a grid diagram for the opposite knot −K.
Note also that [−K] = −[K] (mod p).
Proposition 1.9 ([11],[4]). Every link in L(p, q) can be repre-
sented by a grid diagram; two different grid representations of a link
differ by a finite number of grid moves analogous13 to Cromwell’s for
grid diagrams in S3:
• Translations: these are just vertical and horizontal integer
shifts of the grid (keeping the twisted top/bottom identifica-
tions in mind).
• (non-interleaving) Commutations: if two adjacent row/columns
c1 and c2 are such that the markings of c1 are contained in a
connected component of c2 with the two squares containing the
markings removed, then they can be exchanged.
• (de)Stabilizations: these are the only moves that change the
dimension of the grid. There are 8 types of stabilizations,
as shown in Figure 1.9. Destabilizations are just the inverse
moves.
13See [11].
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Figure 1.9. Some examples of grid moves; in the top
there are four different kinds of stabilizations (there
are other four where the roles of the markings are ex-
changed). In the middle a (non interleaving) row com-
mutation. On the lower part an example of vertical trans-
lation in L(3, 1).
Remark 1.10. The homology class of a link L ⊂ L(p, q) can be
read directly from the grid (see also [10, Lemma 3.3]); we just need
to keep track of the signed number of intersections of the link with
a meridian of the torus. With the orientation conventions we have
established (so that vertical arcs connect O’s to X’s):
H1(L(p, q);Z) 3 [L] = #{α1 ∩ L} (mod p)
The following Lemma gives an alternative way to compute the ho-
mology class of a link from the grid. It will be useful to prove a sym-
metry of grid homology.
Lemma 1.11. Suppose G is a grid of parameters (n, p, q) represent-
ing a link L in L(p, q). Call m = [L] ∈ H1(L(p, q);Z) and denote by
aXi and respectively a
O
i the number of the box (from the left) in which
the i-th X/O marking lies. Then:
(3)
n∑
i=1
aOi − aXi ≡ qm (mod p)
Proof. Construct a new grid Ĝ from G, by placing each Xmarking
in the same box of the O marking in the same column, as in Figure
1.10. Call Lˆ the link represented by Ĝ; now for Ĝ, by Remark 1.10 we
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Figure 1.10. The grids G (on the left) and Ĝ, where
each X marking is moved close to the O marking on the
same column.
clearly have [L̂] =
∑n
i=1 a
O
i − aXi ≡ 0 (mod p). We can get from Ĝ back
to G by moving each X marking back to its place.
The couple of markings on the i-th column of G provides a contri-
bution of mi to the homology class, and m ≡
∑n
i=1mi (mod p).
Note that moving the Xmarking on the i-th column of Ĝ by ki boxes
to the left increases the homology class14 by mi ≡ kiq−1 (mod p), and
increases aOi − aXi by ki. So we can write
n∑
i=1
aOi − aXi =
n∑
i=1
ki
and
m ≡
n∑
i=1
mi ≡
(
n∑
i=1
ki
)
q−1 (mod p)
And we are done. 
Remark 1.12. If G is a grid of parameters (n, p, q), we call n the
dimension or grid number of G. The same term will also be used when
referring to the isotopy class of a knot (L(p, q), K); in this case we
mean the quantity
GN(K) = min{n | G is a grid with parameters (n, p, q) representing K}
Note that if p, q = 1, 0, then GN(K) is the usual arc index (see [11]).
The skein moves described in Section 1.1 for the Alexander polyno-
mial can be defined in the grid context too. They will be very useful
in Chapter 4 and 5. They are described in Figure 1.11.
Note that G0 and G
′
0 are connected by a non-interleaving commu-
tation, hence describe isotopic links. The change G± ↔ G0 is called
an interleaving commutation (cf. [10] and Definition 1.9).
Definition 1.13. Two columns in a grid which comprise an inter-
leaving commutation are called a positive/negative skein pair, accord-
ing to whether they look like G+ or G− from Figure 1.11.
14Seen as an element of Z/pZ.
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Figure 1.11. The column configurations for the skein
moves in grid diagrams.
Note that if two grids differ by a skein change, then the links they
represent differ by a crossing change.
Remark 1.14. This convention is the same as the one in [47], and
the opposite one of [10]; we adopt the former, since it works better
with skein exact triangles (see Section 5.2).
There is a special class of knots in lens spaces, which in some regard
can be considered the generalization of the trivial knot to non trivial
homology classes. It is proved in [10] (see also Section 5.2), that up to
crossing changes, every knot reduces to the unique simple knot in the
same homology class (Proposition 5.16).
Definition 1.15. A simple knot in L(p, q) is a knot admitting a
grid of dimension 1, (cf. also [24] and [4]). It is immediate to show
that in each lens space L(p, q) there is exactly one simple knot in each
homology class; for m ∈ H1(L(p, q);Z) denote this knot by T p,qm .
Alternatively, using the fact that a 1-dimensional grid is the Hee-
gaard splitting of L(p, q) shown in Figure 1.2, these knots can be defined
as those which are composed by one unknotted arc contained in each
attaching disk of the decomposition.
Lemma 1.16 ([50]). Simple knots are subject to the following rela-
tions15:
(1) T p,qm = −T p,q−m
(2) T p,qmq′
∼= T p,q′m if qq′ ≡ 1 (mod p)
(3) T p,p−q−m is the mirror image of T
p,q
m ∈ L(p, q) = L(p, p− q)
Remark 1.17. Links in lens spaces can also be presented in another
useful way, the disk diagram form. For a survey on the subject see [7].
15Note that the conventions and notations of [50] are different from ours.
CHAPTER 2
Grid homology
2.1. Heegaard Floer homology
In these first sections we are going to introduce Heegaard Floer ho-
mology for three manifolds, and its specialization to knots, the Knot
Floer homology. Since the definitions are quite elaborate, we are not
going to present a complete description; rather we are going to avoid
most of the analytical aspects, and present a self contained definition
along the lines of [43], aimed to better understand the source of the
combinatorial counterparts we will introduce in Section 2.4.
In [41] Peter Ozsva´th and Zolta´n Szabo´ introduced a package of
powerful invariants of spinc 3-manifolds, known as Heegaard Floer ho-
mologies. There are many variations on these invariants, which we
will denote collectively as HF ◦(Y, s), where Y is a closed oriented 3-
manifold, and s ∈ spinc(Y ).
Here ◦ = +,−,∧,∞ stands for the possible variations, also known
as flavors. In the following we will be mainly concerned with the minus
and hat theories.
We sketch here the construction of the groups HF ◦, and we are
going to restrict ourselves to F = F2 coefficients. The details of the
definition can be found in the original paper [41] from Ozsva´th and
Szabo´.
Start with an Heegaard diagram for Y . In other terms choose a
tripleH = (Σg, α, β), where Σg is a closed and oriented surface of genus
g, and α =
g⋃
i=1
αi, β =
g⋃
i=1
βi are two collections of g curves determining
respectively the belt sphere of the 1-handles and the attaching spheres
of the 2-handles, in the handle decomposition of Y induced by H.
So we will require that αi ∩ αj = βi ∩ βj = ∅ for i 6= j, that all
the intersections are transverse, and that the curves of each type are
independent in H1(Σg;Z).
It is also useful to reinterpret these data as induced by a self in-
dexing Morse function f : Y −→ [0, 3] (after the choice of a suitable
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Riemannian metric on Y ): now the α and β curves are just the inter-
section between the stable/unstable submanifolds and Σg. We will also
require that f has only one maximum and minimum.
To define the complexes we also need to add a point z ∈ Σg \
α ∪ β; the quadruple (Σg, α, β, z) is called a pointed Heegaard diagram
for Y . There is a set of moves connecting any two pointed diagrams
representing the same 3-manifold (see [41]). Given such a pointed
diagram for Y consider the symmetric product
Symg(Σg) =
Σ×gg upslopeSg
It is not hard to show that Symg(Σg) is a smooth manifold of di-
mension 2g, which can be thought of as the set of unordered g-tuples of
points in Σg. Moreover a complex structure on Σg endows Sym
g(Σg)
with an induced complex structure; there are two g-dimensional sub-
manifold contained in Symg(Σg) which are totally real with respect to
this structure.
These are the two tori Tα =
∏g
i=1 αi and Tβ =
∏g
i=1 βi. Note that
since all the curves of each type were supposed to be disjoint, Tα and
Tβ are in fact embedded half dimensional submanifolds of Symg(Σg),
with finitely many transverse intersections.
The basepoint also induces a subspace Vz = {z} × Symg−1(Σg) ⊂
Symg(Σg), which is disjoint from Tα∪Tβ. Regard the disk D2 as living
in C, and call e1 = ∂D2 ∩Re > 0 and e1 = ∂D2 ∩Re < 0.
Now, given two points x, y ∈ Tα ∩Tβ, denote by pi2(x, y) the set of
homotopy classes of continuous maps
φ : D2 −→ Symg(Σg)
such that φ(−i) = x, φ(i) = y and φ(e1) ⊂ Tα, φ(e2) ⊂ Tβ.
We can associate a spinc structure to each intersection point by
means of a map
sz : Tα ∩ Tβ −→ spinc(Y )
The map is defined as follows: after the choice of the compatible Morse
function f , each x ∈ Tα ∩ Tβ determines a g-tuple of trajectories con-
necting index 1 and index 2 critical points.
The basepoint z gives instead another trajectory connecting the
maximum of f to the minimum. Deleting tubular neighborhoods of
these trajectories gives a vector field by restricting ∇f , which is ev-
erywhere non zero. Moreover this vector field can be extended to the
original manifold in a non singular manner. Now just denote by sz(x)
the resulting homology class of this vector field.
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After suitable perturbations (see [41] for the details), given a φ ∈
pi2(x, y) the moduli spaceM(φ) of holomorphic representatives of φ is
defined.
Composition of φ with an holomorphic map of the disk fixing ±i
induces an R action on M(φ), so we can define M̂(φ) =M(φ)upslopeR.
It can be shown that if x, y ∈ Tα ∩ Tβ, then sz(x) = sz(y) iff
pi2(x, y) 6= ∅.
Given a point w ∈ Σg \α∪β∪ z and two generators x, y ∈ Tα∩Tβ,
define the map
nw : pi2(x, y) −→ Z
as
nw(φ) = #[φ
−1({w} × Symg−1(Σg))]
So nw(φ) counts the intersections between Vw and the support of φ.
We can now introduce the complexes and differentials. Choose s ∈
spinc(Y ), where Y is a QHS3; then ĈF (Σg, α, β, z, s) is the free abelian
group generated by the elements x ∈ Tα ∩ Tβ with sz(x) = s, and it is
called the hat Floer complex of (Σg, α, β, z, s).
We can endow ĈF (Σg, α, β, z, s) with a relative grading d(x, y) =
µ(φ)− 2nz(φ), where φ ∈ pi2(x, y), and µ(φ) is the expected dimension
of the moduli space of holomorphic representatives of φ, known as the
Maslov index. Indeed in the case of QHS3 this grading can be lifted
to an absolute Q grading (see [36]).
Now if x, y ∈ Tα ∩ Tβ, φ ∈ pi2(x, y) and µ(φ) = 1, call1 c(φ) the
algebraic sum of the signs of points in M̂(φ). If instead µ(φ) 6= 1 define
c(φ) = 0.
The differential is then defined as the map
∂̂ : ĈF (Σg, α, β, z, s) −→ ĈF (Σg, α, β, z, s)
∂̂x =
∑
y∈Tα∩Tβ , φ∈pi2(x,y)
sz(y)=s, nz(φ)=0
c(φ) · y(4)
It is highly non trivial to show that (ĈF (α, β, z, s), ∂̂) is a chain
complex. But in fact much more is true: the homology of this complex
turns out to be independent on the choices made (Theorem 2.1).
1Again here we are ignoring the perturbations needed to make the theory work
properly.
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The differential in the hat version is defined in term of holomorphic
representatives of disks which do not intersect the submanifold Vz de-
termined by the divisor z. There are also several other version which
we describe presently, where we keep track of these intersections.
Denote by CF∞(α, β, z, s) the free abelian group generated by the
elements [x, i], with x ∈ Tα∩Tβ such that sz(x) = s, and i ∈ Z. There
is a relative grading on such a group, defined as
gr([x, i], [y, j]) = gr(x, y) + 2i− 2j
We can also endow it with the differential:
∂∞ : CF∞(Σg, α, β, z, s) −→ CF∞(Σg, α, β, z, s)
∂∞[x, i] =
∑
y∈Tα∩Tβ ,
∑
φ∈pi2(x,y)
c(φ) · [y, i− nz(φ)](5)
Abusing the notation, we denote the resulting homology byHF∞(Y, s);
clearly we can get an invariant for 3-manifolds, rather than for couples
(Y, s), by taking the direct sum
HF∞(Y ) =
⊕
s∈ spinc(Y )
HF∞(Y, s)
over all spinc structures of Y .
There is a natural endomorphism U of this complex which acts as
U([x, i]) = [x, i− 1], and decreases the grading by 2.
It is shown in [41], that if Y is a QHS3, then the homology of
the complex (CF∞(α, β, z, s), ∂∞) is always isomorphic to the module
F[U,U−1], so it does not directly provide a useful invariant. However
the extra structure allows the definitions of other derived complexes
which will be shown to carry many interesting and unexpected infor-
mations on the underlying 3-manifold.
Denote by CF−(Σg, α, β, z, s) the subcomplex of CF∞(Σg, α, β, z, s)
generated by elements [x, i] with i ≤ 0, and
CF+(Σg, α, β, z, s) =
CF∞(Σg, α, β, z, s)upslopeCF−(Σg, α, β, z, s)
The endomorphism U can be restricted to the first one, and it induces
another endomorphism on the latter, which is going to be denoted in
the same way. We also endow these groups with the differential induced
by ∂∞.
There are some obvious short exact sequences relating these com-
plexes:
(6)
0→ CF−(Σg, α, β, z, s)→ CF∞(Σg, α, β, z, s)→ CF+(Σg, α, β, z, s)→ 0
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and, if ι(x) = [x, 0]:
(7)
0→ ĈF (Σg, α, β, z, s) ι−→ CF+(Σg, α, β, z, s) U−→ CF+(Σg, α, β, z, s)→ 0
The main result of [41] guarantees that these groups are in fact
invariants of the underlying spinc three manifold:
Theorem 2.1 ([41]). The groups H∗ (CF ◦(α, β, z, s), ∂◦) = HF ◦(Y, s)
for ◦ = ±,∧,∞ only depend on the couple (Y, s) up to isomorphism.
Since we are going to be dealing only with rational homology spheres,
s is always going to be torsion, so we can apply the results of [36] and
consider the Maslov grading as an absolute Q-valued degree.
As is customary, T − will denote the module F[U ], a so called tower.
If (Y, s) is a spinc QHS3, then2
HF−(Y, s) = T − ⊕HF−red(Y, s)
The group HF−red(Y, s) is called the reduced (minus) Heegaard Floer
homology, and in the case at hand is a finitely generated U -torsion
module.
The maximum absolute grading of elements in the tower ofHF−(Y, s)
is known as the correction term of (Y, s).
Definition 2.2. A rational homology 3-sphere Y whose Floer ho-
mology has minimal rank, is called a L-space. The homology is non
trivial in each spinc structure, so Y is an L-space precisely when
rkF
(
ĤF (Y ;F)
)
= |H1(Y ;Z)|
Alternatively Y is an L-space iff all the groups HF−red(Y, s) vanish. If
a knot K ⊂ Y has a Dehn surgery yielding an L-space, we will call it
a L-space knot.
The hat Heegaard Floer homology of lens spaces can be computed
from a minimal Heegaard diagram (as in Figure 1.2).
It is proven in [41] that
ĤF (L(p, q);F) =
⊕
s∈ spinc(L(p,q))
Fd(p,q,s)
the subscript denotes the grading of the module and d(p, q, s) is the
correction term of L(p, q) in the spinc structure s. For the computation
of the correction terms for lens spaces see Definition 2.4.1.
2See [41].
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So lens spaces are L-spaces, but the latter class is much wider:
it contains all double branched covers of quasi alternating knots (see
[42]).
2.2. Knot Floer homology
Soon after its definition it was independently realized in [39] and
[49] that a knot K ⊂ Y induces a filtration on the complex CF ◦(Y, s).
The filtered quasi isomorphism class of the resulting complex is an
invariant of the triple (Y,K, s).
In order to describe these invariants in the needed form, we must
extend the original description, since the first papers on the subject
only dealt with nullhomologous knots. The following definitions will
be rather based on [46] and [34].
In the various definitions of knot Floer homology, knots are usually
encoded in two different ways; in the first approach we just need to
place an extra marking point to a pointed Heegaard diagram of Y .
In the second one we increase the number of points and curves. To
ease the following definitions, we are going to describe the first, and
show how to obtain the latter (which will be used in a simplified form
throughout the text) later on.
We can represent a knot inside Y as a doubly pointed Heegaard
diagram (Σ, α, β, z, w), where the first part is an Heegaard diagram for
Y , and z, w ∈ Σ \ α ∪ β are two points. To produce a knot from this
data, connect the two points z and w with a path on Σ \α and one on
Σ\β. Then push the first path into the handlebody Uα and the second
into Uβ.
Proposition 2.3 ([39]). Every knot in a 3-manifold can be repre-
sented by a doubly pointed Heegaard diagram.
As stated in the introduction, the knot invariants we are going to
consider originate from a filtration on the complexes CF ◦(Y, s), induced
by relative spinc structures on the complement of a knot K ⊂ Y .
In analogy with the previous section, we can define a relative spinc
structure on Y as a homology class of a non-singular vector field in
Y \ ν(K); we are also going to require that the vector field is the
outward pointing one on ∂ν(K).
The set of relative spinc structures will be denoted by spinc(Y,K),
when we consider the complement of a neighborhood of a knot K ⊂ Y .
It is proven in [46] that:
spinc(Y,K) ∼= spinc(Y )× Z
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and it is an affine space over H2(Y \ ν(K), ∂ν(K);Z).
Choosing an orientation for K gives a canonical nowhere vanishing
vector field on the solid torus ν(K), with boundary conditions matching
the ones chosen for the complement of ν(K).
There is thus a natural map
GY,K : spin
c(Y,K) −→ spinc(Y )
which is equivariant with respect to the H2(Y, ∂Y ;Z)-action, and real-
izes an identification
spinc(Y ) ∼= spinc(Y,K)upslopeZ · PD[µ]
where µ is the (oriented) meridian of K. If ξ ∈ spinc(Y,K), we call
GY,K(ξ) the underlying spin
c structure of ξ.
Now define
sw,z : Tα ∩ Tβ −→ spinc(Y,K)
as follows: as in the previous section choose a self-indexing Morse func-
tion f : Y → [0, 3] adapted to (Σ, α, β), such that the knot K is realized
as the oriented union of two flowlines γz− γw which connect maximum
and minimum of f , and intersect Σ in z and w respectively.
A generator x ∈ Tα ∩ Tβ induces a g-tuple of flowlines γx for ∇f
connecting all index 1 to 2 critical points, and passing through points
of x. Removing neighborhoods of γx, γw and γz produces
3 a relative
spinc structure sw,z ∈ spinc(Y,K) given by the restriction ∇f|Y \ν(K) .
This construction involves several choices, but it is shown in [46]
that the resulting map sw,z does not depend upon them. In the same
paper it is proven that
GY,K(sw,z(x)) = sw(x)
and if φ ∈ pi2(x, y), then
sw,z(x)− sw,z(y) = (nw(φ)− nz(φ)) · PD[µ]
Choose ξ ∈ spinc(Y,K), and let CFK∞(Y,K, ξ) be the free abelian
group generated by triples [x, i, j] ∈ Tα ∩ Tβ × Z2 such that sw(x) = s
and sw,z(x) + (i− j)PD[µ] = ξ.
We can endow CFK∞(Y,K, ξ) with the differential
(8) ∂∞x =
∑
y∈Tα∩Tβ
∑
φ∈pi2(x,y)
c(φ) · [y, i− nw(φ), j − nz(φ)]
The homology of (CFK∞(Y,K, ξ), ∂∞) is denoted byHFK∞(Y,K, ξ);
by itself it is not an interesting4 invariant of knots in QHS3s. However
3After a suitable perturbation which makes it everywhere non zero.
4It is shown in [39] that in this case HFK∞(Y,K, ξ) ≡ F[U,U−1].
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there is an easy way to obtain many powerful invariants by considering
the natural filtration
(9)
F : CFK∞(Y,K, ξ) −→ Z2
F([x, i, j]) = (i, j)
Theorem 2.4 ([46]). The filtered chain homotopy type of the com-
plex CFK∞(Y,K, ξ) is an invariant of the oriented knot (Y,K) and
ξ ∈ spinc(Y,K).
Remark 2.5. There are more geometric ways to define a filtra-
tion on the complex CFK∞(Y,K, ξ), by suitably evaluating the first
Chern class on the induced relative spinc structure, seen as an element
of H2(Y, ν(K);Q) (see [33]). In this setting the target space of the
filtration becomes Q, rather than Z (cf. with Remark 2.12).
Similarly to what was done in the previous section, we are going
to extract the relevant flavors of knot Floer homology from the chain
homotopy type of the ∞ flavor; this can be done in two similar ways,
according to the conventions of [46] or [33].
In the first case we are going to obtain an integer-valued degree
from this filtration; in the latter this degree, known as the Alexander
degree, will be Q-valued.
We will exploit this difference in the following chapters, and use the
second convention (which is used in [4]) when defining the combinato-
rial version of HFK◦.
Given s ∈ spinc(Y ) consider the set G−1(Y,K)(s) of relative structures
which have the same underlying spinc structure. We can endow this
set with the well-ordering ξ1 ≤ ξ2 if ξ1 = ξ2 + j ·PD[µ] for some j ≥ 0.
We can pull back this ordering to a well-ordering of the complex
using the function sw,z.
It is then shown in [46, Sec. 3] that this ordering induces a Z fil-
tration on CF ◦(Y, s). Note that the infinity and minus versions inherit
an extra Z-filtration induced by powers of the U variable.
Now, for the second convention, define the map
H : spinc(Y,K) −→ H2(Y,K;Q)
as H(s) = c1(s)−PD[µ]
2
, and if x ∈ Tα ∩ Tβ define h(x) = H(sw,z(x)).
As shown in [33, Lemma 4.2] this defines a Q-valued filtration on
CF ◦(Y, s). In both cases we call the resulting filtration the Alexander
filtration of CF ◦(Y, s) induced by the knot K. If we consider the as-
sociated graded object instead we call the induced grading Alexander
degree.
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We remark here that the same result can be obtained (cf. [4])
considering5 multi-pointed Heegaard diagrams and evaluations of the
first Chern class of rational Seifert surfaces (cf. Section 5.1).
There are two natural subcomplexes we can extrapolate from
CFK∞(Y,K, ξ): the first is the minus knot Floer complex CFK−(Y,K, ξ),
given by the elements in CFK∞(Y,K, ξ) whose filtration level (i, j)
satisfies i ≤ 0.
The second is the hat knot Floer complex ĈFK(Y,K, ξ), and it
corresponds to elements with i = 0, which belong to the kernel of the
U -action. Their induced filtrations can be thought of as filtrations on
CF−(Y, s) and ĈF (Y, s) respectively, where s ∈ spinc(Y ) extends ξ.
There is thus a spectral sequence starting from CFK◦(Y,K, ξ) and
converging to HF ◦(Y, s), obtained by forgetting about the extra mark-
ing point w. In particular
rk
(
ĤFK(Y,K, s)
)
≥ rk
(
ĤF (Y, s)
)
When dealing with knots in the three sphere we will often abbrevi-
ate HFK◦(S3, K) with HFK◦(K).
We can split the hat homology into the components determined by the
bigrading:
ĤFK(K) =
⊕
m,a∈Z2
ĤFKm(K, a)
where ĤFKm(K, a) is the part in Maslov degree m and Alexander
degree a.
We make here a notational remark: in order to avoid confusion,
when dealing with the general case of a tri-graded homology or com-
plex, the subscriptsm, a, s will be used to denote the Maslov, Alexander
and spinc degrees respectively.
Now, given a finitely generated module endowed with a Z2 grad-
ing, M =
⊕
i,j∈Z
Mi,j we can take its decategorification, which is just a
weighted Euler characteristic:
(10) χt(M) =
∑
i,j∈Z
(−1)irk(Mi,j) · tj ∈ Z[t±1]
Theorem 2.6 ([39]). If (S3, K) is a knot, then the decategorifi-
cation of the hat knot Floer homology coincides with the Alexander
5Multi-pointed diagrams will be defined in the end of this Section, and rational
surfaces in Section 5.1.
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polynomial of K:
χt(ĤFK(K)) =
∑
m,a∈Z2
(−1)mrkF
(
ĤFKm(K, a)
)
· ta = ∆K(t)
So ĤFK contains at least the same amount of information as ∆(t);
it is however easy to exhibit knots with the same Alexander polynomial
whose homologies are distinct, so ĤFK is a more refined invariant.
Furthermore, the Alexander polynomial of a split link vanishes,
while ĤFK exhibits a more subtle behavior (see Chapter 4).
The skein relation (Equation (2)) satisfied by ∆(t) can be lifted to
its categorification; here it takes the form6 of a long exact sequence,
usually called skein exact triangle.
Theorem 2.7 ([39]). Consider three links L,L0 and L1 in Y dif-
fering as in Figure 1.5. Then if the two strands in the crossing belong
to the same component the following sequence is exact:
→ ĤFK(Y, L−)→ ĤFK(Y, L0)→ ĤFK(Y, L+)→ ĤFK(Y, L−)→
otherwise
→ ĤFK(Y, L−)→ ĤFK(Y, L0)⊗Z → ĤFK(Y, L+)→ ĤFK(Y, L−)→
is exact, with Z = F[0,1] ⊕ F[−1,0] ⊕ F[−1,0] ⊕ F[−2,−1].
Moreover knot Floer homology is known (see e.g. [39]) to satisfy
a formula7 for the connected sum of two knots in rational homology
3-spheres; if (Y,K) = (Y0, K0)#(Y1, K1), then
(11)
HFK◦ (Y,K, s) ∼=
⊕
s0#s1=s
HFK◦ (Y0, K0, s0)⊗HFK◦ (Y1, K1, s1)
where the tensor product is taken over the appropriate ring.
In Section 2.4.3 we will prove that ĤFK satisfies a symmetry prop-
erty (Proposition 2.27) under orientation reversal of the knot (see also
[50, Sec. 3.8] for an alternative viewpoint).
There is another result regarding symmetries of the knot Floer ho-
mology of rationally nullhomologous knots in QHS3’s, due to Ni and
Wu [34], which is going to be useful in Section 5.2:
6We postpone the definition of the homology for links to Chapter 4.
7We do not specify here the various conventions involved for spinc structures,
since in what follows we will only deal with Y = S3, L(p, q).
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Proposition 2.8 ([34]). If K is a nullhomologous knot in a ratio-
nal homology 3-sphere Y , there is an isomorphism:
ĤFK(Y,K, s) ∼= ĤFK(Y,K, Js + PD[K])
where J : spinc(Y ) −→ spinc(Y ) is the conjugation map described in
Section 2.1.
There are several different ways to generalize knot Floer homol-
ogy to links; in [39, Sect. 2.1] it is shown that a nullhomologous
m-component link L ⊂ Y uniquely corresponds to a knot inside the
manifold Y#m−1S1 × S2. The definition of HFK◦ for L was given as
the homology of the corresponding knot in this new manifold.
As mentioned in the beginning of the section, there is another pro-
cedure to encode knots and links in 3-manifolds in a way which is
compatible with a Heegaard decomposition. It was first introduced in
[44] to encode links more easily.
A multi-pointed Heegaard diagram for a link (Y, L) is a fivetuple
(Σg, α, β, w, z) where this time α and β are two sets of g+n−1 simple
closed curves, each spanning a g-dimensional subspace of H1(Σg;Z).
Accordingly, w and z are two sets of n points, which record the
signed intersections of the link with Σg. In other words the link is made
up of trajectories of the Morse flow, connecting maxima to minima
points.
At a Morse-theoretic level, this just corresponds to changing the
Morse function so that it has n maxima and minima, and recording on
the Heegaard surface the flowlines between them.
The complex CFK−(Σg, α, β, w, z) is then just the freely generated
F[U1, . . . , Un]-module over Tα ∩ Tβ, with differential:
(12) ∂−x =
∑
y∈Tα∩Tβ
∑
φ∈pi2(x,y)
c(φ) ·
(
n∏
i=1
U
nw1 (φ)
i
)
y
The homology of this complex, despite having F[U1, . . . , Un] as
ground ring, is isomorphic to the previously defined one (at least for
knots). This is due to the fact that the actions of two different U -
variables are chain homotopic, so the homology itself is chain homo-
topic to an F[U ]-module (compare also with Sections 2.4.3 and 4.2).
We will describe in detail two definitions of link Floer homology in
the combinatorial context in Chapter 4.
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2.3. From holomorphic to combinatorial
From the definitions of the previous section it should be quite clear
that, with the exception of some specific family of knots, the compu-
tations of HFK◦(K) for a generic K ⊂ S3 are hard.
The main issue preventing a systematic calculation of these groups
resides in the differential: there is no algorithm to sort out the the count
of points in the quotient space M̂ for the holomorphic disks involved.
Nonetheless, in 2006 S. Sarkar and J. Wang [53] showed that if a
Heegaard diagram for Y is of a particular form, this count could be
performed algorithmically.
More formally, they introduced the notion of a nice Heegaard dia-
gram for a 3-manifold Y . This is just an ordinary multi-pointed Hee-
gaard diagram for Y , such that all regions in the complement of the at-
taching curves either contain a basepoint wi or are bigons and squares.
They proved that on these regions there is only one holomorphic rep-
resentative (up to R shifts), so #M̂(φ) = 1.
In the same paper they gave an algorithm that, starting from an
arbitrary Heegaard diagram of a 3-manifold, produced an equivalent
nice Heegaard diagram, thus proving that each 3-manifold admits one.
This key result opened the possibility for a combinatorial reformu-
lation of Knot Floer homology. Indeed in [30] Manolescu, Ozsva´th and
Sarkar managed to give a description of a combinatorial homology the-
ory, proving it was in fact isomorphic to its holomorphic counterpart.
They considered a genus 1 multi-pointed Heegaard diagram for the
three sphere (as in Figure 2.1). As shown, in this case all the comple-
mentary regions of the attaching curves are squares, so this is in fact a
nice Heegaard diagram for S3.
As done in Section 1.2, we can encode a knot K ⊂ S3 by marking
the intersection between the splitting surface and K. As is customary
we do this by placing an O marking for ascending flowlines and an X
marking in the other case, which take the place of the zi and wi base
points.
There are exactly n maxima and n minima for the Morse function
determining this splitting, so all the annuli made on the torus by two
adjacent α or β curves must contain exactly one marking of each kind.
Now, fix a cyclic labelling for the α and β curves, and cut the torus
along α1 and β1.
This produces a grid diagram for K as in Figure 2.2. In this setting
the points of Tα ∩ Tβ correspond to n-tuples of intersection points
between α and β curves, such that each curve contains exactly one. In
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Figure 2.1. A grid diagram on the torus representing
the Hopf link in S3.
Figure 2.2. A grid diagram for the trefoil in S3.
turn the set of such n-tuples can be put in correspondence with the
symmetric group on n elements.
In the same paper they also gave a combinatorial formula for deriv-
ing the Maslov and Alexander degrees of a generator in the complex.
The differential, which was the main source of the computational
issues, takes the milder form of embedded rectangles in the grid.
The boundary conditions for maps in pi2(x, y) implies that such rect-
angles will have sides which are alternatively embedded on the vertical
and horizontal arcs composing the grid. These rectangles might con-
tain markings and/or other components of the generators; the different
flavors of the homology will depend upon a choice of which of these are
admissible. The resulting homology is referred to as grid homology.
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In the next section we are going to define rigorously this combi-
natorial approach to knot Floer homology in the more general case of
links in lens spaces. As explained in the first Chapter, the S3 case can
be recovered by choosing p, q = 1, 0.
2.4. Grid homology in lens spaces
In the following we are going to define several different flavors of
the grid homology for links in lens spaces, following [4], and paralleling
the definitions of Section 2.2.
All these versions can be defined by slight variations in the complex,
the ground ring or the differential we are going to introduce below.
For clarity we are going to restrict ourselves to F = Z2 coefficients
until Chapter 3, and to knots up to Chapter 4.
2.4.1. The complex.
Definition 2.9. Given a grid G of dimension n representing a
knot (L(p, q), K), the generating set for G is the set S(G) comprising
all bijections between α and β curves. This corresponds to choosing n
points in α ∩ β such that there is exactly one on each α/β curve.
There is a bijection
S(G)←→ Sn × (Zp)n
which can be described as follows: since we fixed a cyclic labeling of the
α and β curves it makes sense to speak of the m-th intersection between
two curves, with 0 ≤ m ≤ p−1; so if the l-th component of a generator
lies on the m-th intersection of αl and βj then the associated permuta-
tion σ ∈ Sn will be such that σ(l) = j and the l-th component of (Zp)n
will be m. If x ∈ S(G), we can thus write x = (σx, (xp1, . . . , xpn)); we
will refer to σx as the permutation component of the generator, and to
(xp1, . . . , x
p
n) as its p-coordinates.
Figure 2.3. Under the bijection described before the
white generator corresponds to ((14)(23), (2, 1, 1, 1)), and
the black to ((34), (0, 0, 1, 2)) ∈ S4 × (Z3)4.
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S(G) can be endowed with a (Q,Q,Zp)-valued grading. The first
two degrees are known as Maslov and Alexander degrees. The last one
is the spinc degree; since it is preserved by the differential (Proposition
2.16), it will provide a splitting of the complex in p direct summands.
All these degrees are going to be defined in a purely combinatorial way.
To define the first two degrees we need to borrow some terminology
from [29] and [4]:
Definition 2.10. Let A and B denote two finite sets of points in
R2; call I(A,B) the number of pairs
((a1, a2), (b1, b2)) ⊂ A×B
such that ai < bi for i = 1, 2.
Denote by X(p, n) (respectively Y (p, n)) the set of n-tuples (respec-
tively pn-tuples) of points contained in the n×pn (respectively pn×pn)
rectangle in R2 whose bottom vertices are (0, 0) and (pn, 0); next define
Cp,q : X(p, n) −→ Y (p, n)
as the function which sends an n-tuple {(ci, bi)}i=1,...,n to the pn-tuple
{(ci + nqk (mod np), bi + nk)} i=1,...,n
k=0,...,p−1
As in [4], to avoid notational overloads, we are going to write x˜
instead of Cp,q(x).
Note that the distance between any two markings on the same col-
umn of the lifted grid Cp,q(G) is the homology class of the knot repre-
sented by G, in accord with Remark 1.10.
Figure 2.4. A representation of the action of Cp,q for
(p, q) = (3, 1) and (3, 2) (on the left and right respec-
tively).
We can then define the Maslov degree:
(13)
M(x) =
1
p
[
I(x˜, x˜)− I(x˜, O˜)− I(O˜, x˜) + I(O˜, O˜)
]
+ d(p, q, q − 1) + 1
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d(p, q, q − 1) is a rational number known as the correction term of
L(p, q) associated to the (q − 1)-th spinc structure. Following [36], it
can be computed recursively as follows8:
• d(1, 0, 0) = 0
• d(p, q, i) =
(
pq−(2i+1−p−q)2
4pq
)
+ d(q, r, j) where r and j denote
the reduction of p and i (mod q).
Similarly the Alexander grading can be defined as:
(14) A(x) =
1
2p
[
I(O˜, O˜)− I(X˜, X˜) + 2I(X˜, x˜)− 2I(O˜, x˜)
]
+
1− n
2
Remark 2.11. By slightly modifying the differential, A can be
demoted to a filtration on the complex, rather than a degree. The
complexes we are going to consider should be thought of as the graded
objects associated to this filtration.
Note that Equation (14) is not the standard formula used to define
A. Here we are using the fact (see [14]) that in a grid of dimension n
for a knot in S3
I(x, J)− I(J, x) = n
with J = O or X. Now call (aO1 , . . . , aOn ) the p-coordinates of the genera-
tor whose components are in the lower left vertex of the squares which
contain an O marking. The spinc degree of x = (σx, (a1, . . . , an)) ∈
S(G) is defined9 as:
S : Sn × (Zp)n −→ Zp
(15) S(x) = q − 1 +
n∑
i=1
(
ai − aOi
)
(mod p)
The Alexander grading depends on the placement of all the markings,
whilst M and S only on the position of the O markings.
Remark 2.12. A proof of the equality between these combinatorial
definitions and the ones given in Section 2.2 can be found in [4].
There are several different conventions hidden in the various papers
throughout the history of HFK. In particular there seems to be (at
least) two ways to interpret the target space of the degree for a ratio-
nally nullhomologous knot in a rational homology sphere. In the usual
convention [50], [46] the Alexander filtration takes values in Z, while
8A user-friendly online calculator for these correction terms can be found at
http://poisson.dm.unipi.it/~celoria/correction_tems.html
9We are implicitly using a fixed identification between spinc(L(p, q)) and Zp
(cf. [36, Sec. 4.1]).
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in [4], [34] A takes values in a copy of Z shifted by a rational num-
ber (which depends on the homology class of the knot and the spinc
degree).
The combinatorial definition of this degree is easily obtainable from
Equation (14); if we denote AZ the integer-valued Alexander degree we
have:
AZ(x) = p · A(x)
Let R = F[V1, . . . , Vn] denote the ring of n-variables polynomials
with F coefficients, and R̂ = Rupslope{V1 = 0}. These V variables
10 are
graded endomorphisms of the complex. Their function is to keep track
of the O markings in the differential. We can now define at least the
underlying module structure of the complexes we are going to use in
the following:
Definition 2.13. The minus complex GC−(G) is the free R mod-
ule generated over S(G). The hat complex ĜC(G) is the free R̂-module
generated over S(G). Extend the gradings to the whole module by set-
ting the behavior of the action for the variables in the ground ring:
A(V · x) = A(x)− 1
M(V · x) = M(x)− 2
S(V · x) = S(x)
where V is any of the Vis.
Example 2.14. In this example we are going to exhibit the gen-
erating set of the grid G on the left of Figure 2.5, in the 0-th spinc
structure, which we are going to denote by S(G, 0).
S(G, 0) is composed by 4 elements:
a = F[− 14 ,− 14 ], b = F[− 14 ,− 14 ], c = F[ 34 ,− 14 ], d = F[− 54 ,− 54 ]
The notation F[a,b] denotes a generator having (a, b) bidegree.
2.4.2. The differential. As already mentioned in the introduc-
tion, grid homology hinges upon the result by Sarkar and Wang [53];
in their terminology, (twisted) grid diagrams are nice (multi-pointed,
genus 1) Heegaard diagram for L(p, q), so the differential of CFK◦ can
be computed combinatorially. In this context the holomorphic disks of
Knot Floer homology become embedded rectangles on the grid.
10We adopt here the convention of [47], in order to stress the difference between
the endomorphisms on the complex (the Vis) and the induced map on homology,
which will be denoted by U .
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Figure 2.5. A grid for the knot considered, and the
same grid after a destabilization.
Figure 2.6. (left) The generating set S(G, 0) (with
the bidegree (M,A) on the axes). (right) The complex
ĜC(G, 0) = GC−(G, 0) with axes labeled by powers of
the V variables and Alexander degree. The dots repre-
sent generators over F.
Consider two generators x and y ∈ S(G) having the same spinc
degree. If the permutations associated to x and y differ by a trans-
position, then the two components where the generators differ are the
vertices of four immersed rectangles r1, . . . , r4 in the grid; the sides of
the ri are alternately arcs on the α and β curves. We can fix an ori-
entation for such a rectangle r, by prescribing that r goes from x to
y if its lower left and upper right corners are on x components. This
cuts the number of rectangles connecting two generators that differ by
a transposition to 2.
Definition 2.15. Given a grid G, and x, y of S(G), call Rect(x, y)
the set of embedded oriented rectangles connecting x to y; we will denote
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Figure 2.7. Two oriented rectangles connecting x
(white) to y (black). Only the horizontal one (colored
with a checkerboard pattern) is empty.
by
Rect(G) =
⋃
x,y∈S(G)
Rect(x, y)
the set of all oriented rectangles between generators in G. Similarly
Rect◦(G) is going to be the set of empty rectangles, that is the rectan-
gles r ∈ Rect(x, y) for which Int(r)∩x = ∅. Note that by assumption if
r ∈ Rect(x, y) is empty, then it does not contain any point of y either.
If x, y ∈ S(G), then |Rect(x, y)| ∈ {0, 2}, and it can be non zero
only for generators in the same spinc degree which differ by a single
transposition. On the other hand with the same hypothesis on the gen-
erators, |Rect◦(x, y)| ∈ {0, 1, 2}. If r1 ∈ Rect(x, y) and r2 ∈ Rect(y, z)
we can consider their concatenation r1 ∗ r2, which we call a polygon
connecting x to z through y.
We are going to denote by Poly(x, z) the set of polygons connecting
x to z, and by Poly◦(x, z) the empty ones. If P is an empty rectangle or
polygon, denote by Oi(P ) the number of times that the i-th O marking
appears in P . In a grid diagram for knots in S3, Oi(P ) ∈ {0, 1}, but if P
is an empty polygon in a twisted grid, then Oi(P ) ∈ {0, 1, 2} (see Figure
2.11). The differential is just going to be a count of empty rectangles,
satisfying some additional constraints according to the flavor chosen.
For the two flavors of grid homology considered here11 we keep track
of the O markings contained in the rectangles, by multiplying with the
corresponding variable Vi:
(16) ∂(x) =
∑
y∈S(G)
∑
r∈Rect◦(x,y)
r∩X=∅
(
n∏
i=1
V
Oi(r)
i
)
y
Proposition 2.16. Given a grid diagram G of parameters (n, p, q),
the modules GC−(G) and ĜC(G) endowed with the endomorphism ∂
11Keep in mind that for ĜC we set V1 = 0.
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are chain complexes, that is ∂2 = 0 in both cases. Moreover ∂ acts on
the trigrading as follows:
(1) S(∂(x)) = S(x)
(2) M(∂(x)) = M(x)− 1
(3) A(∂(x)) = A(x)
Remark 2.17. This Proposition is implicit in [4], and it can be seen
as a direct consequence of Theorem 1.1 therein; however some of the
considerations in our proof will be useful in the following section. More-
over this proof will rely only on combinatorial considerations, showing
that the result can be obtained without any reference to the holomor-
phic theory of [39] and [49].
Proof. We begin by examining the behavior of the degrees under
the differential; condition (1) is easy to prove: by Equation (15) the
only relevant part of a generator x for the computation of S(x) is
given by its p-coordinates. If y appears in the differential of x, all their
components except two coincide, but the distance between the different
components is the same, since they enclose the upper/lower edges of a
rectangle, so S(x) = S(y).
Figure 2.8. The non equal p-coordinates of the gener-
ators compensate each other.
If x and y are generators in G connected by an empty rectangle
r, then their lifts x˜ and y˜ will differ in 2p positions, according to the
pattern suggested in Figure 2.4. This implies that the corresponding
Figure 2.9. The difference between the functions
I(x, ∗) and I(y, ∗) for two generators whose permuta-
tions differ by a transposition.
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I function will change accordingly:
I(x˜, x˜) = I(y˜, y˜) + p
I(x˜, O˜) = I(y˜, O˜) + p
n∑
i=1
Oi(r)
I(O˜, x˜) = I(O˜, y˜) + p
n∑
i=1
Oi(r)
And the same result holds with X markings instead of O’s. Then from
Equation (16) we get for (2) and (3) respectively:
M(∂(x)) =
∑
y∈S(G)
∑
r∈Rect◦(x,y)
r∩X=∅
(
n∑
i=1
−2Oi(r)
)
M(y)
A(∂(x)) =
∑
y∈S(G)
∑
r∈Rect◦(x,y)
r∩X=∅
(
n∑
i=1
−Oi(r)
)
A(y)
A substitution using equations (13) and (14) defining the Maslov and
Alexander degrees yields (2) and (3).
We are left to show that ∂2 = 0; we thus need to study the possible
decompositions in rectangles of polygons connecting two generators.
We will prove the result for the minus flavored complex, since the
analogous result for the hat version follows immediately.
From Equation (16) we can compute:
(17) ∂2(x) =
∑
z∈S(G)
∑
ψ∈Poly◦(x,z)
ψ∩X=∅
N(ψ)
(
n∏
i=1
Vi
Oi(ψ)
)
z
where ψ is a polygon connecting x to z, and N(ψ) is the number of
possible ways of writing ψ as the composition of two empty rectangles
r1 ∗ r2, with r1 ∈ Rect◦(x, y) and r2 ∈ Rect◦(y, z) for some y ∈ S(G).
Note that a polygon P connecting two generators is empty if and only
if so are the rectangles P is made of.
In order to complete the proof we need to show that N(ψ) ≡
0 (mod 2), i.e. there is an even number of ways12 (in fact 2) to decom-
pose into rectangles a fixed ψ that appears in the squared differential
∂2. We can also take advantage of the proof in [47, Lemma 4.4.6] to
reduce the number of cases to examine; as a matter of fact, if a polygon
12This is not true for the filtered versions of these complexes. Nonetheless the
contributions from polygons that can not be split in two different ways cancel each
other out nicely in that case too.
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ψ does not cross one of the α curves, we can cut the torus open along
it, and think of the polygon as living in a portion of an np × np grid
for S3.
Thus we only need to worry about polygons that intersect all the α
circles. There are four possibilities to be considered a priori, according
to the quantity M = |x \ (x ∩ z)| ∈ {0, . . . , 4}, as schematically shown
in Figure 2.10.
Figure 2.10. A representation of the possibilities for
M (in a grid of dimension 4). The circles correspond
(from big to small) to the components of generators x, y
and z. Two circles are concentric if the corresponding
generators coincide.
If M = 0, that is x = z, the only possible polygons are thin rect-
angles, called α and β degenerations. These are strips of respectively
height or width 1 (otherwise they would not be empty). We are not
concerned with these strips, since each of them contains exactly one X
marking, hence they do not contribute to the differential. As an aside
we note here that there is only one way to decompose such a strip into
two rectangles (one starting from x, and one arriving to it).
The cases with M = 1 can be dismissed too, since rectangles can
only connect generators which differ in exactly two points13. If M = 4,
that is the corners of the two rectangles are all distinct, we can apply
the same approach of [47]; there are two ways of counting them, as
shown in Figure 2.11.
Basically the two decompositions correspond to taking the two rect-
angles in either order. We remark that one rectangle might wrap
around the other, but the number of decompositions does not depend
on this wrapping.
13And a product of two nontrivial and different transpositions is never a
transposition.
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Figure 2.11. When M = 4 we can consider the two
rectangles (from white to black) in either order, by choos-
ing a suitable intermediate generator y (gray).
The case M = 2 needs a bit more care since it has no S3 counterpart
(see [47, Ch. 4]). In this case the two rectangles must share part of 2
edges. There are two possibilities:
(1) the rectangle starting from x does not cross all the α curves.
Up to vertical/horizontal translations it can be placed in such
a way that it does not intersect the boundary of the planar
grid.
(2) the rectangle starting from x intersects all the α curves at least
once.
In both cases, the second rectangle joining the intermediate gen-
erator (y or w in the notation above) to z must end and start on the
same α curves of the first rectangle; the configuration in both cases are
shown Figure 2.12, together with their decompositions.
Lastly, if M = 3 we can again distinguish two possibilities as in
the previous case; the combinatorially inequivalent configurations are
shown in Figures 2.13 and 3.4, again with their two decompositions.

Example 2.18. We continue here the computations of example
2.14: we can now complete the picture by adding the differentials and
computing the various homologies. We have:
∂(a) = ∂(b) = 0
∂(c) = a+ b
∂(d) = V1a+ V2b
It is then an easy task to compute the grid homologies in the two
flavors:
ĜH(G, 0) = F 〈a〉 ∼= F[− 14 ,− 14 ]
GH−(G, 0) = F[V1] 〈a〉 ∼= F[U ][− 14 ,− 14 ]
Compare these computations with Remark 2.25.
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Figure 2.12. Relevant combinatorial possibilities for
M = 2 on a grid for L(3, 1). On each row the two possible
decompositions are shown. Again we adopt the conven-
tion x, y, z = white/gray/black dots, showing only the
relevant components.
Figure 2.13. Some configurations for the M = 3 case.
The complete combinatorial classification up to wrapping
is presented in Figure 3.4.
2.4.3. The homologies. From the definitions given up to now it
might seem strange that the homology of such a complex could be a
knot invariant, since even the ground ring depends on the dimension
of a grid representing it. Theorem 2.20 below ensures however that
GH− and ĜH are quasi-isomorphic to a finitely generated F[U ] and F
modules respectively. The algebraic reason behind this is the content
of the following Proposition:
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Figure 2.14. On the left the complex ĜC(L(2, 1), G, 0)
and on the right the complex GC−(L(2, 1), G, 0); the
dotted line corresponds to multiplication by V2, and the
hatched one to multiplication by V1. Non trivial elements
in homology are circled.
Proposition 2.19. Let G be a grid of parameters (n, p, q) for
a knot K. Then the action of multiplication by Vi on the complex
GC−(G) is quasi isomorphic to multiplication by Vj.
Proof. See [47, Lemma 4.6.9]; the same homotopiesHi used there
work for knots in lens spaces as well. 
Theorem 2.20 ([4]). The homologies
GH−(L(p, q), K) = H∗
(
GC−(G), ∂
)
and
ĜH(L(p, q), K) = H∗
(
ĜC(G), ∂
)
regarded as (Q,Q,Zp)-graded modules over the appropriate ring are
invariants of the knot (L(p, q), K). Moreover (GC−(G), ∂) is quasi
isomorphic to a finitely generated F[U ] module, where U acts as any
of the Vi, and (ĜC, ∂) is quasi isomorphic to a finitely generated F
module.
Proof. Rather than adapting the analogous of the combinatorial
proof in [47] to L(p, q), we appeal to the main result of [4]. 
Due to this Theorem we will sometimes make the notational abuse
of writing ĜH(L(p, q), K) instead of ĜH(G), G being a grid of param-
eters (n, p, q) representing K.
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Figure 2.15. A grid of dimension 1 for the simple knot T 5,12 .
Remark 2.21. Since the differential preserves the decomposition
of the complex in spinc structures (Proposition 2.16), we can write
GH−(L(p, q), K) =
⊕
s∈Zp
m,a∈Q
GH−m(L(p, q), K, a, s)
ĜH(L(p, q), K) =
⊕
s∈Zp
m,a∈Q
ĜHm(L(p, q), K, a, s)
and the endomorphism U induced in homology by any of the Vi acts
as
U : GH−m(L(p, q), K, a, s) −→ GH−m−2(L(p, q), K, a− 1, s)
We can finally state the main result of [4]:
Theorem 2.22 ([4]). Let G be a grid for a knot K ⊂ L(p, q). There
is a graded isomorphism of F[U ] and F, respectively, trigraded modules:
HFK−(L(p, q), K) ∼= GH−(G)
ĤFK(L(p, q), K) ∼= ĜH(G)
Example 2.23. We sketch the computation of the knot Floer ho-
mology groups ĤFK(L(5, 1), T 5,12 ) (Figure 2.15) contained in Ras-
mussen’s paper [50, Sec. 3.7] for the dual of -5 surgery on the trefoil,
and compare it with the same computation made with the definitions
of [4]. Rasmussen’s computation yields 5 generators (one in each spinc
degree) x0, . . . , x4 with Alexander degrees -3,-1,1,3 and 0; we get again
five generators y0, . . . , y4 with tridegree(
d(5, 1, s),
AZ(xs)
5
, s
)
∈ (Q,Q,Zp)
Remark 2.24. In each connected 3-manifold Y the isotopy class
of the homologically trivial unknot © is unique (since it bounds an
embedded disk and manifolds are homogeneous); thus we can think
of a local knot K, i.e. a knot contained in a 3-ball inside Y as the
connected sum
(Y,K) = (Y,©)#(S3, K ′)
2.4. GRID HOMOLOGY IN LENS SPACES 49
for some knot K ′ in S3. It is a straightforward computation to shown
that the grid homology of the unknot © ⊂ L(p, q) is:
GH−(L(p, q),©) =
⊕
s∈ spinc(L(p,q))
F[U ][d(p,q,s),0]
ĜH(L(p, q),©) =
⊕
s∈ spinc(L(p,q))
F[d(p,q,s),0]
So by Equation (11)
(18) GH−(L(p, q), K) =
⊕
s∈ spinc(L(p,q))
GH−(S3, K ′)[d(p,q,s),∗]
In other words the grid homology of a local knot is completely deter-
mined by the homology of the same knot viewed as living in S3 (and
in particular its Alexander degrees are integers).
Remark 2.25. Recall the definition of simple knots from Section
1.2. If G is a dimension 1 grid representing T p,qm , then |S(G)| = p, and
there is exactly one generator in each spinc degree. There cannot be
any differentials (since ∂ preserves the spinc degree), so the homologies
of T p,qm are:
GH−(T p,qm ) ∼=
⊕
s∈ spinc(L(p,q))
R[d(p,q,s),A(xs)]
ĜH(T p,qm )
∼=
⊕
s∈ spinc(L(p,q))
F[d(p,q,s),A(xs)]
where A(xs) is the Alexander degree of the unique generators in degree
s. A recursive formula for A(xs) can be found in [50, Sect. 6], while
we carry out some explicit computations in Section 5.1.
As in [4] we say that these knots are Floer simple (or U -knot in
the terminology of [36]), meaning that the rank of the grid homology
(over the appropriate ground ring) is exactly one in each spinc degree.
We introduce yet another version of the complex, which is almost
a knot invariant. We will need it shortly after to prove a symmetry
property of ĜH. More importantly, it will be used in the computations
of Chapter 6, since the differential is easier to describe and compute.
Consider a grid G of dimension n representing a knot (L(p, q), K);
the tilde complex G˜C(G) is simply the free F module generated over
S(G), with differential counting only those empty rectangles that do
not contain any marking either:
(19) ∂˜(x) =
∑
y∈S(G)
∑
r∈Rect◦(x,y)
(X∪O)∩r=∅
y
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The tilde-flavored version is not an invariant of the knot represented
by the grid. This can be easily seen by computing G˜H(G) in any spinc
degree, for the grids of Example 2.14.
However, the hat version can be recovered from it as shown in the
next Proposition:
Proposition 2.26 ([47]). Given a grid G of dimension n repre-
senting the knot K ⊂ L(p, q), there is a trigraded isomorphism
G˜H(G) = H∗
(
G˜C(G), ∂˜
) ∼= ĜH(L(p, q), K)⊗W⊗(n−1)
where W = F[0,0] ⊕ F[−1,−1].
We turn now to the behaviour of ĜH under orientation reversal of
the knot:
Proposition 2.27. If G is a grid of dimension n representing a
knot (L(p, q), K) with homology class m = [K], denote by −G the
grid with the X and O markings exchanged, representing (L(p, q),−K).
Then
ĜH(G, a, s) ∼= ĜH(−G,−a, s + qm).
Proof. The proof works better with the tilde grid homology. As
in Lemma 1.11, we identify the generators in the two grids G and
−G representing (L(p, q), K) and (L(p, q),−K) respectively. The gen-
erators on the two grids have different tridegrees; in particular the
(anti-)symmetry of Definition (14) under a swap of the markings, tells
us immediately that A(x) = −A(x′), where x and x′ are the same
generator seen in G and −G respectively.
Note that the rectangles which are admissible for ∂˜ are precisely
the same in both cases, so ∂˜x = ∂˜x′. This also means that we do not
need to worry about the Maslov gradings, since by Proposition 2.16
two generators connected by a rectangle have Maslov degrees differing
by 1.
The Proposition then follows from Lemma 1.11, observing that
S(x)− S(x′) ≡
n∑
i=1
aXi − aOi ≡ −mq (mod p)

CHAPTER 3
Sign refined theory
The complexes we have used until now were specifically defined to
work with F as base ring; in particular the proof of Proposition 2.16
relied on the parity of polygon decompositions to ensure that GC− is
in fact a chain complex.
This chapter is devoted to a combinatorial extension of the previous
construction with Z coefficients. This was done in the combinatorial
setting for S3 in [30] (see also [35]).
We will adopt the group theoretic approach first developed in [17]
to define a sign function on rectangles, whose properties are precisely
tuned to have ∂2 = 0.
One might ask how the theory changes under such a change of coef-
ficients; at the time of writing there is no example of a knot in S3 whose
knot Floer homology with Z coefficients exhibits torsion (see Problem
17.2.9 of [47]). Even in the lens space case the computations displayed
in Section 6 seem to show an analogous situation.
We will find it convenient to define signs on Rect(G), rather than
directly on Rect◦(G). Moreover the signs will not depend on the choice
of a knot, but just on the parameters of the grid.
Definition 3.1. Given a grid diagram G, a sign assignment on G
is a function
S : Rect(G) −→ {±1}
such that the following conditions hold:
(1) If r1 ∗ r2 = r3 ∗ r4 then S(r1)S(r2) = −S(r3)S(r4)
(2) If r1∗r2 is a horizontal annulus (α-strip), then S(r1)S(r2) = 1
(3) If r1 ∗ r2 is a vertical annulus (β-strip), then S(r1)S(r2) = −1
Such a sign S can be used to promote ĜC(G) and GC−(G) from
F [V1, . . . , Vn] to Z [V1, . . . , Vn] complexes. We will prove in Theorem
3.8 that sign assignments actually exist on twisted grid diagrams, and
deal with problems relating their uniqueness later on.
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To see why the properties given in the previous definition are indeed
the right ones, fix a sign assignment S for G, and define
∂−S (x) =
∑
y∈S(G)
∑
r∈Rect◦(x,y)
r∩X=∅
S(r)
(
n∏
i=1
Vi
Oi(r)
)
y
Now we can examine the coefficient of a generator z 6= x in ∂2S(x);
each polygon connecting x to z can be decomposed in two ways (as
seen in Proposition 2.16). The pairs corresponding to inequivalent
decompositions of the same polygon cancel out due to condition (1).
If instead x = z there are exactly 2n possible ways of connecting
a generator to itself through empty polygons, which are α and β de-
generations; as noted before all of these strips contain one X marking,
so they do not contribute to the differential. Conditions 2 and 3 on
S are necessary when dealing whit the filtered case (which we do not
consider presently).
The proof of the following result will occupy the rest of the chapter:
Theorem 3.2. Sign assignments exist on twisted grid diagrams.
Moreover the homology
GH−(L(p, q), K;Z) = H∗(GC−(G), ∂−S )
does not depend on the choice of the sign assignment.
In order to prove existence, we are going to adopt the approach used
in [47], which relies on the paper [17] of Gallais regarding the Spin
extension of the permutation groups, introduced in the next definition.
Definition 3.3. The Spin central extension of the symmetric group
Sn is the group S˜n generated by the elements
〈z, τ˜i,j | 1 ≤ i 6= j ≤ n〉
subject to the following relations:
• z2 = 1 and zτ˜i,j = τ˜i,jz for 1 ≤ i 6= j ≤ n
• τ˜ 2i,j = z and τ˜i,j = zτ˜j,i
• τ˜i,j τ˜k,l = zτ˜k,lτ˜i,j for distinct 1 ≤ i, j, k, l ≤ n
• τ˜i,j τ˜j,kτ˜i,j = τ˜j,kτ˜i,j τ˜j,k = τ˜i,k for distinct 1 ≤ i, j, k ≤ n
Remark 3.4. The name Spin central extension is justified by the
fact that this group can be derived as a Zupslope2Z extension of Sn induced
by the short exact sequence
(20) 1 −→ Zupslope2Z −→ S˜n
pi−−→ Sn −→ 1
pi is the surjective homomorphism defined by pi(z) = 1 and pi(τ˜i,j) = τi,j.
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Definition 3.5. A section for S˜n is a map
ρ : Sn −→ S˜n
such that pi ◦ ρ = IdSn. Denote the set of sections by Secn. We will
make a slight notational abuse, and also call sections the maps
ρ : Sn × (Zp)n −→ S˜n × (Zp)n
obtained by taking the product of a section with the identity map on
(Zp)n.
We are going to define a map
(21) ϕ : Rect(G) −→ S˜n × (Zp)n
that associates to a rectangle r ∈ Rect(x, y) an element in S˜n× (Zp)n,
enabling us to “compare” the generators containing the vertices of r.
If the elements of x and y in the bottom edge of r belong respectively
to βi and βj, the first component of ϕ(r) is given by the generalized
transposition τ˜i,j. The second component of ϕ is given by the difference
between the p-coordinates of x and y. The two generators differ only
in two components, so necessarily
(ax1 − ay1, . . . , axn − ayn) = (0, . . . , 0,±k, 0, . . . , 0,∓k, 0, . . . , 0)
for some k ∈ {0, . . . , p− 1}.
Remark 3.6. To simplify the proof of the theorem, we observe here
that the generalized permutation part of the map ϕ does not depend
on the possible “wrapping” of a rectangle on the grid, while the (Zp)n
part does.
Figure 3.1. The generalized transpositions associated
to these two rectangles are τ˜ij and τ˜ji = z · τ˜ij.
Example 3.7. Consider the rectangles R in the left part of Figure
2.11; the value ϕ(R) associated is (τ˜1,3, (0,−1, 0, 1, 0)) for the horizontal
one and (τ˜4,5, (0, 0, 0, 0)) for the vertical.
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Figure 3.2. An α-strip of height 1. Only the relevant
parts of the generators are shown.
Given a section ρ we can build a sign assignment as follows1:
(22) Sρ(r) =
{
1 if ρ(x)ϕ(r) = ρ(y)
−1 if ρ(x)ϕ(r) = z · ρ(y)
for r ∈ Rect(x, y).
Theorem 3.8. For a given section ρ, the function Sρ defined above
is a sign assignment.
Proof. First we deal with α-strips; write2
ϕ(R1) = (τ˜i,j, (. . . , k, . . . ,−k, . . .))
ϕ(R2) = (τ˜j,i, (. . . ,−k, . . . , k, . . .))
With R1 ∈ Rect◦(x, y), R2 ∈ Rect◦(y, x). So if
ρ(x)ϕ(R1) = ρ(y)
then, recalling that τ˜j,iτ˜i,j = 1,
ρ(x) = ρ(x)ϕ(R1)ϕ(R2) = ρ(y)ϕ(R2)
which implies S(R1) = S(R2) = 1.
If instead we had
ρ(x)ϕ(R1) = z · ρ(y) ⇒ S(R1) = −1
then
z · ρ(x) = ρ(y)ϕ(R2) ⇒ S(R2) = −1
In both cases S(R1)S(R2) = 1.
1The operation on S˜n× (Zp)n considered consists in the product of generalized
permutations on the first factor, and addition on the p-coordinates. Multiplication
by an element of S˜n only affects the first component.
2The dots correspond to 0 components.
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Next we examine the behavior of signs for β-strips. As in the pre-
vious case there is only one possible generator y that induces a de-
composition of an annulus starting from x. The permutation compo-
nents of the images under ϕ of the two rectangles R1 ∈ Rect(x, y) and
R2 ∈ Rect(y, x) are both τ˜i,j. So if
ρ(x)ϕ(R1) = ρ(y)
ρ(x)z = ρ(x)ϕ(R1)ϕ(R2) = ρ(y)ϕ(R2)
which implies S(R1)S(R2) = −1.
The centrality of z tells us that the case with S(R1) = −1 gives the
same result.
Now, given a general polygon P = r ∗ r′ connecting two different
generators x to t, it is easy to check that Definition 3.3 implies that
ρ(x) = z
1−S(r)S(r′)
2 ϕ(r)ϕ(r′)ρ(t).
According to the proof of Proposition 2.16, each polygon which is
not a degeneration can be written as the concatenation of two distinct
pairs of rectangles; so we just need to check for all possible polygons
P = r(x, y) ∗ r(y, t) = r(x,w) ∗ r(w, t)
that the following identity, which ensures the two polygons have oppo-
site signs, is verified:
(23) ϕ(r(x, y))ϕ(r(y, t)) = z · ϕ(r(x,w))ϕ(r(w, t))
where y 6= w are two auxiliary generators which differ by only one
transposition from x and t. All we need to do is verify Equation (23)
in the cases M = 2, 3, 4 from the proof3 of Proposition 2.16.
It is easy to check that the generalized permutations associated to
polygons corresponding to the M = 3 case are the same of [47, Ch.
15] in the S3 case; in particular this is true even when the rectangles
wrap around the grid, since the generalized permutation part does not
depend on the p-coordinates of the generators. M = 4 is immediate: as
shown in Figure 3.3 the permutations associated to the two decompo-
sitions are such that Equation (23) becomes the third relation defining
S˜n.
Lastly we deal with M = 2; the generalized transpositions associ-
ated to r(x, y) and r(y, z) are τ˜ij and τ˜ji for one decomposition, and
τ˜ij, τ˜ij for the other.
So in particular this implies that if S(r(x, y))S(r(y, z)) = −1 then
S(r(x,w))S(r(w, z)) = 1 and viceversa, and Equation (23) is always
satisfied.
3We already considered M = 0, and M = 1 was discarded.
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Figure 3.3. The generalized permutations associated
to the two rectangles are τ˜ij and τ˜kl.
Figure 3.4. The four relevant combinatorial possibil-
ities for the M = 3 case in the S3 setting. Remember
that the possible wrapping of one rectangle over the other
does not change the relations in S˜n.

Remark 3.9. It is worth noting that the trivial choice for signs
(treating each rectangle just as a generalized permutation, like for the
S3 setting) can’t distinguish a β degeneration from other polygons
which admit two distinct decompositions into rectangles, as shown in
Figure 3.5.
Remark 3.10. The techniques used in [47, Ch.15] can be applied
verbatim for sign assignments in lens spaces, proving that each sign
assignment is induced by exactly two sections.
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Figure 3.5. The white and black generators have the
same permutation component, but the polygon connect-
ing them admits two distinct decompositions. In partic-
ular it can not be an α/β-strip.
Now, for the uniqueness denote by Gauge(G) the group of maps
v : S(G) −→ Zupslope2Z.
Gauge(G) acts on sections as follows:
(24) ρv(x) =
{
ρ(x) if v(x) = 1
z · ρ(x) if v(x) = −1
This action is free and transitive; Gauge(G) also acts on the set of
sign assignments: if S is a sign on a grid G and v ∈ Gauge(G), define
Sv(r) = v(x)S(r)v(y) for r ∈ Rect(x, y).
As in the S3 case it is easy to show that there is only one sign
assignment on a grid, up to this action of Gauge(G).
The uniqueness now follows by noting that if S1 and S2 are two
sign assignments on a grid G, then S2 = Sv1 for some v ∈ Gauge(G),
and the map
f : (GC−(G), ∂S1) −→ (GC−(G), ∂S2)
given by f(x) = v(x)x is an isomorphism (of trigraded R modules).
This concludes the proof of Theorem 3.2.
3.0.1. A small example. Knot theory (and hence grid homology)
in lens spaces is much more complicated than its 3-sphere counterpart:
besides the fact that knots need not to be homologically trivial, they
can also be nontrivial for grids with small parameters. Define
f(p) = min{dimension of a grid representing a non-simple knot in L(p, q)}
Then f(1) = 5, f(2) = 3 and f(p > 2) = 2. What follows is an explicit
computation of the grid homologies for the smallest (in the sense above)
non-trivial knot in L(3, 1).
Example 3.11. We sketch here the computation for the various
flavors for the sign refined grid homology in the case of the knot in
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Figure 3.6. The knot in L(3, 1) described by X,O = [0, 1], [3, 4].
Figure 3.6. The generating set S(G, s) in each spinc degree has 6 el-
ements, which we will denote x0s , . . . , x
5
s for
4 s = 0, 1. After choosing
a sign assignment, we can list the generators, with their bidegree and
differential:
generator (M,A) differential
spinc degree = 0
x00
(
3
2
, 1
)
∂(x00) = 0
x10
(
1
2
, 0
)
∂(x10) = (V1 − V2)x00
x20
(
1
2
, 0
)
∂(x20) = (V2 − V1)x00
x30
(−1
2
,−1) ∂(x30) = V2 (x10 + x20)
x40
(−1
2
,−1) ∂(x40) = V1 (x10 + x20)
x50
(−3
2
,−2) ∂(x50) = −V1x30 + V2x40
spinc degree = 1
x01
(
7
6
, 0
)
∂(x01) = −x11 + x21
x11
(
1
6
, 0
)
∂(x11) = 0
x21
(
1
6
, 0
)
∂(x21) = 0
x31
(
1
6
,−1) ∂(x31) = x41 − x51
x41
(−5
6
,−1) ∂(x41) = V2x11 − V1x21
x51
(−5
6
,−1) ∂(x51) = V2x11 − V1x21
Since G˜C(G, 0) has no nontrivial differentials (as can be seen by impos-
ing V = 0 in the list above), the homology coincides with the complex.
In spinc degree 1 instead the tilde homology is generated by x11 and x
4
1,
so G˜H(G, 1) ∼= Z[ 16 ,0] ⊕ Z[− 56 ,−1].
The computation of the minus flavor is just slightly more involved;
GH−(L(3, 1), K, 0) is composed by a copy of Z [U ] generated by x00,
plus two U -torsion components, generated by x10 + x
2
0 and x
3
0 + x
4
0.
4The homologies in spinc degrees 1 and 2 have a similar behavior, so we omit
the latter.
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Altogether
GH−(L(3, 1), K, 0) = Z[U ][ 32 ,1] ⊕ Z[ 12 ,0] ⊕ Z[− 12 ,−1]
In the last case we get
GH−(L(3, 1), K, 1) = Z[U ][ 16 ,0]
generated over Z[U ] by x11.
The hat homology can be obtained either by factoring out the tensor
product with Z[0,0]⊕Z[−1,−1] from the tilde flavor, or deleting all dotted
differentials in the minus complex of Figure 3.7, then computing the
homology:
(25) ĜH(L(3, 1), K, s) =
{ Z[ 32 ,1] ⊕ Z[ 12 ,0] ⊕ Z[− 12 ,−1] if s = 0
Z[ 16 ,0] if s = 1
Remark 3.12. This particular knot is interesting for several rea-
sons; for example it can be proved that despite being nullhomologous
it is not even concordant to a local knot (see Chapter 4, and example
4.13).
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Figure 3.7. The complexes G˜C(G, s) (on the left) and
GC−(G, s) (on the right) for s = 0, 1. Dotted red lines
denote multiplication by V1 and blue lines by V2.
CHAPTER 4
4-dimensional aspects
In this chapter we analyze some aspects of the fruitful interaction
between 4-dimensional knot theoretic constructions and Knot Floer ho-
mology. In particular we adapt a Floer theoretic bound for cobordisms
of knots in the three sphere to knots in lens spaces, and investigate the
structure of concordances of knots in lens spaces.
4.1. Definitions
In a lens space there are at least two different ways to generalize the
notion of slice genus to rationally nullhomologous knots. We introduce
the first one here, and postpone the second one to the end of this
chapter.
Definition 4.1.
g˜(K) = min{g(Σ) | Σ is a smooth cobordism between K and T p,q[K]}
so Σ ⊂ L(p, q) × [0, 1], in such a way that Σ ∩ L(p, q) × {0} = K and
Σ ∩ L(p, q)× {1} = T p,q[K]. This definition relies on [10, Prop. 4.6] (see
also Proposition 5.16).
It is possible to define a notion of concordance between knots in lens
spaces which closely resembles the usual one, but with a few caveats:
Figure 4.1. A cobordism to a trivial knot for g˜(K).
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• The connected sum of two lens spaces is not a lens space if
either one is non trivial, so there is no general notion of con-
nected sum of knots. This implies that the set of concordance
classes is not a group in a natural way.
• We can still however take the connected sum of a knot (L(p, q), K)
with a classical knot (S3, K ′); this will give us an action on
lens space concordances by the usual concordance group.
• Since concordances preserve the homology class, the set of
concordances will split according to homology classes.
Definition 4.2. A concordance between two knots K0, K1 ⊂ L(p, q)
is a smoothly embedded annulus
A = S1 × I ↪→ L(p, q)× I
such that A ∩ L(p, q)× {i} = Ki for i = 0, 1.
In other words a concordance is just a cobordism of genus 0, as usual.
We are going to denote by Cp,q the set of knots in L(p, q) up to concor-
dance; that is we regard two knots as equal, and write [K0] ∼ [K1], if
they are connected by a concordance.
As pointed out above, there is a natural splitting of Cp,q:
Cp,q =
⊕
m∈H1(L(p,q);Z)
Cp,qm
Remark 4.3. Denote by K(S3) the set of isotopy classes of knots
in S3; there is a natural action of K(S3) y Cp,q which respects the
splitting in to homology components. It is defined simply as
(S3, K) · [(L(p, q), K ′)] = [(L(p, q), K#K ′)]
We can show that this action is in fact well defined and factors
through the concordance group C:
Proposition 4.4. If K0 ∼ K1 in C, then
(S3, K0) · [(L(p, q), K)] ∼ (S3, K1) · [(L(p, q), K)]
Proof. Denote by A ⊂ S3 × [0, 1] an annulus realizing the con-
cordance between K0 and K1. Then, as in [28, Thm 3.3.2] we can
suppose that A locally coincides with the product a× [0, 1] for a small
arc a ⊂ K0. Remove from S3 × [0, 1] the product D × [0, 1], where D
is a 3-disk intersecting K0 only in a; the complement is homeomorphic
to D3 × [0, 1].
Take the trivial concordance K × [0, 1] ⊂ Y × [0, 1] and remove a
product D′× [0, 1], where D′ is a 3-disk intersecting K in an unknotted
arc. Then we just need to glue S3 \ D × [0, 1] to Y \ D′ × [0, 1], in
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such a way that the two concordances are glued along their vertical
boundaries1, making the edges of the annuli coincide: the resulting
annulus is a concordance from K0#K to K1#K in Y × [0, 1]. 
So we have in fact an action of C on each Cp,qm . We will show
that there are knots in any lens space which are not concordant to
a connected sum of a simple knot with a knot in S3. We can however
introduce yet another notion of concordance on knots in L(p, q), by
taking the C-action in to account:
Definition 4.5. Two knots K0 and K1 in L(p, q) are almost con-
cordant, written K0∼˙K1, if there exist two knots K ′0, K ′1 ⊂ S3 such
that
K0#K
′
0 ∼ K1#K ′1
Clearly two concordant knots are also almost concordant (just choose
K ′0 = K
′
1 = ©), but the converse does not hold. Towards the end of
this chapter we will outline a way to obstruct the existence of almost-
concordances, after introducing a new invariant τsh capable of distin-
guishing them.
In a similar way we can consider knots which are not in the image
of the previously defined action:
Definition 4.6. Call a knot (L(p, q), K) genuine if it is not a
connected sum with a knot in S3, so there is no embedded 3-ball B
that intersects K non trivially and whose boundary2 intersects K ex-
actly twice. By triviality of the intersection with B we mean that the
pair (B,K ∩ B) is isotopic (relatively to the boundary) to the couple
(D2 × D1, {0} × D1).
It was first proven by Kirby and Lickorish that every knot in S3 is
concordant to a prime knot. Using the same argument of Livingston
[27], we can obtain an analogous result:
Theorem 4.7. Every knot K ⊂ L(p, q) is concordant to a genuine
knot.
Proof. Consider the knot P ⊂ S1 × D2 shown in Figure 4.2.
Given any knot (L(p, q), K), we can remove a tubular neighborhood
ν(K) and glue in the solid torus containing the pattern, obtaining a
new knot (L(p, q), KP ). The concordance suggested in Figure 4.2 in-
duces a concordance from KP to K. Now we just need to check that
1By vertical we mean the part created by removing the intersection with the
disks D or D′ times [0, 1].
2The boundary of a ball as such is usually called a Conway sphere.
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Figure 4.2. The pattern for the satellite construc-
tion. Attaching the grey band, and capping the null-
homologous component, yields a genus-0 cobordism in
S1×D2× [0, 1] between P and the core of the solid torus
with a trivial component (on the right). Capping the
component bounding a disk gives the required concor-
dance.
KP is in fact genuine; we start by noting that the pattern inside the
solid torus is prime3, i.e. it can not be split into non trivial knots by a
Conway sphere. Then we just need to argue by contradiction that any
sphere S giving a decomposition of KP can be isotoped away from the
torus given by the boundary of the neighborhood for the original knot
K. So S ⊂ ν(K), and we can conclude by the primeness of P . This
can be done exactly as in [27, Thm. 4.2]. We sketch the construction
here, since it will be useful in answering Question 4.32. If S is the
embedded sphere giving a decomposition in two summands of KP , call
R the annulus obtained by deleting from S a small neighborhood of
the two points KP ∩S. The intersection between R and ∂ν(K) is com-
posed of nullhomologous circles (in R), and circles which are parallel
to ∂R. The first kind can be eliminated by isotopies, starting from the
innermost ones. We want to show that there can not be any intersec-
tion component which is parallel to ∂R; if such intersections existed, by
considering one closest to ∂R we could find a disk bounding a meridian
of ∂ν(K) having intersection 1 with P . But this is absurd, since the
minimal number of intersections between P and a disk cobounding a
meridian p× S1 in the solid torus is 3. 
Remark 4.8. If a knot (L(p, q), K) is such that
rk
(
ĜH(L(p, q), K, s)
)
= 1 and rk
(
ĜH(L(p, q), K, s′)
)
6= 1
for some s′ 6= s, then it is genuine by Equation (11), coupled with the
unknot recognition of ĤFK in S3 (cf. Theorem 5.1).
3This fact is proven in a more general setting in [27].
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The main tool we are going to use in order to study the notions
defined in this chapter will be a modified version of the τ invariant
derived from GH−. This invariant was first defined for knots in the
3-sphere in the holomorphic setting in [37], and it had proven to be
extremely useful since. It is a concordance invariant4, and its properties
can be exploited e.g. to give a proof of the Milnor conjecture and to
exhibit infinitely many exotic R4 (see [47, Ch. 8]).
The extension to rationally nullhomologous knots in other mani-
folds, was not present in the original paper of Ozsva´th and Szabo´, and
was first carried out in [46].
Definition 4.9. For s ∈ spinc(L(p, q)) define the τ -invariants of
a knot (L(p, q), K):
τ s(K) = −max{a ∈ Q | ∃[x] ∈ GH−(K, a, s) such that ∀d ≥ 0, Ud[x] 6= 0}
and
τ(K) =
(
τ 0(K), . . . , τ p−1(K)
) ∈ Qp
In other words, τ s(K) is (minus) the maximal Alexander degree of gen-
erators in GH−(K, s) which are not U-torsion.
It will also turn out to be useful to consider a normalized version
of these τ -invariants:
τ˜(K) =
(
τ˜ 0(K), . . . , τ˜ p−1(K)
) ∈ Zp
where τ˜ s(K) = τ s(K)− τ s(T p,q[K]).
Note that by Remark 4.11 these normalized τ invariants are p-tuples of
integers.
Clearly the normalized invariants vanish on simple knots. We are
going to denote the component of τ of maximal (resp. minimal) value
by τmax (resp. τmin).
Remark 4.10. We collect here some facts about these invariants:
• The invariance of the τ p-tuple follows from the fact that the
chain homotopy type of GH− is a knot invariant.
• By Remark 2.25, we can identify τ s(T p,qm ) with −A(xs), minus
the Alexander degree of the only generator of ĜC(G) in spinc
degree s, where G is a grid of dimension 1 representing T p,qm
(see also Section 5.1).
• The same invariants (with the filtration of Remark 2.12) were
defined by Rasmussen in [50].
• There is also an alternative definition of these τ invariants
in term of the filtered hat homology5: τ s(K) is the minimal
4In fact it provides an homomorphism τ : C → Z, see also Theorem 4.12.
5See [47].
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rational number r such that the natural inclusion map
ι : F̂(L(p, q), K, r, s)) −→ ĈF (L(p, q), s)
is non trivial in homology.
Remark 4.11. If G and G′ are two grids representing two knots
K,K ′ ⊂ L(p, q), and they differ by a crossing change, then the Alexan-
der degrees of the generators in the same spinc structure differ by inte-
gers. Too see why this is the case fix a generator on the grid and think
of it as living on G and G′. It is easy to show that the difference of its
Alexander degrees in the two grids is an integer, using Equation (14).
The following Theorem was proved for knots in S3 in [37], building
on [39, Theorem 7.1] (which instead works for general 3-manifolds).
We reformulate it here as follows:
Theorem 4.12 ([37]). Let (S3, K) and (L(p, q), K ′) be two knots;
then the τ -invariants satisfy this additivity formula:
τ s(K ′#K) = τ s(K ′) + τ(K)
In other words, the action of C shifts the τ -invariants of (L(p, q), K ′)
in a uniform manner in each spinc structure.
Example 4.13. We can now continue Example 3.0.1, adding the
computations for the τ invariants. The tower of GH−(K, 0) is gener-
ated by the element x00 = Z[ 32 ,1] so τ
0(K) = −1, while in the other
two cases the Alexander degree of the only generator is 0, so τ 1(K) =
τ 2(K) = 0. Note that since K is nullhomologous τ˜(K) = τ(K) =
(−1, 0, 0).
4.2. Genus bounds
The following Theorem is a generalization of a well known result for
knots in the 3-sphere, first proven for knots in S3 by Sarkar in [52] in
a purely combinatorial setting. In the same paper it is used to give an
elementary proof of the Milnor Conjecture, first proven by Kronheimer
and Mrowka in [26] using gauge theoretic techniques.
Theorem 4.14. Let Σ be a smooth cobordism of genus g(Σ) in
L(p, q)× [0, 1] between the knots K0 and K1. Then ∀s ∈ spinc(L(p, q)):
|τ s(K0)− τ s(K1)| = |τ˜ s(K0)− τ˜ s(K1)| ≤ g(Σ)
The proof of this theorem will occupy the rest of the section; it will
substantially follow its S3 analogue as detailed in [47], highlighting the
parts in which the two approaches differ.
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But first we show some useful and immediate consequences of The-
orem 4.14:
Corollary 4.15. Suppose (L(p, q), K0) ∼ (L(p, q), K1). Then, for
all s ∈ spinc(L(p, q))
τ s(K0) = τ
s(K1)
that is the τ (and thus τ˜) invariants are in fact concordance invariants.
Proof. By hypothesis there is a genus-0 surface Σ connecting K0
and K1 in L(p, q)× [0, 1], so for each s ∈ spinc(L(p, q)):
0 ≤ |τ s(K0)− τ s(K1)| ≤ g(Σ) = 0

Remark 4.16. The previous Theorem implies that:
|τ s(K1)− τ s(T p,q[K])| = |τ˜ s(K)| ≤ |τ˜max(K)| ≤ g˜(K)
for all s ∈ spinc(L(p, q)).
Corollary 4.17. If K is tilde-slice, that is g˜(K) = 0, then
τ˜ s(K) = 0 ∀s ∈ spinc(L(p, q))
So these τ -invariants provide obstructions to the tilde-sliceness; it
would be interesting to tie them to the Wp,q genus too (see Definition
4.41 Conjecture 4.45).
Since to prove Theorem 4.14 we will use the normal form for cobor-
disms developed in the introduction, we will necessarily have to deal
with the extension of the grid homology to links.
Definition 4.18. Consider a grid G of dimension n representing
an m-component link L ⊂ L(p, q); the (uncollapsed) link grid homology
of L is the homology of the complex GC−(G), freely generated over
F[V1, . . . , Vn] by S(G) with the same differential as the single component
theory (Equation (16)).
The only difference with the grid homology for knots resides in a
shift of the Alexander grading:
(26) A(x) =
1
2p
[
I(O˜, O˜)− I(X˜, X˜) + 2I(X˜, x˜)− 2I(O˜, x˜)
]
+
m− n
2
Theorem 4.19 ([47]). The homology of this complex, which we will
denote again by GH−(L(p, q), L) is an invariant of the link (L(p, q), L).
Now, one key fact is that in the multi-component case, the action
of the Vi variables depends solely on the component where the corre-
sponding O marking lies:
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Proposition 4.20 ([47]). If Oi and Oj belong to the same com-
ponent of L, then the action of Vi is chain homotopic to the action of
Vj.
This Proposition is then a straightforward generalization to links
of Proposition 2.19; in particular the homology GH−(L(p, q), L) =
H∗(CC−(G), ∂−) is a (finitely generated) F[U1, . . . , Um]-module.
Now we can define yet another version of the grid homology for
links, in which this disparity between variables belonging to different
components is algebraically democratized:
Definition 4.21. With the notation of the previous definition,
choose an O marking Oi1 , . . . ,Oim from each component. Then the
collapsed grid homology for links is the homology of the complex de-
fined as
cGC−(G) = GC
−(G)upslope{Vi1 = . . . = Vim}
endowed with the usual Maslov and spinc degrees (Equations (13) and
(15)), differential (Equation (16)), and Alexander degree as in Equation
(26). We denote the homology H∗(cGC−(G), ∂−) by cGH−(G). As
the uncollapsed grid homology for knots, it is chain homotopic to a
finitely generated F[U ] module, since we equalized the action of variables
corresponding to different components.
Theorem 4.22 ([47]). Let G represent the link L ⊂ L(p, q); then
the homology cGH−(L(p, q), L) = H∗(cGC−(G), ∂−) is a finitely gen-
erated F[U ] module, which is an invariant of (L(p, q), L).
We will use this following result to define the analogue of the τ
invariants in the multi-component case.
Proposition 4.23. In each spinc degree s there is an isomorphism
cGH−(G, s)⊗ F[U,U−1] ∼=
2m−1⊕
F[U,U−1]
Proof. This is a direct consequence of [47, Sec. 8.2.1], together
with the fact that lens spaces are L-spaces. 
Definition 4.24. In analogy with the previous definition we can
derive the collapsed hat homology as the homology of the complex
cĜC = CG
−(G)upslope{Vi1 = . . . = Vim = 0}
where G represents an m-component link (L(p, q), L), and the Oij are
m markings belonging to different components of L.
4.2. GENUS BOUNDS 69
We can generalize Definition 4.9, by introducing the τ -set for the
collapsed grid homology of links:
Definition 4.25. Again, suppose that G is a grid of parameters
(n, p, q), representing an m-component link L. In each spinc degree s
consider the 2m−1 rational numbers
τ smin = τ
s
1 ≤ . . . ≤ τ s2m−1 = τ smax
given by minus the Alexander degrees of 2m−1 homogeneous elements
generating cGH
−(L)upslopeUTor(cGH−(L)).
Here UTor(cGH−(L)) is the subcomplex of the U torsion elements,
that is elements of the homology that become trivial after multiplication
by a suitable power of U . The same considerations of Remark 4.11
show that all the τ si s differ by integers, so as in Definition 4.9 we can
shift them by the appropriate correction term, and we call τ˜ si the integer
valued version.
So given an m-component link we are associating 2m−1p τ -invariants
to it. Studying how these change under oriented saddles and disjoint
union of unknots will allow us to prove Theorem 4.14. A proof of the
well definiteness of the τ -set can be found in [47, Cor. 8.2.10].
Theorem 4.26. Let G represent a link L ⊂ L(p, q), and suppose
that G′ is a grid representing L unionsq © ⊂ L(p, q). Then there is an
isomorphism:
(27) cGH−(G′, s) ∼= cGH−(G, s)⊕ cGH−(G, s)[−1,0]
Where the last summand denotes cGH−(G, s) shifted by −1 in the
Maslov degree.
Proof. A more general version of this Theorem was proved in the
holomorphic setting in [39]; alternatively the combinatorial proof of
the same statement in the three sphere of [47, Sec. 8.4] works in the
exact same way (in each spinc degree) for lens spaces. 
The next Lemma follows easily from the previous theorem, noting
that the isomorphism it provides preserves the Alexander grading:
Lemma 4.27. If G represents Kunionsq©m for a knot K ⊂ L(p, q), then
for each s ∈ spinc(L(p, q))
τ smin(G) = τ
s
max(G) = τ
s(K)
Now we examine how the τ -sets change under oriented saddle moves.
Again W denotes the module F[0,0] ⊕ F[−1,−1].
70 4. 4-DIMENSIONAL ASPECTS
Figure 4.3. The two possibilities for a generator on
both grids.
Proposition 4.28 ([47]). Suppose that the two links L0 and L1
differ by an oriented saddle move, as in Remark 1.4, and that |L1| =
|L0|+ 1. Then there are F[U ]-module tri-graded maps
σ : cGH−(L0)⊗W −→ cGH−(L1)
µ : cGH−(L1) −→ cGH−(L0)⊗W
with grading shifts respectively (−1, 0, 0) and (−1,−1, 0) on the tri-
degree (M,A, S), and such that both µ ◦ σ, σ ◦ µ are multiplication by
U on their respective domains.
Proof. The proof follows immediately from its analogue for links
in S3 (Prop. 8.3.1 of [47]), by noting that the maps σ and µ can be
defined in the same way for lens space too, and in this case they respect
the spinc degree.
For completeness we sketch their construction here; first we define
the maps µ and σ on the chain complex, prove the stated properties and
show that they are chain maps. The result will follow by considering
the induced maps in homology.
The generators can be identified in the two grids G0,G1 represent-
ing L0 and L1 respectively. Divide them into two groups, A and B
according to whether there is a component of the generator on the red
region shown in Figure 4.3.
By assumption, the two markings O1, O2 of G0 in Figure 4.3 belong
to the same component; hence by [47, Lemma 8.3.4]
H
(
cGC−(G0)upslope{V1 = V2}
) ∼= cGH−(G0)⊗W
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So in both cGC
−(G0)
{V1=V2} and cGC
−(G1) we can think of the two variables
V1, V2 as identified, and we collectively denote them by U .
The two maps are then defined as follows: σ(x) = U ·x and µ(x) = x
if x ∈ A, and σ(x) = x, µ(x) = U ·x otherwise. It is easy to check that
these maps satisfy the stated composition property, so we just need to
prove that they are chain maps. In other words we want to verify that
∂− ◦ f = f ◦ ∂−, with f = σ, µ.
We do this for σ, since the same result for µ follows easily. Consider
two generators x, y ∈ cGC−(G), where G is equivalently G0 or G1.
Then if both elements are in A or B, any rectangle connecting x and
y will intersect the same X and O markings in the two grids.
If x ∈ A and y ∈ B, then the component of x in the region
between the two O markings is necessarily an edge of any rectangle
r ∈ Rect◦(x, y). This means that going from G0 to G1 it acquires an
extra O marking, as in Figure 4.3. In the last case, x ∈ B and y ∈ A,
the result instead is opposite, that is, a rectangle looses an O mark-
ing going from G0 to G1; in both these two last cases, by definition σ
compensates the difference. For example, if x ∈ A and y ∈ B, then
∂−(σ(x)) = U · ∂−(x) = σ(∂−(x)). 
Theorem 4.29 ([47]). Suppose L0, L1 ⊂ L(p, q) differ by an ori-
ented saddle move, and |L1| = |L0|+ 1; then for all s ∈ spinc(L(p, q)):
(28) τ smin(L0)− 1 ≤ τ smin(L1) ≤ τ smin(L0)
(29) τ smax(L0) ≤ τ smax(L1) ≤ τ smax(L0) + 1
Proof. As in Theorem 8.3.2 of [47], applied in each spinc struc-
ture. 
Proposition 4.30 ([47]). If K0, K1 ⊂ L(p, q) are two knots con-
nected by 2g saddle moves, then |τ s(K0)− τ s(K1)| ≤ g
Proof. Since we are dealing with knots, there must be an equal
number g of splits and merges; by iterating Theorem 4.29, we get:
τ smax(K1) ≤ τ smax(K0) + g
τ smin(K0)− g ≤ τ smin(K1)
But by Definition 4.25, in the case of knots τ smin = τ
s
max = τ
s, so
rearranging the inequalities we obtain the result. 
Proposition 4.31 ([47]). Consider two knots K0, K1 ⊂ L(p, q),
and suppose that (L(p, q), K0) can be obtained from (L(p, q), K1 unionsq©m)
by m saddle moves. Then for each s ∈ spinc(L(p, q)):
τ s(K0) = τ
s(K1)
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Proof. By Theorem 4.29, performing a merge on a link with τ smax =
τ smin ∀s ∈ spinc(L(p, q)) gives a new link with the same property. Note
that both K1unionsq©m and K0 have this property (the first one by Lemma
4.27, an the second one because it is a knot). The proof then follows
by induction on the number of saddle moves from K1 unionsq©m to K0. 
Proof of Thm. 4.14. Refer to the cobordism normal form dis-
played in Figure 1.6 for the notation. By Lemma 4.27 each τ s is un-
changed under the unknot disjoint union from K0 to K0unionsq©b, and from
K1 unionsq ©d to K1; then Proposition 4.31 takes care of the parts of the
cobordism from K0 unionsq©b to K ′0, and from K ′1 to K1 unionsq©d.
Lastly, we can apply Proposition 4.30 to the part of Σ going from
K ′0 to K
′
1 to obtain the desired bound. 
4.3. Related constructions
In this section we present some other relevant applications of the
interplay between τ and 4-dimensional aspects of knot theory in lens
spaces. We also collect here some Conjectures relating the objects de-
fined in the previous sections.
Consider a mixed diagram for a knot K ⊂ L(p, q) as on the left
of Figure 4.4; we can fix a disk ∆ bounded by the trivial surgered
component and (after a suitable perturbation by a small isotopy) count
the intersections K t ∆. Suppose there are l of them; we can perform
a move called the snatch of K, which consists in attaching l saddles
as shown in Figure 4.4, allowing one to rip the knot away from the
surgery torus. After the snatch we are left with an l + 1 component
link. l components are meridians µi of ∂∆, and the other component is
a local knot K ′ in L(p, q). The orientations i ∈ {−1, 1} for i = 1, . . . l
of the l meridians are such that
∑l
i=1 i ≡ [K] (mod p).
We can interpret this process from a 4-dimensional point of view:
as shown in Figure 4.5, these saddle moves induce a genus 0 cobordism
in L(p, q)× [0, 1]. Now the snatched component K ′ can be capped off
with a surface of genus g∗(K ′) (this denotes the usual 4-dimensional
slice genus of a knot in S3). We can merge any pair of meridians with
opposite orientations with a saddle as in Figure 4.6. This produces a
trivial knot, which can be capped off with a disk. We can iterate this
process until we are left with exactly m = [K] meridians with the same
orientation. For notational simplicity, suppose the meridians left are
the first m. This produces a cobordism Σ̂ between K and
⊔m
i=1 µi, of
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Figure 4.4. A description of the snatch cobordism be-
tween K and K ′ unionsqli=1 µi.
Figure 4.5. Detail of the snatch for a single strand.
Figure 4.6. Killing opposite saddles.
genus
g(Σ̂) =
l −m
2
+ g∗(K ′)
In specific cases we can recover a good estimate for the smooth 4-
genus of a knot in S3 through this construction. In principle, since they
are not homomorphisms, the τ -invariants of the resulting knot might
obstruct finite concordance order, or give bounds on the slice genus
which can not be obtained with the usual τ -invariant.
As an example, we might try to use the lens space τ -invariants to
prove that the figure eight knot is not slice. Although it is not hard to
prove this fact6, it can not be done using τ , since the amphichirality
of 41 implies that τ(41) = 0. However, we can apply the previous
snatching procedure to the family of knots Kp in Figure 4.7.
6e.g. its Alexander polynomial does not satisfy the Fox-Milnor condition.
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Figure 4.7. Snatching out the knots Kp.
This procedure gives a cobordism of genus 2 = 1 + g∗(41) from
Kp to ©; if there is at least the τ s for s ∈ spinc(L(p, 1)) such that
|τ s(Kp)| > 1, then g∗(41) > 0.
Unfortunately, at the time of writing, the computations for τ s(Kp)
still remains to be done, mainly due to the huge computational power
needed (see Chapter 6).
The set of concordances and weak concordances on a general 3-
manifold Y is an invariant of Y , which can be also specialized as an
invariant of the couple (Y,m) with m ∈ H1(Y ;Z).
In the following we collect some results and conjectures aimed to better
understand these invariants.
The following question arises:
Question 4.32. Can a local knot be concordant to a non local knot?
The answer is positive: the easiest way to prove it was suggested
by Marco Golla; take a non-local knot (Y,K) and a ribbon pattern
P ⊂ S1 × D2, as in Figure 4.8. Then consider KP , the satellite of
K with pattern P , embedded in Y × {0} ⊂ Y × [0, 1]. Note that
KP bounds a ribbon disk, and it is nullhomologous in Y . Push the
ribbon disk inwards, and remove a small disk from its interior. Tubing
the boundary of the removed disk to Y × {1} provides the needed
concordance from KP to (Y,©).
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Figure 4.8. The band attachment shown produces a
concordance in S1 × D2 × [0, 1] between P and a pair of
unknots.
Now we need to argue the non-locality of KP ; suppose there existed
an embedded 2-sphere S ⊂ Y bounding a ball containing KP . If the
sphere does not intersect ∂ν(K), then either it is contained in ν(K)
or it contains it. The first case can be easily dismissed by looking
at the pattern P 7. In the second case we would have found a sphere
containing K, which is absurd. Then we just need to argue, similarly
to what was done in Theorem 4.7, that all intersections between S and
∂ν(K) can be removed up to isotopy.
There are two possible kinds of intersections between S and ∂ν(K);
the ones which are nullhomologous in ∂ν(K), and the ones which are
not. The first kind can be eliminated with isotopies. There can not
be any of the second kind which is parallel to a meridian of ∂ν(K),
since the existence of such an intersection would produce a disk in
ν(K) bounding a meridian and not intersecting KP , which is absurd.
Lastly, there can not be any other kind of non-homologically trivial
(on ∂ν(K)) intersections: if there was only one, then it would bound a
disk on S, which would be contained in ν(K). If there were more than
one intersections, consecutive pairs would bound annuli, half of which
would be contained in ν(K), and could be eliminated by an isotopy.
The argument follows by induction on the number of this last kind of
intersection, after deleting all the other kinds by isotopies.
7It can be proved that there can not be any such sphere if the minimal number
of intersections with a disk bounding a meridian is 6= 0.
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Remark 4.33. From what we have seen so far it should be clear
that the quantity
max
i,j∈Zp
|τ i − τ j|
can be interpreted as an obstruction to locality for knots in L(p, q), i.e.
if it is nonzero the knot can not be local.
We make the following conjecture:
Conjecture 4.34. Denote by Cp,qloc the set (it is actually a group)
of knots in L(p, q) which are concordant to a local one. Then
|Cp,q0 \ Cp,qloc | = +∞
We can now study the almost concordance classes of knots in L(p, q).
The key fact that will allow us to distinguish several inequivalent classes
is Theorem 4.12:
Definition 4.35. Let (L(p, q), K) be a knot; define the shifted τ
invariant as the p-tuple
τsh(K) = (τ˜
1(K) + t, . . . , τ˜ p(K) + t)
where t is the only integer such that min
s∈Zp
{τ˜ s(K) + t} = 0.
Proposition 4.36. If K is a local knot in L(p, q), then
τsh(K) = (0, . . . , 0)
Proof. It follows immediately from Theorem 4.12 and the fact
that the unknot has trivial τsh invariant. 
Now, using Theorem 4.12, it is immediate to show that two almost
concordant knots in L(p, q) have the same τsh invariant. In particular,
considering again the knot K of examples 3.11 and 4.13, we see that
τsh = (0, 1, 1), so we have the following:
Proposition 4.37. The knot K ⊂ L(3, 1) from example 3.11 is not
almost-concordant to a local knot. Furthermore, since it has trivial grid
homology in spinc degree 1, by Remark 4.8 it can not be the connected
sum with a knot in S3, hence it is also genuine.
Proof. It is a direct consequence of the computations made in
Example 4.13 coupled with Proposition 4.36. 
Corollary 4.38. The equivalence relation induced by almost con-
cordance of knots is nontrivial in general.
Proof. The previous proposition provides two nullhomologous (K
and the unknot) knots in L(3, 1) which are not almost-concordant. 
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Figure 4.9. A representation of the behaviour of τ in
L(2, 1); the lines represent the C-action.
Motivated by several examples and computations, we are led to the
following:
Conjecture 4.39. In each lens space there are infinitely many
inequivalent almost concordance classes, that is ∀m ∈ H1(L(p, q);Z):∣∣∣Cp,qmupslope∼˙∣∣∣ =∞
One could try to attack the last two conjectures by using cabling
techniques; there is an algorithm which produces a grid for the (a, b)-
cable of a knot. Using the approach from [23] adapted in this context
might yield the result.
However, we suspect that even more is true; the following Conjec-
ture 4.40 actually implies Conjecture 4.39.
Conjecture 4.40. The τ -invariant for knots in L(p, q), seen as a
map
τ : K(L(p, q)) −→ Zp
is surjective.
Note that by considering the C-action in conjunction with Theorem
4.12, the conjecture is equivalent to requiring that τ is surjective on
Zp−1 × {0}, as shown in Figure 4.9.
Definition 4.41.
gWp,q(K) = min{g(F ) | ι : (F, ∂F ) ↪→ (Wp,q, L(p, q)) and ∂F = K}
where Wp,q is the standard plumbing for L(p, q), as described in Section
1.1. We want the map ι to be a smooth proper embedding of F . This
is well defined since H1(Wp,q;Z) = 0.
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Figure 4.10. A visual aid to picture gWp,q(K).
Remark 4.42. These two notions of genera we have defined coin-
cide in the case of knots in S3, since D4 \B3 ∼= S3× [0, 1]; so if we have
a properly embedded genus g surface in D4 bounding a knot K ⊂ S3,
by removing a small 4-ball intersecting the surface in a small disk, we
get a genus g cobordism to the unknot. Since removing a 4-ball from
Wp,q does not produce L(p, q) × [0, 1], these two notions are a priori
distinct.
Remark 4.43. It is easy to show that g˜(K)+gWp,q(T p,q[K]) ≥ gWp,q(K);
just take the cobordism from K to T p,q[K] which realizes g˜(K) in the prod-
uct L(p, q)× I, and cap it off with the minimal genus surface bounding
T p,q[K] in Wp,q.
Remark 4.44. Most of the definitions and results of this Chap-
ter are in no way specific to lens spaces, and can be carried out for
general QHS3s; so, the notions of concordances, action of S3 concor-
dances, weak concordances and genuinity have an obvious extension to
all rational homology 3-spheres.
There is however no well defined generalization of the genus g˜ (or
gWp,q), since for a general QHS3 there is no notion of simple knot or
standard filling.
In this Chapter we introduced two genera for knots in lens spaces,
which are obtained with different definitions. However we were not
able to find examples of knots for which they differ. Thus we ask the
following:
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Question 4.45. Is it always true that
gWp,q(K) = g˜(K) ?
A negative answer to this question might be found e.g. by exhibiting a
Wp,q-slice knot K ⊂ L(p, q) such that g˜(K) > 0.

CHAPTER 5
Applications
In this chapter we collect some results relating the grid homology of
knots in lens spaces to other known invariants and constructions; more
specifically we compute Turaev’s Θ function on H1(L(p, 1);Z) and in
a few other cases in Section 5.1.
In Section 5.2 we compare the decategorification of ĜH with a
generalization of the HOMFLYPT polynomial in lens spaces, and show
that, up to certain choices, they produce the same generalization of the
Alexander polynomial.
Recently [24] and [50] independently reformulated in similar ways
the Berge Conjecture [5] in terms of the Knot Floer homology of knots
in L(p, q) (see Section 5.3). In Section 5.3 we verify that the Conjecture
holds in a few cases.
5.1. Turaev’s Θ function for L(p, q)
Knot Floer homology is known to detect the 3-dimensional Seifert
genus of knots and, more generally the Thurston seminorm of link
complements and fiberdeness of knots in the 3-sphere.
Theorem 5.1 ([38], [18], [33]). Let K ⊂ S3 be a knot. Then
max{a ∈ Z | ĤFK(K, a) 6= 0} = g(K)
Moreover,
rk
(
ĤFK(K, g(K))
)
= 1 ⇐⇒ K is fibered
It is thus natural to ask what kind of quantity associated to a knot
in a lens space can be detected by ĜH. Since such a knot might be
only rationally nullhomologous, there is no hope for it to bound an
embedded surface.
There are however at least two ways to generalize the notion of
Seifert genus for knots in QHS3s; in [34, Thm. 2.2] and [50, Thm.
4.3], the detection of these new genera by ĤFK was proven1. As it
turns out, the two genera are detected by the two versions of ĜH which
1Building on the paper containing the previously stated Theorem [33].
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differ by the target space of the Alexander filtration. So, by Remark
2.12, despite their different definitions these two genera coincide up to
a factor. The following definitions will be given for knots in lens spaces,
but they can be used in general QHS3 (see also [50]).
Definition 5.2. Consider an oriented knot K ⊂ L(p, q), and call
Y the closure of L(p, q) \ ν(K); there is a uniquely defined oriented
meridian µ ∈ H1(Y ;Z). Choose a simple closed curve λ ⊂ ν(K) such
that µ·λ = 1. There is an essential curve α ∈ ∂Y bounding a surface in
Y ; write α = aµ+ bλ (up to orientation reversal on α we can suppose
b > 0). We can define:
gr(K) = min{g(Σ) | (Σ, ∂Σ) ↪→ (Y, ∂Y )}
such that ∂Σ is non homologically trivial on ∂ν(K).
Remark 5.3. The quantity K · K = a
p
∈ QupslopeZ is the self linking
number of K. It is well defined, since any two longitudes differ by
addition of some meridians, and choosing λ+ µ changes a
p
to a−p
p
.
There is also a geometric interpretation of K · K: if t is the order of
[K] in H1(L(p, q);Z), a link on ∂ν(K) representing the class t[K] will
bound an embedded surface Σ. Then K ·K is given by the (normalized)
intersection λ·Σ
p
.
There is another related definition of genus for rationally nullho-
mologous knots in QHS3s introduced by Calegari and Gordon in [6].
Definition 5.4. A rational Seifert surface2 for a knot K ⊂ L(p, q)
is a connected, properly embedded incompressible oriented surface
(F, ∂F ) ↪→ (L(p, q), L(p, q) \ ν(K))
whose boundary is composed by parallel curves on ∂ν(K) with orien-
tations matching K’s. We also say that such a knot K is rationally
fibered if the complement of K fibers over S1, with rational Seifert
surfaces for K as fibers.
If K ⊂ Y is a knot in a QHS3, the rational genus gQ(K) is defined
as:
gQ(K) = min
F
χ−(F )
2|[µ] · [∂F ]|
where F is a rational Seifert surface for K, χ−(F ) = max{0,−χ(F )}
and µ is the meridian of K.
2These are called good p-Seifert surfaces in [6].
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Figure 5.1. A portion of a folded surface bounding a knot.
This definition closely resembles the one of complexity for surfaces
given by Thurston in [54]. Under this point of view, gQ is a normalized
measure of the complexity of folded surfaces (see Figure 5.1) bounding
a given knot.
In the nullhomologous case, by taking the minimum of the com-
plexity over all surfaces representing a given homology class, we get
what is known as the Thurston seminorm on the homology.
Using the same procedure in QHS3s one obtains a function Θ on
the first homology. This task was carried out by Turaev in [56]. This
section will exploit the knot detection of the previously defined genera
by ĤFK to compute explicitly some values of Θ in lens spaces.
Remark 5.5. In the rational homology case, this measure of com-
plexity does not produce a seminorm, since every element has a finite
order.
An adaptation of Theorem 5.1 contained in [34], shows that gQ is
detected by ĤFK:
Theorem 5.6 ([33]). Given K ⊂ L(p, q) denote by Amax and
Amin the maximum (minimum respectively) of the Alexander degrees
of ĜH(L(p, q), K). Let also F be a rational genus minimizing Seifert
surface. Then
(30)
−χ(F ) + |[µ] · [∂F ]|
|[µ] · [∂F ]| = Amax − Amin.
Moreover, K is rationally fibered iff the homology supported in Alexan-
der degree Amax has rank 1.
Note that this Theorem implies that
(31) gQ(K) =
{
Amax−Amin−1
2
if Amax − Amin ≥ 1
0 otherwise.
Remark 5.7. The two notions of 3-dimensional genus we have given
here, are actually a measure of the same quantity, scaled by an appro-
priate factor; since AZmax − AZmin = p (Amax − Amin), an easy Euler
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characteristic argument implies that pgQ(K) = gr(K) +
1
2
. Hence, us-
ing the rational genus detection described in Theorem 5.6 for the grid
homology defined in 2.4.1, it is easy to argue that the complex ĜC,
endowed with the Alexander degree defined in Remark 2.12 detects gr,
as stated in [50, Thm. 4.3].
In [34] Ni and Wu proved that Floer simple knots in QHS3s mini-
mize the rational genus in their homology classes:
Theorem 5.8 ([34]). If K is a Floer simple knot in a L-space Y ,
then for all K ′ ⊂ Y such that [K ′] = [K]:
gQ(K) ≤ gQ(K ′)
This Theorem answers positively a question of Rasmussen. In [50]
Rasmussen also asked if simple knots could be the only rational genus
minimizers. This question, which would imply the Berge conjecture
(see Section 5.3) was answered negatively by Greene and Ni in [21],
where they exhibited an infinite family of non-simple minimizers.
We can now define Turaev’s Theta function:
(32)
Θ : H1(Y ;Z) −→ Q
Θ(a) = min
[K]=a
2gQ(K)
In order to find explicit bounds to Θ in lens spaces, we can use Theorem
5.6, and the genus minimizing property of simple knots. In particular,
we compute ĜH for some classes of simple knots in the remaining part
of this section.
Recall that by Remark 2.25, in order to compute ĜH(L(p, q), T p,qm ),
it is sufficient to compute the Alexander degree of the only generator
of ĜC(L(p, q), T p,qm ) in each spin
c degree.
Remark 5.9. It is proven in [25],[50] that the knot Floer homology
groups of simple knots encompass all possible knot Floer homologies of
S3-dual knots. The computation of the knot Floer homology of simple
knots was first produced in [50], but that construction is based on a
recursive method, while in some cases we are able to give an explicit
answer.
Remark 5.10. In [34] the authors also prove the existence of a
lower bound for Θ, using the difference of suitably shifted correction
terms:
(33) 1 + Θ([K]) ≥ max
s∈spinc(Y )
{d(Y, s + PD[K])− d(Y, s)}
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Figure 5.2. The simple knot T 5,13 and its lift to S
3
(which is the trefoil).
The following results imply that this bound is in fact sharp for the
cases we compute. The sharpness of their bound for lens spaces was
apparently already known to Ni and Wu (see [57]), but our calculation
has the advantage of being elementary and combinatorial. A complete
computation of the values of Θ for an arbitrary homology class in a
lens space will be carried out in a future work.
We start with the simple knots T p,1m ⊂ L(p, 1); call xs the only
generator in spinc degree s. It is then an easy albeit tedious compu-
tation to find the values of A(xs) for the generators of the homologies
GH−(L(p, 1), T p,1m , s).
Consider the 1-dimensional grid representing T p,1m where the Xmark-
ing is in the leftmost box, and the O marking in the m-th box from
the left (as in Figure 5.2); then call xt the generator lying on the SW
corner of the t-th box. Then S(xt) ≡ t−m (mod p), and if we denote
by Σ(n) = n(n−1)
2
, we get:
I(O˜, O˜) = Σ(m) + Σ(p−m)
I(X˜, X˜) = Σ(p)
I(X˜, x˜t) = Σ(p− t) + Σ(t)
If t ≤ m:
I(O˜, x˜t) = Σ(p−m) + Σ(t) + Σ(m− t)
while if t > m:
I(O˜, x˜t) = Σ(p− t) + Σ(m) + Σ(t−m)
After a substitution3 in Equation (14) we obtain the following:
3We have used the value of the Maslov degree d(p, 1, s) from Section 2.1.
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Proposition 5.11.
ĜH(L(p, 1), T p,1m , s) = Z[ p−(2s−p)2
4p
,A(xs)
]
where A(xs) is given by
(34) A(xs) =
{ m(2s+m−p)
2p
if 0 ≤ s ≤ p−m
(2p−m−2s)(p−m)
2p
if p−m ≤ s < p
The corresponding values of Θ can then be obtained using Equation
(31).
It is easy to check that Amax = A(xp−m) and Amin = A(x0), so by
Equation (31) the rational genus is:
(35) gQ(T
p,1
m ) =
{
0 if p ≤ m2
m−1
mp−m2−p
p
otherwise.
Using similar techniques we can compute explicitly the homology
of another family of simple knots; these are the ones in which the
homology class represented by the knot is 1 ∈ H1(L(p, q);Z).
Proposition 5.12.
ĜH(L(p, q), T p,q1 , s) = ĜH(L(p, 1), T
p,1
1 , s)
Using the previous results we can determine rational genus and
fiberdeness for two families of simple knots:
Corollary 5.13. The simple knots T p,q1 are rationally fibered for
all coprime p, q, and they bound a rational Seifert surface of genus
0. Likewise, T p,1m is rationally fibered for all m ∈ H1(L(p, q);Z). The
rational genus of the fibers is given by Equation (35).
Proof. By the computations for T p,1m and Theorem 5.6 we obtain
the statement for L(p, 1). Applying Proposition 5.12 gives the result
for q 6= 1 and m = 1. 
The proof of Proposition 5.12 relies on the following two Lemmas:
Lemma 5.14. For the grid of dimension 1 for T p,q1 described before
we have:
I(X˜, X˜)− I(O˜, O˜) = p− 1
Proof. Consider the lift4 of the grid to S3. In the case at hand,
the O markers are right below the X markings, as shown in Figure 5.3;
so if we delete the leftmost column the contribution of the remaining
markings cancel each other out. We then have to add the contribution
of the lowest X marking, which is just p− 1. 
4As described in Section 2.4.1.
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Figure 5.3. The lift to S3 for a 1-dimensional grid of
T p,q1 . On the left the dotted lines mark the components
of the generator on the right of the coupled markings; on
the right the case t = 0.
Lemma 5.15. With the same hypotheses as in Lemma 5.14,
I(X˜, x˜s)− I(O˜, x˜s) = s
Proof. Note that in the lift of the grid in S3, we get one X mark-
ing immediately above each O, with the exception of the first column
containing the markings X1 and Op, which we discard for the mo-
ment. Then the only contributions to the difference I(O˜, x˜s)−I(X˜, x˜s)
comes from components of the lifted generators placed on the right of
the coupled markings (as in the left part of Figure 5.3). In the nota-
tion used before Proposition 5.11, by the spinc degree formula we have
s = S(xt) ≡ t − 1 (mod p), and we divide the cases according to the
value of t.
If t = 0 then on each α-curve the corresponding component of x˜t
is on the left of the coupled markings, hence I(O˜, x˜t) − I(X˜, x˜t) =
I(O˜1, x˜t)− I(X˜1, x˜t) = 1− p.
If instead 0 < t < p, let ω =
∑p
i=2 I(X˜i, x˜t). Then, adding up the
contribution of the first column we obtain I(X˜, x˜t) = p− 2 + ω (since
t 6= 0 there are two marking on the lower and left edges of the lifted
square, as in the left portion of Figure 5.3). There is no contribution
to I(O˜, x˜t) from the first column, so as noted before, the difference
I(O˜, x˜t) − ω is given by the number of components of x˜t on the right
of the coupled markings, which is just p− t− 1.
So if t 6= 0 we have:
I(O˜, x˜t)− I(X˜, x˜t) = ω + p− t− 1− ω − p+ 2 = 1− t = −s
A comparison with the computation of ĜH(T p,11 ) yields the result. 
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Prop. 5.12. By Equation (14), the two previous Lemmas provide
a proof of Proposition 5.12. 
Now the computations for T p,q1 , combined with Lemma 1.16, give
the Alexander degrees of ĜH(T p,q
′
±q′ ) when qq
′ ≡ 1 (mod p) as well.
Again, by using part (1) of Lemma 1.16 and Proposition 2.27, these
results hold for the opposite knots T p,qp−1 as well.
As an example, we can compare our computations with the esti-
mates on ΘL(5,1) given by Turaev in [56, Sec. 1]:
• ΘL(5,1)(m) = 0 for m = 0,±1
• ΘL(5,1)(m) ≥ 15 for m = ±2
The computation of ĜH(L(5, 1), T 5,1m ) in these cases yields the following
results for the difference Amax − Amin:
(36) Amax − Amin =
 0 if m = 045 if m = ±16
5
if m = ±2
So, using Equation (31) we see that Turaev’s and Ni-Wu’s bounds
(Equation (33)) are sharp for L(5, 1).
It is worth noting that the difference between Turaev’s estimate for
Θ and the actual value can be arbitrarily big. For example, if p  1
and m ∼ p
2
, the knots T p,1m have rational genus gQ(T
p,1
m ) ∼ p4 , while the
bound given in [56] is always ≤ 1.
5.2. Cornwell’s polynomial and decategorification
As shown in Section 2.2, the Alexander polynomial ∆K(t) is ob-
tained as the decategorification of ĜH(K). In a similar vein, we might
want to define a generalization of ∆ to lens spaces as the decategorifi-
cation χt(ĜH(L(p, q), K)).
There is a well known two-variable generalization of the Alexan-
der polynomial, due to several authors, known as the HOMFLYPT
polynomial P (a, z). ∆K(t) can be recovered
5 by specializing P :
(37) ∆K(t) = P
(
1,
√
t− 1√
t
)
It is thus natural to ask if this relations also holds in the context
of lens spaces. A recent paper of Cornwell [10] gives a candidate for
the HOMFLYPT polynomial of links in lens spaces. We will give the
5Note that there are several equivalent definitions of P , and the relation with
∆ changes accordingly.
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precise statement in a moment, mentioning that his definition relies on
a choice of normalizations on an infinite family of trivial links, which
generalize simple knots.
ĜH(K) PK(a, z)
∆K(t)
decat. special.
In the following we are going to prove that, after a suitable choice of
these normalizations, the relations in the diagram above hold for lens
spaces too.
There are however some issues regarding the Alexander degrees of
ĜH and the splitting in spinc components that give several possible
candidates satisfying these relations.
According to [10, Prop. 4.6], a knot K in a lens space can be
monotonically simplified, that is changed into a simple knot by applying
a sequence of column commutations (interleaving and non-interleaving)
followed by a destabilization. Each time we destabilize the dimension
of the grid decreases by one.
In particular, this means that up to skein and grid moves every knot
(L(p, q), K) can be reduced to the unique trivial knot (L(p, q), T p,q[K]) in
its homology class:
Proposition 5.16 ([10]). Every knot K ⊂ L(p, q) is equivalent to
the unique trivial knot T p,q[K], up to destabilizations and both interleaving
and non-interleaving column commutations.
The HOMFLYPT skein basis for L(p, q) can be explicitly defined
in terms of grid diagrams; it is composed of links made up of grid
number 1 knots. They will be uniquely determined by a string of p
natural numbers which records how many components there are in
each homology class.
Definition 5.17. Choose a string I = (m0, . . . ,mp−1) ∈ Np such
that
∑p
i=0mi = n > 0. The trivial link T
p,q
I ⊂ L(p, q) is the n-
component link represented by a grid GI of parameters (n, p, q) de-
scribed as follows: the X markings are placed along the antidiagonal
of the first box6; the O markings are placed in such a way that there
are (starting from the top) exactly mi grid number 1 components in the
i-th homology class, as in Figure 5.4. If m0 > 0, we represent these
6This convention is the opposite of the one used in [10]; see also Remark 1.11.
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Figure 5.4. The simple link in L(3, 1) corresponding to
I = (1, 2, 2). The first 1 corresponds to the nullhomolo-
gous component in the top row of the grid.
Figure 5.5. How to convert a singular grid to a regular
one, increasing the dimension of the grid by 1.
m0 trivial components as a couple of markings of different kind in the
same square7, as in Figure 5.5.
Simple knots are just one component trivial links, and correspond thus
to strings I ∈ Np with 1 as the only non-zero entry.
Theorem 5.18 ([10]). Choose a polynomial pI ∈ Z[a±1, z±1] for
each trivial link T p,qI . Then there is a unique map
P : Lp,q −→ Z[a±1, z±1]
such that:
• P©(a, z) = a1−p (trivial knot normalization)
• PT p,qI (a, z) = pI(a, z) (trivial link normalization)
• a−pPG+(a, z)− apPG−(a, z) = zPG0(a, z) (skein relation)
• P©unionsqL(a, z) = a−p−apz PL(a, z) (disjoint unknot union)
There is a grid homology version of the skein exact triangle satisfied
by HFK◦ given in Chapter 2.2:
7The theory for grids with markings in the same squares is developed e.g. in
[10] and [47]; with this convention the trivial knot © has grid number 1, as the
other trivial knots.
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Theorem 5.19. Suppose G+, G− and G0 are three grids related by
grid skein moves, as in Figure 1.11. Then if the two strands in the
crossing of G+ belong to the same component:
→ cGH−m(G+, a, s)→ cGH−m(G−, a, s)→ cGH−m−1(G0, a, s)→
Otherwise:
→ cGH−m(G+, a, s)→ cGH−m(G−, a, s)→
(
cGH−(G0, s)⊗ Z
)
m−1,a →
where Z is the 4-dimensional graded vector space of Theorem 2.7.
In analogy with Definition 4.9, we can give two distinct variants for
the decategorification of ĜH, depending on the choice of the Alexander
degree. We denote by Z[tQ] the ring of polynomials in t with rational
exponents.
Definition 5.20. Given a link (L(p, q), L), call χs ∈ Z[tQ] the
decategorification of ĜH(L(p, q), L) in spinc degree s:
(38)
χsL(t) =
∑
m∈Z
∑
a∈Q
(−1)mrk
(
ĜHm+d(p,q,s)(L(p, q), L, a, s)
)
ta ∈ Z[tQ]
We can also consider the other version of ĜH (as in Remark 2.12),
and define:
(39)
χ˜sL(t) =
∑
m,a∈Z
(−1)mrk
(
ĜHm+d(p,q,s)(L(p, q), L, a, s)
)
ta ∈ Z[t±1]
We can also consider the sum over all spinc degrees:
χ˜L(t) =
∑
s∈spinc(L(p,q))
χ˜sL(t), χL(t) =
∑
s∈spinc(L(p,q))
χsL(t)
Lemma 5.21. Each decategorification χsL(t) = χt(ĜH(L(p, q), L, s))
satisfies the skein exact sequence:
(40) χsL+(t)− χsL−(t) =
(√
t− 1√
t
)
χsL0(t)
Where the links involved are represented by grids related by the skein
moves of Figure 1.11.
Proof. Follows from the exact triangle, as in [47, Ch. 9]. 
Note that the same relation is satisfied by the sum of the decate-
gorifications over all spinc structures.
There are several other properties of the classical Alexander poly-
nomial which are shared by its generalizations; here we list some.
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Figure 5.6. Substitute the skein relation in the box;
L± are L#K, while L0 is L unionsqK.
Proposition 5.22. The decategorification χsK enjoys the following
properties:
(1) If K is a knot, the evaluation of χsK(t) in t = 1 is 1.
(2) χsL(t) = 0 if L = L1unionsqK is a disjoint sum of a link with a local
knot.
(3) χK(t) = χ−K(t)
(4) If (L(p, q), K) = (S3, K0)#(L(p, q), K1) then
χsK(t) = χ
s
K0
(t) · χsK1(t)
(5) The span of χK is a lower bound for the rational genus:
Amp(χK(t)) ≤ 2gQ(K) + 1
Proof. (1) is a simple consequence of the skein relation; evaluating
in t = 1 gives the relation χG+(1) = χG−(1), so the evaluations in 1 are
insensitive to crossing changes. Since K is a knot, then it is equivalent
to T p,q[K] up to crossing changes; the statement follows from Proposition
5.16 and the computations in Remark 2.25.
Part (2) is again due to the skein relation, as shown in Figure 5.6.
(3) follows from Proposition 2.27, (4) from the connected sum formula
(Proposition (11)) for ĜH, and (5) from Equation (31). 
Remark 5.23. Appealing to [40, Prop. 5.1], and the correspon-
dence8 between m-component links and knots in #m−1S1 × S2, it is
also possible to prove that χsL(1) = 0 when |L| ≥ 2.
Note also that it follows easily from the definitions that χK(1) =
χ˜K(1) = p.
8See Section 2.2, or [39, Prop. 2.1].
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Figure 5.7. The smallest knot (in L(3, 1)) with non
symmetric decategorifications.
Proposition 5.24. If (L(p, q), K) = (S3, K ′)#(L(p, q),©) is a
local knot, then:
χK(t) = p∆K′(t)
Proof. As mentioned in Remark 2.24 the grid homology of (L(p, q), K)
is given by p copies of ĜH(K ′), one for each s ∈ spinc(L(p, q)), without
any shift in the Alexander degree. 
Remark 5.25. It is a well known fact that the Alexander polyno-
mial is symmetric, i.e. it is unchanged under the substitution t 7→ t−1.
As shown in Proposition 5.22, this is also true for the polynomials
χK(t) and χ˜K(t), but not for the single spin
c summands; the smallest
example is given by the knot in Figure 5.7, where the computations
yield:
χsK(t) =
{
+t
2
3 − t− 43 + t− 73 if s = 0
+t− 1 + t−1 if s = 1
+t
7
3 − t 43 + t− 23 if s = 2
It is also possible to find knots for which none of the polynomials χsK(t)
are symmetric. One small example is given by the knot in L(4, 1)
represented by the 4-dimensional grid X = [0, 1, 2] and O = [5, 6, 7], in
the notation explained in Section 6.1.1.
Cornwell’s polynomial depends upon a choice of infinitely many
polynomials, one for each trivial link. We can pin down one particular
choice of normalization by prescribing that the value of the normal-
ization on the trivial link T p,qI coincides with the decategorification of
ĜH(L(p, q), T p,qI ), which we denote by χI(t).
Note that in each case we obtain a generalization of the Alexander
polynomial to links in lens spaces as both decategorification of ĜH and
specialization of an HOMFLYPT polynomial.
Proposition 5.26. There is only one function
P̂ : L(L(p, q)) −→ Z[a±1, zQ]
such that:
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Figure 5.8. The skein triple from the example; on the
left G+ = K , in the center G− =©, and on the right a
two component link.
• P̂©(a, z) = p (trivial knot normalization)
• P̂T p,qI (z, t
1
2 − t− 12 ) = χI(t) (trivial links normalization)
• a−pP̂G+(a, z)− apP̂G−(a, z) = zP̂G0(a, z) (skein relation)
• P̂©unionsqL(a, z) = a−p−apz P̂L(a, z) (disjoint unknot union)
Moreover this function satisfies the following equality:
(41) P̂K
(
1,
√
t− 1√
t
)
= χt(ĜH(L(p, q), K))
Proof. The existence and uniqueness of P̂ are a corollary of The-
orem 5.18. The second statement follows the skein relation (Corollary
5.21) satisfied by χ. Both invariants satisfy the same skein relation,
and have the same value on all trivial links by construction, hence are
the same. 
Remark 5.27. Changing the normalizations yields several other
polynomials: if we choose the value of P̂ on the unknot to be 1, and
fix the value of the trivial links to be χsI(t), we get another polynomial,
which is the decategorification of the grid homology ĜH(L(p, q), K, s).
Yet again, if we choose 1 as the value on the unknot, and χ˜sI on
the trivial links, we get a decategorification of ĜH(L(p, q), K, s) with
Alexander degree as in Remark 2.12, so it belongs to Z[t±1].
Example 5.28. We give here a sample computation of χs for the
2-component link represented by the grid G0 in Figure 5.8. From Ex-
ample 3.11, we can compute:
(χ0G+(t), χ
1
G+
(t), χ2G+(t)) =
(
t− 1 + 1
t
, 1, 1
)
.
It is easy to show that the grid G− represents the unknot© ⊂ L(3, 1).
So, using the skein relation of Lemma 5.21, the decategorification of
the homology for the link L represented by G0 is:
(χ0G0(t), χ
1
G0
(t), χ2G0(t)) =
(√
t− 1√
t
, 0, 0
)
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5.3. Some restrictions on the Berge Conjecture
The celebrated Berge conjecture aims to classify the knots in S3
on which Dehn surgery can produces a lens space. It was known since
1971 (see [31]) that pq ± 1 surgery on the torus knot Tp,q yields the
lens space L(pq ± 1, p2).
In the following years Bayer and Rolfsen provided several non torus
knots which admit lens space surgeries, and Finthusel and Stern showed
that, among others, the pretzel knot P (−2, 3, 7) has two distinct lens
space surgeries.
In an unpublished note, J. Berge defined a class of knots, the dou-
bly primitive knots, which admit a lens space surgery by construction.
Later on Gordon conjectured that besides torus knots, the knots in
Berge’s list were the only knots which could produce lens spaces by
Dehn surgery.
A doubly primitive knot is a knot embedded on a genus 2 surface
induced by an Heegaard splitting of S3; moreover its pushoff in either
of the handlebodies has to represent a generator of the fundamental
group. It is easy to show that performing Dehn surgery on such a knot
with the framing induced by the surface produces a lens space.
In [20], Greene proved that the lens spaces realizable by surgeries
on knots in S3 coincide with the ones that can be obtained by a surgery
on a Berge or torus knot.
There are several obstructions on knots admitting an L-space surgery
arising from HFK◦; most notably, in [36] Ozsva´th and Szabo´ gave
strong restrictions on the Alexander polynomial of such knots.
Using Ni’s Theorem from [32], it is immediate to show that all knots
admitting a lens space surgery (or more generally a L-space surgery)
need to be fibered. A thorough investigation of several families of Berge
knots was conducted by Baker in [1] and [2].
In 2007 Rasmussen and Hedden9 independently reformulated the
Berge Conjecture in terms of the knot Floer homology of the dual
knot. In particular, they were able to prove that this conjecture is
equivalent to the following pair of conjectures:
Conjecture 5.29. A knot K in L(p, q) with simple knot Floer
homology10 is simple.
Conjecture 5.30. There are exactly two knots Ti i = 0, 1 in
L(p, q) which satisfy
rkF(ĜH(L(p, q), Ti)) = p+ 2
9See [50] and [24].
10The definition can be found in Remark 2.25.
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In particular, Conjecture 5.29 could be shown to hold by showing
that knots whose grid number is greater than 1 have non-simple Floer
homologies. This approach is closely related to the unknot detection
of ĤFK in S3.
Remark 5.31. Remark 2.24 together with the unknot recognition
of Knot Floer homology in S3, shows that a connected sum
(L(p, q), K) = (L(p, q), K1)#(S
3, K2)
with K2 nontrivial has non simple Floer homology.
Moreover, one can use the τ˜ invariants to obstruct knots from hav-
ing a minimal rank grid homology. Basically if a knot has at least one
nonzero τ˜ s invariant, then its homology in the s-th spinc structure has
rank greater than 1.
These sections are devoted to prove special cases of Conjecture 5.29.
5.3.1. Grid number 2. Conjecture 5.29 can be solved for almost
all grid number 2 knots in L(p, 1) as follows: we show that any such
knot has at least one spinc structure s for which rk(ĜH(L(p, 1), K, s)) >
1. Since it is easier to work with the tilde flavor, using Proposition 2.26
we can equivalently rewrite this statement as
∃ s ∈ spinc(L(p, 1)) such that rk(G˜H(L(p, 1), K, s)) > 2
In the case of a grid number 2 knot, we can apply strong constrains
to its diagram, putting it in a standard form.
Remark 5.32. A knot admitting a grid diagram of dimension 2 can
always be described11 by giving the number of the boxes containing the
markings12:
X = [0, 2a+ 1] ,O = [2b+ 1, 2c] a, b, c ∈ {0, p− 1}
As an example, the knot considered in example 3.11 can be written as
X = [0, 1] and O = [3, 4].
Definition 5.33. The skein number sk(K) of a knot K with grid
number 2 is the minimal number of skein moves that need to be applied
to each grid number 2 grid diagram of K to obtain the only grid number
1 knot in its homology class.
Given a 2-dimensional grid for a knot, call X1 the X marking in the
lower left corner of the grid13. Now call X2 the remaining X marking,
11See also Sec. 6.1.1.
12Boxes are ordered from left to right, starting from 0, and markings from
bottom to top.
13It can be made sure X1 exists after applying some row translations.
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and Oi the O markings on the same column of Xi, i = 1, 2. Define
l(Xi,Oi+1) (i ∈ Z2), the distance of two markings on the same row, as
the minimum of the differences of the x coordinates of the two markings.
By Remark 5.32:
l(X2,O1) = min{|2a+ 1− 2c|, 2p− |2a+ 1− 2c|}
Call l(K) the minimum of these numbers among all grid number 2
diagrams of K. If l(K) = 1 the knot is in fact a stabilization of a grid
number 1 knot (see [10, Sec. 4.2]).
A skein move decreases the row distance by at most 2, so
sk(K) ≤ l(K)− 1
2
We say that a grid number 2 diagram of K is in standard form if:
• X1 is in the bottom/left-most square
• O2 is in the l(K)-th square of the lowest row
• O1 is at the right of O2
• X2 is either in the second square (from the left) in the highest
row (Case 1), or on the right of O1 (Case 2)
• l(X2,O1) ≥ l(X1,O2) = l(K)
• There is a non-interleaving commutation between the two columns
Proposition 5.34. Every grid number 2 knot K has a standard
form diagram, up orientation reversal.
Proof. Consider a grid number 2 grid forK which minimizes l(K).
Up to row/columns translations we can place an X marking in the
lower-bottom square, and choose the distance between the markings in
the bottom row to be minimal, as in the top part of Figure 5.9; we can
achieve this configuration up to orientation reversal.
Next we place the O marking on the bottom row. It can not be in
the square on the immediate right of the one containing X1, otherwise
K would be a stabilization of a grid number one knot. So O2 is in
the (2b + 1)-th square of the lowest row (with b ∈ {1, . . . , ⌈p−1
2
⌉}, by
minimality of l(X1,O2)), and sk(K) ≤ b.
Then we place the O marking on the same column as X1. There are
two possible choices according to the position of O2: O1 can be above
or below O2 (as shown in case a and b in Figure 5.9).
We can discard case a. In fact, by assumption the distance from
X1 to O2 is minimal. The two columns must comprise a skein crossing
change, and in case a this is possible only if X2 is between X1 and O1
(as shown in the vertical grid denoted by a′). But this would imply
that l(X2,O1) < l(X1,O2), which is impossible by assumption.
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Figure 5.9. An example showing the possible cases of
the proof. The vertical representations are obtained from
the usual one by cutting along α1 and β1, and reglue-
ing the (now disconnected) boxes according to their top-
bottom identifications.
We are left with two (very similar) subcases of case b, indicated in
Figure 5.9 as bI and bII. These are precisely the two possible config-
urations of Definition 5.33. 
We can now prove the following statement:
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Figure 5.10. Some of the possible choices of the com-
ponents of a lonely generator for a knot i L(9, 1).
Proposition 5.35. All grid number 2 knots (L(p, 1), K) such that
sk(K) > 1 satisfy
rk
(
ĜH(L(p, 1), K)
)
> p
In particular, they are not counterexamples to Conjecture 5.29.
Proof. We are going to show how to find some generators of the
(tilde-flavored) grid homology for a grid diagram in standard form. We
call an element of a chain complex lonely if has no boundary and it
does not appear in the differential of any other element. Clearly such
an element produces a non-trivial homology class.
In our case the complex is generated over F by a set whose elements
can be identified with S2×(Zp)2. Each generator x has two components
x1 and x2 which lie on the curves α1 and α2 respectively. To find a
lonely generator, just choose x1 in the interval [X1 + 1,O2 − 1] and the
second coordinate between O1 and X2, as shown in Figure 5.10 for Case
2.
Note that if we label the possible components as in Figure 5.10,
then the generators whose components have the same letter all belong
to the spinc structure 0.
Remark 5.36. All these generators in the 0-th spinc structure are
in fact lonely in the ∼ complex: every rectangle starting/ending from/
in one of the two components of such a generator is bound to meet an
O or X marking before it can reach the other component.
Remark 5.37. All the considerations we made so far, involving the
rank of the tilde-flavored groups, are unaffected by an exchange of the
X and O markings.
Lonely generators in a diagram are still lonely in the tilde complex
generated by the knot with the opposite orientation. The only thing
that changes is the spinc structure in which the rank is greater than 2,
according to Proposition 2.27.
So for a grid number 2 knot K we have found 2sk(K) lonely gen-
erators (all belonging to the same spinc structure). It follows that
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Figure 5.11. A torus knot in S3; it admits a grid with-
out crossings.
rk(G˜H(L(p, 1), K, 0)) ≥ 4 =⇒ rk(ĜH(L(p, 1), K, 0)) ≥ 2, which is
what we wanted. 
Remark 5.38. The same techniques apply to grid number 2 knots
in arbitrary lens spaces; however the description of the general standard
form is quite cumbersome, so in order to get a clean statement we
restricted ourselves to L(p, 1). However, the same approach does not
work for grids of dimension greater than 2; it can be shown e.g. that
the tilde grid complex of the knot X,O = [0, 1, 2], [5, 6, 7] in L(3, 1)
does not have enough lonely generators.
5.3.2. Generalized torus knots. In this section we exhibit an-
other family of knots in L(p, 1) whose hat grid homology has rank
greater than p. For simplicity we restrict ourselves to F coefficients. In
view of the results of Subsection 5.3.1, we will suppose that all knots
considered have grid number greater than 2.
It is well known (see e.g. [47]) that a torus knot T (a, b) ⊂ S3 admits
a grid diagram in which all markings of one kind lie on the antidiagonal
of the grid, while the markings of the other kind are placed at a fixed
distance from this diagonal, as shown in Figure 5.11 for T (3, 2) = 31.
Note that such a grid diagram produces a knot diagram of T (a, b)
on the splitting torus of the genus 1 decomposition of S3 containing no
crossings.
Definition 5.39. A generalized torus link is a link in L(p, q) ad-
mitting a grid diagram with all the markings of one type placed in the
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Figure 5.12. A generalized torus knot in L(3, 1), with
the generator x+.
(anti)diagonal of the leftmost box, and the markings of the other type
placed at fixed distance from them, as in Figure 5.12.
Remark 5.40. For concreteness, from now on we suppose that the
markings on the antidiagonal are all of X type. In the other case, the
following results apply to the link with opposite orientation.
Proposition 5.41. Let (L(p, 1), K) be a generalized torus knot.
Then,
rkF
(
ĜH(L(p, 1), K)
)
> p
Proof. Given a generalized torus knot in S3, represented by G,
we are going to identify two cycles in GC−(G), and prove that they
are non trivial in homology and distinct. In particular this provides
another infinite family of knots which can not produce counterexam-
ples to Conjecture 5.29. We will denote the set of empty rectangles
connecting two generators a, b ∈ S(G) which do not contain any X
marking by Rect◦X(a, b).
The first generator we examine is the cycle x+ which determines the
Legendrian invariant14 of GH−: its components are placed in the lower
left squares containing an X marking. Each rectangle starting from
this generator necessarily contains an X marking. This means that
∀y ∈ S(G) no rectangles in Rect◦(x+, y) are counted in the differential,
so x+ is in fact a cycle.
To show that it is not a boundary, we could modify the argument
of [47, Ch. 6], but instead we prove this directly, since similar consid-
erations will be helpful in what follows. In order to do so, we are
going to prove a stronger statement: if y ∈ GC−(G) is such that
Rect◦X(y, x
+) 6= ∅, then each r ∈ Rect◦X(y, x+) necessarily contains at
least one O marking. Note that this implies that x+ is not a boundary:
14For the definitions and use of these invariants see e.g. [45].
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Figure 5.13. Two rectangles arriving to x+. Only the
relevant part of y are drawn.
Figure 5.14. The generators x3 (left) and xn (right),
in a grid of dimension 5.
every element containing x+ in its differential, does so with at least one
Vi coefficient.
Consider a rectangle r ∈ Rect◦X(y, x+). It must be of one of the
types shown in Figure 5.13, which intersect all boxes. Hence, r must
contain at least one O marking, so x+ can not be a boundary.
Now we define the second non trivial cycle. Consider the n elements
{x1, . . . , xn} ∈ S(G) given by transposing two consecutive components
in x+, as shown in Figure 5.14.
Each xi has a non trivial boundary: there are exactly two rectangles
starting from each xi, with height or width equal to 1, and no Xmarking
in their interior. Moreover, these rectangles connect each xi to x
+, and
contain an O marking each. Call σO the permutation describing the
positioning of the O markings. Then we can write:
∂−(xi) =
(
Vi + VσO(i)
)
x+
and, if we define x =
∑n
i=1 xi, it is immediate to prove that x is a
cycle15.
Showing that x is not a boundary is slightly more involved than the
previous case, but relies on similar considerations.
Choose a generator xi; note that if a rectangle r to any xi does not
involve the transposed components of xi, then r must contain at least
one O marking by the same considerations made for x+. So we are left
15With some more work it can be shown that x is a cycle also in the sign refined
theory.
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Figure 5.15. Some of the possible empty rectangles
reaching xi, for i = 3, 5.
with rectangles which have their SE or NW corner on one transposed
component of xi.
There are several possibilities for a rectangle r ∈ Rect◦X(y, xi). it is
however easy to check that each of these rectangles contains at least
one O marking. Indeed, it is immediate to see that if i < n, r intersects
all the boxes. If instead i = n, we just need to check those rectangles
to xn which have a corner on the lower component of xn (as done in
the bottom portion of Figure 5.15).
So each xi can not be the boundary of any other generator, but one
of its multiples by some product of V variables is.
Summing up, we have determined two non-trivial elements of the
homology GH−(K), where K is a generalized torus knot in L(p, 1).
These elements are necessarily distinct, since their degrees are differ-
ent: each xi has x
+ in its boundary, so we can apply the equations
determining the behavior of the degrees under multiplication by a Vi
variable and the differential (see Section 2.4.1). Since they belong to
the same spinc degree, we have proved the statement. 
Remark 5.42. The argument of the proof of Proposition 5.41 does
not work for L(p, q) with q 6= 1, because in that case the generators
xn and x
+ are not even in the same spinc degree. However, the same
argument works in L(p, 1) for configurations of the O markings which
are quite more general than the ones considered in Definition 5.39.

CHAPTER 6
Computations
In this last chapter we show that the theory is computable, by
exhibiting some computer programs capable of determining the groups
ĜH, and extracting informations and invariants from them.
It was first proved by Droz in [16] that prime knots in the three
sphere with less than 12 crossings have torsion-free knot Floer homolo-
gies. There is no apparent reason for the lack of torsion in these groups.
Consequently, as suggested to my advisor by Andra´s Stipsicz, knot
Floer homology of knots in lens spaces is a natural place where to look
for possible torsion.
With this motivation I encoded sign assignments (for grids with
small parameters) in the program described in Section 6.1.1. With this
tool I was able to prove a result (Proposition 6.1) analogous to Droz’s
for knots in lens spaces, providing empirical evidence for the absence
of torsion in the grid homology of lens spaces.
6.1. The programs
It becomes immediately apparent that the work needed to actu-
ally compute ĜH(G) for grids with dimension greater than 3 is not
manageable by hand1. So the author developed several programs in
(see [15]) capable of computing the hat flavored grid homology
of links in lens spaces.
The programs can be freely used online at my homepage:
http://poisson.dm.unipi.it/~celoria/#programs
6.1.1. Grid homology calculator. It is the basic program for
the computation of the hat grid homology. The input consists of the
grid parameters (n, p, q), followed by two strings of length n determin-
ing the positions of the X and O markings.
We encode the markings with a string of length n for each kind;
to the i-th marking (from the bottom row) we associate the number
(from the left, and starting from 0) of the small square containing it.
1The complex for a grid with parameters (n, p, q) has n!pn elements!
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As an example, the knot in Figure 1.8 is encoded as X = [12, 1, 8, 5, 9]
and O = [6, 3, 0, 9, 12].
The output consists of the following:
• (Optional) A drawing of the chosen grid
• The hat grid homology2 ĜH(G, s;Z) for each s ∈ spinc struc-
ture, and its decategorification.
• Whether the knot is rationally fibered, the homology class it
represents and its rational genus.
• (Optional) A long list of the generators with their tri-grading.
• (Optional) A drawing of the grid for the lift of the knot to S3,
together with its (univariate) Alexander polynomial and the
number of components of the lift.
Basically the program creates the generators S(G) and computes their
tri-degree; afterwards it checks for empty rectangles, and creates the
matrices of the differentials.
However, rather than computing the module ĜC(G), we adopt the
simpler approach of computing the tilde flavored homology G˜H(G),
defined in Section 2.4.3. We modify the differential to encompass Z
coefficients as explained in Chapter 3:
∂˜(x) =
∑
y∈S(G)
∑
r∈Rect◦(x,y)
(X∪O)∩r=∅
S(r)y
where S is a sign assignment. Using the amazing group theoretic capa-
bilities of , the relations in S˜n are encoded in a matrix associated
to the differential, and a fixed sign assignment S is chosen for each
n ≤ 5.
After computing the homology G˜H(G), the program “factors out”
the tensor product dependent on the size of the grid (see Proposition
2.26), and prints the requested information. The various invariants
are obtained from the homology using the equations from the previous
chapters of this thesis. If the grid represents a link, some of the features
described above (such as rational genus and fiberdeness) are disabled.
Using the program we verified the following:
Proposition 6.1. All grids with parameters3 (n, p, q) such that
• n = 2 and p ≤ 12
• n = 3 and p ≤ 6
• n = 4 and p ≤ 3
2If the grid dimension is greater than 5 it returns the F version.
3These values will be updated.
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• n = 5 and p ≤ 2
have grid homologies containing no r-torsion for r ≤ 17.
6.1.2. The Atlas. The speed of the previous program depends
heavily on the parameters; it is painfully slow for n ≥ 6. Another
project I am currently managing is to keep a library of already com-
puted knots; this the Lens Space Knot Atlas a.k.a. .
Since it only has to read from existing files its speed is more or less
independent from the parameters; encompasses all knots (links
soon to come) for parameters in the following ranges4:
• n = 1 you can choose p up to 20.
• n = 2 you can choose p up to 10.
• n = 3 you can choose p up to 5.
• n = 4 you can choose p up to 2.
• n > 4 soon to appear.
In order to further reduce computational time, we used the symme-
tries (Propositions 2.27 and 2.8) described in Section 2.2; this allows
one to approximately cut 3
4
of the needed work for knots in L(p, ∗).
A related project consists in encoding the isotopy classes of small-
parameter knots into a library, so that first tries to reduce the
knot before reading from the library of examples. This improvement
would drastically abridge the computational cost for knots with grid
dimension ≥ 3 which are in fact stabilizations of smaller knots.
6.1.3. Tech talk. As mentioned above, the programs involved
were all developed in . This is a free open source alternative
to the usual5 mathematical computational tools. Its main strength
comes from the presence of a intuitive GUI, a competitive computa-
tional speed6 and the possibility of programming in mixed languages.
The latter has been used extensively in the creation of the programs;
both projects have been encoded into computational cells7, embedded
in my homepage.
The interact8 mode allows a user to easily choose the parameters,
and the LATEX compatibility makes sure that the output is adequately
readable and comprehensible.
4This values are constantly updated.
5Mathematica, Maple, Magma, Matlab...
6See http://www.sagemath.org/tour-benchmarks.html.
7Like http://aleph.sagemath.org/
8http://wiki.sagemath.org/interact
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is built on top of several existing open source packages and
programs; in the writing of the GH-calculator and I primarily
used the modules Numpy, Maxima, Ginac, GAP, GMP and MPFR.
The computations where mainly carried out on computers provided
by the University of Pisa, with four AMD A8-3850 APU processors,
running on a 64-bit Ubuntu 12.04 LTS release.
6.2. Examples
In this Section we display the computations of the grid homology
for some small knots, highlighting some peculiarities.
6.2.1. Small knots. Here we list all hat grid homologies (with
integer coefficients) for knots in L(2, 1) and L(3, 1) admitting grids
with dimension n ≤ 3, up to orientation reversal.
Before that we present some small refinement on the function f
defined in Section 3.0.1; recall that f : N≥1 −→ N≥1 is defined as
the minimal dimension of a grid in L(p, ∗) representing a non-simple
knot. Clearly it can be specialized to encompass the coefficient q
too. Furthermore, we can fix the homology class represented by the
non-simple knot, obtaining a new function f(p, q,m), which records
the minimal grid number of a non-simple knot in L(p, q) representing
m ∈ H1(L(p, q);Z). The computations below show that in fact f does
depend on the choice of m; in particular f(2, 1, 0) = 3, f(2, 1, 1) = 4,
f(3, 1, 0) = 2 and f(3, 1, 1) = f(3, 1, 2) = 3. So, from this point of
view, the smaller the parameters of the lens spaces are, the more knot
theory behaves similarly9 to S3.
L(2,1) :
• n = 1 : ©, T 2,11
• n = 2 : none
• n = 3: (these last two are mirror images of one another)
? (X,O) = (012, 234) class 0(
Z[ 74 ,1] ⊕ Z[ 34 ,0] ⊕ Z[− 14 ,−1],Z[ 14 ,0]
)
? (X,O) = (210, 054) class 0(
Z[− 14 ,0],Z[ 14 ,1] ⊕ Z[− 34 ,0] ⊕ Z[− 74 ,−1]
)
L(3,1) :
• n = 1 : ©, T 3,11 , T 3,12
9Recall that in this case f(1, 0, 0) = 5.
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• n = 2 : (X,O) = (01, 34) (fully amphichiral) class 0(
Z[ 32 ,1] ⊕ Z[ 12 ,0] ⊕ Z[− 12 ,−1],Z[ 16 ,0],Z[ 16 ,0]
)
• n = 3:
? (X,O) = (012, 234) class 2(
Z[ 32 , 23 ] ⊕ Z[ 12 ,− 13 ] ⊕ Z[− 12 ,− 43 ],Z[ 136 , 43 ] ⊕ Z[ 76 ,− 13 ] ⊕ Z[ 16 ,− 23 ],Z[ 16 ,0]
)
? (X,O) = (012, 456) class 1(
Z[ 32 , 23 ] ⊕ Z[ 12 ,− 43 ] ⊕ Z[− 12 ,− 73 ],Z[ 136 ,1] ⊕ Z[ 76 ,0] ⊕ Z[ 16 ,−1],Z[− 256 , 73 ] ⊕ Z[ 196 , 43 ] ⊕ Z[ 16 ,− 23 ]
)
? (X,O) = (012, 537) class 1(
Z[ 32 , 23 ] ⊕ Z[ 12 ,− 13 ] ⊕ Z[− 12 ,− 43 ],Z[ 16 ,0],Z[ 136 , 43 ] ⊕ Z[ 76 , 13 ] ⊕ Z[− 16 ,− 23 ]
)
? (X,O) = (015, 480) class 2(
Z[− 12 ,− 13 ],Z[ 16 , 13 ],Z[ 76 ,1] ⊕ Z
3
[ 16 ,0]
⊕ Z[− 56 ,−1]
)
? (X,O) = (018, 264) class 1(
Z[− 12 ,− 13 ],Z[ 76 ,1] ⊕ Z
3
[ 16 ,0]
⊕ Z[− 56 ,−1],Z[ 16 , 13 ]
)
? (X,O) = (048, 261) class 2(
Z[− 12 ,− 13 ],Z[ 16 , 13 ],Z[ 16 ,1] ⊕ Z[− 56 ,0] ⊕ Z[− 116 ,−1]
)
? (X,O) = (048, 726) class 1(
Z[− 12 ,− 13 ],Z[ 16 ,1] ⊕ Z[− 56 ,0] ⊕ Z[− 116 ,−1],Z[ 16 , 13 ]
)
? (X,O) = (054, 216) class 0(
Z[− 12 ,0],Z[ 16 ,1] ⊕ Z[− 56 ,0] ⊕ Z[− 116 ,−1],Z[ 16 ,1] ⊕ Z[− 56 ,0] ⊕ Z[− 116 ,−1]
)
6.2.2. Future work. There are several ways to continue the work
brought on in this Thesis; first of all, with more powerful computers
one could greatly improve the ranges of computations of .
In another direction, one might want to extend the kind of invari-
ants which can be computed from these programs; of particular interest
(see e.g. [9] and [3]) are for example the contact invariants, both classi-
cal (Thurston-Bennequin number, self linking..) and homological (see
[22]).
Also, by extending the computations to the filtered hat theory (as
in [47, Ch. 13]), one might hope to compute the τ invariants defined
in Chapter 4.
110 6. COMPUTATIONS
Clearly the work on concordances of Chapter 4 can be expanded,
and partial answers to the conjecture stated therein will be the subject
of future work.
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