Abstract Image authentication techniques have recently gained great attention due to its importance for a large number of multimedia applications. Digital images are increasingly transmitted over non-secure channels such as the Internet. Therefore, military, medical and quality control images must be protected against attempts to manipulate them; such manipulations could tamper the decisions based on these images. To protect the authenticity of multimedia images, several approaches have been proposed. These approaches include conventional cryptography, fragile and semi-fragile watermarking and digital signatures that are based on the image content. The aim of this paper is to present a survey and a comparison of emerging techniques for image authentication. Methods are classified according to the service they provide, that is strict or selective authentication, tamper detection, localization and reconstruction capabilities and robustness against different desired image processing operations. Furthermore, we introduce the concept of image content and discuss the most important requirements for an effective image authentication system design. Different algorithms are described and we focus on their comparison according to the properties cited above.
Introduction
Information had a paramount role during history at all times [15] . Its control is synonymous of ability and power. It can represent battle plans, secret negotiations or current events and television news. Exploitation of information can bring richness. Information used to be transmitted by manuscript or by voice; now it can travel thousands of kilometres in some tenths of second thanks to waves and cables. These fast technological developments make information extremely important in our life. However, this powerful information is now more volatile and can be easily intercepted or reproduced with all the consequences which we can imagine such as false medical diagnostic, false military targets or false proof of events [22] . Image authentication is important in many domains: military target images, images for evidence in court, digital notaries documents, and pharmaceutical research and quality control images. All these images have to be protected in order to avoid false judgements.
The wide availability of powerful digital image processing tools allows extensive access, manipulations and reuse of visual materials. In fact, lot of people could now easily make unauthorized copies and manipulate images in such a way that may lead to big financial or human lives losses. These problems can be better understood with a simple example. A patient with a serious illness, discovered from medical diagnostic images, may eventually get better due to medical treatments. The medical follow-up of that patient involves the interpretation of historic images to evaluate the progression of the illness in time. A possible false diagnosis can jeopardize the patient life, if the stored image underwent malevolent manipulations, storage errors or compression, such that the resulted distortions cannot be detected by the doctor. This is an example where modifications are not tolerated. However, in many other applications we need to tolerate some image processing operations for transmission, enhancement or restoration while we still need to detect at the same time any significant changes in the image content.
Therefore, there is an ambiguity since some changes must be tolerated while others not. Consequently, image authentication can be divided in two groups: strict and selective authentication. Strict authentication is used for applications where no modifications in the protected image are allowed. On the other hand, selective authentication is used especially when some image processing operations must be tolerate such as compression, different filtering algorithms and/or even some geometrical transformations... [92, 158] . For strict authentication, solutions including conventional cryptography and fragile watermarking provide good results that satisfy users, even though some researches still need to be done in order to enhance localization and reconstruction performances of the image regions that were tampered. Selective authentication on the other hand, uses techniques based on semi-fragile watermarking or image content signatures to provide some kind of robustness against specific and desired manipulations. Results are satisfying, but the problem is far from being solved. Researches are now more concentrated in the area of image content signatures and the number of proposed solutions has increased rapidly in last years due to the large number of applications. Nevertheless, more sophisticated solutions that allow combinations of several desired modifications are still to be discovered.
In this paper, we present, discuss, classify and compare different algorithms that provide solutions for both strict and selective authentication services. Comparisons are based on different criterions such as detection, localization, restoration and tolerance. The properties of each group of methods are provided with references to algorithms.
The rest of this paper is organised as follows. First, we tend to clarify the definition of image content. Second, we thought that some definitions would help some readers; therefore, a brief introduction to some mathematical tools and vocabulary that are used in image authentication is provided. Third, we present, classify, discuss and compare approaches that have been proposed for image authentication such as conventional cryptography, fragile/ semi-fragile watermarking and content-based image signatures. Our approach focuses on comparing algorithms within each group and subgroup. Methods are divided into two groups: strict and selective authentication. Strict authentication methods are further divided into conventional cryptography and fragile watermarking subgroups. Selective authentication methods are further divided into semi-fragile watermarking and digital signature based algorithms subgroups. Algorithms based on conventional cryptography are compared between each others; algorithms based on fragile watermarking are compared between each others; conventional cryptography and fragile watermarking methods are then compared. Similar comparisons are carried on for selective authentication subgroups. A summary paragraph (Table 3 and Fig. 6 ) is provided with references to the performances of each method. Finally, recommendations are given for specific practical applications and future researches.
Image content definition challenge
Strict image authentication considers an image as non-authentic when just an image pixel or even one bit of data has been changed. There are applications that need such service. However, this is not the desired authentication method for most practical cases [89] . Ideally, we wish to compress an image in order to save memory space or bandwidth; we may want to enhance an image and restore it for better perceptual quality or even to convert its format.
In this context, we need an authentication service that tolerates specific image processing operations. These image processing operations change pixel values without modifying the image content. Therefore, the real problem of selective image authentication is related to the problem of image semantic content definition. In other words, we need to detect only changes that generate a modification in the image visualization or an error in its interpretation like an object disappearance or the appearance of a new object. Consequently, to develop appropriate selective image authentication approaches, it is necessary to distinguish between manipulations that change the image content and those that preserve it [22] . Unfortunately, this distinction is not easy to realize technically. Moreover, this distinction could change with images, applications and even within a single image. However, in the current literature many innovative characteristics and features have been proposed to describe the image content and identify content modifications. Several image processing operations are listed in Tables 1  and 2 . Operations presented in Table 1 preserve image content in most cases and therefore authentication methods need to tolerate them. Table 2 lists manipulations that change the image content and therefore they must be detected by selective authentication methods [20] .
Mathematical background and tools
Even though image authentication is a recent field, it benefits to some extent from results obtained during the last decades in conventional cryptography and information security [61] . Mathematical tools that are useful for message authentication are valid for image authentication while requiring some adaptations. Thus, a presentation of these tools and a discussion of methods to adapt them for image authentication is presented hereinafter. resides in the information to be signed: the image data or the image content? In fact, applying a digital signature algorithm directly to the image representation may result in situations where, even though the image content has not been modified, the algorithm declares the image as non-authentic. In consequence, modifications to existing digital signature schemes must be carried out by defining the information that needs to be signed. That is, traditional digital signature algorithms can be used, but the image content must be signed rather than the image data itself.
There are different tools that help implementing image authentication algorithms. The most important one is based on the hash function.
A hash function generally operates on a message X of arbitrary length to provide a fixed size hash value h, called the message digest:
Where, H denotes the hash function. The size of h is usually much smaller than the size of X. Several algorithms were proposed for hash calculation [85, 122] . The dilemma always consists in finding a compromise between security and computational time [46, 109, 112, 123, 153] . Private key encryption systems, also called symmetric encryption systems, use a single key for data encryption and decryption. The most used symmetric systems are Data Encryption Standard (DES) [1] and Advanced Encryption Standard [115] .
Public key systems, also called asymmetric systems, use a pair of keys: a public key and a private key. The public key is published in directories and thus is known to everyone whereas only the person who creates the pair knows the private key. The most used public key systems are Rivest, Shamir, Adleman (RSA) [24, 110] and Pretty Good Privacy (PGP) [19, 75] . Some new protocols such as digital envelopes [65, 144] tend to get the best of both systems, private and Public, to improve performances.
State of the art
Before presenting and discussing various methods, we start by defining the general requirements that are essential for any authentication system. These requirements are:
Sensitivity: The authentication system must be able to detect any content modification or manipulation. For strict authentication algorithms, detection of any manipulation is required and not only content modification. Robustness: Also called tolerance. The authentication system must tolerate content preserving manipulations. This property is valid just for algorithms that provide a selective authentication service. Localization: The authentication system must be able to locate the image regions that have been altered. Recovery: The authentication system must be able to partially or completely restore the image regions that were tampered. Security: The authentication system must have the capacity to protect the authentication data against any falsification attempts. Portability: The authentication system must be able to carry the signature with the protected image during any transmission, storage or processing operation. Complexity: The authentication system must use real-time implemented algorithms that are neither complex nor slow.
Strict image authentication
Strict image authentication methods do not tolerate any changes in the image data. These methods can be further separated in two groups according to the techniques that are used: methods based on conventional cryptography and methods that use fragile watermarking.
Methods based on conventional cryptography
Image authentication methods based on cryptography compute a message authentication code (MAC) from images using a hash function [46, 85, 109, 112, 122, 123, 153] . The resulting hash (h) is further encrypted with a secret private key S of the sender and then appended to the image. For a more secure exchange of data between subjects, the hash can be encrypted using public key K1 of the recipient [141] (Fig. 1a) . The verification process is depicted in Fig. 1b . The receiver computes the hash from the received image. The hash that was appended to the received image is extracted and decrypted using private key K1. The extracted hash and the calculated one are then compared.
Techniques that are based on the hash computing of image lines and columns are known as line-column hash functions [22] . Separate hashes are obtained for each line and each column of an image. These hashes are stored, and compared afterwards with those obtained for each line and each column of the image to be tested. If any change in the hashes is found, the image is declared manipulated otherwise it is declared authentic. Distortions localization can be achieved by identifying lines and columns for which the hashes are different. Unfortunately, the localization of changes can be easily lost if more than one region of the image was corrupted. This is called the ambiguity problem of the line-column hash function. To solve this problem, another approach has been proposed by Wolfgang and Delp [145] . This technique consists in obtaining the hash of image blocks, separately. If an image is to be tested, the user calculates the hashes for each block using the same block size, and compares the results with the hashes from the original image to decide whether the image is authentic. Blocks for which hashes are different enable tamper localization. The computation of hashes for each block separately had increased the localization capabilities. However, these techniques are not able to restore image regions that were tampered. Conventional cryptography was developed to solve the problem of message authentication, and had a great success since its appearance. Algorithms based on conventional cryptography show satisfying results for strict image authentication with high tamper detection. Localization performances are not very good but may be acceptable for some applications. Hash functions are very sensitive to any small change in the image pixels or even in the binary image data. In consequence the image is classified as manipulated, when just only one bit of this image is changed; this is very severe for most of applications.
Recently, many teams of researchers have published works where they try to use hash functions while introducing some errors into the images in order to achieve methods that tolerate some desired manipulations. The type of introduced errors automatically determines the kind of manipulations tolerated such as compression [67] , and histogram equalization [154] . These methods however, cannot tolerate a combination of several allowed manipulations in the same image. Moreover, they are vulnerable to attacks against the hash functions [54, 111].
Fragile watermarking
Watermarking consists in calculating a watermark, hiding it in the image, and then extracting it when it is necessary. In this paper, we choose fragility as the basic criterion for algorithms classification. Fragile watermarking belongs to the strict authentication class, while semifragile watermarking to the selective authentication class.
Some authors define reversible watermarking, also called erasable or invertible [34] , as a subgroup of fragile watermarking. The idea behind reversible watermarks is to reconstruct the exact original image when the image is declared as authentic. Thus, it reconstructs the information that was lost during watermarking. Usually, it is a lossless compressed version of the space where the watermark was embedded. This lossless compressed version is thereafter concatenated with the watermark, inserted within the image and extracted for reconstruction purposes only when the image is declared authentic. However, in most image watermarking algorithms, modifications caused by embedding functions are really insignificant. Therefore, reversible watermarks are desired only for specific applications such as for high sensitive images. Moreover, their main goal is to eliminate the distortion artifacts caused by the embedding functions. Interested readers could consult references [34, 40, 64, 133] on this subject.
Throughout this paper we compare the restoration capabilities of each algorithm, which is somehow different from reversibility. Restoration is the ability of an algorithm to restore the damaged data. When an algorithm detects and localises a region with some undesired manipulations, we wish that this algorithm could restore the original data. This requirement is desirable for wide range of applications.
Additionally, we classify an algorithm as symmetric or asymmetric. This mainly depends on the security key model. The asymmetric algorithms are generally more secure as they provide different private and public keys for encoding and decoding. However, they are much slower than symmetric algorithms [112, 123, 153] .
The basic idea behind fragile watermarking techniques is to generate a watermark and to insert it in the image to be protected in such a way that any modification made to the image is also reflected in the inserted watermark. Simply verifying the presence of the inserted watermark allows the image authenticity verification and eventually localization of tampered regions. This type of watermarking does not tolerate any image distortion. The image is considered authentic if and only if all its pixels remain unchanged.
The first algorithms of fragile watermarking were based on watermark generation from image information only [142] as shown in Fig. 2a . The watermark is computed from a set of image pixels. The computation of the watermark differs between the various authentication methods. The set of pixels may be chosen with the help of a secret key a b Fig. 2 Strict authentication system by fragile watermarking using image information; a generation of authenticator; b verification of authenticity K1. The computed watermark may be encrypted with a key K3. It is then inserted in the least significant bits of another set of pixels. In order to increase the algorithm security, the set of pixels where the watermark is embedded may be determined with another secret key K2. Similarly, the verification schema is shown in Fig. 2b . The secret keys must be known to the receiver, as well. The receiver uses the same key K2 to determine the set of pixels where the watermark is dissimulated in order to extract it. Also, the receiver uses the same algorithms to calculate the watermark from the received image and then compares the calculated watermark with the dissimulated one to decide whether the image is authentic or not.
One of the first techniques that used image authentication by fragile watermarking was proposed by Walton [142] ; it used only image information to generate the watermark. This technique is based on the insertion, in the least significant bits (LSB), the checksum calculated with the grey level of the seven most significant bits of pseudo-randomly selected pixels. This method was able to detect and localize manipulations but with no restoration capabilities. Various algorithms were proposed for the realization of this technique [5, 16, 31] . The algorithm that attracted most attention was proposed by Fridrich [31] . A sufficient large number N is chosen to be used for the calculation of the checksums. The size of N directly impacts the probability of detecting manipulations. The original image is first subdivided into blocks of size 8×8; in each block, a pseudo-random walk through its 64 pixels is generated. The checksum S is calculated by the following equation:
Where g (p j ) is the grey level of the pixel p j obtained with the seven most significant bits only and a j is a pseudo random sequence of 64 integers. Then the binary format of S is encoded using a coding algorithm, and inserted into the LSB of the block pixels. To increase the security of the system, the coefficients a j and the pseudo random walk can be dependent on the blocks by using secret keys. The procedure of checking an image authenticity consists in extracting the inserted checksums, recalculating the checksums in a similar way, and finally comparing the two checksums to decide about the image authenticity. This method has the advantage of being very simple and fast. Moreover, it detects and localizes tampering. However, the algorithm cannot detect the manipulation if blocks from the same position of two different images, which are protected with the same key were exchanged. To avoid this type of attack, several improvements were made to this method by extracting more robust bits [16] . The method is not able to restore the damaged data.
In a more general schema, the watermark that is inserted in the image to be authenticated is obtained by combining information from the image with a predefined logo as depicted in Fig. 3a and b. A secret key K1 can be used to extract specific image information from the image. In order to generate the watermark, the extracted image information is combined with a binary logo by using another secret key K2. The computed watermark may be encrypted with a key K4. It is then inserted in the least significant bits of a set of pixels that may be determined with a secret key K3. The secret keys must be known to the receiver, as well. The receiver uses the appropriate key to determine the set of pixels where the watermark was dissimulated in order to extract it. Also, the receiver uses the same algorithms to calculate the watermark from the received image and then compares the computed watermark with the dissimulated one to decide whether the image is authentic or not.
Yeung and Mintzer proposed a method [159] based on a secret key that is used to generate a binary function f g . This binary function f g maps integers from the interval {0, 1, 
To verify the authenticity of an image, the user can easily check for each pixel (i, j) the relationship L ij =f g (g ij ). This method has the advantage of allowing visual inspection of the image integrity and localization of the tampered areas. The logo L can be inserted more deeply by using more grey levels to increase the security of the method. However, it was shown by Fridrich and Memon [86, 88] that a malevolent person can easily estimate the inserted logo or the binary function, if the key used to generate the binary function was used for several images. The attack is more complex for color images but remains threatening since the algorithms are symmetric. Furthermore, the algorithm has no restoration capabilities. This type of attack is known as the vector quantification attack [48] . To prevent it, Fridrich proposed in his work [33] , to make the logo dependable on image indexes. These indexes are inserted in the original image several times into various blocks to exclude all attempts to remove them. However this technique remains vulnerable to this attack because the used method is not very reliable. To avoid the vector quantification attack, another asymmetric method based on public or private key systems, was proposed by Wong [147, 148] and was improved afterwards through collaboration with Memon [150] . An image X(M, N) to be protected, and a logo B, are subdivided into blocks of size I×J. For each block X r of the original image, a corresponding block X r′ is formed, where each element of X r′ is equal to its corresponding element in X r except for the LSB that is zero. A hash d is calculated for each new block X r′ according to the following equation:
Where H is MD5 hash function, K is a secret key, I x is an identification code of the image and r is the block index. The resulting hash d is either truncated or padded to the block dimension. A new block C r is formed by combining d with its corresponding block B r from the logo according to the following expression:
Finally, each element of the resulting block C r is inserted in the LSB of the corresponding element in the block X r′ . This procedure is repeated for the whole image and the resulting blocks are grouped to form the watermarked image. The verification procedure starts with the extraction of the LSB for each block G r of the image G to be tested. A new hash f for each block of the image G is generated. Finally, the operation of exclusive OR is applied between the block G r and the new hash f. The result of the exclusive OR operation gives the logo if and only if the arguments of the hash function (the key, ID, dimensions, index of the block) are unchanged, otherwise, the result will look like a random noise. This method seems to prevent the vector quantification attack and to provide in the same time tampering localisation capabilities. However its security depends on the security of the used keys. In the case where the used keys are private, it is necessary to carry out the key exchange over a secure channel, which complicates the practical use of this technique, but ensures a high level of security. Furthermore, the problem of restoration capability was not solved.
A more recent method was proposed by Byun and Lee [10] to authenticate color images by fragile watermarking. The original color image I(M, N) to be protected is decomposed into its three color components I R (red), I G (green), I B (blue). As frequency response of the blue component is much smaller than the red and green frequency responses, the blue component is often used to hide information [117] . The components I R and I G are used as the data for authentication. Each LSB is extracted from the two components I R and I G to form a vector. A key is used to carry out a permutation of these vector elements. The hash function MD5 is calculated on the permuted vector to generate a sequence h of 128 bits. A logo W and the sequence h are resized so that both of them have the same dimensions as the original image (M, N). The exclusive or operation is calculated, element by element, between the resulting logo W 0 and the resulting hash h 0 :
The result of this operation is encoded by a private or public key system. The LSB of the component I B of each pixel are put to zero, and F is dissimulated in these bits. The verification procedure starts with the extraction of the LSB of the blue component I B , the decoding of these bits with the corresponding secret key. A hash is obtained from the red and green components I R and I G in a similar way as for the insertion. The operation of exclusive OR is applied, element by element, between the hash and the result of the I B component LSB decoding. The result of this operation will be the inserted logo if and only if the checked image is identical to the original. One can notice that this method has the same problem of key security as the method described previously. Moreover, the algorithm cannot restore the damaged data as the watermark is lost if any changes are made to the watermarked image. This is the irreversibility property of this algorithm. However it is an adequate method for strict color image authentication and it has an acceptable capability of localizing modifications made to an image.
Then again, Fridrich and Goljan proposed a method [35, 36] that translates the grey levels of the original image into the interval [−127, 128] . Then it breaks up the image into 8×8 blocks and transforms each block separately using the discrete cosine transform (DCT). The DCT is applied to the most significant bits (MSB) of the pixels. The DCT coefficients of each block are arranged according to the zigzag order used in JPEG compression. The first 11 coefficients of each block are quantified by the JPEG quantization table that results in a 50% reduced quality. These quantified values are then binary encoded on 64 bits and inserted into the LSB of the pixels from another block. The block that is used as support for the dissimulated data is chosen sufficiently far away from the source block. The use of the first 11 coefficients guarantees that the result of their encoding would be a binary sequence of 64 bits. This method has the advantage of being the only method seen until now that has some restoration capabilities because sufficient and significant information is hidden. In fact, the DC and the first ten AC coefficients of the DCT contain sufficient information to restore a block with an acceptable quality. Even though, the quality of the restored regions is lower than 50%, it is sufficient to inform the user about the original content. Moreover, the localization capabilities are very satisfying since 8×8 blocks are used as authenticators. In order to improve the quality of the restored regions, the authors proposed to use two LSB to hide 11 DCT coefficients hiding thus more significant information while allowing a poor quality watermarked image. This method is vulnerable to the whole image attacks that destroy the capacity of restoration such as setting all LSB bits to zeros. Other methods based on ideas similar to those presented in this section were also proposed [25, 79] . They are based on fragile watermarking and use LSB to hide information.
Strict image authentication is appropriate for many applications. For example, a modification of just one or two pixels in some medical or military images can dramatically change the decisions of doctors or war strategists, respectively, and can result in costly damages. Most existing image applications use image processing operations that preserve the content in order to save memory space and bandwidth or to enhance image quality: compression, filtering, geometrical transformations and image enhancement techniques. Therefore, some tolerant image authentication algorithms are needed.
Content-based image authentication or selective authentication
We defined a content modification as an object appearance or disappearance, a modification to an object position, or changes to texture, color or edges (see Section 1.1). We have also listed the image processing operations that preserve the image content. Thus, lot of applications that base their decisions on images need authentication methods that can tolerate content preserving manipulations while at the same time detect any manipulation that change the image content. This leads to new watermarking methods known as semifragile watermarking, and to new approaches known as content-based signatures. In this section we will present and compare semi-fragile techniques and content-based signatures approaches that provide selective image authentication service.
Semi-fragile watermarking
Robust watermarking is designed to resist all attempts to destroy the watermark. Its main application includes the intellectual property protection and owner identification. The robustness of the embedded watermark is crucial to resist any intentional and even unintentional manipulation. The goal of these techniques is not the verification of the image authenticity, but rather the verification of their origins. Conversely, fragile watermarking, presented in Section 2.1.2, is designed to easily destroy the embedded watermark following any kind of manipulations of the protected image. It is useful for applications where strict authentication is needed, that is where the main objective is to determine whether the image has been modified or not, with the possibility of locating and reconstructing image regions that have been tampered. On the other hand, semi-fragile watermarking [29, 30, 37] combines characteristics of fragile and robust watermarking techniques.
Basically, the idea of semi-fragile watermarking is to insert a watermark in the original image in such a way that the protected image can undergo some specific image processing operations while it is still possible to detect malevolent alterations and to locate and restore image regions that have been altered. For image authentication purposes watermarking algorithms should be invisible. Visible watermarking algorithms are applied for on-line content distribution, transaction tracking or owner identification. The procedures of generating a watermark and embedding it into the image can be dependent on a private or public, symmetric or asymmetric, key system in order to increase the overall system security. This is a trade-off between security and computational time [46, 109, 112, 123, 153] . Generally, symmetric key systems are less secure than asymmetric ones, and asymmetric key systems consume more resources and consequently need more computing time.
The general schema for semi-fragile watermarking methods is shown in Fig. 4 . The watermark is computed from the result of an image-processing algorithm applied on the image pixels. The computation of the watermark varies as different image processing algorithms can be used. A secret key K1 can be used to extract specific information from the image. In order to generate the watermark, the extracted image information is often combined with a binary logo using another secret key K2. Usually, the generated watermark is then inserted in a set of frequency coefficients that are in the middle range. The set of coefficients where the watermark is inserted may be determined with the help of a secret key K3. The computed watermark may be encrypted with a key K4. Similarly, the general verification schema is shown in Fig. 4b . The secret keys must be known to the receiver, as well. The receiver uses the same key to determine the set of pixels where the watermark is dissimulated in order to extract it. Also, the receiver uses the same algorithms to compute the watermark from the received image and then compares the computed watermark with the dissimulated one to decide whether the image is authentic or not. van Schyndel, Tirkel and Osborne proposed a method [140] that exploits the maximum length shift register sequence, called the m-sequences. The m-sequences are often used to represent random sequences. These sequences are of length L=(2 n −1) bits, where n is the number of echelons in a register. They are generated from m shift registers with looping. The registers mainly depend on primer polynomials coefficients. These m-sequences have a period L and each one of them contains (2 n−1 ) elements equal to (+1) and (2 n−1 −1) elements equal to (−1). The most important characteristic of the m-sequences is the auto-correlation function R x,x (q):
Where 0≤q<L is a shift between two sequences. For large i, where i is the number of bits, the following property R x,x (0)>>R x,x (q) is obtained, q≠0. This property allows the localization of the random sequence even in the presence of additive noise. The method suggested by the authors modifies the LSB by adding extended m-sequences to the lines of the original image. The m-sequences can be generated recursively by the relation of Fibonacci. The auto-correlation function and the spectral distribution of these m-sequences are similar to those of a Gaussian noise [116] . For a 512×512 image, coded with 8 bits, a sequence of 512 bits length is randomly changed and coded line by line in the LSB of each pixel. A simple cross-correlation [96] is used to test for the presence of the watermark by comparing the content of the LSB of each pixel with a watermark that is generated with the same parameters. The security of this system, which is based on the security of the generated m-sequences, was tested and approved in several works [37] . To exploit the unique and optimal auto-correlation function of the msequences, the authors proposed another technique in the same work [134] which adds the bits of the watermark to the LSB of each pixel instead of replacing it. The detection capabilities are good but localization capabilities are not optimal. Robustness against noise addition and compression based on adaptive histogram manipulation and JPEG standard are also demonstrated. However, the algorithm is not able to recover the damaged data in an image. In fact, if an image is declared to be non-authentic, there is no information that can be used for restoration since the m-sequences used as a watermark are not dependent on the image. Moreover, the algorithm needs high computationally time which makes it almost impractical.
This method has been further improved by Wolfgang and Delp [146] with small modifications that enhance its robustness and its capability to localize the corrupted regions. To generate the watermark, a binary sequence is mapped from {0, 1}to {−1,1}, rearranged in desired blocks of dimensions 8×8, and added to the pixels value of the correspondent 8×8 blocks in the original image with the following expression:
Where Y(b) is the watermarked image, X(b) is the original image and W(b) is the watermark. The presence of the watermark can be simply verified by:
The values of δ(b) are then compared with a threshold to decide about the authenticity of the tested image Z(b). The threshold represents a compromise between the robustness of the system and its capacity to detect any malevolent manipulation. The authors proposed to compute it from the number of elements in the watermark block. Another proposition may be an adaptation of the threshold to different image regions. This could help tolerate different operations dependently on the image information in each region. The main advantage of this method consists in allowing an authorized user who knows the watermark to reconstruct the original image. Moreover, since the correlation properties cannot be affected without the knowledge of the embedded sequence, this method is secure. However, an attacker can compute the watermark in a block, knowing a limited number of consecutive hidden bits. To avoid this problem, the authors proposed to use other codes, such as the nonlinear codes of gold [38, 114, 129] or Kasami codes [43, 47] . This algorithm preserves robustness against noise addition and compression. Moreover, it is able to survive some filtering operations and can localize malevolent manipulations with acceptable precision. However, some additional tests still need to be carried out with other manipulations that preserve the content.
Alternatively, Zhu and Tewfik [163] proposed two techniques that use a mask in the spatial or in the frequency domain. Their watermark can detect errors until half of acceptable manipulations for each pixel or each frequency coefficient according to whether the mask is used in space or in the frequency domain. Generally, the effects of space or frequency masking are often used to form sequences of pseudo noise in order to maximize the energy of a watermark while maintaining the watermark itself invisible. The authors used the masking values obtained by the model with visual threshold from their work on image binary rate low coding [162] . In fact, the spatial or frequency masking is inspired by the human visual system model (HVS). This model is used to determine the maximum invisible distortion that can be applied to each pixel or each frequency coefficient. The original image is subdivided into blocks and for each block a secret random signature (a pseudo-random sequence uniformly distributed in the interval [0, 1]) is multiplied by the mask values of this same block. The resulting signal depends on the image block, and it is added to the original block. The resulting values are then quantified by the same mask values. The authors apply this technique to blocks of dimensions 8×8. The blocks are transformed thereafter using the DCT, and the mask values M(i, j) for each DCT coefficient P(i, j) are computed by the frequency mask model. The values M(i, j) are the maximal changes that do not introduce perceptible distortions. The DCT coefficients P(i, j) are modified by the following expression:
Where r(i, j) is a key dependent noise signal, x b c round x to zero and sgn(x) is the sign of x defined as:
The error introduced by the operation below is smaller than the threshold of imperceptibility. This means that: P s i; j ð Þ À P i; j ð Þ j j M i; j ð Þ, which implies that the modifications made to the DCT coefficients are invisible. For a test image with DCT coefficients P s′ (i, j), the mask values M′(i, j) are computed. The error e′ is estimated by:
Where all the values are evaluated at the same frequency location (i, j). This technique can detect malevolent manipulations and can localise them with acceptable precision. The algorithm is robust against JPEG compression with small ratios. However, it detects only errors smaller than half of the acceptable distortion for each pixel. In other words, this method gives good results when the distortions in the tested image are relatively small. Moreover, its robustness against other manipulations that preserve the image content was not shown. Frequency masking method is more powerful than the space masking method, which is very sensitive to the noise introduced by the watermark shape. The algorithm did not show any restoration capabilities.
Lin and Delp proposed a method [71] , which uses the DCT domain to generate a smooth watermark that resists to damages caused by JPEG compression. Gaussian distributions of pseudo-random numbers, with a zero average and unit variance, are used to generate the watermark that is localized in each DCT block. In consequence, each block contains a different watermark, but the distribution of the watermark in all blocks is similar. Since the watermark is dissimulated in the middle frequencies DCT coefficients it is invisible and resists JPEG compression. In fact, if a watermark was embedded in high frequencies, it could easily be destroyed by JPEG compression and if it was embedded in low frequencies, it could become visible. For color images, the same procedure is applied to the brightness component only. Once the watermark is built in the DCT domain, the inverse transform is taken to produce a watermark in the spatial domain. This watermark is embedded in the original image by:
Where s is the watermark strength, X the original image and Y the watermarked image. Detecting the presence of the watermark is based on the difference between adjacent pixels in the spatial domain. Most natural images contain large areas with relatively smooth characteristics and few edges, therefore the energy in a difference signal must be substantially less than the energy of the signal itself. Thus, in the absence of edges, the difference between two adjacent pixels represents the embedded signal plus a small random energy component from the image itself. Block's authenticity is decided by comparing the difference with a predefined threshold. This method is robust against JPEG compression even with large ratios. The detection and localization capabilities of this algorithm are very acceptable, but its performance could be affected by the block size. In fact, the block size must be large enough to permit a good detection of alterations. At the same time this could affect its localization performances. The algorithm is not able to recover the damaged data if they are detected. Moreover, the presence of an image with many edges and textures could dramatically decrease the algorithm performances since it is based on the differences between adjacent pixels in the spatial domain. To solve this problem, regions with less edges and textures could be watermarked with small strength s and regions with more textures and edges could be strongly watermarked (larger value of watermark strength s).
To generate a robust watermark, Chen and Wang [13] used the method of robust bits extraction proposed by Fridrich [32] . The original image is divided into 16×16 blocks. It is supposed that there are N blocks after the division of the image; K bits are extracted from each block to form a watermark of K×N bits. Using a secret key, K×N random matrices that have entries uniformly distributed in the interval [0, 1], are generated. A low-pass filter is applied to each random matrix to obtain K×N smooth random shapes. After subtracting the average of each shape, each block is projected on K forms successively, to obtain K×N scalar values Vi. Finally, their absolute values are compared with a threshold T, to obtain K×N bits Bi:
The results obtained by Fridrich [32] show that these bits are robust against some image processing operations. They are used by the authors as a watermark that is embedded in the image. The method used to embed the watermark in the original image is based on the work of Inoue [50] who applies a DWT to the image, inserts the watermark in low frequency subbands and carries out an inverse DWT to obtain the watermarked image. This method allows the embedding of the watermark bits in the same block from which they were extracted, which help enabling good detection and localization of corrupted regions. Verifying an image authenticity is achieved by extracting the watermark with the inverse operations that have been used to embed it. The obtained watermark is then compared with the bits extracted for each block. If the number of different bits exceeds a predefined threshold, the corresponding block is considered altered. Otherwise the block is authentic. This method is robust against compression, but its robustness was not tested against other manipulations that preserve image content such as filtering, scaling or contrast adjustment. Moreover, this method depends on a threshold to decide about an image authenticity. This threshold may vary from one application to another and depends on the image content. Therefore, the threshold is supposed to be adapted to a specific image and within a specific region. The algorithm did not show any restoration capabilities.
Then again, Paquet and Ward proposed a method based on the DWT [98] . This method was also simulated by Kundur and Hatzinakos with some modifications in [57] . An identification key of 64 bits length is secretly produced. A 64 bits length is considered 'sufficient' to guarantee the uniqueness of the key. The key is used to secretly select the parameters, the wavelet and scaling functions of DWT decomposition. The DWT is applied on the original image according to the selected parameters. The same key is used again to choose the level of details as well as the position in each level of the coefficients that are used to embed the watermark. The same and unique key is used again, but this time as a watermark. The zeros are inserted by odd quantization of the selected coefficients, whereas the ones are embedded by even quantization. The modified coefficients and those that remained unchanged are used to apply the inverse DWT in order to obtain a protected image. The same key is used in watermark extraction by following the same procedure as for the embedding. The extracted watermark is compared then with the user key in order to verify the authenticity of the image. The comparisons are carried out between the frequency bands and within each frequency band to detect manipulations both in the spatial and in frequency domains. The proposed algorithm can detect and localize any tampering with acceptable precision. It is robust against JPEG2000 compression that is based on DWT. However, its robustness against other content preserving manipulations has not been tested yet. Moreover, its security is based on the key security that must be transmitted separately through a secure channel, which is not always easy to realize in practice. The algorithm did not provide any reconstruction capabilities if the image was corrupted since it uses only the key as the watermark.
Conversely, in [80] , Lu and Liu proposed a method based on vector quantification coding (VQ). In vector quantification coding, the original image X is subdivided into small blocks x i of dimension K=l×h; each block is rearranged as a vector. For each input vector x j , the VQ coder finds a codeword c j , in the codebook C={c 1 , c 2 ,...,c N−1 } that best matches it, and only the code index j is transmitted through the channel. The codebook is generated in advance with the Linde, Buzo, Gray (LBG) algorithm [73] . The VQ decoder uses the same codebook C={c 1 , c 2 ,...,c N−1 } to find the vector c j that corresponds to the received index j.
To embed a bit in each transmitted index, the authors proposed an approach based on VQ coding with an index constraint. The principal idea behind this approach is that since each index contains n bits, there are n candidate positions where a bit can be embedded. For example, the position 'm' can be selected to insert a bit, 0<m<n−1; contrary to normal VQ coding, the process of watermark bit dissimulation is carried out by looking for the codeword c p who is the most similar to the vector x p under the constraint that the mth bit of the index p is equal to the watermark bit which we want to dissimulate. The extraction procedure starts with the subdivision of the tested image to small blocks of equal dimensions K=l×h. The codeword c p , corresponding to the index p is found for each block x p in the reception codebook C. The reconstruction of the watermark is done by regrouping all the dissimulated bits in each index knowing their positions. This method is robust against JPEG as well as VQ compression, which is becoming increasingly used in practice. Moreover, it is robust against some geometrical transformation such as rotation but with small angles. The algorithm is able to detect and localize malevolent manipulations. However the user must have the codebook in order to verify the authenticity of an image; consequently, the codebook has to be securely exchanged in advance. Furthermore, this method introduces some distortion that could eventually affect the watermarked image quality. The algorithm did not provide any reconstruction or restoration capabilities.
In a recent work [81] the authors proposed a novel method based on a multipurpose scheme that offers both robust and semi-fragile watermarking. The robust watermarking consists in ensuring a copyright service which is not the main object of this paper. The semi-fragile watermarking part is similar to the one described above. However, some improvements were added to decrease distortions. The authors proposed to add another constraint for watermark bits dissimulation. It consists in embedding the watermark bit in the position that introduces the smallest possible extra distortion. The performances of the new algorithm are very similar to those described above with additional tolerance against rotation of relatively large angles and some filtering algorithms. The new algorithm has not proposed any improvement to restore or reconstruct the damaged data.
On the other hand, a method for color image authentication by semi-fragile watermarking was proposed by Kostopoulos, Gilani, Skodras [55, 56] . The original color image of dimensions M×N is first transformed into the YC b C r domain. The brightness component is used as an authentication watermark; this enables the restoration of modified regions. The brightness that is coded on 8-bits per pixel is processed to reject the two LSB in order to reduce the required storage space. The watermark is embedded in the three color components, in such a way that an information bit affects in average four of the LSB at each color intensity value. Given C(i, j), i=0, 1,..., M−1, j=0, 1,..., N−1. The value of an 8 bits color component at pixel (i, j) is mapped towards x such as: C i; j ð Þ À x j j< 10 ð2:13Þ and
Where mod is modulo function and div is an integer division. The function f maps the values [0, 255] towards [0, 1] . If the bit to be inserted is 0, then the intensity value C(i, j) is mapped towards x so that f (x)=0, and x is modified so that it is equal to the center of the interval [x1, x2]. Where:
Inserting a bit of information equal to 1 is achieved in a similar way. Hiding the watermark is completed by the use of a secret key K that map the position p i of the pixel from which the brightness information is taken, towards the position p k of the pixel where information is dissimulated. The choice of the key K is important since it affects the system security. To verify an image authenticity, the brightness of each pixel is computed and compared with the dissimulated watermark information of the corresponding pixel using the same secret key K. The main advantages of this approach are its usefulness for color images and its capacity to approximately restore the corrupted regions. In fact, once a region is identified as manipulated the algorithm can localize the tampered region and try to restore it. The restoration is based on the brightness information used as a watermark which provides some acceptable quality. Only grey scale approximation of the damaged regions is restored. Moreover, this method has an acceptable dissimulation capacity for color images, but it is not tested against some content preserving manipulations such as geometrical transformations and brightening.
Marvel and Hartwig [84] proposed a method, which exploits a system of data hiding, called spread spectrum image steganography (SSIS). SSIS uses error correction coding to encode the watermark and employs techniques of spreading spectrum to dissimulate information in a signal that appears like a Gaussian white noise [83] . This white noise is added thereafter to a low-resolution version of the original image to form the watermarked image. The white noise appears to be caused by an image acquisition instrument and by consequence, it is imperceptible. For an original image I of size N×N, a DWT is applied to obtain the thumbnail T.
T contains the lower order coefficients at a level n of the wavelet transform W: T=W (I, n). The user must adequately choose the scale n to ensure that all the important regions of the image, those for which the detection of malevolent manipulations is required, are visible in the thumbnail. The watermarked image G is built by the coder of SSIS, which inserts T in the original image using a secret key K: G=SSIS (I, T, K). The verification of a suspect image G′ is similar to the method of inserting the watermark. The original thumbnail that represents the inserted watermark is extracted from the image G′ using the inverse decoder SSIS −1 with the same secret key K: T=SSIS −1 (G′, K). The new thumbnail T ′ is extracted from the image G′ using the same procedure and the same wavelet parameter n: T ′=W (G′, n). The two thumbnail T and T ′ are compared taking the absolute difference of the inverse wavelet transform:
In the regions where D is large, one can assume that malevolent manipulations were carried out. If D is small, one can suppose that it is the effect of compression or transmission errors. For the image areas with D=0, manipulations are not significant. The algorithm can detect and localize any malevolent manipulation with acceptable precision. Furthermore, results obtained by this method show its robustness against JPEG compression. The authors did not provide any clarification on how to choose the scale n. This step could be very delicate since it depends on the image regions that need to be protected. Other experiences should be carried out to evaluate the algorithm performance against additional content preserving manipulations such as geometrical transformations and filtering. The algorithm is not able to restore the damaged data.
In their recent work Sherif and Mansour [120] proposed a new technique to authenticate images using a semi-fragile watermarking based on the principle of similarity in the image itself. This is done by representing the image with finite-state machines. The basic idea behind these automata is to locate parts of the image that are identical or very similar to the whole image or to other parts of it, and then to build the graph of automata that shows these relations [17] . For a given image I, the representation in the automata domain is carried out to determine the degree of similarity between its different parts. The resulting graph is analyzed. A shape, based on the number of edges associated with each state is generated and used as an authentication watermark for this image. This watermark is thereafter dissimulated in the original image using methods for data dissimulation. The approximation between the different parts of the image is determined using a parameter α that controls the approximation degree and by consequence controls the system fragility. Given two multiresolution images f 1 and f 2 of the automata graph, the difference d k (f 1, f 2) between two image blocks is computed by the formula:
Where, k is a positive integer. To verify a suspect image, the automata graph is first generated. The verification is done by the inspection of the difference between the resulting watermark and the stored one. This new technique showed interesting results since it was able to detect and localize malevolent manipulations and at the same time resist some compression ratios. Furthermore, by varying the parameter α, this method became very sensitive and fragile at the limits. This could be used to resist other content preserving manipulations by using a large value for the parameter α. For additional improvements, another type of automats based on generalized finite-state machines [18] can be used. The main advantage of this improved method is that it results in a more compact watermark as the automata requires fewer transition states. However, the algorithm is not able to restore the damaged data. Moreover, this method could become less interesting when an image presents few self similarities, which is more likely in practice.
Recently, Lee and Jang [63] proposed a method that is robust against JPEG compression. The proposed algorithm is based on random mapping, which randomizes in a secret way an image to prevent the VQ attack. The image to be authenticated is divided into 4×4 blocks. The block's order is randomized with a secret key. A predefined watermark is embedded in the reordered blocks to increase the system security. The largest single value (SV) of an 8×8 image block is modified with some quantization step in order to embed a watermark bit. The authors proposed adjusting and dithering quantized value in order to prevent histogram analysis attack. Dithering is achieved by adding image dependent uniformly distributed random noise. The blocks are then rearranged adequately to obtain a watermarked image. Results show high tamper detection and localization capabilities. Moreover, some robustness against JPEG compression was demonstrated. However, the algorithm has no restoration capabilities and robustness against other content preserving manipulations is not provided.
Image authentication by semi-fragile watermarking retained the attention of researchers because the developed methods could tolerate some content preserving manipulations while detecting malevolent operations. This flexibility is the result of two factors. First, the majority of these watermarking algorithms are of targeted robustness, as the resistance of the proposed techniques is specific to predefined manipulations. Second, the recently proposed methods use 'relatively' high level authentication watermarks that are rather based on the image content than on pixel intensities. The use of the content information for authentication increases the robustness of the system and the possibility of corrupted regions restoration. However, the main disadvantage of semi-fragile techniques is their limited tolerance against combinations of content preserving manipulations. In fact, the majority of these methods are successful even in the presence of image processing operations that preserve the image content such as JPEG compression, filtering such as mean and median, noise addition and rotation. However, other manipulations that are typically used in image processing such as transmission or storage errors, geometrical transformations, and gamma or brightness correction need to be tolerated by authentication methods as well. Therefore, other techniques were investigated. They are known as image authentication algorithms by digital signatures that are based on the image semantic content.
Image authentication by digital signatures based on the image content
Most recent investigations in the domain of image authentication were concentrated on digital signatures applied to the image content; these approaches offer high performance and promise additional breakthroughs in the near future.
Generic diagram of an authentication system based on image content Image authentication systems that use a digital signature based on the semantic content of images could be described in a generic diagram (Fig. 5 ). Such systems consist in (1) extracting specific highlevel characteristics from the original image; (2) applying a hash function to these characteristics in order to reduce their size; (3) digitally signing the hash value using an existing digital signature algorithm such as a private or public key system to increase the overall security; (4) attaching the signature to the original image or inserting it in the image using techniques for data dissimulation. Likewise, the verifying procedure of an image authenticity consists in (1) generating the image signature using the same algorithm; (2) extracting the attached or dissimulated signature; (3) comparing these two signatures using a comparison algorithm to decide whether the image was altered or not; (4) determining the image regions that were manipulated. When the image is declared as not authentic, information from the original signature could be used to partially or even completely restore the regions that were corrupted. Several parameters directly affect the performance of an image authentication system based on image content signature. These parameters include the choice of the appropriate characteristics, the choice of the hash function and the digital signature algorithm, the choice of the data dissimulation method in images as well as the choice of the algorithm that compares the signatures to decide about the authenticity of an image. Among these parameters, the image features that represent the image content and the data dissimulation method mostly affect the performance of image authentication methods. In fact, sensitivity, robustness, recovery, portability, safety and complexity (defined in Section 2) are directly affected by the choice of the characteristics that are used to generate a content-based signature; they are affected as well by the choice of the data dissimulation method. The hash function and the digital signature algorithms are almost the same for all techniques. The algorithm used to compare the signatures directly depends on the selected characteristics and the dissimulation method. Therefore, we will use these two parameters, the choice of the appropriate characteristics and the data dissimulation algorithm, to classify and compare existing image authentication systems based on image content signatures.
Content-based characteristics extraction
Signatures are generated from significant characteristics that represent the image semantic content. This is a great challenge since there is no unique explicit definition of the image semantic content. In the literature, image characteristics are usually selected to maintain invariance to desired modifications in an image and to break invariance to malevolent manipulations. These characteristics typically include edges, colors or grey levels, histograms, DWT or DCT coefficients, textures, statistical measurements and some combination of them. The basic problem resides in the fact that any single characteristic, considered alone, cannot describe the semantic content of an image completely.
One of the first efforts to exploit image content signature was proposed by Schneider and Chang [118] . The authors used the image histogram to represent the image content as this information is likely to change with the content. However the histogram of the whole image is not very useful, because it does not contain local spatial information of image intensities. Therefore, the original image was subdivided into blocks of equal dimensions and the histogram of each block was computed separately. This permits the incorporation of spatial information in the signature, since the localisation of these blocks is fixed. The proposed approach resulted in a long signature that required a long computational time. An improvement of this method has also been proposed. It consists in varying the block dimensions according to the detail distribution within the image. The regions with finer details were protected with small-size blocks, whereas the regions with large details were subdivided into blocks of bigger sizes. This improvement decreased the computational time but preserved the detection and localization capabilities of the algorithm. However, the regions identified as corrupted could not be restored.
The histogram approach suffers from two major disadvantages: (1) it is robust against compression of small rates only; (2) histogram is not very representative of image content because image content can be changed without changing the image histogram. Despite its disadvantages, this is the first proposed method to generate a signature based on image content.
Image edges give relatively good information about the image content because they allow the identification of object structures [6, 11] . Several researchers used edges to generate image content signatures. Queluz proposed in her work [103] , a method that consists in obtaining a binary image describing the pixels with or without edges. To carry out this process, the gradient was first computed in each pixel using the Sobel operator [6] , and compared with a threshold determined from the gradient histogram [97] . The use of Canny operator [11] provided better results with the advantage of being less sensitive to noise but with a higher computational cost. The bitmap of the binary image, resulting from the edge detection is compressed thereafter. Depending on its size, the bitmap could be down-sampled. This bitmap was then encoded with one of the lossless compression techniques for binary images such as the Modified READ [105, 128] or JBIG [28, 44, 66] . The final result forms a bit sequence that was used to generate the image content signature. This algorithm allows good detection of image malevolent manipulations with relatively high localization performances. Unfortunately, the algorithm is not able to reconstruct damaged data. Edges are relatively a good choice for image content authentication, but methods based on edges suffer from three major problems: (1) the generated signature is long; (2) the signature depends on the edge detector; different edge detectors give different results for the same image; (3) the invariance against color manipulations. In fact, image color can change without affecting its edges. Moreover, it is noteworthy to mention that JPEG compression introduces a well-known edge distortion the 'mosquito noise' effect [60] that results in edge orientation ambiguity after compression. To avoid this problem, the author suggested using this information as an a priori knowledge in order to tolerate some JPEG compression ratios.
Similarly, Dittmann, Stabenau and Steinmetz [20] have proposed a method based on determining the image edges and transforming them into a characteristic code to generate the image content signature. The authors used the Canny detector to compute the edges. The result, a new image C, called edge characteristics, was then transformed into binary edge characteristics, called a binary characteristic shape, which was compressed with the variable coding length to produce a code ready to be signed by a digital signature algorithm. The authors did not detail the binary characteristics shape generation procedure. Therefore, the restoration capability of the algorithm could not be well evaluated. Detection and localization performances are very satisfying. However, likewise all other methods based on edges, this method suffers from the same problems mentioned above. Moreover, its robustness against compression was not well demonstrated.
Most recent efforts in feature extraction were dedicated to methods operating in the frequency domain, more precisely in the DCT domain. This high interest can be explained by the important role the DCT transform plays in many image compression standards, and by the fact that it is easy to compute and understand, and gives good frequency representation of the image content [107] . Several authors used the DCT coefficients to generate characteristics able to survive specific desired manipulations while allowing for alteration detection.
One of the first attempts based on the DCT domain for characteristic extraction was proposed by Storck [124] . In his method, the author exploited the fact that low and middle frequency DCT coefficients were generally affected by changes to the original image content, whereas the high frequency coefficients were less affected. The author proposed to use the DC and the first five AC coefficients, obtained according to the zigzag order used in JPEG compression, to generate the image signature. In order to tolerate image scaling, the author added the original image dimensions to the signature information. The selected coefficients for each DCT block were encoded and a hash value was generated by applying MD4 or MD5 hash function. The dimensions of the original image were also encoded and appended to the code before applying the hash function. A public key system, such as the RSA, was used to generate the signature from the hash result. The authentication results obtained with this method were robust against compression based on the DCT that is used in the JPEG standard. Moreover, high detection and localization of image malevolent manipulation were possible. However, this method robustness against other content preserving manipulations such as filtering and gamma correction was not shown nor tested. The algorithm didn't propose any reconstruction performances since it is not able to restore image regions that were detected and localized as tampered. The use of traditional hash functions increased the system security but introduced the risk of increasing the system sensitivity to small modifications that preserve the image content.
Similarly, Wu proposed an algorithm [151, 152] that separated the original image I, into blocks of 8×8 pixels and calculated the DCT transform for each block. DCT coefficients were then quantized by applying the JPEG quantization table [131] . This table exploits the human psycho-visual model to minimize the visual distortions. The quantized DCT coefficients were then grouped to form a characteristics vector V. For each value in the vector V, a quantization function q 0 or q 1 is selected by minimizing the quantization error q x ð Þ À x j jwhere x is an element of V. These two quantization functions q 0 and q 1 are:
Where round (x) denotes the nearest integer to x. An index vector X is generated. For each DCT coefficient from vector V, an index bit is assigned in X; a bit '0' is assigned if q 0 is selected whereas a '1' is assigned if q 1 is selected. The vector X, contains as many bits as there are pixels in the original image I. For color images, the vector V is computed from the DCT coefficients of the color components, and the number of bits in the vector X is three times the number of pixels in the color image. Vector X is added to the quantified coefficients of characteristic vector V to form a new vector W. Vector W is signed with a digital signature algorithm such as the DSA to generate the signature S. The index vector X is compressed by a lossless compression algorithm like the Huffman coding. This compressed version of X is appended to the signature S to form the final authentication tag T that is dissimulated or attached to the original image. The use of the DCT coefficients and the quantization table ensures high robustness against JPEG compression even with big compression ratios. The algorithm shows also a tolerance against slightly brightening processing. The possibility to use this method for color images is yet another advantage. Image manipulated regions could be well detected and localized by the proposed algorithm. The reconstruction performances were not highlighted by the authors. The security of this method is based on the security of the signature algorithm. However the robustness of this method against other content preserving manipulations such as filtering and affine transformations was not demonstrated.
Then again, Lin proposed a very interesting method in [68] that was further improved in [69, 70, 72, 106] . This method divides the image in 8×8 blocks; the DCT of each block is calculated separately. The blocks are then separated in two groups P1 and P2; for example: even blocks '2, 4, 6...' in a group and odd blocks '1, 3, 5...' in the other group. The coefficients of each DCT block are arranged according to the zigzag order used in JPEG standard compression [107] . A subset (b1) of the DCT coefficients is then chosen in each block. These coefficients have the same positions in all blocks and are used to generate N sets of feature codes Z n , n=1, 2..., N in order to build the signature. To generate the first set Z 1 the differences between coefficient pairs from the same positions for all possible combination of block pairs are computed. Z 1 contains the result of comparing the differences with a predefined threshold k 1 . If, for example, the computed difference dx, is smaller than k 1 , a bit '1' is assigned in the Z 1 vector, otherwise a bit '0' is assigned. For each block pair a feature code of length b 1 is obtained, and this procedure is repeated for all possible combination of block pairs from groups P1 and P2. To generate the second set of feature codes Z 2 the same algorithm is repeated with different parameters: b 2 different from b 1 and k 2 different from k 1 . In other words, for each set Z n , the number of selected coefficients b n and the threshold k n are different. After generating all sets Z n , they are grouped to form the final vector Z. The author suggests selecting the coefficients b n in the low and middle frequencies since these coefficients have larger values than those in the high frequencies and their corresponding quantization values are smaller so they usually survive a JPEG compression. Thresholds k n can be arbitrarily selected. Moreover, other information can be recorded in the vector Z such as the mean value of DCT coefficients in each selected position for all blocks in order to defeat a constant change to DCT coefficients in the same position for all blocks. This vector Z is finally signed using a public or private key system digital signature algorithm. The author exploited the fact that all DCT coefficient blocks of an image are divided by the same quantization table during the process of JPEG compression [131] , so the relation between two coefficients of the same position in two different blocks is not changed after quantization. This simple remark ensures a very great robustness against JPEG compression. Furthermore, it ensures a great sensitivity against content changing manipulations, since any addition or removal of an object is likely to be reflected in the DCT coefficients. The localization performances of the algorithm are very satisfying. Moreover, the algorithm is able to reconstruct the damaged data using the dissimulated information that is significant. The security of this method can be increased by keeping secret the mapping function used to separate the blocks in two groups and the criteria used for the selection of the coefficients subsets b n . However, the robustness of this method against other content preserving manipulation was not shown. Moreover, this method could have a problem of localization ambiguity which results from the combination of separates image blocks to generate the signature.
Alternatively, the DWT has been successfully used in various image processing applications including filtering, multi-resolution analysis and image compression [2, 42, 90] . This is due to its capacity to characterise the image content both in the spatial and the frequency domains. Recently, the interest in the DWT for extracting content-based features has largely increased. One technique proposed by Sun and Chang [126] starts with a filtering algorithm called Bayes Shrink in order to stabilize the features that will be extracted with respect to some desired manipulations. The proposed filtering algorithm, described in details in [12] , gives a stable content representation of the image to protect by reducing from 1 up to 8 dB the distortions that are caused by content preserving manipulations such as filtering or compression with various compression standards and ratios. After filtering, a threshold is applied to all DWT coefficients to generate a 'binary significant map'. This threshold affects the sensitivity of the system since a lower threshold leads to a sensitive system. A morphological conditional dilation [119] is applied to the binary significant map according to: S È B ð ÞnB, where S represents the significant map, B represents the structuring filter and È; n denote the dilation and difference operations, respectively. The morphological filtering is applied to reduce the noise level, and to increase the robustness against acceptable manipulations. To generate the signature, the author proposed to take into account not only the significant coefficients, but all their children as well, resulting in a binary significant map that contains more details. Error correcting code (ECC) encoding [74, 125, 143] is applied on the binary data to obtain signature sets, one per block; blocks enable good localization of manipulated regions. This method is robust against compression of different standards and ratios, as well as against filtering. Detection and localization of content changes had been demonstrated. However, algorithm robustness against other content preserving manipulations needs be demonstrated. Moreover, the algorithm is not able to reconstruct damaged data.
The authors recently proposed a new scheme [127] capable of resisting all distortions that may be introduced by JPEG2000 compression. The feature extraction is applied after the EBCOT (embedded block coding with optimized truncation) process. EBCOT is the last encoding process in JPEG2000 compression standard. The idea is that the resulting information from the EBCOT process will not undergo any modifications in the compression process. Furthermore, this information is significant and contains image content details. In fact, this information is taken generally from different levels of DWT and not only from one level. This encoded information is encrypted with ECC algorithm to form a digital contentbased signature. The detection and localization performances are very satisfying. Tolerance against JPEG2000 standard is very high even for color images. The main disadvantage is tolerance against other content preserving manipulations. The restoration capability of this algorithm is still to be demonstrated.
In another work, Lu and Liao [78] proposed a technique that exploits the relationship between the coefficients of an orthogonal DWT at various scales. If w s,o (x, y) is a DWT coefficient at scale s, orientation o (horizontal, vertical or diagonal), and at position (x, y), when another scale J is generated, where 0<s<J, the inter-scale relationship between the DWT coefficients for the parent node w s+1,o (x, y) and its four children nodes w s,o (2x+i, 2y+j) is given by:
Where 0 s < J ; 0 i; j 1; 1 x N ; 1 y M and M, N are the image dimensions. The basic idea behind this technique is that the inter-scale relationship between the coefficients is difficult to break by manipulations that preserve the image content, and hard to preserve by content changing manipulations, because these interscale relationships depend on the image structure. In this method, the structural digital signature (SDS) is made up of parent/children relationships that satisfy the following relation:
Where ρ>0 is a predefined threshold. To generate the SDS only significant parentdescendant pairs are considered. Pairs that have small differences are very sensitive to content preserving manipulations and are not considered for the signature generation. The relationships are encoded with an encoding algorithm such as the RSA and used as the signature. The length of this signature depends on the threshold ρ that also plays the tradeoff role between system robustness and fragility. This method is robust against compression, mean and median filtering, and even noise addition. Moreover, it is fragile against any image content alteration. The algorithm is able to detect and localize any image alteration. However, it is not able to restore the data that was declared as corrupted. The fragility and the robustness depend heavily on the signature length. Better detail preservation is attained with longer signature that retains more features. Therefore, it is not obvious how to automatically identify the threshold ρ for any image. In order to increase the robustness against compression and noise addition, Feng and Liu presented an algorithm [26] that generates a SDS in a more straightforward manner. This method, called segmentation derived attribute graph, is based on the spatial distribution of homogeneous regions. This algorithm is considered to be used by the human eye in its firstperception of the image content. While defining the graph, frequency features such as DCT or DWT coefficients can be integrated to form a robust SDS. The authors proved that the derived attribute graph could resist compression and rotation in a robust manner for large ratios and angles. At the same time, it could eventually detect and localize image tampering. The problem of restoration disability however, was not solved.
Bhattacharjee and Kutter [7] proposed a technique that extracts the salient feature points from a given image. The extraction procedure was inspired by Manjunath and Chellappa [82, 161] who utilized it for face recognition and movement correspondence using the Gabor wavelet. This technique defines a features detection function P ij :
Where M i (x) and M j (x) represent the Mexican-Hat wavelet response at position x and scales i and j, respectively. The normalisation constant g is given by g ¼ 2
. Instead of using the Gabor wavelet, the authors proposed to use the Mexican-Hat wavelet, which is isotropic and is given by:
The local maxima points of the P ij function are computed. These maxima correspond to potential feature points. The local maxima of P ij are calculated within a circular neighbourhood having a radius of 5 pixels. A local maximum is accepted as a feature if and only if the variance of its neighbours is larger than a given threshold. The variance is calculated within a circular region that may have a radius different from the one that was used for local maxima computing. The resulting feature points are arranged by line and column in order to facilitate the localization of image distortions. A sequence of bits is built by the concatenation of the line and column positions of the maxima. This resulting sequence is finally ready to be signed by a digital signature algorithm such as the RSA. This technique can be used with color images by applying the described procedure on each color component. This method is robust against compression, detects and localizes any content change with acceptable precisions. However its robustness against other content preserving manipulations has not been demonstrated. Moreover, the algorithm is not able to restore the altered regions in images.
Monga and Vats tested the same algorithm with another wavelet function [94] . The results were very similar. Some improvements are related to the robustness against different content preserving manipulations. This includes some geometrical transformations and some image enhancement operations. The new proposed algorithm preserves its capabilities of detecting and locating any intentional manipulation.
In a more recent work Liu and Hu proposed a method based on DWT coefficients quantization [76] . In their work they apply the just noticeable distortion values (JND) [2] to the image DWT coefficients. The result is quantified and rounded to obtain a {0, 1} sequence. This sequence is then encoded to form a digital signature. The algorithm is valid with 2 and 3 decomposition levels but yields to a trade-off between security, complexity and time processing. The algorithm is based on a threshold to decide whether the image was manipulated or not. The threshold is defined with the help of probability. The authors demonstrated the detection and localization performances of the algorithm. Moreover, a good robustness against compression was attained. However, other content preserving manipulations were not tested and the algorithm is not able to restore the damaged data.
Another recent algorithm, proposed by Yu and Hu [49, 160] , uses a three level Haar DWT. The transform is applied to a M×N image I. A de-noising algorithm is applied to LL3 component coefficients. The Sobel operator is then applied to the coefficients to get a 1/8M×1/8N binary Sobel edge map WL. Md5 is applied as a hush function on the binary map. The result is a bit array of length 128. The output is then mapped to a 1/8M× 1/8N binary matrix Wa using a secret key. To increase the system security a private key could be used to encrypt Wa and produce We. For verification, the extracted WL and Wa watermarks are both compared to the original ones. Using a predefined threshold, one can decide about the authenticity of the tested image. This technique shows very interesting results. It could tolerate both JPEG and JPEG2000 compression with various ratios, filtering and histogram equalization. Moreover, detection and localization of manipulated regions are guaranteed with acceptable precision. However, the use of the threshold depends on images and applications. Thus, the choice of the threshold could be image adaptive. Moreover, tolerance against other content preserving manipulations as geometrical transformations is not discussed. The algorithm is not able to restore the data that was altered.
Another interesting and intuitive technique that exploits the image statistics exhibits good results. Kailasanathan, Safavi-Naini, and Ogunbona [53] proposed to divide the original image I 0 of dimensions m×n into a×b blocks and to compute the following statistical features for each block: Mean of each block:
Standard deviation of each block:
Kurtosis of each block:
ð2:25Þ
Skewness of each block:
Where
and n is the pixels number in each block. These statistics are computed for an image that has been altered with acceptable transformations such as JPEG compression, filtering, and scaling. The magnitude of the differences between the statistics computed for the modified image and those computed for the original image are grouped, and the maximum of all these differences is identified. This maximum represents the threshold for the authenticity verification, or in other words the threshold for acceptable manipulations. The feature code for a given image is made up of the statistical features computed for each block, the block dimension, the type of statistics and the computed threshold. The block dimensions (a, b) must be chosen such that a compromise between a good image representation and an acceptable feature code length is reached. The signature is thereafter generated from this feature code using a digital signature algorithm. The main advantage of this method is its acceptable performance in restoring the regions that have been altered. Moreover, it can tolerate a set of acceptable predefined manipulations. Detection and localization of undesirable manipulation are also shown. However, it hardly tolerates various simultaneous manipulations for the same image.
Another method, which exploits the image statistics to generate a signature, was proposed by Lou and Liu [77] . To obtain the statistical characteristics, the original image is subdivided into 8×8 blocks; the grey level mean is computed within each block separately and is used as the authentication information. To decrease the characteristics code length that is composed of all block means, the authors proposed to quantify them and to add the threshold T to the code. A public key system is used to generate the image digital signature. Robustness to compression is obtained by determining the threshold T for a compressed image with a maximal allowed compression ratio. The procedure starts by selecting the tolerated compression ratio. This compression ratio is used to compress the original image. The block means for the compressed image are computed. For each pair of compressed image block mean and quantified mean, the difference T ij is computed. The threshold is chosen such:
The principal advantage of this method is its restoration capabilities of the corrupted image regions. Corrupted region recovery is achieved by replacing the altered pixels with their block mean value. This recovery method is simple and intuitive. Moreover, detection and localization of corrupted regions is guaranteed. However the robustness of this method against other manipulations has not been proved.
On the other hand, Tzeng and Tsai proposed in their work [138] a method to generate an image digital signature using both edges and statistical characteristics. For a given image, decomposition into blocks is carried out and a method for detecting significant edges is applied. The main goal of significant edge detection is to classify each block according to two types: smooth block or edge block. Edge detection is accomplished with a Sobel operator to obtain a binary edge image. If the Sobel gradient in a pixel is larger than a predefined threshold T, its corresponding location in the binary image is set to '1', otherwise to '0'. The threshold T can be computed automatically with histogram thresholding [119] . Both the binary edge image and the original image are subdivided into blocks of 8×8 pixels. A block B k is classified as edge block if it contains at last one connected element larger than 4 pixels; otherwise, B k is classified as a smooth block. Thereafter, smooth blocks are presented by their means and standard deviations whereas edge blocks are transformed into binary blocks using a threshold technique that preserves image moments [136] . Each binary block is further subdivided into four sub-blocks that are compared with a predefined edge form of the same size, to generate a bit sequence that represents the edge information. The edges bit sequence, the means of the smooth block and the standard deviations form the characteristics code are used to generate the image digital signature. For color images, the method can be used to generate characteristics code from the brightness and the chrominance components. The algorithm shows good results. The detection and localization of alterations are very acceptable. Moreover, the altered regions can be recovered with acceptable quality but only for blocks that had been classified as smooth. Robustness of the algorithm against lossy image compression is guaranteed only for a specific range of ratios. Robustness against other content preserving manipulations is still to be explored.
Another approach based on structural and statistical features of an image was recently proposed by Li and Tang [130] . The principal component analysis (PCA) is applied to block DCT coefficients in order to compute the Hotelling's T-square statistics (HTS). HTS are values that represent some distance metric between DCT coefficients within each block and the whole image. Each element of the HTS matrix is quantized by applying an algorithm based on the maximum and minimum values in that matrix. The quantized matrix is then grouped to form a statistical structural fingerprint (SSF). As most HTS elements are 0 or 1 after quantization, more compact SSF is obtained by the Huffman coding. Results show a high detection and localization of most known tampering operations. Moreover, a good robustness against JPEG compression and some filtering algorithms was demonstrated. The algorithm is simple to implement. However, the robustness against others content preserving manipulations was not discussed. Moreover, the algorithm did not show any restoration capabilities.
In her work [104] , Queluz, proposed a technique based on the invariance of the image moment against geometrical transformations. In fact, image moments are invariant to translation, scaling and rotation [8, 51, 108] . For digital images, moments are computed by:
Where x, y are the image pixel coordinates, f (x, y) denotes the intensity and p, q are the moment order. Usually, an image moment is normalized by dividing its value by the image total mass: P x P y f x; y ð Þ. The lowest-order moment that depends simultaneously on grey levels and their spatial positions is the second-order moment m 11 . This moment computation is easy and requires N 2 multiplications for an N×N image. To increase moments uniqueness and their discrimination capability as well as to decrease the collision probability, moments are calculated for separate and overlapping blocks. With half block overlapping, each pixel contributes simultaneously to four different blocks, with various weights [different coordinates (x, y)]. Thus, after subdividing the original image into overlapped blocks, the second-order moments m 11 and their relative variance m var (%) are computed for each block. The variance is used as a distance measure between the original image moments, and those extracted for the verification of authenticity. Additionally, a threshold T to decide about the authenticity of the image according to that distance is defined. This method is robust against geometrical transformations because image moments are invariant to these content preserving manipulations. Moreover, the algorithm shows good detection and localization performances of the corrupted regions. However the robustness of this method against compression still needs improvements and the reconstruction of corrupted regions is not defined.
Data dissimulation in images
Signature dissimulation is an important issue that differentiates image authentication systems. In fact, the digital image signature computed with one of the previously presented techniques needs to be attached or dissimulated in the image in order to verify its authenticity afterwards or to provide information for reconstruction purposes. Thus, an overview of the data dissimulation methods is necessary. Detailed information on data hiding can be found in [52, 101] .
Data hiding is a general term encompassing a wide range of problems beyond embedding messages in content. In fact, it includes watermarking and data security. Watermarking algorithms seen in Section 2.2.1 can be used to dissimulate signatures in images for selective authentication proposes. In fact, fragile watermarking techniques do not tolerate content preserving manipulations, and the dissimulated signature risk to be destroyed only by a compression or some filtering algorithm for example. Thus, algorithms that dissimulate data in images in a fragile way are helpful for strict authentication and not for selective authentication. In this section we present other existing methods and algorithms which offer this service and we compare their performances. Data dissimulation methods and algorithms can be separated in two groups: methods that insert the signature in the image in a way to avoid any attempt to remove it by malevolent or by desired manipulations, and methods that attach the signature to the image or to a separate file. Signature dissimulation in images is achieved in the spatial or the frequency domain.
The simplest and most intuitive method for data dissimulation in images is to use the spatial domain [52] . Grey levels or the color image brightness are usually coded on 8 bits for 256 possible values. Spatial domain data hiding is based on the fact that the human eye cannot differentiate between two consecutive levels. That is the change in the least significant bits (LSB) is not noticeable or imperceptible to the human eye. Consequently, the LSB are considered not very important. So a binary image, a logo for example or a signature in a binary format, can be hidden in the LSB. However, the human eye reacts differently according to contrast. Human perception is very sensitive to contrast for low intensities and much less sensitive for intensities close to white. Therefore, some methods adapt the number of LSB used for data hiding according to the local contrast. Spatial data hiding methods suffer from many problems: Hidden data is very easy to remove by putting all LSB to '0' for example. Moreover, all spatial filtering operations are drastic; they may erase the hidden data almost completely. Compression, for example, does not leave any survival chance to data hidden with this method. An improvement is achieved with the use of a pseudo random number generator based on 'a secret sequence' to determine the pixels that are used to dissimulate the data. For some color images, GIF for example, this method can damage all the image colors since a color lookup table defines the pixel color.
Kutter, Jordan, and Bossen proposed a technique to dissimulate the signature in color images [58] by inserting it in the spatial domain of the blue color component because the human eye is less sensitive to blue. Furthermore, in order to increase the security of this method, the authors proposed to use a pseudo random sequence of pixel positions where to hide the data. For each pixel at the selected position the following transformation is applied:
With L i; j ð Þ ¼ 0:299 Red i; j ð Þ þ 0:587 Green i; j ð Þ þ 0:114 Blue i; j ð Þ, s is the bit to dissimulate, and q is a constant that represents the dissimulation strength. This method works well but can only be applied on RGB images.
The main advantage of spatial domain methods is their acceptable dissimulation capacity. However, they are not robust because they are vulnerable to various attacks [101] and are not secure. In consequence, methods that exploit the frequency domain to dissimulate data have been investigated. The most popular frequency transforms to dissimulate data in images are the FFT, DCT and DWT. The DCT allows an image to be decomposed into low, middle and high frequencies. The middle frequency bands are usually used to dissimulate information because low frequencies contain visually sensitive parts of the image and high frequencies are changed or removed by compression and noise [62] . One of the data dissimulation techniques in the DCT domain is based on the comparison of the DCT coefficients in the middle frequency band of each block. In order to achieve robustness against compression, two locations Bi(u1, v1) and Bi(u2, v2) are selected according to their quantization values from the quantization table used in compression standards [99] so that any change to one coefficient by a factor will change the other coefficient by a similar factor, preserving thus their relative value. '1' is encoded if Bi(u1, v1)>Bi(u2, v2); otherwise '0' is encoded. The method robustness can be improved by introducing a constant K, such as: Bi(u1, v1)−Bi(u2, v2)>K. By increasing K the probability of error detection is reduced. Contrary to methods based on spatial domain, this method shows a big robustness against JPEG compression and noise addition. However the information that can be dissimulated in the coefficients of middle frequency is limited and the security is not high.
Another domain to dissimulate data is the wavelet domain. The DWT decomposes an image in a low-resolution (LL) approximation, horizontal (HL), vertical (LH) and diagonal (HH) details. The process can be repeated to compute multiple "scales". One advantage of the DWT is that it models the human vision system better than other transforms. Data is dissimulated in regions where the human perception is less sensitive. A technique, which is proposed, by Xie and Arce [156] , uses the low frequency band of the DWT to ensure the robustness of the method. A window of dimension 3×1 is slipped throughout the low frequency band of the image transform. The elements of the window are noted by b1, b2, b3 and represent the values of the coefficients with the coordinates (i−1, j) (i, j) (i+1, j). The coefficients are ordered after, in such way so that b1 < b2 < b3. A non-linear transformation [155, 156] is applied to change the median value of these coefficients while leaving remaining coefficients unchanged. The non-linear transformation is done by the following equation: b′2=f (b1, b3, x). Where x is the bit to be dissimulated. Another technique hides data in frequency bands with more details following the expression: Where W i is the DWT transform coefficient, x i is the dissimulated bit, and α is the strength of hiding. All data dissimulation methods suffer from three major problems: robustness, security and capacity. These methods must be robust against all manipulations, including content preserving and changing manipulations, since the dissimulated signature travels with the image and must remain unchanged in order to verify the image authenticity and eventually help in the restoration of image corrupted regions. Manipulations that result from standards image processing operations such as compression, rotation, filtering, scaling, and sampling [21, 100] form a category of attacks called distortion attacks. It seems that there is no data dissimulation algorithm that can resist all combinations of these attacks. The proof is given by the software StirMark [4, 149] created in 1997 and available for free on the Web. StirMark is dedicated to test any method of data dissimulation in images; it can simulate a large number of distortion attacks [139] . There is no data dissimulation diagram that could pass all StirMark tests [4] . Another type of attacks cause the image authentication system to take the wrong authentication decision [59, 87] , is to believe that an image is authentic when its content has been modified or the opposite. Fortunately, this type of attacks cannot be always successful with digital signature based on image content. Nevertheless, perfect robustness of data dissimulation methods is still not reached.
On the other hand, information hiding capacity is a major concern because it is limited by the insertion algorithm and the dissimulation domain. The number of frequency coefficients or the number of LSB that can be used to hide information, without causing visual effects in the image, is limited. To avoid these problems, alternatives were proposed to ensure high signature security and to offer large hiding capacity. These solutions are based on attaching the signature to the image file or to a separate file. These solutions often use public or private key signing systems. Consequently, their security is directly affected by the security of the signature algorithms that is well studied in cryptography. Usually, when the signature is attached to the image, it is written in the comments zone of the image format. However, few image formats, used for image storage and transmission, have comment zone such as the comment marker segment for JPEG, the Image Tag Description for TIFF, or the application extension block for GIF [93, 132] . These zones can be used to attach the image signature but it is not guaranteed that image processing tools will preserve it once the data is stored back. Therefore, image authenticity can be lost, because the signature was not recorded by an application, even though the image did not undergo any content modification. An alternative solution consists in storing the signature in a separate file from the image. This technique is often used with a private key system to ensure a secure signature file transmission. It offers a quasi-unlimited dissimulation capacity but is far from being the best solution as two new constraints are to be taken into account: (1) ensuring the security of the signature which is separated from the image; (2) ensuring the couple image/signature authenticity, or in other words proving that a specific signature belongs to a specific image. [154] Frequency domain (DCT) [152] [153] Fig . 6 Classification of image authentication methods; plus sign indicates advantages; minus sign indicates disadvantages Table 3 presents a summarized comparison of image authentication methods discussed in this paper: methods based on conventional cryptography, fragile watermarking, semi-fragile watermarking and on image content signatures.
For each group of methods we have shown the type of the authentication tag, the dependency of this authentication tag on the image, the type of the authentication service provided, that is: strict or content-based (selective) image authentication service, the localization capacity of the altered regions, as well as the possibility of restoration of image corrupted regions. Algorithms are also grouped according to the authentication tag that is used, and references are included. It can be noticed that one principal property of an image authentication system, the detection of malevolent manipulations, is not included in this table for the following reason: All described methods can detect malevolent manipulations. Moreover, the robustness against content preserving manipulations is not offered by the first two categories since they provide a strict authentication services and do not tolerate any modification to the original image.
According to this summary table, algorithms performances are very similar. In fact, most of algorithms offer acceptable detection and localization of image manipulations while restoration performances still need to be improved. For strict authentication applications, where no modification to the original image is allowed, fragile watermarking algorithms perform better than algorithms based on conventional cryptography. Fragile watermarking algorithms offer high detection and localization capabilities. Moreover, some of them could provide an acceptable restoration level of damaged regions. On the other hand, selective authentication methods tolerate some desired manipulations while detecting any malevolent operations. Semi-fragile algorithms show good results for detecting and locating any malevolent manipulations while providing acceptable reconstruction performances. Unfortunately, their tolerance against desired manipulations includes mainly compression, noise addition and rotation by small angles, whereas, many of the desired manipulations need to be tolerated in practice. Since algorithms based on digital signature show more interesting results, we present them and compare their performances along with references in Fig. 6 . Figure 6 presents a classification of image authentication methods with a detailed comparison of signature content-based methods. The comparison is made according to two important properties: the domain from which features are extracted to provide a content-based signature and the domain used to dissimulate or attach this signature. Moreover, for the sake of simplicity, only the most important weakness and strength for each group are highlighted.
Every image-extracted feature used to generate the image signature has its weakness and force. The comparison of these features, their weaknesses and forces, help choosing the right method for a specific application. For example, if an application needs to tolerate compression with JPEG or JPEG2000 standard, the DCT domain or DWT domain, respectively, are best suited to generate the signature. If geometrical transformations need to be tolerated, the use of moments would be the best choice. If restoring the damaged data is important, statistical features could help well. Moreover, they are able to survive lossy image compression and a predefined set of content preserving manipulations (filtering, brightening...). On the other hand, using edges for content-based signature is undesirable for color images since one may change colors without affecting edges. This could result in an error where an image is declared authentic while some undesirable changes were introduced to it. Dissimulating signatures or attaching them to the image depends on the application and user requirements. A big dissimulation capacity and a high security can be achieved by attaching the signature to the image or to a separate file. However, the latter solution suffers from the problem of ensuring the couple image-signature integrity.
Conclusion
Internet allows people to communicate between various locations by exchanging very large volume of information. Moreover, access to this network is relatively possible for anyone thanks to the widespread of telecommunication technologies. Therefore, the volume of numerical data exchange is continuously increasing and new information security requirements are thus needed. Digital images do not escape from this phenomenon. Users expect solutions that protect the intellectual properties and ensure the authenticity and the integrity of multi-media documents circulating over the network. This requirement becomes evermore urgent since image falsification examples are raising because image manipulation tools are increasingly sophisticated and accessible to the public.
At first, researchers turned towards conventional cryptography that provided powerful solutions for digital message protection. The results for digital image authentication were not very satisfying as for digital messages. In fact, conventional cryptography provides a strict authentication service which declares an image authentic if and only if all pixels or the image binary representation did not undergo any modifications. Detection performances are good but localization of the regions that were manipulated is not the satisfactory. Furthermore, these techniques do not provide any reconstruction capabilities.
Therefore, researchers were attracted by fragile watermarking for strict image authentication. It consists in inserting a mark in the image to be protected in a fragile way. The mark would be destroyed if the image is altered. Fragile watermarking techniques show interesting results for strict image authentication. Detection of corrupted image regions was well demonstrated as for conventional cryptography algorithms. However, some additional improvements were added by fragile watermarking. The localization capabilities are more satisfactory and reconstruction of altered regions with acceptable quality is possible.
In order to provide image authentication methods that tolerate image manipulations while detecting content changes, efforts were oriented towards semi-fragile watermarking. The authentication mark inserted in the image would be fragile against content changing manipulations and robust against content preserving manipulations. This was achieved by generating marks from the image to be protected as well as by targeting the robustness of semi-fragile watermarking methods with respect to predefined manipulations. Semi-fragile watermarking methods allow an acceptable tolerance against some content preserving manipulations such as compression and brightening. Moreover, their detection and localization performances are very interesting. Semi-fragile watermarking algorithms also offer some restoration capabilities that are very encouraging. More investigations are yet needed to propose methods capable of tolerating various content preserving manipulations such as different filtering algorithms, image enhancement and restoration techniques and hopefully geometrical transformations. Moreover, restoration capabilities need additional improvements.
Recently, to selectively authenticate images, researchers have been focusing on the content representation of images instead of pixel representation. Digital signatures based on features that describe the image content have been investigated. These signatures would be modified if the image content was changed. Image authentication methods based on image content digital signatures promise a great success since they are able to detect any malevolent manipulation, to locate the altered regions with high precision and eventually to restore the original data using the significant information included in the signature. Moreover, they could tolerate some desirable image processing operations. However, the problem of tolerance against preserving manipulations is not solved completely.
Authentication methods based on image content digital signatures are robust against many content preserving manipulations but not all of them at once. Despite this weakness, hardware and software offering authentication services for digital images and documents are proliferating. Kodak DSS (http://all.net/books/forensics/digitalphoto/www.kodak.com/global/ en/digital/acrobat/software/Authentication_whitepaper.PDF; DIGITAL Signature Standard, recognized by the National Institute of Standards and Technology) and Epson IAS system (http://www.epson.co.uk; Image Authentication System) are directly integrated in the digital cameras provided by these two companies. These commercial systems protect images and video sequences for a proof of acquisition. Also, Veridata of Signum Technologies (http:// www.signumtech.com) and PhotoCheck of Alp Vision (http://www.alpvision.com) offer security services for digital document authentication such as passport photographs or badges that can be used to access sensitive zones. Nevertheless, more powerful solutions, especially in term of robustness against content preserving manipulations, are yet to be discovered.
By analyzing the various image authentication methods that were presented in this paper, it is clear that the authentication method is specific to the application (industry, medicine, military, copyright...). For applications where strict integrity is needed, such as medical, military or document images, algorithms that do not tolerate any modification to the image such as strict authentication are very satisfactory. The results show a high level of strict protection allowing detection and localization of pixels or even bits that underwent corruption with some acceptable restoration.
But in practice, most applications need to tolerate some content preserving manipulations such as compression, filtering, brightness correction and geometrical transformations. Therefore, the new challenge awaiting the image authentication community is robustness against content preserving manipulations rather than detection of manipulations that change the image content. In fact, some algorithms offer high tolerance performances only against one or two content preserving manipulations at the same time. As content preserving manipulations are specific to applications, practical solutions that tolerate a defined set of content preserving manipulations such as compression, geometrical transformations filtering and brightness correction...are still to be proposed. A flexible algorithm that allows the user to specify the list of desirable and malevolent manipulations does not exist yet. Therefore, Table 3 and Fig. 6 can be used to identify the features that are best suited for a specific application. In fact, the list of acceptable and the list of not allowable image manipulations can be easily defined for a specific application. These two lists can then be used to help identify the suitable features from Table 3 and Fig. 6 .
In consequence, we can expect that a future more intelligent definition of the image content would help extract higher-level characteristics to be used in authentication methods that would be at the same time robust against important manipulations that preserve the image content and sensitive against changes that modify this content. An improvement of hash functions sensitivity would provide an alternative solution based on combining already known characteristics to provide a compact signature, less sensitive to changes and at the same time more robust against a predefined set of desired manipulations. A promising combination of characteristics would include DCT or DWT coefficients to provide robustness against compression and filtering, image moments to ensure robustness against geometrical transformations, and statistical characteristics such as means and variances of blocks to provide a good restoration capacity.
