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Abstract
We 1rst study the existence of global solutions to an adiabatic shearing model of incompressible 'uids
between two parallel plates when 16 6 3, where the viscosity is () =  −. Then we propose two 1nite
di4erence schemes for ()¿ 0¿ 0 (0¡¡∞) and for () ↓ 0 as  → ∞, respectively. Numerical
experiments are presented which demonstrate the high accuracy of the schemes.
c© 2003 Elsevier Science B.V. All rights reserved.
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1. Introduction
We consider an incompressible viscous 'uid which 1lls two parallel plates situated in the planes
x = 0 and 1. Assume that the plate at x = 0 is at rest, while the plate at x = 1 moves with the
unit velocity. Thus, the 'ow is described by the velocity v(x; t) in the direction of the 'ow and
the temperature (x; t). If we normalize units so that the density and the speci1c heat both become
unity, the conservation laws of momentum and energy read
vt = 
x; (1.1)
t = 
vx; (1.2)
where 
 is the shear stress. We assume that the 'uid satis1es the linearly viscous relation

 = ()vx; (1.3)
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where  is the viscosity. At the plates we have
v(0; t) = 0; v(1; t) = 1; t¿ 0 (1.4)
and at t = 0 we prescribe the velocity and temperature
v(x; 0) = v0(x); (x; 0) =  0(x); 06 x6 1: (1.5)
Here v0 should satisfy the compatibility conditions v0(0) = 0 and v0(1) = 1 to comply with (1.4).
If v0(x) = x and  0(x) = a∈R+, then the solution of (1.1)–(1.5) describes a uniform shearing
'ow and is explicitly given by:
vˆ(x; t) = x; ˆ(x; t) = h(t) (1.6)
where h(t) is determined by∫ h(t)
a
d
()
= t: (1.7)
The problem (1.1)–(1.5) has been studied by many authors. Now it is well-known that if ()
tends monotonically to some positive constant as →∞, and either 2 is concave or  convex, then
there is a unique global (strong) solution of (1.1)–(1.5), which converges to the uniform shearing
'ow (stability of the uniform shearing 'ow) as t → ∞ (see for example [2–12]. The situation,
however, becomes more delicate if () goes to zero as →∞. Dafermos and Hsiao [7] (and also
others [4,6,10]) have shown that if () does not decrease too rapidly, i.e. if () satis1es
()¿ 0; ′()¡ 0; 2¡6 ()′′()(′())−26N ¡∞ (1.8)
for 0¡¡∞, then one still has the global existence and the stability of the uniform shearing 'ow.
Tzavaras [12] studied the competition between the destabilizing e4ect of strain softening versus the
stabilizing e4ect of strain rate dependence for a plastic shearing model similar to (1.1) and (1.2).
In 1991, Bertsch et al. [1] proved that when () =  − with ¿ 1, then the uniform shearing
'ow is unstable in the sense that there are initial data, such that for the related (strong) solutions
the dichotomy holds: either the solutions blow up in 1nite time or the solutions do not converge to
the corresponding uniform shearing 'ow as t → ∞. However, which case of the dichotomy does
occur still remains unknown. (It was conjectured that for ¿ 1, the temperature would blow up in
1nite time, cf. Remark 1.1.) We point out here that () =  − with ¡ 1 satis1es (1.8), hence
the uniform shearing 'ow is stable.
In this paper our aim is 1rst to prove in Section 2 that for 1¡6 3, a unique global solution of
(1.1)–(1.5) does exist, and then we propose two 1nite di4erence schemes for solving numerically
(1.1)–(1.5) in Section 3. The 1rst scheme is for the case: ()¿ 0¿ 0 and the second one for
the case: () → 0 as  → ∞. Moreover, the stability of the 1rst scheme in the discrete L2-norm
is obtained. Numerical experiments for the both schemes are presented which demonstrate the high
accuracy of the schemes.
Remark 1.1. The global existence result in this paper is somewhat surprising, since the blow-up for
¿ 1 in the case of the traction boundary condition 
(1; t) = 1 give a hint (and was conjectured)
that for ¿ 1 a strong solution of (1.1)–(1.5) could also blow up in 1nite time.
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The global existence result reads:
Theorem 1.1. Assume that () =  − and 1¡63. Let v0∈W 2;2(0; 1);  0∈W 1;2(0; 1);  0(x)¿0
for x∈ [0; 1]. Then for any T ¿ 0, there exists a unique global solution (v(x; t); (x; t)) of (1.1)–
(1.5) on [0; 1]× [0; T ]. Moreover, there is a positive constant C(T ), depending only on T and the
initial data, such that
min
[0;1]
 0(·)6 (x; t)6C(T ) ∀x∈ [0; 1]; t ∈ [0; T ]: (1.9)
The results concerning the numerical approximation will be stated in Section 3.
2. Global existence
In this section we prove Theorem 1.1. The proof is based on the priori estimates with which one
can continue a local (strong) solution globally in time. The crucial step in the derivation of the
priori estimates is to bound the temperature from below and above, and the upper and lower bounds
of the temperature are obtained by using delicate estimates and exploiting the viscous e4ect in the
system. We shall break up the proof into several lemmas.
Throughout this section let (v(x; t); (x; t)) with positive  is a strong solution of (1.1)–(1.5) on
[0; 1] × [0; T ]. The same letter C resp. C(T ) will denote various positive constants which do not
resp. do depend on T . We start with the following lemma.
Lemma 2.1.∫ t
0
∫ 1
0

2x(x; ) dx d+
∫ 1
0
( −v2x + 

2)(x; t) dx6C ∀t¿ 0:
Proof. First we observe that from (1.2) and (1.3) it easily follows that
(x; t)¿  0(x)¿min
[0;1]
 0(·) ∀x∈ [0; 1]; t¿ 0: (2.1)
Using (1.4) and (1.1), we have 
x(0; t)= 
x(1; t)= 0. So, integrating the identity 
2x =(

x)x− 

xx
over [0; 1]× [0; t], we deduce∫ t
0
∫ 1
0

2x dx d=−
∫ t
0
∫ 1
0


xx dx d
=−
∫ t
0
∫ 1
0
 −vxvxt dx d=−12
∫ t
0
∫ 1
0
 −
d
dt
v2x dx d
=−1
2
∫ 1
0
 −v2x dx +
1
2
∫ 1
0
( 0)−9x(v0)2 dx − 2
∫ t
0
∫ 1
0
 −2−1v4x dx d;
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from which it follows that∫ t
0
∫ 1
0

2x dx d+
∫ 1
0
 −v2x dx +
∫ t
0
∫ 1
0
 −2−1v4x dx d6C; (2.2)
whence∫ 1
0

2 dx =
∫ 1
0
 −v2x dx6
∫ 1
0
 −v2x dx6C; (2.3)
which together with (2.2) proves Lemma 2.1.
Lemma 2.2.
| −x|(x; t)6C; x∈ [0; 1]; t¿ 0:
Proof. Using (1.3), we have

2(x; t) = ()vx
 = ()t = 9t
∫ (x; t)
min  0
() d (2.4)
We integrate (2.4) over [0; t] to obtain∫ t
0

2(x; ) d=
∫ (x; t)
min  0
() d−
∫  0(x)
min  0
() d (2.5)
Di4erentiating (2.5) with respect to x, we have
2
∫ t
0


x d= ()x − (0)9x0; (2.6)
which implies
 −x(x; t) = ()x = (0)9x0 + 2
∫ t
0


x d (2.7)
By (2.7) we see that to complete the proof of the lemma it suMces to show the boundedness of∫ t
0 

x d. For this end, we integrate the following identity


x(x; t) =
∫ 1
0
(

x)(y; t) dy +
∫ 1
0
∫ x
y

2x(; t) d dy +
∫ 1
0
∫ x
y
(

xx)(; t) d dy;
integrating by parts and using Schwarz’s inequality, (2.2) and (2.3), we obtain∣∣∣∣
∫ t
0


x(x; ) d
∣∣∣∣6 2
∫ t
0
∫ 1
0
(
2 + 
2x) dx d+
∫ t
0
∫ 1
0
∫ x
y
(−vxvxt)(; ) d dy d
6C +
1
2
∫ 1
0
∫ x
y
−v2x d dy −
1
2
∫ 1
0
∫ x
y
(0)−(9xv0)2 d dy
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+

2
∫ t
0
∫ 1
0
∫ x
y
v2x
−−1t d dy d
6C +
1
2
∫ 1
0
 −v2x dx +

2
∫ t
0
∫ 1
0
v4x
−2−1 dx d6C;
which proves the lemma.
Lemma 2.3. For any T ¿ 0, we have∫ 1
0
(x; t) dx6C(T ) ∀t ∈ [0; T ]:
Proof. By (1.1) and (1.2) we have (+ v2=2)t = (
v)x. Integrating this equation over [0; t]× [0; 1],
using (1.4) and the Sobolev imbedding theorem (W 1;2 ,→ L∞), we 1nd that∫ 1
0
(
+
v2
2
)
dx6C +
∫ t
0

(1; ) d6C(T ) +
∫ t
0

2(1; ) d
6C(T ) +
∫ t
0
∫ 1
0
(
2 + 
2x) dx d6C(T );
which gives the lemma.
Now, we are in a position to prove Theorem 1.1.
Proof of Theorem 1.1. Multiplying (1.1) by (v− x) and integrating over (0; 1), we obtain
1
2
∫ 1
0

d
dt
(v− x)2 dx =
∫ 1
0

x(v− x) dx: (2.8)
Integrating (2.8) over (0; t) and integrating by parts, one gets
1
2
∫ 1
0
(v− x)2 dx +
∫ t
0
∫ 1
0
−+1v2x dx d
6C +
∫ t
0
∫ 1
0
vx −+1 dx d+
1
2
∫ t
0
∫ 1
0
(v− x)2t dx d−
∫ t
0
∫ 1
0
 −vxx(v− x) dx d
≡ C + I1 + I2 + I3: (2.9)
Next, we estimate each term on the right-hand side of (2.9). The term I1 can easily be bounded as
follows, using Cauchy–Schwarz’s inequality, (2.1) and the condition ¿ 1:
I16
1
4
∫ t
0
∫ 1
0
 −+1v2x dx d+
∫ t
0
∫ 1
0
−+1 dx d
6
1
4
∫ t
0
∫ 1
0
 −+1v2x dx d+ C(T ); t ∈ [0; T ]: (2.10)
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Applying the maximum principle to the parabolic equation (1.2), we obtain |v(x; t)|6C(T ) for any
(x; t)∈ [0; 1]× [0; T ]. Hence it follows from the fact t¿ 0 and Lemma 2.3 that
I26C(T )
∫ t
0
∫ 1
0
t dx d= C(T )
∫ 1
0
((x; t)−  0(x)) dx6C(T ): (2.11)
To estimate the term I3, we make use of Lemma 2.2 to deduce
I3 = −
∫ t
0
∫ 1
0
 −vxx(v− x) dx d6C(T )
∫ t
0
∫ 1
0
|vx| dx d
6
1
4
∫ t
0
∫ 1
0
 1−v2x dx d+ C(T )
∫ t
0
∫ 1
0
 −1 dx d
6
1
4
∫ t
0
∫ 1
0
 1−v2x dx d+ C(T )
∫ t
0
∫ 1
0
 2 dx d+ C(T ); (2.12)
where we have also used Young’s inequality and the fact − 16 2.
Inserting (2.9), (2.10), (2.11) and (2.12) into (2.9), one gets
∫ t
0
∫ 1
0
 1−v2x dx d6C(T ) + C(T )
∫ t
0
∫ 1
0
 2 dx d: (2.13)
We next bound the term
∫ 1
0 
2 dx. By (1.1) and (1.2), we see that
[
+
v2
2
]2
t
= 2
[
+
v2
2
]
{[
(v− x)]x + 
xx + 
}:
Integrating the above equation over (0; 1)× (0; t), integrating by parts and utilizing Lemma 2.1, we
arrive at
∫ 1
0
(
+
v2
2
)2
dx6C + C
∫ t
0
∫ 1
0
(
+
v2
2
)2
dx d+ 2
∫ t
0
∫ 1
0
(
+
v2
2
)
[
(v− x)]x dx d
≡ C + C
∫ t
0
∫ 1
0
(
+
v2
2
)2
dx d+ I4; (2.14)
where I4 can be estimated as follows, performing a partial integration and using Lemmas 2.1–2.2
and Young’s inequality (recalling − 16 2):
I4 = −2
∫ t
0
∫ 1
0

(v− x)(x + vvx) dx d
= −2
∫ t
0
∫ 1
0
(
 −v2xv
2 − x −v2xv+  −x(v− x)vx
)
dx d
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6C
∫ t
0
∫ 1
0
 −v2x dx d+ C
∫ t
0
∫ 1
0
|vx| dx d
6C +
1
2
∫ t
0
∫ 1
0
 1−v2x dx d+ C
∫ t
0
∫ 1
0
 2 dx d: (2.15)
Substitution of (2.15) into (2.14) yields∫ 1
0
(
+
v2
2
)2
(x; t) dx6C + C
∫ t
0
∫ 1
0
(
+
v2
2
)2
dx d+
1
2
∫ t
0
∫ 1
0
 1−v2x dx d:
Adding the above inequality to (2.13), we conclude∫ t
0
∫ 1
0
 1−v2x dx d+
∫ 1
0
(
+
v2
2
)2
(x; t) dx6C + C
∫ t
0
∫ 1
0
(
+
v2
2
)2
dx d: (2.16)
Applying Gronwall’s lemma to (2.16), we get∫ 1
0
(
+
v2
2
)2
(x; t) dx6C(T ) for any t ∈ [0; T ]: (2.17)
Now, we apply Sobolev’s imbedding theorem (W 1;1 ,→ L∞), (2.1), Lemma 2.2 and (2.17) to deduce
|log (x; t)|6C
∫ 1
0
(|log |+  −1|x|) dx6C
∫ 1
0
(1 +  2 +  −1) dx
6C
∫ 1
0
(1 +  2) dx6C(T );
where we have used the condition 6 3 and Young’s inequality. The above inequality gives the
pointwise estimate:
(x; t)6C(T ) ∀x∈ [0; 1]; t ∈ [0; T ]: (2.18)
Using the pointwise boundedness of (x; t) (2.18), following the same arguments as in [7,3], we
can establish the a priori estimates for (v(x; t); (x; t)). With the help of the a priori estimates, one
can continue a local (strong) solution globally in time and hence obtains a global solution. The
existence of a unique local solution can be established by a standard procedure, i.e. by means of a
straight forward contraction argument. The proof of Theorem 1.1 is complete.
3. Numerical approximation
In this section we propose two 1nite di4erence schemes for the system (1.1)–(1.5). The 1rst
scheme, a explicit scheme, is for the case: ()¿ 0¿ 0 and ′()6 0 for any ∈ (0;∞) (for
example () =  − + 1; ¿ 0), while the second scheme, a semi-implicit scheme, is for the case:
()→ 0 as →∞. Using the discrete energy estimates, we prove the stability of the 1rst scheme.
Numerical experiments for di4erent () are given which demonstrate the high accuracy of the
schemes. We point out here that in the case of ()¿ 0¿ 0, as mentioned in the introduction,
there exists a unique global strang solution which converges to a uniform shearing 'ow as t →∞.
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We rewrite the system (1.1)–(1.2) in the form:(
v

)
t
= A
(
v

)
x
+
(
()vxx
0
)
; (3.1)
where
A=
(
0 ′()x
()vx 0
)
: (3.2)
Eq. (3.1) is a coupled system of a di4usion equation in v and an ordinary di4erential equation in .
In order to save computing costs, we shall use a explicit 1nite di4erence scheme for (3.1). Before
describing our schemes, we introduce some notation:
xi := iPx; tn := nPt;  := Pt=Px2; vni := v(xi; t
n); ni := (xi; t
n); ni := (
n
i );
Px and Pt are the spatial and time steps, respectively, i = 0; 1; : : : ; L; n= 0; 1; : : : ; N; LPx = 1 and
NPt = T . We use the di4erence operators and the discrete norms:
vi;x :=
vi+1−vi
Px
; vi; Qx :=
vi−vi−1
Px
; vnt :=
vn+1 − vn
Pt
;
‖v‖2 :=
L−1∑
i=0
v2iPx; ‖vx‖2 :=
L−1∑
i=0
(vi;x)2Px; ‖v‖21 := ‖v‖2 + ‖vx‖2: (3.3)
The following discrete PoincarRe inequality [13] can easily be shown by a straightforward calcula-
tion and hence its proof will be omitted here:
Lemma 3.1. If v0 = vL = 0, then we have
(Px)2
4
‖vx‖26 ‖v‖26 ‖vx‖2:
In the sequel, we present the 1nite di4erence schemes for (1.1)–(1.5) in the cases ()¿ 0¿ 0
and ()→ 0 as → 0, respectively.
Case 1: ()¿ 0¿ 0 and ′()6 0 for any ∈ (0;∞). In this case, our numerical scheme for
(1.1)–(1.5) is the following:
vn+1i − vni
Pt
− 

n
i+1 − 
ni
Px
= 0; (3.4)
n+1i − ni
Pt
= 
ni
vni − vni−1
Px
; (3.5)
where 
ni is de1ned by

ni := (
n
i )
vni − vni−1
Px
: (3.6)
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Obviously, the scheme (3.4)–(3.6) is explicit. In what follows, we shall call (3.4)–(3.6)
scheme (A).
Remark 3.1. The approximation to vx in (3.5) and (3.6) is 9rst order. We may also use the central
di;erence to approximate vx to get a second order approximation, that is
n+1i − ni
Pt
= (ni )
(
vni+1 − vni−1
2Px
)2
(3.7)
In the next lemma we derive a lower bound of the temperature.
Lemma 3.2. The sequence {ni } is monotone in n. Moreover,
ni ¿min[0;1]
 0(·)¿ 0 ∀06 i6L; 06 n6N:
Proof. Inserting (3.6) into (3.5), we obtain
n+1i − ni
Pt
= (ni )
(
vni − vni−1
Px
)2
;
which, by positivity of the viscosity , gives the theorem.
Using the discrete energy estimates, we can show the following stability in the H 1- and L1-norm.
Theorem 3.3 (Stability). If 6 1=2(min  0), then
max
06n6N
‖vn‖16C; max
06n6N
L∑
i=1
|ni |Px6CT;
where C is a positive constant which depends only on the initial data.
Proof. For simplicity, denote ni := (
n
i ). We substitute (3.6) into (3.4) and recall the de1nition
(3.3) to 1nd that
vni; t = (
n
i v
n
i; Qx)x: (3.8)
Multiplying (3.8) by vni; tPx, summing i from 0 to L− 1 and n from 1 to M (M6N ), taking into
account vn0; t = v
n
L; t = 0 and the fact f
nfnt =
1
2(f
n)2t − (Pt=2)(fnt )2, one obtains
M∑
n=1
‖vnt ‖2Pt=
M∑
n=1
L−1∑
i=0

ni+1 − 
ni
Px
vn+1i − vni
Pt
PxPt
=
M∑
n=1
L−1∑
i=1
{
ni+1(vn+1i − vni )− 
ni (vn+1i − vni )}
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=−
M∑
n=1
L−1∑
i=0

ni+1{(vn+1i+1 − vn+1i )− (vni+1 − vni )}
=−
M∑
n=1
L−1∑
i=0

ni+1v
n
i; x; tPxPt =−
M∑
n=1
L−1∑
i=0
ni+1v
n
i; xv
n
i; x; tPxPt
=
Pt
2
M∑
n=1
L−1∑
i=0
ni+1(v
n
i; x; t)
2PxPt − 1
2
M∑
n=1
L−1∑
i=0
ni+1(v
n
i; x)
2
tPxPt: (3.9)
To bound the right-hand side of (3.9), we note that by virtue of Lemma 3.2 and the condition
′6 0,
Pt
2
ni+1(v
n
i; x; t)
26
Pt
2Px2
ni+1(v
n
i+1; t − vni; t)26
Pt
Px2
(min  0){(vni+1; t)2 + (vni; t)2};
whence
Pt
2
M∑
n=1
L−1∑
i=0
ni+1(v
n
i; x; t)
2PxPt6 2
Pt
Px2
(min  0)
M∑
n=1
‖vnt ‖2Pt: (3.10)
On the other hand, using the mean value theorem, (3.5) and the condition ¿ 0; ′6 0, the second
term on the right-hand side of (3.9) can be estimated as follows:
−
M∑
n=1
L−1∑
i=0
ni+1(v
n
i; x)
2
tPxPt
=−
M∑
n=1
L−1∑
i=0
(vn+1i; x )
2 
n+1
i+1 − ni+1
Pt
PxPt −
L−1∑
i=1
Mi+1(v
M
i;x)
2Px +
L−1∑
i=1
0i+1(v
0
i; x)
2Px
=−
M∑
n=1
L−1∑
i=0
PxPt′(ni )
n+1i+1 − ni+1
Pt
(vn+1i; x )
2 −
L−1∑
i=1
Mi+1(v
M
i;x)
2Px + C
=−
M∑
n=1
L−1∑
i=1
PxPt′(ni )
n
i+1(v
n
i; x)
2(vn+1i; x )
2 −
L−1∑
i=1
Mi+1(v
M
i;x)
2 + C
¿− 0
L−1∑
i=1
(vMi;x)
2Px + C; (3.11)
where ni is some number between 
n
i+1 and 
n+1
i+1 ; C is a positive constant which depends only on
the initial data. Now, inserting (3.11) and (3.10) into (3.9), we deduce that
M∑
n=1
‖vnt ‖2Pt + 0‖vMx ‖26
Pt
Px2
2(min  0)
M∑
n=1
‖vnt ‖2Pt + C;
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which together with Lemma 3.1 and the condition 6 1=(2(min  0)) implies
C¿ ‖vMx ‖2¿
1
2
‖vMx ‖2 +
1
2
‖vM‖2 = 1
2
‖vM‖21 ∀M6N; (3.12)
where the constant C depends only on the initial data.
Multiplying (3.5) by Px and summing i from 1 to L, making use of (3.6), Lemma 3.2 and (3.12),
we 1nd that
L∑
i=1
|n+1i |Px6
L∑
i=1
|ni |Px + CPt(min  0)‖vnx‖
6
L∑
i=1
|ni |Px + CPt
6
L∑
i=1
|0i |Px + C(n+ 1)Pt ∀06 n6N − 1;
by induction on n. The above inequality together with (3.12) gives Theorem 3.3. This completes the
proof.
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Fig. 1. The initial value v0(x) = x + sin("x);  0(x) = 1:0 + 0:4 sin(2:0"x);  = exp(−);  = 0:2, using scheme (B).
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Remark 3.2. Theorem 3.3 gives the stability of {vni } in the L∞-norm because of the Sobolev imbed-
ding W 1;2 ,→ L∞.
Case 2: () → 0 as  → ∞. In order to construct a 1nite di4erence scheme in this case, we
rewrite Eq. (1.2) as∫ (x; t)
 0(x)
d
()
=
∫ t
0
v2x d: (3.13)
Thus, our scheme for (1.1), (3.13), (1.3)–(1.5) (a semi-implicit scheme) is the following:
vn+1i − vni
Pt
=

(
ni+1=2
)
vx|n+1i+1=2 − 
(
ni−1=2
)
vx|n+1i−1=2
Px2
=

(
ni+1=2
)
(vn+1i+1 − vn+1i )− 
(
ni−1=2
)
(vn+1i − vn+1i−1 )
Px2
; (3.14)
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Fig. 2. The initial value v0(x) = x + sin("x);  0(x) = 1:0 + 0:4 sin(2:0"x);  = exp(−);  = 4:0, using scheme (B).
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Fig. 3. The initial value v0(x) = 4:0x + 4:0 sin("x);  0(x) = 1:0 + 0:4 sin(2:0"x);  = −;  = 0:5, using scheme (B).
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Fig. 4. The initial value v0(x) = 4:0x + 4:0 sin("x);  0(x) = 1:0 + 0:4 sin(2:0"x);  = −;  = 2:0, using scheme (B).
∫ n+1i+1=2
ii+1=2
d
()
=
Pt
2
(
(v0i+1 − v0i )2
Px2
+
(vn+1i+1 − vn+1i )2
Px2
)
+
n∑
j=1
(vji+1 − vji )2
Px2
Pt: (3.15)
The formulae (3.14)–(3.15) are called scheme (B). Here, we have used the staggered grids similar
to those in the MAC method for incompressible 'uids. The velocity is de1ned on grids i=0; 1; : : : ; L,
and the temperature is de1ned on grids j = 12 ; 1 +
1
2 ; : : : ; L− 12 .
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Fig. 5. The initial value v0(x) = 4:0x + 4:0 sin("x);  0(x) = 1:0 + 0:4 sin(2:0"x);  = −;  = 5:0, using scheme (B).
Fig. 6. The initial value v0(x) = 4:0x + 4:0 sin("x);  0(x) = 1:0 + 0:4 sin(2:0"x);  = − + 1:0;  = 0:5, using scheme
(A).
We mention that in [8], a di4erent numerical scheme for () =  − with  = 2 was proposed
and numerical examples were presented (for both adiabatic and thermal di4usion cases).
In our numerical experiments, when one takes uniform shear 'ow as initial data, the corresponding
numerical results of the schemes (A) and (B) are exact, and therefore they will not be given here. In
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Figs. 1–6 the computational results of the schemes (A) and (B) for ()= −+1; ()=exp(−)
and () =  − with di4erent values of  are presented.
From the above numerical results, we see that in the case of = exp(−) (¿ 0), the velocity
is discontinuous. If  =  −, then the solution converges to a uniform shearing for ¡ 1 as t
goes to in1nity. When 1¡6 3, the solution is continuous, while, when ¿ 3 (e.g.  = 5), the
solution becomes discontinuous, i.e. the derivatives of the velocity will blow up and a stationary
shock appears. At the same time, the temperature becomes higher and higher around the shock, since
the kinetic energy is transformed into thermal energy.
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