The role of microRNAs (miRNAs) in cellular processes captured the attention of many researchers, since their dysregulation is shown to affect the cancer disease landscape by sustaining proliferative signaling, evading program cell death, and inhibiting growth suppressors. Thus, miRNAs have been considered important diagnostic and prognostic biomarkers for several types of tumors. Machine learning algorithms have proven to be able to exploit the information contained in thousands of miRNAs to accurately predict and classify cancer types. Nevertheless, extracting the most relevant miRNA expressions is fundamental to allow human experts to validate and make sense of the results obtained by automatic algorithms. We propose a novel feature selection approach, able to identify the most important miRNAs for tumor classification, based on consensus on feature relevance from high-accuracy classifiers of different typologies. The proposed methodology is tested on a real-world dataset featuring 8,129 patients, 29 different types of tumors, and 1,046 miRNAs per patient, taken from The Cancer Genome Atlas (TCGA) database. A new miRNA signature is suggested, containing the 100 most important oncogenic miRNAs identified by the presented approach. Such a signature is proved to be sufficient to identify all 29 types of cancer considered in the study, with results nearly identical to those obtained using all 1,046 features in the original dataset. Subsequently, a meta-analysis of the medical literature is performed to find references to the most important biomarkers extracted by the methodology. Besides known oncomarkers, 15 new miRNAs previously not ranked as important biomarkers for diagnosis and prognosis in cancer pathologies are uncovered. Such miRNAs, considered relevant by the machine learning algorithms, but still relatively unexplored by specialized literature, could provide further insights in the biology of cancer.
presence and typology of tumors, it is still fundamental to isolate the minimum possible number of meaningful features, in order to allow human experts to validate the results. We propose a new ensemble feature selection methodology, and we test it on a real-world dataset, taken from The Cancer Genome Atlas (TCGA) database. The considered dataset contains 1,046 miRNA expressions, data for 8,129 patients, with 29 classes of tumors. Feature selection is performed by considering the 100 most relevant features emerging from the consensus between 8 state-of-the-art classifiers with high accuracy on the dataset. Such list is shown to be sufficient to provide an unchanged classification accuracy. Finally, the 50 most important features selected by our approach are validated by human experts, resorting to a literature review. Interestingly, while most of the selected miRNAs are known oncomarkers, a few appear still understudied, and might thus represent promising leads for future research.
In such a context of increasing availability of data, it is of utmost practical 23 importance to build databases of miRNA expressions data for cancer research [15] [16] [17] [18] [19] , 24 and also to extract features that could be used as cancer biomarkers [20] [21] [22] . For 25 example, miRNA hsa-mir-21 is mentioned as a marker for patients with squamous cell 26 lung carcinoma [23] , with astrocytoma [24] , breast cancer [25] , and gastric cancer [26] . 27 Following this idea, the scientific community is currently looking for miRNA signatures, 28 representing the minimal number of miRNAs to be measured for discriminating between 29 different stages and types of cancer.
most relevant miRNAs to use as biomarkers for cancer classification. Typically, 39 classifiers trained on a dataset will not use the whole set of available features to 40 separate classes, but just a subset which could be ordered by relative importance, with 41 a different meaning given to the list by the specific technique. The top 100 biomarkers 42 in the list are then evaluated as a potential reduced signature for classification. Finally, 43 the top 50 miRNAs are compared to a meta-analysis of the medical literature, to 44 validate the results automatically produced by the machine learning algorithms. 45 Unsurprisingly, most of the miRNAs identified by the classifiers are also considered 46 important by the specialized literature: 15 of them, however, are still understudied, and 47 they could thus represent promising leads for future exploration. 48 The rest of the paper is organized as follows. The target dataset and the proposed 49 approach are detailed in Section 2. Experimental results are reported in Section 3, while 50 Section 4 concludes the paper. 51 2 Methods
52
The considered dataset, containing miRNA sequencing isoform values, is taken from the 53 Cancer Genome Atlas 1 . The database contains the information from 8,129 patients. 54 Using the next-generation sequencing miRNASeq BCGSC IlluminaHiSeq miRNASeq 55 Level 3, a total of 1,046 miRNA expression features for each case study are extracted. 56 In summary, the dataset that will be used in the following experiments has 29 types of 57 As a baseline comparison, a preliminary analysis of the available data is performed, 60 normalizing all the isoform expressions altogether and then quantifying the highest 61 expressed miRNAs for each cancer tumor type. Next, the top 50 most expressed 62 miRNAs for each tumor type are arranged in descending order. Finally, a coefficient 63 N i=1 coef = 1/pos i where N is the number of tumor types in the dataset, that depends 64 on miRNA's relative position, bringing the result displayed in Figure 1 . As the objective is to find and validate a reduced list of miRNAs to be used as a 66 signature, feature selection is to be performed on the dataset. Popular approaches to 67 feature selection range from univariate statistical considerations, to iterated runs of the 68 same classifier with a progressively reduced number of features, in order to assess the 69 contribution of the features to the overall result. As the considered case study is 70 particularly complex, however, relying upon simple statistical analyses or a single 71 classifier might not suffice. Following the idea behind ensemble feature selection [31] [32] [33] , 72 we use multiple algorithms to obtain a more robust predictive performance. For this 73 purpose, we train a set of classifiers to then extract a sorted list of the most relevant 74 features from each. As, intuitively, a feature considered important by the majority of 75 classifiers in the set is likely to be relevant for our aim, the information from all 76 classifiers is then compiled to find the most common relevant features. 77 Starting from a thorough comparison of 22 different state-of-the-art classifiers on the 78 considered dataset presented in [34] , in this work a subset of those classifiers is selected 79 considering both (i) high accuracy and (ii) a way to extract the relative importance of 80 the features from the trained classifier. After preliminary tests to set algorithms' 81 hyperparameters, 8 classifiers are chosen, all featuring an average accuracy higher than 82 90% on a 10-fold cross-validation: 83 • All considered classifiers are implemented in the scikit-learn Python toolbox [43] . 92 Overall, the selected classifiers fall into two broad typologies: those exploiting 93 ensembles of classification trees [44] (Bagging, GradientBoosting, RandomForest), 94 and those optimizing the coefficients of linear models to separate classes 95 (LogisticRegression, PassiveAggressive, Ridge, SGD, SVC). Depending on classifier 96 typology, there are two different ways of extracting relative feature importance. For 97 classifiers based on classification trees, the features used in the splits are counted and 98 sorted by frequency, from the most to the least common. For classifiers based on linear 99 models, the values of the coefficients associated to each feature can be used as a proxy 100 of their relative importance, sorting coefficients from the largest to the smallest in 101 absolute value. As the two feature extraction methods return heterogeneous numeric 102 values, only the relative sorting of features provided by each classifier is considered. We 103 arbitrarily decide to extract the top 100 most relevant features, so we assign to each 104 feature f a simple score S f = N t /N c , where N t is the number of times that specific 105 features appears among the top 100 of a specific classifier instance, while N c is the total 106 number of classifiers instances used; for instance, a feature appearing among the 100 107 most relevant in 73% of the classifiers used would obtain a score S f = 0.73. In order to 108 increase the generalizability of our results, each selected classifier is run 10 times, using 109 a 10-fold stratified cross-validation, so that each fold preserves the percentage of 110 samples of each class of the original dataset. Thus, N c = 80 (8 types of classifiers, run 111 10 times each). The complete procedure is summarized by Algorithm 1.
112
Finally, the top 50 features obtained in this way are validated with a meta-analysis 113 of the relevant literature. In a first step, reviews of miRNA types related to cancer are 114 inspected for the presence of the extracted features. Subsequently, the PubMed 115 database is interrogated for references containing the identified miRNA types 2 , and the 116 results are later manually analyzed by the authors. Table 2 compares the classification accuracy of each classifier using the full 1,046 119 features, with the accuracy obtained by the same classifier using a signature composed 120 by selected 100 features. It is interesting to notice how the accuracy is, for most cases, 121 unchanged, providing empirical evidence that a 100-miRNA signature is enough to 122 obtain good classification results. 123 Figure 2 shows a heatmap comparing the relative frequency of the overall top 100 124 most frequent features, for each considered classifier. As expected, not all classifiers use 125 the same features to separate the types of cancer, and thus using their consensus proves 126 to be more robust than just relying upon a single algorithm. It is interesting to notice 127 that while the overall most common biomarkers appear among the top for each 128 classifier, some classifiers make use of only a few. For example, BaggingClassifier 129 and RidgeClassifier do not use the vast majority of the features exploited by others 130 to discriminate between classes. A further difference between the two is that features 131 used by BaggingClassifier that are also appearing in the top 100 are clearly 132 important for the classifier, being used in almost 100% of its 10 runs; while it is 133 noticeable how RidgeClassifier probably bases its discrimination on features that do 134 not appear among the top 100. This also explains the drop in performance when 135 RidgeClassifier is forced to use the top 100 features; while BaggingClassifier 136 seems to be overall unaffected by the restriction (see Table 2 ). One classifier, SVC, even 137 slightly increases its average accuracy, probably due to the fact that the search space 138 defined by the 100-feature signature is easier to explore for its optimization procedure. 139 Algorithm 1: Extracting the 100 most relevant features from the considered medical dataset.
1 Normalize dataset by feature; 2 Divide dataset in N folds; 3 Select K classifiers; 4 for each fold n of N do 5 for each classifier k of K do Train classifier k n on all folds minus n, using all features; Test classifier k n on fold n; Obtain sorted list l kn of features from k n ;
Assign weight w f nk to each f of the 1,046 features; 6 for each feature f of F do if f is among the top 100 features in l kn then
9 Select 100-feature signature, from features with highest S f ; 10 for each fold n of N do 11 for each classifier k of K do Train classifier k n on all folds minus n, using signature; Test classifier k n on fold n; 12 Compare performance of classifiers using all features and signature; identified by the proposed approach are found among the two surveys.
150
The most important result of this work is that several miRNAs types highly ranked 151 by the classifiers appear to be still understudied in literature. Table 3 reports a 152 summary of the literature meta-analysis, from which it clearly emerges that 15 of the 153 miRNA types appear in less than 50 references connected to cancer from the PubMed 154 query: strikingly, hsa-135-a-1 appears only once, and hsa-103-1 only twice, while both 155 are considered important by more than 60% of the classifiers. These two miRNAs could 156 thus represent promising leads for future research. Interestingly, only 25 of the miRNA 157 types found by the proposed machine learning approach also appear among the most 158 expressed in the baseline analysis summarized in Figure 1 , and only 4 (hsa-mir-9-1, 159 hsa-mir-28, hsa-mir-103-1, and hsa-mir-199b) are both overexpressed and understudied, 160 suggesting that simple statistical approaches might not be enough to extract meaningful 161 information from such complex data. 162 hsa-mir-21, mentioned in both surveys, is also the most commonly overexpressed 163 miRNA for all classes of tumors in the statistical analysis summarized by Figure 1 . 164 hsa-mir-10b, the feature with the highest S f score, while not appearing in the surveys, 165 is currently under clinical trials as oncomarker for Glioma [45] , and it is mentioned in a 166 recent article as possible oncomarker [46] . hsa-mir-135a-1 and hsa-mir-135a-2, located 167 inside chromosomes 3 and 12, respectively, generate the same mature active 168 sequence [47] . hsa-mir-9-1, hsa-mir9-2, and hsa-mir9-3, generate the oncogenic 169 hsa-mir-9 [48] . hsa-mir-944 at the moment is known to decrease malignant features in 170 gastric [49] , colorectal [50] and endometrial [51] cancers. 171 We envision that understudied miRNAs could play a key role in the biology of 172 cancer. On the other hand, the presence of single-nucleotide polymorphism (SNP) could 173 affect miRNA biology due to alterations in the miRNA maturation process, their structure, and expression levels. From these, creation and loss of miRNA targeted sites 175 by SNPs is the most inspected area [52, 53] . However, the miRNA-mediated oncogenic 176 transcriptional landscape could be a consequence of the SNPs presence in the seed 177 region of mature miRNAs [54] , that is involved in the molecular recognition with its 178 targeted mRNAs. Although the presence of SNPs in seed regions seems to be negatively 179 selected [55] , in a pathological condition as cancer, it would be interesting to perform Furthermore, personal-directed anti-tumoral therapy could be achieved by measurement 200 of a specific, minimal miRNA signature, as proposed in this work. The results published here are based upon data generated by The Cancer Genome Atlas 203 Research Network, and the authors would like to thank all specimen donors and 204 research groups that contributed to this project. 
