Projection-onto-constraint sets is an efficient algorithm for constructing synthetic discriminant functions to be employed in pattern-recognition systems. The algorithm is implemented by a digital procedure based on a simulated joint-transform correlator.
Projection-onto-constraint sets (POCS) has been used for many years in several areas of signal processing. Recently the use of the POCS was extended to new fields, such as computer-generaid hclegramn-and neural networks. 2 In this Letter we show that it is also possible to employ the POCS for th" generation of synthetic discriminant functions 3 (SDF's) for pattern recognition. Many algorithms 3 used in computing a SDF consider only the value at one point, usually the origin of the correlation plane. Other algorithms 4 ' 5 are made more global by using a cost function that contains information about the whole correlation plane, but they still do not control the complete correlation distribution. The POCS is a process that creates, in every iteration, the total correlation distribution and that may form any desired shape of correlation function. It has other advantages as well, as it is a relatively rapid iterative process, but it usually achieves suboptimal solutions.
The POCS is an iterative process that transfers a function or a vector from one domain to another and vice versa. In every domain it is projected onto one or several constraint sets. The convergence of the process, if it exists, is achieved when the function satisfies all the constraints in every domain simultaneously. The exact conditions on the constraint sets that are sufficient to guarantee weak convergence of the POCS process are described in Ref. 6 . If all the sets are closed and convex, and they have at least one common term, then the process weakly converges.
In a typical pattern classification task we assume two object classes to be classified. In class A there are N patterns, and in class B there are M patterns. Our goal is to find a SDF that produces a sharp peak in the correlation plane when an object from class A is in the input of the system and a diffused distribution when an object from class B is present. Since the correlator is space invariant, we can handle the problem with all the M + N objects presented at the input plane simultaneously. It is convenient to split this plane into two regions, where one contains the N objects of class A and the other contains the M objects of class B. As a result the correlation plane is also split into two regions that contain the respective correlation functions of the objects from class A and class B. The constraint set in this plane requires the appearance of only N bright correlation peaks corresponding to the centers of the correlations with the objects of class A. Hence, the central points of the crrrelation functions related to the objects of class A, designated region R 1 , will be equal to or above a predetermined threshold level denoted by T 1 . The distribution in a ring around these central peaks, designated region R 2 , will remain unconstrained. All other points of the correlation function, designated region R 3 , which are above a second threshold level T2 (T2 < T 1 ), will have the value T2. A schematic representation that describes the various regions of the correlation plane is given in Fig.  1 . Formally, a constraint set C 1 may be defined by the relation
c(x') ' T2 if x' E R 3 }, (1) where c(x') is the correlation function. The ratio between T 1 and T2 determines the discrimination ratio and can be adjusted by the user during the synthesis process. The projection operator of the correlation domain P 1 is defined as
c(x') if x' E R 1 and c(x') < T 1 if x' E R 3 and c(x') > T2. otherwise (2) A convenient architecture to implement the POCS is the joint-transform correlator 7 
where * denotes correlation. This distribution contains three terms that are spatially separated, with two of them representing the desired correlation between f(x) and h(x). In our POCS procedure we perform the 
Patterns to be detected, (b)
The complete POCS process as implemented on a JTC-like configuration is described in Fig. 2 . We start the process with an input plane containing all the patterns of the training set clustered in two subregions (for the two classes, A and B) and a random real spacelimited reference function. In the kth iteration, Sk(X) is Fourier transformed to Sk(u) . The phase distribution of Sk(U) is kept in the memory, while the magnitude is squared and inverse Fourier transformed to
Ck(X').
In this stage the operator P 1 [Eq. (2)] operates.
The distribution at the central region, of width (Wh + wg), remains unchanged. The result of the projection,
is Fourier transformed back to the spatial frequency domain. Since we started from this domain with lSk(u)l2, the new function CWM(u) must be positive, which is achievable by subtracting the minimum value of Ck '(u) . The next step is to take the square root of However, the problem is that a solution does not always exist for every training set.
In our initial experiment we chose two versions of the digit 2 for class A and two versions of the digit 3 for class B, as shown in Fig. 3 . In Fig. 4(a) we see the correlation plane after the first iteration. The same -63 region is shown in Fig. 4(b) , which after 60 iterations reveals the two strong correlation peaks related to the digits 2.
As a second example we tried to achieve, directly by the POCS algorithm, a binary reference function. It is easy to see that the modified constraint set is no longer a convex set, and, in fact, the algorithm did not converge under this constraint set in any trial that we made. Our conclusion is that it is better to calculate a gray-level reference function by the POCS algorithm and then to code it, if needed, into a binary form by one of the noniterative methods, rather than to obtain a binary reference function directly.
