ABSTRACT One of the most important challenges of the Internet of Things (IoT) in the next years will be the smooth incorporation of millions of smart devices into its communications paradigm. The greater coverage area of sub-1-GHz low-power wide area networks (LPWANs) makes them a suitable technology to easily encompass hundreds of end devices under a single base station. However, LPWAN inherent simplicity affects negatively on scalability, as these networks are not flexible enough to deal with a high number of nodes unless their traffic load is really low, which limits many potential use-cases. This paper analyzes the scalability issue in LPWAN and proposes the INTER-HARE protocol: a solution based on the use of concurrent multiband IoT technologies, where an 868-MHz LPWAN acts as transparent backhaul for a set of subnetworks working at 2.4 GHz. The implementation of the INTER-HARE protocol on a real IoT platform was assessed both in several laboratory testbeds and in a pilot developed in the premises of an industrial company, proving its suitability in non-delay sensitive monitoring applications with end devices scattered throughout the targeted area.
I. INTRODUCTION
The number of connected Internet of Things (IoT) devices worldwide is exponentially growing in the last years, with up to 25 billion devices expected to be part of the IoT ecosystem by the year 2020 [1] . The integration of this huge amount of devices into existing and upcoming technological infrastructure was already considered in the past as a vital challenge for the consolidation of the digital industrial economy, also known as Industry 4.0 [2] .
After being identified for a long time as one of the most far-reaching trends in IoT [3] , low-power wide area networks (LPWANs) have truly come of age. Originally intended for long-range applications, LPWAN technologies are expected to be used by hundreds or even thousands of stations (STAs) deployed on a limited geographical area. They are also
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characterized by transmitting small data packets at rates of up to tens of kilobits per second (kbps), and delivering several years of device operation on a single battery.
LPWAN topology is characteristically a single-hop star, where end devices are directly connected to the base station by means of ALOHA-based medium access control (MAC) protocols [4] , greatly simplifying the network and endowing it with robustness and centralized control. However, this uncontrolled medium access leads to interference or packet collisions among uncoordinated devices, acutely affecting reliability and scalability in dense networks [5] - [7] .
The INTER-HARE protocol presented in this article sets out to increase typical LPWAN scalability by creating a cluster-tree network [8] based on interoperable multiband IoT technologies, where the LPWAN acts not only as data collector at 868 MHz, but also as backhaul network for several so-called low-power local area networks (LPLANs) working at 2.4 GHz. Main contributions of the current work can be summarized into: 1) Evaluation of the scalability problem in LPWAN and review of state-of-the-art solutions. 2) Design, development and implementation of INTER-HARE on a real IoT platform as an upgrade of the HARE protocol stack [9] , by adding the following features:
• Adaptation of the MAC sublayer to cluster-tree multiband requirements.
• Development of a more flexible beaconing system.
• Integration of three different data delivery models: continuous, query-driven for downlink (DL) specific requests, and event-driven for alarms.
• Introduction of a traffic prioritization mechanism among data delivery models. 3) Experimental validation of INTER-HARE in a laboratory testbed and in a real industrial pilot connected to an external cloud-based platform. Overall, this paper is a proof of concept in which multiband LPWANs may solve the scalability issue, providing a specific but complete reference technology named INTER-HARE.
Beyond showing how this technology offers low power consumption and high reliability, the authors aim to inspire future work on these multiband LPWANs that can take this paper as a baseline.
The remainder of this paper is organized as follows: Section II goes in depth on the scalability issue in LPWAN. Section III comprehensively describes the INTER-HARE protocol and Section IV details its technological implementation. Section V refers to the laboratory testbed employed to validate INTER-HARE operation. Similarly, Section VI describes the industrial pilot and compiles the obtained results from different experiments. Lastly, Section VII elaborates on the lessons learned from the entire development of INTER-HARE and Section VIII presents the conclusions and discusses open challenges.
II. ON THE LPWAN SCALABILITY LIMITS
The full spectrum of LPWAN technologies can be classified according to their operating frequency into 1) licensed spectrum LPWANs, using bands from cellular operators, and 2) unlicensed spectrum LPWANs, using any of the publicly available industrial, scientific, and medical (ISM) bands [10] .
This article focuses on unlicensed spectrum LPWANs, whose main representative technologies are SIGFOX TM [11] , LoRa TM [12] , Weightless TM [13] , DASH7 TM [14] , HARE [9] , IEEE 802.15. 4-based [15] , and IEEE 802.11ah (WiFi HaLow) [16] , among others. They all rely on sub-1GHz radio frequencies to cover up to several tens of km, thus supporting high numbers of connected devices per base station.
Despite the variety of the aforementioned technologies, their MAC protocol is mostly derived from ALOHA or its variation with carrier sensing, i.e., carrier sense multiple access (CSMA) [17] , where any STA from a shared channel transmits a packet with a certain probability whenever it has data in the buffer. Whereas these protocols operate very well with a low number of simultaneous contending users transmitting small data packets, they suffer from scalability issues as the traffic load and/or the node density increases on a geographical area [18] .
In the following lines, several initiatives to address the issue of efficiently handling a massive number of wireless devices without compromising overall network's performance are reviewed.
A. INCREASING SCALABILITY AT MAC LAYER LEVEL
There already exist several improvements that can be developed at MAC layer level of LPWAN technologies to alleviate the lack of medium access coordination in dense networks [6] :
• Scheduled MAC protocols: Also known as time division multiple access (TDMA)-like protocols, they allocate sensor nodes to specific slots in a frame to transmit and/or receive data, so nodes are only active in those slots and remain asleep in the rest [19] . While providing reduced or zero collision probabilities, scheduled MAC protocols suffer from high latency as the number of STAs grows. In addition, the necessity of a centralized scheduler could lead to unfeasible overheads. Time slotted channel hopping (TSCH), one of the MAC modes defined in the IEEE 802.15.4e standard [20] , is the most representative example for LPWANs.
• Station grouping algorithms: In combination with a scheduled MAC protocol, the distribution of STAs into groups can be used not only for organizational purposes but also for properly allocating available channel resources, as in the TIM and Page Segmentation scheme of IEEE 802.11ah [21] or in the hybrid MAC sublayer of HARE [9] . Thus, time domain is successively restricted to a different group of STAs contending for the same channel.
• Adaptive transmission mode: The optimization of different transmission parameters (bandwidth, coding rate, maximum payload, or output power, among others) can alleviate the scalability issue in densely populated networks. The adaptive data rate (ADR) mechanism of LoRa [22] determines several transmission parameters according to the environmental conditions between end devices and the gateway (GW). The scalability issue in LoRa is specifically addressed in [23] , by efficiently selecting the transmission mode of end devices.
• Adaptive power control: Power regulation mechanism (PRM) of HARE [9] dynamically adapts the transmission power level based on the channel conditions between sender and receiver, being specially useful in densely deployed areas where a short transmission range is sufficient to reach the sink or the next hop. Consequently, reduced range of transmissions results in a fewer number of potentially interfering STAs. • To improve data transmission efficiency and extend range coverage, IEEE 802.11ah allows for using a dual-hop relay system in between end devices and the AP [24] . By carefully choosing the position of the relay and the AP, the expected range in DL is up to 800 m, whereas in uplink (UL) it is about 550 m [25] .
• LoRaBlink [26] and CT-LoRa [27] are protocols on top of LoRa's physical layer designed to support reliable and energy-efficient multi-hop communications, where time synchronization is used to define slotted channel access. In both cases, DL messages are distributed through flooding.
• One of the main singularities of DASH7 is enabling both star and tree topologies to facilitate the management of large networks [28] . In the latter case, STAs not directly reaching the GW may transmit data to sub-controllers or other STAs, which in turn are responsible for forwarding the messages.
• Sensor Network Over White Spaces (SNOW) [29] is proposed as an LPWAN architecture to support widearea wireless sensor networks (WSNs) by exploiting TV white spaces. Range coverage is extended by means of multiple SNOWs organized into a cluster-tree topology managed by a single entity.
C. INCREASING SCALABILITY WITH MULTIBAND TECHNOLOGIES
The scalability limit in ALOHA-based LPWANs, such as SIGFOX TM˜o r LoRa TM , where hundreds or even thousands of devices share the same wireless medium, motivates the article's hypothesis of using concurrent multiband technologies and paves the way for the development of the INTER-HARE protocol. To illustrate it, a set of metrics (throughput, efficiency, and delay) are evaluated in function of the number of devices in two different networks: a singlehop ALOHA-based network and a two-tier cluster-tree multiband network. It is worth noting that regional regulations about duty cycle limits in ISM bands (e.g., overall duty cycle limit for an EU device is 1%) are excluded from the current analysis. If such constraints were considered, they would severely reduce the airtime occupied by transceivers, thus impacting the aforementioned set of evaluation metrics.
1) ALOHA-BASED NETWORK
Given a single-hop network with n STAs and a GW, where the ALOHA protocol is used as communication system, the total normalized load (G ALOHA ) is expressed as where λ is the mean STA packet generation rate from a Poisson process, τ is the packet transmission time, L is the packet length, and r is the data rate. Assuming no backoff and no retransmissions, metrics of normalized throughput (S ALOHA ), efficiency (η ALOHA ) and delay (D ALOHA ) are obtained from
and
2) MULTIBAND NETWORK Figure 1 shows a two-tier cluster-tree multiband network, where the first tier is made up of a set of c non-overlapping clusters. Each cluster contains a multiband device, named from now on cluster-head (CH), which simultaneously belongs to the first and the second tier, and is responsible for gathering information from its corresponding set of STAs and then retransmitting it to the GW located in the second tier. Under this setting, a single GW controls n devices uniformly scattered throughout the different clusters of the network. As there are c CHs (one per each cluster), the resulting number of STAs is n − c. Assuming that all clusters contain the same number of STAs, this value is equal to CHs are the actual single multiband devices of the whole network, as their radio modules can simultaneously communicate with STAs of the first tier at f 1 and with the GW of the second tier at f 2 . Unlike them, the STAs and the GW can only use a single frequency: f 1 in the first case and f 2 in the second. Finally, data rate employed by devices in the first and the second tier is r 1 and r 2 , respectively.
All STAs and CHs create data packets of length L at rate λ following a Poisson process, and having τ 1 and τ 2 as packet transmission times, respectively. Normalized traffic load of each kind of device is represented by G STA and G CH , 1 respectively, and can be expressed as
Then, normalized traffic load generated by all STAs belonging to a cluster (G c ) is defined as
Resulting normalized throughput in each cluster (S c ) when STAs use the ALOHA protocol can be obtained from
Consequently, normalized throughput in the first tier (S T1 ) is calculated from
In the second tier, the TDMA communication protocol allocates a time slot to each CH. This time period is used by a CH to transmit an aggregated packet 2 containing up to M agg packets from its corresponding STAs plus one packet generated by the CH itself. The TDMA time slot duration T s is adjusted to the maximum length of the aggregated packet, being
As each TDMA time frame contains c time slots (one per each CH), its duration T f is
Each CH continuously receives packets from its corresponding STAs and generates its own ones, creating a new aggregated packet every T f seconds. The number of packets included in an aggregated packet, N agg (S c ), accounts for
where N STA (S c ) and N CH are the number of packets coming from the STAs and the CH itself, respectively, being
1 G CH load refers only to packets generated by the CH itself, without considering those received from STAs. 2 Aggregated packet term is used here to distinguish it from packets created every λ by STAs and CHs. Benefits of packet aggregation in terms of overhead reduction are not considered in the proposed theoretical approach.
Due to the limited duration of T s , if N STA (S c ) or N CH exceeded their corresponding maximum value, the CH would only include a limited number of packets from each data source in the aggregated packet. As no buffer in the CH is considered, the rest of packets would be lost.
Once the aggregated packet is created, CHs employ their allocated TDMA time slot to transmit the gathered information to the GW. Resulting throughput (in bps) in the GW, S * MB (S c ), can then be computed as
Efficiency of the proposed multiband network, η MB (S c ), is computed as the quotient between S * MB (S c ) and the total load (in bps) generated by the network (G * MB ), with
and therefore
D MB (S c ) represents the delay of a packet since it is generated by an STA until it is received by the GW. It is computed as
3) PERFORMANCE COMPARISON: ALOHA-BASED NETWORK VS. FIRST TIER OF MULTIBAND NETWORK Assuming λ = 1 packet/s and L = 800 bits, Figure 2 shows normalized throughput in the ALOHA network (S ALOHA ) and in the first tier of the proposed multiband network (S T1 ). Whereas the ALOHA network uses r = 50 kbps, two different data rates are considered for the clusters located in the first tier of the multiband network: r 1 = 50 kbps and r 1 = 250 kbps.
As it can be observed, maximum normalized throughput in each configuration is achieved for a different maximum number of network devices (n max ). Thus, maximum achieved throughput in the ALOHA network (S ALOHA = 0.184) corresponds to a very low number of devices (n max ∼ 32). In contrast, n max value is multiplied by c in the multiband network when data rate within clusters is r 1 = 50 kbps. Furthermore, if a higher data rate such as r 1 = 250 kbps is used, the original n max value of ALOHA is multiplied by a c · r 1 r factor. These results exemplify how clusters help to increase n max in a given area without impacting network's reliability as long as they are placed properly enough to avoid overlapping VOLUME 7, 2019 FIGURE 2. Normalized throughput (S) in function of the number of devices (n) with λ = 1. (by means of the combination of an appropriate device placement and a selection of frequencies where f 1 > f 2 ). Additionally, the use of higher data rates within clusters (due to the closer distance between STAs and CH) allows for an even greater node density in the targeted area.
4) PERFORMANCE COMPARISON: ALOHA-BASED NETWORK VS. ENTIRE MULTIBAND NETWORK
When the complete two-tier cluster-tree multiband network is considered, the comparison with the ALOHA network is here made by means of two evaluation metrics: efficiency and delay. Figure 3a shows obtained efficiency in both networks by using parameters from Table 1 , M agg = 10 and several different c values.
For any n value, η MB is much higher than η ALOHA . If setting a network's efficiency goal, for instance η = 90%, the corresponding n max differs by one order of magnitude (100 stations in the ALOHA network vs. 1000 or more in the multiband one). As for the visible change of trend in the multiband network at n ∼ 2000, it starts when the number of packets received by the CH is higher than M agg , so that they all cannot be retransmitted to the GW and an increasing share of them are lost as n grows. Figure 3b represents average packet delay from STAs to the GW. Whereas delay always keeps the same reduced value in the ALOHA network, it increases together with n until n ∼ 2000 in the multiband network. Then, it remains stable as N agg (S c ) has achieved its maximum value. The effect of the selected number of clusters is also observable, as high c values enlarge T f and, consequently, the computed delay. This fact exemplifies the existing trade-off between reliability and delay when increasing c.
D. MULTIBAND TECHNOLOGIES
Literature and current IoT ecosystem offer multiple combinations of multiband technologies. In the following lines, they are classified into the number of employed radio transceivers:
• Single radio transceiver: academical work from [30] presents a 433/868 MHz multiband wireless sensor platform that allows switching between the two considered ISM bands during normal operation, under the control of a host microcontroller. 3
• Multiradio development platforms: most scientific initiatives can be classified among those operating at 433 MHz and 2.4 GHz [33] , [34] , those operating at 868/920 MHz and 2. 
III. INTER-HARE PROTOCOL
Conceived as an innovative evolution of the HARE protocol stack [9] , the INTER-HARE protocol takes advantage of the benefits of multiband IoT technologies. Hence, the original LPWAN does not only act as data collector at 868 MHz, but also as backhaul network for several concurrent LPLANs working at 2.4 GHz, thus ensuring interoperability between devices working at one or both frequency bands. A two-tier cluster-tree network topology is then created, with a GW as the main element of a LPWAN working at 868 MHz, and dual-band CHs (868 MHz/2.4 GHz) entitled to manage the 2.4 GHz data acquisition devices (DADs) of their corresponding LPLAN in a hierarchic way, as in the example shown in Figure 4 .
The aforementioned CHs shall be built on a dual-band device working at both 868 MHz and 2.4 GHz frequency bands. It can be achieved either by means of a single dualband radio transceiver controlled by a microprocessor or by means of a multiradio development platform (either controlled by a single microprocessor or in a master-slave approach using two microprocessors).
The use of the HARE protocol stack ensures transmission reliability, low energy consumption, self-organization, and resilience. Additionally, separated frequency bands in overlapping networks result in an overall reduction of interference. Lastly, thanks to the hierarchic system proposed, scalability is enforced by a management scheme based on subnetworking techniques.
A. PHY LAYER
As in HARE, there is not a predefined PHY layer to run the INTER-HARE protocol, as it is only required to fulfill a minimum set of functions; namely, availability of different operational states both in the microprocessor (processing and low power mode) and in the radio module (receiving, transmitting, and sleeping), selection of different transmission levels in the radio transceiver, and ability to execute low level tasks required by typical shared medium access techniques.
B. LINK LAYER
Link layer communication within the INTER-HARE protocol is based on the ring-based transmission scheme of HARE (see Table 2 ). More specifically, LPLANs form an additional ring in the HARE network topology, so that transmissions from DADs are allocated into a single 2.4 GHz TDMA slot placed immediately before the 868 MHz TDMA slots (see Figure 5 ). CSMA/CA technique is internally performed in all slots by their corresponding contenders.
DADs transmit data to their corresponding CH during the aforementioned 2.4 GHz TDMA slot, regardless the position (ring) of the CH in the network. If concurrent LPLANs are properly deployed (i.e., distant enough), there will be no interference between them, making the system able to extend LPWAN boundaries beyond typical 868 MHz coverage range and easily integrating devices coming from these non-overlapping 2.4 GHz clusters.
Adaptation of the different link layer mechanisms derived from HARE into the INTER-HARE protocol is described in the following lines:
The beaconing system holds a double function: synchronizing network devices and scheduling the different actions to be performed in a time-division multiplexing scheme (see Figure 6 ). Two types of beacons are used for this purpose, primary and secondary beacons:
• Primary beacons, emitted every T p seconds, include a timestamp, the action to be taken by the network, and the time until the next primary beacon. A detailed view of the elements contained in a data primary beacon is offered in Figure 7 .
-Void primary beacons only allow the transmission of query-driven requests/responses and eventdriven alarms in the corresponding DL request and UL response/alarm time slots.
• Secondary beacons are emitted every T s seconds, where T p = (k s + 1) · T s , with k s being the number of secondary beacons transmitted after every primary beacon. They include the same information as primary ones, and are used to guarantee information and synchronization redundancy for already associated devices as well as to accelerate network discovery for non-associated ones. However, no action is performed by devices after a secondary beacon. The use of two different frequency bands makes beacons be first transmitted by the GW in the LPWAN at 868 MHz and immediately repeated (except for the network association primary beacons, as CHs must be first associated to the network in order to retransmit them) by each CH in its own LPLAN at 2.4 GHz.
The developed beaconing system increases network's flexibility with respect to the previous HARE version by incorporating three major improvements:
• Introduction of void primary beacons to modify data collection frequency during network operation while keeping devices synchronized.
• Allocation of specific time periods to notify changes regarding network topology (e.g., new associations) and transmit collected data to external platforms.
• Integration of query-driven and event-driven data delivery models together with the already existing continuous data delivery model into a single system, as detailed in the next subsection.
2) DATA DELIVERY MODELS AND TRAFFIC PRIORITIZATION
Link layer inherited from HARE has been adapted to smoothly include three different data delivery models:
• Continuous: As in HARE, end devices transmit to the GW, at a predefined rate, sensing data into application data packets or performance metrics into statistics packets. Data flow is UL through a single-hop link in the LPLAN and a multi-hop route in the LPWAN.
• Query-driven: The GW initiates the communication immediately after the transmission of a data or a void primary beacon, during the DL request time slot, by codifying in a broadcast message one or several data requests of the following types: -Global requests are addressed to all network devices (both CHs and DADs). -Cluster requests target a specific CH and all its corresponding DADs. -Single requests might be sent to individual devices (whether CHs or DADs). When necessary, CHs retransmit requests to DADs of their own cluster. CHs then wait for response packets from their DADs, aggregate them (even with their own response packet, if requested) and send Table 4 .
them to the GW during the UL response/Alarm time slot.
• Event-driven: The activation of an alarm in a CH or a DAD generates a UL alarm packet in the next available UL response/Alarm time slot of a data or void primary beacon. Traffic from different data delivery models is prioritized by means of the time slot allocation order. Hence, alarm packets are always sent before response packets in the UL response/Alarm time slot. Continuous traffic is relegated to the subsequent UL data transmission time slot. A summary of the different data delivery models together with their main characteristics is provided in Table 3 .
3) WAKEUP PATTERNS
Both CHs and DADs remain asleep out of their corresponding TDMA slots in order to save energy. In addition, the radio duty cycling (RDC) sublayer keeps the radio module turned off as much time as possible during active slots while providing enough rendezvous points for two nodes to be able to communicate with each other.
4) DATA ACQUISITION, TRANSMISSION, AGGREGATION, AND SEGMENTATION
Data acquisition routine (for example, from connected environmental sensors) is run by CHs and DADs only once just after receiving a data or a void primary beacon. Collected information is then stored into an application data packet, whose content keeps immutable until the next data acquisition routine is started.
Resulting application data packet is analyzed in case it fulfills any of the predefined alarm conditions. If so, a new alarm packet is generated. Next, CHs and DADs keep awake during the DL request waiting for new query-driven requests. Again, a response packet is generated only if a new request is detected. On the other hand, statistics packets follow a background routine compiling not only internal (i.e., from the device itself) but also external (i.e., from the network) information and generating a packet whenever a data primary beacon asks specifically for it.
Application data and statistics packets are sent during the UL data transmission time slot and subsequently acknowledged at link layer level by the receiver both in the LPWAN and in the LPLAN. As in HARE, the LPWAN UL data transmission time slot is split into w consecutive transmission windows (i.e., transmission opportunities), each one consisting of R + 1 equal ring time slots, being R the total number of LPWAN network rings, as in Figure 5a . 5 Data aggregation is performed twofold: 1) in the LPLAN, CHs are responsible for aggregating application data or statistics packets coming from their respective DADs; and 2) in the LPWAN, CHs in their way to the GW attach application data or statistics packets from CHs located at higher rings (i.e., their children). 6 If the total amount of data aggregated by a CH exceeded the maximum payload supported by the hardware, it would be split into segments sent consecutively through the LPWAN. Figure 8 shows the network operation in the continuous data delivery model with blue envelopes. In the example, DAD 45.51 sends an application data packet with its own collected data to CH 45.5 located in ring 2, which aggregates information coming from other DADs and from itself. A new application data packet is then generated and sent to CH 45.3 located in ring 1, which in turn has also previously received other application data packets from its own DADs. In the last step, all data are packed together and sent to the GW.
On the contrary, transmissions of query-and event-driven traffic are carried out in the UL response/Alarm time slot (represented in Figure 5b ) and only consist of two hops: one inside the LPLAN and the other inside the LPWAN. As shown in Figure 8 with red envelopes, a response or an alarm packet generated in DAD 45.80 is first transmitted to CH 45.8, which directly forwards it in just one hop to the GW. In this case, aggregation is performed only once by the CH when attaching alarm or response packets coming from its corresponding DADs and from itself.
5) POWER REGULATION MECHANISM (PRM)
In INTER-HARE, PRM is available for both CHs and DADs in their transmissions under the continuous data delivery model. Therefore, they can dynamically adapt the transmission power level of their outgoing packets according to a mechanism that maintains received signal strength indicator (RSSI) between two thresholds: RSSI max and RSSI min .
C. NETWORK LAYER
Network communications follow a centralized scheme, where the GW adopts the main role and assumes the responsibility of managing network associations, allocating network addresses, and periodically notifying the start of new routing processes.
1) ADDRESSING SYSTEM
The addressing system is managed by the GW, which allocates a unique network address to each node. Nodes will maintain the same network address as long as they do not leave the network. A dynamic record matching the physical and the network address of all CHs and DADs is stored in the GW. Similarly, each CH keeps a record of the DADs associated in its own cluster.
The size of the network address is configurable and its value determines the addressing range. Due to the inherent two-tier nature of the network, LPLANs can be considered as subnetworks, so that an addressing system flexible enough to allow subnetting is highly advisable.
In our particular implementation, the addressing system is based on the Rime format [44] , consisting of two 8-bit numbers. Whereas the first number identifies the network prefix shared by all devices (i.e., the network part), the second one is the host part, whose value for the GW is always 0, for CHs is a number from 1 to 9, and for DADs is a number from 10 to 99.
For the sake of simplicity, the host part of any DAD consists of two digits, being the first one the same as the host part of its corresponding CH, as shown in Figure 4 . Lastly, it is worth noting that neither specific multicast nor broadcast addresses are reserved in the Rime format. 7 
2) ASSOCIATION
The scheme of two different association mechanisms from HARE is still used, with an active, global, scheduled one, called network association mechanism; and a passive, singular one, called STA association mechanism. 7 The lowest level operation in Rime is the anonymous best-effort broadcast layer, providing a 16-bit channel abstraction but no node addressing.
The network association mechanism starts immediately after the GW broadcasts a network association primary beacon with the network association phase and follows the structure from Figure 9 . Firstly, CHs determine their association turn (from 1 to a t_net ) according to the RSSI computed from the GW's beacon and send a discovery message via broadcast during a randomly chosen association slot (from 1 to a s ), which is responded by the GW and all already associated CHs within the coverage range.
Then, among the received responses, CHs send an association request to the device (the GW or other CH) with the minimum computed score (S) from
where P TX max is the maximum transmission power of the CH's transceiver (in dBm), RSSI TX is the RSSI received at the candidate (in dBm), RSSI RX is the RSSI received at the CH itself (in dBm), r is the ring to which the candidate belongs, and c is the current number of candidate's children [9] . The a weights are selected empirically according to channel conditions and distributed by the GW into each primary beacon. 8 Lastly, the GW distributes a list of the newly associated CHs in an association summary sent via broadcast. The whole process is repeated as many times as association turns a t_net are defined.
Once finished all LPWAN association turns, the associated CHs retransmit the network association primary beacon at 2.4 GHz and then starts the single association turn for LPLANs. DADs evaluate the computed RSSI from those beacons and send an association request to the CH with the highest received RSSI. If the CH is able to admit new DADs, it retransmits all received requests in a single message to 8 A study on selection of optimal routing configuration parameters in multi-hop LPWANs like HARE can be found in [45] . VOLUME 7, 2019 FIGURE 9. Example of the network association mechanism. The STA association mechanism follows the same structure, but with a different number of LPWAN association turns (a t _STA ).
the GW. Then, the GW evaluates association requests from DADs of the whole network and emits an association summary via broadcast, which is in turn retransmitted by CHs in their respective clusters.
The STA association mechanism is executed in every data primary beacon, immediately after the time period devoted to query-driven and alarm-driven traffic, during the STA association phase. It follows the same structure as the network association mechanism, except for the number of LPWAN association turns (a t_STA in this case).
3) ROUTING
The distance vector routing protocol of HARE here only applies to the continuous data delivery model through the LPWAN. To avoid latency caused by packet processing and transmission in intermediate nodes, response and alarm packets are directly sent by CHs to the GW in a single-hop approach (see Figure 8) . Within each LPLAN, connections also follow a single-hop approach between DADs and their corresponding CH.
D. TRANSPORT LAYER
Reliable end-to-end UL communications between CHs and the GW under the continuous data delivery model are guaranteed by means of the transport layer defined in HARE. Particularly, additional transmission windows and end-to-end ACKs are maintained as a way to ensure correct packet reception by the GW after packets go from CH to CH through the different LPWAN rings. Other HARE mechanisms to reduce the time CHs are awake in error-prone UL communications such as the poisoning mechanism and the distributed caching are also applied.
There is no explicit end-to-end acknowledgement for DADs in the LPLAN, as their packets are aggregated by CHs and acknowledged at link layer level. Consequently, packets from DADs not properly received by CHs during the single 2.4 GHz TDMA slot are lost, as they cannot be retransmitted in subsequent transmission windows.
IV. IMPLEMENTATION
The implementation of the INTER-HARE protocol in real hardware encompassed the adaptation of commercial devices to all considered network device roles (GW, CH, and DAD, as shown in Figure 10 ) and the programming of the aforementioned routines and network mechanisms. 9 Additionally, in the context of the collaboration with the INTER-IoT H2020 European Project, 10 the whole network was integrated into a cloud-based framework that allowed interoperability among different IoT platforms.
A. PHYSICAL DEVICES 1) GATEWAY (GW)
The GW is built on a Zolertia TM RE-Mote board [40] working at 868 MHz (r = 50 kbps and B = 0.25 MHz) and connected to the electrical supply. It is also equipped with a 8-GB microSD card to store generated logs on network's performance. To communicate the network with the INTER-IoT cloud platform, the GW is connected via USB to a Raspberry Pi 3B+ [46] responsible for managing the data exchange.
2) CLUSTER-HEAD (CH)
The CH consists of two Zolertia TM RE-Mote boards connected by means of a serial cable under a master-slave communication scheme. The master board works at 868 MHz (r = 50 kbps and B = 0.25 MHz) and controls the activation cycles of the slave board, which works at 2.4 GHz (r = 250 kbps and B = 5 MHz). Energy can be obtained either from two 800 mAh LiPo batteries (one per each board) or, when possible, from the electrical supply. The CH is also equipped with two different analogical sensors for monitoring purposes: a DHT22 temperature + humidity sensor [47] and a Grove luminance sensor [48] .
3) DATA ACQUISITION DEVICE (DAD)
DAD is based on a Zolertia TM RE-Mote board working at 2.4 GHz (r = 250 kbps and B = 5 MHz) and equipped with a 800 mAh LiPo battery. It is also equipped with the same temperature + humidity and luminance sensors as the CH.
B. SOFTWARE DEVELOPMENT
The INTER-HARE protocol was developed on Contiki 3.0 OS [49] as a new hardware independent module working in coordination with the already existing IEEE 802.15.4g underlying communication standard. Specific interactions of INTER-HARE with hardware PHY layer were programmed separately.
A purpose-oriented application layer was programmed, in which CHs and DADs encapsulated into application data packets of L D = 10 bytes 11 the measurements from their sensors together with other complementary information, such as the Rime address, the packet sequence number, and the battery level. Response and alarm packets shared the same structure and length (L R and L A , respectively), with the single difference that the latter codified the alarm type in byte number 10, which otherwise kept void.
Statistics packets were designed to provide information about device performance. 12 They followed the same transmission rules as application data packets, but consisted of L S = 20 bytes and compiled, since the last network association primary beacon, the following metrics: number of sent 11 Implementation of IEEE 802.15.4g in Contiki OS increases the minimum length of any transmitted packet up to 43 bytes after including headers and, if necessary, applying padding. 12 The current implementation of INTER-HARE only supports statistics gathering in the CHs. packets, acknowledged packets, sent ACKs, average round trip time (RTT) at link level, average RTT at transport level, % of time in each operational state, and maximum and minimum employed transmission power level.
As part of the collaboration with the INTER-IoT project, a device controller embedded as a Java-based OSGi module [50] was programmed and installed in the Raspberry Pi, responsible for managing the serial communication protocol with the GW and establishing a reliable connection with the INTER-IoT cloud platform via Ethernet or WiFi.
The implementation of the INTER-HARE protocol involved the setting of a wide series of configuration parameters, both new and derived from the HARE stack. Table 4 compiles the most important ones into different subsystems, remaining unchanged through the whole experimentation.
V. LABORATORY TESTBED
Initial performance evaluation was performed in several ad hoc testbeds located on the 2nd floor of the Tànger building, VOLUME 7, 2019 FIGURE 11. Laboratory testbed for range coverage at 868 MHz, where the G bullet corresponds to the GW location and red bullets correspond to the selected CH locations.
at Universitat Pompeu Fabra (UPF) facilities. 13 The space is characterized by a transversal corridor consisting on two sections of 50 m and 36 m long with office rooms at both sides. Office rooms have sizes between 20 m 2 and 32 m 2 .
A. RANGE COVERAGE
This test assessed the suitability of the selected hardware in indoor environments when working at the 868 MHz band. Two Zolertia RE-Mote units were used: one acting as a GW placed in a static position (on the table of an office), and the other as a CH trying to communicate with the GW from a set of 133 locations from 3 different areas (see Figure 11 ):
• 16 Locations inside the same office as the GW.
• 14 Locations inside another office.
• 103 Locations along the floor central corridor (one location every 80 cm). From each of the 133 positions, the CH sent 10 packets (one every 3 seconds) to the GW at maximum transmission power level (i.e., P TX = 14 dBm) and data rate r = 50 kbps. 14 The GW always received enough signal (i.e., there was full coverage in the whole floor when using the 868 MHz band) and stored the RSSI values from received packets.
RSSI values were later used together with the computed distance between the GW and the CH in each position to model the propagation channel, as shown in Figure 12 . The log-distance path loss model, PL(d), obtained by using the least square approximation method, is expressed as
where the obtained path loss exponent (γ ∼ 3.5) fits into the typical ranges of an office building [51] . 13 Tànger building at UPF campus: https://www.upf.edu/web/campus/tanger. 14 Note that the sensitivity of the receiver at 868 MHz is S min = −109 dBm. As for the 2.4 GHz band, range coverage tests were limited to prove that a CH using that frequency band had full vision inside two selected offices.
B. ASSOCIATION
A network consisting of a GW, 2 CHs and 8 DADs was deployed in two different offices, as shown in Figure 13 . The GW was configured to run the INTER-HARE protocol, sending a primary beacon every T p = 2 min and interspersing one network association primary beacon with one data primary beacon asking for statistics packets.
By using this beacon scheduling, all devices were disconnected from the network every 4 minutes (when receiving a network association primary beacon) and immediately after that, a new network association phase was initiated. If a device did not complete a successful association, it would use the STA association phase of the next data primary beacon to restart the process.
The experiment consisted of 50 cycles (each cycle with a network association primary beacon and a data primary beacon) and lasted 200 minutes. The different groups of devices (CHs and DADs) got an association success rate of more than 95%, as detailed in Table 5 . While both CHs were always connected (100%), DADs suffered from sporadic interference, with a success rate of 95.75%.
It is also observed from results that devices got connected mainly during the network association phase (i.e., in their 1st try), but they also often took advantage from the additional chance offered by the STA association phase (2nd try).
As for the association delay (computed as the time difference between the emission of the network association primary beacon of a cycle and the actual association of a device to the network), it was 12.35 s on average for CHs and 52.11 s for DADs. The latter value is higher than the network association phase time slot due to those cases where DADs must wait for the STA association phase corresponding to the next primary beacon. Though rare, collisions of association requests, sudden channel alterations and/or clock desynchronization may prevent DADs from satisfactorily concluding their association process before the end of the LPLAN association handshake time slot, delaying it until the next opportunity.
As expected, DADs tended to connect to the network through the CH of their own office (more than 90% in all studied cases, as shown in Figure 14) . However, there were also some cases (due to interference or the unsuccessful association of a CH during the network association phase) in which DADs considered the CH placed in the other office as their own parent (i.e., their next hop in the path to the GW). 
C. DATA TRANSMISSION
The behavior of a real IoT application was emulated in this test, where requests and responses, alarms, application data and statistics were transmitted over the same network. Device deployment was maintained, with the single particularity that temperature + humidity sensors from DADs #6 and #9 were deliberately switched off to provoke alarms. In addition, a global request (i.e., an application data request addressed to all associated devices) was generated by the GW in the first emitted void beacon after a data primary beacon.
The GW was configured to send a primary beacon every T p = 2 min, according to the beacon scheduling provided in Table 6 . This beacon scheduling constituted a 20-minute cycle, which was continuously repeated by the GW. The experiment consisted of 12 operation cycles (i.e., a total time of T = 4 hours). The number of expected packets per type (N x ) can be derived from the expression
where x represents the packet type (D: application data, R: response, and A: alarm), N STA x is the number of devices (CHs and DADs) sending packets of type x, b x is the number of packets per cycle and device of type x, and N c is the number of test cycles. Table 7 compiles observed results from N x , the actual number of packets received by the GW (N * x ), and the associated packet delivery ratio (PDR x ). Latency (l x ) is computed as the time difference between the emission of a primary beacon and the reception of the corresponding packet by the GW. Lastly, network throughput (S x ) is defined by
where L x is the packet length in bits.
Results show PDR x values roughly or above 90% for all considered packet types, being alarm packets the most reliable due to their reduced number of simultaneous contenders. As expected, the largest latency corresponds to data application packets, in accordance with the lowest priority given to the UL data transmission time slot. Throughput values confirm the low use of wireless resources in a typical IoT application.
VI. PILOT
The suitability of the INTER-HARE protocol in a warehouse storage monitoring use case was assessed in a pilot developed during three working days of September 2018 in several selected cold warehouses from Friopuerto 15 company, located at the port of Valencia. As shown in Figure 15 , the entire building consists of an office area (in white in the figure) and a main docking area (in green), connected to other cold chambers (in different blue tonalities according to the inner target temperature) by means of a transversal corridor. Views of the main corridor and one of the cold chambers are offered in Figure 16a and Figure 16b , respectively.
A. RANGE COVERAGE
The coverage of the 868 MHz band in an industrial environment was assessed in this test. Again, two Zolertia RE-Mote units were used: one acting as a GW placed in a static position (specifically, inside a cabin in the middle of the main docking area), and the other as a CH trying to communicate with the GW from a set of 17 locations from 4 different areas (see Figure 17 for the deployment map):
• 6 Locations on the main docking area.
• 3 Locations inside cold chamber #1.
• 3 Locations on the transversal corridor.
• 5 Locations inside cold chamber #6. From each position, the CH sent 10 packets (at a rate of 1 measurement every 5 seconds) to the GW at maximum transmission power level (i.e., P TX = 14 dBm) and data 15 Friopuerto main website: http://www.friopuerto.com/. rate r = 50 kbps. The main outcome from analyzing the computed RSSI values is that full coverage was achieved in the main docking area and in any selected location from chambers #1 and #6 when working at 868 MHz frequency band.
Tests at 2.4 GHz, aimed to validate the connectivity of devices in the main docking area and in chamber #1, were used to plan the network deployment of subsequent tests.
B. ASSOCIATION AND RESILIENCE
As in the laboratory testbed, a network consisting of a GW, 2 CHs and 8 DADs was deployed to run this test. The GW was placed inside the cabin as in the previous experiment, CH #1 was placed on a platform above the same cabin, and CH #2 was situated on a table inside the office area. Location of DADs was chosen to cover the main docking area and cold chamber #1 (see Figure 18 for a more detailed view).
Again, the GW set T p = 2 min, interspersing one network association primary beacon with one data primary beacon asking for statistics packets, so that all devices were disconnected from the network every 4 minutes. The experiment lasted approximately 16 hours, containing 239 cycles (each cycle with a network association primary beacon and a data primary beacon).
To evaluate the resilience in the association process, the whole experiment was split into 2 different stages, that is, before and after the deliberate switching off of CH #2 in cycle #130. Table 8 compiles the association success rate and its corresponding delay, both total and for each of the two stages. While CH #2 was still on (stage 1), both CHs and DADs got an association success rate of more than 95%. In stage 2 the network proved its resilience, as DADs did not suffer from performance degradation despite the unavailability of CH #2. It it also worth noting the low impact of the STA association phase (even less than in the previous laboratory testbed), as most devices got associated during the earlier network association phase. VOLUME 7, 2019 FIGURE 18. Devices' distribution at Friopuerto premises. Figure 19 shows the distribution of selected CH among DADs in stage 1. Only DADs #8 and #10 preferentially chose CH #2 (located inside the office area), as they received the highest RSSI values from its beacons. During stage 2, all DADs always chose CH #1, as it was the single active CH from which they received beacons.
The association delay of CHs decreased from 11.61 s in stage 1 to 9.12 s in stage 2, as only CH #1 remained active. Conversely, DADs spent some more time to get associated (from 47.23 s to 49.37 s), as more devices competed for communicating with the single active CH.
C. DATA TRANSMISSION
The suitability of the INTER-HARE protocol for an industrial monitoring application was assessed in the same deployment from the previous test. The GW was configured to send a primary beacon every T p = 2 min, according to the beacon scheduling of a cycle provided in Table 6 . In this case, however, no specific DL requests from the GW (as defined in Section III) were programmed.
The experiment consisted of 33 operation cycles of 20 minutes each one (i.e., a total time of T = 11 hours). Alarms were automatically generated by CHs or DADs in case any of the following circumstances was detected: • A malfunctioning or an out-of-bounds value from the battery sensor.
• A malfunctioning or an out-of-bounds value from the temperature + humidity sensor.
• A malfunctioning or an out-of-bounds value from the luminance sensor. If more than one of the aforementioned circumstances was detected by a device, a single cumulative alarm packet with the corresponding codification would be built to notify all events.
According to (20) , N D = 10 · 2 · 33 = 660 application data packets were expected to be received in the GW. However, and due to the unexpected switch off of DAD #9, the actual value was N D = 644. As for stored logs, 594 application data packets were actually received, accounting for PDR D = 92.24%. Table 9 details the achieved PDR in each device, where all DADs were well above 80% of reliability except for DAD #9, with CHs achieving even better overall performance. With respect to effectively received application data packets, obtained values of latency (l D = 54.99 s) and throughput (S D = 1.20 bps) kept high similarity with those from the laboratory testbed.
Further analysis of logs revealed that DAD #9 ran out of battery 2.5 hours before the end of the test, which explains its poor performance. The location of DAD #9 on the floor of chamber #1, affected by the cold stratification, 16 could certainly have altered the discharging behavior of its battery, as it can be seen in Figure 20 .
With regard to alarms, they all were set off by CH #1, probably caused by the infiltration of condensation water drops into the plastic junction box hosting the CH electronics, as it could not be perfectly sealed. Particularly, out of 176 alarm packets received, 125 were set off by lecture errors in the battery sensor, 50 by lecture errors in the battery sensor in combination with an out-of-bounds value from the luminance sensor, and 1 by a lecture error in the temperature + humidity sensor. Values of averaged alarm latency and throughput were l A = 12.78 s and S A = 0.36 bps, respectively. 16 Cold stratification is a phenomenon that accumulates the coldest air of a warehouse in the lower levels [52] . From the analysis of statistics packets sent by CHs, further information regarding PRM operation and energy consumption of devices can be obtained. As PRM only acted in the transmission of application data and statistics packets, transmission power was reduced in up to 3 levels in each cycle (from 14 dBm to 11 dBm) to be again reset to 14 dBm with the reception of the network association primary beacon corresponding to the next cycle.
There are two main sources of energy consumption in the Zolertia TM RE-Mote board: the microprocessor and the radio module (as the consumption of electronics can be considered as negligible). It is then possible to compute the averaged current (Ī ) by means of the current values of the different states from Table 10 and their time share in % (shown in Figure 21 ) by usingĪ
whereĪ µP andĪ R correspond to the averaged current consumed in the microprocessor and in the radio module, respectively:Ī
In the specific case of the CH, the master board determines the CH lifetime regardless the slave board, as the first one is responsible for maintaining the normal operation of the INTER-HARE protocol established by the GW.
First, the averaged current consumed by the master board of CHs in the conducted data transmission test of the industrial pilot wasĪ = 0.584 mA (withĪ µP = 13.399 µA and I R = 0.571 mA). Then, CH lifetime (T CH ) can be estimated from the battery capacity value of the master board (Q) by using In our particular case, with employed batteries of Q = 800 mAh, estimated T CH is 57.07 days.
VII. LESSONS LEARNED
This section summarizes the theoretical and practical lessons learned through the design, development, implementation, and evaluation of the INTER-HARE protocol.
A. THEORETICAL LESSONS
The intrinsic nature of LPWANs, where the wireless medium is shared among uncoordinated devices that trade the transmission time for the communication range, faces scalability VOLUME 7, 2019 as one of its main challenges. Whereas no major performance problems are detected in low-dense LPWANs, the employed MAC protocols are not able to cope with the traffic load of an ever-growing population of devices. The theoretical approach presented in this article of segmenting an LPWAN into a multiband system where multiple short-range networks (i.e., clusters) and a long-range backhaul network operate at different frequencies has proven to be useful to increase scalability at the cost of adding complexity to the communication system.
In fact, coordination between clusters (internally running an ALOHA-based medium access) and the backhaul network is a responsibility of CHs, which here have been introduced in the context of LPWANs for the first time. Although ideally CHs shall be equipped with the required technology to be always awake at both frequencies and willing to receive/transmit data from/to both environments, it is necessary to limit their active periods in order to control the energy consumption.
The proposed orchestration of the backhaul network relies on a TDMA system which schedules transmissions of the different CHs in successive time slots, so that a CH only operates concurrently at both frequencies during one time slot of each TDMA cycle. Whereas the absence of collisions in this transmission scheme leads to a high overall network's efficiency, the waiting time until the targeted slot noticeably increases the delay.
All in all, for a given number of end devices, the number of clusters in the proposed multiband scheme represents a tradeoff between network's reliability and packet delay. Hence, whereas reduced delay is achieved with few clusters, a high number of them approaches the operation of a traditional TDMA system, thus reducing channel contention.
B. PRACTICAL LESSONS
When exporting the theoretical model of the multiband network to real IoT technologies by means of the INTER-HARE protocol, some aspects must be taken into consideration. First, physical segmentation of the LPWAN coverage area into equal, non-overlapping clusters is far from being a straightforward task, due to variable channel propagation characteristics of the wireless medium and an end device deployment subject to the high-level application.
Secondly, an accurate synchronization system is required throughout clusters and the backhaul network, not only to allocate the different data acquisition, transmission, and aggregation periods, but also to set the energy-aware wakeup patterns that battery-powered devices will follow in order to enlarge their lifetime.
Thirdly, the necessity of two different network interfaces in the CH adds complexity to its computing system, which must maintain continuous communication with the transceiver(s) by means of a single microprocessor, or in a master-slave approach using two microprocessors. As for the CH operation itself, it shall combine its subordinate role to the GW with the entitlement to manage end devices of its own cluster in terms of synchronization, network discovery and association, and data transmission, among others.
Lastly, although the high-level application transparently considers the multiband network as a whole and both the CH and end devices as data sources, the use of subnetworking techniques (unlike in traditional LPWANs) is strongly required to manage the addressing system in such a hierarchical network organization.
VIII. CONCLUSIONS
LPWAN technology has already proven its capacity to become a successful IoT player in long-range, lowdemanding applications. However, scalability is still an open issue, as performance in these kinds of wireless network dramatically drops when increasing the device density or the traffic load in the coverage area.
The proposed INTER-HARE protocol opens up a new way to alleviate the adverse effects of huge amounts of contenders in LPWANs, by means of a TDMA-like concurrent multiband system that groups end devices into non-overlapping clusters. In addition, the designed traffic prioritization system facilitates the coexistence of different data delivery models within a single architecture.
Due to its flexibility, easy installation and high reliability achieved in extensive experimentation, the INTER-HARE protocol can perfectly fit in Industry 4.0 environments with dynamic monitoring requirements (i.e., changing sensor locations, targeted metrics, type of sensors, acquisition periods, and so forth) transmitting non-delay sensitive data.
Current INTER-HARE network coverage is limited by the range of the GW. Future work will consider the use of relays at 868 MHz to further extend it. In addition, dependency of on-site devices (CHs and DADs) on batteries makes necessary a proper maintenance plan together with the usage of high capacity power sources, or even energy harvesting techniques.
