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Summary 
Private investment in R&D is important for boosting innovation and growth. Governments 
are stimulating business R&D by subsidies and fiscal instruments. The existence of positive 
externalities from business R&D is the main justification for such government support. Be-
sides, for the Dutch government, the low R&D expenditures compared with other OECD 
countries is also an argument to stimulate business R&D.  
This report deals with the economic effects of business R&D subsidies. The impact of an ex-
tra R&D subsidy is estimated with help of PRISMA, the SCALES’ model for medium term 
forecasting. This is done by extending it with an R&D module. In the module the determi-
nants and effects of business R&D are modelled at industry level.  
Internationalisation, interest rate, profitability, production, orders by (semi-) 
public institutes, and financing by central governments are assumed to be determinants of 
business R&D. 
Two economic effects of business R&D are distinguished: demand effects and productivity 
effects. On account of the direct effect of business R&D and the spillover effect of R&D, the 
productivity of a sector is assumed to increase through R&D of the sector itself and through 
R&D in other sectors. The demand effect is modelled via export. It is assumed that only R&D 
of the sector itself improves exports.  
A scenario is analysed, in which government subsidies on businesses R&D are increased 
permanently with 0.05% of GDP. For the base year 1999, this is equivalent to an increase of 
50% of the government subsidies on R&D or 370 Dutch guilders. 
Long-term effects on the main economic variables are presented in table A. On account of 
the extra R&D subsidies the business R&D expenditures rise with 4.3%. As 370 million is 
equal to 4.4% of business R&D expenditures, the long-term elasticity of R&D subsidy on 
R&D expenditures equals one. 
The economic effects of the extra R&D subsidies are substantial. In the long run, the perma-
nent increase in R&D subsidies increases GDP by 0.6%. This effect materialises through the 
demand and productivity effect of R&D. Exports increase by 0.7% and labour productivity 
increases by 0.5%. Note also that the government budget balance improves with 0.1 
%point GDP. Furthermore, real wages increase by 0.5% as a result of the increased labour 
productivity. 
Finally, a caveat with respect to the reliability of these results is in order. Naturally, the 
common limitations with respect to model simulations are also relevant for our study. How-
ever, we want to stress especially that we assumed constant returns to scale with respect to 
the effects of R&D, while there is a point in arguing that – for larger changes – the returns 
will be decreasing. In this sense, our results should be interpreted as an upper bound for the 
real values. 6  EIM/SCALES 
Table A  Main economic effects of an increase of R&D subsidies by 0.05% GDP 
Variable  Unit  Effect 
R&D expenditures  %  4.3 
GDP  %  0.6 
Real wages  %  0.5 
Exports  %  0.7 
Labour productivity private sector  %  0.5 
Employment  1000 fte  6 
Government budget balance as share of GDP  %-pt  0.1 
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1  Introduction 
R&D activities are of major importance for economic growth. Through R&D, knowledge is 
created and new ideas about production and products arise. The resulting innovations are 
necessary to survive the international competition. R&D activities are carried out by firms 
(business R&D) and research institutes, such as universities. Firms benefit from their own 
R&D, and via spillovers they benefit from R&D activities in other firms or research institutes 
(Griliches, 1992). The impact of R&D spillovers is influenced by the level of business R&D. 
Firms doing more R&D will benefit more from new ideas and products coming from other 
firms or research institutes. Business R&D, in other words, has two faces: innovation and 
learning (Cohen and Levinthal, 1989). The ICT revolution makes the two faces prominent. A 
consequence of the ICT revolution is that knowledge, including economic knowledge, be-
comes to some extent globally available (Soete and ter Weel, 1999). Furthermore, the non-
rivalness of R&D knowledge dominates more and more the appropriability of R&D. So spill-
overs and the capacity to benefit from spillovers determine the survival of firms that deter-
mines the economic performances at macro level. In short, business R&D contributes to 
economic growth via creation of knowledge, adoption of knowledge and innovations.  
Policy makers attach importance to R&D. Business R&D expenditures at the level of countries 
are monitored and compared. Furthermore, business R&D activities are stimulated by gov-
ernments. 
Because of the importance of business R&D, a large number of empirical studies on business 
R&D has been done. Many results of both effects and determinants of R&D were published. 
However, a complete picture of all different effects of business R&D, including interactions 
between sectors and variables, is hardly available, because most empirical studies focus on 
productivity effects or determinants only. Hence, only partial insights in business R&D are 
available. Exceptions are the models ENTECH (Den Butter and Wollmer, 1992, and Den But-
ter and Van Zijp, 1995) and MESEMET (van Bergeijk et al., 1995 and Donselaar et al., 2000). 
These models are specified at macro level however. Thus, interactions between sectors and 
industry-specific effects are not included. 
The purpose of this study is to get insight at the industry and the macro level into the ef-
fects and determinants of business R&D, including interactions. This is carried out by making 
an R&D module for the EIM model PRISMA. PRISMA is a macro-sectoral model of the Dutch 
economy. As the R&D intensities differ between sectors, the industry level is interesting and 
useful.  
The structure of this report is as follows. The first part of the report deals with theoretical is-
sues. The basic assumptions of the project are discussed in chapter 2. Subsequently, litera-
ture about determinants and economic effects of business R&D are presented in chapters 3 
and 4, respectively. Chapter 5 is about the size-class effects of business R&D. The linkage 
between determinants and effects of business R&D is discussed in chapter 6 by presenting 
an overview of the R&D module.  
In the second part of the report the assumptions are worked out by developing the PRISMA 
R&D module. In chapter 7 and 8 the new PRISMA equations for the determinants and ef-
fects of business R&D are presented. 
The third part presents the results of the R&D module. Chapter 9 shows the results of an in-
crease in R&D subsidies by government. Chapter 10 compares our results with those of the 
model MESEMET.   EIM/SCALES 
2  Inspiration and limitations of the project  
It is assumed that growth can be enhanced via creation of knowledge, because knowledge 
is (partly) not appropriable and because knowledge shows increasing returns. We presume 
that firms benefit from knowledge of other firms, which is called spillovers. The spillover ef-
fect implies endogenous growth, because growth of production can be enhanced without 
growing inputs and spillover effects are influenced by economic variables (for example R&D 
–investments). The importance of spillovers as part of the mechanism of endogenous 
growth was first stressed by Romer and Lucas (1986, 1988).  
Later Aghion et al. (1992, 1997) developed a competition model in which growth is en-
dogenous as a consequence of the spillover effects of innovations. The papers deal with 
competition between firms. The productivity of firms is enhanced step by step. Differences 
between productivity caused by more successful innovations generate incentives to imitate 
and to do R&D, which in turn generates new productivity steps. They found that more imi-
tations (spillovers) might be growth enhancing. However, if the ease of imitation is too high, 
R&D investments and growth will fall.  
The approach in this project joins with the common visions on knowledge spillovers and 
R&D. Business R&D is an important source of knowledge. Therefore it is assumed that busi-
ness R&D is conducive to firm performances. Furthermore, estimates of spillover effects of 
business R&D will be used in the R&D module.  
The vision on R&D and economic performance is demonstrated in figure 1. Arrows 2 and 3 
are the heart of the schedule. Business R&D enhances economic performances through in-
novations. Besides, public R&D (e.g. by universities) results in publicly available knowledge 
that influences business R&D and initiates innovations (arrow 6 and 7). Business R&D will 
also contribute to public knowledge and R&D (arrow 5). Innovations may enhance publicly 
available knowledge and R&D (arrow 8). Finally, economic results influence business R&D 
because they are part of the set of determinants (arrows 4 and 1).  
Naturally, the approach has its limitations. First, specifications in the empirical studies are in 
general different from the model specifications. Thus, often some adaptations have to be 
made. Second, by including a new variable in a PRISMA equation the coefficients of the 
other variables can become incorrect. Third, in the empirical studies almost all effects are es-
timated as linear. It is questionable, however, whether these effects should remain linear in 
simulation variants where large changes are involved. An important example is the effect of 
R&D capital. In this study this effect is assumed linear, whereas it could be argued that – for 
large changes – this effect should exhibit decreasing returns to scale. 
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3  Determinants of business R&D 
3.1  Introduction 
Various studies have been done on determinants of business R&D. The study from Donselaar 
and Knoester (1999) is especially interesting because it provides an extensive survey of em-
pirical studies and own empirical results for the Netherlands. Their study will be presented 
extensively in section 3.3. This chapter starts with a discussion of all possible determinants 
of business R&D.  
3.2  Which factors can determine business R&D? 
Because of the high risks involved, expenditures on R&D differ from other investments. A 
relatively large number of skilled and specialized employees are needed to carry out R&D. 
High adjustment costs of R&D should also be mentioned (Hall, 1992). First, R&D investments 
contribute to a firm’s stock knowledge (see also Griliches, 1979). Second, it takes time be-
fore R&D investments generate profits. A consequence is that R&D figures show less varia-
tion than material investments do. (It is costly to stop R&D projects.) 
In theory, it is expected that a great part of R&D expenditures will be financed with cash 
flows instead of loans supplied by banks. More general, the financial position of the firm 
determines its R&D intensity. Beside cash flow, profits and solvency are considered (Hall, 
1992; Minne, 1995). Empirical evidence for the relation between the financial position and 
R&D intensity in the Netherlands is found by van Leeuwen and Nieuwenhuijsen (1995), 
Donselaar and Knoester (1999), Minne (1997) and Klomp and van Leeuwen
1 (1999).  
Because large firms have the ability to spread costs and negative results, the risks of R&D 
projects depend on the size of the firm. Hence, especially small firms are dependent of their 
 
1
   Klomp and van Leeuwen consider total innovation expenditures.    EIM/SCALES 
financial position, because banks are, in general, more interested in low-risk projects 
(Himmelberg and Petersen, 1994).  
The idea of cost spread of R&D is also used to state that R&D expenditures depend on the 
size class of the firm (Cohen and Klepper, 1996). The size class itself is then considered as 
an explanation of the R&D intensity.  
The interest rate is also mentioned to be a determinant of business R&D. R&D is, like other 
investments, stimulated by low interest rates (Minne, 1997; Aghion and Howitt, 1992). The 
influence of interest probably implies that the level of business R&D expenditures is not 
completely dependent on own financial sources. Empirical results from Minne (1997) and 
Donselaar and Knoester (1999) show the impact of interest rates on business R&D invest-
ments. 
In many countries R&D is funded by governments. It is stated that stimulating business R&D 
is useful because of the spillovers of R&D. Owing to spillovers the social returns of R&D are 
much larger than the private returns to R&D. This implies that optimal R&D investment 
would be higher than actual investment (Jones and Williams, 1998)
1. It is reasonable to as-
sume that subsidies or other financial contributions from governments must have influence 
on business R&D. Various empirical studies show the influence of government support on 
business R&D. Recent studies to be mentioned are: Guellec and Pottelsberge de la Potterie 
(1997), Geroski et al. (1998), Favre et al. (1999) and Donselaar and Knoester (1999). Also, 
de Jong and Brouwer (1999) stress the importance of government support (pp. 74-75). Es-
pecially interesting is the study by Guellec and Pottelsberge de la Potterie. The study is 
based on data from 17 OECD countries, including the Netherlands. Besides the main con-
clusion that government support stimulates business R&D, four other findings are interest-
ing. First, they find that the relation between support and impact on business R&D is in-
verted U-shaped. Second, it turns out that the return to business R&D depends on the type 
of support. Direct subsidies are more effective than fiscal incentives. This is also found by 
Geroski et al. (1998). Guellec and Pottelsberge de la Potterie state that direct subsidies initi-
ate new projects while fiscal incentives stimulate firms to accelerate existing projects. Third, 
they find that the two kinds of supports are substitutes. So using fiscal incentives will re-
duce the returns to subsidies and vice versa. Fourth, Guellec and Pottelsberge de la Potterie 
conclude that defence-related R&D subsidies reduce business R&D investment.  
Internationalisation is also mentioned to determine R&D activities (Donselaar and Knoester, 
1999). Owing to internationalisation, more players can be found in the various markets. So 
competition will be more intensive and firms are charged to innovate. R&D is needed to be 
able to innovate and benefit from spillovers. Empirical evidence for the relation between 
competition and innovation can be found in Lever and Nieuwenhuijsen (1999) and Nickell 
(1996). Also surveys among companies show that competition prompts innovation (see e.g. 
Amse et al., 1997).  
Empirical studies on the influence of the availability of highly skilled employees on R&D ac-
tivities are scarce. Obvious this is not considered as a bottleneck. But modern economies are 
shifting towards a knowledge-based economy and so the demand for relatively highly and 
specialized skilled employees is rising. It is expected that the availability of highly skilled em-
ployees in economies will be a key factor in the international competition. More theoretical 
models dealing with long-term economic growth stress the importance of highly skilled em-
ployees (e.g. Aghion and Howitt, 1992).  
 
1
   According to Jones and Williams (1998), optimal R&D investment is at least two to four times actual 
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Public knowledge and public R&D activities will influence business R&D. For example: R&D 
by universities influence public knowledge and public knowledge will influence business 
R&D activities. Maybe there is also an indirect effect. If more people work for universities (or 
study), more skilled labour will be available. So, public R&D stimulates private R&D. How-
ever, public R&D and private R&D can also be substitutes. Empirical results about the impact 
of public R&D on business R&D are hardly available.  
Finally, more general environmental circumstances will influence the business-R&D activities. 
Macro variables like government budget deficit, quality of infrastructure, frequency of 
strikes will influence the decision of multinational firms where the R&D activities will be 
done.  
In sum, business R&D is influenced by:  
1.  Profits, cash flows and solvency (dependent on size class) 
2.  Interest rates 
3.  Grants and other funding from governments 
4.  Internationalisation 
5.  Availability of specialized skilled labour 
6.  Public R&D (knowledge). 
7.  General environmental circumstances. 
3.3  Results for the Netherlands (Donselaar and Knoester) 
Although studies found empirical evidence for the most mentioned determinants (1 to 4 
above) the results are not identical. Most studies provide no complete insight in all determi-
nants simultaneously, but consider only a part of the list presented here. The results from 
Donselaar and Knoester (1999) are usable for the Netherlands and PRISMA. They consider 
the most complete list of determinants, the database is representative for the Netherlands 
and the results are plausible compared with other studies and theoretical expectations. They 
use macro time series, excluding the so-called big five R&D companies, for the period 1972-
1995. Because the big five R&D investors dominate the macro figures of business R&D ex-
penditures, the correlation between business R&D and domestic economic variables can not 
be found with macro time series (see Bartelsman et al., 1996). 
In Donselaar and Knoester a linear model is used in which business R&D intensity is ex-
plained by internationalisation, financial support by central government, orders by (semi-
)public institutes, real interest rates and solvency. Besides, a dummy referring to the period 
1994-1995 is included, because the observation of business R&D by Statistics Netherlands 
has changed in those years. The results of Donselaar and Knoester are presented in table 1. 
Table 1  Determinants of business R&D intensity in the Netherlands
a 
  Coefficient  t-value (absolute) 
Internationalization
b  0.0045  10.1 
Financing by central government  1.04  9.1 
Orders by semi-public institutes  1.18  5.6 
Dummy years 1994 and 1995
c  0.061  4.3 
Real interest rate    -0.009  3.7 
Solvency
d  0.0065  2.7 
a.  The model explains 97% of the variance of the dependent variable, business. R&D intensity = busi-
ness R&D expenditures as a percentage of gross value added of firms.   EIM/SCALES 
b.  The ratio between relevant world trade and gross value added of firms (in volumes). 
c.  Dummy owing to changing observation method by Statistics Netherlands. 
d.  Ratio between equity and total capital (%). 
Two minor points of the study by Donselaar and Knoester must be mentioned here. Because 
data at macro level are used, coefficients do not vary between industries. Another point is 
that Donselaar and Knoester consider total government expenditures. No disaggregations 
for the expenditures from government are made. So in the application for PRISMA we are 




4  Effects of business R&D 
4.1  Introduction 
In this chapter the economic returns to business R&D are discussed. Two classifications of 
effects of business R&D are used. Effects can be divided into private returns and spillovers or 
into productivity and demand effects. The private returns and spillovers are discussed in sec-
tion 4.2. Section 4.3 deals with the demand and productivity effects. Measurement of the 
various effects is considered in section 4.4.  
4.2  Private and social returns 
Effects of business R&D can be divided into private returns and spillovers or externalities. 
The performances of R&D investors will be enhanced by their own R&D. This is called the 
private rate of return to R&D. Besides, firms (or consumers) may benefit from R&D activities 
done by other firms which is called the spillover effect of R&D. Summation of the spillover 
effect and private effect gives the social returns to R&D.  
In theory, three types of spillover effects of R&D are distinguished: knowledge spillovers, 
rent spillovers and network spillovers (Jaffe, 1996). Knowledge spillovers occur through job 
rotation, informal contacts and publications. Knowledge spillovers are not embodied in 
products or services in contrast to rent spillovers which are embodied in products or ser-
vices. For rent spillovers a transaction is needed. In general, product prices will not fully cap-
ture the quality improvements and innovations. Hence, the buyer will benefit from R&D car-
ried out by the producer, which is called a rent spillover from R&D. Finally, network spill-
overs occur when the economic value of an innovation is dependent on related technolo-
gies. An example exists in the software business. Development of applications of software 
will contribute to the economic value of the software.  
Measuring R&D spillovers or externalities is not simple. A debate is going on about working 
and size of different effects. Many results are presented, but not without difficulties. Never-
theless, there is a common belief that spillovers exist. Griliches (1992, p. 43) concludes:  
 
1
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‘In spite of all these difficulties, there has been a significant number of reasonable well done 
studies all pointing in the same direction: R&D spillovers are present, their magnitude may 
be quite large, and social rates of return remain significantly above private rates’. 
The difference between private and social returns to R&D is called the spillover gap. Esti-
mates of this gap vary. Recently, Jaffe (1996) and Mohnen (1996) presented a summary of 
empirical studies on R&D spillovers. Both Jaffe and Mohnen agree with Griliches and stress 
the existence and importance of spillovers. Both economists conclude that the spillover gap 
must be 50 to 100% of the private rate of return. 
4.3  Productivity and demand 
In most studies only effects of R&D on productivity are examined. This holds for both private 
effects and externalities of R&D (Mairesse and Sassenou, 1991, and Mohnen, 1996). How-
ever, R&D activities contribute to product and process innovation. Surveys among Dutch 
firms point out that in the Netherlands 70% of business R&D expenditures is done on behalf 
of product innovation and merely 30% is carried out in behalf of process innovations (van 
Leeuwen and Nieuwenhuijsen, 1995). So R&D activities must have impact on productivity 
and demand for products of the firms. Another point is that productivity influences product 
prices (see e.g. Lever, 1997). Hence, two effects on demand can be distinguished: the direct 
effect on account of the product innovations, and the indirect effect on account of the im-
pact on productivity.  
A more theoretical argument for the existence of the demand effect of R&D is mentioned 
by Ioannidis and Schreyer (1998), and is called the Kaldor paradox. Countries with high in-
creases in unit labour costs (which implicates low price competitiveness) show often a high 
increase in their export shares (Kaldor, 1978). Hence, cost and price factors provide no 
complete explanation of the failure or success in competition.  
In spite of the small number of studies on demand effects, some empirical studies show 
clearly the influence of R&D on demand. Ioannides and Schreyer (1998) analyse 22 manu-
facturing sectors of 10 OECD countries and find that R&D has an upward impact on export 
share in 9 out of the 22 sectors. Van Leeuwen and Nieuwenhuijsen (1999) examine a panel 
of the most prominent Dutch R&D firms and conclude that the positive impact of R&D on 
sales is four times the impact on labour productivity. Klomp and van Leeuwen (1999) exam-
ine the impact of innovation expenditures on sales for about 1,500 firms and find an up-
ward impact of innovation on sales.  
4.4  Measuring effects of R&D 
4.4.1  Introduction 
Empirical studies on effects of R&D can be divided into micro, meso and macro studies. Mi-
cro studies are preferable to measure direct correlations between R&D and economic vari-
ables, because economic theories are formulated at firm level. However, aggregation of re-
sults from micro studies is problematic, especially when the available database is not repre-
sentative for the complete population. Besides, micro studies do not provide estimates of 
spillovers. Meso studies with international data are preferable, because this level connects 
with the level of PRISMA and spillovers between sectors and countries can be estimated.   EIM/SCALES 
Macro data can be useful to estimate the total effect of domestic R&D and effects of for-
eign R&D. 
4.4.2  Productivity 
Most studies use a TFP approach to estimate the impact of R&D on productivity. In this ap-
proach, foreign R&D, R&D of other sectors and R&D of the sector itself contribute to the to-
tal factor productivity (TFP) of a sector. Cobb-Douglas production functions are estimated, 
including three R&D variables: 
1.  R&D of the sector 
2.  (weighted) sum of R&D in other sectors 
3.  (weighted) sum of R&D in other countries. 
The impact of the first R&D variable, R&D activities in the sector itself, consists of the private 
effect and the spillovers between firms within the sector. The impact of the second R&D 
variable equals the spillover effect between sectors, whereas the third variable measures the 
impact of foreign spillovers. Distinction between the several types of spillovers is not quite 
simple and is related to the weighting schemes that are used. In many studies no distin-
guishing is made at all. Furthermore, economists are debating about the weighting 
schemes, the measurement of TFP, the measurement of R&D and about the size of the spill-
overs. The available results vary. Recently, results for the Netherlands were published by Ja-
cobs et al. (1998, 1999) and Soete and ter Weel (1999). 
Soete and ter Weel analyse knowledge spillovers in manufacturing. They weigh R&D (of 
other sectors) with the help of the technology matrix developed by Verspagen (1997). The 
matrix is constructed using data from the European Patent Office. Patents are assigned to a 
single main technology class and to one or more supplementary technology classes. Linking 
technologies to industries provides the relevant weights. 
Jacobs et al. analyse the complete business sector. They claim that they consider both rent 
and knowledge spillovers. They use I/O tables to construct the second and third R&D vari-
able. 
Both Soete and ter Weel and Jacobs et al. apply the capital approach of R&D. According to 
this approach, R&D expenditures contribute to R&D capital during a number of years and 
every year a percentage of the R&D capital is depreciated. In these two studies a deprecia-
tion rate of 15% is used, which is in line with most other studies on productivity and R&D. 
Results of the main studies (including the results for the Netherlands of Soete and ter Weel 
and Jacobs et al.) are presented in table 2. The impact of R&D capital is represented by out-
put elasticities indicating the relative change in total factor productivity initiated by a rela-
tive change in R&D capital. The spillovers found by Jacobs et al. are very large and possibly 
too large, taking into account that the private effect on productivity in manufacturing is 
about 0.05 (van Leeuwen and Nieuwenhuijsen, 1995, 1998, 1999). Furthermore, the results 
of Jacobs et al. are not in line with the results found in other studies. According to a sum-
mary by Griliches (Griliches, 1988, p. 15) the TFP-elasticity of own R&D capital stock lies in 
the range 0.06-0.10, and Coe and Helpman (1995, p. 873) find for the Netherlands a TFP-
elasticity of domestic R&D capital stock of 0.078 – 0.109. Donselaar et al. (2000) assume a 
TFP effect of domestic R&D capital of 0.09. EIM/SCALES  15 











Van Leeuwen and Nieuwenhuijsen  0.05       
Soete and ter Weel (manufacturing)    0.07  0.10  0.17 
Jacobs. Nahuis and Tang    0.35  0.18  0.53 
Coe and Helpman        0.078-0.109 
Donselaar et al.         0.09 
Note that foreign R&D capital can be omitted. Because results for scenarios will be analysed 
as difference from a basic scenario and it is assumed that the development of foreign R&D 
capital is the same in all scenarios. 
Furthermore, we know that:  
1.  R&D is more important in manufacturing than in services. 
2.  Services benefit more from other sectors than manufacturing, (Nieuwenhuijsen and van 
Stel, 2000). 
3.  PRISMA uses 4 manufacturing sectors. 
4.  The results of Jacobs et al. are very high in comparison with the other results. 
5.  The results of Soete and ter Weel are much higher than the results of Coe and Helpman 
and the calibration of MESEMET, which indicates that productivity effect in services is 
smaller that in manufacturing industries. 
6.  Jaffe (1996) guess that indirect effects are about 50%-100% of direct effects. 
It is clear that an empirical study with data on PRISMA level would be very useful. However, 
it is not impossible to make some acceptable choices. Table 3 shows how the productivity 
effects are implemented in PRISMA. 
Thus the TFP effect of R&D in the own sector equals 0.07 in manufacturing sectors and 
0.035 in service sectors. TFP effect of R&D in other sectors is calculated taking into account 
that the total effect must be 0.09. 
In PRISMA three inputs are distinguished. Therefore, the TFP-effect in terms of value added 
must be recalculated in terms of gross production. In Appendix 3 it is shown that multiplica-
tion with one minus the cost share of intermediate deliveries gives the TFP effect in terms of 
gross production. 
Table 3  TFP-effects of R&D in PRISMA 
  Effect of R&D own sector  Total effect 
Manufacturing  0.07  0.09 
Services  0.035  0.09 
4.4.3  Demand 
In spite of the small number of empirical studies on demand effects of R&D, some empirical 
studies are interesting and usable for the R&D module of PRISMA. 
At firm level van Leeuwen and Nieuwenhuijsen (1999, p. 17) find an elasticity of R&D capi-
tal with relation to sales of 0.2, indicating that a 10 % rise in R&D capital results in an addi-
tional sales growth of 2%. It is not clear to what degree sales at meso and macro level will 
be influenced. Maybe sales growth will drive out other domestic firms, will stop import 
penetration or will enhance exports. Measuring the impact on import penetration is almost   EIM/SCALES 
impossible. Studies about R&D and import penetration have not been found, but the impact 
of business R&D on exports has been examined by Ioannidis and Schreyer (1998). 
Ioannidis and Schreyer formulated a model on exports at sector level. They distinguish 31 
export markets for every sector. The model is applied to 21 manufacturing sectors. Starting 
point is a set of two structural equations at the level of the export markets. In the first equa-
tion the R&D of the sector (together with other variables) determines the share of export in 
the total market. In the second equation the export price is explained by R&D and other 
variables. 
Linearising, taking logarithm, taking first differences and aggregation of the 31 export mar-
kets into sector level give reduced form equations for the relative change of the relative 
price and the relative change of total export market share at sector level which can be esti-
mated by ordinary least squares (OLS). The effects of R&D on prices will be modelled via the 
productivity effects in the R&D module of PRISMA
1. Therefore, only the reduced form equa-
tion of export shares is used. In this equation the relative change of the export market share 
is determined by: 
•  R&D in the sector (called direct effect by Ioannidis and Schreyer) 
•  R&D in other sectors (called indirect effect by Ioannidis and Schreyer) 
•  Export price 
•  Market composition effect (caused by the aggregation of the 31 export markets). 
The fourth variable arises from the aggregation of the 31 export markets and equals the 
weighted sum of the growth of the export markets (because all variables are transformed to 
deviation of the mean value). 
Ioannidis and Schreyer apply the capital approach to measure R&D. R&D stocks are calcu-
lated for alternative depreciation rates and the one that explained the relative growth of ex-
port share best, is chosen. 
It is assumed that indirect R&D is acquired via intermediate deliveries of goods or invest-
ments (R&D spillovers). I/O tables are used to calculate the indirect R&D. R&D in other sec-
tors is weighted according to the deliveries. It is assumed that R&D of a sector is uniformly 
embodied in its production. In the empirical applications only indirect R&D via investment 
goods is used. The variable is defined as indirect R&D divided by total gross fixed capital ex-
penditures. Hence, the capital approach is not applied to the indirect R&D. 
The results found by Ioannidis and Schreyer are presented in table 4. They use the ISIC2 
classification. A distinction between high and low technology sectors is made. Only R&D 
variables are presented in table 3. The purpose of this project is to document the various ef-
fects of R&D and to add the relations to PRISMA. It is assumed that other variables and rela-
tions are already well modelled in PRISMA and that the extension with R&D will not influ-
ence other coefficients or relations. This assumption is discussed in section 6.4.3. 
The results for the indirect effect look not plausible and are in majority not significant. 
Therefore, the indirect effect of R&D (intersectoral spillovers) on export performances is ne-
glected. Second, the scores of the direct R&D variable are not plausible and significant in all 
sectors. Aggregation after weighting with export shares gives an elasticity of 0.36 (Donse-
laar et al., 2000). 
Another empirical study about R&D and exports is Van der Linden (1997). She uses macro 
figures of 15 OECD countries and finds and export elasticity of R&D capital of 0.6. 
 
1
   In the price equation of PRISMA, average costs are included (De Wit, 2001). Owing to the productiv-
ity effect, average costs are influenced by R&D. See also sections 5.2 and 5.3. EIM/SCALES  17 
Next to these empirical studies we have MESEMET. A model in which an export effect of 
private R&D is calibrated on the basis of theoretical and empirical evidence. MESEMET ap-
plied 0.48. In the model the elasticity of technology capital and human capital together is 
fixed on 1.0 (Van Bergwijk et al., 1995). Furthermore, the elasticity of human capital is esti-
mated by Reininga (1994) who find 0.4, which implies an export elasticity of 0.6 for tech-
nology capital. In MESEMET technology capital consists of private R&D capital (80%) and 
R&D capital of (semi-)public institutes. So in MESEMET the output of private R&D capital be-
comes 0.48 ( = (1.0-0.4)*0.8). 
The value of 0.48 looks plausible and acceptable as best guess. However, this elasticity can-
not be used directly in the PRISMA module. Using the 0.48 in PRISMA would overestimate 
the economic effects of R&D. This is checked as follows. 1% extra world trade growth gen-
erates according to the PRISMA kernel (without the R&D module) about 0.9% extra value 
added. This is in line with the CPB model ATHENA. If the R&D module is included in PRISMA 
(with export elasticity 0.48) the 1% extra world trade growth generates 1.6% extra value 
added. The assumption that ATHENA generates the best guess implies adjustment of the 
export elasticity. It is important to distinguish between the direct effect and the long-term 
effect of R&D on exports. According to the R&D module of PRISMA the long-term effect is 
much larger than the direct effect on exports. This is explained by the relation between 
value added and R&D expenditures (elasticity equals 1, see section 8.2). More world trade 
generates more exports and more value added, which generates more R&D expenditures 
(and capital), which in turn generates more exports, and so on. In fact, the demand effect is 
counted too much. Running the R&D module with different values for the export elasticity 
shows that the value 0.10 generates a multiplier of world trade that is comparable with the 
ATHENA multiplier. Therefore, in the PRISMA module the value of 0.10 is used, implying a 
long-term effect of about 0.7.   EIM/SCALES 






of the sector 
R&D by other sectors 
(intensity) 
Technology intensity high     
382 -/-3825  Non-electrical machinery  0.13*  -0.05 
385  Instruments  0.03  0.16 
39  Other manufacturing  0.22*  0.13 
3842+3844+3849  Other transport  0.10  -0.58* 
351+352 -/-3522  Chemicals  1.04  -0.19 
3522  Drugs  0.40*  0.41 
3825  Computers  0.34*  0.09 
383-/-3832  Electrical machinery  0.23*  0.27 
3832  Electronic equipment  0.36*  0.08 
3843  Motor vehicles  0.82*  -0.51 
3845  Aircraft  0.73*  0.83* 
Technology intensity low     
33  Wood  0.13  0.24 
32  Textiles  -0.07  -0.56 
381  Metal products  -0.06  -0.01 
34  Paper  -0.02  0.17 
31  Food  0.28*  -0.51* 
355+356  Rubber and plastic  0.01  0.15 
36  Non-metallic minerals  0.04  -0.25 
371  Iron and steel  0.06  0.33 
352+354  Petroleum  0.20  -0.04 
3841  Shipbuilding  0.07  -0.53 
372  Non-ferrous metal  0.09  -0.52 
* Absolute t-value >1.5. 
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5  Size-class effects 
5.1  Introduction 
Economists are debating about the theme size class and R&D since Schumpeter. Soete and 
ter Weel recently presented a clear explanation of Schumpeter’s hypothesis (Soete and ter 
Weel, 1999). In Socialism, Capitalism and Democracy (1942) Schumpeter put forward the 
hypothesis that large firms are the most effective R&D investors. The idea of Schumpeter 
was that large firms can appropriate the main part of their inventions which give incentives 
and opportunities to innovate again. So a self-reinforcing process arises which generates 
concentration of large firms. This theory about competition and innovation is called Schum-
peter II. So we have also Schumpeter I. In the regime called Schumpeter I innovations 
sourced from new entering firms. Knowledge is mainly public knowledge and cannot be 
appropriated. So incumbent firms have no incentives to invest in R&D. According to Schum-
peter I innovation and growth are linked with turbulence and smallness, while under 
Schumpeter II innovations and growth are linked with highly concentrated industries. Both 
theories, Schumpeter I and II, are theoretical regimes. In some industries innovations and 
growth will be enhanced through turbulence while in other industries concentration will 
contribute to R&D expenditures, innovations and growth. 
For modelling R&D in PRISMA two questions with relation to the theme R&D and size are 
relevant: 
•  Is firm size itself determinant of the R&D activities in the firm? 
•  Do small firms benefit more or less from R&D than large firms? 
5.2  Firm size as determinant? 
Empirical studies show that the share of firms doing R&D increases with size class and in the 
highest size classes the share is exactly one (see e.g. Bound et al. (1984) and Cohen et al. 
(1987)). However, studies show also that the relation between R&D and size is proportional 
(see again Bound et al. (1984) and Cohen et al. (1987)). Furthermore, most models on de-
terminants of R&D use variables connected with size class instead of the size itself (see 
chapter 3). 
Using the determinants and coefficients presented in section 3.3 for all size classes could be 
a defensible approach. This approach should be checked. More specific, a project is needed 
which verifies the goodness of fit in the different size classes (and sectors) generated by the 
model of Donselaar and Knoester. Maybe the coefficient of solvency appears to be higher 
for small firms. 
Another idea is to use the model of Donselaar and Knoester only for large firms, because 
the macro figures are dominated by the large firms
1. For small firms results of Himmelberg 
and Petersen (1994) could be used. They examine a panel consisting of especially high-tech 
 
1
   In 1993, 50 firms accounted for about 90% of total business R&D expenditures (Minne, 1995, p. 46). 
Recently, this figure is confirmed by new estimates of CPB (Internet site 
http://www.cpb.nl/nl/general/org/afdelingen/ti/research.html).   EIM/SCALES 
firms. Application of the model is acceptable if the main part of R&D by small firms is car-
ried out by high-tech firms. Table 5 presents the results found by Himmelberg and Petersen. 
Minimum and maximum scores are presented. 
Table 5  Determinants of R&D expenditures for high-tech small firms 
Variable  Coefficient 
Cash flow (net profit + depreciation)  0.160-0.328 
Change in sales  0.008-0.012 
Tobin’s q (market value / replacement value of firm)  0.002-0.004 
The model of Himmelberg and Petersen is comparable with the model of Donselaar and 
Knoester. Interest rates are not included by Himmelberg and Petersen, because they use in-
dividual firm data. Internationalisation is also omitted. Maybe this variable is less important 
for small firms. More important is the absence of government support and orders by (semi-
)public institutes. This difficulty can be circumvented by using the coefficients of Donselaar 
and Knoester or assuming that these variables do not affect R&D by small firms. The first 
approach is preferable. 
5.3  Firm size and returns to R&D 
The debate on the hypothesis that large firms are the most effective innovators has not 
been closed. Acs and Audretsch (1991) found that the number of innovations related to the 
R&D expenditures is disproportional with size. On the other hand, Cohen and Klepper 
(1996) recently put forward the hypothesis that, because of cost spreading, large firms do 
have an advantage in conducting R&D. The debate is focused on the private returns on 
R&D. However, spillovers of R&D may also differ between size classes, because small firms 
are spending less on R&D (at least in absolute terms). Hence, large firms maybe have an ad-
vantage for the two faces of R&D (Cohen and Levinthal, 1989). Estimates of size-specific 
R&D spillovers are not available. 
Size-specific estimates of the private returns to R&D are available for the Netherlands. 
Brouwer and Nieuwenhuijsen (2000) estimate a micro-economic model, developed by Van 
Leeuwen and Nieuwenhuijsen (1999). The model generates estimates of both productivity 
and demand effects. Brouwer and Nieuwenhuijsen use a database consisting of small and 
large firms. For large firms they found results comparable with the results of van Leeuwen 
and Nieuwenhuijsen. The reason for this is that the panel used by van Leeuwen and Nieu-
wenhuijsen consists of mainly large firms. For small and medium-sized firms no demand ef-
fect is found by Brouwer and Nieuwenhuijsen. Besides, the productivity effect, measured as 
output elasticity, is smaller than for large firms (0.035 against 0.048). However, tests points 
out that the difference (0.013) is not significant. 
5.4  Conclusion 
Findings in literature are not consistent. Furthermore, the main part of the R&D investments 
in the Netherlands is done by large firms. Thus, neglecting a possible size-class effect will 
not generate a great bias in the estimates of R&D effects. Therefore, size-class effects are 
not modelled in this study. EIM/SCALES  21 
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6  Overview of the R&D module 
6.1  Introduction 
In this section determinants and effects of business R&D are linked by developing a schedule 
of the R&D module of PRISMA. 
The chapter starts with a summary of the findings from chapter 3, 4 and 5. With the help of 
this summary the schedule is presented in section 6.3. The chapter is ended with some re-
maining pitfalls (section 6.4). 
6.2  Summary of findings 
1.  Economic effects of business R&D consist of productivity and demand effects. In other 
words, demand and supply are influenced by business R&D activities. The impact of R&D 
on demand is both direct and indirect. Product innovations initiated by R&D shift the 
demand curve (direct effect), while process innovations improve productivity, which re-
sults in more demand (via reduction of prices). 
2.  Effects of business R&D can be divided into private effects and spillovers or externalities. 
The total effect is called social returns. 
3.  The focus is on sector level. The sector approach is the most interesting. Interactions be-
tween sectors can be modelled (including the effects of R&D expenditures in ‘the other 
sectors’). Besides, a sector approach will contribute to reliable results, because of the 
variation in R&D intensities. 
4.  Productivity is influenced by R&D in the sector itself, by R&D in other domestic sectors 
and by R&D in foreign countries. The last two factors are constructed by aggregating 
R&D of the different sectors and countries, respectively. 
5.  Demand effects have an upward impact on exports. It is assumed that only R&D of the 
sector itself influence export performances. Other demand effects, like stopping import 
penetration or driving out other sectors, are not modelled. 
6.  The impact of determinants on business R&D and the effects of business R&D on eco-
nomic performances are assumed to be the same for all sectors. 
7.  The following determinants of business R&D are used: 
a.  Solvency 
b.  Interest rates 
c.  Financing by central government 
d.  Orders by (semi-)public institutes 
e.  Internationalisation. 
8.  No specific size effects will be modelled with relation to both productivity and demand 
effects. 
9.  Public R&D is not modelled, because empirical results on the impact of public R&D on 
business R&D are not found. Besides, it is beyond the scope of this project.   EIM/SCALES 
6.3  Business R&D in PRISMA 
With the help of the findings summarized in the former section, this section presents the 
schedule of the R&D module. 
To add the demand effect of business R&D in PRISMA the export equation must be 
changed. Export is modelled separately in PRISMA (De Wit, 2001). R&D capital of the sector 
itself is included in the export equation. 
The productivity effects of business R&D will be modelled in PRISMA through the factor de-
mands. In PRISMA factor demands and factor prices determine costs. Next, costs determine 
product prices (De Wit, 2001). On account of the productivity effect two R&D variables are 
added to the factor demand equations: R&D capital of the sector itself and R&D capital of 
other sectors. R&D capital of foreign countries can be omitted (see section 4.4.2). 
Finally, the equation(s) on determinants of business R&D are added to PRISMA. 
The approach is illustrated by figure 2. 
6.4  Points of attention 
6.4.1  Introduction 
Two points of attention are worth noting. First, sometimes the specification of the variables 
(R&D included) in the empirical studies differs from the specification in PRISMA. Second, 
adding variables to PRISMA equations, or adding equations to PRISMA, may influence the 
coefficients of other variables (or other equations) in PRISMA. 
6.4.2  Specification of the variables 
In PRISMA growth rates of variables are modelled. The plan is to implement R&D capital in 
PRISMA. With relation to exports the approach of Ioannidis and Schreyer (1998) can directly 
be applied. The same holds for the effect of R&D capital on TFP. With help of the Perpetual 
Inventory Method R&D capital and R&D expenditures can be linked (see van Leeuwen and 
Nieuwenhuijsen, 1998). So the equation of Donselaar and Knoester which is in terms of 
R&D intensity (R&D expenditures as share of value added) can be used. EIM/SCALES  25 
Figure 2  Schedule of R&D module 
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6.4.3  Can partial studies be used in integrated models? 
By adding partial (empirical) studies to integrated models some problems arise. First, it is not 
clear that the coefficients of the partial studies can be directly applied in integrated models 
(see the discussion about the demand effect in section 4.4.3). Second, coefficients of equa-
tions in the kernel of PRISMA may be influenced by adding new equations. 
The influence of adding R&D on other coefficients depends on which variables are included 
in the equations that are adjusted for R&D. Four equations are relevant
1: 
•  Export is in PRISMA determined by world trade and price (related to competitor’s price). 
•  Labour demand
2 is determined by production, real wages, technological change and 
contractual working hours. 
•  Investment (demand for capital goods) is determined by value added, depreciation rate, 
utilisation rate, net return on capital and contractual working hours. 
•  Demand for intermediate goods depends on production only. 
The values of the majority of the coefficients will not be changed by adding an R&D vari-
able. Possible exceptions is the variable technological change, which is influenced by includ-
ing R&D. However, this variable is constant and will not influence the results of the R&D 
module. 
For this project it seems acceptable to assume that the implementation of R&D has no (or 
hardly) influence on coefficients of other variables. Besides, it is beyond the scope of this 




   For details on exports, employment, investment, and intermediate deliveries in PRISMA, see  
de Wit (2001). Note that the equations vary between sectors. Here the sectors in which R&D expen-
ditures are high are presented.  
2
   The impact of R&D on employment is modelled via the long-run employment variable of PRISMA (see 
chapter 8, section 8.3.2). EIM/SCALES  27 
7  Determinants of business R&D in PRISMA 
In the following chapters 7 and 8 extensive descriptions of the equations of the R&D mod-
ule are presented. The chapters can only be understood correctly after reading the nota-
tional conventions in Appendix 1. This Appendix presents also a list with variables of the 
R&D module. Base year values can be find in Appendix 2. 
7.1  Linkage of R&D capital and R&D expenditures 
The impact of R&D on performances is modelled via R&D capital, while the impact of the 
determinants of private R&D is modelled via R&D expenditures. Therefore a link between 
R&D expenditures (REX) and R&D capital (RCA) is needed. R&D expenditures and R&D capi-
tal are related by equation (1).  
 
(1) RCAVN=       R&D capital in t in prices t-1 
    +(1-d)RCAWN-1    R&D capital in t-1  
    +REXVN       R&D expenditures in t in prices t-1 
With: 
d = depreciation rate of R&D capital (it is assumed to be 15 percent, because in most studies 
it is fixed on that level. Cf. Nieuwenhuijsen, 1999 and 2000). 
Note that all variables are in prices of year t-1. 
The formula is based on the Perpetual Inventory Method (PIM, see Appendix 2).  
The deflator for R&D expenditures (REXPR) is assumed to be equal to the deflator of the 
gross value added at factor costs (YBFPR). Also, deflators of e xpenditures and capital are 
taken the same. So we have: 
 
(2) RCAPR = REXPR = YBFPR. 
7.2  The linkage between value added and R&D 
REXVN is modelled via REXQN (the ratio between R&D expenditures and gross value added 
at factor costs of the business sector): 
(3) REXVN =   REXQN * YBFWN-1  
 
A lag in YBFWN is needed, because of the PRISMA ordering of the calculations.  
For REXQN we use the following equation:  
 
(4) REXQN =   REXQN-1  + REXQD. 
 
REXQD is determined by equation (5): 
 
(5) REXQD=     R&D expenditures as share of gross value added at factor costs 
    +a1SOLQD  solvency (equity as share of total capital) 
    +a2SURQD  financing by government as share of gross value added factor costs   EIM/SCALES 
    +a3RRXRD-1   real interest rate 
+a4CWHQD-1   relevant world trade as share of business gross value added factor costs 
(both in volumes). 
The equation is based on Donselaar and Knoester (1999). The following adaptations are 
made:  
1.  In Donselaar and Knoester financing by (semi-)public institutes (as share of value added) 
is included. In the R&D module of PRISMA this variable is not used. In fact, it is assumed 
that this variable is constant.  
2.  The interest rate is not lagged in Donselaar and Knoester. For PRISMA the lag is neces-
sary, because of the PRISMA order of calculations. We assume that this adjustment has 
no great impact on the results.  
3.  In Donselaar and Knoester the variables in the equations are incorporated as levels. 
Therefore they use a constant term.  
4.  For the variables solvency and index of world trade Donselaar and Knoester use the dif-
ference between the actual value in a year and the value in 1990. We can neglect this 
transformation, because we use the equation in terms of absolute changes (‘D’).  
For the PRISMA module the following coefficients are used: 
Table 6  Determinants of business R&D intensity* in the Netherlands 
Description variable   Coefficient  Symbol 
Solvency   +0.0065  a1 
Financing by government as share of gross value added**  +1.04  a2 
Real interest rate (%)  -0.009  a3 







* R&D intensity = R&D expenditures as share of gross value added at factor costs. 
**  Gross value added = gross value added at factor costs. 
Based on Donselaar and Knoester (1999, p. 38). 
 
The calculation of the determinants world trade, solvency and financing by central govern-
ment will be discussed in the next sections. Interest is calculated in the PRISMA kernel (see 
de Wit, 2001). 
7.3  World trade 
CWHQD is calculated as:  
(6) CWHQD = CWHQI – CWHQI
-1 
(7) CWHQI = CWHQI
-1 * (1+CWHQR) 
(8) CWHQR = CWHVR  -  YBFVRnac. 
7.4  Solvency 
Solvency (SOLQD) is not present in PRISMA. Here Donselaar and Knoester is applied again:  EIM/SCALES  29 
(9) SOLQD=     solvency 
+b1WBNQD-1  non-wage income as share of net value added at factor costs 
+b2SOLQD-1  solvency year t-1. 
The equation (10) is not exactly the same as the equation used by Donselaar and Knoester: 
1.  In Donselaar and Knoester the variables are incorporated as ratios instead of absolute 
changes of ratios. Therefore the constant term of Donselaar and Knoester is omitted in 
equation (10). 
2.  Donselaar and Knoester use net profits as share of net value added (factor costs) instead 
of non-wage income. We use this approximation as net profits are not available on the 
sector level in PRISMA. The approximation has probably no impact on the results, be-
cause the difference between net profits and gross operating results (both scaled on net 
value added) is roughly constant over time and differs only between sectors. 
3.  The profit ratio is lagged incorporated in equation (10), while Donselaar and Knoester 
use the actual value of the profit ratio. This is done because of the PRISMA order of the 
calculations. 
WBNQN is calculated by equation (10): 
(10) WBNQN = (YBFWN – LBZWN) / YNFWN. 
YBFWN (gross value added at factor costs), LBZWN (wage costs) 
and YNFWN (net value added at factor costs) are available 
in PRISMA.   EIM/SCALES 
The following coefficients for equation (9) are used: 
Table 7  Determinants of solvency 
Description variable   Coefficient  Symbol 
Gross operating surplus as share of net value added* t-1  +0.148  b
1 
Solvency t-1   +0.673  b
2 
* Net value added = net value added at factor costs. 
Based on Donselaar and Knoester (1999, p. 23). 
7.5  Financing by government 
Financing by government is modelled as determinant in terms of absolute changes (see 
equation (5)). The financing by government is implemented as follows: 
(11) SURQN = SURQN-1 + SURQD, 
where SURQD can be given an autonomous value. 
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8  Effects of business R&D in PRISMA 
8.1  Calculation of the relevant R&D variables 
The available R&D capital of a sector consists of three parts: R&D capital of the own sector 
(RCA), R&D capital of other domestic sectors (RCD) and foreign R&D capital (RCF). Foreign 
capital can be neglected.  
Calculation of own R&D capital is explained in section 7.1. 
For the R&D capital of other domestic sectors some additional calculations are necessary. 
R&D capital of the other sectors must be aggregated according to a weighting scheme. 
Various options can be used for the weighting scheme. It depends on the view on spillovers: 
what kind of relations between sectors are relevant ? and what kind of spillovers are as-
sumed to be important? Here a pragmatic choice is made. We are trying to include all types 
of spillovers and assume that the impact of R&D of other sectors (intersectoral spillovers) is 
influenced by the way these sectors are connected via intermediate deliveries. Therefore an 
I/O table can be used to determine the weighting: 
(15) RCDVN
k = Sj„k INTQNjk * RCAVNj. 
With: 
INTQNjk=  share of intermediate deliveries from sector j in total production of sector k. 
INTQNjk can be calculated with variables that are available in PRISMA: 
(16) INTQNjk = GOLWN(j,k) / BPRWN(k). 
GOL is the matrix of intermediate goods and services and BPR stands for gross production.  
8.2  The impact on exports 
The relation between private R&D and exports is modelled via the relation between relative 
changes of R&D capital and exports. The export equation of PRISMA has been extended as 
follows: 
(17) BTXVR=  real growth rate of exports 
  F(X)  other determining variables conform PRISMA (see de Wit, 2001) 
  +g RCAVR  relative change R&D capital (constant prices). 
 
Equation (17) is applied on manufacturing and service sectors. The coefficient g denotes the 
export elasticity of R&D capital. It is assumed that in a sector without exports no demand ef-
fect occurs. Furthermore, only the R&D of the sector itself influences demand (only intra 
sectoral spillovers occur). The value of g is fixed on 0.10 (see section 4.4.3).   EIM/SCALES 
8.3  Productivity effects 
The productivity effect of R&D is modelled via the three factor demand equations. Produc-
tivity growths means that input coefficients fall as a result of an increase in R&D capital.  
8.3.1  Intermediate deliveries 
In PRISMA intermediate deliveries from sector i to sector k are directly related to gross 
production (see de Wit). This relation is extended with R&D capital: 
(18) INTVRi,k=  relative change of intermediate deliveries of sector i to sec-
tor k 
  BPRVRk  relative change of gross production (constant prices) 
  - f1 RCAVRk  relative change R&D capital of sector k (constant prices) 
  - f2 RCDVRk  relative change of relevant R&D capital of other sectors 
(constant prices). 
f1, and f2 represent the productivity effects of the R&D in the sector self (RCA) and R&D in 
other domestic sectors (RCD). They are fixed according to table 3 in section 4.4.2. 
8.3.2  Employment 
A distinction between R&D employees (ALRMN) and production employees (ALPMN) is re-
quired: 
(19) ALXMN = ALRMN + ALPMN. 
The number of employees is in volumes (full time equivalents). 
R&D employees 
The number of R&D workers are modelled as: 
(20) ALRMN = ALRMN-1 * ALRMR 
(21) ALRMR = REXVR. 
Thus, for simplicity it is assumed that the change in R&D employees equals the real change 
of R&D expenditures. 
Production employees 
By definition the number of production workers is equal to: 
(22) ALPMN = ALPMN
-1 * ALPMR. 
The impact of R&D on actual growth of production workers (ALPMR) is determined via the 
long-run employment equation of PRISMA. In PRISMA actual employment depends on the 
long-run employment and some conjectural variables. This equation differs between sectors. 
For 14 of the 19 PRISMA sectors (the 4 manufacturing sectors, construction, the 4 trade 
sectors, transport and communication, banking and insurance, housing and medical and so-
cial care) the following equation is used:  
(23) ALPMRlruk=  relative change of long-run employment (labour years) 
  +  ak YBFVRk  relative change of gross value added at factor costs EIM/SCALES  33 
  - f1akRCAVRk  relative change R&D capital of sector k (constant prices) 
  - f2ak RCDVRk  relative change of relevant R&D capital of other sectors  
(constant prices) 
  F(X)  other determining variables conform PRISMA (see de Wit, 
2001). 
The values of a can be found in de Wit (2001). 
For agriculture, oil industry, mining and public utilities the following equation is used: 
(24) ALPMRlruk=    relative change of long-run employment (labour years) 
  - f1RCAVRk  relative change R&D capital of sector k (constant prices) 
  - f2RCDVRk  relative change of relevant R&D capital of other sectors  
(constant prices) 
  F(X)  other determining variables conform PRISMA (see de Wit). 
In these sectors the long-run employment growth rate is not dependent on the production 
(growth). The idea of the R&D implementation is that ceteris paribus (including production 
constant) the change of the long-run employment must be directly corrected with a factor 
equal to the productivity effect of R&D. 
Employment in the sector government is exogenous.  
8.3.3  Capital 
The demand for capital in the sectors mining, housing and government is exogenous in 
PRISMA. The factor demand for capital in the manufacturing sectors, transport and commu-
nication and oil industry is modelled via the production capacity. The idea is that the pro-
ductivity effect of R&D has an upward impact on the production capacity. This in turn will 
influence the demand for capital. The capital demand is, among others, determined by the 
utilization rate of capital, which is defined as the ratio of actual production and production 
capacity. Production capacity (CAP) is determined by equation (25): 
(25) CAPVRk=    production capacity 
  + KBZVR  rate of change in stock of capital (= capital demand) 
  + f1RCAVRk  relative change R&D capital of sector k (constant prices) 
  + f2RCDVRk  relative change of relevant R&D capital of other sectors  
(constant prices) 
  F(X)  other determining variables conform PRISMA (see de Wit, 
2001). 
Capital demand is modelled as follows: 
(26) KBZVR =     relative change of capital stock 
  +bYBFQN  utilisation rate of capital 
  F(X)   other determining PRISMA variables (see de Wit, 2001). 
Where: 
(27) YBFQN=  YBFWN/CAPWN.   EIM/SCALES 
The values of b are documented in de Wit (2001). 
YBFQN, YBFWN and CAPWN are available in PRISMA. 
In the 4 trade sectors, construction, banking and insurance, other commercial services, agri-
culture, public utilities and medical and social care production capacity is not defined in 
PRISMA. In this sectors the impact of R&D is directly implemented in the demand equation: 
(28) KBZVR =     relative change of capital stock 
  +aYSTVR  utilisation rate of capital 
  - f1a RCAVRk  relative change R&D capital of sector k (constant prices) 
  - f2a RCDVRk  relative change of relevant R&D capital of other sectors 
(constant prices) 
  F(X)   other determining PRISMA variables (see de Wit, 2001). 
The values of a are documented in de Wit (2001). 
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9  Effects of an increase in R&D subsidies 
9.1  Introduction 
In this chapter some simulation results of the PRISMA R&D module are presented. We will 
analyse a scenario in which government subsidies on business R&D are increased perma-
nently by 0.05 percent points GDP (from 0.10% to 0.15%). This means that in terms of the 
year 1999 government budget will be enlarged with 370 million guilders, which amount to 
4.37 % of total business R&D expenditures.  
9.2  Results at the macro level 
A first impression of the effects of the permanent increase of R&D subsidies is presented in 
table 1, where effects on R&D and GDP are presented. In the long run, one guilder extra 
R&D subsidies appears to generate about 12 guilders GDP. Note that 4.3% extra business 
R&D expenditures are generated by the R&D subsidy. Furthermore, we see that the figures 
of R&D expenditures and R&D capital converge. 
The growth of extra GDP is not unlimited. After, say, 20 years the multiplier (the ratio of ex-
tra GDP and extra subsidy) remains roughly constant (see figure 3). As PRISMA is a model 
for medium-term forecasting, only results for the years 2001-2014 are presented.  
Table 8  Impact of +0.05%GDP extra R&D subsidy on R&D and GDP 
  R&D  R&D  GDP   
Year  expensitues  capital  factor costs  multiplier* 
2001  4.33  0.80  0.04  0.86 
2005  4.52  2.88  0.18  3.65 
2010  4.33  3.87  0.45  8.93 
2014  4.28  4.14  0.61  12.23 
* Multiplier = ratio between extra GDP and extra R&D subsidy . 
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Figure 3  Ratio extra GDP and R&D subsidy (multiplier) 
Results after 15 years for the main variables are presented in table 9. The total effect of the 
extra R&D subsidy of 0.05% GDP is disaggregated into the productivity effect of R&D of the 
own industry, the productivity effect of R&D in other industries, and the demand effect of 
R&D.  
Looking at the volumes of the main variables we see the importance of business R&D for 
economic growth. Exports increase with 0.73% because of the extra R&D of the business 
sector. Furthermore, consumption increases with 0.48%, caused by extra employment and 
the growth of real wage rate of 0.47%. Despite the productivity effect and the growth of 
wages, employment rises with 0.08% because of the demand effect. 
As regards prices, the upward effect of the demand effect is dominated by the downward 
effect of the productivity effect. On balance, prices decline by the extra R&D. Exception is 
the wage rate: in the labour market the demand effect appears to be dominant. 
All in all, the macro effects of the extra R&D subsidies are considerable. The ultimate results 
on GDP equals 0.6%, which implicates a multiplier of about 12. Sixty percent of this effect 
is on account of the productivity effect. Note that labour productivity increases with 0.47%. 
Furthermore, the government budget balance and the balance of payments improve. Taxes 
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Table 9  Effects of 0.05%GDP extra R&D subsidy after 15 years 
    Total  
impact 
 

















Prices           
Nominal wage rate  %  0.21 -0.09 -0.05 0.34 
Private consumption  %  -0.21 -0.20 -0.10 0.09 
Export excluding energy
c   %  -0.10 -0.08 -0.10 0.08 
Production market sector
b   %  -0.26 -0.23 -0.15 0.12 
Real labour costs market sector
b   %  0.47 0.14 0.11 0.22 
Quantity           
Private consumption  %  0.48 0.18 0.06 0.24 
Investment of enterprises
a   %  -0.03 -0.23 -0.06 0.27 
Export excluding energy
c  %  0.73 0.13 0.18 0.42 
Imports  %  0.12 -0.14 -0.06 0.32 
GDP (factor costs)  %  0.61 0.24 0.12 0.25 
Production market sector
b   %  0.66 0.23 0.13 0.30 
Employment enterprises
a   %  0.08 -0.01 -0.01 0.11 
Employment enterprises
a   tmy  6.23 -0.81 -1.00 8.04 
Unemployment rate  %-pt  -0.04 0.01 0.01 -0.06 
Labour productivity market sector
b   %  0.47 0.18 0.11 0.18 
Rates           
Utilisation rate manufacturing
d   %-pt  0.04 0.02 0.00 0.02 
Labour share enterprises
b   %-pt  -0.02 -0.02 -0.02 0.01 
Current account BoP (% GDP)  %-pt  0.22 0.08 0.07 0.07 
Government budget balance (% GDP)  %-pt  0.10 0.00 0.06 0.04 
Taxes (% GDP)  %-pt  0.01 0.00 0.02 -0.01 
Security contributions (% GDP)  %-pt  -0.07 -0.03 -0.01 -0.03 
*  Separate effects for the TFP effects in the own industry and the other industries have been calculated 
by using model versions in which only these effects have been incorporated. The export effect has 
been calculated as a residual. 
a.  Enterprise sector: all industries except: government. 
b.  Market sector: all industries except: government, medical/social care, housing, mining. 
c.  All industries except: government, mining, oil industry, public utilities. 
d.  Manufacturing: food industry, oil industry, chemical industry, metallurgic industry, other manufactur-
ing.   EIM/SCALES 
9.3  A disaggregation into sheltered and exposed sectors 
Some statistics 
Before results are discussed we look at the main indicators about R&D expenditures and 
subsidies. See table 10 and figure 4. The distribution among industries of both expenditures 
and subsidies is skewed and have the same pattern: 70% of total R&D expenditures is done 
in manufacturing; manufacturing gets also about 70% of R&D subsidies. Big spender is 
metallurgic industry, containing metal and electronic industry, in which R&D is very impor-
tant. 
Table 10  R&D expenditures and subsidies by industry; 1999 
  Expenditures     Subsidies  Expenditures  Subsidies 
  in millions  as share (%) in total 
Food industry  435 67 5.1 9.0 
Chemical industry  1794 113 21.2 15.3 
Metallurgical industry  3691 302 43.6 40.8 
Other manufacturing  140 35 1.7 4.8 
Construction  153 9 1.8 1.2 
Wholesale trade  505 9 6.0 1.2 
Retail trade   32 1 0.4 0.1 
Transport and communication  198 20 2.3 2.7 
Banking and insurance  265 1 3.1 0.2 
Other commercial services  691 122 8.2 16.5 
Agriculture  137 36 1.6 4.8 
Mining  282 18 3.3 2.4 
Oil industry  73 2 0.9 0.3 
Public utilities   61 5 0.7 0.7 
Housing  1 0 0.0 0.0 
Total  8460 740 100.0 100.0 
Source: See Appendix 2. 
Simulation results 
For expositional reasons, the eighteen business industries of PRISMA are aggregated into 
three sectors: the exposed sector, the sheltered sector, and construction. Table 11 presents 
the main effects for these three sectors.  
In the simulation, the extra macro budget for the R&D subsidies is distributed among the 
sectors proportionally to the actual subsidy intensity (R&D subsidies as a share of value 
added). Thus, in every sector the subsidy intensity increases with approximately 50%. 
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Figure 4  Shares of R&D expenditures and R&D subsidies  
 
Table 11  Impact of +0.05% GDP extra R&D subsidy on main economic variables 
  Exposed  Sheltered  Construction 
After 1 year       
R&D expenditures  4.41  4.17  2.86 
After 15 years       
R&D expenditures  4.63  3.06  1.54 
R&D capital  4.46  3.14  1.58 
Exports  0.70  0.22  0.18 
Value added  0.99  0.40  0.26 
Labour productivity  0.47  0.42  0.48 
Investments  0.70  -0.31             -0.90 
Price value added  -0.12  -0.34             -0.26 
Nominal wage rate   0.20  0.21  0.21 
Real labour costs  0.31  0.56  0.47 
As in the base year the exposed and sheltered sector receive approximately the same 
amount of R&D subsidies compared to their actual expenditures on R&D (see table 10), the 
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first line of table 4). However, the initial increase of R&D expenditures is somewhat lower in 
construction, because in the base year this sector receives fewer subsidies compares to R&D 
expenditures. 
In the long run (after 15 years), the increase in the stock of R&D is lowest in construction 
(1.58%), while it is highest in the exposed sector (4.46%). the long-run increase in the R&D 
stock in the sheltered sector is between these. The differences between the exposed and 
the sheltered sector – which occur despite of the fact that the initial increase in R&D expen-
ditures do not differ much – follow from the fact that long term production increase is 
greatest in the exposed sector. This, in turn, is a result of the fact that the demand increases 
fastest in the exposed sector as a result of a larger share of export in total sales.
1 
Also, extra exports are highest in the exposed sector, as the stock of R&D increases fastest 
in this sector. 
In the long run, sales prices follow costs, which decrease most in the exposed sector. This, 
however, is not directly reflected in value added prices, as the deflator of intermediate 
goods and services (which constitutes the difference between output and value added) is af-
fected as well. 
Investments in the exposed sector increase, whereas in the sheltered sector and construc-
tion they decline. In the latter two, the negative impact of extra productivity on investment 
is not counterbalanced by the increase in production, while in the exposed sector it is. 
All in all, it follows that especially R&D intensive industries with a high propensity to export 





  Initially, the increase in exports as a result of extra R&D is approximately the same in the exposed 
and the sheltered sector. This follows from the fact that R&D increases initially by the same amount. 
However, as the share of exports in total sales is highest in the exposed sector, total production in-
creases most in the exposed sector. As the R&D equation expresses R&D expenditures as a fraction of 
value added, this implies an extra increase (relative to the sheltered sector) of R&D expenditures in 
the exposed sector. EIM/SCALES  41 
10  Comparison with MESEMET 
In this chapter the main results of PRISMA are compared with the main results of MESEMET. 
Results of the scenario of an extra R&D subsidy of +0.05% GDP are analysed. 
MESEMET is an applied general equilibrium model, which has been updated recently (Don-
selaar et al, 2000). In the model the relation between technology and economy is modelled 
comprehensively. The model has been developed by Van Sinderen (1990, 1993) and has 
been based on previous model based analysis of Den Butter and Wollmer (1992) and Den 
Butter and van Zijp (1995). MESEMET has been inspired by the new growth theory. In the 
model a higher level of R&D intensity raises the level of GDP
1. The newest update of MESE-
MET is called MESEMET-2. 
Before discussing the main differences in simulation results, we review the main differences 
between PRISMA and MESEMET: 
•  PRISMA has been developed for medium-term analysis. As such, it has been calibrated 
on the CPB model ATHENA. In contrast, MESEMET has been developed for long-term 
analysis. 
•  In PRISMA the business sector is disaggregated into 18 industries. In contrast, MESEMET 
is a macro model.  
•  In PRISMA, the working of the labour market is analogous to that of the model 
ATHENA. For example, this means that only a weak Phillips effect is present. In contrast, 
in MESEMET the wage equation contains a strong Phillips effect. As a result, in PRISMA 
the equilibrium rate of unemployment is endogenous, whereas in MESEMET it is exoge-
nous. Thus, wage responds are smaller in PRISMA compared to MESEMET.  
•  In PRISMA the export elasticity of R&D capital is assumed to be 0.10, whereas it is set 
equal to 0.48 in MESEMET. 
In table 12 results for the scenario of +0.05% GDP R&D subsidy are summarised for both 
PRISMA and MESEMET. As these models differ, both similar and dissimilar results occur. In 
both models, an increase in R&D subsidies has a similar impact on the stock of R&D capital. 
Also, the impact of R&D on demand (i.e. on exports) has been modelled in a similar way in 
both models. Therefore, in both models demand increases, but strongest in MESEMET, as 
the R&D capital elasticity of exports is greatest in this model. Also, labour productivity reacts 
in a similar way on increase in the stock of R&D capital. 
The main differences between the models relate to the wage formation process. In PRISMA, 
real wages follow labour productivity, while MESEMET includes a strong Phillips curve ef-
fect. As unemployment increases, there is a continuous upward pressure on wages in ME-
SEMET, which is not present in PRISMA. As a result, an increase in R&D intensity deterio-
rates international competitiveness of Dutch enterprises in MESEMET. This in itself nega-
tively exports, and leads to extra import penetration. So, despite a larger impact of extra 
R&D on exports in MESEMET, the impact on GDP does not differ much from that in PRISMA 
(0.47% in MESEMET, 0.61% in PRISMA). 
 
1
  Note that this is contrary to the endogenous growth models in which growth is permanently higher.   EIM/SCALES 
Table 12  Impact of +0.05% GDP extra R&D subsidy on main economic variables ac-
cording to PRISMA and MESEMET 
  PRISMA  MESEMET 
After 1 year     
R&D expenditures  4.33  2.34 
After 15 years     
R&D expenditures  4.28  4.81 
R&D capital  4.14  4.37 
Exports  0.73  1.22 
Value added market sector  0.66  0.53 
GDP   0.61  0.47 
Labour productivity   0.47  0.41 
Investments  -0.03  0.56 
Price value added  -0.26  0.87 
Nominal wage rate  0.21  1.42 
Real labour costs  0.47  0.92 
In general, PRISMA and MESEMET differ significantly with respect to the functioning of the 
economy. This holds especially for the functioning of the labour market. Despite these dif-
ferences, both models signify the relevance of R&D subsidies on the economy. 
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Bijlage II  Appendix 1:  Notation and list of variables 
In PRISMA 5 characters are used to describe a variable.  
•  The first three characters represent the name of the variable.  
•  The fourth character is the unit of measurement: 
o  M: labour years 
o  W: value 
o  V: volume 
o  Q: fraction of another variable (to be defined explicitly) 
o  P: price index. 
•  The fifth character defines the transformation in time: 
o  D: absolute change 
o  I: index 
o  N: level 46  EIM/SCALES 
o  R: relative change. 
The following variables are used in the R&D module of PRISMA. 
 
Symbol  Description 
ALP  Labour volume, production employees 
ALR  Labour volume, R&D employees 
ALX  Labour volume, total 
BPR  Gross production  
BTX  Sales of exported goods/services of domestic origin, total 
CAP  Production capacity 
CWHQ  Volume of world trade as share of volume of gross value added at factor costs 
FAY  Productivity effect of R&D capital of the sector itself in terms of value added 
FDY  Productivity effect of R&D capital of the other sectors in terms of value added 
FFY  Productivity effect of foreign R&D capital in terms of value added 
FIA  Productivity effect of R&D capital of the sector itself in terms of gross production  
FID  Productivity effect of R&D capital of the other sectors in terms of gross production 
FIF  Productivity effect of foreign R&D capital in terms of gross production  
FIT  Total productivity effect of domestic R&D capital in terms of gross production 
FTY  Total productivity effect of domestic R&D capital in terms of value added  
GOL  Sales of intermediate goods/services of domestic origin by supplying and by receiv-
ing industry 
GOLQ  Share of intermediate deliveries in total production  
KBZ  Stock of capital 
LBP  Wages production employees; social security contributions included 
LBR  Wages R&D employees 
LBZ  Wage costs including wage costs attributed to self-employed 
LPT  Wages production employees  
RCA  R&D capital own sector 
RCD  Domestic R&D capital other sectors EIM/SCALES  47 
RCF  Foreign R&D capital 
REX  R&D expenditures 
REXQ  R&D expenditures as share of gross value added at factor costs 
RRX  Real interest rate 
SOLQ  Solvency (= equity as share of total capital 
SUE  Subsidies central government (R&D subsidies excluded) 
SUR  R&D subsidies by central government 
SURQ  R&D subsidies central government as share of gross value added at factor costs 
SUX  Total subsidies by central government 
WBNQ  Non-wage income excluding wage costs attributed to self-employed as 
share of net value added at factor costs 
YBF  Value added, gross, factor costs 
YNF  Value added, net, factor costs 
YST  Structural production 
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Bijlage III  Appendix 2:  Base year (1999) values 
R&D capital 
Table 13  Base year (1999) values R&D capital; RCAWN 
  R&D capital (million guilders) 
1  Food industry  2339 
2  Chemical industry  9645 
3  Metallurgic industry  19844 
4  Other manufacturing  755 
5  Construction  823 
6  Wholesale trade  2714 
7  Retail trade  174 
8  Hotels, restaurants  0 
9  Car trade and repair  0 
10  Transport and communication  1066 
11  Banking and insurance  1427 
12  Other commercial services  3717 
13  Agriculture  736 
14  Mining  1518 
15  Oil industry  391 
16  Public utilities  328 
17  Housing  6 
18  Medical and social care  0 
19  Government  0 
  Total  45484 
The base year values of R&D capital are calculated in three steps.  
1.  REXQN(1998) = REXWN(1998)/YBFWN(1998) is calculated (YBFWN= gross value added 
at factor costs). REXWN(1998) is available from CBS and YBFWN(1998) is a PRISMA vari-
able. 
2.  REXWN(1999) = REXQN(1998) * YBFWN(1999) is calculated. (It is assumed that the ratio 
between REXWN and YBFWN in 1999 equals the ratio in 1998; YBFWN(1999 is avail-
able) 
3.  RCAWN(1999) = REXWN(1999) / (0,15+0,036). Where 0.15 equals the assumed depre-
ciation rate of R&D investments and 0.036 equals the real growth of private R&D expen-





  See Nieuwenhuijsen (1999). EIM/SCALES  49 
Base year values of RCAWN are used to calculate base year values of RCDWN:  
RCDWNk = Sj„k INTQNjk * RCAWNj. 
This is according to section 8.1, because in the base year no sector-specific deflators are 
used.  
R&D intensity 
Table 14  Base year (1999) values R&D intensity* (%); REXQN 
    R&D intensity (%) 
1  Food industry  1.92 
2  Chemical industry  9.48 
3  Metallurgic industry  8.19 
4  Other manufacturing  0.49 
5  Construction  0.39 
6  Wholesale trade  0.85 
7  Retail trade  0.11 
8  Hotels, restaurants  0.00 
9  Car trade and repair  0.00 
10  Transport and communication  0.35 
11  Banking and insurance  0.60 
12  Other commercial services  0.66 
13  Agriculture  0.64 
14  Mining  1.94 
15  Oil industry  3.05 
16  Public utilities  0.43 
17  Housing  0.00 
18  Medical and social care  0.00 
19  Government  0.00 
  Total  1.16 
* R&D intensity = R&D expenditures as share of gross value added at factor costs (%). 
The base year values for REXQN are determined consistent with the procedure applied in 
the calculations for R&D capital. Thus, REXQN(1999) equals REXQN(1998). 
Base year value for REXWN equals REXQN*YBFWN 
World trade 
CWHQI = 1 
CWHQD = 0. 
 
Solvency 
SOLQD = 0 
Gross operating surplus 
WBNQD = 0 50  EIM/SCALES 
Deflator value added 
YBFPR = 2% 
Growth rate of value added (volume) 
YBFVR = 3.5% 
 
R&D subsidies 
Base year values are calculated in four steps: 
1.  Macro level of R&D expenditures for 1999 (REXWNnac(1999)) is estimated according to 
the procedure used for R&D capital. 
2.  Assuming on macro level share of R&D subsidies in R&D expenditures in 1997 = share of 
R&D subsidies in 1999 (9%=737/8199, see Donselaar et al., 2000) gives total R&D sub-
sidies in 1999 (=SURWNnac(1999)) 
3.  By assuming allocation of R&D subsidies over sectors in 1997 = allocation of R&D subsi-
dies over sectors in 1999 (source: Fact and Figures) R&D subsidies per sector in 1999 can 
be calculated (SURWN(1999). 
4.  Together with gross value added at factor costs (YBFWN(1999)) we get 
SURQN=SURWN/YBFWN for 1999. 
Table 15  R&D subsidies* by PRISMA sector (1999); SURWN 
  PRISMA sector  R&D subsidies (million guilders) 
1  Food industry  67 
2  Chemical industry  113 
3  Metallurgic industry  302 
4  Other manufacturing  35 
5  Construction  9 
6  Wholesale trade  9 
7  Retail trade  1 
8  Hotels, restaurants  0 
9  Car trade and repair  0 
10  Transport and communication  20 
11  Banking and insurance  1 
12  Other commercial services  122 
13  Agriculture  36 
14  Mining  18 
15  Oil industry  2 
16  Public utilities  5 
17  Housing  0 
18  Medical and social care  0 
19  Government  0 
  Total  740 
* Gross value added at factor costs. 
Source:   Facts & Figures voor en over R&D, pp. 106-107, Ministry of Economic Affairs and own calcula-
tions. EIM/SCALES  51 
Table 16  R&D subsidies as share of gross value added* by PRISMA sector (1999); 
SURQN 
  PRISMA sector  R&D subsidies as share of value added* (%)  
1  Food industry  0.29 
2  Chemical industry  0.60 
3  Metallurgic industry  0.67 
4  Other manufacturing  0.12 
5  Construction  0.02 
6  Wholesale trade  0.02 
7  Retail trade  0.00 
8  Hotels, restaurants  0.00 
9  Car trade and repair  0.00 
10  Transport and communication  0.04 
11  Banking and insurance  0.00 
12  Other commercial services  0.12 
13  Agriculture  0.17 
14  Mining  0.12 
15  Oil industry  0.10 
16  Public utilities  0.03 
17  Housing  0.00 
18  Medical and social care  0.00 
19  Government  0.00 
  Total  0.10 
* Gross value added at factor costs. 
Source:  Facts & Figures voor en over R&D, pp. 106-107, Ministry of Economic Affairs and own calcula-
tions. 
Furthermore, the module uses:  
SURQD(1999) = 0 and 
SUEWN (1999) = SUXWN(1999) – SURWN(1999) 
(SUXWNnac(1999) as PRISMA variable). 52  EIM/SCALES 
R&D employees 
Table 17  Number of R&D workers by PRISMA sector (base year, 1999); ALRMN 
    R&D workers 
1  Food industry  2,081 
2  Chemical industry  8,580 
3  Metallurgic industry  17,652 
4  Other manufacturing  672 
5  Construction  732 
6  Wholesale trade  2,415 
7  Retail trade  155 
8  Hotels, restaurants  0 
9  Car trade and repair  0 
10  Transport and communication  949 
11  Banking and insurance  1,269 
12  Other commercial services  3,307 
13  Agriculture  655 
14  Mining  1,350 
15  Oil industry  348 
16  Public utilities  292 
17  Housing  5 
18  Medical and social care  0 
19  Government  0 
  Total  40,461 
Calculation of the base year values of ALRMN is done as follows: 
1.  In 1997 wage costs are 55% of total R&D expenditures (CBS 1999, p. 99). The percent-
age of 55 is also used for 1999. Furthermore, average wage of R&D workers in 1997 can 
be calculated: 0.55* 8186 (total R&D expenditures, CBS 1999, p. 95) divided by 42409 
(R&D employees, CBS 1999, p. 102) gives 106 thousand. Assuming an yearly wage 
growth of 4% the average wage of R&D workers in 1999 must be about 115 thousand.  
2.  Estimated R&D expenditures for 1999 (REXWN(1999)) are multiplied by 0.55 and divided 
by 115 thousands, which gives the estimated number of R&D employees 
(ALRMN(1999)). 
Furthermore, ALPMR equals ALXMR in the base year (ALXMR is a PRISMA variable). 
Production employees 
Calculation of the base year values for production employees (ALPMN) is simple: 
ALPMN=ALXMN-ALRMN and ALXMN are available in PRISMA. The following values are 
used: EIM/SCALES  53 
Table 18  Number of production workers by PRISMA sector (base year, 1999); ALPMN 
    Production workers 
1  Food industry  128,100  
2  Chemical industry  96,370  
3  Metallurgic industry  326,480  
4  Other manufacturing  231,459  
5  Construction  371,634  
6  Wholesale trade  382,022  
7  Retail trade  358,368  
8  Hotels, restaurants  116,564  
9  Car trade and repair  102,847  
10  Transport and communication  395,141  
11  Banking and insurance  237,522  
12  Other commercial services  1,216,304  
13  Agriculture  81,145  
14  Mining  7,350  
15  Oil industry  7,054  
16  Public utilities  35,808  
17  Housing  43,595  
18  Medical and social care  602,800  
19  Government  712,000  
  Total  5,452,565 
Change of the number of production workers in the base year (ALPMR1999) equals 0. 
Long-run employment 
Effects of R&D on employment are modelled via the long-run employment. Basic year values 
are determined as follows: 
ALPMNlru = ALPMN 
ALPMRlru = ALXMR (= PRISMA variable). 
Indirect taxes 
The PRISMA base year value of indirect taxes (BIXWN) is corrected for R&D subsidies 
(SURWN). 
Wage costs 
Wage costs is split up between wage costs of R&D employees and production employees.  
LBTWN = LBPWN + LBRWN. 
LBTWN is a PRISMA variable and LBRWN equals 0.55 REXWN (see calculation of ALRMN). 54  EIM/SCALES 
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Bijlage IV  Appendix 3:  TFP of value added and gross produc-
tion 
Definitions 
Y:  gross production 
M:  intermediate deliveries 
V:  value added 
L: employment 
K:  capital 
R:  R&D capital 
Notation:  Capitals mean nominal values. 
  Normal format means relative changes (in constant prices). 
We define: 
 
r k l v TFP f g b = - - = 1 1 1 ) 1 (  
 
k l m y TFP 2 2 2 ) 2 ( g b a - - - =  
 
Thus: 
b1 and g1 equals value added elasticity of labour and capital  
a, b2 and g2 equals gross production elasticity of labour and capital 
f equals the value added elasticity of R&D capital. 
We know: 
(3) V = Y-M= (1-a)Y 
(4) L=b1V= b1 (1-a)Y 
(5) L=b2Y 
(4) and (5) implies that: 
(6) b2= b1 (1-a). 
For capital we apply the same approach: 
(7) g2= g1 (1-a). 
Note that: 
(8) y= m= v (because it is assumed that Y/M is constant, see (3)). 
 
(1)-(8) give: 
(9) TFP2-TFP1= y - am - b2l - g2k - v + b1l + g1k = v - av - b1(1-a)l - g1(1-a)k – v +b1l + g1k 
￿ 56  EIM/SCALES 
(10) TFP2-TFP1= - av + ab1l + ag1k = - a (v - b1l - g1k) = - a TFP1. 
So: 
(11) TFP2= (1 - a) TFP1 = (1 - a) f r. 
The coefficient a is used sector-specific. 
The ratio between output elasticities (of employment, capital and R&D capital) in terms of 
gross production and value added is in manufacturing about 3 to 1 (see Bartelsman et al., 
1996, table 4 p. 62). This is according to (6), (7) and (11) because in manufacturing a is 
about 0.65. EIM/SCALES  57 
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