INTRODUCTION
In this paper we describe a new way of providing at-most-once delivery of messages. Our method allows messages to be sent without prior communication (e.g., to set up a connection), yet it provides an absolute guarantee that duplicate messages will be detected. lWe consider here only crashes in which volatile memory is lost. If some volatile memory survives, the connection table could be kept there, and the server crash would have no effect on our algorithm.
We conjecture that wholesale discarding of information in volatile memory after a crash will become less common in the future as interest in fault-tolerant systems grows. (1) Before the crash we must ensure that all accepted messages have timestamps less than the estimate that will be established should a crash occur. This means we must enforce an upper bound on the timestamps of accepted messages. We will refer to this bound as G. latest.
(2) After a crash we establish the estimate and use it to initialize G.upper.
The full algorithm carried out by a resilient server is in Figure  2 . The minimum value for p is the time necessary to deliver at least one copy of the sender's message with probability of P,,~, plus an adjustment for clock skew. This value is determined by the characteristics of the network and the error recovery algorithm of the higher-level protocol.
The determination of p is particularly simple when P.et > P,,~. Here the sender will never need to retransmit a message. p can be based entirely on 6, the delay of a single datagram in the network, and on c, and the simple bound p > e + /i holds. When P.,t < P,,~, the sender may have to retransmit the message to achieve the desired reliability. If the sender might need to retransmit the message up to N times, a bound on p is given by
p>~-t-~+RT(N)
where RT(N) is the time from when the message was first sent to the time (2) Our protocol provides better performance than Delta-t. The reason for this is that the mechanism used to maintain state between the client and server is an inexpensive out-of-band clock synchronization algorithm, rather than an in-band maximum packet lifetime algorithm involving all nodes in the net.
(3) Our protocol is fail-safe. The Delta-t protocol will fail if clock rates at the different nodes vary by too much or the link transit time of a message is underestimated, since then there is a chance of a duplicate arriving at a server after information about the earlier copy of the message has been discarded.
HIGHER-LEVEL PROTOCOLS
In this section, we discuss how SCMP can be used to implement higher-level protocols. The SCMP protocol can be viewed as a filter that receives messages from a network and passes them up to a higher-level tagged as either "new" 
