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Abstract
We present new algorithms for the numerical approximation of eigenvalues and invariant
subspaces of matrices with cheap action (for example, large but sparse). The methods work
with inexact solutions of generalized algebraic Riccati equations. The simpler ones are vari-
ants of Subspace Iteration and Block Rayleigh Quotient Iteration in which updates orthogonal
to current approximations are computed. Subspace acceleration leads to more sophisticated
algorithms. Starting with a Block Jacobi Davidson algorithm, we move towards an algorithm
that incorporates Galerkin projection of the non-linear Riccati equation directly, extending
ideas of Hu and Reichel in the context of Sylvester equations. Numerical experiments show
that this leads to very a competitive algorithm, which we will call the Riccati method, after
J.F. Riccati (1676–1754).
© 2002 Elsevier Science Inc. All rights reserved.
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1. Motivation and overview
In numerical methods, and among them those to tackle linear algebra problems,
the stability of the problem is a first prerequisite [6,15,17,42]. If the solution of a
problem changes drastically with small perturbations of the data, then a satisfactory
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approximation method can, in general, not be found. It is well-known that invariant
subspaces of a matrix tend to be more stable than eigenvectors. Simple matrices
can be given [41] of which some eigenvectors are highly unstable, whereas the
invariant subspace they span is much better conditioned. Therefore, it is of great
importance to develop algorithms that identify and approximate stable invariant
subspaces. In this paper, we concentrate on the approximation of so-called Lipschitz-
stable invariant subspaces, which are described and classified completely in [15].
Lipschitz stable invariant subspaces are precisely the ones, that are isolated in the
sense of the upcoming analysis in Section 2.2. This analysis is mostly due to Stewart
[41].
Well-known methods to approximate invariant subspaces are for example Sub-
space Iteration and Block Rayleigh Quotient Iteration, and block versions of the
Arnoldi and Lanczos methods. See [16,27] for details. For inexact versions of Sub-
space Iteration and Inexact Block Rayleigh Quotient iteration, see [12,24,37].
1.1. Riccati algorithms
In this paper we will concentrate on methods that we will classify as Riccati algo-
rithms. By this we mean numerical methods that aim to compute an approximation
to the error of a current invariant subspace approximation, to update, and to proceed
iteratively. This error, once mathematically well-defined, can be seen to satisfy a
so-called generalized algebraic Riccati equation, which looks as follows,
BP − PM = PG∗P − C, (1)
and in which C,G and P are (N − k)× k matrices, B is (N − k)× (N − k), and
M is k × k. Here, k is the dimension of the invariant subspace that we are interested
in, and N is the dimension of the total space. The matrix P is the unknown in this
non-linear equation. We refer to [3,21,25,45] for details on Riccati equations, and in
particular to [43,44] for perturbation theory.
1.1.1. The central role of Sylvester equations
The linear operator in the left-hand side of (1) that maps P to BP − PM will
play an important role in the analysis. It is usually called a Sylvester operator and
accordingly, any equation of the type AX −XB = C is referred to as a Sylves-
ter equation. As observed by Higham [17,18], the backward stability properties of
Sylvester equations are quite different from those of a standard linear system of
type Ax = b, so special attention needs to be paid to their numerical solution. For a
comparison of numerical methods, we refer to Simoncini [34]. Motivated by expe-
riences in [4], in this paper we choose to concentrate on the Hu–Reichel algorithm
[20]. This method is not based on applying standard methods to the Kronecker prod-
uct formulation of the Sylvester equation, but on the construction of a Kronecker
product of Krylov subspaces belonging to the two matrices B and M, respectively. In
fact, the Hu–Reichel algorithm can easily be extended in order to reduce the com-
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plete Riccati equation (1) itself, instead of merely its linear (Sylvester) part. The
research in this paper is mainly focussed on that issue, and leads to interesting theo-
retical and practical observations.
1.1.2. Favorable properties of Riccati algorithms
The small though subtle difference between Riccati algorithms and strategies that
merely try to (iteratively) solve equations in which the unknown is the invariant
subspace itself (as opposed to computing a correction to a current approximation),
leads to algorithms that can, asymptotically, be assumed to be numerically more
stable. For instance, the (Block) Rayleigh Quotient Iteration (B)RQI may suffer from
its own convergence in the sense that the conditioning of the Sylvester equation that
needs to be solved per iteration step, may increase drastically as the eigenvalues
converge. As pointed out by Parlett [27] for the single-vector case, this does not nec-
essarily hurt the convergence of the actual eigenvalue iteration. Indeed, for normal
matrices, it can be seen that the error lies almost entirely in a direction that is not
dangerous for the actual convergence. However, the proof of this fact depends on
the property that spectral complements are orthogonal—which, in general, does not
hold for non-normal matrices. Moreover, as mentioned above, Sylvester equations
have different backward stability properties than linear systems and it is not clear
how to use Parlett’s argument in the context of blocks. Also in case linear correction
equations (either of Sylvester type or not) are solved only to low accuracy, which
happens often in practical computations, things remain unclear. One of the aims in
this paper is to show that, also in the block non-normal case, Riccati algorithms
automatically protect themselves against ill-conditioning of the Sylvester equations
that need to be solved.
1.1.3. Examples of Riccati algorithms
An example of a Riccati algorithm that typically suffers less from the kind of
instability of a linear system matrix mentioned above, is the Jacobi–Davidson (JD)
algorithm [35], which is often interpreted as a stabilized and subspace accelerated
version of RQI. Note that it is a vector algorithm and not a block algorithm. One
of the by-products of our analysis is the formulation of a suitable (and flexible)
block version of JD. Stressing again the special properties of block equations, this
algorithm is a non-trivial generalization of the single vector case. The recent re-
ports [28,29] consider a JD-like block algorithm in which the dimension of the
Galerkin space is kept at 3k. The authors interpret their method as a “Riccati-based
preconditioner”. The “Davidson” component [8] of their algorithm (the subspace
acceleration part) is therefore rather small compared to the “Jacobi” component
(the idea of using orthogonal corrections, which was already introduced in [22]).
Nevertheless it perfectly classifies as a Riccati algorithm. The Jacobi–Davidson QR
and QZ algorithms [13], although in themselves rather successful, do not classify
as a block JD algorithm, since they build partial Schur forms in a vector-by-vector
manner.
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In [33], inexact solutions of Riccati equations were merely used to refine
eigenvalue approximations produced by an Arnoldi process, rather then to produce
independent approximations themselves. See also [9] for work related to [33].
In this paper we will show that inexact solution methods for the Riccati equation
lead to a whole class of invariant subspace methods. As a matter of fact, when sub-
space acceleration is considered, approximating the solution P of (1) by C leads to
the Block Arnoldi Algorithm, as we will show in Section 4.1.1.
1.1.4. Numerical solution of Riccati equations
Numerical methods for algebraic Riccati equations have been studied mostly in
the context of optimal control. Unfortunately, the generalized equation that plays
such an important role here in this paper, seems to be much less studied. In particular,
there seems to be a lack of methods for generalized algebraic Riccati equations in
the special case for which
• B is very large, but a matrix–vector multiplication with B only costs order
(N − k)m arithmetic operations (where m N).
• M is a small to medium sized but generally dense matrix.
As a matter of fact, many current numerical methods for Riccati equations are
designed for dense matrices of moderate size that arise in optimal control problems
and are based on the numerical solution of the corresponding eigenproblem, which
was in fact our starting point. See Chapter 7 of [3] and its 237 references. In this
paper we propose to go exactly in the opposite direction.
1.2. Newton–Grassmann methods
In recent years, it has been more and more recognized that the (differential)
geometry that underlies the theory of invariant subspaces should not be neglected
in the design of numerical methods [10], nor in the derivation of perturbation
bounds [11]. A natural setting for eigenvectors and invariant subspaces is the one
of Grassmann manifolds Gk(RN), which allows unique representations of the
objects as single points on differentiable manifolds formed as quotient spaces of
orthogonal groups, as exposed to the non-specialist in Chapters 4 and 5 of [3].
As pointed out for the Hermitian case in [10], the Newton method applied to the
function
F : Gk(RN)→ R, Y 	→ 12 trace(Y ∗AY), (2)
which has the invariant subspaces as stationary points, can be elegantly formulated
without constraints and degeneracies. In order to be able to apply not only Newton’s
method but also conjugate gradients onGk(RN), the authors consider geodesics, par-
allel transport, and the computation of gradients and Hessians. Interestingly enough,
the Newton update in their setting is defined as the solution Q of a Sylvester equation
on the tangent space of the Grassmann manifold,
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(AQ−Q(Y ∗AY)) = −AY, (3)
where  projects onto this tangent space and AY is the gradient. After choosing
suitable coordinates, the method that remains is equivalent to a method we propose
further on in this paper. In a recent report [12], the Newton–Grassmann approach
is compared with BRQI, in both the exact and the inexact setting. It should be
stressed that for non-normal matrices, the invariant subspace problem, even when
formulated on the Grassmann manifold, does not allow an equally elegant treatment.
Moreover, subspace acceleration, like we will consider in Section 4, is not an issue
in [10,12].
1.3. Outline of this paper
The organization of this paper is as follows. For a complete understanding of the
ideas involved, we choose to repeat some important results rather than to refer to
them. This gives us the opportunity to clarify interrelations between methods and
ideas that might not have been easy to show otherwise.
First, in Section 2, we will concentrate on stability of invariant subspaces while
deriving the Riccati Correction Equation, following the lines of Stewart in [41]. New
detail is to include an operator splitting in the analysis that allows us to examine
the convergence behavior of methods based on that splitting. In Section 3 we give
some simple algorithms, that can be interpreted as Riccati type versions of Subspace
Iteration and the Block Rayleigh Quotient Iteration. Section 3.3 contains the central
new ideas. We show how to incorporate tensored Krylov subspaces of Hu–Reichel
type [20]. This leads, via iterations that take place within those subspaces, to non-
linear Hu–Reichel type Krylov subspace methods to approximate solutions of the
Riccati Correction Equation. In Section 4, those approximate solutions will be used
in the context of subspace acceleration, which means that Ritz–Galerkin test and
trialspaces will be formed from them. We show that also the Arnoldi and Jacobi–
Davidson methods can be put in this framework, and present our new algorithms, of
which the most promising can rightfully be called the Riccati method. We conclude
in Section 5 with numerical experiments that show the success of the new methods
compared to Jacobi–Davidson.
2. Invariant subspaces and algebraic Riccati equations
We will now recall some basic facts about invariant subspaces adopting the nota-
tions and results from [42], while putting the emphasis on algorithmical aspects.
Remark 2.1. Throughout the paper we will identify the columnspan of a matrix
with the matrix itself, i.e. we talk about the matrix X as well as the subspace X.
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2.1. Derivation of the Riccati Correction Equation
Let Xˆ represent an invariant subspace of A, and let Yˆ be such that (Xˆ|Yˆ ) is an
N ×N unitary matrix. Then, transformation of A to the basis given by the columns
of (Xˆ|Yˆ ) gives
A(Xˆ|Yˆ ) = (Xˆ|Yˆ )
[
Mˆ Gˆ∗
0 Bˆ
]
(4)
for certain Mˆ, Gˆ and Bˆ. Now, let X be a unitary matrix that is supposed to be an
approximation of Xˆ and let Y be such that (X|Y ) is unitary. Then, transformation of
A to the basis given by the columns of (X|Y ) results in the definition of the blocks
M,B,C and G∗ for which
A(X|Y ) = (X|Y )
[
M G∗
C B
]
. (5)
Note that by comparing columns AX = XM + YC. So, C = Y ∗R, where R :=
AX −XM is the residual for the approximation X. Since X∗R = 0, we moreover
have that ‖C‖ = ‖R‖. If A is Hermitian, Gˆ = 0 and Yˆ is an invariant subspace as
well. Also, C = G∗, and Y is as good an approximation to Yˆ as X is to Xˆ.
2.1.1. Unitary transformations mapping (X|Y ) to (Xˆ|Yˆ )
The matrix (Xˆ|Yˆ ) can be obtained from X and Y as follows. First assume that
H := X∗Xˆ and K := Y ∗Yˆ are invertible (this assumption will later be reformulated
as “the maximum angle between Xˆ and X is not straight”). Then write
(Xˆ|Yˆ ) = (X|Y )
[
X∗Xˆ X∗Yˆ
Y ∗Xˆ Y ∗Yˆ
]
=: (X|Y )
[
H QK
PH K
]
, (6)
in which, clearly, P = Y ∗XˆH−1 and Q = X∗YˆK−1. As a product of two unitary
matrices, the rightmost matrix in (6) is unitary as well, which leads to the relations
H ∗(I + P ∗P)H = I and K∗(I +Q∗Q)K = I, (7)
H ∗(P ∗ +Q)K = 0. (8)
Since we assumed H and K to be invertible, we can conclude from (8) thatQ = −P ∗,
after which it appears from (7) that H and K are of the form H = (I + P ∗P)−1/2U
and K = (I + PP ∗)−1/2V with U and V unitary matrices of the correct size. Sum-
marizing, this gives
(Xˆ|Yˆ ) = (X|Y )
[
I −P ∗
P I
] [
I + P ∗P 0
0 I + PP ∗
]−1/2 [
U 0
0 V
]
. (9)
An important characterization of the matrix P can be given by realizing that (Xˆ|Yˆ )
should accomplish the block Schur form (4). Substituting the result of (9) into
J. Brandts / Linear Algebra and its Applications 358 (2003) 335–365 341
Yˆ ∗AXˆ = 0 we find, in terms of the blocksM,B,C and G in (5), that this is (indepen-
dent of U and V) equivalent to the condition that P satisfies the following generalized
algebraic Riccati equation,
BP − PM = PG∗P − C. (10)
This can, equivalently, be interpreted as that the block P satisfies the following in-
variant subspace equation,
(X|Y )∗A(X|Y )
[
I
P
]
=
[
M G∗
C B
] [
I
P
]
=
[
I
P
]
(M +G∗P). (11)
So given a matrix P that solves (10) or (11), an invariant subspace Xˆ and its or-
thogonal complement Yˆ can be computed through Eq. (9). Note thatX + YP already
has the same columnspan as Xˆ and that the factor (I + P ∗P)−1/2 is an orthonor-
malization factor only. The presence of the arbitrary unitary transformations U and V
reflects the non-uniqueness of orthonormal bases for a given subspace and can there-
fore be chosen as the identity for simplicity.
2.1.2. Orthogonal correction of X into an invariant subspace
As we have seen above, in order to find the invariant subspace Xˆ from an
initial approximation X of Xˆ, we need to compute the corresponding product Q :=
YP and add it to X. Since each column of YP is orthogonal to all columns of X,
it makes sense to talk about finding the orthogonal correction to X. In (11), the
same is expressed on a different basis: under the assumptions that H and K are
invertible, the matrix A transformed to the basis given by (X|Y ) has an invariant
subspace that can be written as an orthogonal correction P to the canonical embed-
ding of Rk into RN . Also, the whole derivation leading to (9) shows that any next
invariant subspace approximation that is constructed using approximations of P, is
always obtained through (a sequence of) stable unitary similarity transformations,
each of which being performed as the product of an orthogonal correction and an
orthonormalization.
In case v = X is a single vector that approximates an eigenvector vˆ = Xˆ of A, the
orthogonal correction is illustrated in Fig. 1. As a non-linear equation, Eq. (10) may
have several solutions. For example, in the case illustrated in Fig. 1, each eigenvector
span that intersects the affine variety v⊥ := {w + v |w∗v = 0}, will give rise to a
corresponding orthogonal correction. Note that this “intersection criterion” is the
translation of the condition that H := X∗Xˆ should be invertible.
For obvious reasons, we will from now on refer to (10) as the Riccati Correction
Equation.
2.1.3. Computational aspects
The fact that we are interested in the correction Q rather than in P and Y separately,
has an important computational consequence. Instead of working with the matrix Y,
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Fig. 1. Orthogonal correction q.
which could be quite large and therefore computationally expensive to form, we
use B = Y ∗AY,C = Y ∗R,G∗ = X∗AY and Y ∗Y = I to transform (10) back to the
original basis of RN as follows,
BP − PM = PG∗P − C
⇔ Y ∗A(YP )− Y ∗(YP )M = Y ∗(YP )X∗A(YP )− Y ∗R
⇔ X∗Q = 0 and Y ∗(AQ−QM) = Y ∗(QX∗AQ− R). (12)
The orthogonality relation Y ∗(AQ−QM −QX∗AQ+ R) = 0 is basis-indepen-
dent, so we can get rid of Y and replace it by  := I −XX∗, since Y ∗z = 0 ⇔
z = 0. Moreover, X∗R = X∗Q = 0. This transforms (12) into the equivalent
equation
X∗Q = 0 and AQ−QM = Q(X∗A)Q− R. (13)
This equation only involves the given matrices A and X, and the matrices M and R,
which, compared to B and Y, are relatively cheap to compute.
Observation 2.2. It is interesting to see that this approach is in fact equivalent
to a Ritz–Galerkin projection of the equation AQ−QM = QX∗AQ− R onto the
orthogonal complement of X. Indeed, we look for a block Q of the form YP such
that the residual AQ−QM −QX∗AQ+ R is orthogonal to the trial space. Since
the exact solution is included in the trial space, this is a Ritz–Galerkin projection
without loss of accuracy. Reason to perform it nevertheless, is that the projected
equation is better conditioned.
We will see further on that the matrix does not need to be formed when suitable
iterative methods are used to solve (13). In theoretical parts of this paper, we will pre-
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fer to work with (10). Not only because of its notational simplicity, but also because
of the fact that avoiding Y has led to a singular operator together with an orthogonal-
ity constraint to circumvent this singularity as in (13), which, though correct, seems
somewhat cumbersome.
Observation 2.3. Eq. (13) can be interpreted as the non-linear version of the cor-
rection equation for linear systems of equations: if X approximates the solution of
AXˆ = B then, defining the residual R in this setting as R := AX − B, the probably
non-orthogonal, though unique correction Q to X that is needed to produce Xˆ from
X satisfies AQ = −R. Clearly, for linear systems, the correction equation is again
a linear system. For invariant subspace problems, the correction equation is also
an invariant subspace problem (11), though in (10) and (13) it is formulated as an
equivalent generalized algebraic Riccati equation.
2.2. Convergence of approximations to invariant subspaces
In order to be able to talk about convergence of a sequence of approximations to
an invariant subspace, we will use the following measure for the distance between
two subspaces of the same dimension.
Definition 2.4. Let U1 and V1 be N × k matrices and U2 and V2 such that (U1|U2)
and (V1|V2) are unitary. Define the gap θ(·, ·) between U1 and V1 as
θ(U1, V1) := ‖U∗1V2‖ = ‖PU1 − PV1‖. (14)
Here, PU and PV are the orthogonal projections on U and V, respectively.
It is well-known [15] that θ(U1, V1) can be interpreted as the sine of the maximum
angle between U1 and V1, and therefore, the condition from the previous section that
H := X∗Xˆ should be invertible, is equivalent to the rather weak condition that this
maximum angle between X and Xˆ should not be straight.
2.2.1. Pin-pointing the invariant subspace closest to X
Each k-dimensional invariant subspace Xˆ of A for which the maximum angle
between Xˆ and the current approximation X is not straight, corresponds to a solution
P of the Riccati Correction Equation (10). Using (9), we can derive that the gap
between X and Xˆ satisfies
θ(Xˆ,X) := ‖Xˆ∗Y‖ = ‖P(I + P ∗P)−1/2‖  ‖P ‖. (15)
For k = 1, the invariant subspace Xˆ for which θ(Xˆ,X) is minimal, corresponds to
the solution P of (10) for which the norm is ‖P ‖ is minimal. Also in view of (11),
we will therefore from now on concentrate on such minimal norm solution(s).
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Definition 2.5. Define, on the space of (N − k)× k matrices, the linear Sylvester
operator T associated with B and M, and consequently the separation between the
matrices B and M by
T : Q 	→ BQ−QM, sep(B,M) := inf‖Q‖=1 ‖T(Q)‖. (16)
Let T = R − S be a splitting of the operator T. The remainder of this section
reduces for S = 0 to results by Stewart [41]. The reason to slightly complicate the
analysis by introducing the splitting is to make some bounds easier to compute, and
to be able to derive convergence bounds for fixed-point iterations for (10) based on
this splitting. This will be the topic of Section 3.1.
Suppose that ‖C‖ = 0 and that P satisfies (10). Then ‖P ‖ = 0 and
inf‖Q‖=1 ‖R(Q)‖ 
‖R(P )‖
‖P ‖  sup‖Q‖=1 ‖S(Q)‖ + ‖G‖‖P ‖ +
‖C‖
‖P ‖ . (17)
Writing γ := ‖C‖, χ := ‖G‖, σ := ‖S‖, ρ = inf‖Q‖=1 ‖R(Q)‖ and δ := ρ − σ we
conclude from multiplying (17) with ‖P ‖ that the norm p := ‖P ‖ of any solution of
(10) necessarily satisfies
δp  χp2 + γ. (18)
If δ2 > 4γχ (Fig. 2(a)), then (18) holds for all p  0, which means that nothing can
be concluded for p from this analysis. If, however, δ2  4χγ and δ > 0 (Fig. 2(b)),
then both roots
Fig. 2. Capturing an invariant subspace. (a) δ2 − 4χγ < 0, (b) δ2 − 4χγ > 0.
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τ( := δ2χ
(
1 −
√
1 − 4χγ
δ2
)
and τr := δ2χ
(
1 +
√
1 − 4χγ
δ2
)
(19)
are positive and real, and (18) holds everywhere except on the open interval τ :=
(τ(, τr ). This means in particular that there exists no solution P of (10) such that
‖P ‖ ∈ τ . There does, indeed, exist a unique solution P of (10) within the ballB(τ()
:= {Q | ‖Q‖  τ(}, which we will from now on denote by P ∗. This will be shown
in Lemma 2.6.
Lemma 2.6. Suppose δ2 − 4γχ > 0 and δ > 0. Then there exists exactly one solu-
tion P ∗ of (10) in B(τ(). This solution gives rise to an invariant subspace Xˆ of A
such that
θ(Xˆ,X)  ‖P ∗‖  τ(  2γ
δ
 δ
2χ
. (20)
Moreover, there exists no solution P of (10) such that τ( < ‖P ‖ < τr .
Proof. Note that δ > 0 implies ρ > 0 so R is invertible and ‖R−1‖−1 = ρ. Consider
the mapping W defined by
W(Q) = R−1(S(Q)+QG∗Q− C). (21)
One can verify that W maps B(τ() into itself. Now, let U,V ∈ B(τ(), then an easy
algebraic manipulation yields the following equality,
W(U)− W(V ) = R−1 (S(U − V )+ UG∗(U − V )+ (U − V )G∗V ) . (22)
After taking norms and using that χ(τ( + τr ) = ρ − σ , we obtain
‖W(U)− W(V )‖  σ/χ + τ( + τ(
σ/χ + τ( + τr ‖U − V ‖, (23)
so W is a contraction on B(τ(), establishing the existence and uniqueness of a fixed
point P ∗ of W in B(τ(). Clearly, P ∗ solves (10). Combining (15) and the discrimi-
nant condition δ2 − 4χγ > 0 leads to (20). 
2.2.2. Discussion
The operator splitting introduces a parameter σ in the analysis that gives opti-
mal results in Lemma 2.6 for σ = 0. First, of course, the conditions δ2 − 4γχ > 0
and δ > 0 are the easiest to satisfy when no splitting is used at all. Apart from that,
Fig. 2 clearly shows that τ( moves to the left and τr to the right for increasing slope δ
of the straight line. So P ∗ can a priori be known to be better isolated for larger values
of δ. And finally, the contraction number in (23) is smallest for σ = 0. Therefore, the
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question may arise why to include the analysis for non-trivial splittings. The main
reasons are of practical nature,
• it often appears much harder to compute (or to estimate) the smallest singular
value δ of T than ρ and σ for some splitting,
• in numerical algorithms, (see Section 3) solving Sylvester systems T(U) = V
may be hard, and splittings could be used that still lead to convergence.
In such cases, Lemma 2.6 helps to formulate convergence conditions for iterations
based on such a splitting as well as a contraction number corresponding to such
iterations. We will study those in Section 3.
3. Approximation of the Riccati Correction Equation
Suppose that the conditions of Lemma 2.6 are satisfied. This implies that a unique
minimum-norm solution P ∗ of the Riccati Correction Equation is guaranteed inside
a non-empty ball B(τ(). In order to compute P ∗, one may use standard iteration
methods based on the contractivity within this ball, like simple Picard iterations or
the Newton method. We will outline those in Section 3.1.
In practice however, the most difficult part is to get into the situation that the con-
ditions of Lemma 2.6 are satisfied. Numerical experiments strongly suggest that this
is actually of vital importance for convergence. To overcome this problem, in Section 4
we will build a Ritz–Galerkin space of approximate solutions of the Riccati Correction
Equation in the hope that this brings us close enough to an invariant subspace for the
conditions to hold. So, apart from solving (10) to high accuracy once δ2 − 4γχ > 0,
we are also interested in heuristics on what to do if this is not yet the case.
3.1. Basic Picard iterations and Newton’s method
The Picard iterations that are easiest to study are the ones that treat the quadratic
term PG∗P in (10) explicitly,
given P0 = 0, iterate R(Pn+1) = S(Pn)+ PnG∗Pn − C. (24)
The effect of the splitting on the convergence of the Picard iteration is given in
the following theorem. Note that also its conditions depend on the splitting.
Theorem 3.1. Assume that δ2 − 4γχ > 0 and δ > 0. Then the explicit Picard iter-
ation (24) converges to P ∗. Moreover,
‖P ∗ − Pn‖
‖P ∗‖ 
(
σ/χ + τ( + τ(
σ/χ + τ( + τr
)n
=
(
1 − τr − τ(
σ/χ + τ( + τr
)n
. (25)
Proof. Using P ∗ − Pn = W(P ∗)− W(Pn−1) and the contraction property (23), we
obtain the result by induction and the fact that ‖P ∗ − P0‖ = ‖P ∗‖. 
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Unfortunately, these Picard iterations are only linearly convergent, which may
seem less interesting than for instance Newton-like methods. Defining a function
f by f (P ) := BP − PM − PG∗P + C, we note that
Df (P )(H)=f (P +H)− f (P )+HG∗H
=(B − PG∗)H −H(M +G∗P), (26)
so that the following scheme is the classical Newton method applied to (10).
Algorithm 3.1. Newton method for the Riccati Correction Equation
input: B,M,G,C, ε
n = 0, P0 = 0, S0 = C
while ‖Sn‖ > ε‖S0‖
Df (Pn)(Q) = Sn (solving for Q)
Pn+1 = Pn −Q
Sn+1 = f (Pn)
n = n+ 1
end (while)
The Newton method converges quadratically when close enough to the exact so-
lution [9]. The advantage of the simple Picard iteration however, is that the linear
operator with which equations are to be solved, is the same for all iterations. We
will try to exploit this further on. First, we will describe how to accelerate the Picard
iterations.
3.2. A note on accelerated Picard iterations
Since the matrix coefficients M,B,C and G of the Riccati Correction Equation
(10) determine the convergence properties of the Picard iterations, it may be well
worthwhile to replace them once better coefficients are available. In view of (9),
we can, for any Pn, define new though intermediate approximations of the invariant
subspace by
(Xn|Yn) = (X|Y )
[
I −P ∗n
Pn I
] [
I + P ∗n Pn 0
0 I + PnP ∗n
]−1/2
(27)
so that with P0 = 0 we have X0 := X and Y0 := Y , and defining
Bn := Y ∗nAYn, Mn := X∗nAXn, Cn := Y ∗nAXn and Gn := X∗nAYn,
we obtain an updated Riccati Correction Equation,
BnP − PMn = PG∗nP − Cn, (28)
for which the correspondingly defined quantity δ2n − 4γnχn might be larger than be-
fore, leading to faster convergence. As an example of how to implement this, see
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Algorithm 3.2. By Tn we denote the Sylvester operator belonging to Bn and Mn,
and Wn denotes a successive substitution process corresponding to a splitting of Tn.
The inner iteration is, in this example, limited to ( steps, although it can also be
terminated by a sufficient reduction of the residual Sk (see below) for the Riccati
Correction Equation.
Algorithm 3.2. Accelerated Picard iteration
input: A,X0, ε1, ε2, L
n = 0
choose Y0 and compute B0,M0, C0,G0
while ‖Cn‖ > ε1‖C0‖
k = 0
P0 = 0
S0 = Tn(P0)− P0G∗nP0 + Cn
while ‖Sk‖ > ε2‖S0‖ and k  (
Pk+1 = Wn(Pk) (one Picard iteration step)
k = k + 1
Sk = Tn(Pk)− PkG∗nPk + Cn
end (while)
Xn+1 = qr(Xn + YnPk) (orthogonal factor of qr-factorization)
choose Yn+1 and compute Bn+1,Mn+1, Cn+1,Gn+1
n = n+ 1
end (while)
Accelerating the Picard iterations in this manner leads to iterations schemes that
are quite similar to the Newton Method. The main difference is that in the Newton
Method, the coefficient matrices of the Sylvester equation change in every iteration
step, whereas in Algorithm 3.2, a number of steps (bounded by () with the same
operator is done. We will now show how this might be exploited.
3.3. Tensor product Krylov subspace methods
As mentioned in Section 1, solving Sylvester equations is of central importance
in the approximation methods of this paper. Here we will start with studying the
inner loop of Algorithm 3.2, in which k  ( Picard iterations are performed. With-
out splitting, and suppressing the indices of the matrices B,M,G and C, this boils
down to
Given P0 = 0, iterate BPk+1 − Pk+1M = PkG∗Pk − C. (29)
This means that k  ( Sylvester equations, all with the same operator but with
different right-hand sides, need to be solved. However, if the sequence Pk converges,
the right-hand sides will not differ much. In that case, a Krylov subspace that is used
to approximate P1 from P0, may be well suitable to approximate Pk+1 from Pk
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also for larger k. We will illustrate this in Section 3.3.2. First however, we present
a brief review of the Hu–Reichel algorithm [20] for building a tensor product
Krylov subspace that is particularly suitable for Sylvester equations in Section 3.3.1.
Then, in Section 3.3.3, we give an interpretation of this approach in terms of Ritz–
Galerkin projection of the Riccati Correction Equation. From now on, we will denote
the block Krylov subspace span{X,AX, . . . , Am−1X} by Km(A,X).
3.3.1. The Hu–Reichel algorithm for Sylvester equations
Generally, assume that U is an orthogonal n× p matrix and V an orthogonal k × q
matrix. Then, a Ritz–Galerkin approximation UZV ∗ of the solution P1 of the first
iteration step BP1 − P1M = −C of (29), can be obtained by identifying the p × q
matrix Z such that
U∗(BUZV ∗ − UZV ∗M + C)V = 0. (30)
Note that if U, Z and V are full rank matrices, the column span of UZV ∗ is equal to
the column space of U, whereas its row span equals that of V ∗. So, UZV ∗ represents
a tensor product of the subspaces U and V.
Hu and Reichel [20] propose to choose for U and V orthonormal bases for the
block Krylov subspaces associated to B and to M∗, respectively, with respective
starting blocks full rank matrices CB and CM such that C = CBC∗M . Then, (30) can
be written as
HBZ − ZH ∗M = −(U∗CB)(V ∗CM)∗, (31)
where HB := U∗BU is p × p upper Hessenberg, HM = V ∗M∗V is q × q upper
Hessenberg, and both U∗CB and V ∗CM tall upper triangular matrices. As observed
by Simoncini [34], this Galerkin method is equivalent to a truncation of a series
representation of the exact solution in terms of block Krylov matrices and minimal
polynomials. Hu and Reichel also present a minimal residual method based on the
same idea.
Remark 3.2. Since k is assumed small, we will, alternatively, choose V = I , the
k × k identity matrix. This means that the action of M is used exactly. We will write
the resulting projected equation as
HBZ1 − Z1M = −U∗C, (32)
where Z1 is p × k with p = mk for some m. Any efficient direct method can be used
to solve the small projected system.
Looking ahead to the next section, we suggest to compute Schur decompositions
of HB and M in (32) and to apply the Bartels–Stewart algorithm [2] to the resulting
transformed Sylvester equation with two upper triangular matrices.
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3.3.2. Further iteration in the same Krylov subspace
Suppose that the Hu–Reichel algorithm has provided us with an approximation
Pˆ1 = UZ1 of P1. Iterating further on (29) means that an approximation P˜2 of P2
should be found from
BP˜2 − P˜2T = Pˆ1G∗Pˆ1 − C. (33)
This can, in theory, be done in the same Krylov subspace that was already built in
the first iteration step, simply by replacing −C in (32) by Pˆ1G∗Pˆ1 − C, leading to
HBZ2 − Z2M = U∗(Pˆ1G∗Pˆ1 − C) = Z1(G∗U)Z1 − U∗C. (34)
This Sylvester equation can be solved very cheaply. Not only because it is small, but
in particular since left-overs from the solution process for (32) can be re-used, like
the Schur decompositions of HB and M.
Clearly, Z2 gives rise to an approximation Pˆ2 of P˜2, and the process can be re-
peated. The sequence Pˆk = UZk that is defined this way, approximates the original
iterates Pk and lies completely in the mk-dimensional block Krylov subspace for B
with starting block C that was constructed to approximate the solution of the first
iteration step of (29). We will now show that there is another interpretation to this
procedure.
3.3.3. The Hu–Reichel algorithm for the Riccati Correction Equation
We can apply the Ritz–Galerkin idea not just to each of the Sylvester equations,
but a matter of fact, also to the Riccati Correction Equation (10) itself. We look for an
approximate solution of the form UZV ∗ and demand that the residual is orthogonal
to the tensor product of U and V, interpreted as subspaces, by
U∗(BUZV ∗ − UZV ∗M − UZV ∗G∗UZV ∗ + C)V = 0, (35)
which, after some cleaning up, leads to
(U∗BU)Z − Z(V ∗MV ) = Z(V ∗G∗U)Z − U∗CV. (36)
This is a small generalized Riccati equation for Z, and one may check that using
Picard iterations to approximate its smallest norm solution, starting with Z0 = 0,
gives back the sequence Zk from the previous section. On the other hand, compar-
ing (36) with (10) and (11), we know that it is equivalent to the invariant subspace
problem,[
V ∗MV V ∗G∗U
U∗CV U∗BU
] [
I
Z
]
=
[
I
Z
]
(V ∗MV + V ∗G∗UZ), (37)
and we can write the matrix in the left-hand side of (37) as[
V ∗MV V ∗G∗U
U∗CV U∗BU
]
=
[
V 0
0 U
]∗
(X|Y )∗A(X|Y )
[
V 0
0 U
]
. (38)
J. Brandts / Linear Algebra and its Applications 358 (2003) 335–365 351
This shows that a general tensor product Ritz–Galerkin method applied to the
Riccati Correction Equation, directly corresponds to a special type of Ritz–Galerkin
projection of the original matrix A on the space defined by the matrix (XV |YU).
Observation 3.3. If U contains an orthonormal basis for the block Krylov subspace
for B with start block C, and if V = I , the matrix A projected on (X|YU) is block
upper Hessenberg. This follows directly from (38). The block version of the Implicit
Q-theorem [16] then shows, that (X|YU) contains, in fact, an orthonormal basis for
the block Krylov subspace for A with start block X.
Theorem 3.4. The Hu–Reichel method applied to the Riccati Correction Equation
results in the Block Arnoldi method for the matrix A with start block X.
This equivalence is valid in exact arithmetic, and it shows that also the (Block)
Arnoldi method [1,32] can be interpreted as a Riccati-type algorithm that works
with orthogonal corrections to a given approximation X of an invariant subspace. In
numerical practice however, there is a subtle difference: an implementation based on
the Riccati Correction Equation in the original coordinates (13) forces an additional
re-orthogonalization within this Block Arnoldi method. This is expressed in the fol-
lowing Lemma, formulated generally, that connects the implementation through (13)
with the standard implementation of the Block Arnoldi method.
Lemma 3.5. Define for a given N × k orthogonal matrix X the blocks
M = X∗AX, R = AX −XM and S∗ = X∗A−MX∗.
Let Q1R1 := R denote a QR-decomposition of R and write Q for the orthonormal
basis of Km(A,Q1) generated by m steps of the Block Arnoldi algorithm. Set
H = Q∗AQ. Then (X|Q) is the Block Arnoldi basis for Km+1(A,X), and
H+ := (X|Q)∗A(X|Q) =
(
M S∗Q
Q∗R H
)
. (39)
Remark 3.6. The equivalence should be properly taken in the light of the Implicit
Q-theorem [16] and modulo non-uniqueness of QR-factorizations. In the proof below
we will silently assume this and refrain from expressing it explicitly.
Proof of Lemma 3.5. Recall the construction of the Block Arnoldi basis for Km+1
(A,X). Starting with X, the next basis block is obtained by applying A to X, or-
thogonalization of the result to X, and picking out its orthogonal QR-factor. Since
(I −XX∗)AX = R, this orthogonal QR-factor equals Q1. To compute the next
block-column, AQ1 needs to be orthogonalized against X and Q1. But sinceQ1 =
Q1, this is the same as orthogonalizing AQ1 to X and Q1. The orthogonalization
against X results in AQ1 which then needs to be orthogonalized against Q1.
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Proceeding inductively, we conclude the equivalence, and compute the projected
matrix A on Km+1(A,X) as
H+ =
(
X∗AX X∗AQ
Q∗AX Q∗AQ
)
=
(
X∗AX (X∗A−MX∗)Q
Q∗(AX −XM) Q∗AQ
)
. (40)
This completes the proof by definition of R, S,M and H. 
In the presence of rounding errors, which may be substantial if X is close to an
invariant subspace, the computed residual might be far from orthogonal to X. If so,
then for the computed blocks Qj , denoting them by Q˜j , we have AQ˜j = AQ˜j .
In this case, the re-orthogonalization forced by working with A may result in a
more stable method.
3.3.4. Concluding remarks
We will end this section with some concluding remarks that aim to rephrase and
expose the cross-links between numerical methods that were derived in different
settings, but which may have turned out to be more similar than expected on before-
hand.
• At each point during a Block Arnoldi method, the method may of course be fully
restarted, using as restart the best approximating Ritz block. This may, compared
to the Implicitly Restarted Arnoldi method, not be a very sophisticated way to
restart, but seen in the light of Section 3.2, when close enough to an exact in-
variant subspace, this restart, together with explicit re-orthogonalization, might
substantially improve the convergence.
• Simoncini and Sadkane suggest in their paper [33] to refine an approximation
X of an invariant subspace obtained by the Arnoldi method, by writing down a
Riccati Correction Equation for X and doing one or more Picard iterations. From
the analysis above, it shows that instead, the Arnoldi method might have been
restarted with X and using explicit re-orthogonalization to X in the construction
of the Krylov Subspace from that point on.
4. Riccati algorithms with subspace acceleration
All previous algorithms are Ritz–Galerkin methods in which each Ritz–Galerkin
projection is done on a space having the same dimension as the object (eigenvector,
invariant subspace) that we wish to approximate. The next subspace to project upon
simply replaces the previous, and is either generated by some number of Picard
iteration steps like in Algorithm 3.2 or, as proposed in Section 3.3.3, by a Hu–Reichel
Galerkin approach that could be interpreted as a Block Arnoldi method with re-
orthogonalization. Unfortunately, satisfying the conditions under which the Picard
iterations would converge is not trivial, nor are they easy to check. As a matter of
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fact, numerical experiments strongly suggest that if the conditions are not satisfied,
there is no convergence.
4.1. Ritz–Galerkin methods with an expanding subspace
In order to overcome these problems, which clearly occur if the initial guess is
too far away from the solution, it will be important to include the possibility to ex-
pand the Galerkin subspace instead of merely replacing it. Here, we will expand
the subspace by approximate solutions of Riccati Correction Equations. Expanding
the space in which approximations for the object are sought, is a systematic and
straightforward way to find one such, that the conditions for convergence of the
Picard iterations and their accelerations are satisfied. From that point on, no further
subspace expansion would be needed, although obviously in practice one prefers to
do so. In Algorithm 4.1 below we sketch a general frame, in which the dimension of
the subspace (and hence of the projected problem) grows in each step by k.
If the dimension of the subspace becomes too large for efficient computations,
restart strategies should be applied. We will not go into detail here, but mention that
for algorithms with expanding subspaces like the Arnoldi [1] and Jacobi–Davidson
[35] methods, restart strategies have been considered in for example [13,26,38].
Algorithm 4.1. Ritz–Galerkin method with inexact Riccati expansion
input: A,V, ε
W = AV ;
M = V ∗W ; projected matrix from initial approximation V
R = S = W − VM; initial residual
while ‖S‖ > ε‖R‖
Q = approximate solution of the Riccati Correction Equation;
Qˆ = (I − VV ∗)Q; orthogonalization of columns of Q against V
Vˆ = qr(Qˆ); Vˆ is the orthonormal factor of Qˆ’s QR-decomposition
Wˆ = AVˆ ;
M =
(
M V ∗Wˆ
Vˆ ∗W Vˆ ∗Wˆ
)
; efficient implementation of projection
M = (V |Vˆ )∗(W |Wˆ ) using previous M
V = (V |Vˆ ); expansion of Galerkin subspace
W = (W |Wˆ ); updating the matrix W = AV
S = residual of a new object approximation derived from M and V;
end (while)
Remark 4.1. From an expanded subspace, important indicative information could
be obtained about the stability of the object of interest by looking at the approxima-
tions of nearby objects that are present in the expanded space. At each projection step
it may be decided to select from the subspace a new object of different dimension
(for example, by including a Ritz vector belonging to a very near Ritz value) and
iterate further with this new object to a hopefully more stable goal.
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4.1.1. The (block) Arnoldi method
The (block) Arnoldi method [1,32] can easily be put in the framework given by
Algorithm 4.1. This can be seen from the Riccati Correction Equation (13). Taking
−R as a (very rough) approximation to Q, makes that in Algorithm 4.1 a Krylov
subspace is built, and an orthonormal basis of it is stored in the matrix V. Note
that this approximation −R to Q is obtained when one step of Picard iteration (24)
is applied using the operator splitting T = S − R with R(Q) = −QM . As such,
the Arnoldi method seems a very unsophisticated method. However, as a numerical
method it is very efficient for several reasons. Firstly, the residual is available without
any extra computation. Secondly, by intrinsic orthogonality of R to the subspace, the
orthogonalization of the columns of Q to V is superfluous, and the matrix M is the
usual block upper Hessenberg matrix of the Arnoldi method. Together with restart
strategies of the Arnoldi algorithm like the one developed by Sorensen in [38], this
explains the popularity of the method.
4.1.2. The (block) Jacobi–Davidson algorithm
The Jacobi–Davidson algorithm, as originally developed by Sleijpen and Van der
Vorst in [35] aims to approximate an eigenvalue λ and eigenvector vˆ of a matrix A.
As such, it fits exactly in the above framework: an initial guess v for vˆ is used for a
Ritz–Galerkin projection, which yields a Ritz-value µ. Then the authors propose to
expand the current subspace (which at this moment only consists of v) by qˆ, where
qˆ is the solution of the Jacobi–Davidson Correction Equation, which reads as
(I − vv∗)(A− µI)(I − vv∗)qˆ = −r. (41)
Then, a new Ritz–Galerkin projection takes place, now on the span of v and v + qˆ
and a new Ritz pair is selected to formulate a new correction equation as (41). This
process is repeated.
Remark 4.2. Clearly, a Block Jacobi–Davidson method results from Algorithm 4.1
if for the expansion vectors Qˆ we use (approximate) solutions orthogonal to X of the
Sylvester equation AQˆ− QˆM = −R. We did not yet find this algorithm in the
research literature.
The solution qˆ of the Jacobi–Davidson Correction Equation can also be interpreted
as the result of one Picard iteration step with start value q0 = 0 applied to the vector
version of the Riccati Correction Equation (13),
(I − vv∗)(A− µI)(I − vv∗)q = q(v∗A)q − r. (42)
So, the Jacobi–Davidson method uses a better approximation of the solution of the
Riccati Correction Equation than the Arnoldi method does, namely qˆ from (41) in-
stead of −r . This correction is computationally more expensive to obtain and is not
automatically orthogonal to the subspace built so far. Nor is the projected matrix M
in Algorithm 4.1 upper Hessenberg. So it is not clear which of the two is the better
method, and most probably the answer differs for each application. However, once it
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has been decided to use Jacobi–Davidson, and to approximate the solution qˆ of the
correction equation by means of a Krylov subspace method, it may be worthwhile to
consider the efficient methods from Section 3.3 to obtain even better approximations
to the solution q of (42) by re-using Krylov subspaces that were built to approximate
the solution qˆ of (41). The main idea of this paper is to use those approximations as
expansion vectors instead of the Jacobi–Davidson expansion vectors qˆ from (41).
4.2. New algorithms
Here we advertise two new Ritz–Galerkin methods with expanding subspaces
to approximate eigenpairs or invariant subspaces. The philosophy behind them, is
that once you have built a Krylov subspace on the start vector r in (41) in which
to approximate qˆ, you might as well try to find a better expansion vector from this
same subspace. Especially in the case that the Hu–Reichel approach of Section 3.3.3
is used, this leads to an interesting interpretation.
4.2.1. A refined Block Jacobi–Davidson approach
Given the Block Jacobi–Davidson Correction Equation in Remark 4.2, we can
solve it by the Hu–Reichel method (see Section 3.3.3) and build an orthonormal basis
U for the block Krylov subspace Km(A, R), where as before,  = I −XX∗.
Denoting the block upper Hessenberg representation of A on Km(A, R) by
HA, we can approximate Qˆ from Remark 4.2 by Q˜1 = UZ1, where Z1 solves the
projected Sylvester equation
HAZ1 − Z1M = −U∗R. (43)
Instead of using Q˜1 for expansion of the subspace, we can perform some consecutive
iteration steps on the Riccati Correction Equation (13) almost free of charge,
HAZk+1 − Zk+1M = Zk(X∗AU)Zk − U∗R, (44)
if in the first iteration step suitable decompositions of HA and M were computed and
stored. We propose to use, for some modest value of k > 1, Q˜k := UZk as expansion
block instead, in particular in case Picard iteration onHAZ − ZM = Z(X∗AU)Z −
U∗R is convergent (see Theorem 3.1).
4.2.2. Block Arnoldi as inner iteration
As mentioned in Section 3.3.3, the iteration in (44) corresponds to computing an
eigenvector of a small eigenproblem. Indeed, given the Riccati Correction Equation
(13) and the Krylov subspace Km(A, R) we can form the relatively small pro-
jected matrix H+ from Lemma 3.5, in which H is the matrix HA from Section 4.2.1
above. We may solve for the invariant subspace of H+ that is in the Frobenius norm
closest to (I |0)∗, and use the approximation of Q obtained this way to expand the
current subspace. If the interest is not in the nearest subspace, and when a target is
set in the complex plane, one should choose the invariant subspace of H+ giving (a)
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Ritz value(s) closest to that target instead. 1 Given the results of Section 3.3.3 this
actually means that, starting with a Galerkin subspace V = X, we:
• perform m+ 1 steps of the Block Arnoldi algorithm applied to A with start block
X and explicit re-orthogonalization to X during the process (cf. Lemma 3.5),
• the Arnoldi Ritz block X˜ giving rise to the favored Rayleigh quotient M is used
to expand the Galerkin space V.
This is repeated until convergence. Clearly, the result is a Block Arnoldi method
as inner iteration inside a Jacobi–Davidson-type outer iteration. In fact, Jacobi–
Davidson can be interpreted as applying merely one step of inexact inverse iteration
to the inner eigenvalue problem, instead of applying Block Arnoldi.
4.2.3. The advantage of a non-linear projected correction equation
Consider once more the vector case of the Riccati Correction Equation,
(I − vv∗)(A− µI)(I − vv∗)q = q(v∗A)q − r. (45)
In case v is close to the eigenvector of interest, the correction q that is needed
will be small in norm, and the quadratic term in q will have relatively small to no
influence. In Section 3 we have seen that the Newton method and other methods will
in that case even be rapidly convergent without subspace expansion. Solving small
eigenproblems to find an expansion vector seems to be overkill, and the Jacobi–
Davidson correction will most probably do the job.
On the other hand, consider the case that the approximation v is not very good
yet, which will of course happen quite often in practical applications. It is important
to observe that the correction q that we are after, still solves (45). Overruling the
linearization that leads to the Jacobi–Davidson Correction Equation, and setting up
the inner-loop small eigenvalue problem instead, will give at least several possi-
ble corrections to choose from, as opposed to the unique correction given by the
Jacobi–Davidson correction equation (41). Choosing from the eigenvectors of the
small problem the correction that brings v closest to a given target, seems to be a
logical option. One may, alternatively, choose to apply a harmonic Rayleigh–Ritz
approach for approximating the inner-loop eigenvalue problem in early stages, as we
will explain now.
4.3. Interior eigenvalues
For eigenvalues in the interior of the spectrum, one often prefers the use of
harmonic Ritz values instead of Ritz-values. This can, without any complication be
implemented, since this concept is independent of the way in which the Galerkin
space in Algorithm 4.1 is expanded. We will briefly explain the idea behind it.
1 I would like to thank Jasper van den Eshof who pointed this out to me, which resulted in the reparation
of an error in the computer code used in the experiments of Section 5.
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4.3.1. Harmonic Ritz values and vectors
Consider, very generally, Ritz–Galerkin projection: an eigenvalue problem for a
matrix A is approximated by projecting it on a subspace V, leading to the Galerkin
orthogonality relation
V ∗(AVy − θVy) = 0. (46)
The success of this approach is optimal if V is an invariant subspace of A. In practice
of course, we do not have invariant subspaces available, so we hope to project on
subspaces that are close to invariant. An interesting observation is the following.
Observation 4.3. The space AV is, in an obvious sense, as good an approximation
for an invariant subspace of A−1 as V is to an invariant subspace of A.
This suggests to perform a Ritz–Galerkin projection of A−1 on the space AV. This
would lead to Ritz-values θ and vectors AVy for A−1 by solving
(AV )∗
(
A−1(AVy)− θ(AVy)
)
= 0 or (AV )∗
(
AVy − 1
θ
Vy
)
= 0.
(47)
Clearly, the eigenvalues of A−1 are the reciprocals of the eigenvalues of A, while
their eigenvectors are the same. This means that the reciprocals of θ and the vectors
AVy can be considered as approximations to eigenpairs of A.
Definition 4.4. The pairs (θ−1, AVy) from (47) are called the harmonic Ritz-pairs
for A with respect to the subspace V. Consequently, θ−1 is a harmonic Ritz value and
AVy a harmonic Ritz vector.
The importance of harmonic Ritz pairs stems from the fact that in many Galerkin
methods, convergence of the standard Ritz pairs towards extremal eigenvalues is much
more pronounced (faster, more regular, even monotone in case A = A∗) than to inte-
rior eigenvalues. From the construction above it follows that for harmonic Ritz values
we may expect that the convergence towards interior eigenvalues is like that. See also
[35] for the use of harmonic Ritz values within the Jacobi–Davidson framework.
4.4. Preconditioning
The success of the Jacobi–Davidson method often depends very much on a good
preconditioner for the correction equation, and several strategies have already been
investigated in the literature. We expect the algorithm in Section 4.2.1 to profit from
preconditioning in the same way. Also if other strategies are used than Krylov subspace
methods to solve the Jacobi–Davidson Correction Equation (such as incomplete
factorizations [36] or domain decompositions [14]), further Picard iterations on the
Riccati Correction Equation could make use of the very same preconditioning. Note
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that with these other preconditioners, every Picard iteration step will be relatively
more expensive, since it does not take place in a small (Krylov) subspace anymore.
The advantage that no new factorizations are needed still remains.
5. Numerical experiments
In the previous section, we have discussed several iterative methods for the
approximation of invariant subspaces or eigenvectors of large matrices with cheap
action. We will now do some numerical tests to find out if the algorithms behave
as expected.
5.1. Comparing plain Block Arnoldi and Block Jacobi–Davidson
We have introduced a Block Jacobi–Davidson (BJD) algorithm in Section 4.1.2
and proposed to solve the occurring Sylvester equations by the Hu–Reichel method.
The BJD method is a straightforward generalization of the vector-version, but we
did not yet find it as such in the research literature. We will now briefly compare
BJD with the Block Arnoldi (BA) method numerically. The expectation is, that due
to the Newton character of Jacobi–Davidson, BJD will be more efficient than BA,
especially when the start vector is close enough to the exact solution.
Our experiments were performed with the following two matrices, where D is the
diagonal matrix with eigenvalues 1, 2, . . . , 100.
• for A1 we took D and added ones on the two co-diagonals, so A1(j, j + 1) =
A1(j + 1, j) = 1. Apart from that, we set A1(100, 1) = A1(1, 100) = 1/2. We
deliberately took this matrix because it was also used in tests in [7,35].
• A2 is the Sherman 4 matrix from the Harwell–Boeing collection, which is real
unsymmetric and 1104 × 1104.
For both matrices, we aimed for the invariant subspace belonging to the two largest
eigenvalues in magnitude. We started both with an initial subspace chosen randomly,
and with one that was within a relative perturbation of ten percent from the target
space. In BJD, we used the Hu–Reichel algorithm with a 10-block Krylov subspace
to approximate the solution of the correction equation (Figs. 3 and 4).
We depicted the convergence histories of both methods by putting the iteration
number on the horizontal axis, and the 10-log of the residual Frobenius norm on the
vertical axis. Just as in the non-blocked version of both methods, here too it holds that
one BJD iteration is much more expensive than one BA iteration because a Krylov
subspace is being built to solve for a correction, and orthogonalization in the outer
iteration is needed.
Both experiments confirm what is known for the non-block versions, which is
that close to the solution, BJD converges much more rapidly and will most probably
also be cheaper than BA even though each iteration is much more expensive. If,
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Fig. 3. Comparing BA (diamonds) and BJD (asterisks) in convergence behavior for the matrix A1. In (a)
we started close to the solution, whereas in (b) we started randomly.
Fig. 4. Comparing BA (diamonds) and BJD (asterisks) in convergence behaviour for the matrixA2 (Sher-
man 4). In (a) we started close to the solution, whereas in (b) we started randomly.
however, the start space is not close to the target, the situation is less clear. BJD
needs an initial phase in which it expands the Galerkin space in order to get close
to the solution. Once that has been done, convergence is fast again, but the total
computational costs may be higher than for BA. We will now show that one of our
new methods drastically reduces the initial phase for (B)JD.
5.2. The new methods
We have introduced two possible refinements of the (B)JD method in Section 4.2.
The first method we called Refined (B)JD and will be abbreviated by R(B)JD. It
involves additional Picard iteration on the Riccati Correction Equation in the same
subspace that was used to find an approximation of the (B)JD correction equation.
The main idea of the second method is not to linearize the Riccati Correction Equa-
tion, but to replace it by a low dimensional Riccati Equation by projection on a sub-
space. This subspace may be chosen as the same subspace that would normally have
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been built for the (B)JD correction equation. By non-linearity of the projected Riccati
equation, this gives a small number of possible corrections to choose from, instead
of the unique correction resulting from linearization in (B)JD. Since the (B)JD cor-
rection is designed to point in the direction of the closest invariant subspace, we
expect that (B)JD will be less efficient than our new algorithm whenever the closest
invariant subspace is not the one that we are after. We already explained that new
algorithm can be seen as a (B)JD method in the outer iteration combined with (B)A
in the inner iteration.
Definition 5.1 (Riccati method). Looking ahead at its success, instead of calling it
(B)JD(B)A we would like to refer to the man who introduced the Riccati equation,
J.F. Riccati (1676–1754). So we will call it from now on the Riccati method.
Clearly, both methods can be implemented on top of a (B)JD code in which the
correction equation is solved by a subspace method. As long as the subspace has
relatively low dimension, the costs of solving the extra Picard iteration(s) of the first
method, as well as the costs for solving the low dimensional Riccati equation in the
second method, are rather low. In our numerical tests, we will only work with Krylov
subspaces.
5.3. A typical experiment
To start, we took the matrix A1 from the previous experiments and compared
JD, RJD and Riccati. For computational simplicity, we aimed for eigenvectors rather
than invariant subspaces, moreover since it showed that the Block versions behaved
similarly. We took m = 10 for each method (Fig. 5).
This experiment turns out to be typical. RJD usually does not differ much from the
JD since the refinement still aims for the closest eigenvector. But Riccati, especially
when far away from the solution, exploits the whole Krylov subspace that was built
Fig. 5. Comparing JD (asterisks) and RJD (diamonds) and Riccati (circles) in convergence behaviour for
the matrix A1. In (a) we started close to the solution, whereas in (b) we started randomly.
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for solving the JD correction equation. Not with the aim to solve this equation, but
to get close to the solution quickly. The dependence on m is as follows. Taking the
same random start for each experiment, we get typically:
m
3 5 10 20
Cpu time speed-up factor, Ric/JD 1.78 0.52 0.18 0.05
Number of iterations speed-up factor, Ric/JD 0.97 0.75 0.46 0.20
Here, the number 0.18 for m = 10 indicates that Riccati needed only 0.18 times
the cpu-time that JD needed to get the same accuracy with the same start vector,
whereas the number 0.46 is the fraction of iterations of JD that Riccati needed to do
so. Since R(B)JD never did not seem to be structurally much better than (B)JD, we
will from now on only experiment with JD versus the Riccati method, which seems
to do very well.
5.4. Jacobi–Davidson versus Riccati for large matrices
First, we repeated the experiment of Section 5.3 with the Sherman 4 matrix, but
only with JD and its best competitor, Riccati. In Fig. 6, the convergence histories are
depicted for m = 10, starting both close to the solution (a) and randomly (b). The
behaviour seems the same as in Section 5.3.
The corresponding relative speed-up factors are present as a part of the following
tabular, in which we also give results for some other matrices from the Harwell
Boeing collection. We always started with a random vector, but kept it the same
for all experiments with the particular matrix. Dashes mean that no experiment was
done. We repeated the experiment in case of misconvergence, which happened once
for JD and m = 20 in lshp3466.
Fig. 6. Comparing JD (asterisks) and Riccati (circles) in convergence behaviour for the matrix Sherman
4. In (a) we started close to the solution, whereas in (b) we started randomly.
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Matrix name: size m 3 5 10 20 50
Sherman4 1104 Cpu 1.19 0.68 0.10 0.05 0.01
Real unsymm. Its. 0.81 0.71 0.29 0.11 0.04
Nnc1374 1374 Cpu 0.89 0.55 0.28 0.12 0.16
Real unsymm. Its. 0.98 0.80 0.52 0.22 0.18
Utm3060 3060 Cpu 1.05 1.07 0.81 0.43 0.15
Real unsymm. Its. 1.00 0.97 0.68 0.37 0.16
Lshp3466 3466 Cpu – 0.79 1.09 1.07 0.34
Symm. indef. Its. – 0.90 0.92 0.76 0.30
Cry10000 10000 Cpu 0.55 0.34 0.10 0.05 –
Real unsymm. Its. 0.70 0.44 0.16 0.07 –
Memplus 17758 Cpu 0.76 0.17 0.19 0.08 –
Real unsymm. Its. 0.76 0.33 0.23 0.10 –
Bcsstk32 44609 Cpu 1.54 1.28 0.90 0.25 –
Symm. indef. Its. 0.96 0.65 0.39 0.13 –
Fig. 7. Comparing JD (asterisks) and Riccati (circles) in convergence behaviour for the real unsymmetric
17758 × 17758 matrix memplus for m = 5 in (a), and for the symmetric indefinite 44609 × 44609 matrix
bcsstk32 with m = 10 in (b).
To illustrate the success of the Riccati method over plain Jacobi–Davidson once
more, we presented the two convergence graphs corresponding to the matrices mem-
plus for m = 5 and bcsstk32 for m = 10 in Fig. 7. Note that the extra costs for
the Riccati method per iteration step due to solving 5 × 5 and 10 × 10 eigenvalue
problems, are negligible.
5.5. Hardware and software and real arithmetic
Our experiments were carried out on a SunBlade 100 workstation using MatLab
6, in which the flop-count is unfortunately no longer available. Instead, we used the
cpu-time count, but note that this is not always reliable.
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We think it is natural to work only with real invariant subspaces when real matri-
ces are used in experiments. Therefore, in the actual implementation, all arithmetic
was kept real. If complex conjugate eigenpairs were involved, we selected real in-
variant subspaces of dimension two rather then complex eigenvectors. This could
easily be implemented since our algorithms are block algorithms anyway.
MatLab’s Schur decomposition is a real Schur decomposition, and we used the
MatLab code developed in [5] to sort the real Schur forms with respect to targets,
and to find the two-dimensional real invariant subspaces belonging to complex con-
jugate pairs. Also for finding a single real eigenvector, the combination of computing
the real Schur form and the sorting algorithm was used. The dominant eigenvalue
of nncl1374 is in fact a complex conjugate pair. It was returned by all methods as
a two-by-two real matrix together with the corresponding 1374 × 2 real invariant
subspace.
5.6. Discussion
The experiments show that the Riccati method, which has several potential cor-
rections per iteration step, as opposed to only one in Jacobi–Davidson, generally
performs much better than Jacobi–Davidson. Of course, the comparison is not
always fair. If it is know that the start vector is possibly far from the solution, there
is not much sense in solving the Jacobi–Davidson correction equation more and more
accurately, since even the exact solution would not give a good correction. So, also
the best preconditioner would not help Jacobi–Davidson in that case. A plausible
alternative would be to apply first the Arnoldi method until one is close enough to
the target solution, and then switch to Jacobi–Davidson. But this, in fact, already
very much resembles the Riccati method, given its interpretation in Section 4.2.2. It
would be interesting to find a heuristic for a flexible value of m in relation to the size
of the residual of the current approximation.
Note that the number of matrix–vector multiplications with A is the same for both
methods, and that the difference in costs is the solution of small eigenvalue problems
in each iteration of the Riccati method. In our program, this is done by brute force
(computing all eigendata and choosing the best correction), but one could think of a
recursive strategy in which the Riccati method itself is used. In that case, it would pay
off to consider the harmonic approach to favor convergence towards eigenvectors
belonging to eigenvalues in the interior of the spectrum.
Acknowledgements
The author wishes to thank Jasper van den Eshof, Jaroslav Kautsky, Michal
Krˇížek and Gerard Sleijpen for valuable discussions, and Rich Lehoucq more-over
for pointing out reference [33]. The research has been made possible through a
Fellowship of the Royal Netherlands Academy of Arts and Sciences (KNAW).
364 J. Brandts / Linear Algebra and its Applications 358 (2003) 335–365
References
[1] W.E. Arnoldi, The principle of minimized iteration in the solution of the matrix eigenvalue problem,
Quart. Appl. Math. 9 (1951) 17–29.
[2] R.H. Bartels, G.W. Stewart, Solution of the equation AX +XB = C, Commun. ACM 15 (1972)
820–826.
[3] S. Bittanti, A.J. Laub, J.C. Willems (Eds.), The Riccati Equation, Communications and Control
Engineering Series, Springer-Verlag, Berlin, 1991.
[4] J.H. Brandts, A comparison of subspace methods for Sylvester equations, in: S. Margenov, J. Was-
niewski, P. Yalamov (Eds.), Large Scale Scientific Computing, Lecture Notes in Computer Science,
vol. 2179, Springer-Verlag, New York, 2001, pp. 462–470.
[5] J.H. Brandts, Matlab code for sorted real Schur forms, Numer. Linear Algebra Appl. 9 (3) (2002)
249–261.
[6] F. Chatelin, V. Frayssé, Lectures on Finite Precision Arithmetic, SIAM Publications, Philadelphia,
PA, 1996.
[7] M. Crouzeix, B. Philippe, M. Sadkane, The Davidson method, SIAM J. Sci. Comput. 30 (1994)
772–795.
[8] E. Davidson, The iterative calculation of a few of the lowest eigenvalues and corresponding eigen-
vectors of large real symmetric matrices, J. Comput. Phys. 17 (1975) 87–94.
[9] J. Demmel, Three methods for refining estimates of invariant subspaces, Computing 38 (1987)
43–57.
[10] A. Edelman, T.A. Arias, S.T. Smith, The geometry of algorithms with orthogonality constraints,
SIAM J. Matrix Anal. Appl. 20 (1998) 303–353.
[11] A. Edelman, E. Elmroth, B. Køagström, A geometric approach to perturbation theory of matrices
and matrix pencils. Part I: versal deformations, SIAM J. Matrix Anal. Applic. 18 (1997) 653–692.
[12] L. Eldén, V. Simoncini, Inexact Rayleigh quotient-type methods for subspace tracking, Report IAN-
CNR no. 1172, 1999.
[13] D.R. Fokkema, G.L.G. Sleijpen, H.A. Van der Vorst, Jacobi–Davidson style QR and QZ algorithms
for the reduction of matrix pencils, SIAM J. Sci. Comput. 20 (1999) 94–125.
[14] M. Genseberger, G.L.G. Sleijpen, H.A. van der Vorst, Using domain decomposition in the
Jacobi–Davidson method, Preprint 1117, Mathematics Department, University Utrecht, Nether-
lands, 2000.
[15] I. Gohberg, P. Lancaster, L. Rodman, Invariant Subspaces of Matrices with Applications, Wiley,
New York, 1986.
[16] G.H. Golub, C.F. van Loan, Matrix Computations, third ed., The John Hopkins University Press,
Baltimore and London, 1996.
[17] N.J. Higham, Accuracy and Stability of Numerical Algorithms, SIAM Publications, Philadelphia,
PA, 1996.
[18] N.J. Higham, Perturbation theory and backward error for AX −XB = C, BIT 33 (1993) 124–136.
[20] D.Y. Hu, L. Reichel, Krylov subspace methods for the Sylvester equations, Linear Algebra Appl.
172 (1992) 283–314.
[21] V. Ionescu, C. Oara, M. Weiss, Generalized Riccati Theory and Robust Control, Wiley, New York,
1999.
[22] C.G.J. Jacobi, Ueber ein leichtes Verfahren, die in der Theorie der Saecularstoerungen vorkommen-
den Gleichungen numerisch aufzuloesen, J. Reine Angew. Math. (1846) 51–94.
[24] Y.-L. Lai, K.-Y. Lin, W.-W. Lin, An inexact inverse iteration for large sparse eigenvalue problems,
Numer. Linear Algebra Appl. 4 (1997) 425–437.
[25] P. Lancaster, L. Rodman, The Algebraic Riccati Equation, Oxford University Press, Oxford, UK,
1995.
[26] R.B. Morgan, On restarting the Arnoldi method for large nonsymmetric eigenvalue problems, Math.
Comput. 65 (1996) 1213–1230.
J. Brandts / Linear Algebra and its Applications 358 (2003) 335–365 365
[27] B.N. Parlett, The Symmetric Eigenvalue Problem, reprinted by SIAM Publications, Philadelphia,
PA, 1998.
[28] M. Robbé, M. Sadkane, Riccati-based preconditioner for computing invariant subspaces of large
matrices. Part I: theoretical aspect. Report, 2000.
[29] M. Robbé, M. Sadkane, Riccati-based preconditioner for computing invariant subspaces of large
matrices. Part II: algorithmic aspect. Report, 2000.
[32] M. Sadkane, Block Arnoldi and Davidson methods for unsymmetric large eigenvalue problems,
Numer. Math. 64 (1993) 195–211.
[33] V. Simoncini, M. Sadkane, Arnoldi–Riccati method for large eigenvalue problems, BIT 36 (1996)
579–594.
[34] V. Simoncini, On the numerical solution of AX −XB = C, BIT 36 (4) (1996) 182–198.
[35] G.L.G. Sleijpen, H.A. van der Vorst, Jacobi–Davidson iteration method for linear eigenvalue prob-
lems, SIAM J. Matrix Anal. Appl. 17 (1996) 401–425.
[36] G.L.G. Sleijpen, F.W. Wubs, Effective preconditioning techniques for eigenvalue problems, Preprint
1117, Mathematics Department, University Utrecht, Netherlands, 1999.
[37] P. Smit, M.H.C. Paardekooper, The effects of inexact solvers in algorithms for symmetric eigenvalue
problems, Linear Algebra Appl. 287 (1999) 337–357.
[38] D.C. Sorensen, Implicit application of polynomial filters in a k-step Arnoldi method, SIAM J. Matrix
Anal. Appl. 13 (1992) 357–385.
[41] G.W. Stewart, Error and perturbation bounds for subspaces associated with certain eigenvalue prob-
lems, SIAM Rev. 15 (4) (1973).
[42] G.W. Stewart, J.G. Sun, Matrix Perturbation Theory, Academic Press, London, 1990.
[43] J.-G. Sun, Perturbation theory for algebraic Riccati equations, SIAM J. Matrix Anal. Appl. 19 (1998)
39–65.
[44] S.-F. Xu, Sensitivity analysis of the algebraic Riccati equations, Numer. Math. 75 (1996) 121–134.
[45] K. Zhou, J. Doyle, K. Glover, Robust and Optimal Control, Prentice-Hall, Englewood Cliffs, NJ,
1995.
