Abstract. The Riemann problem for a general inhomogeneous system of conservation laws is solved in a neighborhood of a state at which one of the nonlinear waves in the problem takes on a zero speed. The inhomogeneity is modeled by a linearly degenerate field. The solution ofthe Riemann problem determines the nature of wave interactions, and thus the Riemann problem serves as a canonical form for nonlinear systems of conservation laws. Generic conditions on the fluxes are stated and it is proved that under these conditions, the solution of the Riemann problem exists, is unique, and has a fixed structure; this demonstrates that, in the above sense, resonant inhomogeneous systems generically have the same canonical form. The wave curves for these systems are only Lipschitz continuous in a neighborhood of the states where the wave speeds coincide, and so, in contrast to strictly hyperbolic systems, the implicit function theorem cannot be applied directly to obtain existence and uniqueness. Here we show that existence and uniqueness for the Riemann problem is a consequence of the uniqueness of intersection points of Lipschitz continuous manifolds of complementary dimensions. These systems are resonant for two reasons: The linearized problem exhibits classical resonant behavior, while the nonlinear initial value problem exhibits a "nonlinear resonance" in the sense that wave speeds from different families of waves are not distinct; so the number of times a pair of waves can interact in a given solution cannot be bounded a priori. Since waves are reflected in other families every time a pair of waves interact, a proliferation of reflected waves can occur by the interaction of a single pair of waves. Examples of resonant inhomogeneous systems are observed in model problems for the flow of a gas in a variable area duct and in Buckley-Leverett systems that model multiphase flow in a porous medium.
1. Introduction. We are interested in characterizing the resonant behavior that occurs in an arbitrary inhomogeneous system of conservation laws in a neighborhood of a state at which one of the nonlinear wave families has a zero wave speed. By an inhomogeneous system of conservation laws, we mean a system of the form (1.1) ut +f(a, u)x =0, where a a(x) is a variable function of x alone; thus a represents an inhomogeneity in the problem. We express this by the additional conservation law 1. 2) at O.
(Systems of this form were previously identified by the authors when we outlined a program for classifying the solutions of nonstrictly hyperbolic systems (cf. [5] , [6] , [8] UR for x>0.
The Riemann problem is fundamental to the study of (1.3) because it identifies the elementary waves that propagate--typically, shock waves, rarefaction waves, and contact discontinuities. Our main result is that, for each pair of states UL and UR in a neighborhood of U,, there is a unique solution of the Riemann problem that is determined by a canonical underlying structure of the elementary waves in the problem.
One consequence of the genericity assumptions (1.5) and (1.6) is that the linearized system in the O-h k block has the normal form
Resonant behavior occurs in the linearized problem because the solution u(x, t)= a'(x)t / c blows up as tends to infinity. The nonlinear initial value problem exhibits a "nonlinear resonance" in the sense that wave speeds from different families of waves are not distinct, and so the number of times a pair of waves can interact in a given solution cannot be bounded a priori. Consequently, since waves are reflected in other families every time a pair of waves interact, a proliferation of reflected waves can be produced by the interaction of a single pair of waves. Another consequence of (1.4)-(1.6) is that there is a surface on which wave speeds coincide, and thus our systems do not fit the framework of [15] in which the coincidence occurs at a single "umbilic"
point. [9] and by the authors [4] , [17] . Under Wave interactions are significantly more complicated in system (1.3) than in a strictly hyperbolic system. For example, Temple showed in 17] that solutions satisfy a time-independent estimate on the total variation as measured under a singular transformation of the conserved quantities. Such time-independent estimates are relevant to the study of the asymptotic decay of solutions into noninteracting wave patterns as tends to infinity.. This was analyzed in [7] , where it was shown that the decreasing nonlinear functional introduced in [17] is minimized on a unique set of noninteracting waves that, in general, are inadmissible solutions of the Riemann problem; it was conjectured that these are the time-asymptotic waves in the solution.
In one dimension, the total variation of a solution at time is the most natural measure of the total strength of the waves in the solution at time t, and thus it is natural to expect that the total variation of the solution at time should be bounded by the total variation at time =0, at least for sufficiently weak waves. This time-independent estimate was proved by Glimm for strictly hyperbolic systems in his fundamental paper [2] and has been applied to obtain rates of decay of the solutions asymptotically as tends to infinity. Simple examples, however, show that the total variation of solutions of (1.3) at a time > 0 cannot be bounded by the total variation at time t-0 in the space of conserved quantities, uniformly in time, even when u is a scalar and a(x) is smooth. The analysis in [17] gives time-independent bounds on solutions when u is a scalar and is based on a singular transformation of the (a, u)-plane. 
The equations express the conservation of mass (p), momentum (pu), and energy (E), respectively. We say that resonance occurs in transonic flow because one of the nonlinear waves can have a zero wave speed (cf. Liu [11] ). Liu was the first to study the initial value problem for these equations using Glimm's random choice method [2] , and he proved convergence of the method for solutions taking values in a neighborhood of a state (p, pu, E) at which the wave speeds are bounded away from zero (see [11] Dropping the zero-order term from the right side of (2.2) yields a mathematical model for the resonant behavior that occurs in transonic flow. The resulting system has the form of system (1.3). Note that this reduced system also can be viewed as the first system to be solved in a numerical time-splitting method for (2.2).
In the special case where p-c2p (isothermal flow), the energy equation drops out, and the zero-order term can be incorporated into the fluxes to obtain the system Buckley-Leverett systems. We call the following equations polymer equations because they arise as a model for the polymer flooding of an oil reservoir (i.e., two-phase, three-component flow in a porous medium [4] , [17] ):
Here s and c denote the water saturation and the polymer concentration, respectively, and satisfy 0<s-<l and 0_<-c=<l, while f=f(s,c) is a constitutive relation. The structure of solutions is determined by qualitative properties of f [4] , [17] . is the particle velocity of the water, and so the trajectories of the water particles are
given by solutions of the ordinary differential equation x'= g(s(x, t), c(x, t)). We can thus define a solution-dependent mapping of the independent variables (x, t) to (, t) so that s c const defines the particle trajectories in the transformed, or Lagrangian, coordinates (, t). This transformation is defined by (2.7) sO(x, t)= s(z, t) dz, (O,t) where x(O, is the particle path through the point x 0 at time O. Rewriting system (2.5) with respect to (, t) yields the equivalent system
which has the form (1.1), (1.2) when we make the identifications u= l/s, a =, and h--g (cf. lk" fa Proof. The specified integral curve is defined by U'= Ro(U) with U(0) U,. That is, a'= ao and u'=ro with a(0)= a, and u(0)= u,. In particular, a'(0)=0, since Ro Rk (0, rk) on .I n addition, the integral curve satisfies (3.2) f(a(e), u(e))=f(a,, u,).
Differentiating (3.2) with respect to e yields (3.3) f,a' +fu' 0.
We write
where ri(e)=ri(U(e)) is the ith right eigenvector offu at U(e). Since u'(0) =ro=rk, we must have that ci(0)=0 for iS k, and ok(0)= 1. Differentiating (3.3) with respect to e, we obtain that 
At e =0, we have that Ak(0)=0 and a'(0)=0, so that
Thus evaluating (3.4) at e 0 yields (3.5) faa"+ Y clAr+{Vk" rk}rk--0.
ik Multiplying both sides of (3.5) by lk(U,), we obtain that V Ak" rk a" (0) 1" f. ., where we have used the biorthogonality relations lk'ri 0 for iS k and the normalization lk" rk 1. This completes the proof.
U
The conditions in Theorem 3.1 imply that the integral curve of Ro that passes through the state U, (a,, u,) touches the hyperplane a a, only at U, and does not cross it. Without loss of generality, we assume that a"(O) < 0; i.e., the integral curve lies below the hyperplane a a, near the state U, (see Fig. 1 ). By continuity, the above conclusions hold for all points in in a neighborhood of U,. In particular, the integral curves of Ro passing through states Uo (ao, Uo) near U, must cross the hyperplane a al, al < ao exactly twice in a neighborhood of U,, as indicated in (Admissibility here is equivalent to conservation of the total variation of a in Glimm's method (cf. [4] , [9] , [16] Figs. 2 and 3 . The continuity of the curves TR(UL) at the special points Q follows from the triple shock condition formulated in [5] . Alternatively, note that, for every a <ao, the integral curve of Ro passing through a state Uo (ao, Uo) intersects the surface a aR ao at exactly two points, which we can assume to be the points labeled P and Q in Figs. 2(a), 2(b), and 3. Thus the wave that takes UL P to UR Q lies in the hyperplane a-aR and thus must be a shock wave for the n n system u, +f(aR, U)x--0. Since a U. j__ RO=Rk this wave is also a 0-wave, and since Ro Rk at U., the wave from P to Q also must be a k-wave of speed zero. is lost in a neighborhood of resonance (cf. [13] ).
In conclusion, the general structure of the solutions in a neighborhood of U. can be described as follows: to leading order, the waves in the 0, k-characteristic families correspond to the waves in the Riemann problem solution for the scalar inhomogeneous equation; the general solution is obtained by preceding these waves by slower waves from families 1,. ., k-1 and following these waves with faster waves from families k + 1,..., n. Thus, under our generic assumptions, the Riemann problem solutions of the scalar inhomogeneous equation determine the leading-order structure of solutions in the 0, k-family, just as the scalar homogeneous equation determines the local structure to leading order in each family of a strictly hyperbolic system. Assume that Wl,'' ", w, form a basis for R" and that Mo -> 1 satisfies (4.4) o ,w, <-Mol, l. 
Moreover, the distance between the intersection point and the known points on the manifolds can be estimated by
with a similar estimate for UMIn the case of nonlinear manifolds, the point UM, defined above, gives only an approximation to the point of intersection, and it may not lie in either of the manifolds.
Consequently, we find the intersection by "projecting" u onto the manifolds and then iterating this construction. 6(Po), q(qo) B(u,, 6) for some positive number 6 <=(1-p)r/(4Mo) To complete the proof of existence, we must show that the sequence is well defined and that its limit lies in the domain of .Assumet hat (Po; qo),""", (Pro-1 q'-l) are in Ik I -k. Then (p" q" is well defined, and, from (4.11), we obtain that I(Pm q')--(Po; qo)l= < 1 nMoe This completes the proof of Theorem 3.1.
