Symmetric Positive Definite (SPD) matrices have been widely used as feature descriptors in image recognition. However, the dimension of an SPD matrix built by image feature descriptors is usually high. So SPD matrices oriented dimensionality reduction techniques are needed. The existing manifold learning algorithms just reduce the dimension of high dimensional vector-form data. Our work is based on the fact that the set of all SPD matrices is known to have a Lie group structure. Our method aims to transform the manifold learning algorithm to SPD matrix Lie group. We first construct the corresponding Laplacian matrix on SPD matrix Lie group, then make use of the basic idea of manifold learning algorithm LPP (locality preserving projection). Thus we call our approach Lie-LPP to emphasize its Lie group character. We also do some experiments on human face recognition and achieve effective results.
Introduction
Image recognition is a very popular research project in the field of machine vision and pattern recognition. The original feature descriptor of an image is the corresponding pixel matrix. In general, the type of image feature descriptor highly influences the recognition rate during image recognition. For original image pixel matrix, it is very difficult to directly do the recognition on the matrix space. It is usual to transform a pixel matrix to a row feature vector. In practice the dimension of the feature vector is especially high. In addition, most of the features in this vector are not effective for the image recognition. In order to diminish the negative effect of dimension curse, a large number of dimensionality reduction algorithms have been invented to implement image recognition [1] . But the vector-form descriptor breaks the geometric structure of pixel matrix space and loses the spatial information of the pixel matrix space. To avoid these disadvantages, F. Porikli [6] presented a new form of feature descriptor via computing a feature covariance matrix within any size region in an image, which preserves the local geometric structure of the image pixel matrix. The method of covariance matrix descriptor has mainly been used in image recognition [4, 5, 7] .
Non-singular covariance matrix mentioned in this paper is an SPD matrix, and the set of all SPD matrices with the same size forms a Riemannian manifold. Generally the dimension of SPD Riemannian manifold is very high. Harandi et al. [11] proposed to learn a kernel function to map the SPD matrix into a higher dimensional Euclidean space and then use traditional manifold learning algorithm LPP to reduce its dimension. But this method would run hard if the original dimension of SPD Riemannian manifold is especially high. In addition, the geometric and algebraic structure of SPD manifold would be broken during the dimension reduction process. To overcome this limitation, Harandi et al. [12] suggested to map the original SPD manifold to a lower dimensional SPD manifold which preserves the geometric and algebraic structure of SPD manifold. But this method needed to get help of Grassmann manifold and the time cost is especially high. In order to reduce the time cost, Huang et al. [3] proposed transforming SPD matrices to the tangent space by logarithm mapping and learning an optimal dimension reduction matrix on that tangent space. However, this algorithm needs several parameters which are sensitive factors influencing the algorithm. In addition, this method only preserved the local structure of manifold and did not analysis the global structure.
SPD matrices with the same dimension lie on a Riemannian manifold. What's more, they form a Lie group called SPD matrix Lie group S D + . All the abovementioned methods can not reduce the dimension of SPD matrix Lie group directly. In this paper, we propose to set a new method to avoid these disadvantages.
Recent years manifold learning [2, 8, 9, 10] has become a significant branch of machine learning and has been widely used in computer vision and pattern recognition. The main purpose of manifold learning is to reduce the dimension of high dimensional vector-form data by uncover the intrinsic geometric structure of high dimensional data points. For example, LPP [2] and LEP [10] aimed to construct the corresponding graph Laplacian matrix which reflects the local geometric structure of data points. Since a covariance matrix is represented by the product of feature vectors and is bilinear, there is an intuitive idea that we can solve the dimensionality reduction problem directly on the SPD matrix Lie group. We extended the idea of LPP to a dimensionality reduction problem on SPD matrix Lie group and attempted to construct the corresponding Laplacian matrix on SPD matrices dataset which reflects the intrinsic structure of SPD matrix Lie group. We developed the Lie-LPP algorithm to get a dimension reduction algorithm on SPD matrix Lie group.
Lie-LPP on SPD Matrix Lie Group
In this section we first analyze the geometric and algebra structure of SPD matrix Lie group. Then we give the construction of Laplacian matrix on SPD matrix Lie group. Finally we describe our proposed dimensionality reduction algorithm Lie-LPP.
Geometric Structure of SPD Matrix Lie Group
Distance metric is required to measure the distance between two different images. In this paper we choose Log-Euclidean metric from [15] as the Riemannian metric of SPD matrix Lie group. The SPD matrix Lie group that we consider in this paper is represented by S D + , where the size of every point
where T 1 , T 2 ∈ T S1 S D + . Log-Euclidean metric is a bi-invariant metric defined on SPD matrix Lie group because the corresponding metric on the tangent space is Euclidean metric. So endowed with Log-Euclidean metric, S D + is a flat manifold and locally isometric to the tangent space Sym(D). The corresponding exponential and logarithmic maps based on this metric are shown as [3] :
where the exponential map is defined at point S 1 ∈ S D + , T 1 ∈ T S1 S D + a tangent vector, and the corresponding point of S 2 at T S1 S D + is log S1 (S 2 ). In addition, the geodesic distance between S 1 , S 2 ∈ S D + is defined as follows [3] :
Based on the Log-Euclidean metric, the geodesic distance between two SPD matrices is equivalent to the Euclidean distance between the corresponding logarithmic forms.
Laplace Operator on SPD Matrix Lie Group
The critical step of LPP algorithm is to construct a Laplacian matrix to represent the intrinsic geometrical structure of vector-form data points. The Laplacian matrix on a graph is a discrete analogue of the Laplace operator that we're familiar with in functional analysis. In this subsection, we give the graph Laplacian matrix construction on SPD matrix Lie group endowed with Log-Euclidean metric. Suppose a parameterized SPD matrix Lie group Σ defined as Σ :
For the numerical computation of Laplacian, we may approximate the first and second order tensor derivative by their Euclidean derivative. This gives a fourth order approximation of the Laplace-Beltrami operator:
To compute the complete manifold Laplacian of Eq.6, we just have to compute the above numerical approximations of the function derivatives along d orthonormal basis vectors.
In practical application, suppose {Σ 1 , Σ 2 , · · · , Σ N } is a set of SPD matrices generated from Σ. The 'normal' graph Laplacian on this data set is:
, if i and j are connected, else W ij = 0. The graph Laplacian matrix on SPD matrix Lie group is L = Q − W , where W is a symmetric matrix, W ij defined as above and Q is a diagonal matrix, Q ii = j W ji .
Lie-LPP Algorithm
Based on the definition of graph Laplacian matrix on S D + and the algorithmic procedure of LPP, we give Lie-LPP algorithm.
Suppose the input data points are S 1 , S 2 , . . . , S N ∈ S D + , and the learnt output data points are Y 1 , Y 2 , . . . , Y N ∈ S d + , where N is the number of sampled points. For SPD matrix Lie group S D + , the SPD matrix logarithms in the tangent space are also symmetric matrices. The linear dimension reduction mapping between tangent spaces is:
The corresponding mapping between S D + and S d + is : (9) where
It is easy to prove that F (S i ) is still an SPD matrix. In this paper we attempt to learn the transformation matrix A, where A ∈ R D×d is a full column rank matrix, D >> d.
In order to obtain a more discriminative SPD matrix Lie group S d + , A should also inherit and preserve the geometric structure of S D + . According to the idea of LPP, the key step of Lie-LPP algorithm is to construct the Laplacian matrix L on S D + which reflects the local geometrical structure of S D + .
The algorithm steps of Lie-LPP are shown as follows:
• The first step is to find the K-nearest neighborhoods {U i } of every point S i . We choose the geodesic distance to measure the similarity among SPD matrices.
•
The second step is to construct the weight matrix W on N input data points.
The third step is to compute the eigenvectors and eigenvalues for the generalized eigenfunction problem:
Details will be shown in the next subsection.
Optimal Embedding
The optimal dimensionality reduction map A is learnt by minimizing the following energy function:
According to the definition of geodesic distance and Log-Euclidean metric on SPD matrix Lie group in Eq.4, the energy function Eq.10 can be transformed to the following equation:
According to Eq.8, the optimization function Eq.11 is represented as follows:
SP is a semi-SPD matrix, the eigenvalues of it are all non-negative. We have tr P T S T LSP ≥ 0. In order to compute the minimum value of Eq.12, we just need to compute the minimum eigenvalues of matrix P T S T LSP . To avoid getting a singular solution, we impose a constraint:
Then the corresponding minimization problem turns to:
We use Lagrange multiplier method to solve the minimization problem:
As L's derivative to A we obtain the following:
For obtaining ∂L(A,λ) ∂A = 0, we just need solving the following generalized eigenvector problem:
We obtain the bottom smallest
The corresponding dimension reduction map g between S D + and S d + is:
The lower dimensional SPD matrix Lie group S d + preserves the local geometric and algebraic structure of S D + . The local structure between S D + and S d + is kept by the Laplacian matrix L on S D + .
Experiments
In this section we test our algorithms on two face image databases e.g. Yale Face Database and YouTube Celebrities Database. Correspondingly we use LEML algorithm [3] and SPD-ML algorithm [12] to compare with our algorithm.
Databases
Yale Face database contains 165 grayscale images of 15 different people. There are 11 images per subject, one per different facial expression or configuration The face region in each image is resized into 32 × 32. We use the raw intensity feature to construct the corresponding SPD matrix, in which we follow [3] to construct the SPD matrix for each image. On this dataset since the image size is 32 × 32, the size of the corresponding SPD matrix is 1024 × 1024.
YTC database collects 1910 video sequences of 47 subjects from YouTube. The face regions of the original images from the video sequences are not all the same and especially high. We resize the face region into 20 × 20 intensity image as the same in [3] . Each video clip generates an image set of faces. In this experiment, we choose 497 video sequences of 10 different people. As the same in Yale Face Database, we use the 20 × 20 intensity feature to construct the corresponding SPD matrix descriptor. So the size of the corresponding SPD matrix descriptor is 400×400.
Recognition
These experiments are mainly divided into two steps. The first step is to use these algorithms to reduce the dimension of data points. The second step is to do the human face recognition in the low dimensional space. In the recognition step, Lie-LPP uses Log-Euclidean metric the same with LEML [3] to compute the geodesic distances between arbitrary two SPD matrices. SPD-ML [12] used Affine-Invariant metric as well as Stein divergence metric. Different from the other two algorithms LEML and SPD-ML, our algorithm aims to construct Laplacian matrix on SPD matrix Lie group, and then learns a more discriminable Lie group which preserves the geometric and algebra structure of the original one.
For YaleFace DB, we totally do the experiment four times by each algorithm. In each time, we randomly choose p (p = 2, 3, 4, 5) image sets per subject as the training dataset, the rest 11 − p as the test dataset respectively. The recognition accuracy results of different algorithms are reported in Table 1 . In these experiments we choose the same classification methods with LEML and SPD-ML in the recognition step. From Table 1 we can see that the recognition result of our proposed algorithm is especially similar to the results of LEML and SPD-ML when we choose p = 5 images per subject as the training dataset. But the accuracy recognition rates of Lie-LPP are higher than the accuracies of LEML and SPD-ML when we choose p = 2, 3, 4. The results of these experiments mean that the effect of dimensionality reduction for SPD matrices by Lie-LPP is better than the effects of LEML and SPD-ML. In addition, LEML and SPD-ML need several parameters when performing their algorithms. Our algorithm just needs to analyze the Laplace operator of SPD matrix Lie group and solves the dimensionality reduction problem directly on the SPD matrix Lie group.
For the recognition of YTC Database, we also do the experiments four times by each algorithm respectively. As the same method with YaleFace DB, we randomly choose p (p = 3, 4, 5, 6) respectively image sets per subject for training, the rest for test. The results of all these experiments are presented in Table 1 lower part. In Table 1 , we can see that the recognition of Lie-LPP is higher than the other four algorithms, with more than 20% average improvement. Compared with SPD-ML and LEML algorithms, our algorithm achieves comparable performance with them for p = 3. In addition, for p = 4, 5, 6, our proposed method outperforms them. The results show that constructing the corresponding graph Laplacian matrix on SPD matrix Lie group is a necessary step to uncover the intrinsic structure of SPD matrix Lie group.
Conclusion and Future Directions
In this paper, we extend manifold learning algorithm LPP to SPD Matrix Lie group, and successfully apply it to human face recognition. We use the relationship between Lie group and Lie algebra, and construct the discrete Laplace matrix of SPD matrices. Finally, we map the highdimensional SPD Matrix Lie group to lower-dimensional SPD Matrix Lie group directly, which can preserve the local geometrical and algebraic structure of the original Lie group. Among all the dimensionality reduction algorithms, our method is the most direct and simple one which just using local neighborhood structure of SPD Matrix Lie group. As the introduction of Lie-LPP algorithm, we lead manifold learning algorithm to Lie group. It is the first time that we introduce Lie-LPP algorithm based on LPP to SPD Matrix Lie group. From the results of these experiments, it has a good application on human face recognition.
In the future, we will go a further step forwards to improve this algorithm. In practice, we will try to do it on the human action recognition. Furthermore, we will give the detailed theoretical analysis of Lie-LPP.
