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Автоколебания в неявно сингулярно возмущенных
динамических системах на плоскости
В.В. Гоцуленко
Для неявно сингулярно возмущенных автономных систем обыкновенных дифференци-
альных уравнений второго порядка найдены некоторые достаточные условия существова-
ния у них релаксационных периодических решений (автоколебаний), определяемых с помо-
щью некоторой вспомогательной динамической системы, реализующей скользящий режим.
Показано, что определенные таким образом периодические движения обладают типичными
свойствами релаксационных автоколебаний, определяемых автономными системами обык-
новенных дифференциальных уравнений с малым параметром при старшей производной.
Ключевые слова: неявно сингулярно возмущенная система, скользящий режим, релак-
сационное периодическое решение, автоколебания
1. Введение
Во многих реальных механических, радиотехнических, биологических и других объек-
тах наблюдаются периодические колебательные процессы, в которых медленное, плавное
изменение состояния объекта в течение конечного промежутка времени чередуется с быст-
рым, скачкообразным изменением его состояния за бесконечно малое время. Такие колеба-
тельные процессы получили название разрывных или релаксационных колебаний [1, 2].
Простейшей математической моделью, описывающей релаксационные колебания, яв-
ляются автономные системы обыкновенных дифференциальных уравнений с малым пара-
метром ε→ 0 при части производных [2, 3]:
dx
dt
= f(x, y), ε
dy
dt
= g(x, y). (1.1)
Периодические по времени решения сингулярно возмущенных систем типа (1.1) назы-
ваются релаксационными автоколебаниями [1, 4].
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Классическим примером системы, имеющей релаксационные автоколебания, служит







3 + y. (1.2)
Вопрос о существовании релаксационных автоколебаний в системе (1.1) решается в тер-
минах вырожденной системы [3], являющейся гибридной системой уравнений:
dx
dt
= f(x, y), g(x, y) = 0. (1.3)
Траектории системы (1.3) в фазовом пространстве R2 естественно трактовать как пре-
делы фазовых траекторий невырожденной системы (1.1) при ε → 0. В частности, фазовая
траектория релаксационных автоколебаний системы (1.1) при ε → 0 стремится к замкну-
той траектории системы (1.3), состоящей из чередующихся участков двух типов: участков,
проходимых фазовой точкой системы (1.3) за конечное время (каждый из них лежит на
кривой, определяемой уравнением g (x, y) = 0), и участков, проходимых фазовой точкой
системы (1.3) мгновенно. Каждый из участков начинается в точке срыва, то есть в точке,
где





Решение системы (1.3), соответствующее такой замкнутой траектории (предельному
циклу) и состоящее из описанных выше участков «быстрых» и «медленных» движений,
называется разрывным периодическим решением [3].
В монографии [3] определены условия существования релаксационных автоколебаний
в системе (1.1). Также получены при ε → 0 асимптотические формулы для характеристик
таких автоколебаний — периода, амплитуды и т. д. Асимптотические формулы для периода
и амплитуды релаксационных автоколебаний в системе уравнений (1.2) впервые получил
А.А.Дородницын [5].
В данной работе рассматриваются условия появления релаксационных периодических






= g(x, z), (1.4)
где y = ϕ(z) — непрерывно дифференцируемая функция, не имеющая однозначной об-
ратной функции. Переходом к новым переменным система (1.4) приводится к следующей









= g(x, z). (1.5)
Системы типа (1.5) возникают во многих физических приложениях. Так, в частности,
проблема возбуждения продольных автоколебаний в замкнутой гидросистеме с воздушной
подушкой на входе в лопастной насос [7] и автоколебания (помпаж) одноступенчатого цен-
тробежного насоса в режиме кавитации [8] приводят к рассмотрению именно системы вида
(1.4) или (1.5).
Возможность появления в системе (1.5) релаксационных периодических решений обу-
словлена возникновением малого параметра ε = ϕ′ (z(t)) → 0 при z(t) → z∗ (z∗ : ϕ′ (z∗) = 0,
то есть когда компонента z(t) фазовой траектории находится вблизи критической точки z∗
функции ϕ(z)).
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По терминологии А.Ф.Филиппова [9], система (1.5) является системой обыкновенных
дифференциальных уравнений с разрывной правой частью. При определенных ограниче-
ниях на правые части таких систем возможны различные способы расширить понятие их
решения [9, 10]. Так, в частности, при выполнении определенных соотношений, о которых
речь пойдет ниже, в таких системах может возникнуть, специфический вид движений — так
называемый скользящий режим [9–12]. Скользящий режим, например, может возникнуть,
если в окрестности кривой, на которой терпят разрыв правые части системы, фазовые
траектории направлены навстречу друг другу. В этом случае при попадании на кривую
разрыва фазовая точка не может в течение любого (даже сколь угодно малого) интервала
времени двигаться по любой из траекторий, примыкающих к данной кривой. Это обуслов-
лено тем, что при любом смещении всегда возникает движение, возвращающее фазовую
точку на кривую разрыва.
В значительном числе работ (см., например, [10]), посвященных исследованию раз-
рывных систем, различным авторам удалось получить математическое описание процес-
сов скольжения, причем в одних случаях эти уравнения постулировались, а в других —
обосновывались предельным переходом. Постановка такой задачи во всех случаях сводится
к нахождению некоторой системы дифференциальных уравнений с непрерывными правыми
частями, которые, несмотря на разрывность правых частей исходной системы, описывают
движение в скользящем режиме. Наиболее распространенным в литературе в настоящее
время является доопределение разрывных систем, предложенное А.Ф.Филипповым [9].
Отметим однако, что в перечисленных выше случаях при описании скользящего режи-
ма существенным ограничением (в том числе и для метода Филиппова) является предпо-
ложение, что правые части разрывных систем терпят разрыв непрерывности первого рода
[9–12]. Ниже мы получим уравнения скользящего режима для систем вида (1.5), правые
части которых терпят разрыв непрерывности второго рода.
2. Постановка задачи
В некоторой области O ⊂ R2(x, y) рассматривается автономная система обыкновенных
дифференциальных уравнений второго порядка
dx
dt
= f(x, y), ϕ(y)
dy
dt
= g(x, y), (2.1)
где функции f(x, y), g(x, y) и ϕ(y) предполагаются непрерывными и достаточно гладкими,
чтобы локально в данной области выполнялись условия теоремы существования и един-
ственности решения задачи Коши для рассматриваемой системы. При этом также предпо-
лагается, что функция ϕ(y) имеет изолированный простой нуль: y∗ : ϕ (y∗) = 0, ϕ′ (y∗) 
= 0.
2.1. Обобщение скользящего режима по Филиппову и условия его
существования
Рассмотрим на плоскости R2(x, y) систему дифференциальных уравнений
dx
dt
= F (x, y),
dy
dt
= G(x, y). (2.2)
Предполагается, что вне некоторой кривой S, определяемой уравнением s(x, y) = 0, функ-
ции F (x, y) и G(x, y) являются непрерывными и достаточно гладкими, чтобы локально
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выполнялись условия теоремы существования и единственности решения задачи Коши для
рассматриваемой системы. Также предполагается, что на самой кривой S правые части
системы (2.2) допускают разрывы первого рода. Таким образом, в каждой точке кривой
∀(x, y) ∈ S существуют конечные пределы




























= F−(x, y) и G+(x, y) 
= G−(x, y).
Обозначим, соответственно, через ex и ey единичные орты ортогональных координат-
ных осей x и y. Тогда вектор фазовой скорости системы (2.2) представим в виде
X(x, y) = F (x, y)ex + G(x, y)ey.
Скользящий режим в системе (2.2) возникает, если на кривой S проекции векторов
X±(x, y) = F±(x, y)ex +G±(x, y)ey на нормаль к ней имеют разные знаки и направлены на-
встречу друг к другу. В аналитической форме условия возникновения скользящего режима,
согласно [11], могут быть записаны в виде
grad s ·X+  0, grad s ·X−  0 (2.3)
или в скалярной форме
∂s
∂x
F+(x, y) + ∂s
∂y
G+(x, y)  0, ∂s
∂x
F−(x, y) + ∂s
∂y
G−(x, y)  0. (2.4)
По определению скользящего режима, движение фазовой точки происходит по кривой
разрыва S, так что вектор фазовой скорости Xs этого движения является касательным
к данной кривой в каждый момент времени. Таким образом, «по Филиппову» [9] данный
вектор представляется линейной комбинацией
Xs = μX+ + (1− μ)X−, (2.5)




grad s · (X− −X+)X
+ − grad s ·X
+
grad s · (X− −X+)X
−. (2.6)




= Xs, где r(t) = x(t)ex + y(t)ey; (2.7)






= Gs(x, y), (2.8)
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При этом начальные условия для системы уравнений (2.8) следует брать на кривой S,
то есть (x(0), y(0)) ∈ S.
Отметим, что приведенный выше формализм утрачивает силу, когда хотя бы одна из
функций F (x, y) или G(x, y) на кривой S терпит разрыв второго рода. Данная ситуация
имеет место как раз для рассматриваемой системы (2.1), так как в этом случае
F (x, y) = f(x, y), G(x, y) = g(x, y)/ϕ(y),
и, следовательно, функция G(x, y) терпит разрыв второго рода в точках прямой Sy∗ , опре-
деляемой уравнением s(x, y) = y − y∗ = 0.
Для определения уравнений скользящего режима для системы (2.1) введем в рассмот-
рение функции
(∀ε > 0) F±ε (x, y∗) = F (x, y∗ ± ε), G±ε (x, y∗) = G (x, y∗ ± ε)
и векторные поля
X±ε (x, y
∗) = F±ε (x, y
∗) ex + G±ε (x, y
∗) ey.
Тогда вместо соотношений (2.3) для системы (2.1) получаются следующие условия су-
ществования скользящего режима:
(∃ε∗ > 0: ∀0 < ε  ε∗) grad s ·X+ε  0, grad s ·X−ε  0;
учитывая, что в данном случае grad s = ey, окончательно получаем
(∃ε∗ > 0: ∀0 < ε  ε∗) G+ε (x, y∗)  0, G−ε (x, y∗)  0. (2.9)
Также вместо вектора (2.5) для системы (2.1) вводим в рассмотрение семейство век-
торных полей
(∀ε > 0) Xs,ε = μεX+ε + (1− με)X−ε ,
где параметры με подбираются так, чтобы выполнялись соотношения
(∀ε > 0) grad s ·Xs,ε = 0.
Наконец, полагая
Xs (x, y∗) = lim
ε→0
Xs,ε (x, y∗), (2.10)
получаем, что система (2.7) с правой частью, определенной по правилу (2.10), описывает
скользящий режим для системы (2.1).
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⎡⎢⎢⎣−g (x, y∗ + ε)g (x, y∗ − ε)
ϕ (y∗ − ε)− ϕ (y∗)
−ε
ϕ (y∗ + ε)− ϕ (y∗)
+ε







∗) = F (x, y∗) = f (x, y∗),
получаем, что скользящий режим в системе (2.1) определяется следующими уравнениями:
dx
dt
= f (x, y∗) , y(t) ≡ y∗. (2.12)
2.2. Определение релаксационных периодических движений
Релейные системы представляют собой обширный, хорошо изученный и практически
важный класс динамических систем с разрывной правой частью. В фазовом пространстве
периодическому движению релейной системы соответствует замкнутая фазовая траекто-
рия, составленная из решений различных линейных дифференциальных уравнений, сши-
вание которых по непрерывности происходит на плоскостях переключения реле [12].
Таким образом, периодические решения данных систем фактически сшиваются из соб-
ственных движений, определяемых линейными дифференциальными уравнениями звеньев
релейной системы и движений, определяемых скользящими режимами.
В данном разделе мы по аналогии введем определение релаксационного периодического
движения для динамических систем с разрывной правой частью вида (2.1).
Рассмотрим произвольную точку (x0, y0) /∈ Sy∗ . Тогда решение задачи Коши для си-
стемы (2.1) с начальным условием в данной точке при t = t0 может быть записано в виде:
x(t) = Φ (t− t0, x0, y0), y(t) = Ψ (t− t0, x0, y0),
где Φ(t, x, y) и Ψ(t, x, y) — некоторые достаточно гладкие функции [13].
Предположим, что
∃T1 > 0: ∃ lim
t→−T1+0
Φ (t− t0, x0, y0), ∃ lim
t→−T1+0
Ψ(t− t0, x0, y0) = y∗.
Тогда пару функций (рис. 1)
x(t) = Φ (t− t0 − T1, x0, y0), y(t) = Ψ (t− t0 − T1, x0, y0) (2.13)
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Рис. 1. Построение фазовой траектории x(t) = Φ (t− t0 − T1, x0, y0), y(t) = Ψ (t− t0 − T1, x0, y0).
Рис. 2. Построение фазовой траектории x(t) = Φ (t− t0 + T2, x0, y0), y(t) = Ψ (t− t0 + T2, x0, y0).







= y∗, где положено x∗ = lim
t→−T1+0
Φ (t− t0, x0, y0).
Аналогично, если
∃T2 > 0: ∃ lim
t→T2−0
Φ (t− t0, x0, y0), ∃ lim
t→T2−0
Ψ(t− t0, x0, y0) = y∗,
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Рис. 3. Построение фазовой траектории релаксационного периодического решения xR(t), yR(t).
то пару функций (рис. 2)
x(t) = Φ (t− t0 + T2, x0, y0), y(t) = Ψ (t− t0 + T2, x0, y0) (2.14)
будем называть решением задачи Коши для системы (2.1) с начальным условием
x|t=0 = x∗, y|t=0 = y∗, где положено x∗ = limt→+T2−0Φ (t− t0, x0, y0).
Далее, из соотношения (2.11) следует, что уравнение скользящего режима (2.12) вы-
полняется во всех точках прямой Sy∗ , где справедливо неравенство g (x, y∗) 
= 0.












= 0, то есть фазовые траектории подходят к прямой Sy∗
под прямым углом за исключением точек (x∗, y∗) ∈ Sy∗ , где g (x∗, y∗) = 0. В этих точках
векторное поле системы (2.1) имеет два возможных направления.
Действительно, переходя в (2.15) к пределу при y → y∗, рассматривая переменную x
как функцию аргумента y и воспользовавшись далее правилом Лопиталя раскрытия неопре-



















= f (x∗, y∗)ϕ′ (y∗)
(
gx (x∗, y∗) dxdy
∣∣∣∣
y=y∗
+ gy (x∗, y∗)
)−1
,
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, приходим к квадратному уравнению
z (C0z + C1) = C2, (2.16)
где положено
C0 = gx (x∗, y∗), C1 = gy (x∗, y∗), C2 = ϕ′ (y∗) f (x∗, y∗). (2.17)
Таким образом, точка прямой Sy∗ с координатами (x∗, y∗) (то есть g (x∗, y∗) = 0) являет-












Перейдем к построению релаксационного периодического решения динамической систе-
мы (2.1). Предположим, что для некоторого решения x(t) = μ (t, x∗, y∗), y(t) = η (t, x∗, y∗),
определяющего сепаратрису седловой особой точки данной системы с начальным условием
x|t=0 = μ (0, x∗, y∗) = x∗, y|t=0 = η (0, x∗, y∗) = y∗, где (x∗, y∗) ∈ Sy∗ : g (x∗, y∗) = 0,
выполнено (рис. 3)
∃T ′ > 0: η (T ′, x∗, y∗) = y∗, μ (T ′, x∗, y∗) < x∗, f∗ = min
x∗∗xx∗
f (x, y∗) > 0,
где положено x∗∗ = μ (T ′, x∗, y∗). Обозначим через x(t) = θ (t, x∗∗) решение задачи Коши для
первого уравнения системы (2.12) с начальным условием x|t=0 = θ (0, x∗∗) = x∗∗. Отметим,
что из условия f∗ > 0 следует, что
∃T ′′ > 0: θ (T ′′, x∗∗) = x∗, причем T ′′  x∗ − x∗∗
f∗
.
Введем в рассмотрение периодические функции, которые на их периоде T = T ′ + T ′′
задаются следующими соотношениями (рис. 3):
xR(t) =
{
μ (t, x∗, y∗), при 0  t  T ′,
θ
(
t− T ′, x∗∗), при T ′ < t  T ′ + T ′′, (2.19)
yR(t) =
{
η (t, x∗, y∗), при 0  t  T ′,
y∗, при T ′ < t  T ′ + T ′′.
(2.20)
Полученные функции (2.19)–(2.20) будем называть периодическими релаксационны-
ми движениями (решениями) динамической системы (2.1). В данном случае роль «медлен-
ных» движений сингулярно возмущенных динамических систем (1.1) выполняют движения
в скользящем режиме, а аналогом «быстрых» движений являются фазовые траектории сис-
темы (2.1), расположенные вне прямой Sy∗ .
Если внутри кривой Γ = {(xR(t), yR(t)) : 0  t  T} расположено неустойчивое положе-
ние равновесия или неустойчивый предельный цикл системы (2.1), то область отталкива-
ния данных репеллеров является также и областью притяжения для Γ. В этом случае для
замкнутой кривой Γ, как ниже будет показано, могут выполняться условия, определяю-
щие устойчивый предельный цикл [1, 4, 12–14], а функции (2.19)–(2.20) ее параметрическо-
го представления естественно назвать релаксационными периодическими автоколебаниями
системы (2.1).
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3. Формулировка основного результата
Предположим, что для динамической системы (2.1) выполнены следующие условия.
Функции f(x, y) и g(x, y) являются непрерывно дифференцируемыми в R2. Также предпо-
лагается, что функция ϕ(y) является непрерывно дифференцируемой в R и имеет един-
ственный простой нуль y∗ ∈ R, то есть ϕ (y∗) = 0, ϕ′ (y∗) 
= 0. Обозначим через Γf и Γg
кривые, определяемые, соответственно, уравнениями f(x, y) = 0 и g(x, y) = 0. Предполага-
ется, что кривая Γg пересекает прямую y = y∗ под углом α ∈ (0;π/2) к оси y. Последнее
условие равносильно выполнению неравенства C1 =
∂g (xA, y∗)
∂y
> 0, которое приводит к то-
му, что особая точка A (y∗, xA) (рис. 4) становится седловой с направлениями сепаратрис,
определяемыми соотношениями (2.18).
Также полагаем, что вдоль кривой Γf выполняется неравенство ∂f(x, y)/∂y 
= 0, а вдоль
кривой Γg — неравенство ∂g(x, y)/∂x 
= 0. Выполнение условия ∂f(x, y)/∂y 
= 0 вдоль кри-
вой Γf обеспечивает ее бесконтактное пересечение фазовыми траекториями системы (2.1).
Действительно, если фазовая траектория r(t) = {x(t), y(t)} системы (2.1) имеет общую
касательную с кривой Γf , то
grad f(x, y) · dr
dt










= 0 при g(x, y) 
= 0, ϕ(y) 
= 0.
Аналогично проверяется, что условие ∂g(x, y)/∂x 
= 0 обеспечивает бесконтактное пе-
ресечение кривой Γg фазовыми траекториями системы (2.1).
Далее, предполагается, что область, определяемая неравенством f(x, y) < 0, лежит
выше кривой Γf , и, следовательно, область, определяемая неравенством f(x, y) > 0, рас-
положена ниже кривой Γf (рис. 4). Обозначим a = sgnϕ(y) при y < y∗. Тогда предпо-
лагается, что область, определяемая неравенством a · g(x, y) < 0, расположена выше кри-
вой Γg, а область, определяемая неравенством a · g(x, y) > 0, расположена ниже кривой Γg
(рис. 4). Также дополнительно предполагается, что положение равновесия C (рис. 4) явля-
ется неустойчивым фокусом или устойчивым фокусом, снаружи охваченным единственным
неустойчивым предельным циклом Γ.
Теорема 1. При рассмотренных предположениях система (2.1) в полуплоскости
y  y∗ имеет единственное орбитально асимптотически устойчивое релаксационное пе-
риодическое решение rR(t) = {xR(t), yR(t)}, которое состоит из сепаратрисы, выходящей
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Рис. 4. Замкнутая фазовая траектория релаксационного периодического решения.
Доказательство. Полуплоскость в R2, определяемая неравенством y < y∗, разбивается
кривыми Γf и Γg на следующие области (рис. 4):
Ω1 =
{
(y, x) ∈ R2 : f(x, y) > 0, a · g(x, y) < 0, y < y∗},
Ω2 =
{
(y, x) ∈ R2 : f(x, y) < 0, a · g(x, y) < 0, y < y∗},
Ω3 =
{
(y, x) ∈ R2 : f(x, y) < 0, a · g(x, y) > 0, y < y∗},
Ω4 =
{
(y, x) ∈ R2 : f(x, y) > 0, a · g(x, y) > 0, y < y∗}.
Далее, из разложения Тейлора ϕ(y) = ϕ′ (y∗) (y − y∗) + O (y − y∗)2 при y → y следует,











= −a. По предположениям теоремы, C1 = ∂g (xA, y
∗)
∂y
> 0. Теперь, учитывая,
что f (xA, y∗) > 0, получаем sgn (C0C2) = a2 > 0, где C0 =
∂g (xA, y∗)
∂x
, C2 = ϕ′ (y∗) f (xA, y∗).
Таким образом, соотношения (2.18) задают в седловой особой точке A (y∗, xA) два направ-












, если a > 0.
Обозначим через x˜(t), y˜(t) решение задачи Коши для системы (2.1), расположенное
в полуплоскости y  y∗ и удовлетворяющее условиям
x˜|t=0 = xA, y˜|t=0 = y∗, dx˜ = Jdy˜ при t = 0.
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< 0. Аналогично, в области Ω2: dxdt < 0,
dy
dt









Поэтому фазовая траектория r˜(t) = {x˜(t), y˜(t)} системы (2.1), начинающаяся в обла-
сти Ω1, пересекая кривую Γf , входит в область Ω2. Далее из области Ω2, пересекая кри-
вую Γg, она входит в область Ω3. Из области Ω3 она, вновь пересекая кривую Γf , переходит
в область Ω4. В области Ω4 она под прямым углом пересекает прямую Sy∗ в некоторой точке
D (y∗, xD).
Отметим, что если бы особая точка C была устойчивым фокусом или ее охватывал
устойчивый предельный цикл, то фазовая траектория в области Ω4 в этом случае не под-
ходила бы к прямой Sy∗ . Действительно, в этом случае она, притягиваясь к аттрактору,
являющемуся устойчивым фокусом или устойчивым предельным циклом, пересекала бы
кривую Γg, переходя вновь в область Ω1, и далее, по уже описанному сценарию, спирале-
видно приближалась бы к данному аттрактору.
Наконец, воспользовавшись описанной выше процедурой, приводящей к соотношениям
(2.19)–(2.20), получаем требуемое релаксационное периодическое решение.
В окрестности прямой Sy∗ , расположенной ниже точки A, выполняются условия (2.9)
скользящего режима. Действительно, в данном случае:
G+ε (x, y
∗) =
g (x, y∗ + ε)
ϕ (y∗ + ε)
 0, G−ε (x, y∗) =
g (x, y∗ − ε)
ϕ (y∗ − ε)  0 при x < xA, ε→ +0.
Поэтому фазовые траектории системы (2.1) в данной окрестности подходят к прямой Sy∗
с обеих ее сторон, причем, как следует из (2.15), под прямым углом. При этом фазовые
траектории, начинающиеся в данной окрестности, асимптотически стремятся к замкнутой
фазовой траектории релаксационного периодического решения, обеспечивая ему орбиталь-
ную устойчивость.
4. Примеры
В данном разделе приведены некоторые примеры, иллюстрирующие применение при-
веденной выше теоремы.





ψ(y) − kx2), ψ′(y)dy
dt
= β (y − x), (4.1)
где α, β = const > 0, ψ(y) = R − r (y − y∗)2, R, r, k > 0, уравнение ψ(y) − ky2 = 0 имеет
два положительных корня y1 < y∗ < y2, причем для меньшего корня выполняется нера-
венство ky1
r (y∗ − y1) < 1. При данных предположениях система (4.1) имеет релаксационное
автоколебательное решение.
Действительно, в данном случае ϕ(y) = 2r (y − y∗) ⇒ a > 0. Области, определяемые
неравенствами f(x, y) < 0 и a · g(x, y) < 0, соответственно, расположены выше кривых Γf
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Рис. 5. Фазовый портрет системы (4.1) при R = 20, r = 1, y∗ = 6, α = 2.7, β = 10, k = 0.15.
и Γg, причем кривая Γg пересекает прямую y = y∗ под углом α = π/4 к оси y. Рассматри-
ваемая система имеет два положения равновесия O1 (y1, y1) и O2 (y2, y2). Запишем матрицу
Якоби данной системы в точке O1:
J =









4 det (J)− tr2 (J)
2 , (4.2)
где tr (J) = β
2r (y∗ − y1) − 2kαy1 — след матрицы J и det (J) = αβ
(
1− ky1




Далее величину Z =
√
β
α будем рассматривать как бифуркационный параметр. В фи-
зических приложениях данный параметр называется волновым сопротивлением системы
[7, 8]. Критическое значение Zkr определяется из условия
tr (J)|Z=Zkr = 0 ⇔ Zkr = 2
√
kry1 (y∗ − y1).
Также несложно проверяется, что
tr (J) = ±ε · α
2r (y∗ − y1)
, 4 det (J)− tr2 (J) > 0 при Z =
√
Zkr ± ε, ε→ +0.
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Рис. 6. Фазовый портрет и предельный цикл релаксационных автоколебаний системы (4.1) при
R = 20, r = 1, y∗ = 6, α = 2, β = 10, k = 0.15.
Поэтому из последних соотношений следует, что при Z < Zkr положение равновесия
O1 является устойчивым фокусом, а при Z > Zkr — неустойчивым фокусом. Структура
фазового портрета системы (4.1) при Z < Zkr приведена на рисунке 5.
Когда положение равновесия O1 является неустойчивым, из полученной выше теоремы
следует, что система (4.1) имеет релаксационное периодическое автоколебательное решение.
Для этого случая ее фазовый портрет приведен на рисунке 6.
Пример 2. Рассматривается динамическая система
dx
dt
= α (H(x)− ψ(y)), ψ′(y)dy
dt
= β (x− y), (4.3)
где α, β = const > 0, ψ(y) = 1− a1y
(y + a2) (1− y) , H(x) = H0 − kx
3, H0 > 0, k > 0, a1, a2 > 0,
0 < a1 (1 + a1a2 − a2) < 1 и уравнение ψ(y) − H(y) = 0 имеет два положительных кор-
ня y1 <y∗<y2, где y∗ = a−11
(
1−√1 + a1 (a2 − a1a2 − 1)). Также полагается, что β/α <
< (ψ′ (y1))
2. Тогда при данных предположениях рассматриваемая система имеет релакса-
ционное автоколебательное решение.
В данном примере: ϕ(y) = ψ′(y) =
(1 + a1a2) (y − 1) + (1− a1y) (y + a2)
(y + a2)
2 (y − 1)2
⇒ a < 0. Области,
определяемые неравенствами f(x, y) < 0 и a · g(x, y) < 0, соответственно, расположены
выше кривых Γf и Γg. Кривая Γg пересекает прямую y = y∗ под углом α = π/4 к оси y.
Рассматриваемая система имеет два положения равновесия O1 (y1, y1) и O2 (y2, y2). Матрица
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Якоби данной системы в точке O1 имеет вид
J =





Собственные значения данной матрицы определяются выражениями (4.2), где
tr (J) = −3αky21 −
β
ψ′ (y1)







Далее рассмотрим бифуркации, происходящие в системе (4.3) при изменении параметра
k. Критическое значение данного параметра определяем из условия





Отметим, что в (4.4) y1 = y1 (kkr), и поэтому данное соотношение представляет собой нели-
нейное алгебраическое уравнение относительно неизвестного kkr. Решение этого уравнения
представляется возможным лишь численно при фиксированных остальных параметрах си-
стемы (4.3).
В точке бифуркации, то есть когда k = kkr, мы имеем критический случай. Хорошо
известно, что в критическом случае устойчивость положения равновесия не определяется








, то есть положение равновесия O1 линеаризованной
системы является центром. Мы далее покажем, что при этом исходная нелинейная система
имеет в точке O1 слабый устойчивый фокус. Для этого воспользуемся вычислением первой















F1(x, y) = α
[














Для вычисления первой ляпуновской величины приведем систему (4.5) к нормальной
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Действительно, это следует из равенства










система (4.5) приводится к нормальной форме
dX
dt
= −ωY + K1 (X,Y ), dY
dt
= ωX + K2 (X,Y ), (4.6)
где
K1 (X,Y ) = ω−1F2 (y1 + ωY, y1 + AX),
K2 (X,Y ) = ω−1A (F2 (y1 + ωY, y1 + AX)− F1 (y1 + ωY, y1 + AX)).
Известно [14], что для системы (4.6), представленной в нормальной форме, первая ля-


















































Проведенные (достаточно громоздкие) расчеты показывают, что в рассматриваемой
задаче Λ1 < 0, то есть первая ляпуновская величина отрицательная. Это, как известно
[15], отвечает случаю суперкритической бифуркации Андронова –Хопфа. Состояние равно-
весия O1 при k > kkr является устойчивым фокусом (рис. 7).
С уменьшением k, при прохождении им критического значения kkr, положение равнове-
сия O1 теряет устойчивость, и из него «мягко» рождается устойчивый предельный цикл Γ1
(рис. 8), диаметр которого пропорционален величине надкритичности |k − kkr|1/2. С даль-
нейшим снижением k предельный цикл Γ1 увеличивается. Далее при некотором значении
k = k∗kr возникает вторая «жесткая» бифуркация, в результате которой цикл Γ1 разры-
вается, касаясь прямой y = y∗ в точке ее пересечения с кривой Γg (рис. 9). При k < k∗kr
данный аттрактор исчезает и положение равновесия O1 становится неустойчивым. Именно
в этом случае система (4.3) имеет релаксационное периодическое автоколебательное реше-
ние (рис. 10).
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Рис. 7. Фазовый портрет системы (4.3) при α = 1, β = 2, H0 = 2.5, a1 = 0.909, a2 = 0.1, k =
= 2 > kkr ≈ 1.8.
Рис. 8. Фазовый портрет системы (4.3) при α = 1, β = 2, H0 = 2.5, a1 = 0.909, a2 = 0.1, k = 0.9 < kkr.
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Рис. 9. Фазовый портрет системы (4.3) при α = 1, β = 2, H0 = 2.5, a1 = 0.909, a2 = 0.1, k =
= k∗kr ≈ 0.8524.
Рис. 10. Фазовый портрет системы (4.3) при α = 1, β = 2, H0 = 2.5, a1 = 0.909, a2 = 0.1, k =
= 0.5 < k∗kr.
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Self-oscillations in implicit singularly perturbed dynamical systems
on the plane
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To implicitly singularly perturbed autonomous systems of ordinary diﬀerential equations of
second order found some suﬃcient conditions for the existence of periodic solutions of relaxation
(self-oscillation), determined by means of an auxiliary dynamical system that implements a sliding
mode. It is shown that so deﬁned periodic motions have typical properties of self-oscillations of
relaxation deﬁned autonomous systems of ordinary diﬀerential equations with a small parameter
at the highest derivative.
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