Abstract
Introduction
Building a parser represents a critical and essential task in the development of many software engineering tools. Metrics extractors, visualization and reengineering tools work upon the Abstract Syntax Tree (AST) or upon facts extracted from source code. Whilst robust grammars are available for the most common programming languages, writing a grammar is still necessary for a series of reasons.
First, new languages are being introduced, especially to deal with specific purpose tasks. Consider, for example, scripting languages used for the development of web applications: these languages, very often, have lexicon and syntax similar -while not equal -to other languages. For example, the syntax of the PHP language stems from both C and Perl, while Javascript is quite similar to Java. The second reason, which makes the development of parsers necessary, is the wide diffusion of language dialects. Two typical examples are the C and COBOL languages: although standard grammars exist, they are almost useless since a large part of the existing COBOL or C code is written using dialects that are not 100% compliant to the standard. For example, a large part of the open source software is written using the GNU C dialect. Finally, programming languages evolve, changing their syntax and making the existing parsers not suitable for analyzing the new source code. For example, the ANSI C 99 introduced several changes in the C syntax, such as the possibility of interleaving variable declarations between statements. Also, the Java syntax changed a lot since Java 1.0: the recent introduction of generics (Java 1.5) added to Java some characteristics (partially) inspired from the C++ languages.
The diffusion of a large variety of languages, variants and the evolution of existing languages pose serious issues related to their analyzability [26, 27] . To overcome such issues, different approaches can be followed:
• Using island or lake parsers [34] : the idea behind island parsers is to analyze source code ignoring everything but the subset we are interested in, which represents the island. For example, if we are interested in analyzing SQL code embedded in C source we can skip everything until we find the BEGIN SQL string. Then, we can start using a SQL parser to analyze the SQL until we find the END SQL marker. Similar approaches can be applied if we are interested in matching specific programming language constructs, e.g., identifying control statements to compute the cyclomatic complexity. On the contrary, it can happen that, while we are able to parse most of the source code, we need to ignore some portions, e.g., because we are not interested in them or because parsing capabilities for those portions are not available. When we need to perform thorough analyses or transformations, however, the island/lake parser technology may not be effective as needed.
• Patching compilers: probably the most robust, well-tested and up-to-date parsers are those available within existing compilers. If the compiler source code is available or if, at least, the compiler permits a dump of the AST (as for gcc), this strategy is viable. An extensive discussion of this approach, applied to building a source code analysis tool (XOgastan) over gcc is reported in the paper [2] . The main weakness of this solution is related to the kind of AST a compiler builds. In fact, a compiler performs code optimizations and decorates the AST with details necessary for producing an executable, while being undesirable when performing source code analysis. In addition, the availability of AST dump features is limited to a few compilers and, as discussed by Antoniol et al. [2] compilers are quite complex artifacts, and patching them can be very difficult and expensive.
• Writing the grammar by hand: this is, of course, the obvious way for approaching the problem, although it can be long, tedious, expensive, and, above all, error-prone and depending on the level of expertise of the individual.
As many other software engineering activities [3, 7, 17, 19, 25, 20, 31, 33] , building parsers can benefit a lot on the use of soft computing techniques, and, in this particular case, of search-based optimization techniques. This paper proposes to use Genetic Algorithms (GAs) [16] to evolve an existing grammar towards a grammar able to parse a dialect or a language variant. The idea is to let the algorithm "learn" the grammar while parsing positive examples, i.e., examples written in the target language, and negative examples, i.e., source code files representing incorrect target language programs, to be rejected by the parser. As it will be discussed in Section 2, several grammar inference approaches have been proposed in the literature. Nevertheless, they did not work very well in the practice for two reasons: (i) the lack of scalability and, above all (ii) the lack of usability of the produced grammar. In other words, while it was possible to obtain a grammar able to parse source code written in the target language, the structure of the obtained grammar makes its usage in the development of source code analysis tools impractical.
As discussed above, languages for which a parser needs to be produced are often just variants, i.e., new versions, dialects or even new languages built for different purposes, of existing languages. Instead of trying to infer the grammar from scratch, our approach uses an existing grammar as a starting point. The GA evolves the existing grammar so to maximize the percentage of positive examples parsed and negative examples rejected. Since the grammar is obtained by evolving an existing one instead of being obtained from scratch, its usability is not affected. This because, instead of synthesizing possibly meaningless grammar rules, the proposed approach modifies the existing rules, changing the initial grammar structure only where necessary.
Results of experiments aimed at evolving fragments of a C grammar showed that the approach is able to successfully evolve grammars composed of 70 rules. Although the obtained results offer promising insights about the scalability of the approach, the objective of this work is not to show the automatic evolution of complete language grammar, this we believe is still not feasible. Instead, the aim is to suggest a semi-automatic approach, in which grammar fragments, having a non-trivial size, are automatically evolved and then merged into a target grammar.
The paper is organized as follows. After a review of the existing literature in Section 2, Section 3 describes the grammar evolution approach, detailing the overall process and how the problem is solved using GAs. Section 4 reports results related to the inference of some dialect rules starting from a subset of the C grammar. Finally, Section 5 provides concluding remarks and outlines directions for future work.
Related Work
Related work of this paper deals with (i) the application of search-based techniques to solve software engineering problems; and (ii) approaches for grammar inference.
Search-based software engineering
Search-based optimization techniques, adopted in this paper for the purpose of evolving programming language grammars, have been successfully applied to a number of software engineering problems. The idea of formulating software engineering problems as search-based problems was discussed by Clark et al. [7] . Also, Harman and Clark explained how many software engineering problems can be easily solved by using search-based optimization techniques, since software metrics can be considered as (part of) fitness functions [20] .
One of the areas of software engineering where search-based approaches have been widely applied is software testing and, in particular, test data generation, as discussed in the survey by McMinn [31] . Software remodularization has also been addressed using search-based techniques. For example, Mitchell and Mancoridis [33] developed the Bunch tool using different heuristics, such as hill climbing, simulated annealing and GAs. Recently, search-based techniques have been applied to identify refactoring opportunities [35] and to perform amorphous slicing [15] . Finally, other applications are related to software engineering economics and project management problems, such as release planning [17] , effort estimation [25] and project staffing [3] . A complete overview of search-based software engineering, with a discussion of future research trend can be found in a paper by Harman [19] .
Grammar inference
During recent years, several studies attempted to infer language grammars. These studies differ depending on the technique adopted, the type of grammar considered, and the application domain. Nevertheless, they share the idea of inferring a language grammar from a set of positive and negative examples 1 .
Grammar inference [10, 29, 32, 38] has been successfully applied for years to different fields, such as Natural Language Processing (NLP) [13] , bioinformatics [14] , and data mining [28] . Despite that, only a few attempts have been made to apply evolutionary technique for inferring context-free grammars of general-purpose programming languages. The main cause of these failures has to be found in the size and complexity of the grammars to be inferred. Also, while for NLP the strategy to build rules -i.e., the way verbs, nouns, articles are put together to form a sentence -may not be particularly relevant, when using a parser we need to understand the meaning of the inferred non-terminal nodes. For example, when building a Control Flow Graph we are interested in which nodes are related to control structures.
The difficulties related to obtaining grammars for the wide variety of existing languages has been highlighted in the work of Lämmel and Verhoef [26, 27] . They experienced that, for large programming languages, a complete inference is not feasible, and suggested that the process of recovering a grammar is, in general, semi-automatic. Our belief is that, while grammar inference is useless, a semi-automatic process for grammar recovery can benefit automatic grammar evolution for some limited tasks, such as completing a grammar, obtaining a grammar for a dialect or for a language similar to the starting language.
For regular grammars, an effective strategy is based on their representation by Finite State Automata (FSA). Building or transforming a FSA by using a set of regular expressions is pretty straightforward. In this case, the search is focused on finding the target automata that minimizes the number of transformations. An example in this direction is provided by Caskey et al. [5] , that adopt an approach based on the evolution of a Finite State Transducer (FST, a particular FSA) in order to identify the target grammar obtained by the minimum number of substitutions, insertions and deletions of terminal symbols. Another example is provided by Hingston [21] , which describes an evolutionary approach for finding the target FSA that provides the simplest description of the examples. Grammars obtained by FSA are, however, not intelligible and do not allow for building recursive parsers.
Non-regular grammars pose the challenge of inferring grammars mainly expressed by production rules. Jain et al. [22] propose a semi-automatic approach for building new rules starting from an approximate grammar and a knowledge base of common constructs. A parser is iteratively built, assisting the user in selecting, placing or removing the rules. The approach is composed of two stages. In the first stage, the goal is to find a grammar able to parse the positive examples by selecting rules from a knowledge base. In the second stage, once a grammar has been built, unused rules are iteratively discarded. The rule selection process is mainly user-guided: when a parsing error is detected, the system assists the user in the process of rule selection. The user involvement required to build the rule knowledge base and to select rules represents the main drawback of this approach. Moreover, since the target grammar is built combining a starting grammar with rules picked from the knowledge base, different naming conventions between the initial grammar and the knowledge base (i.e., non-terminals with the same name representing different rules) could lead to wrong results.
When evolving a grammar G to G ′ , some assumptions need to be made, as proposed by Dubey et al. [12] :
1. G and G ′ share the same set of non-terminal symbols;
2. the set of terminal symbols of G is a subset of terminal symbols in G ′ ;
3. the terminal symbol in G ′ and not in G are keywords or operators;
4. when evolving G to G ′ , rules can be added and not removed; and 5. the missing rules always begin with a keyword.
We share with them the assumption that no new non-terminal needs to be created during grammar evolution and, before that, it is possible to augment the set of terminal with the new ones introduced by the dialect to be inferred. Instead, our approach does not make any assumption on the first symbol of inferred rules. Also, the proposed approach foresees rule removal during the grammar evolution process.
When defining a grammar inference approach, different aspects need to be considered: the grammar representation, the genetic operators, and the selection/generation of examples. Aycinena [4] proposes an algorithm to infer a simple English grammar. Solutions are encoded as strings, where characters represent terminal and non-terminal symbols. In particular, rules are encoded as fixed length strings, where the first character is the Left-Hand-Side (LHS), and the whole grammar is represented by a sequence of concatenated strings. At each iteration, some individuals are randomly chosen, then each of them is paired to the individual with the closest upper fitness value.
Single point crossover and mutation are performed on each pair. The fitness function accounts for positive examples correctly parsed and negative examples rejected. Positive examples are obtained by literature texts, while negative examples are randomly generated. Also, the fitness contains a penalty coefficient for long chromosomes (i.e., grammars). Authors showed that their approach is able to parse 90% of all positive examples, and to prevent 95% of all negative examples from being parsed. The idea of guiding evolutionary grammar inference by parsing positive and negative examples has also been proposed by Tsoulos and Lagaris [37] . We share with Aycinena [4] and with Tsoulos and Lagaris [37] the idea of guiding grammar inference by parsing positive and negative examples. Also, we targeted the objective of correctly parsing more than 90% of the positive examples and rejecting almost 100% of the negative examples. However, our idea is that, while positive examples should drive the grammar evolution process, the rejection of negative examples should be maximized during evolution. Any time such a percentage decreases, individuals are modified so that it raises up again to 100%.
Grammar inference approaches by Aycinena [4] and by Tsoulos and Lagaris [37] are simple and effective, however programming language evolution requires a richer set of operators for evolving rules. Petasis et al. [36] propose a set of operators for NLP grammar inference. The set comprises operators for merging non-terminal symbols and for creating new non-terminals from existing rules, or by factoring common sequences from the Right-Hand-Side (RHS) of some rules. We share with Petasis et al. [36] the idea of having a richer set of mutation operators for inferring programming language grammars as described in Section 3. In addition, we propose an enhanced initialization operator aimed at producing a richer starting population for the GA, that will ensure scalability when evolving grammars composed of a large set of rules and requiring complex evolution tasks.
Javed et al. [23] propose an approach for evolving grammars in Backus-Naur Form (BNF) [1] notation, which entails the use of both heuristic operators and genetic operators. In particular, authors propose to randomly choose a chromosome with a given probability, to select a symbol in a random rule RHS, and to apply Extended BNF (EBNF) cardinality operators, i.e., '?', '*' and '+'. Moreover (i) they apply rule deletion with a given probability and (ii) they foresee the generation of rules from scratch. For this reason, this approach performs well only for small context-free grammars, with a maximum of three rules. In a further experimentation, the authors propose to produce the initial population using a set of example trees. In this case, the authors were able to evolve a grammar consisting of 11 rules. While they suggest, whenever possible, to start from a partial set of rules, we start from a partial grammar, or from a grammar belonging to a language similar to the one to be inferred. Regarding scalability, our approach outperforms Javed et al., being able to evolve grammars composed of up to 70 rules. Cyre [8] proposes an approach to acquire a language from a few rules, as well as to integrate a learning classifier system with GAs [9] .
Most of the existing grammar inference approaches, including the approach described in this paper, used the Chomsky Normal Form (CNF) [6] to represent grammars and suggested that such a representation yields better results. On the contrary, Wyard [39] suggests that grammar inference algorithms using the BNF notation outperform approaches using the Greibach Normal Form (GNF) [18] or the CNF. According to Wyard, this is due to the higher compactness of BNF in terms of symbols and rules with respect to GNF and CNF. However, preliminary results obtained by Wyard cannot be generalized and, in agreement with other authors, we experienced better results using the CNF.
In a companion paper [11] , the authors described a preliminary work towards grammar evolution with the aim of producing dialect grammar. This paper enhances the previous work, by introducing improved GA operators. This permitted the evolution of larger rule sets (i.e., up to 70 instead of 35).
Approach Description
Let us consider a starting language, i.e., a language for which a grammar is available. Let us suppose we need a grammar for a target language, for which we have some correct source code examples (positive examples), and some improperly structured code examples (negative examples), i.e., containing some syntax errors. As described in the introduction, this paper proposes the use of GAs for evolving the starting language grammar towards a target language grammar. The following subsections detail the different steps of the proposed approach.
Step I: Identification of the starting language
Many approaches for inferring grammars start from a randomly generated grammar. This presents several weaknesses: i) the convergence time can be very long and, in general, the approach may not be scalable for realistic grammars; ii) the resulting grammar, although able to parse the target language, is likely to be unusable or, at least, difficult to understand by anyone who wants to use it as a development tool. Whenever available, an existing grammar can be used to build an initial population for the GA, so that the complete grammar for the target language can be obtained by evolving that grammar. There are several different scenarios in which it is common to have a starting grammar available:
• we need to parse a dialect (e.g., Visual C++ T M , GNU C/C++, or any COBOL dialect), where only a standard grammar (e.g., ANSI C) is available;
• we have manually built a grammar able to parse the basic structure of a complex language (e.g., ABAP), however some options/features are not handled yet; or
• we have a grammar for a language that is very similar to our target language. For example, a PHP grammar could be derived from a Perl grammar.
Once the starting language grammar is available, one could decide to let it evolve towards a complete grammar for the target language. However, this would require a long convergence time for the GA, since the search space to be explored is very large. Instead, as described in Section 3.2, it is more realistic to evolve partitions of the available grammar that are subject to changes.
Before evolving a grammar, it is necessary to identify the main differences between the starting and the target language. This information can be obtained from reference manuals, by inspecting the source code, as well as from errors generated when parsing the target language with the starting language parser. As it will be clearer later, the identification of such differences has a two-fold purpose: (i) to help selecting/defining positive and negative examples, that are needed by the GA to evolve the grammar; and (ii) to select the grammar subset that needs to be evolved.
Step II: identification of the grammar partition to be evolved
When a grammar is large and composed of several (almost) independent sections, it can be useful to (manually) split it and let a single partition evolve. Let us suppose, for example, that we need to evolve our language for supporting expressions not currently handled. This does not necessarily require to evolve the full grammar, including, for instance, control statements, method declarations, etc. While grammar partitioning can sometimes be a straight forward task, there are cases for which it is necessary to pay more attention. For instance, let us consider that our language has changed the way it handles variable declarations. One would be tempted to exclude the (often large) portion of the grammar related to expressions. However, variable declarations can include initializations, that cannot be parsed without the availability of grammar rules defining expressions. Although grammar partitioning requires some effort, it will greatly reduce the search space and improve the performance of the grammar inference task. The output of this step consists in the grammar subset to be evolved by using the GA.
Step III: Building positive and negative examples
To guide the evolution of the starting grammar towards the target one, it is necessary to select a set of positive and negative examples. It is important to note that both positive and negative examples are necessary. Positive examples let the GA producing grammars able to parse the largest possible percentage of programs written in the target language. On the other hand, negative examples are necessary to avoid producing a grammar that can parse everything, i.e., accepting an arbitrary sequence of all possible tokens.
The convergence speed, as well as the usability of the obtained grammar, strongly depends on the examples used by the GA to infer the grammar. Obtaining positive examples is quite simple, since any program written in the target language can be used. Ideally, it would suffice to take a large sample of source files. Clearly, the growing number and size of files tend to dramatically slow down the algorithm and to increase the number of generations required for convergence. In the opinion of the authors, a selection of small sources, containing the syntactic variations introduced with the target language, would not be expensive and helps to improve the algorithm performance, as well as to obtain usable grammars. Nevertheless, positive examples need also to contain source code fragments reflecting other parts of the grammars that, although do not have to be inferred, need to be preserved during the grammar evolution process.
Negative examples could be, as proposed in literature, randomly generated sequences of tokens. However, it would be useful to adopt some heuristics when choosing/determining them, considering different scenarios:
1. the target language is backward-compatible with the starting language (e.g., a C dialect may be ANSI compliant): in this case (as in our case study), it is possible to use mutated versions of the positive examples, containing syntax errors uniformly distributed across the source code. For instance, when evolving a C grammar, several errors, such as incorrect use of parentheses, missing semi-colons after statements, can be introduced. Noticeably, to some extent this seeding can be automatically performed; or 2. the target language is a subset of the starting language: in this case, producing negative examples is simpler, since they can just be programs, written in the starting language, that are not correct for the target language.
3.4
Step IV: Grammar evolution using GAs
After the starting grammar and the examples are ready, it is possible to perform automatic grammar evolution through GAs. The evolution follows a process shown in Figure 1 . The GA starts from an initial grammar, and evolves it using selection, crossover and mutation operators. Each individual is used to generate a parser, used to parse the positive and negative examples. This allows for obtaining information necessary to evaluate the fitness of each individual, then fed-back to the GA.
When approaching any problem with GAs, the first issue to be considered is the choice of a proper representation for GA individuals. In this context, a solution is a context-free grammar specified by a set of derivation rules expressed in a normal form and having the following structure:
LHS expression ← RHS expression
where the LHS is a non-terminal symbol and the RHS a sequence of terminals and/or non-terminals. Regardless of the context in which the rule occurs, the LHS can always be replaced by the RHS. The specification formalism adopted depends on the ease of genome encoding and manipulation. The BNF is the most commonly used grammar specification formalism. In BNF, the RHS is an expression made of symbols, cardinality operators, and the sequence/alternative operators. Although BNF is a human-friendly representation due to its compactness and intuitive logical structure, it is not suited to automatic transformations. This because an operator that transforms a grammar must ensure the validity of the generated rules. A more effective formalism to represent a context-free grammar is the CNF. In a grammar written using the CNF, a LHS expression is still a symbol, whilst the RHS expression can only be made of a sequence of symbols. A special symbol ǫ denotes the empty string. Given a grammar G ≡ {N, Σ, R, S} expressed in CNF, N is a set of non-terminal symbols, Σ is a set of terminal symbols, R a set of production rules (R ⊆ N × (N × Σ * )), and S the root non-terminal. The most widely adopted approach [28] encodes each rule as an array of symbols, where the first item represents the LHS, and the remaining represent the RHS. The symbol ǫ denotes the end of the RHS and is also used to fill all the remaining empty slots. An example is shown in Figure 2 . The CNF also simplifies the definition of GA operators. Since each rule is encoded as a sequence of symbols, and the grammar is composed of a sequence of rules, crossover and mutation do not have to deal with syntax constraints in generating or altering individuals. This would have been the case, for example, of grammars represented as graphs.
Once the representation has been chosen, it is necessary to decide how to define the starting population. An important issue, in this context, is to have a starting population able to ensure a genetically rich population. If a completely random population would make the grammar evolution task impossible, having all the individuals of the initial population equal to the starting grammar (or to a subset of it) would not ensure a sufficient genetic diversity, able to quickly drive the GA to an acceptable solution.
When the original population is not genetically rich, the only mechanism able to perform variations is mutation that, due to its low probability, cannot (and should not) drive the evolution. As previously mentioned, we propose that, whenever available, an existing grammar (the starting grammar) is used as initial population.
To build a genetically rich initial population, we perform variations applying a symbol mutation operator with probability w/ls on each individual's genome, that is initially a copy of the starting grammar, where ls is the genome length and w a weight chosen when calibrating the algorithm. In other words, each genome gets w symbol mutations on average. The population obtained at the end of this step, is used as a starting population for the GA. The population is evolved by using the genetic operators for selection, crossover and mutation. The selection is performed using the Roulette Wheel selection operator [16] . The crossover operator has been defined in a way to be able to ensure that the new individuals are correct grammars. It works as follows: 2. let r 1 , r 2 be the chosen rules, and l 1 , l 2 their lengths in terms of RHS symbols. A rule cut-point is selected within the interval [1 . . . min(l 1 , l 2 )], in order to be able to cut the shortest rule between r 1 and r 2 ; and 3. after grammar and rule cut points have been chosen, crossover is performed on the selected rule, as shown in Figure 3 . The algorithm uses a series of different mutation operators. If an individual is selected to undergo a mutation, one of four possible mutation operators is randomly selected. In such a choice, different operators have different probabilities to be chosen, according to weights that are part of the calibration process. In other words, giving a higher weight to one operator increases its probability to be used when performing a mutation. Weights for our case study are reported and discussed in Section 4.3 The list of defined operators is reported below:
Gene variation: this is the basic mutation operator. The chromosome is selected, and each symbol is mutated with probability 1/ls, where ls is the genome size, i.e., the sum of rule lengths. Thereby, there is one mutation per chromosome, on average. An example is depicted in Figure 4 .
New rule: this operator produces a new rule and adds it to the grammar. In order to perform this task, a rule is randomly selected. This rule will be used as a template for generating the new one. Each symbol, LHS included, can be mutated with probability 1/l, where l is the rule length, so that longer rules have a lower probability of having their RHS symbols mutated. An example is shown in Figure 5 .
Symbol insertion: this operator mutates an existing rule by inserting a new symbol in its RHS. The rule to be mutated, the symbol (terminal or not) to be inserted and the insertion position are randomly chosen. As shown in Figure 6 , all symbols following the inserted one are right-shifted by 1.
Symbol deletion: this operator mutates a rule by deleting a symbol from its RHS. A rule and the RHS symbol to be deleted are randomly chosen. As shown in Figure 7 , all symbols following the deleted one are left-shifted by 1.
A rule removal operator is not necessary because when the non-terminal defined by the rule is no longer present on the RHS of any other rule, the effect is just like removing the rule. Also, a straight rule removal would require to check whether other rules using it. Finally, the mutation operator ensures that the grammar correctness is preserved; for instance it never replaces the grammar root non-terminal symbol.
The fitness function stems from what proposed by Javed et al. [23] . As explained in the introduction and in Section 3.3, the idea is to evolve a grammar so that it is able to parse the largest percentage (cor positive) of positive examples and to reject the highest percentage (cor negative) of negative examples. Nevertheless, there may be cases where some positive examples are rejected just because the parser stops after having parsed a large part of an example. Considering such an example as a rejected positive would tend to penalize solutions (grammars) that are To evaluate the fitness of each individual, a Yacc [24] bottom-up parser is automatically generated from the genome and used to parse all positive and negative examples.
Step V: Merging and testing the evolved grammar
After a grammar fragment has been evolved, it has to be merged again with the remaining part of the starting grammar. In other words, given SG the starting grammar, F its fragment to be evolved, and F ′ the fragment after the evolution, the target grammar T G will be: Finally, the obtained target grammar needs to be tested over a number of large source files.
Case Study
This section describes an empirical study that has been carried out to assess the grammar evolution approach. First, the section provides the study definition, the research questions it aims at answering, and the experimental settings. Results are subsequently reported and explained, also providing a discussion of threats to validity.
Empirical study goal and context
The goal of this study is to investigate on the applicability of GAs for evolving grammars. The context of this study is the evolution of C grammar subsets with the aim of supporting new features. Ideally, the objective of the study would have been the evolution of a complete ANSI C grammar, which is composed of about 200 rules. Nevertheless, as explained in Section 3, evolving a complete grammar is not feasible. Instead, the proposed approach aims at evolving a subset of the starting grammar towards a dialect introducing three new features. As the number of rules is a relevant factor in considering how the algorithm performs, we considered the evolution of C grammar fragments consisting of 40, 50, 60 and 70 rules. Figure 8 shows the rules composing the four different fragments.
The objective of the evolution is to allow parsing programs where:
1. nested function definitions are allowed; Boxes in Figure 8 (and, in particular, boldface rules within boxes) indicate how the starting grammars may possibly evolve to accept the new features. Nevertheless, the changes highlighted in the figure are not the only possible ones. As it will be shown later on in this section, the grammar could evolve differently, while still encompassing such features.
Research questions
The research questions to be answered by this study are the following:
1. is the proposed GA-based grammar evolution better than a random grammar evolution? The first question is quite common when using optimization techniques: it is necessary to evaluate the capability of the chosen heuristic, in this case GAs, to outperform a random search. It would be also useful to compare different heuristics (e.g., hill-climbing, simulated annealing, and GAs) and then choosing the best one. This paper, however, focuses on the application of GAs for grammar evolution, leaving the evaluation of other heuristics to future work. To answer research questions 2-5, we analyze the evolution of GA for different number of rules. The sixth research question will be answered by inspecting the obtained target grammars.
Settings
Different possible settings have been considered in the calibration of the GA. For simplicity's sake, we report results only for the settings that achieved the best performance (Table 1 ). "Number of runs" indicates the number of times each experiment run (for a fixed number of rules) was repeated to avoid having results biased by randomness. Elitism 1 indicates that the best individual of each generation was kept alive in the subsequent generation. Besides the usual GA settings (population size, generations, crossover and mutation probability, etc.), we also needed to choose proper weighting for the different mutation operators, as well as the weight w (see Section 3.4). As shown, we favor the application of mutation aimed at randomly changing a rule, with a probability that is five time higher than the probability of other operators. Finally, fitness function weights w 1 and w 2 were chosen in order to take into account the partial parsing of positive example for failing grammars.
The GA starting population consists in copies of the grammar fragment to be evolved. As described in Section 3, some of the starting individuals underwent a mutation to ensure the genetic richness of the starting population. Positive examples were obtained from program fragments written in the target dialect, i.e., programs comprising the features we wanted to infer. Clearly, since the GA is applied on a grammar fragment, the examples must not 25 contain elements (e.g., expressions) not defined in that fragment. Some positive examples are shown in Figure 9 -a. On the other hand, negative examples, programs containing a large set of possible syntax errors, are needed to avoid producing a grammar that can parse everything (see Section 3.3). Some instances of negative examples are shown in Figure 9 -b. We experienced that the number of positive and negative examples required to successfully evolve a grammar depends on the size and complexity of the grammar to be evolved. As such, we produced a different number of examples -as reported in Table 2 -when evolving grammar fragments having a different size. The random search to be used as a baseline of comparison for the proposed GA has been implemented according to the pseudocode shown in Figure 10 . Basically, the random search iteratively applies the mutation operator to the initial grammar a number of times equal to the number of generations times the population size used by the GA. This permits the production of the same number of solutions as for the GA. However, repeatedly applying the mutation operator without any fitness driving the evolution would lead towards producing a random grammar. To make a fairer comparison, the mutation was performed each time on the initial grammar, for a random number of times varying between 1 and an upper bound (max mutations) greater than the number of changes necessary to evolve the initial grammar towards the target grammar. For our case study, we chose 40 as upper bound.
Results
To answer the research questions formulated in Section 4.2, this section reports and discusses results from the above described case study. Figure 11 compares the GA evolution with random grammar evolution, showing values, averaged over five runs, of (a) fitness, (b) percentage of positive examples parsed, and (c) percentage of negative examples rejected. For simplicity's sake, the comparison is limited to the 40 rules grammar. It is clearly visible from Figure 11 -a how, while for GA the fitness is able to drive the evolution towards convergence, the best fitness for random search does best ← initial grammar; j ← 0; for j = 1 to num generations · dim population do n ← random(1,max mutations); k ← 0; g ← initial grammar; for k = 1 to n do g ← mutate(g); end if fitness(g)>fitness(best) then best ← g; end end not increase over 0.58. In particular, the grammars obtained by using GA are able to parse a higher percentage of positive examples, as shown in Figure 11 -b. Grammars obtained by using random search are able to reject a high percentage of negative examples, however this happens just because these grammars are wrongly mutated and reject most of the examples (both positive and negative). Figure 12 shows boxplots of fitness final values for random search and GA, clearly indicating that GA significantly outperforms random search, as also supported by the Mann-Whitney test (p-value=0.007). negative examples, as visible from sudden decreases of the curve. Eventually, the fitness function is able to drive back the percentage of rejected negative examples to 100%. Differently from positive examples, the percentage of negative examples rejected is always high because of the different roles they play. The percentage of positive examples correctly parsed starts from low values and then it increase when the grammar evolves. Instead, the percentage of negative examples rejected already starts from a high value, since the initial grammar also rejects them. Then, any time the GA generates a grammar that correctly parses some negative examples, the percentage decreases and, after a while, it is brought back to 100% by the GA evolution. Table 3 reports descriptive statistics for the fitness and its factors after 300 generations. As shown, the median percentage of positive examples correctly parsed is between 93% and 96%, while the median percentage of negative examples rejected is always 100%, confirming the role played by the negative examples. We compared mean values for fitness, percentage of positive parsed and of negative rejected using the Kruskal-Wallis test, which is a non-parametric test (equivalent to ANOVA) used to compare multiple population means. The test indicated, with a p-value of 0.008, a significant difference among fitness values. The difference was mainly due to the lower fitness values for 70 rules. In fact, the test indicated a marginal difference (p-value of 0.053) when removing samples with 70 rules. Much in the same way, a significant difference was found for positive examples (p-value 0.037) and, again, when removing the samples for 70 rules, the difference was not significant anymore (p-value 0.14). Finally, no significant difference was found on the final value for negative examples (p-value 0.39).
Comparing GA with random search (Research question 1)

Analyzing GA evolution (Research questions 2-4)
Scalability (Research question 4)
Analyzing convergence time (Research question 5)
To investigate on how quickly the GA converges when increasing the number of rules, we used the notion of rise time from automatic control theory [30] , which is defined as the time needed for a signal to reach the 90% of its steady state value. In our context, the number of generations was used instead of the time, since the time needed for each generation was almost constant and independent from the number of rules. Figure 14 shows interval plots (95% confidence interval for the mean) of rise times for different number of rules, and a line connecting median values. At least for the number of rules considered in this study, the median number of generations needed was 34, 55, 92 and 122 for 40, 50, 60 and 70 rules respectively, indicating that the rise time increased of 62% from 40 to 50 rules, of 67% from 50 to 60 rules and of 33% from 60 to 70 rules. This, at least for this case study and for the grammar fragments considered, does not indicate serious scalability problems when increasing the number of rules subject to evolution. Clearly, further experimentation is needed to better assess the scalability for larger grammars, and for a larger number of rules to be inferred (currently three rules are inferred).
Qualitative analysis of the obtained grammars (Research question 6)
Whilst the previous subsections indicate that the GA can successfully infer a grammar able to parse a high percentage of positive examples and to reject almost all the negative examples, it is necessary to analyze and discuss how the new rules were inferred in order to understand whether the inferred grammars can actually be used to build source code analysis tool. Figures 15 and 16 show how the rules described in Section 4.1 have been inferred. As Figure 15 -a shows, in a case the declaration was considered as one of the possible statements, and a function definition was considered as a declaration. This permitted the presence of variable declarations and function definitions interleaved with other statements. In another case (Figure 15-b) both declaration list and function definition were considered as statements. It is worth pointing out that, while in the second case a list of subsequent declarations was treated as a declaration list, in the first case it was considered as a statement list, without the need for a further reduction to the declaration list node. Figure 16 shows how an incomplete ternary statement has been inferred, i.e., adding a rule in which the true branch non-terminal does not appear. In this case, this was the only way the rule was inferred.
Threats to validity
As this is a small case study in which we show the approach's applicability, it should not be considered as a thorough investigation. Nevertheless, we still believe that it is worth to discuss its main threats to validity (Conclusion, Internal and External), for understanding to what extent the obtained results are valid and whether they can be generalized.
Conclusion validity threats are mainly related to the randomness introduced by GA and by the correct application of statistical tests. To avoid bias introduced by randomness, we performed five runs for each GA configuration declaration: Figure 16 . Inferred incomplete ternary expression and computed statistics over these runs. Comparison between GA and random search was performed by using a non-parametric test, the Mann-Whitney unpaired test, that does not require any over the population distribution. Much in the same way, the comparison between different experiments was performed using the (non-parametric) Kruskal-Wallis test. Results were considered statistically significant for p-values smaller than 0.05.
Internal validity threats can be due to measurement instruments. In our case, measurement instruments used to compute the fitness function are the negative and positive examples used to infer the grammar. The threat is mitigated by having a large set of positive and negative examples. Finally, to ensure a fair comparison between GA and random search, the two strategies were compared across the same number of solutions produced and evaluated.
External validity threats are related to the possibility of applying the proposed approach to larger grammars, to infer larger or more complex set of rules, and to apply the approach to other programming languages. While the approach, as defined, can be easily applied to any context-free grammar, further experimentation is necessary to claim external validity.
Conclusion
This paper described how Genetic Algorithms (GAs) can be used to evolve an existing grammar towards another, similar one. Despite past attempts failed to automatically infer a complete, general-purpose, language grammar, we demonstrated that grammar evolution can be a promising tool in a semi-automatic grammar recovery process. The proposed approach exploits the idea of evolving an existing grammar instead of creating a new one from scratch. Such a grammar evolution can be considered valuable any time a grammar similar to the needed one is available: this is the case, for instance, when dialect grammars have to be produced. Other than for evolving traditional programming language grammars, the proposed approach can be adopted for other purposes, e.g., to generate parsers for domain specific tools or to produce fact extractors for any kind of text document. Finally, the proposed approach could be applied to generate a grammar able to extract facts from multiple dialects or even from multiple, similar, programming languages, by capturing elements of both.
Studies carried out in evolving fragments of a C grammar showed that the proposed approach was able to successfully evolve grammars composed of up to 70 rules, which is, by far, higher than the number of rules existing approaches were able to handle. During the grammar evolution process, positive and negative examples played a different, complementary role: while positive examples drove the GA evolution, negative examples were mainly used to prevent the evolution towards grammars able to parse any (also syntactically incorrect) code. When increasing the number of rules, the grammar evolution process was slower -without however indicating trends that could cause serious scalability issues -and leading to significantly smaller values for the fitness function and for its factors. Nevertheless, the slower grammar evolution experienced when increasing the number of rules did not prevent the GA to produce correct and usable grammars. In fact, inspections over the obtained grammars indicated that the evolutions made by the GAs are, other than correct, also meaningful, quite similar to evolution any developer could have made. In other words, the starting grammar was not disrupted, but just adapted where needed. This allows developers for using inferred grammars without a huge comprehension effort and without the need for a substantial re-work.
Despite the promising results achieved, we believe that the evolution of a complete grammar is still to be considered a semi-automatic, interactive task, in which the developer identifies the grammar section to be inferred and then merges the result of the evolution with the remaining part of the starting grammar.
Work-in-progress is targeted to improve the proposed approach's scalability, either by improving the proposed algorithm with the adoption of different chromosome representations and different operators, and also by parallelizing the GA over multiple processors or machines. Also, we plan to experiment the approach on further case studies and, to better assess its usefulness, it will be necessary to perform experiments to compare the time developers spend in performing a non-trivial grammar evolution task with and without the availability of the grammar evolution tool.
