With the Cleanroom process, you can engineer software under statistical quality control. As with cleanroom hardware development, the process's first priority is defect prevention rather than defect removal (of course, any defects not prevented should be removed). This first priority is achieved by using human mathematical verification in place of program debugging to prepare software for system test.
statistical certification of the software' quality through representative-user testing at thesystem level. The measure of qualityTis the mean time to failure in appropriate units of time (real or processor time) of the delivered product. The certification takes into account the growth of reliability achieved during system testing before delivery.
To gain the benefits of quality control during development, Cleanroom software engineering requires a development cycle of concurrent fabrication and certification of product increments that accumulate into the system to be delivered. This lets the fabrication process be altered on the basis of early certification results to achieve the quality desired.
Cleanroom experience
Typical of our experience with the Cleanroom process were three projects: an IBM language product (40,000 lines of code), an Air Force contract helicopter flight program (35,000 lines), and a NASA contract space-transportation planning system (45,000 lines). A September 1987 software sufficiently robust to go to system test without debugging. Typical program increments were 5000 to 15,000 lines of code. With experience and confidence, such increments can be expected to increase in size significantly. All three projects showed productivity equal to or better than expected for ordinary software development: Human verification need take no more time than debugging (although it takes place earlier in the cycle).
The combination of formal design methods and mathematics-based verification had a positive development effect: More than 90 percent of total product defects were found before first execution. This is in marked contrast to the more customary experience of finding 60 percent of product defects before first execution. This effect is probably directly related to the added care and attention given to design in lieu of rushing into code and relying on testing to achieve product quality.
A second encouraging trend is the drop in total defect count (by as much as half), which highlights the Cleanroom focus on error prevention as opposed to error detection. With industry averages at 50 to 60 errors per 1000 lines of code, halving these numbers is significant. The The certification of software quality is given in terms of its measured reliability over a probability distribution of usage scenarios in statistical testing. Certification is an ordinary process in businesseven in the certification of the net worth of a bank. As in software certification, there is a fact-finding process, followed by a prescribed computation.
In the case of a bank, the fact-finding produces assets and liabilities, and the computation subtracts the sum of the liabilities from the sum of the assets. For the bank, there are other measures of importance besides net worth -such as goodwill, growth, and security of assets -just as there are other measures for software than reliability -such as maintainability and performance. So a certification of having no gotos without acquiring the funsoftware quality is a business measure, damental discipline of mathematical part of the overall consideration in verification in engineering software -of producing and receiving software.
even discovering that such a discipline Once a basis for measuring statistical exists. quality of delivered software is available,
In contrast, learning the rigor of mathecreating a management process for statisti-matical verification leads to behavioral cal quality control is relatively straightfor-modification in both individuals and ward. In principle, the goal is to find ways teams of programmers, whether programs to repeatedly rehearse the final measure-are verified formally or not. Mathematiment during software development and to cal verification requires precise specificamodify the development process, where tions and formal arguments about the necessary, to achieve a desired level of correctness with respect to those specifistatistical quality.
cations remove more than 60 percent of the errors but only decrease the failure rate by less than 3 percent. These surprising refutations of conventional wisdom in software reliability are due to data painstakingly developed over many years by Adams. 10 To be more precise about software errors and failures, assume that a specification and its software exist. Then, when the software is executed, its behavior can be compared with its specification and any discrepancies (failures). Such failures may be catastrophic and prevent further execution (for example, by abnormal termination). Other failures may be so serious that every response from then on is incorrect (for example, if a database is compromised). Less serious failures represent the case in which the software continues to execute with at least partially correct behavior beyond the failure.
These examples illustrate that failures represent different levels of severity, beginning with three major levels:
* terminating failures, * permanent faihures (but not terminatSeptember 1987 ing), and * sporadic failures. Even terminating or permanent failures may be followed by a restart of the software, so you can imagine a long history of execution and, in this history, the failures marked at each instant of time. Clearly, this history will depend on the software's initial conditions (and data) and on the subsequent inputs (as commands and data) to it. Such a history can be very arbitrary, but suppose for argument's sake that representative histories (scenarios of use) are conceivable.
The behavior of software is deterministic in that repeating an initial condition and history of use will reproduce the same outputs (with the same failures). But, in fact, if software is used in more than one history by more than one user, the histories of use will usually be different. For that reason, we consider as part of a structured specification a probability distribution of usage histories, typically defined as a stochastic process.
This probability distribution of usage histories will, in turn, induce a probability distribution of failure histories in which statistics about times between failures, failure-free intervals, and the like can be defined and estimated. So, even though software behavior is deterministic, its reliability can be defined relative to its statistical usage. Such a probability distribution of usage histories provides a statistical basis for software quality control.
Certifying sttistical quality For software already released, it is simple to estimate its reliability in mean times to failure: Merely take the average of its times between failure in statistical testing. However, for software under Cleanroom development, the problem is more complicated, for two reasons:
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gives producer and receiver (seller and purchaser) a common, objective way to certify the reliability of the delivered software. The certification is a scientific, statistical inference obtained by a prescribed computation on test data warranted to be correct by the developer.
In principle, the estimators for software reliability are no more than a sophisticated way to average the times between failure, taking into account the change activity called for during statistical testing. Mean time to failure and the rate of change in mean time to failure can be useful decision tools for project management. For software under test, which has both an estimated mean time to failure and a known rate of change in mean time to failure, decisions on releasability can be based on an evaluation of life-cycle costs rather than on just marketing effect.
When the software is delivered, the average cost for each failure must include both the direct costs of repair and the indirect costs to the users (which may be much larger). These postdelivery costs can be estimated from the number of expected failures and compared with the costs for additional predelivery testing. Judgments could then be made about the profitability of continuing tests to minimize lifetime costs. 
