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Abstract
Ecient and rigorous acoustic solvers that enable high frequency sweep appli-
cation over a wide range of frequencies are of great interest due to their practical
importance in many engineering, physical problems or life science research that
involve acoustic radiation, such as engine noise analysis, acoustic simulation in
micro-uidics and the design of lab device, etc. There is room for reduction of cost
on experimental systems that can be investigated and optimised through numerical
modelling of physical processes on the micro-scale level [297]. The major diculty
that arises is the inconsistency of materials, time scales and fast oscillation nature
of the solution that leads to unstable results for conventional numerical methods.
However, analytical solutions are infeasible for large problems with complex ge-
ometries and sophisticated boundary conditions. Hence, the vital need for ecient
solvers.
In this research the development of computational methods for acoustic appli-
cation is presented. The proposed method is applied to the study of propagating
waves in particular to simulate acoustic phenomena in micro-droplet actuated by
leaky Surface Acoustic Waves on a lithium niobate (LiNbO3) substrate. Explicitly,
we introduce a new computational method for the analysis of uids subjected to
high frequency mechanical forcing. Here we solve the Helmholtz equation in the fre-
quency domain, applying higher order Lobatto hierarchical nite element approxi-
mation in H1 space [10], where both pressure eld and geometry are independently
approximated with arbitrary and heterogeneous polynomial order. Meanwhile, a
time dependent acoustic solver with arbitrary input signals is also proposed and
implemented. The development of extended computational methods for the solu-
tion of the Helmholtz equation with polychromatic waves is presented, where Fourier
transformation is applied to switch the incident wave and solution space from the
frequency domain to the temporal domain. Consequently, the implementation and
convergence rate of the numerical methods are demonstrated with benchmark prob-
lems. The numerical method is an extension of the conventional higher order nite
element method and as such it relies on the denition of basis functions. In this
work we implement a set of basis functions using integrated Legendre polynomials
(Lobatto polynomial). Two type of basis functions are presented and compared.
Therefore, the signicant improvements in eciency is demonstrated using a Lo-
batto hierarchical basis compared with a Legendre type basis. Moreover, a novel
error estimation and automatic adaptivity scheme is outlined based on an existing
a priori error estimator [256]. The accuracy and eciency of the proposed object
oriented (predened error level) a priori error estimator is validated through nu-
merical assessments on a three-dimensional spherical problem and compared with
uniformly h and p adaptivities. The simple and generic features of the proposed
scheme allow fast frequency sweeps with low computational cost for multiple fre-
quencies acoustic application. The current nite element approach is executed in
parallel with pre-partitioned domain, which guarantees the optimal computational
speed with minimal computational eort for large problems. Overall, the benets
of using the proposed acoustic solver is explained in detail.
Finally, we illustrate the model's performance using an example of a micro-
droplet actuated by a surface acoustic wave (SAW), which has vast applications in
micro-uidics and micro-rheology at high frequency. Conclusions are drawn, and
future directions are pointed out.
The proposed nite element technology is implemented in the University of
Glasgow in-house open-source nite element parallel computational code, MoFEM
(Mesh Oriented Finite Element Method) [199]. All algorithms and examples are
publicly available for download and testing.
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xiv
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 d the direction vector of incident plane wave
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Edward Jenner (1749-1823) was the father of modern vaccination and the pi-
oneer of immunisation. He has saved millions of lives and increased the chances
of survival from pandemic diseases like smallpox. Nowadays, the pharmaceutical
industry conducts numerous experiments and studies each year, not only develop-
ing new vaccination techniques, but also new system of diagnosis. In current days,
blood samples are taken manually using a syringe, then loaded into a centrifuge and
processed for many hours to separate and collect the dierent parts of the blood
sample. Afterwards, these separated parts are tested manually for a possible range
of diseases. This whole process is expensive, energy intensive and the diagnostic
duration is relatively long. Even worse, in some states of the world, there is lack of
such testing facilities (no access to such facilities). Hence, novel diagnostic methods
involving the manipulation of microchips and microudics are open for extended
researches. The goal is to integrate a comprehensive analysis and reaction system
on small scale surfaces ( 1cm2). Micro-uidics and lab-on-a-chip (LOC) devices
guaranteed the further development of portable point-of-care systems that could
reduce the complexity of assays to facilitate the limited medical resources in low
and middle income countries (LMICs) around the world [334].
The mechanical energy generated by acoustic waves can manipulate cells, u-
ids, and samples [150]. This poses a challenge to the in-depth study of acoustic
waves propagating in uids, which induces time average mean ow through acous-
tic streaming. The surface acoustic wave (SAW) device is known as one of the most
frequently adopted ultrasonic transducers, which has been previously developed
from 1940s [30]. It is used to actuate the micro liquid (droplet or bulk form) sitting
on microuidic chips [330, 335]. The motion of a droplet including jumping [284],
pumping [133], jetting or atomisation [306, 258] and mixing [134] are highly depen-
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Figure 1.1: Vision for a SAW-actuated device, as a reader and a cartridge to perform
medical diagnostics, from Bioelectronics Group UoG.
dent on the acoustic power applied. The fast emerging SAW technologies played an
important role in the development of microuidic systems since the 1990s [292, 299].
The newly developed system of experiments with phononic lattices enables switch-
ing of acoustic wavelength as well as the shape of acoustic elds [270]. Through
numerical modelling, the distribution of acoustic pressure and stress elds can be
observed inside the droplet [188]. Alternatively, the phenomena that occur in phys-
ical experiments, like acoustic streaming at low power, water movement, jetting,
or even nebulisation of droplets at higher power, can be fullled by adjusting the
power, frequency of waves and shape of input source, or even the contact angle and
height of the droplets [335].
This research lies at the interface between advanced modelling and experimental
validation in biomedical engineering applications. Several innovative advances will
be presented in the modelling of micro-uids subject to high frequency acoustic
waves necessary to capture their behaviour at micro-scales. The techniques de-
veloped will enable us to establish a continuum description, which allows solving
problems where the classical time harmonic wave equation is no longer applicable.
There are various numerical simulation methods available to solve physical prob-
lems, such as: nite dierence method, nite element method, boundary element
method, mesh-less nite element method, nite volume method, etc. Due to lim-
ited contexts, the specied usages of other methods will not be addressed here, we
will focus on only the nite element method in this work. The reason for choosing
the nite element method is not merely because of its accuracy, but also for its
economical computational cost and widely developed novel schemes like the various
Galerkin methods and error estimation techniques.
The advantages of the FEM for solving acoustic problems are:
 Ability to capture complex geometries.
 Flexibility, with the availability of many error estimation techniques and ad-
vanced numerical tools.
 Ability to handle the union of dierent material properties with a proven
track-record for stability and robustness.
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 Convenient for coupling dierent physical problems and boundary conditions.
1.1.2 Fluid Mechanics
The original Pascal's Law was proposed based on Blaise Pascal's (1623-1662)
experimental results [5]. He interpreted that the pressure applied in a conned
incompressible uid is transmitted equally in all directions within the uid, in such
a way that the initial pressure dierence stays the same. It is expressed as:
P = gh (1.1)
where P denotes the hydrostatic pressure given in Pascals unit,  is the density
of the uid, h is the height of the uid above a certain level which has been
predetermined (here the sign  represents the dierence between a quantity at
dierent positions, instead of the Laplace operator).
For an incompressible and isotropic Newtonian uid, Sir Isaac Newton (1642-
1727) the well-known scientists from the 17 century, proposed the linear relationship





where  is the shear stress of the uid,  is a proportionality constant coecient
that representing the shear viscosity of the uid, and @u
@y
is the partial derivative of
the velocity in the direction y parallel to the direction of shear stress and orthogonal
to the direction of ow. Furthermore, a uid is called non-Newtonian if the viscosity
is dependent on the shear rate or the history of shear rate, in which case there is
a non-linear relation between the shear strain rate and the shear stress that may
involve a time dependant term. In practice, water and air are considered as realistic
examples of newtonian uids while, on the other hand, blood is a good example of
non-newtonian uids.
Daniel Bernoulli (1700-1782) [141] carried on Newton's research on inviscid ow,
and derived the famous Bernoulli's principle named after the published book \Hy-
drodynamica" in 1738 [74]. Roughly speaking, the principle states that for an ideal
uid that has no viscosity (or relatively small value of viscous forces when compared
to inertial forces), there exists a negative relationship between the speed of the uid
and the uid pressure or uid's potential energy.
In 1757, Leonhard Euler (1707-1783) introduced the Euler equation in his publi-
cation [145], which today is identiable as a simplied version of the Navier-Stokes





+ u  r

u r T+rp = 0 (1.3)
following directly from Newton's second law, where  is the uid density, t is the
time, u is the uid velocity vector and p and T are the uid pressure and viscosity
stress respectively.
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In 1746, the one-dimensional wave equation describing the propagation of dis-
placements along a string (vibration of string) was proposed by d'Alembert [3].
Subsequently, Euler and Bernoulli discovered the higher dimensional wave equation
derived from the conservation of momentum and Bernoulli equation for ow eld
[224]. In article [92], 36 forms of acoustic wave equation derivations are outlined in
specic terms.
The most signicant breakthrough in the eld of uid ow was the formula-
tion of the Navier-Stokes equation, named after Navier (1785-1836) and Stokes
(1819-1903). The Navier-Stokes (N-S) equation is the culmination of many of the
previously mentioned scientistss work, for instance, Newton; Laplace; Lagrange and
so on. In the development of N-S equation, Navier rst attempted to add a friction
term to Euler's equation in 1822. Thereafter, in 1845, Stokes established Stokes
law. The N-S equations arose from the application of Newton's second law to uid
motion, together with the assumption of the viscous ow, such that the stress in
the uid is equal to a viscous term (proportional to the gradient of velocity) plus a
pressure term.
Osborne Reynolds (1842-1912) is best known for his contribution to the Reynolds
number, Reynolds stress and the transition from streamline ow to turbulent uid
ow in pipes [272]. The Reynolds number is the ratio of inertial forces over viscous
forces. A more viscous uid will result in lower Reynolds number, or in other words,
an inviscid uid will have a large Reynolds number. Additionally, Osborne Reynolds
introduced Reynolds-averaging, which is a way of separating the ow variables into
the time averaged components and uctuating components. This method can be
applied to the Navier-Stokes equations resulting in the Reynolds-averaged Navier-
Stokes (RANS) equations. Pertaining to the denition of Reynolds' stress uiuj with
index notation, where  is the density of the medium, ui is the uctuating velocity
in xi = [x1; x2; x3] coordinates. The stress term was introduced by Reynolds for
the rst time in 1895 [273]. In recent years, there have been seminal published
discussions about the detailed usage of Reynolds' stress in dierent scenarios, such
as: LeBlond, et al. in [210] and Lighthill in [216, 219, 217].
1.1.3 Simulation of Surface Acoustic Waves
It is widely accepted that acoustic problems have a vast range of uses in dierent
physical applications and the study of life science. In the context of microuidic,
the applications encompass disease diagnostics, biochemical analysis, food indus-
try, drug delivery, medical science, military, and aid to build the lab-on-chip (LOC)
system [270, 89]. Results from numerical experiments can provide insight to the
underlying physics of acoustic problems. Here we focus our attention on the devel-
opment of a computational tool to aid the design of acoustic diagnostic devices (e.g.
lab-on-chip). Through the in-depth study of acoustic elds inside a micro droplet,
transducer design and related SAW parameters can be identied and improved,
while also reducing the uncertainty from the system. Minor physical dierences
due to parameterization generally might not be observable in physical experiments
but can be revealed by micro-scale numerical modelling [72]. Furthermore, numer-
ical modelling is a low cost and economical ecient option. Once the connection
between numerical and physical experiments is established, we can perform the
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numerical test before setting up experiments with expensive devices [274].
In the pioneering works of Eckart and Lord Rayleigh [139, 268], the motion of
uid ow and the acoustic streaming caused by high intensity sound attenuation was
introduced, and has since been further developed in various elds. That acoustic
streaming phenomena inside micro liquid actuated by SAW can be used as a driving
force to pump liquids was presented in [242, 243], in which the height of the channel
and droplet, and amplitude of the waves was considered. In articles [299] and
[330], it was also shown that the SAW can be exploited to drive a liquid droplet
in a positive direction on a at surface such as 128 degree Y cut lithium niobate
(LiNbO3), where droplets with dierent viscosities were taken into account.
In recent years, Shiokawa, Matsui and Ueda [291] led experiments regarding the
manipulation of liquid droplets by applying SAW. The reaction of the droplets was
discovered to be intimately dependent on the material and chemical condition of the
solid surface. It was also found that the material from the droplets was ejected due
to the strong SAW streaming force. Nonetheless, in their numerical assumptions,
the viscosity damping and the internal reections from solid-uid interface and
uid-air interface are neglected [292].
Alghane et al. [17] applied the nite volume method in OpenFOAM [221] to
examine the motion of acoustic waves in a liquid droplet sitting on a LiNbO3 sur-
face. The excitation of the uid droplet was observed by solving the laminar incom-
pressible Navier-Stokes equations. Furthermore, the article presumed that the SAW
propagating inside the substrate and uid obey certain displacement equations that
limited the variation of motion of SAW before it incidents on the uid object. In
[283], two coupled-eld analysis are provided. The work discusses the Nyborg's
streaming theory and the uid-solid interaction nite element formulation, it also
introduces the idea of the complex SAW number to represent the exponential decay
of leaky Rayleigh waves.
Figure 1.2: Acoustic streaming in liquid droplet caused by SAW [17]
Figure 1.2 illustrates the construction for such a system. A SAW that is gen-
erated from the alternating electric eld through the interdigital transducer (IDT)
will propagate alongside the solid-air interface until it reaches the solid-liquid in-
terface. It will then change its form to that of a leaky SAW due to the longitudinal
component of SAW being emitted into the droplet at a Rayleigh angle of R. The
leaky SAW will produce longitudinal waves that will propagate into the uid, and
will further generate a body force acting on the uid. The attenuation of magnitude
of the longitudinal waves depends on the materials of the solid surface as well as
the density of the liquid.
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In articles [17, 291, 283, 222, 339], the nonlinear body force derived from the
Reynolds' stress was mentioned as the main driving force behind the motion of the
uid (e.g acoustic streaming). The phenomenon is a result of the attenuation of the
high intensity acoustic energy of the wave propagating in the medium. However,
the Reynolds' stress did not result from any computational modelling processes
but the assumption of the nonlinear acoustic streaming force. In 2012, Alghane,
et al. [18] conducted experimental and numerical simulations on conned droplets
actuated by SAW. In this work, the relationship between the height of the droplet,
attenuation length of the SAW and the streaming ow were investigated, in which
the attenuation of SAW was represented in closed form. The deformation of the
droplet subject to high power SAW has been investigated by Schindler and his
co-authors in [284], but the SAW radiation was neglected inside the droplet.
In 2013, Quintero and Simonetti [260] demonstrated the numerical simulation
on how acoustic pressure elds, on the surface of a substrate, propagate into a
droplet, with a frequency of 3:5MHz. In the assumption of Rayleigh wave transit
to Stoneley wave instead of leaky surface acoustic wave (LSAW) inside the uid,
their model adopt the closed formula extracted from [323]. The coherent structure
is not observed from simulation against [17]. The reected waves from the internal
surface of a droplet are not considered in their setup as well as the amount of energy
dissipated due to solid-uid interface.
In most recent times, Collins et al. [106] have demonstrated the eectiveness of
size-selective particle concentration process from acoustic streaming generated by
high-frequency SAW. The numerical solution simulated based on analytical forms
have shown good agreement with the experimental results.
In [87], the acoustic pressure eld has been numerically observed inside at
droplets actuated by SAW. The multiple reections from the internal of a droplet
shape chaotic cavity is considered. The asymmetry of droplet deformation is con-
rmed, but the mechanism related to the acoustic pressure and streaming have not
yet been fully unveiled [274], the authors consider the viscosity as an important
factor to support the existence of acoustic streaming inside a droplet, also a crite-
rion to dierentiate various types of acoustic streaming pattern. They presume the
cavity of a droplet is an acoustic chaotic eld in their setup.
The standard nite element numerical formulation for acoustic problems can be
computationally expensive and unable to fully resolve the small wavelengths. Finite
element modelling of such a problem also has been limited in its ability to handle
the broad range of timescales. In particular, direct time integration techniques are
computationally expensive because of the need to resolve the smallest timescale. To
avoid the need of solving the 4 dimensional wave equation, the problem is expanded
to polychromatic waves via Fourier transformation in both the time and frequency
domain with respect to the input signal, solving the 3D Helmholtz equation in-
stead. As shown in Figure 1.3b , it is presumed that the computational domain
of a droplet (shown in purple) is a hemispherical shape with some contact angles.
A SAW passes along a substrate then interacts with the droplet. To determine
the boundary conditions (BCs) on the droplet, the incoming Rayleigh waves are
expressed as a closed form analytical equation based on developments from [270]
and [320] (1.3a). From a physical perspective, the incident Rayleigh wave carries
energies while propagating through the substrate, and starts leaking energies into
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the micro uid. In this presumption, the Rayleigh wave generated from the input
signal will be treated as a typical type of standing waves [245, 251]. The Rayleigh
SAW travels with speed cs, the wave speed is proportional to the stiness of the
material of the substrate. However, the wave which leaks to the droplet is a pro-
gressive wave, since the speed of the wave in the substrate and uid are dierent.
As a result, the wave observed in the uid is a polychromatic wave.
A Fourier transform is then applied to the analytical equation of Rayleigh wave to
establish the BCs. This allows us to solve for the propagation of the acoustic waves
in the uid droplet in the frequency domain, consequently it yields the pressure and
velocity elds in the uid which serves to calculate the acoustic Reynolds' stress
and radiation force [187]. Theoretically, these nonlinear time averaged stress terms
can be applied to solve the problem in the slow time scale using a direct time
integration of Navier-Stokes equation for uid ow to investigate the evolution of
the droplet, specically taking care of the surface tension. This nal part of the
problem is strongly nonlinear as a result of the evolving droplet geometry. Thus,
the calculations of the acoustic wave in the uid droplet are repeated for each time
step at the slow time scale. The physical phenomena of uid vortices and capillary
wave inside the droplet incurred by acoustic actuation and streaming yet remain a
challenging area, and have not yet been fully understood [89].
Figure 1.3: Surface acoustic waves application. (a) SAW actuation of a liquid drop
on a LiNbO3 piezoelectric surface, showing the leaky Rayleigh waves in the drop.
(b) Illustration of the dierent timescales. grey = fast time scale, blue = medium
time scale, Cyan = slow time scale
1.1.4 Numerical Methods on Solving Helmholtz Equation
It is a well known fact that the time harmonic acoustic problems governed by
the Helmholtz equation face a major challenge in the non-coercive nature associated
with extreme high frequencies [96]. Either its conditioning or its complexity will lead
to intolerable computational costs. Many techniques and numerical methods have
been developed and devised to tackle this issue for decades, such as least square nite
element methods [166, 247, 313], discontinuous Galerkin method [146], the partition
of unity methods [46], ultra-weak variational formulations [96, 178, 175, 97], and
the higher-order nite element method which will be discussed in following chapters
[183]. However, many of the methods suer from ill-conditioning of the problem
with ne mesh, instability of the system or the high computational costs arisen
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from the complexity of the formulation.
In 2008, a two dimensional Helmholtz problem was solved on square domain
near the scatterer by a novel locally enriched nite element method [301]. The idea
behind is to enrich the local approximation basis by oscillatory functions. The pro-
posed method proved the planar wave basis and provided accurate results near the
scatterer, while the Bessel functions perform better in far elds. Furthermore, the
required degrees of freedom per wavelength for accurate results with the proposed
method are far less than the rule of thumb (10 nodal points per wavelength). Con-
sequently, a hybrid combination of Bessel and plane wave basis for local enrichment
are expected to deliver ecient calculation for the Helmholtz equation solved on
large computational domain [207]. This type of method is categorised as the Tretz
type method, and originally introduced by Melenk and Babuska [232].
Generally speaking, the Tretz methods exploit the a priori knowledge about the
local behaviour of the solution function, and thus enrich the approximation spaces
by well selected enrichment functions for the Helmholtz operator (e.g. spherical
plane wave functions or Bessel functions) [207, 232]. The conditioning of the prob-
lem will be ultimately dependent on the chosen enrichment function space [43]. The
eciency of the partition of unity nite element method (PUFEM) method over
the conventional FEM has been identied by Laghrouche et al in [203], through
the specied angle of incidence for plane wave basis. Further in 2009, Huttunen
et al. [176] have compared PUFEM with the ultra weak variational formulation
(UWVF) on singular problem of L shaped domain. In later years, the partition
of unity method has been further developed in two and three dimensional prob-
lems [204, 203, 201]. On the other hand, Lagrange multipliers applied on edges
of elements enhanced the continuity of the solution. This technique can be cou-
pled with wave solution based shape functions which leads to the reduction of the
number of degrees of freedom (DOFs) compared to conventional Lagrange nite
element methods[146, 147, 311]. In [205], the method is applied to solve Helmholtz
problems with piecewise constant wavenumbers in the computational domain.
Alternatively, higher order nite element methods are proved to be ecient for
solving the wave problems governed by the Helmholtz equation if accurate solutions
are sought [103, 135, 72, 253, 288]. In essence, the hierarchical nite element basis
can minimizes the computational costs associated with conventional higher order
approximation basis, while further increasing the exibility and scalability of ap-
proximation spaces. It should be kept in mind that the hierarchical higher order
FEM can be coupled with various Galerkin methods and Tretz methods. Since
the higher order nite element method involves localised p enrichments, a goal ori-
ented adaptivity scheme based on sucient local error estimates can be devised to
mitigate the dispersion eect and provide exponential convergence rate.
In this thesis we mainly focus on the acoustic part of the acoustic-uid inter-
action problem for both monochromatic and polychromatic waves. First of all, a
complete list of errors involved in numerical calculation are considered, and stud-
ied in edge elements. The stringent denition of qualied error estimator is then
discussed. Secondly, the FEM solver for elliptic PDEs within the mesh oriented
nite element method code (MoFEM) is developed, examples of thermal conduc-
tive problems are solved. Finally, numerical results are compared with commercial
software (presented in Appendix).
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In what follows, we build up the Helmholtz operator based on previous developed
programming strategies (associated with elliptic type PDE), and then implement
the relative L2 and H1 error estimation norms together with ve benchmark exam-
ples. Initially, the problem of wave-guide and a plane wave impinging on the sound
hard surface of a cylinder are considered, where solution convergence is studied for
both geometry and multiple physical elds. Moreover, the numerical eciency and
accuracy of the hp-adaptivity in the context of the Helmholtz equation are investi-
gated. The application of hierarchical nite element approximation together with
generalized Duy transformation drastically improves the computational eciency
and accuracy of the acoustic solver, while removing the singularity and uncertainty
from numerical integration techniques [10, 137]. Subsequently, the problem of SAW
actuation of a uid droplet is considered. Using hierarchical nite element approx-
imation basis (Lobatto and Legendre) on unstructured meshes [10], both acoustic
potential (pressure) eld and geometry are independently approximated with arbi-
trary and heterogeneous polynomial order.
In detailed exposition, the Rayleigh wave propagating on a SAW device medium
can be regarded as a plane wave problem [291], which can be resolved with time-
harmonic damped wave equation. Furthermore, a closed form leaky SAW is derived
based on results and information from [270] and [320]. In our procedure, arbitrary
signals can be applied to the medium. Analysis can be done in either frequency or
time domain. Moreover, Reynolds' stress is retrieved from the acoustic velocity by
taking unsteady part of the gradient of the acoustic potential multiplied by the den-
sity. In the sequel, the problem was expanded to polychromatic waves via Fourier
transformation in both spatial domain and frequency domain with respect to the
input signal. The acoustic pressure distribution inside a droplet is observed by ma-
nipulating the physical properties of the modelling, in order to further understand
the underlying physics of the application.
1.2 Thesis Outline
The entire thesis is organized in 9 Chapters. It is outlined as follows:
Chapter 1 presents a general introduction and discussion on the historical back-
ground and uid mechanics of current research. The main computational tools used
throughout the thesis are also provided. In the 2nd Chapter, the derivation and
formulation of the governing equations that describe acoustic waves propagating
in an isotropic medium are explained in details. The dierent types of acoustic
physical elds and waves with various phases are presented respectively, two types
of incident waves and time dependant properties are included. In Chapter 3, the
merits and limitations of hierarchical basis over conventional nite element shape
functions are provided, as well as a brief introduction to modern renement tech-
niques. Then, the signicant features of hierarchical Legendre type approximation
basis are expounded in details. Moreover, the derivation process and implementa-
tion procedure of Lobatto basis is nally presented with tetrahedron elements.
Chapter 4, rst, comprehensively introduces all type of errors occurring while
solving practical physical problems. Secondly, various Galerkin methods associated
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with nite element analysis are briey explained. The criterion of qualied error
estimator as well as the description of various type of error estimation techniques
are presented in the following sections, which include a priori and a posteriori error
estimators. The numerical accuracy and eciency of existing error estimators are
examined and demonstrated for elliptic type operator. The idea of error estimation
on one dimensional elliptic type problems can be extended to three dimensions.
In Chapter 5, the governing equation of time harmonic convected wave equation
and relevant boundary conditions are reviewed. The linear system of equations
derived from variational formulation are given next, which is ready to be solved.
The measurements of dispersion error and relative error are then provided to test
the feasibility and accuracy of the nite element system of linear equations. In the
next section, both monochromatic waves and arbitrary polychromatic input signals
with time dependant solver are proposed and implemented in the acoustic solver.
Finally, numerical assessments are presented based on nite element results from
four benchmark problems, in order to demonstrate the performance of the proposed
solver.
In Chapter 6, the distributed memory parallel computation algorithm, complex-
real transformation and generalized Duy transformation integration are proposed
and implemented respectively, in order to alleviate the factorization memory dur-
ing matrix evaluation process. The measurements to assess the rigorousness and
robustness of the proposed algorithms are introduced and tested, such as: eciency,
speedup and the conditioning of the system matrix, etc. with the current solver.
The superior property of p adaptivity with current settings are demonstrated based
on previous numerical results.
In what follows, the a priori error estimator is introduced for Helmholtz type
problems in Chapter 7. The error estimator is tested in both one, two and three
dimensions, and its accuracy and rigorousness are established. Moreover, the pro-
posed error estimator is coupled with automatic p adaptivity scheme, its perfor-
mance is assessed through comparison with uniform h & p adaptivity on benchmark
problems. All results are validated with two and three dimensional benchmark ex-
amples.
In the 8th Chapter of this thesis, initially, applications of micro-droplet actu-
ated by SAW propagating on LiNbO3 substrate are presented, with closed form
of Rayleigh wave (SAW). The acoustic radiation pressure and Reynolds' stress are
introduced. Then, the numerical simulations are conducted with various initial
physical parameters, the shape and material of droplet are changed constantly to
encompass dierent experimental scenarios. Comparison is made, and the novelty
of the current method is demonstrated.




There are many computational tools available. In order to construct a numerical
tool for analysis of a micro-uid subjected to acoustic waves in three dimension,
here the following softwares were used:
1. MoFEM: A mesh oriented nite element parallel computation software, it
uses the hierarchical shape functions ([10, 295]) with arbitrary and heterogeneous
orders as well as the automatic h & p renement, Legendre, Jacobi and Lobatto
basis are implemented. Comprehensive solution spaces available are L2, H
1, H(div)
and H(curl). (See Appendix A.1-A.19 for denition)
2. PETSc: A portable multi-processor scientic application designed to solve
the partial dierential equations raised in various physical problems, (e.g, linear
system of equations like Ax = b) vast amount of solvers and pre-conditioners are
available (e.g. FGMRES).
3. MOAB: A mesh oriented data base adopted in MoFEM, aimed to store
meshes, organise and retrieve the mesh data.
4. Cubit: A graphical user interface 3D mesh generation software. All mesh
data generated by Cubit are stored into Moab.
5. Paraview: The post-processing software used to visualize the mesh and the
solution elds observed.
6. Matlab: Matlab can be used to solve the small to medium scale system of
linear equations, and the edge element error analysis can be done within Matlab
once the results are extracted from Mofem and translated into a readable le for
Matlab.
7. Docker: Open platform provides container enables MoFEM users and devel-
opers to execute any physical applications across arbitrary platforms without the
burden of reimplementation, rebuild.
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Chapter 2
The Derivation of Acoustic Wave
Equations
In the previous chapter, the origins of uid mechanics were briey introduced and
described with Euler equations. However, the underlying motions and physics of
acoustic waves inside uids still remain unknown.
In this chapter, the governing equations of an inviscid uid in linear motion are
introduced and used, together with the assumption of irrotationality and Bernoulli's
equation, to derive the convected homogeneous wave equation with unknown acous-
tic velocity potential. Furthermore, the linearised Euler equation is taken as the
basis from which a convected wave equation with an acoustic pressure eld as an
unknown is derived. At the last stage, the wave equation is then simplied to give
a Helmholtz equation under the assumption of a time harmonic wave in the spatial
domain. Finally, the various physical elds associated with dierent types of waves
are briey explained.
2.1 Mathematical Formulation
Theoretically, every non-dimensional total physical eld of uid can be decomposed
into two parts, namely the base-ow (steady part) and the perturbation parts, such
as the pressure eld: pT = p+p0. In this derivation, the notation T means the total
quantity.
2.1.1 The Basic Conservation Equations
The basic equations that describe the motion of a uid encompass two parts: the
conservation of mass and momentum terms at the uid parcel level. To be more pre-
cise, the compressibility of a uid introduces an additional term related to thermal
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dynamics. The conservation of mass is dened as:
@T
@t
=  r  (TuT ) (2.1)
which describes the mass ux over (ow into and leave) a uid body in the absence
of external forces. The notation T denotes the total density of the uid. And the





+ (uT  r)uT

= r   (2.2)
the total eld of density T , uid velocity uT and stress tensor . If we consider
the rate of change of a given quantity within a uid body as a function of position,


















+ uT  rT (2.3)
where u = [u; v; w] is the velocity vector. And the material derivative builds rela-
tionship between Lagrangian and Eulerian descriptions of uid motion. Hence, the
conservation of mass equation can be rewritten in the form:
DT
Dt
=  Tr  uT (2.4)




+ T (uT  r)uT  r TT +rpT = 0 (2.5)
where TT is the viscous stress tensor. In case of incompressible uid, the term
(uT  r)uT = r  (uT 
 uT ) = 0. In the assumption of an ideal ow at low density
and pressure with moderate temperature [92] Thus, the thermodynamics of an ideal




















Equation (2.6) is dened on the basis of a moderate temperature, and the subscript
s is the entropy [92]. It is envisaged that the entropy of a uid element does not
change with time, thus yields Ds
Dt



















where  is the heat capacity ratio. Combining the equation of state (2.6) with
expression (2.7) and the equation of mass (2.4), the equation of state is reduced to:
DpT
Dt
=  T c2Tr  uT (2.8)
which describes the conversation of energy [29]. Thus, the full set of Euler equations
comprises the mass Eqn. (2.1), the momentum Eqn. (2.5), and the equation of state
(2.8).
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2.1.2 Linearised Bernoulli Equation
The physical elds represented in the Euler equations can be expressed in two parts:
a steady mean ow part (the base ow quantity) and an unsteady perturbation part.
Both the steady and unsteady parts of each eld are substituted into the Euler
equations. Therefore, the steady Euler equations for the base ow are described as:
r  (0u0) = 0 (2.9a)
rp0 + 0(u0  r)u0 + 0Du0
dt
= 0 (2.9b)
rp0  u0 + 0c20r  u0 = 0 (2.9c)





+u0  r is introduced. The unsteady part of linearised Euler equations are:
D
dt
+ u  r0 + 0r  u+ r  u0 = 0 (2.10a)
rp+ 0Du
dt
+ 0 (u  r)u0 +  (u0  r)u0 = 0 (2.10b)




0r  u+ 0c2r  u0 = 0 (2.10c)
which consists of three unknowns. The solutions of the rst set of equations (2.9)
are commonly used as input in the second set (2.10) of Euler equations.
2.1.3 Convected Wave Equation
The linearised Euler equations are generally too complex and computationally
expensive to solve, as they contain three unknown functions (potentially ve). Since
thermal eects, such as heating or damping are proportional to    1, where 
here represents the adiabatic index (heat capacity ratio), they are extremely weak
in liquid [110]. In the absence of thermal energy exchange, and neglecting the
viscosity of uid and the perturbation of the base eld, we can further simplify the
Bernoulli's equation and identify it as a particular form of momentum Eqn. (2.5).
The Bernoulli's equation describes the velocity potential, velocity and pressure of a
uid element travelling along a streamline. Under the assumptions of irrotational,









 r +  = 0 (2.11)
where the full derivation which is omitted here can be found in [264]. The linearised
Euler equations can describe both steady and perturbed parts of the uid eld. The
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wave equation (the celebrated d`Alembert equation) can be derived by substituting









r  u0 = 0 (2.12)
In the case of an incompressible ow, the velocity eld is divergence free, and the
acoustic potential wave equation is rewritten as:
D2
dt2
  c20 = 0 (2.13)
for which the solution function can be either plane or spherical waves. The ma-
terial derivative under time harmonic assumption is dened as: D
dt
= i! + u0  r.
The resulting wave equation enables computationally ecient solutions for various
acoustic elds at high frequency compared with the linearized Euler equation.
2.1.4 Time Harmonic Helmholtz Governing Equations
Under the assumption of a time harmonic wave, the homogeneous wave equation
for the propagation of acoustic potential in an ideal medium is





the subscript 0 is dropped due to assumption of uniform ow. r is the position
vector and c is the wave speed. Where the time and frequency dependent solution





through Forward Fourier transformation. ! is the angular frequency and i is the
imaginary number when it is not a subscript. c denotes the speed of the wave prop-


















e i!td! = 0 (2.17)
From the above we can identify that:
(r; t) = (r; !)e i!t (2.18)
which yields the steady part of the wave equation, the so called scalar Helmholtz
equation. The existence and uniqueness of the Helmholtz equation solution has been
demonstrated in the 1950s [107, 211, 172]. Thanks to the lower dimensionality
of the Helmholtz equation compared to the wave equation, we can retrieve the
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time dependent solution by simply applying the inverse Fourier transformation to
the solution of the H1 elliptic Helmholtz equation. Hence, the steady part of the
homogeneous wave equation for the propagation of acoustic waves in an isotropic,
ideal medium is dened as:





where k 2 C is referred to as the acoustic wave number. It can be expressed in
the form k = kr(1 + i), where  refers to the loss tangent and kr is the real part
of the wavenumber [234]. In essence, it represents the number of amplitudes per
2 length. Consequently, 
  R3 is the computational domain. In the case of a
homogeneous isotropic medium, such as glass, c is taken as a constant. (r) will
be replaced by  in some cases from now on for brevity. Any  that satises Eqn.
(2.18) represents an acoustic potential, and so by the principle of superposition,
does any sum over  [281].
2.2 Acoustic Waves and Physical Fields
2.2.1 Acoustic Fields
If solving for the above equation results in an acoustic potential , since the
components of the velocity (m  s 1) vector satisfy the scalar wave equation [138],
the velocity eld of the acoustic wave can be retrieved from the gradient of the
acoustic potential as:
u = r (2.20)
and the acoustic pressure (Pascal) is given by:
p =  i! (2.21)
2.2.2 Polychromatic Wave
The polychromatic wave can be expanded as a sum of monochromatic waves
through the use of the Fourier transform. At any point r in space, there exists
an acoustic potential function (r; t) as a superposition integral of time harmonic








The acoustic intensity I(r) is the acoustic power per unit area (W m 2), which
is given by [281] :
I(r) = 2h2(r; t)i (2.23)
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where the notation <  > denotes the average of time interval over one acoustic
wave period but less than the whole time duration of the pulse wave. Thus, the
acoustic power P (t) (W) crossing into an area S perpendicular to the propagation










Since (r; t) = (r)ei2ft for monochromatic time harmonic waves,
22(r; t) = 22(r)[cos(!t) + i sin(!t)] (2.26)
where it is seen that the intensity of a monochromatic wave is equal to the square
of the absolute value of its complex amplitude, and that it is time independent.
The acoustic intensity for a polychromatic wave is given by [281] as:












h2(r; t)i+ h(r; t)(r; t)i
= j(r; t)j2
(2.27)
where it has been assumed that the wave is quasi-monochromatic with central
frequency f0 and spectral width f  f0, and that the time average operation hi
is taken over a duration longer than one cycle 1
f0
but shorter than 1
f
. Pertaining to
Eqn. (2.16), the oscillation of the rst two terms in Eqn.(2.27) has been averaged out
due to the fact that their frequencies are approximately 2f0 and  2f0 respectively.
The third term has a frequency dierence of the order of f  f0 which varies
slowly with the time averaging operation. Therefore, the acoustic intensity for
polychromatic waves is the same as for monochromatic waves, and is the absolute
squared value of acoustic potential function.
2.2.4 The Plane Wave Function
The complex amplitude plane wave is a solution of the Helmholtz equation and
has the following form:
(r) = A0e
 iknre i!t (2.28)
where A0 is the complex envelope or amplitude, and the wavenumber k can be
vector-valued k if n is a scalar. The plane wave is an idealization of spherical waves
propagating in a far eld. A plane wave propagating in the direction n is a periodic




Figure 2.1: The illustration of a plane wave function, travelling in the x direction
as periodic function of x with spatial period (wavelength)  and a periodic function
of t with temporal period 1
f
2.2.5 The Spherical Wave Function






that satises the Green's functions, where r0 is the position of the wave's source
point, and its wave fronts are concentric spheres centered at this point. The volume
source force is dened as: f(r) = (r   r0) for the inhomogeneous Helmholtz
equation.
Figure 2.2: The illustration of a spherical wave function, total potential  and
absolute potential Abs = j(r; t)j is the absolute value of total acoustic potential
(magnitude), where r0 is the source point
If the propagation medium is a composite material in the micro-scale or if there
are multiple materials varying in space, such as a uid-solid interaction problem,
we need to impose an additional boundary condition that denes continuity of the





In the preceding chapter, the derivation of the Helmholtz equation is described in
detail. The acoustic eld inside a uid can be obtained by solving the Helmholtz
equation with a numerical method such as the nite element method. One of the
key factors that determines the eciency of the nite element method is the type
of basis used in the approximation spaces.
In this Chapter, the Legendre type hierarchical approximation basis is intro-
duced. It is implemented in the acoustic solver in MoFEM, which has the exibility
to allow arbitrary user-dened basis sets. First, dierent renement techniques
are reviewed briey. Then, the Legendre type polynomials are described in detail.
Then, the matrix form of the tetrahedral shape functions with Cartesian coordinates
are presented. This is followed by a short discussion on the ecient and accurate
numerical integration algorithm, which is also implemented in MoFEM to an ar-
bitrary order. Finally, the remainder of this chapter is devoted to the derivation
and discussion of the tetrahedron hierarchical shape functions of dierent entities.
Throughout this entire thesis, these hierarchical type basis functions for simplex
elements (vertex, edge, triangle and tetrahedron) will be employed for numerical
assessments.
3.1 Introduction
Conventional higher-order shape functions are limited to directly represent the
approximated solution ufem at the node points. It should be noted that ufem can
be a scalar value for acoustic problems. During the renement process, the whole
set of shape functions have to be replaced at each step. On the other hand, hier-
archical shape functions have particular implications for local p enrichment. They
can support the local p enrichment in a better way than other available methods.
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Since the higher-order nodal shape functions used in higher-order nite element
methods require a new set of functions after increasing polynomial orders, a plain
new mesh must be generated (see Graph 3.1). A set of hierarchical modal shape
functions will allow unchanged lower order functions to be augmented with addi-
tional higher order functions with increasing the order p, without any re-meshing.
In Solin et al. [296], and Ainsworth and Coyle [10], the expressions, derivations
and predened conformity of hierarchical shape functions are explained in detail,
the scalar and vector hierarchical shape functions for dierent type of elements are
discussed. Furthermore, in [199] MoFEM documentation, the example of local re-
nement with a hierarchical approximation basis applied on dierent physical and
engineering problems is also available.
In the hierarchical basis construction process, the number of degrees of freedom
(DOFs) are associated with entities and additional vertices. This feature allows
us to construct a heterogeneous order of approximation such that the order of ap-
proximation basis can be assigned independently on each entity. For example, for
1st order hierarchical nite element shape functions (p = 1), the associated shape
function type is merely the nodes. The merits of hierarchical shape functions in
nite element codes are worth mentioning. They not only save computational time
for higher order polynomials, but they also reduce the computational complexity
related to mesh generation. They also substantially raise the convergence rate of
the numerical solution compare to nite element with conventional shape functions.
Notably, the increment of approximation basis can be quite frequent with p adap-
tivity of FEM when dealing with a large number of time steps. Moreover, the lower
p order basis contains shape function types, such as node and edge that can be
stored, and retrieved for further usages with higher order p+1 basis (MOAB [308]).
The crucial fact is that the hierarchical basis are designed for local p enrichment
since adjacent elements with dierent approximation orders can coexist.
Figure 3.1: Example of curvilinear higher-order tetrahedrons and nodal shape func-
tions [190, 109]
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3.2 Finite Element Solution Renement Techniques
There are generally ve types of renement:
h-renement is rening the nite element solution by reducing the size of elements,
equivalently adding more elements. h renement is the most straight forward ap-
proach which can be done at the mesh generation level. However, it commonly
leads to detrimental eects such as poor mesh quality and weak convergence rate.
p-renement is another well known method to rene the solution by increasing
the order of the approximation basis as a whole. In this approach the mesh is not
divided but new nodes are added on the elements.
hp-renement is a combination of h and p renement, which is proved to exhibit
an exponential convergence rate [36].
Localised renement is either non-uniform h or p renement that focuses on
specic areas that exhibits a singularity or poor solution.
r-renement is similar in idea to the localised h renement, except that the num-
ber of DOFs (elements) remains unchanged. Instead, this approach moves exist-
ing nodes to concentrate them around problematic zones (stretching of nodes) to
improve the accuracy in those areas. However, this method often suers from ill-
conditioned elements [233].
3.3 Lobatto Shape Functions
3.3.1 Legendre Type Polynomials
The Legendre type polynomials were originally constructed based on the Gram-
Schmidt orthogonalization process that satises the Legendre dierential equation
[171]. Their roots coincide with the integration points of Gauss quadrature rules
on edge elements. The most popular denition of Legendre polynomials of degree






Ln 2(); for n = 2; 3; : : : ; N (3.1)
where  1    1 for the rst order functions, L0() = 1 and L1() = . They






+ n(n+ 1)y = 0 (3.2)






(2   1)n; for n = 0; 1; 2; : : : ; N (3.3)
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; for n = m:
0; otherwise:
(3.4)











; n  1; (3.5)
Thus, on node points:
Ln(1) = 1; Ln( 1) = ( 1)n; n  0: (3.6)
For a one dimensional edge element, the linear Legendre basis functions are dened
as:
N0 = 1   N1 =  (3.7)
where  is the local coordinate. The linear combination of Legendre polynomials
can serve as shape functions for the nite element approximation. Consequently,
















) =  1 and l01() = . l0n(1) = 0 for n  2.
The Legendre polynomials in one dimension are depicted in Figure 3.2. For

















Figure 3.2: Example of Legendre polynomials Ln on an edge element
3.3.2 Construction of Tetrahedral Shape Functions
There are four entities of shape functions, written succinctly as vertex, edge,
face and bubble (volume) functions. The various shape functions for tetrahedrons
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are shown in Figures 3.4 and 3.6. These Figures exhibit the additional shape func-
tions added on the basis of node shape functions depending on p. The interior
bubble functions (face and volume) are internal, and vanish on the boundaries of
the element, which has no adjacency with surrounding elements.
If a higher order approximation is adopted for p enrichment, except nodes, there
will be additional degrees of freedom on the edges, faces and volumes. Consequently,
there will be more shape functions on the foundation of the previous approximation
order (Ainsworth [10]). In H1 Hilbert space (see Appendix A.1.2.4 for detail), if
the order on an element is p, then the number of DOFs on that element is:
DOFs
e = 4+ 6(p
e
Ei
  1) + 1
2
(peFi   2)(peFi   1) +
(peIi   3)(peIi   2)(peIi   1)
6
(3.9)
where the order p 2 Z is an integer, and peEi , peFi , peIi correspond to the order of the
ith edges, faces, and interiors of element e. In other words, the linear approximation
basis has peEi = p
e
Fi
= peIi = 1.
The Lobatto basis functions are derived from the modied integrated Legendre
basis functions, thus inherit their hierarchical orthogonal property. The rst order








where the nodal shape functions are inherited by higher order basis with p > 1.
These nodal shape functions of Legendre type guarantee the inter-element continu-
ity (li(1) = 0 for i  2). The pth order Lobatto (integrated Legendre polynomials)









, whereby Li() is the Legendre basis of order i. The new
shape function for hierarchical elements of Lobatto type has been implemented by
the developer of MoFEM, its orthogonality property up to rst order derivative in
H1 space can deliver coarser stiness matrix together with the Duy transformation
of Gauss quadrature. Stringently speaking, they together lead to better conditioning







d = ij ; for i 6= j & i > 1 or j > 1 (3.12)
is the orthogonality condition of the Lobatto basis. The one dimensional edge
integrated Legendre shape functions are shown in Figure 3.3.
The nite element solutions are based on a reference tetrahedron domain with
 2 R3; 1  1; 2; 3; 1 + 2 + 3   1
	




Figure 3.3: Example of shifted integrated hierarchical Legendre basis functions on

















Figure 3.4: Hierarchical vertex basis for triangle, p = 1
The reference tetrahedron is illustrated as in Figure 3.5. These are also vertex
shape functions  jiV = i1;T for i = 1; :::; 4 on each element. Each function  
ji
V is
equal to one at the vertex ji (ji = Vi for i = 1; 2; 3 on surface) and vanishes at the
remaining vertices. The index i1 is linked to the face Fi1 which does not include
the vertex ji. The vertex shape function  
i;j1
V equal to unity at vertex j1 of face Fi
and vanishes at the other two vertices j2 and j3. Before introducing the quadratic





The edge shape functions are equivalent to the Lobatto polynomials on the edge
they apply on, and equal to zero on all other ve edges:
 nEi = i1;Ti2;TKn 2(i1;T   i2;T ); 2  n  peEi (3.15)
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Figure 3.5: Example of the reference tetrahedron element e
Figure 3.6: Hierarchical edge basis for triangle, p = 2 - 4
for Ei where i = 1;    ; 6.
The face functions only remain non-zero on the face Fi with i = 1; ::::; 4. Assum-
ing a triad of vertices Va, Vb, and Vc 2 Fi with the lowest to the highest indices, this
unique orientation of faces will have ane coordinates a, b and c, such that they
are, for each face Fi, have non-zero traces on itself (a(Va) = b(Vb) = c(Vc) = 1).
Thus,
 n1;n2Fi = abcKn1 1(b   a)Kn2 1(a   c); 1  n1; n2; n1 + n2  peFi   1
(3.16)
Finally, the improved version of bubble functions:




with 1  n1; n2; n3; n1+n2+n3  peI 1. The interior bubble shape functions vanish
on the boundaries of the tetrahedron except in the interior. To conclude, equations
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Figure 3.7: Hierarchical face basis for triangle and tetrahedron (the trace of triangle
face function coincides with tetrahedron face function), p = 3 - 6
(3.13), (3.15), (3.16) and (3.17) together form a hierarchical basis for tetrahedrons
in H1 space. Since there exists an intrinsic inconsistency in approximation order
between dierent entities, the conformity needs to be enforced together with the
same ordering of nodes for adjacent edges and faces between nite elements [10].
As depicted in Figure 3.8(a) and (b), the hierarchical shape functions between
edges and faces in 2D are conformed with its neighbouring entities. The key factor
is to store and retrieve the approximation order and orientation of each of the mesh
entities, which is made possible by MOAB tools [308] and MoFEM classes. The
total number of DOFs (shape functions) for dierent entities on elements is outlined
in Table 3.1.
Since dierent higher order DOFs are assigned to each mesh entity, this implies
that the continuity needs to be assured by assigning the same approximation order
across element boundaries, as shown in Figure 3.8 (b). Subsequently, the values of
the neighbouring shape functions are identical for the shared entities between two
or more adjacent elements. The order of the indices j1, j2 and j3 should also follow
the sense of direction of entities derived from a canonical order of connectivity in the
nite element [307, 10]. Hence, identical node ordering is kept in adjacent entities.
The detailed derivation and enforced (circumvented) conformity across elements are
discussed in [199] and [10] with detailed derivations.
There are generally two ways to ensure the conformity around element bound-
aries, either enforce the conformity by changing the signs of coecients or changing
the global orientation. The global parametrisation is dened, and inherited locally




Figure 3.8: a) A priori conformity around 2D element boundaries, left: non-
conforming geometry, right: conforming geometry. b) Continuity across element
boundaries
Table 3.1: Table of p order for hierarchical shape functions in H1 space with scalar
eld
Type Polynomial order No. of shape functions No. of nodes
Vertex p 1 4
Edge 2  p p  1 6
Face 3  p (p  2)(p  1)=2 4
Volume 4  p (p  3)(p  2)(p  1)=6) 1
In reference [6], the authors propose a novel hierarchical basis for simplex and
compares it with existing hierarchical basis. They reveal that by orthogonalization
of the face functions, they can suciently reduce the number of couplings between
shape functions. As a result, their condition number grows with increasing polyno-
mial order for the example of Laplace equation.
Thompson and Pinsky in [314] made a comparison between hierarchical shape
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functions with Legendre, Fourier and Lagrange basis. They concluded that the use
of hierarchical basis for the solution of the Helmholtz equation can deliver lower
dispersion error than using a Lagrange basis. To date, the Lobatto, Bernstein and
Lagrange basis have been employed to resolve the high frequency acoustic problem
in [253]. Their numerical results demonstrate the eectiveness of the Lobatto and
Bernstein basis over the Lagrange basis, and their superior interpolation properties.
In [325], computational times for dierent combinations of h & p renements
were investigated using a predened error tolerance. The authors found that the p
adaptivity with constant mesh size for elliptic type equations is said to be optimal
with a predened error tolerance. On the other hand, for a mesh domain with a sin-
gularity (e.g. L-shaped domain with a singularity at the corner), h renement with
xed high polynomial order is preferred. This fact can be remedied by adopting the
generalized Duy transformation to eliminate the singularity on the computational
domain [137]. Moreover, the frequency independent element matrices guarantee
that faster frequency sweeps acoustic application will be computationally ecient
(matrices can be stored and reused). Thus, in this circumstance, the polynomial
shape functions have advantages over other conventional shape function spaces.
3.4 Numerical Integration for Hierarchical Shape
Functions
Numerical integration should be performed over each element within the refer-
ence space 
. A quadrature rule is said to have a degree of precision p if it can
apply to integration of polynomials of degree up to p. It is dened inductively as:
Z
e
 (xi; yi; zi)dx 
nX
i=1







whereWi; i, i and i denote the quadrature weights and nodes with respect to the
element e on the mesh. The integrand  is any basis function to be integrated. The
most commonly used quadrature rule is the Gaussian quadrature rule based on the
Grundmann and Moller integration rule that appears frequently in the literature
[164]. The expected total number of Gaussian points n is generally computed as:
n =
N !
p!(N   p)! (3.19)
where N = d+ p+ 1, and d is the dimensional space [109]. The n points Gaussian
quadrature rule is exact for polynomials of degree up to 2n   1. In our numerical
simulation, a quadrature rule of 2p + 1 for polynomial order p is employed for
peace of mind. For short wavelength acoustic problems with linear elements, 10
integration points per wavelength are generally needed as a \rule of thumb" [344].
After the integral is computed over each reference element, the coordinate ane
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transformation is performed from the reference space with coordinate 
(; ; i) to
the physical space 
































(: : :) kJk d
 where the ellipses represents the integrands and
kJk represents the determinant of Jacobian. The corresponding Gauss points and
weights are hard coded in MoFEM for arbitrary polynomial orders to increase the
eciency of calculation [338, 164]. The generalized Duy transformation is applied,
in order to enhance the functionality of the standard integration rule. The Duy
transformation coupled with the Gaussian-Legendre quadrature rule solved the dif-
culties associated with the derivation of new sampling points and weights in three
dimensional tetrahedron, see Appendix A.3.2 for details.
The discrete nite element solution is the sum of contributions from all shape







where uei denotes the degrees of freedom on ith entity of element e, and N
e
dof is the
total number of shape functions contained in element e. All Gaussian points and
weights retrieved from the generalised Duy transformation are inserted into the
above shape functions to calculate the right hand side vector and system matrix.
3.5 Cartesian Coordinates
In some circumstances we need the functional form of the boundary conditions
(incident wave function), or we have the exact solution of a particular problem
as a reference to test the accuracy of our nite element implementation. Thus,
we demand the Cartesian coordinates at the Gaussian points in order to integrate
over the computational domain 
e of element e. These coordinate matrices can be
found by multiplying the existing natural nodal coordinates and the shape functions

















































where gg is the total number of Gauss points on each tetrahedron element, and xnd
denotes the node coordinates (for more details please see hElementsOnEntities:hppi
in MoFEM [190]). In case of surface (triangular) elements, the number of columns
of matrices on the right hand side of Eqn. (3.22) is reduced to 3.
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3.6 Concluding Remarks
In this chapter, the hierarchical higher order shape functions were introduced
on the basis of Legendre type polynomials. The hierarchical approximation basis
is constructed by increasing the order p of each of the entities of a specic ele-
ment, which will eventually improve the number of virtual DOFs but leave the
total amount of elements invariant. The traditional nodal higher order approxi-
mation basis requires re-meshing and replacing existing type of elements with new
ones with dierent orders. The hierarchical approximation basis allowed the fast
p adaptivity to be accessed without calculating a new set of shape functions or
renumbering all the extensive nodes. It also encouraged the local p enrichment
since the continuity of adjacent entities is enforced with uniform order and con-
formity across the element boundaries. This approach is benecial when the time
dependant problem is concerned with dierent inputs (multiple frequencies) in each
time steps. The accuracy and eciency of the proposed approximation basis will
be veried with benchmark problems in the following chapters.
It should be noted that both Legendre and Lobatto hierarchical shape functions
have been implemented, and eciency and accuracy have been tested with various
benchmark problems for dierent types of physical equations including Poisson
equation, heat equation and Helmholtz equation.
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Chapter 4
Introduction to Error Estimation
Analysis
The primary goal of this Chapter is to briey introduce the various errors and
techniques for their estimation in the nite element method, as well as dierent
types of Galerkin methods associated with variational formulations. The Galerkin
methods are the backbone of the nite element method, dierent formulations of
Galerkin methods can be specically designed for a particular type of problems or
equations.
Firstly, the global concept of \error" occurring in any simulations based on
mathematical modelling is described. Secondly, the nite element method with
various Galerkin methods are introduced. Then the criterion of a \good" error
estimator is given. Finally, the error measures and estimations are outlined for
Elliptic type benchmark problems.
4.1 Errors Occurring in Physical Problems
4.1.1 Mathematical Model Error
Let U be the exact physical quantity of interest, and u be the exact solution of
the dierential equation that describes this physical problem. Thus, the possible
error is:
eM = jU   uj (4.1)
where j  j denotes H1 seminorm. In general, the mathematical models are routinely
less complicated than nature, therefore, eM > 0 is always true. This type of error
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can occur due to uncertainty in the problem data or fewer considered dimensions
than the real world situation (e.g. 1D and 2D physical problems). The mathemat-
ical model error is also known as the \error of idealization" (See Babuska, [35]).
4.1.2 Approximation Error
Let uh be an approximated solution on a single mesh with maximum element
diameter h, then the approximation error is:
eh = ju  uhj (4.2)
This type of error encompasses the entire errors on the computational domain
whether it is caused by variational crimes or the numerical method for solving
systems of linear equations.
4.1.3 Numerical Error
Since the nite element solution is obtained by way of several numerical tech-
niques, like \quadrature rule", \discretization", \variational formulation", \direct
method" or \iterative method" for systems of linear equations etc. Hence, it is
reasonable to have the numerical error represented by the dierence between an
approximated FE solution uh and the exact FE solution as:
eN = juh   uhj (4.3)
This type of error normally includes: (1) round o errors, (2) error occurring during
iteration processes or direct method for solving the system of linear equations,
numerical integration, etc. (3) errors caused by computer codes due to the limitation
of computer capacity.
4.1.4 Pollution Error
The pollution error caused by dispersion eects are exclusive to non-coercive
type elliptic equations [132]. One of the special cases is the Helmholtz equation,
when the wavenumber is increased, the Helmholtz equation loses its deniteness
property [235]. The pollution error is denoted as:
eD = juI   uhj (4.4)
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The pollution error is equal to the interpolation solution (uI) minus the nite el-
ement solution belonging to the same space. It could be regarded as part of the
approximation errors. It is caused by the dierence between the exact wavenumber
and the wavenumber of the FE solution [44, 182]. Many attempts have been made
in the literature to eliminate or reduce the pollution eects [50, 183, 181, 37, 123].
However, the dispersion eects are unavoidable in three dimensions, and most of
the error estimators have diculties in capturing the pollution errors eciently.
4.1.5 Summary
Overall, the total error arising in any physical problem in arbitrary norm is
dened as:
kU   uhk  eM + eh + eN (4.5)
where the quantity of error we are primarily interested in is eh + eN  ju  uhj.
4.2 Variational Crimes
The term variational crimes refer to mathematically violated rules caused by the
numerical approximation process.
1. One needs to approximate the Lipschitz domain 
 by a polygonal domain 
h
(e.g. for simplication, convex) for non-polygonal domain.
2. One needs to discretize the polygonal domain by a nite number of polygons
(e.g line segments, triangles, tetrahedrons)
3. The numerical integration methods one applies to evaluate the integrands
a(u; v), etc.
These are the \crimes" required to commit during the numerical evaluation
process. Pertaining to these above procedures, errors are incurred in each step.
The rst and second ones could be mitigated with mesh renement techniques
based on error estimators, the third one however is unavoidable. In addition, the
error also appears during the process of solving the system of linear equations.
In case the particular method we apply to solve the system of linear equations
is not exact, we need to exclude the approximation error generated by the method
from the error estimator (e.g. a posteriori error indicators), in order to make
the error estimator not too pessimistic. However, this type of error is generally
negligible when compared to others. For a detailed explanation please see the




Figure 4.1: Variational crime, (a) discretization (b) smoothness of boundary
4.3 A Brief Introduction to the Galerkin Meth-
ods
It is widely known that the original series of nite element books were written by
Zienkiewicz and his co-author Cheung in 1967 [344]. The book was revised many
times in the years after it was rst published. The variational formulation with
Galerkin methods has been developed consistently after it was found. The family
of Galerkin methods includes the Bubnov Galerkin method, least square Galerkin
method, discontinuous Galerkin method, discontinuous Petrov Galerkin method
and more.
4.3.1 Bubnov Galerkin
The Bubnov-Galerkin method, named after the engineer Ivan Bubnov is the
standard Galerkin method. Since the solution space V is innite in the variational
form of Eqn. (A.26) from appendices, the Galerkin method builds up the solution
uh belonging to the nite element subspace Vh 2 V such that uh, vh 2 Vh.
(
a(uh; v) = f(v);8uh 2 Vh; v 2 Vh
uh(0) = u0
(4.6)




where ui is the value of the solution at nodal points (global degrees of freedom),
and i(x) are the ith basis functions in the solution space that satises:(
i(xj) = ij
ij = 1 if i = j; otherwise ij = 0
(4.8)
where ij is the Kronecker's delta. In the Bubnov Galerkin method the solution
space (also called the trial spaces) and test space are identical.
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Theorem 4.3.1
a(u  uh; v) = l(v)  a(uh; v) = a(eh; v) = 0 8uh 2 Vh; (4.9)
where eh denotes the actual error. This relationship can be used as the foundation
to develop the various error estimates in the following contexts.
Proof :
If we replace solution u in coercive bilinear form (A.26) by uh 2 Vh, due to Vh  V
and f 2 V 0h, with V 0h is the dual space of Vh. Hence, if the original bilinear form
(A.26) is minus by the new generated coercive bilinear form, the desired result
follows. Because the FE approximation error eh is orthogonal to the nite test space
(in Bubnov Galerkin the solution space as well) in the bilinear form, thus it is called
the Galerkin Orthogonality condition (page 16 [14]). Finally, the orthogonality of
the numerical error in the Galerkin projection described as:
a(e; vh) = 0 8vh 2 Vh  V (4.10)
Figure 4.2: Galerkin orthogonality
Figure 4.2 illustrates the relationship between the approximation error and the
nite element solution space. The best approximation error eba = ku  ubakV is
the minimal distance between u and Vh, such that there exist a best approximation
uba 2 Vh of solution u.
4.3.2 Least Square Galerkin Method
The least square Galerkin method was rst proposed by Hughes and his co-
authors in [174]. In his examples, the advection-diusive equations were solved
with embodied residuals from the strong form of the boundary value problem to
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the weak form. This method is also related to the so called streamline upwind
Petrov Galerkin method introduced by Brooks and Hughes [86]. In later years,
the least square Galerkin method has been applied on the Helmholtz equation, for
which the Bessel and plane wave basis are used to prove the convergence property
of the method [236].
4.3.3 Petrov Galerkin Method
In the Petrov Galerkin method, the solution basis functions and test basis func-
tions belong to dierent Hilbert spaces, which are the trial space and test spaces
respectively. In order to stabilize the problem, special test spaces can be selected
due to the instability of the original problem (e.g. advection diusion problem in
1D with odd order, Runge's phenomenon occurs, the N-S equation with dierent
physical quantities. See [155] and [259]). The idea is to enhance the solution spaces
with emphasized information [298]. The various Petrov Galerkin methods are also
known as mixed formulations in some articles due to their similar natural struc-
tures. In article [261], the hybrid Petrov Galerkin nite element method is applied
to solve the Helmholtz equation with cavity problems.
4.3.4 Discontinuous Galerkin Method
The discontinuous Galerkin method was rst proposed in 2000 [105]. Its basic
idea is to enforce weak continuity (e.g. integrand is L2 dierentiable) on adjacent el-
ement boundaries, and employ discontinuous shape functions. The many variations
of DG methods are examined and discussed in [24]. An interior penalty discontinu-
ous Galerkin method with linear basis is developed to solve the Helmholtz equation
in two and three dimensions in [148]. Through numerical analysis, the stability
and accuracy of the proposed method is proven, with no mesh constraint. The
plane wave basis with predened directions were enriched on the polynomial basis,
together with weak continuity on element boundaries by Lagrange multipliers. The
results show good control on the dispersion eect and accuracy of the nite element
solution [100].
Alternatively, the ultra weak variational formulation method uses discontinuous
shape functions, and enforces continuity across element boundaries through the
form of mixed boundary conditions (impedance BC) [124]. In many publications,
the Helmholtz equation solved with the ultra weak variational formulation and
plane wave basis has proven to have faster convergence rate when compared to the
conventional Galerkin method with the nite element approach [96, 178, 177, 223].
4.3.5 Discontinuous Petrov Galerkin Method
The discontinuous Petrov Galerkin method was initially introduced in 2002 [81].
For the 1D transport equation, several numerical results illustrated that the optimal
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stability of DPG compares to the Discontinuous Galerkin (DG) method. The newest
breakthrough in this eld was the optimal test function and the h and p adaptivity
method [118, 117]. One of the major merits of this approach is the exibility on
easily adopted h & p adaptivity, due to its discontinuous characteristic between
elements.
To date, unlike the DG method, the DPG method adopts a discontinuous trial
function space with optimal stability. In other words, the estimated errors in L2
norm are proved to be suciently small for both h renement and p enrichment
schemes, and additional ux terms across element boundaries are required.
The DPG method requires minimizing the residual in dual norm, thus it is a
type of the minimum residual method as well. The choice of the test norm is vital
since it requires that the error as well as the norm of the residual converge to zero.
The DPG method succinctly contains a posteriori error estimator that is naturally
carried out by the ultra-weak variational formulation [121].
Demkowicz et al. [119] discussed the conceptual framework of the ultra weak
form adopted with the DPG method, and assessed the optimality of the method
applied on Poisson equation. In addition, error estimates in terms of h & p adap-
tivity were identied. At last, uniform h renement, h adaptivity and p adaptivity
based on error residual were tested, the element error estimator extracted from ele-
ment residual delivers exponential convergence rate for 2D Poisson equation [119].
The DPG method has been applied to one-dimensional Helmholtz problem in lit-
erature [347]. Additionally, a discontinuous Petrov Galerkin method formulation
is introduced, in order to mitigate the phase error arising in Helmholtz problems
with unstructured meshes in 2D. Most of all, results have been obtained through
numerical assessments that demonstrate that the DPG method results in a smaller
global numerical error than the DG method in two dimensional examples [125].
4.4 Denition of Error Estimates
4.4.1 Introduction
The various errors occurring during a computational process have been a prin-
cipal source of concern in numerical simulations for decades. It is of paramount
importance to measure, control, and mitigate the errors eectively.
Broadly speaking, error estimators are generally used as guidance for local mesh
renement in order to have an accurate as well as computationally inexpensive
solutions. It also gives us an indicator as the measure of eciency for the specic
Galerkin method applied. Because for the majority of complicated applications, like
Helmholtz and N-S equations, there is no analytical solution that exists, therefore
many attempts to estimate the exact error are infeasible as well. The main goal
of error estimators is to estimate the actual error, and subsequently provide an
accurate error bounds for the exact error of a particular problem in functional
norms (H1, L2 and energy).
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In this section we will chiey focus our attention on error estimators for nite
element approximation and the Bubnov Galerkin method implemented with Ellip-
tic boundary value problems. The denitions of an ecient error estimator will
be inherited and advanced error estimators will be proposed and tested in three
dimensions in the following chapters. Most of the denitions of error estimators
presented in this section are obtained from books [116, 14] and [34].
4.4.2 Criterions of An Eective Error Estimators
The outstanding characteristics that a good error estimator should have are as
follows:
 The error estimates should be accurate in the sense that the predicted error
is close enough to the actual (unknown) error.
 The error estimates should be asymptotically correct in the sense that with
increasing mesh density the error estimator should tend to zero at the same
rate as the actual error.
 The error estimator should be as simple to implemented as possible, with
the error estimator and bounds are computationally inexpensive to get when
measured over the whole computational process of the particular analysis.
 Ideally, the error estimator should yield guaranteed, yet sharp upper and lower
bounds of the actual error.
 The error estimator should be robust with regard to a wide range of applica-
tions, including non-linear problems.
 An implementation of the error estimator should be possible to facilitate an
adaptive renement process with the error estimate used to optimize the re-
sults (mesh) with respect to the computational goal.
4.5 Elliptic Type Boundary Value Problems
The two benchmark problems listed below are resolved to test the eciency of
the error measure throughout this chapter.
Benchmark Problem 1: Poisson equation
 r2u = q(x) in
 2 [0; 1] (4.11)
with Dirichlet boundary conditions:
u@
D = 0 for u on D = 0; 1 (4.12)
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 = [0; 1] (4.13)
Alternatively, there is a second example of Poisson equation in higher dimensions
with the analytical solution dened inductively as:
u(x) = 1 + x2 + y2 + z3 8x 2 
 = (0; 1) (0; 1) (0; 1) (4.14)
And a Dirichlet boundary condition is manufactured as:
u@
D = u(x) for u on D (4.15)
with source term q(x) = 4+6z by applying the Laplacian to the analytical formula.
Benchmark Problem 2: Linear, self-adjoint and positive-denite Dirich-
let Elliptic equation Let 
  R2 be a Lipschitz domain with boundary @
,
we now consider the model problem similar to  a(x)u + b(x)r  u + c(x)u with
a(x) = c(x) = 1; b(x) = 0 such that:
 r2u+ u = q(x) in
 2 [0; 1] (4.16)
with the Dirichlet boundary condition:
u@




= uN for u on  N (4.18)
where n represents the unit outward normal vector with respect to the boundary of
the domain for which n 2 [L1(@
)]n. This problem is recognised as example 3 from
Zienkiewicz and Zhu in [345], solving Helmholtz operator with unity wavenumber.
It should be noted that  N is the part of @
 concerned by the Neumann BC such
that  D [  N = @
, which means  D,  N are disjoint. If uD = 0 on x = [0; 1] and
 N = ? are chosen, the exact solution is dened as:
u(x) = x2   sinh(4x)
sinh(4)
(4.19)
Computational errors arise during the simulation of practical engineering prob-
lems. The objective of the error estimation process is to locate and minimize the
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relative errors to a certain level (e.g. engineering accuracy) through h & p adaptiv-
ity renement. We will not address all the methodologies regarding error estimation
techniques, but only choose those that are robust and practically easy to implement
with the model problems. The problem dependent regularity conditions resemble
Eqn. (A.20) for q(x) 2 L2(
), uN 2 L2( N).
The weak form of problem 2 is an abridged version of Eqn. (A.25). The idea
of v = 0 on  D is extracted from the denition of trace operator (Lions, Magenes,
[218]).
4.6 Introduction to A Priori Error Estimates
The a priori error estimator allows the estimation of the error prior to the
calculation process of approximation solutions, which is mainly based on known
information about the exact solutions in specied norms [34]. The majority of a
priori error estimators in one dimension merely give the order of convergence in
a manner as O(hc) for nite element error in specic norms, where c is a positive
constant.
The numerical analysis of a priori error estimators has been developed over a
long time by dierent groups of researchers ([34, 275, 95, 328]). Theoretically, this
particular type of estimator only tells us the rough information about how the
asymptotic behaviour of the exact error changes with respect to the mesh param-
eters (h ! 0), broadly speaking, an upper and lower bound of the exact error.
But it generally does not predict the concrete quantity of the error, due to lack
of knowledge.There are also a few a posteriori error estimators with foundations
based on a priori error estimators [95]. This section will be mainly devoted to com-
mon types of a priori error estimators for general elliptic type PDEs. The newly
developed a priori error estimator specically designed for the Helmholtz equation
(coercive elliptic PDEs, became sign - indenite when k is large) will be introduced
in Chapter 6, after examining the h&p adaptivities in three dimensions.
Consider an Elliptic type equation as in section 4.5. The a priori error estimator





















where p is the order of the polynomial in each element, and u(p) is the pth partial
derivative of the solution [265, 11]. C is a mesh and solution independent constant.
These estimates are element-wise, such that they can be calculated locally. Note
that the choices of H1, Lp and L1 norms covered all the required quantities of
error that are problem independent [149]. As stated by Cea's Lemma, the exact
approximation error is always bounded by the product of the best approximation
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error and a mesh independent constant for coercive Elliptic equations. However, it
is not the case for the Helmholtz equation. The Helmholtz equation is a special form
of coercive PDE with increasing k number, it becomes sign - indenite. The main
drawback of generic a priori error estimators is that the constant C is unknown in
most circumstances, as well as that the higher derivatives of the solution are hard
to estimate. Hence, the predicted results of a priori error estimators tend to be
pessimistic with bounds depending on unknown constants [102].
The a priori estimate bound for the error of Elliptic PDEs in energy norm
can be highlighted by both Theorem 4.6.1 and Figures 4.3 and 4.4, such that the
derivatives of the solution are equal to zero once the polynomial order reaches the
analytical solution. We should notice that the derivatives of the solution inside the
norm of the right hand side of Eqn. (4.20) increase as the polynomial order in each
element is increased. Hence, if we want to have a proper upper bound for the error
in the corresponding norms, we need to determine whether u has a derivative up
to the polynomial order p or p+ 1. From the solutions of test problem 2 as shown
in theorem 4.6.1, we know that the exact solution u is a cubic function, thus, we
can use the basis functions up to order 3. For any orders p > 3, these simple a
priori error estimators would give 0 in return (In fact, the Matlab program will
generate extremely small meaningless oating point numbers (machine precision)
instead of zero), since the nite element solution is exact. In other words, the cubic
and quadratic approximation functions will both yield identical convergence rates
when the solution u only has derivative up to order 2. But the cubic shape function
is lack of eciency for pursuing the same level of accuracy indeed. This observation
remains in two dimensional problems as well. In some circumstances, the estimate
of u
(p)
h  u(p) can be obtained in analytical form beforehand, such that it provides
a priori error estimator [13]. For instance, the estimated partial derivatives of a
solution can be determined by solving its 2D or 1D similar problems and then the
error hardcoded in advance. The 3D Poisson equation example problem solved by
MoFEM gives an identical observation as shown in Theorem 4.6.1. The right hand
side norm of Theorem 4.6.1 is same as H1 semi-norm of the solution u (u can be
vector for dierent physical applications). The higher derivatives of solution u need
to exist (in weak sense) in order to have the upper bound for approximation error.
The regularity of u decides which Sobolev space it belongs, in other words, its weak
derivatives up to pth order.
Theorem 4.6.1






where kke denotes the energy norm, and  is the rate of convergence depending
on the polynomial order of solution space we use. In addition, the solution spaces of
u depends on the regularity of the equation data itself and the shape of the computa-
tional domain 
. In case of singularities at corners (L shape), the level of regularity
for solution u is reduced. And C is independent of mesh size h and solution u.
Proof : See Babuska, chapter 6, [34] and [241] for details.
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4.6.1 Numerical Results and Analysis
4.6.1.1 One Dimensional Analysis of Benchmark Problems
The benchmark problems 1 and 2 are solved with a uniform renement. A
common sequence can be observed from Figure 4.3(b) that kekL2 < kekL1 < jejH1 <kekH1 . This inequality states the fact that the error in the L2 norm carries the least
information about the error, while, the H1 norm (in this case the energy norm
as well) is the best norm to measure the error of the total energy in a physical
problem. Precisely, it measures the weighted integrals of the squares of the errors
over the domain. However, other norms are not obsolete, since they can measure the
specic quantity of interest of the error. The L2(root mean square) norm measures
the average error for the function value of the solution itself, and the H1 norm gives
both the error in the solution and its partial derivatives in the L2 norm up to rst
order. The L1(pointwise) norm gives us an indication of where the maximum error
occurs in our system to aid the mesh renement. At last, H1 semi-norm measures



















(a) FEM solution, problem 1






















Figure 4.3: FEM solutions of edge element benchmark problem 1, (a) approxi-
mated solution of benchmark problem 1, (b) convergence plot of uniform renement,
benchmark problem 1
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Linear shape function with 5 elements
(a) FEM solution, problem 2
(b) Gradient of solution, problem 2
Figure 4.4: FEM solutions of edge element benchmark problem 2, (a) approxi-
mated solution of benchmark problem 2, (b) gradient of approximated solution of
benchmark problem 2
In addition, the proportion of the gradient error is much more than the error
of the solution itself for lower order elements. Thus it is reasonable to develop
novel estimation techniques which could reduce such errors, or using higher order
elements instead.
Theorem 4.6.2 Let p 2 [1;1] be an integer, and m be a non-negative integer.
Let V be the nite element subspace constructed on a regular partition   of 
 into
triangular elements. In addition, let s 2 [0; 1] and s  k  m+1. Thus, there exists
a constant C independent of the maximum element diameter h and the solution u
such that for all u 2 W kp (
), then the nite element solution satises:
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ju  uhjWkp (K)  Chk sK jujWkp (K) (4.22)
for every elements k 2  , with assumptions if k > 1, then, 2
p
 m + 1 or m  1 if
p = 1.
Proof See Ainsworth et al. [14].
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Figure 4.5: Uniform h renement in (a) L2 norm convergence plot of benchmark
problem 2, and (b) H1 norm convergence plot of benchmark problem 2. The trian-
gles indicate the gradient slope
Figure 4.5 illustrate the rate of convergence of the approximation error in L2
and H1 norms respectively. The benchmark problem 2 is solved with the nite
element method. It can be seen that the rate of convergence results match Eqn.
(4.20) and Theorem 4.6.1 exactly with the same level of convergence rate. The h
renement exhibits algebraic convergence rates. The error converges asymptotically
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order O(hp) in H1 norm. Moreover, the error of the solution itself (in L2 norm) is
superconvergent with order like O(h(p+1)).
4.6.1.2 Higher-Dimensional Analysis of Benchmark Problem One
In the documentation of MoFEM [199], there is a detailed tutorial on three
dimensional non-linear Poisson equation solved by hierarchical FE approximation,
thus the detailed procedure will not be addressed here. Moreover, the results can be
validated by comparison to the analytical solution. In Figures 4.6 and 4.7, we solved
the linear Poisson equation of problem 1 (second analytical solution) in a unit square
cube discretized by 12 (coarse) and 1223 (ne) elements in total. We calculated the
global actual error in H1 norm, and uniformly enriched the approximation basis
from order 1 to 7 with the total number of DOFs in the range from 15 1151 DOFs
(coarse mesh) and 478  82652 DOFs (ne mesh).
(a) scalar potential of Poisson equation (b) local error on computational domain
actual H1 error (p = 1)scalar potential
Figure 4.6: Poisson equation solved on unstructured mesh, scalar potential eld
and H1 local exact relative error, 1223 elements
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Figure 4.7: Poisson equation solved on unstructured mesh, log global exact relative
error in H1 norm versus log number of DOFs. Uniform p enrichment.(a) 12 element,
(b) 1223 elements
First of all, an exponential convergence rate can be observed from Figure 4.7
with p enrichment. Secondly, Figure 4.7 recovers the result of the one-dimensional
application from the previous section that the error drops to zero when the polyno-
mial order reaches 3, which is the order of the analytical solution exactly. However,
we can see that the global errors slightly increase when increasing the order from 4
to 7. This is due to the deleterious eects of matrix condition and nodes generated
by increasing orders. In fact, we have a oating number that is approximately zero
( 1e   15) on each node as local error when p  3. But these numbers add up
when we have plethora amount of nodes on the computational domain (round o
errors). The error of the solution will remain zero once we reach the limitation of the
polynomial order of the analytical solution. Consequently, any further attempts or
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renement steps will only gives us random extremely small oating point numbers
(oating point operations) with machine precision. Hence, the accumulated local
oating point errors grow with increasing p. We can control it by truncating the
local error to signicant gures. This is one way we can verify if the approximation
basis used is correct. It should be borne in mind that the nite element solution
can be reproduced with exactness, even if we use a coarser mesh than in the current
example. This fact refers to Theorem (4.6.1) as well. It is also suggested by the au-
thors of [325] such that the p enrichment performs better than the mesh renement
when solving Elliptic operators with smooth solutions, this is however not the case
with singularities.
4.7 An Introduction to A Posteriori Error Esti-
mates
This section is intended to briey introduce the concepts behind a posteriori
error estimates. The applications of error estimators applied to Elliptic PDEs can
be found in Appendix B. In contrast to a priori error estimators, the a posteri-
ori error estimator often requires extra calculation steps after the nite element
solution is retrieved. It provides the explicit quantity of upper and lower bounds
for the nite element error in specic norms such as ku  uhk  . The initial
idea and pioneering work of a posteriori error estimators was rst adapted on the
one dimensional Elliptic boundary value problems by Babuska and Rheinboldt in
1978. Their error estimates enable locally element-wise error indication in order to
aid adaptivity algorithms. Many variations of error estimators have been proposed
hereafter [53, 47, 48, 34]. In 1984, Demkowicz identied an emerging concept of
error estimation which is called \the element residual method" in the conference
held in Lisbon [114]. The proposed method can be applied to many engineering
and physical problems with slight modications [33, 114, 115]. Around the 1980s,
many a posteriori element-wise error estimation techniques were proposed due to
an increasing demand for eective adaptivity schemes. These estimators were based
on the foundation of a priori estimates and interpolation estimates. Some of them
are heuristic and crude, however simple to implement, which leads to eciency
[113, 250]. Lately, Zienkiewicz and Zhu proposed a type of gradient recovered based
method named the superconvergent patch recovery method. This type of estima-
tor focuses on estimating the error in the gradient of solutions through enriching
the gradient of the solution by interpolation techniques [343, 345]. In contrast, ex-
trapolation methods could also provide global error indicators for h & p adaptivity
schemes [303].
Several basic techniques of a posteriori error estimation were developed in the
early 1990s, especially the notable result obtained by Verfurth for the Stokes prob-
lem and the Navier-Stokes problem [321]. Essentially, the explicit error estimator
for a vast range of problems, including the non-linear problem, was discussed in
[69]. Extensive research on element residual based methods have been conducted
in the literature [12, 120]. They further extended the capability and scalability of
the proposed methods to dierent types of problems and boundary conditions.
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Noteworthy, generic a priori error estimators can only indicate the asymptotic
rate of convergence as h ! 0. In the other aspect, they generally cannot oer the
adaptable information of the actual error in an existing mesh with a xed h value
(Demkowicz, Oden and Strouboulis in [114], Bank and Weiser in [58]). Nevertheless,
there are exceptions such as the a posteriori error evaluator that is based on the
natural element residual property of its ultra weak variational formulation [82], as
well as the a priori error estimators derived from the knowledge of the physics
behind the problem, and the mesh resolutions. Even though, the majority of a
posteriori error estimators can be applied as an independent measure to assess the
quality of the approximation process without any a priori knowledge.
To date, there are mainly two types of a posteriori error estimators, explicit and
implicit. Explicit means the input data is available in the problem, one only requires
to compute the desired error quantities in a straightforward fashion. Implicit error
estimators require to solve additional linear system of equations, in order to obtain a
concrete value of the estimated error. Hence, the implicit error estimator is dened
as an implicit function of the nite element approximated solution. On the other
hand, the category can also be classied as element residual based error estimators
and gradient recovery based estimators too.
4.8 Concluding Remarks
This chapter briey introduced the measurements and the theorems related to
the inconsistencies of solutions occurring within numerical modelling, namely, the
simulation errors.
In Appendix B, ve error estimation techniques that belong to the three main
categories (explicit element residual method, implicit element residual method, el-
ement patch recovery method) have been assessed in one dimensional elements.
These estimators are: explicit element residual method in L2 norm, explicit ele-
ment residual method in energy norm, implicit Dirichlet element residual method,
implicit Neumann element residual method and superconvergent patch recovery
method.
We can conclude that from the analysis of convergence property and the eectiv-
ity index, the explicit element residual method is the most sucient and straight-
forward (less computational cost) to implement for test problems. On the other
hand, the implicit element residual method is the most expensive to build dur-
ing numerical simulations. Furthermore, it suers from conditioning problems in
higher dimensions (d > 1). The implicit a posteriori error estimator and Z-Z error
estimator are proven to be the most accurate, even though the latter requires less
computational time than the former by the nature of its arithmetic.
However, a posteriori error estimators require the calculated nite element so-
lution before the errors can be estimated and require to solve an additional linear
system of equations based on the nite element solution. Therefore, the a poste-
riori error estimators would be computationally ineective to implement in higher
dimensional problems, assuming that the size of the post-problems will dramatically
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increase in three dimensions. Overall, there is a \trade o" between strict accuracy
and computational costs of a proposed error estimator.
Furthermore, in this chapter, we demonstrated the eectiveness of p adaptivity
compared to h adaptivity in one dimension. It is of practical importance to design
the mesh and assign the element order based on the behaviours of the estimator
in pre-asymptotic ranges [179]. Subsequently, it would be very computationally
inecient to apply the a posteriori error estimator in acoustic problems with high
frequent frequency sweeps. On the other hand, there are several a posteriori esti-
mators proposed and specically designed to evaluate the pollution eects in one
dimension, and eectivity index ranged from 1 3 are observed [37, 39, 42]. Equally
well, many numerical methodologies are discussed in order to exploit the existing
error estimators which can accommodate the pollution eects caused by the highly
oscillated character of Helmholtz problem [38, 40, 184]. Although they all performed
better than the conventional nite element method with linear element, the results
are somehow unsatisfactory [123]. Either complicated computations are required to
achieve the goal (Quasi-Stabilized FEM), or methods are not available in higher di-
mensions (residual free bubble FEM). The a posteriori error estimators commonly
dominate the asymptotic range and their performances on controlling the pollution




Assessment of h and p Adaptivity
This chapter mainly aims to evaluate the eciency of uniform h&p adaptiv-
ity applied on three dimensional acoustic benchmark problems and the eects of
pollution error related to domain length.
First of all, the time harmonic wave boundary value problem with arbitrary
inhomogeneous boundary conditions is proposed. Several variations in generic ap-
plications are described in detail. The variational formulation is derived.
In the next part, the discussion on dispersion eect and pollution error in cur-
rent developed measures is presented. The most popular techniques to reduce the
pollution error are also introduced.
In the following section, the monochromatic benchmark problems are described.
Subsequently, the polychromatic wave acoustic solver is proposed, detailing the im-
plementation procedures, and the Fourier transformation is applied to transfer both
incident wave and radiation wave elds from the spatial domain to the temporal
domain. The variational formulation of the time dependant Helmholtz equation
is given. Consequently, numerical analysis on uniform h and p renement is per-
formed, as well as studying the pollution error along the propagation direction of
waves in three dimensions. Finally, conclusions are drawn.
5.1 The Three-Dimensional Exterior Boundary
Value Problems
Follows the time harmonic Helmholtz equation derived in Chapter 3, we thus
present the generic form of Helmholtz problems.
53
Let 
 be a domain in R3 with a smooth boundary and outward unit normal n.
In the assumption of a time harmonic wave, the steady part of the wave equation
for the propagation of acoustic waves in an isotropic, homogeneous, ideal medium
is dened inductively as





= g on   (5.1b)
where the variation of f(r) in (5.1a) is a source force term (e.g. a point source
of acoustic wave). Equation (5.1b) is the mixed boundary condition with constant
 and where the value of g describes the type of boundary condition being im-
plemented. If g = 0, the Robin boundary condition can be either the Dirichlet
or Neumann BC in extreme cases, Y = c is therefore called the dimensionless
impedance coecient [88] ( = 1
c
stands for admittance). When  ! 1 the
boundary of the obstacle tends to soften, conversely,  ! 0 denes a sound hard
boundary. Acoustic problems with analytical solutions such as a wave guide, point
source and plane wave impinging a sound hard / soft scatterer can be generated by
setting appropriate boundary conditions.
5.1.1 Boundary Conditions for Benchmark Problem
Appropriate boundary conditions are essential for the set up of both benchmark ex-
amples and physical applications. The most generic boundary condition is the ad-
mittance boundary condition, which describes the behaviour of an acoustic medium
as it reacts to waves incident on it. In the example of exterior boundary value
problem where an incident wave (either plane or spherical) impinges a scatterer,
the relation between the total eld , scattered eld S and the incident eld I
is:
 = S + I (5.2)
5.1.1.1 Total Acoustic Potential
The following boundary conditions hold for the total eld of acoustic potential
Eqn. (2.18) and Eqn. (5.2):
@
@r
= 0 on  N (5.3a)
 = 0 on  D (5.3b)
@
@r
  ik = o r  d 12  as r !1 on  1 (5.3c)
d = 1; 2; 3 is the dimension of space. In case of 3D,  = O(r 1). The third equation
above is called the Sommerfeld radiation condition, it describes the far eld pattern
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of the acoustic potential with no reection from the articial truncated boundary
 1, in other words, for suciently big r in order to encompass the domain of
interest (see Figures 5.1 and 5.2 for ref). Furthermore, Neumann BC imposed
on  N represents the sound-hard property of the scatterer, consistent with a rigid
obstacle problem. Alternatively, Dirichlet BC on  D satisfy the sound-soft property
of the scatterer. For details of the derivation please see Ihlenburg [180]. A more






2 d  = 0 (5.4)
which is a non-local weaker integral form. Here the distance r covers a spherical
domain centered at r = 0.
Figure 5.1: Example of exterior boundary value problem
y
x
Figure 5.2: Schematic diagram of exterior boundary value problem, the boundary
of the obstacle  1 composed of Dirichlet and Neumann boundaries, and the exterior
boundary  1.
The Sommerfeld radiation condition is applied on the articial boundary trun-
cated from the innite domain as an asymptotic condition. Such a boundary condi-
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tion requires special treatment to maintain a perfectly absorbing boundary. There
are generally two ways to ensure this, either impose a variation of the absorbing BC
on the truncated boundary, or through an assumed interpolation in the complement
of the computational domain in order to restrict the reection of waves from the
boundary (Engquist [142], Bayliss [63], Bettess [75], Burnett [90]). Nevertheless,
Berenger introduced the perfectly matched layer (PML) [67] which denes a nite
thickness layer object to damp all the outgoing waves from the side of the scatterer.
Recent development has been conducted by Givoli and Keller [159, 193] on the
Dirichlet-to-Neumann (DtN) method which can be seen as an analytical impedance
condition on the convex articial boundary (e.g. circle, ellipse, sphere and ellip-
soid) by employing a Fourier expansion of the DtN non-local operator. The major
drawback is that it generates symmetric sub-matrix associated with the degrees of
freedom lying on the articial boundary, storing such matrices is cumbersome for
three dimensional high wave number problems (i.e. ka  40). It is a non-local
condition which contains an innite series of trigonometric or spherical harmonic
functions.
Since the Bayliss-Gunzburger-Turkel (BGT) like absorbing BC delivers the same
accuracy as most of the methods stated above, importantly, it creates smaller sys-
tems of equations with better conditioning number than the others. Other quanti-
tively similar boundary conditions include: Enquist and Majda absorbing BC, Pade
approximations, and Feng operator, etc. These can be found in [208]. Thus, for
simplicity, we implement the BGT rst order condition for our numerical solution
of benchmark problems with innite exterior boundary (cf. Antoine [23], Tezaur
[312]).
5.1.1.2 Scattered Acoustic Potential
As stated by Antoine in [23], all the current derivations of radiation BCs for acous-
tic problems in past literature have been tested. Equation (5.3c) has a generic
analytical form given as:
@S
@r
  ikS =MS on  1 (5.5)
where M is the operator satisfying the Sommerfeld radiation BC on the truncated
boundary. It is often represented as a sequence of local operators. In this case, the
desired solution is the acoustic radiation potential. The simplest expression is:
@S
@r
  ikS =  
2
S (5.6)
where  = 1
R
in a circular boundary case represents the curvature of the scatterer
surface. Consequently, the BGT like BC is:
@S
@r
  ikS = 0 on  1 (5.7)
in three dimensions, as well as in the situation where the articial boundary is not far
enough from the layer of the scatterer. The suciently higher order approximation
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of M is compulsory in order to describe the absorption property of the domain
boundary with better accuracy, thus the rst order BGT like condition:
@S
@r
  ikS =   1
2r
S on  1 (5.8)


















S = 0 on  1 (5.9)
where  is the spherical coordinate. By combining equation (5.2) and equation (5.8),
we can derive the explicit form of the local absorbing BC for the Helmholtz operator











  ikI on  1 (5.10)
The implicit mixed BC (5.3c) can now be replaced by (5.10). For the sake of simplic-
ity, we will adopt the BGT condition of rst order for numerical experiments. The
most important point is that BGT type boundary conditions enable easy adoption
(exibility) to any nite element codes as well as a smaller computational domain
which leads to better eciency in 3D modelling. It has been proven that BGT
boundary conditions with arbitrary orders can be applied to any convex articial
boundaries in exterior boundary value problems without loss of robustness [192].
Alternatively, we can impose the analytical solution ref of the benchmark prob-
lem on the articial boundary, in order to have a better approximation on the
exterior boundary [206]. The Robin type boundary condition is dened as:
@S
@r
  ikS =  (@ref
@r
+ ikref ) on  1 (5.11)
Finally, we can write the BCs for the scattered solution of the Helmholtz equation
as:
r  rS(r) + k2S(r) = f(r) in 
 (5.12a)
rS  n = rI  n on  N (5.12b)
S = I on  D (5.12c)
rS  n+ iS = g as r !1 on  1 (5.12d)
where equation (5.12b) and (5.12c) successively achieve the situations when the
scatterer is sound-hard and sound-soft. In addition, Eqn. (5.12d) is the rst-order
BGT like BC when  =  k and g =  S
2r
[64], and n denotes the outward normal
vector to the boundary  N .
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5.1.2 Weak Variational Formulation of the Governing Equa-
tion
In this section, the acoustic radiation potential S is replaced by the solution u for
convenience. A variational formulation of the problem (5.12) can be formulated as
follows:
(
Find u 2 H1(
); such that
a(u; v) = f(v) 8v 2 H1(
)
where a(; ) is the symmetric bilinear form based on a : H1(
)  H1(




























where f 2 H1 is an antilinear functional (H1 is the space of antilinear functionals
in H1 [180]), g1 can be either equation (5.12b) or (5.12c) depending on the problem
in hand. g2 corresponds to the specic explicit form of the non-reection boundary
condition. To nd the nite element solution uh for S (from trial spaces for
consistency), the domain 
 needs to be discretized into a set of element domains

e with size h. Thus, our FE solution uh and test functions vh are built in H
1
space with a hierarchical basis. The subscript h will indicate the discrete version of
quantities consistently in the following contexts. If we let the energy norm of the










Theorem 5.1.1 (Existence and uniqueness of solution). Let f 2 H 1(
) and
gi 2 H  12 ( i), for i = 1; 2. Thus, there exists a unique solution for the Helmholtz









is satised. Where (
; k) is the dependence of  on the computational domain 

and wave number k.
Proof see Strouboulis, Realino, and Babuska [300] for detailed proofs.
Finally, after discretization of the Galerkin method as discussed in section 4.3.1,
the solution u  uh, we end up with the linear system of equations:
KU = F (5.16)
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where K is the stiness (system) matrix which contains the discretized bilinear
form of chosen hierarchical shape functions, U contains the nodal DOFs ui of the
nite element solution uh and F is the vector of the right hand side discretized
linear form. The hierarchical higher order Lobatto type shape functions are used
at element level (chapter 3). The Gaussian-Legendre quadrature rule coupled with
the generalized Duy transformation is applied to integrate over the computational
domain in element level, in section 3.4 and Appendix A.3.2. The mesh geometry
is represented by curvilinear tetrahedrons. The details about the used solver (e.g.
direct solver) will be discussed in the following sections.
5.2 Measurement of Error Estimation for Helmholtz
Equation
In this Section, the performance of Legendre type basis applied on three-dimensional
problems will be assessed by the candidate analytical solutions. The most rigor-
ous and robust combination of computational algorithms will be identied through
numerical analysis.
5.2.1 Introduction
The main idea of error analysis is to nd the optimal numerical scheme that
facilitates fast frequency sweep for acoustic applications. There are two main cate-
gories of error estimator: a priori and a posteriori. The a priori error estimator is
the estimation of the exact error before we reach the approximation solution, based
on known information about the exact solutions in object specic norms [34].
This type of estimator merely gives the rough information about how the asymp-
totic behaviour of the exact error changes with respect to the mesh parameters
(broadly speaking, an upper or lower bound of the exact error), but it does not
provide the concrete quantity of the error.
Several basic algorithms for a posteriori error estimators were developed in the
early 1990s, most noticeable of which was that result obtained by Verfuth in [321]
for the Stokes problem and the Navier-Stokes problem. The major drawback of
a posteriori error estimators is that they require knowledge of the nite element
solution prior to the estimated error. In [13], Ainsworth gives a detailed comparison
between dierent types of error estimators, whilst clarifying the requirements and
criterions to be satised for standard error estimators. The analysis of a posteriori
error estimators can be found in Appendix B.
The paramount issue for the Helmholtz equation is the dispersion eect that de-
pends highly on the size of the wavenumber [123]. As the wavenumber is increased,
the Helmholtz type Elliptic equation loses its coercivity [235]. The dispersion eect
is a function associated with f , h, p and the number of DOFs which converges at
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[183]. The dispersion eect can be improved by careful
choice of some periodic shape functions, modication of bilinear form and Fourier
transform of the numerical quadrature for regular oscillators and the ultra-weak
variational formulation (Iserles, Arieh in [186] and [185], Babuska and Sauter in
[51], Gabard, Gamallo and Huttunen in [151], Wang, et al. in [327]). Despite
these methods, incrementing the order of polynomial basis is proven to mitigate
the pollution error at small computational cost and minimal size of result le [253].
Impressively, in recent research, Beriot, Prinn and Gabard proved the robustness
of hierarchical approximation basis and showed that using higher orders can ef-
fectively reduce approximation error with minimal eort. They also developed a
p-FEM strategy by implementing a priori error estimator [72] that accounts for
the wavenumber. Based on the denition of a priori error estimators, an eective
hierarchical p adaptivity scheme with minimal computational cost can be derived,
which can locally enrich the approximation space of individual elements in a mesh.
5.2.2 Pollution Error and Mesh Resolution
Generalization of the actual error for nite element solutions involve three fac-
tors: namely the amplitude (A0), the frequency and the phase.
There are two main types of error in acoustic problems, these are the interpo-
lation and pollution errors for non-coercive Elliptic type equations (e.g. Helmholtz
equation with large wavenumber). The foregoing discussion shows that the deleteri-
ous eect of high wave number increases signicantly with the increasing dimension
of the problem, thus in three dimensions, even k = 5 is sometimes considered a
high wave number with respect to the size of the computational domain and leads
to prohibitive computational eort [183, 293] . The pollution error (phase error)
directly aects the frequency and phase of nite element solutions. The scale of the
computational domain is highly correlated with the wavenumber, since the number
of waves per elements inside the domain dominates the resolution of the numerical
solution. If the measure of the wavenumber ka is envisaged where a represents the
size of the computational domain (e.g. area(
) or diameter(
) = D), then, the
numerical comparison can be performed with a xed number of ka as a measure in
advance. In most cases, a = D represents the diameter of the spherical domain.
The linear approximation of the acoustic potential  requires the mesh size to
be of order =10 and suers from the pollution error and dispersion eects for high
wavenumbers (Ihlenburg and Babuska [182, 183]). In general, in order to reach a
satisfactory accuracy, the required number of grid points are 20-30 per wavelength
[252]. There is a well known a \rule of thumb" for linear shape functions:
k3h2 = constant (5.17)
where h denotes h = maxiNhi, which means that the accuracy of the numer-
ical solution depends on the number of elements per wavelength. To achieve a
sucient amount of elements, intuitively speaking, k2h  1 is preferable for the
pre-asymptotic range. Although the dispersion can be eliminated by modifying the
classic Galerkin method in one dimension, it is still unavoidable in higher dimen-
sional problems [45] [51]. Throughout this Chapter, we will use the ideal mesh
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resolution  = 
h
 10 as a criterion for the mesh resolution with respect to the
wavelength [182, 183]. In three-dimensional problems, we average the maximum





where the maximum frequency fmax allowed for specic mesh is related to the






, N is the total number of elements on
domain. In case of higher order approximation basis, the number of degrees of
freedom for an edge element are np + 1 where n is the total number of discretized
parts. Thus, the number of degrees of freedom per wavelength is (np+1)
nh
. When









resolution l provides us a simple measure for selecting mesh and frequency. The
wavelength that satises the mesh resolution measure guarantees that the current
mesh can capture the important features of the problem. Subsequently, a theoretical






As previously mentioned, there is a simple constraint condition applied to the
size of the linear element h given as k2h  1, for any relatively large k (criterion
depends on specic problem). Since the exact error is bounded by the product of





























where p denotes the polynomial order here, and the constants C1, C2 are indepen-
dent of wave number and mesh size [156, 180].
Asymptotically, the relative error bounded in the H1-seminorm consists of two
parts: the rst term reecting the error of the best approximation (interpolation
error) and the second term indicating the phase dierence between exact and -
nite element solutions (pollution error and dispersion eect). The pollution error is
caused by the dierence between the theoretical k and k as it appears in the numer-
ical simulation. The above equation relates to h & p adaptivity and states that p
enrichment leads to much faster convergence (exponentially) than the h renement






There is no doubt p adaptivity (p  2) can reduce the pollution error, relative
to the interpolation error, for suciently small h (i.e. kh
2p
< 1). In situations
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of high resolution with small values of kh, the convergence rate is dominated by
the interpolation error. The relative error converges asymptotically at a rate of
O(kh=2p)p. Consequently, if we have sucient mesh resolution conditions, the
results error obtained from subtracting the nite element solution from the best
approximation solution will be the pollution error itself.
In [9], Anisworth provided the explicit form of the pollution error occurring in
h & p nite elements. Especially for the well-resolved model which satises the












where kh is the discrete wavenumber. Eqn. (5.22) dedicated to the analysis such
that the pollution error decreases signicantly faster than the interpolation error,
though it is only a local eect since it indicates the error occurring in a single
wavelength. In contrast, a single wave will travel through many wavelengths in
the computational domain for many physical problems, particularly when solving
multiple high frequencies sweep acoustic problems. These accumulated errors are
known as dispersive eect in the global sense, it is denoted by an additional k in
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FEM FEM
Figure 5.3: Visualisation of pollution error and relative error in L1 norm, Helmholtz
problem in 1D with k = 10, h = 0.1, x = [0, 1]
In what follows, the Helmholtz problem in Eqn. (A.40) from Appendix A is
solved on a unity edge element, in both Figures 5.3 and 5.4.
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Figure 5.4: Visualisation of pollution error in real FE solution, Helmholtz problem
in 1D with k = 10, eint = ua   ui, epol = ui   ufem
Pertaining to Figure 5.3, we can see a phase shift for both real and imaginary part
of the numerical solution. This is a vivid realization of the deleterious eects of high
wave number on approximation error. In order to explain the concept of pollution
error, in Figure 5.4, the real part of the FE solution is presented with the additional
linear interpolated solution denoted as ui. It is mainly the wavelength dispersion
within the FE solution that results in the pollution error and the dierence from
the exact solution. Again here, the shift in wavelength is seen to accentuate along
the propagation direction. We will see this eect in higher dimensional problems
as well.
In [256], the authors proved the asymptotically superior properties of the Lobatto
shape functions over the other types of shape functions (Hermite, Lagrange and
Bernstein) by examining their condition number, number of non-zero entries and
number of degrees of freedom related to L2 error in 1D applications. Moreover,
Bernstein type basis functions perform sub-optimally compared to all other shape
functions and matrix assemblies, but it is not hierarchic and well conditioned and
so is inadequate for frequent frequency sweeps. However, the performance of the
proposed method in three-dimensional problems with larger frequencies were not
included in their assessments.
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5.2.3 Relative Error in Sobolev Space Norms
To determine the accuracy and eciency of our nite element method, an ac-
curate error estimation technique is required. The typical error level required for
conventional engineering applications is 1% [342, 131]. Recall that the L2 and H
1
norms are widely used in nite element literature [83], these norms are sucient
enough to measure the error itself once the analytical solution is known. Neverthe-
less, the total error itself is meaningless without a reference contrast. Hence, we
dene the global relative error as the percentage of error in the domain of interest







is the global relative error in L2 norm. Consequently, H1 is the relative error in







for global error is the sum of errors contributed from all elements in domain:
kuk
 = kufem   urefk
 =
PN
i=1 kufem   urefk
e . In addition, the error in H1
norm is equal to the error of the numerical solution plus the error in the gradient of


















If we elaborate the best approximation of the exact solution u =  to be uBA = BA
in H1(
), the best approximation error in space V = H1(
) with respect to the
nite element solution space Vh can be recognised as:
ku  uBAk = inf
ufem;2Vh
ku  ufem;k : (5.26)










Solving for uBA, we have the best approximation of the exact solution of the





u(p)BA   u(p)fem (5.28)
which represents the error of the dispersion eect with optimal p, where the norm
can be any norm of desired quantity [249]. In other words, for the best approxima-
tion solution with optimal h and p, denoted as u
(hp)
BA , we have
ku  ufemk 
u(hp)BA   ufem (5.29)
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In addition, if there exists a constant  / k ( is proportional to k) and independent
of h, for suciently small k2h
ku  ufemk   ku  uBAk (5.30)
denes an upper bound for the nite element approximation error (contains disper-
sion eect).
5.3 Monochromatic Wave Problems with Analyt-
ical Solutions
Monochromatic waves have a single frequency f and time dependent phase,
hence they have a single wave number k(r) that may depend on the position of the
material but not on time. The monochromatic wave Helmholtz equation is regarded
as a steady state version of the wave equation. Before we apply our acoustic solver
on time-dependent high frequency applications , it is important to assess both the
accuracy (error and convergence rate) and eciency (computational time, memory,
speedup, eciency) of the codes using numerical tests.
In this section, we restrict our attention to low frequency problems to establish
key properties of the proposed method. Several three-dimensional benchmark ex-
amples are studied and results are veried with reference to analytical solutions. In
particular, the problem of a plane wave impinged on the sound hard surface of a
sphere [180] is shown, where solution convergence, for both geometry and physical
elds is analysed in detail. Moreover, error estimates and numerical eciency of
hp-adaptivity in context of the Helmholtz equation is investigated.
5.3.1 Wave Guide Problem
k
Figure 5.5: 3D wave guide
Suppose there is a three dimensional square domain 
 = (0; 2)  (0; 2)  (0; 2)
as shown in Figure 5.5, with mesh resolution hmax. The problem is formulated
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as in equation (5.13) such that the function gi is chosen specically to satisfy the
condition for the analytical solution to be a plane wave
 = eikr (5.31)
with k = kfcos()cos(); cos()sin(); sin()g, where  2 [0; ] is the polar plane
wave propagating angle, while  2 [0; 2] is the azimuthal angle of the wave.
5.3.2 Impinging Spherical and Cylindrical Scatterer
Consider an exterior boundary value problem like equation (5.12). We are seek-
ing a solution (r; ; ) with spherical coordinate system as shown in Appendix A.5.
Assuming the acoustic scatterer is a sphere with radius a, through the derivation
stated in many text books (e.g. [180]), we arrive at the analytical solution







n (cos)(Anm cos (m) +Bnm sin (m)) (5.32)
where hn is the spherical Hankel function of the rst kind, and P
m
n denotes the Leg-
endre function (see Abramowitz [4] for details, it explicitly explains numerous types
of mathematical functions with oscillating properties). Suppose S is a radiating
solution of the Helmholtz problem in the exterior domain jxj  a, thus the series
solution (5.32) converges uniformly and absolutely to the exact result in every such
closed and bounded domain.
Our computational domain is \truncated" to the hollow sphere with 
 = fr 2 R3
: a < jrj < g where  should be as far as possible. In spherical coordinates, the
incident wave can be written as
I(r; ) = 0
1X
n=0
(2n+ 1)inPn(cos )jn(kr) (5.33)
where jn is the spherical Bessel function of the rst kind. Or equivalently, I(r; ) =
0e
ikr cos  as an incident wave travelling in the z direction. Moreover, the coordinate
transformations are:
x = r sin  cos (5.34a)
y = r sin  sin (5.34b)
z = r cos  (5.34c)
where radius r 2 [0;1), inclination  2 [0; ] and azimuth  2 [0; 2] for a Cartesian
coordinate transformed from spherical coordinate system as illustrated in Appendix
A.5. We will use these analytical forms throughout the following chapters. Since the
impinging hard cylinder example is just a 2D extension from the above equations
by changing the spherical Bessel and Hankel function to cylindrical form, it will not
be repeated here for simplicity. Details can be found in [180].
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Hence, our scattered eld of acoustic potential is obtained by setting
Bnm = 0 8n;m (5.36a)
Anm = 0 8m  1 (5.36b)










8n  1: (5.36c)






n (cos )An (5.37)
Analogously, the expression of member functions for a sound-soft scatterer is:
Bnm = 0 8n;m (5.38a)
Anm = 0 8m  1 (5.38b)




8n  1 (5.38c)
5.4 Polychromatic Wave Problem
Problems with acoustic waves propagating from one medium to another medium
are very important in a variety of micro - uidic engineering applications, as men-
tioned in the rst chapter of this report. In the hypothesis of wave propagation
in both temporal and spatial domains, the problem of waves propagating through
dierent media with multiple time scales demand a time dependent acoustic solver
whose input signal can be of arbitrary shape and length.
In the preceding sections, we have explained the formulation and solver for the
time harmonic Helmholtz equation. In this section we will introduce the Fourier
transformed wave equation based on the fundamental procedure of solving the time
harmonic Helmholtz equation.
Polychromatic (transient) waves are non-monochromatic. They can be seen as
a superposition integral of time harmonic waves with dierent frequencies, ampli-
tudes, and phases by the nature of Euler's formula and identity. Thanks to the
Discrete Fourier transformation, the polychromatic wave coming from an arbitrary
signal can be decomposed into a series of monochromatic waves of dierent fre-
quencies within each time step [281]. The brief concept of acoustic problems are
presented in tree view in Flowchart 5.6.
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Regarding the monochromatic property of the Helmholtz equation, they are re-
quired to be solved for polychromatic wave problems n times dependent on the
temporal resolution during the computational process where n equals the number
of time steps and the related Fn(k) (right hand side vector) after the forward Fourier
transformation. Meanwhile, the robustness of the Helmholtz equation is preserved
in each time step. Nevertheless, in solving for the polychromatic wave problem
through the Helmholtz equation, the amount of eort is still less than solving the
wave equation directly from both a computational and theoretical perspective. 1)
we have a 3D instead of 4D problem, we avoid solving the additional system of
linear equation (please see Appendix C: time dependent Thermal problem for refer-
ences) 2) we may enable a small interval between time steps without adopting time
integration techniques, 3) it is easy to set an input signal as BCs in the time domain
instead of periodic BCs for the Wave equation. Alternatively, the wave equation
needs periodic boundary condition to represents a time varying signal [138].
Acoustic
problem
   Monochromatic waves
 Time dependent solution
                    in
       temporal domain
    Time independent solution
                        in
              spatial domain
       Polychromatic waves                Input signals
   Time dependant signal
Periodic signal
Harmonic signal
Figure 5.6: Concept of acoustic problems
In addition to the wave number k and the material coecients (e.g. velocity
of waves, density of substrate), when solving an acoustic nite element model one
should have extra parameters for time dependent waves: (1) Signal duration, T =
1
fP
=Mt is the duration of the signal prole over the full time period. Since T is
a constant that is dened at the beginning of a calculation, we can change the time
resolution by changing M to N i.e. the number of time steps. (2) Signal length,
 = c
fP
is the length of the signal periodically (note that fP is the frequency of
input signal, it should be distinguished from the series of frequencies after Fourier
transformation).
5.4.1 Implementation Procedures
A considerable amount of the relevant literature emphasises the importance of
the Fourier transformation family, such as discrete FT, fast FT, Fourier Series,
etc. Hence, this section will be dedicated to the procedure of implementing the
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polychromatic wave with the Helmholtz equation through nite element calculation
[228]. Since the continuous Fourier transformation converts a signal from the time
domain with innite duration into frequency domain with innite sinusoidal waves,
we will adopt the feasible discrete Fourier transformation in subsequent texts.
1) Firstly, an arbitrary wave prole (signal) is provided in the time domain.
We apply the discrete Fourier transformation (forward FFT) to this prole, which
results in a spectrum in the frequency domain. As depicted in Figure 5.7, the
series of waves in the frequency domain are represented by a spectrum. Thanks
to the theory of Euler's equation, the wave prole has been decomposed into M
monochromatic waves (sine and cosine) with M envelopes and frequencies corre-
sponding to the Discrete Fourier transformation with M points. (e.g. a cosine
wave in time domain transferred into frequency domain will be denoted by a single
peak) Henceforth, we can consider each monochromatic wave as an incident wave
impinging on the boundary of the obstacle as shown in Figure 5.8. For instance,






 i2fntm=M for n 2 0; 1; 2; 3; : : : ; N   1 m 2 0; 1; 2; 3; : : : ;M   1
(5.39)
where we have the envelope A0(fn) and kn =
2fn
c
, for M = N .
2) Secondly, evaluate the incident wave for each frequency fn, position vector r,



















for t = T
N
, N can be either 0 < N M or N > M , and I(tn) is the incident wave
type chosen (plane wave, spherical wave, etc.). Thereafter, we project the incident
wave eld into the computational domain, such that now the incident wave eld is
dened in both space and time PI (r; tm):
3) In the third stage, we impose the required boundary condition on the articial
boundary and the boundary of the scatterer with respect to each time step within
N . The corresponding boundary conditions in (5.1a) and (5.12b), (5.12c) can be
















; for  ! 0 (5.43)
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The boundary conditions on the surface of an obstacle are calculated for a series of
kn with respect to frequency (fn), it gives us the right hand side vector Fn(k) for
our linear system of equations. In addition, the non-reecting boundary conditions
of equation (5.12d) are also calculated and stored into a system matrix (in case of
exterior boundary value problems).
4) Finally, the series of right hand side Fm(k) is transferred to the frequency
domain through the forward DFT. The left hand side stiness and mass matrices
are evaluated for various kn. In the nal step, after solving the system of linear
equations, the inverse Fourier transformation will be applied to the solution vectors
of (kn; r), and then projected to each meshes corresponding to tn. To be elabo-
rated, the weak formulation of the polychromatic wave Helmholtz problem in the
frequency domain will be fully addressed in the following section.
Figure 5.7: Fourier transformation decomposing the wave prole into spectrum
Figure 5.8: Multiple incident waves impinging on the scatterer and radiation waves,
in spatial domain
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5.4.2 Weak Variational Formulation of the Governing Equa-
tion
Following the discussion in section 5.1.2, the variational formulation for the
polychromatic wave acoustic problem is described as:(
Find u 2 H1(
); such that
a(ukn ; vkn) = f(vkn) 8vkn 2 H1(
)
where a(; ) is the symmetric bilinear form based on H1(
)  H1(
), (ukn is the
nite element solution of S(kn) from trial spaces for consistency) expressed as:































where 2 = ikn   12r is the BGT like BC applied on a non-reecting boundary.
Generally, 1 and 2 are admittance coecients corresponding to the material of
surfaces  1,  1. The linear system of equations required to be solved is:
KnUn = Fn(k) (5.45)
where the above equation set is solved for n = N frequencies considered here.
Once the results are computed, we then apply the inverse Fourier transformation to
transfer the radiation potential as well as the incident potential (if required by the
specic problem) back to the time domain. With that at hand, the various physical
elds based on the acoustic potential can be calculated and stored as a series of
tensors and projected on the mesh. For example, we can calculate Reynolds' stress
and acoustic radiation pressure based on particle velocities for which they drive the
uid into motion at the slow time scale. The Reynolds stress is calculated from the
acoustic potential by averaging velocities [216] in the nal chapter. The detailed
procedure devised to treat the case of polychromatic waves is shown in Diagram 5.9
as well.
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      boundary at 
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    of 
analysis
Figure 5.9: Flowchart of polychromatic wave problem solved by Helmholtz equation
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5.5 Numerical Analysis and Error Estimation As-
sessments
5.5.1 Computational Procedure
In the pre-processor, a parameterised geometry with unstructured mesh contain-
ing tetrahedrons is required. The computational domain is discretized into either
structured or unstructured meshes with simplexes with the unstructured conformal
(no overlapping zones) meshes are preferred when subject to complex or curved
geometries. The discretized mesh is then saved with proper boundary conditions
assigned to the corresponding entities (e.g. surfaces). The mesh data could be
easily generated by either Gmesh [157], Salome [68], Cubit [78] (the mesh genera-
tion software developed by Sandia National Laboratories) or other mesh generation
software available on the market, such that 10 nodes tetrahedron is preferable.
The problem is solved using the Flexible Generalised Minimal Residual method
(GMRES) as the main solver for the system of linear equations, and LU (iLU)
factorisation as the pre-conditioner. Alternatively, we apply the MUltifrontal Mas-
sively Parallel sparse (MUMPS) direct Solver developed by Patrick et al. [21] to
solve the problem with higher order approximation basis. All computational tools
adopted, including the pre-conditioner, are tested to be the best combination of
solvers for the Helmholtz equation and which will not be addressed here. In this
work, hierarchical Legendre type shape functions are used to further increase the
convergence speed of nite element solution [10, 296, 277]. Finally, Paraview is used
to visualise the results.
The performance of the higher order FEM is often dependent on the specic
types of application, geometry, wave directions, etc. For the sake of robustness,
we will assess several benchmark problems including that of a wave-guide problem,
and of plane and spherical waves impinging on hard/soft obstacles [169] in order
to demonstrate the eectiveness of the acoustic solver. Hence, we can apply the
acoustic solver to tackle the practical engineering application in the last Chapter.
In the numerical results below, we will neglect the numerical integration error
as it can be eliminated by taking a sucient number of gaussian points on each
element (Grundmann-Moeller quadrature rule) [52].
All simulations are performed on the high speed multiple cores server built in
the University of Glasgow (Intel Xeon hyper threading CPU E7- 4830 (2.13 GHz)
with a maximum of 32 cores and two threads per core).
5.5.2 Numerical Results of Benchmark Problems
First of all, the plane wave guide problem is discussed. Figure 5.10 depicts the
desired direction and distribution pattern of the plane waves inside a wave guide.
Figure 5.11 exhibits the absolute acoustic potential distribution of a plane wave
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(a) Absolute potential (b) Real potential (c) Imaginary potential
Figure 5.10: Plane wave guide on 22 cube, total acoustic potential eld  = S+
I , where  = 45
o;  = 0o, k = 10, number of DOFs is 259778, and approximation
order p = 5
(a) Absolute potential (b) Real potential (c) Imaginary potential
Figure 5.11: Plane wave impinging a hard cylinder, total acoustic potential eld
 = S + I , where  = 180
o,  = 0o, k = 10, number of DOFs is 21446, and
approximation order p = 3, r = 4; a = 0:5
(a) Absolute potential (b) Real potential (c) Imaginary potential
Figure 5.12: Spherical waves from a point source impinging on a sound hard spher-
ical scatterer, total potential , where a = 0:5, r = 3, k = 10, number of DOFs is
243337, and approximation order p = 5
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(a) Real potential (b) Imaginary potential
(c) Real potential (d) Imaginary potential
Figure 5.13: Plane wave impinging on sound hard (a) - (b) and soft sphere (c) - (d),
scattered potential S, where a = 0:5, r = 3, k = 10, number of DOFs is 243337,
approximation order p = 5
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incident on the surface of an innitely sound hard cylinder, where a = 0:5, r = 4
are radii of the cylinder and of the computational domain, respectively.
In Figure 5.12, the real and imaginary parts of the absolute potentials are shown,
such that the absolute potential is the combination of incident waves from a point
source [ 4:5; 1:0; 0:0] and the reected waves from the sound hard scatterer. From
Graphs 5.13, We can distinguish the sound hard and soft scatterers by looking at
the scattering wave around the spherical obstacle, a rigid scatterer tends to deect
the wave from its original track while the absolute soft scatterer is penetrated by
incident waves. Further to that, in Figure 5.14, the exact solution (EX) and FEM
solution plotted against the positive x axis are shown, we can see good agreement
between the solutions even with a coarse mesh and a few nodes per wavelength.
Figure 5.14: Central line plot over x axis for plane wave impinging on a sound
soft scatterer. Acoustic potential exact solution (EX) and FEM solution against x
coordinate, a = 0.5, r = 3
5.5.3 Numerical Results of Sound Hard Sphere Immersed
in Water
In Figure 5.15 below, a sound hard spherical scatterer is immersed in water (den-
sity = 998kg=m3). A polychromatic signal with spherical pulse wave is generated
in the temporal domain, where the total duration for one circle of signal (period)
is approximately 423.38 s. We discretized the continuous time duration into 8
steps. As shown in Figure 5.15, the non-symmetric acoustic pressure surrounding
the spherical obstacle will be the primary driving force that moves the obstacle






Figure 5.15: Polychromatic spherical wave impinging on a sound hard sphere im-
mersed in water, total absolute potential (magnitude), k = 12, a = 0.5, R = 4,
A0 = 1. Pulse signal [0; 1; 0], source ( 2:5; 1:80; 0:15), 8 discretized time steps
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5.5.4 Numerical Results of Acoustic Problem by Submarine-
like Shape in Deep Sea
The aim of this section is to demonstrate that the acoustic solver used in this thesis
has the ability to analyse arbitrary signals in frequency space by applying Fourier
transformations. This is a fundamental aspect for solving acoustic problems in
industrial applications with unsteady arbitrary waves as input signal. The proposed
practical problem presented in this section can be easily found in [316] and [312].
In this section, we apply the Neumann (Dirichlet) BC on the surface of the
submarine, and BGT BC on the articial boundary. As seen in Figure 5.17, since the
geometry of the submarine is complicated, we are not able to obtain an analytical
solution for the problem. Nevertheless, we can employ a simple a posteriori error








where m;n  1. The renement can take place where the errors are signicant
whilst keep the rest of the areas invariant. This process can be repeated until
the estimated error is below the predened error tolerance. For instance, the a
posteriori p adaptivity scheme works as follows: increase the order +1 everywhere
for the whole domain, calculate the estimated error on each element, and then keep
the order +1 on 1/3 elements with the highest estimated error, and for the rest of
the elements keep the original orders. Repeat the operation again by increasing the
element orders by 1.
We run a small test with a single pulse wave [0,1,0] as input. The test model
problem is identical to that published in [312], except that the geometry of the
submarine was designed based on the \red October" as shown in Figure 5.16. The
monochromatic wave problem is solved on the right hand side of Figure 5.17. From
Figure 5.18, we can see the incident wave is propagating through the truncated
spherical domain. Moreover, when the wave is impinged on the body of the sub-
marine, it scattered radiating waves that are immediately diracted by the incident
waves.
Figure 5.16: Red October submarine model
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Figure 5.17: Geometry of exterior boundary value problem of pulse wave impinging
on sound hard submarine and its numerical result. Absolute total potential Abs,
where R = 5, k = 6, number of DOFs is 371422, and approximation order p = 4
5.5.5 Numerical Analysis of Wave Guide Problem
Preliminary numerical tests for this problem have been performed in [158] by
Gillman. They have demonstrated that the relative error of this numerical example
is highly aected by the propagation angle chosen, with the peak of the error being
reached when the angle  = 95o. Thus, we will assess the relative error in L2 norm
with three wavenumbers, via both h renement and p enrichment, setting  = 95o.
Firstly, we select a 2  2  2 sides square cube. Then we x its maximum
mesh size hmax = 0:25, which generates a coarse mesh as depicted in Figure (5.19),
and progressively increase the approximation order p from 1 - 6 with various k
values (2, 5, 10). Thus, the classical mesh resolutions are  = 12.5664, 5.0264,
2.5132 respectively corresponding to Eqn. (5.18), which means we have very poor
resolution for high wavenumebrs (k > 5) with p = 1 in this case. And the mesh
resolution l depicted in Table 5.1.
k l
k = 2 12.5664 25.1327 37.6991 50.2655 62.8319 75.3982
k = 5 5.0265 10.0531 15.0796 20.1062 25.1327 30.1593
k = 10 2.5133 5.0265 7.5398 10.0531 12.5664 15.0796
Table 5.1: The mesh resolution l for p enrichment, for the wave guide problem
Secondly, we run another test with p xed at 2 (quadratic element), and slightly
decreasing hmax in the sequence of [0:5; 0:25; 0:2; 0:14; 0:0870; 0:0667]. Finally, we
can compare the rate of convergence between h and p renements. For additional
information of classical resolution  are for k = 2 : [6.2832, 12.5664, 15.7080,
22.4399, 36.1103, 47.1003]. For k = 5 : [2.5133, 5.0265, 6.2832, 8.9760, 14.4441,
18.8401], and for k = 10 : [1.2566, 2.5133, 3.1416, 4.4880, 7.2221, 9.4201]. The
modied mesh resolution for h renement is shown in Table 5.2.
The results in Figure 5.20a illustrate that even with high wavenumber (k = 10),
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(a) 1st time step (b) 2nd time step
(c) 3rd time step (d) 4th time step
(e) 5th time step (f) 6th time step
Figure 5.18: Polychromatic wave signal incident on sound hard surface of a subma-
rine, absolute acoustic potential Abs, where a = 0:5, k = 10, approximation order
p = 5
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Figure 5.19: Unstructured coarse mesh for p convergence test
k l
k = 2 12.5664 25.1327 31.4159 44.8799 72.2205 94.2007
k = 5 5.0265 10.0531 12.5664 17.9520 28.8882 37.6803
k = 10 2.5133 5.0265 6.2832 8.9760 14.4441 18.8401
Table 5.2: The mesh resolution l for h renement (p = 2), for the wave guide
problem
our FE solution exhibits monotonic exponential convergence with p enrichment. In
contrast, Figure 5.20b shows linear convergence even with p = 2 at the earlier stage,
and oscillatory behaviour of L2 error in the pre-asymptotic range due to low mesh
resolution. This discrepancy is natural and proves the nite element solutions are
correct. The results L2 error is low even for low  and l, at high k, which indicates
the rule of thumb (  10) is no longer applicable for higher order elements.
Despite the fact we omitted the computational time table here, we can conclude
that p enrichment converges faster than h renement with the same number of DOFs
in the Figure due to higher order elements. Roughly speaking, when log number
of DOFs equals 4.4, the corresponding log relative L2 error is approximately twice
smaller when comparing p enrichment to h renement due to higher order elements,
this observation has practical importance when dealing with large computational
domains. During the numerical analysis, we nd that three elements per wave
length are required to reach a 10% L2 relative error for solving the acoustic wave
guide problem with hierarchical shape functions, and mesh resolution of only 2:5
is required to achieve a error below 0:5% with cubic p. Overall, the p enrichment
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Figure 5.20: Convergence test with plane wave-guide problem, relative error in L2
norm for 2  2  2 square cube
approach is found to be superior for the Helmholtz equation wave guide problem,
such that p enrichment exhibits exponential convergence, whereas h renement
exhibits algebraic convergence [304, 180].
5.5.6 Numerical Analysis of Impinging Hard Cylinder prob-
lem
Figures 5.21 and 5.22 presents the convergence of the relative error in L2 and H
1
norms versus the number of DOFs. In 5.21(b) and 5.22(b) the polynomial order p is
xed to 2 (quadratic element), and the mesh size h is gradually decreased (hmax =
[1.1587, 0.3478, 0.2032, 0.1330, 0.1067, 0.0895, 0.0742]). Subsequently, the dened
mesh resolutions are: h;k=3= [1.8075, 6.0226, 10.3060, 15.7431, 19.6361, 23.3936,
28.2286], h;k=5 = [1.0845, 3.6135, 6.1836, 9.4459, 11.7817, 14.0362, 16.9372], and
h;k=10 = [0.5422, 1.8068, 3.0918, 4.7229, 5.8908, 7.0181, 8.4686], which contains
adequate resolution for high wavenumbers (kr  40). On the other hand, in Figures
5.21 (a) and 5.22 (a) we increase the hierarchical basis p order from 1 to 7 whilst
keeping the mesh density constant (1439 elements, hmax = 0:3478m). The mesh
resolutions are h;k=3 = 6:0226, h;k=5 = 3:6135 and h;k=10 = 1:8068 respectively.
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In case of k = 10 we have approximately 2 element per wave length. The resolution
l of h and p adaptivities are shown in Tables 5.3 and 5.4, h renement has the
highest mesh resolution when compared to p enrichment.
k l
k = 3 6.0218 12.0437 18.0655 24.0874 30.1092 36.1310 42.1529
k = 5 3.6131 7.2262 10.8393 14.4524 18.0655 21.6786 25.2917
k = 10 1.8066 3.6131 5.4197 7.2262 9.0328 10.8393 12.6459
Table 5.3: The mesh resolution l for p enrichment, for the sound hard cylinder
problem
k l
k = 3 3.6151 12.0437 20.6141 31.4947 39.2576 46.8021 56.4527
k = 5 2.1690 7.2262 12.3685 18.8968 23.5546 28.0813 33.8716
k = 10 1.0845 3.6131 6.1842 9.4484 11.7773 14.0406 16.9358
Table 5.4: The mesh resolution l for h renement (p = 2), for the sound hard
cylinder problem
As can be seen from the plot 5.21(a), the error drops substantially when p
reaches 3, especially for k = 3; 5 when compared to h adaptivity in Figure 5.21
(b). Notably, the convergence speed of the relative error in both plots started
to decrease up (represented by plateau area in graphs) to certain percentages (k
= 3, 5, 10. corresponding to relative errors of 0:44%; 0:32%; 0:26% respectively).
This implies that the remaining error is mainly due to the rst order BGT BC,
geometry description and dispersion eects, which comprise eects of the mesh
discretization and domain size . The former sort of error can be minimised by
increasing the domain of computation or implementing exact BCs. However, either
of these methods will produce more computations in element-wise, so there is a
trade-o between accuracy and eciency. Furthermore, in 5.21a) we can observe
that the convergence for the high frequency problem (k = 10) has a super-linear
rate. In contrast, the converging rate for k = 10 in 5.21b) is sub-linear, owning to
the fact that the solution on a ne mesh but with low (p=2) approximation order
generally leads to imperfect solutions at high frequency.
We now move our attention to Figures 5.22 (a) and 5.22 (b), where there is
identical behaviour for relative error between two type of norms. As expected, the
convergence speed of the relative error in the H1 norm is slower than the L2 norm,
by its nature. This is because the gradient of a nite element solution has less
accuracy compared to solution itself, although this can be improved by a posteriori
techniques such as the \super-convergent patch recovery" method once the super-
convergent points can be determined [341]. However, p enrichment still retains its
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Figure 5.21: Convergence test for impinging hard cylinder problem, relative error
in L2 norm k=3, 5, 10, r = 4, a = 0.5. (a) hmax = 0:3478m, (b) p = 2
robustness for the relative error in the H1 norm with high wavenumber (kD=80,
D is the characteristic length of the computational domain) and poor resolution
( = 1:8). In conclusion, the convergence rate of p enrichment is nearly two times
faster than h renement. In addition, the convergence rate for relative error in H1
norm is slower than error in L2 norm.
Therefore, we can conclude that the increment of p is vital when appropriate
mesh resolution is low and a relatively simple form of non-reection BC is used.
Furthermore, the performance of h renement alone tends to converge sub-linearly
with high wave number (k = 10). However, both adaptivity schemes are performed
well with exponential convergence rate when k = 3.
5.5.7 Domain Length Analysis and Dispersion Error
In this section, the same incident wave impinging a sound hard cylinder problem
is solved with k = 3; 5 and 10, while the domain length r is changed from 3 to 5.
In doing so, we intend to identify the pollution error and the BGT like boundary
conditions applied on the exterior boundary. The polynomial order is varied from
1 to 7.
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Figure 5.22: Convergence test for impinging hard cylinder problem, relative error
in H1 norm k=3, 5, 10, r = 4, a = 0.5. (a) hmax = 0:3478m, (b) p = 2
From Figures 5.23 and 5.24, where the radius of the computational domain is
varied from 3 - 5, we highlight that the asymptotic remaining global relative errors
for r = 5 are signicantly smaller than that of results with smaller radius (r = 3,
4). It should be noticed that in the case of a larger computational domain (r = 5),
the number of DOFs associated with the test problem is expected to signicantly
increase (not to mention the pollution errors are enlarged with increasing domain
length). This means that the contribution to the total relative error from local
error in each element appears to be numerically smaller on each node. This reveals
the fact that increasing the computational domain reduces the eects caused by
the approximate non-reection boundary conditions. Moreover, the higher order
elements suciently controlled the pollution error on each element with increasing
domain length. It is noteworthy that in case of high wavenumbers (kD = 100), the
non-plateau area occurred in the asymptotic range might due to plain dispersion
eects which delay the convergence speed. Furthermore, the increased wavenumber
adds more wavelengths between the obstacle and the truncated exterior boundary,
this might reduce the additional error caused by the approximate BGT BC.
This observation is consistent for problems with dierent frequencies (k) in both
H1 and L2 norms. Therefore, we can conclude that steadily increasing the compu-
tational domain with a coarse mesh and a high approximation order can eectively
reduce the error caused by the non-reection property on the boundary. Since the
sophisticated boundary condition itself delays the eciency of the acoustic solver,
in some circumstances, additional calculations on extra matrices are required [301].
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k = 10 r = 3
k = 10 r = 4
k = 10 r = 5
(c) k = 10

























k = 5 r = 3
k = 5 r = 4
k = 5 r = 5
(b) k = 5


























k = 3 r = 3
k = 3 r = 4
k = 3 r = 5
(a) k = 3
Figure 5.23: Convergence test for the impinging hard cylinder problem, relative
error in L2 norm for r=3, 4, 5. a = 0.5
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(b) k = 5






























k = 5 r = 3
k = 5 r = 4
k = 5 r = 5
(a) k = 3






























k = 3 r = 3
k = 3 r = 4
k = 3 r = 5
(c) k = 10































k = 10 r = 3
k = 10 r = 4
k = 10 r = 5
Figure 5.24: Convergence test for the impinging hard cylinder problem, relative
error in H1 norm for r=3, 4, 5. a = 0.5
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Figure 5.25: Distribution of exact element-wise error for impinging hard cylinder
problem, L2 norm k = 10, r = 5, a = 0.5
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In Figure 5.25, the distribution of the exact error in the L2 norm is plotted, and
the overview of pollution error is illustrated. As expected, the error is asymmetric
and greater in the space around the boundary of the cylinder and along the axis
of propagation direction, which is the positive x direction. The distribution of the
exact error is not symmetric. This observation is consistent with the dispersion
eect in 1D, as Figure 5.4 exhibited. Moreover, the L2 error also steadily increases
from left to right along the computational domain with distance travelled. These
additional errors account for the dispersion eect. We can also determine that
the maximum value of element-wise error (L1) for p enrichment is smaller than h
renement (5:973e-05 versus 5:759e-03). In contrast, h renement (p = 2) requires
more DOFs than p enrichment to achieve the same result quality (e.g. error and
convergence rate). To summarise, both h and p adaptivities show signicantly good
agreement on the position of the highest error, so one can partly rene the mesh
along the propagation direction near the boundary of the far-eld domain. In other
words, this observation can serve as a rough error indicator for any acoustic problem
with specic prescribed propagation direction, special care such as mesh renement
should be taken along the propagation path in order to minimise the errors with
less eort. Overall, uniform p enrichment provides better control of the pollution
errors over h renements in a local sense. It should be noticed that the asymmetric
error distribution between the north and south directions in Figure 5.25 (a) is due
to unstructured mesh with various element sizes.
5.5.8 Numerical Analysis of Impinging Hard Sphere prob-
lem
The last section of this chapter is devoted to the analysis of the relationship be-
tween global relative error and the total computational cost. A benchmark problem
consisting of a plane incident wave impinging on sound hard sphere is solved with
both analytical and numerical methods. Uniform h and p adaptivities are applied
to demonstrate the eectiveness of the current solver.
First of all, we created a coarse mesh with hmax = 2:337, and varied the ap-
proximation order from 1 to 8. Then, we xed our approximation order p = 2, and
manipulated the mesh size from 2:613 to 7:776e 01. The numerical test is assessed
with an available analytical solution. The cost measures, such as the global relative
H1 error, computational time, and memory are retrieved at the end of the calcu-
lation and plotted against the number of DOFs per wavelength D. The reason
for choosing D is because this measure takes the higher order polynomials into
account. Comparisons are made in Figure 5.26. Although the range of number of
DOFs per wavelength for h and p adaptivities are not identical, we can still ob-
serve the dierence in computational cost between the two schemes, in case they
lead to similar D level. Overall, p adaptivity performs better than h version in
point of views of error. However, p adaptivity does require more time and mem-
ory consumption for relatively small problems (less D, memory versus number of
DOFs per wavelength) due to smaller matrix and wider bandwidth compared to h
adaptivity. This is due to the fact that DOFs ordering before matrix factorization
is not optimised for p hierarchical approximation. That causes increasing factored
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matrix lling, thus additional memory demand. This fact inspires the adoption
of more advanced computational tools in order to compensate the memory cost of
using higher order elements.
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(a) global relative error 
Figure 5.26: Uniform h & p adaptivity, benchmark problem of impinging hard
sphere, R = 4, a = 0.5, k = 5, 10. Measures versus D, solid lines: p adaptivity, p
= 1  8, hmax = 2.337, dashed line: h adaptivity, p = 2, h = 2:613 to 7:776e  01




























































































Figure 5.27: Convergence test for impinging hard sphere problem, globalH1 relative























































































Figure 5.28: Convergence test for impinging hard sphere problem, globalH1 relative
error versus total memory. Uniform h & p adaptivity, R = 4, a = 0.5, k = 10
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Figure 5.29: Total number of non-zero entries versus total number of DOFs. Uni-
form h adaptivity with p range from 1 to 8, convergence test for impinging hard
sphere problem, R = 4, a = 0.5, k = 5, 10.
hmax ranging from indices h = 1 to h = 10 (with mesh resolutions l(k = 5) =
[0:8063; 0:9495; 0:9618; 1:0754; 1:1230; 1:6225; 1:9758; 2:1969; 2:9687; 3:2321]). On the
other hand, the hierarchical approximation order is varied progressively from 1 to
8. All global relative errors are measured in H1 norm space with summation over
the whole computational domain (results of relative error in L2 norm give the same
conclusion and will not be repeated here for brevity). The chosen wavenumbers are
kD = 40 and kD = 80 respectively.
The memory costs is a more reliable quantitative measure than the computa-
tional times in case of parallel computations with limited computing resources (e.g.
personal computers). From both Figures, we can intuitively see that the conver-
gence speed deteriorates as the wavenumber is increased from 5 to 10. Secondly,
the overall conclusion is that, the uniform p adaptivities proved to exhibit an expo-
nential convergence rate 5.27 (a) while the h adaptivity shows approximately linear
or sub-linear convergence. The remaining errors in the plateau area are due to
the application of non-exact exterior boundary conditions. At this stage, in Figure
5.27 (b) h adaptivity did not deliver much renement with higher order elements
(p = 6; 7; 8). On the other hand, in 5.28 (b), h adaptivity together with increasing
approximation orders successfully reduced the relative error to a minimum. We ob-
serve a satisfactory error level of around 1% when the approximation order reaches
8, although with kD = 80 the pollution error dominates in the pre-asymptotic
range. Another important observation is that increasing p order demands less total
memory than reducing the size of h while retaining the same level of accuracy, this
is illustrated by the shifted curves in Figures 5.27 and 5.28 (b). For instance, to
achieve a relative error of 2:51%, 7.94 Gigabytes (GB) of memory are needed with
p = 3, where as p = 8, only 0.79 GB of memory are required which is almost an
order of magnitude less than the former. In other words, since the mesh resolution
l corresponding to p = 8 is bigger than p = 2, it requires less memory and CPU
time to solve the identical problem with p = 8 than p = 2. It is noteworthy, that
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(a) k = 5






























(b) k = 10
Figure 5.30: Global H1 relative error versus total number of non-zero entries. Uni-
form h adaptivity with p range from 1 to 8, convergence test for impinging hard
sphere problem, R = 4, a = 0.5, k = 5, 10.
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(a) k = 5



































(b) k = 10
Figure 5.31: Global H1 relative error versus total computational time. Convergence
test for impinging hard sphere problem. Uniform h adaptivity with p range from 1
to 8, R = 4, a = 0.5, k = 5, 10.
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in Figure 5.27 and 5.28 (a), the extreme coarse mesh (h = 1) cannot capture the
geometry of the problem accurately even with p = 8. This observation shows the
measure D might not be a suitable measure for computational costs.
In Figure 5.29, the number of non-zero entries versus the number of DOFs for
k = 5 and 10 are identical. They both exhibit that increasing p order results in
more number of non-zero entries than number of DOFs. Similar conclusion can
be drawn from Figure 5.30 as well, with a relative error of 1% in Figure 5.30 (a),
123.026 million number of non-zero entries are required for p = 5, where as p = 8 this
amount increased to 501.187 million. However, the deleterious eects of the number
of non-zero entries should not be unduly estimated. It might be diminished by the
benets of accuracy and convergence rate. In other words, there is no direct link
between the computational cost and the number of non-zero entries. As depicted in
Figure 5.31 (a), for a given accuracy (1:7%), the total computational time is greatly
reduced when increasing the approximation order from 3 (approximately 2238.7
seconds) to 8 (approximately 223.8 seconds). Finally, it should be noticed that the
ill-alignment of lines in the above Figures is caused by a narrow range of renement,
due to current basic computer recourses. The maximum solvable number of DOFs is
limited to around 2.2 million (without parallel computation and partitioned mesh).
Overall, drastic improvements can be obtained with p enrichment in both time and
memory for a given xed level of accuracy. Similar conclusions have been reported
in [72], such that a plane wave guide problem is solved and compared with the
analytical solution. This found to be especially benecial for practical applications
with prescribed engineering accuracy.
5.6 Concluding Remarks
In this Chapter, we assessed the performance of the nite element h and p
adaptivities with hierarchical shape function for solving Helmholtz equation with
polychromatic and monochromatic wave solvers. Measures such as L2 and H
1 rel-
ative errors, computational time and memory, number of degrees of freedom per
wavelength, mesh resolution l, etc. are evaluated. The accuracy and eciency
of both adaptivity schemes have been veried by three benchmark problems with
analytical solutions. The nite element solutions from both h and p adaptivities
schemes are in very good agreement with the reference solutions computed. Fur-
thermore, the numerical results suggest that p adaptivity is more adequate than






In this Chapter, we will focus on the the development of advanced computational
techniques in order to further mitigate the computational costs associated with the
current proposed acoustic solver.
6.1 Factorization Memory Alleviation Scheme
The natural complexity of the Helmholtz operator deserves extra attention. In order
to simplify the solution process, we require a simple transformation procedure called
the complex and real transformation to build the complex system of linear equations
[143]. Further to that, the eld split / block solver pre-conditioning with iterative
method is implemented to further reduce the memory requirements for solving such
systems with parallel computation [55].
It is worth noting that all element level integrations applied in this chapter are
performed by a generalized Duy transformation with Gaussian quadrature rule.
Its robustness and accuracy on dealing with higher order polynomials is discussed
in Appendix A in detail.
6.1.1 Complex-Real Valued Transformation
In nite element analysis, a complex-valued linear system of equation (A + i 

















the above algorithm is implemented [190] in such a way that even with twice the size
of the matrix, the computational time demanded for solving the real system is still
faster than to directly solve a complex valued linear system of equations. It should
be noted that A means the complex conjugate of the matrix A. We yet require
fewer entries, instead of calculating and inserting the values of a 2 by 2 matrix. The
acoustic solver in MoFEM [199] calculates two small matrices,A andC. Thereafter,
it projects the values into matrices A = A and C =  C based on previous results
from the indices retrieved. This further reduces the computational time by half.
Thanks to the orthogonality of Legendre (Lobatto) type shape functions used in
our hierarchical basis, an optimal condition number and sparsity of stiness matrix
are guaranteed for the Helmholtz operator at this stage. In Figure 6.1 below, the
sketch of the complex real valued (C-R) transformation is provided.
(a) matrix A (b) matrix C (c) matrix C-R
Figure 6.1: Illustration of global stiness matrix K by C-R transformation
6.1.2 Field Split and Block Solver Preconditioning Method
In order to solve high wavenumber problems, the system matrix is treated as a 2
by 2 block matrix rather than solving the system of equations without exploiting the
structure of the matrix, which allows ecient, iterative solvers to be exploited. The
eld split / block solver preconditioner requires that the partitioned mesh and the
distributed sub-block matrices are stored sequentially in each processor. Through
MPI-based parallelisation, the mesh domain is partitioned into n processors. In-
stead of creating and storing the values of a 2 by 2 matrix in memory, the nest







here we drop the complex conjugate sign  for simplicity. Hence, the actual matrices
in storage are matrices A and C. The system matrix for acoustic problems can be
classied as a combination of nested matrices, and it can be solved by four types
of eld split / block solver pre-conditionings both available in PETSC [55]. These
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are: Block Jacobi, block Gauss-Seidel, symmetric block Gauss-Seidel and Schur
Complement respectively.
The Schur complement is proven to be the most ecient and accurate solver
combined with LU factorization for acoustic problems with a moderate number of
DOFs by numerical tests [337]. The approximate Schur Complement for matrix A
is dened as
S = A C ksp (A)C (6.3)
where ksp(A) = A 1 in general if A is invertible and the ksp is an abstract PETSC
abbreviation term representing \scalable linear equations solvers" which can be de-
ned specically by user [55]. In this way, the factorization process is only executed
once for matrix sizes identical to A instead of the original 2 by 2 matrix.
In numerical analysis, the pre-conditioner Block Jacobi combined with a compos-
ite multiplicative scheme would cause the computational time to double compared
with using LU factorisation combined with Schur complement preconditioning. The
main reason for adopting block Jacobi in problems with massive number of DOFs is
because of the less restrictive memory requirements compared with other methods
(identical benchmark problem solved with Schur complement combined with LU
factorization). To conclude, a 56:92% reduction in total memory requirements (Gi-
gabytes) is obtained when using the eld split / block solver preconditioning meth-
ods compared to conventional preconditioning schemes (without eld split and block
solver), in case of solving incident wave impinging on sound hard sphere benchmark
problem.
In Figure 6.2, the global stiness matrix by C-R transformation with multiple
processors is plotted (blue =  , red = +, cyan = 0). Figure (6.2a) is generated from
direct solver with a single processor, and (6.2b) is the system matrix before eld
split / block solver preconditioning with partitioned mesh between two processors.
We can observe that the global stiness matrix is sparse. Moreover, the calculation
time is reduced more than one half by the one additional number of processor
involved in the calculation, and the total memory usage is increased approximately
by a factor of three (2.8331) when using a single processor only.
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Figure 6.2: Comparison of global stiness matrix by C-R transformation with prob-
lem number of DOFs equal to 6970, p = 2, k = 10. (a) Number of processors =
1, calculation time: 10.933453 s, memory usage: 0.209240 Gigabytes (GBs). (b)
Number of processors = 2, calculation time: 5.792701 s, memory usage: 0.073856
GBs
6.2 Performance of the Parallel Computations
6.2.1 Introduction
The main diculties that arise in computational mechanics are the complex-
ity and sizes of physical problems. Conventional sequential computers are limited
by large and complicated problems due to computational power and memory re-
quirements. Finite element analysis using parallel computing was rst addressed
in the book `Programming the Finite Element Method' in 1995 by Mike Pettipher
[57]. The basic strategy is to divide a large physical problem into relative small
subproblems and then assign them to separate computer resources, information is
exchanged and the problem solved in parallel. It is well known that the total com-
putational cost of FEM is directly related to the number of DOFs, hence, parallel
computations are essential for FEM [65, 94, 101, 112]. The accuracy of FE solution
is important only when the eciency is taken into account. To solve nite element
problems with large computational domains and a ne discretised mesh, we need
highly ecient resources. Due to the rapid development of multi-core processors
in modern high performance computing, not only the number of CPUs used, but
also the ability to parallel calculating matrices and combine them together is vital
[189]. In other words, the ability to perform parallel computation is limited by the
methodologies and not only the hardware. In [93], the author suggests that the
increment of polynomial order in 3D problems results in better outcomes than in
2D. In this section, we use MOAB (The mesh oriented data base) to partition our
mesh into m parts, and then allocate each to a core (up to m processors (functional
100
units) can be called). The inter-processor communication is provided by the MPI
(Message Passing Interface) library, which is based on C++ and implemented in
MoFEM. The computation is executed simultaneously in each core. The exam-
ple of unstructured mesh is partitioned as shown in Figure 6.4 and the memory is
distributed as shown in 6.3. The whole calculation processes are performed simulta-
neously in each core with the maximum number of processors equal to the number
of partitioned areas.
6.2.2 Measurements of Eciency and Accuracy
In order to give a full picture of performance for parallel programs, we need
measures of accuracy and total calculation time, as well as speedup and eciency
for the benchmark numerical example. All data is recorded based on an average
over ten runs with identical input. This is to account for variation in run time due
to variation in the local execution environment due to, for example, the presence
of other jobs simultaneously running on the cluster. The total calculation time
encompasses assembling of the element matrices, applying quadrature rules, as well
as solving the nal system of linear equations by direct solvers and saving the result
le with mesh information [317]. We now introduce the following measures: Cn is
the total calculation time (s) spent from n processors contribute from each processor
(parallel run time). It is the time between the start of the program and the end of
the execution on the last participating processor. The cost of parallel computation





where Sn is the ratio between the time spent executing on one processor and n
processors with the same example problem. This measure is termed the speedup.
The measure C1 here denotes the calculation time spent by the parallel program on
one processor for solving the same problem. speedup is an indicator of eciency
gain in parallelizing the computation on n processors. Ideally, Sn = n in a perfect
situation, but in practice, Sn  n due to other works carried out by the parallel
program, it is well known as overhead (overheads inherent to the parallelization
itself). Examples of overhead include communication between the processors, syn-
chronisation, etc. Moreover, it is impossible to fully parallelise a program, because
of its sequential parts, inputs and outputs.
The best performance we can expect is that the work distributed to each core
is equally divided, and that there is no extra work for our cores. If we run our
program on n cores, and allocate a single process on each core, then the parallel












The above equation denes the parallel eciency measure En, which is dened as
the per processor speedup. Equivalently, it is the ratio of speedup to the total
number of processors. Ideally, En = 1, but practically, En  1.
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Figure 6.4: Selective partitions for the distribution of discretization with 2684 ele-
ments, impinging cylinder scatterer problems. As illustrated by the colouring, r =
4, a = 0.5. (a) - (f) 2 processors to multiple processors with partitioned meshes
102
6.2.3 Numerical Analysis of Parallel Computations
In this section, we dedicate work to test the eciency and speed of a parallel
computation nite element program on a specic acoustic problem. The selected
test problem is the incident wave impinging on sound hard cylinder problem in sec-
tion 5.3.2. Please see Appendix C.2 for details about the implementation procedure
of the parallel computations.
p enrichment h renement
Tn=1 (s) Tn=5 (s) #dof L2 Tn=1 (s) Tn=5 (s) #dof L2
3.5717 1.4364 487 1.967523 2.233890 0.8302 818 2.201882
7.8602 2.4175 2857 0.936548 7.7789 2.1313 2857 1.138935
23.9310 5.8719 8549 0.198971 27.6345 6.6802 8530 0.644591
55.6274 14.4329 19002 0.041398 69.0533 16.8921 19212 0.309405
125.8126 33.5363 35655 0.007010 142.5170 38.6093 35710 0.155090
251.9785 53.7954 58947 0.002955 264.2900 75.6542 57661 0.080991
Table 6.1: Performance of impinging hard cylinder problem with k = 10 with
sequential computing and parallel computing with 5 processors, relative error in L2
norm with pure h renement and p enrichment. From top to bottom, p increases
from 1 to 6. L2 is relative error in L2 norm
If we rst compare the h and p adaptivities in Table 6.1, the total calculation
time for solving the acoustic problem is nearly 4 times faster if we increase the
number of processors from 1 (the traditional sequential algorithm) to 5 (as well as
the mesh is partitioned to 5 parts) for p = 6, but only 2.5 times faster for the case
p = 1. Additionally, p adaptivity is approximately 5 times faster in speed for higher
order approximation basis (p = 6), but merely 3 times faster exactly for p = 1 with
an identical coarse mesh. On the other hand, from coarse discretisation to ne
discretisation (p = 2), h adaptivity requires less calculation time for problems with
less DOFs and a single processor, but raises rapidly for multiple processors.
The important result is that with a similar number of DOFs and identical number
of processors, p adaptivity with a hierarchical approximation basis can solve larger
problems with much smaller error and less calculation time. This fact can be seen
from Figure 6.6 as well. We can see from the graphs that the logarithm of the
relative error from p adaptivity drops to -2.6 with total calculation time below 2.5
under the black diagonal line. By contrast, the logarithm of the relative error for
h adaptivity remains at  1:4 but with log total calculation time exceeding 2:5 for
the number of processors n in the range from 1  6.
In Figures 6.7, the straight line called ideal represents the optimal linear speedup
and serves as a standard to compare to the actual obtained numerical speedup. The
values of h & p in the associated legends indicate the level of renement by pure
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Figure 6.5: Total calculation time versus number of processors adopted for imping-
ing hard cylinder problem, k = 10, r = 5, a = 0.5, h = 6 - 1 indicates the size of











































































Figure 6.6: L2 versus total calculation time for impinging hard cylinder problem,








Figure 6.7: speedup Sn versus number of processors for impinging hard cylinder








Figure 6.8: eciency En versus number of processors for impinging hard cylinder
problem, k = 10, r = 5, a = 0.5, ideal line equal to 1
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h or p adaptivity (h decreases equivalent to increase of p). The speedup of p = 6
with 7 processors is 5.0474, where for h = 1 with 7 processors is 4.2645. This
reveals that with an identical number of DOFs, parallel computation with the same
number of processors has higher speedup for p enrichment than h renement with
higher order nite element. Moreover, there is a clear tendency towards the highest
speedup occurs with p = 6 (Spn = 5:0474) for increased approximation basis, but
the peak of the speedup (Shn = 5:0340) is at h = 3 for mesh renement (e.g. h = 3
represents the level of mesh renement). The reason behind this might be the fact
that increasing p order does not generated additional physical nodes compared to
h renement.
The scalability is a measure which describes whether the eciency of parallel
computation can be kept constant if both the problem size and the number of
processors n are increased. In other words, a larger problem can be solved in the
same time as the smaller problem with sucient number of processors.
Albeit there is no linear speedup for our acoustic solver with p adaptivity, we are
still able to say that the solver is scalable if the eciency remains within a certain
range (constant) as the number of processors/threads is increased with the problem
size within a certain range. From Figure 6.8, the eciency oscillates from n = 2  6
(number of processors). However, the eciency measure for p = 6 (number of
DOFs is 58947) sustains a similar level (6:26% oating), this revealed the fact that
p adaptivity in our current parallel solver can be said to be strongly scalable. In
addition, p = 6 (number of DOFs is 58947) preserves its highest eciency with the
number of processors n = 7. Simultaneously, the same scalability condition can be
observed (up to 7 processors) with mesh renement levels at h = 1; 2; 3 on the right
hand side of Figure 6.8 (b). It is a remarkable result, since for h = 1 (number of
DOFs is 57661), its eciency increases from c = 2  6. Notwithstanding the good
scalability of h adaptivity, its eciency tends to reach the peak (0.7115) with nest
mesh h = 1, on the contrary, p = 6 has its peak at 0.8905 which is the maximum.
Nonetheless, the scalability condition is only maintained up to 8 processors for the
tested benchmark problem, additional processors will consume more time due to
costs of information exchange when the size of the problem is retained at the same
level [189]. This is also due to limited scalability of the direct solver applied.
In conclusion, the parallel processing computation algorithm in MoFEM per-
forms well for higher order nite elements when solving acoustic problem with high
wave number (kD = 100, k = 10m 1, D = 10m) in the sense of eciency and
accuracy.
6.2.4 Performance of Field Split and Block Solver Precon-
ditioning Scheme
In this section, the problem of a plane wave impinging on a sound hard sphere
is solved on ve dierent spherical meshes, from dense to coarse as shown in Figure
6.9. The metrics of total computational time and memory consumption are recorded
with the averages of ten runs. This is intended to demonstrate the eciency of the






Figure 6.9: Example of ve spherical meshes, rened from coarse to dense
In Figure 6.10, the time and memory consumption are plotted against the to-
tal number of nonzero entries (NNZ) in the sparse system matrix . The impact
of eld split preconditioning is demonstrated by the comparison of computational
time and memory consumption when compared to conventional parallel computa-
tion. A rapid reduction of computational cost can be observed by using eld split
preconditioning, this is mainly because the size of the system matrix required to be
factorized is approximately halved.
As one would expect, the memory usage tends to increase with well resolved
models, and the size of the particular problem has a direct eect on the computa-
tional costs with the mesh rened in ve steps. On the other hand, increasing p
order does not result in a proportional growth in memory usage. There is barely
any dierence in global relative errors between the results from eld split precondi-
tioning and conventional parallel computation, therefore, we will omit the relative
error plot here. To summarise, the eld split preconditioning achieved a lower mem-
ory cost with less computational time while maintaining the same level of error as
conventional parallel computations without a partitioned mesh due to partitioned
smaller block matrices. However, the conclusion is only valid up to certain number
of processors (n = 8) for the tested problem due to excessive number of processors
used, this result can be changed by solving a larger problem with more number of
DOFs. Moreover, the eciency of the solver could be further improved by running















































































Figure 6.10: Field split / Block solver preconditioning versus conventional paral-
lel computation. Black solid line: conventional parallel computation with multiple
processors. Red dashed line: eld split / block solver preconditioning parallel com-
putations with partitioned mesh. NNZ = number of non-zero entries
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6.3 Conditioning Property of the Legendre Type
Approximation Basis
The diculty that arises in acoustic problems is that increasing the frequency
results in the growth of the condition number of the system matrix. In other words,
there will be more eigenvalues with negative real parts in the spectrum, which raises
the indeniteness of the system matrix. The amount of memory required to store
and factorize the system matrix is also related to the conditioning of the matrix.
The reason for keeping the condition number relatively low is to maintain a stable
and rigorous solution, particularly for complex problems with a large, dense system
matrix when using iterative solvers. For a system of linear equations Ax = b, the
condition number measures how sensitive of the solution x is with respect to A and
b such that is given as:
 = kAk  A 1 (6.6)









where max(A) and min(A) is the maximum and minimal singular values of matrix
A respectively. The method above is relatively accurate for converged solutions
[55].
Linear systems of equations with poor condition number generally lead to longer
calculation times for iterative solvers and yields results with larger round o errors
for direct solvers. The magnitude of round o errors is correlated to the condition
number. The type of nite element shape functions also has a strong eect on
operator conditioning. In [31], the author suggests that ill shaped elements have
a deleterious eect on an operator's condition number as well, since the condition
number is proportional to the largest edge over the smallest volume of elements
in the domain (  O( lmax
Vmin
)) [144]. In the case of high wavenumbers (kD  80),
the condition number directly aects the accuracy and convergence speed (iteration
steps) of nite element solutions with iterative solvers [213].
The comparison was made between Lobatto and Legendre basis integrated by
generalized Duy transformation with optimal number of Gaussian integration
points (2p + 1) (sucient to integrate the polynomials exactly) [333] and well
suited iterative solver with pre-conditioner.
The condition number of the Helmholtz operator versus the total number of
DOFs, number of non-zero entries, the H1 relative error and frequencies are il-
lustrated to demonstrate the special property of the orthogonal polynomial basis
coupled with the Duy transformation. It is not surprising that the evolution of the
conditioning number for the system matrix shows a complex trend. In Figures 6.11
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Lobatto K = 3
Legendre K = 3
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(a) condition number against number of non-zero entries
(d) conditioning number versus frequency in logarithm scale(c) condition number against number of DOFs
(b) condition number against relative H1 error

























L og condition nu ber of operator









































































Figure 6.11: Conditioning of system matrix (without preconditioning) of the
Helmholtz operator, Lobatto basis versus Legendre basis coupled with Duy trans-
formation. Impinging sound hard sphere with r = 4, a = 0:5. (a) Condition number
against number of non-zero entries, (b) Condition number against relative H1 error.
(c) Condition number against number of DOFs, (d) Conditioning number versus
frequency in logarithm scale
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(a) k = 3
(b) k = 5










































Figure 6.12: Conditioning of system matrix of the Helmholtz operator, Lobatto
basis (navy) versus Legendre basis (brown) coupled with Duy transformation,
condition number against number of polynomial orders. Impinging sound hard
sphere with R = 4, a = 0:5, k = 3, 5, 10.
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the polynomial orders are increased from 1 to 9. Noticeably, the condition number
versus the number of non-zero entries and DOFs for the Lobatto and Legendre basis
coupled with generalized Duy transformation appear to have identical behaviour
for the test case.
On the other hand, in Figure 6.11 (b), a decreasing trend of H1 error can be
observed along with increasing of the condition number for the Legendre basis with
small wavenumbers. It is worth noting that the error drops signicantly when the
polynomial order is increased with large wavenumber, (k = 5; 10) while maintaining
the condition number around the same order of magnitude (in Figure 6.12 as well).
The Lobatto basis is better conditioned than the Legendre basis, especially for high
frequency cases (Figure 6.11 (d) , even though there are tiny dierences between
the H1 relative error delivered by the Lobatto and Legendre basis (the error of
the former is smaller than the latter in small decimal places). Nonetheless, both
Lobatto and Legendre basis satised the convergence property asymptotically like
O(D p 1 ), as proposed by Ainsworth in [9].
Theoretically, the conditioning of the system operator is expected to deteriorate
progressively with the increase of both wavenumber (sign-indenite of Helmholtz
operator) and p order. Despite this, uniform p adaptivity maintains the condition
number at the same order of magnitude, especially for the Lobatto basis, and there
is no tendency of the condition number to deteriorate with p enrichment. In Figure
6.11 (d). The condition number has a maximum in excess of 1e6 when the highest
polynomial orders are reached and at low frequency, and oscillatory region has
been observed for small wavenumber. Nonetheless, the condition number tends to
decrease with increasing polynomial order for relatively high frequencies (k = 5; 10)
with both the Lobatto and Legendre basis. This observation demonstrates the
eectiveness of these two basis when dealing with high frequency sweep acoustic
applications. Similar observations have been demonstrated in [72]. The reason the
conditioning number behaves dierently with large wavenumber (k = 10) might be
because of the coercivity of the Helmholtz equation has been deteriorated due to the
high wavenumber [235]. This issue has been mitigated by using higher order shape
functions (p > 2). The orthogonality condition of the Legendre type basis might also
be responsible for the dramatical drop in conditioning number [180]. Theoretically,
the orthogonality of shape functions can reduce the round-o errors in large problem
when using direct solvers [43]. Overall, both the Lobatto and Legendre basis have
negative relationship between condition number and wavenumber, which is one
of the reasons that an ecient error estimator must take the wavenumber into
account. To conclude, the Lobatto basis outperforms the Legendre basis in almost
every aspects.
An important indicator of the eciency of an algorithm is the amount of memory
required, as here this is directly related to the process of factorizing and storing
the stiness matrix. The sparsity of the matrix depends on the number of non-zero
entries. Subsequently, the number of non-zero entries aects the amount of memory
required to store such matrix as well as factorization. In addition, the amount of
memory consumed by the factoraziation process is also correlated with the p orders
adopted.
It is a well known fact that the direct solver delivers faster calculation for small
to medium scale problems. In contrast, Krylov subspace iterative methods and
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pre-conditioners are far more ecient for large-scale problems as they require less
memory, especially for partitioned mesh computational problems with multiple pro-
cessors. There are many articles in the literature that test the relationship between
operator conditioning and Krylov solver adopted to the operator in which the accu-
racy of the solution is shown to be signicantly aected by the coupling of iterative
solver and polynomial basis ([227, 130, 324, 253]). In [253], comparison was made
between dierent iterative solvers on acoustic problems together with incomplete
LU decomposition as pre-conditioner. Results indicate that the TFQMR solver
with Bernstein basis is the most ecient combination to solve acoustic cavity prob-
lems. However, Bernstein has been shown to have a larger condition number than
Lobatto basis by Prinn in [256]. Moreover, the condition number of Bernstein basis
increases with increasing polynomial orders, which is the foremost defect since in
order to solve a large system with high wavenumber (kD  80), p adaptivity is
compulsory to maintain eciency. Also, it is not hierarchical based. The conclu-
sion has been made that Legendre type basis are better conditioned than Bernstein,
Hermite and spherical basis [77, 348]. Despite the asymptotic condition number,
Bernstein results in similar convergence rates as the Lobatto basis within identical
total calculation time [256]. Alternatively, CG (conjugate gradient) and GMRES
(generalized minimum residual) [280] with pre-conditioner ILUTP and PCG are
shown to deliver more stable solutions than direct solvers for solving large-scale
problems with triangular shape functions [197].
6.4 Concluding Remarks
Advanced parallel computation algorithms were developed in this chapter for
hierarchical higher order nite element with h and p adaptivities. Two and three
dimensional benchmark problems, i.e. incident wave impinging on a sound hard
cylinder / sphere are solved to show the accuracy and speed of the proposed algo-
rithm. The performance of the distributed memory parallel computation is assessed
with measures: computational time, memory consumption, eciency, speedup and
dierent mesh densities.
The complex-real valued transformation together with the eld split and block
solver preconditioning method for system of equations are introduced, this imple-
mentation can suciently reduce the overall computational costs (i.e. factorization
memory, computational time) when compared to the conventional parallel compu-
tation, and mitigate the complexity of FE codes. The numerical results identied
that the parallel computation algorithms perform faster with p adaptivity than h
adaptivity scheme when their error levels are identical. Furthermore, the capability
of FE codes to handle problems with ne to coarse discretizations with various k
values is also demonstrated. In addition, the condition number of the Helmholtz
operator is analysed between Lobatto and Legendre shape functions, the result
demonstrated the hierarchical Lobatto basis can deliver better condition number





Nowadays, ecient and low cost error estimation techniques are active areas of
research in nite element analysis. In previous chapter 6, the advanced methods on
how to solve a large acoustic problem with distributed memory and parallel com-
putation are expounded in details. In this Chapter, following the discussions of a
priori and a posteriori estimators in previous contexts, the origin and development
of a priori error estimator for acoustic problems are rst presented. The superior
property of p enrichment over h renement has been tested in previous chapters.
However, p FEM tends to create large matrix bandwidth compared to pure h re-
nement, which results in more factorisation memories. Therefore, non-uniform p
adaptivity with targeted order and predened accuracy is vital, in order to minimize
the overall computational eort. With the use of automatic p adaptivity scheme,
the size of the original problem would be mitigated whilst maintaining the desired
accuracy.
First, the a priori error estimator adopted in acoustic solvers is introduced and
examined in one and higher dimensions with benchmark problems. Then, the en-
countered error and computational costs are measured through various assessments.
The eectiveness of the proposed error estimator on controlling the pollution error
in a global sense is demonstrated at various frequencies with increasing domain
lengths. In order to identify the accuracy and eciency of the error estimator, an
automatic p adaptivity scheme is assessed together with uniform p and h adaptivi-
ties. Finally, conclusions are drawn on the basis of numerical tests with pronounced
results.
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7.2 A Simple Object Oriented Error Estimate
7.2.1 Introduction
Error estimators were rst discussed in 1978 by Babuska, et al. [47] , and the
study of error estimation techniques has been well established over the past 30
years. A simple a priori local error estimator enables a prescribed accuracy as
introduced in [343] such that the optimal polynomial order / mesh resolution can
be selected automatically prior to the solution. The a posteriori error estimators are
generally expensive, either requiring interpolation or extrapolation techniques (ZZ
like estimators) [343, 340], or solving additional linear system of equations (element
residual based estimator) [12, 200, 47, 58]. Most of all, they are not as eective in
three dimensions as they are in lower dimensions (e.g. the super-convergent points
are non-existent inside 3D elements) [14]. In addition, Ainsworth assessed that a
posteriori error estimators are only reliable in the asymptotic range, such that they
commonly fail to account for the pollution eect [8, 179]. On the other hand, the
overhead cost of a priori error estimators is extremely small when compared to a
posteriori error estimators.
Despite the computational eciency of a priori error estimators, the criterion
of how to judge the eectiveness of a particular error estimator is vital, since its
heuristic nature demands numerical tests on specic problems to arm its correct-
ness. Moreover, the local error indicator does not account for the pollution eect,
which is included in the global relative error. Three automatic adaptive strategies
for acoustic wave-guide problems were illustrated in detail in [72], such that their
merits, defects and limitation are presented. The a priori error estimator produced
reliable outcomes on controlling the pollution error, thus the adaptivity strategy
based on it proved to be ecient. In [71], the authors concluded about the superior
properties of p adaptivity FEM applied on one and two dimensional benchmark
wave-guide problems and exponential p convergence is conrmed in their analysis.
Alternatively, the impact of p adaptivity on the ecient mitigation of the pol-
lution error is proved with the wave-guide benchmark problems. A comparison
between the Tretz method and a higher order polynomial adaptivity scheme is
performed on four distinguished 2D Helmholtz problems in [214]. The authors
summarised that both methods satised dierent metrics used to measure the per-
formances (error, condition number, memory). The general argument is that the
time dependant Helmholtz equation requires the Tretz method for calculating and
assembling the element matrix in each time step, due to the frequency dependence
of wave based shape functions. In [13], the authors argued that traditional element
residual based methods were unable to capture the pollution error, since the desired
errors are accumulated outside of the subdomain of interest. Meanwhile, the er-
ror estimators measured the local error from local residuals within the subdomain,
where as pollution error generated from remote residuals which are outside of the
subdomain, hence it can not be detected by this type of error estimators. The
authors also concludes that any renement taken based on such a posteriori error
estimators would not necessarily reduce the actual error.
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7.2.1.1 Asymptotic Error Estimator
The convergence process of nite element solutions can be divided into pre-asymptotic
and asymptotic ranges. The pollution error dominates the pre-asymptotic range,
whereas the interpolation error becomes dominant in the asymptotic range. The
existing error estimator makes use of the parameter kh as a criterion to adjust the
polynomial orders of each element present on the mesh.
In order to prejudge the suitable polynomial order for a specic element, the
a priori error estimator takes the element size (domain size) and frequency as
mandatory input parameters. Thus, the Babuska's (asymptotic) estimator in Eqn.


















whereW0 is called the Lambert function in principal branch in the form ofW (z)e
W (z) =
z, z  C. In essence, one can select the desired error level  prior to deciding the
optimal polynomial order required.
7.2.1.2 Ainsworth Error Estimator
Apart from the a priori upper bound indicator (5.21) addressed previously based
on the H1 semi-norm, according to [9], another a priori model for guiding selection
of the polynomial order is also proposed. This is again based on the fundamental
parameters k and h of the acoustic problem. The basic premise of this guideline is
that the nal solution neglects the dispersion eects.
2p+ 1 > kh+ C3(kh)
1
3 (7.2)
where C3 is a problem specic constant that is equal to unity in practice for simplic-








Various values of Cn can be tested in the above estimators to determine the optimal
response for a given frequency (e.g. C1 = 33; C2 = 6:28; C3 = 4:45 are considered
as optimal in [256]).
7.2.2 Formulation of an A Priori Error Estimator
Here it is assumed that there is a relationship between the 1D edge element
and higher dimensional elements for solving the same problem, such as when the
error incurred in higher order element can be estimated from the errors incurred in
their lower dimensional images. In other words, the numerical errors occurring in
the lower dimensional element can serve as an indicator for the higher dimensional
element. In essence, the error estimator estimates the average of the error occurring
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in each element from a given mesh. By solving a one dimensional Helmholtz problem
and obtaining a certain predicted error with input kh, one can determine the optimal
p order required to achieve a certain level of accuracy. The element length is dened






The concise process of adopting a priori error estimator is as follows: First,
retrieve the characteristic length (e.g. ha in context) and wavenumber of a specic
element in the computational domain, and then assess the algorithm of specic
error estimator using a linear element, obtain the actual error associated with the
chosen error estimator. Secondly, compare the actual error with a predened error
(or desired error), if the actual error is greater than the predened error, it is
necessary to increase the polynomial order by one, and assess the algorithm of
the specic error estimator again. This procedure is executed repeatedly until the
actual error is smaller than or equal to the predened error level, which means the
actual error met the criterion, and the predened error level is achieved. Finally,
the sucient polynomial order p is stored in that specic element. This same loop
is carried out repeatedly for every element in the domain until all elements have
been assigned a proper p order. Theoretically, this procedure accounts for the local
medium property k, and hence the dierence between discrete wavenumber kh and
initial theoretical k as previously shown in Eqn. (5.22). However, a parameter that
includes the distance is needed.
The adaptivity scheme prescribed can be further optimised by pre-calculating
and tabulating the criterion of problem dependant kh value corresponding to the
best polynomial order p in the premise of predened error level. Consequently,
the value of kh in each element is compared with the criterion value kh, if actual
kh < kh, the best p corresponding to kh is employed. Hence, this procedure saves
the repeated calculation eort for each element. The execution procedure expressed
in pseudo code is depicted in Chart Algorithm 1. In Figure 7.1, the acoustic problem
is solved on each edge of a tetrahedron and the actual error is retrieved to represent
the higher dimensional error.
7.2.3 One Dimensional A Priori Error Estimator
Here in this section we present three one-dimensional Helmholtz problems, which
will be used as a priori error estimator to predict the actual error on higher dimen-
sion elements.
One Dimensional Coercive Elliptic Type Boundary Value Problems
The following problems are solved using Legendre type shape functions on single
element with the order varying from 1 to 10.
Once again, on the domain x 2 [0; l], one dimensional Helmholtz problems with
Dirichlet and Robin BCs are resolved, with various kh values. The rst example is
an inhomogeneous Helmholtz equation:
u00   k2u = 1; x 2 [0; l]; u(0) = 0; u0(l)  iku(l) = 0 (7.4)
with analytical solution : ua = e
ikx 1  ieik sin(kx)
k2
, we call it a priori error estimator
1 (referred to the author A. Prinn rstly applied this idea of error estimation on
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Algorithm 1 A Priori Error Estimator-Pseudo Code:





 average length of edges
3: k  wavenumber
4: set : pnode = 1
5: set : error = 0
6: set : pmax = 10
7: loop
8: for ii = 1; ii < pmax; ii++
9: solve 1D acoustic problem based on ha and k
10: set : new error
11: if error > expected error level (ii) then




16: store p for each entities, and set the polynomial orders.
17: start calculation.
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Figure 7.1: Example of one-dimensional acoustic problem solved on the edge of
tetrahedron, fem numerical solution, a analytical solution
wave guide problem in [256]). The second example is as follows:
u00 + k2u =  k2sin(x); x 2 [0; 1]; u(0) = 0; u(1) = 0 (7.5)
with analytical solution : ua = (e







. The third exam-
ple is the homogeneous Helmholtz equation with Dirichlet BC representing a soft
boundary impinged by an incident wave, and Robin BC applied at right end point
stand for non-reection boundary.
u00   k2u = 0; x 2 [0; l]; u(0) = 1; u0(l)  iku(l) = 0 (7.6)
with analytical solution : ua = e
ikx. The following Figures are examples of Helmholtz
problems that can be solved on edge elements.
Figures 7.2 to 7.4 show the numerical and analytical solutions of the three ex-
ample problems as well as the L1 errors on a 1D edge element with p = 3; 4. From
Figures, we can observe that example problems 1 and 2 tend to underestimate the












Figure 7.4: Single edge element Helmholtz problem 3, p = 3  4
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7.3 Performance of Error Estimators in One Di-
mension
Previously, the basic idea and framework of a priori estimator was established.
Five possible estimators were proposed based on the assumption of the time har-
monic Helmholtz equation. However, the link between kh value and polynomial
order p still remains undiscovered. This might be the key factor in ecient error
estimation, and the tradeo mechanism between accuracy and computational cost.
7.3.1 Error Versus Number of Degrees of Freedom perWave-
length
In the following section, we will present the analysis for a priori error estimators
in 1D linear elements, such that the relative error versus the number of DOFs per
wavelength will be drawn for comparison. The aim of this section is to investigate
the relationship between errors on edge element and the kD values. In one dimen-
sion, the diameter of the computational domain is equal to the length of the edge
h, and the wavenumber depends on the angular frequency ! with c = 1.
In the rst and last set of Figure 7.5, the number of DOFs will be xed in ranges,
where p = 1  10 are applied. In the rst set of ten orders (denoted by line style
o), the frequencies will be varied from ! = 1 ! 150. In the second set of ten
lines (denoted by the marker  :), the angular frequency (!) will be xed at 100,
while the size of the linear element h is gradually reduced in order to maintain the
constant number of DOFs per wavelength. Thus, the connection between k and h
can be investigated.
From Figure 7.5 a) and b) we can see that the L2 and H
1 error versus D =
2p
kh
respectively. The black straight line in each graph denotes the desired relative error
level of 15%. In order to see a notable reduction of errors due to renements, a
relatively higher level of 15% error threshold is chosen. As expected, there are two
main observations.
Firstly, dierent frequencies do not change the L2 error of the solution as long
as kh (D) is kept constant. This is because the main source of the nite element
error comes from the interpolation in a single element, this is an artefact reecting
the nature of polynomial interpolation. This observation allows us to manipulate
the error by adjusting the frequency and xed element size. Moreover, in higher
dimensional problems, using this fact, a hard coded error table can be generated and
a corresponding p can be directly selected based on a pre-calculated value of kh that
is correlated to a predened error level. Thus, additional loop of calculation is saved
for every element in the domain. In the situation for which p = 10 and kh < 1,
uctuation occurs due to machine precision limitation (error  1:0000e   12).
However, in some cases, an unchanged error corresponding to increasing DOFs
does not necessarily mean the solution has converged.
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Secondly, in Figure 7.5b), the number of DOFs per wavelength is increasing
due to the variation of element size h while kh is kept constant. The H1 relative
error with smaller frequency (line o) tends to converge faster than reducing the
element size but keeping ! = 100 (marker  :). Moreover, the dierence between
H1 relative errors with the same order and identical kh is mitigated with higher
order elements, but rather become signicant for linear and quadratic elements.
Further tests have been conducted with more DOFs, and complete overlapping is
observed in the asymptotic range. It is therefore reasonable forH1 error convergence
plots to exhibit a long pre-asymptotic range during which the interpolation error is
not yet dominant [302].
Overall, the values of L2 and H
1 relative errors in both Figures expound that,
even withD kept constant, the error convergence speed is delayed by high wavenum-
ber when the gradient of the solution is involved. It reveals that purely decreasing
h while keeping k unchanged is not sucient enough to include all the errors. It
further arms the necessary choice of kh as input parameters for construction of
the a priori error estimator. Consequently, the current result also suggests that
dierent weight functions for k and h might be sucient. Furthermore, the relative
errors for low polynomial order case (e.g. p = 1) in relatively low discretisation
regions (pre-asymptotic region) remain at the same level when the element size h
is reduced. Contrarily, the relative error with higher order element (e.g. p > 2)
decreases dramatically as h is decreased. It proves the fact that even with kh kept
constant, higher order elements behave better than low order elements with mesh
renement.
7.3.2 Optimal Polynomial Orders Versus Number of De-
grees of Freedom per Wavelength
In this section, the examples of Helmholtz equations (A.38), (A.39) and (A.40)
are solved in one dimension. Next, the optimal p order assigned is retrieved and
plotted against the number of degrees of freedom per wavelength, the optimal p
orders obtained are compared with the predicted p values from the asymptotic
error estimator in Eqn.(7.1) and the Ainsworth error estimator in Eqn.(7.3).
The plots 7.6 and 7.7 shown are for the optimal p order against D required
to achieve a predened error level bound of 0:5%, 5% and 15% respectively. The
number of elements per wavelength from 0.5 to 15 generated is plotted against the
p order, while the input parameter kh is kept constant during the calculation of the
a priori error estimator.
The predicted p orders from asymptotic Babuska's error estimator and Ainsworth's
estimator have been rounded o to integers for visualisation convenience. In plot
7.6, the asymptotic error estimator generates reasonably decreasing p order when
the number of elements per wavelength is increasing. On the other hand, the
Ainsworth estimator behaves dierently such that with the same D, less p order is
required to achieve a lower error bound. Intuitively speaking, it is too conservative.
Furthermore, the asymptotic error estimator tends to give pessimistic results, which
can serve as an upper bound for the optimal order predicted. However, there is no
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Figure 7.5: Single element predicted error by a priori error estimator example
problem 3 versus number of DOFs per wavelength, in logarithm scale, start from
100%. Black straight line represents error level of 15%
marked dierence between the range of orders. In order to have an ecient adap-
tivity algorithm adopting these two error estimators, specically dened problem
dependant constants (Cn) will be required in practice. In other words, the shifting
process of dierent predened error levels will be computationally expensive.
Analogously, in plot 7.7 (c) - (d) the p order predicted by the 1D test problem 2
is underestimated, and the range of p is short. In the context of [324], the authors
proved that the longer the range of p order provided by the error estimator, the
more accurate the calculated adaptivity solution will be. It is reasonable since in
practice, an unstructured mesh with various element sizes is expected. Conversely,
The distribution of p order ranges are 10-2 and 10-1 for test problem 1 and 3
respectively. And the range for test problem 2 is 7-2. Theoretically, test problem 3
is more preferable as a priori estimator for higher dimensional acoustic applications.
Nonetheless, higher dimensional numerical analysis is still mandatory in order to
perceive the sucient p order without wasting excessive memory and calculation
times. The reason behind this might be because of the exact solution of test problem
3 is a general solution of the Helmholtz equation, thus it naturally provides better
functionality compared to other types.
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Table 7.1: Table of kh values oriented a priori error estimator with three predened
error levels
p order 1 2 3 4 5 6 7 8 9 10
L215% 0.5 2.900 4.8 7.5 7.97 12.33 12.54 14.6 15.2 19.43
H
1
15% 0.2 2.3 3.88 6.8 7.1 11 11.17 14.54 15.28 19.023
L25% 0.1 1.85 3.67 6.6 6.76 8.96 10.3 13.43 13.7 17
H
1
5% 0.05 1.85 3.25 5.5 5.6 8.4 9.67 12.74 12.75 15.04
L20:5% 0.05 1 1.33 3.6 4.6 7.05 7.35 9.4 10.76 13.625
H
1
0:5% 0.02 0.41 0.83 2.35 3.64 6.25 6.28 8.46 9.83 12.62
The optimal p orders with relevant kh values are retrieved by solving a series of
one dimensional Helmholtz problems, and then hardcoded into the program as the
example shown in Table 7.1.
(a) Asymptotic error estimator (b) Ainsworth error estimator
Figure 7.6: Single element optimal p order predicted by Asymptotic and Ainsworth
error estimators versus D in log scale
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(a) indicator 1 - L2 error (b) indicator 1 - H1 error
(c) indicator 2 - L2 error (d) indicator 2 - H1 error
(e) indicator 3 - L2 error (f) indicator 3 - H1 error
Figure 7.7: Single element optimal p order predicted by a priori error estimators
with three test problems, against D in logarithm scale
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7.4 Analysis of Performance of A Priori Estima-
tor in Three Dimensions
7.4.1 Visualization of Performance on Computational Do-
main
In this section, the adopted a priori error estimator will be tested with bench-
mark problems, and the local errors will be visualized.
As depicted in Figure 7.8, the nite element dened based on p adaptivity indi-
cation of Table 7.1 is compared with the analytical solution. The (kh) values in
Table 7.1 are obtained from solving Helmholtz equations in one dimensional edge
elements with various predened kh values and corresponding error levels. The
benchmark problem of a plane incident wave impinging on a sound hard cylinder
is presented in two dimensions. The piecewise H1 actual error is calculated on the
computational domain. The local dispersion error caused by phase shifting is a
global eect that builds up over the whole computational domain [180]. Such a
measure is useful as, other than the p adaptivity table dened above (with prede-
ned error levels), we could equally well use another intuitive renement criterion,
such that element K needs to be rened whenever the local error in element K is




As shown, the largest part of the error occurs around the boundaries of the
scatterer and the exterior boundary, as well as along the propagation direction.
The former can be suciently eliminated through the p adaptivity algorithm as
shown in 7.8 (b), whereas the latter contribution by the dispersion error can only
be alleviated.
Nevertheless, these dispersion errors can be minimised by hierarchical shape
functions of the Lobatto basis through automatic p adaptivity, in such a way that
the phase accuracy of higher order elements is greater than that of lower order
elements with the same number of DOFs. The total relative H1 error after the
p adaptivity scheme is approximately 0:2496% when the predened error level is
0:5%. In addition, the p adaptivity algorithm has successfully spotted the errors
around 34% in Figure 7.8(a), which are indicated by the red coloured regions (p =
6) in Figure 7.8 (c). Noticeably, the range of scalar values in Figure 7.8(a) is much
wider than 7.8 (b), e.g. the pressure value in the pink region in Figure 7.8 (b) is
approximately 319 times smaller than in (a).
It should be noted that the polynomial orders projected on the computational
domain in Figure 7.8 (c) are the maximum order between each entities. For instance,
if two adjacent elements have dierent orders for their edges, the highest order
among all edges will be selected. Moreover, Figure 7.9 shows the p order map
created by the automatic p adaptivity scheme for impinging hard sphere problem
with initial non-uniform unstructured mesh.
The dispersion error caused by phase shift (e.g. inconsistence of wavelength)
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ordererrorerror
Figure 7.8: H1 global relative error, p adaptivity algorithm for rigid cylinder prob-
lem with k = 10, a = 0:5 and R = 4, predened error level  = 0:5%, number of
elements = 1439 in total. Before p adaptivity, p = 1
(a) absolute potential (b) predicted p order
Figure 7.9: Automatic p adaptivity, p adaptivity algorithm for rigid sphere problem
with k = 10, a = 0:5 and R = 4, predened error level  = 0:5%
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is a global eect that builds up itself over the whole computational domain [180].
In Figures 7.10, it is noteworthy that the error drops down signicantly after p
adaptivity. Especially with non-uniform kh oriented adaptivity scheme, local error
decreasing rapidly around the end of x axis where the dispersion error accumulated
to its maximum value.
In this Chapter, all the tests assessed, including time and memory recorded, are
performed on a Intel Xeon CPU E7- 4830 (2.13 GHz) with maximum of 32 cores and
two threads per core. All numerical tests are executed without parallel computation
with partitioned mesh and eld split / block solver preconditioning, this is done in
order to demonstrate the plain and authentic eciency of a particular method.
7.4.2 Measurement of the Accuracy and Flexibility of Pro-
posed Error Estimator
Since the performance of the a priori error estimator is dependent on how well
the single element acoustic problem can mimic a three dimensional element, several
comparisons will be made based on dierent criterions. In order to assess this,
an unstructured mesh will be discretized by second order tetrahedrons (nodes in
the middle of each edge). The hierarchical shape functions of Lobatto type will
then be employed together with the generalized Duy transformation to assure the
rigorousness and robustness of our acoustic solver. Thanks to the assessments on
element size denitions in [256], the average of element edges has been proven to
be the most sucient measure, of which others measures include the maximum and
minimum edge lengths. Three predened error levels are chosen; they represent ne
(0:5%), normal (5%), and coarse (15%) resolutions respectively.
A criterion can be derived from Eqn. (5.19), such that the upper bound for the





where the constant CE is set to be the value of
kh
2
, kh related to the required
predened error Ep. For example, in Table 7.1 kh value of 9:4 corresponds to a




the maximum frequency limitation is: fmax  CE chmax .
7.4.2.1 Unstructured Spherical Meshes
Here we present four dierent spherical meshes specially designed for the bench-
mark problem to investigate the application of the a priori error estimator. The rst
two meshes are each composed of roughly uniformly sized elements with the rst,
coarse, mesh having larger elements than the second, dense, mesh. The third and
fourth meshes are non-uniformly h rened along the wave propagation direction.
The description of meshes are as follows:
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Figure 7.10: Plot of local L2 error over central line along x axis, relative error versus
diameter of cylinder. p adaptivity algorithm for impinging rigid cylinder problem
with k = 10, a = 0:5 and R = 4.  = 0:5%, number of elements = 1439 in total.
Note: (b) uniform p adaptivity with order 2 (normalized).
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1. uniform mesh 1 with 1219 el-
ements, and average element
size of 0.7779 (mesh resolution
ranges from  = 86:5202  





3. non-uniform mesh 3 with 5180
elements, the size ratio of small-
est elements versus largest el-
ements is 1:5. And average
element size of 0.3463 (mesh
resolution ranges from  =





2. uniform mesh 2 with 9000 el-
ements, and average element
size of 0.1827 (mesh resolution
ranges from  = 273:6727  





4. non-uniform mesh 4 with 7558
elements, the size ratio of small-
est elements versus largest el-
ements is 1:10. And average
element size of 0.3317 (mesh
resolution ranges from  =





Figure 7.11: Sound hard sphere with inner radius a = 0.5 and outer radius r = 4,
uniform and non-uniform unstructured mesh grids
7.4.2.2 The Global Relative Error and Eectivity Index Versus Fre-
quency
The benchmark problem of a plane wave impinging a sound hard sphere is solved
both numerically and analytically on four spherical meshes. The global relative
errors and cost of measures are calculated and recorded with an average of 10 times
run on the basis of the automatic p adaptivity scheme prescribed.
The actual errors as a function of frequency are given in Figure 7.12, it is clear
that the steady and lowest actual error occurs when mesh 4 is adopted (at pattern).
Mesh 3 is seen to perform sub-optimally with more dips than mesh 4. In contrast,
mesh 1 performs less well with small dips incurred by the sudden jump of the
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(a) Mesh 1, mesh ratio 1:1





















Frequency (ω ), p=1-8
(b) Mesh 2, mesh ratio 1:1




















Frequency (ω ), p=1-8
(c) Mesh 3, mesh ratio 1:5



























(d) Mesh 4, mesh ratio 1:10
Figure 7.12: Global relative error versus frequency with three predened errors,
15% (blue line), 5% (red line), 0:5% (green line). The exact values of these three
error levels are denoted by black straight lines
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(a) Mesh 1, mesh ratio 1:1































(b) Mesh 2, mesh ratio 1:1
































(c) Mesh 3, mesh ratio 1:5
































(d) Mesh 4, mesh ratio 1:10
Figure 7.13: Global eectivity index versus frequency with three predened error
levels, 15% (blue line), 5% (red line), 0:5% (green line). The unity value is denoted
by black straight lines
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element orders. This is due to similar element sizes resulting in the p orders for
each element to increase in union. Also the accuracy is limited to short range of
frequency because of the maximum p order available in this analysis is 8. In the
case of coarse mesh 1, the error estimator requires more high order elements than
for the dense mesh to sustain the same level of accuracy. Moreover, dense mesh 2
fails to control the actual error with low and medium predened error levels (15%
and 5%) within the frequency range, which is seen as an instability manifesting as
the presence of sudden peaks. Further to this, the error dips and peaks along the
plots of relative error have been alleviated with h renement (meshes 1-2), as well
as the additional smaller elements (meshes 3-4).
We now move our attention to Figure 7.13. The specic eectivity index is
dened  = ea
ep
(actual error over predicted error) such that in an ideal situation its
value approximately approaches to 1. A unity value of  represents the actual error
is identical to the predened error level, or even better with  < 1 which means the
actual error is smaller than predened error. However, it also introduces additional
computational costs with conservative prediction in some cases. Nonetheless, the
eectivity indices of mesh 1 are the closest to 1, which means non-uniform meshes
tend to overestimate the relative error. Except for dense mesh 2, the eectivity
indices exceed one. In addition, all the actual relative errors exceed the frequency
limitation derived from the Eqn. 7.7 except for dense mesh 2. The phenomenal
growths of eectivity indices in both Figures 7.13 (a) - (d) for relative low and high
frequencies might be caused by the approximate non-reection BGT1 BC. This type
of error can be suciently reduced by implementing the analytical solution on the
exterior boundary of spherical domain [206].
The error estimator behaves unsatisfactorily for the three meshes with both low
(!  20) and high frequencies (! > 60), which appears as large error in Figure
7.12 and eectivity index  >> 1 in Figure 7.13. In the former case (!  20),
it is because of the eect of pollution error and the approximate BGT - 1 BC
with insucient number of wavelengths per element between the obstacle and the
exterior boundary, which appears as a sudden change in the actual error. On the
other hand, once the frequency reaches a certain level, in extreme cases ! > 60,
the highest polynomial order available with the current computational resources
is exceeded (p = 8). Thereafter, any further p enrichments are not executed and
consequently the desired error level is no longer maintained. Theoretically, we
can implement arbitrary higher order hierarchical shape functions with appropriate
computer resources.
Overall, and surprisingly, on the basis of actual error, the unstructured coarse
mesh 1 delivers the most stable and cheapest solutions for the spherical geometry
problem with mixed BCs. The reason for this is because unstructured mesh 1 has
the biggest average element sizes among all the meshes. However, the error tolerance
(frequency limitation) associated with mesh 1 is lower than the other three meshes.
The non-uniform meshes 3 and 4 guaranteed accuracy and maintained the error
level while the frequency exceeded the frequency limitation level.
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7.4.2.3 Optimal Polynomial Orders Versus Frequency
To take full advantage of the p adaptivity scheme, adequate assignment of the
polynomial order to each element is vital. If we move our attention to the maximum,
average and minimum orders applied to each element of meshes with predened
error levels, a positive relationship can be obtained between range of orders and
smoothness of actual relative errors. In other words, as the mesh ratio increases,
the maximum frequency limitation is improved, as well as the performance of the
error estimator. Admittedly, this fact expounds that the a priori error estimator is
more sensitive and functional for unstructured meshes with various element sizes.
As depicted in Figure 7.14, the largest dierence of polynomial orders was incurred
by the most non-uniform unstructured mesh with ratio 1 : 10 (mesh 4).
Since all the meshes presented here consist of unstructured tetrahedrons, even
with uniform meshes (ratio 1:1), the tiny size dierence in each meshes will still
cause the variation of order selection process. In case of mesh 4 (ratio 1:10), we can
see that the maximum order available (p = 8) has been reached at a lower frequency
than the others, this reveals the fact that the biggest elements in the mesh have
been enriched suciently during earlier stage of calculation. Here we omitted the
plots for error levels 15% and 0:5% since identical conclusion can be drawn.

























(a) Mesh 1, mesh ratio 1:1

























(b) Mesh 2, mesh ratio 1:1

























(c) Mesh 3, mesh ratio 1:5

























(d) Mesh 4, mesh ratio 1:10
Figure 7.14: Polynomial orders versus frequency with predened error level: 5%.
Maximum (red line), average (blue line), and minimum (yellow line) polynomial
orders assigned
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7.4.2.4 Total Number of DOFs and Non-zero Entries Versus Frequency
The number of non-zero entries for the sparse system matrix can be crucial
measurement on the cost. The memory occupied to store the matrix is related to
NNZ (number of non-zero entries). In addition, the total factorization memory is
an important measure since it is the major consumer of memory and is dominated
by the problem size.
It is not surprising that the number of non-zero entries(NNZ) and DOFs against
frequency follows the same trend in Figures 7.15 and 7.16 as all previous results.
On the other hand, the ratio of NNZs versus DOFs provides an indicator for the
average number of lled in terms in each row of the matrix. In this example, the
zero values are also counted. In Figures 7.17, the results armed that adding more
higher order elements led to huge reduction in the global number of non-zero entries
and number of DOFs. The sub Figure 7.17 (a) for mesh 1 has the lowest DOFs
versus NNZs, since it contains bigger elements than the other three meshes, though
the sparsity of the system matrix is decreased with increasing number of polynomial
orders for both cases in Figure 7.16.
Surprisingly, The number of non zero entries against DOFs required to achieve
three dierent predened error levels are almost identical for mesh 1, it is quite an
encouragement for one to use a coarse unstructured mesh with pure non-uniform p
adaptivity.



























(a) Mesh 1, mesh ratio 1:1




























(b) Mesh 2, mesh ratio 1:1






























(c) Mesh 3, mesh ratio 1:5



























(d) Mesh 4, mesh ratio 1:10
Figure 7.15: Total number of degrees of freedom versus frequency with three pre-
dened error levels: 15% (blue line), 5% (red line), 0:5% (yellow line)
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(a) Mesh 1, mesh ratio 1:1


























(b) Mesh 2, mesh ratio 1:1

























(c) Mesh 3, mesh ratio 1:5

























(d) Mesh 4, mesh ratio 1:10
Figure 7.16: Total number of non-zero entries versus frequency with three predened
error levels: 15% (blue line), 5% (red line), 0:5% (yellow line)
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(a) Mesh 1, mesh ratio 1:1

























(b) Mesh 2, mesh ratio 1:1



























(c) Mesh 3, mesh ratio 1:5



























(d) Mesh 4, mesh ratio 1:10
Figure 7.17: Total number of non-zero entries versus number of DOFs with three
predened error levels: 15% (blue line), 5% (red line), 0:5% (yellow line)
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7.4.2.5 Total Computational Times Versus Frequency



































(a) Mesh 1, mesh ratio 1:1


































(b) Mesh 2, mesh ratio 1:1
































(c) Mesh 3, mesh ratio 1:5
































(d) Mesh 4, mesh ratio 1:10
Figure 7.18: Global computational time in second versus frequency with three pre-
dened error levels: 15% (blue line), 5% (red line), 0:5% (yellow line)
If we combine the Figures of the total computational times versus frequencies 7.18(c)
and (d) with Figures 7.12(c) and (d) previously exhibited, a combination of opti-
mal choices can be decided. Although dense uniform mesh 2 maintains its accuracy
at the high frequencies limit, the computational times suggest massive computa-
tional costs are added if we choose mesh 2 as our initial mesh for calculations with
frequency sweep. As shown earlier in Figure 7.12(a) and (b), the additional com-
putational costs appear as frequent error dips exhibited by approximately uniform
meshes 1 and 2 (the dips in global relative error is related to dips in computational
times). Thus, a non-uniform coarse mesh would guarantee the minimum computa-
tional cost while keeping the actual error under control within the frequency limit.
Nonetheless, computational time by itself is sometimes not a pronounced and un-
biased measure to quantify the eciency. Thus, the total memory consumption
against frequency is presented in next section.
7.4.2.6 Memory Consumption Versus Frequency
The same conclusion can be drawn in relation to computational time. In Figures
7.19 and 7.20, since the memory required to do matrix factorisation is reduced by
adopting more higher order polynomials with less total number of elements. The
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plateau area occurring in mesh 1 around the tail is due to the mesh limitation and
highest available order (p = 8) have been reached for uniform coarse mesh. This
stagnation can be changed by simply implementing arbitrary order polynomials
given larger computational resources.
As expected, the coarse mesh 1 requires the lowest factorization memory, since
it has lowest amount of elements, such that it is ecient for the least amount
of higher order elements implemented. The mesh limitation is breached at high
frequencies, which is depicted by the plateau area in 7.18(a). In contrast, dense
mesh 2 occupies almost 5 times more memory than mesh 1. To summarise, the
total amount of small elements in the mesh denominated the amount of factorization
memory required to solve the particular problem, and it is a more optimal strategy
to use large elements with higher order p hierarchical shape functions. The results
of total memory in Figure 7.20 have a similar trend as factorization memory against
frequency. It should be noted that increasing p order or adding more elements both
result in additional computational costs and factorization memory. However, In
this particular case, increasing p order requires less factorization memory than the
latter case at the same level of accuracy.
The discussions for Figures of CPU times and the number of oating point
operations required to factorized the matrix are omitted, since they are in good
agreement with all previous analysis and consist conclusion can be obtained.
































(a) Mesh 1, mesh ratio 1:1


































(b) Mesh 2, mesh ratio 1:1
































(c) Mesh 3, mesh ratio 1:5




























(d) Mesh 4, mesh ratio 1:10
Figure 7.19: Factorization memory in GB versus frequency with three predened
error levels: 15% (blue line), 5% (red line), 0:5% (yellow line)
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(a) Mesh 1, mesh ratio 1:1































(b) Mesh 2, mesh ratio 1:1
































(c) Mesh 3, mesh ratio 1:5





























(d) Mesh 4, mesh ratio 1:10
Figure 7.20: Total memory in GB versus frequency with three predened error
levels: 15% (blue line), 5% (red line), 0:5% (yellow line)
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7.4.2.7 Upper and Lower Bounds of Proposed A Priori Error Estimator
In this section, we demonstrate that the a priori error estimator provides rigorous
upper and lower bounds for estimated relative errors, as indicated by Figure 7.21.
The maximum, minimum and average of the predicted errors are drawn against the
frequency. The black dotted line indicates ideal predened error level. The global
relative error predicted by the error estimator maintained its error level at 0:05%
within the frequency limit whilst bounded by the maximum and minimum predicted
errors. As stated in section 4.4.2 of Chapter 4, the a priori error estimator satises
one of the major features of a good error estimator, since it yields guaranteed sharp
upper and lower bounds. The results are rather satisfactory, except in case of
low frequencies, where predicted L2 error might dominated by error of geometry
approximation in the pre-asymptotic range with low mesh resolution (insucient
renement). In other words, the number of DOFs per wavelength is not adequate
in case of both low and high frequencies. In addition, the approximate BGT1
boundary condition introduces errors in low frequencies, in term of wavelength
distance between obstacle and exterior boundary.
(a) Mesh 1, mesh ratio 1:1 (b) Mesh 2, mesh ratio 1:1
(c) Mesh 3, mesh ratio 1:5 (d) Mesh 4, mesh ratio 1:10
Figure 7.21: Indication of upper and lower bounds for a priori error estimator.
Global relative error versus frequency with predened error level, 0:05%. Maximum,
minimum (red lines) and average (blue line) global relative error in L2 norm
7.4.2.8 Summary
In spite of the L2 relative error from mesh 2 being larger than other meshes,
the dierence between the highest and lowest p order assigned by a priori error
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estimator for mesh 2 is small (see Figure 7.14 (b)). Thus, it further conrms the
presumption that the range of p orders have direct eects on the actual error of
nite element solutions.
It is noteworthy that the errors drop with increasing non-uniformity on the spher-
ical mesh. This is due to the p enrichment being more ecient than h renement,
which has been shown in previous analyses, thus the more higher order elements
and wider range of p order, the more accurate and stable the resulting solution.
In future work, on account of the pollution eect, wave propagation direction and
computational domain size for the design of error estimator (relevantly dierent
weights) would be compulsory.
Albeit the a priori error estimator for H1 relative error is not shown here, similar
results have been observed for the performance of the estimator with H1 error. The
only dierence is that the H1 relative error estimator tends to be pessimistic on the
predened error level.
7.4.3 Eciency Analysis on Adaptivity Schemes
In the following numerical tests, we have assessed pure uniform h renement
(p=2), uniform p enrichment and the error oriented p adaptivity algorithm, whilst
xing the mesh resolution in descending order as: [8.6820, 5.7880, 5.2092, 4.9612,
4.3410, 3.4728, 3.0387, 2.7782] (! = [2; 6; 10; 14; 20; 30; 40; 50]) based on Eqn. (5.19)
by varying hmax and f for uniform h and p adaptivities respectively. hmax denotes
the maximum element size in the mesh. As for the automatic p adaptivity, we
replace p in Eqn. (5.19) by the average of summation of p orders over the whole
computational domain.
The relative error in the H1 norm, computational time, number of DOFs and
total memory consumed by the program against resolution  are plotted in Figure
7.22. To be concise, the analysis of CPU time, number of non-zero entries, etc are
omitted here. From both Figures, automatic p adaptivity asymptotically delivers
the lowest error with decreasing resolution, and its eciency has been guaranteed by
less memory occupied compared to h adaptivity in the asymptotic region. However,
it requires more memory than uniform p adaptivity in general, since it allocates
more higher order elements based on the need of a priori local error estimator.
Overall, automatic p adaptivity with a partly rened mesh (also called agging
strategy [15]) are more stable than other adaptivity schemes due to its resilience of
predened error level. This fact can be observed from the plateau area of relative
error (red solid line) in Figure 7.22 (a). This approach will be even more valuable
in high frequency sweep problems.
7.4.4 Domain Length Analysis
To this end, we will now consider the performance of the proposed error estimator
under accumulated domain length dependent dispersion eects by increasing the























































































































(d) Total number of DOFs versus 
Figure 7.22: Automatic p adaptivity versus uniform h & p adaptivity based on mesh
resolution l, impinging sound hard sphere benchmark problem, a = 0:5 and r = 4
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It should be noted that the current development of an a priori error estimator
has not yet included the pollution eect in a local sense. This test is carried out
for frequencies varied from ! = 1 to 70. A similar mesh is created as of that
in Figure 7.11, being partly rened along the propagation direction (1; 0; 0). The
diameter of the domain is also progressively increased from 2 to 24. The maximum
number of elements and mesh resolution are 8477 and  = 2:7121 respectively
for the maximum frequency ! = 70 and p = 8. A direct measure of maximum
and minimum k allowed for these meshes are formulated from Eqn. (5.19) as 2p
hD
(in case pmax = 8), such that maximum and minimum resolvable frequencies are
!max = 63:1872 and !min = 16:2724 for meshes with dierent densities (12 meshes
in total). The four distinctive sample frequencies ! are 5; 30; 50 and 70, which are
chosen to demonstrate the domain length analysis.
Figure 7.23 shows the evolution of actual relative error in L2 andH
1 norm against
increasing domain lengths. As expected, the global error increases moderately with
increased domain length for both norms in high frequencies (! = 50, 70). This is
directly due to the deteriorating eect of the pollution error.


























(a) ! = 5


























(b) ! = 30


























(c) ! = 50


























(d) ! = 70
Figure 7.23: Global relative error in L2 (blue line) and H
1 (green line) norm as a
function of radius r (a = 0.5) for various ! with predened error level 0:5% (dense),
the exact value of 0:5% is denoted by the black dashed line
In case of Figure 7.23 (a) and (b), the error exceeds the predened error level
in the pre-asymptotic range as the order assigned to each element is linear due to
the insensitive kh value. All other relative errors with higher frequencies are under
control via the a priori error estimator except for high frequency (!  60), where
the mesh limitation is exceeded, and the error estimator fails. It is a well known
fact that the higher order elements can minimise the dispersion eect globally when
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compared to the lower order elements [123], and it is exactly what we observe from
the error plots with increasing frequency. The polynomial orders distributed among
all elements are increased with increasing domain length. Hence, the actual relative
error tends to remain in the same level with vastly enlarged domain length but
tends to become smaller with largely increased frequency.
To summarise, although the a priori error estimator does not account for the
pollution eect, it is sucient to control the pollution error within the frequency
limitation through the usage of hierarchical Lobatto shape functions and the Duy
transformation integration technique. In book [28], the authors stated that error
indicators do not approximate the magnitude of the actual error, but only indicate
where the error is large or small on the computational domain. However, this is
not true for the presented a priori error estimator. The proposed a priori error
estimator has the ability to approximate the exact error within certain accuracy
and indicates the elements that need to be rened. Thus, it is an estimator and
indicator. In case of the a priori error estimator, the error tolerance can be adjusted
and the renement criterions are explicit. Ultimately, the features of the proposed






1. p orders of each elements ei
And the merits as well as weakness of the a priori error estimator are outlined
as:
 Merits:
1. objective (goal) oriented and accurate
2. error tolerance can be adjusted
3. error estimator provided upper and lower bounds of actual error
4. error estimator facilitates a natural adaptivity algorithm
5. error estimator can be applied to any solution eld
6. cheap
7. robust
8. applicable to any acoustic problems
 Defects:
1. heuristic denition
2. not general / acoustic problem tailored
149
7.5 Discussion and Conclusion
In this chapter, an automatic p adaptivity scheme based on heuristic assump-
tions was implemented with an a priori error estimator to achieve a non-uniform
local p enrichment with an unstructured coarse mesh. The proposed a priori er-
ror estimator was rst introduced in article [72] and tested on a two-dimensional
rectangular wave guide problems. It is rather remarkable that the simplied 1D
version of the higher dimensional elements can handle the actual error suciently
with various range of frequencies.
The two estimators introduced by Ainsworth and Babuska are problem and
frequency dependent, thereby strongly rely on the empirical constants chosen. Thus,
it is not robust and scalable in the sense that a good error estimator should be.
However, they can serve as an upper or lower (conservative) bound to adjust any
existing error estimators.
We have not only demonstrated the eciency and accuracy of a proposed a priori
error estimator within a three-dimensional spherical domain benchmark problem,
but also proved how the partly rened mesh along the propagation direction and
automatic non-uniform p adaptivity together can eectively control the dispersion
eect accumulated over large distances. Its performance under heavy dispersion ef-
fects is assessed. It is evident that a priori error estimator can control the pollution
error within predened frequency level, but it unables to eliminate the pollution er-
ror. The performance of the proposed a priori error estimator is also investigated
with measurements such as relative error, eectivity index, run time, frequency
changes, computational memory, mesh density, and the variation of characteristic
lengths, etc. The robustness and stability of the estimator has been veried by a
guaranteed upper and lower bounds over a wide range of frequencies. Finally, the
automatic p adaptivity scheme developed based on the a priori error estimator is
compared with uniform h and p adaptivities by solving acoustic problems with var-
ious frequencies, where the mesh resolution is xed in range. The results suggested
that automatic p adaptivity outperforms uniform h and p adaptivities in the sense
of eciency and accuracy. And last but not the least, the automatic p adaptivity
scheme is shown to be far more suitable with low mesh resolution (coarse mesh)
than the application of plain h and p adaptivities. This fact is particularly benecial
in the case of high frequency sweep acoustic problems.
The major defect of the a priori error estimator is that it does not include the
pollution error in its framework, an additional criterion might be provided as a
measure of the pollution error inside each element and taken into account with the
kh value. Alternatively, additional weight functions applied on input parameters
k and h might improve the accuracy of the error estimator. On the other hand, it
is possible to evaluate the dispersion eect as a function of the propagation domain
length as well as direction for a specic problem, considering there is strong positive
relationship between the propagation distance and pollution error.
Another possible direction of study is that of the investigation of the behaviour
of the hierarchical p adaptivity scheme with order greater than 10, in which the
robustness and eciency of the scheme with a higher frequency limit needs to be
conrmed. Does the scheme maintain its good conditioning with extreme higher
orders? In addition, the performance of the hierarchical p adaptivity scheme to-
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gether with the Duy transformation applied on acoustic problems with singularity
points are worth investigating as well.
Considering the choice of approximation example for constructing the a priori
error estimator, a two-dimensional a priori error estimator with a hard-coded table
might provide a marked dierence on the accuracy of error estimation. For example,
an analytical problem is solved on the surface of a 3D element might be more
realistic than a solution on an edge. Moreover, problem dependent low dimensional
test examples can be specied before the error calculation process, e.g. with an
analytical solution analogous to 3D problem. We also need to pay more attention
to the discrepancy between pollution error and the numerical error (interpolation
error), it is an important fact that the dierence between the interpolation solution
and the nite element solution with the same order p is closely related to the plain
pollution error that appears as phase shifting [123].
In detailed exposition of future studies, a preliminary investigation result sug-
gests that the Rayleigh wave propagating on a SAW device medium can be regard
as a plane wave problem [291], which can be resolved with the time dependant
Helmholtz equation through Fourier transformation techniques. In a detailed pro-
cedure, arbitrary signals can be applied on the medium and analysis can be done in
either frequency or time domain. Moreover, Reynolds' stress can be retrieved from
the acoustic velocity by taking the average gradient of the acoustic potential mul-
tiplied by the density. In the next chapter, a practical problem of high frequency
SAW impinging on a semi-spherical droplet in micro-scale level will be presented.
151
Chapter 8
Acoustic Application of SAW
Propagating on LiNbO3 Substrate
8.1 Introduction
In the preceding chapters, a time dependent acoustic solver is built, and its
eciency and accuracy are tested with benchmark problems solved in frequency
domain. The time dependant wave equation can be resolved within the frequency
domain and easily transferred back to time domain through the use of Fourier trans-
formations. In this chapter, the proposed method is used to predict the acoustic
phenomenon in microuidic applications with high frequency SAW.
The numerical study of a micro-droplet actuated by surface acoustic waves
(SAW) generated by interdigital transducer (IDT) from an applied oscillating volt-
age can inform two separate areas of interest: the acoustic pressure distribution and
the acoustic driven uid streaming inside droplet [274]. The relationship between
these two physical elds is generally unknown. Furthermore, the incommensurable
time scales between the sound propagating on a solid and propagating in a uid are
of practical importance. In order to have a complete understanding of the physical
phenomenon behind the uid motions inside a droplet cavity, both of the research
directions are of importance.
Rheological properties of droplets, studying the acoustic streaming inside a
droplet, was rst investigated by Shiokawa et al. [291] in 1989 to the best of
the author's knowledge. The jetting, atomisation and displacement of droplets are
obtained by applying SAW at 50 MHz [291, 292]. In their assumptions, the inter-
nal reections of waves inside a droplet are neglected and simplied to an incident
wave eld. In what follows, the Nyborg's streaming theory was used to provide a
driving force for acoustic streaming to happen. Numerical results of the uid eld
are calculated in order to quantitatively compare with experimental results [17].
Much of the following research that has since been conducted has been based on
the hypothesis developed by Shiokawa and his co-authors [134, 16, 19, 284].
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On the acoustic side of studies, Koster et al. [197] solved acoustic problems for
micro sessile droplets under a single frequency. In this study the radius of semicir-
cular water droplets was xed to 0.25 mm. The authors pay more attentions to the
development of numerical methods rather than explaining the physical phenomena
behind the numerical model.
In spite of Shiokawa's frameworks, Brunet et al. [87] have simulated micro-
droplets actuated by 20.375MHz single frequency SAW. Their numerical result
shows a chaotic structure when the droplet material is water. The two dimensional
acoustic pressure eld was calculated within a micro-drop with various dynamic
viscosities. The numerical results were also compared with experimental results in
their studies. In their conclusion, they argued that the acoustic radiation pressure
causes free-surface oscillations, while the internal ow of droplet is mainly driven
by acoustic streaming eects. However, there are experimental results from various
sources which do not support this hypothesis [292, 270]. The acoustic radiation
pressure is the source of acoustic streaming as well.
In the article [196], a two dimensional SAW application under a single frequency
is presented with rectangular and semi-spherical domains. The proposed model con-
sidered dimensionless free capillary boundary as boundary conditions. But the ap-
plied method is computationally expensive and limited to 2D. Numerical simulation
results suggested that the acoustic pressure and streaming elds are non-symmetric
inside the droplet cavity.
In 2011, a uid-solid coupling problem was solved, continuity of velocity eld is
enforced on the solid-uid interface. The acoustic eld has been calculated inside a
micro-liquid with a xed frequency of 20MHz SAW, such that three time harmonic
Helmholtz equations were solved during the process. The results are limited to a
single frequency within an non-practical geometric shape (an idealized rectangular
domain) in two dimensions. On the other hand, the exponential decay of LSAWs
are attenuated in the positive x direction and perpendicular to the droplet at the
point of incidence. As expected, the damping of viscosity is not visible due to the
small scale of the droplet characteristic length compared to the wavelength [320].
In 2013, a micro-drop and substrate subject to relatively low frequency of 3:5
MHz SAW, was simulated using the nite element method [260]. In this study,
the transmitted waves circulating around the interface near the contact line of the
droplet are revealed, which are identied as Stoneley waves. The propagation path
of Stoneley waves is highly dependent on the dierence between material properties
of sessile droplets and substrate interfaces, which may either be approximated as
hard or soft BCs on the interface in dierent situations. The complex structures
of acoustic pressures inside a droplet are far more complicated than Shiokawa's
assumptions. The acoustic streaming in the circumferential direction might be in-
duced by Stoneley waves circling around the contact line of the droplet. Recently,
Riaud et al not only simulated the acoustic eld in a micro-drop, but also coupled
the Navier-Stokes equations to derive the ow pattern by input acoustic radiation
pressure (Reynolds' stress) as a nonlinear average driving body force for acous-
tic streaming [274]. Accordingly, a two-dimensional simulation of a sessile droplet
subject to a 20 MHz SAW is presented, where the relationship between wave atten-
uation and acoustic ow pattern inside the droplet is investigated. Subsequently,
the authors also singled out the importance of the forcing term act as momentum
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source points to generate the ow and streaming. If the force terms are imbalanced
inside the droplet cavity, the ow will subsequently be pushed away from the side
with strong forces towards the weak side.
8.2 Closed Form of Rayleigh Wave
The propagation of surface acoustic waves in any medium has been thoroughly
studied for many years, while the waves transmitted between two dierent materials
have been under sustained development over the past decade [278]. The applica-
tion of SAW propagating into microudic droplets is now discussed based on the
prescribed acoustic solver and boundary conditions. In this physical problem, we
distinguish three time scales:
1). the fast (s) microsecond time scale of Rayleigh waves on the solid surface
beneath the droplet,
2). medium (s-ms) millisecond time scale of acoustic wave in uid droplet, and
3). slow (ms-s) time scale of capillary wave propagation on uid-air surface.
As shown in Figure 1.3 and 8.2, the need of an ecient p adaptivity scheme is of
the utmost importance for waves in the fast time scale propagating along the solid
surface.
Figure 8.1: Snapshot of Rayleigh wave propagating on the surface of elastic body,
wave amplitudes decay both horizontally and vertically [238]
Figure 8.2: SAW actuation of a droplet in 2D view
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A closed form of the acoustic potential of Rayleigh waves is derived from the an-
alytical solution of the wave equations with specic boundary conditions [153, 320].
Rayleigh waves are a specic type of surface acoustic waves which describe the sur-
face acoustic motion that was theoretically proposed by Lord Rayleigh's pioneering
work in 1887. Rayleigh waves propagate along a free surface and its amplitude
decays exponentially away from the surface [126], while the wave particle motion
is in the opposite direction of the wave propagation. Thereby it forms an ellipti-
cal displacement at any depth as depicted in Figure 8.1. Rayleigh wave consists
of two types of SAWs propagating on the piezoelectric surface. Their potentials
are: longitudinal (compressional) wave ' and transverse (shear) wave (0;  ; 0), in
this case merely the compressional waves are considered to be propagated into the
uid [17, 89, 269]. Primarily, Rayleigh wave is generated by applying an alternating
electric eld through coupled with interdigitated transducers (IDTs) on a piezoelec-
tric substrate [279]. We will omit the cumbersome derivations here for the sake of
brevity. Thus, the potentials of Rayleigh waves are:
' = F (y)eikdr (8.1a)
 = G(y)eikdr (8.1b)
which the functions F (y) and G(y) expressed as:




for attenuation coecients, the analytical forms are:
q2 = k2   k2 cs
cl
> 0 (8.3a)
s2 = k2   k2 cs
ct
> 0 (8.3b)
where k = !
cs
, and cs is the phase velocity (speed) of Rayleigh wave propagating
in solid (cs = cL for leaky Rayleigh wave). In addition, cl and ct denote the speed
of longitudinal and transverse waves propagating on solid surface respectively. In-
tuitively speaking, the amplitude of Rayleigh SAW is mitigated with depth and
increasing frequency.
8.2.1 Leaky Rayleigh Wave Boundary Conditions
As illustrated in Figure 8.2, when a SAW passes beneath the droplet, it leaks
energy into the droplet, this phenomenon is called the leaky SAW [17, 99]. To
be more precise, merely the longitudinal waves propagate into the micro-droplet,
with a complex wavenumber kL = k + iki and speed cL. The motion of particles
that collectively form the Rayleigh wave is composed of components parallel and
perpendicular to the substrate surface, since the particle motion of Rayleigh wave
underneath the droplet is partially parallel to the substrate surface and partially
perpendicular to it.
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The compressional component (parallel) emits energy into the uid medium,
whilst the tangential component (perpendicular) couples to the adjacent micro-uid
via the liquid viscosity and results in frictional loss such that both mechanisms
contribute to the attenuation of Rayleigh wave propagation. The compressional
wave is also named the longitudinal wave, and the tangential wave is called the
transverse wave.
Owing to the large dierence in the density of the liquid droplet, which is smaller
than the density of the solid substrate, the speed of sound in the droplet is lower
than that of the substrate. Where the droplet is water and the substrate is LiNbO3,
the speed of sound in the droplet is approximately 2.6 times slower than in the
substrate. Thereby, the simple form proposed for the acoustic admittance coecient
is employed to represent the energy loss with transmitted and reected waves. In





, named after the specic dimensionless admittance coecient [88].
The leaky SAW forms a Rayleigh angle R = arcsin(
cf
cs
) < 1 with the horizontal
axis [129], and can be applied as in [285], such that the longitudinal part of the SAW
is propagating along the X axis and forms an angle with Y-Z plane. In addition, cf
is the speed of wave inside the uid. The Rayleigh angle is approximated as 22:05
degrees for a water drop sitting on a 128o Y-X cut LiNbO3 substrate (s) [188]
and nearly normal to the surface if the liquid is gas. The complex wave number
is dened as in literature [274, 18, 188] for ki = , where  is the attenuation















t also denotes as attenuation coecient of SAW caused by force of viscous frictions,
where f = b =
4
3
 + 0 is the function of dynamic and bulk viscosity of droplet
[170]. On the other hand, in [320] and [282], the measure of leaky SAW (LSAW)
number ki = 2768m
 1 is provided for substrate made of Y-X LiNbO3. In theory,
the amplitude of an LSAW will attenuate exponentially from its original value over
a distance of a few wavelengths from the point where energy is emitted into the
uid [129]. The speed of waves:
cl =
s








where la me is the Lame constant of the medium, and shear is the shear modulus
corresponding to the dynamic viscosity in the case of a liquid [262]. For a volt-
age signal produced by an interdigital transducer (IDT) with a frequency of 10
MHz; l = 199:5968=m and t = 0:1470=m are calculated respectively [246]. In
many studies, the attenuation of transverse waves are typically neglected due to
l  t in comparison with the compressional waves [129, 27].
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The simulated actuation of a droplet can be achieved by the application of
two forms of SAW, spherical and plane waves, that can be freely selected by the
user. The appropriate BCs are mandatory on the surface of the droplet in order to
represent the material properties of interfaces that waves are passing through, such
as surface adjacency to solid substrate, and surface adjacency to air. Ideally, the
attenuation length is several times larger than the droplet size in order to reect
the diractions inside the droplet cavity.
As depicted in Figure 8.2, the system of SAW actuation of a droplet in 2D
is shown. The propagation of the Longitudinal part of the Rayleigh wave, with
direction angle R diracted into the uid is imposed as a Neumann boundary
condition in [240]. Furthermore, a hard boundary condition is employed on the
interface of liquid/air in article [87], which contradicts the pressure free assumption
used in numerical experiments in [260]. In the current numerical example, we rst
imposed the hard boundary condition on the surface  2, the interface between water
and air of the droplet since air  1:225 water  998:2kgm 3 [88, 165], then the
mixed boundary condition in order to clarify the dierence . However, the eects of
soft and hard BCs applied on droplet/substrate interface have been examined and
discussed in [260]. The incident waves will be free from energy loss (without any
scattering) if the two materials have exactly the same impedances. Ultimately, we
have the following BCs applied on  1 and  2.
In the current conguration, we set the droplet/ambient boundary  1 to absorb
BC and hard BC respectively. Then apply the mixed BC on droplet/substrate
interface  2.
8.2.2 Transmitted Waves
In the physical problem of acoustic actuation of a droplet, the general setup for
Rayleigh SAW incident on the bottom interface of the droplet separates the two
half spaces with dierent admittances. And what is more, the waves exit from the
top interface into air as well as reected from the droplet surface. The transmitted





in [111, 287] and [263]. Y is the impedance coecient as mentioned earlier. The
unit of transmission and reection coecients is MRayl, which is equivalent to
1e+ 6 kg

















in which  !T 1LSAW denotes the amount of transmitted pressure of LSAW into
uids through layer  1. Where LSAW is the longitudinal part of Rayleigh SAW
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with complex wave number and form a Rayleigh angle R. The Rayleigh angle is
also known as the refraction angle that obeys the Snellius-Descartes law [87]. The
derivation process of a system of linear equations is prescribed in Eqn. (5.44), which
will not be addressed here for brevity.
As depicted in Figure 8.3, the leaky Rayleigh waves with wavelength R formed
an angle  with vertical axis whilst propagating beneath the droplet. And the
longitudinal part of Rayleigh wave emanated into liquid with wavelength f . The
amplitude of the SAW subject to direct eect of RF electrical signal power is care-
fully chosen based on the literature.
Figure 8.3: Diagram of Rayleigh angle formed between wave propagating through
solid-uid layer [153]
8.2.3 Acoustic Stress and Forces
8.2.3.1 Time Averaged Reynolds' Stress
The frequency domain of wave equation through Fourier transformation is the
Helmholtz equation that describes the acoustic pressure and particle velocity elds
in any medium. Thanks to the time dependant acoustic velocity vector, one of the
important concepts of energy is the mean value of the below quantity associated
with the theory of turbulence. It was introduced by Reynolds in 1895 for the rst
time [273],
Rij = vivj (8.10)
is the \uctuating Reynolds stress" tensor from acoustic equation in tensor notation
(Einstein notation), also named momentum ux. It describes the amount of pseudo-
momentum (mass ux vector vj per unit volume) across the unit area in the xi
direction, which can be employed as a Neumann boundary condition for the uid
mechanical equations such as Euler equation and Navier-Stokes equation. Notation
vi is the velocity vector component in the ith direction, such that notation r 
[x1; x2; x3]  [x; y; z] is used for sux i and j to represents the Cartesian coordinates
[210]. In addition, v = viei = v1e1+ v2e2+ v3e3 is dened, such that ei is the basis
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vector. In recent publications [215] and [216], the stress components were studied
in depth with the theory of waves in uids. For instance, if i = j = 3, then the
Reynolds' stress tensor is expressed in matrix form as:
R3X3 =





the component v1v3  @@x @@z , where  is the acoustic potential.
In [219], Lighthiill proved that the energy per unit volume of a sound eld in a
uid medium generated by ow motion is
Sij = vivj + pij   a20ij (8.12)
where  is the total density (ij is the density variation, ij is the Kronecker delta
function), vi is the particle velocity, pij is the compressive stress tensor in Einstein
notation, and a0 is the velocity of sound outside the ow. The Eqn. (8.12) can be
approximated to 0vivj in the absence of hydrostatic pressure and viscous stress.
Since the dissipation of acoustic energy into heat due to the contribution of viscosity
is very slow [219], merely half of the acoustic energy was lost in the atmosphere
during the rst mile of propagation process with frequency 4kc=s (kilocycles per
second) of the top note of pianoforte, the viscous term to the above equation could
be neglected in micro-scale for simplicity. In addition, the last term can be omitted
if the temperature dierences are not of concern [217].
As previously mentioned, vivj is also presented as the `momentum ux tensor'
since it represents the rate of momentum in the vi direction across the unit surface
in the direction of velocity vj. In other words, in 3D, there is a force equal to inward





According to the Eqn. (4) in [219], the Eqn. (8.12), Eqn. (8.13) can be written as





Here, FRj denotes the net rate of change of xj momentum per unit volume due
to a mean ow of such momentum per unit area in the xi direction. The above
equation referred to `Reynolds' force' where the bar above denotes the mean value
of the uctuating `Reynolds stress' over a wave period and the repeated sux i are
summation of [1; 2; 3] [273, 54]. This force FRj is able to generate a steady streaming
motion of uid.
According to reference [17], the nonlinear acoustic streaming force components
FRj and Rij can be calculated once the wave particle velocity is known. Conse-
quently, the pattern of acoustic streaming inside any liquid is forced by the mean
value of the acoustic momentum ux can be simulated [216]. The droplet on sub-
strate could be moved in the propagation direction by the SAW under the condition
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of relative small volume of liquid and certain level of acoustic power [291]. The cur-
rent development follows the steps of Vanneste & Buhler in [320] and Eckart in
[139], the Reynolds' stress is thus formally dened in its matrix form as:
Rij = vivj =  < vivj > (8.15)
with time average over a full oscillation period of tensor products of the velocities.
8.2.3.2 Acoustic Radiation Stress
In many publications, it is argued that the acoustic force derived from the time
averaged acoustic stresses can be exploited as a driving force to move the uid
particles and change the motion of the uid parcel, these forces are calculated based
on a previous solution obtained by resolving the acoustic problem in a computational
domain. The studies can be traced back to 1994 in [127] from King's results. Further
development and application has been proved by Gorkov, such that a small particle
is moved by the acoustic forces in an ideal uid [161]. Despite Reynolds' stress,
Bruus introduced a novel second-order stress term that neglected the thermo-viscous
eects as:
r =   1
2c2
< p2 > +

2
<    > (8.16)
where the average over vi  vj can be decomposed into time integration over the
signal duration T , it is named as acoustic radiation stress in [289] and static acoustic
pressure in [332].
The acoustic radiation pressure is a second order eect that is exerted from the
acoustic waves. It is a unidirectional force / pressure acting on the external surface
of the body [160]. The acoustic streaming phenomena, movement and deformation
of micro uid particles subject to acoustic radiation pressure are well studied in the
literature [289, 187, 239, 194, 160]. For instance, numerical analysis can be done
on the deformation of a spherical body due to acoustic power by solving acoustic
impinging sphere problem in advance, then input the stress terms calculated from
acoustic potential into mechanics equation for solid. Thus, we employed the method
proposed by Sankaranarayanan in [283] to include both the time harmonic part and
varying part of the velocities, which the later caused acoustic streaming inside the
uid. Consequently, if the time period T is relatively large enough, the eect of the
time harmonic part can be reduced to zero, merely the unsteady part is left in the
equation. In Eqn. (8.16), the mean of velocity is taken by the average value over







for i = 1; 2; and 3, which integral can be approximated by Trapezoidal rule over a
chosen time period. The Trapezoidal rule for velocity is described as:Z tn
t0
v(t)dt  tn   t0
2N
(v(t0) + 2v(t1) + 2v(t2) + : : :+ 2v(tN 1) + v(tN)) (8.18)
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The pseudo-momentum introduced in this section would be sucient to provide
a driving force to move the molecules inside a uid, or even as a surface acoustic
force incident on the droplet sitting on a substrate [136]. For the sake of brevity,
the detailed derivation of acoustic radiation pressure will not be addressed in this
article, which can be found in [289] for reference.
8.3 Numerical Experiments Setup
8.3.1 Description of the Problem
The bulk waves inside sessile droplet stimulated by SAW must be throughly
studied, in order to aid the ecient design and manipulation of SAW device for
Lab-on-chip system. The 3D droplet numerical model has been built with various
boundary material properties and parameters, such that the application is resolved
with both monochromatic and polychromatic waves accordingly. The same proce-
dures are performed as in Chapter 5, such that the pre-conditioner and solver are
chosen to be the most amenable combination for the acoustic problems.
Prior to the calculation, our model geometry and input parameters came from
the experiment conducted by Bioelectronics group at the University of Glasgow, the
video of a micro-droplet actuation by a periodic sinusoidal voltage wave is captured
by a high-speed camera with 250,000 fps sample rate, a total time period of 100
seconds are recorded. In Graph 8.5, the sinusoidal input signal and the micro-
droplet actuated by the former is shown. The two cycles sine wave with frequency
in MHz range and lasting a few micro seconds are generated by a digital transducer.
The short period of the wave pulse circumvents the heat conduction in the system.
Figure 8.4 shows the dierent positions of a droplet placed on a LiNbO3 substrate,
which decides the streaming pattern and direction of acoustic waves inside the
uid. The experiments have been conducted in [18] where dierent volumes of
water droplets under SAW are studied. In this work, an Eulerian formulation is
adopted (there is no distortion of mesh, opposite to the Lagrange formulation), the
RF powers are set to relevantly low, such that no apparent deformation of droplet
can be visualised [17]. Thus the destabilization around the free surface is avoided.
A similar experimental set up has been conducted in the literature [270, 225, 271,
258, 76, 331]. There are many attempts on computing the acoustic elds stimulated
by dissipated LSAW energy propagating through micro-droplet [274, 188]. Though
their problems are limited in two dimensions, the numerical results rmly supported
the observation from experiments such that the circulation and streaming of ener-
gies inside droplet are revealed. However, the axis-symmetric assumption on SAW
beneath the droplet was unable to manipulate the SAW direction generated by the
transducer, which follows a dierent acoustic streaming pattern inside the droplet.
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Figure 8.4: Illustration of droplet positioning on the surface of substrate actuated
by SAW device,(a) symmetrically, (b) asymmetrically [17]
(a) input signal, amplitude versus period, s (b) micro-droplet
Figure 8.5: Model setup,(a) input signal of two cycles sine wave, amplitude versus
period, (b) image of micro-droplet sitting on substrate
8.3.2 Travelling Incident Waves
In physics, the category of surface acoustic waves can be classied as progressive
waves and standing waves [245]. Previously, we have demonstrated the accuracy
and eectiveness of our acoustic wave solver. When solving the time-harmonic
Helmholtz equation, we obtain standing waves and a steady state solution. In this
situation, the dierence in phase velocity between Rayleigh waves propagating on
the substrate and incident into the droplet cavity is not taken into account.
In microuidic applications, the density between the solid substrate and liquid
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droplet are dierent, such that s 6= f . Consequently, in the solid substrate we
observe the propagation of monochromatic standing waves.
Since the speed of the incoming wave in the solid and the speed of a wave in
the uid are dierent, the wave propagating in the droplet is progressive. It is a
superposition of waves of dierent frequencies, phases and amplitudes. Notably,
when waves of dierent frequencies interfere, they generate a beating phenomenon,
which may be of fundamental importance for an explanation of capillary waves
observed on the surface of microuidic droplets. The problem of the propagation
of polychromatic waves was solved in the frequency domain and space domain,
by applying the Helmholtz equation for every harmonic wave in truncated Fourier
transform. The detailed implementation of the polychromatic wave solver has been
explained thoroughly in chapter 5.
The beating phenomenon occurs when two or more waves travel on a medium
with slightly dierent frequencies, then an interference pattern of wave packets is
formed called the beating phenomenon. In case of the beating phenomenon, the
outgoing and incoming parts of the periodic progressive wave are neither completely
in phase nor out of phase. Alternatively, the waves do not require to travel in
opposite directions for the beating phenomenon to occur, two waves travelling in the
same direction with slightly dierent phase and frequency could form a succession
of progressive waves as well [209]. In the current numerical analysis for droplet
application, we take into account that the progressive wave is propagating in a uid
and form a beating phenomenon, hence, we will observe a signicant dierence
in results between the polychromatic wave solution and a monochromatic wave
solution. As a result of the beating phenomenon, we can state by hypothesis that
capillary waves are created on the droplet surface.
In conclusion, the use of a polychromatic wave solver to simulate the actuation of
a droplet by a leaky Rayleigh SAW, rather than a monochromatic solver, would be
more physically accurate, since the propagation of the leaky Rayleigh SAW on the
interface is also considered. However, the speed and shape of the refracted waves
inside the droplet cavity depend on the properties of the droplet. Since the acoustic
pressure distribution is dependent upon the reections from both interfaces ( 1,
 2), as well as diracted waves inside the droplet cavity, the solution has a certain
level of complexity. In essence, the merits of a polychromatic solver allows us to
solve the Helmholtz problems instead of a coupled time dependant large acoustic
problem with discontinuities across the droplet / substrate interface.
Figures 8.6 and 8.7 refer to the dierent behaviours between standing waves and
progressive waves in both space and time. The dierences in phase and time between
each wave are revealed. Firstly, Figure 8.6 depicts a standing wave travelling (as
a function of position) in space. In the assumption of time harmonic waves, the
incident wave function and radiation wave function contain two parts, the incoming
wave and outgoing wave. The red and black solid lines in the Figure indicate
that the incoming and outgoing waves are completely out of phase when the waves
coincide at the anti-nodes (particles) over suciently one period of time T . The
two travelling waves have the same wave period and frequencies. In other words,
the position of the maxima and minimum of two waves match exactly over time.
If we move our attention to the second set of Figures 8.7, waves in space and
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time are shown. The distance traveled with time is csT , where cs is the speed of
the wave travelling in medium s, and T is the period (the time for wave particle
to complete one cycle). As shown in 8.7 (a), the standing wave does not have an
onward motion in the domain. The waves between each period are identical. That
means in one period of time, the particle of waves complete one cycle (complete up
and down motion) exactly. Consequently, standing waves do not transport energy
in any direction. The wave potential function (r; t) = (r)f(t) is dependent on
the coordinate vector (position changes) and the passed time. The function (r)
describes the amplitude distribution of the harmonic vibration in space. f(t) is the
specic time dependent function. The amplitude increases and decreases with time
by the same function f(t). In contrast, the progressive wave in 8.7 (b) is moving
through both space and time. Although represented as a sinusoidal wave, it could
in general be the superposition of multiple waves as stated in previous context. In
one period of time, the particle of waves can complete multiple cycles. In Figure 8.7
(c), The wave potential function is expressed as (r; t) =
P1
n=0n(r)fn(t) . The
amplitude of the progressive wave in 8.7 (c) is attenuated with distance traveled in
space. As stated in Eqn. (8.4), the magnitude of attenuation might depend on the
property of the medium, the frequency of the wave and the spatial coordinates.
Figure 8.6: Standing incident wave prole for monochromatic wave acoustic solver.
The wave prole is moving up and down completely in one period of time [66].
Outgoing waves: in red solid line, incoming waves: in dark solid line. Pink dot:
anti-node, navy dot: node
In the following contexts, the density of liquid is set to f = 998kg=m
3, it
serves to compute the pressure of acoustic wave by Eqn. (2.21). Further to that,
s = 4650kg=m
3. We then set the simulation time to T = 1
f
s which is exactly the
time required to complete the input signal with given frequency. Each time step is:
t = T
N
s, where N is the discretized number of time steps.
The other setup parameters for our analysis are assuming a room temperature
of approximately 20C, the speed of the Rayleigh SAW is described as cs = 4000m=s
in the solid substrate and cf = 1500m=s in the micro-droplet, while the frequency
of the SAW from experimental devices are 4MHz, 10MHz and 20MHz respectively
with an RF power of 200 mW [91]. The droplet has a hemispherical shape with
some contact angle of 90 degree for simplicity. The heat energy induced by acoustic
dissipation inside the droplet will be omitted since the concentration process is not
aected by the bounded rising temperature in experiments [257]. The complete set
of parameters adopted in the following numerical examples are listed in Table 8.1
below.
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Figure 8.7: Illustration of waves in space and time. (a) standing wave (b) progressive
wave (c) attenuated progressive wave. Pink dot: anti-node, navy dot: node. T
denotes one period of time
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Table 8.1: Properties and parameters of water droplet sitting on an LiNbO3 stim-
ulated by SAW for numerical experiment and simulation
f (MHz) R (m) k  (m 1) l  (m 1) s 
4 MHz 0:001 6283 79:8387 0:0670772
10 MHz 0:0004 15708 199:5968 0:265146
20 MHz 0:0002 31416 399:1935 0:749946
8.3.3 Mesh Generation
The development of boundary renement methods to capture the mesh geom-
etry remains a challenging research area nowadays. There are many approaches
such as NURBS, T-spline [293, 290], and curvilinear meshes [315], which are be-
yond the scope of this article. Here we use the ten-nodes tetrahedron (curvilinear
tetrahedrons) in mesh generator to represent our geometry with smooth bound-
aries (additional nodes on each edges) [220]. However, the curvilinear tetrahedrons
are projected into tetrahedrons with arbitrary and heterogeneous order of hierar-
chical Legendre polynomials in MoFEM. In fact, the hierarchical polynomials can
be applied on the tetrahedrons without adding additional nodes. With regard to
the current computational resources (memory, cores), hierarchical Lobatto basis of
order 8 is the highest order feasible at the time of writing.
10 nodes tetrahedron 2nd order Hierarchical Legendre polynomial
Figure 8.8: Example of curvilinear tetrahedrons with arbitrary and heterogeneous
polynomial orders, the curvilinear tetrahedron is projected into hierarchical higher
order tetrahedron
In Figure 8.9, the example of hemispherical droplet geometry is shown. From
the previous numerical analysis in Chapter 7, we acknowledge that the local error
has the tendency to increase along the direction of propagation. Alternatively, the
propagation speed of acoustic waves on the surface of the substrate is much faster
than the wave speed inside the droplet. Consequently, the mesh is partly rened
along the central line of bottom surface  2, where the SAW is propagating with
cs = 4000m=s, especially along the propagation direction of waves shown in Figure
8.9. But the mesh remains a relatively coarse mesh in the interior of the droplet.
The diameter of the droplet from meshes in Figure 8.9 is chosen to be 4.2 mm
(radius = 2.1 mm), which is approximately 21 times that of the smallest R = 200
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a) b)
Figure 8.9: Example of the meshes presented for droplet application, frequency
range from 4MHz to 20MHz.(a) droplet geometry with 19473 elements, height =
radius = 0.0021 m, f = 4, 10, 20 MHz. (b) droplet geometry with 17480 elements,
height = 0.0014 m, radius = 0.0021 m, f = 10 MHz
m (f = 20MHz). The Rayleigh wavelength R is the wavelength on the substrate.
In the following sections, we will use mesh 8.9 a) with f = 4, 10, 20 MHz respectively,
and mesh 8.9 b) with 10 MHz.
The mesh resolutions for the current geometry ranges from 0.485 to 3.396 (hmax =
412:2 m). Recall that in Eqn. (7.7), the maximum frequency limitation can
be obtained: fmax = CE
c
hmax
= 19 MHz for a specic accuracy level of at least




= 0:9704 MHz for a mesh resolution condition of 10 DOFs per
wavelength to be fullled. In [72], the author and his coworkers suggest that if
the chosen model characteristic length of the mesh geometry and the minimum
wavelength satisfy the relationship: l  min, then one can say that the geometry
feature is acoustically compact. Otherwise, if l  min, one should rene the mesh
until h l. It is clear that the characteristic length of our geometry is many times
larger than the minimum wavelength. Therefore, theoretically the hmax should be
much smaller than min. In our model geometry setup, the smallest characteristic
length lmin = 2:1 mm for mesh 8.9 (a) which is approximately 5.1 times of hmax. In
[72], hmax is set to be smaller than l by a factor of 96. The ratio between maximum
and minimum element size is 1 : 5:7338.
8.4 Stimulated Droplet Application
8.4.1 Acoustic Application in Spatial Domain with Monochro-
matic Waves
In this section, the numerical simulation of droplet application with monochromatic
waves as input signal is examined, where frequencies are varied from 4MHz to 20
MHz. And the impact of droplet size as well as material coecients are identied.
In Figure 8.10(a) and (b), the micro-droplet siting on a near hydrophobic sub-
strate surface with incident plane and spherical waves propagating on full path
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(Figure 8.4 (a)) are simulated. Figure 8.11(a) is a droplet with cap shape as de-
picted in Figure 8.9 (b) impinged by SAW. Where 8.11 (b) is a droplet sitting on
a near hydrophobic surface with incident plane wave propagating on its side path
as shown in Figure 8.4 (b). Subsequently, in Figure 8.12(a) and (b), hemispherical
droplets sitting on a near hydrophilic surfaces, with an incident plane wave prop-
agating on full path (contact angle  90) are depicted. In addition, in these two
Figures, the attenuation of Rayleigh waves caused by viscosity is set to be water and
25 times stronger than water respectively. Lastly, in Figure 8.13, the micro-droplet
is actuated by a SAW with various frequencies ranging from 4 MHz to 20 MHz,
such that the real acoustic pressure eld is presented at steady state.
First of all, in Figure 8.10(a) and (b), the dierence between the two wave fronts
did not result in distinguished acoustic patterns inside the droplets. Symmetric
acoustic pressure structures are observed in steady state position.
It turns out that the shape dierence of the two droplets in Figure 8.11 aects
the acoustic pressure, as depicted by the chaotic pattern inside 8.11(a). Since the
height of the droplets are 3.5 times (in comparison with 5.3 times in Figure 8.11 (b)
) bigger than the wavelength, the waves were reected (radiation pressure) more
times inside the bulk of shorter drop than the drop with normal height in Figure
8.10(a). The caustics are separated apart from the centre of the droplet in 8.11(a)
which might link the ow pattern to geometrical acoustics. (See Figure 8.14 for
graphical interpretation). In this case, we might expect more jumping and free
surface oscillation motion of the droplet in experiments [87]. On the other hand,
the waves propagating through one side of substrate and leaking energies into the
droplet as shown in Figure 8.4 and 8.11 (b). We can intuitively observe that the
waves are circulating around the edge of the droplet, and the systematic structure of
the acoustic pressure might lead to a mixture of dierent liquids inside the droplet.
Moreover, whispering gallery mode waves are observed in Figure 8.11 (b), the leaky
SAW generated by the IDTs circles around the droplet cavity [167, 231]. The
Rayleigh whispering-gallery wave occurs in concave surfaces on the X-Z plane due
to waves reected from the surrounding boundaries of the droplet [336].
Since the internal acoustic streaming within the droplets is inductively domi-
nated by the energy dissipation caused by the liquid bulk viscosity f and shear
, it tends to be more intense for larger values of viscosities and frequencies. In
contrast, the acoustic radiation pressure is proportional to the energies reached at
the drop/ambient interface. Thus, the greater the viscosity, the less the acoustic
radiation pressure reected from free-surfaces [79]. Consequently, the acoustic eld
inside the uid tends to mimic incident waves with large attenuation. This fact
can be evidenced by Figure 8.12 (b) such that the droplet with attenuation (l)
25 times stronger than water tends to produce recognisable bulk waves reaching
the free-surface. In Figure 8.12 (b), most of the acoustic energy is damped be-
fore reaching the top surface, but the bulk waves climbed through the drop surface
and along the propagation direction of the SAW. Since there is less reections in-
side the droplet, the maximum real pressure is less than in Figure 8.12(a) with a
water droplet. In article [284], the authors revealed the acoustic streaming stimu-
lated a force potential towards the propagation direction inside the droplet at high








Figure 8.10: Micro-droplet actuated by 10 MHz IDTs, steady state real pressure







Figure 8.11: Micro-droplet actuated by 10 MHz IDTs, steady state real pressure
eld. Comparison of droplet shapes, and propagation path.(a) plane wave and cap







Figure 8.12: Micro-droplet actuated by 10 MHz IDTs, steady state real pressure
eld. Comparison of weak and strong attenuations.(a) weak attenuation, water l.







Figure 8.13: Micro-droplet actuated by 4 MHz, 10 MHz, and 20 MHz IDTs, steady
state real pressure eld.(a) 4 MHz SAW, (b) 10 MHz SAW, (c) 20 MHz SAW
172
As displayed in Figure 8.13, when the SAW frequency is increased from 4 MHz to
20 MHz, the droplet cavity has more pronounced chaotic structure (complex stand-
ing wave pattern), which is caused by the multiple reections of waves. The chaotic
pattern vanished for smaller f , indeed the acoustic waves with large wavelengths
tend to be diracted with large gap between reected waves than waves with short
wavelength.
In the last set of Figures, the structure of the acoustic pressure eld is broken
when the frequency reaches 20MHz, which is exactly as described in article [87] for
low viscosity uids. Up to this point, the symmetric pattern of pressure is dictated
not only by the size of the drop, but also by the frequency. The chaotic cavity
property inside the droplet and the relevant caustics caused by multiple reections
at  1 and  2 can be observed from both Figure 8.13(a), (b) and (c), especially with
10MHz and 20MHz frequencies, resulting in complex intricate wave pattern.
Overall, the caustics superimposed on the chaotic radiation eld are more re-
markable in the case with 10 MHz frequency than other frequencies. The angle of
the caustic lines obeyed the Rayleigh refraction angle (R  22o), which matches
the results in [274] exactly. The caustics also served as one of the major driving
forces to the internal ow motion within the droplet.
a)
b)
Figure 8.14: The systematic illustration of the circulation of acoustic internal
streaming caused by leaky Rayleigh wave.(a) The incident Rayleigh wave changed
its form into reected wave and leaky Rayleigh wave (b) The bulk waves inside
droplet pass points A, B, C, and D. d represents the wave direction
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8.4.2 Performance of Adaptivity Schemes
In this section, the practical simulation of a droplet actuated by SAW is resolved
by the developed hierarchical nite element method. In this example, we have a
dense mesh (95410 elements) with optimal h value, a coarse mesh (3207 elements)
with uniform optimal p order (p = 8 as reference solution), and a coarse mesh with
automatic p adaptivity scheme respectively. The automatic p adaptivity scheme is
activated with a stringent 0:5% target error. At the time of writing, the highest
optimal p order allowed with the current computational resource is 8.
The number of non-zero entries represent the sparsity of a matrix, which in
theory is related to the computational costs of a specic method. Hence, the total
number of non-zero entries is one of the key factors for controlling the computational
cost, this fact is reected by the similar tendency of the three lines in plot 8.15.
As we can observe from the plots, uniform p = 8 generates the densest matrix
compared to the other two methods. Surprisingly, the total computational runtime
and memory cost associated with uniform high order 8 are almost identical to the
one of the dense mesh with quadratic elements. This observation again conrms that
the number of non-zero entries does not necessarily relate to the computational cost.
On the other hand, The automatic p adaptivity scheme shows progressively growing
computational cost with increased frequency. The memory and time consumed by
automatic p adaptivity nally coincided with uniform optimal p order due to current
mesh resolvable limitation has been breached by the high frequency. Thus, all
elements are assigned to order 8 . In the pre-asymptotic regime, the computational
costs of the automatic adaptivity scheme remained low due to the large amount
of linear / quadratic orders assigned on the mesh. Figure 8.15(a) and (c) together
support the previous arguments discussed in chapters 5 and 6, such that using higher
order p elements leading to less memory consumption even with larger amount of
number of non-zero entries when compared to pure h adaptivity with increasing
frequency. This is mainly because the factorization memory required on solving
system of equations is greatly reduced by hierarchical higher order shape functions.
In other words, for a xed NNZ, the amount of factorization memory required as
well as the time spent on matrix factorization for solving a particular problem is
greatly reduced with increasing p order.
If we move our attention to Figure 8.16, the contour plots of numerical results
with 16 contour levels are selected on the cross sectional of X-Y and Y-Z planes,
located in the central axis of droplet. Comparison is made between meshes with
dierent densities as described in Figure 8.9(a). From the contour plots, we can
see that the real pressure inside the droplet solved by automatic p adaptivity is
in good agreement with the uniform optimal p order (reference solution), where
there are visible dierences between reference solution and the solution obtained
by dense mesh with p = 2, and it is because the mesh resolution of the dense mesh
FEM is lower than the high order FEM. Overall, the automatic p adaptivity scheme
performs rather satisfactory in droplet applications.
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uniform p = 8
uniform h
(a) k vs non-zero entries



























uniform p = 8
uniform h
(b) k vs total computational times
















uniform p = 8
uniform h
(c) k vs total memory consumption
Figure 8.15: Micro-droplet actuated by SAW with increasing wavenumbers, com-
putational costs of numerical schemes.(a) k versus number of non-zero entries. (b)







































Figure 8.16: Micro-droplet actuated by SAW, 4MHz. Contour plot of real part of ra-
diation pressure on X-Y and Y-Z planes, 16 contour levels. From top to bottom:(a)
coarse mesh with optimal p = 8, (b) coarse mesh with automatic p adaptivity
scheme, and (c) dense mesh with quadratic element respectively
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8.4.3 Acoustic Application in Temporal Domain with Poly-
chromatic Waves
In this section, the application of leaky Rayleigh waves propagating on a LiNbO3
substrate and beneath the micro-droplet interface is simulated. It should be noted
that the absolute potentials of the acoustic eld in this analysis can have negative
numbers due to the input signals are real values instead of complex values. The
various acoustic elds including pressure, velocity, and stresses are retrieved based
on formulas. The input signals are set to be consecutive sine shape pulses with two
cycles in phase, as shown in Graph 8.5 over one time period. In addition, the droplet
geometry is discretized by ten nodes tetrahedrons (curvilinear tetrahedrons) with
hmax = 0.5587 mm. Thanks to the construction of a polychromatic wave solver,
FEM solutions for each frequency can be solved separately and reassembled in the
nal step which saves the time and memory of using direct time integration solvers.
The proposed time dependent acoustic solver is implemented in MoFEM [190],
which has features of full exibility to adopt any boundary conditions as desired.
The huge discrepancy between time scales of hydrodynamic and acoustic elds
mentioned earlier in the beginning of this thesis limited the direct computational
ability of acoustic streaming in unstructured three dimensional geometries. In terms
of accuracy and realism, the procedure is to rstly compute the second-order acous-
tic driving force extracted from the numerical solution of the wave equations, and
then insert the acoustic driving force as a body force term into the N-S equations
and solve for the uid velocity eld [274]. The time averaged property of the body
force prevents the tens of seconds required for the acoustic streaming inside the
droplet to reach its steady state condition.
The question then arises whether the leaky Rayleigh wave aects the acoustic
wave pattern inside the droplet. The dierence between mixed, hard and soft
boundary conditions applied on the semi spherical surface of the droplet have been
examined, the former represents the amount of reected acoustic energy according
to the density of the droplet liquid. The main dierence is the length of time that
the acoustic energy is trapped inside the droplet. This can be understood from
the maximum amount of acoustic pressure remaining within the droplet, as well
as that the reected waves are more visible in the case of mixed and hard BCs,
since the soft BC transmitted almost all the acoustic energy into the air. It is
important to know that there are stronger radiation pressures inside droplets with
bigger horizontal lengths than in small drops with a short radius, since most of the
acoustic energy propagates through the solid substrate without leaking into sessile
drops with relatively small volumes [260].
Previously, in [260], the phenomenon of Rayleigh wave mode conversion was
illustrated in detail. The theory of Rayleigh waves propagating through a uid-solid
interface while changing its mode to a leaky Rayleigh wave is proposed. In case
the emission of longitudinal waves into the uid medium, meanwhile, the frictional
losses are generated by the transverse component, which is connected with the
adjacent uid by the viscosity of uid f and shear . Thus, the transmitted wave
inside the droplet will be attenuated along both horizontal and vertical directions
[99]. Furthermore, the boundary along the far side of the droplet will reect the







Figure 8.17: Total pressure eld, bottom view, propagation of 4MHz SAW beneath
the micro droplet, water. Total signal duration = 0.25 s, pressure = Re(I) +p
[Re(S)]2 + [Im(S)]2
seen from numerical and experimental results in [260], along the top surface of the
micro droplet. The circulation of reections is observed in Figure 8.17 as bulk
waves propagating along the contact circle line. Noticeably, the diracted waves
inside the droplet indicate the interference eects of Rayleigh waves reverberated
from both sides of the droplet. In Figures 8.18 and 8.20, It is apparent that the
transmitted wave is attenuated rapidly in the direction normal to the solid-uid
interface at dierent frequency levels, it further conrms the analytical theory that
the transmitted wave inside the uid droplet decays with a speed depending on
the angular frequency [106]. In 2006, Schindler and his co-authors illustrated that
the conservative force generated by acoustic streaming towards the top surface
of the droplet along the propagation direction of a high frequency SAW induced
deformation of the droplet and movement on the substrate [284], this phenomenon
is evidenced by both Figure 8.18 and 8.20 to support the acoustic part of the theory.














Figure 8.18: Total pressure eld, X-Y plane view, propagation of 4MHz SAW be-
neath the micro droplet. Total signal duration = 0.25 s
equation with acoustic elds as boundary conditions.
The polychromatic wave solver provides a solution space that contains the sum
of waves with dierent frequencies (wavelengths). The superposition of waves of
dierent frequencies results in a beat like pattern (interference between waves), and
the wave amplitude is a function of time and space. Note that for standing waves,
the amplitude is constant in time with single frequency f at all positions, and is only
function of space. If we move our attention to Figure 8.18 and 8.20, it is salient that
in Figure 8.20 the LSAW was attenuated very quickly, within approximately 2R
(the diameter of drop is more than 10R for 10MHz signal), due to the relatively
high frequency of the input sine signal. The shape of the plane SAW wave from the
boundary of the droplet has been refracted according to Snell's law which obeys the
theory of the leaky Rayleigh wave reported in articles [286] and [320]. Eventually,
we can no doubt conrm that at the contact angle of the droplet, the acoustic wave
tends to propagate up to the surface of the droplet. This phenomenon might be the








Figure 8.19: Total pressure eld, bottom view, propagation of 10MHz SAW beneath
the micro droplet, 14 times larger viscosity than water (large l value). Total signal
duration = 0.1 s
surface. Alternatively, the changing of contact angle will demonstrate the variation
of capillary waves. For dierent power of amplitudes (RF power) applied through
input signals, qualitatively similar behaviours can be found.
Horizontally, high pressure occurs circularly near the uid-air interface, and reach
lowest at the centre of the droplet, such that most likely the LSAW transmitted
from interface is converted to evanescent bulk wave inside the uid away from the
bottom surface [153, 229]. The bulk waves are opposite to the surface wave which
travels along the interface between two dierent media. This fact can be visualised
from both Figures 8.20 and 8.18. Nevertheless, the acoustic pressure reaches its
peak value when the LSAW emerges from the left hand side of the droplet. The
momentum imbalance is due to attenuation and reections of the leaky Rayleigh








Figure 8.20: Total pressure eld, X-Y plane view, propagation of 10MHz SAW be-
neath the micro droplet, 14 times larger viscosity than water. Total signal duration
= 0.1 s
inux can be indicated by the acoustic radiation pressures and stress in Figures
8.27 and 8.26. It is noteworthy that the Rayleigh wave on the bottom interface
moves faster than in the uid, that is why waves propagate at an angle that is
not perpendicular to the solid surface (Rayleigh angle). It is well known that the
acoustic streaming (Eckart streaming) caused by the force is the spatial variation of
the Reynolds' stress [195]. Consequently, the intensity of the driving force optimally
depends on the strength of the wave attenuation / absorption power.
It is essential to understand the attenuation that arises as the frequency is in-
creased as well as its relation to the bulk viscosity of the uid. Consequently,
the capillary waves on the droplet interfaces will appear in earlier time steps for
Rayleigh waves with a shorter attenuation length, it can be observed as the prop-
agation of acoustic waves to the top surface of the droplet within a certain time
intervals. In other words, as the frequency increased, the acoustic energy reached
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Figure 8.21: Side view of micro droplet sitting on an LiNbO3 substrate impinged
by 10MHz SAW generated from sine wave signal. Drop of 2 L volume, power: 5
mW
the interface between uid/ambient in earlier time steps and closer spatial position
to the point of incidence. The above incidence might be related to the existence of
coherent ow patterns inside the droplet. The increasing viscosity (low Reynolds
number) of the uid causes the gradual loss of symmetrical pattern from left to
right, this observation corresponds with the experimental results shown in Figure
2 from [274]. Indeed, the increasing of frequency will boost the speed of SAW at-
tenuation beneath the droplet, hence the evanescent bulk waves inside the droplet.
The Rayleigh angle settled initially can be observed intuitively by the direction of
acoustic radiation waves, it appears that the radiation force drives the ow to move
toward one side of the droplet. To summarize, the asymmetric pattern of acoustic
pressure might be the main reason to drive the droplet to move / jump (droplet
displacement on substrate) in the wave propagation direction.
According to the article postulating the acoustic streaming phenomena incurred
by leaky SAW [291], the circulation of acoustic energy inside the micro droplet is
depicted in Figure 8.14. Since the material property of LiNbO3 is neither abso-
lutely sound hard nor soft (s = 4650kg=m
3), its power of absorption attributes to
the admittance coecient in the model. Pertaining to both Figure 8.17 and 8.18,
the acoustic pressure is traveling from both sides of the droplet, and inducing an
acoustic pressure that constantly changes circularly in both horizontal and vertical
directions. The reason that internal circulation occurs is because of the partially
reected waves from the interface between uid-air and uid-solid on the far eld,
the reverberated waves propagating in opposite direction of the leaky SAW such
that internal acoustic streaming is formed inside the droplet. In Figure 8.21 the
water droplet actuated by 10MHz SAW is shown, with 12 frames. The free surface
of the droplet starts to destabilize and oscillate when the acoustic radiation pres-
sures reach the top. In the frame B), capillary wave with large wavelength can be
182
visualized from the free surface. From Figure 8.21 C) to J), we can observe that the
capillary waves are amplied with time until the droplet begins to deform and un-
pin from the substrate. The phenomenon of capillary waves (capillary frequency)
increasing with time supports the fact that conned acoustic energies inside the
droplet are streaming and reected in dierent directions [305]. The shape of the
droplet is deformed by the amount of acoustic radiation pressures reached at the
free surface, as well as the bulk wave recirculation (acoustic streaming) within the
drop cavity. Taken together, the future goal would be to estimate the exact time
needed for capillary waves to reach the free surface of a droplet with specic size,
which might coincide with the time required for the acoustic radiation pressure to
reach the free-surface in numerical simulation. The contribution of acoustic radi-
ation pressures to the acoustic streaming might exploit the mechanism underlying
the physical phenomena of the droplet atomisation and jetting [258].
(b) total pressure on point A
































Figure 8.22: Pressure of micro-droplet, 10MHz polychromatic sine wave, recorded
on point A depicted in Figure 8.14 over 12 time steps. (a) real part of incident
wave pressure on point A, (b) total acoustic pressure on point A. point A: blue dot,
point B: red, point C: green
To gain further insight to the acoustic waves leaked into the droplet, the acoustic
pressure has been recorded at points A, B and C at dierent discretized time steps.
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(a) total pressure on point B
(b) total pressure on point C



























Figure 8.23: Pressure of micro-droplet, 10MHz polychromatic sine wave, recorded
on points B and C as depicted in Figure 8.14 over 12 time steps. (a) total acoustic
pressure on point B, (b) total acoustic pressure on point C
In Figure 8.14, the approximate location of points A, B and C are shown. For
simplicity, 12 discretized times steps are recorded within 0.1 s . The total period
of time steps includes one cycle of sine wave signal traveled through the droplet.
Since the position of these points are opposite to one another, we expect to see
how the reected and refracted waves aect the propagation waves in terms of
asymmetric pattern observed from the acoustic pressure distribution. Two wave
pulses arrived one after another at all the observation points. However, at point
A, the rst pulse wave corresponds to the incident LSAW, and the second pulse
wave, which has slightly smaller value, is due to a small amount of reection from
the right end of the drop. In contrast, the wave pulses retrieved at point B have a
similar trend but in dierent phase, such that the rst wave pulse on point B arrives
later than waves on point A. In addition, the second wave pulse on point B is much
smaller compared to point A, this is because of the waves are reverberated twice
from both ends of the micro-droplet before arriving at point B. On the other hand,
the wave pulses measured at point C exhibit identical behaviour at observation
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point B, which indicates part of the transmitted waves travel circularly around
the contact edge of the drop. To conclude, a possible explanation is that the
internal circumferential streaming of uid motion inside the droplets are the results
of circulation and reverberation of Rayleigh waves.
(a) 4MHz (b) 10MHz
pressurepressure
Figure 8.24: Pressure of micro-droplet, 4, 10MHz polychromatic sine wave, at time
step 1, X-Y, Y-Z, X-Z plane
On the other hand, in Figure 8.24, the cross sectional areas of X-Y, X-Z and
Y-Z planes are shown. It is evident the acoustic pressure decays over a short range
along the vertical direction from the solid/liquid interface, it coincides with the
observation of the attenuation length inside uids which are much shorter than
along the horizontal directions [106]. The amount of acoustic radiation pressure
reaching the droplet interface is responsible for the free surface oscillation (tiny
deformations along the droplet top surface).
To completely understand the acoustic side of SAW interactions with a droplet,
the time averaged acoustic stress is another key quantity. Figure 8.26 and 8.27
present the acoustic stresses derived from particle velocities inside the droplet. We
can also see that the stresses from the far end of the droplet are much weaker
when compared to the waves generated (reected) near the interaction region. This
imbalance becomes more perceivable with increasing frequency and it indicates that
the droplet might be pushed forward in the direction of propagation. Predictably,
the ARF and Reynolds' stress have been conned into small regions (within two
wavelengths) around the rst wave incident point at high frequency (10MHz), due
to fast attenuation of sound waves. This phenomenon has been experimentally
observed in [122]. According to experimental observations in [274], the increasing
velocity of ow leads to asymmetric pattern of streaming, which are positively
related to the number of viscosity, hence frequency. On the other hand, the Rayleigh
wave with 4MHz appears slightly symmetric like structure due to weak attenuation
and low frequency. Since the acoustic radiation stress acting inside the droplet is
not symmetric, it explains the reason for the uid parcel circulation occurring in the
droplet. In essence, as pointed out earlier in this section, the acoustic pressure elds
monitored at point C along the circumference are diracted by waves travelling from
opposite directions, this might be the cause for internal ow streaming and particle
concentration occurring inside the droplet.
From Figure 8.27, we can observe the distribution of Von-Mises scalar of Reynolds'
stress and acoustic radiation (AR) stress, such that the magnitude of the former
has good agreement with the later in three dierent angles (X-Y, Y-Z, X-Z). Since
185
the AR stress is a scalar value, in order to compare it with the Reynolds' stress, we
calculate the well known Von-Mises scalar from the six components of Reynolds'
stress. The result of AR stress is smaller than Reynolds' stress following the theory
of AR stress, such that the unsteady part of AR stress changes its values and di-
rection between at each time step. In future research, the Reynolds' stress derived
from acoustic pressures can be further employed as an input source stress term into
the separated mechanical equations for microudics.
(a) Top view (b) X-Y plane (c) Y-Z plane
acoustic radiation stress acoustic radiation stress acoustic radiation stress
Figure 8.25: Acoustic radiation stress of micro-droplet [N], 4MHz polychromatic
sine wave. Droplet size - radius = height = 2.1 mm. (a) Top view, (b) X-Y plane,
(c) Y-Z plane
(a) Top view (b) X-Y plane (c) Y-Z plane
acoustic radiation stress acoustic radiation stress acoustic radiation stress
Figure 8.26: Acoustic radiation stress of micro-droplet [N], 4MHz polychromatic
sine wave. Droplet size - radius = height = 0.525 mm. (a) Top view, (b) X-Y
plane, (c) Y-Z plane
Overall, the distribution of acoustic pressure and velocities (stress) inside the
droplet have good agreement with physical behaviour as expected.
In future study, the diameter D of the droplet and attenuation coecient  can
be varied, D = 0:1; 0:5; 1:0, etc.. as constants can be tested in order to distinguish
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Figure 8.27: Von-Mises of Reynolds' stress and acoustic radiation stress of micro-
droplet, 10 MHz polychromatic sine wave [Pa]. (a), (c) and (e) top view, X-Y plane
and Y-Z plane of Von-Mises of Rij . (b), (d) and (f) top view, X-Y plane and Y-Z
plane of acoustic radiation pressure r
the left-right symmetry of acoustic radiation pressures, and further deduce the
relationship between acoustic streaming and droplet motion on substrate. The
threshold value of the droplet diameter and the attenuation length might play an




8.4.4 SAW Propagating on Solid LiNbO3 Substrate with
Droplet
In this section, we will analyse the acoustic eld on the substrate where the SAW
propagates, both before and after impinging the droplet through Rayleigh angle, and
transmitted into leaky SAW. The radius of the droplet is chosen to be always greater
than R which is the wavelength of Rayleigh wave subject to frequency as 0:0021m.
The dimension of the substrate is adjusted to 2R4MHz 8R4MHz 15R4MHz which
represents the height, width and length of a rectangular domain. These cong-
urations assured the accuracy while maintaining computational eciency. The
substrate geometry is meshed with second order tetrahedrons (curvilinear tetra-
hedrons). The Rayleigh wave is propagating from left to right with IDTs placed at
the far end along the positive x direction. The boundary conditions applied on trun-
cated boundaries of the substrate are non-reection BCs, where mixed boundary
BC with leaky Rayleigh wave closed form is applied on the drop/substrate interface
(substrate side).
The acoustic elds of the solution merely described the pressure vibration of
the droplet despite being the focal point for acoustic streaming within the droplet
cavity. The Rayleigh SAW propagating on the solid substrate behaves as a standing
wave before it is incident on the liquid drop with some angle [20]. In Figure 8.28
and 8.29, the acoustic shadow region can be observed from the right hand side
of the droplet such that the shape of droplet diracted/absorbed the wave during
propagation. This might be considered as one of the factors to placing multiple
droplets on substrate in experiments, the second droplet closely behind the rst
one would not be actuated eectively by a SAW due to this absorption of power
[299, 330]. On the other hand, the reected waves from the left hand side of the
droplet weaken the incoming SAW propagating in the x direction, which appears
as sudden drop and jump as shown in Figure 8.29 left column(a) around coordinate
( 0:002; 0:001; 0) in front of the droplet. This is due to diraction and absorption of
the SAW behind the droplet. The reected waves have a slightly dierent frequency
from the incident wave, which appears as the beating phenomenon.
Moreover, the increasing frequencies decreased the amount of reections that the
interface of droplet/substrate stimulated. As shown in Figure 8.29 right column (b),
most of the acoustic energies are absorbed by the droplet rather than reected back.
In what follows, two experiments are analysed where mineral oil droplets (2l
- 20l respectively) were actuated by SAW on a X-Y cut LiNbO3 substrate. The
vibration on the surface of the piezoelectric crystal were observed using a laser scan-
ner vibrometer (Polytec UHF, Germany). Polydimethylsiloxane (a soft polymer)
was deposited at the boundary of the substrate in order to prevent unnecessary
reections. The viscosity of the mineral oil is approximately 17 times higher than
that of water. The IDT was fabricated by sta in the biomedical engineering group
to exhibit a resonance at 10 or 20MHz respectively. The speed of SAW generated
on the substrate was 4000 m/s, and the power was 15 dBm. Since the density of
the oil (838 kg=m3) is softer than water, the power absorbed by the liquid would be
higher in the case of the oil than in that of the liquid, but only slightly so almost
non-signicantly. Oil was used to prevent evaporation as experiments can take days
to complete. Extrapolating from the modelling results (Figures 8.30 and 8.31), al-
188
(a) 4 MHz (b) 10 MHz
Figure 8.28: Total acoustic pressure elds on LiNbO3 substrate. In(a) 4 MHz and
(b) 10 MHz monochromatic incident waves, RF power of 0.2 mW, from side and
top views
lows to make the hypothesis that multiple wave reections should take place at
the boundaries of the substrate and droplet as they are absorbing obstacles. As a
result, a \shadow" region is expected directly behind the droplet, as an area with
weak acoustic pressure. This attenuation of the leaky SAW is more pronounced for
the higher frequency, as shown in Figures 8.30 and 8.31. Figure 8.30 shows a darker
region, indicative of a lower amplitude of the vibrations. It should be noted that
Figure 8.30 has a low resolution for wave signals due to limited amount of mesh
points implemented for high frequency of 20MHz.
From Figure 8.31, it could be assumed that part of the Rayleigh waves is refracted
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Figure 8.29: Total acoustic pressure elds (kPa) on LiNbO3 substrate. In(a) 4 MHz
and (b) 10 MHz monochromatic incident waves, RF power of 0.2 mW. plots over
selected line along x axis for central z axis position, in the positive wave directions
into the liquid (with Rayleigh angle) since the waves behind the droplet, which
would have travelled through, appear to have a smaller amplitudes. Comparing
the results shown in Figure 8.31 (a), (b) and (c), it can be observed that bigger
droplets absorb more than smaller ones, as seen from the pressure level behind the
droplet on the substrate. Overall, these experimental results provide a qualitative
conrmation of the numerical results, since experimental conditions could not be
controlled as required.
190
Figure 8.30: Real part of acoustic pressure elds and magnitude (Abs) on LiNbO3
substrate (length of substrate = 0.0104m (10.4 mm)), 10 l oil droplet. 20MHz
SAWs with droplet. Top view, and amplitude along the cross sectional line of X-Z
plane
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Figure 8.31: Real acoustic pressure elds on LiNbO3 substrate (length of substrate
= 0.00612m to 0.010m), oil droplet. SAW in positive Z direction. (a) 10MHz SAWs
with 20l droplet (b) 10MHz SAWs with 10l droplet. (c) 10MHz SAWs with 2l
droplet. Top view, amplitude against distance traveled along the cross sectional
line of X-Z plane 192
8.5 Concluding Remarks
In this chapter, a qualitative study has been conducted on the basis of LSAW
driven micro-droplet application. The previously proposed hierarchical nite ele-
ment method with automatic p adaptivity scheme is used. For the sake of interest,
the viscosity, shape of the droplet, frequency and position of the droplet are varied
in order to validate the eectiveness of measures on the mechanism of numerical
experiments. The physical elds such as pressure and stresses are retrieved. As
depicted in the numerical results, the leaky Rayleigh waves enter the bottom of the
droplet at the Rayleigh angle while propagating on the solid/liquid interface. The
displacement of the LSAW obeys the motion of Rayleigh wave and Snells law as
mentioned in the literature [286]. The Rayleigh wave propagating on the solid/liquid
interface is an attenuated progressive wave. Attenuation is inuenced by wavelength
and uid viscosity. As a consequence, power is a function of space and time. Also,
it can be noted that the acoustic streaming phenomenon and particle concentra-
tion/mixing process inside the droplet are aected by both the frequency and the
shape of the droplet.
The closed solution of the Rayleigh wave for the solid in the time domain is
translated to the frequency domain (by applying a Fourier transform), where for
each harmonic of the truncated transform, the Helmholtz problem is solved in the
micro-uidic domain. In the post-processing stage, the solution can be converted
back to the time domain using the inverse transform, enabling to calculate the
unsteady acoustic radiation stress/pressure.
The resulting nonlinear force can be applied into the Navier-Stokes equation.
This ow takes place in a much slower time scale as that of the propagation of the
acoustic wave and triggers capillary wave propagation on the droplet surface, for
example leading to nebulization, mixing processes and other phenomenon important
for practical applications.
The ow velocities and particle displacements driven by acoustic radiation pres-
sures (stresses) and vibration of surfaces are not explicitly dealt with within the
current work. Additionally, the surface tension and resonance are similarly not
taken into account. In future work, these physical quantities can be extended as
model inputs and solved numerically. Consequently, the values of these parameters






The present nite element modelling of acoustic problem on micro-scales with
inhomogeneous media remains a challenging area due to its highly oscillatory nature
and massive computational cost. The main objective of this research work is to
develop a novel computational tool that enables a high frequency sweep acoustic
application to be solved with accuracy and eciency. Especially, it can provide the
insight of acoustic applications in micro-uidics subject to high frequency waves.
The feasibility of such an acoustic solver is demonstrated throughout the entire
thesis.
To be precise, rst of all, a computational framework for monochromatic waves
based on the hierarchical nite element method for the Helmholtz equation is de-
scribed. The proposed computational method is implemented using high perfor-
mance computing based on the distributed memory computer architecture with
partitioned mesh, leading to an ecient code even for the vast amount of computa-
tional eort associated with multi-scale and multi-physics problems. The Helmholtz
equation is solved on unstructured meshes, where the domain is discretized by the
second-order tetrahedrons. The second-order tetrahedrons are then projected into
tetrahedrons with arbitrary and heterogeneous order of hierarchical Legendre type
polynomials in MoFEM. Hierarchical Legendre and Lobatto approximation basis
are derived and implemented with L2 and H
1 spaces. The accuracy and robust-
ness of the proposed solver is examined by two and three dimensional benchmark
problems with dierent geometries. The global and local relative errors are cal-
culated from analytical solutions in hand. The proposed acoustic solver is then
extended its scalability to time dependent polychromatic waves, from which arbi-
trary waves can be applied as input signals. Fourier transformations are applied to
solve acoustic problems in the frequency domain, and projected to the time domain
through inverse Fourier transformation. The detailed implementation procedures
are explained in the main contexts.
In the current study, two types of hierarchical approximation basis as candidates
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are compared, the total and factorisation memories required by the h & p adaptiv-
ities as well as the conditioning numbers of the global stiness matrix have been
retrieved and investigated thoroughly. Results show the hierarchical Lobatto basis
together with generalized Duy transformation yields the best conditioned system,
and further reduces the assembly time of the global system matrix. In nite element
calculation, the increasing of the polynomial order or frequency does not necessarily
result in worse problem conditioning or increased factorization memory.
In the preceding chapters we argued that improving the solution quality by in-
creasing the approximation order with hierarchical Lobatto and Legendre basis is
more ecient than making the mesh denser in the sense of accuracy and compu-
tational resources for acoustic problems. Various numerical assessments are then
performed on three benchmark problems, with performance measures such as: num-
ber of DOFs, number of non-zero entries, required memory, computational time,
relative error in dierent norms. The results suggested the hierarchical Lobatto
approximation basis together with generalized Duy transformation and Field split
/ Block solver preconditioning are the best combination in the current solver. This
kind of acoustic solver with p adaptivity has practical importance since, in indus-
trial applications, problems with high frequency sweeps are considered and it will
be extremely expensive to rene the mesh within each frequency and create a large
number of meshes. In contrast, we solve acoustic problems with an initial coarse
mesh, and enrich the approximation basis at each frequency and elements individ-
ually.
The merits of parallel computation over single processor nite element compu-
tation are examined. The features of the partitioned mesh are stored and retrieved
between interfaces of MoFEM and MoAB, and the MPI library is employed for
inter processor communication. Moreover, the PETSc enables creation, assembly
and calculation of both sequential and parallelized system matrix and right hand
side vectors. The parallel computation code signicantly reduces the computa-
tional costs with increasing number of processors (up to 7 processors depend on
the current computational resources and the problem size). This fact is validated
by various measures like speedup, eciency and total computational time, etc. on
solving benchmark problems. The scalability and exibility of paralleled computa-
tion with partitioned mesh and Field split / Block solver preconditioning are also
demonstrated, where Field split / Block solver preconditioning halves the size of
the original matrix required to be factorized.
Furthermore, the signicance of the pollution error and its measurements are
also demonstrated with three-dimensional problems. the pollution error caused by
phase shift / lag is accumulated on the computational domain along the propa-
gation direction, which can be partially mitigated through local mesh renement
techniques.
The unied approach of the acoustic solver in MoFEM enables the user to re-
trieve the acoustic potential, pressure eld, velocity elds and acoustic stress simul-
taneously. In addition, various boundary conditions can be applied based on user's
preferences in order to facilitate and construct arbitrary physical applications.
The dierence between a priori and a posteriori error estimates are discussed
in detail. Traditionally, the error estimation techniques measure the global error as
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a whole. Nevertheless, the error estimates that measured the specic quantity of
interest is goal-oriented which allowed the construction of adaptivity schemes with
numerous reductions in computational eorts, in particular, when the information
of actual error is obtained a priori to calculations. Pertaining to the demand of
ecient adaptivity scheme for solving high frequency acoustic problems, an object
oriented a priori error estimator has been derived and implemented with both
hierarchical Lobatto basis and generalized Duy transformation, in order to take the
advantages of the computational eciency from hierarchical approximation basis.
Essentially, this novel type of a priori error estimator is derived from solving
a lower dimensional acoustic problem with the identical properties as its original
problem. In the assumption, the error obtained from solving a higher dimensional
acoustic problem is related to the error derived from its lower dimensional images.
The predicted error on each element is then exploited as an error estimator to
guide the local automatic p adaptivity scheme, assigning an appropriate order to
each element entity. This type of a priori error estimator is rstly introduced by
Prinn in [256]. The accuracy and eciency of the proposed automatic adaptivity
scheme are then tested with numerical examples. It promised to keep the actual
error upper and lower bounded, while also controlling the pollution error within
satised frequency ranges.
Since most of the practical acoustic applications with mixed boundary condi-
tions are resolved in convex-like domains or meshes with curvatures [312, 188], we
take our numerical test on three dimensional problems such as plane / spherical
wave impinging on a sound hard / soft sphere, both mixed BC and sound hard
BC are encompassed in the domain. Although the a priori error estimator does
not account for pollution eect [123], it enables the control of the pollution eect
within the frequency limit when increasing the length of the propagation path. Re-
sults have shown the automatic p adaptivity scheme based on the a priori error
estimator outperforms h and p adaptivity schemes in every aspects, while main-
taining the predened error level within a certain frequency band. This nding is
validated by dierent performance parameters. To summarise, numerical results
encouraged the ecient time dependent acoustic solver to be applied in practical
physical applications.
Finally, the numerical experiment of actuation of a micro-droplet sitting on an
LiNbO3 substrate is solved by the proposed solver, which gives us the required
acoustic elds without solving a solid-uid coupling problem. The speed and per-
formance of the algorithm is optimised through numerical techniques. A computa-
tional framework for polychromatic waves and arbitrary signal based on the time
harmonic wave equation is described for microuidic applications. A closed form
of Rayleigh wave is imposed as a mixed boundary condition on the boundary of
the droplet. Consequently, the acoustic pressure exhibits the desired pattern as ex-
pected, the Rayleigh angle and the acoustic driving force can be visualized through
numerical simulation. It partly explains the acoustic streaming phenomena occur-
ring in experiments. Moreover we calculated the components of the acoustic stress
and radiation forces inside the droplet cavity subject to leaky SAWs. The calcu-
lated non-linear body force can be further applied into the Navier-Stokes equation
as an input source.
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9.2 Original Contributions
 Assessed the performance of parallel computational higher order hierarchical
nite element method with acoustic benchmark problems in the frequency
domain. The eciency and conditioning of Lobatto and Legendre type ap-
proximation bases are demonstrated. A great reduction of computational cost
is detected through using the p adaptivity when compared to h adaptivity, this
is proved by measurements like computational memory, factorisation memory,
calculation time, and relative errors.
 A polychromatic wave acoustic solver is developed and implemented. The
polychromatic wave acoustic solver is designated based on the Helmholtz equa-
tion solved in the frequency domain, where an arbitrary shape of wave can
be applied as an input signal. The input wave is decomposed into the fre-
quency domain through Fourier transformation and solved by the Helmholtz
equation. Then the numerical solutions in each time step are transferred back
to time domain through inverse Fourier transformation. The merits of the
polychromatic acoustic solver are not only to boost the speed of solving time
dependent acoustic problem with accuracy and eciency, but also enables the
unsteady wave solution to be obtained.
 A novel a priori error estimator is implemented and extended to three dimen-
sional spherical exterior boundary value benchmark problems. The solution of
the Helmholtz equation can then be found with a predened level of accuracy,
and the accuracy is sustained over a wide range of frequencies. In addition,
the pollution error has been controlled within the predened frequency ranges.
The automatic non-uniform p adaptivity scheme is thus developed based on
the a priori error estimator. A signicant improvement in terms of accuracy
and eciency of proposed automatic p adaptivity scheme over the uniform h
and p adaptivities is demonstrated by comparison of the numerical accuracy
and cost.
 Investigated the application of microudics subject to high frequency surface
acoustic waves. Due to the relatively large characteristic length of the com-
putational domain compared to the wavelength associated with MHz range
waves, the attempts of solving an acoustic problem in a droplet actuated by
high frequency SAWs generally leads to prohibitive computational times and
resources. This issue is partly tackled by the implementation of the developed
polychromatic wave solver with automatic p adaptivity. In the assumption
of a Rayleigh wave propagating on substrate / droplet interface suers from
inconsistency of phase velocities, the speed of wave travelling on substrate is
much faster than in the uid. The leaky Rayleigh wave is characterised as
a progressive wave. As well as the assumption on the boundary condition of
the droplet, the closed form of the Rayleigh wave can be applied as a mixed
boundary condition on the interface. A new formulation of the progressive
Rayleigh wave is solved by the polychromatic acoustic wave solver. Hence,
the Helmholtz problem is solved instead of a coupled time dependent large
acoustic problem with a discontinuity across the droplet / substrate inter-
face. The use of the polychromatic wave acoustic solver enabled an accurate
description of the acoustic eld inside a microuidic droplet whilst circum-
venting the re-meshing associated with uniform adaptivities in each time step.
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Consequently, the complex simulation can be performed on a desktop com-
puter. The numerical solution is compared and discussed qualitatively with
the experimental results and analysis by other researchers.
9.3 Recommendation for Future Works
The present work can be extended in the future to the following directions:
 In this thesis, the numerical accuracy of benchmark problems implemented
and solved depends on the boundary conditions applied. In order to eliminate
the minor eects of inexactness caused by numerical non-reecting boundary
conditions (NRBCs), a better conditioned formula than BGT can be incor-
porated. For example, an exact BC such as Dirichlet to Neumann (DtN)
condition can be implemented, it can provide better accuracy than the ap-
proximate NRBCs. Alternatively, the analytical solution can be obtained and
applied on the exterior boundary as a Robin type BC for the benchmark
problems [206]. However, there is always a trade-o between accuracy and ef-
ciency associated with sophisticated BCs. The computational time required
for DtN operator are slightly higher than approximate NRBCs, because of its
non-local nature. Furthermore, the geometry description of the problem can
be improved by implementing subdivision surface, NURBS, or using higher
order polynomial to represent geometry, etc. [293].
 Although the generalized Duy transformation coupled with the Gauss-Legendre
quadrature rule are implemented and hardcoded into our acoustic solver, the
eectiveness of solving singular Helmholtz operator with this method has not
yet been veried.
 Despite the robustness of tetrahedral elements, other type of hierarchical ele-
ments are also available with the current acoustic solver in MoFEM. Indeed,
investigation on prismatic and pyramid elements along with their performance
on acoustic solver are of interest.
 The a priori error estimator and automatic p adaptivity scheme are designed
for fast frequency sweep problems. The automatic p assignment would allow
users to create an initial coarse mesh with a priori knowledge in hand, and
enrich the mesh separately depending upon the frequency of time steps.
 Hybrid element combined Tretz method (PUFM) and hierarchical approxi-
mation basis might be an enlightened future research direction.
 Demkowicz and Gopalakrishnan [119] exhibited the ultra weak form adopted
with DPG method, and proved the optimality of the method applied on Pois-
son equation. In addition, error estimates in terms of h & p are identied.
At last, uniform h renement, h adaptivity and p adaptivity based on er-
ror residual are tested, the element error estimator extracted from element
residual delivers exponential convergence rate for 2D Poisson equation. In
[82] the authors proposes a simple a posteriori error estimator based on the
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ultra-weak formulation of linear system of equations, the Raviart-Thomas el-
ement in natural pair of space (H(div;
)  L2(
)) and example function of
Elliptic Poisson equation are demonstrated. Proposed error estimator has
both upper and lower bounds, its robustness are elucidated analytically in
details. Since the nature of the error estimator, it can be parsed in case of
Helmholtz equation with Hierarchical basis as well, which will be given in
future research. Furthermore, there is also an a priori error estimator based
on the L2 projection of right hand side term of conservation equation [128].
Further on this, a posteriori error estimator can be derived with two additional
terms: the error from the jumps on the inter-element boundaries, and the
error of the gradient of solution. The summation of these three terms gives
a comprehensive and reliable measurement on the actual error. These types
of error estimators have a stringent mathematical foundation and strictly
bounded.
 Although the proposed a priori error estimator does not include the pollution
eect [123], it can no doubt alleviate the dispersion error aliased by increasing
the domain length eciently within the frequency band. In the presence of
mesh limitation, the actual relative error converges to the predened error
level. Overall, the a priori error estimator assessed in this report is exible
and robust, also simple to implement, while computationally inexpensive. The
current conguration for a priori error estimate is to predict the error in one
dimensional mirror image acoustic problem. However, since the predicted
error information are hardcoded without additional computational costs, it is
feasible to solve a two dimensional acoustic problem with better similarities
to the original problem, and store the p order related to the predicted error
with respect to mesh resolution and frequencies. It is believed that it will
further improve the accuracy of the solution.
In past work, there was a vast amount of error estimators with solid and
rigorous mathematical backgrounds, some of them have been discussed in the
Appendices. It is essential to compare them with the existing error estimators
by solving identical benchmark problems, thus the optimal combination can
be decided.
 The a priori error estimator could encompass the propagation direction as
another parameter to adjust the predicted error along the propagation direc-
tion. The length of propagation path is one of the crucial facts that aects the
pollution error. Hence, this might be a way to actually include the pollution
error in the adaptivity scheme.
 This is an ongoing area of research. In our implementation of polychromatic
wave Helmholtz equation, there are methods that might work to rene the
time steps in temporal domain, such as interpolation of Fourier Transforma-
tion with particular window function. The goal is to sustain the computational
cost while increasing the frequency resolution.
 Finally, the incompressible Navier-Stokes equation can be solved based on
the results of acoustic stresses / radiation forces inside a micro-droplet cavity,
its acoustic streaming behaviour under high frequency signals remain to be
tackled. The interested quantities include uid velocity and its associated ow
pattern. On the other hand, for the acoustic phenomena occurring inside the
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droplet and on the substrate, the relative weight (portion) of contribution from
droplet scale (height, radius), signal type and frequency are of interest and
remains un-tackled. The asymmetry pattern of radiation force and acoustic
velocity inside droplets are one of the key factors required to understand the
jumping and jetting motions of droplets. Further studies will be conducted on
the uid topology and shape of movements of droplets aected by these factors
mentioned above. Further to that, there is a lack of experimental specimens
in order to compare the numerical results with experimental outcomes and
data.
The next challenges lie, for instance, in the many variation of combinations
with dierent congurations, including substrates, IDTs, micro-drops. The
future goals are to provide further insight on the design of valuable tools for
basic science and improving the functions of acoustic diagnostic device com-
mitted to human health. The highlighted issues founded during our research






A.1 Spaces and Norms
In this section the important denitions and properties of various spaces and
norms will be briey discussed, we will frequently use them as the measure of
error or the solution spaces in the main contexts. For details of the mathematical
denitions in nite element approximation, please see \the mathematical theory of
nite element method" [83].
A.1.1 Ck Spaces
The space contains all the functions that are continuous and k times dierentiable
are denoted as Ck spaces. In special cases, C0 denotes all the continuous functions,
C1 indicates the innite dierentiable smooth functions.
Denition of Norms:
i . kvk  0 8v 2 V kvk = 0  ! v = 0
ii . ka vk = jaj kvk 8a 2 R; v 2 V
iii . kv + uk  kvk+ kuk 8v; u 2 V
A.1.2 Lebesgue Spaces and Relative Norms
The domain 
 is a Lebesgue measurable subset of Rn with non-empty interior.







is the Lebesgue integral of function q, and dx is the Lebesgue
measure (For details, see Bartle [60]). Assume 1  p <1, we can then dened the
LP space and norm as the following:
Lp(
) := fq : kqkLp(









for any function  belong to the Lebesgue spaces is also denoted as Lebesgue inte-
grable. If p = 2, and for  2 L2(
), we have the following scalar product:





  1 (A.4)
where in special cases p = 1 and p =1, we have:
kqkL1(








where ess sup indicates the essential supremum. There are several denitions holds
for the functions in the Lp space which we will use in the following chapters:







Denition : (Holder's Inequality) For 1  p k  1 such that 1 = 1=p + 1=k,
in addition, if q 2 Lp(
) and f 2 Lk(





Denition : (Cauchy Schwarz' Inequality) This is simply the strong version
of Holder's Inequality, in the sense that p = k = 2, for q, f 2 L2(
) and
qf 2 L1(







1The precise denition: kqkL1(
) = inffM > 0 : jf(x; y)j  M a:e: in 




A normed vector space (V; k k) is called Banach space, if and only if it is complete
which means every cauchy sequences in V are converging to an element in V . This
space is named after the Polish mathematician Stefan Banach for his contribution
works [56]. Here we should noticed that the Cauchy sequence has the property:
kvi   vjk ! 0 as i; j ! 1. If V is complete, then there exists v 2 V such that
kv   vjk ! 0 as j !1.
Weak Derivatives: Let us dene a multi index, say  is an n-tuple of non-negative





for function  2 Cp the partial derivatives are given by






where jj means the order of the derivatives.
Denition :(Compact Support) Let 
 be a domain in Rn. It is indicated by
D(
) or C10 (
) the set of C1(
) functions with compact support in 
.
Any given function has compact support means its support is a compact set. A
\support" of a function is given by:
Supp(f) := fx 2 Xjf(x) 6= 0g: (A.9)
And \compact set" is dened as: For an open cover of the subset S, fUjgj2J , we
have S = [
j2J




Denition :(Locally Integrable) Given a domain 
, the set of \locally inte-
grable" functions is dened as:
L1loc(
) := fq : q 2 L1(S) 8 compact set S  interior of 
.g
Denition :(Weak Derivative) There exists a weak derivative, D!q of a given
function q 2 L1loc(




f(x) (x)dx = ( 1)jj R


q(x) jj(x)dx for 8 2 D(
)
if such function f exists, then we can say that D!q = f
Lemma A.1.1 Suppose  is an arbitrary integer, and function  2 Cjj(
). Thus,




Sobolev spaces are named from the Russian mathematician Sergei Sobolev [230],
its norm are the combination of the function itself and its derivatives up to a certain
order in the Lp norms, we will explain it in details:
Denition : Let k be any non-negative integer, and q be arbitrary function that
satised q 2 L1loc(
). Let the weak derivatives D!q exist for all jj  k, then the








for 1  p  1, in the special case for p =1, we have:
kqkWk1(




Overall, the denition of Sobolev space is:
W k1(
) := fq 2 L1loc(
) : kqkWk1(
) <1g (A.12)
Theorem A.1.2 . The Sobolev space W k1(
) is also a Banach space.
Proof : See Brenner, Susanne C and Ridgway Scott [83].
Lemma A.1.3 Suppose there is an arbitrary domain 
, for k and n are non-
negative integers satised k  n, furthermore, p is any real number such that 1 
p  1. Then, we can say that: W np (
)  W kp (
).
Lemma A.1.4 . Suppose there is a bounded domain 
 such that k is a non-
negative integer, p and g are real numbers satised 1  p  g  1. Hence, we can
say that: W kg (
) W kp (
)
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Figure A.1: Relationship between various spaces
The above Figure A.1 gives rigorous relationship between dierent spaces which
will be frequently used in the thesis.
A.1.2.3 Lipschitz Space
Lip(
) = fq 2 L1(
) : kqkLip(
)  1g where Lip(
) = W 11(
) with equivalent
norms.
Denition :(Lipschitz domain) Let the domain 
 be an open and bounded
subset of Rn, it is called Lipschitz domain if its boundary @
 is Lipschitz boundary.
If there exists a collection of open sets Oi, a parameter  > 0, such that 8x 2 @

the ball with radius  centred at x is contained in some Oi. Furthermore, there
are no more than M sets of Oi intersect with each other nontrivially. In addition,
Oi \
 = Oi \
i where 
i is a domain whose boundary is a graph of the Lipschitz
function i satised kikLip(Rn 1) M , for a nite number M . For instance, 
i :=
f(x; y) 2 Rn : x 2 Rn 1; y < i(x)g.
A.1.2.4 Hilbert Space
Denition : Suppose (V; ( ;  )) is an inner product space, if its corresponding





= W k2 (
) (A.13)
which means for example: the space of all Lebesgue integrable functions v dened
on the domain 
 with property such that v and all its partial derivatives up to order
k are all belong to L2(
). In particular, the inner product of Hilbert space ( ;  )Hk
is equal to the norm of the Sobolev space k kWk2 (
). For instance, The H1(
) is a
space which are bounded in following norms:
k k2H1(
) = k k2L2(






Thus, we have the H1(
) semi-norm (which means kvk = 0 <6=> v = 0) as:
j jH1(
) = k5 kL2(
) (A.15)
Energy norm:
kuke = a(u; u) (A.16)
where a(; ) is the bilinear form of the boundary value problem in nite element
analysis.
H(div) Space: A space is denoted as Hdiv space if and only if
H(div;
) = fq 2 L2(
)jr  (q) 2 L2(
)g (A.17)
H(curl) Space: The Hcurl space is dened as:
H(curl;
) = fq 2 L2(
)jr  (q) 2 L2(
)g (A.18)
where q represents the shape functions in nite element method.
A.2 Elliptic Type Partial Dierential Equation
The Elliptic type partial dierential equations are the fundamental type of PDEs
which can describes many physical applications.
 a(x)U + b(x)r  U + c(x)U = q(x) (A.19)
for x 2 
, q(x) 2 L2(
). In specic a(x); b(x) and c(x) are material data, q(x)
is the load data. These type of problems also have the name: \Sturm-Liouville
problem" with coecient b(x) vanishes, as well as Helmholtz equations are derived
(see Ciarlet in [104]). The generic type of Elliptic PDEs comes with the following
kind of boundary conditions:
Dirichlet Boundary : it is also known as essential boundary condition: Uj@
 = u0
.
Neumann Boundary : it is also known as natural boundary condition:  a(x)U j@
0 =
uN for uN 2 L2




The regularity conditions are:
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0 < a(x)min  a(x)  a(x)max <1 a(x) 2 C1[
]
b(x); c(x); q(x) 2 L2(
)
(A.20)
the theory of ordinary dierentiation equation states that the solution exists for
U 2 C2(
)TC1[
], but U may not be unique.
Proposition A.2.1 We should notice that the L2, H
1, W pk spaces are the spaces
which contains our solutions or the load data, these are the regularity conditions the
problem must be satised, if it admits a unique solution can be solved by the nite
element approximation.
In addition,we could neither impose the Neumann BC on the whole boundary of
our domain nor with null boundary conditions. The former would generally leads to
singularity of the stiness matrix in algebraic equation. The later situation would
results in non-unique solutions. Nonetheless, there are some special formulations
of the pure Neumann boundary value problem which can be solved with unique so-
lutions.
Proof See Oden, J. Tinsley, and Leszek Demkowicz in [248] or any other relevant
applied mathematic textbooks.
A.3 Weak Variational Formulation of Elliptic Equa-
tion
The weighted residual method is applied by multiplying both sides of the Eqn.
(A.19) with arbitrary test function v(x) , and integrated them over the domain















where the solution u and test function v both belong to the Sobolev space w2k(
).
Consequently, we dene our test functions in Hk0 (




which contains all functions in it though with trace zero. Therefore, v(@
)  L2 (see
trace operator in [83]). If we further apply Green's rst identity (in 1D \integration
by parts") to Eqn. (A.21), we have:Z l
0




a(x)ru  rvdx  a(x)ru(l)v(l)
(A.22)
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since v(0) = 0. By apply the boundary conditions under Eqn. (A.19), the nal












8v 2 Hk0 (
); v(0) = 0
(A.23)






for f 2 V 0 the dual space of V , in case the solution space is V 2 Hk0 . Then, the left





a(x)u0v0 + b(x)u0v + c(x)uv

dx+ au(l)v(l): (A.25)
Consequently, Eqn. (A.24) is the linear form of the boundary value problem, Eqn.
(A.25) is called the bilinear form of the problem. Henceforth, our problem can be
dened as: (
a(u; v) = f(v); 8v 2 Hk0 (
); v(0) = 0
u(0) = u0
(A.26)
The Eqn. (A.26) admits a unique solution u 2 V  C2(
)TC1(







is a Hilbert space:
2. a(:; :) is a continuous, symmetric and non-degenerate bilinear form which is
also coercive on V such that, a(u; v) M kuk kvk ;  kvk2  a(v; v):
3.V is a closed subspace of Hilbert space H:
(A.27)
In case of the Dirichlet BC is inhomogeneous, ane space is introduced:
~u0 +H
k
0 = [~u0 + v : v 2 Hk0 ].
We seeking for solution in: (
u 2 ~u0 +Hk0
a(u; v) = f(v)new
(A.28)
where f(v)new = f(v) a( ~u0; v) is a new linear form which distinct from the original
homogeneous Dirichlet BC problem.
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Proposition A.3.2 There are generally three criterions for specic numerical method
which will leads the numerical solution to convergence. Firstly, the stability is guar-
anteed by the well-posedness of the problem with one unique solution as stated pre-
viously. Second, the completeness of method depends on whether the order of conti-
nuity within each elements is equivalent to the highest order derivatives derived in
the variational formulation. Lastly, the compatibility of elements must be satised
at the element interface by impose the order of continuity is at least one order below
the highest order derivative [173].
Denition : (Coercivity) If there exists constant C1 > 0, such that
ka(v; v)k  C1 kvk2 for all v 2 
A.3.1 Non-symmetric Bilinear Form
In previous section, our bilinear form of the problem is symmetric by assump-
tions. Then by three constrain conditions from Eqn. (A.27), we have a unique
solution for this problem, but what if the bilinear form of the problem is non-
symmetric? The situation occurs very often in practical physical problems [104].
In specic cases, The Lax-Milgram lemma together with Cea's theorem guarantees
the existence and uniqueness of the solution for such problems.
Theorem A.3.3 (Lax-Milgram Lemma)
Let V be a Hilbert space, and a(; ) : V  V ! R be a continuous V -elliptic
bilinear form, moreover, f : V ! R is a continuous linear form. Thus, for any
variational form problems,
u 2 V & 8 v 2 V; a(u; v) = f(v) (A.29)
where the nite element solution u is unique and exists.
Proof : Omitted. Referred to Ciarlet, Philippe G [104].
Theorem A.3.4 Cea's Theorem
Suppose conditions (A.27) holds for particular problem except the symmetric















Proof : Omitted. Referred to Ciarlet, Philippe G [104].
Cea's theorem suggests that the error bounded in V space norm is quasi-optimal
such that it is proportional to the best approximation in the subspace Vh.
A.3.2 Generalized Duy Transformation for Simplex
The accurate higher order Gauss points and weights lying within the element
domain are extremely dicult to derive for simplex geometry, especially for higher
order elements [212, 310, 108, 338]. Many of the quadrature rules developed in
literatures either have points outside the element domain or negative weights. There
have been many studies looking for quadrature rules on simplex element, both
numerically and analytically. The diculty of searching quadrature rules generally
leads to well known problem of nding the zeros or minima of high-order multi-
variate polynomials.
In [338], Zhang, et al. proposed a symmetric quadrature rules for triangles and
tetrahedrons of orders up to 21(14), with positive weights and points lying inside
integration domain, and the symmetric structure of quadrature points together with
symmetric basis functions can hugely alleviates the computational cost in assem-
bling element matrices. However, this fact restricts our polynomial order below
7 in order to achieve an optimal quadrature orders. On the contrary, quadrature
rule for hexahedra elements can be derived by taking the tensor products of 1D
Gauss-Legendre Jacobi quadrature rules. In addition, the tensor products Gauss
quadrature rule is non-symmetric, thereby, lower order quadrature rules can be se-
lected on the direction of variables with less exponents, which in total saving the
assembling eorts on each integration domain. Nonetheless, the results of direct
apply the tensor product of 1D Gauss quadrature rule on hexahedra element will
theoretically leads to more points and weights.
In [266], the numerical integration over standard tetrahedron is by the mathe-
matical transformation that maps the tetrahedron in (x; y; z) spaces into a standard
2-cube with (; ; ) space. Then classical Gauss Legendre method is performed.
This algorithm circumvented the cumbersome process of deriving new sampling
points and weight functions within the tetrahedron.
In acoustic applications, numerical solutions are severely depend on the bound-
ary condition applied on the boundary of obstacle, subsequently, their form of
complexity highly rely on the specic type of incident wave which based on ex-
perimental assumption. For instance, to express acoustic wave propagating from
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a point source (dipole), we either have a singular body force or 1
r
singularity for









1 + ikjx  x0j
jx  x0j 
(x  x0)  n
jx  x0j (A.32b)
which causes the uncertainty on the location of source points if user specify the
source point lying within the computational domain. These type of waves are
frequently used in physical applications like: sound generation in the nonvacuum
medium, seismic waves in earthquake, and uid-structure interaction problems re-
spectively [254].
In 1982, Duy introduced an integration techniques which can increasing the
accuracy of integration while eliminates the integrand with a 1
r
singularity on vertex
[137], Duy transformation serves to collapse one side of the square into hypotenuse
of the triangle as shown in Figure A.2. The original Duy transformation is:
x = u (A.33a)
y = xv = uv (A.33b)
z = xw = uw (A.33c)
which transform the square Q^2 = [0; 1]2 into triangle T^ 24 = 0  x  1V 0 
y  x. And the determinant of Jacobian matrix J = @(x;y;z)
@(u;v;w)
= uv. There
also exists many dierent transformation which results in dierent reference co-
ordinates system such as [140] and [309] proposed reference square elements in
range of [ 1; 1]2. In [237], S. E. Mousavi developed a revised Duy transforma-
tion which adding exponent term on direction u, it changes the transformation to
: Q2(u; v; w) ! T 2 4 (x; y; z) : x = u; y = uv; z = uw. The exponent  is
chosen and tested such that with  = 2; 3 the integration error is minimized when
compared to the Duy transformation and other direct quadrature rules, especially
for problems with higher order singularity on its dominator. This Generalised Duy
transformation can be extended to three dimensional with pyramid elements. In
this paper, we present a special case of generalised Duy transformation which
collapse the hexahedron to tetrahedron directly by the following:
x = uvw (A.34a)
y = xv(1  z) = uv(1  w) (A.34b)
z = x(1  y) = u(1  v) (A.34c)
where the determinant of Jocobian matrix J is : u3 1v, the cube Q^3 = [0; 1]3
is transferred into simplex T^ 34 = 0  x; y; z  1V x + y + z  1. Assume the

















f(uvw; uv(1 w); u(1 v))J dudvdw
(A.35)
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the choice of  2 Z+ has to ensure the positiveness of exponent in u direction. This
conventional scheme guarantees the exactness of integrand with arbitrary polyno-
mial orders.
If the computational domain is discretized into hexahedron (square) elements,
one may prefer to subdivide the hexahedron into multiple tetrahedron and Duy
transform each of the tetrahedron into square, products of Gaussian-Jacobi quadra-
ture rule can then be applied. This procedure can be repeated in iteration to
improve the accuracy of integration techniques in any dimensions.
The Gauss-legendre quadrature points only need to be generated once for each
polynomial orders and stored for future usage. A Gauss-Legendre quadrature can
integrates the (2n   1)th order polynomial with exactness by placing n Gaussian
points, it is generally in the sense of accuracy and eciency for nite element
analysis [62].
In the following contexts, we assess numerical tests to arm the accuracy as
well as the computational time associated with extra transformation. The perfor-
mance of G-D transformation for highly oscillated acoustic problem is presented to
demonstrate the improvements of solution while maintain its eciency.
The reference solution are solved with optimal p and highest order quadrature
rule to assure its correctness extend to as many digits as possible. The FE solutions
are calculated using ascending p order and progressively increasing order of Gauss
quadrature rule corresponding to p, which the relative error in H1 norm is expect
to capture the errors over the whole computational domain in any sense.
a) Duffy transformation (generalized) in 2D b) Duffy transformation (generalized) in 3D
Figure A.2: Illustration of Duy transformation for simplex, (a) 2D (b) 3D
In Figure A.3, a graph of log global relative error in H1 norm is drawn against
increasing p orders from 1  6, and number of Gauss points from 9 to 121 in order
to suciently evaluate the polynomials over integral domain. At the time of this
test, the available computer resource (limited by memory and cores) can support
polynomial orders up to 6. Although we have no singularity point for plane incident
wave as Neumann boundary condition, we still observe solution with slightly lower
errors when using Duy transformation to apply our BC on triangular surface.
The computational time dierence for two transformation is also nearly identical
since the number of integration points chosen in advance. In essence, generalized
Duy transformation can provides an integration tools up to arbitrary higher order
polynomials while maintain its accuracy. Regardless of computational resources,
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(a) error vs DOFs (b) error vs time
Figure A.3: Global relative error % against p (no.of Gauss points = 2p + 1) con-
vergence analysis in H1 norm, impinging sound hard cylinder problem (a = 0.5 r
= 4)
this merit is especially convenient for applying p adaptivity nite element method
with hierarchical type polynomial basis. Further numerical tests are required to
estimate the improvement of G-D transformation to point source spherical wave
acoustic problems with singular solution.
Overall, uniform p adaptivity with Duy transformation outperforms triangular
integration rule in the eld of both accuracy and eciency. Even so, the minor
dierence of accuracy between two rules only incurs by high frequency (k  5) with
linear and higher order (p  4) elements.
A.4 Acoustic Admittance
The specic acoustic admittance parameter for waves passing through the medium
is denoted as 2c2, since
rPf  n = i!fPf
2c2
(A.36)
for Pf = i!ff , where Pf is the pressure distribution in material f .
A.5 Spherical Coordinates





(x2 + y2 + z2) (A.37a)
' = arctan(
p





where in polar coordinates, we replace ' by z, and remove z from A.37(a) and
radius r 2 [0;1), inclination  2 [0; ] and azimuth  2 [0; 2].
Figure A.4: Spherical coordinates
A.6 One Dimensional Coercive Elliptic Type Bound-
ary Value Problems
The following examples are Helmholtz acoustic problems which can be solved on
edge element. The main purpose is to use them as test problems to assess the
eciency of a priori error estimator on single element.
u00   k2u = 1; x 2 [0; l]; u(0) = 0; u0(l)  iku(l) = 0 (A.38)
with analytical solution : ua = e
ikx   1   ieik sin(kx)
k2
, we will call it a priori error
estimator 1. The a priori error estimator 2 is as following :
u00 + k2u =  k2sin(x); x 2 [0; 1]; u(0) = 0; u(1) = 0 (A.39)








. And the third ex-
ample is homogeneous Helmholtz equation with Dirichlet BC represents soft bound-
ary impinged by incident wave, and Robin BC applied at right end point stand for
non-reection boundary.
u00   k2u = 0; x 2 [0; l]; u(0) = 1; u0(l)  iku(l) = 0 (A.40)




A Posteriori Error Estimates on
One Dimensional Elements
The theme of this section of appendices is to study and implement the a posteri-
ori error estimators applied on one-dimensional elliptic type benchmark problems
solved by Finite Element method. In order to get familiar with the notable arith-
metics and basic theory behind the standard FE method from fundamental level.
Firstly, the four types of a posteriori error estimator are proposed with deriva-
tions. The one dimensional coercive (become sign-indenite when c(x) = k is large)
Elliptic type benchmark problem 2 given in Chapter 4 is assessed with presented
error estimators, their features, merits and defects were identied as reference of
the studies on higher dimensional problems.
B.1 Global Eectivity Index
As stated by many articles, a good error estimator should tends to zero at the same
rate as the exact error. Hence, the quality of particular error estimator can be




where kk is the arbitrary norm depends on specic error estimator chosen in ad-






where K is the specic element that we aim to measure its error. A good eectivity
index should as close to unity as possible. However, in practice, an error estimator
with global eectivity index around 2:0   3:0 or higher numbers are acceptable in
many engineering problems [14]. The error estimators we present in the following
sections will encompass the variational crimes, the errors generated by solving the
linear system of equations using iterative method and the round o errors (Bank
and Weiser [58]).




Proposition B.1.2 (Deviation of Eectivity Index)
De = j1 j (B.4)
for De tends to zero when  converges to unity. Assume an error estimator is
ecient, the deviation should be as small as possible.
B.2 Element Residual Based Methods
B.2.1 A Explicit a Posteriori Error Estimator Based on El-
ement Residual
The explicit error estimator adopts the available data from the specic problem
and calculates the error estimator & indicator intuitively. The strength of explicit
estimator over the implicit one is that it requires less computational costs. But it is
not as accurate and robustness as the implicit error estimator based on its denition.
The explicit error estimator in H1 norm for test problem 2 will be depicted in the
following contexts.
B.2.2 Galerkin Orthogonality
First of all, we need the following two basic properties:
a(u  uh; v) = a(e; v) =
a(u; v)  a(uh; v) = f(v)  a(uh; v) 8v 2 V 2 Hk:
(B.5)
217
a(e; vh) = 0 8vh 2 Vh 2 V (B.6)
where Eqn. (B.5) characterizes the true error e as a solution to the variational
formulation of the boundary value problem, and (B.6) is known as the Galerkin
orthogonality condition. The Galerkin orthogonality condition is a key for the
derivations of a posteriori error estimates.
B.2.2.1 Error in Energy Norm
Primarily, Eqn. (B.5) is extended to local element level, in order to reduce the
cost of dealing with large problem in global domain. Suppose function u is chosen
arbitrarily from solution space V , then, we can take the integral over whole domain
as a direct sum of integrals on each element:














where  N is the Neumann boundary, and T is the partition of the domain 
. If


















where @Kn N denotes the element boundary that belong to K is an interior bound-
ary. Moreover, @uh
@nK
is the derivative of uh in the direction of outward normal to the
element boundary @K, for nK is the outward pointing unit normal vector to @K.
Thus, it is noteworthy that:
Lemma B.2.1 Interior Residual:
r = f +r  (aruh)  cuh in K (B.9)




R = uN   a @uh
@nK
on @K \  N (B.10)
In addition, R measures the same quantities instead on the boundary of each ele-
ment.
Proof : The proof of above Lemma can be found in many literatures (e.g. Verfurth,
Rudiger in [322], Ainsworth M, Oden J T in [14] and Babuska Ivo in [34]).
We should bear in mind that the above two residuals will be widely used in a
posteriori error analysis which also includes the natural error estimator rooted in
Ultra-weak variational formulation. Here we omitted many theorems and proofs
merely left the key aspects from now on. The contribution of the last term in Eqn.
(B.8) can be reconstructs to a dierent form, in the presumption that the function






















where the summation of the second term in (B.11) only counts all the inter-element
edges  in the interior of the domain. Eqn. (B.11) holds if and only if we derive an
























is the element shares the same interface e with K, and neK is the outward
unit normal vector to the @K on edge e. Specically, Eqn. (B.13) represents the
jump discontinuous of the piecewise polynomials a@uh
@ne











0; e   D
uN   a@uh
@n
; e   N
(B.14)
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Rvds 8v 2 V (B.15)
where @Th contains all the edges of the elements partitioned in 
.
Theorem B.2.2 let p 2 [1;1), and for a non-negative integer r assume X be a
nite element subspace established on an regular element (triangle or quadrilateral)
partition T of the polygonal domain 
. Now propose a number s 2 [0; 1] such that
s  k  r+1. In addition, there exists a bounded linear operator IX : W kp (
) 7! X
and for all u 2 W kp (
), all elements K 2 T , we have the following condition holds:
ju  IXujWkp (K)  Chk sK jujWkp ( ~K) (B.16)
and
ju  IXujWkp (eK)  Ch
k s 1=p
K kukWkp ( ~K) (B.17)
for a constant C that independent of h but depends on the regularity of the elements
(refer to Ainsworth M, Oden J T. page.9-14 [14]), and ~K is the patch of elements
associated with K.
Proof : See theorem 1.7, Ainsworth M, Oden J T in [14]. Theorem 4.4, remark 8
in Bernardi and Girault [73] for detail proofs.
Suppose the element K (in [14], triangle elements) is surrounded by an element
patch such that:
~K = fKl 2 T : Kl \K 6= ;g (B.18)
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where ~K is a group of elements in partition T that shares at least a single point with
element K. Let v 2 V , and IXv be an interpolation approximated solution as v
from subspace described in Theorem B.2.2. Subsequently, by Galerkin orthogonality













a(e; v) = a(e; v   IXv); (B.20)












Proof : According to theorem B.2.2, we have:
ju  IXujW 02 (K)  ChK kukW 12 ( ~K) (B.22)
and
ju  IXujW 02 (eK)  Ch
1=2
K kukW 12 ( ~K) (B.23)
where W 02 equivalent to L2 space here, and the constant C is independent of u and












PK2T krkL2(K) kv   IXvkL2(K) +Pe2@T kRkL2(e) kv   IXvkL2(e)
by applying Cauchy-Schwarz inequality for integral, we arrived










by (B.22), (B.23) and
P
K2 ~K kvk2H1( ~K) +
P
e2@K kvk2H1( ~Ke)  C
P















since a(e; e) = keke and kvkH1(
)  C kvke, where kke is the energy norm. Thanks
to the coercivity of the bilinear form over space V , as well as the fact that most of
the edges are belong to two elements (in 1D is point), the desired results follows.
Consequently, by Theorem (B.2.3), we can derive a local error indicator for each












which provides an upper bound for the actual error derived from the nite element
approximation solution. The persuasive argument of the error provided in H1 norm
is equivalent to the energy norm in benchmark problem 2.
Figure B.1: A posteriori explicit error estimator based on residual for problem 2
with quadratic elements, upper part - global error with h renement, bottom part
- local error in element domain
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Figure B.2: A posteriori explicit error estimator based on residual for problem 2
with cubic elements, upper part - global error with h renement, bottom part -
local error in element domain
Figure B.3: Comparison of explicit error estimators on element curvature
It can be seen from gure B.1 - B.3 with nite element solution obtained by
quadratic and cubic elements respectively, the estimated error decreases with in-
creasing approximation order from quadratic to cubic. This fact is reected by
both the estimated error and the actual error in energy norm. However, the error
estimator remains slightly insensitive to the drastically change of the actual error,
and the numerical results are generally pessimistic. This might because of the in-
formation loss was ignored during applying the Cauchy Schwarz inequality as well
as the triangle inequality in the derivation process.
Figure B.3 describes the reason of slightly increased actual error near the end
of the computational domain, equally well, the estimated error near the boundary
of the bar element 
 = [0; 1]. It is because the appearance of the relevantly large
curvature of the exact solution for problem 2 near the end of the bar, and the a
posteriori explicit error estimator successfully captured minor eects.
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B.2.2.2 Error in L2 norm
The specic derivation of explicit a posteriori error estimator in L2 norm will
not be described in details in this thesis, because the main idea is resemble to the
derivation of the error in energy norm. The nal form is:
Theorem B.2.4 There exists a convex domain 
 such that @
 = TD, then the









Where r and R are the two types of residuals prescribed in (B.9) and (B.14). Then
there exists a constant C depends on 
 and the shape of the elements Ki such that






Proof : See Ainsworth M, Oden J T., section 2.4, Theorem 2.7 in [14] for details.
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Figure B.4: A posteriori explicit error estimator based on residual for problem 2 in
L2 and H
1 norm, log - log plot
Figure B.4 illustrates the explicit error estimator in L2 norm and H
1 norm
respectively, both the estimated error and the exact error in L2 norm are less and
smoother when compared with the error in H1 norm. Thus, the error indicators
successfully captured the true scenarios. L2 norm tends to underestimated the
potential error when compares to the H1 norm.
B.2.2.3 Error in L1 norm
The derivation of the L1 norm error estimator will be omitted (for details, see
Anisworth [14]). The global point-wise error estimator and local indicator is given
by:
Theorem B.2.5 let the nite element problem be a pure Dirichlet boundary value
problem, and the right hand side f 2 L1(
). In addition, hmin  Chmax for C > 0
and   1 are xed value constants.
1 = max
K2T




)  Cjlog(hmax)j21 (B.29)
where the logarithmic term can be regarded as a constant.
Proof See Ainsworth M, Oden J T.in section 2.5 [14] for details.
B.2.3 Conclusion
The local bound K plays an important role in adaptive renement algorithm,
since it indicates the distribution of the actual errors. If the estimated error es-
timator is relative large on a particular element, the actual error will be large in
neighbour of that element too (patch of elements). Thus, the error estimators will
point out the specic location on domain 
 which need to be rened.
In Ainsworth M, Oden J T Section 2.3 from [14], author states that an ecient
estimator need not to be as accurate as the actual error, as long as it can imitate
the behaviour of the actual error. In addition, both constant C independent of the
mesh size should exists for the upper bound and lower bound of the error. Overall,
the explicit a posteriori error estimator satised this condition.
B.2.4 An Implicit a Posteriori Error Estimator Based on
Element Residual
The explicit error estimator presented in previous sections are generally pes-
simistic and insensitive to the changes of the error in micro-scale. It can be observed
from the gap between estimated error and exact error in the graphs from previous
sections, the gap represents the unknown constant. Moreover, the information loss
was ignored while applying the Cauchy Schwarz inequality as well as the triangle
inequality during the derivation process of the explicit error estimator. On the con-
trary, the implicit error estimator constructed based on the structure of the original
problem, and involving solve a local boundary value problem with estimated error
as unknown solutions. Therefore, it is more computational expensive than explicit
error estimator.
Theoretically, the implicit error estimator and indicator are very sensitive to
the changes of solution space and polynomial degree of bubble functions selected,
indeed, the results of the error estimation can be vary for the same problem.
There are mainly two routines to obtain the implicit error estimator: the element
residual method and the subdomain residual method [47], we will only focus on the
element residual method itself since it inherited the ideas of element residual and
1Apologises for abuse of notation with error e and edge e used in dierent scenarios
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provides more information than the later. Moreover, the local patch problems are
expensive to evaluated.
Theorem B.2.6 Suppose we have a boundary value problem like benchmark prob-
lem 2 in Eqn. (4.5). The nite element approximation is known to be uh, then we
have a local boundary value problem over each element K 2 T of domain 
 such
that:
 r  (areh) + ceh = f +r  (aruh)  cuh in K (B.30)
with Dirichlet boundary condition applied on the boundary edge of element K:
eh = 0 8e   D (B.31)
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(a(ruh)K  nK + a(ruh)K0  nK): (B.33)
Thus, its weak form is dened by the bilinear form:
aK(eK ; v) =
Z
K
(ru  rv + cuv)dx








vds 8v 2 VK
(B.34)
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where VK = v 2 H1(K) : v = 0 on @K \  D, we can then replace eK by basis func-
tions  K.
Proof : See Ainsworth M, Oden J T. section 3.3 in [14] and Babuska, Ivo chapter
7 in [34] for details.
Hence, the local error estimator is given by:
K = k KkK (B.35)
and the global error estimator is observed from the summation of the local errors.







B.2.4.1 The Existence of Unique Solution
If a boundary value problem (e.g. problem 2) only has the Neumann boundary
condition imposed on all of its boundaries, in addition, its absolute term vanishes
(problem 2, c = 0). Consequently, this problem admits a solution if and only if it








hds = 0: (B.37)
Proof See Babuska, Ivo, Eqn. (7.15a)-(7.17) in [33].
For an implicit error estimator it means the right hand side of the bilinear form
(B.34) equals to zero.
B.2.4.2 Bubble Functions
The innite-dimensional space containing the actual error has to be approxi-
mated by a suitable nite dimensional subspace. A way of doing so is that we
choose the subspace of V such that it will forms a coercivity bilinear form. These
nite spaces contain some distinctive functions denoted as the bubble functions.
The key point to construct such subspaces is to increase the order of spaces used
to solve the original boundary value problem.
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Bubble functions are routinely used modal shape functions for p  2. In case
the original nite element subspace Vh is used to obtain the approximation eh of e,
then a trivial solution of eh = 0 will follows. Hence, one need to construct a wider
space contains the bubble functions. The bubble functions is restricted to zero at
the element vertices (boundaries) and non-zero in the interior of elements. Roughly
speaking, They commonly have higher orders than the nite element solution space.
(a) Interior bubble func-
tion 1
(b) Interior bubble func-
tion 2
(c) Edge bubble function
Figure B.5: Example of bubble functions in edge element
(a) Interior bubble function (b) Edge bubble function 1
(c) Edge bubble function 2 (d) Edge bubble function 3
Figure B.6: Example of bubble functions in face element
The above graphs B.5 and B.6 depicted the bubble functions in one and two
dimensions, they always vanish on the vertices of the elements. The interior bubble
function are zero values outside of the elements of interests, and the edge bubble
functions have value one at the edge shared by two adjacent elements.
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B.2.4.3 Dirichlet Element Based Error Estimator
The implicit error estimator with approximation subspace contains the interior
bubble function is referred to \Dirichlet element based error estimator" in Babuska,
Ivo [33]. The estimated error ~eK belongs to:
Lemma B.2.8







dx <1; v(xi+1) = v(xi) = 0

(B.38)
Proof See Babuska Ivo section 7.1 in [33].
Proposition B.2.9
Local indicator : DirK  k~eKkYK







Theorem B.2.10 Let u 2 V and uh 2 Vh be as dened in Eqn. (4.6), and the
problem satised the regularity condition (A.20), from proposition B.2.9 and lemma
B.2.8, we have that:

















where keke is the true error in energy norm, and the error indicator in proposition
(B.2.9) is a lower bound of the true error in nite element approximation.
Proof : See Babuska Ivo, theorem 7.2 - 7.3 in [34] for detailed proofs.
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Figure B.7: Dirichlet element residual error indicator and estimator in 1D
Figure B.7 shows the results of implicit Dirichlet error estimator and indicator both
below the actual error in energy norm for problem 2 with linear element. The good
news is the local error indicators have successfully captured the trends of the actual
error exactly. The defect is that the error indicator tends to underestimated the
true error. The implicit error estimator converged faster than actual error in global
sense.
B.2.4.4 Neumann Element Based Error Estimator
The Neumann element based error estimator can be observed by solving the
Eqn. (B.30) with boundary conditions (B.31) and (B.32) in each elements, then
adding them up by local errors (B.36).
Theorem B.2.11
keke  h  Neu;Uh (B.41)
where Neu;Uh is the upper bound of the actual error obtained by solving a group of
auxiliary linear system of equations.
Proof : See Babuska, page 225-227 in [34] for detail proof.
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Figure B.8: Neumann element residual error estimator in 1D
Figure B.9: Neumann element residual error indicator in 1D, solved with 9 elements
and 33 elements respectively.
Figure B.8 and Figure B.9 reveal the fact that the a posteriori implicit Neumann
error estimator converges to the true error as the element size h decreases. In
Figure B.8, the implicit Neumann error indicator exhibits as an upper bound of the
exact solution in both global and local levels, which coincides with the theory. The
signicant achievement of the Neumann error estimator is that the estimated error
follows the exact error in domain coordinate-wise smoothly.
B.2.5 Conclusion
At this stage, regarding to previous analysis, we can conclude that the approx-
imated error are heavily dependent on the subspace contains the bubble functions
selected. Most importantly, a carefully selected subspace YK 2 V would leads to a
well-posed problem. In case of 2D triangular or quadrilateral elements, Babuska,
Ivo proposed several adequate subspaces which have been proved to be ecient
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[33, 34]. Indeed, the results of the error estimation can be varied for the same prob-














where the right hand side of equation is the explicit error estimator in energy norm
previously mentioned in (B.24). It is obvious that the implicit error estimator
observed by solving a local linear system of equation is upper bounded by the
explicit error estimator.
Overall, it is easy to say that the implicit error estimator like the one we presented
in previous section are much complicated than the explicit error estimator. Indeed,
its performance should be more accurate and robust than the explicit error estimator
in theory (Ainsworth and Oden in [14], Bank, Randolph and Alan in [58]). Although
the element residual global error estimator does not estimates the true error exactly,
The local error indicator which can displays a clear distinction between \large" and
\small" errors are still said to be eective to guide the local h & p renement
(Babuska Ivo [33]).
However, various implicit error estimators are found to oer similitude results
as the explicit error estimators in both numerical tests and practical adaptivity
renements. This observation also coincides with the fact that uses of the true
error (in case analytical solutions are known) as the error indicator does not always
end up with the best quality mesh [8]. Hence, due to the computational cost when
dealing with complicated and large psychical problems, the inexpensive explicit
error estimators are more preferable than the expensive implicit error estimators
[233].
B.3 Patch Recovery Based Methods: Gradient of
Solutions
There are numerous engineering applications required the quantity of interests
are not the nite element solution itself, but the gradient of the solution instead
[318]. For instance, the elastic problems, stokes problems and the acoustic applica-
tions, the velocity and stress tensor are required for evaluation. The gradient of the
potential is the velocity, and the stress or strain are calculated from the velocities
and so on. These are the important physical quantities in particular engineering
analysis.
The nite element spaces embodied are generally piecewise polynomial basis
function space, which will leads to discontinuous & inaccurate derivative of the
approximated solution at the interior boundary edge (face) across adjacent elements,
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especially on the boundary of the domain 
. The reason for this scenario to occur is
because of the FEM is an approximation technique aim to the exact solution of the
problem but not its derivatives. As for the derivative of the approximation solution,
the actual error of the approximated gradient increases based on the approximated
solution due to weaker condition. In linear approximation, the gradient of the
solution is constant, thus denitely discontinuous across elements. The recovery-
based method could also incorporates with the element residual error estimator
positively, to give the latter a more accurate boundary data than itself for the
underlying problems (Ainsworth, [14, 7]).
Figure B.10: Examples of smooth and non-smooth gradient of solution [7]
Proposition B.3.1 Suppose Ixu is an interpolant of a continuous function u 2
C(
) in the nite element subspace, then the condition:
Ixu 2 X : Ixu(xi) = u(xi); 8i 2 [nodes of T ]  N (B.43)
holds, where [xi : i 2 N ] is the nodes of nite partition T . If the basis function is
Lagrange basis, then, the explicit interpolant is Ixu =
P
i2N u(xi)i. Theoretically,
the interpolation delivers a quasi-optimal approximation from the nite subspace.
B.3.1 Averaging Method and Superconvergent Recovery
The averaging gradient method has been used in the development of a posteriori
error estimator based on element residual. Alternatively, the gradient of solution
can be calculated based on a weighted average of the ux terms between adjacent
element boundaries. It intuitively estimated the discontinuous approximation of the
true gradient. The very crucial fact for gradient recovery is that the gradient at the
centroid of the elements are always superconvergent [326]. Babuska and Rheinboldt
originally proposed a gradient recovery error estimator in 1D based on this fact in
1981 [48].
Lemma B.3.2 Consistency Condition Let the recovery operator Gh together
with the interpolation Gh(Ixu) be an approximation of the true gradient ru. In
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addition, assume u is a polynomial of degree p + 1 on the patch ~K associated with
K, such that u 2 Pp+1( ~K), thus
Gh(Ixu) = Ixru on elementK (B.44)
Localization Condition If xg 2 K and xg can be any points in element K,




Boundedness and Linearity Conditions Let Gh : V 7! V  V be a linear
operator, then
kGh[u]kL1(K)  CjujW 1;1( ~K) 8K 2 T 8u 2 V (B.45)
where C is a constant independent of element diameter h, and V denotes the -
nite element subspace. This condition interpret the fact that the recovered gradient
is always bounded by a constant multiple the true gradient in the element patch
surrounding K.
Theorem B.3.3 Let Gh satises Lemma B.3.2 such that u 2 Hp+2( ~K), and T 2 

be a partition of elements, Vh 2 V is the nite element subspace has polynomial of
degree p. Then, there exists a positive constant C independent of hK and u such
that:
kru  Gh(Ixu)kL2(K)  Chp+1K jujHp+2( ~K): (B.46)
Proof See Babuska, Ivo Theorem 6.5, Theorem 6.6 [34] and Anisworth proof of
Theorem 4.1 [14].
Since the nite element solutions have better accuracy than the linear interpolant
operators, hence, we have
Corollary B.3.4 Let u 2 Hp+2(
), and the gradient recovery operator Gh satises
Lemma B.3.2. Furthermore, juh   IxujH1(
)  C(u)hp+r holds for r 2 (0; 1], then,
the following also holds:
kru  Gh(uh)kL2(
)  C(u)hp+r (B.47)
for a positive constant C. Properties above are well known as the super-convergence
since the order of hK is one order higher than the polynomial order in the nite
element subspace. The discussion about super-convergence results are referred to
Krizek and Neitaanmaki in [198]. Consequently, the local error indicator for the
general gradient recovery method are dened as:
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GhK = ku  uhkH1(K) = ku  uhkL2(K) + kGh(uh) ruhkL2(K) (B.48)
Previously, we mentioned the gradient of uh are discontinuous and inaccurate
at element boundaries (nodal points in 1D), especially on the boundary of the
domain. This is the main reason we need to impose the gradient recovery method
and make this dierence between solutions as small as possible in order to have a
good approximation of the stress and strain. Moreover, it can also serves as an a
posteriori error indicator.
Figure B.11: Finite element solution and its gradient
The above Figure B.11 indicated the discontinuity of the gradient of nite el-
ement solution for problem 2 is specially large at the most bending part of the
solution and the @
. This observation is coincides with the results from a posteri-
ori element residual method.
B.3.2 Z-Z Error Estimator
In earlier 1976, Barlow, John, et al. introduced how to nd the super-convergence
points in nite element method in his work [59]. Latterly, Mackinnon, R. J. and
G. F. Carey in [226] demonstrated proofs of the special convergent property points
in the domain of the nite element partition based on the expansion of Taylor
series in 1D and 2D. In 2008, Pinto Junior and David Soares in [255] summarises
three dierent types of gradient sampling points in one dimension and their various
properties, as well as conrmed the centroid point of the element is not only the
superconvergent point of the gradient of solution, but also the ultra convergence
point with rate O(h5).
Zienkiewicz and Zhu in [345] initially proposed the idea of super-convergence
patch recovery techniques. In the rst part of their paper, the benchmark ex-
amples and numerical results both for 1D and 2D elliptic equations are assessed,
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whereas the second part of this paper Zienkiewicz and Zhu shows the eectivity
index asymptotically converge to unity as the element size tends to zero [346]. The
eectivity index of Z-Z estimator is superior when compares to other estimators
like the global L2 projection and the Hinton-Campbell extrapolation [168], and the
adaptivity renement algorithm is performed based on the error in energy norm
and L1 norm. The Z-Z estimator also has been proven to be economical ecient
and accuracy during evaluating process and the adaptivity schemes.
Zienkiewicz and Zhu in [341] emphasized in some cases where the Supercon-
vergent Patch Recovery (SPR) method has been misunderstood, equally well, the
dangerous of adding additional constraints on the original SPR. Most importantly,
they present the inspiration of the new gradient recovery method named: REP (Re-
covery by Equilibrium in Patches). The superconvergent patch recovery technique is
proved to have better performance than the element residual-based error estimators
through many examples (Babuska, Strouboulis and Upadhyay in [41, 49]).
B.3.2.1 Implementation Procedures
Let i be an element vertex surrounded by a patch of elements Ti that shares the
same vertex i. The values of the gradients at the sampling points of each elements
in the patch Ti formed a recovered gradient at the vertex:
 = P (xi) (B.49)
where P contains the monomials in the polynomial space of order up to the nite
element subspace p, and  is a set of unknown coecients. For example, the 1D
problems with nite element subspace of order p has the following form:
P = [1; x; x2; x3; ::::; xp] (B.50)
and the unknown coecients
 = [a1; a2; a3; :::::; ap+1]
T (B.51)
in three dimensions we have:
P = [1; x; y; z; x2; xyz; y2; z2] (B.52)
Figure B.12: Example of element patches in 1D with 4 sampling points per patch
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where the purple  is the nodal points, and black  represents the sampling points.
The sampling point is where the superconvergent property of the gradient of nite











where xs is the coordinates of the sampling points in each elements belong to Ti.
The Euler minimization condition implies in order to minimizes Z(), we need to
solve the following local linear system of equations.
M = b (B.54)














Finally, the recovered gradients at each nodal points of the patch are interpreted
as:
Gh(uh) = P (xi)T (B.57)
where the recovered value of gradient  is obtained by multiply the basis functions
from the nite nite element subspace to the values of the gradient at the vertex
points Gh(uh), and if combined this estimator with the eectivity index (B.1), we
can derive the following
Theorem B.3.5 Assume kescpke is the error estimator based on the recovered gra-
dient of the nite element solution, then, the error estimator is said to be asymptotic
exact if and only if
kescpke
keke
! 0 for h! 0 jj p!1  keke ! 0 (B.58)
Proof The proof is very straightforward, in the assumption that the estimated
error converges to zero at a higher rate than the actual error of the nite element
approximation. Detailed proofs please refereed to Zienkowicz and Zhu in [346].
Corollary B.3.6 The eectivity index for error estimator derived from gradient
recovery has the following inequality:
1  k~ekkek    1 +
k~ek
kek (B.59)
where e is the exact error, and k~ek = ku  usch k denotes the error of the recovered
solution in specic norm. The importance of this corollary is that any gradient
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recovery method gives higher rate of convergence than the nite element solution
will be asymptotically exact.
The super-convergence points in each element are strongly depend on the shape
functions chosen as well as the element type. Moreover, super-convergence points
are slightly dierent from the Gaussian points for solution space of order greater or
equal to cubic in one dimension [255]. In 1D case Mackinnon and Carey suggested
that the super-convergent sampling points are coincide with the Gaussian points
[226]. However, this is not always true for higher dimensions.
In the situation where order of element p > 1, there are inter-element nodes
which will be evaluated more than one times by dierent patches, the values at
these nodes can be taken by simply average out these dierent values. If the element
nodes in the patch are also boundary nodes, these values on the nodes therefore
can be determined by the interior element solely [345].
Figure B.13: Example of boundary element patches [345]
Figure B.14: Superconvergent patch recovery on linear elements
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Figure B.15: Superconvergent patch recovery on quadratic elements
From the above graphs B.14 and B.15, we can no doubt see that the SPR (Super-
convergent patch recovery) gradients have good agreement with the true gradient
of the problem, it is intuitively a good results. We can thus use the SPR method to
smoothing our gradient of solution, or applied as an estimator to implements the
any adaptivity schemes. Even though, quantitative numerical tests are essential to
further arm the eectiveness of current method in higher dimensions.
B.3.3 Z-Z Error Estimator in L1 Norm
The error estimator in the point-wise norm is dened as:
kuscph   uhk = maxK2
 j(uh   uh)2 + (ruscph  ruh)2j
1
2
and the eectivity index adopted from Eqn. (B.1). The point-wise error is special-
ized to indicates the largest part of error occurs in the nite element domain 
.
We can observed from the Figure B.16, though the point-wise Z-Z estimator tends
to overestimated the true error, the eectivity index interprets the point-wise error
estimator is asymptotically converges to the actual error in L1 norm.
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Figure B.16: Z-Z point-wise error estimator and the global eectivity index
B.3.4 Z-Z Error Estimator in Energy Norm
The a posteriori error estimator based on superconvergent patch recovery in energy
norm is dened as:















Hence the global error estimator in energy norm can be expressed as the summation











Figure B.17: Z-Z H1 error estimator and eectivity index with linear element
Figure B.18: Z-Z H1 error estimator and eectivity index with quadratic element
Figure B.19: Z-Z H1 error estimator and eectivity index with cubic element
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The above three Figures depicted the numerical results of our own codes derived
from theorems in [345] and [346] by Zienkiewicz and Zhu. The benchmark problem
2 is solved and results are compared with analytical solution. The eectivity indices
for element order p = 1; 2; 3 are asymptotically converge to 1, and the speed of con-
vergence is superior when compared with other gradient recovery techniques like
L2 projection [329] and H-C extrapolation [168]. The recovered gradients are su-
perconvergent for 1D elements of order p = 1; 2; 3, especially ultra-superconvergent
for quadratic elements. Further numerical results and explanation of performance
of Z-Z error estimator can be found in [340, 34] and [14].
Figure B.20: Z-Z H1 local error indicator - Linear element
In Figure B.20, the local Z-Z error indicator for linear element is interpreted. It
can be compared with Figure B.1 and B.8, both the benchmark problem 2 is solved.
It emphasized that the Z-Z error indicator is as good as the implicit element resid-
ual error estimator in the local sense, and even better eciency than the implicit
element residual on the computational cost side, since the implicit element resid-
ual indicator is very sensitive to the bubble function selected, and require solving
a higher degree of linear system of equations in each elements. Nevertheless, the
Z-Z indicator highly rely on the superconvergent property of the sampling points,
and the position of the sampling points are somehow implicit to determined in
higher dimensional elements with various geometry properties (simplex, pyramid,
etc.) [346].
B.3.5 Conclusion
As expected, the major merits of the Z2 error estimator are the economical
cost and straightforward implementation. Moreover, since this type of estimator is
based on the superconvergent property of the points within each elements instead of
the structure of the original problem. Hence, it is robust and applicable to a wide
range of engineering applications in practice. Nonetheless, the weakness of such
estimators is that they do not account the error for the solution potential itself,
but merely oer an eective recovered gradient of the FEM solution. Overall, all
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three types of error estimator and indicator satised the qualied error estimator





Finite element softwares are generally complex economical systems. They involve
the process of managing mesh and topology related complexities, sparse algebra
and complications related to approximation, integration or dense tensor algebra at
integration point level.
Traditional nite element codes are element-centric (type of element denes ap-
proximation space and base) and therefore cannot exploit the potential of emerging
approximation methods. The MoFEM software uses recent advances in nite el-
ement technology and modern data structures, enabling the ecient solution of
dicult, multi-domain, multi-scale and multi-physics problems. In this code, de-
sign of data structures for approximation of elds variables are independent of the
specic nite element (e.g. Lagrangian, Nedelec, Raviart-Thomas) being used, such
that a nite element is constructed by a set of lower dimension entities on which
the approximation elds are dened. Consequently, dierent approximation spaces
such as: H1, L2, H(curl) and H(div) can be combined without constraints, in order
to create the ability to solve complex problems eciently. Arbitrary hierarchical
polynomial basis can be used on element level (e.g. tetrahedra, triangles, hexahe-
dra, prism, etc). The user dened data operator can act on elds directly associated
with entities (vertices, edges, faces, volumes) rather than nite element itself.
In Figure C.1 below, the work distribution of such composed system in MoFEM is
briey outlined. The evaluation of hierarchical nite element approximation spaces
are solely managed by MoFEM. For detailed informations please refer to [199].
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Figure C.1: Finite element analysis managing process [199]
In Figure C.2, a relationship between these softwares is addressed. The ecosys-
tem of MoFEM integrated with Topology (MOAB and associated tools) and ad-
vanced scientic computing tools for Algebra (PETSc, and associated tools), which
allows developers (/end user) to focus their attention on the development of nite el-
ement technology and/or physical applications under consideration. The resilience
of the ecosystem is guaranteed because the underpinning components have sus-
tainable funding, dynamic and established group of developers and signicant user
base.
Figure C.2: Diagram of computational tools, the economic system of computational
tools
In recent years, it has been recognised that there is a vast amount of literature
describing and exemplifying the mixed formulation nite element method applied
to dierent engineering applications [85, 61]. The solvability, stability and optimal
convergence discretisation property of mixed FEM has been proven both analyti-
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cally and numerically [84, 25]. Stringent comparison has been made between the
least square method and the ultra-weak variational formulation in [152]. Two di-
mensional benchmark problems with regular and singular domain are resolved, the
UW formulation outperforms the least square (LS) method in view of accuracy and
conditioning for restricted degrees of freedom. The choice of approximation order
for vector and scalar eld basis of mixed FE are investigated throughly by Arnold,
et al. in [26].
The University of Glasgow in house software MoFEM implemented the ultra-
weak variational formulation method with hierarchical approximation basis for sta-
tionary transport / heat-conduction problems, both localized h and p adaptivities
are available for analysis. This is another research direction for our current acous-
tic solver, an ecient and rigorous error estimator and adaptivity scheme can be
developed upon the UW formulation, and extended to Helmholtz equation.
C.2 A Very Brief Description of the Parallel Com-
putations
The partitioned mesh is required prior to the calculation, in order to support the
parallel simulation. MoAB uses the ParMETIS library tool to initialise this feature
[191, 308]. Intuitively speaking, it reads local meshes on each processors, and then
stores the entities (e.g. vertices, edges) as tags or tagged sets (one set per part).
The complexities associated with parallel communications are hidden through
the MoFEM interface using both PETSC and MOAB functions for management of
distributed data. The MoFEM partitioning tool takes entities adjacent to elements
and constructs an adjacency matrix that is partitioned using PETSC, which calls
metis/parmetis, and/or other graph partitioning libraries [55]. In the partitioned
mesh, each entity, which includes 3D entities and lower dimension adjacent entities,
are assigned to a partition tag. MoFEM has its own mesh partitioning tools called
MoFEMpart that will partition the mesh and store as entity sets. In case the mesh
has not created all the lower dimension adjacencies before partitioning, one should
always use MoFEM to partition the mesh.
MoFEM takes care of setting elements and the distribution of degrees of freedom.
Key functions are implemented in the ProblemsManager interface. The Function
ProblemsManager deals with the number of degrees of freedom, setting local and
global numbers, determining ghost DOFs, setting partition to nite elements, and
everything else that is needed to construct parallel matrices in PETSC. During
the matrix assembling process, every element that has attached a partition number
equal to the rank of processors is evaluated.
In distributed memory systems, each processor (node) has its own memory, and
data is stored locally. Thus, communication libraries are required to passing and
receiving the data across local memories of each processors. The most commonly
used communication library is the message passing interface (1992 [319, 162, 163]),
which MPI is commonly chosen when compared to other alternatives (e.g. parallel
247
virtual machine [154]) because of its three features, portability, functionality and
eciency [294]. The MPI library tool is merely dealing with the communication
part of the program and nothing else. The MPI supports a vast range of program-
ming languages including C, C++ and FORTRAN. For details about how MPI is
implemented, communicates and operates, please refer to [199] and [98].
C.3 Input Data for Polychromatic Wave Acoustic
Solver in MoFEM
The main purpose of this section is to stipulate the format of time dependent
input data supplied by the user of the acoustic solver in MoFEM. The algorithms
of Polychromatic wave acoustic solver is introduced in section 5.4. First of all, A







M   1 aM 1
Table C.1: Format of input signal proles
Table C.1 denotes the data of the discretised signal prole. It can either be poly-
chromatic or monochromatic signal depending on dierent physical scenarios. As
shown in Figure 5.6, the discretised input signals can be any user-dened shape.
The simplest examples are square waves and sinusoidal waves.
The Fourier transformation is performed by the open source FFT library - \Keep






Thermal problems are the most fundamental variation of the Elliptic dierential
operator, and the Helmholtz problem is a special variation of coercive type Elliptic
operator. Therefore, in order to implements the more complicated Helmholtz oper-
ator for modelling of acoustic wave propagation, the development of basic solver for
the non-linear dynamic nite element problem with Elliptic structure is compulsory.
Thus, the following works has been done in advance. The numerical examples and
convergence results are tested.
D.2 Mathematical Formulation
Thermal equation plays an important role in the heat transfer engineering applica-
tions, it describes the energy transfer between dierent material bodies caused by
temperature dierence,






is the unsteady term of the above equation. Explicitly,  is the ma-
terial density, cp represents the heat capacity, and
@T
@t
generally denotes as _T is
the temperature rate of change with respect to time. Q(x; y; z; t) is the inner heat
generation (rate) per unit volume of the body. K denotes the heat conductivity, it
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is a constant for isotropic material, otherwise, a 3 3 diagonal second order tensor
is implied. The left hand side of the Thermal equation constitutes stiness matrix
only, which is the same as the stiness term in Helmholtz equation despite the
additional oscillatory mass term.
There are mainly three types of heat transfer, and they can be derived as bound-
ary condition in the following way:
 KrT  nT = q at any point of @
 (D.2)
is the heat ux boundary condition, where nT = [nx; ny; nz] is the direction cosines
of the normal to the surface and q is the ux density. Moreover, the convection
boundary condition is:
 KrT  nT = h(Ts   Ta) at any point of @
 (D.3)
where h is the known convection coecients, Ts is the surface temperature and Ta is
the ambient temperature. The heat convection occurs due to the movements of the
uids or air passing through the material body. The last set of boundary condition
has many dierent forms, the typical one is:
 KrT  nT = (T 4s   T 41) at any point of @
 (D.4)
where  is the Stefan-Boltzmann constant ( = 5:67  10 8W m 2 K 4),  is the
material emissivity of the body and T1 is the Kelvin temperature of the innite
environment. The term radiation existed due to the fact that the temperature is
emitted from the surface of the body, when the temperature of the body is exceed
absolute zero, and the body also have ability to absorb, reect or transmit thermal
radiation [276, 244]. Since the radiation boundary condition above has quartic
terms involved, we need numerical methods like Newton Raphson to linearize the
non-linear algebraic equation, then use linear solver such as Generalized Minimum
Residual method (GMRES) to solve the problem. The procedure described in two
steps as:
1: J(xn)xn =  F (xn)
2: xn+1 = xn +xn
(D.5)
such that F (xn) is the element residual vector of the system of algebraic equation
in the iteration step n.
F (xn) = b  A(xn)xn (D.6)





for the Newton-Raphson method, it should be noticed that the choice of the tangent
matrix does not aect the solution quality but merely the speed of convergence. The






where i; j is the row and column indices of the Jacobian matrix [70].
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Figure D.1: The relationship between dierent solvers from PETSc in each iteration
As depicted in Figure D.1, during each iteration stpes, the TS (time step) solver calls
the SNES (Non-linear method) solver. After linearization process, it subsequently
calls the KSP (linear solver) to solve the preconditioned system of linear equations
which applied algorithms such as GMRES or Richardson, etc. [55].
D.3 Numerical Results
In the two benchmark problems below, numerical results are compared between
thermal conductive solver in MoFEM and commercial software Ansys to verify the
correctness of implementation [22]. Beside the Ansys website, the rst benchmark
problem was also introduced in example 6.6.1 from the book: \Fundamental of the
nite element method for Heat Conduction and Fluid ow" [244].
Figure D.2: Benchmark
problem 1 [22]
Figure D.3: Numerical re-
sult from Ansys [22]
Figure D.4: Numerical re-
sult from MoFEM
In example 2, there is a zero convection boundary condition on the bottom of
the unit cube, we thus apply the Generalized Minimal Residual method in the KSP
solver and set the pre-conditioner to be incomplete LU factorization, then imposed




Figure D.6: Numerical re-
sult from Ansys [22]
Figure D.7: Numerical re-
sult from MoFEM
said that qualitatively (intuitively) the results from thermal solver in MoFEM are
consistent with the Ansys software.
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D.4 Convergence Test
To this end, we adopt the Backward-Euler method as the time iteration scheme
(TS), as well as the iterative Newton-line search method from SNES solver. The
maximum iteration step used in previous examples is 100, and the absolute/relative
convergence tolerance was set to 1e-8. We gradually increase the order of polyno-
mials selected as Neumann BC from 1 to 4 (e.g. rT = T ns   T na , where Ts is
constant and n 2 [1; 4]). The motivation of this assessment is to study the rate of
convergence while adopt the iterative methods to solve highly nonlinearity PDEs.
Newton-line search method are found to be the best method for the test problem.
Thus, we nd out that:
 rT = T ns   T na n = 4, the SNES solver converges sub-linearly. And it takes
average of 10 time steps to reach the tolerance.
 rT = T ns  T na n = 3, the SNES solver converges super-linearly. And it takes
average of 4 time steps to reach the tolerance.
 rT = T ns   T na n = 2, the SNES solver behaves approximately quadratic
convergence. And it takes average of 3 time steps to reach the tolerance.
This test is omitted for case n = 1 since it is analogy to the general linear
problems. The reason of slow rate of convergence occurs with higher order poly-
nomials might because of the root multiplicity increased with polynomial orders.
Thus, higher order elements are required in order to solve the physical problems
with higher-order polynomial BCs.
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