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Abstract
Electronics noise in the CMS calorimeters, energy from additional pp interactions
within the same bunch crossing, and energy integrated by the read-out electronics
from preceding and subsequent bunch crossings, can lead to spurious energy con-
tributions to reconstructed hadronic jets, which we call an “offset”. We describe our
estimation of the size of the expected energy offset and our method for correcting jets
for this unwanted contribution.

11 Introduction
The goal of the jet energy scale (JES) correction is to relate, on average, the energy of a recon-
structed jet, as measured in the detector, to the true value that would have been obtained if the
jet were reconstructed from the actual final-state particles produced in the hard scattering. An
accurate determination of the JES is important for the majority of physics analyses involving
jets. The CMS collaboration will correct our jets using a multi-step factorized approach; each
step is designed to address separate detector or physics effects [1].
The offset correction is the first step in this chain of the factorized corrections. Its purpose
is to subtract the energy not associated with the high-pT scattering. The excess energy to be
subtracted out includes contributions from electronic noise in the calorimeter electronics, extra
pp interactions within the same bunch crossing (“in-time pile-up”), as well as additional energy
integrated by the calorimeter read-out electronics from bunch crossings before and after the
trigger event (“out-of-time pile-up”).
2 Methodology
The distribution of measured energy that is actually due to electronic noise in ECAL andHCAL
read-out cell’s electronics is expected to be symmetric with respect to zero after pedestal sub-
traction. However, the HCAL online zero suppression (ZS) only keeps cells with energy above
some positive value, and ECAL crystals are selectively read-out [2]. Offline, further thresholds
are applied to the ECAL and HCAL hits; they are only used in the reconstruction of jets if the
energy deposition is above some preset value and the total transverse energy of the calorime-
ter tower is ET > 0.5 GeV [3]. Because of these online and offline thresholds, one expects a net
positive energy contribution from noise.
The number of additional inelastic pp interactions which contribute to in-time pile-up follows a
Poisson distribution with average given by σinelLbunch, where σinel = 75 mb is the total inelastic
pp cross section at 10 TeV [4], and Lbunch is the integrated luminosity of the two colliding
bunches. Table 1 shows the expected initial LHC running parameters [4] together with the
expected number of interactions per crossing.
The contribution due to out-of-time pile-up depends on the time response of the front-end
electronics and is different in different calorimeter sub-detectors. The out-of-time pile-up con-
tribution will be higher for shorter bunch crossing times (such as the LHC design value of
25 ns), and lower for the expected initial bunch crossing time of 50 ns. This contribution also
depends on the instantaneous luminosity of the preceding and subsequent bunches and on the
location of a given bunch in the LHC bunch structure.
The total energy offset can be estimated using events collected by a random trigger, without
any preconditions except a beam crossing, and referred to as zero bias events (ZB). The off-
Table 1: An estimate of the LHC luminosity performance for the 2009 – 2010 run.
Nproton bunches Nprotons/bunch β∗ [m] Linst [cm−2s−1] Interactions/crossing
43 5× 1010 2 6.90× 1030 1.07
156 5× 1010 2 2.49× 1031 1.07
156 9× 1010 1 1.615× 1032 6.90
144 9× 1010 3 4.83× 1031 2.24
288 9× 1010 3 9.65× 1031 2.24
432 9× 1010 3 1.45× 1032 2.24
2 3 Monte Carlo Samples
set contribution Eoffset(η) is evaluated as the average calorimeter energy deposited inside a
cone of radius Rcone, and depends on the pseudorapidity η of its center. For a calorimeter
jet reconstructed with the CMS iterative cone algorithm, this “in-cone” contribution is cal-
culated as the sum of the energy deposits inside those calorimeter towers that satisfy ∆R =√
(ηtower − η)2 + (φtower − φ)2 < Rcone. The φ direction of the cone is chosen randomly. The
results shown in this analysis summary correspond to Rcone = 0.5 and were obtained from the
Monte Carlo samples described in the next section. This average offset correction is not appli-
cable to the algorithms that produce jet areas that vary, e.g., the kT algorithm. Such algorithms
require a dedicated jet-by-jet offset correction which is beyond the scope of this study.
The energy offset measured in ZB events at a given luminosity has contributions from both
electronic noise and “full pile-up” (in-time plus out-of-time), and is representative of the en-
ergy offset underneath a jet in an event collected with a high-pT trigger at the same luminosity
and running conditions. The offset Eoffset(η) contribution depends on η because the electronic
noise and out-of-time pile-up are different in different calorimeter sub-detectors, and because
the in-time pile-up contribution is higher (in energy) in the forward/backward region com-
pared to the central region. For the initial low luminosity LHC running, where one expects
only up to a few additional pp interactions per bunch crossing and therefore only a small
event-by-event variation in the offset, we plan to use the average offset correction Eoffset(η)
over logically defined datasets taken under reasonably stable running conditions and similar
instantaneous luminosity profiles. This average “sample-dependent” offset correction will, of
course, be applicable only to jets from the same data-taking epoch.
The described method of offset estimation is also applicable, and envisaged to be obtained,
for jets from the Jet-Plus-Track algorithm [5]. It can, in principle, also be used for cone jets
reconstructed from the Particle-Flow objects [6].
3 Monte Carlo Samples
To estimate the jet energy offset and derive the corresponding correction, three categories of
Monte Carlo (MC) samples were produced:
• Noise-only: This sample was produced from single neutrino events. It is used to
estimate the offset due to noise alone. The parameterization of the noise used in the
MC agrees with the noise measured in global CMS runs taken in 2008.
• Pile-up (PU): These samples were produced by overlaying multiple minimum bias
events in the same crossing. The overlaying was done in two different modes. In the
first mode, the number of minimum bias events was chosen according to a Poisson
distribution and the events were all placed in bunch crossing (BX) 0. This corre-
sponds to in-time pile-up, and gives a sample representative of the ZB data from
initial LHC running conditions, with the longer bunch-spacing time. In the second
mode, minimum bias events were overlaid in the BX’s from −5 up to BX +3, the
number in each crossing again chosen according to a Poisson distribution. This cor-
responds to full pile-up, and is representative of the ZB data sample from expected
nominal LHC running conditions, with 25-ns bunch spacing time. For both modes
we produced samples using three values for the average number of overlaid mini-
mum bias interactions;<NMB> = 1, 2, and 5. The minimum bias events used for the
overlay are generated with PYTHIA [7] (Tune DWT [8]), which contains single and
double diffractive processes, low-pT production and hard QCD 2→ 2 processes.
These pile-up samples are used to derive the offset corresponding to various data-
3taking and luminosity conditions.
• QCD di-jet: QCD di-jet events with pˆT > 15 GeV/c 1 were generated with PYTHIA
(Tune DWT) and mixed with minimum bias events (QCD+PU). As in case of the
PU samples, mixing was done in two modes: in-time pile-up and full pile-up. The
samples were produced using three values for the average number of overlaid min-
imum bias interactions; <NMB> = 1, 2, and 5. A QCD di-jet sample with no noise
or pile-up was also produced.
The offset correction is applied to the jets from QCD samples with PU to perform a
MC closure test.
All samples were reconstructed using the Scheme B [3] thresholds for the offline ZS. Both the
pile-up and QCD di-jet samples correspond to pp collisions at 10 TeV center-of-mass energy.
4 Offset due to Noise and Pile-up
Figure 1 (left) shows the average energy offset as a function of η for various numbers of addi-
tional pp interactions. The offset is measured from the in-time pile-up MC sample. Figure 1
(right) shows the corresponding offset in pT. As can be seen, the energy offset due to in-time
pile-up from 1 (5) additional minimum bias interactions is∼ 0.25 (0.7) GeV in the central region
and reaches ∼ 2 (12) GeV around |η| = 3.5. The corresponding offset in pT stays below 0.25
(0.7) GeV/c over the entire η region. The offset energy scales nearly linearly with <NMB>.
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Figure 1: Average energy (left) and pT (right) offset vs. η measured from in-time pile-up MC
samples with Poisson-distributed number of overlaid minimum bias events and <NMB> = 1,
2, and 5.
Figure 2 shows the average energy and pT offset as a function of η as measured from full pile-
up MC samples with various numbers of additional pp interactions. The figures indicate that
out-of-time pile-up produces a considerable additional contribution to the offset, especially in
the region of 2 < |η| < 3, where the expected contribution in energy increases from ∼ 0.5 GeV
(in-time pile-up) to 2 GeV (full pile-up) for <NMB> = 1. The increase is similarly dramatic for
higher number of minimum bias events. For instance, for <NMB> = 5, in-time pile-up gives
1 pˆT is the transverse momentum defined in the rest frame of a hard 2→ 2 interaction.
4 5 Application of Offset Correction and MC Closure Test
an energy offset of∼ 3.5 GeV at 2 < |η| < 3, whereas full pile-up produces a 17 GeV offset. The
average pT offset due to full pile-up with <NMB> = 1 (5) is below 0.4 GeV/c (2.5 GeV/c) for
the entire η region. The offset energy scales nearly linearly with <NMB> except in the endcap
region, where the increase in the offset energy is sharper and more non-linear.
Figures 1 and 2 also show the offset due to noise alone. As can be seen, the offset energy due
to noise has an appreciable value only within |η| < 2 and is less than 0.2 GeV in the central
region, where it is highest.
The magnitude of the offset strongly depends on the values of the thresholds applied to the
energy depositions in the calorimeter cells and towers. The results presented here correspond
to the current default set of threshold values [3]. However, these thresholds lead to a sizeable
loss of real energy from the jets, and need to be re-optimized, to lower values, in the future.
These lower thresholds will increase the offset. The optimal values for the thresholds will be
determined based on the best compromise between the offset level and the gain in real jet
energy.
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Figure 2: Average energy (left) and pT (right) offset vs. η measured from full (in-time plus
out-of-time) pile-up MC samples with Poisson-distributed number of overlaid minimum bias
events and <NMB> = 1, 2, and 5.
5 Application of Offset Correction and MC Closure Test
Average energy offset Eoffset(η) curves, such as the ones shown in Figures 1 and 2, will be
derived from ZB trigger data events. The estimated offset energy will be subtracted from the
energies of jets in high-pT trigger events from the same data taking period.
Figure 3 shows the ratio RE/Rno offsetE as a function of η for jets fromQCD+PU samples with dif-
ferent average numbers of overlaid minimum bias interactions,<NMB> = 1, 2, and 5. The plot
on the left corresponds to the in-time pile-up scenario, whereas the one on the right corresponds
to the full pile-up. Here, RE = <Ecalo/Egen>, i.e., it is the average of the ratio Ecalo/Egen,
where Ecalo is the energy of the calorimeter jet and Egen is the energy of the jet reconstructed
from generated particles that matches the calorimeter jet (within ∆R < 0.25). “No offset” refers
to jets from the no noise/no pile-up QCD sample. The figure corresponds to low-pT jets with
525 < pgenT < 40 GeV/c, and shows the ratio curves before and after the offset correction. As
expected, before the offset correction, the ratio curves are above unity over the entire η range.
We also see that there is a spread between the curves with <NMB> = 1, 2, and 5. Thus, jets
from different LHC running conditions are expected to have different scales. The observed
difference between <NMB> = 1 and 5 amounts to ∼ 5% for in-time pile-up. After the offset
correction, we see that the spread decreases to less than 2%. The offset correction becomes
more important for jets in datasets with the full pile-up. Here, we see that the difference in the
energy scale between samples with<NMB> = 1 and 5 amounts to 10% in the region of |η| < 2,
4% in the very forward region of |η| > 3.5, and 20% in the region of 2 < |η| < 3.5. After
the offset correction, these scale differences are reduced down to 3%, 2%, and 8%, respectively.
From Figure 4, similar observations can be made for jets with 40 < pgenT < 60 GeV/c.
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Figure 3: Ratio RE/Rno offsetE vs. η for jets with 25 < p
gen
T < 40 GeV/c from different pile-up
conditions before and after the offset correction. The plot on the left corresponds to in-time
pile-up, and the plot on the right corresponds to full pile-up.
The estimate of the offset as obtained from ZB data events can be substantially smaller than the
true offset energy because ZS has a different impact on noise and extra energy that lands inside
a jet than it does when it lands in the low occupancy environment typical of ZB events. In
regions where noise, pile-up and jet contributions overlap, contributions from noise and pile-
up are added on top of the real jet energy, making it easier for these unwanted contributions,
as well as for the real jet energy, to pass above the ZS thresholds. As a result, the real offset
underneath a jet is expected to be higher than the offset estimated from the ZB data events.
Indeed, Figures 3 and 4 indicate that, after the offset correction, the RE/Rno offsetE ratio is still
above unity, and thus the offset correction does not bring jets to the no noise/no pile-up level.
However, this does not constitute a real issue for jet calibration. The true measure of the offset
correction’s performance is whether or not it brings the jets from different pile-up conditions
(that is, different LHC luminosity and running scenarios) to a similar scale. As discussed above,
the offset correction reduces the spread in JES between samples from different luminosity and
running conditions. The subsequent steps in the factorized jet energy corrections chain, such as
the η-dependent relative and pT-dependent absolute corrections, will take care of the residual
miscalibration. Half of the residual differences between scales at <NMB> = 1, 2, and 5, which
is 1–4% for jets with 25 < pgenT < 40 GeV/c, can be viewed as a conservative measure of the
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Figure 4: Ratio RE/Rno offsetE vs. η for jets with 40 < p
gen
T < 60 GeV/c from different pile-up
conditions before and after the offset correction. The plot on the left corresponds to in-time
pile-up, and the plot on the right corresponds to full pile-up.
systematic error due to offset on the JES for the analyses which integrate large datasets from
the different luminosity and running periods. Depending on η, this uncertainty translates into
a ∼ 0.3–1.2 GeV/c uncertainty on the pT of the final calibrated jet, and is expect to be relatively
independent of the jet energy.
6 Summary
The offset correction is the first step in the chain of the factorized JES corrections that will be
performed by the CMS collaboration. Its goal is to subtract the energy not associated with the
high-pT collision in the crossing. The excess energy to be subtracted includes contributions
from electronic noise in the calorimeter electronics, energy from extra pp interactions within
the same bunch crossing (“in-time pile-up”), as well as energy integrated from the preceding
and subsequent bunch crossings (“out-of-time pile-up”). These additional contributions have
the highest relative impact on the low energy jets. From MC samples, the typical scale of the
pT offset in the barrel is ∼ 0.15 GeV/c from noise, ∼ 0.1 GeV/c per additional pp interaction
for in-time pile-up, and ∼ 0.25 GeV/c per additional pp interaction for full pile-up.
The offset contribution Eoffset(η) will be estimated from the zero bias trigger events, and will
be subtracted from the energy of high-pT jets from the same data taking period. Separate ded-
icated offset corrections for different data-taking epochs minimize variation in the jet energy
scale between samples with different LHC running and luminosity conditions. Monte Carlo
studies indicate that the offset correction significantly reduces the dependence of the jet energy
scale on the number of pile-up interactions.
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