Excited states of Bogoliubov-de Gennes equations are examined for a two-dimensional negative-U Hubbard Hamiltonian with on-site disorder. It is shown explicitly that the temperature (pseudogap temperature) when the superconducting gap opens is different from that (the superconducting transition temperature) where the long-range order appears. In the excited-state solutions the system is self-organized into blocks, which behave like superspins and are coupled with their neighbors. Only if the couplings between these blocks become strong enough can the true long-range order be realized.
I. INTRODUCTION
In recent years the pseudogap (PG) was found in the disordered conventional superconductors (SC). 1, 2 The PG phase is identified as a dip in the density of states N (ω) below a temperature T p , which is much higher than the superconducting critical temperature T c . In the conventional mean-field (MF) theories, the superconducting T c is defined as the temperature where the energy gap goes to zero. This of course cannot be reconciled with the experiments. As we know, the PG phase is the most controversial in the high-Tc SC, which is the most challenging field in condensed matter physics. 3, 4 The discovery of the PG phase in disordered conventional SC has both an advantage and disadvantage. The disadvantage is that it makes the situation more complicated. The advantage is that the conventional SC are much simpler than the high-Tc ones, so to understand them should be less difficult and the results should be helpful to understand the high-Tc SC.
In this paper we show explicitly in the negative-U Hubbard model with on-site disorder that the superconducting transition temperature is different from the onset of opening the spectral gap. We study the Bogoliubov-de Gennes (BdG) equation at T = 0 and find that there exist excited state solutions, which are missed in the conventional MF theory. The excited-state solutions are the key ingredients of our result. Through these excited state solutions, we find a detailed picture on the so-called Griffiths regime 5 of a superconducting transition for the strongly disordered SC. Below the PG temperature T p , there begin to appear superconducting islands or droplets. We call these isolated superconducting islands locally ordered regions (LOR). Then the energy gap opens. As the temperature decreases, more and more LOR appear. The system self-organizes into blocks coupled with their neighbors like XY spins. The couplings between blocks increase as the temperature decreases. Only when the couplings are strong enough is the long-range order realized. The temperature at which the long-range order is realized is the real transition temperature T c . Our calculation indicates that the temperature T p is much higher than T c for the strong disorder. This result can directly explain the PG phase revealed in the recent experiments on disordered conventional superconductor, for example, NbN and TiN films. 1, 2 The idea, that in the critical region of the superconductorinsulator transition the disorder-induced inhomogeneous spatial structure of isolated superconducting droplets develops, 6, 7 grew into a new paradigm. 8 The superconducting islands can be shown directly to be the blocks in our numerical results. On the other hand, the idea that the pseudogap in high-Tc SC is induced by the superconducting islands has been proposed by Galitski. 9 Galitski pointed out that his argument is also valid for dirty conventional SC. Our work fulfills these ideas. The result is also enlightening for high-Tc SC.
The paper is arranged as follows. In Sec. II, we give a simple and general description on excited-state solutions of BdG for the negative-U Hubbard model with disorder. In Sec. III, the couplings between blocks are calculated. The pseudo-gaps are discussed in Sec. IV. In Sec. V the phase diagram and summary is presented according to the block model.
II. THE EXCITED-STATE SOLUTION OF BDG EQUATION WITH DISORDER
We consider the negative-U Hubbard model, which is used to discuss the s-wave superconductivity in disordered systems 10, 11 
where an electron with spin σ at site i is destroyed byĉ i,σ and created byĉ + i,σ , respectively. The first term describes the hopping between nearest-neighbored sites, and the second one describes the random potential on a two-dimensional lattice. The last term describes the attractive interaction between electrons on the same site and is responsible for the emergence of superconductivity. The random potential ε i is chosen independently at each site from a uniform distribution [−V ,V ]; V thus controls the strength of the disorder.
Through this model some novel properties for the strongly disordered superconductors has been revealed. 10, 11 Ghosal et al. solved the BdG equation at T = 0 and found that with increasing disorder the system self-organizes into a nanoscale granular structure in terms of the local pairing amplitude. 10 Using a Monte Carlo method combined with a BdG equation with external magnetic field, 12 Dubi et al. found that there are still superconducting islands in the sample, even on the insulating side of the transition.
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It was shown recently that at T = 0 the MF theories for the disordered systems can have excited-state solutions and these solutions determine the phase transition. 13, 14 Since the BdG equation is treated in a MF approximation, we expect that it also has excited state solutions. We start with the effective Hamiltonian as
Unlike the pure system, for which there is only one MF solution (if neglecting the global phase), there are many solutions for the disordered systems. This is an important difference from the MF solution for pure systems. These MF solutions are locally minimal in the configuration space. All the MF solutions should be taken into account. Neglecting the fluctuation around the MF solutions, the partition function is given by
where e −βF ν is the thermodynamic probability of the νth solution.
In the numerical calculation, we let t = 1 and measure all energies including the temperature T = 1/β in units of t. We have studied the cases with different parameters and found that the results are similar. The case with V = 0.5,1.0,1.5,2.0, |U | = 4.0 and n = 0.875 is studied the most completely. In the following we discuss this case if there is no special statement. The numerical method is as follows. At first we generate a realization of ε i on a finite-size lattice. Then we assign initial values of i . The BdG equations (3), (4), and (5) can be solved by the simple iteration method. If the temperature 1/β is low enough, we will get nonzero solutions. In order to calculate the free energy, the relative accuracy must be <10 −5 . For a moment we assume the order parameter i to be real and ignore the continuous changes of the phase. Then there are two ground states differing in the signs of i and many excited states. It should be noted that the "ground" and "excited" here are stated for free energy rather than energy. For the ground state, the order parameter i has the same sign over the whole system. If the initial values have the same sign (the amplitude of the initial values can be different), one must get the ground state. For the excited state, the signs of i are not the same over the whole system. If the signs of initial value are randomly given, one may get an excited state. The signs rather than the amplitudes of initial value determine the final solution. Changing the amplitudes of initial value cannot lead to new solutions, while changing the signs of initial value may lead to new solutions.
Here we give some qualitative descriptions of the ground state and the excited states. We can draw an analogy between the solutions and landform. difference between the | | value of the ground state and the excited state is small. Then the free energy increase is small.
III. BLOCK MODEL AND THE COUPLINGS BETWEEN BLOCKS
To describe the excited states, the block model is proposed. 13, 14 In this model the system is self-organized into blocks. A simple way to indicate the existence of blocks is the overlapping of the domain walls of many excited states. We show the overlapping of domain walls of six excited states in Fig. 1(d) . From the overlapping, one can see that the systems can be divided into some elementary blocks. We call a block "elementary" if no excited state exists so that domain walls divide this block into two parts. The cores of the blocks are located at the regions where | | is large (blue regions) in the ground state.
The free-energy difference between the excited state and ground state stems from the domain wall. From Fig. 1(d) one can see that if the signs of i in two adjoined blocks are the same, there is no domain wall between them, otherwise there is a segment of domain wall between them. Then the excited state solutions can be labeled by {σ I }, where σ I is the sign of at the I th block. The free-energy increase of an excited state from the ground state should be
where F ν ,F 0 are the free energy of νth state and ground state, the summation is over nearest neighbors, and K I J is the contribution due to the segment of domain wall between the blocks I and J . We can call this method the domain wall (DW) method. In this effective Hamiltonian of blocks, the phase fluctuation of has been taken into account, but the block's phase can only be 0 and π . The reason why we only have two phase values 0 and π is that we have restricted our solution to be real. However if the symmetry of the our original system is considered, the effective Hamiltonian should be XY -type rather than Ising-type. Simply letting σ I ,σ J be unit two-dimensional vectors, i.e.,
Eq. (8) becomes an XY model with a random bond. Then the partition function (Eq. (7)) becomes
Obviously this is an XY model with coupling constants K I J /2 for nearest neighbors. However, determining the true transition point and examining the critical behavior are beyond the scope of the present work. The analogy to the Ising model is not necessarily unacceptable and by the DW method we can calculate the couplings between blocks conveniently. Therefore we still use the Ising model and DW method, especially in Sec. V to evaluate a phase-transition temperature.
Here two points should be emphasized. The first one is that the XY model [Eq. (10)] is only a conjecture, although the Ising-type excited states can be shown explicitly. We have studied the continuous-phase fluctuation of the XY -type Ginzburg-Landau Hamiltonian with random temperature with Gaussian approximation. 16 It is shown that there still exist blocks, which are the same as those obtained by the DW method. The blocks behave like XY spins since the phase of is continuous. Moreover the couplings between adjoined blocks obtained in the Gaussian approximation agree with those obtained by the DW method. Applying the Gaussian approximation directly to the negative-U Hubbard model is being carried out. We will discuss this problem in the future. The second one is that we use the Ising model out of convenience, just as we can regard the Ising model as a simplified version of the XY and Heisenburg models.
Above β ≈ 1.37, which is critical for the clean limit, there appear LOR as the incipient blocks. As the temperature decreases, more and more LOR appear. When most parts of the system are locally ordered it is described by the block model defined by Eqs. (8) and (10) . The couplings between the adjoined blocks increase as the temperature decreases. Only when the couplings are strong enough can the long-range order be realized.
In order to study the elementary blocks and their couplings, we use the method of opening windows proposed in Ref. 14. Opening a window means that we let the initial value be negative only in a square with size sw × sw on the lattice and positive in other regions. Solving the BdG equations we may get an excited-state solution around this window. For example, as shown in Fig. 2(a) , the elementary block 1 is obtained with the initial value x,y = −0.5 for 19 x 24,7 y 12, and x,y = 0.5 at other sites. We call this initial value opening a window at (7, 19) with size 6 × 6. Then we can calculate the free energy of this solution, denoted by F 1 . Let f 1 = β(F 1 − F 0 ). The elementary block 2 in Fig. 2(a) is obtained by opening a window at (13,1) with size 6 × 6. We denote its free-energy increase by f 2 = β(F 2 − F 0 ). If we let the initial value be negative in the two windows at (13,1) and (7,19) and positive on other sites, we can get the excited-state solution with domain wall 1 + 2 shown in Fig. 2(a) . We denote the free-energy increase by f 12 = β(F 1+2 − F 0 ). It is argued that the coupling between elementary blocks 1 and 2 is given by K 12 ≈ (f 1 + f 2 − f 12 )/2. This free-energy increase can be attributed to a domain-wall segment shared with block s1 and 2. Therefore we have
where blocks I,J are nearest-neighbor. We can also show that the free-energy increase of the I th block is approximately given by
where J labels the nearest neighbors of the I th block. This approximation means that the free-energy increase is a summation of the free-energy increase of the segment shared by the I th block and J th block. Because we cannot know the sizes and shapes of block a priori, some samples obtained by the method mentioned above are ineffective. For example, the sample as shown in Fig. 2(b) should be abandoned because the two blocks are far away so that they are not the nearest neighbors. Blocks 3 and 4 are obtained by opening windows at (13,13) and (7,13) with size 6, respectively. This kind of sample is easy to judge because (f 3 + f 4 − f 34 )/2 is negative. This can be seen from the figure, the domain wall length of 3 + 4 is much longer than the sum of length of blocks 3 and 4. We call this kind of sample ineffective and we discard them. On the contrary if the coupling is positive, we call the sample effective. The sample shown in Fig. 2(a) is effective.
The window sizes are 6 × 6 and 5 × 5 for V = 1.0 and V = 1.5,2.0, respectively. We search the elementary blocks on Table I , and their distribution is shown in Fig. 3 . The distribution function of the free energy of the elementary block is defined as P f = n f /(n f ), where n is the number of samples and n f is the number of blocks with free energy f I satisfying f f I < f + f . The distribution of couplings P K is similarly defined.
In Table I , we also give the number of samples for each datum. N 1 is the number of samples of elementary blocks and N 2 is the number of effective samples of two adjoined blocks. For V = 2.0, the computation is not so heavy so that the number of samples 10 3 can be used. For V = 0.5, the computation is much heavier due to the large lattice size and slow convergence, so the samples are less. The distribution obtained based on these limited numbers of samples may be reliable qualitatively but not quantitatively. Nevertheless we believe that the averagef andK will be quantitatively reliable within the use of hundreds samples.
One can see two features in Table I . The first is that the averages of the free energy of the elementary block and couplings between adjoined blocks are depressed by the disorder greatly. The second is that the relative deviations (the ratio of standard deviation and average) are enhanced by the disorder. As discussed in Sec. II, the free-energy increase stems mainly from the domain wall, and the domain wall is usually located in the valley, where the ground-state solution is small. The stronger the disorder is, the more severely the ground-state solution fluctuates, hence the nearer to zero the valleys of the ground-state solution are. For the excited states, some valleys become domain walls, the change of from the ground state to excited state is small for strong disorder. This can be verified directly in the numerical solutions. Then the free energy per unit length of the domain wall decreases with increasing disorder quickly. In the concerned temperature region the size of the elementary block is relatively insensitive to the disorder strength. Therefore at the same temperature, the average coupling is small between adjoined blocks for strong disorder.
It can be seen that for the XY model defined by Eq. (10) the couplings are random and the number of nearest neighbors of each spin is also random. According to the approximation [Eq. (12) ], the ratio of the average free energy of elementary blocks and couplings between adjoined blocks is the average number of neighbors of each block. From Table I , one can see that the average numbers of neighbors are about 4.5-6.0.
As shown in Fig. 3(a) the distributions of couplings are approximately Gaussian for V = 0.5 (β = 4.0), and approach an exponential one for V 1 [note that in Figs. 3(c) and 3(d), the distribution of coupling is log-scaled]. This is consistent with the saddle-point solution of the Landau-Ginzburg Hamiltonian with random temperature, in which the couplings between adjoined blocks are distributed in Gaussian form for weak disorder and exponential form for strong disorder. 13 As we know, the BdG approximation in the long-wave length limit is equivalent to the Landau-Ginzburg Hamiltonian. Therefore it is natural that they agree with each other.
IV. EXCITED SOLUTION AND THE PSEUDOGAP
To study how the excited states affect the spectral gap, we look at the (disorder averaged) one-particle density of states (DOS) N(ω) = 1/N ω δ(ω − E n ), defined in terms of the BdG eigenvalues E n (see Fig. 4 ). The green solid lines are for the excited states and the red dashed lines are for ground-state solutions. Each datum is obtained by averaging more than 50 different realizations of disorder on 24 × 24 lattices.
It should be pointed out that we obtain the average DOS with a simple approximationN (ω) = j N j (ω)/n 1 , where j is the label of the sample and n 1 is the number of samples. The correct expression of the average DOS should be given byN (ω) = ν N ν (ω)e −βF ν /z, where z is the partition function. However larger lattices and a huge amount of samples are necessary to obtain accurate results in this way. Here we have assumed that all the excited states have the same thermodynamic weight. However, qualitative features of the spectral gap seem to be well understood with this approximation.
For strong disorder, say V = 1.5, DOS are almost the same for the ground state and excited states. For small disorder, say V = 0.5, DOS are different for the ground state and excited state at small energies. In this case, the leading edge is steep for the ground-state solutions while the gap is smeared for the excited-state solutions. From the numerical solutions, we find that the eigenstates with an energy at the tail of the leading edge for the excited states are localized near the domain wall. This fact is helpful for us to understand the existence of these eigenstates. Because near the domain wall the order parameter is near zero, so it is natural that the eigenstates localized near the domain wall are quite similar to the quasiparticle in the normal state.
V. PHASE DIAGRAM SUMMARY
On the MF level the system self-organizes into blocks and the blocks are coupled with neighbors like XY spins. This picture is consistent with previous experimental and theoretical studies. The appearance of granular structures self-organized in homogeneously disordered SC is discovered by the experiment 6 and shown by theoretical studies 10,11 near the quantum critical point (T = 0). Our result extends this picture further to the classical phase transition, where the quantum fluctuation is not important.
For a granular superconductor, the percolation mechanism is well known. 17 As shown in Figs. 3(b)-3(d) , the couplings between adjoined blocks are distributed exponentially. The couplings are very inhomogeneous. Therefore for this case the phase transition should be inhomogeneous and the longrange order should be realized on a percolation-like cluster of very strong couplings first. Our result recovers the percolation picture for strong disorder.
To estimate the temperature of phase transition, we simplified the model defined by Eq. (10) to be an Ising model on a square lattice with random couplings. The famous Onsager's solution tell us that the critical coupling is about 0.44 for the pure Ising lattice on a square lattice. 18 If the couplings are distributed exponentially, it can be shown that at the critical point the average of coupling is about 0.6 and the phase transition is percolative. 19 Then, according to Eq. (12), the sum of couplings with the four nearest neighbors is f /2 ≈ 0.6 × 4 = 2.4. For V = 1.0,1.5,2.0, the distribution of couplings are approximately exponential, so we estimate the phase-transition temperature with the average of free-energy increases of elementary blocks beingf ≈ 0.6 × 2 × 4 = 4.8. From Table I , we obtain that the critical temperatures are If the couplings are distributed in a Gaussian distribution with the average being much larger than the deviation, the critical average coupling is larger than but close to 0.44. For V = 0.5, we estimate the critical temperature according tō f ≈ 0.44 × 2 × 4 = 3.52. It should be larger than 1.0/1.6 because the average of free-energy increases of elementary blocks is 5.77 at β = 1.6. We cannot carry out numerical solutions at higher temperature due to the limit of our computers. The critical temperature for V = 0.0 is T 0 c = 1.0/1.37. The critical temperature for V = 0.5 must be between 1.0/1.6 and 1.0/1.37. We simply assume here the critical temperature is T c = 1.0/1.5.
We claim that below the PG temperature LOR begin to appear, so T p can be obtained through an argument similar to that for the temperature dependence of critical field. 20, 21 This argument is often used for the Griffiths phase. 5 Consider a sufficiently large island, in which the site energy i is the same, say as . Of course the probability of such an island decays exponentially with its volume. The locally ordered temperature of such an island is that of the clean system with chemical potential μ − . We denote this temperature by T 0 (μ − ). Since −V V , among these , there is maximum of T 0 (μ − ). We denote the by p whose corresponding T 0 (μ − p ) is the maximum. This temperature T 0 (μ − p ) is the PG temperature. In our study where |U | = 4.0, the superconducting temperature of the clean system reaches its maximum (≈1/1.35) at μ = −2.0 and n = 1.0. In our numerical calculation, we require n = 0.875. The corresponding chemical potentials are −2.14, − 2.20, − 2.22, − 2.28, − 2.32 for V = 0.0,0.5,1.0,1.5,2.0, respectively. Approximately for V < 0.14, the maximal T 0 (μ − ) is T 0 (μ + V ), for V > 0.14, T 0 (μ − ) reaches its maximum at μ − = −2.0. The dashed line in Fig. 4 represents the PG temperature. As the disorder increases, the curve rises a little and reaches its maximum 1.37/1.35 at V = 0.14 and then does not change with the disorder strength any longer. Because we choose n = 0.875, which is close to n = 1.0, the variation of the PG temperature is small for different disorder strength. If the density of the particle is chosen far away from n = 1.0, the variation of PG temperature can be very large.
The spectral gap at T = 0 can be obtained numerically. The gap is given by the location of the leading-edge midpoint. They are E 0 gap = 2.72 for V = 0.0 and E gap = 2.32,2.00,1.84,1.83 for V = 0.5,1.0,1.5,2.0, respectively. Then we get the phase diagram shown in Fig. 4 .
As we know, when the temperature is low enough the quantum fluctuation becomes important, there is a phase transition driven by the quantum fluctuation, shown by a green square in Fig. 4 . This quantum critical point has been obtained elsewhere. We adopt the result V c = 1.6 ± 0.35 from D s found in Ref. 22 . The curve T c /T 0 c in Fig. 5 should end at this point. For V > V c , the system should be insulating.
In the recent experiments of disordered conventional superconductors of TiN 1 and NbN, 2 it is found that the superconducting gap is not zero at the superconducting transition temperature and the ratio 2E gap /T c increases anomalously as the disorder is very strong. Our result is consistent with this experimental finding. From Fig. 4 , one can see that 2E gap /T c should approach infinity as the disorder goes to the quantum critical point.
This framework can be naturally extended to the Hamiltonian with d-wave symmetry and it can be expected that there should be similar properties. To account for the PG phase in high-Tc SC, a state with large phase fluctuation was proposed by Emery and Kivelson. 23 Our result agrees with the conjecture of Emery and Kivelson.
In our study, it is shown that the PG phase in the conventional SC cab be caused by the disorder. For high-Tc SC, there indeed exist some experiments showing that the PG phase is closely related to the disorder. For example, Gomes et al. have studied the local development of the gap as a function of temperature in Bi 2 Sr 2 CaCu2O 8δ above the superconducting transition and up to a pseudogap temperature, where the gap inhomogeneities cease to exist. 24 This strongly suggests that the inhomogeneous gap formation is not due to a phase-separation or superconducting fluctuation effect, but rather to some kind of disorder in the system. Rullier-Albenque et al. studied the influence of disorder induced by electron irradiation on the Nernst effect in optimally and underdoped YBa 2 Cu 3 O 7−δ single crystals. 25 Their results show that the presence of intrinsic disorder can explain the enhanced range of the Nernst signal found in the PG phase of the latter compounds.
Of course the high-Tc SC is rather complicated, we cannot expect that through only a single mechanism can high-Tc SC be understood. However we can expect that the disorder plays an important role. The relations between inhomogeneity, pseudogap, and disorder in the high-Tc SC can be studied within our method.
