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ABSTRACT 
A comprehensive study of heat transfer and pressure drop of refrigerant R404A 
during condensation and supercritical cooling at near-critical pressures inside a 9.4 mm tube 
was conducted. Investigations were carried out at five nominal pressures: 0.8, 0.9, 1.0, 1.1 
and 1.2xPcrit. Heat transfer coefficients were measured using a thermal amplification 
technique that measures heat duty accurately while also providing refrigerant heat transfer 
coefficients with low uncertainties. For condensation tests, local heat transfer coefficients 
and pressure drops were measured for the mass flux range 200 < G < 800kg/m2-s in small 
quality increments over entire vapor-liquid region. For supercritical tests, local heat transfer 
coefficients and pressure drops were measured for the same mass flux range as in the 
condensation tests for temperatures ranging from 30 - 110°C. For both phase-change 
condensation and supercritical cooling, frictional pressure gradients were calculated by 
separating the deceleration component due to momentum change from the measured pressure 
gradients. 
During condensation, the effect of reduced pressure in heat transfer is not very 
significant, while this effect is more pronounced in the pressure gradient. Flow regime 
transition criteria by Coleman and Garimella (2003) were used to designate the prevailing 
flow regimes for a given combination of mass flux and quality. The condensation data 
collected in the present study were primary in the wavy and annular flow regimes. For 
supercritical cooling, the sharp variations in thermophysical properties in the vicinity of the 
critical temperature were found to have substantial effect on heat transfer coefficients and 
pressure drop. Based on the characteristics of the specific work of thermal expansion 
(contraction), the data from the supercritical tests were grouped into three regimes: liquid­
like, pseudo-critical transition and gas-like regimes. 
Flow regime-based heat transfer and pressure drop models were developed for both 
condensation and supercritical cooling. For condensation, the overall heat transfer model 
predicts 89% of the data within ±15% while the overall pressure drop model predicts 96% of 
the data within ±15%. For supercritical cooling, the heat transfer model predicted 73% of the 
data within +25% while the pressure gradient model predicts 90% of the data within ±15%. 
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CHAPTER 1. INTRODUCTION 
CFC and HCFC-based refrigerants are being phased out because of their contribution 
to the ozone depletion and global warming problems (ASHRAE 1997). The ozone layer in 
the stratosphere acts as a shield to protect us from the harmful effects of ultraviolet light by 
absorbing much of it. Ozone is created by collisions of oxygen molecules (O2) and oxygen 
atoms (O) and destructed by similar collisions of O3 molecules and O atoms, resulting in 
pairs of O2 molecules. It is believed that, due to the extraordinary stability of CFC 
compounds, CFCs are contributing to the deterioration of the ozone layer. CFC 
(Chlorofluorocarbon) molecules are made of chlorine, fluorine, and carbon, while HCFC 
(Hydrochlorofluorocarbon) molecules also have hydrogen atoms attached. These compounds 
do not break down in the lower atmosphere. Furthermore, although heavier than air, traces of 
CFCs have been found in the upper atmosphere (stratosphere) and predicted to last for 100 
years or more due to their high stability. However, once affected by ultraviolet radiation, 
these CFC traces slowly decompose and release chlorine (CI2). Since ozone is an oxidizer, 
with the presence of sunlight, chlorine catalytically decomposes ozone, and forms chlorine 
oxide (which is unstable) and oxygen. The unstable chlorine oxide then breaks down to 
again form chlorine and oxygen. This process keeps repeatedly attacking the ozone and 
causes ozone destruction to happen faster than ozone creation. 
Refrigerant R404A is a near azeotropic blend (an azeotropic blend is a mixture of two 
or more refrigerants with similar boiling points and acts like a single fluid. Azeotropic 
blends do not have a temperature glide: the temperature difference between the vapor and 
liquid state during evaporation or condensation at constant pressure. Near-azeotropic 
mixtures have small temperature glides while zeotropic mixtures have larger temperature 
glides than 5°C) of hydrofluorocarbons (HFCs) instead of CFCs or HCFCs. It is a mixture of 
HFC refrigerants R125 (CHF2CF3, pentafluoroethane), R143a (CF3CH3-1,1,1, 
trifluoroethane), and R134a (CF3CH2F-1,1,1,2, tetrafluoroethane) with mass fractions of 
44%, 52% and 4%, respectively. Hydrofluorocarbons (HFCs) are made of hydrogen, 
fluorine, and carbon atoms. Because they have no chlorine, they do not interact with the 
ozone layer once it breaks down. Therefore, R404A is benign to the ozone layer. 
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R404A has a low critical temperature and pressure: 72.046°C and 3729 kPa, 
respectively, whereas the critical temperature and pressure for R22 are 96.145°C and 4990 
kPa, respectively (Lemmon et al. 2002). Table 1 shows the liquid and vapor phase properties 
of R404A and R22 at saturation temperatures of 35 and 50°C. The recent interest in using 
vapor compression cycles without CFCs and HCFCs for high temperature-lift space-
conditioning and water heating applications has created an urgent need for the understanding 
of refrigerant blend behavior at high operating pressures. To achieve the desired heat 
rejection temperatures for these applications, refrigerant blends such as R404A must either 
operate as condensers at pressures close to their critical pressure, or as gas coolers exceeding 
the critical pressure. Phase change at such near-critical pressures, and non-isothermal heat 
rejection above critical pressure in these refrigerant blends are not well understood. While it 
is known that heat transfer coefficients and pressure drop in convective condensation are 
strong functions of vapor quality, few predictive methods are reported in the literature for 
refrigerant blends at near-critical pressures. When cooling at or above critical pressure, 
phase-change does not take place. However, near the critical point, as shown in Figure 1, the 
thermophysical properties of the fluid change drastically as the temperature changes 
(Lemmon et al. 2002). The fluid experiences a gas-like to liquid-like transition in fluid 
properties. These effects are crucial in determining the variation in heat transfer coefficients 
along the length of the heat exchanger. In addition, fluid property variations from the bulk 
temperature to the tube surface temperature assume much greater significance. As reported 
by Shitsman (1963), Krasnoshchekov et al. (1970) and Tanaka et al. (1971), in supercritical 
Table 1. Phase-Change Properties of R404A and R22 
Fluid 
hfg 
kJ/kg 
Pi 
kg/m3 
Pv 
kg/m3 
HixlO6 
kg/m-s 
HvXlO6 
kg/m-s 
cP>. 
kJ/kg-K 
Cp,v 
kJ/kg-K 
k, 
W/m-K 
kv 
W/m-K 
Tsat = 35°C 
R404A 127.5 993.07 88.97 111.70 15.40 1.649 1.382 61.024 19.933 
R22 172.3 1150.07 57.99 146.92 13.01 1.308 0.949 78.914 12.281 
Tsat = 50°C 
R404A 103.4 899.07 139.94 88.87 17.38 1.959 1.866 55.740 24.366 
R22 154.2 1082.30 85.95 122.96 13.95 1.419 1.113 71.900 14.165 
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Figure 1 R404A Properties at and above Critical Pressure 
cooling of carbon dioxide, when the bulk fluid is above the critical temperature, and the tube 
wall temperature is below the critical point, there was an improvement in the heat transfer 
coefficient. Krasnoshchekov et al. (1970) attributed the improvement in heat transfer to the 
formation of a lower-temperature, liquid-like layer near the wall of the tube. This liquid-like 
layer has a higher thermal conductivity. Although much research has been done to 
investigate condensation heat transfer and pressure drop in pure refrigerant and refrigerant 
blends, there is little literature available on in-tube gas cooling and pressure drop of a 
supercritical fluid. Furthermore, much of the available literature on supercritical heat transfer 
and pressure drop has focused on carbon dioxide or steam, but not refrigerant blends. 
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The focus of the present research is to experimentally investigate the heat transfer and 
pressure drop during condensation near the critical pressure, and supercritical cooling above 
the critical pressure of refrigerant R404A. To accomplish this task, the present study is 
divided into two parts. The first part is to investigate the condensation heat transfer and 
pressure drop for R404A at near critical pressures. The second part is to investigate the quasi 
single-phase gas cooling and pressure drop for R404A above critical pressures. The overall 
objectives of the proposed study are as follows: 
1. Conduct condensation heat transfer and pressure drop experiments at near-critical 
pressures in horizontal condenser tubes over the range of mass fluxes and 
qualities of interest (defined below). 
2. Conduct quasi single-phase heat transfer and pressure drop experiments at 
supercritical pressures in horizontal condenser tubes over the range of mass fluxes 
and temperatures of interest. 
3. Compare experimental data with the limited local condensation and supercritical 
heat transfer correlations in the literature. 
4. Develop flow mechanism-based condensation and quasi single-phase heat transfer 
and pressure drop models from these data. 
The tube to be studied is a 9.4 mm-I.D. circular tube, as this is the tube most 
commonly used by industry. The tests are conducted at five pressures: 
• Phase-change tests: 0.8xPerit (2983 kPa) and 0.9xPcrit (3356 kPa) 
• Critical pressure tests : Pcrjt = 3729 kPa, and 
• Supercritical tests: 1.1 xPcrit (4102 kPa), and 1.2xPcrit (4475 kPa) 
The first two pressures are phase-change (condensation) tests, while the remaining 
three pressures are quasi single-phase (gas cooling) tests. For each pressure, tests are 
conducted at seven different mass fluxes ranging between 200 and 800 kg/m2-s. For each 
mass flux of the phase change tests, experiments are conducted with nominal local test-
section qualities from 0.9 to 0.1. For quasi single-phase tests, at each mass flux, data points 
are taken with nominal test-section inlet temperatures from 30 to 110°C in nominally 10°C 
increments. 
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The thesis is organized as follows. Chapter 2 provides a review of the literature on 
condensation and supercritical heat transfer and pressure drop, and identifies the deficiencies 
in the understanding of these phenomena. These identified deficiencies are used to formulate 
the details of the research project. The experimental set-up and procedures for determining 
the condensation and supercritical cooling heat transfer coefficients are described in Chapter 
3. The data analyses techniques and uncertainty analyses are discussed in Chapter 4. 
Chapter 5 presents the results of the experiments. This chapter also contains a discussion of 
the comparisons between the literature and the experimental data from this study, and a 
presentation of the flow regime-based heat transfer and pressure drop correlations for 
condensation and supercritical cooling. Chapter 6 summarizes the conclusions from this 
study and also presents recommendations for further research in this area. 
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CHAPTER 2. LITERATURE REVIEW 
The discussion of the relevant literature is divided into two parts: research on in-tube 
condensation and on supercritical heat transfer and pressure drop. For in-tube condensation, 
numerous studies have been conducted by previous investigators on condensation of a variety 
of fluids in different orientations. The literature review presented here will focus primarily 
on studies with condensation of pure and refrigerant blends in horizontal tubes. For 
supercritical heat transfer, most of the available literature is on carbon dioxide (R744) and 
steam under supercritical heating conditions. 
Prior Investigations of In-Tube Condensation 
Heat transfer 
Condensation inside horizontal tubes is governed by a combination of gravity forces 
and interfacial shear stresses, the relative contributions of which change with the geometry 
and fluid conditions (for smaller diameter tubes, surface tension forces also play an 
increasing role, as demonstrated by Coleman and Garimella (2000; 2003). While the annular 
flow pattern is associated with high vapor shear stresses, stratified and wavy flows appear 
when gravity forces dominate. 
Many of the widely used condensation heat transfer correlations were developed for 
annular flow. Traviss et al. (1973) proposed an annular flow model by applying the 
momentum and heat transfer analogy using the von Karman universal velocity distribution to 
describe the liquid film. Assuming the liquid film was thin over the tube length, a flat plate 
approximation could be used for the liquid film. The interfacial shear stress was assumed to 
be approximately equal to the wall shear stress. By assuming the turbulent Prandtl number 
was unity and the heat flux at the interface was approximately equal to the wall heat flux, the 
heat transfer equation was represented as a function of turbulent film thickness, which in turn 
is a function of liquid Reynolds number. The results were compared with experimental data 
on R12 and R22 in an 8 mm ID tube. The experiments were conducted at mass fluxes 
ranging from 161 - 1532 kg/m2-s, and at saturation temperatures between 25 and 58°C. They 
found good agreement between the predictions and the data for qualities as low as 0.1. For 
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qualities less than 0.1, a linear extrapolation between the model and a single-phase heat 
transfer correlation was found to yield good results. 
Shah (1979) developed a dimensionless correlation for film condensation inside pipes 
based on his previous work on evaporative heat transfer (Shah 1976). He argued that, as long 
as the entire pipe surface remains wetted, the mechanisms for heat transfer during film 
condensation were similar to evaporation without nucleate boiling. Similar to his 
evaporation correlation, the author developed a new two-phase multiplier using a large set of 
condensation data (473 data points from 21 independent experimental studies). The fluids 
included R-11, R-12, R-22, R-113, water, methanol, ethanol, benzene, toluene, and 
trichloroethylene condensing inside tubes as well as an annulus with various tube 
orientations. The mass fluxes ranged from 11 - 211 kg/m2-s for tube diameters between 7 
and 40 mm. The reduced pressure of the data ranged from 0.002 to 0.44. The author noted 
that the application of this model should be restricted to the operating ranges of the data 
considered, and for 1 < Pr, < 13. The model is also restricted to Re, > 350 due to limited data 
at lower Rei values. This correlation was found to predict all data with a mean deviation of 
17%. 
Kosky and Staub (1971) studied annular flow condensation of steam inside a 
horizontal 12.57 mm copper tube at 20- 152 kPa. The mass flux range covered was 2.712 -
149.2 kg/s-m2. Assuming the film was thin and smooth, and entrainment was negligible, the 
author proposed an analytical model based on the modified Martinelli analogy (Martinelli 
1947) between heat and momentum transfer in turbulent flow to calculate the thermal 
resistance of a flowing film of condensate. They suggested that the annular flow heat 
transfer coefficient could be related to the frictional pressure gradient through the shear 
velocity. In their study, an empirical pressure drop relation was used to fit their own data, 
and data from an independent investigation. The model was developed for annular flow. 
Therefore, tube orientation is irrelevant, provided that there is sufficient vapor shear at the 
liquid-vapor interface to maintain annular flow. 
Jaster and Kosky (1976) used data from Kosky and Staub (1971) supplemented by 
additional measurements in the annular-stratified transition and fully stratified flow regime. 
For the mass flux range 12.6 - 145 kg/s-m2, they observed three different flow regimes: 
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annular, annular-stratified transition and stratified. They suggested that the annular-to-
stratified transition was a function of the ratio of axial shear force to gravitational body force 
F. Thus, for F < 5, the flow was considered as stratified flow. For F > 29, the flow was 
considered annular. A transition region between annular and stratified flow was defined as 5 
< F < 29. They also presented heat transfer correlations for annular and stratified flow. For 
fully annular flow, the heat transfer was governed by boundary layers whose thermal 
resistance could be found using the Martinelli analogy as modified in Kosky and Staub 
(1971). Assuming the heat transfer in the liquid pool is negligible, a simplified model from 
Rufer and Kezios (1966) was suggested for the fully stratified flow. For the transition region 
between fully annular and stratified flow, the authors suggested that a linear interpolation 
was a good approximation. The comparison between the experiments and predictions 
showed that the errors were of the same order magnitude as those of the annular and stratified 
models. 
More recent attempts at modeling condensation heat transfer in pure fluids and blends 
have yielded correlations that are based on the specific flow pattern that exists for the 
applicable conditions. Dobson and Chato (1998) conducted flow visualization and heat 
transfer experiments for R12, R22, R134a and R32/R125 condensing at saturation 
temperatures between 35 and 45°C in smooth tubes for the diameter range 3.14 < d < 7.04 
mm. Stratified, wavy, wavy-annular, annular, annular-mist and slug flow regimes were 
observed. They found that mass flux and quality are the dominant factors in establishing the 
relevant flow regime. They also reported that, at low mass fluxes (25 and 75 kg/m2-s), the 
flow regime was not affected by tube diameter or refrigerant type, while at 150 and 300 
kg/m2-s, these parameters must be taken into account. They proposed a heat transfer 
correlation for annular and wavy flow, treating them as shear-dominated and gravity-
dominated flow regimes, respectively. For the gravity driven correlation, they argued that 
the heat transfer in the liquid pool might not be negligible at high mass flux and low quality 
situations due to the convective heat transfer in the bottom part of the tube, resulting in a 
correlation that accounted for both film condensation and liquid pool forced convection. The 
shear driven correlation was based on a two-phase multiplier approach, and agreed well with 
data from the literature. They suggested that for G > 500 kg/m2-s, the annular flow 
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correlation should be used; whereas for G < 500 kg/m2-s, the annular flow correlation should 
be used for modified Froude numbers (as defined by Soliman (1982)), Fr > 20, and the wavy-
stratified flow correlation should be used for Fr < 20. The applicability of this model by 
Dobson and Chato (1998) was extended for use with R407C by Sweeney (1996), who 
proposed simple mass flux-based modifications to Dobson and Chato's annular and wavy 
Nusselt numbers. 
Boissieux et al. (2000) investigated condensation heat transfer for R404A, R407C, 
and Isceon 59 in a smooth horizontal tube (D = 9.5 mm), for 150 < G < 400 kg/m2-s, at 
saturation temperatures between 15°C and 35°C. They concluded that their test results were 
in good agreement with the correlations from Dobson and Chato (1998) and Shah (1979), 
and recommended that the Dobson and Chato correlation could be used for the near-
azeotropic mixture, R404A. 
Ebisu and Torikoshi (1998), Han and Lee (2001) and Cavallini et al. (2001; 2002b) 
investigated condensation heat transfer characteristics of the refrigerant blend R410A. For 
150 < G < 300 kg/m2-s, a saturation temperature of 50°C, and 0.2 < x < 0.8, Ebisu and 
Torikoshi (1998) found that the pressure drops for R410A were about 30% lower than those 
for R22. In addition, the heat transfer coefficients for R410A were also found to be lower 
than those for R22, particularly in the low quality region. They stated that the heat transfer 
coefficients for x > 0.4 were in good agreement with the correlation developed by Haraguchi 
et al. (1994). Han and Lee (2001) conducted tests on R410A and R22 in 7 and 9.52 mm O.D. 
smooth and microfin tubes, and found that the heat transfer coefficients are slightly larger, 
and the pressure drops are slightly lower, for R410A than R22. They stated that their data for 
the 7 mm smooth tube were within ±30% of the values predicted by the correlations of Shah 
(1979), Traviss et al. (1973), and Cavallini and Zecchin (1974). 
Cavallini et al. (2001) measured heat transfer coefficients and pressure drops during 
condensation inside an 8 mm I D. smooth tube with pure and nearly azeotropic HFC 
refrigerants for 30 < Tsat < 50°C, 100 < G < 750 kg/m2-s, and 0.15 < x < 0.85. The tests also 
covered a wide range of operating pressures as determined by the saturation conditions: low 
pressure (R236ea), mid-pressure (R134a, R22) and high pressure (R32, R125, R410A). In 
general, they found that at the same mass flux and quality, the high pressure fluids had lower 
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pressure drops, and they recommended that the Friedel (1980) correlation should be used to 
compute the pressure drop, even though this correlation was found to slightly over predict the 
pressure drop for high pressure fluids. They found that the model by Kosky and Staub 
(1971) should be used for heat transfer in the annular flow regime, while the correlation 
proposed by Jaster and Kosky (1976) should be used for the stratified flow regime for R32, 
R125, and R410A. In a follow up paper (Cavallini et al. 2002b) they compared their 
experimental heat transfer coefficients and other independent experimental data collected by 
different researchers with several theoretical or semi-empirical condensation heat transfer 
models for annular and gravity dominated flows (Akers et al. (1959), Akers and Rosson 
(1960), Dobson and Chato (1998), Jaster and Kosky (1976), Haraguchi et al. (1994), Tang 
(1997), Shah (1979)). This comparison showed that quite a few of their data were outside the 
validity ranges for these models, especially for the high-pressure refrigerants such as R125, 
R32 and R410A. The correlation by Akers et al. (1959) was found to underestimate the heat 
transfer coefficient, while the subsequent model by Akers and Rosson (1960) overestimated 
the data for 3 mm tubes. For the most part, they found that the conditions of interest for 
high-pressure refrigerants fall outside the ranges of validity of the Cavallini and Zecchin 
(1974) equation and the Haraguchi et al. (1994) models. The Dobson and Chato (1998) 
model was found to strongly over-predict the heat transfer coefficients for the high-pressure 
fluids, particularly at the higher values, although the predictions under wavy-stratified 
conditions were found to be better. Similarly, the Shah (1979) correlation also over-
predicted the data for high-pressure fluids, whereas the Tang (1997) model yielded better 
predictions. Cavallini et al. (2002b) noted, however, that Shah (1979) and Tang (1997) 
models could only be applied to annular flow, and would not be appropriate for stratified, 
wavy-stratified and slug flow. Their overall conclusion, therefore, was that either the 
available models and correlations did not address the conditions of interest for high-pressure 
refrigerants, or, even if the stated range of applicability is adequate, the resulting predictions 
were considerably different from the measured values for these fluids. 
Based on the above observations, Cavallini et al. (2002b) proposed a new flow 
regime-based model for condensation heat transfer and pressure drop for pure fluids and 
refrigerant blends, notably including the high-pressure fluids. They used their own data and 
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those of other researchers to develop three submodels to include annular flow, annular-
stratified transition and stratified flow, and stratified-slug transition and slug flow. The 
transition criteria between different flow regimes were based on dimensionless vapor 
velocity Jq and Martinelli parameter Xtt. Thus, for Jq > 2.5, they suggested that the annular 
flow model be used. For Jq < 2.5, when Xtt < 1.6, the annular-stratified flow transition and 
stratified flow model was applicable, while for Xtt > 1.6, the stratified-slug and slug flow 
model was recommended. The annular flow model was based on the theoretical model of 
Kosky and Staub (1971), in which the heat transfer coefficient was related to the fractional 
pressure gradient (based on the Friedel (1979) correlation) through the interfacial shear 
stress. The stratified model accounted for the Nusselt type condensation in the upper region, 
and a convective term at the bottom that computed the liquid pool heat transfer at the bottom 
of the tube. The heat transfer coefficient for slug flow was calculated with a two-phase 
multiplier applied to the corresponding single-phase heat transfer coefficient. The model 
yielded excellent agreement with their own data as well as those of many other investigators, 
and was recommended for halogenated refrigerants in tubes with 3 < D < 21 mm, reduced 
pressure pr < 0.75, and liquid/vapor density ratio pi/pa > 4. 
However, as pointed out in Cavallini et al. (2002a), the slug flow model did not 
smoothly approach to the heat transfer coefficient calculated from the annular-stratified flow 
transition and stratified flow model, resulting in some cases in abrupt jumps in the predicted 
heat transfer coefficients as vapor quality varies. Cavallini et al. (2002a) suggested that, 
when Jq < 2.5 and Xtt > 1.6, the heat transfer coefficient should be calculated as a linear 
interpolation between the coefficient calculated at Xtt = 1.6 and the coefficient obtained if the 
entire flow was liquid flow only. 
Hajal et al. (2003) proposed a two-phase flow pattern map for condensation inside 
horizontal plain tubes based on the Kattan et al. (1998) flow regime map for flow boiling. 
Their map incorporated a newly defined logarithmic mean void fraction (LMs) method for 
void fraction calculations from low to near-critical pressures. At pressures close to critical 
pressure, a homogeneous void fraction was applicable: 
(1) 
12 
At low-to-medium pressures, a horizontal tube version (Steiner 1993) of the Rouhani-
Axelsson expression for vertical tubes (Rouhani and Axelsson 1970) was used to calculated 
the void fraction. 
x £ra = — 
Pv 
\ 
[l + 0.12(1 — x)1 h X 1.18(l-x)[g(T(p,-pjr' + - (2) 
However, this void fraction did not approach the limit of the homogeneous void fraction as 
the pressure approaches the critical point. The authors suggested the use of a simple 
logarithmic mean void fraction between £h and era for void fractions from low to near-critical 
pressures. 
f = (3) 
In 
\£ra J 
This LMs model was validated indirectly by the authors for reduced pressures from 0.02 to 
0.8 through an evaluation of heat transfer data. The new flow regime map based on LMs 
model was also compared with some recent flow pattern observations and showed qualitative 
agreement. For instance, two flow pattern observations from Dobson and Chato (1998) in 
the transition of wavy to wavy-annular flow agreed well with the LMe-based flow regime 
map, while two wavy-annular flow to annular flow transition observations from Dobson and 
Chato (1998) were near the corresponding flow transition in the new map. The authors also 
compared the proposed flow regime map with six flow pattern observations reported by Shao 
and Granryd (2000) for R134a, R22 and R502 inside a 6-mm bore sight glass. 83% (5 out of 
6) observations were correctly identified while the sixth one was in the vicinity of the 
transition. The proposed flow regime map also showed qualitative agreement with other 
flow regime maps, i.e. Breber et al. (1980), Tandon et al. (1982), Sardesai et al. (1981), and 
Cavallini et al. (2002b). 
Based on the flow regime map developed by Hajal et al. (2003), Thome et al. (2003) 
proposed a heat transfer model for condensation inside horizontal smooth tubes assuming the 
heat transfer within the tube consists of convective condensation and film condensation. This 
model was developed using the heat transfer data base from Cavallini et al. (1999; 2001). 
The resulting heat transfer coefficient was expressed as: 
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(4) 
where r is the internal radius of the tube and 0 is the falling film angle around the top 
perimeter of the tube. Therefore, for annular, intermittent and mist flows, 0 = 0, and for fully 
stratified flow, 0 = 0strat. For stratified wavy flow, the stratified angle 0 was obtained using a 
quadratic interpolation between 0strat and 0. The fully stratified angle 0strat was a function of 
geometry and could be estimated using the following equation: 
e s , ra ,  =2x -2 -
+ [l-2(l-£) + (l-01/3-£1/3] 
1 
200 
(1 - s)e[\ - 2(1 - oil + 4(1-s) 2 +£ 2 ]  
(5) 
It should be noted that, in their model, convective condensation refers to the axial flow of the 
condensate along the tube due to the imposed pressure gradient while the film condensation 
refers to the flow of condensate form the top of the tube towards the bottom due to gravity. 
For convective condensation heat transfer, the authors proposed the following 
equation: 
A,=CRe,"Pr,-^-y; 
o 
(6) 
where c, n and m are empirical constants (c = 0.003, n = 0.74 and m = 0.5). 8 is the liquid 
film thickness and can be obtained from geometry, fj is an interfacial roughness correction 
factor to account for the heat transfer enhancement due to increased interfacial waviness 
caused by increased vapor shear at high vapor velocities. 
f =  1  +  
/ \° Yr l c2 X0'25 
". i \ [P , -Pv]g8  (7) 
The interfacial roughness correction factor increases as the vapor-to-liquid velocity ratio 
increases and tends towards 1.0 as the film becomes very thin. However, the interfacial 
roughness correction factor decreases as surface tension increases, as the surface tension 
tends to smooth out the surface waviness. 
The authors suggested that, for film condensation, the Nusselt falling-film analysis 
for circular tubes could be used. It was found sufficient to use the mean value for 
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condensation around the perimeter from top to bottom instead of integrating from the top of 
the tube to the liquid level angle 0. 
Predictions from the proposed model were compared with the experimental data 
obtained by Cavallini et al. (1999; 2001) and other independent studies and it was found that 
85.0% of the data could be predicted with ±20%. 
In a recent review paper, Cavallini et al. (2003) presented the available experimental 
data for new ozone-friendly refrigerants with well-established heat transfer prediction 
models. The authors stated that, according to Cavallini et al. (2001), the heat transfer 
coefficient in stratified flow regime was affected by the wall-saturation temperature 
difference (Ts-Tw), while the heat transfer coefficient for annular flow only varied with mass 
flux, quality and saturation temperature. According to their review of the literature, for 
annular flow, semi-empirical models from Shah (1979), Kosky and Staub (1971), Traviss et 
al. (1973), Tang (1997), Cavallini and Zecchin (1971; 1974) and Boyko and Kruzhilin (1967) 
are available. For stratified flow, heat transfer through the thin film is often analyzed by 
Nusselt theory (Nusselt 1916). Jaster and Kosky (1976) suggested that the heat transfer in 
the liquid pool might be neglected compared to the film condensation. However, as 
discussed by Dobson and Chato (1998), the convection in the liquid pool might be substantial 
and could not be neglected at high mass fluxes. Dobson and Chato (1998) and Haraguchi et 
al. (1994) also proposed heat transfer models that cover both annular and stratified-wavy 
flow. The model proposed by Cavallini et al. (2002b) covers all flow regimes: annular, 
stratified-wavy and slug flow. This model was developed from a large data bank and could 
be used for in-tube condensation of halogenated refrigerants with 3 < D < 21 mm, reduced 
pressure Pr < 0.75, and liquid/vapor density ratio pi/po > 4. 
The authors also compared the experimental data from Cavallini et al. (2001) with the 
models by Cavallini et al. (2002b), Shah (1979), and Dobson and Chato (1998) for R134a, 
R22, R410A and R32 in a 8 mm smooth tube. It was shown that the model by Cavallini et 
al. (2002b) resulted in lower heat transfer coefficients while the models by Shah (1979) and 
Dobson and Chato (1998) strongly overpredicted the data. The model by Haraguchi et al. 
(1994) was not applicable for most of the conditions considered. 
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Pressure drop 
Two-phase factional pressure drops are often expressed in terms of the two-phase 
multipliers defined as below. 
o i )  
where subscripts L, G, LO and GO refer to the flow of the liquid phase alone in the channel, 
vapor phase alone, total flow having the liquid properties and total flow having vapor 
properties, respectively. The classical correlation for two-phase frictional pressure drop in 
tubes is that of Lockhart and Martinelli (1949), who related (j)o and (j>L to the parameter X, 
defined in the equation below: 
x
' -W% 
(13) 
0G=(l + CX +  CX 2 ) 1 ' 2  (14) 
where the constant C depends on the flow regimes (laminar or turbulent) associated with the 
flow of the vapor and the liquid alone in the tube. This model was developed for air, 
benzene, kerosene, water and various oils in tubes with diameter from 1.49 - 25.83 mm. 
However, the Lockhart-Martinelli correlations do not closely represent phase-change data 
and have large systematic errors. Also, they do not adequately represent the physical 
property effects. Since then, a large number of other correlations have been published. Most 
of them, such as models by Chisholm (1973) and Friedel (1979), can be regarded as simple 
data fits. The Chisholm (1973) correlation is : 
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Where n is the power to which Re is raised in the single-phase friction factor (For example, n 
= 0.25 for Blausius equation). The parameter B is defined as a piecewise function of mass 
flux and parameter Y given by: 
Y2 = (16) (dp/<&),%) 
Based on a data base of 25,000 points, Friedel (1979) proposed a two-phase 
multiplier correlation for <|)LO for upward vertical and horizontal flow in circular tubes as a 
function of vapor quality, mass flux, tube diameter and physical properties. 
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Despite the complexity of Friedel (1979) correlation, it showed considerable scatter when 
compared with the data bank he used (Hewitt et al. 1993). 
Recently, several researchers (Mishima and Hibiki 1996; Tran et al. 2000; Ju Lee and 
Yong Lee 2001; Kawahara et al. 2002) have developed pressure drop models for small 
diameter tubes by modifying the classical pressure drop correlations like Lockhart and 
Martinelli (1949) and Chisholm (1973). Mishima and Hibiki (1996) studied flow regime, 
void fraction, rise velocity of slug bubbles and friction pressure loss for air-water flows in 
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capillary tubes with inner diameters in the range from 1 to 4 mm. They found that the 
boundaries of the flow regimes were in good agreement with the model by Mishima and Ishii 
(1984), although flow regimes peculiar to a capillary tube (concentration of bubbles along 
tube axis, spiral train of small bubbles, etc) were also observed. They also found that, instead 
of being a constant, as the tube diameter decreases, the parameter C in Lockhart and 
Martinelli (1949) model (equation 13) decreases. Similar results were obtained by other 
researchers (Sugawara et al. 1967; Mishima et al. 1993). Based on this observation, the 
authors proposed a correlation for C as a function of tube hydraulic diameter. The authors 
showed that for all the data considered except for those of ammonia-vapor flow, the 
prediction was within ±12%. For ammonia-vapor flow, the error becomes ±25%. It should 
also be noted that the parameter C becomes zero when the hydraulic diameter is as small as 
0.2 mm. 
Lee and Lee (2001) studied two-phase pressure drop for air-water through horizontal 
rectangular channels with small gaps between 0.4 to 4 mm, while the channel width was 
constant at 20 mm. The superficial air and water velocities ranged from 0.05-18.7 and 0.03-
2.39 m/s, respectively. Atmospheric pressure was maintained throughout the tests. They 
suggested that the parameter C in the Lockhart and Martinelli (1949) model (equation 13) 
could be expressed in terms of dimensionless parameters X, vj/ and Reto as follows: 
C = JUY' Re%/ (23) 
2 
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where j is the liquid slug velocity. The constants A q, r and s were determined through data 
regression based on the applicable flow regime (laminar or turbulent) of the liquid and vapor 
phases. By comparing the model to their own experimental data, the authors concluded that 
the Lockhart and Martinelli (1949) model with a modified C parameter could cover a wide 
range of Martinelli parameters (0.303 < X < 79.4) and liquid-only Reynolds numbers (175 < 
Rem < 17700). 
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Kawahara et al. (2002) investigated two-phase pressure drop in a 100 jum diameter 
circular tube with superficial velocities of water and nitrogen gas at 0.02 - 4 and 0.1 - 60 
m/s. They compared their data to a homogeneous flow model (homogeneous friction factor) 
with various two-phase viscosities available in the literature (McAdams 1954; Cicchitti et al. 
1960; Owens 1961; Dukler et al. 1964; Beattie and Whalley 1982; Lin et al. 1991) and found 
the agreement was generally poor except for the model from Dukler et al. (1964) (within 
±20%). They also compared their data to the two-phase multiplier models developed by 
Mishima and Hibiki (1996) and Lee and Lee (2001) and found significant improvement in 
predictions with an error band of ±10%. 
Tran et al. (2000) studied pressure drops for R134a, R12 and R113 during phase-
change inside three different tubes: two circular, 2.46 and 2.92 mm I D. and one rectangular 
channel, 4.06x1.7 mm. The operating pressures ranged from 138 to 856 kPa. They proposed 
a new two-phase pressure drop model during flow boiling in small channels based on the 
Chisholm (1973) correlation. The B-coefficient in the Chisholm (1973) correlation was only 
a function of mass flux and parameter Y, but not the tube dimension and fluid properties. 
The authors argued that, tube dimension and fluid surface tension were important factors in 
phase-change pressure drop, especially in refrigerants. Therefore, they suggested that, to 
better reflect the physics of flow boiling in small tubes, the B-coefficient should be replaced 
with a dimensionless number - confinement number, introduced by Cornwell and Kew (in 
(Pilavachi 1993)), 
Nconf ~ — 
0.5 
1 (26) 
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The authors also included a constant C = 4.3 before the Y parameter to scale the difference in 
pressure gradient between small and large tubes. A comparison between the model and their 
own experimental data showed that, most of the data were predicted within ±20% and 93.8% 
of data were predicted with +30%. 
Cavallini et al. (2001) conducted pressure drop experiments during condensation 
inside an 8 mm I D. smooth tube with pure and nearly azeotropic HFC refrigerants R236ea, 
R134a, R22, R32, R125, R407C and R410A for 30 < Tsat < 50°C and 100 < G < 750 kg/m2-s, 
over the entire vapor quality range. Using these data, Cavallini et al. (2002b) proposed a new 
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flow regime-based pressure drop correlation that can be obtained from the momentum 
equation. They suggested that for gas-phase non-dimensional superficial velocity Jg > 2.5, a 
modified version of the Friedel (1979) correlation could be used to compute the frictional 
pressure gradient, while for Jq < 2.5, the original Friedel (1979) correlation should be used. 
Prior Investigations of Supercritical Heat Transfer 
For conventional single-phase turbulent heat transfer, Gnielinski (1976) proposed a 
correlation for the range 0.5 < Pr < 2000, and 3000 < Re < 5x10*. For smooth tubes, the 
Petukhov (in Irvine and Hartnett (1970)) correlation was suggested for the evaluation of the 
friction factor needed in the Gnielinski (1976) correlation (Incropera and DeWitt 2002). 
Ghajar and Asadi (1986) compared the existing empirical approaches for forced-
convective heat transfer in the near-critical region. They concluded that the most significant 
discrepancy in existing correlations developed for forced convection when applied to the 
near-critical region may due to the property variations, influences of heat flux and buoyancy, 
and the differences in properties used by various investigators. Using a data bank they 
collected from previous literature for water and carbon dioxide heating in the supercritical 
region, seven different types of forced convective heat transfer correlations were proposed. 
The experimental data that they collected from the literature were for near-critical and 
supercritical heating of CO2 and steam with reduced pressure range from 0.018 to 1.88. The 
heat fluxes for the database were from 0.8 to 1100 W/cm2 for CO2 and 18.7 to 2320 W/cm2 
for steam. The bulk-to-critical temperature ratio ranged from 0.43 to 1.31. The mass fluxes 
studied were from 1.7 to 300 kg/m2-s. To compare the correlations based on the same 
physical property inputs, the constants proposed were determined by curve fitting the 
experimental data based on correct values of the physical property inputs. Their results 
showed that convective heat transfer in the supercritical region could be predicted by a 
Dittus-Boelter type heat transfer correlation combined with property ratio multipliers to 
account for the large property variations in this region as follows: 
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where subscript w and b represent wall and bulk temperature, respectively, a, c, d, and e are 
curve-fitted constants for different fluids. C P is the integrated mean specific heat, defined as 
a function of and wall and bulk enthalpies and temperatures: 
— h,„ — hk C n — 
Z . , -T„  
(28) 
T b <T w < TV, and T w >T h >\  .2T c r „  
The exponent n was proposed by Jackson and Fewster (1975): 
0.4 
% = 0.4 + 0.2(7;/7%, -1) % 3 7%, <7; (29) 
0.4 + 0.2(T*/7^,,-1)[1 -5(7;/7^,, -1)] ^ <: % 31.2^ and % < 7; 
Ghorbani-Tari and Ghajar (1985) investigated free convection in the near-critical 
region. They used a data bank for horizontal and vertical free convection of CO2 and water, 
with Rayleigh number ranges from 0.2 - 1.04xl013. They found that many free convective 
heat transfer correlations showed discrepancies when applied in the near-critical region. 
According to the authors, these discrepancies appeared to be due to 1) the reference 
temperature used for the evaluation of the physical properties, 2) the physical properties 
selected in reducing the dimensional experimental data to dimensionless variables, and 3) the 
differences in values of the physical properties used in the literature. Five different types of 
free-convection heat transfer correlations were proposed. To compare the correlations based 
on the same physical property inputs, the constants proposed were determined by curve-
fitting the experimental data based on consistent values of the physical property inputs. For 
horizontal wires and vertical plates with a wide range of Rayleigh numbers, the authors 
proposed the following correlation. 
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where CP is defined as in equation (28), and a, b, c, d, e and f are curve-fitted constants. 
The authors also found that when using the free stream temperature to evaluate the fluid 
properties, the predictions were better. They argued that the effect of tube diameter was 
reduced if heat transfer coefficients were expressed as hD° 25 = NukD"0'75. 
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In a comprehensive review of the literature on in-tube heat transfer and pressure drop 
characteristics of carbon dioxide in the supercritical region, Pitla et al. (1998) concluded that 
heat transfer was enhanced during supercritical cooling (due to the formation of a higher 
thermal conductivity liquid-like layer near the wall) and degraded during heating (conversely 
due to the formation of a gas-like layer near the wall). They also pointed out that much less 
work had been done in determining the supercritical heat transfer and pressure drop of carbon 
dioxide during the cooling process, as compared to the heating process. Krasnoshchekov et 
al. (1970) conducted an experimental study of heat transfer during turbulent flow in a 
horizontal circular tube with carbon dioxide at supercritical pressures under cooling 
conditions. The bulk fluid temperature and pressure ranges for their study were 30-215°C 
and 8-12 MPa (0.71 - l.llxPcrit), respectively, with Reynolds number ranging from 
2.67xl05 - 8.35xl05. They suggested that the heat transfer coefficient in supercritical 
cooling could be evaluated using a single-phase convection correlation evaluated at the inner 
wall temperature with property ratio multipliers to account for the large property variations in 
this region. 
Nub = Nuw a 
V '  
w t; ^ C' p 
c 
(31) 
Pt 
where m, and n are constants provided graphically by the authors. They compared the above 
correlation with their own experimental results and the results of Tanaka et al. (1971) and 
found satisfactory agreement. 
More recently, Pitla et al. (2001b; 2001a) conducted a combined experimental and 
numerical study of the heat transfer and pressure drop of in-tube cooling of carbon dioxide. 
The numerical model was based on the Favre-averaged, parabolized Navier-Stokes equations 
and an appropriate turbulence model. Favre decomposition was applied to the velocities and 
the enthalpy, and Reynolds decomposition was applied to thermophysical properties and 
pressure to account for the highly turbulent flow and large property variations. Both 
Nikuradse's mixing length model and the ^-equation turbulence model were used and found 
to agree within ±1%. Simulations were run for supercritical cooling of CO2 inside a 4.52 mm 
tube with a constant wall temperature of 30°C. The length of the test tube was 2 m. The inlet 
temperature and pressure of the fluid were assumed to be 122°C and 10 MPa, respectively. 
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The inlet fluid velocity was 9.65 m/s, corresponding to a Reynolds number of 3.2x105. The 
simulations showed that the heat transfer coefficient decreased rapidly in the entrance region, 
but increased steadily after that. At the temperature corresponding to the pseudo-critical 
temperature of CO2 at that pressure, the heat transfer coefficient reached a peak value which 
mainly due to the peak in the bulk specific heat. Then, the heat transfer coefficient decreased 
sharply. The simulation also showed that the friction factor decreased as the fluid cools 
down and finally approaches to a constant value corresponding to that of compressed liquid 
They also conducted experiments to measure the heat transfer of carbon dioxide 
inside a 4.72 mm I D. tube under supercritical cooling at pressures ranging from 8 to 12 MPa 
(0.71 - l.llxPcrit). The test fluid was cooled from 120°C to 25°C, which was below the 
thermodynamic critical point. The authors compared the numerical solutions with their 
experimental results and found they were within ±10% of each other. The comparison 
therefore verified the accuracy of the numerical model. Based on the numerical solution, 
Pitla et al. (2002) proposed a new correlation for in-tube supercritical cooling of carbon 
dioxide. 
where Nuwaii and Nubuik are evaluated using the Gnielinski correlation (1976) at wall and bulk 
temperatures, respectively: 
For smooth tubes, the Petukhov (Incropera and DeWitt 2002) correlation is again used to 
evaluate the friction factor. The authors found that the best results were obtained by using 
the inlet velocity to compute the Reynolds number at the wall irrespective of location, and by 
using the local mean velocity to compute the bulk Reynolds number. 
In a two-part paper, Kurganov (1998b; 1998a) investigated the heat transfer and 
pressure drop of carbon dioxide under supercritical pressures in different tube diameters and 
orientations based on a series of experimental studies. In part I (Kurganov 1998a), the author 
suggested that, considering the drastic change in CO2 properties near the critical region, it 
CO2. 
(32) 
NU 12.7(//8)05(Pr2/3-l) + 1.07 
(//8)(Re-1000)Pr (33) 
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was advisable to divide the temperature (or enthalpy) into three region based on the specific 
work of thermal expansion (defined below): liquid-like, pseudo-phase transition and gas-like 
state. 
f DXT/\ 
£ = P3n P" (34) 
^ m /se, 
In the liquid-like state, the behavior of the fluid was the same as that of a liquid. The change 
in properties was gradual and insignificant. In this region, Eq is of the order of 10"2, which 
was typical for liquids. In the pseudo-phase transition region, the density and viscosity of the 
fluid decreased sharply, and the specific heat, Prandtl number, and volume expansion 
coefficient (3 passed through a maximum. In this region, Eq increased sharply. The steep rise 
in Eq begins when Eq > 0.02-0.03. Therefore, these value could be considered as boundary 
value when determine the transition from the liquid-like state to the pseudo-phase transition 
region. The fluid was considered to be in a gas-like state when Eq > Eq° = R/cp, which was 
typical for a substance in an ideal gas state. 
The author also found that, for CO2 under supercritical heating conditions in 
horizontal tubes, besides the negative pressure gradient due to thermal acceleration of flow, 
stratification of the liquid density and of the gravity forces in the vertical direction also took 
place. This stratification was stable near the top portion of the tube, but unstable near the 
bottom portion of the tube. For supercritical heating with low heat flux, normal heat transfer 
was observed. As the heat flux exceeded a certain value, the fluid changes to vapor state, 
deteriorated heat transfer was typical. The author also pointed out that, due to the 
nonuniform wall temperature distribution along the tube circumference caused by buoyancy, 
the heat transfer coefficients around the tube circumference were also varying. Near the top 
of the tube, heat transfer deterioration and wall superheating took place, while near the 
bottom of the tube, the heat transfer was enhanced, resulting in the wall temperature being 
lower than average. 
Deficiencies in the Literature and Need for Research 
The above reviews of the literature on in-tube condensation and supercritical heat 
transfer are summarized in Tables 2 and 3, respectively. 
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Table 2. Summary of Literature on In-Tube Condensation 
Type Author Fluids D (mm) G 
(kg/m2s) 
Pr or Tsat 
(°C) 
HT and AP 
Models 
Pure fluids Kosky and 
Staub (1971) 
Steam 12.57 2.712-
149.2 
Annular flow heat 
transfer model 
Traviss et al. 
(1973) 
R-12, R-22 8.0 161 -
1532 
2 5 < T « <  
58 
Annular flow heat 
transfer model 
Jaster and 
Kosky 
(1976) 
Steam 12.57 12.6-145 Annular, stratified 
and transition heat 
transfer model 
Shah (1979) R-l 1, R-12, R-
22, R-113, water, 
methanol, 
ethanol, benzene, 
toluene, 
trichloroethylene 
7-40 11-211 0.002 < Pr 
<0.44 
Empirical heat 
transfer model for 
1 <Pr,< 13 
Refrigerant 
blends 
Dobson and 
Chato 
(1998) 
R-l34a, R-12, R-
22, R-32/R-125 
3.14, 
4.57, 
7.04 
25 - 800 3 5 < T * <  
45 
Annular and wavy 
flow heat transfer 
models 
Sweeney 
(1996) 
R-407C 150-400 Modified Dobson 
and Chato (1998) 
models 
R404A and 
other fluids 
Boissieux, et 
al. (2000) 
R-404A, R-
407C, Isceon 59 
9.5 150, 300 15 < Tsat < 
35 
Dobson & Chato 
(1998) models 
recommended 
R410A and 
other pure 
and 
refrigerant 
Ebisu and 
Torikoshi 
(1998) 
R-410A, R-
407C, R-22 
6.4 100-400 Tsa, = 50 Haraguchi et al. 
(1994) correlation 
recommended for 
R410Aforx>0.4. 
blends Han and Lee 
(2001) 
R-410A, R-22 7, 9.52 100-400 Tsa,= 30, 
40 
Cavallini et 
al. (2001) 
R-22, R-l34a, R-
125, R-32, R-
41 OA, R-236ea 
8 100-750 30 < Tsat < 
60 
Kosky and Staub 
(1971) model for 
annular flow, Jaster 
and Kosky (1976) 
model for stratified 
flow 
Cavallini et 
al. (2002a) 
Data bank taken 
from literature 
3 - 2 1  Pr < 0.75 Annular, stratified 
and slug flow heat 
transfer and 
pressure drop 
model, p,/ pv > 4 
Hajal et al. 
(2003) 
R-22, R-l34a, R-
125, R-32, R-
41 OA, R-236ea 
8 100-750 2 8 < T « <  
60 
Logarithmic mean 
void fraction 
model and flow 
regime map based 
on LMe 
Thome et al. 
(2003) 
R-22, R-l34a, R-
125, R-32, R-
41 OA, R-236ea 
8 100-750 2 7 < T « <  
60 
Annular and 
stratified wavy 
flow heat transfer 
model 
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Table 2. Summary of Literature on In-Tube Condensation (Continued) 
Type Author Fluids D (mm) P(kPa) HT and AP Models 
Adiabatic 
flow 
Lockhart & 
Martinelli 
(1949) 
Air, benzene, 
kerosene, water, 
oils 
1.49-
25.83 
110.3-
358.5 
Liquid and vapor two-phase 
multiplier 
Chisholm 
(1973) 
Liquid only two-phase 
multiplier 
Friedel 
(1979) 
Data bank in the 
literature 
Liquid only two-phase 
multiplier pressure drop model 
Mishima 
and Hibiki 
(1996) 
Air-water 
mixture 
1 - 4  Press drop modified Lockhart 
and Martinelli (1949) two-phase 
multiplier 
Lee and Lee 
(2001) 
Air-water 
mixture 
0
 
lu
 1 4^
 
Modified Lockhart and 
Martinelli (1949) two-phase 
multiplier pressure drop model 
Kawahara 
et al. (2002) 
Water-nitrogen 
mixture 
0.1 Mishima and Hibiki (1996) and 
Lee and Lee (2001) pressure 
drop model recommended 
Phase-
change 
Tran et al. 
(2000) 
R134a, R12 and 
R113 
2.46, 2.92, 
4.06x1.7 
138-856 Modified Chisholm (1973) two-
phase multiplier pressure drop 
model for boiling 
Phase-change heat transfer and pressure drop 
It is clear from Table 2 that, for condensation heat transfer, most early investigations 
(Kosky and Staub 1971; Traviss et al. 1973; Shah 1979) have focused on heat transfer for 
pure refrigerants based on the annular flow assumption. Jaster and Kosky (1976) extended 
Kosky and Staub's (1971) investigation to stratified-wavy flow and proposed flow transition 
criteria based on the ratio of axial shear force to gravitational body force. However, for 
stratified-wavy flow, they assumed that the heat transfer in the liquid pool was negligible 
compared to the film condensation in the upper portion of the tube. This assumption is 
reasonable for the low mass flux range in his study, but might not be true for higher mass 
flux, low quality situations where wavy or stratified wavy flow could prevail in the presence 
of substantial convective heat transfer in the bottom of the tube. 
Some recent studies (Sweeney 1996; Dobson and Chato 1998; Ebisu and Torikoshi 
1998; Boissieux et al. 2000; Cavallini et al. 2001; Han and Lee 2001; Cavallini et al. 2002a; 
Hajal et al. 2003; Thome et al 2003) have started to investigate condensation heat transfer 
for pure and refrigerant blends. These studies have yielded correlations that are based on the 
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Table 3. Summary of Literature on Supercritical Heat Transfer 
Type Author Fluids Flow Conditions Pr or T (°C) HT and AP Models 
Single-phase 
flow 
Gnielinski 
(1976) 
Single-phase 
turbulent flow 
Modified Petukov (in 
Irvine and Hartnett 
(1970)) correlation 
Free 
convection 
Ghorbani-Tari 
and Ghajar 
(1985) 
co2, 
water 
Free convection 
near critical region 
data bank from 
literature 
0.2 < Ra < 
1.04x10" 
Free convection HT 
correlation with 
property corrections 
Supercritical 
heating and 
cooling 
Krasnoshchekov 
(1970) 
C02 Supercritical 
cooling in 
horizontal tubes 
30-215°C Single-phase turbulent 
correlation with 
property corrections 
Ghajar & Asadi 
(1986) 
COz, 
water 
Supercritical 
heating data bank 
from literature 
0.018 <Pr< 
1.46 
Dittus-Boelter-type HT 
correlation with 
property corrections 
Kurganov 
(1998a) 
o
 
u
 Supercritical 
heating 
Flow regime transition 
criteria 
Kurganov 
(1998b) 
co2 Supercritical 
heating 
Generalized Petukhov-
Kirillov correlation 
recommended 
Pitla et al. 
(2001b) 
o
 
u
 Supercritical 
cooling in 
horizontal tubes 
Twal, = 30°C 
Pin= 10 MPa 
Numerical heat transfer 
models 
Pitla et al. 
(2001a) 
COz Supercritical 
cooling in 
horizontal tubes 
Ttest in ~~ 
120°C 
Ttestou«= 5°C 
Experimentally 
validate the numerical 
model in Pitla et al. 
(2001b) 
Pitla et al. 
(2002) 
d u Numerical 
predictions from 
Pitla et al. (2001b) 
Average of wall and 
bulk heat transfer based 
on Gnielinski (1976) 
correlation with 
property corrections 
specific flow pattern that exists for the applicable conditions. However, most of these studies 
on high pressure refrigerant focused on R410A at low reduced pressures (low saturation 
temperatures). Although the studies by Hajal et al. (2003) and Thome et al. (2003) were for 
pure and refrigerant blends at saturation temperatures between 27 and 60°C, the saturation 
temperature range for high pressure pure and refrigerant blends (R32, R125, R410A) was 28 
< Tsat < 52°C. Boissieux et al. (2000) studied R404A in a similar tube diameter as in the 
present study, but the saturation temperature range for their study was 15 < Tsat < 35°C. 
Cavallini et al. (2002a) used a data bank taken from literature for heat transfer in tube 
diameter range 3-21 mm to develop flow regime based heat transfer and pressure models. 
27 
But they recommend that their model could be used only for reduced pressures up to 0.75 
due to the lack of data at higher reduced pressures. 
For pressure drop during condensation, Table 2 shows that many studies have been 
conducted on air-water or gas-water mixtures instead of refrigerants. Tran et al. (2000) 
studied the pressure drop for pure refrigerants under evaporation and a much lower reduced 
pressure range. 
Thus, there is little literature available on heat transfer and pressure drop at saturation 
pressures approaching the critical pressure. Many of the commonly used condensation heat 
transfer correlations result in significant discrepancies when predicting the heat transfer 
coefficients for the higher pressures of interest in the present study. 
Supercritical heat transfer and pressure drop 
Table 3 shows that most prior investigations on supercritical heat transfer and 
pressure drop have been conducted on carbon dioxide or steam. Furthermore, most of these 
studies have focused on the heating process (Ghorbani-Tari and Ghajar 1985; Ghajar and 
Asadi 1986; Kurganov 1998b; Kurganov 1998a). Most studies attributed the changes in heat 
transfer coefficients to the large variation in properties, especially specific heat, near the 
vicinity of the critical point. Therefore, many researchers developed or recommended heat 
transfer correlations based on single-phase turbulent flow with property corrections to 
account for the large property variations near the critical region. There is little literature 
available on the supercritical cooling process for refrigerant blends. Extrapolating from heat 
transfer correlations developed for CO2 mostly under heating conditions may result in 
significant discrepancies. 
Therefore, the present study investigates heat transfer and pressure drop during 
condensation and supercritical cooling of refrigerant R404A in a horizontal smooth tube (9.4 
mm diameter) at pressures from 80 - 120% of Pcrit- Data are subdivided into categories 
based on the expected flow regimes predicted from the information available in the literature. 
Heat transfer and pressure drop models are developed based on appropriate flow regimes 
using the data obtained in the present study. The following chapter discusses the 
experimental approach and test facility developed for this study. 
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CHAPTER 3. EXPERIMENTAL SETUP 
This chapter provides a detailed description of the experimental setup and procedures 
used for both phase-change and supercritical tests. Heat transfer coefficient and pressure 
drop inside a 9.4 mm-I.D. circular tube were measured for seven different mass fluxes 
ranging between 200 and 800 kg/m2-s at five different pressures. 0.8xPcrit (2983 kPa), 
0.9xPcrit (3356 kPa), Pcrit (3729 kPa), 1.1 xPerit (4102 kPa), and 1.2xPcrit (4475 kPa). The first 
two pressures were phase-change (condensation) tests, while the remaining three pressures 
were quasi single-phase (gas cooling) tests. For each mass flux of the phase change tests, 
experiments were conducted with nominal local test-section qualities from 0.9 to 0.1. For 
quasi single-phase tests, at each mass flux, data points were taken with nominal test-section 
inlet temperatures from 30 to 110°C in nominally 10°C increments. Therefore, the test 
facility must allow the heat transfer coefficient and pressure drop be measured in small 
increments over the entire quality or temperature range. Furthermore, the test facility must 
also withstand the highest pressure under consideration (4475 kPa). 
Table 4 shows the test matrix for the current study. 
Requirements for Heat Transfer Coefficient Determination 
The requirements for heat transfer coefficient determination are discussed here for 
phase-change tests. The approach developed for addressing these requirements is also 
applicable for supercritical tests. 
To accurately determine the heat transfer coefficient, the test section inlet quality 
(enthalpy), outlet quality (enthalpy), and heat transfer rate need to be accurately determined. 
Second, the techniques used must also ensure the establishment of a wide range of quality 
and temperature for each mass flux. In addition, small condensation (phase-change tests) or 
cooling (supercritical tests) heat duties, i.e., small quality or temperature increments, are 
needed to represent local phenomena. Finally, the heat transfer coefficient must be 
accurately determined from measured heat duty and UA values. 
However, in this study, heat transfer rate and heat transfer coefficient determination 
pose somewhat opposing requirements. Thus, the coolant flow rate and temperature rise 
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Table 4. Test Matrix 
R404A Critical Properties Pcrit = 3729 kPa Tcrit — 72.05°C 
Phase-Change Tests: Test Pressure 10% and 20% Below Critical Pressure 
P (kPa)= 2983 3356 
G (kg/m2 -s) Nominal Test Section Average Quality 
200 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.1 
300 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.1 
400 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.1 
500 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.1 
600 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.1 
700 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.1 
800 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.1 
Critical/Supercritical Tests: Test Pressure Critical, 10% and 20% Above Critical Pressure 
P (kPa)= 3729 4102 4475 
G (kg/m2- s) Nominal Test Section Inlet Temperature (°C) 
200 110 100 90 80 70 60 50 40 30 
300 110 100 90 80 70 60 50 40 30 
400 110 100 90 80 70 60 50 40 30 
500 110 100 90 80 70 60 50 40 30 
600 110 100 90 80 70 60 50 40 30 
700 110 100 90 80 70 60 50 40 30 
800 110 100 90 80 70 60 50 40 30 
must be measured very accurately to yield the coolant heat duty. While the coolant flow rate 
can be measured very accurately (± 0.15%) using a Coriolis mass flow meter, an appreciable 
coolant-side temperature rise is needed for acceptable uncertainties. For the small quality or 
temperature increments desired in this study to represent local phenomena, the coolant heat 
duties are very small. Therefore, extremely low flow rates are needed to maintain a 
measurable coolant temperature rise. However, a low coolant flow rate results in low 
coolant-side heat transfer coefficients, which make the coolant-side the governing resistance, 
leading to very poor and even unacceptable uncertainties in the refrigerant-side heat transfer 
coefficients. 
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To solve these conflicting constraints, the heat duty determination and resistance ratio 
issues were decoupled. By introducing a closed, high flow rate primary coolant loop, a high 
refrigerant-to-coolant resistance ratio could be established easily. The test section heat duty 
was then determined in an open secondary coolant loop in which the open loop coolant flows 
at very low flow rates. The low secondary coolant flow rate ensured a large temperature rise, 
resulting in low uncertainties in the test section heat duty. 
Figure 2 shows a schematic of the test facility designed to address all these 
considerations. In the condensation tests, because the refrigerant enters and exits the test 
section as a two-phase mixture, the test section heat duty must be deduced indirectly from the 
coolant side. The inlet and outlet qualities (enthalpies) were determined through pre- and 
post-cooler energy balance. The procedure for determining the test section inlet and outlet 
qualities and test section heat duty is described in the following sections. 
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Experimental Facility 
Phase-change tests 
Subcooled liquid refrigerant was pumped through a tube-in-tube evaporator, in which 
steam flows counter-current to the refrigerant to boil and superheat it. The superheated state 
was ensured by a combination of a sight glass and temperature and pressure measurements. 
Temperature and pressure measurements at the superheated state enabled determination of 
the refrigerant enthalpy. The superheated vapor entered one of two pre-coolers, where city 
water at the desired (variable) flow rate was used to partially condense the vapor. For low 
mass fluxes (G < 600 kg/m2-s), each pre-cooler was a tube-in-tube heat exchanger, with the 
long pre-cooler approximately three times longer than the short pre-cooler. All the heat 
exchanger dimensions are summarized in Tables 5 and 6. For high mass fluxes (G > 600 
Table 5. Tube-in-Tube Heat Exchanger Dimensions 
Tube Material 
Length 
(m) 
Tube O.D. 
(mm) 
Wall Thickness 
(mm) Manufacturer 
Test Section Heat Exchanger 
Inner Tube Copper 
0.292 
12.70 1.65 In house 
Outer Tube Stainless Steel 19.05 1.65 In house 
Pre-Coolers 
Long 
Inner Tube Stainless Steel 
1.47 
6.35 0.89 In house 
Outer Tube Stainless Steel 12.70 0.89 In house 
Short 
Inner Tube Stainless Steel 
0.56 
6.35 0.89 In house 
Outer Tube Stainless Steel 12.70 0.89 In house 
Post-Coolers 
Long 
Inner Tube Stainless Steel 
1.47 
6.35 0.89 In house 
Outer Tube Stainless Steel 12.70 0.89 In house 
Short 
Inner Tube Stainless Steel 
0.56 
6.35 0.89 In house 
Outer Tube Stainless Steel 12.70 0.89 In house 
Evaporator 
Inner Tube Stainless Steel 5.90 12.70 1.65 Exergy 
Model 00528 Outer Tube Stainless Steel 5.90 25.40 1.65 
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Table 6. Shell-and-Tube Heat Exchanger Dimensions 
Length 
(m) Material 
Shell-Side Tube-Side 
Tube 
Count 
Baffle 
Count 
HT 
Area 
(m2) 
Manufacturer O.D. 
(mm) 
Wall 
(mm) 
O.D. 
(mm) 
Wall 
(mm) 
Secondary Heat Exchanger 
0.248 Stainless Steel 28 1.25 3.18 0.32 19 9 0.04 
Exergy Model 
00540-4 
Pre-Cooler 
0.311 Stainless Steel 41 1.65 3.18 0.32 55 7 0.13 
Exergy Model 
00256-2 
kg/m2-s), the long pre-cooler was replaced by a shell-and-tube heat exchanger (Exergy, 
model 00256-2). These different pre-coolers, with their different heat transfer surface areas, 
and variable cooling water flow rates helped establish a wide range of refrigerant conditions 
at the test section inlet. The heat duty of the pre-cooler was given by: 
Qpre ~mwc"er'Pre ^waler,pre (35) 
This heat duty, in conjunction with the refrigerant temperature and pressure measurements at 
the inlet of the pre-cooler, yielded the test section inlet quality: 
Q pre ~ ^refsi)^refg,m ^refg,out ) (36) 
^ test,in , hrefg oul ) 
Refrigerant exiting the pre-coolers entered the test section, which was a counterflow tube-in-
tube water-cooled heat exchanger. After flowing through the test section, one of two tube-in-
tube post-coolers (similar in design and function to the tube-in-tube pre-coolers) downstream 
of the test section was used to completely condense and subcool the refrigerant. The 
subcooled refrigerant enthalpy at the exit of the post-cooler, and an energy balance on the 
post-cooler, were used to deduce the refrigerant enthalpy and quality at the outlet of the test 
section as follows: 
Qpost - m water,post Ahwater pos, (37) 
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Qpost m refs (hrefgjn ^refg,out ) (38) 
test,out ~ ^refgjn ) 
The test section quality was the average of the test section inlet and outlet qualities. 
The subcooled refrigerant mass flow rate was measured at the outlet of the post-
cooler and then pumped back to the evaporator by a magnetic drive gear pump (Micropump) 
as specified in Table 7. Two pump heads were used in the present study to obtain the full 
range of mass flux under consideration in the present study. A bladder-type accumulator 
(Accumulators Inc., model Al-3100) was located upstream of the evaporator to maintain the 
system pressure at a desired constant value. A nitrogen tank connected to the accumulator 
was used to vary the bladder pressure to obtain the desired system pressures. 
A 0.292 m-long tube-in-tube heat exchanger (Table 5) was used as the test section. 
Refrigerant flowed through the inner tube, while being condensed by a "primary closed loop 
coolant" water stream flowing trough the annulus in counterflow (Figure 2). This primary 
coolant in turn rejected heat to an open loop city water stream in a shell-and-tube heat 
exchanger (Table 6). This arrangement of primary and secondary coolant loops satisfied the 
Table 7. Refrigerant Pump Specifications 
Pump Head 
Model Maximum Flow Rate (gpm) 
Maximum System 
Pressure (psig) 
Differential 
Pressure (psi) Material Manufacturer 
219/56C 0.466 1500 100 Stainless Steel Micropump 
2200/56C 2 1000 75 Stainless Steel Micropump 
Motor 
Frame HP Speed (rpm) Voltage (V) Frequency (Hz) Phase Manufacturer 
56C 1/2 1725 230/460 60 3 Reliance 
Variable Frequency Drive 
Model HP kW Input Output Manufacturer 
Series 15P Mini Inverter 0.5 0.37 115 V/l Phase 230 V/3 Phase Baldor Motors 
and Drives 
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requirements for the accurate determination of both the test section heat duty, and the 
refrigerant heat transfer coefficient as follows. Primary coolant flowing at a high flow rate 
through an annulus with a small gap (1.52 mm) ensured that the dominant heat transfer 
resistance in the test section was on the refrigerant side. At the required high flow rate of the 
primary coolant, the temperature rise in this coolant was very small and prone to high 
uncertainties. Therefore, a secondary coolant flowing at a much lower flow rate was used to 
obtain a larger temperature rise, and thus measured the test section duty accurately. The 
secondary coolant flow rate was adjusted as the test conditions changed to maintain a 
reasonable AT and also small condensation duties in the test section. It should be noted that 
this approach depended upon the minimization of spurious heat losses and gains from/to the 
primary coolant loop so that the test section heat duty could be calculated accurately from a 
measurement of the secondary coolant heat load. Thus, it was essential that the primary 
coolant circulation pump heat dissipation and the ambient heat loss were small fractions of 
the secondary loop duty, and also that they could be estimated with reasonable accuracy. 
This ensured that the test section heat load was relatively insensitive to pump heat addition 
and ambient heat loss, as will be demonstrated in the analysis described in Chapter 4. Low 
thermal conductivity insulation and small temperature differences between the primary 
coolant and the ambient minimized the heat loss to the ambient. Similarly, the heat addition 
to this loop was minimized by using a pump with an extremely low heat dissipation. 
Supercritical cooling tests 
The test facility developed for phase change tests was also used for the supercritical 
cooling tests. Two different size pre-coolers, in conjunction with a variable city water flow 
rate, were used to obtain the test-section inlet temperature range of 30 to 110°C. The large 
pre-cooler was used to achieve low inlet temperatures at the test section, while the small pre-
cooler was used for the high temperature points. The tube-in-tube post-coolers downstream 
of the test section were again used to cool the refrigerant to a fully liquid state, before it was 
pumped back to the evaporator. Unlike phase-change tests, for these supercritical 
experiments, refrigerant enthalpies at the test section inlet and outlet could be directly 
determined from the corresponding measured temperatures and pressures. Therefore, 
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temperatures and pressures measured at the test section inlet and outlet were used to directly 
evaluate the refrigerant enthalpy. In addition, the refrigerant enthalpy at the inlet of the pre-
cooler and an energy balance on the pre-cooler were also used to validate independently the 
enthalpy of the refrigerant at the inlet of the test section obtained from refrigerant-side 
measurements. Similarly, the refrigerant enthalpy at the exit of the post-cooler and an energy 
balance on the post-cooler were used to validate the enthalpy of the refrigerant at the outlet of 
the test section. 
The technique of decoupling the determination of heat duty and heat transfer 
coefficient through thermal amplification described previously enabled accurate test section 
heat duty measurement. This was particularly important because of the low heat duties 
involved in the determination of local heat transfer coefficients over small increments of 
refrigerant temperature needed to capture the sharp variations in heat transfer coefficient near 
the critical region. 
In addition to determining the refrigerant heat transfer coefficients directly from the 
measured UA, as described above, a redundant method for obtaining the refrigerant heat 
transfer coefficients was also utilized. Thus, three T-type thermocouples (26 gauge) were 
soldered to the outer wall of the inner tube through which the refrigerant flowed. The first 
thermocouple was placed 1.59 mm (1/16 in) from the refrigerant inlet as shown in Figure 3, 
Inner Tube Outer Tube 
Top 
3 
Front Back 
Refrigerant 
Flow 
144.5 mm 144.5 mm 
• < 
3 2 1 
Figure 3. Schematic of Wall-Mounted Thermocouple Locations for the Test Section 
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with the second and third thermocouples placed further downstream, at intervals of 144.5 
mm (5.69 in). In addition, the thermocouples were placed 120° apart from each other in the 
circumferential direction as shown in Figure 3 to account for temperature variations due to 
potential stratification. The refrigerant-to-wall temperature difference (after subtracting the 
AT from the inner wall to the outer wall) provided an additional estimate of the refrigerant 
heat transfer coefficient for the phase-change and supercritical tests. The agreement between 
these two methods of obtaining the refrigerant heat transfer coefficients is described in the 
subsequent sections. 
Instrumentation and Data Acquisition 
The measurement ranges and accuracies of the instrumentation used in this study are 
summarized in Table 8. The refrigerant and secondary coolant flow rates were measured 
using Coriolis mass flow meters (Micromotion Elite flow sensor model number CFM025 and 
Micromotion type D6 sensor), with accuracies of ±0.10% and 0.15% of the reading, 
respectively. Cooling water flow rates for the pre- and post-coolers were measured using a 
set of three Gilmont Accucal flow meters, with the flow rate ranges of 0.2 to 4.5 liter per 
minute, 0.2 to 2.2 liter per minute, and 0.1 to 0.78 liter per minute. The accuracies of these 
flow meters were ±2% of the reading, or ±1 scale division, whichever was greater. For each 
data point, the cooling water was routed through the rotameter that yielded the highest 
accuracy. Integral precision valving with high turndown ratios allowed steady control of the 
cooling water flow rates. Rosemount model 2088 absolute and gage pressure transmitters 
with an accuracy of ±0.25% of the calibrated span were used to measure pressures of the 
refrigerant at various locations. The maximum span for these transducers was 0 to 5,515.8 
kPa. Pressure drops were measured using a bank of 3 Rosemount model 3051C differential 
pressure transmitters with the following spans: 0-248.2, 0-62.27, and 0-6.227 kPa. These 
differential pressure transducers had an accuracy of ±0.075% of span. For each data point, 
the measurement was taken using the transducer that yielded the highest accuracy. 
Temperatures were measured using a combination of Platinum RTDs (Omega PR-13, 
accuracy: ±0.3°C for 0 - 100°C) and Type-T thermocouples (accuracy: ±1.0°C or ±0.75% of 
the reading, whichever was greater). The primary coolant volumetric flow rate was initially 
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Table 8. Instrumentation Specifications 
Fluid Manufacturer Model Range Accuracy 
Temperature 
R404Aand 
Water Omega Platinum RTD Pr-13 0-100°C ±0.3°C 
Water Thermocouple T ±1.0°C 
Mass Flow Rate 
R404A Micromotion CFM025 0 - 0.3 kg/s ±0.10% Reading 
Secondary 
Coolant (Water) Micromotion D6 0-0.015 kg/s ±0.15% Reading 
Volumetric Flow Rate 
Pre and Post-
Cooler Coolant 
(Water) 
Gilmont Accucal 0.1 -0.78 1pm ±2% Reading 
Gilmont Accucal 0.2-2.2 1pm ±2% Reading 
Gilmont Accucal 0.2 - 4.5 1pm ±2% Reading 
Primary Coolant 
(Water) Dwyer RMC-144-SSV 0.8 - 7 gpm ±2% Reading 
Primary Coolant 
(Water) Rosemount 
8711 TSE-30-FS1 Flow 
Tube and 8712C 
magnetic Flow 
Transmitter 
0 - 25.02 1pm ±0.5% Reading 
Pressure 
R404A Rosemount 2088 (Absolute) 0-5515.8 kPa ±13.79 kPa 
R404A Rosemount 3051C (Differential) 0-248.2 kPa ±0.1862 kPa 
R404A Rosemount 3051 C(Differential) 0-62.27 kPa ±0.0467 kPa 
R404A Rosemount 3051 C(Differential) 0-6.227 kPa ±0.0047 kPa 
measured using a rotameter (Dwyer -144-SSV with an accuracy of ±2% of the full scale 
reading), and later on a magnetic flowmeter (Rosemount Model 8712C magnetic flow 
transmitter with Model 8711 magnetic flow tube, with an accuracy of ±0.5%). As explained 
in Chapter 4, the accuracy of this flow meter was not very significant for the data analysis. 
All data were recorded using a TEMPSCAN data acquisition system (Iotech 
TempScan/1100 High Speed Temperature Measurement system with an expansion chasis 
Exp/10A. The main system had 16 channels for RTD measurement, while the expansion 
chasis provided 16 channels for thermocouple and voltage measurements) that could record 
up to 992 inputs for temperature, pressure, flow rate, and other signal measurements, at 
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speeds of up to 960 channels per second for real-time data analysis. Measured temperatures, 
flow rates, and pressures were continuously displayed and plotted as a function of time to 
ensure that steady state conditions were reached. Once steady state was achieved, the sight 
glasses, and pressure and temperature readings were inspected to ensure an adequate degree 
of superheat and subcooling. Two data points were recorded for each case, with each data 
point representing an average of 120 scans taken every second over a two-minute period. 
Experimental Procedures 
System charging 
The refrigerant-side of the test facility (shown in Figure 2) was initially pressurized 
with nitrogen gas and a trace amount of R134A. An electronic leak detector (CPS model L-
709a) was used to detect any possible leaks around all of the fittings. The test facility was 
evacuated to a system pressure of 150 microns (20.03 Pa) using a vacuum pump (DV 
Industries model DV-85N). A Thermal Engineering vacuum gauge (model 14571) with the 
capability of measuring pressures as low as 10 microns (1.33 Pa) was used to measure the 
vacuum pressure. The system was charged with approximately 3 kg of R404A immediately 
after evacuation, and the system pressure was monitored over a 24-hour period to verify 
system integrity. The system was also charged with cooling water in the primary loop and 
leak-tested. A relief valve in the primary loop was used to purge the air from this loop. 
System start-up 
Testing commenced with the pre- and post-condenser water flow, refrigerant flow, 
primary and secondary water flow, and steam flow being turned on in this order. The desired 
refrigerant mass flow rate was achieved through a combination of needle valves and a 
variable frequency drive (Table 7) on the pump. The desired refrigerant testing pressure was 
maintained through controlling the external pressure to the accumulator by a nitrogen tank. 
Based on the mass flux under consideration and the desired test section inlet quality 
(or temperature for supercritical tests), one of the two available large and small pre-coolers 
and the coolant flow rate, as well as the volumetric flow meter that yielded the highest 
accuracy were selected. For example, at low refrigerant mass flux and high test section inlet 
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quality (or inlet temperature for supercritical tests), the low-range water flow meter and small 
pre-cooler were selected. For phase-change tests, using the superheated refrigerant inlet 
enthalpy and mass flow rate, and the measured water-side heat duty, the pre-cooler outlet 
quality (also the test section inlet quality) was calculated through an energy balance. The 
test-section primary-coolant flow rate was selected to obtain a low coolant heat transfer 
resistance and pump heat addition. With the secondary coolant inlet temperature fixed by the 
city water temperature, the flow rate determined the outlet temperature, and thus the 
temperature difference available for heat transfer between the primary and secondary 
coolants. Therefore, secondary flow rate indirectly controlled the cooling duty across the test 
section, i.e. test section outlet quality for phase-change tests or temperature for supercritical 
tests. This flow rate was also selected to obtain a large temperature difference across the 
secondary heat exchanger, which allowed for the test section heat duty to be measured 
accurately. One out of the two post-coolers and the water flow rate were selected to fully 
condense and subcool the refrigerant while maintaining a measurable temperature difference 
at the outlet of the post-cooler. Again, for phase-change tests, an energy balance in the post-
cooler was used to derive the post-cooler inlet (also the test section outlet) vapor quality. 
The subcooled refrigerant was also measured by a coriolis flow meter and pumped back to 
the evaporator. 
For supercritical tests, temperatures and pressures were measured directly at the test 
section inlet and outlet to evaluate refrigerant enthalpies and ensure that the desired 
conditions were established. Pre- and post-cooler energy balances were also computed to 
independently validate these conditions while the test was in progress. 
The system pressures, temperatures, and flow rates were constantly monitored during 
the test. Steady state conditions took between 30 minutes and 3 hours to obtain, depending 
on the specific test condition under consideration. After steady state was established, the 
data point was recorded. Water flow rates for the pre- and post-coolers and the primary and 
secondary coolants (as necessary) were then adjusted to obtain another average test section 
condition at the same refrigerant flow rate. This process was repeated until all the data points 
needed in this study (Table 4) were completed. 
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CHAPTER 4. DATA ANALYSIS 
Data taken in this study were analyzed using Engineering Equation Solver (EES) 
software (Klein 2003). In this chapter, sample calculations for both phase change and 
supercritical tests are provided to show the derivation of the test section quality, heat transfer 
coefficients and their associated uncertainties from the measured data. The representative 
phase-change case demonstrated here is for a data point of G = 399 kg/m2-s, x = 0.4950, and 
p = 0.8xPcrjt. For a 9.4 mm I.D. tube, with a flow area of 6.94x10"5 m2, this corresponds to a 
refrigerant flow rate of 2.77x10"2 kg/s. Table 9 shows a summary of the measured data for 
this case. The detailed calculation procedure is reported in Appendices A - F. 
Average Test Section Quality 
Test section inlet quality 
The measured quantities for required calculations are the inlet and outlet 
temperatures, as well as the pressure and flow rate of the water-side of the pre-cooler, in 
addition to refrigerant flow rate, inlet temperature and pressure. The water-side heat duty of 
the pre-condenser was calculated using the following equation: 
Qpre =mwaler-Pre Ahwater,pre (39) 
where mwler,pre and Ahwaterpre are the mass flow rate, and enthalpy change of the cooling 
water in the pre-cooler. The water properties needed to calculate the mass flow rate and the 
enthalpies were evaluated at the mean water temperature and pressure. Since the refrigerant 
enters the pre-cooler as a superheated vapor, its enthalpy hrefgprej could be calculated using 
the refrigerant temperature and pressure measurements at the inlet of the pre-cooler. This 
refrigerant enthalpy, in conjunction with the heat duty obtained from water-side, yielded the 
test section inlet quality: 
Qpre -m"fg(Kefg,m ^refg,out ) (40) 
^test,in ~ ^pre,out ~ pre,out > ^refg,out ) 
Thus, for this representative case, with the pre-cooler water flow rate at 5.33xl0"5 m3/s, and 
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Table 9. Measured Data for Representative Case 
Variable Units Values Description 
Hlrefg kg/s 0.0277 Mass flow rate, refrigerant 
m see kg/s 0.00235 Mass flow rate, secondary coolant 
Volprç-cooler mJ/s 5.33x10' Volumetric flow rate, pre-cooler water 
V Olpost-cooler m3/s 3.25x10"5 Volumetric flow rate, post-cooler water 
Volpnmary gpm 1.85 Volumetric flow rate, primary coolant water 
Ppre,in kPa 3098.58 Pressure, pre-cooler inlet 
Ptest,in kPa 3006.59 Pressure, test section inlet 
Ptest,out kPa 3003.58 Pressure, test section outlet 
Ppost,out kPa 2981.89 Pressure, post-cooler outlet 
Tpre.in °C 103.77 Temperature, pre-cooler inlet 
Tpre,out °C 62.30 Temperature, pre-cooler outlet 
Tpost,in °C 60.87 Temperature, post-cooler inlet 
Tpost,OUt °C 51.76 Temperature, post-cooler outlet 
Tfest,in °C 61.76 Temperature, test section inlet 
Ttest,out °C 61.33 Temperature, test section outlet 
Tw,prc,in °C 13.92 Temperature, pre-cooler water inlet 
T 1 w,pre,out °C 26.02 Temperature, pre-cooler water outlet 
Tw,sec,in °C 17.88 Temperature, secondary loop water inlet 
Tw,sec,out °C 43.39 Temperature, secondary loop water outlet 
Tw,post, in °C 13.66 Temperature, post-cooler water inlet 
Tw,post,out °C 24.43 Temperature, post-cooler water outlet 
Tw,prim,in °c 45.30 Temperature, primary loop water inlet 
Tw,prim,out °c 45.51 Temperature, primary loop water outlet 
TWall,R 
°c 46.95 Temperature, outer tube wall of test section 
TWall,M 
°c 46.71 Temperature, outer tube wall of test section 
Twall,L 
°c N/A Temperature, outer tube wall of test section 
DP kPa 0.318 Differential pressure, test section refrigerant 
measured inlet and outlet temperatures of 13.92 and 26.02°C, the pre-cooler water density 
was 999.4 kg/m3, resulting in a mass flow rate of 5.33x10"2 kg/s and a heat duty of 2.696 kW. 
The measured refrigerant temperature and pressure at the inlet of the pre-cooler were 103.8°C 
and 3099 kPa, respectively, resulting in an enthalpy of 441.3 kJ/kg. From equations (39) and 
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(40), the refrigerant enthalpy at the pre-cooler outlet (test section inlet) was 343.7 kJ/kg. 
Here, it was assumed that the heat loss from the pre-cooler outlet to the test section inlet was 
negligible. For a measured pre-cooler outlet pressure of 3007 kPa, the refrigerant quality at 
test section inlet was 0.5802. 
Test section outlet quality 
The test section outlet quality was determined using a similar method as described in 
the previous section. Instead of the pre-cooler water heat duty, the post-cooler water heat 
duty was used to calculate the test section outlet quality as follows: 
temperatures of 13.66 and 24.43°C, respectively. With a density of 999.5 kg/m3 and a mass 
flow rate of 3.25xl0"2 kg/s, the post-cooler heat duty was calculated to be 1.463 kW. The 
refrigerant left the post-cooler as subcooled liquid, allowing the refrigerant enthalpy to be 
determined from the measured temperature and pressure. Thus, with the refrigerant 
temperature and pressure at the outlet of the post-cooler of 51.76°C and 2982 kPa, the 
refrigerant enthalpy at the post-cooler outlet was 277.9 kJ/kg. Using equations (41) and (42), 
the refrigerant enthalpy at the post-cooler inlet (test section outlet) was determined to be 
330.8 kJ/kg. For a measured pressure at the post-cooler inlet of 3004 kPa, the refrigerant 
quality at the test section outlet was 0.4098. Again, it was assumed that the heat loss from 
the test section outlet to the post-cooler inlet was negligible. 
The average test section quality was then determined as follows: 
Qpost ~ m water,post A/z, (41) 
(42) 
The post-cooler water flow rate was 3.3x10"5 m3/s, with measured inlet and outlet 
(43) 
which resulted in xtest,avg = 0.4950. 
Test Section Heat Duty 
The test section heat duty could be calculated using the energy balance between the 
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test section and the secondary loop expressed as follows: 
Qw,test Qw, sec Qambient Qpump (44) 
where QW;test, Qw.see, Qambient, and QpUmp are the test section heat duty, secondary water heat 
duty, ambient heat loss and pump heat addition, respectively. Figure 4 shows a schematic of 
the relationship between Qw,test, Qw,sec, Qambient, and Qpump. The secondary water heat duty 
could be calculated as follows, with the properties evaluated at the mean temperature and 
pressure: 
Qw.sec ~ ^ w'sec ^p,w,sec^w,sec,o ^w,sec,z) (45) 
For a measured secondary flow rate of 2.35xl0"3 kg/s, with inlet and outlet temperatures of 
17.88 and 43.39°C, respectively, the secondary water heat duty was 0.251 kW. 
The procedures for calculating the pump heat addition and ambient heat loss from the 
primary loop are discussed below. 
Refrigerant 
Loop 
A I Qtest V 
W, pump 
Primary 
Coolant 
Loop 
Secondary Coolant 
Loop 
Test Section 
Qambient 
Primary-to-
Secondary Heat 
Exchanger 
Figure 4. Primary and Secondary Coolant Flows 
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Pump heat addition 
To calculate the pump heat addition, the pressure drop in the primary loop must be 
calculated first to determine the pumping power required for water circulation. The pressure 
drop in the primary loop included the pressure drops in the tubing and fittings, primary flow 
meter, annulus-side pressure drop of the test section, and the shell-side pressure drop of the 
primary-to-secondary shell-and-tube heat exchanger. The heat exchanger and tubing 
dimensions, and types of the fittings involved in the discussion below are summarized in 
Table 10. A detailed calculation is also shown in Appendix B. 
Pressure loss in tubing 
The pressure loss in the tubing included frictional and minor losses. For the stainless 
steel tubing with an inner diameter of 10.92 mm (12.70 mm O.D. with wall thickness of 0.89 
mm) and a measured volumetric flow rate of 1.17x10"4 m3/s, the velocity of the circulating 
water in the tube was calculated as 1.25 m/s, resulting a Reynolds number of 22,754 (water 
properties were evaluated at the average temperature of the circulating fluid). With a 
roughness for drawn tubing of 0.0015 mm (Munson et al. 1998) and the above calculated 
Reynolds number, the Churchill correlation (Churchill 1977b) yielded a friction factor of 
0.025. 
The pressure drop in the tubing was calculated as follows: 
(46) 
For 2.58 m of tubing in the primary loop, the pressure drop was 4.61 kPa. 
The minor losses due to fittings were calculated as follows, where Ktotai is the total K-
factor of the fittings (Munson et al. 1998) (see Table 10). 
APminorMe = ^  Ktotal (47) 
Assuming the fluid velocity was the same as in the tubing, the total minor loss was 14.83 
kPa. Thus, from equations (46) and (47), the total pressure drop in the tubing due to 
frictional and minor losses was 19.44 kPa. 
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Table 10. Tubing Geometry and Fitting Type 
Tubing 
Tube O.D. (mm) (O.D.)h,bùig - 12.70 
Tube thickness (mm) Wftibing = 0.89 
Tube roughness (mm) Drawn tubing, e = 0.0015 
Tube length (m) Ltube = 2.58 
Test Section 
Outer Tube O.D (mm) (O.D.)outer= 19.05 
Outer tube thickness (mm) Wouter = 1.65 
Outer tube roughness (mm) Drawn tubing, e = 0.0015 
Inner Tube O.D. (mm) (O.D.)inner = 12.70 
Inner tube thickness (mm) Wi„„er = 0.89 
Test section length (m) Ltest= 0.292 
Secondary Heat Exchanger 
Shell O.D. (mm) (O.D.)shen = 28.45 
Shell thickness (mm) Wshell = 1-25 
Heat exchanger length (m) Ltest = 0.2302 
Fittings 
90° threaded elbow, long radius x7, K = 0.7/each 
Tee, line flow, threaded x2, K = 0.9/each 
Tee, branch flow, threaded x4, K = 2.0/each 
Pressure loss in the flow meter 
According to manufacturer specifications, the pressure drops at the minimum (0.8 
gpm) and maximum (7.0 gpm) flow rates through the volumetric flow meter were 6.22 kPa 
and 29.7 kPa, respectively. For simplicity, an interpolation between the minimum and 
maximum flow rates was used to calculate the pressure drop (in kPa) at the test flow rate. 
Thus, for a 1.85 gpm (1.17x10"^ m3/s) primary coolant flow rate, the pressure loss in the flow 
meter was 10.20 kPa. 
Pressure loss in the test section 
The primary water flowed through the annular-side of the test section. The hydraulic 
diameter of the annulus side could be calculated using the inner tube O.D. and the outer tube 
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I.D. 
4 A 
a . — =  'j"'" = ('-"'l - (o.fl.l, (48) 
where Afannulus and P are the free flow area and perimeter of the annulus-side, respectively. 
With an outer tube I.D. of 15.75 mm and a inner tube O.D. of 12.70 mm, the free flow area 
was 6.81 xlO"5 m2, the perimeter was 89.38 mm and the hydraulic diameter was 3.05xl0"3 
mm. At a primary coolant flow rate of 1.17x10^ m3/s, the flow velocity and Reynolds 
number were 1.71 m/s and 8,736, respectively. 
The annulus-side friction factor could be calculated using curvefits for the laminar 
and turbulent friction factor data of Kays and Leung (1963) by Garimella and Christensen 
(1995). The transition between laminar and turbulent flow was determined using curve fits 
to the lower (transition from laminar) and upper (transition to turbulent) critical Reynolds 
numbers for different annulus radius ratios reported by Walker et al. (1957). The transition 
Reynolds number for annulus was a function of the radius ratio, which was defined as 
follows: 
r' = (49) 
For the current sample conditions, the lower and upper transition Reynolds numbers were 
2,643 and 3,233, respectively. The flow in the annulus was therefore in the turbulent region, 
with a friction factor of 0.03. The annulus-side frictional pressure drop (in the test section) 
could be calculated as follows: 
dPannulus = ~ ' famulus " P ' Vannulu^ ' (50) 
h, annulus 
Thus, the primary water pressure loss in the test section was 4.79 kPa. 
Pressure loss in the secondary shell and tube heat exchanger 
The primary water flowed through the shell side of the secondary heat exchanger. 
According to the manufacturer, the shell-side pressure drop (in psi) was a function of the 
volumetric flow rate (in gpm) as follows: 
àPsheu (in psi) = 0.49157(Actual Flowrate in gpm)19 (51) 
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For a primary water flow rate of 1.17xl0"4 m7s (1.85 gpm), the pressure loss on the 
shell side of the secondary heat exchanger was 10.91 kPa (1.58 psi). 
Pump efficiency 
From the above calculations, the total pressure loss for the primary water was 45.33 
kPa as given by 
APprimary ~ ^P/ubc + ^ Pflow meter + ^ Pannulus + ^ Pshell 
= 19.44 + 10.20 + 4.79 + 10.91 
The ideal pump work was a function of the total water pressure drop and was given by: 
Wtdeal = Water Flow Rate • APpnmary 
The operating shaft work was given by: 
(52) 
(53) 
(54) 
The applied torque and shaft rotational speed were supplied by the manufacturer 
(Micropump), as shown in Figure 5 for the Micropump Series 5000 H21 pump head model. 
The applied torque was a function of the primary water loop pressure drop (or pump pressure 
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Figure 5. Micropump Series 5000 H21 Pump Curve 
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rise). The pump shaft rotational speed was a function of the actual flow rate and pressure 
drop. For a primary water flow rate of 1.17xl0"4 m3/s (1.85 gpm) and a total pressure loss in 
the primary loop of 45.33 kPa (6.58 psi), the ideal pump work was 5.29 W. The applied 
torque and the shaft rotational speed were 0.165 N-m and 1650 rpm according to the 
manufacturer's specification, resulting in a shaft work of 28.51 W. The pump efficiency and 
the pump heat addition could be calculated using the following equations: 
W, ideal 
w.t 
(55) 
' shaft 
Q„ - (56) 
According to the above results, the pump efficiency was 18.6%, and the pump heat addition 
was 23.22 W (Here, it was assumed that all the pump losses are rejected into the coolant as 
heat). 
Figure 6 shows the pump heat addition as a function of the volumetric flow rate. A 
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Figure 6. Pump Heat Addition vs. Flow Rate for Micropump Series 5000 H21 Pump 
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third-order polynomial least square curve fit was developed from the data in Figure 6 as 
follows: 
Qpump (in KW) = -9.994x 10~3 + 2.677xl0~2 • (Flow in gpm) 
- 7.649xl(T3 • (Flow in gpm)2 +1.406 xlO-3 • (Flow in gpm)3 
For the representative data point, with a primary flow rate of 1.17x10"4 m3/s (1.85 gpm), the 
pump heat addition calculated from equation (57) was 22.25 W. 
Ambient heat loss 
Ambient heat losses were minimized by using fiberglass insulation for the test section 
and the primary and secondary coolant loops. Furthermore, the small temperature 
differences between the fluid and the ambient (approximately 3°C) led to low heat losses. 
The heat loss from the primary coolant to the ambient consisted of losses form three 
locations: test section heat exchanger, secondary heat exchanger, and the rest of the plumbing 
in the primary loop. The heat was assumed to be lost from the average coolant temperature 
to the ambient temperature (~23°C). A detailed heat loss calculation is also shown in 
Appendix C. 
Test section heat loss 
For the test section, the heat flowed through the following resistances: water-side 
convection, outer-tube wall, insulation, natural convection, and radiation. Figure 7 shows a 
schematic of the heat transfer resistance network. 
The annulus-side heat transfer coefficient was calculated using curvefits developed by 
Garimella and Christensen (1995) for laminar and turbulent Nusselt numbers in annuli 
reported by Kays and Leung (1963). The transition between laminar and turbulent flow was 
determined using curve fits to the lower and upper critical Reynolds numbers for different 
annulus radius ratios reported by Walker et al. (1957). 
For a primary flow rate of 1.17x10"4 m3/s, the Reynolds number in the annulus of the 
test section was 8,736. With the lower and upper transition Reynolds numbers of 2,643 and 
3,233, respectively, and a radius ratio of 0.807, the heat transfer coefficient in the annulus of 
the test section was 12,266 W/m2-K. Thus, the water-side convective heat transfer resistance 
could be calculated as follows: 
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R„ h ' 
"annulus ' xeff, annulus 
where Aeff annulus is the annulus side heat transfer area: 
eff,annulus outer tube ^test 
(58) 
(59) 
For a 15.75 mm inner diameter of the outer tube, and a 0.292 m test section, the annulus-side 
heat transfer area was 1.445xl0"2 m2, resulting in a water-side convective heat transfer 
resistance of 5.702x10"3 K/W. 
The tube-wall resistance was calculated as follows: 
'(o-p-l. ~ In 
kall - ' 
(l-Dl 
^•^^test^wall 
(60) 
where (I D.)0UWr and (O.D.)0Uter are the inner and outer diameters of the outer tube wall. For 
the 0.292 m test section of the stainless steel tube (k = 15 W/m-K) with outer and inner 
diameters of 19.05 mm and 15.75 mm, respectively, the wall resistance was 6.9l4xlO3 K/W. 
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The resistance of the insulation was calculated in a similar way. With an insulation 
thickness of 25.4 mm (O.D. = 69.85 mm, I.D. - 19.05 mm) and a thermal conductivity of 
0.019 W/m-K, the resistance of the insulation Rimulation was 15.39 K/W. 
Heat transfer from the insulation to the ambient air was due to natural convection and 
radiation. The natural convection resistance was based on the Rayleigh number, which is 
defined as follows: 
_ ^ pr 
Ra = - (61) 
M 
where DjmulaUon is the outer diameter of the insulation, g is acceleration due to gravity , p is 
the volumetric coefficient of thermal expansion, p, fi and Pr are dry air properties 
evaluated at the fluid temperature defined as follows, 
T +T 
rp * surface ± =o //rix 
* fluid — 2 ' ' 
Tsurface and Tm are the surface temperature of the insulation and ambient temperature, 
respectively. Assuming the value of Tsurface, the correlation suggested by Churchill and Chu 
(1975) could be used to determine the natural convection heat transfer coefficient hnc. 
Through the following energy balance (equation 63), the surface temperature Tsurface and thus 
the ambient heat loss through the test section heat exchanger could be determined iteratively. 
(Ty/ater ^surface ) 
y ambient,test ~ 7~D 7~D z a o x  
com1 wall ^ insulation (OJ; 
~ ^nc'^J'surface'Tambient)surface '^ambient ) 
where A is the heat transfer area, A = n.'DimulationLlest. 
For a test section length of 0.292 m and an insulation outer diameter of 69.85 mm, the 
natural convection heat transfer coefficient was 2.681 W/m2-K. The surface temperature and 
the test section ambient heat loss from the above equations were 25.35°C and 1.302 W, 
respectively. Of the 1.302 W from the surface, 0.898 W was attributed to radiation. It was 
assumed that the insulation has an emissivity of 1.0. 
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Secondary heat exchanger heat loss 
The ambient heat loss through the primary-to-secondary shell-and-tube heat 
exchanger could be calculated in a manner similar to that for the test section ambient heat 
loss. The primary water flowed through the shell side of the secondary heat exchanger, and 
the wall was assumed to be at the bulk temperature. Hence, only the wall and insulation 
resistances were used in Equation (63). This assumption was reasonable because of the large 
water-side heat transfer coefficient. With a shell-side outer diameter of 28.45 mm, a wall 
thickness of 1.25 mm and a heat exchanger length of 0.203 m, for an average water 
temperature of 47.51°C, the heat lost to the ambient was 1.135 W. 
Primary loop tubing heat loss 
The ambient heat loss through the rest of the primary loop was also calculated as 
described above. However, in this case, the water flow is through a single tube instead of an 
annulus. The Churchill equation (Churchill 1977a) was used to calculate the water-side 
convection heat transfer resistance. 
Thus, for a tube O.D. and wall thickness of 12.70 and 0.89 mm, respectively, and a 
primary water flow rate of 1.17X10"4 m3/s, the flow velocity was 1.25 m/s. The 
corresponding Reynolds number and Nusselt number were 22,754 and 132.4, respectively, 
which yielded a water-side heat transfer coefficient of 7,578 W/m2-K. The iterative 
procedure described in previous sections could now be followed to calculate the ambient heat 
loss in the primary loop plumbing. The total tubing length used here included tubing that 
connected the primary-to-secondary heat exchanger to the test section heat exchanger, as 
well as "equivalent" lengths for the pump housing and flow meter, which are defined as 
follows, 
equivalent p. (^4) 
aclmg 
Figure 8 shows the outside of the pump housing, which has a total surface area of 0.0513 m2. 
The resulting equivalent length of 12.70 mm tubing for the pump housing was 1.286 m. 
Figure 9 shows the surface of the water flow meter, which has a surface area of 0.102 m2, 
resulting in an equivalent length of 2.557 m. Hence, the total length of the primary loop 
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tubing was 6.423 m, with an ambient heat loss of 26.18 W. Therefore, the total heat lost to 
the ambient from the entire primary loop was 28.61 W. 
The test section heat duty could now be readily derived: 
^w.test Qw, sec Qambient ~ Qpump (65) 
= 251 + 29-22 = 258 W 
Heat Transfer Coefficient Calculation 
The condensation heat transfer coefficient was determined from the measured test 
section heat duty (discussed above), the applicable temperature difference, and the other 
thermal resistances. The calculations are illustrated using the same data point as was used for 
the explanation of the test section quality and heat duty calculations. A detailed calculation 
procedure is included in Appendix A. 
The primary coolant flows through the annulus side of the test section. For heat 
transfer from the refrigerant to the water, the annulus side resistance could be calculated as 
follows: 
^annulus = 7 F /V, n \ } 1 (66) 
annulus l ' V /inner test j 
The wall resistance could be calculated as in the following equation, 
R _ ln[(6>.D.Lcr/(/.D-LeJ 
wall ~ ~ , r lO'J 
2-71 ' wall test 
where (l.D.)jnner and (O.D.)mner are the inner and outer diameter of the inner tube of the test 
section, and Ltest is the length of the test section heat exchanger. The logarithmic 
temperature difference between the primary water and the refrigerant of the test section heat 
exchanger was calculated using the following equation, 
LMTD = ^refg'' ~ ^ wa,er'° ) ~ ^ refg,o ~ Twater,i ) 
lnl(Trefg., - Twater.o) /{Trefg.o ~Twater,i)\ 
where all the temperatures were measured quantities. The overall UA and the total heat 
transfer resistance of the test section could be calculated as 
UA = ®w',es' (69) 
LMTD 
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r™°'-Tjâ (70) 
The refrigerant side heat transfer resistance and thus the heat transfer coefficient could be 
deduced from the total heat transfer resistance. 
^refg ^ total annulus ^wall (^1) 
K" = ML»/»] <72) 
As reported in the previous sections, the heat transfer coefficient in the annulus for 
this representative point was 12,266 W/m2-K, resulting a thermal resistance of 7.00x10"3 
K/W. The calculated tube-wall resistance was 4.09x10"4 K/W. With measured primary 
coolant and refrigerant inlet and outlet temperatures of the test section at 45.30, 45.51, 61.76 
and 61.33°C, respectively, the corresponding LMTD was 16.14°C. The overall UA and thus 
the total heat transfer resistance were 15.94 W/K and 6.27x10"2 K/W. The refrigerant-side 
resistance was calculated from the measured overall conductance of the test section and the 
coolant-side and tube-wall resistances, and for this case was 5.53xlO 2 K/W. This yielded a 
condensation heat transfer coefficient of 2,095 W/m2-K. 
As mentioned in Chapter 3, outer wall temperatures of the inner tube were measured 
by three thermocouples and used to derive redundant refrigerant heat transfer coefficients to 
validate the refrigerant heat transfer coefficients obtained from the above method using 
water-side, wall and total heat transfer resistances. The average deviation between these 
thermocouples was 0.94°C, with a range of 0.19°C - 2.06°C over the range of conditions 
tested. Figure 10 shows the three measured wall temperatures at G = 300, 500 and 700 
kg/m2-s at Pr = 0.8. Thus, by assuming that the wall temperature was the average of the 
thermocouple measurements, the logarithmic temperature difference between the wall of the 
test section and the refrigerant was calculated using the following equation, 
M f m  _  ( T r e f g , , - T w a l l ) - ( T r e f g , o - T w a l l )  z ^ o x  LMLUrefg_wal, ~ . v-j) 
™lv refg,i * wall ) 'V refg,o * wall )\ 
The UA and R based on LMTDrefg-waii and the test section heat duty could be calculated as 
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Ptola!,refg-wall T TA (^5) 
refg-wall 
The refrigerant-side heat transfer resistance, and thus the heat transfer coefficient, were 
calculated from this resistance by subtracting the tube-wall resistance, as follows: 
P-refg,waII based ^ total,refg-wall P'wall (7(j) 
hrefg,wall based ~ ( T f)\ } Ï 
refg-wall I/' ' V •LJ') inner ^test J 
For this representative data point, with measured wall temperatures of the test section 
at 46.95 (inlet) and 46.71°C (center) (the thermocouple at the outlet of the test section 
malfunctioned for this test), respectively, the average wall temperature was 46.83°C. The 
corresponding LMTDrefg-waii was 14.71°C. The overall UArefg-Waii, and thus the total heat 
transfer resistance, were 17.49 W/K and 5.72x10"2 K/W, respectively. The refrigerant-side 
resistance was calculated from the measured overall conductance of the test section and the 
tube-wall resistances, and for this case was 5.68x10"2 K/W. This yielded a condensation heat 
transfer coefficient of 2,042 W/m2-K. Thus, for this data point, the refrigerant heat transfer 
coefficient based on wall temperature measurements was 2.63% less than the refrigerant heat 
transfer coefficient of 2,095 W/m2-K determined from the overall UA. 
Uncertainty Analysis 
An uncertainty analysis (Taylor and Kuyatt 1994) was conducted to estimate the 
uncertainty in the refrigerant heat transfer coefficient using the error propagation approach. 
An Engineering Equation Solver (EES) (Klein 2003) program was developed to evaluate all 
the uncertainties needed in this study. 
Average test section quality 
From equation (39), the uncertainty in the test section inlet quality was deduced from 
the pre-cooler heat duty as follows: 
^ .y ^ 
2 / y z y 
+ 
% pre 
•U„ a j .  pre ,ou t  
w, pre,out 
+ 
% pre 
•u„ psi* hw pre,in V V pre, in J 
(78) 
where Volw pre, hw pre in and hw pre out are the measured volumetric flow rate, and inlet and 
outlet enthalpies of the pre-cooler cooling water, respectively. The influence of density 
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(needed for mass flow rate calculation of cooling water) on uncertainty was neglected in the 
above calculation. The relative uncertainty in the volumetric flow rate was ±2% of the 
reading according to the manufacturer (see Table 8). The uncertainty in coolant enthalpy 
was given by: 
f 37- \2 
uh2 = 
dh 
~dT 
UT = {CpUT¥ (79) 
Where the uncertainty in temperature measurements was ±0.3°C (see Table 8), which 
resulted in an uncertainty in the enthalpy of 0.035 kJ/kg. For the representative data point, 
the pre-cooler heat duty and the associated uncertainty was 2.696±0.109 kW. 
From equation (40), the uncertainty of the refrigerant enthalpy at the pre-cooler outlet 
could be calculated using the following equation: 
uh refg, pre,out 
dh, refg,pre,out u„ rjU "'<&•<>" 
V refg,pre,in y 
+ 
^refg,pre,out Y ( u, dh. refg,pre,out 
Ô THrefg 
u ffire/g (80) 
The uncertainty in the pre-cooler inlet enthalpy was as follows: 
f a7- v f î37- \2 
u, Kf, —Ur\ + dT T) > (81) 
where 
dh hT+Ur,P hT-UT,P 
dT 
dh pt Lf TyP+UP T,P~U p 
dP 2^ 
(82) 
(83) 
With a refrigerant mass flow rate uncertainty of 2.765x10" kg/s, and a pre-cooler refrigerant 
inlet enthalpy of 441.3=1=0.4243 kJ/kg for the representative data point, the uncertainty in the 
pre-cooler outlet enthalpy was 343.7±3.965 kJ/kg. 
The test section inlet quality was a function of enthalpy and pressure, with the 
corresponding uncertainty given by: 
Ur f)h \ fefg,pre,out 
-U„ re/g,pre,oul + 
f dx A 
^test,in JJ 
\ dP 
(84) 
/ 
where 
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test,m _ Xh+U„,P Xh-U„,P /gg\ 
à*test,in _ Xh,P+UP ~Xh,P-UP ,gz-\ 
dP 2 UP 
For the representative data point, the test section inlet quality and the associated uncertainty 
was 0.5802±0.0524. Similarly, the test section outlet quality and the associated uncertainty 
was 0.4098±0.0319, resulting a test section average quality of 0.4950±0.0307. 
Test section heat duty 
To estimate the uncertainty in the test section heat duty, uncertainties in secondary 
water heat duty, pump heat addition and ambient heat loss needed to be known as shown in 
the following equation: 
(qq V ( an \2 ( p>n V 
w.test j j % vi, test _JJ 
Qambient + 
% *!2-un 
pjf~) y pump pump J 
(87) 
V ambient / 
The heat load in the secondary heat exchanger was calculated using the mass flow rate of the 
coolant (measured using a Coriolis mass flowmeter) and the inlet and outlet temperatures. 
The thermal amplification provided by the low flow rate of the secondary coolant (2.35xl0"3 
kg/s) was evident from the temperature rise in this fluid. Thus, the secondary coolant 
temperature rise for this data point was 25.51°C, while the primary coolant AT was only 
0.21°C. The corresponding primary and secondary water flow rates were 0.116 and 
2.35lxlO"3 kg/s respectively. This large temperature rise, coupled with the high-accuracy 
flow rate measurement, yielded a low uncertainty in the secondary coolant duty, +1.7%, 
(250.80+4.19 W). A very conservative uncertainty of +50% was assumed for pump heat 
dissipation and ambient heat loss. For this representative case of G = 399 kg/m2-s, x = 
0.4950, and p = 0.8xPcrjt, the pump heat addition and ambient heat loss were estimated using 
this procedure to be 22.25+11.13 W and 28.61±14.31 W. Because the net contribution of the 
ambient heat loss (11.4%) and pump heat addition (8.9%) terms was small by design, the 
relatively high assumed uncertainties in these terms were not very significant in determining 
the test section heat duty. Thus, the resulting test section heat duty was 257.21±18.60 W. 
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With a log mean temperature difference of 16.14 + 0.74°C, the overall heat transfer 
conductance, UA, was 15.94+1.36 W/K. 
Heat transfer coefficient 
Neglecting the uncertainties in the heat transfer area and wall resistance, the 
uncertainty in the refrigerant-side heat transfer coefficient was as follows: 
' ' Sh. ' 
D^REFG TJ 
""y 
+ 
refg 
"annulas 
V annulus J 
(88) 
With an assumed coolant-side heat transfer coefficient uncertainty of ±25%, the refrigerant-
side heat transfer coefficient could be estimated to be 2,095±214 W/m2-K, i.e., an uncertainty 
of+10.2%. It should be noted that for this data point, Rrefg/Rcooiant - 7.91, which ensured that 
the condensation side presents the governing thermal resistance and effectively minimized 
the sensitivity of the calculated condensation heat transfer coefficient to the coolant-side 
thermal resistance. 
Pressure Gradient 
The test section pressure loss was directly measured using a bank of differential 
pressure transducers with maximum uncertainties of ±0.0047 kPa. The pressure gradient was 
calculated from this measured pressure drop and the known test section length. 
Supercritical Gas Cooling 
For each data point, the test section temperature was taken as the average of the 
measured the inlet and outlet temperatures. The test section heat duty and heat transfer 
coefficient were derived using the same techniques described above for condensation tests. 
The detailed procedure of test section heat duty and heat transfer coefficient calculations for 
this supercritical case is included in Appendix D. Again, an uncertainty analysis was 
performed on each calculated quantity using the error propagation approach (Taylor and 
Kuyatt 1994). For the whole set of data points, the uncertainty in the test section average 
temperature was ± 0.2°C. The heat transfer coefficients and pressure gradients were derived 
using the technique described in the condensation heat transfer sections. Through the test 
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matrix, the heat transfer coefficients varied from 670 W/m2-K at G = 201.7 kg/m2-s, T = 
105.2°C, P = 3790 kPa to 8256 W/m2-K at G = 800.2 kg/m2-s, T = 77.49°C, P = 3807 kPa 
with uncertainties in the range 14.98 to 12.57%. It should be noted that refrigerant properties 
were evaluated using the property models from the National Institutes of Standards and 
Technology (REFPROP 7.0, Lemmon et al. 2002), which are the most accurate properties 
available for such fluids. However, uncertainties in the evaluated properties are not provided 
by REFPROP 7.0. Therefore, in calculating the uncertainties of the heat transfer coefficients 
and the friction factors, uncertainties in the properties were assumed to be negligible. Thus, 
in reality, the uncertainties in heat transfer coefficients and Nusselt numbers could be higher, 
depending on the uncertainties in the properties. 
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CHAPTER 5. RESULTS AND DISCUSSION 
Results 
The heat transfer coefficients and pressure gradients obtained using the techniques 
described in the previous chapters are presented here. 
Phase-change tests 
For phase change experiments, test conditions investigated in this study, with their 
respective uncertainties, are shown in Figure 11. Representative uncertainties for the P = 
0.8xPcrit case for the range of mass fluxes and qualities studied are shown below: 
G = 200 kg/m2-s: 
xavg = 0.13=1=0.05 xavg = 0.57=1=0.04 xavg = 0.78±0.04 
G = 400 kg/m2-s 
xavg = 0.20±0.04 xavg = 0.50±0.03 xavg = 0.89=1=0.03 
G = 800 kg/m2-s: 
xavg = 0.19±0.06 xavg = 0.50=1=0.06 xavg = 0.89±0.04 
Heat transfer coefficients (together with the estimated uncertainties) for all phase-change 
data points taken in this study are shown in Figure 12. For the entire set of data points shown 
on these graphs, the average uncertainty in heat transfer coefficients was ± 10.21%. The 
maximum uncertainty was 15.83% at G = 200.9 kg/m2-s, P = 2966 kPa, x = 0.1264, with a 
heat transfer coefficient of 1122 W/m2-K. The minimum uncertainty was 7.89% at G = 
701.6 kg/m2-s, P = 3387 kPa, x = 0.1971, with a heat transfer coefficient of 2978 W/m2-K. 
Figure 13 shows the refrigerant-to-coolant resistance ratios for all the data points taken in the 
phase change tests. It can be seen that this ratio was larger than three for most of the data, 
ensuring low uncertainties in the heat transfer coefficient determination. Figure 14 shows 
heat transfer coefficients derived from the wall-mounted thermocouple measurements for G 
= 300, 500 and 700 kg/m2-s for Pr = 0.8. It can be seen that the heat transfer coefficients 
derived using the two different methods agreed well. For the entire phase-change data set, the 
average deviation between the two heat transfer coefficients was 7.36%, with maximum and 
minimum deviations of 17.92% and 0.26%, respectively. The measured pressure gradients 
(total) for various mass fluxes are shown in Figure 15. The average uncertainty in pressure 
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Figure 11. Phase-Change Test Conditions Investigated (with Measurement 
Uncertainties) 
gradient for the entire set of data points was ±1.85%, with a maximum uncertainty of +8.57% 
at G = 197.9 kg/m2-s, P = 3359 kPa, x = 0.1634, and dP/dz = 0.19 kPa/m, and a minimum 
uncertainty of ±0.28% at G = 757.9 kg/m2-s, P = 3027 kPa, x = 0.8920, and dP/dz = 5.72 
kPa/m, respectively. 
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Figure 12. Phase-Change Heat Transfer Coefficients with Uncertainties 
Supercritical tests 
For supercritical tests, Figure 16 shows the heat transfer coefficients for all the data 
points taken in this study. For the entire set of data points shown on these graphs, the 
average uncertainty in the heat transfer coefficients was ±9.68%, with a maximum 
uncertainty of ±17.36% at G = 303.4 kg/m2-s, P = 4088 kPa, T = 47.57°C, and heat transfer 
coefficient of 1125 W/m2-K, and a minimum uncertainty of ±5.07% at G = 593.4 kg/m2-s, P 
= 3734 kPa, T = 110.2°C, and heat transfer coefficient of 2870 W/m2-K, respectively. The 
refrigerant-to-coolant resistance ratios for all the data points taken in the supercritical tests 
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Figure 15. Measured Phase Change Pressure Gradients 
are shown in Figure 17. Again, this ratio ranged from 2.30 - 28.34, with only 9 out of 337 
data points with resistance ratios between 2.30 and 2.91. These points with lower resistance 
ratios were all at high mass fluxes (G = 598.0 - 800.2 kg/m2-s) and with temperature and 
pressure near the critical point (Pr =1.0-1.1, and T = 77.44 - 79.92°C). The very high heat 
transfer coefficients (8256 - 5359 W/m2-K) at these conditions resulted in the somewhat low 
values of the refrigerant-to-coolant resistance ratios. Figure 18 shows heat transfer 
coefficients derived from the wall-mounted thermocouple measurements for G = 300, 500 
and 700 kg/m2-s for Pr = 1.1. It can be seen that the heat transfer coefficients derived using 
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the two different methods agreed well. For the entire phase-change data set, the average 
deviation between the two heat transfer coefficients was 6.61%, with maximum and 
minimum deviations of 20.51% and 0.00%, respectively. 
Figure 19 shows the pressure gradients for various mass fluxes. The measured 
pressure gradients were small for G = 200 kg/m2-s at all critical and supercritical pressures 
due to the relatively large tube diameter. The measured pressure gradients for G = 200 
kg/m2-s ranged from (-0.011) - 0.134 kPa/m with 71% (34 out of 48) of the data in the range 
of (-0.011) - 0.039 kPa/m. Since the uncertainty in the differential pressure transducer was 
constant (0.00467 kPa), the uncertainties in measured pressure gradients for the G = 200 
kg/m2-s were relatively high, i.e. ±3.49% at dP/dz = 0.10 kPa/m and ±1607.20% at dP/dz = 
2.91 xlO"4 kPa/m. The average uncertainty in pressure gradient for the entire set of data 
points for all mass fluxes including the G = 200 kg/m2-s data was ±9.21%, with maximum 
and minimum uncertainties of ±1607.20% at dP/dz = 2.91 xlO"4 kPa/m and ±0.22% at dP/dz 
= 7.25 kPa/m, respectively. For the data set without G = 200 kg/m2-s, the average 
uncertainty in pressure gradient was ±1.61%, with maximum and minimum uncertainties of 
±6.03% and ±0.22%, respectively. For the data points with G = 200 kg/m2-s, the average 
uncertainty in pressure gradient was ±47.26%, with maximum and minimum uncertainties of 
±1607.20% and ±3.49%, respectively. For data points with G = 200 kg/m2-s, high errors 
occurred at temperatures close to the critical temperature. It is felt that the measured pressure 
gradients for G = 200 kg/m2-s should not be used for model development until more accurate 
data can be obtained. 
Separation of Frictional Pressure Drop 
The measured pressure drop for phase-change and supercritical tests was composed 
of pressure drop due to frictional and acceleration/deceleration components. The frictional 
pressure drops were first obtained from the measured pressure drop for the discussion and 
interpretation of trends, comparison with the literature and the subsequent model 
development. 
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Phase-change tests 
The frictional pressure drops were computed from the total (measured) pressure drops 
as follows: 
(total (^^>)frictional acceleration / deceleration (^^) 
For phase-change pressure drop, the acceleration/deceleration component is the pressure 
loss/gain due to the change in quality and void fraction from the test section inlet to the 
outlet. For condensation, the changes in quality and void fraction caused pressure recovery 
(deceleration), and could be calculated as follows (Carey 1992): 
Pin 'Pout = (AP)deceleration = G' 
Pva PiQ-à) pva p,(l-a) 
(90) 
where the void fraction a was calculated using correlation by Baroczy (1965). 
Figure 20 shows the measured pressure drop, along with the deceleration and 
frictional components for G - 300, 500 and 700 kg/m2-s at a reduced pressure of 0.8. The 
deceleration component of the pressure drop ranged from 12.5 - 52.2% of the total measured 
pressure drop, with the high percentage occurring at low total pressure drop. It should be 
noted that these pressure drops were recorded in tests where the change in quality across the 
test section varied from Ax = 0.0775 to Ax = 0.2867 with 81% (201 out of 249 data points) of 
the quality change under 0.20. As stated above, the frictional AP is used for subsequent 
discussion and analysis. 
Supercritical tests 
Frictional pressure drops were also computed from the total pressure drops using 
equation (89) for the supercritical tests. Here, the acceleration/deceleration component is the 
pressure loss/gain due to the momentum change in the flow from the test section inlet to 
outlet due to changes in refrigerant density. For supercritical cooling, the changes in 
momentum caused pressure recovery (deceleration). 
From Newton's Second Law, for a control volume (shown in Figure 21), the 
momentum balance is as follows: 
Ô 
\vpdV + JV • MA ~ Y,F„ = £(m)c„ (91) 
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Figure 21. Momentum Balance over A Control Volume 
where subscripts CV and CS are control volume and control surface, respectively. Since the 
flow was steady, the first term on the left hand side of equation (91) is zero. Also, the flow 
area and the mass flux were constants, resulting in a constant mass flow rate: 
Figure 22 shows the measured pressure drop, along with the deceleration and frictional 
components for G - 300, 500 and 700 kg/m2-s at a reduced pressure of 1.0. It should be 
noted that, for supercritical gas cooling, (AP)deceieration was always negative since the velocity 
of the flow decreases as fluid density increases (Figure 1 in Chapter 1) when cooled from the 
inlet to the outlet of the test section. It can be seen that in the gas-like region (high 
temperature region), the magnitude of (AP)deCeieration was small due to the relatively small 
change in density. Similar results were observed for the liquid-like region (low temperature 
region). Near the critical region (temperature close to critical value), due to the sudden 
decrease in fluid density, the (AP)deCeieration shows a sudden increase. 
Discussion 
Trends in phase-change heat transfer and pressure drop 
Figure 23 shows the measured heat transfer coefficients as a function of quality for 
Combining equations (91) and (92), we get: 
deceleration 
(92) 
(93) 
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Figure 23. Phase-Change Heat Transfer Coefficient: Effect of Reduced Pressure 
both pressures investigated in this study. It can be seen that the heat transfer coefficients 
increase as the vapor quality and mass fluxes increase, with the effect of vapor quality being 
more pronounced at the higher mass fluxes. It is also apparent that a change in reduced 
pressure from 0.8 to 0.9 is not significant enough to cause an appreciable change in the heat 
transfer coefficient. This is perhaps because, even though the latent heat of condensation 
decreases from 76.77 kJ/kg at Pr = 0.8 to 57.33 kJ/kg at Pr = 0.9, the specific heats of both 
phases increase by a factor of about 1.6-1.9 as the pressure increases. Also, the liquid phase 
conductivity remains about the same (0.0521 W/m-K at Pr - 0.8 to 0.0516 W/m-K at Pr = 
0.9), whereas the vapor phase conductivity increases by about 23% from kv = 0.0312 W/m-K 
(Pr = 0.8) to kv = 0.0386 W/m-K (Pr = 0.9). These compensating variations in properties lead 
to the minimal effect of reduced pressure on the heat transfer coefficient. 
The frictional pressure gradient as a function of vapor quality and mass flux for the 
two pressures under consideration is presented in Figure 24. As expected, the pressure 
gradient also increases with the vapor quality and mass flux, and it appears that the effect of 
reduced pressure is more pronounced than it is for the heat transfer coefficient. Thus, for the 
same mass flux and vapor quality, the higher the reduced pressure, the lower the pressure 
76 
<o 
Se 8 
I s  
ss 
o  
2 4 
3 
en 
(0 
c 
o 
? 
P(kPa) 2983 3356 
G = 200 o • 
G = 300 • • 
G = 400 A  A  
G = 500 V  • 
G = 600 • • 
G = 700 O  • 
G = 800 - 1 
<*>*• !„• •= , ° ' ° 
o 
• . 
i 6 ^ 
• 
0 
y o.o 0.2 0.8 1.0 0.4 0.6 
^ Quality 
Figure 24. Phase-Change Frictional Pressure Gradient: Effect of Reduced Pressure 
gradient, with this effect becoming stronger as the mass flux increases. This is perhaps 
because as Pr increases, the difference between the vapor and liquid properties such as 
density and viscosity decreases. At Pr = 0.8, pi/pv = 3.82, whereas at Pr = 0.9, this ratio is 
2.69. Similarly, at Pr = 0.8, (J.|/|av = 3.52, while at Pr = 0.9, this ratio is 2.66. This decrease in 
the difference between the properties of the two phases reduces the shear between the phases, 
and therefore the pressure drop. The more pronounced effect of reduced pressure at higher 
mass fluxes also supports this conclusion because at the higher mass fluxes, the flow would 
tend toward annular flow, which is governed by vapor shear. 
Phase-change flow regime assignment 
Coleman and Garimella (2003) map 
To further investigate these phenomena based on the prevailing flow regimes, 
relevant flow regime transition criteria from the literature were considered. It should be 
noted that there are no flow regime maps in the literature that have been developed or 
validated for the situation under consideration: condensation of refrigerant blends at high 
reduced pressures. In the absence of such maps, transition criteria provided in the flow 
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regime maps proposed by Coleman and Garimella (2003) for the condensation of R134a for 
circular, square and rectangular shaped tubes (1 mm < dh < 5 mm) over the mass flux range 
150 < G < 750 kg/m2-s, were used to predict the possible flow regimes for the conditions in 
the present study. In the annular flow regime, a liquid film coats the circumference of the 
wall, and the vapor flows through the core with or without liquid droplet entrainment. The 
wavy flow regime can be subdivided into two categories: discrete-wave flow and disperse-
wave flow. For discrete wave flow, the liquid flows primarily on the bottom of the tube 
while the vapor flows above the liquid with liquid waves at the interface. Similar to annular 
flow, a thin liquid film exists around the vapor at the top of the tube. Disperse-wave flow is 
characterized by a large number of secondary waves with no dominant wavelength or 
amplitude. As the gas velocity increases, the interface becomes more unstable and the 
intensity of the waves increases until dispersed-wave flow is achieved. For the combination 
of higher mass fluxes and vapor qualities, flow was mainly annular and mist. The mist flow 
pattern is characterized by a uniform vapor mist with liquid droplets entrained in the vapor. 
This flow pattern does not have a clearly discernable film. However, for large tube as in the 
present study, the mist flow pattern can be classified as annular flow. The intermittent flow 
regime is characterized by discontinuities in the liquid and vapor phases. In this regime, a 
continuous stream of intermittent vapor "plugs" or "slugs" surrounded by a liquid film is 
interrupted by slugs of liquid. 
The flow regime transition criteria developed by Coleman (2000) were based on 
Soliman modified Froude number (Soliman 1982) Frso, and are shown in Table 11, where 
-11.5 
Fr.„ = 
0.025 Re, 1.59 1 + 1.09%, 
0.039 
1.26 Re, 1.04 1 + 1.09%, 
1 
0.039 
x, 
1.5 
1 
Ga 0.5 
Re, < 1250 
Re, > 1250 
(94) 
It should be noted that the study by Coleman and Garimella (2003) was at low reduced 
pressures (Pr s 0.34), thus there may be some differences between these predictions and the 
actual flow regimes due to this large difference in reduced pressures. However, these criteria 
were in fact developed for condensation of refrigerants (rather than simulations using air-
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Table 11. Phase-Change Flow Transition Criteria (Coleman 2000) 
Flow Regime Transition Criteria 
Intermittent Frso< 1.75 
Wavy 1.75 < Frso < 18 
Annular 18 < Frs0 < 65 
Mist Frso > 65 
water two-phase flow) and addressed the mass flux range of interest; and are therefore 
deemed acceptable to provide some guidance. Figure 25 shows the data from the present 
study plotted on Coleman and Garimella's flow regime map for a 4.91 mm circular tube. 
According to Coleman's (2000) criteria, the current data points mainly fell in discrete- and 
disperse-wave flow, and the annular flow pattern. Two data points were identified as being 
in intermittent flow, while four data points were in the mist flow regime. 
Breber et al. (1980) map 
The data were also plotted on the Breber et al. (1980) flow regime map (Figure 26), in 
which transitions occur at constant Martinelli parameters and dimensionless gas velocities. 
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The map by Breber et al. (1980) (which used the Taitel and Dukler (1976) map as a starting 
point), was based on the argument that the ratio of shear force-to-gravity force on the 
condensate film, and the ratio of vapor volume-to-liquid volume are the main factors in 
establishing transitions between the respective regimes. Using a bank of condensation data 
for tubes with 8 < d < 50.8 mm for a variety of fluids, they suggested that the transitions did 
not occur abruptly, but over regions with some overlap. The data from the present study 
were primarily in or near the transition region between annular and wavy flows, and the 
annular flows on this map, with no purely stratified points and a total of three slug and plug 
flow points. Thus, the subdivision of the data based on transition criteria of these studies 
result in similar categorizations. It should be noted that differences in definitions and 
categorizations of different kinds of flows, details of which are available in the respective 
papers, could be responsible for some of these differences in the assignment of flow regimes. 
Hajal et al. (2003) map 
Hajal et al. (2003) developed a condensation flow pattern map, which used a 
logarithmic mean (equation 3 in Chapter 2) of void fraction predicted by a homogeneous 
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void fraction model and Rouhani-Axelsson's void fraction for vertical tubes (Rouhani and 
Axelsson 1970) to calculate the vapor void fractions from low pressures up to pressures near 
the critical point. This map was based on the modification of the evaporation and adiabatic 
flow regime map by Kattan et al. (1998) for small diameter horizontal tubes, since dry out 
does not occur in condensation. The condensation map was validated using other flow 
regime maps available in literature, i.e. maps by Breber et al. (1980), Tandon et al. (1982), 
Sardesai et al. (1981), and Cavallini et al. (2002b). 
The Hajal et al. (2003) map is unduly complicated in that, a new map has to be built 
to check the flow regime for every single point. Figure 27 shows the data from the present 
study plotted on the Hajal et al. (2003) map for G = 200, 500 and 800 kg/m2-s. The solid and 
dashed lines are the transition lines for Pr = 0.8 and 0.9, respectively. According to their 
map, data from the present study were primarily in intermittent and annular flows, with only 
four data in stratified-wavy flow and no fully stratified flow data. However, the definitions 
of intermittent and annular flows were not explicitly stated. Since in the following paper 
(Thome et al. 2003), the same heat transfer correlation was used for the intermittent, annular 
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and mist flows, one possibility is that the authors considered the intermittent flow to be 
similar to the annular and mist flows. According to the Hajal et al. (2003) map, the stratified-
wavy or fully stratified flow regimes require the mass fluxes to be around or less than 200 
kg/m2-s, which are either at the borderline or beyond the test conditions of the present study. 
The flow predictions from Hajal et al. (2003) map were quite different from the 
predictions from Coleman and Garimella (2003) map, which showed a considerable amount 
of data from the present study to be in wavy flow regime. The Coleman and Garimella 
(2003) map, however, results in transitions similar to those predicted by Dobson and Chato 
(1998) (stratified-wavy flow: G < 500 kg/m2-s and Frso < 20; annular flow: G < 500 kg/m2-s 
and Frso > 20, or G > 500 kg/m2-s). Since the heat transfer models developed in the present 
study used an approach similar to that of Dobson and Chato (1998), it is more appropriate to 
use a flow regime map that is similar to their map. It also should be noted that the Hajal et 
al. (2003) map requires substantial effort in determining the flow regime before any heat 
transfer and pressure drop analysis can be conducted. This is not conducive to the 
implementation of these transition criteria and subsequent heat transfer and pressure drop 
predictions in heat exchanger design codes. Because the Coleman and Garimella (2003) 
criteria yielded transitions similar to those predicted by Dobson and Chato (1998), lead to 
consistency in the heat transfer models, and are easy to implement, they were chosen for the 
assignment of flow regimes to the data points in this study. 
Comparison with the literature 
To assess the validity of models in the literature for this high-pressure refrigerant 
blend when operating at near-critical or supercritical pressures, the heat transfer coefficients 
from the present study were compared with the predictions of several commonly used 
correlations, Shah (1979), Traviss et al. (1973), Dobson and Chato (1998), Sweeney (1996) 
and Cavallini et al. (2002a). Detailed calculations for these models using the representative 
data point used in Chapter 4 are included in Appendix E. 
Shah (1979) and Traviss et al. (1973) 
The empirical correlation of Shah (1979) for R-ll, R-12, R-22, R-113, water, 
methanol, ethanol, benzene, toluene, and trichloroethylene, is as follows: 
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(l-x)°8+3.8x 
h 
0.76 (1-x) 0.04 
,0.38 (95) 
where Pr is the reduced pressure and 
hto = 0.023 
f 7, V QD k 
y D ;  
n°.i 
m 
pr/ 0.4 (96) 
This correlation is applicable for 11 < G < 211 kg/m2-s for tube diameters between 7 and 40 
mm. The reduced pressure of the data ranged from 0.002 to 0.44. The author noted that the 
application of this model should be restricted to the operating ranges of the data considered 
for 1 < Pn< 13 and Re; > 350. Figure 28 shows the prediction of the data using Shah (1979) 
correlation. 
The momentum-heat transfer analogy based model of Traviss et al. (1973) results in 
the following expression for Nusselt number: 
m 
_ 0.15Re° 9 Pr, j^_, + 2 g5X-o.476] (97) 
where the function F] represents the resistance to heat transfer in the laminar sublayer, the 
buffer layer and the turbulent region in the annular film: 
0.707 Pr, Re?5] Re, <50 
5Pr,+ 51n[l + Pr, (0.09636 Re°585 - 1)] 50<Re, <1125 (98) 
5 Pr, + 5 ln(l + 5 Pr,) + 2.5 ln(0.00313Re"812) Re, >1125 
F2 = 
The turbulent vapor/turbulent liquid Martinelli parameter is calculated as follows: 
Xu = 1 — X 
\0.9f ^ ^0 5z n0-1  
Py_ 
y P i s  
M, 
\ ' v / 
(99) 
Figure 29 shows a comparison of the data from the current study with the predictions of the 
Traviss et al. (1973) correlation. 
It is found that the Shah (1979) and Traviss et al. (1973) models significantly over 
predict the heat transfer coefficients from the present study. This may be due to the fact that 
both these correlations were developed for pure refrigerants condensing at much lower 
reduced pressures or saturation temperatures (Shah (1979): 0.002 < Pr < 0.44, Traviss et al. 
(1973): 25 < Tsat < 58). Furthermore, both models were only for annular flow. 
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Dobson and Chato (1998) and Sweeney (1996) 
For shear-driven flow (G < 500 kg/m2-s and Frso > 20, or G > 500 kg/m2-s), Dobson 
and Chato (1998) reduced the Traviss et al. (1973) correlation to a two-phase multiplier type 
of correlation for Rei > 1125, which is common for annular flow (Dobson et al. 1994). Their 
correlation based on this approach is as follows: 
2.22 ' Nu = 0.023 Re,0 8 Pr, 
annular 
0.4 1 + 
x: 
0.89 (100) 
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Figure 29. Comparison of the Measured Heat Transfer Coefficients with the Model 
of Traviss et al. (1973) 
For the gravity driven correlation (G < 500 kg/m2-s and Frs0 < 20), their additive 
correlation that accounts for both film condensation and liquid pool forced convection is as 
follows: 
NuWaVy = Nufllm +0-!X)NU forced (101) 
The heat transfer model for the forced convection in the liquid pool is as follows: 
Nu = 0.0195 Re"5 Pr;04 <f>t{Xn) forced (102) 
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where 
MX.) = II.376 + ^ - (103) 
The constants c, and c2 are functions of liquid Froude number. For 0 < Fr, < 0.7, 
c, =4.172 + 5.48#; -1.564Fr,2 (104) 
c2 = 41.773-0.169F?} (105) 
For Fr, > 0.7, c, = 7.424 and c2 =1.655, respectively. The heat transfer due to film 
condensation on the top of the tube was based on a Nusselt type of condensation with a 
multiplier to account for the enhancement due to interfacial waves. 
0.23 Re Nur,. = ~
012 GaPr,l0'25 
f
"
m 1 + 1.1 \Xl58 Jat 
(106) 
The liquid angle 8, (angle subtended from the top of tube to liquid level) is evaluated 
using Zivi (1964) void fraction as follows: 
arccos(2a-l) (107) 
i n) n 
Comparisons of the current data with the predictions of the Dobson and Chato (1998) 
model are shown in Figure 30. In general, the experimental values from the present study are 
between the predictions of the annular and wavy-stratified submodels of Dobson and Chato: 
their annular model strongly over predicts the current data, while the wavy-stratified model 
slightly under-predicts the data. This overall result is understandable based on the 
expectation from the discussion above that the current data are mostly in the discrete and 
disperse wave regions according to Coleman (2000) or in the transition regions between the 
annular and wavy region according to Breber et al. (1980). Furthermore, the high reduced 
pressures in the present study may also contribute to this discrepancy. However, the 
discrepancies between their model and the current data are substantial; furthermore, the 
abrupt and unrealistic jump in heat transfer coefficient from the wavy-stratified to the annular 
region predicted by their model limit its usefulness to the conditions under study here. 
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Comparison of the Measured Heat Transfer Coefficients with the Models 
of Dobson and Chato (1998) and Sweeney (1996) 
The mass flux based modification proposed by Sweeney (1996) to the Dobson and 
Chato (1998) (who used the data from the work of Dobson (1994)) models to allow their 
usage for R407C are as follows: 
(soo 
\0.3 
Nu Dobson and Chato 
NUannular = 0'7 
/ G 
300 
Nu Dobson and Chato 
(108) 
(109) 
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Figure 30 also shows the comparison between the Sweeney (1996) model and the data from 
the current study. It can be seen that, as expected, Sweeney (1996) model shows trends 
similar to those of Dobson and Chato (1998), except that, perhaps due to these modifications, 
the annular flow correlation yields somewhat better predictions than those of Dobson and 
Chato (1998). 
Cavallini et al. (2002b; 2002a) 
The Cavallini et al. (2002a) models consist of submodels for annular flow, annular-
stratified flow transition and stratified flow, and stratified-slug and slug flow. For 
dimensionless vapor velocity Jq > 2.5 and Martinelli parameter Xtt < 1.6, they used annular 
flow model, where Jq and Xtt are defined as follows: 
xG (110) 
X„ = 
gDp v(Pi ~ p,r 
3 ZK
™
 1 C x Pv 
0.5 
(MA 
i * J < Pi y y 
o.i 
(111) 
For Jq < 2.5, when Xn < 1.6, they recommended the annular-stratified flow transition and 
stratified flow model, while for Xtt > 1.6, the stratified-slug and slug flow model is 
recommended. 
Based on the theoretical model of Kosky and Staub (1971), their annular flow model 
is as follows: 
(112) 
Where T and T+ are interfacial shear stress and turbulent temperature, respectively. The 
turbulent temperature is in turn a function of nondimensional film thickness. 
T  =  ( d P / d z ) f J  (113) 
'S+  Pr, <T <5 
T+ = <b{Pr, + ln[l + Pr,(<r/5-1)]} 5<<T <30 (114) 
5[Pr, + ln(l + 5Pr,) + 0.495ln(<T /30)] S+ >30 
fum' re,,1145 
[0.0504Re,7/8 Re, >1145 
A modified Friedel (1979) correlation is used to calculate the frictional pressure gradient: 
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For the annular-stratified flow transition and stratified flow region, the heat transfer 
model is a linear interpolation between the heat transfer coefficient for annular flow at JQ = 
2.5 and the heat transfer coefficient for stratified flow shown as follows: 
h annular-stratified ^J^an,Ja-2.5 ^strat x^g ^ 2.5) + 
1Û.25 
(123) 
(124) =0.725{l + 0.82[(l-%)/x]^}-'[t/A(A 
+ hL(\ — 0, /7t) 
where the liquid level angle 0i is again evaluated using Zivi (1964) void fraction. 
a,=^(i-%r (125) 
hLO = 0.023 Re°® Pr,04 k, / D (126) 
For slug flow (JQ < 2.5 and XTT > 1.6), the heat transfer coefficient is calculated as a 
linear interpolation between the heat transfer coefficient calculated at XTT = 1.6 and the heat 
transfer coefficient obtained if the entire flow is liquid flow only. 
%(hannular-stratified ,X„=1.6 ^LO ) 
^stratified-slug ^LO (127) 
A.,=1.6 
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Figure 31 shows the comparison of the current data with the predictions of the flow 
regime-based models by Cavallini et al. (2002a). It can be seen that the predictions of the 
current data are much better than the other models discussed above. The mean absolute 
deviations between the data from the current study and their predictions are 17.3% and 
10.8% for the 0.80 and 0.90 reduced pressure cases, respectively. The substantially better 
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Figure 31. Comparison of the Measured Heat Transfer Coefficients with the Model 
of Cavallini et al. (2002a) 
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agreement with this model is not surprising when this model's applicable range is considered. 
The conditions for the present study, Pr = 0.8 and 0.9, and 2.69 < pi/pv < 3.82, are only 
slightly outside the range of applicability of their model. 
The (total) pressure drop model proposed by Cavallini et al. (2002a) was based on the 
original (for Jg < 2.5) and modified (for Jq > 2.5) Friedel (1979) correlation as discussed for 
the annular flow heat transfer coefficient. Figure 32 shows the comparison of the current 
(total) pressure gradient data with the predictions of the model by Cavallini et al. (2002a). It 
can be seen that the agreement between the pressure drop model of Cavallini et al. (2002b) 
and the current data is not as good as the corresponding agreement of the heat transfer data. 
Their model under-predicts the experimental values, especially for higher mass fluxes, with 
mean absolute deviations of 66.3% and 68.6% for Pr = 0.8 and 0.9, respectively. It can also 
be seen that the original Friedel (1979) correlation for Jg < 2.5 yields much better predictions 
than the modified version of the Friedel (1979) correlation proposed by them. Furthermore, 
the abrupt transitions between the two correlations are unrealistic. It was discussed above 
that pressure drop values in the current study are more sensitive to reduced pressure than heat 
transfer data, which was explained based on the variations in the phase properties. Hence 
this larger discrepancy in pressure drops between their model and the current data is 
understandable. Also, the increasing discrepancy as the reduced pressure deviates from their 
maximum value of 0.75 to 0.9 in this study corroborates this explanation. 
Trends in supercritical gas cooling and pressure drop 
The variation of measured heat transfer coefficients with temperature for all mass 
fluxes was shown in Figure 15 earlier in this chapter. It can be clearly seen that there is a 
sharp peak in the heat transfer coefficients in the vicinity of the critical temperature. A 
drastic change in thermophysical properties in this region due to a change from gas-like to 
liquid-like behavior, as shown in Figure 1 (Chapter 1), leads to this peak. Thus, for example, 
for the G = 300 kg/m2-s case, for the data point at T = 58.95°C, P = 3732 kPa, the Cp = 1.98 
kJ/kg-K, whereas at T = 73.12°C, P = 3729 kPa, Cp = 7.40 kJ/kg-K. The density falls 
abruptly from 867.9 to 320.3 kg/m3 across this same temperature, while the viscosity 
decreases from 8.24x10"5 to 2.56x10"5 kg/m-s, and the thermal conductivity decreases from 
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Figure 32. Comparison of the Measured Pressure Gradient with the Model of 
Cavallini et al. (2002a) 
0.0544 to 0.0430 W/m-K. At the same mass flux, the decrease in viscosity leads to an 
increase in Reynolds number (from 34,233 to 110,999). The combination of property 
changes leads to an increase in Prandtl number from 3.00 to 4.40. The net effect of these 
changes is that the Nusselt number increases from 196 to 420, leading to an increase in heat 
transfer coefficient from 1133 to 1920 W/m2-K. Similar variations can be seen in the 
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supercritical (P = 1.1 xPcrit) case. For a similar mass flux (G = 300 kg/m2-s), as T increases 
from 68.54 to 77.56°C, Cp increases from 2.47 to 10.21 kJ/kg-K, the density falls from 781.5 
to 409.8 kg/m3, the viscosity decreases from 6.82x10"5 to 3.10xl0"5 kg/m-s, and the thermal 
conductivity decreases from 0.0514 to 0.0489 W/m-K. The Reynolds number increases from 
41,394 to 90,885, and the Prandtl number increases from 3.28 to 6.47. The resulting effect is 
to increase the heat transfer coefficient from 1232 to 2260 W/m2-K. As the temperature 
increases well beyond the critical temperature (for example, beyond T > 90°C), several 
properties such as Cp, p, |i and k gradually approach ideal gas behavior. This approach to 
ideal gas behavior from quasi two-phase behavior leads to the lower heat transfer coefficients 
characteristic of gas-phase flow. For example, at critical pressure, T = 107.5°C, h, = 1062 
W/m2-K, even as the Reynolds number approaches a value of about 139,997 due to the 
decrease in viscosity (jj. - 2.03x10"5 kg/m-s) because of the decrease in k to 0.029 W/m-K. It 
should also be noted that, as the pressure increases, the variations in properties decreases, 
resulting less variation in heat transfer coefficients. Furthermore, the heat transfer coefficient 
maintains high values and peaks at increasingly high temperatures of about 73, 77 and 87°C 
for P = Pert, l.lxPcnt, and 1.2xPcrit, respectively. This is because the abrupt change in 
properties occurs at 72, 76 and 82°C when the pressure increases, as seen in Figure 1 
(Chapter 1). Nusselt numbers for these cases are shown in Figure 33. This figure shows that 
the peaks in Nusselt numbers are at somewhat higher temperatures than those for heat 
transfer coefficients because of the decrease in thermal conductivity at the higher 
temperatures. For example, at G = 700 kg/m2-s, the maximum value in heat transfer 
coefficient (6979 W/m2-K) occurs at T = 78.45°C. However, as the temperature increases 
from 78.45 to 85.57°C, the thermal conductivity decreases from 0.0463 to 0.0342 W/m-K, 
resulting in an increase in Nusselt number from 1417 to 1706. Similar trends are observed 
throughout the range of mass fluxes investigated in this study, with the peak being sharper at 
the higher mass fluxes. 
The effect of temperature on heat transfer coefficient is further illustrated by noting 
that the controlled variation in mass flux in this study was from G - 200 to 800 kg/m2-s, a 
factor of 4, while at a representative mass flux of 300 kg/m2-s, simply changing the 
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temperature from about 42 to 108°C, keeping G constant, increases the Reynolds number by 
a factor of 5.4 (from Re = 25,961 to Re = 139,997). Thus, temperature variation above the 
vapor-liquid dome has a much more significant effect on heat transfer than the independent 
variation of mass flux, because it affects thermal properties as well as the flow-related 
Reynolds number substantially. 
The variation in the frictional pressure gradient of the refrigerant with temperature 
was shown in Figure 34. It can be seen that the variation of pressure drop is not very 
significant below the transition temperature, i.e., in the liquid-like region. The pressure 
gradient abruptly drops at the transition temperature due to the sudden change in refrigerant 
properties from the gas-like to the liquid-like properties. Thus, for example, for the G = 300 
kg/m2-s case, across the transition discussed in connection with the heat transfer results, the 
large increase in density decreases the velocities from 0.94, 0.73 and 0.91 m/s to 0.36, 0.38 
and 0.46 m/s at P = Pcrit, l.lxPcrit and 1.2xPcrit, respectively. It is also observed that for a 
given mass flux and temperature, the pressure drops in the liquid-like phase are 
approximately the same at different pressures. In the gas-like phase beyond the transition, 
however, the pressure drop decreases as the pressure increases. This is because, as the 
pressure increases, while in the liquid-like phase, the fluid density remains approximately 
constant (for T = 40°C, p = 996.9 kg/m3 at P = Pcrjt and 1007.1 kg/m3 at P = 1.2xPcrit), in the 
gas-like phase, the density increases with increased pressure (for T = 90°C, p = 197.8 kg/m3 
at P = Pent and 298.8 kg/m3 at P = 1.2xPcrjt see Figure 1 in Chapter 1), resulting in velocities 
of 1.83 m/s (p = 165.4 kg/m3) at 107.5°C at P = Pcrit, 1.54 m/s (p = 193.2 kg/m3) at 107°C (P 
= l.lxPcrit), and 1.25 m/s (p = 240.2 kg/m3) at 100.8°C (P = 1.2xPcrjt). These progressive 
decreases in flow velocity in the gas phase lead to the decreases in pressure drop in the gas­
like phase seen in Figure 34. The friction factors for these data were plotted versus Reynolds 
number in Figure 35. The outlier points on the top graph of Figure 35 are friction factors for 
G = 200 kg/m2-s, which have large relative uncertainties (average uncertainty in measured 
pressure gradient was ±47.26%, with maximum and minimum uncertainties of ±1607.20% 
and ±4.31%, respectively). This figure shows that the measured friction factors following the 
expected trends based on these Reynolds numbers. It can also be seen that the friction factor 
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decreases continuously as the Reynolds number increases, with no significant change around 
critical temperature. However, it should be noted that the pressure drop is more strongly 
dependent on the flow velocity than on friction factor. 
Supercritical gas cooling flow regime assignment 
To further investigate the heat transfer and pressure drop based on the variations in 
the thermophysical properties, the temperature (or enthalpy) range was divided into three 
regimes, liquid-like, pseudo-critical transition, and gas-like. In the liquid-like regime, the 
refrigerant behaves very much like a liquid at subcritical pressures. The viscosity changes 
the most with the temperature. As the temperature increases, the viscosity decreases 
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gradually. In the pseudo-critical transition regime, the density and viscosity of the refrigerant 
decrease sharply with an increase in temperature, while specific heat, volume expansion 
coefficient and Prandtl number pass through a maximum. In the gas-like regime, the 
refrigerant properties gradually approach the properties of the perfect gas as the temperature 
increases. 
These flow regime transition criteria are defined quantitatively based on the specific 
work of thermal expansion (contraction) E0 (Kurganov 1998a), as follows: 
E = Pa± 
dh 
P.fi (129) 
. p - c p 
E0 is the work done by the refrigerant during cooling or the heat convected out of the system. 
Figures 36 and 37 show E0 plotted as functions of enthalpy and temperature, respectively. It 
can be seen that for low temperatures, E0 varies gradually as the enthalpy or temperature 
increase, but with a further increase in enthalpy or temperature, there is a drastic increase in 
E0. This is followed by a peak in E0, beyond which E0 starts to decline. Therefore, the 
temperature was classified into three regimes: (a) a liquid-like (low temperature) regime 
where the change in E0 with temperature (or enthalpy) is not significant, (b) pseudo-critical 
transition regime where the change in E0 is rapid with temperature (or enthalpy) (although 
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not two-phase flow, this regime has some characteristics of phase-change flow), and (c) the 
gas-phase regime where the E0 starts to decline as temperature (or enthalpy) increases. 
The transition temperatures from the pseudo-critical transition regime to the gas-like 
regime were found when dEo/dh - 0. For the transition between the liquid-like regime and 
the pseudo-critical transition regime, since dE0/dh does not change sign, the transition 
temperatures were found based on visual inspection to identify the abrupt change in slope. 
Upon examination of the data, it was found that for a given enthalpy h, E0 was largely 
independent of pressure. Hence, the corresponding temperatures were used as the basis for 
dividing the data into liquid-like, pseudo-critical transition and gas-like regimes. Tables 12 
and 13 show the transition criteria and the flow regime assignment as a function of 
temperature. 
Table 12. Supercritical Cooling Flow Transition Criteria 
Flow Regime Transition Criteria 
Liquid-like h = h (E„ < 0.03) 
Pseduo-critical transition h = h (E0 = 0.03) to h = h {ôEJôh = 0) 
Gas-like h > h (dEJôh > 0) 
100 120 140 
Temperature, °C 
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Table 13. Supercritical Cooling Flow Regime Assignment 
Pr Liquid-Like Regime Pseduo-Critical Transition Regime Gas-Like Regime 
1.0 T < 64.25°C 64.25°C < T < 74.45°C T > 74.45°C 
1.1 T < 65.05°C 65.05°C<T<81.55°C T > 81.55°C 
1.2 T < 65.70°C 65.70°C < T < 88.35°C T > 88.35°C 
Comparison with the literature 
The heat transfer coefficients obtained in the present study were compared with the 
limited literature on heat transfer at supercritical conditions: Krasnoshchekov et al. (1970), 
Pitla et al. (2002), and with the well-accepted Gnielinski (1976) correlation for turbulent 
single-phase heat transfer. Figures 38, 39 and 40 show the comparison for different pressures 
at G = 300, 500, and 700 kg/m2-s, respectively. 
Gnielinski (1976) 
The Gnielinski (1976) single-phase turbulent flow correlation shown below is valid 
for 0.5 < Pr < 2000, and 3000 < Re < 5xlO . 
Nu = • (/ / 8)(Re-1000) Pr (130) 
l + 12.7(//8)05(Pr2/3-l) 
For smooth tubes, the following correlation by Petukhov is recommended for the evaluation 
of the friction factor (Incropera and De Witt 2002). 
/ = [0.790 ln(Re)-1.64]"2 (131) 
From Figures 38, 39 and 40, it can be seen that the Gnielinski (1976) correlation agrees 
reasonably well with the measured values for lower mass fluxes (G < 500 kg/m2-s), while the 
data are considerably underpredicted for higher mass fluxes (G > 500 kg/m2-s). For the 
whole set of data, the mean absolute deviations for this correlation are 30.3%. 
Krasnoshchekov et al. (1970) 
The Krasnoshchekov et al. (1970) correlation for single-phase convection uses 
property ratio multipliers to account for the large property variations in this region as 
follows: 
Nub = Nuv 
r \ n  ( - \ 
Pw C p  
\Pb y y 
(132) 
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where m, and n are constants provided graphically by the authors. Nuw is evaluated at the 
wall temperature using the turbulent heat transfer correlation by Petukhov (Incropera and 
DeWitt 2002). 
In this correlation also, the friction factor f is evaluated using equation (131). 
It can be seen in Figures 38, 39 and 40 that, similar to the Gnielinski (1976) 
correlation, the Krasnoshchekov (1970) correlation shows good agreement with the measured 
values for G < 500 kg/m2-s, but underpredicts the data considerably for G > 500 kg/m2-s. 
Also, the Krasnoshchekov et al. (1970) correlation, which was developed for supercritical 
cooling of CO2, tends to underpredict the data more severely in the liquid-like region. It 
appears that the correlations developed for CO2 cannot be extrapolated to refrigerant R404A 
with an acceptable level of accuracy. For the whole set of data, the mean absolute deviations 
for this correlation is 31.8%. 
Pitia et al. (2002) 
The Pitia et al. (2002) correlation for in-tube supercritical cooling of carbon dioxide 
was based on their experimental (Pitia et al. 2001a) and numerical (Pitia et al. 2001b) studies 
as follows: 
where Nuwaii and Nubuik are evaluated using the Gnielinski correlation (1976) (Equation 130) 
at wall and bulk temperatures, respectively. For smooth tubes, the Petukhov correlation 
(Incropera and DeWitt 2002) is again used to evaluate the friction factor. The authors also 
noted that the Reynolds number at the wall should be calculated using the inlet velocity 
irrespective of the location, and the bulk Reynolds number should be evaluated using the 
local mean velocity. 
The agreement between the data and Pitia et al. (2002) correlation is not very good 
(Figures 37, 38 and 39), especially for the gas like region. Again, it underpredicts the data in 
the low temperature region for higher mass fluxes. Furthermore, the abrupt variation in heat 
transfer coefficient and the multiple inflection points in the graphs from their predictions 
NU 1.07 + 12.7(//8)05 (Pr2/3-l) 
(/ / 8) Re Pr (133) 
(134) 
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above critical temperature are unrealistic. It appears that these multiple slope changes and 
peaks occur because Nuwaii and Nubuik in equation (134) above reach peak values at different 
fluid temperatures, leading to these unrealistic predictions. 
Churchill (1977b) 
Pressure drops from the present study were plotted in Figure 41 along with the 
predictions of the single phase Churchill (1977b) correlation. Again, the agreement between 
the present data and this correlation is not very good. The correlation underpredicts the 
measured pressure drop at almost all mass fluxes, with this trend being more pronounced at 
higher mass fluxes and temperatures in the gas-like region. 
Summary 
The comparisons of the present data with correlations from the literature presented 
above for both phase change and supercritical heat transfer and pressure drop were selected 
to represent different modeling approaches. The Shah (1979) and Traviss et al. (1973) 
models did not predict the data well, indicating that the much higher reduced pressure in this 
study has a strong influence on the heat transfer coefficient. The wavy flow model by 
Dobson and Chato (1998) predicts the data reasonably well. However, their annular flow 
model overpredicts the data. Furthermore, they assumed an abrupt change between the two 
flow regimes, rather than a gradual transition between annular and wavy flow. The heat 
transfer coefficients predicted by Cavallini et al. (2002a) are substantially better than the 
predictions of the other correlations mentioned above. However, their pressure drop model 
underpredicts the data substantially. It should be noted that this, in turn, could affect the heat 
transfer results when pressure gradients are used as intermediate steps for the calculation of 
heat transfer coefficients. In general, the correlations studied above for supercritical heat 
transfer and pressure drop did not predict the data well, especially for the higher mass fluxes. 
Model Development 
In this section, both condensation and supercritical heat transfer and pressure drop 
models are developed and compared with the experimental data. For condensation, models 
for wavy and annular flow regimes are developed first, followed by an interpolation 
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technique to predict the data in the transition region between these regimes. For supercritical 
cooling, heat transfer and pressure drop models are developed based on the specific flow 
regime, i.e., liquid-like, pseudo-critical transition or gas-like. 
It should be noted that a companion study on refrigerant R410A in 6.2 and 9.4 mm 
diameter tubes is being conducted by another researcher in the same laboratory. The models 
presented below were developed using data for both fluids. However, the discussion below 
focuses on the R404A data collected by the author of this dissertation. The models presented 
below include a diameter ratio, which accounts for the influence of tube diameter deduced 
from the data collected in the companion study. For the present study on R404A, however, 
the diameter ratio is unity. 
Phase-change heat transfer 
Annular flow model 
According to Dobson et al. (1994), the annular flow model developed by Traviss et 
al. (1973) could be reduced to a two-phase multiplier provided that Re, > 1125. The authors 
argued that, the Nusselt number could be written in the following form: 
D+ Pr Nu = ' (135) 
%(Re„Pr,) 
where the term D+ is the non-dimensional tube diameter scaled by the turbulent length scale, 
v,  /^] tw  /  p ,  . F2 is a dimensionless heat transfer resistance. This resistance increases as the 
dimensionless film thickness as well as the liquid Prandtl number increase. Under the 
assumption of a symmetric annular film with no entrainment, the liquid Reynolds number Rei 
uniquely specifies the dimensionless film thickness. Because of the piecewise nature of the 
universal velocity profile, F% is a piecewise function of liquid Reynolds number. For Re, < 
50, the annular film is so thin that it is entirely contained in the laminar sublayer. For 50 < 
Rei <1125 and Re, > 1125, the annular film ends in the buffer layer and fully turbulent 
region, respectively. Dobson et al. (1994) further pointed out that, the liquid film in annular 
flow was seldom so thin that the fully turbulent region is not reached. With the F2 confined 
to values of Re, > 1125, therefore, the piecewise definition of F^ was generally not necessary. 
They then proposed a power law function of Rei and Pr, for F^. For the range of Re, from 
1125 to 10,000 and Pr, from 1 to 10, F2 can be well approximated by: 
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F2 = 10.25 Re,00605 Pr,0'592 (136) 
By assuming the Lockhart-Matinelli (1949) two-phase liquid multiplier approach for pressure 
drop correlation, equation (135) was reduced to the following form: 
Nu = 0.0194 Re,0 815 Pr/'*"0 ^(X„) 
which is similar to the approach used by Shah (1979). 
For the present study, the liquid Reynolds number Re, ranges from 2,991 to 72,623, 
implying that the film is always in the fully turbulent region. Thus, the two-phase multiplier 
approach was adopted to correlate the annular flow heat transfer data. The following 
correlating form was selected: 
0.408 (137) 
Nu 
annular = a Re, Pr, 
0.3 1 + X 
.T^jc 
Pl_ 
Pv 
\\ V 
actual 
V ^"baseline J 
(138) 
Here, dbaseiine refers to the baseline diameter of 9.4 mm and dactuai is the diameter of the tube 
under consideration in mm. As stated above, for the present case, this ratio is unity. The 
values of constants a, b, c and d were determined through regression analysis on the 
measured annular Nusselt numbers to yield the following correlation with R2 = 0.90: 
Nu - 0.013 Re,0 84 Pr, annular 
0.3 
( 
1 + 
z x 
\ — x 
\ W° 
Pi 
\rv J)  
d 
x-0.32 
actual 
\ ^baseline J 
(139) 
Figure 42 shows this annular flow model compared with the experimental heat transfer 
coefficients. It can be seen that 85% (76 out of 90) of the data can be predicted within ±15%. 
The average absolute deviation for the annular model is 7.90%. 
Wavy flow model 
In wavy flow, heat transfer occurs in the upper portion of the tube by filmwise 
condensation and in the liquid pool at the bottom of the tube by forced convective 
condensation, as shown in Figure 43. At low vapor velocities, the liquid pool at the bottom 
of the tube is relatively quiescent, and heat transfer at the bottom of the tube is much smaller 
than the heat transfer due to film condensation. In addition, the vapor flow has little effect on 
the liquid film on the top portion of the tube, and Nusselt-type film condensation on a 
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cylinder can be used to model this process. However, as vapor velocities increase, the heat 
transfer in the liquid pool also increases due to the increasing waviness of the pool, and may 
be too significant to be neglect. Furthermore, the interfacial shear exerted by the vapor on 
the condensate film at the top also increases as the vapor velocities increase. In view of these 
considerations, an additive model for predicting the local heat transfer coefficient was 
proposed by combining the heat transfer through film condensation on the top of the tube and 
forced convection in the liquid pool, as follows: 
where 0i is the liquid level angle subtended from the top of the tube to the liquid level. 
The heat transfer due to film condensation can be calculated using a Nusselt-type 
analysis over a circular tube. A schematic of the energy balance along the tube curvature is 
shown in Figure 44. Assuming that the convective terms can be neglected, an energy balance 
on a differential element of the film requires that 
where m is the mass flow rate per unit of tube length, x is the coordinate along the 
curvature. From a simple force balance on the film, one can get 
(140) 
dm _ k,[T s a l(p v)-TJ 
a  de"  
(141) 
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(S -  y)dx(p,  -  p v  )g sin 9 = ju, f d u ^  dx (142) 
Knowing that u = 0 at y = 0, the velocity profile can be obtained by integrating from y = 0 to 
y = ô, as follows: 
u = (P,~P v)g sin0 
M, 
yô-?L 
2 
2a 
(143) 
The condensate mass flow rate per unit of tube length is calculate by integrating the above 
velocity profile: 
Pi (.Pi ~P v)S3gsin<9 
m = Pi ^ udy = 
3ju, (144) 
By noting that x = 0D/2, where D is the inner tube diameter, and combining equations (141) 
and (144), the following equation is obtained: 
(rh)mdm = Rk>(T™' Twa" ^ 
V ; h fg 
Pl(Pl -Pv)g 
3 Hi 
1/3 
sin1'3 6d6 (145) 
Integrating from 0 = 0 to 0 = 0j, we have 
^_\3/4^^1/4  
m = 
v3y I h,  " 
1/4 
' sin1/3 Odd 
3/4 
(146) 
•/« 3« 
From overall energy balance over a control volume (Figure 43) surrounding the inside tube 
diameter, 
2^7» = (?L -rj (147) 
and the definition of dimensionless numbers Ga, Pr, and Jai, the Nusselt number for film 
condensation is obtained as: 
NU film — ' 1.1212 Ga Pr, 
1/4 
o,  1 >
 
l 
£'sin m9dG 
3/4 
(148) 
where Ga = Pi(Pi~Pv)SD :  -, Pr, =^- and Ja, = C" j ( T™' T"a , l )  
h, 
, respectively. 
Mi k ,  "/g 
For the present study, the liquid level angle 0, was evaluated using the following 
equation: 
I l l  
<9, ) arccos(2or -1) 
7T n  
(149) 
where the void fraction a was calculated using correlation by Baroczy (1965): 
a = 1 + 1 — X 
\ 0.74 
V 
A / 
0.65 f  \ °U  
a 
\-l 
V' v y 
(150) 
The Baroczy (1965) void fraction correlation was developed using isothermal, two-phase, 
two-component liquid fraction data from the literature: liquid mercury-nitrogen data from 
Kiraly and Koestel (1960), and water-air data from Hewitt et al. (1961; 1962). The author 
recommended that this correlation could be used for all fluids, including liquid metals. For 
the entire wavy flow data set, 0, ranges from 1.23 to 2.36 (rad) (70.5 to 135.2°) for G = 195.5 
- 802.5 kg/m2-s, Pr = 0.792 - 0.908 and x = 0.1636 - 0.8464. 
For the heat transfer in the liquid pool, a two-phase multiplier type of correlation is 
proposed: 
Nu forced ~ a^-e liquid P*/ 1 + 
_ x 
V1 -x  J 
Pi  
\ rv  y 
V 
actual 
V ^baseline J 
(151) 
where an actual liquid Reynolds number in the liquid pool Reiiquid is used instead of the 
superficial liquid Reynolds number to better describe the flow in the liquid pool. Thus, 
G (l x) Dh liquid p00i Re liquid 
M, 
(152) 
where Dh,liquid pool is the hydraulic diameter of the liquid pool. The wetted perimeter and flow 
area of the liquid pool are calculated as follows: 
P = dactual (sin 6 t  +n-G,)  (153) 
actual ) / • A = -
-(sin#, cos#, +71-6,)  
resulting in the hydraulic diameter of the liquid pool of 
[sin 0, cos 6,  + (n -  0,  )] 
[sin#, +(71-0, )] a hjiquid pool actual 
(154) 
(155) 
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Again, the values of constants a, b and c were determined through regression analysis of 
R404A data from the present study, and R410A data in the companion study on 9.4 mm and 
6.2 mm tube diameters. The resulting correlation (R2 = 0.94) is as follows: 
Nuforced - 0-005 Reliquid 
0.97 n 0.3 Pr; 1 + 
1 — X 
/ \ 
Pi 
\ r v  J  
\-0.56 
4 actual 
V ^baseline J 
(156) 
Figures 45 shows the present wavy flow model compared with the experimental heat transfer 
coefficients. It can be seen that 89% (132 out of 148) of the data are predicted within ±15%. 
The average absolute deviation for the wavy flow model is 7.33%. 
Transition region 
It is believed that the transitions between different flow patterns are not abrupt but 
rather gradual in reality. Therefore, a transition region between annular and wavy flow was 
defined based on the Soliman modified Froude number (Soliman 1982) Frso (equation 94). 
For 14 < Frso <24, the heat transfer coefficients can be calculated using an interpolation 
between the annular and wavy flow heat transfer as follows: 
Nu = Fr - Fr, so,wavy 
Fr I — Fr so,annular wavy 
annular + 
Fr , — Fr so,annular so 
Fr I — Fr so,annular so,wavy 
Nu, wavy 
where FrS0;Wavy and Frso,annular corresponding to 14 and 24, respectively. 
(157) 
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Figure 46 shows the overall prediction and experimental heat transfer coefficients for 
both annular and wavy flow as a function of quality. Transition region heat transfer 
coefficients in this figure were calculated according to the interpolation formula shown in 
equation (157). It can be seen that the transition between annular and wavy flow predictions 
is smooth due to the interpolation technique used here. Figure 47 shows the comparison of 
predicted and measured heat transfer coefficients for the entire data set after introducing a 
transition region between annular and wavy flow. It can be seen that 89% (212 out of 238) 
of the data can be predicted within ±15%. The average absolute deviation between the data 
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and predictions is 7.54%. The detailed calculation of condensation heat transfer models 
developed in the present study is included in Appendix G. 
Phase-change frictional pressure drop 
A two-phase multiplier approach was adopted to model the frictional pressure drop in 
the present study. The Tran et al. (2000) two-phase multiplier for boiling in small channels 
based on the Chisholm (1973) correlation is as follows: 
^ = 1 + (C^-1)[JV^™(1 - %)°™ + (158) 
where C is a constant, C = 4.3 and 
y 2  =  (dP!dz) r s o  ( 1 5 9 )  
(dp/dz)^ 
(dP/dz)fjoo and (dP/dz)F;LO are the frictional pressure gradients for vapor only and liquid only 
flows, as follows: 
(df/<%),.a, = 2/^ /(zw (160) 
(df/<6)^ = 2/^ /(D#) (1(51) 
where 
R e G o = —  a n d  R e I 0 = —  ( 1 6 2 )  
Mv Mi 
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(164) 
NConf is the confinement number introduced by Comwell and Kew (in (Pilavachi 1993)). 
This confinement number includes density and surface tension terms, and thus accounts for 
density changes during the condensation of the refrigerant as follows. 
1 
Nconf = 
D 
0.5 
(165) 
_g( P l  - P v ) .  
A modified form of <|>LO2 was used to correlate the data obtained from the present 
study as follows: 
2-n 2-n 
= 1 + w -1][#^% : (1 - x) : + %""] (166) 
where C may be a function of quality and reduced pressure, and n is the absolute value of the 
power to which Rclo is raised in the single-phase friction factor as shown in equation (167). 
n 
1 Rei0 < 2300 
0.25 2300 < Rei0 < 20000 (167) 
0.2 Rei0 > 20000 
Figures 48 and 49 show plots of C as a function of quality and reduced pressure for annular 
flow regime. From the graphs, it is clear that C is a function of quality but not reduced 
pressure. Therefore, through regression analysis based on the annular flow data set for 
R404A (and R410A from the companion study), C was approximated using a second order 
polynomial of quality as follows: 
z , \ -0.34 
C(x)_,„ =(l8.22-31.97x + 17.2br2 actual 
1 baseline J 
(168) 
For the wavy flow regime, as seen in Figures 50 and 51, similar trends are observed for C as 
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a function of quality but not reduced pressure. Again through regression analysis based on 
R404A (and R410A from the companion study) wavy flow data, C was correlated as follows: 
C(x) wavy ^ + ^  + 0.76 V x x 
v ^ n 077 
actual 
V ^baseline J 
(169) 
Thus, the resulting correlation for the annular and wavy flow two-phase multiplier is as 
follows: 
= 1 + [CNF: - % (1 - x) 
2-n 
~2~ + x2-"] (170) 
where 
C(x) = 
(l 8.22 - 31.97x +17.2 lx2 
x-0.34 
actual 
d 
'^4— + ——+ 0.76 
v x x / 
baseline J 
\-0.77 
actual 
baseline J 
F or Annular Flow 
For Wavy Flow 
(171) 
The transition region between annular and wavy flow as defined in the development 
of the heat transfer model is again used: 
Annular Flow Regime 24 < Frso < 65 
< Annular to Wavy Transition 14 < Frso < 24 (172) 
Wavy Flow Regime 1.75 < Frso < 14 
where FrS0,Wavy and Fr^ annular are 14 and 24, respectively. In the transition region, the 
frictional pressure gradient is calculated using an interpolation between the annular and wavy 
flow model predictions as follows: 
dz 
Fr,.„ - Fr, so,wavy 
Fr. 
so,annular Fr. wavy J 
dP_ 
dz f .annular 
Fr i — Fr so,annular * so 
Fr , — Fr \ so,annular so,wavy 
dP_ 
dz 
(173) 
/ f,wavy 
Figures 52 shows the comparison between the predicted and experimental frictional 
pressure gradients for both annular and wavy flow, as well as the transition region. From the 
graphs, it can be seen that 96% (228 out of 238) of the data are predicted within ±15%. The 
average absolute deviation between the data and predictions is 8.05%. Figure 53 shows the 
predicted and experimental frictional pressure gradients as a function of quality for the entire 
set of R404A data. The predictions show good agreement with the data and the transition 
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from annular to wavy flow pressure drops is smooth. The detailed calculation of 
condensation pressure drop models developed in the present study is included in Appendix 
G. 
Supercritical heat transfer and frictional pressure drop 
To account for variable-property effects in internal flows, the use of a ratio of fluid 
properties or the ratio of bulk temperature-to-wall temperature as multipliers to a constant 
property heat transfer or friction factor correlation is often recommended. For liquids, a 
viscosity or Prandtl number ratio is used as they vary more significantly, while for gases, a 
temperature ratio is used since p, and k are wellbehaved functions of absolute temperature 
(Mills 1995). In the present study, supercritical heat transfer coefficients and pressure drops 
were modeled using single-phase correlations with bulk and wall fluid property ratio 
multipliers to account for the large property variations, based on the specific flow regime, 
i.e., liquid-like, pseduo-critical transition, and gas-like regimes. However, at pressures close 
to the critical pressure, the behavior of the fluid properties, i.e., p, p Cp and k, is much 
different from that of a liquid or a gas. Therefore, these property ratios could have much 
stronger effects on heat transfer and pressure drop under supercritical conditions than in 
conventional single-phase flow. Furthermore, these influences could be different in the gas­
like, liquid-like and pseudo-phase transition regions. 
120 
i4 
û. 
f2 ® 
tj 
f :  3 (A 
</> 
2 6 q. 
« 
c 
O 4 
Data 
G = 200 o 
G = 300 • 
G = 400 a 
G = 500 v 
G = 600 O 
G = 700 0 
G = 800 1 
Prediction 
P = 2983 kPa 
- 'o° 
<5-° 
<r 
A A  
<f 
. . . a ' "  ,-a
a ^ a 
tt —it cr rr 
o—oo-
• • • •A*'' 
3—®i— 
B O  6  
j7 
a 
P = 3356 kPa 
a-- -°  
v 
a - a a 
-a g —e-
"o 
*-v 
A  A  
" A  À  A  
— n • B • o- " 
-o-
0.0 0.2 0.4 0.6 0.8 1.0 
Quality 
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For the liquid-like regime, fluid density and viscosity at wall and bulk temperatures 
were plotted against the test section average temperature (bulk fluid temperature) in Figures 
54 and 55. The wall-to-bulk density ratio (pw/pb) and viscosity ratio (jj,w/|Ub) are a function of 
bulk fluid temperature, and vary from 1.05 - 1.25 and 1.14 - 1.64, respectively, across the 
temperature range. Through a regression analysis based on the liquid-like data set for R404A 
(and R410A from the companion study), the following form for the Darcy friction factor was 
used: 
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f liquid-like ^ * f C hurchill 
Pb 
d V actual 
\dbaseline J 
(174) 
Figure 56 shows the specific heat of the fluid at wall and bulk temperatures as a function of 
the test section average temperature. From this graph, it can be seen that the wall-to-bulk 
specific heat ratio (Cp,w/Cp,b) is dependent on the test section average temperature (from 0.68 
to 0.95 across the temperature range). The proposed heat transfer correlation for this regime 
is: 
liquid-like @Nll c^urcinn-corrected 
• p,w 
V cp-b ) 
\c 
\dbaseline J 
(175) 
where NuChUrchiii-corrected is the Churchill equation (Churchill 1977a) for Nusselt number using 
the friction factor expression developed in the present study for the liquid-like regime. 
The resulting friction factor and heat transfer models for the liquid-like regime (T < 
64.25°C at Pr = 1.0, T < 65.05°C at Pr = 1.1 and T < 65.70°C at Pr = 1.2) are as follows: 
z X 0.507 z \-0.184 In ft  
fliquid-like 2.4 1 ^  fQhurchill 
\ P b  J 
actual 
baseline J 
( .  
liquid-tike ^ .004Nil( -hurchill-corrcctcd 
, -0.283 
• p,w 
v cp-b y V dbaseline J 
(176) 
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A similar analysis was performed for the pseudo-critical transition regime. Figures 
57 through 59 show the fluid density, viscosity and specific heat at wall and bulk 
temperatures as functions of the test section average temperature, respectively. Similar to the 
liquid-like regime, the wall-to-bulk density, viscosity and specific heat ratios depend on test 
section average temperature (pw/pb = 1.16 - 3.10, (j.w/f_Lb = 1.35 - 3.75 and (Cp,w/Cp,b = 0.12 -
0.76 across the temperature range). A regression analysis based on the pseudo-critical 
transition data set for R404A (and R410A from the companion study) was used to develop 
the following Darcy form of the friction factor correlation with a density ratio multiplier. 
The resulting heat transfer and friction factor models for the pseudo-critical transition regime 
(64.25°C < T < 74.45°C at Pr = 1.0, 65.05°C < T < 81.55°C at Pr = 1.1 and 65.70°C < T < 
88.35°C at Pr = 1.2) are as follows: 
pseduo-critical 0.928 AY/ ^  'hurch : 11 - corrected 
x 0.236 
p,y> 
v CP'b / 
f  d  . -0.119 
actual 
V ^baseline J 
A pseduo-crtical = 2.622/; Churchill 
x 0.230 z 
Pb 
\-0.531 
actual 
baseline J 
(178) 
(179) 
In the gas-like regime, the wall-to-bulk density ratio is between 1.70 and 5.29 (with 
this ratio between 3.05 and 5.29 for 96% of the data) over the range of test section average 
temperatures investigated here, as seen in Figure 60. Using a regression analysis on the gas-
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like region data set for R404A (and R410A from the companion study), a single-phase Darcy 
friction factor correlation with a simple constant multiplier to the Churchill (1977b) 
correlation and a diameter ratio term was developed. The wall-to-bulk specific heat ratio 
varies from 0.59 to 20.24 (with the ratio between 0.59 and 3.87 for 99% of the data) as the 
test section average temperature varies (Figure 61). The resulting heat transfer and friction 
factor models for the gas-like regime (T > 74.45°C at Pr = 1.0, T > 81.55°C at Pr = 1.1 and T 
> 88.35°C at Pr = 1.2) are as follows: 
gas-like ^ .093Churchill-corrected 
p,w 
V cp-b ) 
-0.212 
d ^ actual 
V dbaseline J 
-0.353 
V -0.587 
fgas-like ~ 2-872/. Churchill 
actual 
\ ^baseline J 
(180) 
(181) 
Figures 62 and 63 show a comparison of the measured and predicted heat transfer 
coefficients and frictional pressure gradients in the supercritical region. It can be seen that 
the data and predictions are in good agreement with most of the heat transfer data (73%, i.e., 
245 out of 337 data points) being predicted within ±25%. The frictional pressure gradients 
for G = 300 - 800 kg/m2-s are predicted within ±15% for 90%, i.e., 261 out of 289 data 
points. Figures 64 and 65 show the variation of heat transfer coefficient and pressure 
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gradient with temperature. It can be seen that the present models are able to capture the 
experimental observed characteristics of heat transfer and pressure gradient reasonably well. 
The detailed calculation of supercritical heat transfer and pressure drop models developed in 
the present study is included in Appendix H. 
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CHAPTER 6. CONCLUSIONS 
Heat transfer and pressure drop during condensation and supercritical cooling of 
R404A inside a 9.4 mm tube were investigated. The experiments were conducted at five 
nominal pressures: 0.8xPcrjt (2983 kPa), 0.9xPcrjt (3356 kPa), Pcrit (3729 kPa), l.lxPcrjt (4102 
kPa), and 1.2xPcrit (4475 kPa). Heat transfer coefficients were measured using a thermal 
amplification technique that measures heat duty accurately while also providing refrigerant 
heat transfer coefficients with low uncertainties. For condensation tests, local heat transfer 
coefficients and pressure drops were measured for the mass flux range 200 < G < 800kg/m2-s 
in small quality increments over entire vapor-liquid region. An uncertainty analysis showed 
that the average uncertainties in the heat transfer coefficients and pressure gradients were 
±10.21% and 1.85%, respectively. For supercritical tests, local heat transfer coefficients and 
pressure drops were measured for the same mass flux range as in the condensation tests for 
temperatures ranging from 30 - 110°C. The average uncertainty in these heat transfer 
coefficients was ±9.68%. For the mass flux range 300 < G < 800 kg/m2-s, the average 
uncertainty in pressure drops for the supercritical conditions was ±1.61%. Accurate pressure 
drop measurements could not be conducted at G = 200 kg/m2-s due to the relatively small 
pressure drops compared to the measurement uncertainties of the differential pressure 
transducer. 
For both phase-change condensation and supercritical cooling, frictional pressure 
gradients were calculated by separating the deceleration component from the measured 
pressure gradients. The deceleration component was determined from an estimation of the 
change in fluid velocities (and momentum) due to the change in quality for phase-change 
condensation, and the change in density for supercritical cooling, respectively. 
It is found that, due to the compensating variations in properties at near-critical 
pressures, a change in reduced pressure from 0.8 to 0.9 is not significant enough to cause an 
appreciable change in heat transfer coefficients. However, the effect of reduced pressure on 
the pressure gradient is more pronounced for the two pressures under consideration. The 
pressure drop is lower at higher reduced pressures because as the reduced pressure increases, 
the difference between the properties of the two phases decreases, resulting in a reduction in 
the shear between the phases, and therefore the pressure drop. 
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It is found that the flow regime maps (or transition criteria) developed by Coleman 
and Garimella (2003), Breber et al. (1980), and Dobson and Chato (1998) all result in similar 
categorization of the condensation data into applicable flow regimes. Therefore, flow regime 
transition criteria developed by Coleman (2000) were used to designate the prevailing flow 
regimes for a given combination of mass flux and quality. The following flow regime 
classifications were used: 
• For Soliman modified Frounde number (Soliman 1982) Frso <1.75, the flow is 
considered as intermittent flow. 
• For 1.75 < Frso < 18, the flow is considered in the wavy-stratified regime. 
• For 18 < Frso < 65, the flow is considered as annular flow. 
• For Frso > 65, the flow is in the mist flow regime. 
Using these criteria, the data from the present study primarily fell into two flow regimes: 
wavy-stratified and annular flow. There were only two data points in the intermittent flow 
regime and four data points in the mist flow regime, respectively. 
The condensation heat transfer coefficients and pressure gradients obtained from the 
present study were compared with several correlations found in the literature. It was shown 
that many commonly used correlations were not able to predict the heat transfer and pressure 
drop for condensation of refrigerant blend R404A at such high reduced pressures. 
Correlations by Shah (1979) and Traviss et al. (1973) were found to significantly over predict 
the heat transfer coefficient from the present study. The wavy flow model of Dobson and 
Chato (1998) predicts the data reasonably well; however, their annular flow model 
overpredicted the data. Furthermore, they assumed an abrupt transition between the annular 
and wavy flow regimes, resulting in abrupt changes in heat transfer coefficient predictions 
from annular to wavy flow. The heat transfer coefficient predictions of Cavallini et al. 
(2002a) are substantially better than those of the other correlations mentioned above. 
However, their pressure drop model underpredicts the data. This, in turn, affects the heat 
transfer results when pressure gradients are used as an intermediate step for heat transfer 
calculation. 
For supercritical cooling, the sharp variations in thermophysical properties in the 
vicinity of the critical temperature were found to have substantial effect on heat transfer 
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coefficients and led to peaks in the heat transfer coefficients. It was found that temperature 
variations above the vapor-liquid dome have a much more significant effect on heat transfer 
than the independent variation of mass flux, because it affects thermal properties as well as 
the flow-related Reynolds number substantially. Also, as the pressure increases, the peaks in 
heat transfer shift to higher temperatures. It was also found that, as the pressure increases, 
the variation in heat transfer coefficients decreases due to a decrease in property variations. 
Pressure drop during supercritical cooling drops abruptly at the transition temperature 
due to the sudden change in refrigerant properties from the gas-like to the liquid-like 
properties. At temperatures below the transition temperature, pressure does not very 
significantly due to the small property variation in the liquid-like region. Flow regime 
designations at the supercritical conditions were based on the characteristics of the specific 
work of thermal expansion (contraction) E0 as suggested by Kurganov (1998a). Thus, the 
data from the supercritical tests were grouped into three regimes: liquid-like regime where 
the change in E0 with temperature (or enthalpy) is not significant, pseudo-critical transition 
regime where the change in E0 with temperature (or enthalpy) is significant, and gas-like 
regime where the E0 starts to decline as temperature (or enthalpy) increases. The 
corresponding temperatures were used as the basis for dividing the data into liquid-like, 
pseudo-critical transition and gas-like regimes. 
The supercritical cooling heat transfer coefficients and pressure gradients obtained 
from the present study were compared with several correlations available in the literature, 
including Gnielinski (1976), Krasnoshchekov (1970) and Pitla et al. (2002). It was found 
that the correlations developed for CO2 could not be extrapolated to refrigerant R404A with 
an acceptable level of accuracy. The Gnielinski (1976) and Krasnoshchekov (1970) 
correlations showed good agreement with the heat transfer coefficients from the current study 
for low mass fluxes (G < 500 kg/m2-s) while underpredicting the data considerably for higher 
mass fluxes (G > 500 kg/m2-s). The agreement between the data from this study and the Pitla 
et al. (2002) correlation generally is not very good, especially for the gas-like region. It 
underpredicts the data in the low temperature region for higher mass fluxes. Furthermore, 
because bulk and wall temperatures approach critical temperature at different locations, their 
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method of arithmetically averaging the bulk and wall Nusselt numbers leads to unrealistic 
abrupt variations in heat transfer coefficients above the critical temperature. 
Flow regime based heat transfer and pressure drop models were developed for both 
phase-change condensation and supercritical cooling using the R404A data collected by the 
author and a companion study on R410A by a different researcher in the same laboratory. 
Tables 14 and 16 show a summary of these models. 
Condensation heat transfer and pressure drop models were developed for annular and 
wavy flow. The annular flow model was based on a two-phase multiplier approach, 
Table 14. Summary of Condensation Heat Transfer Models 
Wavy Flow 
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Table 15. Summary of Condensation Pressure Drop Models 
Wavy and Annular Flow 
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recognizing that the liquid film in the flow almost always exhibited the fully turbulent 
behavior. In the wavy flow model, it was assumed that the local heat transfer was the sum of 
film condensation on the top portion of the tube and forced convection in the liquid pool at 
the bottom. In computing the liquid-phase Reynolds number for the model, proper account 
was taken of the volume and surface area of the liquid pool, rather than basing it on the tube 
diameter. The pressure drop models for both annular and wavy flow were modifications of 
Chisholm (1973) two-phase multiplier approach based on recent work by Tran et al. (2000). 
An appropriate interpolation technique for conditions in the transition region between 
annular and wavy flow was also defined, which eliminated the abrupt transition in heat 
transfer coefficients and pressure gradients. For the overall heat transfer model (annular, 
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Table 16. Summary of Supercritical Heat Transfer and Pressure Drop Models 
Heat Transfer Models 
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wavy and transition), 89% (212 out of 238) of the data were predicted within ±15%, with an 
average absolute deviation between the data and predictions of 7.54%. For the overall 
pressure drop model (annular, wavy and transition), 96% (228 out of 238) of the data were 
predicted within ±15% with an average absolute deviation between the data and predictions 
of 8.05%. The range of validity for these models is 200 < G < 800 kg/m2-s and 0.8 < Pr < 
0.9. 
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For supercritical cooling, heat transfer and pressure drop (friction factor) models were 
developed for each flow regime. For pressure drop models, only the data with mass flux 
range of 300 < G < 800 kg/m2-s were used to develop the model due to the large relative 
uncertainties associated with the G = 200 kg/m2-s pressure drop data. These models were 
based on single-phase turbulent flow with property ratio multipliers to account for the large 
property variations between the bulk fluid and wall temperatures. The overall heat transfer 
model (liquid-like, pseudo-critical transition and gas-like) predicted 73%, i.e., 245 out of 337 
data points within ±25%. The applicability range of these models is 200 < G < 800 kg/m2-s 
and 1.0 < Pr < 1.2. For the overall pressure gradient model (liquid-like, pseduo-critical 
transition and gas-like), 90%, i.e., 261 out of 289 data points were predicted within ±15%. 
The applicability range of these models is 300 < G < 800 kg/m2-s and 1.0 < Pr < 1.2. 
The above discussion shows that the present study has characterized heat transfer and 
pressure drop of refrigerant R404A under phase-change condensation at near critical pressure 
and supercritical cooling above critical pressure through careful measurements and flow 
regime based models. These results yield insights into the effect of reduced pressure, quality, 
mass flux, temperature, and property variations at near-critical conditions. It is expected that 
these experimentally validated models will enable more accurate design of refrigerant 
condensers and gas-coolers. It is believed that the present study represents one of the first 
attempts at obtaining these measurements for refrigerants close to and above the critical 
region. The results from this study will also provide a basis for the validation of further 
studies on high reduced pressure condensation and supercritical cooling of refrigerant blends, 
such as numerical simulation of such flows. 
The research conducted in this study may be viewed as the beginning of an overall 
attempt to develop more environmentally benign space-conditioning systems with CFC and 
HCFC-free refrigerants. A comprehensive experimental research project for the visualization 
of flow patterns at near-critical pressures over ranges of mass fluxes, qualities (phase-change 
condition) and temperatures (supercritical condition) will complement the results of the 
present study. This will help establish any potential fundamental differences in the flow 
patterns when pressure is close to critical pressure. Void fraction measurements at these 
conditions would also substantially advance the understanding of these flows and improve 
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the heat transfer and pressure drop predictions. Similar studies are also recommended for 
tube diameters much smaller than were investigated in the present study to establish the 
effect of decreasing diameter at such high reduced pressures. System-level design simulation 
and optimization and experimental testing would be of further help in the determination of 
the appropriate trade-offs between capital and operating cost for such space-conditioning 
systems. This is particularly useful for the development of more thermally efficient and cost 
effective heat exchangers in view the large heat transfer coefficient variations in the gas-
cooler. 
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APPENDIX A. PHASE-CHANGE HEAT TRANSFER COEFFICIENT DERIVATION 
Inputs Equations Results References 
Test Section Inlet Quality (Pre-Cooler) 
Water Side 
Tw-in= 13.92°C 
Tw,out= 26.02°C 
Pwater = 413.7 kPa 
Volwater = 5.33x10"' m3/s 
A<T> rp rp 
water ~ 1 w#ut 1 w,in 
^water) 
U  —  f  ( T  p  )  
w,oul J v w^oul ' water ' 
Pwater -f ^ ^water ) 
Qpre-coo,er ^waterPwater ^^w,out ) 
ATwater=12.10°C 
hw,in = 58.81 kJ/kg 
hw,out = 109.4 kJ/kg 
Pwater = 999.4 kg/iff* 
Qpre-cooler = 2.696 kW 
Refrigerant Side 
Trefg,in = 103.8'C 
Prefg,in = 3,099 kPa 
mrefg = 0.0277 kg/s 
Trefg,out= 62.3°C 
Prefg,out = 3,007 kPa 
h  =  f ( T  P ) 
pre-cooler,in J V refg,in > refg.in ' 
^pre-cooler,out ^pre-cooler,in Qpre-cooler ^ ^refg 
^ test-seclion,in ^pre-coo!er,out f pre~cooler,out * ^refg.oul ) 
^satire-cooler,in f (^refg.in > ^ 0 
^sat ,pre-cooler,out f refg,out ' ^ pre-cooler,out ) 
Err0rnal,pre-c00}er,0Ut ^refg,ou! ^sa!, pre -cooler,out 
A^p 1'refg.in ^sat,pre-cooler ,\n 
hpre-cooler.in 441.3 kJ/kg 
hpre-cooler,out 343.7 kJ/kg 
^test-section,in ~ 0.5802 
Tsat,pre-cooler,in 63.51 O 
TSat,pre-cooler,out ~~ 62.02 C 
En"Orxsat,pre-cooler,out — 0.28 C 
ATsup = 40.26°C 
Test Section Outlet Quality Post-Cooler) 
Water Side 
TWiin = 13.66°C 
Tw,OU,= 24.43°C 
Pwater = 413.7 kPa 
Volwaler = 3.3x10"' m3/s 
water 
K,n f ( ^wjn * ^ water ) 
Kw, -  f (Tw,out> Pwate,) 
Pwater J" ' ^water ) 
Qposl-cooler Volwaler Pwater^^w,out ^w.in) 
ATwater=10.77°C 
hw>in = 57.71 kJ/kg 
hw,out = 102.7 kJ/kg 
pwater = 999.5 kg/m3 
Qpost-cooler= 1-463 kW 
Refrigerant Side 
Trefg,in = 60.87°C 
Prefg.ii. = 3,004 kPa 
Trefg,o„, = 51.760C 
Prefg,out= 2,982 kPa 
IHrefg = 0.0277 kg/s 
h = f(T P ) 
post-cooler.out J v refg,out » refg,out * 
^post-cooler jn ^ post-cooler,out Qpost-cooler ^ ^refg 
^test-seclion,out post-cooler,in Jpost-cooler,in ' ^refg.in ) 
T  —  f ( p  x  \  
sat.post-cooler.in J  V refg.in ' post-coolerjn ) 
^'sat.posl-cooler.out ^^•^refg.out ' ^  
Hi
ll' 
iii
ïil 
Inputs Equations Results References 
-cooler, in ^refg.in ^sal .post-cooler,in 
ATLp ^\al,post -cooler ,our '^refg.otil 
Test Section Heat Duty (Primary-Secondary Loop Balance) 
Secondary Loop 
TWm = 17.88°C 
Tw,ou, = 43.39°C 
Pwater = 137.9 kPa 
mwater = 2.35xl0"3 kg/s 
U = f(T P ) 
wjn J V wjn ' water ' 
/, _ f(f p \ 
w,out J V w,oui ' waters 
Qsecondary water (^w,out ^w,in) 
hwjn = 75.11 kJ/kg 
h„,out = 181.8 kJ/kg 
Qsecondary = 0.25 1 kW 
Primary Loop 
Qsecondary = 0.251 kW 
Qambient = 28.61x10 2 kW 
Onumn = 22.25xlO-2kW 
Qtest-section Qsecondary Qpump Qambient Qtest-section = 0.257 kW 
Test Section Overall UA 
Tw,primary,in ~ 45.30°C 
Tw,primary,out 45.51 C 
TtesUn = 61.76°C 
Ttest,out = 61.33°C 
Qtest-section = 0.257 kW 
(T -T )-fr -T ) 
_ V test M wyprimary ml ' v test put w,printary,m J 
^w,primaryj3Ut ^ ^ ^test^ut primary jn 
UAtest-^tion = Qtest-section 1 LMTD 
LMTD = 16.14°C 
UAtest.section = 15.94 W/K 
Refrigerant Heat Transfer Coefficient 
Water Side Resistance 
Tw,primary,in = 45.30°C 
Tw,primary,out — 45.5 1 C 
Pwater = 413.7 kPa 
Volpnmary = 1.17x 10"4 mVs 
(O.D.)jnner= 12.70 mm 
(O.D.)outer = 19.05 mm 
Wouter = 1.65 mm 
Ltest = 0.292 m 
^w.primaryMvg C primary ,in ^w,primary,out ) ^ ^  
-^0wa[er f (^w,primary,avg* ^vea/er ) 
(LD) outer = (0-D')ou,er ~ lwouter 
= (/^ l - nl 
V = Vol / A annulus primary f.annulus 
^annulus P wafer primary 
T) „ Pwater ^ annulus ^ h,annul us 
annulus ~~ ^ 
T =45 4T 1 w,primary,avg V/ 
Pwater = 990.2 kg/m3 
Hwater = 5.92x10"4 kg/m-s 
kwater = 0.638 W/m-K 
Prwater = 3.88 
(I.D.)outer= 15.75 mm 
Af,annulus = 6.81x10"' HI2 
l^h,annulus 3.05 mm 
Vannulus = 1.714 m/s 
moulus = 0.116 kg/s 
R^annulus 8,736 
r* = 0.807 
ReCL = 2,643 
ReCu = 3,233 
Nllannulus 58.6 
hamuli = 12,266 W/m2-K 
1. Garimella 
and 
Christensen 
(1995), 
Kays and 
Leung 
(1963) and 
Walker et 
al. (1957) 
4^ 
o 
Inputs Equations Results References 
i • _ (P-D-)imer 
"" 
'ReCi =2089.26 + 686.15r* 
'Re^ =2963.02 + 334.16/ 
Nuannuius = Nu(Garimella and Christensen) from the procedure 
below 
'If < Re„ 
NUmmlu* ~ 0.186 + 0.029 • ln(r' ) - 0.008 • [ln(/-* )f 
'
If Rew« > Re«/ 
^_^=0.025Re^Pr%(/r' 
'If Recl < Re. < Rea; 
hi (Numnu,m ) -  \n(NuIam (ReCi )) ln(Re ) - ln(Rea ) 
hi(M<,„r6(ReC(/ )) - In(Nulam (Rea )) ln(Rea; ) - ln(Rea ) 
annulusy^ water 
annulus p. 
h,annulus 
As,{innulus ~ ^ ' if ^'^")inner Ae.vf 
^annulus » -
annulus s, annulus 
-A-s,annulus — 1 • 17x 10 III 
Ramrulus = 7.00x10"3 K/W 
Wall Resistance 
(O.D.)inner = 12.70 mm 
Winner = 165 mm 
L,est = 0.292 m 
kwaii = 401 W/m-K 
(LD-)>nner=(O.D.)inner-2Wimer 
n ln[(0.D.)_/(/.D.),„„J 
(I.D.)inner = 9.40 mm 
Rwaii= 4.09xl0"4 K/W 
Refrigerant Heat Transfer 
Coefficient 
UAtest.SCction = 15.94 W/K 
R-aimulus = 7.0x10 3 K/W 
Rwaii = 4.09x10"4 KAV 
(O.D.)inner = 12.70 mm 
Winner = 1.65 mm 
Ltest = 0.292 m 
R
,o,al ~ Jjj 
^refg ^tola! ^annulus ^wall 
(•LD )inner = (Q.D.)^ "2 
4, = n • {l-D)imer Lus, 
Rto, = 6.27x1 0"2 K/W 
Rrefg = 5.53xl0'2K/W 
(I.D.)inner= 9.40 mm 
A^i = 8.62x103 m2 
h,efg = 2095 W/m2-K 
Resistance Ratio = 7.91 
Inputs Equations Results References 
krefAj = 7T~ 
"refg 
Resistance Ratio = Rrefg / Rmlus 
Note: All references cited in this appendix are included in References of the dissertation. 
143 
APPENDIX B. CALCULATION OF PUMP HEAT ADDITION 
Inputs Equations Results References 
Primary Loop Geometry 
Test Section 
Ltest = 0.292 m 
(O.D.)ùmer = 12.70 mm 
(O.D.)0Uter = 19.05 mm 
Wouter =1.65 mm 
= (°-D ),Mer - 2wMer 
= ML - (O D.L, 
= — [(^-D)m,er ~ ] 
(I.D.)0Uter = 15.75 mm 
Dh,annulus 3.05 IÏ1ITI 
Af,annulus = 6.81X10 ' nf 
Primary Loop Tubing 
tubing= 2.580 m 
(O.D.)tubmg = 12.70 mm 
Wtubine = 0.89 mm 
(I ,D.)iuhing — (O.D.)luhliig —2 wlubjllg 
•Af.tubing ~ -D^tubmg ! 4 
(I.D.)tubing = 10.92 mm 
Af,tubing = 9.37x10"5 m2 
Primary Loop Pressure Loss 
Test Section 
Tw,primary,in = 45.30°C 
Tw,primary,out = 45.51°C 
Pwater = 413.7 kPa 
Volprimary = 1.17x 10"4 mVs 
Dh,annulus = 3.05xl0"3 mm 
Af,annulus = 6.81 x 10 s m2 
T = (T + T Ml 
wjivg V wjestjn wjestjiul ) 
( p 9  //, k, Pr) wflfer = f(Twavg, Pwa(er ) 
^annulus primary ^ .annulus 
•p Pwalet^annulus^h,annulus 
P" water 
ML 
(/o-L 
1 ReCI =2089.26 +686.15r* 
1 Re cu =2963.02 + 334.16/ 
'
If Re„,„ < Ren. 
t _ 96 (,.•)»035 
J annulus p V / 
annulus 
'If Re> ReC(/ 
'if Rec, < Remnu/m < Re„, 
Tw,primary,avg 45,41 C 
Pwater = 990.2 kg/iff* 
Hwater = 5.92xl0"4 kg/m-s 
kwater = 0.638 W/m-K 
Prwater = 3.88 
Vannulus = 1.71 m/S 
R^annulus 8,736 
r* = 0.81 
ReCL = 2,643 
Recu = 3,233 
fannulus= 0.034 
APtest = 4.79 kPa 
1. Garimella and 
Christensen 
(1995), Kays 
and Leung 
(1963), and 
Walker et al. 
(1957) 
Inputs Equations 
lnl/w,J-l"l/r(RecJJ ln[Re J-ln[Re 
lnU-(Re(,; )]-ln[/_(Re^ )] ln[RecJ-ln[RecJ 
Results References 
^^lest 2 fannulus Pannulus^an 1000 
Secondary Heat Exchanger 
Vol = 1.17x10^ m3/s 
= 1.85 gpm 
A/%(™ psi) = 0.49157(Actual Flowrate in gpm)' AP shell= 1 -58 psi 
= 10.91 kPa 
Shell and tube heat 
exchanger (Exergy 
model 00540-4). 
Pressure drop 
equation provided 
by manufacturer 
Flowmeter 
Vol = 1.17X10"4 m3/s 
= 1.85 gpm (in psi) = 29J 6-l2 (Actual Flowrate in gpm- 0.8) /.U — U.o 
AP flowmeter = 10.20 kPa 
Rotameter (Dwyer 
RMC series, 0.8 -
7 gpm). 
Interpolation using 
maximum and 
minimum pressure 
drop provided by 
manufacturer. 
Primary Loop Tubing 
Vol= 1.17x10"" m3/s 
Ltubing 2.58 m 
(I.D.Xubing = 10.92 mm 
Af,tubing = 9.37xl0"5 m2 
E/D = 0.000137 
3Kelbow = 0.7 
nelbow *7 
3K-Tee,line = 0.9 
Ntee,lme = 2 
3keibow = 2 
Njee,branch — 4 
Pwater = 990.2 kg/m3 
Pwater^w.lubing Re 
w.tubing 
2
= f {Churchill) 
8 
= 8 
Re 
wjubing 
2.457 In 
R®w,/utoig 
+ 021 eD 
\-l-5 
37350 
Re 
^wjubing 
Vw,tubing 1.25 m/s 
Rew,tubing = 22,754 
^w,tubing 0.025 
Kminor= 19.3 
AP fric,tubing 4.61 kPa 
AP minor,tubing 14.83 kPa 
APtubing = 19.44 kPa 
2. Churchill 
(1977a) 
3. Munson et al. 
(1998) 
^minor ^^elbow ^ elbow ^^Tee4ine^Tee.line «.branch «.branch 
A P  = — f n V 1 ubing -fncjubing ^ ^ wjubing r water wjubing 
^ 1000 
Inputs Equations Results References 
^ ^mirror,fuè/Mg ^ P water^wjubing ^minor JQ0Q 
'tubing ^ ^fric.tubing ^^mimtjubing 
Total Primary Loop 
Pressure loss 
APtest = 4.79 kPa 
APshel, = 10.91 kPa 
AP flowmeter = 10.20 kPa 
APtubinc = 19.44kPa 
AP = APlesl + APMI + AP)limmeler + APlubing AP =45.33 kPa 
Ideal Pump Work 
AP = 45.33 kPa 
Vol = 1.17X10"4 m3/s 
w
,je„l=Vol-AP Widea, = 5.29xl0"3 kW 
Pump Shaft Work 
Torque = 0.15 N-m 
RPM = 1280 rpm 
RPM • 2/r 1 
Torque. ^ ^ 
Wshafl = 2.85xl0'2 kW 
Pump Efficiency 
Wideai = 5.29xl0"3 kW 
Wshatt = 2.85xl0"2 kW 
„ _ 
w 
"shaft 
il = 0.186 
Pump Heat Addition 
Wshaft = 2.85xl0"2 kW 
r| = 0.186 
Q pum p = ^ - n w ,haf, Qpunp = 2.32xlO"2kW 
= 23.22 W 
Note: 
1. By applying the above method to flowrates ranging from 1.5 to 4 gpm, a third-order polynomial curvefit (shown below) was developed to calculate 
the pump heat addition as a function of the volumetric flow rate. For a flow of 1.85 gpm, Qpunip = 22.25 W. 
<9 , (in kW) = -9.994xlO 3 +2.677xl0~2 -(Flow in gpm)-7.649xl0~3 -(Flow in gpm)2 + 1.406x10 3 -(Flow in gpm)3, R2 =0.998 
2. It is assumed that all the pump losses are rejected into the coolant as heat 
3. All references cited in this appendix are included in References of the dissertation. 
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APPENDIX C. CALCULATION OF AMBIENT HEAT LOSS 
Inputs Equations Results References 
Primary Loop Geometry 
Test Section 
Ltest = 0.292 m 
(O.D.)wner = 12.70 mm 
(O.D.)outer = 19.05 mm 
Wouter = 1.65 mm 
i1 'D')outer = (OD)ou,er ~ 2Wou,er 
4 A 
= ML - ML 
^ejf,annulus ~ '^^outer ^lest 
(I-D.)outer== 15.75 mm 
Dh,annulus 3.05 mm 
Af,annulus = 6.81xl0"5 m2 
Aeff,annulus = 1.445xl0"2 nf 
Secondary Heat Exchanger 
Lsec = 0.203 m 
(O.D.)sheii = 28.45 mm 
wsheii = 1.25 mm 
M-L» = (O.D)shel, -2wsM, (I.D.)Sheii = 25.96 mm 
Primary Loop Tubing 
Ltubç — 2.580 m 
Leq,pump housing 1.286 m 
Leq,flowmeter 2.557 m 
(O.D.)tubing = 12.70 mm 
Wtubing = 0.89 mm 
^tubing ^~"tube ^eq.pump housing ^eq .flowmeter 
{l-D-Xh.ng ~~ uhing ~ 'tubing 
Aeff,tubing ~ -^^tubing^tubmg 
Ltubing 6.423 m 
(I.D.)tubing = 10.92 mm 
tubing = 9.37x10 5 m2 
tubing 0.220 HI 
Insulation 
Test Section 
Wjnsulation,test 25.40 111111 
^ i n s u l a t i o n , t e s t  0 . 0 4 6  W m - K  
(O.D.)outer = 19.05 mm 
^f^'^")insulation,test ~~ (^*^*)ou(er ^"^irisuiation.test (O.D.)insuiation,test 69.85 
mm 
Secondary Heat Exchanger 
Winsulation,sec 25.40 mm 
kinsulation,sec = 0.046 W/m-K 
(O.D.Xheii = 28.45 mm 
")insuIation,sec ~ insulation,sec (O.D.)msulation,sec — 79.25 
mm 
Primary Loop Tubing 
Wjnsuiation, tubing 19.05 111111 
kjnsulation,test 0.046 W/m-K 
(O.D.)tobint, = 12.70 mm 
~}insulation.tubing ~ if^'^'jtubing ^^insulation.tubing (O.D.)jnsulation,tubing 50.80 
mm 
Ambient Conditions 
Tambien, = 23°C 
Pambient= 101.325 kPa 
Inputs Equations Results References 
Test Section Heat Loss 
Tw,test,in = 45.30°C 
Tw,tcst,out = 45.51°C 
(I.D.)ou,er = 15.75 mm 
(O.D.)outer =19.05 mm 
(O.D.)insulation,test 69.85 mm 
A-eff,annulus 1.45x10 m 
kwaii = 15 W/m-K 
Ltest = 0.292 m 
k insulation.test 0.046 W/m-K 
hw test = 12,266 W/m2-K (From 
Table 1) 
T =(T 
wjivg V H 
R 
+ T Jestjn w,test,out ) / 2  
convjest , . A 
wjest eff .annulus 
R.. 
R, 
H(o-DLj('-DLA 
^^wall^test 
In \[O.D.)insulalim lesl /(O.D.)Mer ] 
2 insulation,testates! 
(T 
surface,lest = 25.35° C, Assumed and verified iteratively) 
T -T 
w,avg surface,test O — — es
' /? . D . d 
con v,test wall,test insulation,test 
^'fluid Jest ( ^surface Jest ^ambient ) ^ ^ 
(P» /A k-> f(Tfluid jest ' ^ambient ) 
~ f~ a jest V surface Jest 1 ambient '/insulation,tubing 9 ft Jest  ,t st ^"a bient insulation,tu i Pajest 
XK (O.D)in 
^a,test 
0.60 + 0.387-
Ra 1 / 6  
1 + ^0.559^^" 
v pro m j 
Use energy balance to solve Tsurface,tes, and Qtest iteratively. 
Assume black body radiation, e = 1, 
Qtest ^nc.test ^test t- ^ surfine .test ^ambient ) 
+ 5.67 x -T 
surfacejesl ambient ) 
Tw>avg = 45.41°C 
5.702x10 K/W 
3 
^conv,test 
RwalUest = 6.914x10 3 K/W 
Résiliation,test = 15.39 K/W 
Tfluid,test = 24.18°C 
Pa,test =1.19 kg/m3 
Ha,test = 1.85xl0"5 kg/m-s 
katest = 2.55xl0"2 W/m-K 
Ja,test 3.36x10 1/K 
Pr,test = 0.730 1 a,test 
Ratest = 79,803 
hnC,tes, = 2.681 W/m2-K 
T surface,test = 25.35°C 
Qnc,test = 0.404 W 
Qrad,test = 0.898 W 
Q,es,= 1.302 W 
1. Churchill 
and Chu 
(1975) 
Secondary Heat Exchanger Heat Loss 
Tw,avg = 45.41°C 
(I.D.)sheli = 25.96 mm 
(O.D.)sheii = 28.45 mm 
Assume Twallxc = T.i:vx Twaii,sec =45.41°C 
Rwall,sec = 4.781x10 3 K/W 
R-msulation.sec = 17.44 K/W 
2. Churchill 
and Chu 
(1975) 
4^ 
c 
Inputs Equations i i 
ell J H{Q-DL„/(idÎ 
_ '
n[(^'^xsutoim.scc 
Results References 
(0.0•)insuiation.see 79.25 mm 
kwaii = 15 W/m-K 
k insulation,test = 0.046 W/m-K 
Lsec = 0.203 m 
R„. 
R„ 
2^^)>titi/d/)OH,SCC^'sCC 
(r 
surface.sec = 25.60° C, Assumed and verified iteratively) 
T - T 
wall, sec surface^ec 
7» 
wall,sec insulation, see 
^fluid,sec ( ^surface,sec ^ambient ) ^  ^ 
(P' A' Pi P^)a,sec — f (Tfluid,sec ' ^ambient) 
98^a,sec^fsuiface,stx ^ambient^P'^^msulaiionJubing Pa,sec P^rz,S( to. 
ml 
/^o.s 
0.60 + 0.387-
V 
a,' 
i+ ' 0.559^' 
Pr X, a,sec y 
Use energy balance to solve Tsurfaceisec and Qsec iteratively. 
Assume black body radiation, e = 1, 
6sec ~ ^nc,sec \?^(@'^')iMulation,s<x ^sec J(^su^"o«;,sec ^ambient ) 
+ 5.67 x 10 scc\Tswfacesa. — Tambiem) 
Tfluid,sec - 24.30°C 
pa,sec = 1.19 kg/m3 
Ha,sec = 1.85xl0"5 kg/m-s 
ka,sec= 2.55xl0"2 W/m-K 
P^ec = 3.36xl0'31/K 
Pra,sec = 0.730 
Rasec = 128,447 
hnc,sec = 2.677 W/m2-K 
Tsurface.sec = 25.60°C 
Qnc.test = 0.352 W 
Qrad,test = 0.784 W 
Qsec = 1.135 W 
Primary Loop Tubing Heat Loss 
Tw,avg = 45.41°C 
Pwater = 413.7 kPa 
(I.D.)tubing = 10.92 mm 
(O.D.)mbing = 12.70 mm 
Wjnsulation,tubing 19.05 11U11 
(O.D.)insulation,tubing 50.80 IÏM1 
Af,tubing = 9.37xl0"5^m2 
tubing 0.220 III 
(/*' /A k-> P1*) w.tubing f(Twavg, Pwaler ) 
KJubinS=Vol/^tubing 
Pw,tubing^w,tubing^/ tubing 
* wjubing 
v.tubing 
L.,ubi„g = /(Churchill), see Appendix B 
Pw,tubing = 990.2 kg/m 
Hw, tubing = 5.92x10"* kg/m-
s 
kw,mbing = 0.625 W/m-K 
Pr, w,tubing 
Av,tubing ' 
= 3.96 
1.25 m/s 
Rew,tubing = 22,754 
fw.tubine = 0.0254 
Churchill 
(1977a, 
1977b) 
Churchill 
and Chu 
(1975) 
Munson et 
al. (1998) 
Inputs Equations Results References 
kwaii = 15 W/m-K* 
kjnsulation,tubing ~ 0.046 W/m-K 
L^e = 2.580 m 
Leq.pump housing 1.286 m 
f^lowmeter 2.557 IT1 
Ltubing 6.423 m 
Volprimary = 1.17x 10"4 IffVs 
5s/D = 0.000137 
3 Nuw = Nu(Churchill) tubing 
4.364" + 
/ 
exp 
2200-Re, tubing 
365 
4.364 
6.3 + 0.079 
/ y 
w,tubing Re, 
Pr 
, tubing 
,tubing 
1/10 
I w.tubing^ w,tubing 
R 
7tubing 
1 
^wjubing ^eff.tubing 
R. 
m(o.d.)_/(/.d.)_) 
wall,tubing 
2 wall ^"tubing 
R insulationjubing 
in ]^q-d\muia„mming ^ip'^^tabtng j 
insulation,tubing ^tubing 
(Tsurface,ubing = 25.84° C, Assumed and verified iteratively) 
Qtubing 
^w.avg ^surface, tubing 
^convjubing ^wall,tubing ^insulation,tubing 
^fluid,tubing C ^surface Jubing ^ambient ) ^  ^ 
/A ^ i Pr) a[ujJlt)g f'fluid,tubing^ ^ambient ) 
9 a,tubing surface,tubing ^ambient 
Cubing = 
o2 Pr 
r a,tubing a,ti insulation.tubing ubing 
a, 
tubing 132.4 
hw,tubing = 7,578 w/m2-K 
Rconv,tubing = 5.99x 10"4 
K/W 
Rwall,tubing = 2.49x 10"4 
K/W 
Rjnsulation,tubing 0.747 K/W 
Tfluid,tubing = 24.42°C 
Pa,tubing =1.19 kg/m3 
Ha,tubing = 1.85x10"' kg/m-
s 
ka,tubing= 2.55xl0"2 W/m-K 
Pa!tubing = 3.36xl0"3 1/K 
Pr»,tubing = 0.730 
Ratubing = 36,900 
hnc,tubing = 3.028 W/m2-K 
-As,insulation,tubing — 1 025 m 
Tsurface,tubing = 25.84°C 
Qnc,tubing = 8.803 W 
Qrad,tubing = 17.373 W 
Qtubing = 26.176 W 
Inputs Equations Results References 
Ic 4 y. _ a,tubing 
nc,tubing ~ (fl f\\ 
V~^' /insulation Jubing 
Use energy balance to solv 
Assume black body radiati 
Q'tubing ^ncjubing 
+ 5.67 xlO8 [r(O.D)i„ 
z 
0.60 + 0.387-
k 
G Tgurface,tubing 2 
on, 6=1, 
on.tubtng ^tubing J^^ju 
L 1 sulation,tubing tubing J 
*<Lg 
f 0.559 Y>6 1+ 
pr 
\ a,tubing J 
nd Qtubing iterative 
-T ) 
rfacejubing ambient ' 
r T 4  _  T 4  
< sutfacejubing ambient 
\ 
%7 
Ay! 
) 
2 
Total Primary Ambient Heat Loss 
Qtest = 1.302 W 
Qsec = 1.135 W 
Qtubine = 26.176 W 
Qtotal test Qsec 2tubing Qtotai — 28.61 W 
Note: All references cited in this appendix are included in References of the dissertation. 
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APPENDIX D. SUPERCRITICAL HEAT TRANSFER COEFFICIENT 
DERIVATION 
Inputs Equations Results References 
Test Section Inlet Temperature (Pre-Cooler) 
Water Side 
Tw-in= 15.46°C 
Tw,ou,= 67.07°C 
Pwater = 413.7 kPa 
Volwa,er = 6.25x10® m3/s 
AT y T 
water ~ w#ut w.in 
^wjn f (^wjn' ^water) 
U  -  f ( J  p  \  
wfiut J V wjut ' water ' 
Pwater f ( ^wjn ' ^water ) 
Qpre-cooler ~ water Pwateri^w,oui ~ ^w.in ) 
ATwater = 51.61°C 
hw,in = 65.24 kJ/kg 
hw,out = 281.05 kJ/kg 
Pwater = 999.2 kg/m3 
Qpre-cooler = 1-348 kW 
fiw
f 
IIP
 
h = f(T P ) 
pre-cooler,in J V refgjn ' refgjn ' 
h - f(T P ) 
pre-cooler,out J X refg,out ' refg,out ' 
^pre-cooler,out,calculated ^pre-cooler,in Qpre-cooler ^ ^refg 
T = f(P h ) 
pre-cooler,out,calculated J V refg,out ' pre-cooler,out,calculated ' 
Error — T — T T,pre-cooler,out refg,out pre-cooler,out,calculated 
hpre-cooler,in = 435.04 kJ/kg 
hpre-cooler,out 391.30 kJ/kg 
hpre-coo 1er,out,calculated 386.65 kJ/kg 
Tpre-cooler,out,calculated — 83.15 C 
ErrOrr,pre-cooler,out 1 *67 C 
Test Section Outlet Temperature (Post-Cooler) 
Water Side 
TWiin= 13.70°C 
Tw,out= 29.21°C 
Pwater = 413.7 kPa 
Volwater = 3.50xl0~5 mVs 
A'T1 T* J" 
water w#ut w,in 
It — f(T p \ 
wjn J V wjn * water ) 
U — f(T P \ 
w,out J V wj>ut ' water ' 
Pwater f ( ^wjn ' ^water ) 
Qpost-cuuler Vol'waler P water fàw,out ^wjn ) 
ATwater =15.51% 
hw.in = 57.87 kJ/kg 
hw,out = 122.74 kJ/kg 
Pwater = 999.5 kg/m3 
Qpost-cooler = 2.270 kW 
Refrigerant Side 
Trefg,out= 62.40°C 
Prefg,out = 4090 kPa 
nVefg = 0.0279 kg/s 
Trefg.m = 78.71% 
Prefg,in = 4115kPa 
L — f(T p \ 
posl-cooler,out J v refg,out ' refg.oul ' 
U - f(T p \ 
post-cooler,in J V refgjn ' refgjn ' 
^ post -cooler,/«„calculated ^ post-cooler,out Qpost-cooler ^ ^refg 
T = f(P h ) 
post-cooler,in,calculated J X refg.in 9 post-cooler,in.calculated ' 
Fvror —— T t 
T,post-cooler jn refg.in post-cooler, in.calculated 
hpost-cooler,out 295.71 kJ/kg 
hprost-cooler,in 368.49 kJ/kg 
hprost-cooler,in,calculated 377.19 kJ/kg 
Tpre-cooler,in,calculated — 80.40 C 
ErrorT„pre-cooier,out 1.69 O 
Inputs Equations Results References 
Test Section Heat Duty (Primary-Secondary Loop Balance) 
Secondary Loop 
Tw,fa= 20.65% 
Tw,OU. = 60.38°C 
Pwater = 137.9 kPa 
m^ater = 1.39x103 kg/s 
h  -  f ( T  P  )  
wjn J V wjn > water' 
U  —  f ( T  p  \  
w,out J V w,out ' water ' 
Qsecondary ^water^^wj)ut ^wjn) 
hw-in = 86.68 kJ/kg 
hw,out = 286.30 kJ/kg 
Qsecondary = 0.278 kW 
Primary Loop 
Qsecondary = 0.278 kW 
Qambient = 52 xlO"2 kW 
Qnumn = 20xl0-2kW 
Qtest-section Qsecondary Qpump Qambient Qtest-section = 0.310 kW 
Test Section Overall UA 
Tw,primary,in = 63.25°C 
Tw,primary,out = 63.67% 
T,est,in = 84.0rC 
T,est,out = 79.69% 
Qtest-section = 0.257 kW 
(T -T - T ) Li \fTD ~ w.primaryput S >. test #ut w,primary jn J 
^w,primary #ut ) ^ ^test^ut ^w,primary jn ^ 
UAtest-s*ction = Qtest-section / LMTD 
LMTD = 18.32% 
UAtes,_secti0„ = 16.90 W/K 
Refrigerant Heat Transfer Coefficient 
Water Side Resistance 
Tw,primary,in = 63.25% 
Tw,primary,out = 63.67 C 
Pwater = 413.7 kPa 
Volprùnary = 1.06x1 G'4 m3/S 
(O.D.jinner = 12.70 mm 
(O.D.)0uter = 19.05 mm 
Wouter = 1.65 mm 
^w,primary.avg ( ^w.primary.in ^w.primaryjrut ) ^ ^ 
(/^ 'A' water /" primary,avg ' ^water ) 
iLD')outer = (O.D.)ou,er - 2Wouler 
Ar.,„n^=^i1D)ouJ ~{0-D)inj\ 
=ml - (o.D.l 
^annulus primary ^ Af .annulus 
^ annulus Pwater primary 
n „ Pwater^annulus ^h.annulus 
annulus ^ 
Tw,primary,avg 63.46 C 
Pwater = 981.5 kg/m3 
Hwater = 4.43xl0~4 kg/m-s 
kwater = 0.658 W/m-K 
Prwater = 2.82 
(I.D.)outer = 15.75 mm 
Af,annulus = 6.81x10"' til2 
Dh,annulus 3.05 111111 
Vannulus 1.55 m/s 
Illannulus = 0.104 kg/s 
RCannulus = 10,472 
r* = 0.81 
ReCL = 2,643 
Recu = 3,233 
NUannulus 57.9 
hannuius = 12,496 W/m2-K 
As.annulus 1.17x10 m 
1. Garimella and 
Christensen 
(1995), Kays 
and Leung 
(1963) and 
Walker et al. 
(1957) 
Inputs Equations Results References 
'Rect = 2089.26 +686.15r* Rannulus = 6.87xl0"3 K/W 
'Rero =2963.02+ 334.16r* 
'Nuannuius = Nu(Garimella and Christensen), see 
Appendix A. 
y annulusy^water 
annulus p. 
h.annulus 
.annulus ~ ^ i^'^")inner ^tesi 
R 1  
annulus * J 
annulus s.annulus 
Wall Resistance 
(O.D.)ùmer= 12.70 mm 
Winner = 165 mm 
Ltest = 0.292 m 
kwaii = 401 W/m-K 
(LD-),nner = (0'D'),n„er ~ ,n„er 
ln[(O.D.),„„„/(/.D.),„„J 
Rwaii = 4.09x10"4 K/W 
Refrigerant Heat Transfer 
Coefficient 
UAtest-section = 15.94 W/K 
Rannulus = 7.0x10 3 K/W 
Rwall = 4.09x10"" K/W 
(O.D.)jnner = 12.70 mm 
W i n n e r  =  1 6 5  m m  
LteSt = 0.292 m 
r,0
"" 
= LM 
^refg R/ntal Rannulus ^wall 
(LD) inner = (0-D-)llmer ~ 2Wimer 
~ ^  ' if •D-)imerL,esl 
KrA.i = "TT" 
Krefg 
Resistance Ratio = Rre/g / Ramulus 
Rtot = 5.92xl0"2 K/W 
Rrefg = 5.18xl0"2 K/W 
(I.D.)inner = 9.40 mm 
As,i = 8.62x10"3 m2 
hrefg = 2235 W/m2-K 
Resistance Ratio = 7.56 
Note: All references cited in this appendix are included in References of the dissertation. 
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APPENDIX E. PHASE-CHANGE: COMPARISON WITH LITERATURE 
Inputs Equations Results References 
Refrigerant Properties 
P test,in = 3006.59 kPa 
P test,out = 3003.58 kPa 
^test,avg 0.4950 
TCTit = 72.05T 
Pcrit = 3728.87 kPa 
P —(P + P V2 
testjjvg V lesijn ' 1 lestvut / 
^'sat f '(.^esl,avg> ^lest,avg ^ 
P„P.,M„M„*„*„ cPj> c,,v.Pr, : Prv, h,g = /XL ) 
Ptest,avg = 3005.08 kPa 
Tsat = 61.98% 
Pi = 791.4 kg/m3 
pv = 210.3 kg/m3 
Hi = 7.008x10"' kg/m-s 
Hv = 2.019x10"' kg/m-s 
k, = 0.05198 W/m-K 
kv = 0.03142 W/m-K 
cp,i = 2.790 kJ/kg-K 
cp,v = 3.189 kJ/kg-K 
Prj = 3.762 
Prv = 2.049 
hfg = 75.64 kJ/kg 
Experimental Heat Transfer Coefficient from the Present Study 
h = 2095 W/m'-R, G = 398.6 kg/m'-s, x = 0.4950 
Shah Correlation (1979) 
Ptest,avg = 3005.08 kPa 
Pent = 3728.87 kPa 
G = 398.6 kg/m2-s 
^test,avg 0.4950 
(I.D.)umer = 9.40 mm 
Hi = 7.008x10"' kg/m-s 
k, = 5.198xl0"2 W/m-K 
Pr, = 3.762 
p = p IP 
r lesuivg * cril 
Rc _ G(! - XM,«v8 )(/-D'),„„,r 
n 
RC, = dinner 
M, 
^ 0.023RerPrr 
x ' 'sinner 
r  ( \ - x  ) ° "  i  
^  ( 1  - +  3 . 8 C _  ,  R e ,  > 3 5 0  
Pr = 0.806 
Re, = 26,995 
Re,0 = 53,455 
hii,uid = 1,309 W/m2-K 
hshah = 3,838 W/m2-K 
hshah ~~ 1.83 ^experimental 
deviation = 83.20% 
Overprediction 
Traviss Correlation (1973) 
G = 398.6 kg/m2-s 
Xtest,avg = = 0.4950 
(I.D.)mner = 9.40 mm 
Pi = 791.4 kg/m3 
pv = 210.3 kg/m3 
p c _ G(1 - X,est,avg inner 
A 
If Re, < 50 
F2 = 0.707 Pr, Re°s 
Re, = 26,995 
F2 = 40.04 
X„ = 0.5943 
Fxtt= 0.80 
Nu = 731.5 
Inputs Equations Results References 
Hi = 7.008xl0"5 kg/m-s 
Hv = 2.019xl0"5 kg/m-s 
k, = 5.198xl0"2 W/m-K 
Pr, = 3.762 
If 50 < Re, <1125 
F2 =5Pr,+ 51n[l + Pr,(0.09636Re,°585- 1)] 
If Re, >1125 
F2 = 5Pr, + 51n(l + 5Pr,) + 2.51n(0.00313Re°812) 
X = 
f , \° Z N.05 z -,0.1 1 — 
X tcslAVg p, a 
F,„=0.15[^;1+2.85^;476] 
Nu = Fv Pr, Re°' 
h _ Nu-k, 
(/^)w 
hïraviss — 4,046 W/m -K 
hjraviss — ^ 1 ^experimental 
deviation = 93.13% 
Overprediction 
Dobson and Chato (1998) 
Wavy point 
G = 398.6 kg/m2-s 
Xtest,avg = 0.4950 
Tiat = 61.98°C 
Twall,avg = 46.83°C 
(I.D.)bmer = 9.40 imtl 
pi = 791.4 kg/m3 
pv = 210.3 kg/m3 
Hi = 7.008xl0"5 kg/m-s 
Hv = 2.019xl0'5 kg/m-s 
ki = 5.198xl0"2 W/m-K 
cp,i = 2.790 kJ/kg-K 
Pr, = 3.762 
hfg = 75.64 kJ/kg 
^experimental = 2095 W/m2-K 
Annular Point 
G = 500.6 kg/m2-s 
Xtest,avg = 0.7083 
Tsa[ = = 61.67°C 
Twa„.avg = 47.28°C 
Re, = 
Re.. 
M, 
G(/.Z).)„ 
Ga _ 9-8p,(p, -pv)(LD.)im 
m,2 
c  ( T  - T  )  T 0 pJ \ sat walluivg ' 
k 
x„ = 
a = 
C W \ 0-5 / xO.I 1 -
V test,avg J 
1 — Y 
2 _|_ lesl.avg 
Fr, =• 
iest,avg 
G2 
P 
\pu 
z \ 
a 
.a, 
EL 
a V A *V  y 
2 / 3  V '  
If 0 < Fr, < 0.7, 
Wavy Point 
Re, = 26,995 
Revo= 1,855,477 
Ga = 7.618x10s 
Ja, = 0.5589 
X„ = 0.5943 
a = 0.7034 
Fr, = 2.755 
G, = 7.242 
c2 = 1.655 
NUforced = 500.0 
Frso = 12.03 
(1-0,/ti) = 0.3666 
Nu = 328.2 
hoobson = 1,815 W/m2-K 
^Dobson 0.87 hgxperimental 
deviation = -13.37% 
Underprediction 
Annular Point 
Re, = 19,434 
l.Zivi (1964) 
Inputs Equations Results References 
(I.D.)inner = 9.40 mm 
pi = 795.0 kg/m3 
pv = 207.6 kg/m3 
gi = 7.061 xlO"5 kg/m-s 
Hv = 2.008x10 s kg/m-s 
k, = 5.205xl0"2 W/m-K 
cp,i = 2.745 kJ/kg-K 
Pr, = 3.724 
hfg = 76.56 kJ/kg 
^experimental = 2993 W/m2-K 
c, = 4.172 + 5.48Fr,-1.564Fr,2 
c2 = 1.773-0.169Fr, 
If Fr, > 0.7, 
c, = 7.242 
c2 = 1.655 
=0.0195Rer?rr ll.376+^L. 
If Re, <1250 
If Re, >1250 
If G > 500 kg!m 1  s  , or Frso > 20 when G < 500 kg/m2s, annular 
flow 
M = 0.023RerPr*(l + -^ 
L An „ 
If G < 500 kg/m2s and Frm < 20, wavy flow 
fj ) __ arccos(2a-l) 
I X J X 
ir 0.23Re:'2 [GaPr,]025 f i  0 , \ r  
W
"-l + l,UA-r[ Ja, J H -
h _ Nu-k ,  
dobson z J r\ \ 
V ' ') inner 
X„ = 0.2608 
Frso = 28.7 
Nu = 875.6 
^Dobson= 4,850 W/m2-K 
h[)obsuri — 1.62 ^experimental 
deviation = 62.04% 
Overprediction 
Sweeney (1996) 
Wavy Point 
G = 398.6 kg/m2-s 
NUdobson = 328.2 
(I.D.)inner = 9.40 mm 
f G Y'3 
= 1— J NUDobson 
Wavy Point 
Nuwavy = 357.4 
hsweeney = 1977 W/m2-K 
hsweenev 0.94 hg^oerimental 
Inputs Equations Results References 
k, = 5.198x10 W/m-K 
^experimental = 2095 W/m^-K 
Annular Point 
G = 500.6 kg/m2-
Nudobson = 875.6 
Dti = 9.40 mm 
k, = 5.205x10' W/m-K 
hexperimental = 2993 W/m2-K 
Nu^ = 0.7 
—Î 300j 
Nu-k, 
Nun 
deviation = -5.63% 
Underprediction 
Annular Point 
Nuannular = 714.7 
hsweeney = 3959 W/m2-K 
^Sweeney 1 32 ^experimental 
deviation = 32.28% 
Overprediction 
Cavallini et al. (2002) 
Annular Point 
G = 398.9 kg/m2-s 
Xtest,avg = 0.6999 
(I.D^hner = 9.40 mm 
Tsat = 61.95°C 
Twall,avg = 47.81°C 
PI = 791.7 kg/m3 
pv = 210.0 kg/m3 
Hi = 7.013xlO"5 kg/m-s 
Hv = 2.018x10 s kg/m-s 
k, = 5.199xl0"2 W/m-K 
cp,i = 2.786 kJ/kg-K 
Pr, = 3.759 
hfg = 75.72 kJ/kg 
g = 6.9105xl0"4N/m 
hexperimental = 2333 W/nf-K 
Stratified Point 
G = 398.6 kg/m2-s 
Xtest,avg 0.4950 
(I.D.)ùmer = 9.40 mm 
Tsat = 61.98°C 
Twall.avg ~ 46.83°C 
p, = 791.4 kg/m3 
pv = 210.3 kg/m3 
Pi = 7.008x10 s kg/m-s 
Pv = 2.019x10 s kg/m-s 
k, = 5.198xl0"2 W/m-K 
x = 
9.8d„f,(a-p,r 
* test,avg 
\ test ,avg J 
0.5 f ^0.1 
P, 
Pi 
If JG > 2.5 and Xu < 1.6, annular model 
If Ja < 2.5 and Xn < 1.6, stratified model 
If JG <2.5 and Xa >1.6, slug model 
Annular Model 
Re, = • 
Pi 
8+ = 
T* = 
(Re,/2)05 
0.0504 Re, 
Re, <1145 
Re, >1145 
<TPr, 
5{Pr, + ln[l+Pr,(JV5-l)]} 
5[Pr,+ ln(l + 5Pr,) + 0.495 ln(<T /30)] 
5<^'<30 
S* > 30 
J0.046[G(/.Z).),_///„]-
[0.046[G(I.D.),„mr/M,r 
[16 /[G(I.D.\ 
Reco > 2000 
Re s,, < 2000 
Rei0 > 2000 
Re,„ <2000 
Annular Point 
Jq = 2.63 
Xtt = 0.2722 
Re, = 16,044 
ô+ = 241.0 
T+ = 38.88 
fG0 = 0.004064 
fL0 = 0.005214 
E = 1.5295 
F = 0.7796 
H = 2.0669 
We = 217.1 
Olo2 = 2.459 
(dp/dz)f = 548.2 Pa/m 
t= 1.288 Pa 
hcavaiiini = 2289 W/m2-K 
^Cavallini 0.98 hexperimental 
deviation = -1.89% 
Underprediction 
Stratified Point 
JG = 186 
X„ = 0.5943 
Gjg - 2.5 = 535.8 kg/m2-s 
Re, = 36,284 
5+ = 492.2 
T+ = 40.67 
fG0 = 0.003832 
2. Zivi (1964) 
3. Cavallini et 
al. (2002a) 
4. Cavallini et 
al. (2002b) 
Inputs Equations Results References 
cp,i = 2.790 kJ/kg-K 
Pr, = 3.762 
hfg = 75.64 kJ/kg 
CT = 6.9105xl0"4N/m 
hexperimental = 2095 W/m2-K 
Slug Point 
G = 200.9 kg/m2-s 
Xtest,avg 0.1264 
(I.D.)inner = 9.40 mm 
Tsat = 61.31°C 
Twallavg = 46.62°C 
PI = 799.0 kg/m3 
pv = 204.7 kg/m3 
Hi = 7.123x10 s kg/m-s 
Hv = 1.995xl0"5 kg/m-s 
k, = 0.05214 W/m-K 
cp,i = 2.696 kJ/kg-K 
Pr, = 3.683 
hfg = 77.61 kJ/kg 
a = 6.9105X10"4 N/m 
hexperimental = 1122 W/m2-K 
e 
~ 0 - x,es,^f + xl,,„s 
H = 
Pi foe 
Pvfl(  
We -
0.6978 
tesi.avg 
Z \ 0.3278 z \ -1.181 Z \ 3.477 
EL EL 1 - ^ 1  
^Pv j ,  A ;  
0\LD.)imeni 
®LO=E + 
P*<* 
\262F • H 
We" 
T = (dP/dz), 
a = ^ (r//,,r/r 
Stratified Model 
0.023 Re^Prrt,/(/Z».)_ 
"a = 
1 — V 
J test,avg a, 
<a, 
2/3 \ 
A 
n 
arccos(2a-l) 
71 
=0.725{1 + 0.82[(1-^)/^]""}-' 
h/rans ~ (^on Jq=1 5 _ ^slral )(*^C /2.5) + /Zj|r(j| 
Slug Model - Cavallini et al (2002a) 
0.023 Re^Pr," *,/(/Z).),_ 
To find the quality at Xtt = 1.6 
fL0 = 0.004914 
E = 0.9741 
F = 0.6122 
H = 2.06 
We = 392 
fl>Lc>2 = 1-641 
(dp/dz)f=622.3 Pa/m 
T = 1.462 Pa 
hann.JG - 2.5 = 2334 W/m2-K 
hL0 = 1309 W/m2-K 
hL = 758.1 W/m2-K 
a = 0.7016 
hstra, = 383.5 W/m2-K 
hcavallini = 1835 W/m2-K 
hcavallini — 0.88 hexperimental 
deviation = -12.41% 
Underprediction 
Slug Point (Cavallini et al., 
(2002a) 
JG = 0.24 
X„ = 3.273 
hL0 = 743.1 W/m2-K 
xL6 = 0.2427 
hirans,xtt= i.6 = 956.9 W/m2-K 
hcavallini = 854.5 W/m2-K 
hcavallini 0.76 hexperimental 
deviation = -23.84% 
Underprediction 
Slug Point (Cavallini et al., 
(2002b) 
JG = 0.24 
X„ = 3.273 
Eo = 5.373xl0"3 
FE = 0.5344 
Gw = 129.6 kg/m2-s 
Inputs Equations Results References 
(P . I  v . !"  
x
"~  i . 6 s6 + {p , / p , ru i f . r  
hirans,xtt= i.6 is from stratified model 
1 7_ , Xtest,avg (^lram-,.Y„=1.6 ^LO ) 
"slug -"w + 
-*1.6 
hcavallini= 958.3 W/m2-K 
hcavallini 0.85 ^experimental 
deviation = -14.59% 
Underprediction 
Slug Model - Cavallini et al. (2002b) 
E 0 =4a / [ (p , -p v )gDl ]  
FE = 0.54 - 0.06EJ -1.05Eo 
G,=Ffp,[g(/J).)^r 
G <G W  h  =  h , m n s  = (h a n J a __ 2 S  -  h s l r a ,  ) ( / , , / 2 . 5) + hslm, 
G  >  G ,  A  =  =  A J 1 + 2 . 8 7 [ % " ( / , , / ^ , r ] ' " }  
Experimental Pressure Drop from the Present Study 
dP/dz = 1089.7 Pa/m, G = 398.6 kg/m'-s, x = 0.4950 
Cavallini et al. (2002) Pressure Drop Model 
Jq<2.5 
Ltest = 0.292 m 
G = 398.6 kg/m2-s 
Xtest,avg 0.4950 
(LDOinner = 9.40 mm 
PI = 791.4 kg/m3 
pv = 210.3 kg/m3 
Hi = 7.008x10 s kg/m-s 
Hv = 2.019x10 s kg/m-s 
cp,i = 2.790 kJ/kg-K 
Pr,= 3.762 
a = 6.9105x10-4 N/m 
Ptest,in = 3006.59 kPa 
x,est,in= 0.5802 
Pi,in = 790.9 kg/m3 
pv, in = 210.6 kg/m3 
Hi,in = 7.001x10 s kg/m-
Hv.in = 2.020x10 s kg/m-
Frictional Pressure Drop 
All properties were evaluated at PtestiaVg and xtest avg 
Jr. 
Xlesl,avg^* 9.8(/.D.)^ /),(A - A)" 
Re, = — X'ei,-avg 
s+ = 
fao ~ 
fu 
a 
(Re,/2)°5 
0.0504Re/" 
[16l[G(I.D.) imer  ///J |0.046[G(/.D.),_//y,r 
[16 l[G(I.D.),mer/p,] 
s 
•s 
If > 2.5 
Re, <1145 
Re, >1145 
Reco > 2000 
Reco < 2000 
Reto > 2000 
Reto < 2000 
Jq < 2.5 
J G  =  1 8 6  
Re, = 26995 
5+ = 380 
fG0 = 0.004065 
fL0 = 0.005214 
E = 0.9741 
F = 0.4904 
H = 2.079 
Ptp = 334.2 kg/m3 
Fr= 15.45 
We = 344.9 
OLO2 = 3.356 
(dp/dz)f = 747.3 Pa/m 
(dp/dz)fin = 829.2 Pa/m 
Tin = 1.948 Pa 
u,,à, = 0.04963 m/s 
5in = 5.771xl0"4m 
5.Friedel 
(1979) 
Inputs Equations Results References 
Ptest,out = 3003.58 kPa 
X,est,out= 0.4098 
Pi,out = 791-9 kg/m3 
Pv.om = 209.9 kg/m3 
Hi,om = 7.015x10 s kg/m-s 
Hv,out = 2.018x10 s kg/m-s 
dP/dz = 1089.7 Pa/m 
Jq > 2.5 
L,est= 0.292 m 
G = 401.0 kg/m2-s 
Xtest,avg = 0.8889 
(I.D.)ùme, = 9.40 mm 
pi = 792.0 kg/m3 
pv = 209.8kg/m3 
Hi = 7.017x10 s kg/m-s 
Hv = 2.017x10 s kg/m-s 
cp,i = 2.783 kJ/kg-K 
Pr, = 3.755 
o = 6.9105x10" N/m 
dP/dz = 1657.8 Pa/m 
77 _ f1 .. , „2 plfGO 
V •Xtesl,avg ) testjivg z> 
PvJLO 
F = x0-6978 
test,avg 
z x 0.3278 / x-1.181 , x 3.477 
H = A A i_ A 
vp» J J V A J 
ps* 
,2 _ „ , x.262f-h 
We0<45s  
If y g < 2.5, Friedel (1979) correlation was used 
p - n  v  y  i  v 2  
v testœvg) lesl,avg r. 
PvJLO 
f = x078 n- x )024 
tesl,avg V le>tt,avg / 
/ \091z \019z- \0.7 
/ / =  A  A  1-A  
La J V A J V M y 
/ r  1 - v  V 1  
_ tesl.avg te.v(,«vg 
* V pv pi J 
= ^ 2 
9.8(/Z».)^p2 
2 3.24F-// 
to + ^0.045 ^ 0.035 
Acceleration/deceleration term 
All properties were evaluated at Ptest>in and xtestiin 
T
,n ~ (dPI dz) f  l r l  ^I'D^"""r  
Em = 0.07695 
(dp/dz)f,out = 666.2 Pa/m 
Tout= 1 565 Pa 
u,,out = 0.04446 m/s 
Sout = 8.671xl0"4m 
Eou, = 0.6650 
(dp/dz)a = -287.1 Pa/m 
dp/dzcavaiimi = 460.2 Pa/m 
dp/dzcavallini = 0.42 
dp/dZgxperimental 
deviation = -57.76% 
Underprediction 
Ja>2.5 
Jo = 186 
(dp/dz)f= 773.4 Pa/m 
(dp/dz)a = -233.7 Pa/m 
dp/dzcavallini = 539.6 Pa/m 
dp/dzcava„ini 0.33 
dp/dZgxperimental 
deviation = -67.45% 
Underprediction 
Inputs Equations Results References 
P,,J° 
Pljn 
PljnUrM 
ein =[\-2SJ(I.D.)wnJ 
Similar procedure was used to calculate soul using 
{dPldz) f oul, with all properties evaluated at Ptest,outand xtest,out. 
,  ( i -*) 2  
pvs p,( 1-e) {dp! dz)a = G' 
(dpldz)tmillmi = (dp/dz) + (dpldz\ 
*2 , (l-x)2 
pve p,(l - e) 
Coleman and Garimella Flow Regime Map (2003) 
x = 0.10 
x = 0.50 
x = 0.90 
Intermittent flow to intermittent and discrete wave flow 
G,=-1097+ 132.1/x 
Intermittent and discrete wave flow to discrete wave flow 
G2 = -223.2 + 69.91 x 
Discrete wave flow to disperse wave flow 
G, =(1340-283.6*)/(1 + 3.86X) 
Annular film and mist flow to mist flow 
Ga =-134.8 + 422.6/* 
224 kg/m -s 
does not occur 
Gi(x= 0.1) = 
G,(x = 0.5): 
Transition 
G,(x = 0.9): 
Transition does not occur 
G2(X = 0.1) = 475.8 kg/m2-s 
G2(x = 0.5): 
Transition does not occur 
G2(X = 0.9): 
Transition does not occur 
G3(X = 0.1) = 946.3 kg/m2-s 
G3(X = 0.5) = 408.9 kg/m2-s 
G3(X = 0.9) = 242.5 kg/m2-s 
G4(X = 0.1) = 4091 kg/m2-s 
G4(X = 0.5) = 710.4 kg/m2-s 
o 1,~/ 2 „ 
Breber et al. Flow Regime Map (1980) 
G = 398.6 kg/m2-s 
X,est,avg = 0.4950 
(I-DOiimer = 9.40 mm 
pi = 791.4 kg/m3 
Transition criteria 
;•;(!) = 0.5 
;V(2) = 1.5 
X„ = 0.5944 
KE = 0.5502 
Jg =2.05 
Inputs Equations Results References 
pv = 210.3 kg/m 
Hi = 7.008x 10"5 kg/m-s 
Hv = 2.019x10s kg/m-s 
cp,i = 2.790 kJ/kg-K 
Pr, = 3.762 
CT = 6.9105xl0-4N/m 
*„(!) = 1-0 
%/2) = 1.5 
Condensation path 
f -1 — y 
X = 
KP = 
h ~ 
' 4 
^lestAvg A  
v ^iest,avg ) v A ;  
/ \ 0.555 z  > 0.111 
A  A  
UJ u 
0.5 f >^0.1 
a 
a 
va(a -p,)(ad.)_rg 
A: 
Note: All references cited in this appendix are included in References of the dissertation. 
167 
APPENDIX F. SUPERCRITICAL COOLING: COMPARISON WITH LITERATURE 
Inputs Equations Results References 
Refrigerant Properties 
Ptest,in = 4115.34 kPa 
Ttest,in = 84.01°C 
Ptest,out = 4111.59 kPa 
T,est,out= 79.69°C 
TWaii,i = 65.32°C 
Twln,2 = 64.72°C 
Pcrit = 3729 kPa 
^leslMvg ^^testjn ^ ^  
T
,esIJlvg = (T,es,M + 7L,„J/2 
Pbulk ' Pbulk ' Cp,bulk » ^bulk ' ^ bulk > ^bulk > ~ f^Tlest.avg ' g ) 
Pwall ' Pwatl ' Cp,waU ' ^wall ' ^wall ' vail ' ~ f i^wall ,avg ' ^lesl.avg ) 
Ptest,avg = 4113.47 kPa 
Ttest,avg = 81.85°C 
Twall.avg = 65.02°C 
Pbuik = 300.8 kg/m3 
Pbuik = 2.481 xlO"5 kg/m-s 
kbuik = 3.717xl0"2 W/m-K 
cp,buik = 3.420 kJ/kg-K 
Prbuik = 2.283 
hbuik = 382.59 kJ/kg 
Pwaii = 824.4 kg/m3 
Pwaii = 7.47 lxlO-5 kg/m-s 
kwaii = 5.270x10 2 W/m-K 
Cp,waii = 2.161 kJ/kg-K 
Pr„aii = 3.063 
hwaii = 301.11 kJ/kg 
Experimental Heat Transfer Coefficient 
h = 2235 W/m2-K, G = 401.6 kg/m2-s, Ttest.ave = 81.85°C 
Gnielinski correlation (1976) 
G = 401.6 kg/m2-s 
(I.D.)inner = 9.40 mm 
Pbuik = 300.8 kg/m3 
Pbuik = 2.481xl0"5 kg/m-s 
kbulk = 3.717xl0-2 W/m-K 
Pibuik= 2.283 
j^c _ PbutkU-D-)!mt,ry 
M bulk 
'/= (0.790 ln(Re0)-1.64)-2 
2., _ (//8)(Re,-1000)Pr_ 
" l + 12.7(//gr(Pr^-l) 
Gnielinski f T ft \ 
V * '/inner 
V = 1.335 m/s 
ReD= 152,103 
f= 1.649xl0"2 
NUd = 499.8 
hcinielinski = 1,977 W/m'-K 
^Gnielinski 0.88 ^experimental 
deviation = -11.54% 
Underprediction 
1. Incropera and 
DeWitt (2002) 
2. Gnielinski 
(1976) 
Krasnoshchekov et aL correlation (1970) 
G = 401.6 kg/m2-s 
(I.D.)imier = 9.40 mm 
Ttes,,avg = 81.85°C 
TwalUve = 65.02°c 
T)~ _ P vail V-D-) i„„er^wall 
wall 
Pwall 
V = 0.487 m/s 
Rewan = 50,517 
cp,bar = 4.842 kJ/kg-K 
f = 0.02091 
3. Krasnoshchekov 
etal. (1970) 
Inputs Equations Results References 
hbulk = 382.59 kJ/kg 
hWaii = 301.11 kJ/kg 
Pbuik = 300.8 kg/m3 
Pbuik= 2.481xl0"5 kg/m-s 
kbu,k= 3.717xl0"2 W/m-K 
cP,buik = 3.420 kJ/kg-K 
Prbuik = 2.283 
hbulk = 382.59 kJ/kg 
pwaii = 824.4 kg/m3 
Pwaii= 7.471 xlO"5 kg/m-s 
kwall = 5.270x102 W/m-K 
cP,waii = 2.161 kJ/kg-K 
PrWaii = 3.063 
— hwau ) 
p,bar srp rp x 
v test,avg wall,avg / 
/ = (0.790 ln(Re„;,)-1.64)-2 
P - P ip 
r 
1 lestjivg 1 crit 
B = (1.004544Pr'°35729 ) /(0.79063 + p10 35729 ) 
k = -0.0066 + 48.0512e~5m6P' 
n = (0.8713 \Pr6 847882 )/(2.312497 + p6847882) 
z v 
m =  B  C p M r  
\ ^p,wall J 
Yu (//8)Re-Pr-
" 1.07 + 12.7(//8)'"(Pr^-l) 
(  \ n (  V  
3 Nu = Nud pw°" cpmr 
\ Pbuik ) y ^p,wall j 
h _ nu'kbm 
Krasnoshchekov { t t~\\ 
V inner 
Pr= 1.103 
B = 0.7811 
k = 0.1528 
n = 0.3998 
m = 0.8836 
NUd = 225.9 
Nu = 689.6 
h Krasnoshchekov 2,728 W/m -K 
hlCrasnoshchekov — 1 22 hexperimental 
deviation = 22.06% 
Overprediction 
Pitla et al. correlation (2002) 
G = 401.6kg/m2-s 
Dti = 9.40 mm 
Pm = 278.8 kg/m3 
Pbuik = 300.8 kg/m3 
Pbuik = 2.48lxlO"5 kg/m-s 
kbuik = 3.717x10'2 W/m-K 
cP,buik = 3.420 kJ/kg-K 
Prbuik = 2.283 
hbuik = 382.59 kJ/kg 
pwaii = 824.4 kg/m3 
Pwaii= 7.47 lxlO"5 kg/m-s 
kwall = 5.270xl0'2 W/m-K 
cD,waii = 2.161 kJ/kg-K 
Find Nusselt Number at wall temperature 
Use velocity at test section inlet to compute the Reynolds 
number regardless of the actual location. 
%.=G/p,. 
P r _ P«nu v, K„ 
D.WllI 
Pwall 
' / w ,=(07901n(Re^)-1.64)-2 
(/«,/8)(Re^-1000)Pr_ 
"""" 1 + 12.7(^/8)'"M-1) 
Find Nusselt Number at bulk temperature 
PL = G' 
Vjn = 1.440 m/s 
Rcn.waii= 149362 
fwall = 1.655xl0"2 
Nuo.waii= 573.1 
Vbuik= 1.335 m/s 
Ren.buik= 152,103 
fb„ik= 1.649xl0"2 
NuD>buik = 499.8 
Nud = 760.6 
hpjtii = 3,008 W/m2-K 
hpitia 1.35 hexperimental 
deviation = 34.59% 
Overprediction 
4. Incropera and 
DeWitt (2002) 
5. Gnielinski 
(1976) 
6. Pitla et al. 
(2002) 
ON <d 
Inputs Equations Results References 
Prwaii = 3.063 
n~ Pbulk^ inner ^hulk 
DJyulk 
"bulk 
4 fbuik ~ (0-790 ln(ReOMt) -1.64)2 
s v if bulk / 8)(ReDA,Jt -1000) PrMt 
l + 12.7CL./8r(Pr^-l) 
Find local heat transfer coefficient 
6 w _ i^UD,wall + ^UD,bulk ) f ^wall 1 
" 2 k V bulk 
l. _ Nud • khM 
Note: All references cited in this appendix are included in References of the dissertation. 
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APPENDIX G. PHASE-CHANGE HEAT TRANSFER AND PRESSURE DROP 
MODELS 
Inputs Equations Results References 
Heat Transfer Models 
Wavy point 
Ptestin = 3006.59 kPa 
P test,out = 3003.58 kPa 
G = 398.6 kg/m2-s 
Xtestavg = 0.4950 
Twall.avg = 46.83°C 
(I.D.)jnner = 9.40 mm 
hexperimental = 2095 W/m'-K 
Refrigerant Properties 
^test^avg idlest ju ^testjtul ^ ^ 
f idlest,avg> ) 
PnP„M,>^ ,k n k v ,  c p J  , c p v ,  Pr,, Prv, h f g  = f (T m  )  
dbaseiine = 9.40 mm 
pc G( l -x , e s l a v g ) ( I .D . ) i m e r  
Mi 
( Y V \0.5 z xO.I 
Y _ ^testœvg Pv P( 
X ^test.avg J  \P l  J  X P V J  
If Re, <1250 
Ft,=0.025Rer[' + 1'7--],!G'„ 
If Re, > 1250 
Fr. = 1.26RerP^ ^ r  
Ga" 
If 1.75 < Frso < 14, wavy flow model 
If 14 < Frso < 24, wavy-to-annular transition model 
If 24 < Frso < 65, annular flow model 
Wavy Flow Model 
9i is evaluated by Baroczy (1965) void fraction model 
f ( 1 Y'V X 0 65 Z xO.13 V' 
a = 1 + - P« A 
X X!f'S!.avg y \ Pi J V Mv J J 
( 0, V arccos(2a-l) 
y 7Z ) 71 
C a  9 M(p , -pJ i -D . ) , „J  
Pi 
Wavy Point 
Ptest.avg = 3005.08 kPa 
Tsat = 61.98°C 
pi = 791.4 kg/m3 
pv = 210.3 kg/m3 
p, = 7.008x10"' kg/m-s 
pv = 2.019x10"' kg/m-s 
k, = 5.198x10"' W/m-K 
cp,i = 2.790 kJ/kg-K 
Pr, = 3.762 
hfg = 75.64 kJ/kg 
a = 6.91X10"4 
Re, = 26,995 > 1250 
X„ = 0.5943 
Frso = 12.03 < 14 => Wavy flow 
a = 0.6649 
0,= 1.907 rad= 109.3° 
Ga = 7.618x10s 
Ja, = 0.5589 
Nur.im = 226.8 
hfilm = 1,254 W/m2-K 
Dh,liquid pool 3.98 111111 
RCliquid = 11,442 
NuforCed = 301.6 
hforced = 3,936W/m'-K 
hwavy = 2,308 W/m2-K 
hwavy 1.10 hexperimental 
deviation = 10.17% 
Overprediction 
1. Baroczy 
(1965) 
Inputs Equations Results References 
Ja,= ^ pjC^sat ^wa//.oyg) 
Num = 
1.1212 
0, 
Ga Pr, 
Ja, [{'sin"
3^) 4 
hf
"
m (I.D.) 
» hjiquid poo/ 
A,., avg / hjiquid pool 
0.97 ?» 0.3 
= 0.005 Re -Pr, 1 + 
1-x 
EL 
Pv v y 
0, 
forced 
i 
h,kquid pool 
/ 
- ~
hr«" + \ — —\h 7t 
Annular Point 
P test,in = 3006.59 kPa 
P test,out = 3003.58 kPa 
G = 500.6 kg/m2-s 
xtes,,aVg = 0.7083 
Twall.avg = 47.28°C 
(I.DOhner = 9.40 mm 
hexperimental = 2993 W/lIl'-K 
Annular Flow Model 
Re _ G^-x^gX1-0-)^ 
Annular Point 
M, 
=0.013rerpr," 
h NU~^,r ' K 
annular ( f D \ 
v ' "/ inner 
rtest,avg rsat = = 
i + 
/ --
V ^Ame/me J 
= 2981.93 kPa 
= 61.67°C 
Pi = 795.0 kg/m3 
pv = 207.6 kg/m3 
Hi = 7.061x10"' kg/m-s 
Hv = 2.008x10"' kg/m-s 
k, = 5.205x102 W/m-K 
cp,i = 2.745 kJ/kg-K 
Pr, = 3.724 
hfg = 76.56 kJ/kg 
ct = 6.91X10"4 
Re, - 19,434 > 1250 
Inputs Equations Results References 
X„ = 0.2608 
Frso = 28.7 > 24 => annular flow 
NUannular = 536.8 
hannular = 2973 W/m'-K 
hannular 0.99 hexperimental 
deviation = -0.67% 
Underprediction 
Transition Point 
Ptest,in = 3000.17 kPa 
Ptest,out = 2997.86 kPa 
G = 497.9 kg/m2-s 
Xtestivg = 0.5208 
Twall.avg = 47.28°C 
Tsa, = 61.89°C 
(I.DOimer = 9.40 mm 
hexperimental = 2691 W/m'-K 
Wavy-to-Annular Flow Transition 
hwavy = h calculated using wavy flow model 
at.. h "(J •D.)jniKr 
& 
Nuannuiar = Nu calculated using annular flow model 
Frso,wavy ~ 14 and FrSOj annular 24 
( py — pr f pr — pr ^ 
- J- ^ y so,annular wavy J ^ so,annular 1 so,wavy J 
Transtion Point 
Ptest,avg = 2999.01 kPa 
Tsat = 61.89°C 
PI = 792.4 kg/m3 
pv = 209.5 kg/m3 
HI = 7.023xlO"5 kg/m-s 
Hv = 2.016xl0"5 kg/m-s 
k, = 5.200x10"' W/m-K 
cp,i = 2.777 kJ/kg-K 
Pr,= 3.751 
hfg = 75.90 kJ/kg 
a = 6.91x10"* 
Re, = 31,927 >1250 
X„ = 0.5406 
Frso = 16.47 
14 < Frso < 24 => flow in Wavy-
annular transition 
hWavy = 2708 W/m2-K 
NUwavy = 488.48 
NUANNULAR = 481.12 
NUtransition — 486.50 
transition = 2697 W/m2-K 
hannular ^ 00 hexperimental 
deviation = 0.22% 
Overprediction 
Inputs Equations Results References 
Pressure Drop Models 
Wavy point 
Pterin = 3006.59 kPa 
Ptest,out = 3003.58 kPa 
G = 398.6 kg/m2-s 
Xtest,avg 0.4950 
Twall,avg = 46.83°C 
Tsat= 61.98°C 
pi = 791.4 kg/m3 
py = 210.3 kg/m3 
Pi = 7.008xl0"5 kg/m-s 
pv = 2.019xl0'5 kg/m-s 
k, = 5.198x10-2 W/m-K 
cp,i = 2.790 kJ/kg-K 
Pr, = 3.762 
hfg = 75.64 kJ/kg 
c = 6.91x10" 
(I.D.)mner = 9.40 mm 
dP/dzf,eXp = 1.405 kPa/m 
Annular Point 
P test,in = 3006.59 kPa 
Ptest,om = 3003.58 kPa 
G = 500.6 kg/m2-s 
xtest,avg = 0.7083 
Twall.avg = 47.28°C 
Tsat = = 61.67°C 
p, = 795.0 kg/m3 
pv = 207.6 kg/m3 
PI = 7.061xl0"5 kg/m-s 
pv = 2.008xl0"5 kg/m-s 
k, = 5.205xl0-2 W/m-K 
cp,i = 2.745 kJ/kg-K 
Pri = 3.724 
hfg = 76.56 kJ/kg 
<j = 6.91xl0"4 
(I.D.)hner = 9.40 mm 
If 1.75 < Frso <14, wavy flow model 
If 14 < Frso < 24, wavy-to-annular transition model 
If 24 < Frso < 65, annular flow model 
dbaseiine = 9.40 mm 
-, Re 
fc GO 
My 
16/R eGO 
0.079 Reco™025 
0.046 Reco"02 
16/Ret0 
0.079Reto 025 
0.046Re, "°2 
_ G(I.D.)„mr 
a 
Reco < 2300 
2300 < Reco < 20000 
Reco > 20000 
Rei0 < 2300 
fLO = . t  2300 < Rem < 20000 
, ^ re^, > 20000 
(dP I dz)fL0 = 2 f J}1 l(dactmlp,) 
y2 (dp/dz)fgo 
(dP/dz)fLO 
1 Re <2300 
0.25 2300 < Re L0 <20000 
0.2 Re LO >20000 
1 
Wavy Flow Model 
c(x) = f-^r + -^- + 0.76 
v ^test.avg tesl,avg ^baseline 
\-0.77 
Wavy Point 
ReGo= 185,547 
ReL0 = 53,457 
fûo = 4.065xl0"3 
to = 5.214x103 
dP/dzfjG0 = 653.7 kPa/m 
dP/dzf,L0 = 222.8 kPa/m 
Y =1.713 
n = 0.2 (ReL0 > 2300) 
Nconf = 3.707xl0-2 
Re, = 26,995 > 1250 
X„ = 0.5943 
Frso = 12.03 < 14 => Wavy flow 
C(x) = 7.108 
<(>LO2 = 6.812 
(dP/dz)f]Wavy =1.518 kPa/m 
(dP/dz)fjWavy = 1.08 (dP/dz)f,exp 
deviation = 8.04% 
Overprediction 
Annular Point 
ReG0 = 234,324 
ReL0 = 66,634 
fGo = 3.880xl0'3 
fLO = 4.989xl0-3 
dP/dzfco = 996.6 kPa/m 
dP/dzf,Lo = 334.8 kPa/m 
Y = 1.725 
n = 0.2 (Rem > 2300) 
Nconf= 3.687xl0-2 
Re, = 19,434 > 1250 
X„ = 0.2608 
Frso = 28.7 > 24 => annular flow 
C(x) = 4.209 
Inputs Equations Results References 
dP/dZf,eXp = 2.592 kPa/m 
Transition Point 
Pterin = 3000.17 kPa 
P test,out = 2997.86 kPa 
G = 497.9 kg/m2-s 
Xtest,avg = 0.5208 
Twaiuvg= 47.28°C 
T,at = 61.89°C 
PI = 792.4 kg/m3 
pv = 209.5 kg/m3 
Pi = 7.023xl0"5 kg/m-s 
pv = 2.016xl0"5 kg/m-s 
k| = 5.200xl0"2 W/m-K 
G,,, = 2.777 kJ/kg-K 
Pr, = 3.751 
hfg = 75.90 kJ/kg 
a = 6.91xl0"4 
(I.DOinner = 9.40 mm 
dP/dzfexp = 2.100 kPa/m 
Annular Flow Model 
CW = (l8.22-31.97%^ +17.21z_jf^ 
X baseline J 
\-0.34 
/ v ' f .LO 
Wavy-to-Annular Flow Transition 
(dP/dz)f,wavy = (dP/dz)f calculated using wavy flow model 
(dP/dz)f annuls = (dP/dz)f calculated using annular flow model 
Fr, so,wavy 14 and Frs0, annular 24 
r  Fr -Fr N soy so,wavy 
Fr — Ft* 
so.annular wavy J 
FT — Fr 1 
'so,annular 1 'so 
dP} 
dz J f .transition 
dP^ 
dz 
Fr — Fr \ so,annular so,wavy J 
dP 
dz 
f,annular 
x 
/ f,wavy 
ko2 = 7.302 
(dP/dz)f
-annuiar = 2.444 kPa/m 
(dP/dz)f>annular = 0.94 (dP/dz)f,exp 
deviation = -5.71% 
Underprediction 
Transtion Point 
ReGO = 232,105 
ReL0 = 666,34 
fGO = 3.887xl0'3 
to = 4.989x103 
dP/dzfiG0 = 978.6 kPa/m 
dP/dZfto = 332.1 kPa/m 
Y =1.717 
n = 0.2 (ReLo > 2300) 
Nconf= 3.701 xlO-2 
Re, = 31,927 > 1250 
Xtt = 0.5406 
Frso= 16.47 
14 < Frso < 24 => flow in Wavy-
annular transition 
(dP/dz)fiWavy = 2.344 kPa/m 
(dP/dz)fiannular = 2.177 kPa/m 
(dP/dz)filransiti0„ = 2.303 kPa/m 
(dP/dz)f,annular =1.10 (dP/dz)f-exp 
deviation = 9.67% 
Overprediction 
Note: All references cited in this appendix are included in References of the dissertation. 
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APPENDIX H. SUPERCRITICAL HEAT TRANSFER AND PRESSURE DROP 
MODELS 
Inputs Equations Results References 
Heat Transfer and Pressure Drop Models 
Liquid-Like Point 
Ptes,,in = 4090.91 kPa 
Ptest,out = 4086.54 kPa 
G = 303.4 kg/m2-s 
Ttest,avg = 47.62°C 
Twall,avg = 37.80°C 
(I.D.)ùmer = 9.40 mm 
dP/dztexP = 0.3431 kPa/m 
h^xp =1132 W/m2-K 
Pseudo-Critical Point 
= 4502.52 kPa 
= 4504.00 kPa 
r test, in " 
Ptest,out 
G = 296.5 kg/m'-s 
T,est,avg = 77.91°C 
Twa„,avg = 54.50°C 
(I.DOtone, = 9.40 mm 
dP/dzf-exp = 0.4290 kPa/m 
KxP = 1933 W/m2-K 
Gas-Like Point 
P test,in = 3739.54 kPa 
Ptestout = 3735.25 kPa 
G = 399.1kg/m2-s 
L test,avg = 109.5°C 
Twall,avg = 72.33°C 
(I.D.)inner = 9.40 mm 
dP/dzf,exp = 2.401 kPa/m 
hexp =1193 W/m2-K 
Refrigerant Properties 
^testAVg idlest jn ^Lsï.uivr ) ^ ^  
TKMg=iT,eS,,,„+TleSi.oJ11 
^ = cv%«,pm, = 3729kpa 
PblMbi CpJ> > > Pr6 ' hb , — f(Tiesi,avg ' ^ 'lesl.avg ) 
Pw ' /Av Pi*, > — f(Twait,avg ' ^ >KU,avg ) 
dbaseiine = 9.40 mm 
Re = 
fchurchiii = f (Churchill), see Appendix B 
Nuchurchiii-coirected = Nu (Churchill) with f calculated using 
correlations developed in the present study. 
Liquid-Like Point 
fliquid-like ~ 2-415 fChurchill 
a, 
\Pb J 
s 0.507 X -0.184 
dP 
dz 
1 
fjiquid-like 
2 fliquid—likePl^^ ^ ^  
\ baseline J 
L. 
liquid-like ^ Churchill-corrected 
liquid-like^b 
z x 0.455 -0.283 
c da t p,w 1 
•°-
1 o*" 
<. ^baseline j 
liquid-like / r r\ \ 
V * ') inner 
Pseudo-Critical Point 
f, pseudn-crtical 
dP\ 
dz J 
= 2.622^ 
z X 0.230 
A, 
P b )  
(/-d-). X-0 531 
baseline J 
f .pseudo-critical 
= — f n V1—^22-
2 (ID.). 
Liquid-Like Point 
P test,avg = 4088.72 kPa 
Pr=1.10 
Pb = 959.0 kg/m3 
Hb = l.OlSxlO"4 kg/m-s 
kb = 5.917xl0"2 W/m-K 
Cp,b = 1.664 kJ/kg-K 
Prb = 2.862 
pw = 1013.2 kg/m3 
Hw = 1.169x10"" kg/m-s 
kw = 6.265x102 W/m-K 
Cp,w = 1.555 kJ/kg-K 
Prw = 2.900 
Re = 28,010 
V = 0.316 m/s 
fchurchiii = 0.0238 
fliquid-like = 0.0591 
dp/dz£liquid„,ike = 0.3016 kPa/m 
dP/dZf,iiquid„like = 0.88 dP/dzf_exp 
deviation = -12.10% 
Underprediction 
NUchurchill-corrected 206.5 
liquid-likc 201.6 
hliquid-like = 1266 W/m2-K 
hliquid-like 1-12 hexp 
deviation = 11.84% 
Overprediction 
Pseudo-Critical Point 
P test,avg = 4503.26 kPa 
Pr= 1.21 
pb = 645.8 kg/m3 
pb = 5.128xl0"5 kg/m-s 
kb = 4.964xl0"2 W/m-K 
Cp,b = 4.239 kJ/kg-K 
Inputs Equations Results References 
Z \ 0236 , x -0.U9 
Nu =0 928M/ p,w ac,ua' iyU pseudo-critical churchilt-correcled , 
^p,b J V. baseline ) 
7__ pseudo-critical^b 
pseudo-critical ( T D \ 
V * )inner 
Gas-Like Point 
z x-0.587 
f —1 O-?-! f f ] J gas-like *• J Churchill , 
X baseline J 
(**} - * f 0 y1 
Z X-0.212 * -, -0.353 
A/y = 1 093 Nu Cp,w ^a"ua' 
i y U  g a s - l i k e  1  • y j y j i y  u  C h u r c h i l l - c o r r e c t e d  ,  
y ^p.b J x baseline J 
j Nugm_litekb 
Prb = 4.379 
pw = 923.8 kg/m3 
Hw = 9.339x 10"5 kg/m-s 
kw = 5.723x10^ W/m-K 
Cp,w = 1.737 kJ/kg-K 
Prw = 2.834 
Re = 54,336 
V = 0.4591 m/s 
fchurchiii = 0.0204 
fpseudo-critical 0.0581 
dP/dzf,pseudo-critical = 0.4204 kPa/m 
dP/dzf)pSeu((o-critical 0.98 dP/dZfiCXp 
deviation = -2.00% 
Underprediction 
NUchurchiU-corrected 485.0 
^^pseudo-critical 364.6 
hpseudo-critical 1926 AV/m -K 
hpseudo-critical 1.00 hexp 
deviation = -0.36% 
Underprediction 
Gas-Like Point 
Ptest,avg = 3737.39 kPa 
Pr=1.00 
pb= 162.1 kg/m3 
Hb = 2.025xl0"5 kg/m-s 
kb = 2.911x10 2 W/m-K 
Cp,b = 1.387 kJ/kg-K 
Prb = 0.965 
pw = 384.4 kg/m3 
Hw = 2.926x10"5 kg/m-s 
kw = 5.863x10-2 W/m-K 
Cp,w = 28.076 kJ/kg-K 
Prw = 14.013 
Re = 185,221 
Inputs Equations Results References 
V = 2.462 m/s 
fchurchiii = 0.0158 
fgas-like = 0.0453 
dP/dztgas.iike = 2.369 kPa/m 
dP/dzfigas„iike = 0.99 dP/dzf,exp 
deviation = -1.33% 
Underprediction 
^^Churchill-corrected 609.8 
N^gas-like 352.2 
hgas-iike =1091 W/m2-K 
hgas-like 0.91 h^xp 
deviation = -8.55% 
Underprediction 
Heat Transfer Models 
Note: All references cited in this appendix are included in References of the dissertation. 
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