Mechanische Integratoren für Kontaktvorgänge deformierbarer Körper unter großen Verzerrungen by Hesch, Christian
Christian Hesch
Schriftenreihe des Lehrstuhls für 
Numerische Mechanik
Herausgeber: Peter Betsch
Band
Mechanische Integratoren 
für Kontaktvorgänge 
deformierbarer 
Körper unter großen 
Verzerrungen
I

Mechanische Integratoren fu¨r
Kontaktvorga¨nge deformierbarer Ko¨rper
unter großen Verzerrungen
Dissertation
zur Erlangung des akademischen Grades
Doktor-Ingenieur
vorgelegt von
Dipl.-Ing. Christian Hesch
aus Siegen
eingereicht dem
Fachbereich Maschinenbau
der Universita¨t Siegen
Hauptreferent: Prof. Dr.-Ing. Peter Betsch
Korreferenten: Prof. Dr. Barbara Wohlmuth
Prof. Dr.-Ing. Peter Wriggers
Tag der mu¨ndlichen Pru¨fung:
13.Dezember 2007

Schriftenreihe des Lehrstuhls fu¨r Numerische Mechanik
Band I
Christian Hesch
Mechanische Integratoren fu¨r
Kontaktvorga¨nge deformierbarer Ko¨rper
unter großen Verzerrungen
Herausgeber: Peter Betsch
Siegen 2008
Impressum
Prof. Dr.-Ing. habil. Peter Betsch
Lehrstuhl fu¨r Numerische Mechanik
Universita¨t Siegen
57068 Siegen
ISSN 1866-1203
URN urn:nbn:de:hbz:467-3156
Zugl.: Siegen, Univ., Diss., 2007
iZusammenfassung
Forschungsziel dieser Arbeit ist die Simulation von Kontakt-Vorga¨ngen. Ein bei-
spielhafter und konkreter Anwendungsfall ist die computerunterstu¨tzte Crash-
Simulation von Fahrzeugen der Automobilindustrie. Die begriﬄiche Bestimmung
von
”
Kontakt“ wird hierbei weitest definiert mit dem Ziel, das umfassende Feld
der Gebietszerlegungsverfahren einbringen zu ko¨nnen. Diese notwendige Voraus-
setzung ergibt sich aus der Tatsache, dass ein Teil der Interface-Strukturen zur
Beschreibung von Kontakt-Vorga¨ngen urspru¨nglich fu¨r Gebietszerlegungsverfah-
ren entwickelt wurde.
Die Entwicklung numerischer Methoden fu¨r die Zeitintegration ist damit das sub-
stanzielle Ziel der vorliegenden Untersuchung. Die Integratoren mu¨ssen fu¨r die
algorithmische Erhaltung grundlegende Symmetrie-Eigenschaften des mechani-
schen Systems gewa¨hrleisten. Diese Zeitschrittverfahren sind unter der Bezeich-
nung
”
Mechanische Integratoren“ bekannt und wurden bislang ohne Erfolg auf die
zur Beschreibung von Kontakt-Vorga¨ngen notwendigen Zwangsbedingungen an-
gewandt. Die mechanischen Integratoren bieten eine einheitliche Vorgehensweise
zur Gewa¨hrleistung der fundamentalen physikalischen Eigenschaften sowohl fu¨r
die nichtlineare Elastostatik als auch fu¨r allgemeine nichtlineare Zwangsbedin-
gungen.
Die algorithmische Erhaltung zentraler Eigenschaften wie der Gesamtenergie und
der Impulsabbildungen fu¨hren in der Praxis zu einer herausragenden numeri-
schen Stabilita¨t; insbesondere bei Kontakt-Vorga¨ngen ist dies von qualitativ ho-
hem Interesse. Auch die hieraus resultierende Mo¨glichkeit der Wahl beliebiger
Zeitschritte zeichnet dieses Verfahren aus. Jene Eigenschaften sowie die Konzep-
tion der mechanischen Integratoren setzen ein exaktes Einfordern der holonomen
Zwangsbedingungen voraus. Dies kann mithilfe zusa¨tzlicher Freiheitsgrade, den
Lagrangeschen Multiplikatoren, erfolgen. Die zugeho¨rigen Bewegungsgleichungen
ko¨nnen als ein differential-algebraisches Gleichungssystem geschrieben werden.
Eine spezifische Besonderheit in der Beschreibung von Kontakt-Vorga¨ngen bei der
Simulation großer Deformationen von vollsta¨ndig nichtlinearen Systemen unter
Einbindung beliebiger konstitutiver Gesetze liegt in der Verwendung der Karush-
Kuhn-Tucker Bedingungen. Sie bestimmen, ob und wann eine Zwangsbedingung
aktiv ist oder nicht. Diese Klasse der Ungleichheits-Zwangsbedingungen erfordert
ein entsprechendes Anpassen der mechanischen Integratoren.
ii
In der vorliegenden Untersuchung werden alle notwendigen Formulierungen so-
wohl fu¨r die Elasto- als auch fu¨r die Kontaktmechanik detailliert hergeleitet.
Das resultierende nichtlineare Gleichungssystem kann mit einem Newton-Raphson
Verfahren gelo¨st werden. Nicht zuletzt werden mithilfe verschiedener numerischer
Beispiele die Sta¨rken der neu entwickelten Formulierungen nachvollziehbar de-
monstriert.
iii
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Kapitel 1 - Einleitung 1
1. Einleitung
Die vorliegende Arbeit thematisiert Gebietszerlegungsverfahren und reibungs-
freie Kontaktvorga¨nge von deformierbaren Ko¨rpern, die im Rahmen der Finite-
Element-Methode diskretisiert wurden. Die besonders betrachteten Interface-
Strukturen sind dabei unabha¨ngig von den kontinuumsmechanischen Vorgaben,
so dass große Deformationen und plastische bzw. viskoelastische Vorga¨nge kei-
nen Einfluss auf den Kern dieser Untersuchung haben. An die Konzeption der
Zwangsbedingungen zur Beschreibung des Interfaces und deren Implementierung
in ein geeignetes Integrationsverfahren sind hohe Anforderungen zu stellen, um die
Stabilita¨t des Systems zu gewa¨hrleisten. Daher wird im Folgenden vorab die Ent-
wicklung mechanischer Integratoren fu¨r die Beschreibung von Kontaktvorga¨ngen
motiviert und entsprechende Literaturstellen der ju¨ngeren Vergangenheit wer-
den aufgelistet. Dem folgt eine U¨bersicht u¨ber die Struktur dieser Arbeit. Sie
ermo¨glicht einen Einblick in die Grundlagen der Mechanik bis hin zur Implemen-
tierung komplexer Kontakt-Formulierungen und den an diese gestellten Forderun-
gen.
1.1. Motivation
Nichtlineare Kontakt-Vorga¨nge finden in etlichen Sektoren Anwendung, u.a. in
Crash-Simulationen, bei Tiefziehverfahren, in den Geo-Wissenschaften (Erdbe-
ben-Forschung) sowie in milita¨rischen Simulationen. Eng verwandt mit den Kon-
taktbeschreibungen sind die Gebietszerlegungsverfahren, die z.B. der Kopplung
von unterschiedlich diskretisierten Gebieten, der Kopplung von verschiedenen
physikalischen Modellen sowie zur Parallelisierung großer Systeme dienen.
Derzeit ga¨ngige Implementierungen von Kontakt-Zwangsbedingungen zeichnen
sich bis heute durch ein relativ instabiles Verhalten aus. Dieses Verhalten liegt
insbesondere in den verwendeten Verfahren zur numerischen Integration der nicht-
linearen Differentialgleichungen (ODEs) sowie in der Implementierung der Un-
gleichheits-Bedingungen (den sog. Karush-Kuhn-Tucker Bedingungen) begru¨ndet.
Diese Untersuchung zielt auf die Entwicklung robuster numerischer Verfahren fu¨r
die Simulation nichtlinearer Kontakt-Vorga¨nge. Hierbei wird aufgezeigt, inwie-
weit sich beliebige Kontakt-Formulierungen systematisch als holonome Zwangs-
bedingungen in ein System Differential-Algebraischer Gleichungen (DAEs) ein-
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binden lassen. Darauf aufbauend erfolgt die allgemeine Konstruktion numerischer
Verfahren, die die algorithmische Erhaltung der fundamentalen Eigenschaften
des mechanischen Systems, sowie die Anwendung dieser Konstruktion auf die
Kontakt-Zwangsbedingungen gewa¨hrleisten. Die Erhaltung dieser Eigenschaften
fu¨hrt auf die fu¨r Kontakt-Simulationen extrem wichtige Stabilita¨t der Verfahren
unabha¨ngig von der gewa¨hlten Zeitschrittweite. Daher ist es folgerichtig, dass
mehrfach Arbeiten in der ju¨ngeren Vergangenheit zur Entwicklung numerischer
Verfahren mit den genannten Eigenschaften entstanden sind. Hiebei sind insbe-
sondere die Arbeiten von Laursen & Chawla [60, 61], Armero & Peto¨cz [2, 3]
Laursen & Love [62] sowie von Hauret & Le Tallec [39] zu nennen.
1.2. Hintergrund
Im Verlauf der 90er Jahre des vergangenen Jahrhunderts wurden erfolgreich nu-
merische Verfahren fu¨r die Integration von ODEs entwickelt mit der Befa¨higung,
die wichtigsten physikalischen Eigenschaften eines mechanischen Systems zu er-
halten. Die theoretischen Grundlagen sind in den bemerkenswerten Werken von
Marsden [65, 1, 66] zu finden. Die Entwicklung von sog. mechanischen Integrato-
ren stellt die konsequente Umsetzung dieser theoretischen Grundlagen auf diskrete
Systeme dar. Besonders wurden implizite Einschritt-Verfahren mit den genannten
Eigenschaften entwickelt, siehe u.a. [89, 90, 28, 29, 32, 30, 31, 63]. Weiterfu¨hrende
Analysen und Anwendungen finden sich in [4, 5, 84] und [33], sowie in den Werken
von Betsch [17, 16, 18, 19, 11, 13].
Die Grundlagen zur Konzeption von Zwangsbedingungen fu¨r den Kontakt nicht-
konformer Netze entstanden in den 80er Jahren des 20ten Jahrhunderts, siehe u.a.
in [36, 37, 91, 6, 107, 104, 74, 58, 44]. Aufgefu¨hrt werden hier nur Arbeiten zur
Behandlung nichtlinearer Kontakt-Vorga¨nge unter großen Deformationen. Des-
halb wird eine Vielzahl von Werken zum Kontakt linear-elastischer Ko¨rper mit
kleinen Verzerrungen nicht erwa¨hnt. Eine U¨bersicht u¨ber die Entwicklungen in
beiden Bereichen findet sich in den Lehrbu¨chern von Wriggers [106] und Laursen
[59]. Neuere Ansa¨tze zur Minimierung des durch die Nichtkonformita¨t resultieren-
den Fehlers (die sog. Mortar-Methode) sind in [91, 10, 99, 100, 102, 25] enthalten.
Allerdings liegt der Schwerpunkt dieser Artikel im Bereich von Gebietszerlegungs-
methoden. Eine Anwendung dieser Ansa¨tze auf Kontakt-Vorga¨nge findet sich in
[67, 38, 47, 23, 24]. Allgemein ist die Integration dieser Zwangsbedingungen in ei-
ne vollsta¨ndig nichtlineare Umgebung erst in den letzten Jahren erwogen worden,
siehe u.a. in [78, 108]. Allerdings hier nur unvollsta¨ndig, so dass grundlegende
Erhaltungseigenschaften sowie die zugeho¨rigen Symmetrieeigenschaften verloren
gegangen sind. Eine vollsta¨ndige Umsetzung fu¨hrt im Allgemeinen auf eine Ver-
besserung der Stabilita¨t, zumal die Anwendung mechanischer Integratoren dieses
Vorgehen erzwingt.
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Die Einbindung von Ungleichheits-Zwangsbedingungen in diskrete Systeme findet
sich in u.a. [45, 101] und ist unter dem Namen Active-Set Strategie bekannt. Hier-
bei ermo¨glicht eine Neudefinition der Zwangsbedingung diese als Gleichgewichts-
Zwangsbedingung zu behandeln. Die Einforderung von Gleichgewichts-Zwangsbe-
dingungen erfolgt wiederum ha¨ufig durch die Verwendung von Penalty-Verfahren.
Diese Klasse von Verfahren aus der Optimierungstheorie (vgl. [80, 81]) reagieren
allerdings sehr sensitiv auf A¨nderungen des willku¨hrlich vorgegebenen Penalty-
Faktors und bewirken eine nachteilige Konditionierung des Systems. Da des Wei-
teren die Mortar-Methode explizit auf die Verwendung Lagranger Multiplikatoren
ausgelegt ist, werden aus der Active-Set Strategie resultierende holonome Zwangs-
bedingungen grundsa¨tzlich unter Zuhilfenahme von Lagrangen Multiplikatoren
exakt eingefordert.
Der durch die Verwendung der Lagrangen Multiplikatoren entstehende Satz Dif-
ferential-Algebraischer Gleichungen (DAEs) kann zu weiteren numerischen Pro-
blemen fu¨hren. Es wird hier auf einen U¨bersichtsartikel zur Problematik von
Sattelpunkt-Problemen von Benzi, Golub & Liesen [8] hingewiesen, in dem zum
einen alle wesentlichen Aspekte zur numerischen Lo¨sung von derartigen Proble-
men dargelegt sind und zum anderen eine U¨bersicht u¨ber die verfu¨gbare Literatur
zu dieser Thematik geboten wird. Letztlich fu¨hrt diese Vorgehensweise zusammen
mit den mechanischen Integratoren zu einer herausragenden Stabilita¨t des Verfah-
rens. Dies wird u¨ber verschiedene numerischer Beispiele schlu¨ssig demonstriert.
Zuletzt ist festzuhalten, dass die resultierenden DAEs als ODEs auf einer be-
stimmten Mannigfaltigkeit interpretiert werden ko¨nnen. Daraus ergibt sich wie-
derum die Mo¨glichkeit zur Reduktion der DAEs zu ODEs, vgl. [8, 12, 15]. Die
verschiedenen Verfahren werden aus Gru¨nden der Vollsta¨ndigkeit in dieser Arbeit
vorgestellt.
1.3. Gliederung
Die Arbeit gliedert sich wie folgt auf: In Kapitel 2 werden die Grundlagen me-
chanischer Systeme und deren numerische Umsetzung erla¨utert. Hierbei wird in
Kapitel 2.1 auf die grundlegenden Gleichungen der Dynamik eingegangen und in
Kapitel 2.2 ein kurzer Abriss u¨ber die wichtigsten Begriffe der Kontinuumsme-
chanik festgehalten. Die numerische Umsetzung im Rahmen der Finite-Element-
Methode ist aus Kapitel 2.3 ersichtlich. Das Grundlagen-Kapitel schließt mit der
Herleitung mechanischer Integratoren in Kapitel 2.4.
Kapitel 3 befasst sich allgemein mit den Eigenschaften von Gleichheits- sowie von
Ungleichheits-Zwangsbedingungen. Dafu¨r werden in Kapitel 3.1 die Mo¨glichkeiten
zur Einforderung von Zwangsbedingungen und deren Auswirkungen ero¨rtert. In
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Kapitel 3.2 folgen die Bedingungen, unter denen eine algorithmische Erhaltung
der fundamentalen physikalischen Eigenschaften mo¨glich ist.
In Kapitel 4 folgen nichtkonforme Gebietszerlegungsmethoden. Die Herleitung
erfolgt zuna¨chst auf Basis der NTS-Methode in Kapitel 4.1, gefolgt von der Her-
leitung der Mortar-Methode sowie ein knapper Einblick in die Nitsche-Methode
in Kapitel 4.2.
Im letzten theoretisch orientierten Kapitel 5 werden die Erweiterungen der gezeig-
ten Methoden auf Kontakt-Vorga¨nge hergeleitet, gefolgt von den zum Einarbeiten
der Zwangsbedingungen in die mechanischen Integratoren notwendigen Gruppen-
a¨quivarianten Reparametrisierungen. Dabei folgt wiederum zuerst in Kapitel 5.1
die Darstellung der NTS-Methode und in Kapitel 5.2 die Darstellung der Mortar-
Methode.
In Kapitel 6 folgen eine Reihe von Beispielen zur Demonstration der vorgestell-
ten Ansa¨tze. Dabei werden insbesondere die Vorteile der Mortar-Methode bei
Kontakt-Vorga¨ngen am Beispiel eines Gleitlagers in Kapitel 6.1, sowie fu¨r Gebiets-
zerlegungen in Kapitel 6.2 gezeigt. In Kapitel 6.3 werden zuletzt die Auswirkun-
gen der Ungleichsheits- Zwangsbedingungen am Beispiel eines Kollisionsvorgangs
demonstriert.
Die Zusammenfassung folgt in Kapitel 7 unter Heraushebung der erzielten Ergeb-
nisse sowie einem Ausblick auf ku¨nftige Forschungsvorhaben in diesem Gebiet.
Am Schluss folgt der Anhang mit einigen erga¨nzenden Beispielen sowie die nu-
merische Umsetzung der NTS- und der Mortar-Methode.
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2. Grundlagen
2.1. Dynamik
2.1.1. Lagrangesche Mechanik
Die geometrische Lage eines Teilchens oder einer Gruppe von Teilchen kann
mit deren Koordinaten q beschrieben werden. Dabei stellt der Vektor q die n-
dimensionalen Koordinaten des Konfigurationsraums V = Rn dar. Beispiel fu¨r
ein Teilchen in der klassischen Mechanik ist die Lage des Massenzentrums ei-
nes idealisierten Starrko¨rpers. Des Weiteren kann die Position der Knoten eines
Finite-Element-Netzes in dem Vektor q dargestellt werden. Im Weiteren wird ein
u¨bergestellter Punkt als Ableitung nach der Zeit definiert. Es ist z.B. q˙ als die
Geschwindigkeit der Konfiguration q definiert. Damit ist q˙ im Tangentialraum
von V an der Stelle q, also Element von TqV.
Die Konfiguration q und die Geschwindigkeit q˙ bilden zusammen das Tangen-
tenbu¨ndel oder auch den Geschwindigkeitsphasenraum TV = V × TqV (vgl.
Marsden & Ratiu [66]). Innerhalb des Geschwindigkeitsphasenraums wird die Ki-
netische Energie K : TV→ R quadratisch in q˙ definiert:
K(q˙) =
1
2
q˙ ·Mq˙ (2.1)
mit der nichtsingula¨ren, blockstrukturierten Massenmatrix M ∈ Rn×n. Ferner
soll eine Abbildung V : V → R existieren, die das Potential eines konservativen
Kraftfeldes, das auf die Konfiguration wirkt, beschreibt. Die Lagrangefunktion
wird mit den beiden Gro¨ßen K und V definiert:
L(q, q˙) = K − V (2.2)
Die durch die Lagrangefunktion in dem geschlossenen Zeitintervall I = [tn , tn+1]
erzielte Wirkung wird mit der Funktion S beschrieben:
S =
tn+1∫
tn
L(q, q˙) dt (2.3)
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Das hamiltonsche Prinzip besagt, dass ein bewegtes, mechanisches System immer
dem Pfad stationa¨rer Wirkung folgt:
δS =
tn+1∫
tn
[
∂L
∂q
δq+
∂L
∂q˙
δq˙
]
dt = 0 (2.4)
Durch partielle Integration des zweiten Terms unter der Bedingung das δq an den
Ra¨nder tn und tn+1 gleich Null ist, folgt:
tn+1∫
tn
[
∂L
∂q
− d
dt
∂L
∂q˙
]
δq dt = 0 (2.5)
Aufgrund der Beliebigkeit der Variation von δq und aufgrund der einzigen Bedin-
gung an die Integrationsgrenzen (tn < tn+1), gilt:
∂L
∂q
− d
dt
∂L
∂q˙
= 0 (2.6)
Dies sind die so genannten Euler-Lagrange Gleichungen. Ist die MassenmatrixM
konfigurationsunabha¨ngig, reduzieren sich die Euler-Lagrange Gleichungen auf:
Mq¨+∇V (q) = 0 (2.7)
was dem 2. Newtonschen Axiom entspricht.
2.1.2. Hamiltonsche Mechanik
Der U¨bergang zur hamiltonschen Mechanik erfolgt durch eine Variablentransfor-
mation:
p =
∂L
∂q˙
(2.8)
Ein wichtiges mathematisches Hilfsmittel zur Variablentransformation stellt die
Legendre-Transformation dar. Soll die Abha¨ngigkeit einer beliebigen Funktion
f(x) durch die Variable y mittels der Substitution
y =
∂f
∂x
(2.9)
ersetzt werden, kann nachgewiesen werden, dass eine neue Funktion g:
g(y) = yx− f(x) (2.10)
die Legendre-Tranformierte von f ist. Fu¨r den Fall einer Lagrangefunktion gilt,
H(q,p) = p · q˙− L(q, q˙) (2.11)
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dass die Hamiltonfunktion die Legendre-Transformierte der Lagrangefunktion ist.
Unter der Voraussetzung einer nichtsingula¨ren Massenmatrix M kann in Verbin-
dung mit der Beziehung q˙ = M−1p die Hamiltonfunktion geschrieben werden
als:
H(q,p) =
1
2
p ·M−1p+ V (q) (2.12)
Unter Beru¨cksichtigung der Kettenregel und der vorgenommenen Legendre-Trans-
formation ko¨nnen die Ableitungen der Hamiltonfunktion nach p und q bestimmt
werden:
q˙ =
∂H
∂p
p˙ = −∂H
∂q
(2.13)
Die Gleichungen (2.13)1 und (2.13)2 werden als die hamiltonschen Gleichungen
bezeichnet. Wird des Weiteren beru¨cksichtigt, dass ∂H
∂q
= −∂L
∂q
gilt, zeigt sich die
A¨quivalenz der hamiltonschen Gleichungen zu den Euler-Lagrange Gleichungen
(2.6) und dem 2. Newtonschen Axiom.
Die Legendre-Transformation wird auch als Faserableitung bezeichnet (vgl. Gross
[33]). Die Beziehung q˙ = M−1p fu¨hrt auf eine Abbildung des Tangentialraums
TqV auf den Ko-Tangentialraum T
∗
qV. Entsprechend werden die Koordinaten
(q, q˙) des Tangentenbu¨ndels TV auf den Phasenraum Z mit den Koordinaten
(q,p) des Ko-Tangentenbu¨ndels T ∗V abgebildet. Die Hamiltonfunktion ist dem-
zufolge eine Abbildung von H : T ∗V → R. Die resultierenden hamiltonschen
Gleichungen (2.13) sind gewo¨hnliche Differentialgleichungen (ODEs) erster Ord-
nung im Phasenraum z = (q,p) ∈ R2n.
Die Verwendung der Variable z liefert eine kompakte Darstellung der Gleichung
(2.13):
z˙ = J∇H(z) = XH(z) (2.14)
mit der Abbildung XH : Z→ TzZ und der schief-symmetrischen, symplektischen
Matrix J mit der Blockstruktur:
J =
[
0 I
−I 0
]
(2.15)
Hierbei ist 0 die n × n Nullmatrix und I die n × n Einheitsmatrix. J ist die
zugeho¨rige Matrix einer linearen Abbildung R : Z∗ → Z. Zur Komplettierung
der Notation wird hier die zur inversen Linearform R−1 : Z → Z∗ assoziierte
Bilinearform Ω : Z× Z→ R eingefu¨hrt:
Ω(v,w) = v · Jw v,w ∈ R2n (2.16)
Gleichung (2.14) wird mithilfe der Abbildung R vereinfacht geschrieben als:
z˙ = R(∇H(z)) (2.17)
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Definition (Marsden & Ratiu [66]): Eine symplektische Form Ω auf einem Vek-
torraum Z ist eine nichtausgeartete schiefsymmetrische Bilinearform auf Z. Das
Paar (Z,Ω) wird symplektischer Vektorraum genannt.
Anmerkung: Die zur linearen Abbildung R assoziierte Bilinearform B wird auch
Poissonform genannt. Sie ermo¨glicht eine kompakte Darstellung der ha¨ufig beno¨-
tigten Poissonklammern {D,E} mit den Funktionen D(q,p) und E(q,p) (vgl.
Betsch [11]):
{D,E} = ∂D
∂q
· ∂E
∂p
− ∂E
∂q
· ∂D
∂p
= B(∇zD,∇zE) (2.18)
2.1.3. Erhaltungseigenschaften
Lie-Gruppen
Aus der Menge aller Abbildungen werden bestimmte Gruppen mit definierten
Eigenschaften verwendet. Diese Abbildungsgruppen G werden Lie-Gruppen ge-
nannt, wenn sie der Struktur einer differenzierbaren Mannigfaltigkeit entsprechen.
Dies bedeutet, dass eine duale Gruppen-Operation
Ψ : G×G→ G (2.19)
eine glatte Abbildung in dem Sinne ist, dass an jedem Punkt g ∈ G ein definierter
Tangentenraum TgG existiert. Die Wirkung einer Gruppe g auf den Konfigurati-
onsraum Z kann mit der Abbildung
Φ : G×Z→ Z (2.20)
beschrieben werden. Weiterhin sind die folgenden Eigenschaften von Ψ(g1, g2)
∀g1, g2 ∈ G gefordert (vgl. Gross [33], Gonzalez [28] und Marsden & Ratiu [66]):
1. Assoziativita¨t: Ψ(Ψ(g1, g2), g3) = Ψ(g1,Ψ(g2, g3)) ∀g1, g2, g3 ∈ G
Kommutativita¨t wird nicht gefordert, da z.B. Rotationsabbildungen nicht
kommutativ sind.
2. Existenz einer Identita¨t Id : e ∈ G, d.h. fu¨r jedes g ∈ G folgt ge = eg =
g. In ihrer Wirkung bedeutet e, dass ein Element von Z auf sich selbst
abgebildet wird.
3. Existenz einer Inversen Inv, d.h. fu¨r jedes g ∈ G existiert ein g−1 ∈ G,
wobei gilt: g−1g = e. In ihrer Wirkung bedeutet die Existenz eines inversen
Elements, dass jede Abbildung eineindeutig und zuru¨ckfu¨hrbar ist.
Nach Gleichung 2.20 gilt daher fu¨r Φg : Z → Z ∀g ∈ G, dass die inverse Ab-
bildung mit Φ−1g = Φg−1 folgt. Zwei Beispiele fu¨r derartige Lie-Gruppen werden
na¨her vorgestellt, da sie insbesondere fu¨r die Impuls- und die Drehimpulseigen-
schaften relevant sind:
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Abbildung 2.1.: Kommutatives Diagramm fu¨r ein linksinvariantes Vektorfeld
1. Vektoraddition:
Ψ(g1, g2) = g1 + g2 g ∈ Rn
Id : e = 0 (2.21)
Inv : g−1 = −g
2. Matrixmultiplikation
Ψ(g1, g2) = g1g2 g ∈ Rn×n
Id : e = I (2.22)
Inv : g−1 = inv(g)
Die geforderte Existenz einer inversen Abbildung schra¨nkt die Menge aller linearen
Abbildungsgruppen auf die generelle lineare Gruppe GL ein:
GL(ndim,R) = {g ∈ Rn×n| det(g) 6= 0} (2.23)
Ist eine Gruppenoperation Ψ ∋ Lg(x) : G → G als linkseitige Matrixmultiplika-
tion
Lg(x) = gx ∀x ∈ G (2.24)
definiert, wird diese Linkstranslation genannt. Entsprechend wird Rg(x) = xg als
Rechtstranslation bezeichnet. Der Unterschied zwischen beiden Operationen er-
gibt sich aus der Nichtkommutativita¨t von Matrixmultiplikationen. Die Ableitung
der Linkstranslation ist eine Linearabbildung
∇Lg(x) : TxG→ TgxG (2.25)
der Tangentialra¨ume. Zuletzt kann - basierend auf den Operationen 2.24 und 2.25
- ein linksinvariantes Vektorfeld X : G → ThG definiert werden. Linksinvariant
ist ein Vektorfeld, das der Bedingung
∇Lg(h)X(h) = X(gh) ∀h ∈ G (2.26)
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G
ThG
TghG
∇Lg(h)
Lg(h)h
gh
Abbildung 2.2.: Linksinvariantes Vektorfeld
genu¨gt (vgl. Marsden & Ratiu [66]). Das kommutative Diagramm in Abbildung 2.1
zeigt die Abbildungen des linksinvarianten Vektorfeldes, dargestellt in Abbildung
2.2. Innerhalb der generellen linearen Gruppe GL kann eine Kurve ϕ : R→ G als
die Untergruppe ϕ(ǫ) mit folgenden Restriktionen definiert werden:
ϕ(ǫ) : R→ G
ϕ(0) : e
(2.27)
Des Weiteren wird gefordert:
ϕ(ǫ1 + ǫ2) = ϕ(ǫ1)ϕ(ǫ2) = Ψ(ϕ(ǫ1), ϕ(ǫ2)) ∀ ǫ1, ǫ2 ∈ R
Zu jeder dieser Ein-Parameter Gruppen ϕ(ǫ) kann ein tangentialer Vektor ξ an
der Identita¨t assoziiert werden:
ξ =
dϕ(ǫ)
dǫ
∣∣∣∣
ǫ=0
∈ TeG (2.28)
bzw. ξ = X(e). Um die allgemeine Ableitung dϕ(ǫ)
dǫ
= X(ϕ(ǫ)) zu erhalten, lenken
wir ǫ um η aus:
ϕ(ǫ+ η) = Ψ(ϕ(ǫ), ϕ(η)) = Lϕ(ǫ)(ϕ(η)) (2.29)
und leiten nach der Kettenregel an der Stelle η = 0 ab:
dϕ(ǫ)
dǫ
= ∇ϕ(η)Lϕ(ǫ)(ϕ(η))dϕ(η)
dη
∣∣∣∣
η=0
= ∇Lϕ(ǫ)(e)ξ = ϕ(ǫ)ξ (2.30)
Zusammen mit der Anfangsbedingung aus Gleichung (2.27)2 existiert eine analy-
tische Lo¨sung fu¨r die gewo¨hnliche Differentialgleichung: ϕ(ǫ) = exp(ǫξ) mit den
Bedingungen fu¨r die Exponential-Abbildung:
expG : TeG→ G mit expG(ξ) = ϕξ(1) (2.31)
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Ein Beispiel dafu¨r ist eine Untergruppe von GL(ndim,R) im n-dimensionalen
Raum ndim: die special orthogonal group SO(ndim):
SO(ndim) = {g ∈ GL(ndim,R)| det(g) = 1 und g−1 = gT} (2.32)
deren geschlossene Darstellung durch die Euler-Rodigues-Formel gegeben ist. Die
bisherigen Entwicklungen sind nicht auf Matrix-Gruppen im Rahmen von generel-
len linearen Abbildungen beschra¨nkt, sondern ko¨nnen auf generelle Lie-Gruppen
angewandt werden.
Die Wirkung von ϕξ(ǫ) beschreibt einen Fluss in Z: Φ(ϕξ(ǫ), z) der von ξ er-
zeugt wird. Das assozierte Geschwindigkeitsfeld wird mit dem zu ξ assozierten
infinitesimalen Erzeuger bestimmt:
ξZ(z) =
dΦ(ϕξ(ǫ), z)
dǫ
∣∣∣∣
ǫ=0
(2.33)
Die Wirkung beeinflußt dabei den gesamten Phasenraum Z (vgl. Gonzalez [28]).
Noether-Theorem
Das Noether-Theorem besagt, dass zu jeder kontinuierlichen Symmetrie eines
mechanischen Systems eine Erhaltungsgro¨ße existiert und umgekehrt. Kontinu-
ierliche Symmetrie bedeutet, dass sich das hamiltonsche Prinzip unter Einwir-
kung einer Abbildung aus der Menge der Lie-Gruppen nicht vera¨ndert: S(z) =
S(Φǫg(z)) = S(Φ
ǫ,kon
g (q),Φ
ǫ,imp
g (p)) mit Φ
ǫ
g(z) = Φg(ϕξ(ǫ), z). Das heißt, das ha-
miltonsche Prinzip gilt auch nach der Abbildung:
S =
tn+1∫
tn
[
p · q˙−H(q,p)
]
dt→ min (2.34)
⇒ Sǫ =
tn+1∫
tn
[
Φǫ,impg (p)
d
dt
Φǫ,kong (q)−H(Φǫ,kong (q),Φǫ,impg (p))
]
dt→ min (2.35)
Da Φǫg(z) = z fu¨r ǫ = 0 gilt (vgl. 2.27) und Sǫ nur noch eine Funktion von ǫ ist,
folgt fu¨r das Minimum von Sǫ:
dSǫ
dǫ
∣∣∣∣
ǫ=0
= 0 (2.36)
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Aufgrund der Kettenregel folgt fu¨r die Ableitung nach ǫ:
tn+1∫
tn
[
dΦǫ,impg (p)
dǫ
d
dt
Φǫ,kong (q) + Φ
ǫ,imp
g (p)
d
dt
dΦǫ,kong (q)
dǫ
− ∂H
∂Φǫ,kong (q)
dΦǫ,kong (q)
dǫ
− ∂H
∂Φǫ,impg (p)
dΦǫ,impg (p)
dǫ
]
dt
(2.37)
und der teilweisen Auswertung an der Stelle ǫ = 0 sowie dem Einsetzen von
Gleichung (2.13):
tn+1∫
tn
[
dΦǫ,impg (p)
dǫ
q˙+ p
d
dt
dΦǫ,kong (q)
dǫ
+
d
dt
p
dΦǫ,kong (q)
dǫ
− q˙dΦ
ǫ,imp
g (p)
dǫ
]
dt (2.38)
Die Produktregel der Differentiation liefert:
tn+1∫
tn
[
d
dt
(
p
dΦǫ,kong (q)
dǫ
)]
dt =
tn+1∫
tn
dJǫ
dt
dt (2.39)
Unter Beru¨cksichtigung von Gleichung (2.33) wird die Erhaltungsgro¨ße J(q,p) :
Z→ R definiert als:
J(q,p) = (p, 0) · ξZ(z) (2.40)
unter Verwendung des infinitesimalen Erzeugers ξZ(z) : Z→ TzZ (vgl. Gleichung
(2.14)), der assoziierten Wirkung von ξ ∈ TeG. Bewirkt die Abbildung Φg : Z→ Z
eine Wirkung von g ∈ G auf den symplektischen Vektorraum (Z,Ω), so gilt fu¨r
den infinitesimalen Erzeuger:
ξZ(z) = J∇Jξ(z) = R(∇Jξ(z)) (2.41)
Unter dieser Vorraussetzung existiert ein Integral Jξ = J · ξ ∀ ξ ∈ TeG mit der
Impulsabbildung J : Z → T ∗eG. Ist nun die Hamilton-Funktion H : Z → R
invariant gegenu¨ber einer Lie-Gruppen Abbildung, d.h.
H(Φg(z)) = H(z) ∀ z ∈ Z, g ∈ G (2.42)
so ist die Impulsabbildung J eine Erhaltungsgro¨ße. Aus Gleichung (2.42) folgt:
0 =
d
dǫ
H(Φ(ϕξ(ǫ), z))|ǫ=0 = ∇H(z) · ξZ(z) (2.43)
und zusammen mit Gleichung (2.41), vgl. auch Betsch & Hesch [14]:
d
dt
Jξ(z) = ∇Jξ(z) · z˙
= ∇Jξ(z) · J∇H(z)
= ξZ(z) · J2∇H(z)
= −ξZ(z) · ∇H(z)
= 0
(2.44)
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Daraus ergibt sich, dass Jξ(z) fu¨r jedes beliebige Liealgebraelement ξ eine Erhal-
tungsgro¨ße ist. Aufgrund der Definition des infinitesimalen Erzeugers bedeutet
dies, dass die Werte der assoziierten Impulsabbildung J ebenfalls erhalten blei-
ben.
Beispiel 1: Impulserhaltung Nach dem Noether-Theorem soll als erste Symme-
triegruppe eine Translation betrachtet werden. Eine zur Translation a¨quivalente
Lie-Gruppe ist eine Gruppe g ∈ Rn nach Gleichung (2.21):
ϕξ(ǫ) = ǫξ
Φ(ϕξ(ǫ), z) = (q+ ǫξ,p)
ξZ(z) = (ξ, 0)
(2.45)
Nach Gleichung (2.41) folgt:
R−1(ξZ(z)) = (0, ξ) = ∇zJξ(z) (2.46)
Das Integral kann bis auf eine Konstante fu¨r materielle Punkte qA ∈ ndim, A =
1, 2, ..., nnode bestimmt werden:
Jξ(z) = p · ξ =
nnode∑
A=1
pA · ξA (2.47)
mit pA, ξA ∈ ndim. Gleichung (2.40) fu¨hrt auf dasselbe Ergebnis: Jξ(z) = (p, 0) ·
(ξ, 0) = p · ξ. Damit kann die zur Translation zugeho¨rige Impulsabbildung
J(z) =
nnode∑
A=1
pA (2.48)
als der Gesamtimpuls indentifiziert werden.
Beispiel 2: Drehimpulserhaltung Als zweite Symmetrie-Gruppe soll eine Ro-
tation des Systems betrachtet werden. Die zur Rotation a¨quivalente Lie-Gruppe
ist eine Gruppe g ∈ SO(ndim). Unter Beru¨cksichtigung von Gleichung (2.22) folgt
fu¨r die Lie-Gruppe:
ϕξ(ǫ) = exp(ǫξˆ)
Φ(ϕξ(ǫ), z) = (exp(ǫξˆ) ◦ z)
ξZ(z) = (ξˆ ◦ q, ξˆ ◦ p)
(2.49)
und nach Gleichung (2.41):
R−1(ξZ(z)) = (−ξˆ ◦ p, ξˆ ◦ q) = ∇zJξ(z) (2.50)
Dabei ist ξˆ ∈ so(ndim) eine schief-symmetrische Matrix; eine geschlossene Dar-
stellung des Ausdrucks exp(ǫξˆ) ist durch die Rodrigues-Formel (vgl. Marsden &
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Ratiu [66]) gegeben. Diese Gruppe wirkt auf jedes Element von qA,pA ∈ ndim,
d.h.
exp(ǫξˆ) ◦ z =
(
exp(ǫξˆ)q1, ..., exp(ǫξˆ)qnnode , exp(ǫξˆ)p1, ..., exp(ǫξˆ)pnnode
)
(2.51)
Zur Bestimmung des Integrals Jξ(z) = J(z) · ξ wird ξ, der axiale Vektor von ξˆ,
d.h. ξˆa = ξ × a ∀ a ∈ Rndim , beno¨tigt. Das System fu¨hrt dabei eine Rotation
um den Pseudorotationsvektor ξ mit dem Winkel ǫ‖ξ‖ aus. Die Integration von
Gleichung (2.50) ergibt:
Jξ(z) =
nnode∑
A=1
(ξˆqA) · pA =
nnode∑
A=1
(ξ × qA) · pA =
nnode∑
A=1
(qA × pA) · ξ (2.52)
Als Impulsabbildung erhalten wir:
J(z) =
nnode∑
A=1
(qA × pA) (2.53)
dies entspricht der u¨blichen Gleichung fu¨r den Drehimpuls.
Beispiel 3: Energieerhaltung Das Noether-Theorem la¨sst als Symmetrie-Gruppe
auch eine Abbildung in der Zeit zu. Fu¨r die Abbildungsgruppe gilt:
ϕξ(ǫ) = t+ ǫ
Φ(ϕξ(ǫ), z(t)) = z(t+ ǫ)
ξZ(z(t)) = z˙
(2.54)
Wiederrum folgt nach Gleichung (2.41):
R−1(ξZ(z)) = (−p˙, q˙) = ∇zJξ(z) (2.55)
Ein Vergleich mit den Gleichungen (2.14) und (2.17) identifiziert als Erhaltungs-
gro¨ße Jξ(z) die Hamilton-Funktion H(z), die die totale Energie des Systems re-
pra¨sentiert.
2.2. Kontinuumsmechanik
Im Folgenden wird davon ausgegangen, dass deformierbare Ko¨rper ein inneres
Potential Vint besitzen. Andere Modelle sind mo¨glich (vgl. z.B. Simo & Hughes
[87]) und ko¨nnen unabha¨ngig von den Kontaktalgorithmen Verwendung finden.
Wir beginnen die Herleitung des inneren Potentials mit einem U¨berblick u¨ber die
Kinematik, gefolgt von den Bilanzgleichungen. Ausfu¨hrliche Darstellungen finden
sich u.a. in Marsden & Hughes [65], Wriggers [105], Ogden [73], Holzapfel [46]
und etlichen anderen Werken, die sich mit dieser Thematik intensiv auseinander-
setzen.
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Abbildung 2.3.: Materielle Kinematik
2.2.1. Kinematik
Die Kinematik ist die Lehre von der Bewegung von Ko¨rpern im Raum, ohne die
Ursachen der Bewegung zu betrachten. Die Position eines physikalischen Partikels
in der ra¨umlichen Konfiguration Bt soll mit dem Ortsvektor x beschrieben werden.
Die Deformationsabbildungϕ beschreibt die ra¨umliche Position x in Abha¨ngigkeit
des materiellen Punktes X, der sich in der materiellen Konfiguration B0 befindet,
und der Zeit t (vgl. Abb. 2.3).
x = ϕ(X, t) B0 → Bt (2.56)
Diese lagrangesche Betrachtungsweise beschreibt das Verhalten eines materiellen
Punktes X, wie es in der Festko¨rpermechanik u¨blich ist. Die Beschreibung eines
ra¨umlichen Punktes x u¨ber die ra¨umliche Deformationsabbildung Φ:
X = Φ(x, t) Bt → B0 (2.57)
ist die sog. Eulersche Betrachtungsweise, wie es in der Fluiddynamik u¨blich ist.
Der materielle Deformationsgradient F bildet den materiellen Tangentenraum
TXB0 auf den ra¨umlichen Tangentenraum TxBt ab:
F = ∇Xϕ(X, t) TXB0 → TxBt (2.58)
Die zugeho¨rige Jacobi-Determinante ist definiert als: J = det(F). Im Ausgangs-
zustand ist F = I, J = 1, so dass bei einer kontinuierlichen Deformation J > 0
gelten muss. Eine polare Zerlegung des Deformationstensors liefert:
F = RU = VR U,V ∈ Lsym+ , R ∈ O+ (2.59)
mit dem rechten Strecktensor U, bzw. dem linken Strecktensor V, die Elemente
der Menge positiv definiter, symmetrischer Tensoren Lsym+ sind und dem Rotati-
onstensor R, Element der positiv definiten, orthogonalen Menge O+.
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Abbildung von Linienelementen Fu¨r ein infinitesimales Linienelement folgt:
dx =
dx
dX
dX = FdX (2.60)
Damit berechnet sich der Betrag eines ra¨umlichen Linienelementes zu:
‖dx‖2 = (FdX) · (FdX) = dX · FTFdX = dX ·CdX (2.61)
mit dem rechten Cauchy-Green-Tensor C = U2. Fu¨r die A¨nderung der quadrati-
schen Betra¨ge eines Linienelementes folgt:
‖dx‖2 − ‖dX‖2 = dX ·CdX− dX · IdX = dX · [C− I]dX (2.62)
Die A¨nderung der quadratischen Betra¨ge kann als materielles Verzerrungsmaß
verwendet werden:
E =
1
2
[C− I] = 1
2
[∇Xu+∇TX u+∇TX u∇Xu] (2.63)
Dies ist der sog. Green-Lagrange-Verzerrungstensor E. Der Vorfaktor von 1
2
wird
eingefu¨hrt, um im Grenzfall einen konsistenten U¨bergang zur geometrisch li-
nearen Theorie (ǫ = 1
2
[∇Xu + ∇TX u]) zu erhalten. Zu bemerken gilt, dass der
Cauchy-Green-Tensor C invariant gegenu¨ber Translationsgruppen entsprechend
Gleichung (2.45) als auch gegenu¨ber Rotationsgruppen entsprechend Gleichung
(2.49) ist:
C∗ =
d(x + ǫξ)
dX
· d(x+ ǫξ)
dX
=
dx
dX
· dx
dX
= C (2.64)
Die Translationsinvarianz des Cauchy-Green-Tensors folgt aus der Translations-
invarianz des Deformationstensors. Fu¨r die Rotationsinvarianz folgt mithilfe der
Rotationsmatrix Q = exp(ǫξ) ∈ SO(ndim):
C∗ =
dQx
dX
· dQx
dX
=
dx
dX
·QTQ dx
dX
=
dx
dX
· dx
dX
= C (2.65)
Abbildung von Fla¨chen- und Volumenelementen Fu¨r die Transformation von
Gro¨ßen zwischen der materiellen Konfiguration {•}0 und der ra¨umlichen Kon-
figuration {•}t soll zwischen skalarwertigen und vektor-/tensorwertigen Gro¨ßen
unterschieden werden. Die Integration einer skalarwertigen Gro¨ße weist folgenden
Zusammenhang auf (vgl. Kuhl [56]):∫
B0
{•}0 dV =
∫
Bt
{•}t dv =
∫
Bt
1
J
{•}0 dv (2.66)
Daraus kann die Transformation eines infinitesimalen Volumenelementes B0 ∋
dV → dv ∈ Bt hergeleitet werden:
dv = JdV (2.67)
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Alternativ erfolgt die Herleitung u¨ber die Definition des Spat-Produktes:
dv = |[dx1, dx2, dx3]|
= |[FdX1,FdX2,FdX3]|
= | det(F)[dX1, dX2, dX3]| = JdV
(2.68)
Fu¨r vektor-/tensorwertige Gro¨ßen wird die Piola-Transformation angewandt:∫
B0
∇X · {•}0 dV =
∫
Bt
∇x · {•}t dv =
∫
Bt
∇x · 1
J
{•}0FT dv (2.69)
Mithilfe des Gaußschen Divergenztheorems folgt:∫
∂B0
{•}0 dA =
∫
∂Bt
{•}t da =
∫
∂Bt
1
J
{•}0FT da (2.70)
womit sich die bekannte Nansonsche Formel zur Fla¨chentransformation ergibt:
da = JF−TdA = cof(F)dA (2.71)
Der Nachweis der Piola-Transformation erfolgt u¨ber die Piola-Idendita¨t:
∇X · (cof(F)) = 0 (2.72)
Zusammen mit Gleichung (2.69) resultiert:
∇X · {•}0 = ∇X · [{•}t cof(F)] = ∇X · {•}tJF−T = ∇x · {•}tJ (2.73)
Zeitableitungen Fu¨r ein materielles Feld ϕ(X, t) ist die materielle Zeitableitung
auf die ra¨umlichen Geschwindigkeits- und Beschleunigungsfelder v und a definiert
als:
v(X, t) =
Dϕ
Dt
=
∂ϕ
∂t
∣∣∣∣
X
(2.74)
a(X, t) =
Dv
Dt
=
∂v
∂t
∣∣∣∣
X
=
∂2ϕ
∂t∂t
∣∣∣∣
X
(2.75)
Wird eine Euler-Parametrisierung verwendet, folgt fu¨r die Beschleunigung:
a(x, t) =
∂v
∂t
|x +Yvt (2.76)
mit dem ra¨umlichen Geschwindigkeitsgradienten Y = ∇xv. Fu¨r die Rate des De-
formationsgradienten gilt:
DF
Dt
=
∂2ϕ
∂X∂t
∣∣∣∣
X
=
∂2ϕ
∂x∂t
· ∂x
∂t
= YF (2.77)
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Die Verzerrungsrate des Green-Lagrange-Tensors ergibt sich mit
DE
Dt
=
1
2
[
DF
Dt
T
F+ FT
DF
Dt
]
=
1
2
FT [YT +Y]F = FTDF
(2.78)
mit D = 1
2
[YT +Y], dem symmetrischen Anteil von Y.
2.2.2. Bilanzgleichungen
Nachdem in Abschnitt 2.2.1 die mo¨glichen Bewegungen eines Ko¨rper beschrie-
ben wurden, werden nun deren mo¨gliche Ursachen dargestellt. In der klassischen
Mechanik beruhen die Ursachen auf der Erfu¨llung von Bilanzgleichungen:
• Massenbilanz
• Impuls-/Drehimpulsbilanz
• Energiebilanz
Diese Bilanzaussagen mu¨ssen zu jedem Zeitpunkt sowie fu¨r jeden beliebigen Teil-
ko¨rper eines Kontinuums gu¨ltig sein. Allgemeine Bilanzierungsregeln fu¨r Felder
werden durch Anwendung des Reynoldschen Transporttheorems hergeleitet (vgl.
Kuhl [56]). Fu¨r die lokale, ra¨umliche Form gilt:
1
J
D
Dt
{•}0 = d
dt
{•}t +∇x · ({•}t ⊗ v) (2.79)
mit dem Tensorprodukt ⊗. Im Spezialfall eines Tensorproduktes W zweier Vek-
toren {•ˆ} und {•¯} wird das Tensorprodukt definiert als:
W = {•ˆ} ⊗ {•¯} = Wijei ⊗ ej (2.80)
mit den Basisvektoren ei und ej. Fu¨r die lokale, materielle Form des Transport-
theorems gilt:
J
d
dt
{•}t = D
Dt
{•}0 +∇X · ({•}0 ⊗ v) (2.81)
mit der materiellen Ableitung D
Dt
, definiert als:
D
Dt
=
∂{•}
∂t
∣∣∣∣
X
(2.82)
und der ra¨umlichen Ableitung d
dt
, definiert als:
d
dt
=
∂{•}
∂t
∣∣∣∣
x
(2.83)
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Integration von Gleichung (2.79) u¨ber das ra¨umliche Gebiet ergibt:
d
dt
∫
Bt
{•}t dv =
∫
Bt
d
dt
{•}t dv +
∫
Bt
∇x · ({•}t ⊗ v) dv (2.84)
Entsprechend liefert die Integration von Gleichung (2.81) u¨ber das materielle Ge-
biet:
D
Dt
∫
B0
{•}0 dV =
∫
B0
D
Dt
{•}0 dV +
∫
B0
∇X · ({•}0 ⊗ v) dV (2.85)
Nach Anwendung des Divergenztheorems auf Gleichung (2.84) folgt:
d
dt
∫
Bt
{•}t dv =
∫
Bt
d
dt
{•}t dv +
∫
∂Bt
({•}t ⊗ v)n da (2.86)
respektiv nach Anwendung auf Gleichung (2.85):
D
Dt
∫
B0
{•}0 dV =
∫
B0
D
Dt
{•}0 dV +
∫
∂B0
({•}0 ⊗ v)N dA (2.87)
Die Vera¨nderung einer Gro¨ße f = f(x, t) (z.B. Massendichte, Energiedichte, aber
auch Impuls und Drehimpuls) kann nun durch ein allgemeines Bilanzierungs-
Prinzip (vgl. Holzapfel [46]) ausgedru¨ckt werden
d
dt
∫
Bt
f(x, t) dv =
∫
Bt
Σ(x, t) dv +
∫
∂Bt
Φ(x, t,n) dv (2.88)
Der erste Term auf der rechten Seite Σ(x, t) stellt dabei eine Produktionsdichte
im Gebiet dar. Der zweite Term Φ(x, t,n) besitzt die Charakteristik einer durch
die Normale gerichteten Flußdichte auf der Oberfla¨che.
Massenbilanz In einem geschlossenen System kann sich das Volumen a¨ndern,
wogegen die Gesamtmasse eine Erhaltungsgro¨ße darstellt. U¨ber die Oberfla¨che
hinweg findet damit kein Austausch von Masse statt, des Weiteren soll keine Masse
im Gebiet produziert werden. Im Gegensatz dazu beschreiben offene Systeme ein
bestimmtes Volumen, u¨ber dessen Oberfla¨che Masse und Energie ausgetauscht
werden kann. Die Massendichte in einem System wird definiert als:
ρ(x, t) = lim
∆v→0
∆m
∆v
(2.89)
Nach dem ersten Reynoldschen Transporttheorem sind unter den gegebenen Be-
schra¨nkungen eines geschlossenen Systems in Gleichung (2.88) die Terme Σ und
Φ gleich Null, woraus die Massenerhaltung folgt:
d
dt
∫
Bt
ρt dv =
D
Dt
∫
B0
ρ0 dV = 0 (2.90)
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TdA tda
ei
N
n
ϕ
B0
Bt
∂B0
∂Bt
BdV bdv
dV dv
Abbildung 2.4.: Einwirkende Kra¨fte in beiden Konfigurationen
Da die Bilanzaussage des betrachteten geschlossenen Systems fu¨r jeden mo¨glichen
Teilko¨rper Gu¨ltigkeit besitzten muss, gilt auch die lokale Form
ρ0(X) = ρt(x, t)J (2.91)
Unter Verwendung der Massenbilanz folgt das 2. Reynoldsche Transporttheo-
rem:
d
dt
∫
Bt
ρt{•}t dv =
∫
Bt
ρt
D
Dt
{•}t dv (2.92)
Impulsbilanz Der Impulsbilanz liegen die Postulate des Cauchy-Theorems zu-
grunde:
• Es existiert ein differenzierbares Tensorfeld mit den Cauchyspannungen
σ(x, t)
t(x, t,n) = σ(x, t)n (2.93)
mit dem Spannungsvektor t und der Oberfla¨chennormalen n (vgl. Abb. 2.4).
• Die Cauchyspannungen genu¨gen der Bewegungsgleichung
ρt
Dv
Dt
= ∇x · σ + b (2.94)
mit den eingepra¨gten volumenbezogenen Kra¨ften b (vgl. Abb. 2.4). Der Gesam-
timpuls eines Systems ist definiert als:
L =
∫
Bt
ρtv dv (2.95)
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Die Impulsbilanz wird unter Verwendung des ersten und zweiten Reynoldschen
Transporttheorems aufgestellt:
d
dt
L =
d
dt
∫
Bt
ρtv dv =
∫
Bt
ρt
Dv
Dt
dv =
∫
Bt
b dv +
∫
Bt
∇x · σ dv (2.96)
Mit dem Divergenzsatz in Verbindung mit Gleichung (2.93) folgt:∫
Bt
∇x · σ dv =
∫
∂Bt
σn da =
∫
∂Bt
t da (2.97)
Damit entspricht b dem Produktionsterm Σ(x, t) und t dem Flussterm Φ(x, t,n)
aus Gleichung (2.88). Ein push-back der Cauchy-Spannungen auf Basis der Piola-
Transformation auf die materielle Konfiguration ergibt:
P(X, t) = Jσ(x, t)F−T = σ cof(F) (2.98)
mit dem 1. Piola-Kirchhoffschen Spannungstensor P. Dieser Spannungstensor ist
ein unsymetrischer Zweifeldtensor, da er die Beziehung zwischem einem ra¨um-
lichen Kraftelement dp und dem materiellen Fla¨chenelement dA liefert. Der 2.
Piola-Kirchhoffsche Spannungstensor S wird vollsta¨ndig auf die materielle Konfi-
guration bezogen:
S = F−1P = JF−1σF−T (2.99)
Die lokale Impulsbilanz bezu¨glich der materiellen Konfiguration lautet damit:
ρ0
DV
Dt
= ∇X ·P+B (2.100)
und unter Einbeziehung des ersten und zweiten Reynoldschen Transporttheo-
rems: ∫
B0
ρ0
DV
Dt
dV =
∫
B0
B dV +
∫
B0
∇X ·P dV (2.101)
Die Anwendung des Divergenztheorems liefert wiederum:∫
B0
∇X ·P dV =
∫
∂B0
PN dA =
∫
∂B0
T dA (2.102)
mit den eingepra¨gten materiellen volumenbezogenen Kra¨ften B = Jb und dem
ersten Piola-Kirchhoffschen Spannungsvektor T.
Drehimpulsbilanz Der Drehimpuls eines Systems ist definiert als
J =
∫
Bt
q× ρtv dv (2.103)
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Die Drehimpulsbilanz folgt unter Verwendung des ersten und zweiten Reynold-
schen Transporttheorems:
d
dt
J =
d
dt
∫
Bt
q× ρtv dv =
∫
Bt
ρt
D[q× v]
Dt
dv =
∫
Bt
q× ρtDv
Dt
dv (2.104)
Einsetzen von Gleichung (2.94) liefert:∫
Bt
q× ρtDv
Dt
dv =
∫
Bt
q×∇x · σ dv +
∫
Bt
q× b dv (2.105)
und unter Verwendung des Divergenzsatzes und Gleichung (2.93):∫
Bt
q×∇x · σ dv =
∫
∂Bt
q× t da (2.106)
Ein push-back A¨quivalent zur Vorgehensweise in Gleichung (2.98) fu¨hrt auf die
materielle Darstellung der Drehimpulsbilanz:∫
B0
q× ρ0DV
Dt
dV =
∫
B0
q×B dV +
∫
∂B0
q×T dA (2.107)
Energiebilanz Die Bilanz der Energie eines Systems kann aus der Impulsbilanz
hergeleitet werden. Dabei bilanzieren wir an dieser Stelle ausschließlich die An-
teile der mechanischen Energie, d.h. wir erstellen eine Bilanz der kinetischen,
potentiellen und externen Energie. Weitere Komponenten aus dem 1. Hauptsatz
der Thermodynamik, wie z.B. Beitra¨ge durch Wa¨rme oder innerer Energie wer-
den hier nicht beru¨cksichtigt. Multiplikation der lokalen Impulsbilanz (Gleichung
(2.94)) mit v liefert die lokale Energiebilanz:
ρtv · Dv
Dt
= v · (∇x · σ) + v · b (2.108)
⇔ ρt D
Dt
v · v
2
= ∇x · (σTv)− σ : D+ v · b (2.109)
Eine Integration u¨ber Bt und Anwendung des Divergenztheorems liefert in Ver-
bindung mit dem zweiten Reynoldschen Transporttheorem
d
dt
∫
Bt
ρt
v · v
2
dv
︸ ︷︷ ︸
d
dt
K
+
∫
Bt
σ : Ddv
︸ ︷︷ ︸
Pint
=
∫
Bt
v · b dv +
∫
∂Bt
v · t da
︸ ︷︷ ︸
Pext
(2.110)
d
dt
K + Pint = Pext (2.111)
mit der kinetischen Energie K, der inneren Leistung Pint und der externen Lei-
stung Pext.
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2.2.3. Konstitutive Gesetze
Um den Satz von Bilanz-Gleichungen mit der Kinematik in Verbindung zu brin-
gen, sind konstitutive Gesetze notwendig. Fu¨r ein einfaches St.Venant-Kirchhoff
Material gilt z.B.:
S(E) = λ tr(E)I+ 2µE = E : E (2.112)
Hier stellt der Term E : E ein doppeltes Skalarprodukt und E den vierstufigen
Tensor
E = λI⊗ I+ µ[I⊗ I+ I⊗ I] = λI⊗ I+ µI (2.113)
und den Materialparametern λ und µ dar. Die komponentenweise Darstellung der
nicht standartma¨ßigen Tensorprodukte ⊗ und ⊗ wird wie folgt definiert:
[{•ˆ}⊗{•¯}]ijkl = {•ˆ}ik ⊗ {•¯}jl und [{•ˆ}⊗{•¯}]ijkl = {•ˆ}il ⊗ {•¯}jk (2.114)
Existiert eine Verzerrungsenergie W , so dass
P(X,F) =
∂W (X,F)
∂F
∀X ∈ B0 (2.115)
bzw.
S(X,C) = 2
∂W (X,C)
∂C
(2.116)
gilt, wird dass Material Hyperelastisch genannt. Fu¨r das St.Venant-Kirchhoff Ma-
terial ist die Verzerrungsenergiefunktion definiert als
W (C) =
1
2
E : E : E (2.117)
Andere Verzerrungsenergiefunktionen werden ha¨ufig in den Invarianten von F
definiert, wie z.B. das kompressible Neo-Hooke Material:
W (C) =
µ
2
[I1 − 3]− µ ln(
√
I3) +
λ
2
ln2(
√
I3) (2.118)
wobei I1 die Spur und I3 die Determinante der Matrix C ist. Gilt des Weiteren
W (X,F) = W (X,FQ) ∀Q ∈ O+ (2.119)
wird von isotroper Hyperelastizita¨t gesprochen. Das innere Potential Vint aus der
lagrangeschen bzw. der hamiltonschen Formulierung (vgl. Kapitel 2.1) berechnet
sich in der materiellen Konfiguration als
Vint =
∫
B0
W (C) dV (2.120)
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2.3. Diskrete Systeme
Fu¨r die bisher betrachteten kontinuierlichen Systeme - sowohl zeitlich kontinuier-
lich (vgl. Kapitel 2.1) als auch ra¨umlich kontinuierlich (vgl. Kapitel 2.2) - existie-
ren im Allgemeinen keine geschlossenen analytischen Lo¨sungen. Approximative
Verfahren wie die Anwendung finiter Elemente im Raum und in der Zeit ermo¨gli-
chen eine na¨herungsweise Lo¨sung der Systeme (vgl. Zienkiewicz et al. [111], Wrig-
gers [105], Reddy [83], Hughes [48] und vielen anderen).
2.3.1. Diskretisierung im Raum
Betrachten wir eine Zerlegung des materiellen Gebietes B0 in einen finiten Satz
von Elementen E h:
Bh0 =
⋃
∀ e∈E h
Be0 (2.121)
Ein auf Verschiebungselementen basierender Ansatz ist aus kinematischer Sicht
eine Approximation der Deformationsabbildung aus Gleichung 2.56
ϕh(X, t) =
nnode∑
A=1
NA(X)q
A(t) (2.122)
mit X ∈ B0, t ∈ I = [0 , T ] und dem Positionsvektor qA : I → Rndim . Der Vek-
tor q beinhalted die Ortsfreiheitsgrade aller Knoten mit q = (q1, ...,qnnode) ∈
Rndim·nnode. Der endlich-dimensionale Teilraum einer Bewegung ϕh(X, t) wird de-
finiert als (vgl. Laursen [59]):
C = { ϕh : Bh0 ×I → Rndim|ϕh ∈ C0(Bh0 ),
ϕh (Be0) ∈ PN ,ϕh = ϕ¯h auf ∂Bh0u} ∀ e ∈ E h (2.123)
mit dem Satz polynomialer Ansatzfunktionen PN mit der Ordnung ≤ N und dem
Dirichlet Rand ∂Bh0u. Die approximierte, materielle Geschwindigkeit ergibt sich
damit zu
V(X, t) =
nnode∑
A=1
NA(X)q˙
A(t) (2.124)
Aus Gleichung (2.122) folgt die Herleitung des diskreten Deformationsgradienten
und des diskreten rechten Cauchy-Green-Tensors (vgl. Betsch & Steinmann [18]).
Fu¨r den Deformationsgradient in der diskreten Form gilt:
F =
∂ϕ
∂X
=
nnode∑
A=1
qA ⊗∇XNA(X) (2.125)
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Entsprechend gilt fu¨r den diskreten Cauchy-Green-Tensor mit C = FTF:
C =
nnode∑
A,B=1
qA · qB∇XNA ⊗∇XNB (2.126)
Damit liegen alle fu¨r die Kinematik notwendigen Gro¨ßen in der diskreten Form
vor. Zur vollsta¨ndigen Beschreibung der Hamiltonfunktion in Gleichung (2.12)
muss die diskrete Form der kinetischen Energie K, der extern zugefu¨hrten Energie
Vext und des inneren Potentials Vint erstellt werden. Fu¨r die kinetische Energie folgt
nach Gleichung (2.1) und (2.124) in der materiellen Formulierung:
K =
1
2
nnode∑
A,B=1
∫
B0
ρ0NAq˙
A ·NBq˙B dV = 1
2
nnode∑
A,B=1
MABq˙
A · q˙B (2.127)
bzw. nach einer Legendre-Transformation:
K =
1
2
nnode∑
A,B=1
M−1ABp
A · pB mit pA =
nnode∑
B=1
MABq˙
B (2.128)
Ebenfalls materiell wird die externe Energie formuliert:
Vext(q, t) = −
nnode∑
A=1
qA
∫
B0
NAB dV −
nnode∑
A=1
qA
∫
∂B0σ
NAT dA (2.129)
woraus sich die auf den Knoten A einwirkende, externe Kraft FAext herleitet:
FAext(q, t) = ∇qV Aext(q, t) = −
∫
B0
NAB dV −
∫
∂B0σ
NAT dA (2.130)
Das innere Potential ha¨ngt vom verwendeten konstitutiven Gesetz (vgl. Abschnitt
2.2.3) und damit von der diskreten Form der Verzerrungsenergiefunktion W ab:
Vint(q) =
∫
B0
W (C) dV (2.131)
Die auf den Knoten A einwirkende, aus der Verzerrung resultierende innere Kraft
FAint wird aus der Verzerrungsenergiefunktion abgeleitet:
FAint(q) = ∇qV Aint(q) =
∫
B0
∂W (C)
∂C
:
∂C
∂qA
dV =
∫
B0
1
2
S :
∂C
∂qA
dV
=
nnode∑
B=1
∫
B0
∇XNA · S∇XNB dV qB
(2.132)
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Die hamiltonschen Bewegungsgleichungen (2.13) lauten damit in der semidiskre-
ten Form fu¨r einen Knoten A:
q˙A =
nnode∑
B=1
M−1ABp
B
p˙A = −(FAext + FAint)
(2.133)
Erhaltungseigenschaften Das semi-diskrete System (Gleichungen (2.133)) ist
impuls-/drehimpuls- und energieerhaltend, unter der Voraussetzung dass FAext = 0
gilt. Der Nachweis erfolgte bereits in Abschnitt 2.1.3 mittels des diskreten Pha-
senraumvektor z = (q,p) ∈ R2n. Eine a¨quivalente Darstellung der Erhaltungsei-
genschaften semi-diskreter Systeme ist in Betsch & Steinmann [18] gegeben und
wird hier vorgestellt.
Impulsbilanz Der Gesamtimpuls des semi-diskreten Systems ist nach Gleichung
(2.95) und (2.127) in Verbindung mit Gleichung (2.128) definiert als
L =
∫
Bt
ρtv dv =
nnode∑
A=1
pA (2.134)
Die zeitliche A¨nderung des Impulses liefert unter Beru¨cksichtigung von Gleichung
(2.133)2:
L˙ =
nnode∑
A=1
p˙A = −
nnode∑
A=1
(FAext + F
A
int) (2.135)
Da die internen Kra¨fte in ihrer Summe nach außen keine Wirkung entfalten, d.h.
nnode∑
A=1
FAint =
nnode∑
A=1
nnode∑
B=1
∫
B0
∇XNA · S∇XNBqB dV = 0 (2.136)
entspricht die zeitliche A¨nderung des Gesamtimpulses der Summe der einwirken-
den externen Kra¨fte:
L˙ = −
nnode∑
A=1
FAext (2.137)
Drehimpulsbilanz Der Drehimpuls ist nach Gleichung (2.103) definiert als:
J =
∫
Bt
q× ρtv dv =
nnode∑
A=1
qA × pA (2.138)
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Fu¨r die zeitlichen A¨nderung des Drehimpulses gilt in Verbindung mit den Glei-
chungen (2.133)1,2:
J˙ =
nnode∑
A=1
[q˙A × pA + qA × p˙A] =
nnode∑
A=1
[
nnode∑
B=1
M−1ABp
B × pA − qA × (FAext + FAint)]
=
nnode∑
A=1
[
nnode∑
B=1
M−1ABp
B × pA +
nnode∑
B=1
∫
B0
∇XNA · S∇XNB dV qB × qA − qA × FAext]
(2.139)
Aufgrund der Symmetrieen von M−1AB und
∫
B0
∇XNA · S∇XNB dV und der Schief-
symmetrieen von pB × pA und qB × qA verschwinden die beiden ersten Terme
und es gilt:
J˙ = −
nnode∑
A=1
qA × FAext (2.140)
Energiebilanz Die zeitliche A¨nderung der Energie entspricht der zeitlichen A¨n-
derung der Hamiltonfunktion:
H˙(z) = ∇zH(z) · z˙ = ∇zH(z) · J∇zH(z) = Ω(∇zH(z),∇zH(z)) = 0 (2.141)
Die Energieerhaltung ist daher eine Folge der Schiefsymmetrie von J.
2.3.2. Diskretisierung in der Zeit
Das Anfangswertproblem ist durch die Bewegungsgleichungen (2.14), in einem
Zeitintervall I = [0 , T ] mit den Anfangswerten z0 = z(t0) gegeben. In einem
Teilabschnitt [tn , tn+1] ∈ I , tn+1 − tn = ∆t > 0 besteht die Problemstellung
darin, zn+1 aus den gegebenen Daten zn ∈ Z zu bestimmen; im Weiteren werden
die Definitionen zn+1 ≈ z(tn+1), zn ≈ z(tn) und zn+ 1
2
= 1
2
(zn+zn+1) verwendet.
Die Integration von Gleichung (2.14) liefert nach dem Hauptsatz der Integralrech-
nung folgenden Ausdruck:
tn+1∫
tn
z˙dt = zn+1 − zn = J
tn+1∫
tn
∇zH(z) dt (2.142)
Eine Mittelpunktregel approximiert Gleichung (2.142) zu:
zn+1 − zn ≈ ∆tJ∇zH(zn+ 1
2
) (2.143)
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In Verbindung mit Gleichung (2.133) lautet demzufolge das zu lo¨sende Gleichungs-
system:
qAn+1 − qAn −
∆t
2
nnode∑
B=1
M−1AB[p
B
n+1 + p
B
n ] = 0
pAn+1 − pAn +∆t[FAext(qn+ 1
2
, tn+ 1
2
) + FAint(qn+ 1
2
)] = 0
(2.144)
mit den analog zu zn+ 1
2
definierten Mittelpunktskonfigurationen tn+ 1
2
= 1
2
(tn +
tn+1) und qn+ 1
2
= 1
2
(qn + qn+1). Durch Einsetzen von Gleichung (2.144)1 in Glei-
chung (2.144)2 erhalten wir die fu¨r die Implementierung verwendete reduzierte
Form der diskreten hamiltonschen Gleichungen:
2
∆t
nnode∑
B=1
MAB[q
B
n+1−qBn ]− 2pAn +∆t[FAext(qn+ 1
2
, tn+ 1
2
)+FAint(qn+ 1
2
)] = 0 (2.145)
Erhaltungseigenschaften Unter der Voraussetzung, dass keine externen Kra¨fte
und Momente einwirken, muss fu¨r einen diskreten Zeitschritt tn → tn+1 sowohl
fu¨r den Impuls als auch fu¨r den Drehimpuls folgende Bedingung gelten (vgl. Simo
et al. [90] und Simo & Tarnow [89]):
Ln+1 = Ln und Jn+1 = Jn (2.146)
Das verwendete Integrationsverfahren wird im Allgemeinen keine algorithmische
Energieerhaltung in dem Sinn gewa¨hrleisten, so dass
En+1 = En (2.147)
fu¨r einen beliebigen Zeitschritt tn → tn+1 Gu¨ltigkeit besitzt. Im Folgenden werden
daher die notwendigen Bedingungen, die fu¨r eine algorithmische Energieerhaltung
des diskreten Systems erfu¨llt sein mu¨ssen, vorgestellt.
Ausgehend von Noethers Theorem, nachdem Jξ(z) fu¨r jedes beliebige Liealgebra-
element ξ eine Erhaltungsgro¨ße darstellt, u¨bertragen wir Gleichung (2.44) auf den
zeitlich diskreten Fall:
d
dt
Jξ(z) = ∇zJξ(z) · z˙
⇔
∫ tn+1
tn
J˙ξ(z) dt =
∫ tn+1
tn
∇zJξ(z) · z˙dt
⇔ Jξ(zn+1)− Jξ(zn) =
∫ tn+1
tn
ξZ(z) · Jz˙dt (2.148)
⇔ Jξ(zn+1)− Jξ(zn) =
∫ tn+1
tn
ξZ(z) · J2∇zH(z) dt
⇔ Jξ(zn+1)− Jξ(zn) = −
∫ tn+1
tn
ξZ(z) · ∇zH(z) dt
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Zum Nachweis der einzelnen Erhaltungseigenschaften setzen wir nach Abschnitt
2.1.3 die entsprechenden Symmetriegruppen ein.
Impulserhaltung Einsetzen von Gleichung (2.45)3 fu¨r den infinitesimalen Er-
zeuger liefert:
Jξ(zn+1)− Jξ(zn) = −
∫ tn+1
tn
(ξ, 0) · ∇zH(z) dt
= ξ ·
∫ tn+1
tn
p˙ dt (2.149)
= ξ · (pn+1 − pn)
Unter der Voraussetzung, dass keine externen Kra¨fte einwirken, gilt in Verbindung
mit Gleichung (2.1442):
Jξ(zn+1)− Jξ(zn) = ξ ·∆tFint(qn+ 1
2
) (2.150)
Ein Vergleich mit Gleichung (2.47) und (2.136) zeigt, dass
J(zn+1)− J(zn) = ∆t
nnode∑
A=1
FAint(qn+ 1
2
) = 0 (2.151)
der Gesamtimpuls unabha¨ngig von der Zeitschrittweite erhalten bleibt.
Drehimpulserhaltung Einsetzen von Gleichung (2.49)3 fu¨r den infinitesimalen
Erzeuger in Gleichung (2.148)5 liefert:
Jξ(zn+1)− Jξ(zn) = −
∫ tn+1
tn
(ξˆ ◦ q, ξˆ ◦ p) · ∇zH(z) dt
=
∫ tn+1
tn
(ξˆ ◦ q) · p˙− (ξˆ ◦ p) · q˙ dt (2.152)
Es ergibt sich wiederum unter der Voraussetzung, dass keine externen Kra¨fte
wirken, in Verbindung mit Gleichung (2.52) folgendes:
Jξ(zn+1)− Jξ(zn) = ξ ·
∫ tn+1
tn
nnode∑
A=1
[q˙A × pA + qA × p˙A] dt (2.153)
Damit folgt fu¨r den Drehimpuls:
Jn+1 − Jn =
tn+1∫
tn
nnode∑
A=1
[q˙A × pA + qA × p˙A] dt (2.154)
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Einsetzen von Gleichung (2.133) und Beru¨cksichtigung von Gleichung (2.144) er-
gibt fu¨r die Drehimpulsbilanz:
Jn+1 − Jn =
tn+1∫
tn
nnode∑
A=1
[
nnode∑
B=1
M−1ABp
B × pA − qA × p˙A] dt (2.155)
= −
nnode∑
A=1
tn+1∫
tn
qA × FAint(q) dt (2.156)
Die Abwesenheit externer Kra¨fte und Momente wurde wiederum vorausgesetzt.
Ein Vergleich mit Gleichung (2.132) zeigt, dass der Drehimpuls fu¨r die Mittel-
punktsregel eine Erhaltungsgro¨ße darstellt.
Bedingungen fu¨r die Energieerhaltung Einsetzen von Gleichung (2.54)3 fu¨r
den infinitesimalen Erzeuger in Gleichung (2.148)5 liefert:
J(zn+1)− J(zn) =
∫ tn+1
tn
∇zH(z) · z˙dt (2.157)
Die Erhaltungsgro¨ße J entspricht der Gesamtenergie, repra¨sentiert durch die Ha-
miltonfunktion H . Fu¨r die nach Gleichung (2.143) approximierte Gro¨ße folgt
H(zn+1)−H(zn) ≈ ∇zH(zn+ 1
2
) · (zn+1 − zn) (2.158)
Die Gesamtenergie des Systems ist damit eine von der Approximationsgu¨te ab-
ha¨ngige Gro¨ße.
2.4. Mechanische Integratoren
Aside from their physical and mathematical significance, from a numerical analy-
sis standpoint conserved quantities often lead to enhanced numerical stability.
Simo et al. [90], Introduction
Die gezeigte Mittelpunktsregel besitzt algorithmische Impuls- und Drehimpul-
serhaltungseigenschaften, versagt aber im Allgemeinen fu¨r das Energiekriterium.
Da die kinetische Energie quadratisch im Phasenraum Z definiert ist, wird unter
der Voraussetzung einer konfigurationsunabha¨ngigen Massenmatrix, Gleichung
(2.144)1 exakt integriert, so dass der Integrationsfehler der Mittelpunktsregel aus
der Integration des Gradienten der potentiellen Energie in Gleichung (2.144)2 re-
sultiert. Korrekturen ko¨nnen prinzipiell sowohl auf Gleichung (2.144)1 als auch auf
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Gleichung (2.144)2 angewandt werden. Da sich das Gleichungssystem (2.144) auf-
grund der konfigurationsunabha¨ngigen Massenmatrix reduzieren la¨ßt (vgl. Glei-
chung (2.145)) und damit der Impuls zum Zeitpunkt tn+1 erst in einem Nach-
laufschritt bestimmt wird, entspricht eine Korrektur der Gleichung (2.144)1 einer
Predictor/Korrektor Vorgehensweise (vgl. Simo et al. [90]). Eine Korrektur der
Gleichung (2.144)2 wurde u.a. in Gonzalez [28, 29, 31], Gonzalez & Simo [32] und
Betsch & Steinmann [17, 18] vorgestellt. Dabei erfolgt eine Modifikation des den
Integrationsfehler verursachenden Gradienten, der im Weiteren in der modifizier-
ten Form
”
diskreter Gradient“ genannt wird.
2.4.1. Impuls Update
Das Verfahren nach Simo et al. [90] stellt eine explizite Projektion des Phasen-
raums Z auf die Ebene konstanter Energie dar. Im Predictor-Schritt wird eine
unmodifizierte Mittelpunktsregel angewendet, die konstruktionsbedingt Impuls-
und Drehimpulserhaltende Ergebnisse, gekennzeichnet mit {•˜} liefert. Der Impuls
berechnet sich nach der Auswertung von Gleichung (2.145) mit:
p˜n+1 =
2
∆t
M(q˜n+1 − qn)− pn (2.159)
Im Korrektor Schritt wird ein zusa¨tzlicher Term pc eingefu¨hrt:
pn+1 = p˜n+1 + pc, qn+1 = q˜n+1 (2.160)
Eine algorithmische Erhaltung des Impulses respektive Drehimpulses erfolgt unter
den Bedingungen:
nnode∑
A=1
pAc = 0,
nnode∑
A=1
qAn+1 × pAc = 0 (2.161)
Fu¨r die Energiebilanz betrachten wir die Auswirkungen von pc auf den kinetischen
Anteil der Energie K:
Kn+1 =
1
2
(p˜n+1 + pc) ·M−1(p˜n+1 + pc)
=
1
2
pc ·M−1pc + p˜n+1 ·M−1pc +
1
2
p˜n+1 ·M−1p˜n+1
=
1
2
pc ·M−1pc + p˜n+1 ·M−1pc + K˜n+1
(2.162)
Unter der Annahme, dass keine externen Kra¨fte einwirken, lautet die Bedingung
fu¨r Energieerhaltung:
Hn+1 −Hn = Kn+1 −Kn + Vintn+1 − Vintn = 0 (2.163)
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Eingesetzt in Gleichung (2.162) folgt:
0.5pc ·M−1pc + p˜n+1 ·M−1pc + (H˜n+1 −Hn) = 0 (2.164)
Da die Gesamtenergie des Systems ein Skalarwert ist, reicht ein skalarwertiger
Korrekturfaktor κ aus. In Simo et al. [90] wird der Gradient des inneren Potentials
zur Konstruktion von pc verwendet:
pc = κ∇qV˜intn+1 (2.165)
da dieser nach Gleichung (2.136) und (2.140) die Bedingungen nach Gleichung
(2.161)1 und (2.161)2 erfu¨llt. Es folgt das quadratische Gleichungssystem
1
2
(∇qV˜intn+1·M−1∇qV˜intn+1)κ2+(p˜n+1·M−1∇qV˜intn+1)κ+(H˜n+1−Hn) = 0 (2.166)
Diese quadratische Gleichung besitzt reelle Lo¨sungen, wenn die Diskriminante
gro¨ßer oder gleich Null ist. Dabei signalisiert eine Diskriminante kleiner Null ein
Ansteigen der Energie, was durch die gezeigte explizite Projektion nicht korri-
giert werden kann. Die Mittelpunktsregel ist ein Verfahren mit einer Genauigkeit
von zweiter Ordnung in der Zeit. Die Projektion vera¨ndert die Genauigkeit der
im Prediktorschritt durchgefu¨hrte Mittelpunktsregel auf ein Verfahren erster Or-
dung, wie in Simo et al. [90] und in Laursen & Love [62] dargelegt ist.
2.4.2. Diskreter Gradient
Ausgehend von der hamiltonschen Gleichung (2.14): z˙ = XH(z) wurde in Ab-
schnitt 2.1.3 gezeigt, dass die Hamiltonfunktion eine Erhaltungsgro¨ße und damit
ein erstes Integral von Gleichung (2.14) ist, d.h.
H(z(t)) = H(z(0)) ∀ t ∈ [0 , T ] (2.167)
Gleichung (2.167) entspricht der Orthogonalita¨tsbedingung
H˙ = ∇zH · z˙ = ∇zH ·XH(z) = 0 (2.168)
Die Integration von Gleichung (2.14) liefert:
zn+1 − zn = ∆tXH(zn, zn+1) = ∆tJ∇zH(zn, zn+1) (2.169)
Eingesetzt in die integrale Form von Gleichung (2.168) folgt als Bedingung fu¨r
die Energieerhaltung in Verbindung mit Gleichung (2.158):
H(zn+1)−H(zn) = ∇zH(zn, zn+1)(zn+1 − zn) = 0 (2.170)
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Der diskrete Gradient - zur besseren Kennzeichnung im Folgenden mit ∇ darge-
stellt, wird nach Gonzalez [28] definiert als:
∇zH(zn, zn+1) = ∇zH(zn+ 1
2
)
+
H(zn+1)−H(zn)−∇zH(zn+ 1
2
) · (zn+1 − zn)
‖(zn+1 − zn)‖2 (zn+1 − zn)
(2.171)
Die A¨quivalenz zur Aussage in Gleichung (2.170) kann durch Multiplikation des
diskreten Gradienten mit (zn+1 − zn) nachgewiesen werden:
∇zH(zn, zn+1)(zn+1 − zn) = ∇zH(zn+ 1
2
)(zn+1 − zn)
+
H(zn+1)−H(zn)−∇zH(zn+ 1
2
) · (zn+1 − zn)
‖(zn+1 − zn)‖2 (zn+1 − zn)
2
= H(zn+1)−H(zn) (2.172)
und
∇zH(zn, zn+1)(zn+1 − zn) = ∆t∇zH(zn, zn+1)J∇zH(zn, zn+1) = 0 (2.173)
Der diskrete Gradient, definiert nach Gleichung (2.171), erha¨lt somit algorith-
misch die Hamilitonfunktion. Im Allgemeinen verliert das System durch den dis-
kreten Gradienten die Drehimpulserhaltung, da der Term (zn+1 − zn) nicht in-
variant gegen die Einwirkung einer Rotationsgruppe ist. Daher definieren wir als
na¨chstes den diskreten Gradienten fu¨r Lie-Gruppen invariante Funktionen.
G-a¨quivarianter diskreter Gradient Ein G-a¨quivarianter diskreter Gradient ei-
ner glatten Funktion f : Z→ R ist eine Abbildung ∇f : Z× Z→ Rn der unter
einer Wirkung Φ (vgl. Gleichung (2.20)) folgende Eigenschaften aufweißt:
1. A¨quivarianz
∇Φf(Φ(zn),Φ(zn+1)) = [∇zΦg(zn+ 1
2
)]−T · ∇zf(zn, zn+1) ∀Φg ∈ G (2.174)
2. Orthogonalita¨t
∇zf(zn, zn+1) · ξZ(zn+ 1
2
) = 0 (2.175)
Der Nachweis und die Auswirkungen der beiden Eigenschaften sind in Gonzalez
[28, 29] ausfu¨hrlich dargelegt und sollen hier am konkreten Beispiel fu¨r die Kon-
stuktion eines G-a¨quivarianten diskreten Gradientens durchgefu¨hrt werden. Dazu
erfolgt eine Reparametrisierung von H mithilfe maximal quadratischer Invarian-
ten πi : Z→ R, die aus Elementen der Mengen
S(z) = {‖yA · yB‖2, 1 ≤ A ≤ B ≤ nnode, yA ∈ [qA,pA]} (2.176)
T(z) = {det(yA,yB), 1 ≤ A ≤ B ≤ nnode, yA ∈ [qA,pA]} (2.177)
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in U¨bereinstimmung mit dem Cauchyschen Darstellungstheorem aufgebaut sind
(vgl. Betsch & Hesch [14], Truesdell & Noll [97]). Gleichung (2.177) ist gu¨ltig
fu¨r ndim = 2, die Darstellung in ho¨her dimensionalen Ra¨umen erfordert eine ent-
sprechende Anpassung des Argumentes der Determinante. Die Reparametrisie-
rung der Hamiltonfunktion erfolgt mithilfe des Vektors der Invarianten pi(z) =
[π1(z), ..., πd(z)]
T :
H(z) = H˜(pi(z)) (2.178)
Entsprechend der Kettenregel erfolgt nun die Definition eines G-a¨quivarianten
diskreten Gradienten:
∇zH(zn, zn+1) = ∇zpi(zn+ 1
2
)T∇πH˜(pi(zn),pi(zn+1)) (2.179)
mit
∇πH˜(pin,pin+1) = ∇πH˜(pin+ 1
2
)
+
H˜(pin+1)− H˜(pin)−∇πH˜(pin+ 1
2
) · (pin+1 − pin)
‖(pin+1 − pin)‖2 (pin+1 − pin)
(2.180)
und
pin+ 1
2
=
1
2
(pin+1 + pin) (2.181)
Definitionsbedingt sind die Invarianten maximal quadratisch und es gilt:
∇zpi(zn, zn+1) = ∇zpi(zn+ 1
2
) (2.182)
Die A¨quivarianz des diskreten Gradienten nach Gleichung (2.179) ist eine Folge
der Invarianz von pi, d.h. pi(Φg(z)) = pi(z), hieraus folgt:
∇pi(Φg(z)) = ∇zpi(z) · [∇zΦg(z)]−1 (2.183)
Eingesetzt in Gleichung (2.179) zeigt die A¨quivarianz im Sinne von Gleichung
(2.174):
∇zH(Φg(zn),Φg(zn+1)) = ∇πH˜(pi(Φg(zn)),pi(Φg(zn+1)) · ∇pi(Φg(zn+ 1
2
))
= ∇πH˜(pi(zn),pi(zn+1)) · ∇zpi(zn+ 1
2
) · [∇zΦg(zn+ 1
2
)]−1
= [∇zΦg(zn+ 1
2
)]−T∇zH(zn, zn+1)
(2.184)
Zum Nachweis der Orthogonalita¨tbedingung (Gleichung (2.175)) wird wiederum
die Invarianz von pi ausgenutzt:
0 =
d
dǫ
pi(Φg(ϕξˆ(ǫ), z))|ǫ=0 = ∇zpi(z) · ξZ(z) (2.185)
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Impuls-/Drehimpulserhaltung Die Anwendung des Hauptsatzes der Integral-
rechnung auf eine Impulsabbildung zeigt
Jξ(zn+1)− Jξ(zn) =
∫ tn+1
tn
∇zJξ(z) · z˙dt
= ξZ(zn+ 1
2
) · J(zn+1 − zn)
= ξZ(zn+ 1
2
) · J2∆t∇zH(zn, zn+1)
= −∆t∇zH(zn, zn+1) · ξZ(zn+ 1
2
)
= −∆t∇πH˜(pi(zn),pi(zn+1)) · ∇zpi(zn+ 1
2
)ξZ(zn+ 1
2
)
= 0
(2.186)
Das Einsetzen der Symmetriegruppen nach Gleichung (2.45) und (2.49) zeigt so-
wohl die algorithmische Erhaltung des Impulses als auch die algorithmische Er-
haltung des Drehimpulses.
Energieerhaltung Nach Gleichung (2.170) erhalten wir (vgl. Betsch & Hesch
[14]):
∇zH(zn, zn+1) · (zn+1 − zn) = ∇πH˜(pi(zn),pi(zn+1)) · ∇zpi(zn+ 1
2
) · (zn+1 − zn)
= ∇πH˜(pi(zn),pi(zn+1)) · (pi(zn+1)− pi(zn))
= H˜(pi(zn+1))− H˜(pi(zn))
= H(zn+1)−H(zn)
(2.187)
Durch Einsetzen von Gleichung (2.169) folgt aufgrund der Schiefsymmetrie von
J:
∇zH(zn, zn+1) · (zn+1 − zn) = ∆t∇zH(zn, zn+1) · J∇zH(zn, zn+1) = 0 (2.188)
Ein Vergleich von Gleichung (2.187) und (2.188) liefert H(zn+1) = H(zn), woraus
die algorithmischen Erhaltung der Energie folgt.
Algorithmische Spannungsberechnung Als Beispiel einer G-a¨quivarianter Dar-
stellung soll die algorithmische Spannungsberechnung dienen. Fu¨r den Gradienten
der diskreten Verzerrungsenergiefunktion gilt nach Gleichung (2.132):
∇qV Aint(q) =
∫
B0
∂W (C)
∂C
:
∂C
∂qA
dV (2.189)
mit dem 2.Piola-Kirchhoffschen Spannungstensor S:
S(C) = 2
∂W (C)
∂C
(2.190)
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Wie in den Gleichungen (2.64) und (2.64) dargelegt, sind die Komponenten des
Cauchy-Green-Tensors C sowohl translations- als auch rotationsinvariant. Zur
Darstellung des Invariantenvektor pi in der Mittelpunktskonfiguration eignet sich
die Voigtsche Notation:
W (C(qn+ 1
2
)) = W˜ (pi(qn+ 1
2
)), pi(qA
n+ 1
2
) =
 C11(q
A
n+ 1
2
)
C22(q
A
n+ 1
2
)
2C12(q
A
n+ 1
2
)
 (2.191)
Durch die Einfu¨hrung des diskreten Gradientens nach Gleichung (2.180) erha¨lt
man:
Ξ = 2∇πW˜ (pin+ 1
2
)+2
W˜ (pin+1)− W˜ (pin)−∇πW˜ (pin+ 1
2
) · (pin+1 − pin)
‖(pin+1 − pin)‖2 (pin+1−pin)
(2.192)
mit den algorithmischen Spannungen Ξ (vgl. Gonzalez [31]).
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3. Zwangsbedingungen
3.1. Eigenschaften von Zwangsbedingungen
Mechanische Systeme, die Zwangsbedinungen beinhalten, erfahren eine Einschra¨n-
kung ihrer Dimensionen (Marsden & Ratiu [66]). Zwangsbedingungen gliedern
sich allgemein in 2 Klassen: Holonome Zwangsbedingungen stellen Bedingun-
gen an den Konfigurationsraum V, nichtholonome Zwangsbedingungnen stellen
Bedingungen an den Geschwindigkeitsphasenraum TV. Kontakt-Zwangsbedin-
gungen ko¨nnen als geometrische Einschra¨nkung des Konfigurationsraums inter-
pretiert werden und geho¨ren damit zu den holonomen Zwangsbedingungen der
Form
Φ(q) = 0, ΦA : R
n → R (3.1)
Sie schra¨nken einen n-dimensionalen Konfigurationsraum V = Rn bei einer An-
zahl vonm Zwangsbedingungen auf einen n−m dimensionalen Unterraum Q ⊂ V,
mit Q = Rn−m ein (vgl. Betsch [11]). Die damit erfolgte Einschra¨nkung des Tan-
gentenbu¨ndels TQ ⊂ TV schra¨nkt demzufolge die Lagrangefunktion L : TV→ R
auf LN : TQ → R bzw. die Hamiltonfunktion H : T ∗V → R auf H : T ∗Q → R
ein.
Zwangsbedingungen werden in der Regel auf zwei unterschiedlichen Wegen einge-
fordert: Entweder durch eine Regularisierung, im Folgenden anhand der Penalty-
Methode dargelegt, oder durch die Einfu¨hrung von lagrangeschen Multiplikatoren.
Diverse Mischformen beider Methoden sind ebenfalls bekannt, exemplarisch wird
die augmented Lagrange Formulierung vorgestellt, da sie ha¨ufig in der Kontakt-
Mechanik Anwendung findet (vgl. Laursen [58]). Fu¨r ein konservatives System
gilt die Annahme der Energieerhaltung auch fu¨r das um holonome Zwangsbe-
dingungen erweiterte System, da die Zwangskra¨fte im skleronomen Fall keine
Arbeit leisten. Daher betrachten wir den Einfluß der verschiedenen Verfahren auf
die Energiebilanz. Impuls- und Drehimpulserhaltung ha¨ngen von der jeweiligen
Zwangsbedingung ab. Sofern die Zwangsbedingungen weder den Impuls noch den
Drehimpuls beeinflussen, stellen sie eine einfache Erweiterung des Potentials dar.
Damit ha¨ngen die Erhaltungseigenschaften wiederum von dem eingesetzen Verfah-
ren zur Diskretisierung des Systems ab (vgl. Kapitel 2.3). In Abschnitt 3.1.4 wer-
den verschiedene Mo¨glichkeiten eingebracht, das um die lagrangeschen Multipli-
katoren erweiterte Sattelpunktsystem nachtra¨glich auf ein Minimierungsproblem
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zu reduzieren. In Kapitel 3.2 werden schließlich impuls- respektiv drehimpuls- so-
wie energieerhaltende Verfahren fu¨r allgemeine, nichtlineare Zwangsbedingungen
vorgestellt.
3.1.1. Penalty-Methode
Fu¨r die um Zwangsbedingungen erweiterte Hamiltonfunktion gilt:
Hǫ(q,p) = H(q,p) + ǫ
2
‖Φ(q)‖2 (3.2)
Dabei ist ǫ ein vorgegebener Penalty-Parameter. Die Herleitung der hamiltonschen
Gleichungen (vgl. Abschnitt 2.1.2) findet a¨quivalente Anwendung:
q˙ =M−1 · p
p˙ = −∇qV (q)− ǫkΦ(q) · ∇qΦ(q) (3.3)
Der Einsatz eines direkten Gleichungslo¨sers zur Lo¨sung des aus dem Newton-
Verfahren resultierenden Gleichungssystems ist mo¨glich, obwohl ha¨ufig die Zwangs-
bedingung iterativ bis zur Erfu¨llung eines vordefinierten Konvergenzkriteriums
angena¨hert wird. Der Iterationsparameter ǫk ist dabei eine monoton wachsende
Folge positiver Penalty-Parameter, wobei ǫ→∞ fu¨r k →∞ gilt. Es gilt dabei zu
beachten, dass die Konditionszahl der Systemmatrix mit einem Vielfachen von ǫ
wa¨chst (vgl. Benzi et al. [8]). Zur Gewa¨hrleistung der Energieerhaltung muss die
zeitliche A¨nderung der Hamiltonfunktion gleich Null sein:
d
d t
H(q,p) = 0 (3.4)
Hierbei stellt
H(q,p) =
1
2
p ·M−1 · p+ V (q) (3.5)
die totale Energie des Systems mit Zwangsbedingungen dar. Mithilfe der Ketten-
regel folgt fu¨r die zeitliche A¨nderung der erweiterte Hamilton-Funktion:
d
d t
Hǫ(q,p) = ∂H
∂q
q˙+
∂H
∂p
p˙+ ǫkΦ(q) · ∇qΦ(q)q˙
=
d
d t
H(q,p) + ǫkΦ(q) · ∇qΦ(q)q˙
(3.6)
Energieerhaltung ist daher nur im Grenzfall fu¨r Φ(q) = 0 korrelierend mit der
Bedingung ǫ → ∞ gewa¨hrleistet. Somit erha¨lt das Penalty-Verfahren im Allge-
meinen nicht die Energie.
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3.1.2. Lagrangesche Multiplikatoren
Die Einfu¨hrung von lagrangeschen Multiplikatoren λ als eigensta¨ndige Variablen
des Systems wird durch die erweiterte Hamilton-Funktion beschrieben:
H(q,p,λ) = Hλ(q,p) = H(q,p) + λ ·Φ(q) (3.7)
Die Herleitung der Bewegungsgleichungen in Abha¨ngigkeit von holonomen Zwangs-
bedingungen fu¨hrt auf einen Satz von differential-algebraischen Gleichungen (sog.
DAEs) mit einem Differential-Index 3 (vgl. Eich-Soellner & Fu¨hrer [22]):
q˙ =M−1p
p˙ = −∇qV (q)− λ · ∇qΦ(q)
0 = Φ(q)
(3.8)
Das resultierende Sattelpunktproblem ist im Allgemeinen sehr schlecht kondi-
tioniert (vgl. Benzi et al. [8], Abschnitt 3.1.4). Die Verwendung eines direkten
Gleichungslo¨sers ist mo¨glich; zudem werden die Zwangsbedingungen im Rahmen
des Abbruchkriteriums des Newton-Verfahrens exakt erfu¨llt.
Die totale Energie von konservativen Systemen mit holonomen Zwangsbedingun-
gen a¨ndert sich nicht mit der Zeit:
∂H
∂q
q˙+
∂H
∂p
p˙+ λ
∂Φ
∂q
q˙ = 0 (3.9)
⇒ d
d t
H(q,p) + λ
d
d t
Φ = 0 (3.10)
Da die Zwangsbedingungen nach Gleichung (3.8) exakt erfu¨llt werden, ist auch
deren zeitliche A¨nderung gleich null. Die Erhaltung der totalen Energie im kon-
tinuierlichen ist daher eine Folge der Konsistenzforderung an Zwangsbedingun-
gen.
3.1.3. Augmented-Lagrange-Methode
Als Beispiel fu¨r eine Mischform zwischen Penalty-Verfahren und der Methode
der lagrangeschen Multiplikatoren (vgl. Wriggers [106]) wird hier die augmented
Lagrange Methode unter Verwendung des Algorithmus von Uzawa vorgestellt.
Diese Vorgehensweise findet u.a. im Bereich der Fluid-Dynamik (vgl. Benzi et al.
[8]), aber auch in der Kontaktmechanik (vgl. Laursen & Chawla [60], Laursen
& Love [62]) ha¨ufig Verwendung. Die erweiterte Hamiltonfunktion wird definiert
als:
Hǫ(q,p) = H(q,p) + ǫ
2
‖Φ(q)‖2 + λk ·Φ(q) (3.11)
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Abbildung 3.1.: Update des lagrangeschen Multiplikators
Ein Zwei-Schritt Algorithmus zur Lo¨sung dieser, im Allgemeinen nichtlinearen
Problemstellung ist in Nour-Omid & Wriggers [72] zu finden. Da das nichtlineare
Gleichungssystem mithilfe eines Newton-Verfahrens iterativ gelo¨st wird, λk aber
ebenfalls iterativ, im Gegensatz zur Vorgehensweise in Abschnitt 3.1.2 aber nicht
innerhalb des gleichen Newton-Verfahrens, bestimmt wird, mu¨ssen zwei iterative
Verfahren gekoppelt werden. Beide Iterationen ko¨nnen entweder gleichzeitig aus-
gefu¨hrt werden, oder es erfolgt zuerst die Lo¨sung des nichtlinearen Gleichungssy-
stems, gefolgt von einem Update der lagrangeschen Multiplikatoren (vgl. Simo &
Laursen [88]):
1) Initialisiere λ0
2) Iterations-Schleife:
I) Zu lo¨sen ist das nichtlineare System in einer inneren Schleife bis das
zugeho¨rige Konvergenzkriterium erreicht wurde:
q˙ =M−1p
p˙ = −∇qV (q)− ǫkΦ(q)∇qΦ(q)− λk · ∇qΦ(q)
(3.12)
II) Iterationsupdate, bis das Konvergenzkriterium ‖Φ‖ < TOL erreicht wur-
de:
λk+1 = λk + ǫΦk+1 (3.13)
Der Parameter ǫ hat eine doppelte Funktion: Zum Einen als Penalty Parameter
in Gleichung (3.12), zum anderen stellt er den Relaxationsparameter des iterati-
ven Lo¨sungsverfahrens dar. Der schematische Iterationsprozess des lagrangeschen
Multiplikators folgt dem in Bild 3.1 gezeigten Verlauf (vgl. Wriggers [106]). Der
Vorteil des Verfahrens liegt in der Entkopplung des algebraischen Anteils des Sat-
telpunktproblems, das bei der Verwendung lagrangescher Multiplikatoren entsteht
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(vgl. Abschnitt 3.1.4). Die Zwangsbedingungen werden im Rahmen des Konver-
genzkriteriums des iterativen Verfahrens erfu¨llt. Der verwendete Penalty Parame-
ter muss dabei zwei Forderungen aufgrund seiner doppelten Funktion genu¨gen:
• Er darf die Konditionszahl der Systemmatrix nicht soweit verschlechtern,
dass das System nicht mehr lo¨sbar ist,
• er darf die Konvergenz des iterativen Verfahrens nicht gefa¨hrden.
Die Konvergenzkriterien fu¨r den Algorithmus von Uzawa ko¨nnen fu¨r ein lineares
System einfach hergeleitet werden, da der Algorithmus in diesem Fall einem sta-
tiona¨ren Richardson-Verfahren entspricht (vgl. Benzi et al. [8]). Das Richardson-
Verfahren konvergiert, wenn fu¨r den Relaxationsparameter ǫ ∈ [0, 2/ρ] gilt, wobei
ρ der gro¨ßte Eigenwert des Schur-Komplements darstellt (vgl. Quarteroni et al.
[80]). Fu¨r die Wahl des Penalty Parameters muss demzufolge zwischen der Kondi-
tion der Systemmatrix und der Konvergenz-Rate abgewogen werden. Die Einord-
nung des Algorithmus von Uzawa in eine Reihe von iterativen Verfahren ist in Li
et al. [64] untersucht worden, detaillierte Informationen und Konvergenzstudien
finden sich in Golub et al. [27].
3.1.4. Sattelpunktsysteme
Das Gleichungssystem, das in jedem Iterationsschritt des Newton-Verfahrens ge-
lo¨st wird, hat die Struktur [
A BT
C 0
] [
∆q
∆λ
]
=
[
R
Φ
]
(3.14)
mit
A = ∇qR; B = ∇λR; C = ∇qΦ (3.15)
und dem zu lo¨senden Residuum R, entsprechend der diskreten Form der Glei-
chungen (3.8)1 und (3.8)2 nach Abschnitt 2.3.2 bzw. Kapitel 3.2. Die Matrix in
Gleichung (3.14) ist symmetrisch, d.h. B = C, falls R und Φ nach der vollsta¨ndi-
gen Diskretisierung zum gleichen Zeitpunkt ausgewertet werden. Der Begriff des
Sattelpunktes erkla¨rt sich dadurch, dass fu¨r jede Lo¨sung
∗
q,
∗
p,
∗
λ der Gleichungen
(3.8) folgende Bedingung erfu¨llt sein muss (vgl. Benzi et al. [8]):
H( ∗q, ∗p,λ) ≤ H( ∗q, ∗p,
∗
λ) ≤ H(q,p,
∗
λ) (3.16)
Zusa¨tzlich wird gefordert, dass Φ1 ...Φm nicht ineinander u¨berfu¨hrbar sind, bzw.
B = ∇qΦ vollen (Spalten-) Rang hat:
rank(B) = m (3.17)
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Ist A symmetrisch und positiv definit und hat mindestens den Rang n−m gilt:
Die Matrix ist nicht-singula¨r, wenn
ker(A) ∩ ker(B) = {0} (3.18)
gilt. Ist die Matrix nicht singula¨r, kann unter Umsta¨nden die numerische Lo¨sung
des linearen Gleichungssystems dennoch nicht mo¨glich sein. Zur Abscha¨tzung der
Lo¨sbarkeit eines Problems dient die Konditionszahl. Die Konditionszahl ist da-
bei ein Maß fu¨r die Sensitivita¨t einer Matrix gegenu¨ber Rundungsfehlern (vgl.
Strang [93]). Die allgemein sehr schlechte Konditionszahl von Sattelpunktspro-
blemen beeinflusst das Konvergenzverhalten iterativer Gleichungslo¨ser negativ,
da die Konvergenzgeschwindigkeit durch den Spektralradius |ρ|max der Iterations-
matrix bestimmt wird.
Holonome Zwangsbedinungen, die unter Verwendung lagrangescher Multiplikato-
ren eingebunden werden, erzeugen Abha¨ngigkeiten zwischen einzelnen Freiheits-
graden. In der analytischen Mechanik ist es dabei u¨blich, mit einem minimalen
Satz von (n − m) generalisierter Koordinaten zu arbeiten (vgl. u.a. Meirovitch
[68], Laursen [59]). Da die Einfu¨hrung sinnvoller generalisierter Koordinaten nur
fu¨r verha¨ltnisma¨ßig einfache Systeme mo¨glich ist, muss fu¨r allgemeine Mecha-
nische Systeme mit Zwangsbedingungen das Sattelpunktproblem mit (m + n)
Koordinaten aufgestellt werden. Eine nachtra¨gliche Reduktion der redundanten
Koordinaten kann entweder durch eine Kondensation (vgl. Simo & Armero [85],
Kasper & Taylor [50], Wriggers [106], Wohlmuth & Krause [102], Wohlmuth &
Lamichhane [103]) oder mithilfe einer diskreten Nullraummatrix (vgl. Betsch [12],
Betsch [13], Betsch & Leyendecker [15], Benzi et al. [8]) erfolgen.
Nullraum-Methode Ausgehend von der diskreten Gleichung (3.14) wird eine
n× (n−m) Matrix P gesucht, die der Bedingung
range(P) = null(B) (3.19)
genu¨gt. Damit folgt:
BP = 0 (3.20)
womit P die diskrete Nullraummatrix zu B ist. Aus der Forderung nach zeitlicher
Konsistenz der Zwangsbedingungen folgt, dass die Zeitableitung der Zwangsbe-
dingung null ist, bzw. nach der Kettenregel
B(q)q˙ = 0 (3.21)
Da der Geschwindigkeitsvektor q˙ auf den Tangentenraum TqV ⊂ Rn beschra¨nkt
ist, gilt
TqV = null(B) (3.22)
Gleichung (3.21) ist ein mo¨glicher Ausgangspunkt fu¨r die Herleitung einer explizit
berechneten Nullraummatrix (vgl. Betsch [12]). Ist eine explizite Darstellung nicht
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mo¨glich, kann P auch numerisch entweder mittels einer QR-Zerlegung oder durch
eine Eigenwert-Zerlegung von B erzeugt werden. Vormultiplizieren von PT auf
Gleichung (3.14)1 liefert: [
PTA
C
]
∆q =
[
PTR
Φ
]
(3.23)
Eine weitere Reduktion des Systems kann mithilfe generalisierter Koordinaten
u erfolgen. Dabei wird die Existenz der Abbildung F : Rn−m → Rn unter der
Bedingung vorausgesetzt, dass
q = F(u) ∀q ∈ V, u ∈ Q (3.24)
Die Ableitung ∇uF(u) ist wiederum eine diskrete Nullraummatrix, die gegebenen-
falls auch numerisch bestimmt werden muss. Numerisch bestimmte generalisierte
Koordinaten besitzen allerdings keinen physikalischen Bezug mehr. Daher ist fu¨r
eine Interpretation der Ergebnisse eine Nachlaufrechnung zur Bestimmung der
urspru¨nglichen Freiheitsgrade notwendig.
Kondensation Die hier verwendeten holonomen Zwangsbedingungen beschrei-
ben geometrische Abha¨ngigkeiten zwischen den verschiedenen Freiheitsgraden;
z.B. werden im Kontaktfall die Oberfla¨chenfreiheitsgrade eines Ko¨rpers qm in
Abha¨ngigkeit von den Oberfla¨chenfreiheitsgraden der am Kontakt beteiligten
Ko¨rpers qs gebracht. Bezeichnen des Weiteren qi alle Freiheitsgrade, die nicht
in die Zwangsbedingungen eingebunden sind, kann das Sattelpunktproblem aus
Gleichung (3.14) wie folgt aufgeschlu¨sselt werden:
Aii Aim Ais 0
Ami Amm Ams M
Asi Asm Ass D
0 T K 0


∆qi
∆qm
∆qs
∆λ
 =

Ri
Rm
Rs
Φ
 (3.25)
Prinzipiell ko¨nnen qm und qs beliebig aus der Menge aller von den Zwangsbedin-
gungen eingebundenen Freiheitsgrade gewa¨hlt werden, vorausgesetzt die Matrix
D ist quadratisch und hat vollen Rang:
rank(D) = rank(B) = m (3.26)
Die dritte Zeile aus Gleichung (3.25) kann zur expliziten Darstellung der lagran-
geschen Multiplikatoren genutzt werden:
∆λ = D−1(Rs −Asi∆qi −Asm∆qm −Ass∆qs) (3.27)
Dies setzt die geforderte Invertierbarkeit von D voraussetzt. Um zur urspru¨ng-
lichen Darstellung aus Gleichung (3.14) zuru¨ckzukehren, wird die Matrix W =
[0, 0, D−1] eingefu¨hrt:
∆λ =W(R−A∆q) (3.28)
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Das Einsetzen von Gleichung (3.28) in Gleichung (3.14) fu¨hrt nach kurzem Um-
formen zu folgender Gleichung:[
(I−BTWT )A
C
]
∆q =
[
(I−BTWT )R
Φ
]
(3.29)
wobei I eine Einheitsmatrix ist. Ein Vergleich von Gleichung (3.29) und (3.14)
zeigt, dass (I−BTWT )BT = 0 gilt, und damit (I−BTWT ) = PT ein Element von
ker(BT ) ist. P entspricht damit der Definition einer diskreten Nullraummatrix.
Das Gleichungssystem (3.29) ist u¨berbestimmt, daher ist eine weitere Reduktion
notwendig. Dies kann durch Vormultiplikation mit der Matrix [I, −AW]T er-
folgen. Im Terminus der FEM (vgl. Jung & Langer [49]) entspricht dies einer
Einschra¨nkung der Testfunktionen. Es folgt fu¨r eine symmetrische Systemmatrix
(d.h. B = C): [
PAPT −BTWTAWB]∆q = [PR−AWΦ] (3.30)
Ist die Systemmatrix nicht symmetrisch, folgt:
[PTA−AWC]∆q = [PTR−AWΦ] (3.31)
Die statische Kondensation der enhanced modes, wie sie von Simo et al. [86] bzw.
von Kasper & Taylor [51] beschrieben ist, folgt dem gleichen Prinzip.
3.2. Zwangsbedingungen in diskreten Systemen
3.2.1. Gleichheits-Zwangsbedingungen
Fu¨r die zeitliche Diskretisierung von Gleichung (3.8):
z˙ = J∇zHλ
0 = Φ
(3.32)
wird ein von Betsch & Steinmann [19] entwickelter, Galerkin basierter Ansatz
verwendet. In einem charakteristischen Zeitschritt ∆t = tn+1−tn wird eine lineare
Approximation der Zeit mit:
zh(α) = (1− α)zn − αzn+1 ∀α ∈ [0 , 1] (3.33)
vorgenommen und an der Stelle α = 1
2
ausgewertet. Im Gegensatz zur kontinu-
ierlichen Approximation des Phasenraums TV werden die lagrangeschen Multi-
plikatoren als konstant in jedem Zeitschritt angenommen:
λh = λn+1 (3.34)
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Zusammengefasst ergibt sich die sogenannte mixed Galerkin (mG(1)) Methode:
zn+1 − zn = ∆tJ∇zHλ(zn, zn+1)
0 = Φ(qn+1)
(3.35)
Fu¨r die um den Term λ·Φ erweiterte Hamiltonfunktion Hλ gelten die gleichen Er-
haltungseigenschaften fu¨r den Impuls und den Drehimpuls, analog zur Darstellung
in Abschnitt 2.3.2. Die Bedingungen fu¨r die Erhaltung der Gesamtenergie werden
entsprechend auf das um die Zwangsbedingungen erweiterte System angewandt,
wobei die Systematik zur Konstruktion Mechanischer Integratoren (Kapitel 2.4)
weiterhin Verwendung findet. Korrekturen ko¨nnen demzufolge fu¨r die Gleichung
(3.8)1 bzw. fu¨r die Gleichung (3.8)2 eingefu¨hrt werden. Zusa¨tzlich besteht die
Mo¨glichkeit, Modifikationen an der Zwangsbedingung an sich (Gleichung (3.8)3)
durchzufu¨hren.
3.2.2. Algorithmische Energieerhaltung
Im Folgenden werden verschiedene Mo¨glichkeiten zur Konstruktion energieerhal-
tender Verfahren vorgestellt. Die Auswirkungen auf ein einfaches System beste-
hend aus 2 Massepunkten und einer Feder, die einer nichtlinearen Zwangsbedin-
gung unterliegen, ist im Anhang (Abschnitt A.3) dargelegt.
Modifikation der Zwangsbedingung Die Konstruktion eines Verfahrens zur al-
gorithmischen Erhaltung der Energie durch Modifikation der Zwangsbedingung
wurde erstmalig fu¨r den Fall reibungsfreien Kontaktes von Laursen & Chawla
[60] vorgestellt. Zeitgleich erschien die Arbeit von Armero & Peto¨cz [2], in der
die gleiche Vorgehensweise anhand einer Penalty-Formulierung eingefu¨hrt wurde.
Die Anwendung auf Kontaktvorga¨nge mit Reibung ist in Laursen & Chawla [61]
beschrieben. Das Verfahren ist unabha¨ngig von kontaktspezifischen Algorithmen
und wird im Folgenden fu¨r allgemeine, nichtlineare und holonome Zwangbedin-
gungen beschrieben.
Ein mit der mG(1) Methode ausgewerteter Gradient einer Zwangsbedingung ΦA
fu¨hrt zu folgender A¨nderung in der Energiebilanz:
∆HA = λn+1∇qΦA(qn+ 1
2
) · (qn+1 − qn) (3.36)
d.h. Energieerhaltung folgt unter der Bedingung, dass
∇qΦA(qn+ 1
2
) · (qn+1 − qn) = 0 (3.37)
erfu¨llt wird. Daraus wird eine neue Zwangsbedingung formuliert mit:
Φ˜A = ∇qΦA(qn+ 1
2
) · (qn+1 − qn) (3.38)
46 3.2 - Zwangsbedingungen in diskreten Systemen
Da sich der in Gleichung (3.35)1 einwirkende Gradient nicht vera¨ndert, sondern
nur durch eine Vera¨nderung in λn+1 skaliert wird, bleiben die Impuls- bzw. Dre-
himpulseigenschaften erhalten. Festzuhalten ist allerdings, dass die urspru¨ngliche
Forderung ΦA = 0 nur im Grenzfall fu¨r ∆t→ 0 erfu¨llt wird.
Impuls-Update Eine explizite Projektion des Phasenraums auf die Ebene kon-
stanter Energie entsprechend der Vorgehensweise in Abschnitt 2.4.1 kann a¨quiva-
lent auf Systeme mit Zwangsbedingungen Anwendung finden. In der Arbeit von
Laursen & Love [62] wird die Vorgehensweise fu¨r spezielle Kontakt-Elemente im
Rahmen der NTS-Methode beschrieben. Prinzipiell ist ein einzelner, skalarwer-
tiger Korrekturfaktor fu¨r die Energiebilanz ausreichend, u¨blicherweise wird aber
fu¨r jede Zwangsbedingung ΦA ein separater Korrekturfaktor κA fu¨r die von der je-
weiligen Zwangsbedingung verursachte A¨nderung in der Energiebilanz berechnet.
Fu¨r den Korrektor-Schritt (vgl. Gleichung (2.160)) folgt:
pn+1 = p˜n+1 +
m∑
A=1
pAc , qn+1 = q˜n+1 (3.39)
Zur Erhaltung der urspru¨nglichen Impuls- bzw. Drehimpulseigenschaften kann
der Gradient der Zwangsbedingung verwendet werden:
pAc = κ
A∇qΦA(qn+1) (3.40)
Eingesetzt in die Energiebilanz ergibt sich a¨quivalent zu Gleichung (2.164) eine
quadratische Gleichung:
1
2
κA∇qΦA(qn+1)·M−1κA∇qΦA(qn+1)+p˜n+1 ·M−1κA∇qΦA(qn+1)+(H˜n+1−Hn) = 0
(3.41)
Wie bereits in Abschnitt 2.4.1 gezeigt, ist das Vorhandensein einer reellen Lo¨sung
abha¨ngig von der Diskriminante der quadratischen Gleichung. In Laursen & Love
[59] folgt fu¨r die verwendeten Kontaktelemente, dass eine reelle Lo¨sung vom Vor-
zeichen der Relativgeschwindigkeit beider sich im Kontakt befindlichen Ko¨rper,
ausgewertet zur Mittelpunktskonfiguration, abha¨ngt.
G-a¨quivarianter diskreter Gradient Die G-a¨quivariante Darstellung von Zwangs-
bedingungen wird u.a. in Betsch & Steinmann [19] und Betsch [13] verwendet.
Erste Arbeiten zur Anwendung der Methodik auf spezifische Kontakt-Zwangs-
bedingungen (NTS-Methode) finden sich in Hauret & Tallec [39]; aufgrund der
unvollsta¨ndigen A¨quivarianten-Darstellung allerdings ohne Erhaltung der Dre-
himpulseigenschaften.
Wie in Abschnitt 2.4.2 gezeigt, ist eine Reparametrisierung der erweiterten Ha-
miltonfunktion fu¨r eine G-a¨quivariante Darstellung notwendig:
Hλ(z) = H˜λ(pi(z)) (3.42)
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Da sich die erweiterte Hamiltonfunktion additiv zusammensetzt, d.h.
Hλ(z) = 1
2
p ·M−1p+ V (q) + λ ·Φ(q) (3.43)
ist ebenfalls die Reparametrisierung der holonomen Zwangsbedingungen notwen-
dig:
Φ(q) = Φ˜(pi(q)) (3.44)
wobei die Invarianten πi : V → R wiederum aus den Elementen der Mengen S
und T (vgl. Gleichung (2.176) und (2.177)) aufgebaut werden. Damit folgt fu¨r
den G-a¨quivarianten, diskreten Gradienten einer Zwangsbedingung ΦA:
∇qΦA(qn,qn+1) = ∇qpi(qn+ 1
2
)T∇πΦ˜A(pi(qn),pi(qn+1)) (3.45)
mit
∇πΦ˜A(pin,pin+1) = ∇πΦ˜A(pin+ 1
2
)
+
Φ˜A(pin+1)− Φ˜A(pin)−∇πΦ˜A(pin+ 1
2
) · (pin+1 − pin)
‖(pin+1 − pin)‖2 (pin+1 − pin) (3.46)
Die Auswirkungen der drei hier vorgestellten Modifikationen zur Konstruktion
energieerhaltender Verfahren auf ein einfaches Beispiel mit nichtlinearen Zwangs-
bedingungen wird in Anhang A gezeigt.
3.2.3. Ungleichheits-Zwangsbedingungen
Einer der anspruchsvollsten Vorga¨nge bei Kontakt von nichtlinearen, stark defor-
mierbaren Ko¨rpern ist - sowohl von mathematischen Aspekten als auch von der
technischen Implementierung her - die Suche nach der aktuellen Kontaktzone. Die
Suchkriterien fu¨r aktive Kontakt-Zwangsbedingungen ko¨nnen als Ungleichheits-
Zwangsbedingungen, den sog. Karush-Kuhn-Tucker (vgl. Kuhn & Tucker [57])
Bedingungen, ausgedru¨ckt werden. Derartig gelagerte Ungleichheits-Bedingungen
ko¨nnen unter Zuhilfenahme von active-set Strategien (vgl. Bergounioux et al. [9]
und Hintermu¨ller et al. [45]) eingebunden werden. Eine Anwendung dieser Stra-
tegien auf Kontakt-Zwangsbedingungen ist in Wohlmuth & Hu¨eber [101] bzw. in
Hartmann et al. [38] beschrieben.
Die Zwangsbedingungen in Normalenrichtung ΦAN gehen direkt in die Karush-
Kuhn-Tucker Bedingung ein:
ΦAN ≥ 0; λA ≤ 0; λAΦAN = 0 (3.47)
Angewandt auf einen Kontaktvorgang wird die Forderung λA ≤ 0 dahingehend
interpretiert, dass im Kontaktfall Druck zwischen den beiden Oberfla¨chen beste-
hen muss. Eine Ausdehnung der Grenze in den positiven Bereich kann z.B. zur
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Beschreibung von Adha¨sionsvorga¨ngen benutzt werden. Die Forderung ΦAN ≥ 0
wird geometrisch interpretiert: Es besteht kein Kontakt, falls zwischen beiden
Oberfla¨chen ein Abstand besteht.
Die Problemstellung nach Gleichung (3.47) kann a¨quivalent als Gleichgewichts-
bedingung ausgedru¨ckt werden:
C(ΦAN , λ
A) = 0 (3.48)
mit
C(ΦAN , λ
A) = λA −max(0, λA + c · ΦAN ) (3.49)
wobei c > 0 und angemessen hoch ist. Fu¨r die reformulierte erweiterte Hamilton-
funktion folgt:
Hλ(q,p) = H(q,p) +
m∑
A=1
λAC(ΦAN , λ
A) (3.50)
Hieraus werden wiederum entsprechend der Vorgehensweise in Gleichung (3.8) die
hamiltonschen Gleichungen hergeleitet:
q˙ =M−1p
p˙ = −∇qV (q)−∇q
m∑
A=1
λAC(ΦAN , λ
A) (3.51)
0 = ∇λ
m∑
A=1
λAC(ΦAN , λ
A)
Voraussetzung fu¨r die Reformulierung in Gleichung (3.48) ist die (komponenten-
weise) Differenzierbarkeit der max-Funktion und die Konvergenz des Verfahrens
(vgl. Chen et al. [21]). Fu¨r eine beliebige Funktion v→ max(0,v) hat der Gradi-
ent ∇v(max(0,v)) = G(v) nur Eintra¨ge auf der Hauptdiagonalen:
Gii =
{
1 if vi ≥ 0
0 if vi < 0
(3.52)
Gleichung (3.52) entspricht dabei einer Heavisidefunktion oder Sprungfunktion
von v auf der Hauptdiagonalen. Fu¨r den Gradienten von C(ΦAN , λ
A) nach q und
λ ko¨nnen abha¨ngig vom Vorzeichen des Argumentes der max-Funktion zwei ver-
schiedene Aussagen definiert werden: Falls das Argument ≥ 0 ist folgt:
∇q(λAC(ΦAN , λA)) = ∇q(λA[λA − (λA + cΦAN )]) = −cλA · ∇qΦAN
∇λ(λAC(ΦAN , λA)) = −cΦAN
(3.53)
oder, falls das Argument < 0 ist:
∇q(λAC(ΦAN , λA)) = ∇q(λA[λA − 0]) = 0
∇λ(λAC(ΦAN , λA)) = 2λA
(3.54)
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Der erste Fall beschreibt die urspru¨ngliche Zwangsbedingung, skaliert um einen
Faktor c. Der zweite Fall entspricht mit der Forderung
λA = 0 (3.55)
von der Struktur her einer Dirichlet- bzw. essentiellen Randbedingung, angewen-
det auf den lagrangeschen Multiplikator. Die Zwangsbedingung aus Gleichung
(3.48) zerlegt damit die Gruppe aller mo¨glich Zwangsbedingungen S in zwei Un-
tergruppen, einer Aktiven Gruppe A und eine Inaktive Gruppe T :
A = {i ∈ S : λi + c · Φi < 0}; T = {i ∈ S : λi + c · Φi ≥ 0} (3.56)
Zur Implementierung kann die primal-dual active set Methode verwendet werden,
deren Algorithmus im Folgenden dargestellt ist:
1. Initialisiere Ak und Tk
2. Lo¨sung des Systems nach den Unbekannten q und λ
3. Setze Ak+1 und Tk+1 auf
Ak+1 = {i ∈ S : λi + c · Φi < 0}
Tk+1 = {i ∈ S : λi + c · Φi ≥ 0}
4. Abbruch unter der Bedingung Ak = Ak+1 und Tk = Tk+1, anderenfalls
Initialisierung einer Schleife beginnend mit Schritt 2
Beschreibt nun die Menge N alle Freiheitsgrade, die nicht in den Zwangsbedin-
gungen eingebunden sind, kann das Sattelpunktsproblem aus Gleichung (3.14)
wie folgt aufgeschlu¨sselt werden:
ANN ANT k ANAk 0 0
ATkN ATkTk ATkAk 0 0
AAkN AAkTk AAkAk 0 BAk
0 0 0 ITk 0
0 0 CAk 0 0


∆qN
∆qTk
∆qAk
∆λTk
∆λAk
 =

RN
RTk
RAk
λTk
ΦAk
 (3.57)
Die primal-dual active set Methode wurde bisher fu¨r Kontakt-Probleme mit linea-
rer Elastizita¨t und damit max. quadratischen Potentialen und allgemein nichtli-
nearen Zwangsbedingungen angewendet (vgl. Wohlmuth & Hu¨eber [101]). Unter
diesen Voraussetzungen ist es mo¨glich, den Update der aktiven und inaktiven Sets
nach jedem Iterations-Schritt eines iterativen Gleichungslo¨sers anzuwenden, was
unter der Bezeichnung inexact active-set Strategie bekannt ist.
Bei allgemein nichtlinearen Problemen zeigen sich Instablilita¨ten, die eine Konver-
genz der active-set Strategie verhindern. Eine Interpretation der Zwischenergeb-
nisse des Newton-Verfahrens durch die active-set Strategie zeigte in Einzelfa¨llen
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ein periodisches Springen einzelner Elemente zwischen dem aktiven und dem in-
aktiven Set, so dass sich keine Konvergenz des Verfahrens einstellte. Alternativ
dazu kann vor jedem Update das nichtlineare System vollsta¨ndig gelo¨st werden.
Dies fu¨hrt zu einem deutlich ho¨heren Rechenaufwand, da das nichtlineare System
mindestens zweimal in jedem Zeitschritt durchlaufen werden muss, dafu¨r ist das
Konvergenzverhalten jedoch stabil.
Die Diskretisierung von Gleichung (3.51) mit der mG(1) Methode entsprechend
Gleichung (3.35) liefert in Verbindung mit einer G-a¨quivarianten Beschreibung
des diskreten Gradientens nach Gleichung (2.179) und (3.45):
qn+1 − qn = ∆tM−1pn+ 1
2
pn+1 − pn = ∆t(−∇qV (qn,qn+1)−∇q
m∑
A=1
λAC(ΦAN (qn,qn+1), λ
A)) (3.58)
0 = ∇λ
m∑
A=1
λAC(ΦAN(qn+1), λ
A)
Der Algorithmus der active-set Strategie fu¨hrt die Zerlegung der Menge aller
Zwangsbedingungen S in eine aktive Menge A und eine inaktive Menge T auf-
grund der Auswertung des Terms C(ΦAN(qn+1), λ
A) zum Zeitpunkt tn+1 durch.
Wird eine Zwangsbedingung ΦAN von der inaktiven Gruppe T in die aktive Grup-
pe A verlegt, ist die Zwangsbedingung zum Zeitpunkt tn im Allgemeinen nicht
erfu¨llt. Diese Verletzung der Konsistenzforderung fu¨hrt nach Gleichung (3.10) zu
einer A¨nderung in der Energiebilanz. Eine Korrektur ist, wie schon in Abschnitt
3.2.1 gezeigt, wiederum durch Modifikationen in den Gleichungen (3.58)1, (3.58)2
oder (3.58)3 mo¨glich.
3.2.4. Algorithmische Energieerhaltung
Modifikation der Zwangsbedingung Wird eine Modifikation der Zwangsbedin-
gung, wie in Abschnitt 3.2.2 beschrieben, vorgenommen, ist eine weitere Korrektur
nicht notwendig. Die A¨nderung in der Energie berechnet sich auch fu¨r inkonsisten-
te Zwangsbedingungen nach Gleichung (3.36), so dass die neue Zwangsbedingung
nach Gleichung (3.38) wiederum die Erhaltung der Gesamtenergie erzwingt. Eine
weitere Mo¨glichkeit zur Modifikation besteht darin, die inkonsistente Zwangsbe-
dingung in eine konsistente umzuwandeln:
Φ˜A(qn+1) = Φ
A(qn+1)− ΦA(qn) (3.59)
Da ΦAn eine Konstante fu¨r den Zeitschritt tn → tn+1 darstellt, bleiben der Gradient
und damit die Impuls- und Drehimpulseigenschaften des urspru¨nglichen Systems
erhalten.
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Impuls-Update Wird ein Impuls-Update Verfahren, wie in Abschnitt 3.2.2 be-
schrieben, eingesetzt, ist ebenfalls keine weitere Korrektur notwendig. Der mit
Gleichung (3.41) berechnete Korrekturfaktor κA beru¨cksichtigt auch die durch die
Inkonsistenz verursachte A¨nderung in der Energiebilanz, da diese in dem Term
H˜n+1 − Hn bereits enthalten ist. Das Impuls-Update Verfahren projiziert un-
abha¨ngig von der Ursache das System auf die Ebene konstanter Energie, sofern
die resultierende quadratische Gleichung eine reelle Lo¨sung besitzt.
Modifizierter G-a¨quivarianter diskreter Gradient Eine G-a¨quivariante Dar-
stellung des diskreten Gradienten kann dazu verwendet werden, gezielte A¨nde-
rungen in der Energiebilanz vorzunehmen, ohne in die Impuls- bzw. in die Dre-
himpulsbilanz einzugreifen. In den Arbeiten von Armero & Romero [4, 5] wird eine
entsprechende Formulierung mit dem Ziel, ein dissipatives Zeit-Schrittverfahren
zur stabilen Lo¨sung numerisch steifer Systeme mit hoch-frequentem Verhalten,
entwickelt. Ein die Dissipation repra¨sentierender Term Dw wird hierfu¨r in den
diskreten Gradienten aus Gleichung (2.180) eingebaut:
∇πH˜(pin,pin+1) = ∇πH˜(pin+ 1
2
)
+
H˜(pin+1)− H˜(pin)−Dw −∇πH˜(pin+ 1
2
) · (pin+1 − pin)
‖(pin+1 − pin)‖2 (pin+1 − pin)
(3.60)
Eine a¨quivalente U¨bertragung auf den Gradienten der Zwangsbedingungen er-
gibt:
∇πΦ˜A(pin,pin+1) = ∇πΦ˜A(pin+ 1
2
)
+
Φ˜A(pin+1)− Φ˜A(pin)−Dw −∇πΦ˜A(pin+ 1
2
) · (pin+1 − pin)
‖(pin+1 − pin)‖2 (pin+1 − pin)
(3.61)
Ein Anpassen des Terms Dw an die durch die Inkonsistenz verursachte A¨nderung
in der Energiebilanz mit
Dw = Φ˜
A(pin) (3.62)
ergibt folgenden modifizierten G-a¨quivarianten diskreten Gradienten:
∇πΦ˜A(pin,pin+1) = ∇πΦ˜A(pin+ 1
2
)
+
Φ˜A(pin+1)−∇πΦ˜A(pin+ 1
2
) · (pin+1 − pin)
‖(pin+1 − pin)‖2 (pin+1 − pin) (3.63)
Anzumerken ist, dass diese Darstellung zu mangelhaft konditionierten Systemen
fu¨hren kann. Als Beispiel dient hier ein System, das von einer einzigen Invarianten
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π abha¨ngt:
∇πΦ˜A(πn, πn+1) = Φ˜
A(πn+1)− Φ˜A(πn)
πn+1 − πn (3.64)
Eine Modifikation des Differenzen-Terms ∆Φ˜A/∆π hin zu Φ˜A(πn+1)/∆π zeigt,
dass insbesondere in den ersten Schritten des Newton-Verfahrens, d.h. πn+1 −
πn << Φ˜
A(πn+1) der diskrete Gradient sehr hohe Werte annehmen kann.
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4. Nichtkonforme
Gebietszerlegungsmethoden
In diesem Kapitel werden Zwangsbedingungen eingefu¨hrt, die der Zerlegung eines
globalen Gebietes in verschiedene Teilgebiete dienen. Die Bedeutung des Begriffs
der Gebietszerlegung (domain decomposition) ha¨ngt dabei wesentlich von dessen
Anwendung ab. Gebietszerlegungen werden zur Optimierung der Diskretisierung,
z.B. durch die Verwendung unterschiedlicher Elementtypen oder zur Kopplung
physikalischer Gebiete, deren zugrunde liegenden partiellen Differentialgleichun-
gen unterschiedlich strukturiert sind, z.B. bei Fluid/Solid-Interaktionen, einge-
setzt. Des Weiteren finden sie Einsatz im Zusammenhang mit hocheffizienten, ite-
rativen Gleichungslo¨sern (Mehrgitter-Verfahren, vgl. Hackbusch [34] und Wohl-
muth [99, 100]) und Methoden zur Parallelisierung. Im Rahmen von Kontakt-
Vorga¨ngen ko¨nnen Gebietszerlegungen zur Beschreibung von Haftvorga¨ngen zwi-
schen den beiden in Kontakt stehenden Oberfla¨chen verwendet werden.
Im einfachsten Fall wird die Diskretisierung dergestalt vorgenommen, dass die
jeweiligen Randknoten der Teilgebiete u¨bereinstimmen. Ist eine solche konforme
Zerlegung nicht mo¨glich, wird der Einsatz nichtkonformer Gebietszerlegungsme-
thoden notwendig. Im Folgenden wird in Kapitel 4.1 eine auf Gebietszerlegungen
Abbildung 4.1.: Beispiel fu¨r eine nichtkonforme Gebietszerlegung
abgestimmte node-to-segment (NTS) Methode vorgestellt. In Kapitel 4.2 folgt
die Mortar Methode, einer integralen Formulierung der Interface-Bedingungen.
54 4.1 - NTS-Methode
Die Mortar Methode besteht den Patch-Test (Veubeke [98], Zienkiewicz & Tay-
lor [110], Taylor et al. [96] und Zienkiewicz et al. [109]) und erfu¨llt die LBB-
Stabilita¨tsbedingung (Yang et al. [108]).
4.1. NTS-Methode
4.1.1. Zwangsbedingung
Die am ha¨ufigsten implementierte Kontakt-Formulierung ist die NTS-Methode
(siehe u.a. Hallquist [36], Hallquist et al. [37] und Wriggers et al. [107]). Diese
Methode beruht auf der Projektion eines Knotens der diskretisierten Oberfla¨che
des ersten Ko¨rpers (sog. Slave-Seite) auf die diskretisierte Oberfla¨che des zweiten
Ko¨rpers (Master-Seite). Dabei wird im Zusammenhang mit 2D-Problemen von
der node-to-segment und im Zusammenhang mit 3D-Problemen von der node-to-
surface Methode gesprochen (siehe Wriggers [106]). Die Projektion erfolgt dabei
orthogonal auf die gegenu¨berliegende Master-Seite. In Abb. 4.2 ist ein repra¨sen-
Y1 Y2
XS
Y
ξ
n
Abbildung 4.2.: Repra¨sentatives NTS-Element
tatives NTS Kontakt-Element dargestellt. Befindet sich der Slave-Knoten XS in
Kontakt mit dem Master-Segment Y1Y2, kann die Position von Y mithilfe von zur
Diskretisierung der unterliegenden Ko¨rper konformen Ansatzfunktionen beschrie-
ben werden:
y(ξ) =
1
2
(1− ξ)y1 +
1
2
(1 + ξ)y2 =
∑
A
NAyA (4.1)
Orientiert sich die Ordnung der Ansatzfunktionen NA an der Ordnung der darun-
terliegenden Elemente, wird der Kontaktpunkt auf dem Master-Segment Y1Y2 -
bezeichnet mit y¯ = y(ξ¯) - durch die Minimierung der Funktion f(ξ) = ‖xs−y(ξ)‖
unter Zuhilfenahme der Orthogonalita¨tsbedingung
(xS − y(ξ¯)) · y′ = 0 (4.2)
mit dem Tangentenvektor y′ = 1
2
(y2 − y1), bestimmt. Einsetzten von Gleichung
(4.1) in Gleichung (4.2) liefert:
ξ¯ =
(xS − 12(y1 + y2)) · 12(y2 − y1)
‖1
2
(y2 − y1)‖2
(4.3)
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XS
Abbildung 4.3.: Projektion auf eine nichtkonvexe Oberfla¨che
Aus der Definition der Orthogonalita¨tsbedingung in Gleichung (4.2) resultieren
zwei geometrische Probleme:
a) Ist die Oberfla¨che nichtkonvex, ist die Projektion unter Umsta¨nden nicht ein-
deutig, wie Abb. 4.3 zeigt. In der Praxis entstehen daraus im Allgemeinen keine
Probleme (vgl. Laursen [58]), da zum einen nur lokale Konvexita¨ten bei der
Evaluierung des aktiven Sets entsprechend Abschnitt 3.2.3 beru¨cksichtigt wer-
den mu¨ssen. Dies fu¨hrt zu einer erheblichen Reduzierung derartiger Vorfa¨lle,
zum anderen ist die Orthogonalita¨t fu¨r jeden lokalen Minimierer der Funktion
f(ξ) gewa¨hrleistet.
b) Ist die Oberfla¨che konvex, existiert unter Umsta¨nden keine gu¨ltige Projektion
auf den diskreten Rand der Master-Seite, wie Abb. 4.4 zeigt. Derartige Si-
XS
Y1
Y2
Y3
n1 n2
Abbildung 4.4.: Projektion auf eine konvexe Oberfla¨che
tuationen treten erfahrungsgema¨ß ha¨ufig auf. Verhindert werden ko¨nnen diese
Zusta¨nde durch eine Gla¨ttung der Oberfla¨che wie sie z.B. in Wriggers [106]
beschrieben sind. Dabei wird eine ku¨nstliche Oberfa¨che z.B. mit Hilfe C1 ste-
tiger Hermite Polynome konstruiert, auf der alle fu¨r den Kontakt relevanten
Gro¨ßen definiert werden. Soll die Projektion auf die diskrete Master-Oberfla¨che
durchgefu¨hrt werden, genu¨gt es, wa¨hrend der Evaluierung des aktiven Sets ei-
ne Interpolation des Normalenvektors mit Hilfe der Ansatzfunktionen NA nach
Yang et al. [108] vorzunehmen, um die Eindeutigkeit der Projektion sicherzu-
stellen.
Die NTS-Methode ist dergestalt konzipiert, dass ein Knoten der diskreten Ober-
fla¨che der Slave-Seite nicht durch die diskrete Oberfla¨che der Master-Seite dringen
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Master-Seite
Slave-Seite
Abbildung 4.5.: Diskretisierung einer ku¨nstlichen Oberfla¨che
darf, d.h. fu¨r einen aktiven Knoten gilt die Zwangsbedingung:
Φ(q¯) = xS − y(ξ¯) = xS −
∑
A
NA(ξ¯)yA = 0 (4.4)
mit
q¯ = (xS, y1, y2) ∈ R6 (4.5)
Wird zusa¨tzlich gefordert, dass die Knoten der diskreten Oberfla¨che der Master-
Seite nicht durch die diskrete Oberfla¨che der Slave-Seite dringen du¨rfen, wird von
einer 2-Pass NTS-Methode gesprochen. Dies fu¨hrt allerdings ha¨ufig auf ein over-
constrained System, das ein Verriegeln (locking effect) der Oberfla¨che zur Folge
hat.
Wie beschrieben, ko¨nnen die Projektionen auf ku¨nstlich generierte Oberfla¨chen
durchgefu¨hrt werden (siehe u.a. McDevitt & Laursen [67], Miyazaki & Park [70],
Park & Felippa [75], Park et al. [76] and Rebel et al. [82]). In den Arbeiten von
Park zur Lokalisierung der lagrangeschen Multiplikatoren wird diese ku¨nstliche
Oberfla¨che (intermediate line) mit eigenen Verschiebungsfreiheitsgraden versehen
und mit 1-dimensionalen, massenlosen Elementen approximiert. Die Zwangsbe-
dingungen werden wie in Abb. 4.5 gezeigt, zwischen den Knotenpunkten der bei-
den Oberfla¨chen der Ko¨rper und der ku¨nstlichen Oberfla¨che eingebunden. Die auf
die ku¨nstliche Oberfla¨che einwirkenden Kra¨fte, repra¨sentiert durch die lagrange-
schen Multiplikatoren λS und λM , erzeugen die in Abb. 4.6 dargestellte Verteilung
der Kra¨fte und Momente
M(x) =
∑
A
λASχ
A(x)−
∑
B
λBMχ
B(x) (4.6)
mit den Abschnitten
χA/B(x) =
{
x− xA/B wenn x ≥ xA/B
0 wenn x < xA/B
(4.7)
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Abbildung 4.6.: Einfluß der lagrangeschen Multiplikatoren auf die ku¨nstliche
Oberfla¨che
Die Knotenpunkte der diskreten ku¨nstlichen Oberfla¨che werden an den Stellen x¯,
unter der Bedingung M(x¯) = 0, positioniert. Diese Konstruktion ermo¨glicht das
Bestehen des Patch-Tests, wie in Rebel et al. [82] nachgewiesen wurde.
4.1.2. Erhaltungseigenschaften
Die Zwangsbedingungen in Gleichung (4.4) sind unter der Voraussetzung objek-
tiv, dass die Zwangsbedingung schon wa¨hrend der Netzgenerierung erfu¨llt wer-
den (vgl. Puso [77]). In Kontaktsituationen, in denen das genannte Kriterium
zwangsla¨ufig nicht erfu¨llt ist, wird die Rotationsinvarianz der Zwangsbedingung
durch eine Zerlegung in einen normalen und einen tangentialen Anteil hergestellt.
Im Weiteren wird gezeigt, unter welchen Bedingungen die Erhaltung insbesondere
des Drehimpulses gewa¨hrleistet ist.
Impulserhaltung Fu¨r die Vera¨nderung des Gesamtimpulses infolge der Einwir-
kungen einer Zwangsbedingung gilt:
L˙k =
∑
i
λk∇qΦik (4.8)
mit den zur k-ten NTS-Element geho¨renden lagrangeschen Multiplikatoren λk.
Da die lokale Parametrisierung ξ¯ keine Vera¨nderung in der Zeit erfa¨hrt, ist die
Zwangsbedingung linear in der Konfiguration. Es folgt:
L˙k = λk(1−
∑
A
NA)I = 0 (4.9)
mit dem Einheitsmatrix I ∈ Rndim×ndim . Die Erhaltung des Gesamtimpulses
ist damit gewa¨hrleistet. Die Impulserhaltung ist assoziert mit der Invarianz der
Zwangsbedingungen gegenu¨ber Translationen c ∈ R6:
Φ(q¯+ c) = (xS + c)−
∑
A
NA(yA + c) = Φ(q¯) (4.10)
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Drehimpulserhaltung Fu¨r die Vera¨nderung des Drehimpulses infolge der Ein-
wirkung der Zwangsbedingung aus Gleichung (4.4) gilt:
J˙k =
∑
i
(λk∇qΦk)i × q¯i (4.11)
Einsetzen des Gradienten der Zwangsbedingung liefert:
J˙k = λk × xS −
∑
A
λkNA × yA (4.12)
Da die Drehimpulsbilanz fu¨r beliebige lagrangesche Multiplikatoren erfu¨llt werden
soll, folgt:
xS −
∑
A
NAyA = Φk(q¯) = 0 (4.13)
Der Drehimpuls stellt eine Erhaltungsgro¨ße dar, solange die Zwangsbedingungen
exakt erfu¨llt werden. Insbesondere gilt dieser Zusammenhang fu¨r die Referenz-
konfiguration (vgl. Puso [77]) und ist somit eine Konstruktionsbedingung fu¨r die
Generierung des FE-Netzes. Die Erhaltung des Drehimpulses ist assoziiert mit
der Objektivita¨t der Zwangsbedingungen:
Φ(Q ◦ q¯) = Q · xS −
∑
A
NAQ · yA = Q ·Φ(q¯) ∀Q ∈ SO(ndim) (4.14)
Auch hier zeigt sich als Bedingung zur Erhaltung des Drehimpulses, dass die
Zwangsbedingungen in allen Konfigurationen exakt erhalten werden mu¨ssen.
Energieerhaltung Fu¨r die Energieerhaltung gelten die in Kapitel 3.2.1 darge-
legten Bedingungen:
∇qΦA(qn+ 1
2
) · (qn+1 − qn) = 0 (4.15)
Die in Gleichung (4.4) vorgestellte Zwangsbedingung ist linear in der Konfigura-
tion definiert, ihr Gradient ist somit konstant. Es gilt:
∇qΦA(qn+ 1
2
) · (qn+1 − qn) = ΦAn+1 − ΦAn = 0 (4.16)
Damit weisen die in der Konfiguration linearen Zwangsbedingungen aus Gleichung
(4.4) unter Verwendung eines Mittelpunktverfahrens nach Gleichung (3.35) eine
algorithmische Energieerhaltung auf.
4.2. Mortar-Methode
4.2.1. Fehlerabscha¨tzung
Die in Abschnitt 2.2.2, Gleichung (2.96) bzw. (2.101) beschriebene Impulsbilanz
kann fu¨r ausreichend glatte Funktionen als variationelles Problem aufgefasst wer-
den (vgl. Hughes [48]):
A(w,q) = (w, f) (4.17)
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wobeiw die klassische Testfunktion einer Variationsformulierung und q die exakte
Lo¨sung des Problems in Gleichung (4.17) darstellt und wie folgt definiert wird:
V = { q : Ω→ Rn|q ∈ H1(Ω),q = q¯ auf ∂Ωu} (4.18)
Q = { w : Ω→ Rn|w ∈ H1(Ω),w = 0 auf ∂Ωu} (4.19)
H1(Ω) kennzeichnet hier einen Sobolev-Raum. Die vektorwertige Gro¨ße f fasst
alle a¨ußeren Lasten zusammen, A(•, •) ist eine symmetrische Bilinearform auf
dem Raum V × V und (•, •) eine Linearform auf V. Exemplarisch folgt fu¨r die
lineare Theorie:
A(w,q) =
∫
Ω
∇w : σ(q) dV (4.20)
(w, f) =
∫
Ω
w · t dA+
∫
Ω
w · b dV (4.21)
Das diskrete Problem wird folgendermaßen definiert: Finde qh ∈ V ⊂ V, so
dass:
Ah(wh,qh) = (wh, f) (4.22)
Hierbei ist V entsprechend Gleichung (2.123) definiert; analog folgt die Definition
der Testfunktionen wh ∈ Q:
V = { qh : Ωh → Rndim|qh ∈ C0(Ωh) ∀ e ∈ E h,
qh (Ωe) ∈ PN ,qh = q¯h auf ∂Ωhu} (4.23)
Q = { wh : Ωh → Rndim|wh ∈ C0(Ωh) ∀ e ∈ E h,
wh (Ωe) ∈ PN ,wh = 0 auf ∂Ωhu} (4.24)
Wird das Gebiet Ω im Rahmen eines Gebietszerlegungsverfahrens inK Teilgebiete
Ω(k) mit k = [1 , K] zerlegt, gilt:
K⋃
k=1
Ω(k) = Ω und ∂Ω(k) ∩ ∂Ω(l) = Γk,l mit l = [1 , K], k 6= l (4.25)
Unter der Voraussetzung, dass die Teilgebiete unabha¨ngig voneinander diskreti-
siert werden, sind die Grenzfla¨chen auf den diskreten Teilgebieten nicht konform
zueinander. Die Bilinearform in Gleichung (4.22) setzt sich additiv u¨ber alle Teil-
gebiete zusammen:
Ah(wh,qh) =
K∑
k=1
ahk(w
h,qh) (4.26)
Die Testfunktion wh wird ebenfalls in den Teilgebieten definiert:
wh
∣∣∣∣
Ω(k)
= w(k)
h
(4.27)
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Abbildung 4.7.: Zerlegung eines Gebietes in drei Teilgebiete
Wird eine Lo¨sung
∗
q
h
unter der Bedingung
∗
q
h
: inf
wh∈Q
Ah(q−wh,q−wh) (4.28)
gesucht, entspricht
∗
q
h
unter Beru¨cksichtigung einer konformen Diskretisierung im
Rahmen eines Galerkin-Verfahrens der Lo¨sung qh, was einer Projektion von q ∈ V
in den Raum V entspricht (vgl. Hughes [48]). Infolge der aus Gleichung (4.26)
resultierenden Nichtkonformita¨t der Testfunktionen auf dem Rand Γk,l stimmen
die Lo¨sungen
∗
q
h
und qh im Allgemeinen nicht u¨berein. Des Weiteren erfu¨llt in
diesem Fall die exakte Lo¨sung q Gleichung (4.22) nicht:
Ah(wh,q) 6= (wh, f) (4.29)
Dies fu¨hrt zusa¨tzlich zu den bekannten Approximationsfehlern zu einem Konsi-
stenzfehler. Der Diskretisierungsfehler ‖q− qh‖Ah, abha¨ngig von der Norm:
‖ • ‖Ah = [Ah(•, •)]
1
2 (4.30)
wird beschra¨nkt durch die Gleichung:
‖q− qh‖Ah = inf
wh∈Q
‖q−wh‖Ah + sup
wh∈Q,wh 6=0
|Ah(wh,q)−Ah(wh,qh)|
‖wh‖Ah
(4.31)
wobei der erste Term auf der rechten Seite aus der Dreiecksungleichung wird, und,
basierend auf dem Ergebnis dieser Ungleichungsbeziehung, mithilfe der Cauchy-
Schwarz-Ungleichung der zweite Term der rechten Seite hergeleitet werden kann
(siehe Laursen [59]):
‖q− qh‖Ah ≤ ‖q−
∗
q
h‖Ah + ‖
∗
q
h − qh‖Ah
≤ inf
wh∈Q
‖q−wh‖Ah + ‖
∗
q
h − qh‖Ah
(4.32)
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Die zweite Zeile ist gu¨ltig, da qh ∈ V , gemessen in der Energie-Norm ‖ • ‖Ah, am
na¨chsten zu q liegt und wh ein Element von Q ist. Fu¨r den zweiten Term folgt:
|Ah( ∗qh − qh,wh)| ≤ ‖ ∗qh − qh‖Ah · ‖wh‖Ah (4.33)
und da
∗
q
h
die Projektion von q ∈ V nach V ist, gilt: Ah(wh, ∗qh) = Ah(wh,q),
woraus zusammen mit den Eigenschaften einer Bilinearform folgt:
‖ ∗qh − qh‖Ah = sup
wh∈Q,wh 6=0
|Ah(wh,q)−Ah(wh,qh)|
‖wh‖Ah
(4.34)
Unter Verwendung einer H1 Norm ||| • ||| mit
||| • ||| =
K∑
k=1
∫
Ω(k)
[• · •] + [∇ • ·∇•] dV (4.35)
kann Gleichung (4.31) entsprechend Strangs lemma (vgl. Strang & Fix [94]) ge-
schrieben werden als:
|||q− qh||| = inf
wh∈Q
|||q−wh|||︸ ︷︷ ︸
Approximationsfehler
+ sup
wh∈Q,wh 6=0
|Ah(wh,q)−Ah(wh,qh)|
|||wh|||︸ ︷︷ ︸
Konsistenzfehler
(4.36)
Daraus folgt, dass der absolute Wert des Konsistenzfehlers maßgeblich von der
Differenz |Ah(wh,q) − Ah(wh,qh)| und die Konvergenzrate von dem Verha¨ltnis
dieser Differenz zu |||wh||| beeinflusst wird. Fu¨r die Differenz folgt
Ah(wh,q)− Ah(wh,qh) =
K∑
k=1
 ∫
Ω(k)
∇wh : σ(q) dV − ahk(wh,qh)

=
K∑
k=1
 ∫
Ω(k)
−wh∇ · σ(q) dV − ahk(wh,qh)
+
∫
∂Ω(k)
whσ(q)n dΓ +
∫
∂Ω(k)
whσ(q)n dA

=
K∑
k=1
 ∫
Ω(k)
whf dV − ahk(wh,qh) +
∫
∂Ω(k)
whσ(q)n dΓ

=
K∑
k=1
∫
∂Ω(k)
whσ(q)n dΓ (4.37)
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Jede Grenzfla¨che kann eindeutig diskretisiert werden:
∂Ω(k)
h
=
⋃
l∈M¯(k)
Γk,l
h
(4.38)
mit M¯(k) ⊂ [1 , K] ∀ ∂Ω(l) ∩ Ω(k). Die Grenzfla¨che kann mit einer Menge K
eindeutig beschrieben werden (Wohlmuth [100]):
K =
K⋃
k=1
⋃
l∈M(k)
Γk,l
h
(4.39)
mit M(k) ⊂ M¯(k). Zusammen mit einer neu definierten Sprung-Funktion [wh] =
w(k)|k,l −w(k)|l,k folgt:
Ah(wh,q)−Ah(wh,qh) =
∫
K
t · [wh] d Γ (4.40)
Gleichung (4.40) verdeutlicht in Verbindung mit Gleichung (4.4) den Konsistenz-
fehler, der durch die Verwendung der NTS-Methode entsteht, da anstelle einer
integralen Formulierung eine Punktweise Auswertung in K vorgenommen wird.
4.2.2. Zwangsbedingung
Basierend auf der in Abschnitt 4.2.1 gezeigten Fehlerabscha¨tzung ist die sog.
Mortar-Methode entwickelt worden. Die Zwangsbedingung dieser Methode leitet
sich direkt aus Gleichung (4.40) her, wie es u.a. in Bernadi et al. [10] und in
Wohlmuth [99] gezeigt ist. Die integrale Formulierung in Gleichung (4.40) stellt
einen Teil der Impulsbilanz dar, also nach Gleichung (3.8) den Gradienten der
erweiterten Hamilton Formulierung in Gleichung (3.7). Werden des Weiteren die
einwirkenden Oberfla¨chenkra¨fte PN = t als lagrangesche Multiplikatoren λ in-
terpretiert, kann die diskrete Zwangsbedingung Φ definiert werden als:
λ ·Φ(q) =
∫
K
λh · [x(2)h − x(1)h ] d Γ (4.41)
Auf der Seite Γk,l, oft auch als non-Mortar -Seite bezeichnet, werden sowohl die
Geometrie x(1)
h
, als auch die lagrangeschen Multiplikatoren definiert. Auf der
Seite Γl,k, der sog. Mortar -Seite, wird die Geometrie x(2)
h
definiert, wobei (•)(1,2)
die entsprechende Seite angibt. Die Diskretisierung der Gro¨ßen erfolgt konform
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ξ
(1)
a
ξ
(2)
b
ξ
(1)
c
ξ(1)
ξ(2)
x
(1)
1
x
(1)
2 =ˆ ξ
(1)
b
x
(1)
3
x
(2)
1 =ˆ ξ
(2)
a x
(2)
2 =ˆ ξ
(2)
c
n1,1
n2,1
Γ1,1
h Γ
2,1h
Abbildung 4.8.: Repra¨sentative Mortar-Segmente
mit der Diskretisierung der Oberfla¨che der Teilgebiete Ω(k):
λh =
∑
A
NA(ξ
(1))λA
x(1)
h
=
∑
B
NB(ξ
(1))x
(1)
B
x(2)
h
=
∑
C
NC(ξ
(2))x
(2)
C
(4.42)
Im Allgemeinen gilt dabei NA = NB; Anwendungen, in denen der Grad der An-
satzfunktionen der lagrangeschen Multiplikatoren gegenu¨ber dem Grad der An-
satzfunktionen der Geometrie um eins erniedrigt wurde, finden sich z.B. in Puso et
al. [79]. Da die Parametrisierungen ξ(1) und ξ(2) auf nichtkonformen Oberfla¨chen
ausgefu¨hrt werden, ist eine Segmentierung entsprechend Abb. 4.8 vorzunehmen,
wie sie in a¨hnlicher Form von Simo et al. [91] vorgeschlagen wurde. Modifizierte
Formen der Segmentierung sind u.a. in Taylor & Papadopoulos [95], McDevitt
& Laursen [67] und Yang et al. [108] zu finden. Der zur orthogonalen Projektion
der Knotenpunkte auf die gegenu¨berliegenden Fla¨chen verwendete Normalenvek-
tor soll im Folgenden grundsa¨tzlich auf der non-Mortar Seite definiert werden.
Die hier verwendete Definition ermo¨glicht es, die Integration u¨ber ein Segment
mit einem konstant bleibenden Normalenvektor durchzufu¨hren, was insbesonde-
re im Kontakt-Fall von Bedeutung ist. Andere Definitionen des Normalenvektors
sind mo¨glich (u.a. Wriggers [106], Laursen [59] and Yang et al. [108]), werden
im Weiteren aber nur zur Sicherstellung der Eindeutigkeit der Projektionen (vgl.
Abschnitt 4.1.1) verwendet.
Zuna¨chst betrachten wir ein repra¨sentatives Mortar-Segment Γ1,1. Die fu¨r dieses
Segment relevanten Knotenpunkte an den Ra¨ndern der Elemente ko¨nnen in einem
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Vektor zusammengefasst werden:
q¯seg = (x
(1)
1 ,x
(1)
2 ,x
(2)
1 ,x
(2)
2 ) ∈ R8 (4.43)
Das Mortar-Segment wird dabei begrenzt durch die lokalen Parameter ξ
(1)
a , ξ
(1)
b ,
ξ
(2)
a , ξ
(2)
b . Da die lokalen Parameter ξ
(1)
b und ξ
(2)
a (gefu¨llte Kreise in Abb. 4.8) nicht
konfigurationsabha¨ngig sind, mu¨ssen nur die Parameter ξ
(1)
a und ξ
(2)
b fu¨r dieses
Segment bestimmt werden:
ξ(1)a =
2(x
(1)
2 − x(1)1 ) · (x(2)1 − x(1)1 )
‖x(1)2 − x(1)1 ‖2
− 1 ξ(1)b = 1
ξ
(2)
b =
(2x
(1)
2 − x(2)1 − x(2)2 ) · (x(1)2 − x(1)1 )
(x
(2)
2 − x(2)1 ) · (x(1)2 − x(1)1 )
ξ(2)a = −1
(4.44)
Da die Projektionen vom aktuellen Mortar-Segment abha¨ngig sind, gilt z.B. fu¨r
das Mortar-Segment Γ2,1:
q¯seg = (x
(1)
2 ,x
(1)
3 ,x
(2)
1 ,x
(2)
2 ) ∈ R8 (4.45)
und fu¨r die lokale Parametrisierung:
ξ
(1)
b = −1 ξ(1)c =
2(x
(1)
2 − x(1)1 ) · (x(2)2 − x(1)1 )
‖x(1)2 − x(1)1 ‖2
− 1
ξ(2)c = 1 ξ
(2)
b =
(2x
(1)
1 − x(2)1 − x(2)2 ) · (x(1)2 − x(1)1 )
(x
(2)
2 − x(2)1 ) · (x(1)2 − x(1)1 )
(4.46)
Zwei weitere Kombinationen (Projektion beider Knoten der non-Mortar auf die
Mortar Seite bzw. umgekehrt) sind mo¨glich und setzen sich entsprechend aus
Gleichung (4.44) und (4.46) zusammen. Die numerische Integration u¨ber das re-
pra¨sentative Mortar-Segment Γ1,1 wird unter Zuhilfenahme einer isoparametri-
schen Transformation, hier am Beispiel einer linearen Abbildung [−1 , 1] ∋ η →
ξ(α) gezeigt, ausgefu¨hrt:
ξ(α) =
1
2
(1− η)ξ(α)a +
1
2
(1 + η)ξ
(α)
b (4.47)
Damit folgt fu¨r die diskreten Gro¨ßen:
λh =
∑
A
NA(ξ
(1)(η))λA
x(1)
h
=
∑
B
NB(ξ
(1)(η))x
(1)
B
x(2)
h
=
∑
C
NC(ξ
(2)(η))x
(2)
C
(4.48)
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Das Einsetzen der Beziehungen aus den Gleichungen (4.48) in Gleichung (4.41)
liefert die diskreten Zwangsbedingungen der Mortar-Methode:
ΦA(q) =
⋃
seg
Φ
seg
A (q¯) (4.49)
mit den Segment-Beitra¨gen:
Φ
seg
A (q¯) =
∑
B
n
seg,(1)
AB x
(1)
B −
∑
C
n
seg,(2)
AC x
(2)
C (4.50)
und den zugeho¨rigen Mortar-Integralen:
n
seq,(1)
AB =
∫
Γseg
N
(1)
A (ξ
(1)(η))N
(1)
B (ξ
(1)(η)) d Γ
n
seq,(2)
AC =
∫
Γseg
N
(1)
A (ξ
(1)(η))N
(2)
C (ξ
(2)(η)) d Γ
(4.51)
Die Tangente entlang des Segments Γseg wird in der Referenzkonfiguration be-
schrieben mit:
dX(1)
h
d η
=
1
4
(X
(1)
2 −X(1)1 )(ξ(1)b − ξ(1)a ) (4.52)
Konsistent damit folgt:
d Γ =
1
4
‖X(1)2 −X(1)1 ‖(ξ(1)b − ξ(1)a ) (4.53)
Die Vorgehensweise fu¨r 3-dimensionale Strukturen ist a¨quivalent (vgl. Puso [77]
und Puso & Laursen [78]). Anstelle von ein-dimensionalen Segmenten entstehen
zwei-dimensionale Polygonzu¨ge, u¨ber die integriert werden muss. Vertiefende Ana-
lysen insbesondere des Einflusses der Ansatzfunktionen der lagrangeschen Mul-
tiplikatoren finden sich in Kim et al. [52], Flemisch et al. [25] und in Wohlmuth
[99]. In der zuletzt genannten Arbeit finden sich spezielle Ansatzfunktionen NˆA
fu¨r die lagrangeschen Multiplikatoren mit der Eigenschaft:∫
K
NˆANB dΓ = δAB
∫
K
NA dΓ (4.54)
Bedingt durch diese Orthogonalita¨tsbedingung wird die in Gleichung (3.25) auf-
gefu¨hrte Matrix D diagonal besetzt, was die zur Kondensation der lagrangeschen
Multiplikatoren notwendige Invertierung von D (vgl. Gleichung (3.27)) erheblich
vereinfacht (siehe u.a. Wohlmuth & Krause [102] und Wohlmuth & Lamichhane
[103]).
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4.2.3. Erhaltungseigenschaften
Fu¨r die segmentweise definierten Zwangsbedingungen der Mortar-Methode in
Gleichung (4.50) gelten fu¨r die Erhaltungseigenschaften die gleichen Bedingun-
gen wie sie schon fu¨r die NTS-Methode hergeleitet wurden.
Impulserhaltung Die Mortarintegrale aus Gleichung (4.51) werden in der Refe-
renzkonfiguration ausgewertet und sind damit nicht von der aktuellen Konfigura-
tion abha¨ngig. Daher folgt fu¨r die Impulsbilanz entsprechend Gleichung (4.8):
L˙A =
⋃
seg
λA
[∑
B
n
seq,(1)
AB −
∑
C
n
seq,(2)
AC
]
(4.55)
aufgrund der fundamentalen Eigenschaft von Ansatzfunktionen∑
B
NB =
∑
C
NC = 1 (4.56)
folgt fu¨r beliebige Werte von λA:∑
B,C
[n
seq,(1)
AB − nseq,(2)AC ] = 0 (4.57)
Die Translationsinvarianz, wie sie schon in Gleichung (4.10) verwendet wurde,
liefert das gleiche Ergebnis:
ΦA(q + c) =
⋃
seg
[∑
B
n
seq,(1)
AB (x
(1)
B + c)−
∑
C
n
seq,(2)
AC (x
(2)
C + c)
]
= ΦA(q) (4.58)
Drehimpulserhaltung Fu¨r die Drehimpulsbilanz folgt nach Gleichung (4.11):
J˙A =
⋃
seg
λA ×
[∑
B
n
seq,(1)
AB x
(1)
B −
∑
C
n
seq,(2)
AC x
(2)
C
]
(4.59)
womit wiederum aufgrund der Beliebigkeit der lagrangeschen Multiplikatoren
folgt: ⋃
seg
∑
B
n
seq,(1)
AB x
(1)
B −
∑
C
n
seq,(2)
AC x
(2)
C = Φ(q) = 0 (4.60)
Fu¨r die Drehimpulserhaltung gelten daher die gleichen Forderungen, die schon fu¨r
die NTS-Methode formuliert wurden: Der Drehimpuls stellt eine Erhaltungsgro¨ße
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dar, solange die Zwangsbedingungen exakt erfu¨llt werden, insbesondere in der Re-
ferenzkonfiguration (Puso [77]). Die Pru¨fung auf Rotationsinvarianz entsprechend
Gleichung (4.14) liefert die gleiche Aussage:
ΦA(Q ◦ q¯) =
⋃
seg
[∑
B
n
seq,(1)
AB Q · x(1)B −
∑
C
n
seq,(2)
AC Q · x(2)C
]
= Q ·ΦA(q) ∀Q ∈ SO(2)
(4.61)
Energieerhaltung Fu¨r den Einfluß der Zwangsbedingung auf die Energiebilanz
gelten die gleichen Aussagen wie in Abschnitt 4.1.2: Da die Zwangsbedingung
linear in der Konfiguration definiert ist, ist deren Gradient konstant. Dies fu¨hrt
nach Gleichung (4.16) dazu, dass die Energiebilanz unabha¨ngig von der Zwangs-
bedingung ist.
4.2.4. Nitsche-Methode
Interessant ist des Weiteren die zur Mortar-Methode eng verwandte Nitsche-
Methode (siehe u.a. Nitsche [71], Stenberg [92], Becker et al. [7], Heinrich &
Poenitz [41], Heinrich & Jung [40] und Fritz [26]), die anstelle der Einfu¨hrung
zusa¨tzlicher Freiheitsgrade in der Form von lagrangeschen Multiplikatoren auf ei-
ner Erweiterung der Bilinearform fu¨r geometrisch lineare Probleme beruht (vgl.
Mergheim et al. [69]):
Ah(wh,qh) =
∫
Ω
∇symwh : σ(qh) dV −
∫
∂Ω
{
σ(qh)
}
n[wh] d Γ
−
∫
∂Ω
{
σ(wh)
}
n[qh] d Γ +
Θ
h
∫
∂Ω
[qh][wh] d Γ
(4.62)
mit der Durchschnittsbildung {•} = 1
2
(•1 + •2), dem Sprung [•] = (•1 − •2), der
Elementla¨nge h und einer Penalty-Konstanten Θ. Auch wenn die Nitsche-Methode
hier nicht vertiefend betrachtet werden soll, stellt sie aufgrund ihrer Flexibilita¨t
durch die Verwendung eines Penalty-Terms eine interessante Erga¨nzung dar.
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5. Kontakt
Allgemeine Kontakt-Zwangsbedingungen sind im Unterschied zu den im vorheri-
gen Kapitel vorgestellten Gebietszerlegungsverfahren als Ungleichheits- Zwangs-
bedingungen
(Karush-Kuhn-Tucker Bedingungen, Gleichung (3.47)) definiert. Da diese Bedin-
gungen normal zur Oberfla¨che definiert werden, ist eine Ausrichtung der Zwangs-
bedingungen in einen normalen und einen tangentialen Anteil notwendig. Die Im-
plementierung der Karush-Kuhn-Tucker Bedingungen erfolgt mithilfe der Active-
Set Strategie, wie sie schon in Abschnitt 3.2.3 fu¨r allgemeine Zwangsbedingungen
vorgestellt wurde. Die diskrete Form dieser Strategie beinhaltet eine Verletzung
der Konsistenzforderung mit zweierlei Auswirkungen: Zum einen wird die Energie-
bilanz verletzt, zum anderen entstehen starke Oszillationen in den lagrangeschen
Multiplikatoren. Diese Oszillationen ko¨nnen durch eine Modifikation der Massen-
matrix, erzeugt durch eine gezielte Vera¨nderung der Quadratur-Formel, wie es in
Hager et al. [35] und Brunssen et al. [20] gezeigt wird, verhindert werden. Die
mechanischen Eigenschaften der Ko¨rper bleiben dabei erhalten.
Wie folgend gezeigt wird, gewa¨hrleistet die Zerlegung der Zwangsbedingung in
einen normalen und in einen tangentialen Anteil die Objektivita¨t der Zwangs-
bedingungen und damit deren Erhaltungseigenschaften. Die orthogonale Projek-
tion der Geometrie ist abha¨ngig von der aktuellen Konfiguration, so dass u.a.
die Mortar-Integrale (Gleichung (4.51)1 und (4.51)2) ebenfalls in der aktuellen
Konfiguration ausgewertet werden mu¨ssen.
Neben zahlreichen Werken zur NTS-Methode (siehe u.a. Hallquist [37], Wriggers
[106] und Laursen [59]), existieren eine Reihe von Abhandlungen zur Anwendung
der Mortar-Methode auf den Kontakt-Fall, u.a. McDevitt & Laursen [67], Puso
& Laursen [78], Hu¨eber & Wohlmuth [47], Fischer & Wriggers [23] und Fischer &
Wriggers [24].
Weiter wird in Kapitel 5.1 die NTS-Methode, in Kapitel 5.2 die Mortar-Methode,
angewandt auf den reibungsfreien Kontakt, sowie die G-a¨quivariante Darstellung
beider Methoden hergeleitet.
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5.1. NTS-Methode
5.1.1. Zwangsbedingung
Die NTS-Methode basiert auf der Projektion von diskreten Knoten einer Slave-
Oberfla¨che auf eine Master-Oberfla¨che, wie in Abb. 4.2 gezeigt. Fu¨r die Zwangs-
bedingung in Normalenrichtung folgt nach Gleichung (4.4):
ΦN(q¯) = (xS −
∑
A
NAyA) · n (5.1)
mit dem normierten und normal zur Oberfla¨che stehenden Vektor n:
n = −Λ(y2 − y1)/‖y2 − y1‖ (5.2)
und der konstanten Matrix Λ:
Λ =
[
0 1
−1 0
]
(5.3)
Fu¨r lineare Elemente folgt:
Φn(q¯) = (xS − 12(1− ξ¯)y1 − 12(1 + ξ¯)y2) · n (5.4)
Das Einsetzen von Gleichung (5.2) in Gleichung (5.4) liefert unter Zuhilfenahme
der Eigenschaften der schiefsymmetrischen Matrix Λ, mit
ΛT = Λ−1 = −Λ und Λ2 = −I (5.5)
die folgende, vereinfachte Form der Zwangsbedingung:
ΦN =
(y2 − y1) ·Λ(xS − 12(y1 + y2))
‖y2 − y1‖
(5.6)
Die orthogonale Projektion von xS auf die Master-Oberfla¨che mithilfe des lokalen
Parameters ξ¯ (Gleichung (4.3)) ist dabei nicht konstant, da sie sich mit der jeweils
aktuellen Konfiguration a¨ndert. Dennoch ist der Gradient von Gleichung (5.4)
aufgrund von Orthogonalita¨tsbedingungen relativ einfach strukturiert:
∇qΦ(q¯) =
 n−1
2
(1− ξ¯)n
1
2
(1 + ξ¯)n
 (5.7)
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5.1.2. G-a¨quivariante Darstellung
Zur Reparametrisierung der Zwangsbedingung aus Gleichung (5.6) werden 2 qua-
dratische Invarianten definiert:
π1(q¯) = (y2 − y1) ·Λ
(
xS − 12 (y1 + y2)
)
(5.8)
π2(q¯) = (y2 − y1) · (y2 − y1) (5.9)
Fu¨r die Zwangsbedingung folgt damit:
ΦN (q¯) = Φ˜N (pi(q¯)) =
π1(q¯)√
π2(q¯)
(5.10)
Die Invariante π2(q¯) ist dabei ein Element der Menge S (vgl. Gleichung (2.176)).
Die Invariante π1(q¯) kann reformuliert werden als:
π1(q¯) = y2 ·ΛxS + y1 ·Λy2 + xS ·Λy1 (5.11)
Da die Beziehung a · Λb = det([a,b]) gilt, ist π1(q¯) ein Element der Menge T
(vgl. Gleichung (2.177))
5.1.3. Erhaltungseigenschaften
Aufgrund ihrer Definition sind Invarianten und alle Zwangsbedingungen, die aus-
schließlich von Invarianten abha¨ngig sind, objektiv. Unterliegen die Invarianten
und damit auch den in den Invarianten definierten Zwangsbedingungen einer kon-
tinuierlichen Symmetrie, so existiert nach dem Noether-Theorem (vgl. Abschnitt
2.1.3) eine Erhaltungsgro¨ße und umgekehrt. Im Folgenden wird, wie schon in
Abschnitt 4.1.2 als auch im Abschnitt 4.2.3, als Symmetriegruppe eine Transla-
tiongruppe zum Nachweis der Impulserhaltung und eine Rotationsgruppe zum
Nachweis der Drehimpulserhaltung verwendet.
Impulserhaltung Fu¨r den Nachweis der Impulserhaltung genu¨gt es, die Trans-
lationsinvarianz der Invarianten zu zeigen, da
ΦN(q¯+ c) = Φ˜N (pi(q¯+ c)) = Φ˜N (pi(q¯)) = ΦN (q¯) (5.12)
gelten muss. Es folgt fu¨r die Invariante π1:
π1(q¯+ c) = ((y2 + c)− (y1 + c)) ·Λ((xS + c)− 12(y1 + c+ y2 + c))
= (y2 − y1) ·Λ(xS − 12(y1 + y2)) = π1(q¯)
(5.13)
und fu¨r die Invariante π2:
π2(q¯ + c) = ((y2 + c)− (y1 + c)) · ((y2 + c)− (y1 + c))
= (y2 − y1) · (y2 − y1) = π2(q¯)
(5.14)
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Zuru¨ckkommend auf die urspru¨ngliche Definition der Erhaltungseigenschaft als
A¨nderung des Impulses in der Zeit (Gleichung (4.8)) folgt:
L˙k = λk(1−
∑
A
NA)n = 0 (5.15)
Dies weist wiederum die Impulserhaltung nach.
Drehimpulserhaltung Auch der Nachweis der Drehimpulserhaltung hat hier,
entsprechend dem Abschnitt u¨ber die Impulserhaltung, u¨ber die Rotationsinvari-
anz der Invarianten π1 und π2 zu erfolgen:
π1(Q ◦ q¯) = (Qy2 −Qy1) ·Λ(QxS − 12(Qy1 +Qy2))
= (y2 − y1) ·QT ·ΛQ(xS − 12(y1 + y2))
= (y2 − y1) ·Λ(xS − 12(y1 + y2))
= π1(q¯) ∀ Q ∈ SO(2)
(5.16)
Fu¨r die zweite Invariante folgt:
π2(Q ◦ q¯) = (Qy2 −Qy1) · (Qy2 −Qy1)
= (y2 − y1) ·QT ·Q(y2 − y1) = π2(q¯)
(5.17)
Das gleiche Ergebnis folgt aus der Definition der Determinanten fu¨r beliebige
Invarianten der Menge T:
π(Qa,Qb) = Qa ·ΛQb = det(Q[a,b]) = det([a,b]) = π(a,b) (5.18)
Die Definition der Erhaltungseigenschaft als A¨nderung des Drehimpulses in der
Zeit (Gleichung (4.11)) liefert:
J˙k = λkn× (xS −
∑
A
NAyA) = 0 (5.19)
Der letzte Schritt in Gleichung (5.19) folgt aus der orthogonalen Projektion des
Slave-Knotens xS auf die Master-Oberfla¨che, die somit parallel zu dem Norma-
lenvektor n erfolgt. Hieraus begru¨ndet sich auch der Verlust der Erhaltungseigen-
schaft, der ha¨ufig bei der Verwendung nicht standardgema¨ßer Normalenvektoren
eintritt.
Energieerhaltung Die NTS-Methode besteht aus nichtlinearen Ungleichheits-
Zwangsbedingungen und ist daher nicht energieerhaltend (vgl. Abschnitt 3.2.3,
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Armero & Peto¨cz [2, 3] und Laursen & Love [62]). Eine Anwendung des diskreten
Gradienten nach Abschnitt 3.2.2 liefert:
∇πΦ˜A(pin,pin+1) =
[
1√
π2
π1
2
√
π32
]
+
ΦA(pin+1)− ΦA(pin)−
[
1√
π2
π1
2
√
π32
]
· [pin+1 − pin]
‖pin+1 − pin‖2 [pin+1 − pin]
(5.20)
mit dem Vektor pi = [π1 π2]
T . Damit folgt fu¨r den Gradienten:
∇qΦA(q¯n, q¯n+1) = Dpi(q¯n+ 1
2
)T∇πΦ˜A(pin,pin+1) (5.21)
mit
Dpi(q¯n+ 1
2
) =
[
(yT2 − yT1 )Λ (xTS − yT2 )Λ (yT1 − xTS )Λ
0 2(yT1 − yT2 ) 2(yT2 − yT1 )
]
(5.22)
Durch die Anwendung des diskreten Gradienten nach Abschnitt 3.2.2 respektive
unter Beachtung der Modifikationen nach Abschnitt 3.2.4 folgt die Energieerhal-
tung fu¨r die Zwangsbedingung.
5.2. Mortar-Methode
5.2.1. Zwangsbedingung
Eine Anwendung der Mortar-Methode, wie sie in Kapitel 4.2 hergeleitet wurde,
auf den Kontaktfall, u.a. beschrieben in Yang et al. [108], Puso & Laursen [78]
und Wohlmuth & Hu¨eber [101], liefert, a¨quivalent zur Vorgehensweise fu¨r die
NTS-Methode (vgl. Hesch & Betsch [42]), folgende Zwangsbedingung in Norma-
lenrichtung:
λ ·Φ(q) =
∫
γc
(λn)(h) · (x(1)h − x(2)h) d γ (5.23)
Hierbei ist eine Auswertung der resultierenden Mortar-Integrale (Gleichung (4.51)1
und (4.51)2) in der aktuellen Konfiguration notwendig. Dies erfolgt sowohl auf-
grund der sich permanent a¨ndernden Segmentgrenzen, als auch aufgrund der
durch die Karush-Kuhn-Tucker Bedingungen verursachte A¨nderung der Integra-
tionsgrenzen. Daher mu¨ssen die 4 lokalen Koordinaten eines Mortar-Segmentes
ξ
(1)
a , ξ
(1)
b , ξ
(2)
a und ξ
(2)
b in jedem Iterationsschritt des Newtonverfahrens neu be-
stimmt werden und beeinflussen damit sowohl die erste als auch die zweite Ablei-
tung. Fu¨r die diskreten Gro¨ßen folgt nach Gleichung (4.48) wiederum aufgrund
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der Reparametrisierung nach Gleichung (4.47):
λh =
∑
A
NA(ξ
(1)(η))λA
x(1)
h
=
∑
B
NB(ξ
(1)(η))x
(1)
B
x(2)
h
=
∑
C
NC(ξ
(2)(η))x
(2)
C
(5.24)
Bedingt durch die segmentweise Definition des Integrationsbereiches folgt fu¨r die
Zwangsbedingung ΦA:
ΦA(q) =
⋃
seg
ΦsegA (q¯) (5.25)
mit
ΦsegA (q¯) = n
seg ·
{∑
B
n
seg,(1)
AB x
(1)
B −
∑
C
n
seg,(2)
AC x
(2)
C
}
(5.26)
und den Mortar-Integralen:
n
seq,(1)
AB =
∫
γseg
N
(1)
A (ξ
(1)(η))N
(1)
B (ξ
(1)(η)) d γ
n
seq,(2)
AC =
∫
γseg
N
(1)
A (ξ
(1)(η))N
(2)
C (ξ
(2)(η)) d γ
(5.27)
5.2.2. G-a¨quivariante Darstellung
Eine mo¨gliche Reparametrisierung der segmentweise definierten Mortar-Zwangs-
bedingungen
ΦsegA (q¯) = Φ˜
seg
A (pi(q¯)) (5.28)
wird hier anhand linearer Formfunktionen
N
(α)
1 (ξ
(α)) =
1
2
(1− ξ(α))
N
(α)
2 (ξ
(α)) =
1
2
(1 + ξ(α))
(5.29)
vorgestellt. Hiebei beschra¨nken wir uns auf einen minimalen Satz von 5 Invarian-
ten (vgl. Hesch & Betsch [43]); andere Darstellungen mit mehr Invarianten sind
mo¨glich. Ausgehend von den repra¨sentativen Mortar-Segmenten in Bild 4.8 lassen
sich fu¨r die Reparametrisierung der lokalen Parameter des ersten Segmentes:
ξ(1)a =
2(x
(1)
2 − x(1)1 ) · (x(2)1 − x(1)1 )
‖x(1)2 − x(1)1 ‖2
− 1 ξ(1)b = 1
ξ
(2)
b =
(2x
(1)
2 − x(2)1 − x(2)2 ) · (x(1)2 − x(1)1 )
(x
(2)
2 − x(2)1 ) · (x(1)2 − x(1)1 )
ξ(2)a = −1
(5.30)
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bzw. fu¨r das zweite Segment:
ξ
(1)
b = −1 ξ(1)c =
2(x
(1)
2 − x(1)1 ) · (x(2)2 − x(1)1 )
‖x(1)2 − x(1)1 ‖2
− 1
ξ(2)c = 1 ξ
(2)
b =
(2x
(1)
1 − x(2)1 − x(2)2 ) · (x(1)2 − x(1)1 )
(x
(2)
2 − x(2)1 ) · (x(1)2 − x(1)1 )
(5.31)
drei quadratische Invarianten aus der Menge S bestimmen:
π1(q¯) =
(
x
(1)
2 − x(1)1
)
·
(
x
(1)
2 − x(1)1
)
(5.32)
π2(q¯) =
(
x
(1)
2 − x(1)1
)
·
(
x
(2)
1 − x(1)1
)
(5.33)
π3(q¯) =
(
x
(1)
2 − x(1)1
)
·
(
x
(2)
2 − x(1)1
)
(5.34)
Damit folgt fu¨r das erste Segment:
ξ˜(1)a =
2π2
π1
− 1 ξ˜(1)b = 1
ξ˜
(2)
b =
2π1 − π3 − π2
π3 − π2 ξ˜
(2)
a = −1
(5.35)
und fu¨r das zweite Segment:
ξ˜
(1)
b = −1 ξ˜(1)c =
2π3
π1
− 1
ξ˜(2)c = 1 ξ˜
(2)
b =
−π3 − π2
π3 − π2
(5.36)
Alle weiteren mo¨glichen Segmente ergeben sich wiederum als Kombination der
beiden vorgestellten, repra¨sentativen Segmente. Gleichung (4.47) kann nun eben-
falls in den Invarianten definiert werden:
ξ˜(α) =
1
2
(1− η)ξ˜(α)a +
1
2
(1 + η)ξ˜
(α)
b (5.37)
Fu¨r einen Segmentbeitrag Φseg1 folgt fu¨r lineare Ansatzfunktionen:
Φseg1 = n
seg ·
{
n
seg,(1)
11 x
(1)
1 + n
seg,(1)
12 x
(1)
2 −
(
n
seg,(2)
11 x
(2)
1 + n
seg,(2)
12 x
(2)
2
)}
(5.38)
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Einsetzen der Gleichungen (5.27) zusammen mit der Gleichung (5.29) und (5.37)
liefert:
Φseg1 =
1
4
nseg·
(x(1)1 + x(1)2 − x(2)1 − x(2)2 )
∫
γseg
d γ
+
(
−2x(1)1 + x(2)1 + x(2)2
) ∫
γseg
ξ˜(1) d γ
+
(
x
(2)
1 − x(2)2
) ∫
γseg
ξ˜(2) d γ
−
(
x
(2)
1 − x(2)2
) ∫
γseg
ξ˜(1)ξ˜(2) d γ
−
(
x
(1)
2 − x(1)1
) ∫
γseg
(
ξ˜(1)
)2
d γ

(5.39)
Auch hier ist der Normalenvektor definiert als (vgl. Gleichung (5.2)):
n = −Λ(x2 − x1)/‖x2 − x1‖ (5.40)
Zusammen mit der Beziehung (vgl. Gleichung (4.53)):
d γ =
1
4
‖x(1)2 − x(1)1 ‖(ξ(1)b − ξ(1)a ) (5.41)
folgt unter Verwendung der beiden zusa¨tzlichen Invarianten aus der Menge T:
π4(q¯) =
(
x
(1)
2 − x(1)1
)
·Λ
(
−2x(1)1 + x(2)1 + x(2)2
)
(5.42)
π5(q¯) =
(
x
(1)
2 − x(1)1
)
·Λ
(
x
(2)
1 − x(2)2
)
(5.43)
fu¨r die reparametrisierte Zwangsbedingung:
Φ˜seg1 (pi(q¯)) =
1
16
(
ξ˜
(1)
b − ξ˜(1)a
)π4
1∫
−1
(
ξ˜(1) − 1
)
d η + π5
1∫
−1
(
ξ˜(2) − ξ˜(1)ξ˜(2)
)
d η

(5.44)
Die Integrale sind in der Integrationsvariablen η maximal quadratisch, daher
ko¨nnen sie mithilfe einer 2-Punkt Gaussintegration exakt bestimmt werden. Fu¨r
die Zwangsbedingung Φseg2 folgt entsprechend:
Φ˜seg2 (pi(q¯)) =
1
16
(
ξ˜
(1)
b − ξ˜(1)a
)π5
1∫
−1
(
ξ˜(2) + ξ˜(1)ξ˜(2)
)
d η − π4
1∫
−1
(
ξ˜(1) + 1
)
d η

(5.45)
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Damit ist die Reparametrisierung der Mortar-Methode vollsta¨ndig. Zu beachten
gilt, dass nach jedem Lauf des Newton-Verfahrens bis Erreichen der Konvergenz-
kriterien, nicht nur der aktive Set, sondern auch die Zusammenstellung der Seg-
mente gepru¨ft und gegebenefalls das Newton-Verfahren auch bei unvera¨ndertem
aktiven Set neu gestartet werden muss.
5.2.3. Erhaltungseigenschaften
Wie schon fu¨r die NTS-Methode gezeigt wurde, ist die Translationsinvarianz der
Hamilton-Funktion assoziiert mit der Erhaltung des Impulses. DesWeiteren ist die
Rotationsinvarianz mit der Erhaltung des Drehimpulses assoziiert. Daraus folgt,
dass fu¨r jede Zwangsbedingung, die sich vollsta¨ndig in (sowohl translatorische
als auch rotatorische) Invarianten zerlegen la¨st, sowohl der Impuls als auch der
Drehimpuls eine Erhaltungsgro¨ße darstellt.
Impulserhaltung Fu¨r die vorgestellten 5 Invarianten kann die Translationsinva-
rianz in der Form:
πi(x
(1)
1 + c,x
(1)
2 + c,x
(2)
1 + c,x
(2)
2 + c) = πi(x
(1)
1 ,x
(1)
2 ,x
(2)
1 ,x
(2)
2 ) (5.46)
einfach gepru¨ft werden. Damit ist sowohl die Grundform als auch die in einer G-
a¨quivarianten Form des diskreten Gradientens (siehe Gleichung (3.45)) geschrie-
bene Mortar-Methode impulserhaltend.
Drehimpulserhaltung Fu¨r die Rotationsinvarianz gilt:
πi(Q ◦ q¯) = πi(q¯) ∀ Q ∈ SO(ndim) (5.47)
Der Nachweis auf Rotationsinvarianz fu¨r Invarianten aus den Mengen S und T
ist bereits in Gleichung (5.17) respektive in Gleichung (5.18) vorgenommen wor-
den. Damit ist wiederum sowohl die Grundform als auch die reparametrisierte
und mithilfe des diskreten Gradientens geschriebene Form der Mortar-Methode
drehimpulserhaltend.
Energieerhaltung Sowohl aufgrund des nichtlinearen Charakters der Zwangs-
bedingung der Mortar-Methode als auch der Karush-Kuhn-Tucker-Bedingungen
ist die Mortar-Methode angewandt auf einen Kontakt-Vorgang nicht energieer-
haltend. Dies folgt erst mit der Verwendung des diskreten Gradientens nach Ab-
schnitt 3.2.2 und unter Beru¨cksichtigung der durch die diskrete Form der Active-
Set Methode inkonsistenten Zwangsbedingungen nach Abschnitt 3.2.4.
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6. Numerische Beispiele
6.1. Simulation eines Lagers
Das erste numerische Beispiel simuliert die reibungsfreie Rotationsbewegung eines
2-dimensionalen Gleitlagers, wie es in Bild 6.1 dargestellt ist: Die a¨ußere Lager-
Abbildung 6.1.: Referenzkonfiguration der Lagerschalen
schale mit einem Radius von 100 ist an ihrem a¨ußeren Rand fest eingespannt;
zudem ist der innere Radius (80) der a¨ußeren Lagerschale in der Referenzkonfigu-
ration kleiner als der a¨ußere Radius (80.1) der inneren Lagerschale. Diese verfu¨gt
u¨ber einen Innenradius von 50. Damit muß in einem ersten, rein statischen Schritt
der Kontakt zwischen beiden Bauteilen etabliert werden (vgl. Bild 6.2). In einem
zweiten Schritt startet die Zeitintegration mit einer Zeitschrittweite von t = 0.001.
Im Bereich von t = [0 , 0, 5] wird die innere Lagerschale mit einem Drehmoment
von
M(t) = 2500f(t) mit f(t) =
{
sin(π
2
t) fu¨r 0 ≤ t ≤ 0, 5
0 fu¨r 0, 5 < t ≤ 2 (6.1)
dergestalt belastet, wie in Bild 6.3 dargestellt. Im Folgenden Bereich t = [0.5 , 2]
rotiert die innere Lagerschale reibungsfrei. Dieses innere Bauteil ist mit 10x40
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Abbildung 6.2.: Statischer Kontakt der
Lagerschalen
MM
Abbildung 6.3.: Belastung des inneren
Bauteils
(Anzahl der Ringe mal Anzahl der Segmente auf der Schale), das a¨ußere Bauteil
mit 10x48 nichtlinearen 4-Knoten Kontinuumselementen diskretisiert. Das kon-
stitutive Gesetz beider Schalen entspricht einem St.Venant-Kirchhoff Gesetz mit
einem E-Modul von E = 105 und einer Querkontrationszahl von ν = 0.1 sowie
einer Dichte von ρ = 0.001.
NTS-Methode Die erste Gruppe von Abbildungen (Abb. 6.4) zeigt die Ergeb-
nisse der NTS-Methode. Die Hamiltonfunktion sowie der Impuls und der Dre-
himpuls stellen eine Erhaltungsgro¨ße dar. Dabei bleibt die Vera¨nderung der drei
genannten Gro¨ßen je Zeitschritt unabha¨ngig von der gewa¨hlten Zeitschrittweite
unterhalb der Toleranzgrenze des Newton-Verfahrens durch die Verwendung des
G-a¨quivarianten diskreten Gradientens nach Abschnitt 5.1.2.
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Abbildung 6.4.: NTS-Methode, Linkes Bild: Energieverteilung E u¨ber die Zeit,
rechte Bilder: Gesamtimpuls L und Gesamtdrehimpuls J u¨ber
die Zeit, Zeitschrittweite: 0.001
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Abbildung 6.5.: NTS-Methode, Linkes Bild: Energieverteilung E u¨ber die Zeit,
rechte Bilder: Gesamtimpuls L und Gesamtdrehimpuls J u¨ber
die Zeit, Zeitschrittweite: 0.0001
Zur Bestimmung der Impuls- und der Drehimpulsdiagramme wurden die Dirichlet
Randbedingungen zum Zeitpunkt t = 0.5 entfernt, um externe Einflu¨sse zu un-
terbinden. Dargestellt ist die Summe aller Komponenten. Die potenzielle und die
kinetische Energie zeigen eine fu¨r die NTS-Methode charakteristische Schwingung.
Dieser Konsistenzfehler konvergiert nicht mit kleiner werdenen Zeitschrittweite,
wie es in Abb. 6.5 demonstriert ist. Hierbei wurde die Zeitschrittweite gegenu¨ber
der Simulation, deren Resultate in Abb. 6.4 gezeigt sind, um den Faktor 10 auf
∆t = 0.0001 verringert.
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Abbildung 6.6.: NTS-Methode, Linkes Bild: Energieverteilung E u¨ber die Zeit,
rechte Bilder: Gesamtimpuls L und Gesamtdrehimpuls J u¨ber
die Zeit, Penalty-Methode nach Abschnitt 3.1.1
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Abbildung 6.7.: NTS-Methode, Newmark-Verfahren, Linkes Bild: Energievertei-
lung E u¨ber die Zeit, rechte Bilder: Gesamtimpuls L und Ge-
samtdrehimpuls J u¨ber die Zeit
Fu¨r die na¨chste Gruppe von Abbildungen (Abb. 6.6) wurden die Zwangsbedin-
gungen durch einen Penalty-Faktor von ǫ = 104 entsprechend Abschnitt 3.1.1
eingefordert. Die verwendete Mittelpunktsregel erha¨lt dabei weiterhin sowohl den
Impuls als auch den Drehimpuls. Die letzte Gruppe von Abbildungen (Abb. 6.7)
im Rahmen der NTS-Methode zeigt die Resultate eines Newmark-Verfahrens. Der
Penalty-Faktor betra¨gt ǫ = 103. Festzuhalten ist, dass das Newmark-Verfahren
den Drehimpuls nicht erha¨lt, auch wenn die Abweichungen in diesem Beispiel
relativ gering sind.
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Abbildung 6.8.: Mortar-Methode, Linkes Bild: Energieverteilung E u¨ber die Zeit,
rechte Bilder: Gesamtimpuls L und Gesamtdrehimpuls J u¨ber die
Zeit
Kapitel 6 - Numerische Beispiele 81
Mortar-Methode Die Ergebnisse der Mortar-Methode sind in Abb. 6.8 darge-
stellt. Fu¨r die Simulation wurde der diskrete Gradient entsprechend Abschnitt
5.2.2 verwendet; damit bleiben sowohl die Energie, als auch der Impuls und der
Drehimpuls erhalten. Im Gegensatz zur NTS-Methode (vgl. Abb. 6.4 und Abb
6.5) wird der Konsistenzfehler und die daraus resultierenden Schwingungen mini-
miert.
6.2. Nichtkonforme Gebietszerlegung
In diesem numerischen Beispiel wird, ausgehend von dem Beispiel eines Gleit-
lagers aus Kapitel 6.1, eine Gebietszerlegung durchgefu¨hrt. Eine mo¨gliche und
sinnvolle Anwendung einer Gebietszerlegung im Rahmen eines Kontaktvorgangs
besteht darin, die Kontaktoberfla¨che γc deutlich feiner als die eigentlichen Ko¨rper
zu diskretisieren. Hierzu wurden zwei Ringe mit 512x1 Element auf die beiden
Abbildung 6.9.: Ausschnittsvergro¨ßerung der Gebietszerlegung
Kontaktoberfla¨chen aufgebracht, wie es ausschnittsweise in Abb. 6.9 zu sehen ist.
Der Durchmesser beider Ringe wurde um die Breite einer Elementreihe verringert,
damit sich die beiden zusa¨tzlichen Ringe, die ebenfalls die Breite einer Elemen-
treihe aufweisen, einfu¨gen lassen. Alle weiteren Rahmendaten wie Einspannung,
Lastaufbringung und Diskretisierung der Ko¨rper entsprechen den Daten aus Ab-
schnitt 6.1.
NTS-Methode Fu¨r die erste Gruppe von Abbildungen (Abb. 6.10) wurden so-
wohl fu¨r die Gebietszerlegung als auch fu¨r den Kontakt die NTS-Methode ange-
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Abbildung 6.10.: Gebietszerlegung: NTS-Methode, Kontakt: NTS-Methode, Lin-
kes Bild: Energieverteilung E u¨ber die Zeit, rechte Bilder: Ge-
samtimpuls L und Gesamtdrehimpuls J u¨ber die Zeit
wandt. Fu¨r die Auswertung des Impulses sowie des Drehimpulses wurden wieder-
um zum Zeitpunkt t = 0.5 alle Dirichlet-Randbedingungen entfernt. Fu¨r den Be-
reich von t = [0.5 , 2] fu¨hrt das System somit eine freie Bewegung im Raum durch.
Aufgrund des verwendeten diskreten Gradientens nach Abschnitt 5.1.2 bleiben die
drei Gro¨ßen Energie, Impuls und Drehimpuls erhalten. Als Slave-Seite wurden die
grob diskretisierten, a¨ußeren Ringe gewa¨hlt, so dass zwischen den Ringen 40 bzw.
48 Zwangsbedingungen aktiviert wurden.
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Abbildung 6.11.: Gebietszerlegung: NTS-Methode, Kontakt: Mortar-Methode,
Linkes Bild: Energieverteilung E u¨ber die Zeit, rechte Bilder:
Gesamtimpuls L und Gesamtdrehimpuls J u¨ber die Zeit
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Abbildung 6.12.: Gebietszerlegung: Mortar-Methode, Kontakt: Mortar-Methode,
Linkes Bild: Energieverteilung E u¨ber die Zeit, rechte Bilder:
Gesamtimpuls L und Gesamtdrehimpuls J u¨ber die Zeit
Wird anstelle der NTS-Methode zur Beschreibung der Kontakt-Zwangsbedin-
gungen die Mortar-Methode verwendet und die NTS-Methode weiterhin fu¨r die
Gebietszerlegung angewandt, ergeben sich die in Abb. 6.11 dargestellten Resulta-
te. Auch hier bleiben die drei Gro¨ßen Energie, Impuls und Drehimpuls im Bereich
t = [0.5 , 2] erhalten.
Mortar-Methode Die Verwendung der Mortar-Methode sowohl fu¨r den Kon-
taktbereich als auch fu¨r die Gebietszerlegung minimiert wiederum den bei der
NTS-Methode demonstrieten Konsistenzfehler. Ein Vergleich von Abb. 6.12 mit
Abb. 6.8 zeigt keinen qualitativen Unterschied in der Energieverteilung, quan-
titative Unterschiede sind auf A¨nderungen in der Referenzkonfiguration zuru¨ck-
zufu¨hren. Die drei Gro¨ßen Energie, Impuls und Drehimpuls werden algorithmisch
erhalten. Fu¨r die Ergebnisse in Abb. 6.13 wurde die Mortar-Methode als Zwangs-
bedingung im Kontakt-Bereich durch die NTS-Methode ersetzt. Fu¨r die Gebiets-
zerlegung wurde weiterhin die Mortar-Methode verwendet. Der Konsistenzfehler
wurde aufgrund der besseren ra¨umlichen Approximation im Vergleich zu Abb. 6.4
deutlich verringert, ist aber weiterhin vorhanden. Energie, Impuls und Drehimpuls
werden weiterhin in Folge des verwendeten diskreten Gradientens algorithmisch
erhalten.
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Abbildung 6.13.: Gebietszerlegung: Mortar-Methode, Kontakt: NTS-Methode,
Linkes Bild: Energieverteilung E u¨ber die Zeit, rechte Bilder:
Gesamtimpuls L und Gesamtdrehimpuls J u¨ber die Zeit
6.3. Kollision zweier deformierbarer Ko¨rper
Im Gegensatz zur Lagersimulation mu¨ssen fu¨r die Simulation einer Kollision zwei-
er deformierbarer Ko¨rper die Karush-Kuhn-Tucker Bedingungen aller in Frage
kommenden Zwangsbedingungen im Rahmen der Active-Set Strategie nach Ab-
schnitt 3.2.3, ausgewertet werden. Angeregt wurde dieses Beispiel urspru¨nglich
von Wriggers et al. [107] und ist von Laursen & Chawla [60, 61] aufgegriffen
worden. Zur Demonstration der hier gezeigten Algorithmen wurde dieses Beispiel
weiter modifiziert. Zwei elastische Ringe bewegen sich mit einer Anfangsgeschwin-
digkeit v0 = [10, 10] versetzt in einem 45
◦ Winkel so aufeinander zu, dass der in
Abb. 6.14 dargestellte Bewegungsablauf entsteht. Beide Ringe sind jeweils aus 64
nichtlinearen 4-Knoten Kontinuumselementen aufgebaut worden, deren konstitu-
tives Gesetz wiederum einem St.Venant-Kirchhoff Gesetz entspricht. Als Material-
parameter wurden ein Elastizita¨tsmodul von E = 100, eine Dichte von ρ = 0.001
und eine Querkontrationszahl von ν = 0.1 verwendet, um entsprechend starke De-
formationen zu gewa¨hrleisten. Die Zeitschrittweite betra¨gt ∆t = 0.01. Wie spa¨ter
noch gezeigt wird, ist der Unterschied zwischen der NTS- und der Mortar-Methode
in dieser Kollisions-Simulation marginal. Aufgrund der starken Ausrichtung der
Mortar-Methode auf lagrangesche Multiplikatoren sind Betrachtungen weiterer
Ansa¨tze wie eine Penalty-Formulierung nicht sinnvoll. Daher werden hier zuerst
die Ergebnisse der NTS-Methode in den verschiedenen Formulierungen gezeigt,
gefolgt von den Ergebnissen der Mortar-Methode.
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Abbildung 6.14.: Bewegungsablauf bei der Kollision zweier Ringe
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Abbildung 6.15.: NTS-Methode, Linkes Bild: Energieverteilung E u¨ber die Zeit,
rechte Bilder: Gesamtimpuls L und Gesamtdrehimpuls J u¨ber
die Zeit
NTS-Methode Nach Abschnitt 3.2.4 muss zusa¨tzlich zur Korrektur der durch
die Nichtlinearita¨t der Zwangsbedingungen verursachten Verletzung der Energie-
erhaltung eine Korrektur der inkonsistenten Zwangsbedingungen erfolgen. Eine
Modifikation der Zwangsbedingung nach Gleichung (3.59) fu¨hrt zu den in Abb.
6.15 gezeigten Ergebnissen. Zur Demonstration der Robustheit dieser Vorgehens-
weise wurde die Simulation mit einer Zeitschrittweite von ∆t = 1 durchgefu¨hrt;
die entsprechenden Ergebnisse sind in Abb. 6.16 dargestellt. Auch hier werden,
wie bereits die Ergebnisse in Abb. 6.15 zeigen, sowohl die Energie als auch der
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Abbildung 6.16.: NTS-Methode, Zeitschrittweite: 1, Linkes Bild: Energievertei-
lung E u¨ber die Zeit, rechte Bilder: Gesamtimpuls L und Ge-
samtdrehimpuls J u¨ber die Zeit
Gesamtimpuls respektive der Gesamtdrehimpuls unabha¨ngig von der Zeitschritt-
weite erhalten. Als na¨chstes sind in Abb. 6.17 die Ergebnisse des modifizierten
diskreten Gradienten nach Gleichung (3.63) dargestellt. Auch hier werden so-
wohl die Gesamtenergie als auch der Gesamtimpuls und der Gesamtdrehimpuls
algorithmisch erhalten. Der dritte Vorschlag aus Abschnitt 3.2.4 beruht auf einer
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Abbildung 6.17.: NTS-Methode, modifizierter diskreter Gradient, Linkes Bild:
Energieverteilung E u¨ber die Zeit, rechte Bilder: Gesamtimpuls
L und Gesamtdrehimpuls J u¨ber die Zeit
nachtra¨glichen A¨nderung des Impulses zusa¨tzlich zu dem eingesetzten diskreten
Gradienten. Die zu lo¨sende quadratische Gleichung ist nach Laursen & Love [59]
abha¨ngig von dem Vorzeichen der relativen Geschwindigkeit beider Ko¨rper zuein-
ander, ausgewertet in der Mittelpunktskonfiguration, (algorithmic gap rate) eine
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Abbildung 6.18.: NTS-Methode, Impuls-Update Algorithmus, Linkes Bild: Ener-
gieverteilung E u¨ber die Zeit, rechte Bilder: Gesamtimpuls L
und Gesamtdrehimpuls J u¨ber die Zeit
reelle Lo¨sung. Wie in Abb. 6.18 zu sehen, kann die quadratische Gleichung nicht
immer gelo¨st werden. In diesem Fall wurde die Vera¨nderung in der Gesamtenergie
des Systems zur Dokumentation zugelassen. Eine A¨nderung der Menge an akti-
ven Zwangsbedingungen entsprechend den Vorgaben aus Laursen & Love [59] ist
notwendig, um reelle Lo¨sungen des Problems zu gewa¨hrleisten. Letzlich impliziert
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Abbildung 6.19.: NTS-Methode, Penalty-Formulierung nach Abschnitt 3.1.1, Lin-
kes Bild: Energieverteilung E u¨ber die Zeit, rechte Bilder: Ge-
samtimpuls L und Gesamtdrehimpuls J u¨ber die Zeit
diese Vorgehensweise, dass die Entscheidung, ob eine Zwangsbedingung aktiviert
wird oder nicht, davon beeinflußt wird, inwieweit die qudratratische Gleichung
des Verfahrens eine Lo¨sung hat. Ein derartiger Eingriff in die Active-Set Strate-
gie kann daher zu einer Verletzung der Karush-Kuhn-Tucker Bedingungen fu¨hren.
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Abbildung 6.20.: NTS-Methode, Newmark-Verfahren, Linkes Bild: Energievertei-
lung E u¨ber die Zeit, rechte Bilder: Gesamtimpuls L und Ge-
samtdrehimpuls J u¨ber die Zeit
Die Auswirkungen einer Penalty-Formulierung zur Einbindung der Zwangsbedin-
gungen nach Abschnitt 3.1.1 sind in Abb. 6.19 dargestellt. Im Gegensatz zu dem
Gesamtimpuls und dem Gesamtdrehimpuls stellt die Energie keine Erhaltungs-
gro¨ße dar. Noch gravierender zeigt sich der Unterschied bei der Verwendung eines
Newmark-Verfahrens (γ = 0.5, β = 0.25), dessen Ergebnisse in Abb. 6.20 darge-
stellt sind. Die einzig verbliebene Erhaltungsgro¨ße ist hierbei der Gesamtimpuls,
weder die Energie noch der Gesamtdrehimpuls stellen Erhaltungsgro¨ßen dar.
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Abbildung 6.21.: NTS-Methode, zentrales Differenzenverfahren, Linkes Bild:
Energieverteilung E u¨ber die Zeit, rechte Bilder: Gesamtimpuls
L und Gesamtdrehimpuls J u¨ber die Zeit
Aufgrund der bei Kontaktvorga¨ngen notwendigen kleinen Zeitschrittweiten wer-
den ha¨ufig explizite Verfahren wie das zentrale Differenzenverfahren eingesetzt.
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Die Zwangsbedingungen werden dabei in der Regel mithilfe eines Penalty-Verfah-
rens eingefordert. Fu¨r das hier vorgestellte Beispiel wurde ein Penalty-Faktor von
50 und eine Zeitschrittweite von 0.001 verwendet. Ein gro¨ßerer Penalty-Faktor
bzw. eine gro¨ßere Zeitschrittweite waren fu¨r diesen Beispielfall nicht mo¨glich. Wie
schon beim Newmark-Verfahren stellt der Gesamtimpuls die einzige Erhaltungs-
gro¨ße dar.
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7. Zusammenfassung
Diese Dissertation umfasst die Herleitung und Analyse von Zwangsbedingungen
fu¨r den Kontakt diskreter, deformierbarer hyperelastischer Ko¨rper. Explizit wur-
de auf die Auswirkungen dieser Zwangsbedingungen auf die Integration in der
Zeit eingegangen. Dabei wird mit der Verwendung mechanischer Integratoren ei-
ne exzellente numerische Stabilita¨t angestrebt.
Es kann gezeigt werden, dass eine algorithmische Erhaltung sowohl der Ener-
gie als auch der Impulsabbildungen mo¨glich ist. Dies erscheint nicht nur von
der numerischen Seite sondern auch von der physikalischen Seite her sinnvoll, da
Zwangskra¨fte im Allgemeinen keine Arbeit leisten sollen. Die Einforderung der
Zwangsbedingungen erfolgt mithilfe lagrangescher Multiplikatoren. Das Verhalten
der aus dieser Vorgehensweise resultierenden Sattelpunktsprobleme in diskreten
Systemen wurde in Kapitel 3.2 sowohl fu¨r Gleichheits- als auch fu¨r Ungleich-
heitsbedingungen dargelegt. In diesem Zusammenhang fand auch die Herleitung
mechanischer Integratoren fu¨r beide Klassen von Zwangsbedingungen statt.
Der favorisierte G-a¨quivariante diskrete Gradient konnte in der Vergangenheit
erfolgreich auf Gleichheits-Zwangsbedingungen angewendet werden (siehe Gon-
zalez [28] und Betsch [11]). Die Erweiterung dieses Ansatzes auf Ungleichheits-
Zwangsbedingungen erfordert die hier gezeigten A¨nderungen. Die notwendige Re-
parametrisierung der Zwangsbedingung zeigte dabei den unerwarteten Nebenef-
fekt, dass sich sowohl die fu¨r den Hamilton-Formalismus notwendige erste Ablei-
tung als auch die fu¨r das Newton-Verfahren notwendige zweite Ableitung, insbe-
sondere der sehr komplexen Mortar-Methode, deutlich vereinfachten. Die gewa¨hlte
Reparametrisierung ist somit - selbst wenn die Erweiterung durch den diskreten
Gradienten nicht angewandt wird - sinnvoll.
Im Gegensatz zu bisherigen Arbeiten auf diesem Gebiet in denen die Zwangsbe-
dingungen an sich vera¨ndert bzw. ein Eingriff in die Impulsbilanz vorgenommen
wurde, ist durch die Anwendung des diskreten Gradienten nicht nur die Erhal-
tung der fundamentalen Eigenschaften sondern auch die Erhaltung der urspru¨ng-
lichen Zwangsbedingungen sowie der Karush-Kuhn-Tucker Bedingungen mo¨glich.
Die Auswirkungen der verschiedenen energie- und drehimpulserhaltenden Ver-
fahren auf ein mechanisches System mit Zwangsbedingungen ist in Anhang A.3
veranschaulicht worden. Auch hierbei zeigen sich deutlich die Vorteile der hier
vorgeschlagenen Verfahren.
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Die durchgefu¨hrte vollsta¨ndige Ableitung der Mortar-Methode zeigt ein perfek-
tes Verhalten besonders hinsichtlich des Drehimpulses. Bisherige Ansa¨tze (vgl.
[78, 108]) zeigen dagegen erhebliche Defizite in der Erhaltung der Impulsabbil-
dungen. Dies ist insbesondere im Hinblick auf die Langzeitstabilita¨t von enor-
mer Bedeutung. Zur Charakteristik der Mortar-Methode geho¨rt das Bestehen des
Patch-Test (vgl. Anhang A.2). Insbesondere bei der Simulation eines Gleitlagers
(vgl. Kapitel 6.1) zeigen sich die Vorteile dieser variationell konsistenten Beschrei-
bung gegenu¨ber etablierten Verfahren wie der NTS-Methode. Das Gleiten u¨ber
gekru¨mmte Oberfla¨chen fu¨hrt bei der NTS-Methode zu erheblichen Konsistenz-
Fehlern. Die aus der Minimierung dieser Fehler hergeleitete Mortar-Methode fu¨hrt
in derartigen Situationen zu bedeutend besseren Ergebnissen, deren Gu¨te bei Ver-
wendung der NTS-Methode nicht einmal durch eine drastische Verfeinerung der
Kontakt-Oberfla¨che erzielt werden kann, wie das Beispiel aus Kapitel 6.2 zeigt.
In dieser Arbeit wurden einige Bereiche der Kontakt-Mechanik nicht mit ange-
sprochen und sollten in zuku¨nftigen Werken gepru¨ft werden. Dazu za¨hlen insbe-
sondere:
• Eine Erweiterung auf reibungsbehaftete Vorga¨nge fu¨hrt auf einen weiteren
Satz von Ungleichheits-Zwangsbedingungen, die in das System mit einge-
bunden werden mu¨ssen. Dabei existieren bereits eine Reihe von Arbeiten
zu diesem Thema (u.a. von Armero & Peto¨cz [3], Laursen & Chawla [61],
Fischer & Wriggers [24] sowie die Arbeiten von Konyukhov & Schweizerhof
[53, 54, 55]). Die Erweiterung mechanischer Integratoren auf dissipative Sy-
steme ist Gegenstand aktueller Forschungsprojekte und sollte auf dissipati-
ve Funktionen wie einem Coulombschen Reibungsgesetz angewandt werden
ko¨nnen.
• Eine Erweiterung auf 3-dimensionale Ko¨rper ist eine mehr technische Frage.
Im Rahmen der Mortar-Methode mu¨ssen dazu in jedem Zeitschritt mehr-
fach die aktuellen Segmente (im 3-dimensionalen Fall handelt es sich dabei
um Fla¨chenelemente) gesucht werden; dies ist allerdings extrem schwierig
von der programmtechnischen Seite her darzustellen. Der grundlegende Al-
gorithmus hierzu ist in einem Artikel von Puso [77] vorgestellt worden. Des
Weiteren muss ein neuer Satz von Invarianten gesucht werden.
• Durch die Verwendung lagrangescher Multiplikatoren bei Kontakt-Vorga¨n-
gen werden hochfrequente Schwingungen in ihnen erzeugt. Diese Schwin-
gungen sind nur zum Teil physikalischer Natur. Dieser Anteil kann durch
sehr kleine Zeitschrittweiten (kleiner 10−5) erfasst werden. Ein anderer Teil
der Schwingungen wird durch die Numerik erzeugt. Aktuelle Arbeiten zur
Unterdru¨ckung dieser Schwingungen basieren auf einer gezielten Vera¨nde-
rung der Quadratur-Formel, die bei der Erzeugung der Massenmatrix ver-
wendet wird (vgl. Hager et al. [35]). Die Vera¨nderung erfolgt dabei unter
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Beru¨cksichtigung aller mechanischer Eigenschaften des Systems. Eine weite-
re Untersuchung dieser Vorgehensweise, insbesondere auf die Auswirkungen
auf den physikalisch bedingten Anteil der Schwingungen, erscheint sinnvoll.
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A. Erga¨nzungen
In diesem Kapitel werden weitere Eigenschaften sowohl der NTS- als auch der
Mortar-Methode behandelt. Diese werden anhand zweier statischer Beispiele dar-
gelegt; ein drittes Beispiel dient zur Analyse des Verhaltens holonomer Zwangs-
bedingungen bei Anwendung energieerhaltender Verfahren ensprechend Kapitel
3.2.2.
A.1. Aufblas-Studie
Fu¨r das erste Beispiel wird ein 2-dimensionaler Ballon, dessen Oberfla¨che mit-
hilfe nichtlinearer 2-Knoten Seilelemente mit einem E-Modul von E = 200000
und einer konstanten Querschnittsfla¨che von A = 4 · 10−4 diskretisiert wurde,
solange mit einer normal zur Oberfla¨che wirkenden Drucklast p aufgeblasen, bis
er in Kontakt mit der in Bild A.1 dargestellten, fest eingespannten Oberfla¨che,
tritt. Der zweite Ko¨rper, in Bild A.1 als Kissen bezeichnet, wurde hierbei mit
nichtlinearen 4-Knoten Kontinuumselementen diskretisiert. Das konstitutive Ge-
setz entspricht einem St.Venant-Kirchhoff Gesetz mit einem E-Modul von E = 40
und einer Querkontraktionszahl von ν = 0.1.
p
Ballon
Kissen
Abbildung A.1.: Aufblas-Studie
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Bild A.2 und A.3 zeigen die Referenzkonfiguration und die deformierte Konfigu-
ration des Beispiels. Fu¨r den Kontakt wurde ein reibungsfreies Verhalten ange-
Abbildung A.2.: Aufblas-Studie, Refe-
renzkonfiguration
Abbildung A.3.: Aufblas-Studie, Mo-
mentankonfiguration
nommen. In Bild A.4 ist eine Auschnittsvergro¨ßerung des Kontaktbereiches bei
Verwendung einer sog. 1-pass NTS-Methode dargestellt. Die Knotenpunkte der
x
y
Abbildung A.4.: 1-pass NTS-Methode - Auschnitt
Slave-Seite sind dabei auf die Oberfla¨che der Master-Seite projiziert worden. Deut-
lich sind hierbei die Unregelma¨ßigkeiten der Oberfla¨che auf der Master-Seite zu er-
kennen. In Bild A.5 wurde die gleiche Simulation unter Zuhilfenahme einer 2-pass
NTS-Methode durchgefu¨hrt. Dabei wird sowohl das Durchdringen der Knoten der
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x
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Abbildung A.5.: 2-pass NTS-Methode - Auschnitt
Slave-Seite durch die Oberfla¨che der Master-Seite, als auch das Durchdringen der
Knoten der Master-Seite durch die Oberfla¨che der Slave-Seite verhindert. In die-
sem Ausschnitt zeigt sich exemplarisch der bei dieser Vorgehensweise resultierende
Locking-Effekt. Die dritte Auschnittsvergro¨ßerung in Bild A.6 zeigt das Ergebnis
der Simulation bei Verwendung der Mortar-Methode. Die integrale Formulierung
x
y
Abbildung A.6.: Mortar-Methode - Auschnitt
fu¨hrt zu einer Gla¨ttung der sich in Kontakt befindlichen Oberfla¨chen.
A.2. Patch-Test
Unter der Bedingung, dass die Kontakt-Oberfla¨chen zweier sich in Kontakt befind-
lichen Ko¨rper einem konstanten Spannungsfeld unterliegen, wird dieses Feld ex-
akt von einem Ko¨rper auf den anderen u¨bertragen. Patch Tests ho¨herer Ordnung
(vgl. Taylor et al. [96]) ko¨nnen ebenfalls verwendet werden. Diese Testmethode,
wie sie urspru¨nglich in Simo et al. [91] zu finden ist, kann hier als Benchmark
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p = 100p = 100
p = 100
5
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22
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Abbildung A.7.: Referenzkonfiguration des Patch-Tests
fu¨r Kontakt-Probleme dienen. Die Konfiguration ist in Bild A.7 dargestellt.Eine
gleichma¨ßig verteilte Fla¨chenlast von p = 100 ist auf der Oberseite angelegt. Die
Diskretisierung des oberen Ko¨rpers erfolgte mit 39x20, die des unteren Ko¨rpers
mit 40x20 Elementen, so dass die Nichtkonformita¨t des Kontaktbereiches gewa¨hr-
leistet ist. Beide Ko¨rper sind mit nichtlinearen 4-Knoten Elementen diskretisiert
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Abbildung A.8.: Patch-Test der NTS-Methode
worden. Das konstitutive Gesetz entspricht einem St.Venant-Kirchhoff Gesetz mit
einem E-Modul von E = 1000 und einer Querkontraktionszahl von ν = 0.4. In
Bild A.8 sind die Ergebnisse der NTS-Methode gezeigt, die Farben repra¨sentie-
ren dabei von-Mieses Vergleichsspannungen. Aufgrund der Unregelma¨ßigkeiten im
Kontaktbereich besteht die NTS-Methode den Patch-Test nicht. Demgegenu¨ber
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Abbildung A.9.: Patch-Test der Mortar-Methode
zeigt die Darstellung in Bild A.9 das Ergebnis der Mortar-Methode. Das konstante
Spannungsfeld wird exakt von einem Ko¨rper auf den na¨chsten Ko¨rper weiterge-
geben.
A.3. Wirkung mechanischer Integratoren
Die Auswirkungen der verschiedenen, in Abschnitt 3.2.2 behandelten Ansa¨tze fu¨r
energieerhaltende Verfahren, angewandt auf Systeme mit holonomen Zwangsbe-
dingungen, werden hier anhand eines einfachen Beispiels vorgestellt. Zwei Mas-
senpunkte M1 und M2 unterliegen einer Gravitationslast mig mit mi = 1 und
g = 9.81. Zwischen beiden Massenpunkten ist eine Feder mit einer Federsteifig-
keit von c = 5000 gespannt. Der Gradient der in der Feder gespeicherten potenti-
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Abbildung A.10.: System mit holonomer Zwangsbedingung
ellen Energie wurde a¨quivalent zu einem Beispiel aus Gonzalez [30] als diskreter
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Abbildung A.11.: Energieverteilung der Referenzlo¨sung
Gradient ausgefu¨hrt. Beide Massenpunkte unterliegen einer nichtlinearen Zwangs-
bedingung mit
y(x) =
1
x
bzw. Φ(q) = y − 1
x
(A.1)
mit deren Hilfe M1 und M2 auf die in Abbildung A.10 rot dargestellte Kurve
gezwungen werden. Die Impuls- und Drehimpulseigenschaften werden im Folgen-
den nicht weiter untersucht, da beide Gro¨ßen fu¨r diese Zwangsbedingung keine
Erhaltungsgro¨ßen darstellen.
Eine Referenzlo¨sung wurde ermittelt, indem die Zeitschrittweite iterativ solange
verkleinert wurde, bis die A¨nderung der Energie pro Zeitschritt ein vorgegebe-
nes Kriterium unterschritten hat. Abbildung A.11 zeigt die Gesamtenergie des
Systems u¨ber die Zeit und die Energieverteilung in potentielle und kinetische
Energie. Wird die Zeitschrittweite auf ∆t = 0.01 vergro¨ßert, zeigt sich eine deut-
liche A¨nderung in der Energiebilanz zum Zeitpunkt t = 1 (vgl. Abb. A.12), da
hier der nichtlineare Charakter der Zwangsbedingung am sta¨rksten zum Tragen
kommt. Alle weiteren Ergebnisse in diesem Abschnitt wurden mit der Zeitschritt-
weite ∆t = 0.01 berechnet. Eine Modifikation der Zwangsbedingung nach Ab-
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Abbildung A.12.: Energieverteilung der mG(1) Methode
schnitt 3.2.2 fu¨hrt dazu, dass die urspru¨nglichen Zwangsbedingungen nicht erfu¨llt
werden. In Abbildung A.13 sind die beiden aus der Modifikation resultierenden
Bahnkurven der Massenpunkte und die Referenzkurve der Zwangsbedingung dar-
gestellt. Deutlich zu sehen ist die Vera¨nderung in den Bahnkurven. Entsprechend
vera¨ndert sich auch die Energieverteilung (vgl. Abb. A.14). Die Gesamtenergie
bleibt unabha¨ngig von der Zeitschrittweite eine Erhaltungsgro¨ße. Das Impuls-
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Abbildung A.13.: Bahnkurven nach der Modifikation der Zwangsbedingung
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Abbildung A.14.: Energieverteilung nach der Modifikation der Zwangsbedingung
Update Verfahren erfu¨llt die geometrisch zu interpretierende Zwangsbedingung
exakt (vgl. Abb. A.15).
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Abbildung A.15.: Bahnkurven des Impuls-Update Verfahrens
In der Energieverteilung (vgl. Abb. A.16) zeigt sich der Einfluß der Impulsa¨nde-
rung auf die Schwingungsmuster. Anzumerken ist, dass die Auswirkungen sehr
stark von den Anfangsbedingungen abha¨ngig sind.
Unabha¨ngig von den Anfangsbedingungen stellt die Gesamtenergie eine Erhal-
tungsgro¨ße dar.
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Abbildung A.16.: Energieverteilung des Impuls-Update Verfahrens
Zuletzt wurde das Beispiel mit dem diskreten Gradienten entsprechend Kapitel
3.2.2 simuliert. Abbildung A.17 zeigt, dass die Zwangsbedingung exakt erfu¨llt
wird.
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Abbildung A.17.: Bahnkurve des diskreten Gradienten
Die Energieverteilung und die Schwingungsmuster entsprechen den Ergebnissen
der Mittelpunktsregel, zusa¨tzlich wird die Gesamtenergie erhalten.
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Abbildung A.18.: Energieverteilung des diskreten Gradienten
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B. Ableitungen
B.1. Erste Ableitung eines NTS-Elementes
Die Zwangsbedingung der NTS-Methode in Normalen-Richtung lautet nach Glei-
chung (5.10):
ΦN (q¯) = Φ˜N (pi(q¯)) =
π1(q¯)√
π2(q¯)
(B.1)
mit den Invarianten
π1(q¯) = a ·Λ
(
xS − 12 (y1 + y2)
)
(B.2)
π2(q¯) = a · a (B.3)
mit a = y2 − y1. Der Gradient der Zwangsbedingung folgt unter Zuhilfenahme
der Kettenregel:
∇qΦ˜N = ∇πΦ˜N︸ ︷︷ ︸
A
· ∇qpi︸︷︷︸
B
(B.4)
Fu¨r den Term A folgt:
∇πΦ˜N =
[
1√
π2
− 1
2
π1√
π32
]
(B.5)
Fu¨r den Term B folgt:
∇qpi =[
(Λa)T (Λ(−0.5a+ xS − 0.5(y1 + y2)))T (Λ(−0.5a− xS + 0.5(y1 + y2)))T
0 −2a 2a
]
(B.6)
B.2. Erste Ableitung eines Mortar-Elementes
Die Zwangsbedingung der Mortar-Methode in Normalen-Richtung lautet nach
Gleichung (5.44):
Φ˜seg1 (pi(q¯)) =
1
16
(
ξ˜
(1)
b − ξ˜(1)a
)π4
1∫
−1
(
ξ˜(1) − 1
)
d η + π5
1∫
−1
(
ξ˜(2) − ξ˜(1)ξ˜(2)
)
d η

(B.7)
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mit den Invarianten:
π1(q¯) =
(
x
(1)
2 − x(1)1
)
·
(
x
(1)
2 − x(1)1
)
(B.8)
π2(q¯) =
(
x
(1)
2 − x(1)1
)
·
(
x
(2)
1 − x(1)1
)
(B.9)
π3(q¯) =
(
x
(1)
2 − x(1)1
)
·
(
x
(2)
2 − x(1)1
)
(B.10)
π4(q¯) =
(
x
(1)
2 − x(1)1
)
·Λ
(
−2x(1)1 + x(2)1 + x(2)2
)
(B.11)
π5(q¯) =
(
x
(1)
2 − x(1)1
)
·Λ
(
x
(2)
1 − x(2)2
)
(B.12)
Fu¨r die Ableitung der lokalen Koordinaten ξ
(1)
a , ξ
(1)
b , ξ
(2)
a und ξ
(2)
b folgt soweit sie
ungleich −1 bzw. 1 sind:
∇πξ(1)a =
[
−2π2
π21
2
π1
0 0 0
]
∇πξ(1)b =
[
−2π3
π21
0
2
π1
0 0
]
∇πξ(2)a =
[
0
−π3 − π2
(π3 − π2)2 −
1
π3 − π2 −
−π3 − π2
(π3 − π2)2 −
1
π3 − π2 0 0
]
∇πξ(2)b =
[
2
π3 − π2
2π1 − π3 − π2
(π3 − π2)2 −
1
π3 − π2
−2π1 − π3 − π2
(π3 − π2)2 −
1
π3 − π2 0 0
]
(B.13)
Die Ableitung der Transformationsvorschrift aus Gleichung (5.37) folgt direkt aus
den vorherigen Ergebnissen:
∇π ξ˜(α)(ηgp) = 1
2
(1− ηgp)∇πξ˜(α)a +
1
2
(1 + ηgp)∇πξ˜(α)b (B.14)
mit den Gauss-Stu¨tzstellen ηgp. Die Ableitung der Transformation fließt direkt in
die Ableitung von Gleichung (B.7) ein:
∇πΦ˜seg1 =
1
16
(
∇π ξ˜(2)b (ηgp)−∇πξ˜(1)a (ηgp)
)
×((
ξ˜(1)(ηgp)− 1
)
π4 +
(
ξ˜(2)(ηgp)− ξ˜(1)(ηgp)ξ˜(2)(ηgp)
)
π5
)
wp+
1
16
(
ξ˜
(1)
b (ηgp)− ξ˜(1)a (ηgp)
)
×(
∇π ξ˜(1)(ηgp)π4+(
∇π ξ˜(2)(ηgp)−∇π ξ˜(1)(ηgp)ξ˜(2)(ηgp)− ξ˜(1)(ηgp)∇π ξ˜(2)(ηgp)
)
π5
)
wp
1
16
(
ξ˜
(1)
b (ηgp)− ξ˜(1)a (ηgp)
)
×[
0 0 0
(
ξ˜(1)(ηgp)− 1
) (
ξ˜(2)(ηgp)− ξ˜(1)(ηgp)ξ˜(2)(ηgp)
)]
wp
(B.15)
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mit den zu den Gauss-Stu¨tzstellen ηgp geho¨renden Gauss-Gewichten wp. Fu¨r die
Ableitung von ∇πΦ˜seg2 folgt:
∇πΦ˜seg2 =
1
16
(
∇π ξ˜(2)b (ηgp)−∇π ξ˜(1)a (ηgp)
)
×(
−
(
ξ˜(1)(ηgp) + 1
)
π4 +
(
ξ˜(2)(ηgp) + ξ˜
(1)(ηgp)ξ˜
(2)(ηgp)
)
π5
)
wp+
1
16
(
ξ˜
(1)
b (ηgp)− ξ˜(1)a (ηgp)
)
×(
−∇π ξ˜(1)(ηgp)π4+(
∇π ξ˜(2)(ηgp) +∇π ξ˜(1)(ηgp)ξ˜(2)(ηgp) + ξ˜(1)(ηgp)∇π ξ˜(2)(ηgp)
)
π5
)
wp
1
16
(
ξ˜
(1)
b (ηgp)− ξ˜(1)a (ηgp)
)
×[
0 0 0 −
(
ξ˜(1)(ηgp) + 1
) (
ξ˜(2)(ηgp) + ξ˜
(1)(ηgp)ξ˜
(2)(ηgp)
)]
wp
(B.16)
und fu¨r die Ableitung der Invarianten:
∇qπ1 =

−2a
2a
0
0
 ∇qπ2 =

−a−
(
x
(2)
1 − x(1)1
)(
x
(2)
1 − x(1)1
)
a
0
 ∇qπ3 =

−a−
(
x
(2)
2 − x(1)1
)(
x
(2)
2 − x(1)1
)
0
a

∇qπ4 =

Λ
(
−2a− 2x(1)1 + x(2)1 + x(2)2
)
Λ
(
−2x(1)1 + x(2)1 + x(2)2
)
−Λa
−Λa
 ∇qπ5 =

Λ
(
x
(2)
1 − x(2)2
)
−Λ
(
x
(2)
1 − x(2)2
)
Λa
−Λa

(B.17)
B.3. Zweite Ableitung eines Mortar-Elementes
Die zweite Ableitung des reparametrisierten Mortar-Elementes
∆
(⋃
seg
∇qΦsegA
)
(B.18)
mit
∇qΦseg1 = ∇πΦ˜seg1 · ∇qpi
∇qΦseg2 = ∇πΦ˜seg2 · ∇qpi
(B.19)
104 B.3 - Zweite Ableitung eines Mortar-Elementes
fu¨hrt unter Zuhilfenahme der Kettenregel auf folgenden Ausdruck fu¨r ein entspre-
chendes Mortar-Segment:
∆
(
∇qΦ˜seg1
)
= ∆
(
∇πΦseg1
)
· ∇qpi +∇πΦseg1 ·∆(∇qpi)
= ∇qpi ·∆π
(
∇πΦseg1
)
∇qpi +∇πΦseg1 ·∆q (∇qpi)
∆
(
∇qΦ˜seg2
)
= ∆
(
∇πΦseg2
)
· ∇qpi +∇πΦseg2 ·∆(∇qpi)
= ∇qpi ·∆π
(
∇πΦseg2
)
∇qpi +∇πΦseg2 ·∆q (∇qpi)
(B.20)
Fu¨r die zweite Ableitung der Zwangsbedingung nach den Invarianten wird zu-
na¨chst die zweite Ableitung der isoparametrischen Tansformtion nach Gleichung
(5.37) aufgebaut:
∆π∇π ξ˜(α)(ηgp) = 1
2
(1− ηgp)∆π∇π ξ˜(α)a +
1
2
(1 + ηgp)∆π∇π ξ˜(α)b (B.21)
mit
∆π∇π ξ˜(1)a =

4π2
π31
− 2
π21
0 0 0
− 2
π21
0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
 ∆π∇πξ˜(1)b =

4π3
π31
0 − 2
π21
0 0
0 0 0 0 0
− 2
π21
0 0 0 0
0 0 0 0 0
0 0 0 0 0

∆π∇π ξ˜(2)a =

0 0 0 0 0
0 − 2
(π3−π2)2 +
2(−π3−π2)
(π3−π2)3 −
2(−π3−π2)
(π3−π2)3 0 0
0 −2(−π3−π2)
(π3−π2)3
2
(π3−π2)2 +
2(−π3−π2)
(π3−π2)3 0 0
0 0 0 0 0
0 0 0 0 0

∆π∇π ξ˜(2)b =

0 2
(π3−π2)2 − 2(π3−π2)2 0 0
2
(π3−π2)2 − 2(π3−π2)2 +
2(2π1−π3−π2)
(π3−π2)3 −
2(2π1−π3−π2)
(π3−π2)3 0 0
− 2
(π3−π2)2 −
2(2π1−π3−π2)
(π3−π2)3
2
(π3−π2)2 +
2(2π1−π3−π2)
(π3−π2)3 0 0
0 0 0 0 0
0 0 0 0 0

(B.22)
Daraus folgt die zweite Ableitung der Zwangsbedingung Φ˜seg1 nach den Invarian-
ten:
∆π∇πΦ˜seg1 = A1(ηgp) +B1(ηgp) +C1(ηgp) (B.23)
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mit
A1(ηgp) =
1
16
(
∆π∇πξ˜(1)b −∆π∇πξ˜(1)a
)((
ξ˜(1)(ηgp)− 1
)
pi4 +
(
ξ˜(2)(ηgp)− ξ˜(1)(ηgp)ξ˜(2)(ηgp)
)
pi5
)
+
1
16
(
∇π ξ˜(1)b −∇πξ˜(1)a
)
·
(
∇πξ˜(1)pi4 + (∇π ξ˜(2) −∇π ξ˜(1)ξ˜(2) − ξ˜(1)∇πξ˜(2))pi5
)
+
1
16
(
∇π ξ˜(1)b −∇πξ˜(1)a
)
·
[
0 0 0
(
ξ˜(1)(ηgp)− 1
) (
ξ˜(2)(ηgp)− ξ˜(1)(ηgp)ξ˜(2)(ηgp)
)]
(B.24)
B1(ηgp) =
1
16
(
∇π ξ˜(1)b (ηgp)−∇πξ˜(1)a (ηgp)
)
·(
∇πξ˜(1)(ηgp)pi4 +
(
∇π ξ˜(2)(ηgp)−∇πξ˜(1)(ηgp)ξ˜(2)(ηgp)− ξ˜(1)(ηgp)∇π ξ˜(2)(ηgp)
)
pi5
)
+
1
16
(
ξ˜
(1)
b (ηgp)− ξ˜(1)a (ηgp)
)(
∆π∇πξ˜(1)(ηgp)pi4+(
∆π∇π ξ˜(2)(ηgp)−∆π∇πξ˜(1)(ηgp)ξ˜(2)(ηgp)−∇πξ˜(1)(ηgp) · ∇πξ˜(2)(ηgp)−
∇π ξ˜(1)(ηgp) · ∇π ξ˜(2)(ηgp)− ξ˜(1)(ηgp)∆π∇πξ˜(2)(ηgp)
)
pi5
)
+
1
16
(
ξ˜
(1)
b (ηgp)− ξ˜(1)a (ηgp)
)
×[
0 0 0 ∇πξ˜(1)(ηgp) ∇π ξ˜(2)(ηgp)−∇πξ˜(1)(ηgp)ξ˜(2)(ηgp)− ξ˜(1)(ηgp)∇π ξ˜(2)(ηgp)
]
(B.25)
C1(ηgp) =
1
16
(
∇πξ˜(1)b (ηgp)−∇πξ˜(1)a (ηgp)
)
·[
0 0 0
(
ξ˜(1)(ηgp)− 1
) (
ξ˜(2)(ηgp)− ξ˜(1)(ηgp)ξ˜(2)(ηgp)
)]
+
1
16
(
ξ˜
(1)
b (ηgp)− ξ˜(1)a (ηgp)
)
×[
0 0 0 ∇π ξ˜(1)(ηgp)
(
∇πξ˜(2)(ηgp)−∇π ξ˜(1)(ηgp)ξ˜(2)(ηgp)− ξ˜(1)(ηgp)∇π ξ˜(2)(ηgp)
)]
(B.26)
und fu¨r Φ˜seg2 :
∆π∇πΦ˜seg2 = A2(ηgp) +B2(ηgp) +C2(ηgp) (B.27)
mit
A2(ηgp) =
1
16
(
∆π∇π ξ˜(1)b −∆π∇πξ˜(1)a
)((
−ξ˜(1)(ηgp)− 1
)
pi4 +
(
ξ˜(2)(ηgp) + ξ˜
(1)(ηgp)ξ˜
(2)(ηgp)
)
pi5
)
+
1
16
(
∇π ξ˜(1)b −∇π ξ˜(1)a
)
·
(
−∇πξ˜(1)pi4 + (∇π ξ˜(2) +∇π ξ˜(1)ξ˜(2) + ξ˜(1)∇πξ˜(2))pi5
)
+
1
16
(
∇π ξ˜(1)b −∇π ξ˜(1)a
)
·
[
0 0 0
(
−ξ˜(1)(ηgp)− 1
) (
ξ˜(2)(ηgp) + ξ˜
(1)(ηgp)ξ˜
(2)(ηgp)
)]
(B.28)
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B2(ηgp) =
1
16
(
∇πξ˜(1)b (ηgp)−∇π ξ˜(1)a (ηgp)
)
·(
−∇πξ˜(1)(ηgp)pi4 +
(
∇πξ˜(2)(ηgp) +∇π ξ˜(1)(ηgp)ξ˜(2)(ηgp) + ξ˜(1)(ηgp)∇πξ˜(2)(ηgp)
)
pi5
)
+
1
16
(
ξ˜
(1)
b (ηgp)− ξ˜(1)a (ηgp)
)(
−∆π∇πξ˜(1)(ηgp)pi4+(
∆π∇πξ˜(2)(ηgp) + ∆π∇π ξ˜(1)(ηgp)ξ˜(2)(ηgp) +∇π ξ˜(1)(ηgp) · ∇π ξ˜(2)(ηgp)+
∇πξ˜(1)(ηgp) · ∇πξ˜(2)(ηgp) + ξ˜(1)(ηgp)∆π∇πξ˜(2)(ηgp)
)
pi5
)
+
1
16
(
ξ˜
(1)
b (ηgp)− ξ˜(1)a (ηgp)
)
×[
0 0 0 −∇πξ˜(1)(ηgp) ∇πξ˜(2)(ηgp) +∇πξ˜(1)(ηgp)ξ˜(2)(ηgp) + ξ˜(1)(ηgp)∇π ξ˜(2)(ηgp)
]
(B.29)
C2(ηgp) =
1
16
(
∇π ξ˜(1)b (ηgp)−∇πξ˜(1)a (ηgp)
)
·[
0 0 0
(
−ξ˜(1)(ηgp)− 1
) (
ξ˜(2)(ηgp) + ξ˜
(1)(ηgp)ξ˜
(2)(ηgp)
)]
+
1
16
(
ξ˜
(1)
b (ηgp)− ξ˜(1)a (ηgp)
)
×[
0 0 0 −∇πξ˜(1)(ηgp)
(
∇π ξ˜(2)(ηgp) +∇π ξ˜(1)(ηgp)ξ˜(2)(ηgp) + ξ˜(1)(ηgp)∇π ξ˜(2)(ηgp)
)]
(B.30)
Die zweite Ableitung der Invarianten fu¨hrt auf folgende konstante Terme:
∆π∇π ξ˜(1)a =

4π2
π31
− 2
π21
0 0 0
− 2
π21
0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
 ∆π∇πξ˜(1)b =

4π3
π31
0 − 2
π21
0 0
0 0 0 0 0
− 2
π21
0 0 0 0
0 0 0 0 0
0 0 0 0 0

∆π∇π ξ˜(2)a =

0 0 0 0 0
0 − 2
(π3−π2)2 +
2(−π3−π2)
(π3−π2)3 −
2(−π3−π2)
(π3−π2)3 0 0
0 −2(−π3−π2)
(π3−π2)3
2
(π3−π2)2 +
2(−π3−π2)
(π3−π2)3 0 0
0 0 0 0 0
0 0 0 0 0

∆π∇π ξ˜(2)b =

0 2
(π3−π2)2 − 2(π3−π2)2 0 0
2
(π3−π2)2 − 2(π3−π2)2 +
2(2π1−π3−π2)
(π3−π2)3 −
2(2π1−π3−π2)
(π3−π2)3 0 0
− 2
(π3−π2)2 −
2(2π1−π3−π2)
(π3−π2)3
2
(π3−π2)2 +
2(2π1−π3−π2)
(π3−π2)3 0 0
0 0 0 0 0
0 0 0 0 0

(B.31)
Kapitel B - Ableitungen 107
Zuletzt folgt die Ableitung des diskreten Gradientens nach den Invarianten:
∆π∇πΦ˜A(pin,pin+1) = 1
2
∆π∇πΦ˜A(pin+ 1
2
)+
∇πΦ˜A(pin+1)−∇πΦ˜A(pin+ 1
2
)− 1
2
∆π∇πΦ˜A(pin+ 1
2
)(pin+1 − pin)
‖pin+1 − pin‖2 (pin+1 − pin)+
Φ˜A(pin+1)− Φ˜A(pin)−∇πΦ˜A(pin+ 1
2
)(pin+1 − pin)
‖(pin+1 − pin)‖2 (I− 2M⊗M)
(B.32)
mit
M =
pin+1 − pin
‖(pin+1 − pin)‖ (B.33)
und der 5× 5 Einheitsmatrix I.
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