Improving accuracy of quantum operations is an indispensable task for realizing a practical quantum computer. A reliable method for characterizing quantum operations is a useful tool toward further improvements of the accuracy. Quantum tomography and randomized benchmarking protocols are current standard methods for evaluating accuracies of quantum operations, but they lack reliability of estimates because of high sensitivity to state preparation and measurement (SPAM) errors or they use multiple approximations. Here we propose a self-consistent quantum tomographic method. First, we derive a sufficient condition on experiments for characterizing quantum operations except for the gauge degrees of freedom. Second, we propose a new self-consistent estimator. We mathematically prove that, when the sufficient condition is satisfied, the estimator provides estimates that is always physical and converges to the gauge-equivalent class of the quantum operations of interest at the limit of data size going to infinity. These results theoretically guarantee that the method makes it possible to reliably characterize accurate quantum operations.
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I. INTRODUCTION
As error rates of quantum operations implemented in recent experiments approach a fault-tolerant threshold [1] , it becomes more important to develop reliable methods for characterizing the implementation accuracy. After performing a characterization experiment and obtaining results, they are used for validating use of the implemented operations in quantum information processing or for further improving accuracies if they are not valid. Characterization methods should be designed to be suitable for the uses of the results after characterization. Suitability for use in analysis after characterization is also important in quantum characterization.
Randomized benchmarking (RB) and quantum tomography (QT) are current standards for the characterization. Standard RB [2] [3] [4] [5] [6] and the relatives [7] [8] [9] [10] [11] [12] [13] [14] [15] have strong points that they are efficiently implementable and robust to state preparation and measurement (SPAM) errors. On the other hands, they have several weak points, for example, they are not applicable to state preparations and measurements, applicable class of gates are limited, the evaluable quantities are limited to a single value like the average gate infidelity, and they can be unreliable in some realistic experimental settings [16] [17] [18] . There are many RB relatives towards overcoming the weak points [7] [8] [9] [10] [11] [12] [13] [14] [15] , which may overcome some of them, but so far there are no RB methods that overcome all of them. Recent numerical simulations of quantum error correction (QEC) indicate that the average gate infidelity is not enough for determining a fault-tolerance threshold when errors include coherence [19] . Only few information of errors on quantum gates would not be enough as cue to tackle on further improvements. Therefore known RB methods cannot give enough amount of reliable information towards the validation for QEC and improvement.
Standard quantum tomography protocols [20] [21] [22] [23] [24] [25] [26] [27] have strong points that they are applicable to state preparation, measurements, and gates, and that they can give complete information of errors on each of the operations. On the other hands, they have two weak points. First point is the high implementation cost that grows exponentially with respect to the number of qubits. Even if the total system is large, this is not a problem when we limit the use of QT to characterization of elementary operations on each small subsystems. Second point is the high sensitivity to SPAM errors. Standard QT assumes that quantum operations used for tomographic experiments are perfectly known. This assumption is not valid in real experiments because there always exist unknown imperfections in experimental devices, and it leads to bias on characterization results that remains finite even if we have infinite amount of data. When a size of the bias is comparable to size of errors on quantum operations to be characterized, which can be a typical situation in current and future experiments, the results of standard QT become unreliable.
Self-consistent quantum tomography (SCQT) [28] [29] [30] is an approach towards overcoming standard QT's weakness to SPAM errors. The basic strategy is to treat all quantum operations used in a characterization experiment as unknown objects to be estimated. The SPAMerror-problem is originated from the assumption that some operations in the experiment are perfectly known. By removing the assumption, SCQT becomes SPAM-error-free. As compensation of overcoming the SPAMerror problem, the implementation cost of SCQT becomes higher than that of standard QT. Additionally, there occurs a problem that we cannot determine the set of quantum operations implemented only from experimental data even if we have infinite amount of data, because there exist experimentally undetectable gauge degrees of freedom. In order to obtain estimates of quantum operations in the SCQT setting, we have to choose how to fix the gauge. Gate-set tomography (GST) [30] is a representetive method in SCQT. A software package for performing GST is provided [31] . There are two types of GST estimators, called linear GST (LGST) and projected GST (PGST).
LGST estimates converge to the gauge equivalent class of implemented quantum operations and predicted probability distributions calculated from estimates converge to the actual probability distributions at the limit of amount of data going to infinity. However LGST estimates can be unphysical, and it is unclear how to use the estimates in the validation or improvement steps. PGST estimates are guaranteed to be always physical, but the projection leads to bias and predicted probability distributions do not converge to the actual probability distributions. Therefore known GST methods are not suitable for analysis after characterization or unreliable.
In this paper, we propose a new SCQT method that satisfies the physicality and asymptotic convergence simultaneously. In Sec. II, we explain our notation and setting of characterization experiments. In Sec. III, we show our theoretical results. We derive a sufficient condition on experiments for characterizing quantum operations except for the gauge degrees of freedom. We propose an estimator with a regularization for the SCQT setting. By definition, the estimates are always physical. We mathematically prove that, when the sufficient condition is satisfied, the estimates converges the gaugeequivalent class of the implemented quantum operations. Sec. IV is for discussions. We conclude the paper in Sec. V.
II. NOTATION AND SETTING
We consider a d-dimensional quantum system. We assume that d is finite and known. We use ρ, Π = {Π ω } ω∈Ω , and G for representing a density matrix, positive operator-valued measure (POVM), and linear trace-preserving and completely positive (TPCP) map as mathematical representations of a state preparation, measurement, and gate, respectively. We assume that the set of possible measurement outcomes, Ω, is discrete and finite. Let G * denote the adjoint map of G. We use s for representing a set of a state preparations, a measurements (POVMs), and n g quantum gates, i.e., s = {ρ, Π, G 1 , . . . , G ng }. We can choose a real vector parametrization of s, and we identify s and the parametrization vector. Let S denote the set of all parametrization vectors that gives sets of physical quantum operations. Let s target ∈ S denote a set of noiseless quantum operations that we try to implement towards performing a quantum information processing (QIP) protocol. We know what the target set s target is. Let s true ∈ S denote a set of noisy quantum operations that we have implemented in a lab. The true set s true is unknown, and the main task of quantum characterization is to estimate s true from a set of experimental data and to estimate how different s true and s target are. The information of the difference would be used for checking the validity of the use for the QIP protocol or further improving the accuracy of s true . Suppose that we perform an experiment for estimating s true . The experiment consists of many different combinations of the state preparation, sequence of quantum gates, and measurement. Let i = {i g1 , . . . , i gL } denote an index for a sequence of the quantum gates with length L (i = for L = 0). The probability that we observe an outcome ω at the end of the sequence follows generalized Born's rule,
Let p i (s) = {p i (ω|s)} ω∈Ω denote the probability distribution for the sequence i with the set of quantum operations s. Let Id denote the set of all sequences of quantum operations we perform and p(Id, s) := {p i (s)} i∈Id . Suppose that we repeat each sequence i ∈ Id N times in order to collect data. In general, the repetition number can be dependent on i, but just for simplicity we consider the case of the common repetition number. We assume that the actions of quantum operations are independent of the timing in any sequences and identical for different sequences and repetition orders during the whole of characterization experiment. Let
When two sets of quantum operations s,s ∈ S satisfy
for any i ∈ Id, we cannot distinguish s ands only with experimental data. Let us call such sets experimentally indistinguishable. When sequences in Id are so simple that we can extract only partial information of s true from experimental data, it is reasonable that there exist multiple sets of quantum operations that are experimentally indistinguishable to s true . It is known, however, that for any given set s true , no matter how complex the sequences are, there exist infinitely many sets in S that are experimentally indistinguishable from s true . Such experimentally indistinguishable degrees of freedom in S is called gauge degrees of freedom [30] , which is originated from the s-dependency of generalized Born's rule, a basic principle of quantum theory. A map that corresponds to a gauge degree of freedom is called a gauge transformation. When two sets of quantum operations are connected with a gauge transformation, they are called gauge-equivalent. Let [s true ] denote the set of all s ∈ S that are gaugeequivalent to s true , and we call it the gauge-equivalent class of s true .
III. THEORETICAL RESULTS

A. Informational completeness and gauge equivalence
We introduce tomographic completeness and informational completeness in SCQT setting. Let
.. denote a set of gate index sequences. We call Id ′ tomographically complete if a set of density matrix
is a (possibly over-complete) basis of d × d matrix space. We call Id ′ informationally complete if a set of POVMs
is a (possibly over-complete) basis of the space. We call Id self-consistently informationally complete (SCIC) if it includes
and
as subsets where Id s and Id p are tomographically and informationally complete sets of gate index sequences, respectively.
Theorem 1 Suppose that Id is SCIC and inverse maps G −1
ig exists for i g = 1, . . . , n g . Then, for any s,s ∈ S, the following two statements are equivalent:
p(Id,s) = p(Id, s).
Note that the inverse maps mentioned in Theorem 1 is not required to be TPCP. When a quantum gate is implemented with a dynamics obeying a time-dependent Lindblad master equation [32] , the time period is finite, and the dissipator of the dynamics is bounded, the inverse map always exists [33] . So the condition that the inverses of all gates exists is satisfied in experiments.
Theorem 1 indicates that the experimental indistinguishability implies the gauge equivalence when the set of gate index sequences is SCIC. By taking contraposition of Theorem 1, we havẽ
Therefore we can distinguish gauge-inequivalent sets of quantum operations from probability distributions in the case.
B. Asymptotically Gauge-Equivalent Estimator
Let us define a loss function and regularization function as
where HS(G) denote a Hilbert-Schmidt matrix representation of a TPCP map G.
We propose the following estimator:
where r N is a positive number, called a regularization parameter. It is a user-tunable parameter and it can depend not only on N , but also on data. We have to choose the value of r N carefully. If we choose r N so large that the effect of the loss function in the minimization of Eq. (10) becomes negligible, the estimate s
The following theorem gives a guideline to choose a valid value of r N . The details of the proof are given in A 2. Here we sketch the proof. First, we derive an inequality that any points in S out of ǫ-neighborhood of [s true ] satisfy. A main mathematical tool at the derivation is the strong law of large numbers [35] . Second, we prove that, for any small ǫ > 0, by taking a sufficiently large N , s est N does not satisfy the inequality. This indicate that s est N is in the ǫ-neighborhood and converges to the [s true ]. At the construction of the proof, we used known results in mathematical statistics as reference. If we neglect the existence of gauge degrees of freedom in SCQT setting, the estimator defined by Eq. (10) can be categorized into an abstract and general class of statistical estimators, called minimum contrast estimator. In statistical parameter estimation, some sufficient conditions for minimum contrast estimator to asymptotically converge to the true parameter are known [34] . The known results are not directly applicable to our SCQT setting because the gauge degrees of freedom exist. On the other hand, our setting has many properties that are easy to mathematically handle, such as finite dimensional parameter space, multinomial probability distributions, and smooth parametrization of the probability distributions. We modified the known results to make them applicable to the SCQT setting. Simltaneously, with the good properties of SCQT setting and the specific form of s est N defined by Eq. (10), we simplified the modified sufficient conditions.
Theorem 2 (Asymptotic gauge equivalence) If Id is SCIC and
Suppose
IV. DISCUSSION
A. Choice of Regularization Function
The main purpose of this paper is to propose a reliable estimator. We expect the estimator to return a physical estimate that can reproduce experimental data precisely. A physical argument that minimizes the loss function, i.e., argmin s∈S L(p(Id, s), f N (Id)) might look suitable for that expectation. However, since there exist gauge degrees of freedom, the argument is not unique. In order to obtain an estimate from multiple candidates, we have to fix the gauge. It is desirable to choose a gauge-fixing method suitable for validation and improvement after characterization. A typical task at the validation and improvement step is to estimate a difference between s true and s target , say D(s true , s target ) by evaluating a difference between s is mainly caused by difference of gauge degrees of freedom that is experimentally indistinguishable. In order to reduce such fake effect on estimates, we fix the gauge such that estimates are as close to the target s target as they can describe experimental data precisely. In Eq. (10), we choose the squared 2-norm as the regularization. This is because of the easiness of mathematical and numerical treatment. We can replace the 2-norms in the loss function and in the regularization with any other norms. The estimator with other norms is also asymptotically gauge equivalent because any norms can be upper-bounded by 2-norm in finite dimensional complex spaces [36] . In quantum information theory, some norms like the trace-norm and diamond-norm have operational meanings [37, 38] , and a regularization using such norms might be more suitable from the perspective of validation after characterization.
B. Differences from Known Regularization Methods
Regularization is a popular method in statistics, machine learning, and inverse problem [39] [40] [41] [42] [43] . Especially, regularization with 2-norm has long history [39, 40] and huge research have been done so far. However, the regularization in the SCQT setting has at least three different points from conventional uses of regularization.
First, there exist the gauge degrees of freedom. We cannot determine parameters of interest s only from experimental data, and such estimation problem is categorized into a ill-posed problem in inverse problem. A conventional approach to the ill-posed problem in applied mathematics is to neglect or remove such unaccessible degrees of freedom. On the other hand, validation and improvement processes after characterization need to fix the gauge.
Second, the parametrization of probability distributions is nonlinear. The nonlinearity is originated from the self-consistent approach, and it makes analysis of properties and performance of estimators hard. Third, the region of possible parameters is constraint, which is originated from the requirement of physicality on estimates of quantum operations. When an accuracy of quantum operations is high, the true set s true lies close to the boundary of the physical region. If we require physicality on estimates, we have to take into account the boundary. In standard QT, the boundary affects on the performance of estimators [44] for finite data. In SCQT, the dimension of the parameter space is much larger than that of standard QT, and the analysis of the boundary effect becomes much harder.
As far as the authors investigated, there are no known results on regularization in statistical parameter estimation problems with the three properties explained above. Even in quantum characterization, these properties except for the boundary effect emerge only after considering the SCQT approach.
C. Implementation Costs
The SCQT estimator proposed here has superior properties, but one disadvantage is the high cost of experiments and data-processing. For multi-qubit systems, the number of gate index sequences for SCIC experiments, |Id|, increases exponentially with respect to the number of qubits. The cost of data-processing also increases exponentially. These are common in tomographic methods, and the experimental cost of SCQT is higher than that of standard QT. The numerical cost of the estimator would be higher than GST because the physicality constraints are taken into account in the optimization for calculating an estimate from data.
In quantum computation based on circuit model, a computational process is constructed with combinations of 1-qubit state preparations, 1-qubit measurements, 1-qubit gates, and 2-qubit gates [37] . If we restrict the use of the SCQT estimator to such small systems, the exponential increase of the implementation costs mentioned above is not a problem. Let n Q denote the number of qubits in a device. In cases that qubits are aligned at each node on 2-dimensional square-grid lattice, the total number of possible location of 1-qubit and nearest neighbor 2-qubit operations increase linearly with respect to n Q . Even if there is a concern about crosstalk errors and we evaluate nearest k-qubit subsystems, the scaling of the cost of characterization with the SCQT estimator still remains linear with respect to n Q , where k is assumed to be small and independent of n Q . Therefore if we focus on reliable characterization of elementary quantum operations in the physical layer, the high implementation cost of the proposed SCQT estimator would not be fatal disadvantage. Of course, lower computational cost is better. It is important to develop accurate and fast algorithms for solving the minimization in Eq. (10).
V. CONCLUSION
In this paper, we considered a quantum characterization problem whose purpose is to reliably characterize accurate quantum operations implemented for quantum information processing. We derived a sufficient condition on experimental designs which enables us to access all information of the set of unknown state preparation, measurement, and gate operations except for the gauge degrees of freedom. We also proposed a self-consistent estimator, which has good properties. By restricting the minimization variable within the physical region, the estimates are always physical. Due to a regularization, our estimator gives estimates more suitable for validation and improvement steps after characterization. We theoretically proved that the sequence of estimates converges to the gauge-equivalent class of the prepared true set of operations as the amount of data goes to infinity. This guarantees that the estimation result is reliable as the data size is sufficiently large. The proposed method here is the first self-consistent method that satisfies both of physicality of estimates and asymptotical gauge-equivalence. In order to make quantum technologies, i.g., quantum computation, quantum communication, and quantum sensing, more practical, it is indispensable to further improve accuracies of current stateof-the-art quantum operations. We hope our proposed method contributes to the achievement. First, we mention two lemmas on vector bases. Let dim denote a finite positive integer.
denote bases of a dim-dimensional vector space. Then there exists a unique invertible dim × dim matrix C satisfying
denote an orthogonal and normalized basis of dim . There exists unique invertible matrices A and B satisfying
Then
holds, and C = BA −1 . From the uniqueness and invertibility of A and B, C is also unique and invertible.
Lemma 2 Let {a
then X = Y holds.
Therefore we have
From the invertibility of A and B, X = Y holds.
In the following, we choose dim = d×d. Let |ρ , |Π = {|Π ω } ω∈Ω , and G denote a vectorized representation of a density matrix ρ, the same representation of a POVM Π, and a superoperator of a TPCP map G [27, 45] . The vectors |ρ and |Π ω are in dim and the matrix G is in dim × dim . Then generalized Born's rule can be rewritten with the vector representation as
Note that
holds. 
holds for any i, j, and ω, then there exists a unique invertible matrix A satisfying
for any i, j, and ω.
Proof : We divide each set into a linear independent subset subscripted with 1 and the residual subset subscripted with 2.
During the devision process, if necessary, we relabel the indices i, j, and ω so that S 1 and P 1 , and are bases of dim . From Lemma 1, there exist unique invertible matrices A and B satisfying
holds for i, j = 1, . . . , dim. From Lemma 2, we have
Therefore it is proven that there exist a unique matrix satisfying Eqs. (A14) and (A15) for the linear independent parts S 1 ,S 1 , P 1 , andP 1 .
Suppose that dim < k ≤ N s in the case of dim < N s . We can span any residual vectors in S 2 andS 2 by S 1 and S 1 as
Then from Eq. (A13),
holds for j = 1, . . . , dim, and we have
In the same way as the state vector, we can prove
Now we are ready for proving Theorem 1. Proof (Theorem 1): Whens ∈ [s], p(Id,s) = p(Id,s) holds by definition of the gauge-equivalence. Here we prove the opposite direction, i.e., when Id is SCIC and each gates in s has the inverse, which can be unphysical, then p(Id,s) = p(Id, s) impliess ∈ [s]. Id is SCIC, it includes a set of index sequences satisfying Eq. (5). Id s and Id p are tomographically and informationally complete, respectively. From Lemma 3, equations
imply that there exists a unique matrix A such that
The set of gate index sequences Id also includes a set of index sequences satisfying Eq. (6). Then
holds for i s ∈ Id s , i g = 1, . . . , n g , i p ∈ Id p , and ω ∈ Ω. From Lemma 2, we have
With Eq. (A45), Eqs. (A41) and (A42) can be rewritten as
where G is and G ip are superoperators of gates constructed by applying G ig along with i s and i p , respectively. From the invertibility of A and G ig , we obtain
Let i denote an arbitrary gate index sequences whose each element is in {1, . . . , n g }. It is not necessarily in Id. Eqs. (A41), (A42), and (A45) lead
If we assume that ∅, which means "no gate operations", is included in Id s and Id p , we can remove the assumption that all G ∈ s are invertible from the statement of Theorem 1.
Proof of Theorem 2
We show that a sequence of estimates {s est N } converges to the equivalence class [s true ] almost surely as N goes to infinity. To show that, we modify the proof of Theorem 4.4 in [34] to make it applicable to the SCQT setting, which is an ill-posed problem caused by the existence of the gauge degrees of freedom. We use measure-theoretic terminology like almost surely (a.s.) to keep the following statement mathematically rigorous. Readers who are not familiar with measure-theoretic argument could neglect them.
Let S be a compact subset of a Euclidean space. We restrict the parameter s to the subset S. We define 
Since p i (s) are continuous functions over the compact set S, the minimal value η ǫ exists. From Assumption A.1, η ǫ > 0.
The following arguments hold almost surely. From the strong law of large numbers [35] , for any i ∈ Id When Id is SCIC, Assumption A.1 is satisfied (Theorem 1), and Theorem 3 leads to Theorem 2.
