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Abstract
This thesis deals with inelastic and quasielastic neutron scattering studies on the
dynamical properties of the organometal halide perovskite system MA1−xFAxPbI3
(MA = methylammonium; FA = formamidinium) and of the layered perovskite-type
oxyhydride SrVO2H. These materials systems are of high interest for their excellent
photovoltaic performance (MA1−xFAxPbI3) and hydride-ion conductivity (SrVO2H)
and concomitant promise for various technological devices; however, the local struc-
ture and dynamics underpinning these materials properties remain unclear.
With regards to the MA1−xFAxPbI3 system, the studies focused on the nature
of the organic cation dynamics. For the parent compound, FAPbI3 (x = 1), the
results showed that, in the cubic phase, the FA cations undergo nearly isotropic ro-
tations whilst in the lower temperature tetragonal phases, the FA cation rotations
are anisotropic and more complex. For the solid solutions, MA1−xFAxPbI3 (x = 0.6,
0.9), it was found that the hydrogen-bonding interactions around the FA cations are
strengthened in the MA-doped materials, which provides an atomistic understanding
of the improved stability of the perovskite structure of FAPbI3 with doping of MA.
For SrVO2H, the studies focused on the dynamical properties of the hydride-ions,
and the results unraveled the nature of both the diffusional and vibrational dynamics.
It was found that the hydride-ion diffusion can be described in terms of a correlated
vacancy-assisted diffusion mechanism in the ab-plane of the crystal structure, with
an enhanced rate for backward jumps. Interestingly, the vibrational modes of the
hydride-ions were found to be split due to the antiferromagnetism. Analysis of the
neutron scattering data in combination with density functional theory calculations
reveal unusually large spin-phonon coupling, which highlights the interesting cou-
plings between magnetism and the hydrogen dynamics that occurs in SrVO2H.
These new insights adds significantly to the current understanding of the dy-
namical properties in these materials and may be important for the development of
materials with properties optimized towards their application in technological de-
vices, such as solar cells, and energy storage and conversion devices.
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A fundamental understanding of the atomic and electronic structure and dynamics
of solids lies at the heart of both physics and chemistry and is in addition crucial
for technological development using different types of materials. For example, the
development of much of the nowadays used electronics (computers, smartphones
etc.) were initially dependent on the invention of the transistor and semiconductor
technology, which was only made possible by a fundamental understanding of the
electronic properties of semiconductors, as developed around the 1930s to 1950s [1].
Thus, the development of new materials with superior applicable properties for use
in society and technology is in many cases ultimately dependent on elucidating the
atomistic origin of the material properties, which in the end can lead to a rational
design of new materials. This thesis is focused on increasing our fundamental under-
standing of two different classes of interesting, and technologically relevant, classes of
materials, namely organometal halide perovskites and transition metal oxyhydrides.
The aim of this thesis is to study and elucidate the dynamical properties (vibrational
and diffusional dynamics) of these materials, which is believed to be responsible for
several of the intriguing properties these materials display. Such properties include
beneficial optical properties, and ionic conductivity, which both are of relevance for
the development of new, and environmentally friendly, energy technologies.
With respect to organometal halide perovskites (OHPs), these materials are cur-
rently attracting a huge research interest because of their beneficial optoelectronic
properties which can be advantageously used in solar cells and lightning devices [3].
In addition, they are relatively cheap (compared to other solar cell technologies), con-
sisting only of earth-abundant elements, and are known to be easy to make, which
increase their competitiveness towards other solar cell technologies even more [3].
These materials have been known for several decades [4, 5], but their exceptional
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Figure 1.1: Illustration of the development of the power conversion efficiencies for
solar cells based on various materials. The solar cells based on halide perovskites
shown in yellow color and lies within the circled area. This plot is courtesy of the
National Renewable Energy Laboratory, Golden, CO [2].
properties for energy conversion applications have only become apparent within the
last ten years or so [6, 7], which has led to a huge amount of research being focused
on OHPs. When used in a solar cell, the prototypical OHP methylammonium lead
iodide (MAPbI3) shows power conversion efficiencies around 20%, which is compa-
rable to current Si based solar cells [3], see Figure 1.1. The main advantage of OHPs
over conventional Si cells, is, however, the simplicity of their manufacturing and their
high tolerance to internal defects [8]. While conventional Si cells require multi-step
approaches under high temperature (> 1000◦ C) and vacuum in cleanroom facilities
[9], the OHPs can be synthesized using solution based methods in an ordinary chem-
istry lab [3]. Importantly, the OHPs can also be synthesized, with relatively ease, as
a thin film using e.g. spin-coating or vapor deposition techniques [10], and because of
the long carrier diffusion lengths in OHPs [11], the OHP can also function as a thin
film solar cell device. As it turns out, however, the power conversion efficiency of so-
lar cell devices made from OHPs have progressed more rapidly than the fundamental
understanding of the physics and chemistry in these materials [8]. Structurally, the
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metal halide perovskites are built from the perovskite structure with general chemical
formula ABX3 where A is an organic molecular cation (then they are called OHPs)
(e.g. methylammonium, MA+ or formamidinium, FA+) or a large inorganic cation
(e.g. Cs+), B is a metal cation (e.g. Pb2+ or Sn2+), and X is a halide anion (e.g.
I−, Br−, or Cl−). These materials display highly beneficial optoelectronic properties
such as close-to-ideal bandgap for optimal photoabsorption from the solar spectrum,
long diffusion lengths of the photo-excited electron and hole charge carriers, and low
electron-hole recombination rates [12, 13]. Concerning a fundamental understanding
of the OHPs, they exhibit certain phenomena that are not encountered in conven-
tional inorganic semiconductors, such as Si, Ge or GaAs [8]. In particular, a specific
feature of the OHPs is that the A-site molecular cation is dynamically disordered at
non-cryogenic temperatures (T & 150 K) [14], cf. Figure 1.2. Further, the lead halide
perovskite framework is characteristic as ”soft” or ”floppy”, i.e. it is composed of
relatively large mass ions with weak ionic bonding leading to low phonon energies
and intrinsic dynamic disorder [15–18]. These phenomena have been put forward
for explaining several of the remarkable optoelectronic properties of OHPs [13]. For
example, the large dynamical fluctuations, created from the organic cation dynamics
and/or intrinsic dynamic disorder of the ”soft” lead halide framework, have been
argued to lead to large polaron formation and screening of charge carriers, leading to
defect tolerance, moderate charge carrier mobility, and low recombination properties
[18–21]. However, these phenomena are still not fully understood, and the proposed
microscopic mechanisms lack in many cases direct experimental verification. The de-
velopment of a full understanding of these intriguing properties requires systematic
investigations of the temperature response of the lattice dynamics and the reorien-
tational motions of the organic molecular cations in OHPs.
With respect to transition metal oxyhydrides, these are a very interesting class
of materials in which the oxide anions in a transition metal oxide are partly replaced
by hydride-ions to form the so-called oxyhydrides [23]. Transition metal oxides are
in itself a very interesting class of materials with several interesting electronic phe-
nomena such as magnetic, ferroelectric, superconductor, thermoelectric, and mul-
tiferroic properties, insulator-metal transitions, charge density waves, and mixed
electronic/oxide-ion conduction [24]. The physical and chemical properties of transi-
tion metal oxides are typically tuned by cation substitution; thus, oxyhydrides allows
to also modify the physical and chemical properties by modifications of the anion
sublattice. Transition metal oxyhydrides have created an excitement for their mag-
netic [25, 26], catalytic [27], electronic [28] properties [29] and mixed ionic-electronic
conductivity [30]. Especially the last mentioned property, hydride-ion conductivity,
is particularly interesting, because it may allow for developing new solid state ionics
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Metal halide
Figure 1.2: Crystal structure of an OHP with a dynamically disordered organic
molecular cation on the A-site of the perovskite (right panel). The figure was gener-
ated using the VESTA software [22].
applications (fuel cells, batteries etc.) from oxyhydrides based on the conduction of
hydride-ions. The hydride-ion conduction is made possible because the transition
metal hydrogen bonding is relatively weak and creates an inherent lability for the
hydride anion. For example, the hydride-ion mobility was already observed in 2006
in LaSrCoO3H0.7 by using neutron scattering techniques [31]. The lability of the
hydride-ions was further corroborated for the case of BaTiO3−xHx for which above
400 ◦C the exchange of H by D and N in the presence of D2 and N2, respectively, has
been observed [32–34]. Recently Kobayashi et al. [35] demonstrated pure hydride-
ion conductivity in La2−x−ySrx+yLiH1−x+yO3−y, using a solid-state battery built from
the oxyhydride. This created further excitement for the possibility of developing new
and environmentally friendly energy technologies based on oxyhydrides. However,
the hydride-ion diffusion mechanisms in oxyhydrides is far from being fully under-
stood, and the development of new oxyhydride materials, with superior transport
properties, is highly dependent on elucidating the mechanism of hydride-ion conduc-
tivity in these materials further.
With respect to these aforementioned open question regarding the dynamical
properties of OHPs and oxyhydrides, neutron spectroscopy is a powerful experi-
mental tool for directly probing the atomistic dynamics. Neutron spectroscopy is a
powerful tool to investigate the nature of the dynamic response over a wide range of
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energies and wavevectors, and allows to probe both the vibrational dynamics by in-
elastic neutron scattering (INS) and the diffusional dynamics by quasielastic neutron
scattering (QENS). In this thesis, I have used INS and QENS in order to directly
study the vibrational and diffusional dynamics in the OHP system MA1−xFAxPbI3





OHPs have attracted an enormous interest recently due to their promising appli-
cations as absorbers in photovoltaic devices. The prototypical OHPs that are of
concern for this thesis are methylammonium lead iodide and formamidinium lead io-
dide (MAPbI3, MA = CH3NH3, and FAPbI3, FA = CH(NH2)2, respectively), which,
when used in a solar cell, have shown power conversion efficiencies close to that of
conventional Si solar cells [36, 37]. The main disadvantage of the perovskite solar
cell is, however, its long-term stability towards humidity and heat [3]. Another con-
cern about these materials is that the best performing materials contain lead, which
is toxic. However, given the rapidly increasing amount of discovered metal halide
perovskites with useful optoelectronic, and the large chemical space left to explore,
there are most likely many more compounds waiting to be discovered, hopefully with
higher stability, and without lead. A rational design of such materials is only possible
when understanding how their atomistic structure and dynamics give rise to their
beneficial optoelectronic properties.
2.1 Structural properties
Structurally, the OHPs are based on the versatile perovskite structure with general
chemical formula ABX3. The ideal structure is a cubic form (Pm3m), which most
metal halide perovskites display at sufficiently high temperature. However, this ideal
cubic structure is rarely the ground state, and the perovskites generally display (one
or several) phase transitions, upon lowering the temperature, to structures of lower
symmetry. Fig 2.1 shows a typical phase behaviour of metal halide perovskites,
i.e. a high temperature cubic phase, an intermediate temperature tetragonal phase,





Figure 2.1: Illustration of cubic perovskite structure and typical phases of lower
symmetry that often is formed at lower T . The A-site cation is illustrated as a blue
sphere. The figure was generated using the VESTA software [22].
may differ depending on the A-site cation, and in what follows the structures of
the two prototypical hybrid lead iodide perovskites MAPbI3 and FAPbI3, and their
solid-solutions MA1−xFAxPbI3, will be discussed.
2.1.1 Methylammonium lead iodide
The structure of MAPbI3 is by now relatively well understood. In the early work
by Poglitsch and Weber [5], it was established that MAPbI3 shows three different
crystal structures depending on temperature, i.e. a low-temperature orthorhombic
phase (T < 160 K), a tetragonal phase I4/mcm (160 K < T < 330 K), and a high-
temperature cubic phase Pm3m (T > 330 K). In the cubic phase, the MA cation was
found to be dynamically disordered [5]. However, some structural details are still
being debated [38], in particular with regard to the degree of ordering of MA and the
space group assignment of the low-temperature structure. Poglitsch and Weber origi-
nally solved the orthorhombic low-temperature structure in the non-centrosymmetric
space group Pna21 [5]. This was later refined to the centrosymmetric Pnma space
group by Baikie et al. [39], using single crystal X-ray diffraction (XRD). Weller et
al. [40] provided a more complete structural picture, including MA orientations in
tetragonal and orthorhombic phases, based on neutron powder diffraction data. In
the tetragonal phase the MA cation was found to be disordered in the ab-plane along
8
four directions directed towards the faces of the distorted PbI3 framework [40]. The
orthorhombic structure could be solved in the Pnma space group, confirming the
results by Baikie et al. [39]. In this Pnma structure, MA+ cations are fully ordered
in an antiferroelectric head-to-tail arrangement with the NH3 pointing towards the
distorted square face of the distorted perovskite structure [40]. However, a later
study by Druzbicki et al. [41] have, by using INS combined with first-principles sim-
ulations, questioned the possibility of the Pnma structure to describe the INS data,
which is particularly sensitive to the local environment around the MA cation. Even
the commonly accepted centrosymmetric I4/mcm model of the room-temperature
(RT) phase has been recently questioned, based on the claim that the RT tetrag-
onal phase of MAPbI3 is ferroelectric [42]. The origin of ferroelectricity has been
further clarified by Breternitz et al. [43] who refined the orthorhombic phase in the
polar space group I4cm, by using single-crystal XRD. The detailed structure of the
cubic phase has also recently been debated. Recent high-resolution X-ray total and
inelastic scattering studies show that the cubic phase is made up of small dynamic
tetragonal domains [44], however a recent INS study by Weadock et al. disproves
this dynamic-domain hypothesis [45].
2.1.2 Formamidinium lead iodide
The stable phase of FAPbI3 is a non-perovskite hexagonal structure at RT (yellow
δ-phase P63/mmc) [46]. This phase has a too large electronic band gap for efficient
solar absorption, and is thus of little relevance for photovoltaic applications [47, 48].
However, a cubic perovskite structure of FAPbI3 (black α-phase, Pm3m), with an
optimal band gap for solar absorption (around 1.47 eV), can be stabilised at RT for
about 10 days via heating above the hexagonal-to-cubic phase transition at 410 K
[47–49].
Upon cooling the metastable cubic phase, a tetragonal phase (β-phase, P4/mbm)
is formed below 285 K, and yet another structure is found below 140 K (γ-phase)
[46, 50–53]. The structure of the low-temperature γ-phase is still not completely
understood. Based on powder XRD data, Fabini et al. [51] refined the γ-phase
in a new primitive tetragonal unit cell retaining the P4/mbm symmetry, whilst
Chen et al. [52] simultaneously refined neutron and X-ray diffraction patterns in
a 1 × 1 × 6 supercell (P4bm) of the intermediate tetragonal phase where the FA
cation is rotated in increments around the c-axis. More recently, neutron powder
diffraction experiments by Weber et al. [46] pointed towards a locally disordered γ-
phase with possibly no long-range ordering of the FA+ organic cations. The formation
of an orientational glass of FA at low temperature has also been reported in previous
9
Figure 2.2: Illustration of the different crystal structures of FAPbI3. Left panel:
Cubic FAPbI3. Note that in this phase the FA cation is disordered along all directions
of the unit cell [50]. Mid panel: Intermediate tetragonal phase of FAPbI3, as viewed
along the c-axis, based on the model according to Weber et al. [46]. Right panel:
Model of the low-temperature γ-phase according to Chen et al. [52]. This model is
based on a 1× 1× 6 expansion of the β-phase model where the FA cation is rotated
in increments around the c-axis. I, C, N, and H atoms are depicted as purple, blue,
brown, and pink spheres respectively. The Pb atoms lie within the black octahedra.
The images were generated using the VESTA software [22].
thermodynamic property measurement [54] and local structure studies [55], which
means that possibly the FA cation orientations are disordered in the γ-phase. The
different structures of FAPbI3 are illustrated in Fig. 2.2.
2.1.3 MA1−xFAxPbI3 solid solutions
Due to the previously mentioned phase stability problem of FAPbI3, a lot of efforts
have recently been focused on the mixed-cation system MA1−xFAxPbI3, which have
been shown to stabilize the cubic perovskite structure of FAPbI3 at RT, even for
relatively low concentrations of MA [47, 56]. In addition, these mixed-cation sys-
tems show a higher stability towards humidity and heat than pure MAPbI3, and are
among the materials with highest power-conversion efficiencies when used in a per-
ovskite photovoltaic device [3, 37, 57, 58]. The phase behaviour of MA1−xFAxPbI3
10
Figure 2.3: Illustration of the structural phase behaviour of the solid solutions
MA1−xFAxPbI3 according to Francisco Lopez et al. [59]. Pure MAPbI3 and FAPbI3
corresponds to the left and right edges of the diagram, respectively. Space group
assignments that are still not completely solved are marked with question marks.
Reprinted with permission from Ref. [38], Copyright (2021) American Chemical
Society.
solid solutions have been recently studied by Francisco Lopez et al. [59], by Raman
scattering and photoluminescence spectroscopy. The phase diagram as a function of
temperature and x for the MA1−xFAxPbI3 system is shown in Figure 2.3. The main
results are that for low concentrations of FA, the phase behaviour is similar to that
of MAPbI3, while for FA concentrations above ca. 0.7, the phase behaviour is similar
to that of FAPbI3. Noticeably, for molar ratios of MA to FA close to 0.5, the inter-
mediate temperature phase is completely suppressed, and the phase transition from
cubic to the disordered low-temperature γ-phase occurs directly [59]. Summing up,
these previous studies have clearly illustrated the difficulty in obtaining a complete
understanding of the structural properties of OHPs. This is especially apparent when
comparing results from different methods, for example crystallographic (diffraction)
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results versus results from techniques more sensitive to the local or instantaneous
structure; or when comparing X-ray and neutron scattering data. While for X-rays,
the light elements present in the organic cations are virtually invisible, but they
have large neutron cross section. Thus, X-ray scattering studies mainly ”see” the
lead halide framework, whilst neutron scattering studies are very sensitive to the
organic cations. One can further note that the complexity created by the additional
rotational degrees of freedom of the organic cations, and the intrinsic dynamic dis-
order of the lead halide framework, in these materials adds a further difficulty for a
complete understanding of their structure.
While the atomic structure of a material is critical for understanding its proper-
ties, many materials properties are inherently linked to the atomistic dynamics. This
is in particular true for systems like MA1−xFAxPbI3 which are highly dynamical at
ambient temperature. While MA1−xFAxPbI3 has previously mainly been studied by
crystallographic techniques, which yield the time-averaged structure, spectroscopic
techniques, such as INS, is sensitive to correlation functions in both space and time,
and can therefore provide additional information on the local structure and dynamics
of the organic cations [38].
2.2 Dynamical properties
The dynamical properties of the organic cation in OHPs were realized already from
the beginning. In the original work by Poglitsch and Weber in 1987 [5], millimeter-
wave spectroscopy was used to observe dynamical relaxation on the picosecond
timescale in MAPbX3 (X = I, Br, and Cl), and which was interpreted in terms
of dynamic disorder of the MA cations. Later on, after realizing the remarkable
optoelectronic properties of OHPs, an emerging important question is the impact of
the organic cation dynamics on the materials optoelectronic properties. This ques-
tion has generated a lot of scientific interest over the past years [14, 55, 60–72],
and still to date an understanding of the effect of the organic cation dynamics re-
mains elusive. The organic cation dynamics (in particular that of MA which have
an electric dipole) have, however, been invoked for explaining several of the material
properties, such as, for example, microscopic ferroelectric domains [60], lowering of
the exciton binding energy [14], hot carrier cooling [73], and charge recombination
rates [19, 74, 75]. Specifically, both experimental and theoretical studies have sug-
gested that the dynamic disorder created by the rotation of the dipolar molecular
cation creates potential fluctuations which can lead to an increased separation of the
charge carriers, which, consequently, leads to reduced recombination rates [74, 75].
This was further established by Chen et al. [52] who measured the recombination
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rates in all crystallographic phases of MAPbI3 and FAPbI3 and found that phases
with higher rotational entropy give rise to longer carrier lifetimes. However, a re-
cent study also showed that the dynamical potential fluctuations also are present
for the all-inorganic material CsPbBr3 and might thus be intrinsic to the inorganic
sublattice [18]. Notably, OHPs have been claimed to belong to the class of materi-
als known as “phonon glass electron crystals”, meaning that they show ‘band-like’
charge carrier dynamics and “glass-like” phonons [20, 21]. It has further been argued
that this “crystal-liquid duality” is responsible for large electron polaron formation
and screening of charge carriers, leading to defect tolerance, moderate charge carrier
mobility, and low radiative recombination properties [19–21]. This behaviour has
been argued to be an effect of the weak ionic bonding and relatively large atomic
masses of the lead halide frameworks [18] and the organic molecular cation reorien-
tational motions [20]. However, a complete understanding of the nature and effect
of the organic cation and perovskite lattice dynamics on the structural and optical
properties of MHPs remains in many ways elusive.
A particularly suitable technique for probing the organic cation dynamics in
OHPs is neutron spectroscopy. This is because their dynamics occurs at time and
length scales directly accessible to neutron scattering [5, 14], and the large incoher-
ent neutron cross section of hydrogen, which is present in the organic cation ends,
make neutrons particularly sensitive to the organic cation dynamics. The localized
rotational motions of the organic cations have been directly probed in previous stud-
ies by QENS for the MA-containing compounds MAPbI3 [14, 60, 61, 65], MAPbBr3
[66, 76], and MAPbCl3 [77, 78]. As a primary example, Chen et al. [14] used a
group theoretical symmetry analysis of their QENS data to show that for MAPbI3,
in the RT tetragonal structure and high temperature cubic phase, the whole MA
cation performs rotations of four-fold symmetry around the crystallographic c-axis,
whilst in the low-temperature orthorhombic phase, only the three-fold rotations of
the methyl and/or ammonia group around the C−N axis persist (See Figure 2.4
for an illustration of these motions). They could further correlate their results for
the MA rotational dynamics to the low exciton binding energy and low charge re-
combination rate in MAPbI3. Interestingly, the onset of cation reorientations in
the tetragonal phase of MAPbI3 was found to correlate with a giant increase in
the dielectric function. As the exciton binding energy is inversely proportional to
the dielectric function, which determines the strength of the Coulomb interaction
between charges in a material, this suggests that cation reorientations is responsi-
ble for lowering the exciton binding energy in this material [14]. Contrastingly, the
cation dynamics in FAPbI3 have been studied much less than for MAPbI3. A QENS
study on FAPbBr3 was recently reported by Sharma et al. [79]. They showed that
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Figure 2.4: Schematic illustration of the cubic crystal structure of OHPs with a
dynamically disordered organic cation at the A-site of the perovskite. The vari-
ous possible rotational modes of MA and FA are illustrated [13]. The images were
generated using the VESTA software [22].
the FA cation performs isotropic rotations for all measured temperatures (100− 350
K) with an increasing fraction of FA cations contributing to the dynamics with in-
creasing temperature. However, Mozur et al. [80, 81] have found that that the FA
cation orientation and dynamics in FAPbBr3 relates to unusual temperature trends
in the photoconductivity and that the dynamics is highly dependent on local struc-
tural distortions. The FA cation dynamics in FAPbI3 have also been investigated by
several experimental techniques [55, 62, 82, 83]. For example, Fabini et al. [55] used
a combination of nuclear magnetic resonance, dielectric spectroscopy, and molecular
dynamics simulations to show that the FA cation primary reorients along the N...N
axis (see Figure 2.4) in all crystallographic phases, with a relaxation time of about 8
ps at RT. In another study by Kubicki et al. [62] it was found using nuclear magnetic
resonance (NMR) that at RT the FA cation rotation in FAPbI3 is more than one
order of magnitude faster than for MA in MAPbI3, despite the larger size of FA.
These results are at variance with the NMR results reported by Fabini et al. who
showed that the reorientation rate of MA and FA in MAPbI3 and FAPbI3 are very
similar at RT [55]. Thus, a complete understanding of the FA cation dynamics in
FAPbI3 is still lacking. However, with the increasing interest in the mixed FA/MA





3.1 Structure and properties
Transition metal oxyhydrides are a relatively small but steadily growing family of
mixed anion compounds which are based on the anions O2− and H−. One of the ear-
liest reported transition metal oxyhydrides was discovered by Hayward et al. in 2002
[23]. They reported the synthesis of LaSrCoO3H0.7 upon reduction with CaH2 of the
Ruddlesden-Popper phase oxide precursor LaSrCoO4. This material generated a lot
of scientific interest, mainly because of the possible novel electronic and magnetic
properties that could be introduced with the hydride-ions. In addition, questions
were raised concerning the mechanism of hydride-ion insertion into the oxide, and
LaSrCoO3H0.7 was subsequently investigated with respect to magnetic and electronic
properties [84] and hydride-ion diffusion [31].
This relatively simple synthesis method developed by Hayward and coworkers
[23], ’topochemical’ reaction with CaH2 (or other metal hydrides), also provided more
opportunities for further discoveries of novel oxyhydride phases upon hydride reduc-
tion of transition metal oxides. However, the number of discovered transition metal
oxyhydrides is still relatively small to date. This is because whilst the topochemical
reduction of transition metal oxides with metal hydrides can often be performed to
form highly reduced oxide phases, with unusual transition metal coordination envi-
ronment, hydride insertion is still relatively rare [85, 86]. In 2012, Kobayashi et al.
reported the synthesis of BaTiO3−xHx (with x up to 0.6) [32], which shortly after was
followed to include the series ATiO3−xHx (A = Ba, Sr, and Ti) [30, 87]. This was the
first example of an oxyhydride based on the simple cubic perovskite structure. Later
on, other perovskite-type oxyhydrides, such as SrVO2H [89] and SrCrO2H [88] have
been reported. Even though the cubic perovskite structure is regarded as relative
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Figure 3.1: (a) Crystal structure of cubic SrCrO2H according to Ref. [88]. Sr, O, and
H atoms are shown as grey, red, and pink spheres respectively. The Cr ions are inside
the dark blue octahedra. The 2/3 red and 1/3 pinked colored spheres illustrates the
disorder between H and O. (b) Crystal structure of anion-ordered tetragonal SrVO2H
according to Ref. [89]. The images were generated using the VESTA software [22].
simple, depending on the kind of transition metal and hydride-ion concentration and
distribution, different scenarios have been encountered. The structural diversity of
perovskite-type transition metal oxyhydrides is clearly illustrated by the fact that
both ATiO3−xHx (A = Ba, Sr) [32, 87] and SrCrO2H [88] display an average cubic
perovskite structure in which the O2− and H− anions show a perfect solid solution
behavior [Figure 3.1 (a)]. A strikingly different scenario is encountered for SrVO2H,
which has the same stoichiometry as SrCrO2H, where the O
2− and H− anions are
perfectly ordered in a tetragonal structure, that is related to the cubic perovskite
structure [89], see Figure 3.1 (b). BaTiO3−xHx, with Ti in a mixed IV/III oxidation
state, is paramagnetic (above the lowest temperature measured of 5 K) [32]. Both
SrCrO2H, with Cr
3+ d3 species, and SrVO2H, with V
3+ d2 species (Figure 3.2), are
antiferromagnets where the magnetic ordering is intact above RT. The Néel temper-
ature of SrCrO2H is 380 K [88] and > 400 K for SrVO2H [89, 90]. For both SrCrO2H
and SrVO2H, the antiferromagnetic (AFM) structure is of G-type with a 10-atom
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Figure 3.2: Schematic illustrations of the structure of SrVO2H. (a) Illustration of
the antiferromagnetic structure of SrVO2H according to Ref. [89]. Sr, V, O, and H
ions are shown as grey, blue, red, and pink spheres, respectively. The antiferromag-
netically ordered spins of the V3+ cations lie parallel to the c-axis. (b) Illustration
of the ab-plane of the crystal structure where the hydride-ions lie coordinated to
Sr in a square-planar fashion. (c) Local coordination of V by 4 O and 2 H leads
to a (dxz, dyz)
2 electronic state [89]. The images were generated using the VESTA
software [22].
Transition metal oxyhydrides show a variety of interesting and useful properties,
including electron transport, mixed ionic-electronic conductivity, magnetic, and cat-
alytic properties [29]. SrVO2H, for example, has generated a lot of interesting for its
interesting electronic and magnetic properties. SrVO2H has thus been investigated
theoretically with respect to electronic and magnetic properties, finding unusual
strong magnetic couplings that are dependent on the hydride-ions [25, 26]. Further,
a pressure dependent XRD study has shown that the hydride-ions in SrVO2H are
extraordinarily compressible, and that pressure drives an insulator-to-metal transi-
tions [28].
In general, transition metal oxyhydrides allow for interesting magnetic and elec-
tronic properties to occur, because it may allow to access unusual low oxidation
states of the transition metals. Such materials include, for example, the recently
discovered 4d transition metal oxyhydrides LaSr3NiRuO4H4 and LaSrCo0.5Rh0.5O3H
[91, 92] and LaSrMnO3.3H0.7 [93] that can be stabilized by high pressure methods.
17
3.2 Hydride ion dynamics
The initial study of hydride-ion dynamics in transition metal oxyhydrides was re-
ported in 2006 by Bridges et al. [31] by QENS. The QENS data showed the presence
of hydride-ion diffusion for temperatures above 675 K, which is close to the decompo-
sition temperature of the sample material. Analysis of the QENS data showed that
the diffusion mechanism could be interpreted in terms of vacancy-assisted hydride-
ion jump diffusion along the a-axis in the crystal structure. The hydride-ion diffusion
was only observed for temperatures near or above the sample decomposition temper-
ature, and in conjunction with hydrogen loss, whereas below 675 K no hydride-ion
diffusion was observed on the probed timescales [31]. Later on, the lability of the
hydride-ions was once more demonstrated, for the case of the perovskite oxyhydride
BaTiO3−xHx, for which above 400
◦C the exchange of H by D and N in the pres-
ence of D2 and N2, respectively, was observed [32–34]. This demonstrated that the
hydride-ions are mobile in BaTiO3−xHx and thus raised questions about possible hy-
dride ion diffusion mechanisms. Following these works, the hydride-ion diffusion in
ATiO3−xHx (A = Ba and Sr) has been studied with several different experimental
and computational techniques [94–98]. Tang et al. [95] reported gaseous hydrogen
release/exchange experiments and first-principles simulations which were interpreted
in terms of a hydride-ion diffusion mechanism that is highly dependent on the con-
centration of hydride ions (x), with the simultaneous movement of oxygen ions for
x < 0.4, whereas for x > 0.4 only the hydride ions diffuse. The activation energy was
found to significantly decrease with increasing x until around x = 0.4 after which
it was roughly constant. The activation energy for for both of these processes were,
however, found to be relatively high, in the range of 3.85–2 eV [95]. However, in
another computational study, a much lower activation energy of about 0.28 eV was
reported for oxygen-vacancy mediated hydride-ion diffusion [96]. The hydride-ion
diffusion in SrTiO3−xHx was also studied using isotope exchange and depth profiling
methods combined with density functional theory calculations by Liu et al. [98].
The results indicated a highly correlated long-range transport of hydride-ions that
is impeded by slow reorganization of the oxygen sublattice. The hydride-ion dy-
namics in BaTiO3−xHx samples characterized by a relatively large concentration of
oxygen vacancies, was further studied using QENS by Eklöf-Österberg et al. [97].
The QENS data showed the presence of a highly temperature dependent diffusion
mechanism, characterized by hydride-ion jumps between nearest neighbour oxygen
vacancies below 250 K, and with the presence of hydride-ion jumps between next-
nearest neighbouring oxygen vacancies at higher temperatures (T >400 K).
The recent study by Kobayashi et al. [35], which demonstrated pure hydride-ion
18
conductivity in La2−x−ySrx+yLiH1−x+yO3−y
1, using a solid-state battery built from
the oxyhydride, have created further excitement with the aim of developing new
solid state ionics applications based on H− conduction using oxyhydride materials
[99]. However, the hydride-ion diffusion mechanisms in oxyhydrides is far from being
fully understood, and the development of new oxyhydride materials, with superior
properties, is highly dependent on elucidating the mechanism of hydride-ion conduc-
tivity further. A primary tool for this purpose is neutron scattering, which will be
described in the following chapter.
1Note that this material does not contain any transition metal elements, and might therefore






4.1.1 General characteristics of neutron scattering
This section gives a brief overview of neutron scattering as an experimental technique
used in the condensed matter sciences, and follow mainly the references [100–102].
The scattering of cold and thermal neutrons1 is an important experimental tool with
applications over a wide range of science including physics, chemistry, and biology.
The usefulness of neutrons to probe condensed matter stem from the fundamental
properties of the neutron [100]. Firstly, the neutron have no electric charge and,
consequently, interact directly with the nuclei of the sample material, via nuclear
interactions. This means that the neutron can penetrate deep into the sample,
ensuring that bulk properties are being probed. In addition, the nuclear interaction
varies randomly over the periodic table, and allows also for isotope contrast. Of
specific concern to this thesis, hydrogen has a very large scattering cross section
by neutrons and thus scatter neutrons very strongly, whilst it is virtually invisible
to X-rays. Secondly, the de Broglie wavelength of thermal neutrons is of the order
of interatomic spacings in solids. Consequently, neutron diffraction measurements
can be performed to obtain information on the atomic structure [100]. Thirdly, the
energies of thermal and cold neutrons are on the order of 1−100 meV, which is of the
1Thermal neutrons refer to neutrons with energies around 10 − 100 meV, which is similar to
the thermal energy at RT (kB T ≈ 25 meV). Cold neutrons refer to neutrons having energies lower
than this, around 0.1− 10 meV. The term temperature is used because the neutrons produced in a
reactor or spallation neutron source are moderated in a medium with a certain temperature. The
energy distribution of the moderated neutrons will then be a Maxwell-Boltzmann distribution with
a maximum at 3kB T/2 with T being the moderator temperature [102]
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same order as the energies of many excitations in solids, such as phonons, magnons
(and other magnetic excitations), and crystal field excitations. The measurements
of inelastically scattered neutrons thus allow to probe such excitations. Lastly, the
neutron has a magnetic moment, which means that it can interact with unpaired
electrons in magnetic solids. This makes neutron scattering sensitive also to magnetic
structures, and magnetic excitations [100].
4.1.2 Theoretical description of the scattering process
The measured quantity in a neutron scattering experiment is related to differential
cross section d2σ/dΩdEf, which is proportional to the number of neutrons scattered
per second into a small solid angle dΩ and with final energy between Ef and Ef +dEf.
This scattering process is illustrated in Figure 4.1 (a). For a theoretical understand-
ing of the scattering process, consider a neutron characterized by a plane wave with
initial wavevector ki and energy Ei = ~2k2i /2m incident on a sample, which is scat-
tered via the nuclear interaction with the sample into another state with a final
wavevector kf and energy Ef = ~2k2f/2m. m is here the neutron mass and ~ is
the reduced Planck constant. The scattering data is typically expressed in terms
of the wavevector transfer2 q and the energy transfer E, defined as, q = ki − kf ,
and E = Ei − Ef . From, this one sees that q and E are not independent vari-
ables because the neutron energy depends on its wavevector. The magnitude of the
wavevector transfer q = |q|, can be expressed as









where θ is the angle between the incident and final neutron wavevectors (See Figure
4.1 (a)). From this equation its clear that (q, E) region that can be probed in an
experiment is limited and that it depends on the incident neutron energy, and the
largest scattering angle θ that can be measured. In particular, this will lead to a
curved region in (q, E)-space being measured in an experiment. This is illustrated in
Figure 4.1 (b) which shows the INS data collected from a powder sample of MAPbI3.
Note that the probed region in (q, E) space is not a rectangle, but curved.
The interaction between the nuclei in the scattering system and the neutron is
of short-range, several orders of magnitude shorter than the neutron wavelength.
The neutron-nucleus interaction can thus be approximated by the so-called Fermi






Figure 4.1: (a) Illustration of the scattering geometry in a neutron scattering exper-
iment in real space. Adapted from [100, 103]. (b) INS data of a powder sample of
MAPbI3 at 2 K. The data were obtained from the IN5 spectrometer at the Instut








where bj is the so-called neutron scattering length of nucleus j and Rj is the position
vector of nucleus j. The neutron-nucleus interaction can therefore be characterized by
a single parameter, the scattering length b. b varies randomly with the atomic mass
number, and depends on the spin state of the neutron-nucleus system. The integrated
total cross section of such a potential is σtot = 4πb
2, which can be interpreted as an
”effective area” of the nuclei which the neutron ”sees”. An expression for the double













dt 〈exp (−iq ·Rj′(t = 0)) exp (iq ·Rj(t))〉
× exp (−iE t/~) , (4.2)
where Rj(t) is the time-dependent position operator of nuclei j in the Heisenberg
picture, and the brackets 〈. . .〉 refer to the thermal average3. Note that bj is here the
3For an operator A the thermal average is given by 〈A〉 =
∑





scattering length of nuclei j which may vary randomly from one nucleus to another
because of different nuclear spin states and/or the presence of isotopes. By letting fi
be the relative frequency of the value bi, the average value of the scattering length can
be written as b =
∑
i fibi. Assuming no correlation between the scattering lengths
of different nuclei, one may write [100]
bj′bj = (b)
2, j′ 6= j, (4.3)
bj′bj = b2, j
′ = j. (4.4)
By taking the average of the different possible distributions of bj values in Eq. (4.2),


































dt 〈exp (−iq ·Rj′(t = 0)) exp (iq ·Rj(t))〉
















dt 〈exp(−iq ·Rj(t = 0)) exp(iq ·Rj(t))〉
× exp (−iE t/~) . (4.7)
Here, σcoh := 4π(b̄)
2 and σinc := 4π(b2− (b̄)2) are the so-called coherent and incoher-
ent cross sections, respectively. It can be seen that the coherent scattering depends
on the correlation of the same and different nucleus at different times. The coher-
ent scattering thus contains interference effects of the scattered neutrons (including
diffraction). The incoherent scattering, on the other hand, depends only on the cor-
relations of the same nuclei at different times, and does not therefore contain any
interference effects. The incoherent scattering arises due to the random deviations
of the scattering lengths from their mean value, for each type of nucleus in the sam-
ple [100]. It should be noted that even for the incoherent neutron scattering, there
is always a coherent superposition of the outgoing neutron waves − it is only the
is the probability that the scattering system is in the state λ [100].
24
averaging process that leads to a cancellation of the phase factors [102]. Thus, the co-
herent scattering is the scattering which the same system would give if all scattering
lengths were given by the mean value b̄, whilst the incoherent scattering is the term
one must add to obtain the scattering from the actual system [100]. This separation
of the scattering cross section into a coherent and an incoherent part is especially
useful for samples containing H, because the incoherent cross section of H is 80.26
barn whilst the coherent part is only 1.75 barn [102].4 Thus, neutron scattering by
hydrogen is largely dominated by the self-terms, and the measured scattering signal
can in most cases be interpreted in terms of self-dynamics. For neutron diffraction
experiments, however, samples containing H can sometimes be problematic because
the incoherent scattering gives a large background in the diffraction data. Thus, it is
common in diffraction experiments to replace H by deuterium (D), because D possess
the twin advantage of having a much smaller σinc and a larger σcoh. However, for
QENS and INS studies, where one probes dynamics, and which is of specific concern
in this thesis, it is beneficial to have a large incoherent cross section. It should be
pointed out that, even though this separation of coherent and incoherent terms is
useful for many isotopes where one of these terms are considerably larger than the
other it may still be complicated to interpret for isotopes were the incoherent and
coherent cross sections are similar. That is, one probes the sum of the coherent and
incoherent scattering, where the coherent contains both self and cross terms, whilst
the incoherent contains the self terms only [102].







[σcohScoh(q, E) + σincSinc(q, E)] , (4.8)
where Scoh(q, E) and Sinc(q, E), are the so-called coherent and incoherent dynamical
structure factors, respectively. As it turns out, the dynamical structure factors are
very useful quantities, and are what is normally derived from a neutron scattering
measurement. Further, the incoherent and coherent dynamical structure factors, are
the Fourier transforms in space and time of the self and pair correlation functions
Gs(r, t) and G(r, t), respectively [104]. Consequently, the coherent and incoherent
scattering gives respectively information about correlations between different nuclei
at different times, and on self correlations.
41 barn = 1× 10−24 cm2.
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4.2 Inelastic neutron scattering
Inelastic scattering refers to events where the neutron exchanges energy with the
scattering system. The neutron can both create and annihilate excitations with en-
ergy E, leading to neutron energy loss and gain, respectively5. Clearly, the scattering
by annihilation of excitations is heavily dependent on their population, i.e. on tem-
perature. The neutrons can scatter of phonons by nuclear interaction or magnetic
excitations via magnetic interactions. In this thesis only nuclear scattering will be
considered. Further, neutrons can interact with particles performing stochastic mo-
tions (diffusion or rotation), leading to so-called quasielastic scattering, as will be
discussed in detail in section 4.3. A schematic sketch of the elastic, quasielastic,
and inelastic scattering components as can be measured in a neutron scattering ex-
periment, is illustrated in Figure 4.2. The inelastic peaks occur at non-zero energy
transfer values and, in the case of phonon scattering, they occur at energy transfer
values corresponding to the energy of the vibrational motion. Thus INS can be used
to study the vibrational dynamics of materials. A particular advantage of INS over
the commonly applied Raman and infrared spectroscopies, is that no optical selection
rules apply; thus, in principle, all modes are measurable [105] (though their intensity
depend on the neutron scattering cross section). In addition, neutron scattering al-
lows to probe a wide range of wavevectors, and can give access to the (neutron cross
section-weighted) vibrational density of states. Below, I will discuss the neutron
scattering of phonons (or vibrational motions) in more detail.
4.2.1 Phonon scattering
In this thesis, all studied materials contain a relatively large amount of H. Because of
the large incoherent cross section of H, the coherent scattering can then be neglected,
i.e. S(q, E) ≈ Sinc(q, E). For incoherent scattering by one phonon, it can be shown
that the expression for the double differential cross section can be written in terms
























where M is the mass of the vibrating atom, ω = E/~, e−2W is the so-called Debye-
Waller factor, and the factor coth(~ω/2kBT )± 1 stands for the Bose-Einstein popu-
lation factor for phonon creation and annihilation, respectively. Thus, for a given q,
5In Raman spectroscopy, this is commonly referred to as Stokes and anti-Stokes scattering,
respectively.
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Figure 4.2: Schematic sketch of the elastic, quasielastic, and inelastic scattering
components in a neutron scattering experiment. The quasielastic scattering refers
to the broadening of the elastic peak, which occurs at E = 0. The inelastic peaks
occur at non-zero energy transfer values. The intensities of the inelastic peak at the
neutron energy gain side depends heavily on temperature. At low temperature, only
inelastic scattering on the neutron energy loss side can be observed because there is
no population of the excitations.
all modes whose energy satisfy ~ω = E contribute to the scattering. The 1-phonon
incoherent scattering is thus proportional to the phonon density of states and can be
used to derive a so-called generalized density of states (GDOS) from the experiment.











where the index i refers to the properties of atom i in the unit cell, and the sum runs
over all atoms in the unit cell. The difference between the GDOS and the real phonon
density of states, is that the different atomic contributions in the GDOS is weighted
by σi/mi where σi and Mi are the scattering cross section and mass, respectively,
of atom i [107]. Figure 4.3 shows the GDOS extracted from incoherent neutron
scattering of a powder sample of MAPbI3 at T = 100 K. Note that because of the
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Figure 4.3: GDOS as extracted from neutron time-of-flight data obtained at IN5 at
the ILL, of a powder sample of MAPbI3 at T = 100 K.
large incoherent scattering cross section of H, and the low mass of the MA organic
cation compared to Pb and I, the GDOS will be dominated by vibrations related to
the organic cation. The GDOS is featured by several sharp peaks corresponding to
the molecular librations of the MA organic cation in MAPbI3 [38, 41].
4.3 Quasielastic neutron scattering
Quasielastic neutron scattering (QENS) refers to the broadening of the elastic line
which occurs due to interactions between the neutrons and atoms in the sample per-
forming translational and/or reorientational diffusional dynamics on the timescale
~/∆E, where ∆E is the energy broadening [102, 108]. As it turns out, QENS is
most easily understood in terms of correlation functions in space and time and this
description is originally due to Van-Hove [104]. In this thesis, all studied materials
contain H, and because of the large incoherent cross-section of H, the quasielastic
coherent scattering can be safely neglected. Thus, only the incoherent quasielastic
scattering is considered in what follows. As we saw above, the incoherent neutron
scattering is determined by the incoherent dynamical structure factor Sinc(q, E),
which is the Fourier transform in both space and time of the self-correlation function
Gs(r, t). [Gs(r, t) d
3r] gives the probability that, given a particle at the origin at
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t = 0, the same particle is in the volume d3r at position r and at time t [102]. The
Fourier transform in space of Gs(r, t) yields the self-part of the so-called intermedi-
ate scattering function Is(q, t), and the Fourier transform of Is(q, t) in time yields
the dynamical structure factor Sinc(q, E) which is what is commonly
6 obtained in a
(incoherent) QENS experiment.
A useful characteristic of QENS is that it is possible to separate the cases of
long-range (translational) and localized (restricted) diffusion. For localized diffu-
sion, there is a finite probability that the particle will be at the original position at
t → ∞. This will lead to that the Is(q, t) has a non-zero value at t = ∞. In turn,
after Fourier transform, this leads to a separate elastic component for Sinc(q, E).
The typical behaviour for Sinc(q, E) and Is(q, t) for localized and long-range diffu-
sional motions is schematically illustrated in Figure 4.4, and these two cases will be
discussed separately in what follows.
Figure 4.4: Schematic illustrations of the incoherent S(q, E) and the self-part of
I(q, t) for long-range and localized (restricted) diffusion. The I(q.t) and S(q, E) are
related by a Fourier transform (FT).
6In neutron spin-echo spectroscopy, one measures the intermediate scattering function I(q, t),
rather than S(q, E).
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4.3.1 Long-range translational diffusion
In the macroscopic limit (large distances, corresponding to a small q in reciprocal
space), the self-correlation function obeys the standard diffusion equation ∂tGs(r, t) =
D∇2Gs(r, t), with the initial condition G(r, t = 0) = δ(r) and where D is the (self)





The Fourier transform of this function yields the following Is(q, t) and Sinc(q, E):







Thus, Sinc(q, E) is a single Lorentzian function with linewidth (HWHM) ~Dq2. This
law is generally true for small q, but for larger q the details of the diffusion mechanism
becomes important. In particular, for jump diffusion in solids, the linewidth at higher
q must mimic the jump rate, as will be explained below.
A common model for diffusion on a lattice is the Chudley-Elliot model which
considers jump diffusion in a Bravais lattice where the particle stays a mean residence
time τ on a site before an instantaneous jump to a nearest neighbouring site. The
results for Is(q, t) and Sinc(q, E) are the following [102, 109]

























where the sum runs over all nearest neighbour sites `j with N being the number
of nearest neighbours. For small q, Eq. (4.15) gives the macroscopic limit γ →
~Dq2. Whilst for larger q, γ approaches the jump rate, γ → ~/τ . For studies of
polycrystalline samples, no information of the direction of q can be obtained, and
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it is then common to approximate the powder averaged scattering signal by using
an isotropic average over all directions of γ(q). The jump length is then assumed
identical for all sited and thus becomes an ”effective” quantity d. The isotropically




[1− j0(q d)], (4.16)
where j0(x) = sin(x)/x is the zeroth-order spherical Bessel function. Still it should
be noted that this is only approximately correct and, in principle, the powder average
should be performed over the whole Sinc(q, E) [102].
4.3.2 Localized diffusion
Localized diffusion can also be studied using QENS. This can for example be localized
rotational/reorientational motions of molecules or molecular groups in solid phases
as is studied in Paper II of this thesis. For localized (or confined) diffusion, there is
a finite probability that the particle is present at the original position when t→∞.
This means that Is(q, t) will not decay to zero, but to a finite value, for t → ∞.
After the Fourier transform, this yields an intrinsic elastic component in Sinc(q, E),
see Figure 4.4. The relative intensity of this elastic component is commonly referred
to as the elastic incoherent structure factor (EISF), and the q-dependence of the EISF
can be used to gain information of the spatial geometry of the localized dynamics.








where rj j = 1, . . . N is the sites the particle can visit. Consequently, the EISF for
jump rotation over any arrangement of discrete sites can be calculated [102, 108]. For
powder samples, the results obtained from Eq. (4.17) has to be spatially averaged
over all directions.
Experimentally, the EISF can be estimated by determining the ratio of elastic to





where Iel and Iqe is the elastic and quasielastic scattering intensity, respectively. A
common, ”model-free”, approach for determining the geometry of localized motions
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Figure 4.5: EISF of MAPbI3 at 150 K and 250 K from QENS data obtained on the
IN6 spectrometer at the ILL [Paper II].









+ bkg(q, E), (4.18)
where the delta function describes the elastic peak with intensity Iel and where one
or several Lorentzian functions L(E; γi) with linewidth (HWHM) γi describes the




qe . bkg(q, E) is background
function, that usually is described as a linear function of energy. The elastic and
quasielastic parts are convoluted by the function R(q, E) which describes the in-
strument resolution function. The fraction of elastic scattering can then be derived
as a function of q, which then can be compared to different jump diffusion models
describing localized diffusion. An example of this approach is shown in Figure 4.5,
which shows the EISF of MAPbI3 extracted from QENS fitting at 150 K and 250
K. The data is compared to two different models. The C3 model describes three-fold
rotation of the methyl and ammonia groups around the C−N axis. The C3 ⊗ C4
describes a combined C3 rotation of the methyl/ammonia groups and a four-fold
rotation of the whole MA molecule, as was described by Chen et al. [14]. As can
be seen, the data in the orthorhombic phase at 150 K is in good agreement with
the C3 model. The data at 250 K, however, shows smaller EISF (larger portion of
quasielastic scattering), than what the C3 model predicts, and is in good agreement




There are several different types of neutron spectrometers, utilizing different technical
approaches for measuring the scattered neutrons as a function of energy and momen-
tum transfer. In this thesis, I have used two different experimental techniques for
INS, namely neutron time-of-flight spectroscopy, and neutron backscattering spec-
troscopy. The main characteristic difference between these two techniques is that
they probe different parts of (q, E) space, with different resolutions. Since the mea-
sured scattering signal is related to the Fourier transform of correlation functions
in real space and time, different parts of the probed momentum and energy space
translates into different probed length- and time-scales, respectively, of the dynamics
in the studied systems. The probed timescale can roughly be related to the energy
transfer by ∼ ~/E, and the probed length scale can roughly be related to the mo-
mentum transfer by ∼ 2π/q. More specifically, neutron backscattering spectroscopy,
allows to achieve the highest possible energy resolution (in the µeV range), thus al-
lowing to probe slow timescale dynamics, on the order of nanoseconds. However, for
neutron backscattering the energy transfer window is quite limited and in order to
access larger energy transfers (i.e. faster timescale dynamics), neutron time-of-flight
spectroscopy has been used. In what follows, I will describe the basics of neutron
time-of-flight and backscattering spectroscopy.
5.1 Neutron time-of-flight spectroscopy
A common technique for inelastic neutron scattering is neutron time-of-flight spec-
troscopy. As examples, both IN5 and IN6 at the Institut Laue-Langevin (ILL) lo-
cated in Grenoble, France, which were used in this thesis, are time-of-flight (TOF)
spectrometers. The basic idea in TOF spectroscopy is that the neutron energy is
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measured by measuring the time it takes for the neutron to cover a well-defined dis-
tance between the sample and a detector. If the time and distance are known, the
neutron velocity can be determined, and the velocity can be related to the corre-
sponding neutron energy.
There are two types of TOF spectrometers, called direct geometry spectrometers
and indirect geometry spectrometers. In a direct geometry spectrometer, the incident
energy is fixed, whilst for an indirect geometry spectrometer, the final neutron energy
is fixed. For simplicity, we only here consider a direct geometry spectrometer, which
is the most simple technical setup to understand.
In a direct geometry spectrometer, the beam has first to be monochromatized
and pulsed (in order to set the incident ’time’ of the neutrons). This can be done
in several ways. For example, on the TOF spectrometer IN6 at the ILL, diffraction
of a well-known single-crystal is used for monochromatizing the beam which is then
pulsed by using series of rotating disks, called choppers. The choppers are rotating
disk made from neutron absorbing material, with transparent slits that allows to
create a pulsed beam. Another method is used on the TOF spectrometer IN5 at the
ILL, where the beam is both monochromatized and pulsed using disk choppers. After
the beam has been pulsed and monochromatized, the time it takes for the neutron
to reach the detector can then be used to measure its energy. The wavevector of the
scattered neutron is measured by having detectors at different positions, which are
translated into various scattering angles. An illustration of the TOF spectrometer
IN5, which can be considered as a prototypical direct-geometry TOF spectrometer,
is shown in Figure 5.1
The recorded raw data in a TOF experiment, N(2θ,TOF), thus contains the
number of counted neutrons as a function of their TOF and scattering angle 2θ
(Figure 5.2). It is therefore necessary to reduce the raw data and apply different
corrections in order to obtain the wanted dynamical structure factor S(q, E), which,
ideally, is method-independent i.e. only contain information of the sample. In this
thesis, this was done in the following steps. Since the number of counts depend on
the measurement time, it was normalized to the monitor count. The efficiency of the
detectors were accounted for by normalizing to measurements on a vanadium sample.
V is (approximately) a purely incoherent scatterer, σcoh ≈ 0.0184 barn and σinc ≈
5.08 barn, and the scattering of V is thus roughly isotropic. This normalization is
done by integrating the vanadium measurement over time-of-flight channels around






Figure 5.1: Schematic sketch of the direct-geometry time-of-flight spectrometer IN5
at the ILL, Grenoble, France. The figure was taken from [110].
Measurements on an empty cell should be subtracted in order to remove the scat-
tering from the sample holder and cryostat (or possible from other parts of the
instrument). The empty can measurements need also before this subtraction to be
normalized to monitor count and a vanadium standard. The neutron detectors effi-
ciency also depends on the neutron energy, and needs to be corrected for. For this
purpose, for the cases of IN6 and IN5, special empirical relations can be used that are
implemented in the data analysis software LAMP [111]. The result is then related
to the double differential cross section d2σ/dΩdTOF (number of neutrons per time
scattered into the solid angle dΩ and with time-of-flight in the range dTOF + TOF
). This is still measured as a function of the time-of-flight and scattering angle, and
needs to be converted to the (q, E) domain. The wave vector transfer q is related to
the scattering angle and energy transfer according to









Hence, q depends on both the scattering angle and the energy transfer non-linearly.
Therefore one scattering angle does not corresponds to one q, but it changes with
energy transfer. The TOF instrument thus probes a curved region of the (q, E)
space. Figure 5.3 shows an illustration of the data reduction steps in TOF spec-
troscopy. Note that once converted to the (q, E) domain, the probed domain is
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Figure 5.2: Raw time-of-flight data from IN5 on MAPbI3 and the empty sample can
(EC) at T = 100 K showing the scattering data as a function of scattering angle
and time-of-flight channel (time). The right panel shows the time-of-flight spectra
for 2θ = 115◦.
curved. The maximum energy loss is roughly 2 meV in this case of 5 Å incident
wavelength neutrons and is determined by the incident neutron energy (the neutron
cannot lose more energy than it has). The maximum energy gain is, in principle, un-
limited; though it is limited by the time between neutron pulses, so that the fastest
neutrons do not overlap with the slowest neutrons in the previous pulse; in Figure
5.3 it is only shown up to −50 meV after conversion to S(q, E). After this treat-
ment, the measured dynamical structure factor S(q, E) is still convoluted with the
instrumental resolution function R(q, E). For the purpose of QENS analysis, this
can be determined by measurements of the sample at low temperature (2 K) where
all dynamics is assumed to be frozen-in (no quasielastic scattering), or by measure-
ments of a vanadium sample, which scatters only elastically. Further corrections of
the data that were not mentioned here might include multiple scattering corrections,
and corrections for absorption and self-shielding of the sample.
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Figure 5.3: Illustration of some data reduction steps for conversion from the raw
neutron TOF data to the measured dynamical structure factor S(q, E), the GDOS,
or the dynamic susceptibility χ′′(q, E) which is related to the dynamical structure
factor by a correction for the Bose population i.e. S(q, E) = (1/π)[1+n(E)]χ′′(q, E),
where n(E) = [exp(E/kbT )− 1]−1 denotes the Bose-Einstein population factor. The
plot of χ′′(q, E) shows the absolute value of χ′′(q, E) which otherwise is an odd
function of energy. The TOF data was taken on a powder sample of MAPbI3 at
100 K using an incident neutron wavelength of 5 Å. Note that the conversion to the
GDOS involves averaging over a certain q-range
5.2 Neutron backscattering spectroscopy
Neutron backscattering spectroscopy is a technique which allows to achieve very high
energy resolution, in the µeV range. The backscattering technique is based on the
fact that for Bragg angles close to 90◦, the Bragg reflected wavelength band ∆λ
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Figure 5.4: Schematic sketch of the IN16B backscattering spectrometer at the ILL,
in its high flux configuration. The figure was taken from [112].






+ cot θ∆θ, (5.2)
where ∆θ is the uncertainty in angle, i.e. the divergence of the beam. ∆d/d is the
relative uncertainty in lattice spacing and can be interpreted as the relative width of
the wavelength band for an infinitely sharp collimated beam, and is mainly related to
the quality of the crystal. For θ = 90◦ the second term in Eq. (5.2) vanishes, meaning
that ∆λ/λ is independent, to first order, of the divergence of the beam [113]. The
backscattering technique thus uses a Bragg angle close to 90◦ for the selection and
for the analysis of the energy of the neutrons, in order to achieve highest possible
resolution [113].
An illustration of the neutron backscattering spectrometer IN16B at the ILL,
which have been used in this thesis, is shown in Figure 5.4. The basic operation
of this instrument will be described below. First, the neutron velocity band is se-
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lected in a velocity selector. The background chopper pulses the beam, which is then
deflected onto a Doppler monochromator. The Doppler monochromator consists of
high quality silicon crystals mounted on a so-called Doppler drive, a device allowing
the monochromator to move forwards and backwards. A 90◦ Bragg reflection from
monochromator crystals selects neutrons with wavelength of 6.271 Å (for Si(111)
crystals) [112, 114]. The selected neutron wavelength is allowed to vary by varying
the speed of the Doppler drive, because the energy of the Bragg reflected neutrons
depend on the relative speed of the neutrons and the Doppler drive. The Bragg
scattered neutrons go back through slits in the rotating deflector, whilst the back-
ground chopper is closed during this time interval, allowing to significantly reduce
the background. This leads to a pulsed beam of neutrons, with an energy band
determined by the Doppler drive frequency, is incident on the sample. Neutrons are
scattered from the sample, and only those with a certain final energy, determined by
the backscattering reflection at the analyser crystals, are reflected to the detectors
and counted [112, 114]. Thus, IN16b can be considered as an indirect geometry spec-
trometer where the final energy is determined by Bragg scattering of the analyzer
crystal, whilst the incident energy is varied in a known way by the Doppler drive.
Depending on how the Doppler drive is setup, different measurement types are
possible. If the Doppler drive frequency is set to zero, only the elastically scattered
neutrons are reaching the detector. This mode can be used to measure the elastic in-
tensity as a function of temperature, which can provide information about the mean
squared displacement and qualitative information of relaxational dynamics in the
sample (i.e. which temperature range the dynamics is accessible to the instrument
timescales). If the Doppler drive is moved with a periodic velocity profile, an energy
spectrum can be obtained. The maximum accessible energy transfer is typically in






6.1 Cation dynamics in the MA1-xFAxPbI3 system
The results on the MA1−xFAxPbI3 materials are reported in Papers I and II. Moti-
vated by the lack of understanding pertaining to the structure of the low-temperature
phase of FAPbI3, and how the doping of MA allows to stabilize the perovskite struc-
ture of FAPbI3, the local structure and vibrational dynamics in MA1−xFAxPbI3 (x =
0.0, 0.6, 0.9, and 1.0) were investigated by INS combined with first-principles calcula-
tions. A particular focus was on probing the vibrational dynamics and local structure
of the FA cation in the low-temperature disordered γ-phase, of which only limited
information are, so far, available. The use of density functional theory (DFT) and
ab-initio molecular dynamics simulations in combination with by the INS data, which
is particularly sensitive to the organic cations, allowed to obtain a detailed atomistic
understanding of the cation vibrations and underlying local structure around the
organic cations in the materials. In particular, by analysis of the INS data in com-
bination with the DFT calculations, a complete assignment of the full vibrational
spectrum of FAPbI3 was obtained. Further, the INS experiments on FAPbI3 pro-
vide direct evidence of the formation of a low temperature orientational glass, thus
confirming previous studies which have indicated this. The combination of the INS
and first-principles allowed further to clarify some details about the stabilization of
the perovskite structure of FAPbI3 by doping with small amounts of MA organic
cations. In particular, it was found that the hydrogen-bonding interactions around
the formamidinium cations are strengthened as a result of cage deformation, and
that this is accompanied by a weakening of the methylammonium interactions with
the surrounding framework. One may hypothesize that these interactions involving
the FA cations results in a locking effect, which strongly increases the stabilization
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of the perovskite structure of FAPbI3. In order to obtain further information of the
dynamics of organic cations in MA1−xFAxPbI3, the rotational dynamics of organic
cations were also studied by using QENS. A particular focus of this study was to de-
termine the details of the FA cation rotational dynamics across all crystallographic
phases. The results show that, in the high-temperature cubic phase of FAPbI3,
the FA cations undergo nearly isotropic rotations with a relatively low activation
energy of about 24 meV which is similar to the thermal energy at ambient temper-
ature. In the tetragonal intermediate-temperature tetragonal phase, the FA cation
performs reorientational motions between preferred orientations determined by the
distortions from the cubic perovskite structure. However, in the low-temperature
tetragonal phase of FAPI, the data indicates that the FA cation dynamics is much
more complex, and most likely featured by a distribution of relaxation times and
activation energies and related to the formation of an orientational glass of FA below
140 K. The analysis was extended to include methylammonium-doped solid solutions
MA1−xFAxPbI3. Interestingly, it was found found that the MA cation dynamics be-
come drastically faster in the low-temperature phase of MA0.4FA0.6PbI3 and that
the organic cation dynamics is much less dependent on temperature in the mixed
phases which is directly linked to the suppression of several structural phase tran-
sitions and an increasing disorder. This provides further support of the hypothesis
from the INS results, that the strengthening of the FA−PbI3 framework interactions
upon doping with MA cations, introduces a locking effect, which strongly increases
the stabilization of the perovskite structure. Such detailed understanding of how
MA doping leads to a stabilization of the perovskite structure of FAPbI3 is crucial
for further development of new materials with higher stability. In particular, the
main hindrance in using FAPbI3 in a real photovoltaic device, is the poor stability
of the perovskite phase, which rapidly transforms into a hexagonal polymorph, of
little use to photovoltaics. Thus, the results presented in this work could thus lead to
new design strategies for improving the stability of FAPbI3, and other metal halide
perovskites.
6.2 Hydride-ion dynamics in SrVO2H
The results on the hydride-ion dynamics in SrVO2H is reported in Papers III and
IV. The diffusional dynamics of hydride-ions in the layered perovskite-type oxyhy-
dride SrVO2H was studied by QENS techniques. An exhaustive analysis of QENS
data from both neutron time-of-flight and backscattering spectroscopy, allowing to
probe a wide dynamic range, show that hydride-ions exhibit two-dimensional diffu-




















r2 = rate for backward jumps (> r1)
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Figure 6.1: (a) Schematic sketch of the hydride-ion diffusion mechanism in the ab-
plane of SrVO2H, from Paper III, Ref. [90]. (b) Illustration of the vibrational modes
of the hydride ions in SrVO2H. The vibrational modes divide into a localized degen-
erate bending mode (labelled ω⊥) and a highly dispersed stretching mode (labelled
ω‖). Both of these modes are split due to the AFM structure. Sr, V, O, and H atoms
are illustrated as grey, blue, red, and pink spheres respectively.
be described as a temporally correlated vacancy assisted jump diffusion, with an
increased rate for backward jumps. It should be stressed that such a correlated dif-
fusion mechanism is usually not considered in QENS experiments on ionic conductors
in general. The analysis methods applied in Paper III might thus be of more general
use for interpreting QENS data of solid ionic conductors where the concentration of
mobile species is high, that is, the vacancy concentration is low. A schematic sketch
of the correlated hydride-ion diffusion mechanism in SrVO2H is shown in Figure 6.1
(a). These correlation effects occurs due to the small amount of hydride-ion vacan-
cies present in the material. This means that once a hydride-ion has made a jump
to a vacant site, the probability of a return jump is significantly enhanced because
there is a larger (than average) probability to find a vacancy at the original posi-
tion. Such a correlated diffusion mechanism is expected to decrease the hydride-ion
conductivity because a large portion of the hydride-ion dynamics becomes tempo-
rally localized around a particular vacancy. These results thus suggests that tuning
of the hydride-ion and/or oxygen-ion vacancy concentration in SrVO2H thus repre-
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sents a promising gateway for improving the ionic conductivity of this already highly
hydride-ion conducting material. In order to gain more insight of the vanadium-
hydrogen bonding situation in SrVO2H, and to understand how this is related to
the hydride-ion diffusion, the vibrational dynamics of SrVO2H was studied by INS
and infrared spectroscopy in combination with phonon calculations based on density
functional theory. The vibrational modes of the hydride ions was found to divide
into a degenerate bending mode (perpendicular the H−V−H chain direction) and a
highly dispersed stretching mode (along the H−V−H chain direction), see Figure 6.1
(b). The bending mode, which is seen at around 800 cm−1, was found to be clearly
split into two components separated by about 50 cm−1, and this splitting was shown
to occur due to the doubling of the unit cell from the antiferromagnetic structure.
Interestingly, analysis of the results from the DFT calculated phonon dispersion in
combination with the INS data, reveal unusually large spin-phonon coupling effects,
that stiffens H-based modes by 50−100 cm−1, even though super-exchange coupling
via H is relatively small. Large frequency shifts (on the same order of magnitude) was
also found for the V−O modes. These results provide direct evidence for the novel
and interesting many-body effects that can occur in strontium vanadium oxyhydride





To conclude, this thesis has presented neutron scattering investigations on the dy-
namical properties of two interesting classes of materials, namely the organometal
halide perovskite system MA1−xFAxPbI3, and the transition metal oxyhydride SrVO2H.
For the MA1−xFAxPbI3 system, the results have provided an detailed analysis of
the FA organic cation dynamics. Both the vibrational and rotational dynamics of
the FA cation have been characterized by using inelastic and quasielastic neutron
scattering, respectively. Such a detailed knowledge of the FA organic cation dy-
namics, have allowed to increase the fundamental understanding of the metal halide
perovskites materials, in general, and in particular with regards to FA-containing
materials, which nowadays are gaining an increasing interest. These new insights
are hoped to be used for a rational design of new materials with, hopefully, unprece-
dented properties. Given the large chemical space to explore for the development
of new compounds, it is critical to increase the fundamental understanding of these
materials, of which the research presented in this thesis represents a small part.
Of course, there is a lot of future work to build on to the results presented in this
thesis, some which I have already initiated. In particular, in Paper II, it was found
that the MA1−xFAxPbI3 materials are featured by a highly overdamped phonon
dynamics in the intermediate and high temperature phases. While this observed
“phonon melting” happens at the onset temperature for the dynamics of the organic
cation (MA), recent studies on the very similar (all-inorganic) material CsPbBr3 sug-
gests that the observed “phonon melting” is a generic feature of the soft lead iodide
framework [16, 18]. Accordingly, the nature and effect of the organic cation and per-
ovskite lattice dynamics on the structural and optical properties of MHPs remains
unclear. To answer this question, I thus plan to conduct an variable temperature
INS study (beamtime is planned for later in this year) on the all-inorganic perovskite
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CsPbI3, probing the phonon density of states in all crystallographic phases. Through
a comparison with the MA1−xFAxPbI3 system, which have been studied in this the-
sis, this is hoped to elucidate even further the “phonon melting” phenomena in lead
iodide perovskites, and would significantly advance the fundamental understanding
of the metal halide perovskites in general.
Another future project which is related to the MA1−xFAxPbI3 samples, concerns
trying to investigate the MA dynamics in thin films of MAPbI3 by using neutron
scattering. INS studies of thin film samples are generally a large technical challenge
due to the drastically reduced sample volume. This project builds onto the results
in Paper V (which is listed as an additional publication not included in the thesis),
and the plan for this project is to use a method developed recently by Wolff et al.
[115], in which the neutron wave field can be enhanced in a sample with a quan-
tum well resonator structure. Specifically, by using a multi-layer structure where a
sample material is sandwiched between two layers with high scattering length den-
sity, a quantum well is formed for the neutrons. An example of this is shown in
Figure 7.1 which shows a sketch of a possible quantum well resonator sample made
from MAPbI3. The sample of MAPbI3 is sandwiched between layers of Ni, which
has a higher scattering length density, thus allowing a potential well to be formed.
When shined at grazing incidence (below the critical angle of total reflection), at
critical angles where the wavevector transfer matches the resonance condition of the
potential well, a standing wave is formed with an increased amplitude of the neutron
wave function, resulting in an increased probability of incoherent scattering from
the sample [115]. In a first step, the plan is to grow such a sample, with MAPbI3
sandwiched between layers of high scattering length density. The plan is then to
first measure the neutron reflectometry, in order to evaluate if such a sample could
work as a quantum resonator. If successful, the second step would then be to try to
measure the inelastic and/or quasielastic neutron scattering from the film.
Another project which already has been initiated concerns so-called ”2D” lead
iodide perovskites. These materials are formed by having a larger organic cation on
the A-site in the perovskite, too large to fit into the perovskite cage. This disrupts
the perovskite framework, leading to a layered structure consisting of (one or sev-
eral) inorganic sheets of PbI6 octahedra separated by layers of organic cations, held
together by electrostatic forces. Since the organic cations are electronically insulat-
ing, electron and hole transport is hindered between different layers, thus rendering
the materials as quasi-2D [116]. Such materials are currently attracting an increas-
ing interest because they show higher stability towards moisture, thus opening new
paths for stabilizing perovskite-based photovoltaic devices [116]. However, little is




























Figure 7.1: Schematic sketch of a possible quantum well resonator sample made from
MAPbI3 (CH3NH3PbI3. The sample of MAPbI3 is sandwiched between layers of Ni,
which has a relatively high scattering length density.
materials, and as for their 3D counterparts, the dynamics is believed to play a large
role in the materials properties [117]. I have already performed INS and QENS
measurements on the two prototypical 2D lead iodide perovskites BA2PbI4 (BA =
butylammonium;) and PEA2PbI4 (PEA = phenylethylammonium). The aim of this
project is to characterize both the reorientational organic cation dynamics and the
lattice dynamics in these two prototypical materials.
With regards to the oxyhydride SrVO2H, this thesis present detailed investiga-
tions of the hydride-ion dynamics in SrVO2H. By combining neutron backscattering
and time-of-flight spectroscopy, allowing to probe a wide range of timescales, the
hydride-ion diffusion mechanism have been characterized in detail (Paper III). In-
terestingly this study shows that the hydride-ion diffusion in SrVO2H is confined to
the ab-crystallographic plane (i.e. 2D diffusion), and that the diffusion step is tem-
porally correlated, with an increased rate for backward jumps. A new perspective
to advance further the understanding of hydride-ion diffusion in SrVO2H has been
recently given by preliminary data from our collaborators at Stockholm University,
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which showed that SrVO2H can form non-reversibly a cubic anion-disordered phase
by heating in a strictly oxygen-free environment. In such a cubic phase, the hy-
dride and oxygen anions are disordered, and one thus expects 3D diffusion. This
presumably leads to a drastically different diffusion process and one can hypothesize
that the correlations effects observed in the hydride-ion diffusion in the ab-plane of
SrVO2H are reduced in the cubic phase, which possibly could lead to an increased
hydride-ion mobility. An upcoming future study is thus to study this cubic phase
SrVO2H, first by neutron diffraction, in order to elucidate the nature of the phase
transition (both structural and possible magnetic), and later on with QENS and INS
in order to study the hydride-ion diffusion and vibrational dynamics.
With regards to the INS study of SrVO2H (Paper IV), it was found rather surpris-
ingly, that SrVO2H shows a large spin-phonon coupling, leading to large energy shifts
and splittings of the H based vibrations. Such large spin-phonon coupling is rare and
illustrate the interesting many-body effects that can occur in strontium vanadium
oxyhydride phases. However, the magnetic ordering of SrVO2H is found to be intact
far above room temperature [89, 90] and its possible that the Néel temperature is
close to or even above the decomposition temperature of the material. In effect, it
was impossible to study the paramagnetic phase of the material in this study. Still,
in order to prove the strong spin-phonon coupling experimentally, one would need
to measure the INS spectra as a function of temperature upon heating through the
Néel temperature. In a future study, I plan to investigate the vibrational dynam-
ics in the two related Ruddlesden-Popper strontium vanadium oxyhydride phases
Srn+1VnO2n+1Hn (n = 1, 2) [89]. In particular, Srn+1VnO2n+1Hn has a lower Néel
temperature than SrVO2H (170 K and 240 K for n = 1 and 2, respectively [89])
allowing to measure the INS spectrum directly in both the magnetically ordered
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[89] F. Denis Romero, A. Leach, J. S. Möller, F. Foronda, S. J. Blundell, and M. A.
Hayward, Angew. Chemie - Int. Ed. 53, 7556 (2014).
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