We combine a quantum dynamical propagator that explicitly accounts for quantum mechanical time ordering with optimal control theory. After analyzing its performance with a simple model, we apply it to a superconducting circuit under so-called Pythagorean control. Breakdown of the rotating-wave approximation is the main source of the very strong time-dependence in this example. While the propagator that accounts for the time ordering in an iterative fashion proves its numerical efficiency for the dynamics of the superconducting circuit, its performance when combined with optimal control turns out to be rather sensitive to the strength of the time-dependence. We discuss the kind of quantum gate operations that the superconducting circuit can implement including their performance bounds in terms of fidelity and speed.
I. INTRODUCTION
The interaction of matter with electromagnetic fields provides access to study the structure and dynamics of quantum systems. Quantum control takes this concept one step further, asking how the external fields can be used to steer the dynamics in a prespecified, desired way. Optimal control theory [1, 2] is a set of methods to derive the shape of the electromagnetic fields that accomplish a given task in the best possible way. Its application ranges from nuclear magnetic resonance [3] , driven electron dynamics [4] [5] [6] [7] , or photoinduced chemical reactions [8] all the way to quantum information science [9] [10] [11] (see Ref. [1] for a more comprehensive overview). Very often, optimal control calculations yield pulse shapes which vary very strongly as a function of time. This results in non-negligible effects of quantum mechanical time ordering, due to the non-commutativity of an explicitly time-dependent Hamiltonian with itself at two different instances of time. This fact has so far been completely ignored.
In order to assess the effect of time ordering in quantum optimal control theory, a numerical propagation scheme is required that allows to account for this effect while still being efficient. The latter is crucial since optimal control algorithms require many propagations to derive suitable pulse shapes. Generally, semi-global methods offer the best compromise between accuracy and efficiency. They are based on splitting the overall domain of integration into small sub-intervals and solving the differential equation of interest with a spectral method, i.e., a global approximation, within the small interval. In the spatial domain, these approaches are typically summoned under the term finite element discrete variable representation. An equivalent approach in the time domain is given by the iteratively time ordering propagator introduced in Ref. [12] . In a nutshell, it is based on rewriting the action of the explicitly time-dependent part of the Hamiltonian onto the system state as an inhomogeneity such that the homogenous Schrödinger equation with explictly time-dependent Hamiltonian becomes an inhomogeneous Schrödinger equation with time-independent Hamiltonian. The formal solution of the resulting inhomogeneous Schrödinger equation can be determined using a spectral method [13] , similarly to the Chebyshev propagator [14] for the (homogeneous) Schrödinger equation with time-independent Hamiltonian. Such a propagator that explicitly accounts for time ordering is capable of efficiently computing arbitrary time-dependencies of the quantum system up to a very high precision [12] . This is in contrast to more commonly used propagation methods such as the Chebyshev propagator with a piecewise constant (PWC) approximation of the Hamiltonian's time-dependence. For Hamiltonians that exhibit a strong time-dependence due to rapidly oscillating fields, the PWC approximation becomes either imprecise for large time steps or inefficient for small time steps. Moreover, the approach is not limited to the conventional time-dependent Schrödinger equation (TDSE) but can also be extended to other forms of the equation of motion, be it non-linear or non-unitary [15, 16] .
Having an accurate and efficient propagation method for explicitly time-dependent problems at hand, we can assess the role of time ordering in quantum optimal control theory. To this end, we merge the iteratively time ordering propagator [12, 15, 16] with a gradient-based quantum optimal control algorithm, namely Krotov's method [8, [17] [18] [19] [20] . Compared with other optimal control variants, Krotov's method comes with the advantage that monotonic convergence is guaranteed for a wide range of control problems [20] , including non-linear equations of motion, a non-linear interaction with the control or 'unusual' target functionals that are useful in the context of quantum information [10, 11] . We first test the new algorithm for a simple control problem, the quantum harmonic oscillator under frequency control, and then apply it to quantized superconducting circuits. These are one of the most promising physical platforms for quantum in-formation processing. Unlike qubits encoded in atoms or ions, the rotating wave approximation is not well justified in this case. In other words, the external fields driving the dynamics of superconducting circuits often exhibit a very strong time-dependence. This makes them a suitable test case for our algorithm.
The paper is organized as follows. We present the iteratively time ordering propagator and its combination with Krotov's method for optimal control in Sec. II. Section III analyzes the performance of the propagator as well as its combination with Krotov's method for the harmonic oscillator. The application of the new method to a superconducting circuit is presented in Sec. IV. We conclude in Sec. V.
II. NUMERICAL METHODS
We briefly recall the iterative time ordering (ITO) quantum propagator [12, 15, 16] in subsection II A and detail its implementation in Appendix A. In subsection II B, we discuss how to combine iterative time ordering with Krotov's method for quantum optimal control [17, 20] .
A. Quantum Dynamics with Iterative Time Ordering
The basic idea of the ITO quantum propagator is to rewrite the equation of motion as an inhomogeneous first order ordinary differential equation (ODE). The formal solution of this ODE can be constructed by expansion into orthogonal polynomials, similar to the Chebychev [14] or Newton propagator [21] for the standard timedependent Schrödinger equation with time-independent Hamiltonian. Since the inhomogeneity depends on the solution of the ODE that one seeks, it must be determined iteratively in a self-consistent loop.
No matter what is the specific physical system at hand, its time evolution is described by a first order (in time) differential equation. Most commonly, the equation of motion is linear in the state of the system. This is true for both closed and open quantum systems. In the first case, the time-dependent Schrödinger equation has to be solved,
where, for convenience, we have separated the explicitly time-dependent part,
Similarly for open quantum systems, the Liouville von Neumann equation reads
where the explicitly time-dependent part of the generator is captured byσ(t),σ
and where we have assumed the Lindblad form [22] . However, the equation of motion may also depend nonlinearly on the state of the system. Famously, it does so in time-dependent functional theory [23] [24] [25] . Another example is dynamics in the mean-field approximation, such as the Gross-Pitaevskii equation in case of a BoseEinstein condensate,
=Ĥ 0 |ψ(t) + |φ(t) ,
Here, we have separated out the non-linear term, in analogy to the explicit time-dependence in Eqs. (1) and (2) |φ(t) =Ŵ(ψ, t) |ψ(t) .
Equations (1) to (3) have in common that they can all be written in the form of an inhomogeneous first order differential equation [15] ,
Here, the operator G 0 acting on the state u(t) is timeindependent and the inhomogeneity s(u(t), t) contains the entire time-dependence as well as any non-linearity of the generator. Since s(u(t), t) depends on the notyet-known solution of the equation of motion, u(t), Eq. (4) is solved iteratively, until self-consistence is reached [12] . To obtain the best possible convergence of the self-consistent loop, the inhomogeneity should be as small as possible. This can be achieved by optimally splitting the generator G(t) into time-dependent and time-independent parts, i.e., by taking the timeindependent part at the mid-point of each time interval, G 0 ≡ G((t n + t n+1 )/2) (as in the PWC approximation). The time-dependent part is the 'correction' to G(t), i.e., G td (t) ≡ G(t) − G 0 . Denoting the step in the self-consistent loop by k, k ≥ 1, Eq. (4) becomes
which requires a guess state u (0) (t) for the first step. The choice of u (0) will be discussed below.
Provided the inhomogeneity s can be written as a Taylor polynomial, Eq. (5) can be solved based on Duhamel's principle. The latter links the solution of an inhomogeneous ODE to the homogeneous solution u hom (t) = U (t)u 0 by
In our case, the homogeneous solution is simply given by
since G 0 is time-independent. In order to obtain the required form for the inhomogeneity, we first interpolate s as an orthogonal polynomial of a given order M [12, 15, 16] . The 'detour' via orthogonal polynomial yields a global approximation of s in the time interval and thus much better convergence than directly evaluating s in terms of a Taylor series [21] . Here, we choose Newton polynomials because they open up the possibility to increase M on the fly, due to their recursive definition.
For the time being, we use constant M and ChebyshevGauss-Lobatto (CGL) sampling points,
For a polynomial inhomogeneity s, the integral in Eq. (6) can be solved analytically, yielding the formal solution of Eq. (5), that is,
and
The indices k and n in Eqs. (8) denote the current iteration and time interval, respectively, with τ ∈ [0, δt]. s m are the coefficients of the Taylor-like polynomial obtained by interpolating the inhomogeneity. The function f M will be computed using a spectral method, analogously to evaluating exp(G 0 t) by expansion into Chebychev or Newton polynomials [14] . For more details see Refs. [12, 15, 16] as well as Appendix A. We now discuss how to choose the starting point u is of high importance to the convergence as well as the stability of the iterative process. We require knowledge of u (0) at the M interpolation points t n + τ j , j = 1, . . . , M , in each time step, [t n , t n + δt] to evaluate s m . In the following, we discuss three choices for the initial guess. (i) Take u (0) (t) to be constant and equal to the value at the beginning of the time step: u (0) (t n + τ j ) := u(t n ). This is the zeroth order approach, where we make use of the fact that the solution at the time t n has already been obtained in the calculation for the previous time step. This definition of the guess at each time grid point is the simplest possible approach and requires no additional calculations. However, it turns out to be the worst in terms of accuracy and leads to the largest number of iterations required for convergence.
(ii) Compute u (0) as solution to the homogeneous ODE [12] : u (0) (t n + τ j ) := u hom (t n + τ j ) where u hom is the solution to Eq. (4) when setting s := 0. It can be computed by one of the well-known quantum propagators for time-independent generators [21] . In other words, we use the solution obtained by a PWC approximation, and improve upon it iteratively. Since this approach needs multiple matrix-vector operations to determine u (0) , it is more costly than option (i) regarding both CPU time and memory. As it is a better guess, less iterations are required. However, due to high numerical costs, it is still not the best option.
(iii) Extrapolate the time-dependence of the full solution u from the previous time step [16] by evaluating Eq. (8a) for τ j shifted by δt, i.e., u (0) (t n + τ j ) := u tn−1 (t n + τ j ). The idea is that, for a sufficiently smooth overall solution u tn−1 in [t n−1 , t n ], it should provide a good initial guess for the adjacent interval [t n , t n+1 ]. For small enough δt, this choice of the guess should, on average, be the most accurate one. As for the computational cost, no additional matrix-vector operations are necessary. This can be seen by inspection of Eq. (8a): All matrix and vector components stay the same under extrapolation of t = t n−1 + τ j to t = t n + τ j ; only the value of the parameter time changes. Hence, only scalar coefficients have to be recalculated, which is negligible in terms of CPU time. On the downside, however, the vector containing the coefficients of the spectral approximation of f M as well as v m have to be stored for all τ j in order to be able to compute the extrapolation efficiently, making this the most memory consuming method. Still, if the memory can be spared, it is by far the most efficient of the three choices and recommended to be used.
B. Quantum Optimal Control with Iterative Time Ordering
Quantum optimal control theory (OCT) provides methods to compute controls, i.e., external fields {E k } interacting with the quantum system, that steer the system's dynamics in a desired way [1] . A cost functional, defined here for a single field E(t),
has to be minimized. J T is the final-time functional, indicating the figure of merit, and
encodes the intermediate-time costs. Here, we use Krotov's method [17] [18] [19] [20] , a gradient-based sequential optimization algortihm with guaranteed monotonic convergence. With the choice
the extremum condition on the functional J with respect to E yields the following equation for the 'new' field [19] 
Here, i denotes the iteration step in the optimization process. 
. The equation of motion together with its initial condition,
are an input to the algorithm, whereas the extremum condition on J with respect to the state yields
Equation (10a) assumes that J T depends at most quadratically on the state |ψ(T ) which is the case e.g. for expectation values. For more complicated dependencies of J T on the state, a second term appears in the rhs of Eq. (10a) [20] .
Equations (10) are a set of non-linear coupled equations whose numerical evaluation is not trivial. A common approximate solution is based on the discretization of the time grid [19] . It consists in using the known state |ψ (i+1) (t n ) instead of the required but unknown state |ψ (i+1) (t n+1 ) to obtain the updated pulse at the next time step, E (i+1) (t n+1 ). With the ITO propagator, we no longer rely on such an approximation to calculate the (effectively) non-linear propagation. However, when solving the equations of motion in Krotov's method with the ITO propagator, two self-consistent loops have to be combined. The control loop counts the updates of the field and is indexed by the superscript (i), cf. Eq. (10a). Within one step of the control loop, we employ a time discretization, i.e., we evaluate Eq. (10a) for 0 < t n ≤ T . This loop over n is a regular loop, not involving any selfconsistency. For a given control iteration i and time step t n , the ITO loop with index k improves upon an initial guess to determine the true state, cf. Eq. (8a). Since Eq. (10a) requires knowledge of the 'new' state, at control iteration i + 1, the loop over (i) has to be the outermost loop. However, determination of the 'new' state |ψ (i+1,k) (t n+1 ) within the innermost (ITO) loop over k, requires knowledge of field E (i+1,k) (t n+1 ) in order to evaluate the Hamiltonian. In fact, it does so not only at the sampling points of the global time grid t n but also within each time interval δt, i.e., for all t n + τ j . In other words, the inhomogeneity now involves two unknowns that must be determined self-consistently -the field E (i+1,k) (t n +τ j ) and the state |ψ (i+1,k) (t n + τ j ) . Our approach to resolve this mutual dependence consists in updating the field E (i+1,k) (t n + τ j ) alongside the state |ψ (i+1,k) (t n + τ j ) within the ITO loop. In more detail, the ITO loop, cf. Eq. (8a), is initialized by choosing an initial guess for the state, |ψ (i+1,k=0) (t n + τ j ) , just as in the original ITO propagator. Unlike in this case, where the field is assumed to be known, E (i+1,k=0) (t n + τ j ) is now calculated from |ψ (i+1,k=0) (t n + τ j ) , using Eq. (10a). This is the input for the actual ITO loop that calculates |ψ (i+1,k=1) (t n + τ j ) from Eq. (8a). The updated state |ψ (i+1,k=1) (t n + τ j ) , in turn, yields E (i+1,k=1) (t n + τ j ) which is the input for the next step of the ITO loop, resulting in |ψ (i+1,k=2) (t n + τ j ) and so forth. This procedure of conjointly updating the field and the state within the time interval [t n , t n+1 ] is repeated until self-consistency is reached. The algorithm then advances to the next time step t n+2 .
Our ansatz can be motivated as follows. Recalling the Krotov update equation (10a), the underlying problem is analogous to the one treated in the derivation of the propagation algorithm: What prevents solution of Eq. (10a) in closed form is the (implicit) presence of the lhs of the equation also in the rhs, since the state |ψ (i+1) (t) is propagated under the updated pulse E (i+1) (t). Similarly, in case of the ITO propagator, the solution |ψ(t) is present in the inhomogeneity. One can thus think of treating the non-linearity of the control equations (10) as an inhomogeneity that needs to be determined selfconsistently. The most balanced way to determine the interdependent field and state is to do it in the interleaved fashion described above.
One may wonder whether self-consistent determination of the field is really necessary. A simple alternative would be to calculate E (i+1,k=0) (t n + τ j ) only once at the initialization stage of the ITO loop (from the guess for the state) and omit updating it. This turns out to not work at all. In other words, the estimate E (i+1,k=0) (t n + τ j ) is not sufficiently close to the true field, and without knowledge of the true field, convergence of the state to the correct one is not possible either.
The ITO approach to Krotov's method in quantum control is a quite natural one, since it is closer to the timecontinuous original, derived for classical mechanics applications [17] . In quantum control, the update equation was discretized in order to numerically solve it [18, 19] . The discretization is still required for the global time interval [0, T ], in order to get a sequential update scheme that evaluates the 'new' field at each time t n . However, we no longer need an approximation for the time interval [t n , t n+1 ], i.e., on the small scale of a single time step δt. Instead of replacing the actually required state by the known one from the previous time step [19] , the update formula (10a) is now solved in its continuous form by iteratively converging it. Just as the ITO propagator, Krotov's method is now solved semi-globally with respect to the time steps.
III. NUMERICAL BENCHMARK: HARMONIC OSCILLATOR
In this section we analyze both the propagator alone as well as its application in OCT with respect to their numerical performance. Of particular interest is the efficiency, i.e., the quality of the solution per numerical effort.
A. Benchmarking the ITO Propagator
In order to determine the accuracy of a propagation, we require a physical system with external driving that has an exact analytical solution. A system which matches this requirement without being numerically trivial is the linearly driven harmonic oscillator (HO). The Hamiltonian readsĤ
wherex andp denote the position and momentum operators, respectively, and m and ω are mass and frequency of the oscillator. We assume a driving field of the form
In addition to the time-dependence of the envelope, there are fast oscillations with frequency ω L . This parameter allows us to control the strength of the time-dependence of the calculations. The analytical solution of the driven HO (11) is known for the case that the system is initially prepared in an eigenstate of the undriven HO such as the ground state Ψ 0 (x) = x|0 [26] . One first has to compute the expectation values for position and momentum are then associated with the imaginary and real parts
For our choice of pulse, Eq. (12), the integral in (13) can be solved analytically. We will analyze the numerical stability and efficiency of the ITO propagator in terms of two parameters, the size of the time step, δt, and the expansion order of the inhomogeneity, M . For the ITO propagator, δt has to be chosen carefully, as a bad choice compromises the convergence behavior. M corresponds to the number of sampling points τ j in each local time grid, i.e., within the interval [t, t + δt]. Since M determines the accuracy of the approximation of the inhomogeneity, it affects how well the solution is improved in each iteration. As a consequence, it potentially has a large impact on the required number of iterations. Hence, a good choice of M is imperative both for efficiency and stability of the propagator.
We analyze the numerical effort as a function of both parameters in Fig. 1 . The upper panel shows the number of iterations N iter required to reach an accuracy of 10
as a function of the number of time steps n t (which is inversely proportional to δt for fixed T ) and the order M of the inhomogeneity. The lower panel displays additionally the elapsed CPU time T CPU for that computation [27] . A direct correlation between the required number of iterations and the CPU time is observed: In Fig. 1(b) , two sharp bends occur -the first one at the point where 2 iterations begin to suffice to reach convergence, at roughly n t = 700; prior to that, on average, 2 to 3 iterations were required. Between n t = 700 and 1900, there is a plateau in the required number of iterations, since the increase of n t , i.e. decrease of δt, did not suffice to reach convergence within less iterations, although the accuracy (per itera-tion) was increased. During this plateau, the increased number of time steps thus only leads to a larger numerical effort, as can be seen in the CPU time. The second bend is the larger one, at n t = 1900, where the propagator first was able to reach convergence within one single iteration, for some of the time steps, leading to N iter between 1 and 2. Further decrease of this quantity due to decrease of δt rapidly improved the CPU time, untilagain -a plateau is reached at N iter = 1. At this point, a further decrease of δt is not reasonable, since it can only increase the numerical effort without any gain, because less than one iteration is of course not possible.
A similar relation between T CPU and N iter can be observed in Fig. 1(c, d) . For constant δt, an increase in M leads to higher CPU times up to the point where the number of iterations is noticeably reduced below 3. The effort decreases then, until N iter = 2 is reached. Interestingly, N iter increases again when further increasing M . This is counter-intuitive, since a higher order should decrease the number of iterations. However, for too high orders M numerical instabilities occur in the interpolation of the inhomogeneity in orthogonal polynomials. In fact, for M > 16 the procedure does not converge at all. Failure to reach convergence happens, of course, also for too small M since then the inhomogeneity is not represented accurately enough. Between these two limits, the curve in Fig. 1(d) shows only a weak dependence on the order M , indicating a surprisingly low impact of this parameter on the efficiency. This can be explained as follows: Larger M increases the cost of each iteration while, at the same time, decreasing the average number of iterations, N iter . The two effects approximately cancel out in the end, leading to an almost constant dependence of T CPU on M . In conclusion, M should be chosen carefully in accordance with the time step size, with M = 8 representing a good starting point.
We now address the question of how iterative time ordering compares to the PWC approximation. For the latter, we employ the Chebyshev propagator [14] where, for a given δt, the number of coefficients n c required in order to reach machine precision are calculated. Hence, the time-independent problem is solved with maximal precision and the only inaccuracy is due to the PWC approximation. In other words, there is only one free parameter, which also determines precision -δt or the number of time steps n t . Figure 2 compares the CPU time required to reach a certain accuracy for the two propagation approaches. The accuracy corresponds to the maximal deviation of the numerical solutions from the analytical one. For the Chebyshev propagator and the PWC approach, we continuously increased n t , respectively decreased δt, in order to continuously improve the quality of the PWC approximation. Figure 2(a) shows the number of required Chebyshev coefficients n c within each time step δt. We observe a strong decrease of n c (as δt decreases from left to right) from about 300 to 5 in the end. For the ITO propagator, the number of time steps was set constant to n t = 4000, and only the order M was varied, between 3 and 12, as shown in Fig. 2(b) . This leads to accuracies between 6 · 10 −5 and 5 · 10 −14 . Larger inaccuracies could not be realized with the ITO propagator. The lower limit is close to, but above machine precision and is due to accumulation of errors. Accumulation of errors is of course also -and especially -a problem for the PWC approach, where up to 10 million time steps were required to achieve the higher accuracies. In other words, the maximally attainable accuracy of the whole propagation is limited intrinsically by the choice of n t .
The CPU time increases almost linearly with the accuracy for the PWC propagations in the double-logarithmic plot as well, corresponding to an approximately cubic dependence. For the ITO propagator, the increase in CPU time with the accuracy is significantly weaker. The required CPU time varied from 2.84 s to 5.01 s for ITO and from 0.53 s to 199 s for the PWC approximation. An interesting point is at about ∆ = 10 −5 , where the two curves nearly intersect. If an accuracy higher than this value is required, the ITO propagator easily outperforms the PWC approach; the higher the accuracy, the more obvious this is. For lower accuracies, however, the PWC approach remains the best choice, being both stable and very fast. It should be noted that this threshold of ∆ cannot be generalized, since it depends on the strength of the time dependence of the problem at hand. Our example in Fig. 2 had a time-dependence of only medium strength. For problems with stronger dependencies, e.g. more oscillations in the pulse, the threshold becomes much lower, and vice versa. We now determine the numerical effort required to reach a certain quality of the optimization result. The system to be controlled is once again the HO, this time described by a slightly different Hamiltonian,
i.e., we set ω = m = 1. The control function E(t) effectively represents the frequency (or rather its square) of the harmonic potential which alters the system's eigenstates. We begin in the ground state |ψ 0 of the HO for ω = 1 and seek to transfer it into the ground state of a HO with ω = 1/2, by varying the harmonic potential's frequency via E(t). The effort is measured in terms of number of iterations N iter and performed matrix-vector operations to reach a given fidelity or final time functional value,
J T measures the difference between the final state |ψ(T ) and the target state |ψ target . The results of the benchmark are shown in Fig. 3 . The improvement per control iteration is very similar for both methods up until around J T ≈ 10 −6 with ITO incurring a higher numerical cost. When continuing the optimization towards even more accurate controls, the PWC method could decrease J T further to around 10 −8 , whereas ITO reached a value of nearly 10 −14 . Again, being a more costly method than PWC, ITO requires a larger number of operations for an equal amount of iterations, cf. Fig. 3(b) . In contrast to the PWC approximation with which Krotov's method breaks down at around
the ITO propagator can reach the control target with essentially arbitrary (i.e., close to machine precision) accuracy.
The solutions are found to be identical up to slight variations which are due to the higher accuracy of the ITO propagator and account for the difference in the fidelities beyond J T ≈ 10 −6 . We conclude that, for the HO, the combination of Krotov's method with iterative time ordering allows for more accurate control solutions. However, this will turn out to be not a general feature, as we show below. The higher accuracy comes at the price of a larger numerical effort which increases linearly for exponentially smaller errors.
IV. PYTHAGOREAN CONTROL OF A SUPERCONDUCTING QUDIT UNDER STRONG DRIVING
A more realistic application for the previously introduced propagator occurs in the dynamics of superconducting qubits, where driving fields are often rapidly oscillating in time. Here, we consider a superconducting qubit under Pythagorean control [28, 29] .
A. Model
Quantized superconducting circuits can encode information in their lowest few energy eigenstates, since the dynamics can be confined experimentally to these relevant levels [30] . For the lowest eigenstates, the 'qubit' can be modeled by an anharmonic ladder, not necessarily ending after two (qubit) levels. Therefore, we use the term qudit in the following. The Hamiltonian for a driven N -level qudit readsĤ (t) =Ĥ 0 +Ĥ 1 (t) (16) with drift Hamiltonian ( = 1)
where n is the eigenenergy for eigenstate |n ofĤ 0 . The parameter ω 0 defines the base energy difference between adjacent levels of the qudit and β determines its anharmonicity. The control Hamiltonian is given bŷ
where E(t) is the external control field and H.c. denotes the Hermitian conjugate. As experimentally demonstrated in Ref. [29] , popula-tion inversion between non-adjacent levels of the fourlevel system can be realized using so called Pythagorean couplings [28] . The corresponding external field is given by [29] 
with ω ij = j − i and V ij the driving strength of transition ω ij . Transforming Eq. (16) into the interaction picture yields (see Appendix B for details)
The first, time-independent termĤ inf matches exactly the requirements for Pythagorean control [28] , while the second, time-dependent termĤ rot (t) contains co-and counter-rotating terms due to the rotating frame, cf. Appendix B. We neglect this term for a moment and assume Hamiltonian (18) to be entirely given byĤ inf . In this case, the control scheme has been derived analytically [28] . In order to achieve population inversion between |0 and |2 (which we will consider in the following), the driving strengths V ij must be scaled by a primitive Pythagorean triple [28] ,
with p, q odd integers. For practical purposes, since the total magnitude of all V ij can be scaled by an experimentally accessible parameter (the Rabi frequency Ω rabi ), we allow p, q to take non-integer values.
Unfortunately, the additional termĤ rot (t) in Eq. (18) vanishes only in the unphysical limit of infinite anharmonicity β. We will analyze deviations below. To account for dissipative effects due to the interaction of the superconducting circuit with its environment, we employ a Lindblad master equation [22] i ∂ ∂tρ with Lindblad operators [31] 
where T 1 is the population relaxation time and T * 2 the pure dephasing time. The parameters of Tab. I are used in the following and the qudit ladder is truncated at N = 10 levels, which was observed to suffice. Figure 4 proves that the ITO propagator also works for more complex systems than the HO; here for the qudit under Pythagorean control. The respective population dynamics (obtained with ITO) is depicted in Fig. 5 . Since an analytical solution for the dynamics is not available in this case, we compare propagations using a PWC propagator (with an increasing number of time steps) to a single propagation using ITO. Here, we assume that any PWC propagator converges to an accurate time-ordered solution provided the time discretization is sufficiently fine. We quantify the mismatch between both simula- tions by taking the time-average of the function P mis (t) = max n=0,...,N −1
B. Numerical Considerations for the ITO Propagator
with P PWC n (t), P ITO n (t) the populations in the nth level obtained with PWC or ITO propagation, respectively. As can be seen in Fig. 4 , the mismatch of the population dynamics between PWC and ITO propagation decreases linearly with increasing number of PWC time steps n t in a double logarithmic plot. Since we assume increasing accuracy of the PWC propagation for increasing n t , Fig. 4 clearly confirms that ITO holds its precision promise. Hence, in the following, we will assume that any propagation using ITO is accurate to at least O 10 −9 .
The results of Fig. 4 already indicate the strong timedependence of Hamiltonian (16) . Commonly, the timedependence of Hamiltonians can be reduced drastically by applying a rotating wave approximation (RWA). This has exemplarily been done for the interaction Hamiltonian (18), cf. Eq. (B7). Whether an RWA is a reasonable approximation depends, in general, on the actual system and problem, as well as the desired accuracy. However, ITO provides an excellent method for examining the quality of any RWA, since inaccuracies originating from numerical propagation are drastically diminished. When repeating the dissipation-free propagations of Fig. 5 (dashed lines) with the RWA-Hamiltonian (B7), the average inaccuracy of the population dynamics becomesP mis = 1.3 · 10 −3 . The RWA thus turns out to be a poor approximation. Comparing the solid and dashdotted lines in Fig. 5 reveals moreover that, in addition to the anharmonicity, also dissipation results in deviations from the ideal dynamics and hampers perfect population inversion. Experimentally, Ref. [29] observed even more drastic discrepancies to Pythagorean control for high intensity. We therefore analyze the dynamics under such strong driving below. Figure 6(a) shows the final population in the four states |0 , |1 , |2 , |3 after a fixed propagation time of T = 60 ns, obtained with fields of various intensities. Since the field is entirely determined by p and q, cf. Eq. (19), the field intensity increases from the lower left to the upper right part within each panel. For the ideal, nondissipative case, depicted in the upper row of Fig. 6(a) , a regular pattern can be observed. In comparison, the middle row shows the results obtained with Hamiltonian (16) . To emphasize the differences, dissipation has been neglected for the moment. We can clearly identify two different regions within each map. On the one hand, for weak field intensities, the ideal pattern is reproduced fairly well when taking the finite anharmonicity into account. On the other hand, for strong field intensities, the ordered structure visible in the upper row vanishes completely. When including dissipation, all maps become blurred (lower row), since the dissipation spreads the population across all levels. Nevertheless, the discrepancy between weak and strong field intensities appears with and without dissipation, i.e., the underlying effect is not related to dissipation. The solution to the puzzle can partly be found in Fig. 6(b) , where the final population outside of the subspace L = span {|0 , |1 , |2 , |3 } is shown. In the ideal case (upper row), no population can leave L, since HamiltonianĤ inf in Eq. (18) contains no coupling elements to any states |n with n > 3. In contrast,Ĥ rot (t), respectively Hamiltonian (16), does indeed contain such couplings. As visible in the middle and lower panels of Fig. 6(b) , the population leakage out of subspace L is rather small for weak fields but increases rapidly for strong fields. Moreover, in addition to pure loss of population from subspace L at final time, the operatorĤ rot (t) will also increasingly influence the dynamics at intermediate times. In order to examine the impact of the operator, while neglecting, at the same time, loss of population from L, we truncate the qudit ladder at N = 4. Note that this is definitively a bad approximation, since Fig. 6(b) has already shown the levels |n with n > 3 to contribute significantly to the dynamics. Nevertheless, repeating the simulation of the middle row of Fig. 6 with N = 4 (data not shown) yields a similar match for weak field intensities, or mismatch for strong field intensities, respectively, compared to the ordered structure of the ideal case. This shows that even without loss of population from the subspace L, the operatorĤ rot (t) compromises the ideal population inversion of Pythagorean control.
C. Dynamics under Strong Driving
Interestingly, the deviation from the ideal population inversion in Pythagorean control, caused by intense driving fields, gives rise to much richer dynamics in terms of implementable operations, i.e., quantum gates, on the subspace L. As has be shown in Ref. [28] ,Ĥ inf allows only for quantum gatesÔ ∈ SO(4) = SU(2)⊗SU(2). One can interpret the four-level qudit as consisting of two virtual qubits by assigning one of the four two-qubit basis states to each of the qudit states |0 , |1 , |2 , |3 . In this picture, it is the 'non-local' operations that are missing in the ideal case, as they are element of SU(4) \ SO(4). According to Ref. [29] , we choose the four Bell states {|Φ ± , |Ψ ± } as two-qubit basis. Figure 7 (a) shows the von Neumann entropy S [32] , as a measure of entanglement between the two virtual qubits, for the final states of Fig. 6(a) (middle row) . As can be seen, weak fields are not able to change the amount of initial entanglement. This perfectly agrees with the observations in Fig. 6 , since weak fields yield good agreement with the prediction of Pythagorean control. Thus, the implemented quantum gates are operationsÔ ∈ SO(4), at least roughly so. For strong field intensities, the implemented quantum gates become entangling, as the change in S indicates. The gate concurrence C [33] can be used in order to quantify the entangling power of these quantum gates. It ranges from C = 0 (non-entangling) to C = 1 (maximally entangling) and is shown in Fig. 7(b) (gray background shading) for the final states of Fig. 7(a) , respectively Fig. 6 (middle row). As can be seen, strong field intensities create maximally entangling gates for almost all combinations of p and q.
We now analyze the implemented quantum gates. To this end, we perform a Cartan decomposition, which separates each gate into its local and non-local content [34] . The non-local content unambiguously determines the entangling power of each gate. It is given by three real numbers, the local invariants g 1 , g 2 , g 3 [35] . We call two gatesÔ 1 ,Ô 2 ∈ SU(4) locally equivalent and say they are in the same equivalence class [Ô 1 ], if they only differ by local operationsk 1 ,k 2 ∈ SO(4), i.e.,Ô 1 =k 1Ô2k2 . It is straightforward to calculate the local invariants for all final gates of Fig. 7 and compare them against equivalence classes of common entangling two-qubit gates, cf. right column of Fig. 7 . For strong field intensities, we find various regions, where the implemented gates are close to a specific equivalence class of entangling twoqubit gates. This shows, that depending on the field parameters p, q for Pythagorean control, a large set of entangling two-qubit gates can be realized. Note that the check for closeness to an equivalence class is rather loose with | g − g ec | ≤ 0.1, g = (g 1 , g 2 , g 3 ) and g ec corresponding to one of the triples shown on the right side of Fig. 7 . Moreover, to counter the loss of population from the subspace L, which makes the actually implemented quantum gates non-unitary within L, a singular value decomposition has been applied in order to get the closest approximate unitary operation on L. Therefore, the characterized gates are not accurate in terms of necessary gate fidelity for quantum computing [36] . Nevertheless, they are still a hint towards the qudit's natural evolution and, in particular, they emphasize the large amount of gates, which are accessible by varying p, q. Since gate generation in Fig. 7 is limited to the analytical pulse (17) , it is natural to ask whether the gate fidelities can be improved when optimizing the pulse.
D. Pythagorean Control using Krotov's Method with ITO
We first check how Krotov's method with ITO, as described in Subsection II B, performs for the qudit under Pythagorean control. We consider two control problems. First, in order to compare with Sec. III B, the control problem is a state-to-state transition. Specifically, we seek to achieve population inversion from |0 to |2 where it would not occur naturally. The target functional is again given by Eq. (15) . Second, in order to obtain a deeper understanding of Fig. 7 , the control problem consists in implementing a predefined two-qubit gateÔ at final time T . To this end, the figure of merit J T in the optimization functional (9) is taken to be [19] 
The set {|Ψ n (t) } corresponds to the forward propagated initial states {|n }, given by the states from the subspace L = span{|0 , |1 , |2 , |3 }. This control problem is significantly more challenging than a state-to-state optimization. In terms of control complexity, it is equivalent to optimizing simultaneously four state-to-state op- timizations, one for each state in the logical basis [37, 38] . For the first control problem, Fig. 8 compares the performance of Krotov's method when used with the Chebychev propagator in the PWC approximation and the ITO propagator, respectively. While the optimization requires the same amount of iterations to reach a certain quality of the control, using ITO comes with a larger numerical effort, as evidenced by the larger number of matrix vector operations in Fig. 8(b) . These findings are similar as those for controlling the harmonic oscillator, reported in Fig. 3 . In contrast to Fig. 3 , however, optimization based on the ITO propagator cannot reach smaller values of J T , i.e., more accurate controls. The saturation of the optimization for the ITO propagator that is seen in the blue dashed line becoming vertical, is most likely due to a rather high sensitivity of the algorithm on the ITO parameters δt and M as well as the Krotov update parameter λ a , cf. Eq. (10a).
For the second control example, optimization of a CNOT gate, the difficulties of Krotov's method when using ITO propagation become even more pronounced, see Fig. 9 . The fact, that the control problem itself is more challenging is evidenced in Fig. 9 by the achievable values of J T , respectively the error, being much larger than in Fig. 8 for both methods. But the multi-target optimization involves yet another difficulty for the ITO propagator. The optimal choice of its parameters δt and M must now be balanced between four different propagations. Given the sensitivity of the method on these parameters, convergence becomes more difficult to achieve. It turns out that smaller values of M , around M = 5 or 6, should be used for stable optimizations, in comparison to a stable, stand-alone propagation. The optimal value of M depends of course on the time step δt, which has to be chosen accordingly (small) such that a small M suffices. For maximal efficiency, a tradeoff has to be found where the values are small enough for sufficient stability but not so small as to be numerically too costly. But even in this case, optimization with the ITO propagator requires significantly more computational resources than with the PWC approximation, cf. Fig. 9 .
E. Controllability and Quantum Speed Limit
Apart from the problem of finding optimized fields that implement a desired dynamics, such as a specific quantum gate, OCT can be used to answer, at least approximately, the more fundamental question of controllability [39, 40] : When starting from a given state |Ψ init , which set of states {|Ψ } is generally accessible under the set of all possible controls? The notion of quantum speed limits (QSLs) naturally arises in this context [41, 42] : Provided that a specific state |Ψ targ is accessible by the system's dynamics starting in |Ψ init , what is the minimal time for this transition? The notion of quantum speed limit is particularly important with respect to unwanted interaction with the environment since it tells us whether it is possible to 'beat' decoherence using optimized controls [43] . Figure 10 provides information about the qudit's controllability in two ways. On one hand, it numerally shows full qudit controllability. On the other hand, it allows to extract the QSL for the implementation of any two-qubit gate. The figure shows optimization results (using Krotov's method in combination with a PWC propagator) for a variation of the final time T and the anharmonicity β of the qudit. Note that in order to focus on the influence of both parameters, dissipative effects have been neglected. For each combination of T and β, 30 random unitary gatesÔ have been chosen [44] as optimization target and the average required number of iterations in order to reach J T < 10 −3 is shown. The obtained map can be clearly divided into two regions. In the lower left part of Fig. 10 , the optimization algorithm was not able reach J T < 10 −3 within the allowed 100 iterations. Most likely, it will neither be possible for a larger number of iterations. In contrast, in the upper right part, the optimization algorithm finds suitable fields within only a few iterations, yielding gates with sufficiently low errors. This is numerical evidence for full controllability as the target gates were chosen randomly. The edge between both regions can be identified as the QSL for these operations. It is not sharp, since a tradeoff between remaining gate error J T and total time T must usually be taken into account. Nevertheless, it decreases for increasing qudit anharmonicity. For the parameters in Tab. I, the QSL can be roughly identified as T ≈ 35 ns. In order to have faster gates, the anharmonicity β must be increased. Hence, increasing β would benefit the qudit, as it reduces the impact of dissipation by allowing for generally faster operations. Apart from gate optimization, an increased β would furthermore benefit the intended population inversion of Pythagorean control, cf. Section IV C, since it would diminish the strong field deviations originating from the finite anharmonicity.
V. CONCLUSIONS
In order to assess the impact of time ordering in quantum optimal control, we have combined Krotov's method with the currently most efficient propagation method that explicitly accounts for time ordering. We have tested the ensuing algorithm for the harmonic oscillator and applied it to a superconducting circuit. For the latter, we have also analyzed the population dynamics, starting from so-called Pythagorean control for population inversion between non-adjacent levels in a four-level system [28] . For strong driving, the dynamics of the superconducting qubit had been found experimentally to significantly deviate from what is expected for Pythagorean control [29] . We could explain this observation in terms of higher levels in the anharmonic ladder that get populated which is a direct consequence of the failure of the rotating wave approximation. Furthermore, we have analyzed the time evolutions that can be generated in the superconducting circuit by determining the type of 'nonlocal' operations that can be realized. This analysis suggested full controllability of the superconducting qubit, a fact that we have confirmed by optimizing for random unitaries and determining the quantum speed limit for each. The latter is essentially determined by the anharmonicity.
Surprisingly, in our examples we have found the effect of time ordering to be fairly small. Except for very small control errors, the control solutions found within the piecewise constant approximation do not differ too much from those obtained under explicit time ordering. For very high precision applications as required, for example, in quantum information science, time ordering will, however, eventually become an effect that needs to be accounted for. At this time, iterative time ordering [12, 15, 16] provides the most efficient approach to address this issue.
Iterative time ordering rewrites the explicitly timedependent part of the equation of motion as an inhomogeneity that needs to be determined self-consistently. When combining this propagator with Krotov's method, it turned out to be crucial to jointly determine both the control and the state self-consistently to obtain a converging method. Still, the performance of the resulting algorithm is rather sensitive with respect to its main parameters -the expansion order of the inhomogeneity, the time step and the control update step. Should the algorithm be useful for practical applications, these parameters need to be determined in a more automated way to avoid numerical instability. This will be the subject of future work. propagates u 0 from t = 0 to T .
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prepare local time grid [0, 2δt] as two CGL grids 3: calculate transformation coefficients {qn,m} 4: prepare first guess (constant) {uguess(τj)} ← u0 5: for i = 0, . . . , Nt do loop over each time step 6: {u(τj)} ← {uguess(τj)} set guess as current solution 7: while relerr > do iteration to solve the ODE 8: ∀j : s(τj) ← Gtd u(τj), t u(τj) [+sODE(t)] construct inhomogeneity 9: {bn} ← expand({s(τj)})
Newton or Chebyshev approx.
10:
{sn} ← transform({bn}, {qn,m}) to monomial coeff.
11:
v0 ← u(ti) ; ∀m : vm ← G0vm−1 + sm−1 12: compute fM (G0, {τj})vM e.g. w/ Arnoldi approach 13: uold ← u(τM ) store current solution (iii) The product of the operator generating the dynamics and the time step, Gδt: It is recommended that this product is carried out as it is, and that separating G and δt is avoided. As a matter of fact, the solution contains only terms with both the operator G (or its eigenvalues) and the time step δt, neither of them individually. It might be the case that either the eigenvalues of G are large or that δt is small, and their joint evaluation avoids numerical instabilities.
(iv) Calculation of the function f M : An especially crucial point is the computation of f M (G 0 , {τ j })v M , where instabilities occur if it is not computed thoroughly enough. Observing the definition of the function f M , cf. Eq. (8a), we can see that the second term of the rhs is just a truncated exponential sum subtracted from the full exponential function. For small zt, the computation in this way might become unstable or inaccurate due to roundoff errors. Instead, it is possible to directly calculate the expression in terms of an exponential series, starting at M . This decreases the round-off error by removing the subtraction.
(v) Error estimation for multiple sources of errors: The first -and usually largest -source of error occurs in the self-consistent loop to generate the solution, i.e., it is due to the fact that we have replaced the exact solution u by the iterated one u (k) , cf. Eq. (5). In order to determine how many iterations are needed, we use the common approach to compare the new solution u (k) to the one from the previous iteration u (k−1) ,
iter := u (k) (t n+1 ) − u (k−1) (t n+1 ) u (k) (t n+1 ) .
The second error originates from the approximation of the inhomogeneity s(t) by a truncated polynomial expansion in time. This error can be computed in a similar fashion, using a test point in the middle of the interval. Compared to iter , it has a smaller impact onto the total error due to the chosen splitting of the Hamiltonian, which we chose such that the inhomogeneity is small compared to the homogeneous part. The third and last source of error is the computation of f M (G 0 , τ )v M , cf. Eq. (8a). Depending on G, the impact of this term might be very high in the computation. In general, if one or more of the errors are too high, it is recommended to either increase the order of the interpolating polynomial M or decrease the size of the local interval, i.e., the time step δt.
Appendix B: Derivation of the N -level Interaction Hamiltonian
The Hamiltonian (in its generalized N -level form) for the superconducting phase qudit is given by Eq. (16) . The external control field E(t) is analytically given by Eq. (17) . In the following, we transform states and operators into the interaction picture. For state |Ψ(t) in the Schrödinger picture, the transformation reads |Ψ int (t) =Ô(t) |Ψ(t) ,Ô(t) = exp iĤ 0 t . (B1)
Plugging this into the Schrödinger equation yields
withĤ int (t) =Ô(t)Ĥ 1 (t)Ô † (t). Inserting two identity operators allows to write the interaction Hamiltonian aŝ
(t) |n n|Ĥ 1 (t) |m m|Ô †
(t). (B3)
Expanding the matrix element ofĤ 1 (t) giveŝ √ n + 1E(t)e −iωn,n+1t |n n + 1| + H.c.
(B4) with ω n,n+1 = n+1 − n . Expanding the analytical field equation (17) 
