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Este trabalho busca introduzir sucintamente os elementos pertinentes ao tema “avaliação de 
políticas públicas”, apresentando os principais conceitos e metodologias de estimação compa-
tíveis com as hipóteses/situações a serem avaliadas. Adicionalmente, discute como essas meto-
dologias podem ser aplicadas às avaliações de efetividade/impacto previstas para as operações 
de financiamento realizadas pelo BNDES no âmbito da linha Exim Pós-embarque Serviços. 
Trata-se da primeira parte do trabalho de avaliação dos impactos e resultados das operações de 
financiamento às exportações do Banco.
Palavras-chave: Monitoramento e avaliação. Efetividade. Avaliação de programas. Inferência 
causal. Estimação de efeitos de tratamento. Financiamento à exportação. Exportação de serviços.
Abstract
The goal of this paper is to describe the basic elements in the field of public policy 
evaluation, presenting the main concepts and estimation methods compatible with the 
hypotheses/situations to be assessed. In addition, the paper discusses how these methods can 
be applied in the prospective effectiveness/impact evaluations of the export credit support 
provided by BNDES under its Exim Post-shipment Services financing. This is the first part 
of an ongoing process of internal evaluation of the impacts and results of the Bank's export 
credit support.
Keywords: Monitoring and evaluation. Effectiveness. Program evaluation. Causal inference. 
Estimation of treatment effects. Export finance. Service exports.
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O processo de monitoramento e avaliação de impacto tem se difundido e de-
senvolvido nas últimas décadas. Sua importância reside na disponibilização de 
informações que subsidiem decisões a respeito de aprimoramento, reformulação 
ou expansão de programas avaliados. Para além das aplicações no setor privado, 
processos de monitoramento e avaliação têm ocupado seu espaço na escolha e 
no aprimoramento de políticas públicas, em um ambiente de maior busca por 
transparência e prestação de contas dos governos perante a sociedade. Embora 
sempre necessária, essa discussão ganha fôlego todas as vezes em que se aponta 
para a necessidade de racionalização dos gastos públicos, com vistas a aumentar 
a eficiência e eficácia das ações do setor público.
Nos últimos anos, o BNDES tem buscado implantar procedimentos de avalia-
ção sistemática de seus programas de financiamentos como forma de aprimorar a 
aplicação dos recursos públicos que lhe são confiados, bem como para responder 
à crescente demanda da sociedade e dos órgãos de controle por informações a 
 respeito dos benefícios sociais gerados na aplicação desses recursos. Nesse 
sentido, há, institucionalmente, interesse cada vez maior sobre o tema, com o 
desenvolvimento de metodologias para avaliação ex ante e ex post dos financia-
mentos solicitados e concedidos. Os financiamentos à exportação integram esse 
processo, e, para a Área de Comércio Exterior, estão previstas duas avaliações de 
efetividade referentes à linha BNDES Exim Pós-embarque Serviços, responsável 
pelo financiamento às exportações brasileiras destinadas a obras de infraestru-
tura no exterior.
Dessa forma, mostra-se interessante apresentar os principais elementos perti-
nentes ao tema “avaliação de políticas públicas”, introduzindo sucintamente os 
principais conceitos e metodologias de estimação de impacto compatíveis com as 
hipóteses/situações a serem avaliadas. Adicionalmente, este trabalho exemplifica 
formas de aplicação dessas metodologias às avaliações de efetividade previstas 
para as operações já financiadas pela linha Exim Pós-embarque Serviços. Tais 
conceitos e metodologias, no entanto, são aplicáveis às diversas linhas e progra-
mas do BNDES.
Além desta introdução, o presente texto se encontra dividido em outras duas 
seções, além de um apêndice a respeito da metodologia utilizada. A próxima seção 
introduz brevemente os aspectos conceituais e os principais métodos estatísticos 
e econométricos utilizados em avaliações de impactos. A terceira seção apresenta 
um pequeno histórico da linha BNDES Exim Pós-embarque Serviços e discute 
a aplicação das metodologias apresentadas para os financiamentos dessa linha. 
O apêndice metodológico retoma a introdução dos métodos quantitativos da 
segunda seção com maior nível de formalidade, utilizando conceitos de proba-
bilidade e estatística.
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2. Aspectos conceituais e metodológicos  
pertinentes ao tema “avaliação”
2.1 Aspectos conceituais
Avaliação é uma aferição objetiva da extensão do cumprimento dos objetivos de 
uma intervenção, política pública ou atividade. Tem como finalidades contribuir 
para o aprimoramento do planejamento e da gestão e demonstrar os resultados 
alcançados para as partes interessadas.
Entre as dimensões de desempenho passíveis de avaliação, distinguem-se: 
economicidade, eficiência, eficácia e efetividade. O significado de cada uma des-
sas dimensões corresponde a diferentes etapas do modelo lógico1 da intervenção 
(Figura 1), desde o compromisso (definição do objetivo) até os resultados obti-
dos, incluindo a aquisição de insumos a serem empregados na ação ou produção 
e que se materializa na entrega dos produtos, cuja provisão deve contribuir para 
o alcance dos resultados.




















Fonte: TCU (2010), adaptado do padrão internacional ISSAI 3000 (INTOSAI, 2004).
A economicidade e a eficiência dizem respeito à minimização de custos, res-
pectivamente, na aquisição e na utilização dos insumos. Eficácia e efetividade, 
por sua vez, correspondem à capacidade da intervenção de gerar, respectivamente, 
os produtos (objetivos intermediários) e resultados (objetivos finais) pretendidos, 
independentemente do custo incorrido. Assim, verifica-se a:
•	 Economicidade, quando a organização adquire os insumos ao menor preço 
possível e na quantidade estritamente necessária para a realização da ativi-
dade – respeitando o padrão de qualidade almejado.
•	 Eficiência,	quando o processo maximiza a relação entre a quantidade de 
produtos obtida e os insumos utilizados; ou seja, obtém uma relação ótima 
entre insumos e produtos. 
1 Também conhecido na literatura de avaliação de programas como modelo insumo-produto. Não 
confundir com o modelo econômico de insumo-produto de Leontief, que é utilizado – inclusive 
no BNDES [ver, por exemplo, Najberg e Ikeda (1999)] – para avaliar efeitos de encadeamentos 
econômicos sobre produção, emprego e renda.  
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•	 Eficácia,	quando se verifica a capacidade da intervenção em entregar os 
produtos julgados necessários para a obtenção dos objetivos.
•	 Efetividade,	quando a intervenção gera a mudança social pretendida, ou 
seja, é capaz de materializar os resultados almejados ou objetivos finais.
Os conceitos discutidos anteriormente podem ser associados a duas perguntas 
fundamentais (INTOSAI, 2004): (i) as coisas estão sendo feitas da forma correta? 
e (ii) as coisas certas estão sendo feitas? A primeira diz respeito ao desempenho 
de uma organização vista como um “produtor” no contexto de uma atividade, 
gerenciando adequadamente os recursos à sua disposição e tomando as melhores 
decisões possíveis. Refere-se, basicamente, à análise da economicidade e da efici-
ência. A segunda questiona o mérito da realização da atividade. Trata-se de avaliar 
se a atividade foi concebida de forma adequada para o alcance de sua finalidade; 
ou seja, corresponde às questões da eficácia e da efetividade.
A segunda questão, em certo sentido, tem um caráter mais essencial que o 
da primeira. Um programa efetivo que não tenha eficiência ou economicidade 
pode ser reformado de modo a se reduzir desperdícios. No entanto, a falta de 
efetividade evidencia que algum elo da lógica de intervenção não funciona 
como previsto.2 
Outros conceitos aplicáveis à avaliação de uma política pública são:
•	 Impacto: quando usado em contraste com o conceito de resultado, refere-
-se particularmente a efeitos de longo prazo associados aos objetivos mais 
amplos da política pública. Neste caso, resultado passa a significar o alcance 
de objetivos de curto e médio prazo especificamente almejados pela inter-
venção, e impacto refere-se ao alcance de objetivos gerais de longo prazo 
(para os quais a intervenção específica contribui, mas não é necessariamente 
capaz de atender).
•	 Efeito	direto	versus	indireto: equivale à dicotomia resultado versus impacto.
•	 Efeito	causal: efeito líquido de um programa ou atividade, excluída a con-
tribuição de fatores externos. Implica a comparação da mudança observada 
ao longo do período da intervenção com uma estimativa do que aconteceria 
caso o programa não existisse (o “resultado contrafactual”). Trata-se de um 
requisito necessário a qualquer avaliação de efetividade. 
•	 Externalidade: termo utilizado pela economia para designar efeitos de 
uma decisão sobre indivíduos que não participam da tomada dessa decisão. 
2 Neste caso, a explicitação da cadeia de efeitos e premissas em um quadro lógico pode auxiliar 
na detecção de eventuais falhas na concepção da intervenção e, portanto, indicar caminhos para 
sua correção.
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No contexto de avaliação, aplica-se aos efeitos colaterais sobre agentes 
sociais que não são beneficiários imediatos da intervenção.
•	 Sustentabilidade: capacidade de um programa gerar efeitos de longo prazo; 
ou seja, as mudanças alcançadas tendem a se perpetuar no tempo (dinâmica 
instituída permanece depois do programa).
Quanto ao momento em que ocorrem, em relação à intervenção ou ao programa, 
as avaliações podem ser classificadas como:
•	 Ex ante: ocorre anteriormente à intervenção e busca, com base em uma série 
de atributos e expectativas, mapear os efeitos esperados dessa intervenção 
e, assim, selecionar as melhores estratégias ou unidades para sua execução. 
Embora apoiadas tanto quanto possível em evidências empíricas, avaliações 
deste tipo recorrem a modelos teóricos para transpor os dados históricos 
para a realidade da intervenção analisada.
•	 Ex post: objetiva a verificação da efetiva realização dos resultados plane-
jados/almejados. São de caráter predominantemente empírico, tendo como 
base a inferência estatística sobre os resultados observados, de modo a 
verificar em que medida as metas pretendidas foram alcançadas.
Idealmente, as avalições ex ante e ex post devem estar integradas, com a primeira 
fornecendo os elementos e as expectativas a serem confirmados ou refutados pela 
segunda. Dessa forma, pode-se determinar o que se espera do programa e verificar 
se o que havia sido previsto de fato ocorreu. Além disso, durante a intervenção, é 
importante monitorar e analisar os indicadores selecionados, para uma eventual 
correção de rumo do projeto, antes de seu encerramento.
Outros dois conceitos interessantes para a geração e aferição de resultados de 
uma política pública referem-se à amplitude/ao alcance dessa política. São eles:
•	 Focalização:	refere-se à alocação dos recursos disponíveis de um orçamento 
nas unidades ou atividades que possibilitarão melhores resultados e/ou em 
que eles são mais necessários. Por exemplo, nos grupos mais vulneráveis 
ou nas falhas de mercados. A focalização tende a aumentar a eficiência da 
política pública; contudo, um programa muito focalizado pode ter um efeito 
total restrito.3 Uma das dificuldades da focalização é o custo ou a disponibi-
lidade de obter informações que permitam identificar as melhores unidades 
a receber a intervenção.
•	 Cobertura:	refere-se ao percentual de unidades que participam da inter-
venção em relação ao universo de unidades que atendem aos critérios de 
3 Por exemplo, no caso das exportações, as políticas do BNDES são focalizadas nos setores de alto 
valor agregado.
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participação. Supondo que a intervenção esteja corretamente focalizada, 
espera-se que o aumento da cobertura eleve o impacto total, mas reduza seu 
impacto marginal, uma vez que cada nova unidade atendida será beneficiada 
em menor grau. Acima de um determinado patamar, a expansão do programa 
poderá até mesmo tornar-se inócua.
2.2 Métodos quantitativos
Avaliar o impacto de uma intervenção ou tratamento sobre os resultados alme-
jados consiste em comparar o desempenho das empresas, indivíduos, mercados, 
sociedades etc. – genericamente unidades – sob efeito dessa intervenção com o 
que ocorreria em sua ausência. Tecnicamente, trata-se de uma inferência estatística 
a respeito das distribuições de probabilidade dos valores de indicadores conside-
rados relevantes – as variáveis	de	interesse – sob as duas condições possíveis: 
presença e ausência do tratamento.
A dificuldade fundamental dessa inferência decorre da impossibilidade de ob-
servar o desempenho de uma mesma unidade sob ambas as condições, uma vez 
que uma dessas situações é contrafactual, isto é, representa uma possibilidade não 
verificada na realidade. Em outras palavras, só se observam os resultados alcan-
çados sob o tratamento para as unidades tratadas e o resultado obtido na ausência 
do tratamento para as que não foram tratadas.4
Assim, para estimar os resultados (contrafactuais) que seriam obtidos pelos 
beneficiários da intervenção – chamados de unidades tratadas ou grupo	de	tra-
tamento –, caso não estivessem sujeitas a ela, deve-se recorrer a observações de 
unidades que de fato não foram alvo da intervenção. Esse segundo conjunto de uni-
dades, denominado grupo	de	controle, deve ser suficientemente semelhante ao 
grupo de tratamento, de modo que seu desempenho forneça informação válida 
sobre o desempenho contrafactual do grupo de tratamento. 
A literatura de estimação de efeitos de tratamento conta com uma série de 
métodos que buscam essencialmente: (i) identificar rigorosamente o efeito da 
intervenção, ou seja, sua relação causal com a variável de interesse, isolando-o 
de outros fatores; e (ii) evitar a ocorrência de viés sistemático, isto é, tendência 
estatística à sobre-estimação ou subestimação. Essa variedade de métodos visa 
atender aos requisitos mencionados sob diversas hipóteses referentes à natureza 
dos dados, especialmente quanto à relação entre os resultados potenciais (real 
e contrafactual) e a atribuição aos grupos de controle e tratamento. 
4 Segundo Khandker, Koolwal e Samad (2010, p. 25), “an impact evaluation is essentially a problem 
of missing data, because one cannot observe the outcomes of program participants had they not 
been beneficiaries”.
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2.2.1 Métodos baseados em dados experimentais
Do ponto de vista da estimação do impacto, a situação mais simples ocorre quando 
a incidência da intervenção segue um desenho	experimental, ou seja, a seleção 
das unidades beneficiadas pela intervenção ocorre de forma aleatória dentro de um 
conjunto inicial de beneficiários potenciais.5 Nesse caso, o conjunto das unidades 
não selecionadas constitui naturalmente um grupo de controle apropriado. De fato, 
a simples comparação entre os desempenhos dos grupos quanto às variáveis rele-
vantes é adequada, uma vez que não há diferença estatística significativa quanto 
a outros fatores que pudessem afetar esses desempenhos.
O estabelecimento de um desenho experimental permite obter estimativas ro-
bustas para o impacto do programa de forma computacionalmente simples e prati-
camente sem necessidade de impor hipóteses. No entanto, esse método nem sempre 
é factível, em virtude de questões éticas (implica tratar diferentemente unidades 
idênticas), de custos (obter e gerar informações suficientes para assegurar que a 
atribuição do tratamento foi de fato aleatória) e de viabilidade política (deixar de 
atender a parte do público-alvo quando se acredita que a intervenção é benéfica).
Além disso, mesmo sob seleção aleatória, é preciso atentar para fenômenos que 
podem comprometer a inferência. Destacam-se os seguintes problemas:
•	 Validade	externa, que significa que a inferência obtida no âmbito do ex-
perimento não se aplica para a população em geral. Isso ocorre quando o 
grupo de participantes do experimento não é representativo da população 
(isto é, tem características estatisticamente distintas). 
•	 Externalidades entre as unidades, situação em que o programa também 
afeta (indiretamente) o grupo de controle, viesando a comparação. 
•	 Contaminação	de	amostra, quando a incidência do tratamento não segue 
exatamente o previsto pela seleção aleatória. A contaminação pode ocorrer 
quando a participação de fato depende da vontade das unidades. Assim, 
uma unidade pode rejeitar o tratamento mesmo quando selecionada para 
participar ou se beneficiar do programa mesmo quando não selecionada.6
2.2.2 Métodos baseados em dados observacionais
Quando não se dispõe de dados experimentais, há o risco de que a diferença de 
desempenho observada tenha origem em outros fatores além da intervenção em tela. 
Nesse caso, a comparação simples é sujeita a diversas fontes de viés sistemático, 
5 Geralmente participantes de uma versão-piloto do programa em tela.
6 Por exemplo, se a intervenção consiste na provisão pública de um curso de capacitação, um 
participante selecionado pode faltar ao curso e um não selecionado pode – tendo, em função 
do programa, tomado ciência da existência da intervenção – buscar uma formação similar de 
forma privada.
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em particular o conhecido como viés	de	seleção, ilustrado na Figura 2. Este decorre 
do fato de que a seleção para o tratamento geralmente depende de escolhas dos 
operadores da própria intervenção e dos potenciais participantes, resultando em 
relações estatísticas entre participação, resultados potenciais e outras variáveis que 
estão, a priori, fora do controle da equipe de avaliação. O ajuste necessário para 
que uma comparação de desempenhos revele o verdadeiro efeito da intervenção 
depende, então, de hipóteses sobre essas relações.




























Resultado observado dos tratados Contrafactual dos tratados (sem tratamento)
Resultado observado do grupo de controle Contrafactual do grupo de controle (se fosse tratado)
Efeito do Tratamento sobre os Tratados (ETT)




Tratados Não tratados Observados
Fonte: Elaboração própria.
Um contexto relativamente brando é descrito pela hipótese	de	seleção	sobre	
observáveis, que postula que as diferenças relevantes entre as unidades estão 
expressas em características observadas pela equipe de avaliação, denominadas 
genericamente como variáveis	auxiliares	ou	de	controle. Nesse caso, é lícito 
comparar unidades com o mesmo nível das variáveis auxiliares, e está disponível 
a seguinte variedade de técnicas que permitem obter inferências adequadas:
•	 Regressão	com	variáveis	de	controle:	a estimação do resultado consiste em 
comparar o resultado observado das unidades tratadas com um contrafactual 
obtido por meio da assimilação da relação estatística entre as características 
observáveis e a variável de desempenho no grupo de controle.
•	 Matching: pareamento de unidades tratadas com membros similares do 
grupo de controle, seguido de comparação de desempenho das primeiras 
com as segundas. Em outras palavras, apenas o desempenho das unidades 
de controle escolhidas como “pares” de unidades de tratamento é utilizado 
na comparação.	
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•	 Balanceamento	por	propensity score:	quando há uma relação estatística 
entre as características observáveis e a probabilidade de cada unidade per-
tencer a um dos dois grupos, é possível utilizar essa relação para reponderar/
rebalancear as observações do grupo de controle disponível, tornando-o 
comparável ao de tratamento. 
Um obstáculo mais difícil de contornar é a possibilidade de que as unidades 
beneficiadas e não beneficiadas sejam estatisticamente distintas em aspectos não 
observáveis (diz-se que há seleção	em	características	não	observáveis) que afetam 
o desempenho. Essa possibilidade é bastante plausível, uma vez que os agentes 
econômicos geralmente dispõem de informações privadas – portanto indisponíveis 
para os observadores externos – e que podem afetar seu desempenho em diferen-
tes circunstâncias. Quando isso ocorre, a observação do desempenho prévio ao 
efeito da intervenção pode ajudar a eliminar o viés. Nesse sentido, duas técnicas 
aplicáveis são:
•	 Diferenças	em	diferenças	(diff in diff	ou	método	de	efeitos	fixos):	se a 
diferença dos fatores não observáveis entre os grupos permanece estável 
entre um período anterior e outro posterior à intervenção, é possível com-
parar a evolução de desempenho dos grupos entre esses períodos. Como por 
hipótese a diferença devida aos demais fatores não varia no tempo, pode-se 
atribuir a diferença nas evoluções dos dois grupos à intervenção realizada. 
Esse princípio é ilustrado na Figura 3.
Figura 3. Diferenças em diferenças
Tratados – observado

























•	 Controle	sintético:	é uma generalização do diff in diff que permite que o efeito 
dos fatores não observáveis entre os grupos varie ao longo do tempo. O método 
é indicado para análises de tratamentos que afetem um pequeno número de 
unidades, como países ou setores econômicos, para as quais se disponha de 
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informações de múltiplos períodos de tempo antes e depois da intervenção. 
Ele permite controlar o efeito das diferenças tanto nas características obser-
váveis quanto nas não observáveis, na medida em que estas últimas refletem 
na trajetória das unidades analisadas no período próximo ao da intervenção. 
As informações de vários períodos de tempo permitem determinar o melhor 
grupo de comparação para cada dimensão a ser analisada. Em resumo, a me-
todologia baseia-se na construção de uma unidade hipotética composta por 
uma média ponderada das principais características e resultados de unidades 
de controle, previamente à intervenção. Na prática, trata-se de selecionar um 
número de unidades não beneficiadas e atribuir pesos a elas, a fim de gerar o 
desempenho de uma unidade hipotética com características observáveis, bem 
como uma trajetória das variáveis de desempenho pré-intervenção similares 
às de uma unidade beneficiada, como representado na Figura 4. Uma das 
vantagens do controle sintético é retirar a subjetividade/arbitrariedade da es-
colha das unidades de comparação, que passam a ser orientadas pelos dados 
históricos das potenciais unidades de controle  disponíveis, como apontado 
por Abadie e Gardeazabal (2003) e Abadie, Diamond e Hainmueller (2010).
Figura 4. Controle sintético
País 1 (tratado)
País 2 (não tratado)
País 3 (não tratado)
Tempo
País 4 (não tratado)
País 1
Tempo




2.2.3 Métodos baseados em dados quase-experimentais
Outra forma de contornar o problema de viés de seleção é considerar o efeito de 
variações que criam circunstâncias equivalentes às de um experimento. Exemplos 
de metodologias são:
•	 Variável	instrumental:	para uma determinada intervenção é uma caracte-
rística correlacionada com a probabilidade de uma unidade passar por inter-
venção, mas não correlacionada com fatores não observáveis que afetam seu 
desempenho. Nesse caso, é possível realizar inferência apropriada com base na 
comparação do desempenho entre empresas com diferentes níveis da variável 
instrumental (com o devido controle dos demais fatores observados). Uma 
possível fonte de variáveis instrumentais é a ocorrência de um experimento 
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natural, que consiste na existência de um fator aleatório exógeno (isto é, fora do 
controle das empresas) que afeta a probabilidade de incidência da intervenção. 
Um exemplo de experimento natural seria o estabelecimento de condições de 
financiamento diferenciadas associadas a um recorte geográfico, que afetaria 
diferentemente empresas com diferente exposição à região afetada.
•	 Regressão	descontínua:	essa técnica explora uma variação descontínua 
da incidência da intervenção com respeito a um limiar conhecido de de-
terminada variável de atribuição (conhecida na literatura como “forcing”, 
“running”, ou “assignment-variable”). Essa descontinuidade pode ser 
determinística (sharp), quando a descontinuidade determina a exposição 
ou não da unidade à intervenção, ou probabilística (fuzzy), quando afeta 
apenas a probabilidade de incidência. Desde que não ocorra “manipulação” 
da variável de atribuição – unidades ajustando o valor dessa variável para 
participar ou deixar de participar do programa (o que caracterizaria autos-
seleção) –, é possível considerar as unidades de controle ou tratamento pró-
ximas ao limiar como grupos comparáveis. Consequentemente, a diferença 
entre seus desempenhos consiste em um estimador não viesado do efeito do 
tratamento nesse conjunto, como mostrado na Figura 5. Cabe ressaltar que 
se trata, nesse caso, de um efeito local do tratamento, isto é, o efeito sobre 
um subconjunto da população originalmente estudada, a saber, as unidades 
com variável de atribuição próxima ao limiar. Em razão dessa qualificação, 
diz-se que o método carece de validade externa, pois não é lícito extrapolar 
a conclusão sobre o efeito do tratamento para unidades distantes do limiar.








Hipótese: próximo ao limiar de
elegibilidade, participação no programa
é exógena (aqui, tratados e
não tratados são comparáveis)
Fonte: Elaboração própria.
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3. Monitoramento e avaliação da linha de 
financiamento Pós-embarque Serviços
Desde meados do século passado, o Brasil tem adotado mecanismos de promoção de 
exportações. Até a década de 1980, com a preponderância das políticas de substitui-
ção de importações, a necessidade de garantir importações prioritárias e de reforçar 
o balanço de pagamentos diante de crises impôs a instituição de mecanismos de 
promoção das exportações.7 Dentre os incentivos fiscais e creditícios criados até 
então, podem ser destacados: (i) a instituição do Fundo de Financiamento às Ex-
portações (Finex) (1966), com as modalidades pré e pós-embarque, financiamento 
para capital de giro (1967) e a equalização da taxa de juros (1979); (ii) a criação 
do crédito-prêmio de Imposto sobre Produtos Industrializados (IPI) e Imposto 
sobre Circulação de Mercadorias ICM (1969-1970); e (iii) o estabelecimento do 
programa Befiex-Comissão (1972), para programas especiais de exportação.8 
A partir da década de 1990, notadamente marcada pela abertura comercial e pela 
privatização de empresas públicas, a inserção do país no mercado internacional 
de forma mais competitiva passou a integrar os objetivos da política de comércio 
exterior. Um conjunto de iniciativas reformulou o sistema público de financiamento 
e seguro às exportações, com a finalidade de suprir a demanda dos exportadores 
por mecanismos de apoio financeiro de médio e longo prazo (PINTO et al., 2008). 
Datam dessa época: (i) a regulamentação do Programa de Financiamento às 
Exportações (Proex), com a retomada da política de equalização das taxas de ju-
ros; (ii) a implantação do Sistema Integrado de Comércio Exterior (Siscomex);9 
e (iii) o início do financiamento às exportações pelo BNDES para operações de 
pré-embarque (1990) e pós-embarque (1991).10 A partir de 1997, as operações de 
financiamento às exportações de aeronaves e de serviços, em especial de serviços 
de engenharia e construção, passaram a integrar o escopo do BNDES Exim. 
7 Segundo Pinheiro et al. (1993), o início dos incentivos às exportações remontaria à década de 1950, 
com o uso de expedientes cambiais para incentivar as exportações não tradicionais. No entanto, 
segundo os mesmos autores, o período de 1964 a 1974 foi um marco na atividade exportadora 
em razão das mudanças introduzidas pela política de incentivo às exportações.
8 Voltado para grandes empresas com projetos de longo prazo de exportação de manufaturados e 
vinculados à expansão da capacidade produtiva do país.
9 Trata-se de um sistema informatizado com objetivo de integrar as atividades de registro, 
acompanhamento e controle das operações de comércio exterior, mediante um fluxo único 
e automatizado de informações. Conforme informações do Ministério do Desenvolvimento, 
Indústria e Comércio Exterior, por meio do Siscomex é possível acompanhar tempestivamente a 
saída e o ingresso de mercadorias no país, uma vez que os órgãos de governo intervenientes no 
comércio exterior podem, em diversos níveis de acesso, controlar e interferir no processamento 
de operações para melhor gestão de processos. Por intermédio do próprio sistema, o exportador 
(ou o importador) trocam informações com os órgãos responsáveis pela autorização e fiscalização. 
Para mais informações sobre o tema, ver: http://www.mdic.gov.br/Siscomex/Siscomex.html. 
Acesso em: 24 abr. 2016.
10 Finamex, posteriormente substituído pelo BNDES Exim. 
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Como todas as ações do BNDES, o objetivo do apoio à exportação é a geração 
de emprego e renda no Brasil, o que ocorre por meio da ampliação e diversificação 
da base exportadora e do aumento da produção advinda da expansão dos mercados 
consumidores de produtos brasileiros. Além disso, as exportações trazem consigo 
o benefício de fortalecimento do balanço de pagamentos, ao garantir a entrada 
de divisas necessárias à manutenção do equilíbrio cambial e da capacidade de 
importação para a economia. 
Nesse sentido, a linha BNDES Pós-embarque Serviços contribui para o 
objetivo do BNDES Exim, ao garantir um fluxo de longo prazo de entrada de 
divisas, possibilitar a participação brasileira em um setor competitivo (que 
movimenta mais de US$ 500 bilhões no mundo)11 e fomentar a cadeia de subfor-
necedores de bens e serviços, gerando uma rede de exportadores indiretos para 
as obras apoiadas. 
Até o fim de 2016, a carteira de financiamento de serviços incluía 146 operações 
contratadas, em 15 países, com desembolsos de recursos no valor de US$ 10 bilhões, 
dos quais cerca de 52% já haviam sido amortizados. Embora haja poucas empresas 
brasileiras concorrendo no mercado internacional de engenharia – caracterizado 
pela concentração em um pequeno número de grandes empresas e pela existência 
de barreiras à entrada –, foram identificados mais de quatro mil subfornecedores 
de bens e serviços nos projetos apoiados, dos quais dois terços se constituíam de 
pequenas e médias empresas. 
Durante os quase vinte anos de existência, o financiamento do BNDES às 
exportações de serviços se ampliou e diversificou. O aumento da complexidade 
das operações apoiadas e o aprendizado institucional adquirido durante a reali-
zação dessas operações levaram à elaboração e ao aperfeiçoamento dos critérios 
adotados pela linha Pós-embarque Serviços, tendo seu último regulamento sido 
publicado em 2015. Como parte desse processo de aperfeiçoamento e atendimento 
à maior demanda de informação da sociedade e dos órgãos de controle do setor 
público, identificou-se a necessidade de implantação de um processo sistemático 
de monitoramento e avaliação de efetividade dessa linha, em consonância com 
as atividades previstas para outros financiamentos do BNDES. Dessa forma, uma 
série de atividades vem sendo desenvolvida pela Área de Comércio Exterior do 
BNDES, cujos objetivos se encontram listados a seguir.
11 Receita internacional das 250 maiores empresas de construção do mundo, segundo publicações 
anuais da revista Engineering News-Record (ENR, 2017).
20 | Rafael de Carvalho Cayres Pinto, Elydia Silva Hirata e Luiz Filipe de Castro Neves
3.1 Atividades de monitoramento e 
 avaliação da linha Pós-embarque Serviços
3.1.1 Elaboração dos indicadores de eficácia e 
efetividade a serem avaliados e monitorados
Um componente básico de qualquer sistema de monitoramento e avaliação é a es-
colha de indicadores que consistem em medições dos diversos elementos da lógica 
da intervenção (Figura 1). Em particular, os indicadores de eficácia e efetividade 
dizem respeito à medida dos produtos entregues e dos resultados atingidos. A for-
mulação desses indicadores para a linha Pós-Embarque Serviços está relacionada 
a outras atividades no âmbito do BNDES.
A primeira se refere à Tese de Impacto do Investimento em Projetos (Tiip), 
metodologia de avaliação ex ante do impacto dos projetos a serem 
enquadrados,12 elaborada pela Área de Planejamento em colaboração com as 
áreas operacionais e aprovada em 2017 pela Diretoria do BNDES.
A segunda se refere à elaboração do quadro lógico do apoio ao setor de en-
genharia e construção. Instrumento requerido pelo Tribunal de Contas da União 
(TCU), o quadro lógico delineia a lógica do apoio e, portanto, oferece uma es-
trutura para a escolha dos indicadores. Em um processo de avaliação de impacto, 
é muito importante que objetivos, metas e resultados esperados estejam bem 
definidos e integrados. A construção de um quadro lógico para um programa – ou 
de outras metodologias de organização lógica – impõe um esforço de articula-
ção entre as diversas partes do processo, e seus resultados tendem a melhorar o 
desenho do programa e de sua posterior avaliação.
Uma ferramenta similar ao quadro lógico é o quadro de resultados, que explicita 
a cadeia de consequências almejadas em relação a produtos, resultados e impac-
tos. Esse instrumento vem integrando os relatórios de análise de algumas áreas 
do BNDES desde janeiro de 2017. Em comparação ao quadro lógico, o quadro de 
resultados apresenta maior ênfase nos objetivos que se pretende atingir e envolve 
a quantificação dos resultados esperados.
Ou seja, os indicadores da linha Pós-embarque Serviços, a serem definidos e 
acompanhados, deverão: (i) estar em linha com os definidos pela Tiip, de modo a 
permitir a comparação do impacto pretendido com o obtido; (ii) compor o quadro 
lógico do apoio às exportações do setor de engenharia e construção; e (iii) subsidiar 
os quadros de resultados que integrarão os relatórios de análise de cada operação 
de financiamento.
12 Etapa do processo de concessão de financiamento pelo BNDES, na qual se realiza uma análise 
técnica preliminar, em que se verifica a adequação do projeto às políticas operacionais e de crédito 
do Banco. Depois dessa análise, a operação é submetida à apreciação do Comitê de Enquadramento 
e Crédito (CEC) e, se aprovada, é “enquadrada” em alguma das linhas do BNDES.
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3.1.2 Avaliação ex post da efetividade do apoio do BNDES diante 
dos objetivos da linha Pós-embarque Serviços
Para avaliar o desempenho histórico do financiamento às exportações de serviços 
do BNDES, estimando os benefícios sociais – sobretudo quanto à geração de 
emprego e renda – e eventuais externalidades, serão realizados dois estudos. 
O	primeiro terá como foco os objetivos de garantir a competitividade da empresa 
brasileira no exterior e de fortalecer o balanço de pagamentos. Esse estudo terá 
como objeto de análise os efeitos diretos do financiamento sobre o desempenho 
das empresas beneficiárias do apoio e sobre o balanço de pagamentos brasileiro, 
contemplando, então, os níveis de empresa e país. Nesse caso, a variável de trata-
mento estará associada, respectivamente, às contratações/liberações destinadas a 
cada empresa (nível empresa) e ao volume total do apoio (país). 
O segundo estudo avaliará se foi alcançado o objetivo de fortalecimento da 
cadeia de fornecedores brasileiros e terá como objeto os efeitos indiretos dos 
financiamentos sobre as empresas cujos bens e serviços foram incorporados aos 
projetos apoiados (os subfornecedores). Assim, o nível de análise será o das em-
presas, e as unidades tratadas, em relação a algum ponto no tempo, serão aquelas 
que passaram a figurar como subfornecedores naquele momento.
De forma geral, esses estudos buscam: (i) compreender até que ponto a linha 
está alcançando seus objetivos e gerando os benefícios desejados para a economia 
brasileira; (ii) sintetizar as lições aprendidas, para utilização em novos projetos 
semelhantes; (iii) averiguar se a intervenção deveria ser acompanhada de outras 
iniciativas para geração de maior impacto; e (iv) indicar pontos de aprimoramento.	
De maneira específica, as avaliações buscarão responder às seguintes questões:
•	 Setor	de	engenharia	e	construção	e	balanço	de	pagamentos:	
–	 Houve fortalecimento da inserção e atuação das firmas brasileiras no 
exterior? As condições oferecidas foram compatíveis com as do mercado 
internacional? Em que medida?
–	 Em que medida as exportações financiadas tiveram efeitos sobre o balanço 
de pagamentos brasileiro?
–	 Houve impacto direto sobre o emprego no setor de engenharia e cons-
trução (geração e manutenção)? Em que medida?
•	 Cadeia	de	subfornecedores:	
–	 A cadeia de fornecedores foi fortalecida? O fornecimento de bens e 
serviços por subfornecedor brasileiro foi maior do que seria caso não 
houvesse financiamento?
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–	 Houve geração de empregos diretos e indiretos? Em que medida? 
–	 Quais lições foram aprendidas para utilização em novos projetos seme-
lhantes? A intervenção deveria ser acompanhada de outras iniciativas 
para geração de maior impacto? O que poderia ser aprimorado na atuação 
do Banco? 
3.2 Metodologias aplicáveis à avaliação  
de impacto da linha Pós-embarque Serviços
Na definição da metodologia de estimação do efeito do programa, objetiva-se 
encontrar o modelo que forneça os resultados mais próximos à realidade. Consi-
derando a indisponibilidade dos resultados contrafactuais, essa escolha também 
envolve encontrar um grupo de controle apropriado. 
Para tal, é importante não só conhecer o desenho da política pública (incluindo 
eventual viés de seleção para o tratamento), como também considerar a forma 
como os diferentes agentes respondem a ela (possiblidade de autosseleção) e a 
disponibilidade e seleção dos dados (viés de estimação derivado de cortes tem-
porais, eliminação de unidades com informações faltantes etc.). O tratamento 
inadequado desses problemas pode enfraquecer e até mesmo invalidar a análise. 
Por exemplo, do ponto de vista do desenho da intervenção, considerando a na-
tureza não aleatória da incidência do apoio da linha Pós-embarque Serviços e da 
escolha dos subfornecedores pelas empresas exportadoras (ou seja, a natureza não 
experimental dos dados), a comparação direta com o desempenho de empresas 
não beneficiadas não representa um procedimento adequado para a estimação do 
impacto desse apoio.
Por isso, antes de efetuar estimações, é indicada uma análise exploratória dos 
dados que permitam entender a dinâmica e os possíveis vieses do tratamento. Além 
das análises estatísticas tradicionais (média, variância, análise gráfica etc. aplicadas 
a características como tamanho, região, setor da firma  etc.), serão acompanhadas 
as dinâmicas das variáveis de interesse nas firmas tratadas relativas a eventos tais 
como: passar a integrar a cadeia de subfornecedor de uma grande empresa, exportar 
pela primeira vez e obter/iniciar um projeto em determinado país. 
Como já comentado, o planejamento do monitoramento e da avaliação de 
uma política pública deve, idealmente, ser realizado durante a concepção dessa 
mesma política pública. A prévia associação dos objetivos que se deseja alcançar 
com os indicadores a serem monitorados possibilita o planejamento e execução 
da coleta de dados ao longo do processo e até mesmo anteriormente, com a pos-
sibilidade de identificação do cenário-base, sobre o qual os resultados possam ser 
comparados. No entanto, muitas vezes isso não é possível, como é o caso da linha 
Pós-embarque Serviços. 
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Nesse caso, o esforço de avaliação deve compreender a busca pelo máximo de 
informações a respeito dos objetivos e metas iniciais do programa, das mudan-
ças e aprimoramentos incorporados ao longo do tempo e suas motivações. Além 
disso, é preciso lançar mão dos dados disponíveis, em grande parte produzidos 
por terceiros e que muitas vezes não contemplam todo o período de interesse ou 
todas as dimensões que se pretende investigar. Também, é preciso tentar contornar 
a ausência de um cenário-base sobre o qual comparar os efeitos alcançados. Ou 
seja, o esforço de avaliação deve tentar revelar o quanto a linha contribuiu para 
avançar nas dimensões historicamente apontadas como relevantes – exportações, 
empregos e obtenção de divisas –, sem que, contudo, seja possível comparar esse 
avanço com alguma expectativa previamente definida.
Cadeia	de	subfornecedores	dos	projetos: uma vez que a escolha dos subforne-
cedores ocorre por seleção da empresa exportadora, entre o conjunto de empresas 
brasileiras disponíveis e sob condições de mercados, os modelos de estimação de 
impacto sobre essa cadeia devem incluir as hipóteses de seleção sobre observáveis 
e sobre não observáveis. Nesse caso, espera-se que a incorporação da informação 
disponível via regressão com controles ou balanceamento por propensity score 
mitigue o viés de seleção com respeito às variáveis observáveis. Contudo, ainda é 
preciso ter em conta o potencial viés relacionado a características não observáveis. 
Nesse sentido, a disponibilidade de dados de exportação e emprego para diferentes 
anos pode contribuir para mitigar tal viés, por meio de técnicas como diff in diff.
Adicionalmente, para avaliar se o montante de bens e serviços brasileiros é 
maior para obras apoiadas, podem-se comparar as exportações de bens e serviços 
realizadas pelos exportadores beneficiários de Pós-embarque Serviços para países 
que contaram e que não contaram com financiamento. Também é possível levar 
em conta, para um mesmo país, os anos em que houve projetos apoiados. Nesses 
casos, podem ser utilizados dados em painel, com efeitos estimados pelos métodos 
de regressão com controle para efeito fixo.
Exportação	de	 serviços	 e	balanço	de	pagamentos: uma vez que a linha 
Pós-embarque Serviços está disponível para todos os projetos/exportadores que 
se adequem a seus parâmetros e que são as empresas interessadas que apresentam 
a solicitação de financiamentos ao BNDES, há um caráter de autosseleção entre 
as empresas apoiadas e não apoiadas a ser considerado na escolha do método de 
estimação. Nesse caso, além das metodologias apropriadas para lidar com dados 
observacionais, propõem-se análises baseadas em métodos quase-experimentais 
que explorem fatores e eventos exógenos, sejam geográficos, sejam temporais, que 
afetem a probabilidade de a empresa buscar e/ou obter o apoio. 
Por exemplo, a decisão sobre cursar ou não operações de longo prazo de 
exportação de serviços no Convênio de Pagamentos e Créditos Recíprocos da 
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Associação Latino-Americana de Integração (CCR/Aladi) é uma decisão que 
cabe ao país signatário, sendo exógena à empresa exportadora ou ao BNDES. 
Tal decisão interfere na probabilidade de obtenção de apoio, uma vez que 
mitiga o risco político e reduz os custos de obtenção do Seguro de Crédito à 
 Exportação (SCE). Logo, seria possível considerar essa diferença regional como 
uma variável instrumental. 
Outro candidato a experimento natural seria a estruturação da linha de crédito 
a Angola, negociada entre os governos brasileiro e angolano, que estabeleceu 
previamente garantias que deveriam ser estruturadas por Angola, para obtenção 
do SCE. É possível testar se houve impacto resultante dessa mudança sobre o 
desempenho das exportações brasileiras e sobre o balanço de pagamentos bilate-
ral, perante países anteriormente semelhantes e que não contaram com o mesmo 
instrumento de política comercial.
Por fim, outra possibilidade a ser testada seriam os eventos de interrupção tem-
porária dos desembolsos decorrentes de eventos exógenos, tais como o ocorrido 
em 2016.
3.3 Dados 
Outro aspecto-chave em uma avaliação de impacto/efetividade refere-se à dispo-
nibilidade de dados que permitam explorar os objetivos propostos e superar as 
restrições das metodologias e hipóteses. Tanto o monitoramento de indicadores 
quanto as avaliações de impacto dependem da disponibilidade de dados relevantes 
sobre o desempenho de empresas (apoiadas e pertencentes ao grupo de controle) 
e do setor exportador brasileiro. 
O desempenho em relação às exportações de bens e emprego das firmas pode 
ser obtido por meio de duas fontes tradicionais com cobertura praticamente uni-
versal: a Relação Anual de Informações Sociais (Rais) do Ministério do 
Trabalho e Emprego (MTE), atual Ministério da Economia (ME), e o sistema 
Alice da Secretaria de Comércio Exterior (Secex). Cabe observar que o acesso 
aos microdados de ambas as fontes está condicionado à manutenção de acordos 
de cooperação técnica com os órgãos gestores. No caso do sistema Alice, o 
BNDES dispõe dos dados com identificação do exportador para o universo 
das exportações até o ano de 2012. De 2013 em diante, estão 
disponíveis apenas os dados relativos às empresas com as quais o 
Banco mantém relacionamento.
Informações econômicas adicionais sobre as empresas (receitas, 
componentes de custos, nível de investimento etc.) são necessárias para controles 
das diferenças observáveis entre as empresas, bem como para delinear grupos de 
controle adequados. Tais informações são coletadas nas pesquisas anuais do Instituto 
Brasileiro de Geografia e Estatística (IBGE), como a Pesquisa Industrial  Anual, 
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a Pesquisa Anual de Serviços e a Pesquisa Anual da Indústria da Construção. 
Nesse caso, o uso dos microdados identificados depende do acesso à sala de 
sigilo do IBGE, cuja concessão depende do envio de projeto e negociação com 
essa instituição.
Os relatórios de verificação das exportações exigidos no âmbito das operações 
da linha Pós-embarque Serviços possibilitam maior detalhamento das exportações 
de bens e serviços associadas aos projetos apoiados. A atualização dessa base é 
constante e exige harmonização dos formatos em que as informações são reportadas 
em diferentes operações.
Por fim, dados sobre o mercado internacional de construção podem ser obtidos 
por meio de publicação anual da Engineering News-Record (ENR, 2003; 2004; 
2005; 2006; 2007; 2008; 2009; 2010; 2011; 2012; 2013; 2014; 2015; 2016; 2017), 
que traz o ranking, a receita, o setor e o valor dos contratos das maiores empresas 
de construção do mundo. Informações macroeconômicas sobre os países exporta-
dores e importadores de serviços podem ser obtidas nas bases de dados públicas 
do Banco Mundial e pela Penn World Table. 
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Apêndice metodológico –  identificação e estimação do 
efeito do tratamento13
Descrição geral e notação
Um componente básico da notação empregada na literatura de efeito de tratamento 
é o modelo	de	resultados	potenciais	de	Rubin.14 Esse modelo postula que, para 
cada unidade ou observação i, oriunda de uma dada população P, existem dois 
resultados	potenciais:
Yi(1), valor da variável de interesse caso a unidade i esteja sob efeito do tra-
tamento; e 
Yi(0), valor da mesma variável caso i não receba o tratamento. 
Além disso, para cada unidade i é possível observar o status do tratamento, 
sinalizado pelo indicador	de	tratamento Ti. De forma análoga aos rótulos dos 
resultados potenciais, Ti = 1 indica que i recebe o tratamento e Ti = 0, que não 
recebe. Por fim, denota-se por Xi um conjunto de variáveis	auxiliares disponíveis, 
que se supõe não serem afetadas pelo tratamento.
No modelo de resultados potenciais, o efeito da intervenção sobre a unidade 
i é dado por τi = Yi (1) – Yi (0), desde que: (i) o tratamento esteja bem definido 
(não há diferentes “versões” do tratamento); e (ii) a atribuição do tratamento a 
uma unidade não interfira no resultado das demais (por exemplo, não pode haver 
externalidades ou efeitos de equilíbrio geral substanciais).15
O problema	 fundamental	da	 inferência	 causal – termo disseminado por 
Holland (1986) – consiste no fato de que apenas um dos resultados potenciais é 
observado para cada indivíduo, mas o cálculo do efeito τi do tratamento depende 
de ambos. Neste ponto da discussão, é útil observar que, mesmo concentrando o 
foco em agregados, não basta comparar os resultados de unidades tratadas e não 
tratadas. Por exemplo, a diferença de médias entre os grupos converge probabi-
13 Para uma exposição mais ampla e detalhada, sugere-se consultar Khandker, Koolwal e Samad 
(2010) e Imbens e Wooldridge (2008), que foram utilizados como referência para a elaboração 
da presente discussão. A aplicação da maioria dos métodos requer o uso de modelos de regressão, 
que não são cobertos aqui por limite de escopo. Sugere-se consultar Angrist e Pischke (2009), para 
uma abordagem leve dessa e de outras ferramentas de econometria aplicada, ilustrando alguns 
dos métodos descritos aqui, e Wooldridge (2010) como referência abrangente.
14 Assim denominado pela identificação com o estatístico norte-americano Donald Rubin, que 
o disseminou notoriamente a partir da década de 1970 e contribui ativamente para a literatura 
de inferência estatística causal. As origens do modelo são também atribuídas ao trabalho do 
matemático e estatístico polonês Jerzy Neyman no início do século XX (o primeiro registro do 
uso da notação aqui apresentada é datado de 1923). Para uma discussão de origens históricas, 
ver Imbens e Rubin (2015), cap. 2.
15 Essas duas condições correspondem à hipótese conhecida como Stable Unit Treatment Value 
Assumption, cunhada por Rubin em Imbens e Rubin (2015).
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listicamente para E[Yi (1)│Ti = 1] – E[Yi (0)│Ti = 0]. Esse valor pode ser escrito 
da seguinte forma (somando e subtraindo a média contrafactual E[Yi (0)│Ti = 1]):
{E[Yi (1)│Ti = 1] – E[Yi (0)│Ti = 1]} + {E[Yi (0)│Ti = 1] – E[Yi (0)│Ti = 0]}
em que a primeira parcela consiste no efeito do tratamento sobre as unidades tra-
tadas (uma estatística que frequentemente é o objeto de interesse, como será visto 
em breve) e a segunda representa a diferença entre os resultados potenciais Yi (0) 
das unidades tratadas e não tratadas, uma forma de representar o viés	de	seleção 
(erro na inferência decorrente das diferenças entre os grupos comparados).
Formalmente, os dados observados são (Yi, Ti, Xi)iÎS, em que S Ì P é uma 
amostra da população e Yi = Yi (Ti) é o resultado	observado da observação i. 
Dessa forma, conhece-se apenas Yi (1) quando Ti = 1, e apenas Yi (0) quando Ti = 
0. Frequentemente a seguinte representação do resultado observado – cuja veri-
ficação é imediata – se mostra útil (para simplificar a notação, será evitado o uso
do índi ce i quando não houver risco de confusão):
Y = TY(1) + (1 – T)Y(0) (1)
Parâmetro de interesse
A notação apresentada até aqui admite que o efeito do tratamento seja diferente 
para cada indivíduo. Na prática, entretanto, deseja-se realizar a inferência sobre 
alguma quantidade representativa do efeito sobre a população (ou sobre a amostra, 
quando esta não é representativa da população). Um candidato natural é o valor 
esperado desse efeito sobre algum subconjunto da população. Duas possibilidades 
geralmente utilizadas são:
• Efeito médio do tratamento (ATE, average treatment effect), definido por:
τATE = E[τi] = E[Yi (1) – Yi (0)]
• Efeito médio do tratamento sobre os tratados (ATT, average treatment effect
on the treated), definido por:
τATT = E[τi | Ti = 1] = E[Yi (1) – Yi (0) | Ti = 1]
O ATE representa o efeito esperado da aplicação do tratamento a uma unidade 
tomada aleatoriamente da população, ou o efeito médio verificado se a intervenção 
tivesse sido aplicada a toda a população (ou a um subconjunto representativo desta) 
vis-à-vis ao fato de nenhuma unidade ter sido atendida.
O ATT representa o efeito esperado da intervenção sobre uma unidade escolhida 
aleatoriamente entre as que de fato foram tratadas ou, equivalentemente, o efeito 
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médio por unidade tratada alcançado pelo programa, dado o mecanismo de sele-
ção atual. Cabe observar que, se a focalização da intervenção foi bem-sucedida, 
é razoável esperar que o ATT seja maior que o ATE.
Uma generalização do conceito de ATE é o efeito médio local de tratamento 
(Late, local average treatment effect), que consiste em uma média ou valor espe-
rado do efeito sobre uma população que não é necessariamente representativa da 
população de interesse. O ATT é um caso particular de Late. 
No contexto de inferência estatística e econometria, o conceito de identificação 
corresponde à capacidade de aprender sobre o parâmetro de interesse pela obser-
vação dos dados. Considerando o problema fundamental da inferência causal, é 
necessário impor hipóteses adicionais sobre o processo gerador dos dados para 
se obter a identificação. A validade dessas hipóteses, por sua vez, depende da 
natureza dos dados.
Dados experimentais
Quando a atribuição do tratamento ocorre de forma estritamente aleatória – situa-
ção em que se diz que há um experimento	puro – é lícito supor que os resultados 
potenciais são estatisticamente independentes da atribuição do tratamento:
(Yi (1), Yi (0)) ╨ Ti (2)
Cabe observar que, por construção, nesse caso não há distinção entre o ATT e 
o ATE (desde que a amostra seja escolhida aleatoriamente a partir da população
de interesse).
Outra consequência importante dessa hipótese é que o valor esperado do re-
sultado obtido pelas unidades tratadas é idêntico ao valor esperado do resultado 
potencial na presença da intervenção:
E[Yi│T = 1] = E[Yi (1)│Ti = 1] = E[Yi (1)]
em que a primeira igualdade segue da definição de Yi e a segunda, da hipótese (2). 
Da mesma forma, o valor esperado do resultado observado para as unidades não 
tratadas é igual ao valor esperado do valor potencial na ausência da intervenção:
E[Yi│T = 0] = E[Yi (0)│Ti = 0] = E[Yi (0)]
Em outras palavras, essas unidades constituem um grupo de controle legítimo 
para fins de cálculo do efeito da intervenção.
Essas relações mostram como, sob a hipótese (2), as quantidades não obser-
váveis E[Y(1)] e E[Y(0)] podem ser estimadas via médias dos valores observados 
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de cada grupo. A identificação do ATE nesse contexto segue da observação de 
que, por linearidade do valor esperado, este pode ser representado pela diferença 
dessas duas quantidades: τATE = E[Y(1) – Y(0)] = E[Y(1)] – E[Y(0)]. De fato, um 
estimador não viesado do ATE é dado pela simples diferença de médias entre os 
grupos de controle e tratamento:
̂ =  
∑ | =1 −
∑ | =0  
em que Nt e Nc são respectivamente o número de unidades no grupo de tratamen-
to e no grupo de controle. No contexto de análise por regressão linear, a mesma 
inferência pode ser obtida aplicando aos dados o modelo de regressão simples:
Yi = α + βTi + εi
em que α e β são parâmetros e εi um erro de média zero e não correlacionado 
com Ti. O estimador de mínimos quadrados ordinários para β será idêntico ao τ̂ATE 
descrito anteriormente.
Em alguns casos, a atribuição do tratamento, ainda que realizada de forma 
experimental, utiliza probabilidades distintas para grupos definidos com base no 
perfil de variáveis Xi. Nesse caso, diz-se que se trata de um experimento	parcial, 
e os métodos descritos a seguir para o contexto mais geral de “seleção em obser-
váveis” se aplicam.
Seleção em observáveis
O contexto de seleção em observáveis é geralmente descrito pelas seguintes 
 hipóteses:
(Yi (1), Yi (0)) ╨ Ti | Xi (3)
Existe ϵ > 0 tal que vale: ϵ < P(Ti = 1│ Xi = x) < 1 – ϵ, para todo x (4)
A hipótese de independência (3), denominada hipótese	de	 independência	
condicional, é menos restritiva que a hipótese (2) – postulada para o caso de 
experimentos puros –, pois a independência entre os resultados potenciais e a 
atribuição do tratamento só precisa ocorrer, nesse caso, para unidades semelhan-
tes (com mesmas características observáveis). A independência condicional não 
é diretamente testável a partir dos dados, isto é, não é possível discernir se ela é 
válida com base em uma amostra, mesmo depois de um número arbitrariamente 
grande de observações. Entretanto, é possível discutir se ela é plausível com base 
em testes indiretos.16
16 Ver Imbens e Wooldridge (2008). 
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Já a hipótese (4), denominada hipótese	de	suporte	comum ou de sobreposição, 
essencialmente exige que, para todos os valores das variáveis auxiliares, seja pos-
sível observar unidades de controle e tratamento. Essa condição é testável a partir 
dos dados, e tal verificação é amplamente recomendada pela literatura  – ver,  por 
exemplo, Busso, Dinardo e McCrary (2014), Crump et al. (2009) ou Imbens (2015). 
Sua violação reflete na existência de unidades de um dos grupos – tratamento ou 
controle – com arbitrariamente poucos (ou nenhum) correspondentes no outro 
e, portanto, na impossibilidade de estimar o respectivo resultado contrafactual. 
Nesse caso, as alternativas são: (i) por um lado, aceitar hipóteses mais fortes que 
permitam extrapolação de resultados; e (ii) por outro, abandonar a pretensão a 
estimar o efeito do tratamento sobre a parte da população em que não há unida-
des comparáveis.
Há duas formas úteis (no que se refere à exposição) de demonstrar a identifi-
cação do ATE sob as hipóteses (3) e (4).
A primeira delas motiva o método de regressão. Observa-se que, desenvolvendo 
expressões análogas às obtidas com base na hipótese (2), apenas incorporando a 
natureza condicional da nova hipótese de independência, tem-se:
E[Yi│T = 0, X = x] = E[Yi (0)│Ti = 0, X = x] = E[Yi (0)|X = x]
E[Yi│T = 1, X = x] = E[Yi (1)│Ti = 1, X = x] = E[Yi (1)|X = x]
Ou seja, as médias condicionais dos valores observados para as unidades de 
controle e tratamento equivalem às médias condicionais dos respectivos resultados 
potenciais. Isso significa que é possível estimar as relações de média condicional 
dos resultados potenciais:
m1 (x) = E[Yi (1)|Xi = x]
m0 (x) = E[Yi (0)|Xi = x]
por meio dos dados observados, obtendo estimativas m1(∙) e m0(∙). Por exemplo, 
podem-se estimar as regressões lineares:
Y(1)i = αt + X’i βt + εt,i) (5)
Y(0)i = αc + X’i βc + εc,i) (6)
separadamente para os grupos de tratamento e controle, respectivamente, de modo 
a obter as estimativas: m1(x) = α̂t + β̂t x e m0(x) = α̂c + β̂cx.
Além disso, por uma aplicação direta da Lei das Expectativas Iteradas e linea-
ridade à definição do ATE, tem-se:
τATE = E[τi] = E[E[τi | Xi = x]] =
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E[E[Yi (1) – Yi (0)|Xi = x]] =
E[E[Yi (1)|Xi = x]] – E[E[Yi (0)|Xi = x]]
Isso sugere agregar as estimativas m1(∙) e m0(∙) sobre a amostra inteira, para o 
ATE:
ou, seguindo raciocínio análogo para o ATT, sobre o grupo das unidades tratadas:
Considerando estimadores m1(∙) e m0(∙) lineares em Xi, o estimador para o ATE 
apresentado anteriormente pode ser também obtido a partir de uma única regressão 
linear com controles – somando as equações (5) e (6) multiplicadas por T e 1 – T, 
respectivamente, e usando a relação (1):
Yi = αc + (αt – αc) Ti + X’i βc + Ti X’i (βt – βc) + εc,i + Ti (εt,i– εc,i)
Yi = α + δTi + X’i β + Ti X’i η + εi (7)
sendo possível mostrar que τ̂ATE = δ̂  + X
_
´η̂, em que X
_
 é a média das variáveis 
auxiliares17 na amostra.18
Estimadores de matching (ou pareamento) são motivados da mesma forma 
que os de regressão. A diferença está na maneira de aproximar m1(Xi) e m0(Xi): 
em vez de estimar as funções m1(∙) e m0(∙) e avaliá-las para diferentes pontos Xi, 
o método de matching simplesmente substitui m0(Xi) pela média do valor de Yi 
para observações do grupo de controle mais próximas a Xi – respectivamente ob-
servações tratadas para m1(Xi). Diz-se que as unidades consideradas similares são 
pareadas (matched) pelas variáveis Xi.
Outra forma de identificar o efeito de tratamento usa o conceito de propensity 
score, cuja utilização para fins de inferência causal foi inicialmente proposta por 
Rosembaum e Rubin (1983). Trata-se de uma função que atribui a probabilidade 
de receber o tratamento a cada valor das variáveis Xi:
p(x) = P[Ti = 1|Xi = x]
O propensity score pode ser utilizado para obter a média de cada valor potencial 
para a população, com base em uma média ponderada do valor observado de cada 
17 Alternativamente, a estimação pode ser realizada com as variáveis auxiliares previamente ajustadas 
pela subtração das respectivas médias amostrais. Isso facilita a análise dos resultados da regressão, 
uma vez que, nesse caso, X
_
 = 0, de modo que o efeito é evidenciado imediatamente por δ̂.
18 Em alguns trabalhos se observa o uso da equação simplificada Y T Xi i i i= + + +α δ β ε
’ , que requer a 
hipótese adicional de que os efeitos do tratamento não variam entre unidades com características 
diferentes.
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grupo, um método de estimação do efeito de tratamento conhecido como repon-
deração. Intuitivamente, o inverso do propensity score em um ponto x representa 
a proporção (esperada) de unidades com tal perfil na população em comparação 
ao número de unidades tratadas similares. Ponderado por essa quantidade, o grupo 
das unidades tratadas torna-se representativo da população.
Formalmente:
=
( )| ( )|
Considerando estimadores ( ) e ( ) lineares em , o estimador para o ATE apresentado
anteriormente pode ser também obtido a partir de uma única regressão linear com controles (somando
as equações (5) e (6) multiplicadas por e 1 respectivamente, e usando a relação (1)):
= + ( ) + + ( ) + , + ( , , )
= + + + + (7)
sendo possível mostrar que = + , em que é a média das variáveis auxiliares17 na 
amostra.18
Estimadores de matching (ou pareamento) são motivados da mesma forma que os de regressão. A
diferença está na forma de aproximar ( ) e ( ): em vez de estimar as funções ( ) e ( )
e avalia-las para diferentes pontos , o método de matching simplesmente substitui ( ) pela
média do valor de para observações do grupo de controle mais próximas a (respectivamente
observações tratadas para ( )). Diz-se que as unidades consideradas similares são pareadas
(matched) pelas variáveis .
Outra forma de identificar o efeito de tratamento usa o conceito de propensity score, cuja utilização
para fins de inferência causal foi incialmente proposta por Rosembaum e Rubin (1983). Trata-se de
uma função que atribui a probabilidade de receber o tratamento a cada valor das variáveis :
( ) = P[T = 1| = ]
O propensity score pode ser utilizado para obter a média de cada valor potencial para a população com 
base em uma média ponderada do valor observado de cada grupo, um método de estimação do efeito
de tratamento conhecido como reponderação. Intuitivamente, o inverso do propensity score em um
ponto representa a proporção (esperada) de unidades com tal perfil na população em comparação ao
número de unidades tratadas similares. Ponderado por essa quantidade, o grupo das unidades tratadas
torna-se representativo da população.
Formalmente:
( ) = ( ) | =
[ | ]
( ) =
[ (1)| ] ( )
( ) =
[ (1)| ] = [ (1)] 
em que a primeira e a última igualdade decorrem da Lei das Expectativas Iteradas, e a terceira decorre
de:
[ | ] = [ | , = 1] [ = 1| ] + 0 [ = 0| ] = [ | , = 1] ( )
17 Alternativamente, a estimação pode ser realizada com as variáveis auxiliares previamente ajustadas pela subtração das respectivas 
médias amostrais. Isso facilita a análise dos resultados da regressão, uma vez que, nesse caso, = 0, de modo que o efeito é evidenciado
imediatamente por .
18 Em alguns trabalhos se observa o uso da equação simplificada = + + + , que requer a hipótese adicional de que os
efeitos do tratamento não variam entre unidades com características diferentes.
em que a primeira e a última igualdade decorrem da Lei das Expectativas Iteradas, 
e a terceira decorre de:
E[TY│X] = E[Y│X,T = 1] ∙ P[T = 1│X] + 0 ∙ P[T = 0│X] = E[Y│X,T = 1] ∙ p(X)
Em suma, a média de valores potenciais E[Y(1)] pode ser expressa como, 
E[TY/p(X)], que envolve apenas variáveis observáveis. Por um raciocínio análogo, 
obté -se E[(1 – T)Y⁄1 – p(X)] = E[Y(0)]. Substituindo ambas as quantidad s no 
cômputo do ATE:
Em suma, a média de valores potenciais [ (1)] pode ser expressa como, [ / ( ) ], que envolve 
termos apenas variáveis observáveis. Por um raciocíni  nálogo, obtém-se [(1 ) 1 ( )] =
[ (0)]. Substituindo ambas as quantidades no cômputo do ATE:




oque sugere estimar o propensity score por alguma função ( ) e, em seguida, o efeito médio do






Os métodos aplicáveis no contexto de seleção em observáveis podem ser implementados de diversas 
maneiras: para os estimadores de regressão e reponderação, há várias escolhas possíveis para
estimadores das funções ( ), ( ) e ( ), sendo recomendado o uso de métodos flexíveis, como
estimadores não paramétricos baseados em kernel smoothing, regressão linear local, ou sieves. No caso
do matching, além da escolha do número de pareamentos, é preciso escolher qual o conceito de
distância empregado para determinar as unidades a serem pareadas, sendo escolhas populares a métrica
de Mahalanobis e o propensity score. Dada a multiplicidade de escolhas, a literatura sugere que se
realizem testes de robustez, comparando resultados obtidos mediante diferentes especificações.
Além disso, há formas de combinar os três métodos, que em geral oferecem resultados robustos em
relação à má especificação de algum deles isoladamente. Destacam-se a estratificação por propensity
score seguida de regressão – essencialmente aplicar o método de regressão a sub amostras definidas
por intervalos de propensity score –, matching com ajuste por regressão – aplicação de regressão
apenas às unidades pareadas –, e os estimadores ‘duplamente robustos’, que combinam regressão com
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mentados de div rsas maneiras: para os estimadores de regressão  reponderação, 
há várias escolhas possíveis para timadores das funções m1(·), m0(·) e p(·), sendo 
recomendado o uso de étodos flexíveis, como estimad res não paramétricos 
baseados em kernel smoothing, regressão linear local, ou si ves. No caso do 
atching, além da escolha do número de pareamentos, é preciso escolher qual o 
con eito de distância empregado para determina  as unidades a ser m pareadas, 
send  escolhas populares a étrica de Mahalanobis e  pr pensity score. Dada a 
multiplicidade de escolhas, a literatura sugere que se realizem t stes de robustez, 
comparando resultados obtidos mediante diferentes especificações.
Alé  disso, há for as de co binar os três mét dos, que em geral oferecem 
resultados robustos em relação à má especificação de algum deles isoladamente. 
Destacam-se a estratificação por propensity score seguida de regressão – essen-
cialmente aplicar o  de regres ão a subamostras d finid s por intervalos 
de propensity score –, matching com ajuste por regressão – a licação de regres-
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são apenas às unidades pareadas –, e os estimadores “duplamente robustos”, que 
combinam regressão com reponderação pelo propensity score – um exemplo é a 
estimação da regressão em uma amostra ponderada da forma descrita pelo método 
da reponderação.19
Uma recomendação importante no caso de métodos baseados em propensity 
score é analisar o quanto os grupos de controle e tratamento se tornam similares 








1 (∙) . 
A literatura técnica oferece diversos testes e procedimentos de diagnóstico com 
essa finalidade. Quando a reponderação falha em equilibrar a distribuição das 
características entre os grupos, a estimação está sujeita a viés.
Seleção em não observáveis
Quando a atribuição do tratamento depende de fatores não observáveis, a hipótese 
de independência condicional pode ser violada, e os procedimentos descritos an-
teriormente deixam de ser válidos. Em outras palavras, mesmo depois de ajustar 
os desempenhos pelas variáveis Xi, podem restar diferenças nos desempenhos que 
não dependam apenas do tratamento. A literatura apresenta essencialmente dois 
tipos de solução para esse problema.
Dados dinâmicos: diferenças em diferenças e controle sintético
Uma das formas de contornar a seleção em fatores não observáveis consiste em 
explorar informações sobre o desempenho anterior à intervenção. A ideia é que o 
desempenho prévio reflete os fatores não observáveis, possibilitando então des-
contar esse efeito das diferenças verificadas depois do tratamento, ou comparar 
unidades com não observáveis similares detectados justamente pelo desempenho 
histórico similar.
Diferenças em diferenças
Quando as variáveis que determinam a seleção não são observáveis, a hipótese de 
independência condicional (3) – (Yi (1), Yi (0)) ╨ Ti | Xi – não é mais válida e, por 
conseguinte, estimadores como os de regressão e matching deixam de fornecer 
resultados não viesados para o impacto. No entanto, sempre que os grupos de 
controle e tratamento tiverem trajetórias paralelas no tempo, na ausência do tra-
tamento (diferenças invariantes no tempo), o método de diferenças em diferenças 
(diff in diff) pode ser utilizado. 
19 Para uma apresentação dos dois primeiros métodos – inicialmente propostos por Rubin e 
colaboradores –, ver Imbens e Rubin (2015). A literatura de estimação duplamente robusta 
foi originada pelo epidemiologista James Robins e colaboradores; ver, por exemplo, Robins e 
Rotnitzky (1995), Scharfstein, Rotnitzky e Robins (1999) e – para um tratamento recente – Athey 
et al. (2017). 
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Esse método tem como vantagem o fato de não exigir que os grupos de controle 
e tratamento tenham o mesmo resultado na ausência da intervenção (sejam direta-
mente comparáveis) ou que as variáveis não observadas permaneçam constantes 
no tempo, mas somente que tenham a mesma tendência. Em outras palavras, o 
viés de seleção ou a diferença entre os dois grupos deve permanecer invariante 
no tempo, na ausência do tratamento. A ação do tratamento é, então, a de modi-
ficar essa tendência. Logo, para que seu impacto seja calculado, basta comparar 
as informações dos dois grupos antes e depois da intervenção. Para tal, não são 
necessários dados em painéis. Dados transversais para, ao menos, dois períodos 
(antes e depois da intervenção) podem ser suficientes.
Relembrando a especificação paramétrica (7), válida para o caso de seleção 
em observáveis, e ignorando a heterogeneidade do efeito do tratamento de acordo 
com as características (ou seja, supondo η = 0):
Yi = α + δTi + X’i β + εi
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 (no caso, igual ao estimador do parâmetro δ) quando a hipótese (3) é válida, 
pois esta implica que as variáveis Ti e εi são não correlacionadas, dado o valor de 
Xi. No entanto, se há s leçã  em não bserváveis, a hipóte e (3) não se ve ifica e 
o estimador pode apresenta  viés de sentido e magnitude arbitrários.
A estratégia de identificação em tela supõ  que a fonte de corr lação entre 
Ti e εi consiste em algum fator específico às unidades que evolui paralelamente 
entre os grupos ao longo do tempo. Nesse contexto, os dados são descritos por 
(Yij, Ti)iÎS,jÎ{0,1,2,…,T}, e o índice j representa o período de tempo. É conveniente, para 
fins de exposição, considerar que o tratamento é aplicado em um único período, 
de forma irrev rsíve , e modo a afetar os r sultados a partir desse período. Pela 
hipótese descrita, o erro εij se dec mpõ  da s guinte forma:
εij = ϕi + θj + uij
em que E[uij] = 0 e uij ╨ Ti e, portanto,E[uij | Ti = 1] = E[uij | Ti = 0] = 0.
Seguindo a descrição de Cameron e Trivedi (2005), dada uma i terven-
ção no período t, a variação do resultado da unidade i pode ser scrita como: 
[Yit – Yi(t – 1) | Ti = 1], se el  pertencer ao grupo de tratam nto, ou [Yit – Yi(t – 1) | Ti = 0], 
se ela pertencer ao grupo de controle. Logo, a diferença entre as duas evoluções é 
dada por [Yit – Yi(t – 1) | Ti = 1] – [Yit – Yi(t – 1) | Ti = 0], que é a medida	de	diferenças	
em	diferenças.
Sob a hipótese anterior, o efeito do tratamento é dado pela agregação dessa 
medida:
E[Yit – Yi(t – 1) │Ti = 1] – E[Yit – Yi(t – 1) │Ti = 0]
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= {E[Yit│Ti = 1] – E[Yit│Ti = 0]} – {E[Yi(t – 1) │Ti = 1] – E[Yi(t – 1) │Ti = 0]}
= {α + δ + θt + E[X’i β + ϕi | Ti = 1] – (α + θt + E[X’i β + ϕi | Ti = 0])} –
{α + θt – 1 + E[X’i β + ϕi | Ti = 1] – (α + θt – 1 + E[X’i β + ϕi | Ti = 0])}
= {δ + E[X’i β + ϕi | Ti = 1] – E[X’i β + ϕi | Ti = 0]} –
{E[X’i β + ϕi | Ti = 1] – E[X’i β + ϕi | Ti = 0]}
= δ = τATE
A expressão da segunda linha deixa claro que bastam amostras repetidas dos 
grupos de controle e tratamento (sendo desnecessário que estes sejam compostos 
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Na linguagem de regressão, a especificação correspondente é a seguinte:
Yij = α + ϕTi + θpósj + δ(Ti × pósj) + uij
em que pósj é a variável binária que indica que a observação ocorre depois do 
tratamento, ou seja: pósj = 0, se j = t – 1; e pósj = 1, se j = t. É importante notar 
que, nesse caso, o coeficiente do termo relacionado ao tratamento, ϕ, apenas cap-
tura a diferença entre os grupos pré-tratamento. O termo associado ao período, 
por sua vez, reflete a tendência temporal (θt – θt – 1), na descrição do modelo desta 
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.
Se as mesmas unidades são observadas nos dois períodos, o ATE pode tam-
bém ser estimado por regressão, bastando, nesse caso, controlar diretamente para 
os resultados pré-tratamento das unidades. A generalização para vários períodos 
dessa abordagem consiste nas técnicas para dados	 em	painel (nome genérico 
para a estrutura de dados em que é possível observar as mesmas unidades em 
diferentes pontos no tempo), que permitem isolar os efeitos fixos individuais com 
mais precisão. O estudo de dados em painel requer conhecimentos avançados de 
modelos de regressão e técnicas de inferência estatística; uma discussão ampla 
dessas técnicas está disponível em Wooldridge (2010).
Controle sintético
Uma alternativa que explora de forma mais complexa a dinâmica prévia ao tratamen-
to é a metodologia de controle	sintético. Essa metodologia, apresentada em Abadie 
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e Gardeazabal (2003) e detalhada em Abadie, Diamond e  Hainmueller (2010),20 é 
adequada para análise de efeitos em nível agregado e que afetam um número relati-
vamente pequeno de unidades. Consiste na construção de uma unidade de controle 
sintética com base na média ponderada das principais características das unidades 
de controle disponíveis, de forma que tal unidade sintética aproxime as caracterís-
ticas relevantes da unidade tratada, anteriormente à intervenção analisada. Assim, 
o impacto da intervenção sobre a unidade tratada pode ser verificado pela diferença 
entre esta e a unidade de controle sintético, no período posterior à intervenção.
Considera-se um conjunto de I + 1 unidades, das quais uma recebe o trata-
mento (i = 1, por conveniência) e as demais são potenciais unidades de controle 
(i = 2, …, I + 1).21 As unidades são observadas nos períodos t = 1, …, T, com a 
intervenção ocorrendo em (ou afetando os resultados a partir de) T0 + 1, de forma 
que 1, …, T0 sejam os períodos pré-intervenção e T0 + 1, …, T sejam os perío-
dos pós-intervenção. Além da variável de interesse, observa-se, ainda, para cada 
unidade, Ui, um vetor (r × 1) de variáveis auxiliares, as quais consistem em um 
conjunto de preditores para a variável de resultado a ser avaliada.
Propõe-se estimar o efeito sobre a unidade tratada τ1t = Y1t(1) – Y1t(0), para os 
períodos T0 + 1, …, T. Como o resultado potencial da unidade i = 1 na ausência 
do tratamento é contrafacutal, recorre-se a uma combinação dos desempenhos das 
demais unidades. Ao fixar um vetor de pesos W = (w2, w3, …, wI + 1), com wi não 
negativos e ∑ +1=2 = 1






= , 1 , … ,
′
, para as potenciais unidades de controle, define-se um 
controle sintético arbitrário para a unidade tratada. Assim, o método de controle 
sintético propõe que os resultados contrafactuais Y1t(0), para t > T0, sejam estimados 
por alguma combinação 
∑ +1=2 = 1
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, com pesos W*.
O ponto crucial da técnica é a escolha dos pesos. Propõe-se que o controle sin-
tético seja tão similar quanto possível à unidade tratada em relação a um conjunto 
de valores Xi, composto pelas características Ui e combinações dos resultados pré-
-tratamento, definidas por M vetores 
∑ +1=2 = 1






= , 1 , … ,
′
, para m = 1, 2, …, M. 
É essa combinação linear dos resultados pré-intervenção que será utilizada para 
controlar os fatores comuns não observáveis que variam ao longo do tempo. For-
malmente, é demonstrado que, se o número de períodos pré-tratamento incluídos 
na análise for suficientemente grande, o erro se torna arbitrariamente pequeno.
Em suma, sejam 
∑ +1=2 = 1






= , 1 , … ,
′, para i = 1, 2, …, I, vetores (k × 1), 
k = r + M, contendo as características observadas e combinações de resultados 
pré-tratamento de cada unidade, e X0 = (X´2, X´3  …, X´I), a matriz (k × I) contendo 
as características de todos os controles potenciais, a implementação do controle 
20 Os mesmos autores produziram um pacote de comandos estatísticos computacionais a ser utilizado 
no programa R (Synth package), o qual detalham em Abadie, Diamond e Hainmueller (2011). O 
citado artigo traz uma apresentação mais sucinta do modelo, a qual foi utilizada como base para 
a descrição desta seção.
21 Os autores chamam esse subconjunto de “donor pool”.
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sintético consiste em escolher o vetor de pesos W * que minimize alguma distân-
cia ‖X1 – X0 W‖ entre as características da unidade tratada e do controle sintético. 




distância  W  entre as características da unidade tratada e do controle sintético. Geralmente, 
usa-se a distância: 
 W = (  W) V(  W) 
em que V é uma matriz ( × ) simétrica positiva semidefinida. A escolha de  determina os pesos 
dados às diferenças em cada dimensão e afeta a precisão (erro quadrático médio), mas não a 
consistência do estimador. A escolha ótima (que confere menor erro quadrático médio) depende de 
valores desconhecidos, mas que podem ser estimados a partir dos dados. 
[n2] Contextos quase experimentais: variáveis instrumentais e RDD 
[n3] Variáveis instrumentais 
Outra forma de evitar viés por seleção em não observáveis é encontrar fatores de atribuição aleatória 
de tratamento, gerando contextos comparáveis aos dos experimentos. Tipicamente, essa construção é 
obtida pelo método de variáveis instrumentais. 
No contexto de variáveis instrumentais, está disponível uma variável, denominada instrumento para 
o indicador de tratamento, denotada por , que afeta a seleção para o tratamento, mas não os resultados 
potenciais. Supondo  binária, valendo 1 caso haja indução ao tratamento e 0, caso contrário. 
Aplicando notação análoga à do modelo de resultados potenciais para a relação entre  e , postula-
se a existência de condições de participação potenciais (0) e (1) de acordo com o valor assumido 
pelo instrumento. Os dados observados consistem em ( , , ) , em que = ( ). 
Existem quatro comportamentos, ou padrões de resposta, logicamente possíveis: 
=
 (never-taker), se (0) = (1) = 0
 (complier), se (0) = 0 e (1) = 1
 (defier), se (0) = 1 e (1) = 0
 (always-taker), se (0) = (1) = 1
 
Por exemplo: diz-se que uma unidade é complier (“obediente”) se ela participa do tratamento quando 
induzida, (i.e., (1) = 1) e não participa quando não induzida ( (0) = 0). Cabe observar que, a 
princípio, não é possível deduzir o tipo de cada unidade com base nos dados observados: se, por 
exemplo, = 1 e = 1, é possível que  seja complier ou always-taker. 
Para fins de identificação, é necessário impor a restrição de monotonicidade, ou ausência de defiers: 
 { , , } (8) 
e a hipótese de independência 
 ( (1), (0), (1), (0))   (9) 
A Figura A1 ilustra os comportamentos possíveis e as restrições implicadas pela hipótese (8). 
Figura A1 – Hipótese de monotonicidade 
em que V é uma matriz (k × k) simétrica positiva semidefinida. A escolha de V 
determina os pesos dados às diferenças em cada dimensão e afeta a precisão (erro 
quadrático médio), mas não a consistência do estimador. A escolha ótima (que 
confere menor erro quadrático médio) depende de valores desconhecidos, mas 
que podem ser estimados com base nos dados.
Contextos quase-experimentais: variáveis instrumentais 
e regression discontinuity design
Variáveis instrumentais
Outra f rma de evitar vié  p r seleção m não observáveis é en trar fatores 
de atribuição aleatória de tratamento, gerando contextos comparáveis aos dos 
experimentos. Tipicamente, essa construção é obtida pelo método de variáveis	
instrumentais.
No contexto de variáveis instrumentais, está disponível uma variável, denominada 
instrumento	para o indicador de tratamento, denotada por Z, que afeta a seleção 
para  tratamento, mas não os resultados potenciais. Supondo Z binária, valendo 1 
caso haja indução ao tratamento e 0, caso contrário, e aplicando notação análoga à 
do modelo de resultados potenciais para a relação entre Zi e Ti, postula-se a existência 
de condições de participação potenciais Ti(0) e Ti(1) de acordo com o valor assumido 
pelo instrumento. Os dados obs rvados consistem em (Yi, Ti, Zi)iÎS, em que Ti = Ti(Zi).
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 (complier), se (0) = 0 e (1) = 1
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Por exemplo: diz-se que uma unidade é complier (“obediente”) se ela participa do tratamento quando 
induzida, (i.e., (1) = 1) e não participa quando não induzida ( (0) = 0). Cabe observar que, a 
princípio, não é possível deduzir o tipo de cada unidade com base nos dados observados: se, por 
exemplo, = 1 e = 1, é possível que  seja complier ou always-taker. 
Para fins de identificação, é necessário impor a restrição de monotonicidade, ou ausência de defiers: 
 { , , } (8) 
e a hipótese de independência 
 ( (1), (0), (1), (0))   (9) 
A Figura A1 ilustra os comportamentos possíveis e as restrições implicadas pela hipótese (8). 
Figura A1 – Hipótese de monotonicidade 
Por exemplo: diz-se que uma unidade é complier (“obediente”) se ela partici-
pa do tratamento quando induzida (isto é, Ti(1) = 1) e não participa quando não 
induzida (Ti (0) = 0). Cabe observar que, a princípio, não é possível deduzir o tipo 
de cada unidade com base nos dados observados: se, por exemplo, Ti = 1 e Zi = 1, 
é possível que i seja complier ou always-taker.
Para fins de identificação, é necessário impor a restrição de monotonicidade,	
ou	ausência	de	defiers:
Ci Î{n, c, a} (8)
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e a hipótese	de	independência:
(Yi(1), Yi(0), Ti(1), Ti(0)) ╨ Zi (9)
A Figura A1 ilustra os comportamentos possíveis e as restrições implicadas 
pela hipótese (8).
Figura A1. Hipótese de monotonicidade
0 1 0 1
0 n, c n, d 0 n, c n
1 d, a
Caso geral Hipótese (8)




A hipótese (9), por sua vez, assegura que o instrumento é independente do 
comportamento e dos resultados potenciais de cada indivíduo. Quando as duas 
hipóteses são válidas, os conjuntos de observações definidos por S1 = {i Î S|Zi = 1} 
e S0 = {i Î S|Zi = 0} diferem apenas na medida em que os compliers estão sob 
tratamento no primeiro (logo assumem T = 1 e Y = Y(1)), mas não no segundo 
(logo assumem T = 0 e Y = Y(0)).
Assim, em ambos os conjuntos, a proporção esperada de compliers é idêntica 
à observada na população em geral: πc = P[Ci = c] = E[Ti│Zi = 1] – E[Ti |Zi = 0] 
(em razão da hipótese (9), por independência entre Zi e Ci). Além disso, a diferença 
do desempenho médio dos grupos é dada apenas pela variação da condição do 
tratamento dos compliers:
E[Yi│Zi = 1] – E[Yi│Zi = 0] = πc ∙ E[Yi(1) – Yi(0)|Ci = c]





Fonte: Elaboração própria. 
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segundo (logo assumem = 0 e = (0)). 
Assim, em ambos os conjuntos, a proporção esperada de compliers é idêntica à observada na população 
em geral: = [ = ] = [ | = 1] [ | = 0] (em razão da hipótese (9), por 
independência entre  e ). Além disso, a diferença do desempenho médio dos grupos é dada apenas 
pela variação da condição do tratamento dos compliers: 
[ | = 1] [ | = 0] = [ (1) (0)| = ] 
Portanto, é possível identificar o efeito de tratamento local para os compliers como: 
= [ (1) (0)| = ] =
[ | = 1] [ | = 0]
[ | = 1] [ | = 0]
 
e estimá-lo por meio do análogo amostral: 
=  
em que  e  são o número de observações em  e . 
Considerando-se a ideia básica de variável instrumental, estão disponíveis diversas extensões, como 
instrumento com vários níveis (em vez de binário) e modelos com heterogeneidade por fatores 
observáveis (variáveis ). 
É importante notar que, para obter o ATE ou o ATT no contexto de variáveis instrumentais, são 
necessárias hipóteses adicionais que permitam a extrapolação do efeito identificado para os compliers. 
Nesse sentido, a literatura sugere testes indiretos que podem revelar se essa extrapolação é plausível, 
como verificar em que medida os always-takers se assemelham aos compliers que recebem o 
tratamento (analogamente para never-takers e compliers não tratados). 
[n3] Regression discontinuity design 
Uma estratégia relacionada à de variáveis instrumentais é a exploração de um regression discontinuity 
design (RDD), que consiste em um desenho quase experimental em que a atribuição para o tratamento 
varia descontinuamente conforme o valor de uma determinada característica. Um exemplo típico é a 
existência de um limite de elegibilidade imposto pela política analisada. A variável para a qual se 
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em que N1 e N0 são o número de observações em S1 e S0.
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Considerando-se a ideia básica de variável instrumental, estão disponíveis 
diversas extensões, como instrumento com vários níveis (em vez de binário) e 
modelos com heterogeneidade por fatores observáveis (variáveis Xi).
É importante notar que, para obter o ATE ou o ATT no contexto de variáveis 
instrumentais, são necessárias hipóteses adicionais que permitam a extrapolação 
do efeito identificado para os compliers. Nesse sentido, a literatura sugere testes 
indiretos que podem revelar se essa extrapolação é plausível, como verificar em que 
medida os always-takers se assemelham aos compliers que recebem o tratamento 
(analogamente para never-takers e compliers não tratados).
Regression discontinuity design
Uma estratégia relacionada à de variáveis instrumentais é a exploração de um 
regression discontinuity design (RDD), que consiste em um desenho quase-expe-
rimental em que a atribuição para o tratamento varia descontinuamente conforme 
o valor de uma determinada característica. Um exemplo típico é a existência de 
um limite de elegibilidade imposto pela política analisada. A variável para a qual 
se verifica a descontinuidade chama-se running variable, forcing variable, ou 
 assignment variable e será denotada por Z; o limiar em que a descontinuidade 
ocorre será representado por Z*.
O caso mais simples é o denominado sharp design, em que a descontinuidade 




verifica a descontinuidade chama-se running variable, forcing variable, ou assignment variable será 
denotada por ; o limiar em que a descontinuidade ocorre será representado por . 
O caso mais simples é o denominado harp design, em qu  a descontinuidade é determinante do 
tratamento, ou seja, 
[ = 1| ] = 0, se <1, se >  
Quando a relação entre a descontinuidade e a atribuição de tratamento é probabilística, tem-se: 
= lim [ = 1| = ] lim [ = 1| = ] =  
que torna o contexto análogo ao caso geral de variáveis instrumentais com proporção  de 
compliers. Para um tratamento unificado dos casos, basta observar que o sharp design é o caso limite 
em que = 1 e = 0. 
A hipótese de identificação consiste na continuidade das funções de média condicional dos valores 
potenciais em relação à variável : ( ) = [ (1)| = ] e ( ) = [ (0)| = ]. Nessas 
condições: 
[ (1)| = ] = lim ( ) = lim ( ) 
[ (0)| = ] = lim ( ) = lim ( ) 
Consequentemente, nesse contexto, de forma similar ao que acontece para variáveis instrumentais, a 
diferença entre os desempenhos médios verificados em vizinhanças arbitrariamente pequenas de 
valores de  menores e maiores que  será devida à variação do tratamento. A quantidade a ser 
estimada é: 
=
lim [ | = ] lim [ | = ]
lim [ | = ] lim [ | = ]
 
O estimador consiste em: 
=
( ) ( )
( ) ( )
 
em que: ( ) e ( ) são estimativas para a média condicional do resultado observado com respeito 
a , considerando, no primeiro caso, somente pontos à direita do limiar ( < ) e no segundo, à 
esquerda; e ( ) e ( ) estimativas para a probabilidade de tratamento condicional a , 
considerando, respectivamente, pontos à direita e à esquerda do limiar. Os métodos para a estimação 
dessas funções devem priorizar a precisão no ponto de fronteira = . Assim, as técnicas de 
suavização por kernel e regressão linear local, que têm como base ponderações que magnificam o peso 
de observações próximas a cada ponto estimado, são mais indicadas que o método de sieves, que tenta 
ajustar globalmente uma tendência aos dados. 
No contexto de RDD, a posição relativa à descontinuidade funciona como instrumento para . Assim 




verifica a descontinuidade chama-se running variable, forcing variable, ou assignment variable será 
denotada por ; o limiar em que a descontinuidade ocorre será representado por . 
O caso mais simples é o denominado sharp design, em que a descontinuidade é determinante do 
tratamento, ou seja, 
[ = 1| ] = 0, se <1, se >  
Quando a relação entre a descontinuidade e a atribuição de tratamento é probabilística, tem-se: 
= lim [ = 1| = ] lim [ = 1| = ] =  
que torna o contexto análogo ao caso geral de variáveis instrumentais com proporção  de 
compliers. Para um tratamento unificado dos casos, basta observar que o sharp design é o caso limite 
em que = 1 e = 0. 
A hipótese de identificação consiste na continuidade das funções de média condicional dos valores 
potenciais em relação à variável : ( ) = [ (1)| = ] e ( ) = [ (0)| = ]. Nessas 
condições: 
[ (1)| = ] = lim ( ) = lim ( ) 
[ (0)| = ] = lim ( ) = lim ( ) 
Con equente ente, n sse c ntexto, de forma similar ao que acontece para variáveis i strumentais, a 
diferença entre os desempenhos médios verificados em vizinhanças arbitrariamente pequenas de 
valores de  menores e maiores que  será devida à variação do tratamento. A quantidade a ser 
estimada é: 
=
lim [ | = ] lim [ | = ]
lim [ | = ] lim [ | = ]
 
O estimador consiste em: 
=
( ) ( )
( ) ( )
 
em que: ( ) e ( ) são estimativas par  média condicional o resultado observado com respeito 
a , co side ando, no primeiro caso, soment pontos à direita do limiar ( < ) e no egundo, à 
e querda;  ( ) e ( ) estimativas para a probabilidade de tratamento condicional a , 
considerando, respectivamente, pontos à direita e à esquerd  do limiar. Os métodos para  estimação 
des as funções devem priorizar a precisão no ponto de fronteira = . Assim, as técnicas de 
su vização por k rnel e regressão linear l cal, que têm como base ponderações que magnificam o peso 
de observações próximas a cada ponto estimado, são mais indicadas que o método de sieves, que tenta 
ajustar globalmente uma tendência aos dados. 
No contexto de RDD, a posição relativa à descontinuidade funciona como instrumento para . Assim 




verifica a descontinuidade chama-se running variable, forcing variable, ou assignment variable será 
denotada por ; o l miar em que a desco tinuidade oc rre será representado por . 
O caso mais simples é o denominado sharp design, em que a descontinuidade é determinante do 
tr tamento, ou seja,
[ = 1| ] = 0, se <1, se >  
Quando a relação entre a descontinuidade e a atribuição de tratamento é probabilística, tem-se: 
= lim [ = 1| = ] lim [ = 1| = ] =  
que torna o contexto análogo ao caso geral de variáveis instrumentais com proporção  de 
compliers. Para um tratamento unificado dos casos, ba ta observar que o sharp design é o caso limite 
em que = 1 e = 0. 
A hipótese de identificação consiste na continuidade das funções de média condicional dos valores 
potenciais m relação à variável : ( ) = [ (1)| = ] e ( ) = [ (0)| = ]. Nes as 
co dições: 
[ (1)| = ] = lim ( ) = lim ( ) 
[ (0)| = ] = lim ( ) = lim ( ) 
Consequentemente, nesse contexto, de forma similar ao que acontece para variáveis instrumentais, a 
dif rença entre os desempenhos médios verif c dos em vizi hanças arbitrariame te pequenas de 
valores de  menor s e maiores que  será devida à ar ação do tratamento. A quantidade a ser 
estimada é: 
=
lim [ | = ] lim [ | = ]
lim [ | = ] lim [ | = ]
 
O estimador consiste em: 
=
( ) ( )
( ) ( )
 
em que: ( ) e ( ) são estimativas para a média condicional do resultado observado com respeito 
a , considerando, no primeiro caso, somente pontos à direita do limiar ( < ) e no segundo, à 
esquerda; e ( ) e ( ) estimativas para a probabilida e de tratamento condicional a , 
consid rando, r sp ctivamente, ponto à direita e à esquer a o limia . Os métodos para a estimaçã
dessas funçõ  devem prior zar  prec são no ponto e fronte ra = . As im, as técnicas de
u vização por kernel e regressão lin ar local, que têm como base ponderações que m gn ficam o p so
de obs vações próximas a cada  estimado, são mais indicadas que o método de s eves, que tenta
aju t r globalmente u tendência ao  dados. 
No contexto de RDD, a posição relativa à descontinuidade funciona como instrumento para . Assim 




verifica a descontinuidade chama-se running variable, forcing variable, ou assignment variable será 
denotada por ; o limiar em que a descontinuidade ocorre será representado por . 
O caso mais simples é o denominado sharp design, em que a descontinuidade é determinante do 
tratamento, ou seja, 
[ = 1| ] = 0, se <1, se >  
Quando a relação entre a descontinuidade e a atribuição de tratamento é probabilística, tem-se: 
= lim [ = 1| = ] lim [ = 1| = ] =  
que torna o contexto análogo ao caso geral de variáveis instrumentais com proporção  de 
compliers. Para um tratamento unificado dos casos, basta observar que o sharp design é o caso limite 
em que = 1 e = 0. 
A hipótese de identificação consiste na continuidade das funções de média condicional dos valores 
potenciais em relação à variável : ( ) = [ (1)| = ] e ( ) = [ (0)| = ]. Nessas 
condições: 
[ (1)| = ] = lim ( ) = lim ( ) 
[ (0)| = ] = lim ( ) = lim ( ) 
Consequentemente, nesse contexto, de forma similar ao que acontece para variáveis instrumentais, a 
diferença entre os desempenhos médios verificados em vizinhanças arbitrariamente pequenas de 
valores de  menores e maiores que  será devida à variação do tratamento. A quantidade a ser 
estimada é: 
=
lim [ | = ] lim [ | = ]
lim [ | = ] lim [ | = ]
 
O estimador consiste em: 
=
( ) ( )
( ) ( )
 
em que: ( ) e ( ) são estimativas para a média condicional do resultado observado com respeito 
a , considerando, no primeiro caso, somente pontos à direita do limiar ( < ) e no segundo, à 
esquerda; e ( ) e ( ) estimativas para a probabilidade de tratamento condicional a , 
considerando, respectivamente, pontos à direita e à esquerda do limiar. Os métodos para a estimação 
dessas funções devem priorizar a precisão no ponto de fronteira = . Assim, as técnicas de 
suavização por kernel e regressão linear local, que têm como base ponderações que magnificam o peso 
de observações próximas a cada ponto estimado, são mais indicadas que o método de sieves, que tenta 
ajustar globalmente uma tendência aos dados. 
No contexto de RDD, a posição relativa à descontinuidade funciona como instrumento para . Assim 




verifica a descontinuidade cha a-se running variable, forcing variable, ou assign ent variable será 
denotada por ; o li iar e  que a descontinuidade ocorre será representado por . 
 caso ais si ples é o deno inado sharp design, e  que a descontinuidade é deter inante do 
trata ento, ou seja, 
[ | ] , se , se  
uando a relação entre a descontinuidade e a atribuição de trata ento é probabilística, te -se: 
li [ | ] li [ | ]  
que torna o contexto análogo ao caso geral de variáveis instru entais co  proporção  de 
co pliers. ara u  trata ento unificado dos casos, basta observar que o sharp design é o caso li ite 
e  que  e . 
 hipótese de identificação consiste na continuidade das funções de édia condicional dos valores 
potenciais e  relação à variável : ( ) [ ( )| ] e ( ) [ ( )| ]. essas 
condições: 
[ ( )| ] li ( ) li ( ) 
[ ( )| ] li ( ) li ( ) 
onsequente ente, nesse contexto, de for a si ilar ao que acontece para variáveis instru entais, a 
diferença entre os dese penhos édios verificados e  vizinhanças arbitraria ente pequenas de 
valores de  enores e aiores que  será devida à variação do trata ento.  quantidade a ser 
esti ada é: 
li [ | ] li [ | ]
li [ | ] li [ | ]
 
 esti ador consiste e : 
( ) ( )
( ) ( )
 
e  que: ( ) e ( ) são esti ativas para a édia condicional do resultado observado co  respeito 
a , consideran o, no pri eiro caso, so ente pontos à direita do li iar ( ) e no segundo, à 
esquerda; e ( ) e ( ) esti ativas para a probabilidade de trata ento condicional a , 
considerando, respectiva ente, pontos à direita e à esquerda do li iar. s étodos para a esti ação 
dessas funções deve  priorizar a precisão no ponto de fronteira . ssi , as técnicas de 
suavização por kernel e regressão linear local, que tê  co o base ponderações que agnifica  o peso 
de observações próxi as a cada ponto esti ado, são ais indicadas que o étodo de sieves, que tenta 
ajustar global ente u a tendência aos dados. 
o contexto de , a posição relativa à descontinuidade funciona co o instru ento para . ssi  




verifica a descontinuidade chama-se running variable, forcing variable, ou assignment variable será 
denotada por ; o limiar em que a descontinuidade ocorre será representado por . 
O caso mais simples é o denominado sharp design, em que a descontinuidade é determinante do 
tratamento, ou seja, 
[ = 1| ] = 0, se <1, se >  
Quando a relação entre a descontinuidade e a atribuição de tratamento é probabilística, tem-se: 
= lim [ = 1| = ] l m [ = 1| = ] =  
que torna o contexto análogo ao caso geral de variáveis instrumentais com proporção  de 
compliers. Para um tratamento unificado dos casos, basta observar que o sharp design é o caso limite 
em que = 1 e = 0. 
A hipótese de identificação consiste na continuidade das funções de média condicional dos valores 
potenciais em relação à variável : ( ) = [ (1)| = ] e ( ) = [ (0)| = ]. Nessas 
condições: 
[ (1)| = ] = lim ( ) = lim ( ) 
[ (0)| = ] = lim ( ) = lim ( ) 
Consequentemente, nesse contexto, de forma similar ao que acontece para variáveis instrumentais, a 
diferença entre os desempenhos médios verificados em vizinhanças arbitrariamente pequenas de 
valores de  menores e maiores que  será devida à variação do tratamento. A quantidade a ser 
estimada é: 
=
lim [ | = ] lim [ | = ]
lim [ | = ] lim [ | = ]
 
O estimador consiste em: 
=
( ) ( )
( ) ( )
 
em que: ( ) e ( ) são estimativas para a média condicional do resultado observado com respeito 
a , considerando, no primeiro caso, somente pontos à direita do limiar ( < ) e no segundo, à 
esquerda; e ( ) e ( ) estimativas para a probabilidade de tratamento condicional a , 
consideran o, respectiv m nte, p tos à direita e à esquerd  do limiar. Os métodos para a estimação 
dessas funções devem priorizar a precisão no ponto  fronteira = . Assim, as técnicas de 
suavização por kernel e regressão linear local, que têm como base ponderações que magnificam o peso 
de observações próximas a cada ponto estimado, são mais indicadas que o método de sieves, que tenta 
ajustar globalmente uma tendência aos dados. 
No contexto de RDD, a posição relativa à descontinuidade funciona como instrumento para . Assim 




verifica a descontinu d e c ma-s  ru ning variable, forcing variable, ou assignm nt variable será 
denot da por ; o limiar em que a descontinuidade ocorre será representado por . 
O caso mais simples é o denominado sharp design, em que a descontinuidade é determinante do 
tratamento, ou seja, 
[ = 1| ] = 0, se <1, se >  
Quando a relação entre a descontinuidade e a atribuição de tratamento é probabilística, tem-se: 
= lim [ = 1| = ] lim [ = 1| = ] =  
que torna o contexto análogo ao caso geral de variáveis instrumentais com proporção  de 
compliers. Para um tra ament  unificado dos casos, basta observar que o sharp design é o caso limite 
em que = 1 e = 0. 
A hipótese de identificação consiste na continuidade das funções de média condicional dos valores 
potenciais em relação à variável : ( ) [ (1)| = ] e ( ) = [ (0)| = ]. Nessas 
condições: 
[ (1)| = ] = lim ( ) = lim ( ) 
[ (0)| = ] = lim ( ) = lim ( ) 
Consequentemente, nesse contexto, de forma similar ao que acontece para variáveis instrumentais, a 
diferença entre os desempenhos médios verificados em vizinhanças arbitrariamente pequenas de 
valores de  menores e aiores que  será devida à variação do tratamento. A quantidade a ser 
estimada é: 
=
lim [ | = ] lim [ | = ]
lim [ | = ] lim [ | = ]
 
O estimador consiste em: 
=
( ) ( )
( ) ( )
 
em que: ( )  ( ) são estimativas para a média condicional do r sultado observado com respeito 
a , consider ndo, n  prime ro caso, so ente pontos à direita do limiar ( < )  no segundo, à 
esquerda; e ( ) e ( ) e timativas para a probabilidade de tratamento condicional a , 
considerando, respectivamente, pontos à ireita e à esquerda do limiar. Os métodos para a estimação 
dessas funções deve  priorizar a precisão no ponto de fronteira = . Assi , as técnicas de 
suavização por kernel e regressão linear local, que têm como base ponderações que magnificam o peso 
de observ çõe  próxim s a ca a ponto estimado, são mais indicadas que o método de eves, que tenta 
ajustar globalmen e uma endência aos dados. 
No contexto de RDD, a posição relativa à descontinuidade funciona como instrumento para . Assim 




verifica a descontinuidade chama-se running variable, forcing vari ble, u assignment variable será 
denotada por ; o limiar em que a descontinuidade ocorre será representado por . 
O caso mais simples é o denominado sharp design, em que a descontinuidade é determinante do 
tratamento, ou seja, 
[ = 1| ] = 0, se <1, se >  
Quando a relação entre a descontinuidade e a atribuição de tratamento é probabilística, tem-se: 
= lim [ = 1| = ] lim [ = 1| = ] =  
qu  torna o contexto análogo ao caso geral d  variáveis instrumentais c m pr porção  de 
compliers. Para um tratamento unificado dos casos, basta observar que o sharp design é o caso limite 
em que = 1 e = 0. 
A hipótese de identificação consiste na continuidade das funções de média condicional do  valores 
pot nciais em relação à v riável : ( ) = [ (1)| = ]  ( ) = [ (0)| = ]. Nessas 
condições: 
[ (1)| = ] = lim ( ) = lim ( ) 
[ (0)| = ] = lim ( ) = lim ( ) 
Consequentemente, nesse contexto, de forma similar ao que acontece para variáv is instrumentais, a 
difer nça entre os desempenhos médios v rificados em vizinhanças arbitrariamente p quenas de 
valores de  menores e maiores que  será devida à variação do tratamento. A quantidade a ser 
estimada é: 
=
lim [ | = ] lim [ | = ]
lim [ | = ] lim [ | = ]
 
O estimador consiste em: 
=
( ) ( )
( ) ( )
 
em que: ( ) e ( ) sã  estimativas para a média condicional o resultado observado com respeito 
a , considerando, no primeiro caso, somente p ntos à direita do limiar ( < ) e o segundo, à 
esquer a;  ( ) e ( ) estimativas para  probabilidade de tratamento condicional a , 
consid rando, r spectivamente, pontos à dir ita e à esquerda do limiar. Os método para a e timação 
dessas funções d v m pri rizar a precisão no p nt  de fronteira = . Assim, s técnicas de 
sua ização or k rnel e regressã  line r local, que têm c mo base ponderações que agnificam o peso 
de observações próximas a ad  ponto e timado, são mais indicadas que o método de sieves, que tenta 
ajustar globalmente uma tendência aos dados. 
No contexto de RDD, a posição relativa à descontinuidade funciona omo instrumento para . Assim 




verifica a descontinuidade chama-se running variable, forcing variable, ou assignment variable será 
denotada por ; o limiar em que a descontinuidade ocorre será representado por . 
O caso mais simples é o denominado sharp design, em que a descontinuidade é determinante do 
tratamento, ou seja, 
[ = 1| ] = 0, se <1, se >  
Quando a relação entre a descontinuidade e a atribuição de tratamento é probabilística, tem-se: 
= lim [ = 1| = ] lim [ = 1| = ] =  
que torna o contexto análogo ao caso geral de variáveis instrumentais com proporção  de 
compliers. Para um tratamento unificado dos casos, basta observar que o sharp design é o caso limite 
em que = 1 e = 0. 
A hipótese de identificação consiste na continuidade das funções de média condicional dos valores 
potenciais em relação à variável : ( ) = [ (1)| = ] e ( ) = [ (0)| = ]. Nessas 
condições: 
[ (1)| = ] = lim ( ) = lim ( ) 
[ (0)| = ] = lim ( ) = lim ( ) 
Consequentemente, nesse contexto, de forma similar ao que acontece para variáveis instrumentais, a 
diferença entre os desempenhos médios verificados em vizinhanças arbitrariamente pequenas de 
valores de  menores e maiores que  será devida à variação do tratamento. A quantidade a ser 
estimada é: 
=
lim [ | ] lim [ | = ]
lim [ | = ] lim [ | = ]
 
O estimador consiste em:
=
( ) ( )
( ) ( )
 
em que: ( ) e ( ) são estimativas para a média condicional do resul ado ob ervado com respeito 
a , considerando, no primeiro caso, somente pontos à direita do limiar ( < ) e no segundo, à 
esquerda; e ( ) e ( ) estimativas par  a probabilidade de tratamen o condicional a , 
considerando, respectiv mente, pontos à direita e à esquerda do limiar. Os métodos para a estimação 
dessas funções devem priorizar a precisão no ponto de fronteira = . Assim, as técnicas de 
suavização por kernel e regressão linear local, que têm como base ponderações que magnificam o peso 
de observações próximas a cada ponto estimado, são mais indicadas que o método de sieves, que tenta 
ajustar globalmente uma tendência aos dados. 
No contexto de RDD, a posição relativa à descontinuidade funciona como instrumento para . Assim 
como no caso de variáveis instrumentais, o RDD permite apenas identificar um efeito de tratamento 





verifica a descontinuidade chama-se running variable, forcing variable, ou assignment variable será 
denotada por ; o limiar em que a descontinuidade ocorre será representado por . 
O caso ma s simples é o de ominado sharp design, em que a de co tinuidade é determinante do 
tratamento, ou seja, 
[ = 1| ] = 0, se <1, se >  
Quando a relação entre a descontinuidade e a atribuição de tratamento é probabilística, tem-se: 
= lim [ = 1| = ] lim [ = 1| = ] =  
que torna o contexto análogo ao caso geral de variáveis instrumentais com proporção  de 
compliers. Para um tratamento unificado dos casos, basta observar que o sharp design é o caso limite 
em que = 1 e = 0. 
A hipótese de identificação c nsi te na continuidade das funções de média c ndicional dos valores 
potenciais em relação à variável : ( ) = [ (1)| = ] e ( ) = [ (0)| = ]. Nessas 
condições: 
[ (1)| = ] = lim ( ) = lim ( ) 
[ (0)| = ] = lim ( ) = lim ( ) 
Consequentemente, nesse contexto, de forma similar ao que acontece para variáveis instrumentais, a 
diferença entre os desempenhos médios verificados em vizinhanças arbitrariamente pequenas de 
valores de  menores e maiores que  será devida à variação do tratamento. A quantidade a ser 
estimada é: 
=
lim [ | = ] li [ | = ]
lim [ | = ] lim [ | = ]
 
O estimador consiste m: 
=
( ) ( )
( ) ( )
 
em que: ( ) e ( ) são estimativas para a média condiciona  do resultado observado com respeito 
a , considerando, no primeiro caso, somente pontos à direita do limiar ( < ) e no segundo, à 
esquerda; e ( ) e ( ) estimativas para a probabilidade de tratamento condicional a , 
considerando, respectivamente, pontos à direita e à esquerda do limiar. Os métodos para a estimação 
dessas funções devem priorizar a precisão no ponto de fronteira = . Assim, as técnicas de 
suavização por kernel e regressão linear local, que têm como base ponderações que magnificam o peso 
de observações próximas a cada ponto estimado, são ais indicadas que o método de sieves, que tenta 
ajustar globalmente uma tendência aos dados. 
No conte to de RDD, a posição relativa à descontinuidade funciona como instrumento par . Assim 




verifica a descontinuidade chama-se running variable, forcing variable, ou assignment variable será 
denotada por ; o li iar em que a desco tinuidad  ocorre será repres nta o por . 
O caso mais simples é o denominado sharp design, em que a descontinuidade é determinante do 
tratamento, ou seja, 
[ = 1| ] = 0, se <1, se >  
Quando a relação entre a descontinuidade e a atribuição de tratamento é probabilística, tem-se: 
= lim [ = 1| = ] lim [ = 1| = ] =  
que torna o contexto análogo ao caso geral de variáveis instrumentais com proporção  de 
compliers. Para um tratamento unificado dos casos, basta observar que o sharp design é o caso limite 
em que = 1 e = 0. 
A hipótese de identificação consiste na continuidade das funções de média condicional dos valores 
potenciais em relação à variável : ( ) = [ (1)| = ] e ( ) = [ (0)| = ]. Nessas 
condições: 
[ (1)| = ] = lim ( ) = lim ( ) 
[ (0)| = ] = lim ( ) = lim ( ) 
Con equente ente, n sse c ntexto, de forma similar ao que acontece para variáveis i strumentais, a 
diferença entre os desempenhos médios verificados em vizinhanças arbitrariamente pequenas de 
valores de  menores e maiores que  será devida à variação do tratamento. A quantidade a ser 
estimada é: 
=
lim [ | = ] lim [ | = ]
lim [ | = ] lim [ | = ]
 
O estimador consiste em: 
=
( ) ( )
( ) ( )
 
em que: ( ) e ( ) são estimativas par  média condicional o resultado observado com respeito 
a , co side ando, no primeiro caso, soment pontos à direita do limiar ( < ) e no egundo, à 
e querda;  ( ) e ( ) estimativas para a probabilidade de tratamento condicional a , 
considerando, respectivamente, pontos à direita e à esquerd  do limiar. Os métodos para  estimação 
des as funções devem priorizar a precisão no ponto de fronteira = . Assim, as técnicas d  
su vização por k rnel e regressão linear l cal, que têm c mo base ponderações que magnific m o peso 
de observações próximas a cada ponto estimado, são ais indicadas que o étodo de sieves, que te ta 
ajustar globalmente um  t ndência aos da os. 
No contexto de RDD, a posição relativa à descontinuidade funciona como instrumento para . Assim 




verifica a descontinuidade ch ma-se ru ning variable, forcing variable, ou assignment variable será 
denotada por ; o l miar em que a desco tinuidade oc rre será representado por . 
O caso mais simples é  de ominado sharp design, m que a descontinuidade é determinante do 
tr tamento, ou sej ,
[ = 1| ] = 0, se <1, se >  
Quando a rel ção entre a descontinuidad   a atribuição d  tratamento é probabilística, tem-se: 
= lim [ 1| = ] lim [ = 1| = ] =  
que tor a o contexto análogo ao caso geral de variáveis instrumentais com proporção  de 
compliers. Para um tratamento unificado dos casos, ba ta ob rvar que o sharp design é o caso limite 
em que = 1 e = 0. 
A hipótese de identifi ção consiste na continuidade das funções de média condicional dos valores 
potenciais  relação à variável : ( ) = [ (1)| = ] e ( ) = [ (0)| = ]. Nes as 
co dições: 
[ (1)| = ] = lim ( ) = lim ( ) 
[ (0)| = ] = lim ( ) = lim ( ) 
Consequentemente, nesse contexto, de forma similar ao que acontece para variáveis instrumentais, a 
dif rença entre os desempenhos médios verif c dos em vizi hanças arbitrariame te pequenas de 
valores de  menor s e maiores que  será devida à ar ação do tratamento. A quantidade a ser 
estimada é: 
=
lim [ | = ] lim [ | = ]
lim [ | = ] lim [ | = ]
 
O estimador consist  em: 
=
( ) ( )
( ) ( )
 
em que: ( ) e ( ) são estimativas para a média cond cional do resultado observado com respeito 
a , considerando, no primeiro caso, somente pontos à direita do limiar ( < ) e no segundo, à 
esquerda; e ( ) e ( ) estimativas para a probabilida e de tratamento condicional a , 
consid rando, r sp ctivam nte, ponto à direita e à esquer a o limia . Os métodos para a estimaçã
dessas funçõ  devem prior zar  prec são no ponto e fronte ra = . As im, as técnicas de
u vização por kernel e regressão lin ar local, que têm como base ponderações que m gn ficam o p so
de obs vações próximas a cada  estimado, são mais indicadas que o método de s eves, que tenta
aju t r globalmente u t ndência ao  dados. 
No cont xto de RDD, a posição relativa à desc ntinuidade funciona co o instru ento para . Assim 




verifica a descontinuidade chama-se running variable, forcing variable, ou assignment variable será 
den tada por ; o limiar em que a desc ntinuidade ocorr  será representado por . 
O caso mais simples é o denominado sharp design, em que a descontinuidade é determinante do 
tratamento, ou seja, 
[ = 1| ] = 0, se <1, se >  
Quando a relação entre a descontinuidade e a atribuição de tratamento é probabilística, tem-se: 
= lim [ = 1| = ] lim [ 1| = ] =  
que torna o c ntext  análogo ao caso geral de variáveis instrumentais com proporção  de 
complie s. Para um tratamento unificado dos ca os, basta observar que o sharp design é o caso limite 
em que = 1 e = 0. 
A hipótese de identificação c siste na contin idade as funções de média c ndici nal dos valores 
potenciais em relação à variável : ( ) = [ (1)| = ] e ( ) [ (0)| = ]. Nessas 
condições: 
[ (1)| = ] = lim ( ) = lim ( ) 
[ (0)| = ] = lim ( ) = lim ( ) 
Cons qu nt me te, nesse c ntexto, de forma similar ao que contece para variáveis instrumentais, a 
diferença ntre os desempenhos médi  verificados em vizinhanças arbitrariamente pequenas de 
valores de  menores e maiores que  será devida à vari ção do tratamento. A quantidade a ser 
estimada é: 
lim [ | = ] lim [ | = ]
lim [ | = ] lim [ | = ]
 
O estimador consiste em: 
=
( ) ( )
( ) ( )
 
em que: ( )  ( ) são estimativas para a média c ndicional do r sultado observado com respeito 
a , co siderando, no primeiro caso, s mente pontos à direita do limiar ( < ) e no segundo, à 
esquerda; e ( ) e ( ) estimativas para a probabilid de de tratamento condicional a , 
considerando, r pectivamente, pontos à dir ta e à esqu rda do limia . Os método  para a estimação 
dessas funções devem ri rizar a preci ão no pont de fronteira = . Assim, as técnicas de 
suavização por kernel e regressão linear lo al, que têm como base ponderações que m gnificam o peso 
de obs rvações próximas a cada p nto esti ado, são ma s indicadas qu o método de sieves, que tenta 
ajustar globalmente uma t ndência aos dados. 
No contexto de RDD,  posição rela iva à descontinuidade func on  com  instru  para . Assim




verifica a descontinuidade cha a-se running variable, forcing variable, ou assign ent variable será 
denotada por ; o li ar e  que a esco tinuidad ocorre será repres ta o por . 
 caso ais si ples é o deno inado sharp design, e  que a descontinuidade é deter inante do 
trata ento, ou seja, 
[ | ] , se , se  
uando  r lação entre a descontinuidade e a atribuição de trata ento é probabilística, te -se: 
li [ | ] li [ | ]  
que torna o contexto análogo ao caso geral de variáveis instru entais co  proporção  de 
co pliers. ara u  trata nto unificado os casos, basta observar que o sharp design é o caso li ite 
e  que  e . 
 hipótese de identificação consiste na continuidade das funções de édia condicional dos valores 
potenciais e relação à v ri vel : ( ) [ ( )| ] e ( ) [ ( )| ]. essas 
condições: 
[ ( )| ] li ( ) li ( ) 
[ ( )| ] li ( ) li ( ) 
onsequente ente, nesse contexto, de for a si ilar ao que acontece para variáveis instru entais, a 
diferença entre os dese penhos édios verificados e  vizinhanças arbitraria ente pequenas de 
valores de  enores e aiores que  será devida à variação do trata ento.  quantidade a ser 
esti ada é: 
li [ | ] li [ | ]
li [ | ] li [ | ]
 
 esti ador consiste e : 
( ) ( )
( ) ( )
 
e  que: ( ) e ( ) são esti ativas para a édia condicional do resultado observado co  respeito 
a , consideran o, no pri eiro caso, so ente pontos à direita do li iar ( ) e no segundo, à 
esquerda; e ( ) e ( ) esti ativas para a probabilidade de trata ento condicional a , 
considerando, respectiva ente, pontos à direita e à esquerda do li iar. s étodos para a esti ação 
dessas funções deve  priorizar a precisão no ponto de fronteira . ssi , as técnicas d  
suavização por kernel e regressão linear l cal, que tê  c o base ponderações que agnific  o peso 
de observações próxi as a cada ponto esti ado, são ais indicadas que o método e sieves, que tenta 
ajustar global ente u  t ndência aos da os. 
o contexto de , a posição relativ à desconti uidade funciona co o instru ento para . ss  




verifica a d scontinuidade chama-se running vari bl , forcing variable, ou assignment variable será 
denotada por ; o limiar em que a d scontinuidade ocorre será repres ntado por . 
O caso mai  simples é o denominado sharp design, m que a descontinuidade é determinante do 
tratamento, u seja,
[ = 1| ] = 0, se <1, se >  
Quando a r l ção entre a scontinuidade e a tr buição de tratamento é probabilística, tem-se: 
= lim [ = 1| = ] l m [ = 1| = ] =  
que torna o contexto análogo ao caso geral de variáveis instrumentais com proporção  de 
compliers. P ra m tratamento unificado dos casos, basta bservar que o sharp design é o caso limite 
m q e = 1 e = 0. 
A hipótese de identificação consiste na continuidade das funções d  média condicional dos valores 
potenciais em relação à variável : ( ) = [ (1)| = ] e ( ) = [ (0)| = ]. Nessas 
condições  
[ (1)| = ] = lim ( ) = lim ( ) 
[ (0)| = ] = lim ( ) = lim ( ) 
Consequentemente, nesse contexto, d  forma similar ao que acontece para variáveis instrumentais, a 
difer nça entre os e empenhos médios verific dos m vizinhanças arbitrariamente pequenas de 
valore de  enores e maiores que  será devida à vari ção do tratamento. A quantidade a ser 
est mada é: 
=
lim [ | = ] lim [ | = ]
lim [ | = ] lim [ | = ]
 
O estimador consiste em: 
=
( ) ( )
( ) ( )
 
em que: ( ) e ( ) são estimativas par  a média condicional do resultado observado com respeito 
a , considerando,  primeiro caso, s ment  p nto  à dir ita  limiar ( < ) e no segundo, à 
querd ; e ( ) e ( ) estimativas para a probab lid de de tratamento condicional a , 
consideran o, respectiv m nte, p tos à ireit  e à e querd  do limiar. Os métodos para a estimação 
dessas funçõ s d vem prioriz r a precisão no ponto  f onteira = . Assim, as técnicas de 
suaviz çã  por kernel e regressão linear local, que tê  co o base onderações que magnificam o peso 
d  bservações próx mas a ca a ponto stimado, são mais indicad s que o método de sieves, que tenta 
ajust r globalmente uma tendência aos dados. 
No contexto de RDD, a posição relativa à descontinuidade funciona como instrumento para . Assim 




verifica a descontinu d e c ma-s  ru ning variable, forcing variable, ou assignm nt variable será 
denot da por ; o limiar em que a descontinuidade ocorre será representado por . 
O caso mais simples é o enominado sharp design, em que a esc ntinuidade é determinante do 
tratame to, ou seja, 
[ = 1| ] = 0, se <1, se >  
Quando a relação entre a descontinuidade e a atribuição de tratamento é probabilística, tem-se: 
= lim [ = 1| = ] lim [ = 1| = ] =  
que torna o contexto análogo ao caso geral de variáveis instrumentais com proporção  de 
compliers. Para um tra ament  unificado dos casos, basta observar que o sharp design é o caso limite 
em que = 1 e = 0. 
A hipótese de identificação consiste na continuidade das funções de média condicional dos valores 
potenciais em relação à variável : ( ) [ (1)| = ] e ( ) = [ (0)| = ]. Nessas 
con ições: 
[ (1)| = ] = lim ( ) = lim ( ) 
[ (0)| = ] = lim ( ) = lim ( ) 
Consequentemente, nesse contexto, de for a similar a  que acontece p ra variáveis instrumentais, a 
diferença entre os desempenhos médios verificados em vizinhanças arbitrariamente pequenas de 
valores de  menores e aiores que  se á devida à variação do t atamento. A quantidade a ser 
estimada é: 
=
lim [ | = ] lim [ | = ]
lim [ | = ] lim [ | = ]
 
O estimador consiste em: 
=
( ) ( )
( ) ( )
 
m qu : ( )  ( ) são estimativ s para a média condici al d  r sultado observado com respeito 
a , consider ndo, no prime ro caso, so ente pontos à direit  do li i r ( < )  no segundo, à 
esquerda; e ( ) e ( ) e timativas para a probabilid de e tratamento condicional a , 
considerando, respectivamente, pontos à ireita e à es rd  do limiar. Os método  para a estimação 
dessas funçõ s deve  priorizar a precisão no ponto de front ira = . Ass , as técnicas de 
suavização por kernel  regres ão lin ar local,  têm como base ponderações que magnificam o peso 
de observ çõe próxim s a ca a ponto estimad , são mais ndicadas que o método de eves, que tenta 
ajustar globalmen e uma e dência os dados. 
No contexto de RDD, a posição relativa à descontinuidade funciona como instrumento para . Assim 




verifica a descontinuidade chama-se running variable, forcing vari ble, u assignment variable será 
denotada por ; o limiar m que a descontinuidade ocorre será representado por . 
O caso mais simples é o denominado sharp design, em qu  a descontinuidade é determinante do 
tratamento, ou seja, 
[ = 1| ] = 0, se <1, se >  
Quando a relação entre a descontinuidade e a atribuição de tratamento é probabilística, tem-se: 
= lim [ = 1| = ] lim [ = 1| = ] =  
qu  torna o contexto análogo ao caso geral d  variáveis instrumentais c m pr porção  de 
compliers. Para um tratamento unificado dos casos, basta observar que o sharp design é o caso limite 
em que = 1 e = 0. 
A hipótese de identificação consiste na continuidade das funções de média condicional do  valores 
pot nciais em relação à v riável : ( ) = [ (1)| = ]  ( ) = [ (0)| = ]. Nessas 
condições: 
[ (1)| = ] = li ( ) = lim ( ) 
[ (0)| = ] = lim ( ) = lim ( ) 
Consequentemente, nesse contexto, de forma similar ao que acontece para variáv is instrumentais, a 
difer nça entre os desempenhos médios v rificados em vizinhanças arbitrariamente p quenas de 
valores de  men res e maiores que  será devida à variação do tratamento. A quantidade a ser 
estimada é: 
=
lim [ | = ] lim [ | = ]
lim [ | = ] lim [ | = ]
 
O estimador consiste em: 
( ) ( )
( ) ( )
 
em que: ( ) e ( ) ã  stimativas p ra a dia co dicional o resultado observado com respeito 
a , consi erando, n  prim iro c so, somente p ntos à direita do limiar ( < ) e o segundo, à 
esquer a;  ( ) e ( ) estimativas para  pr bab l d de d tratamento condicional a , 
consid rando, r spectivamente, pontos à dir ita e à esquerda do limiar. Os método para a e timação 
dess s funções dev m pri rizar a precisão no p nt  de fronteira = . Assi , s técnicas de 
sua ização or k rnel e regressã  line r local, que têm c mo base ponderações que agnificam o peso 
de observações próximas a ada ponto e timado, são mais indicadas que o método de sieves, que tenta 
ajustar globalmente uma tendência aos dados. 
No contexto de RDD, a posição relativa à descontinuidade funciona omo instrumento para . Assim 




verifica a desconti uida e chama-se running vari ble, forcing vari ble, ou assignment vari ble s rá 
denotad  por ; o limiar em que a desconti uida e oc rre s rá representado por . 
O caso mais simples é o denominado sharp design, em que a desco ti uida e é determina te do 
tratamento, u seja, 
[ = 1| ] = 0, se <1, se >  
Quando a relação entre a desconti uida e e a atribuição de tratamento é proba ilística, tem-se: 
lim [ = 1| ] lim [ = 1| = ] =  
que torna o contexto análog  ao caso geral de variáveis instrumentais com prop rção  de 
compliers. Para um tratamento unificado dos caso , bast  observar que o sharp design é o caso limite 
em que = 1 e = 0. 
A hipótese de identificação consiste na conti uida e das funções de média condicional dos valores 
potenciais em relação à variável : ( ) = [ (1)| = ] e ( ) = [ (0)| = ]. Nessas 
condições: 
[ (1)| = ] = lim ( ) = lim ( ) 
[ (0)| ] = lim ( ) = lim ( ) 
Consequentemente, nesse contexto, de forma similar o que acontec  para variáveis instrumentais, a 
diferença entre os desempenhos médios verificados em vizinhanças arbitrari mente pequenas de 
valores de  enores e maiores que  será devida à vari ção do tratamento. A quantida e a ser 
estimad  é: 
=
lim [ | ] lim [ | = ]
lim [ | = ] lim [ | = ]
 
O estimador consiste em:
=
( ) ( )
( ) ( )
 
em que: ( ) e ( ) são estimativas para a média condicional do resul ado ob ervado c m respeito 
a , considerando, no primeiro caso, somente pontos à direita do limiar ( < ) e no segundo, à 
esquerda; e ( ) e ( ) estimativas par   proba ilida e de tratamen o condicional a , 
considerando, respectiv nte, p tos à direita e à esquerd  do li iar. Os métod s para a estimação 
dessas funções dev m priorizar a precisão no ponto  fronteira = . Assim, as técnicas de 
suavização por kernel  r gressão linear local, que tê  como base ponderações que magnificam o peso 
de observações próximas  c d  ponto estimado, são mais indicad s que o métod  de siev s, que t nta 
ajustar globalmente uma tendência aos da os. 
No contexto de RDD, a posição relativa à desconti uida e funciona como instrumento para . Assim 
como no caso de variáveis instrumentais, o RDD permite apenas identificar um efeito de tratamento 
que torna o contexto análogo ao caso ger l de variáveis instrumentais com propor-
ção p+ – p– e compliers. Para um tr tamento unificado dos casos, b sta observar 
que o sharp desig  é  caso-limite em que p+ = 1 e p–  0.
A hipótese de i entificação consist  na continuidade das funções de média 
condicional dos valores potenciais em relação à variável Z: m1(z) = E[Yi(1)│Zi = z] 




verifica a descontinuidade chama-se running variable, forcing variable, ou assignment variable será 
denotada por ; o limiar em que a descontinui ade ocorre será r presentado por . 
O caso mais simples é o denominado sharp design, em que a descontinuidade é determinante do 
tratamento, ou sej , 
[ = 1| ] = 0,  <1, se >  
Quando a relação entre a descontinuidade e a atribuição de tratamento é probabilística, tem-se: 
= lim [ = 1| = ] lim [ = 1| = ] =  
que torna o contexto análogo ao caso geral de variáveis instrumentais com proporção  de 
compliers. Para um tratamento unificado dos casos, basta observar que o sharp design é o caso li ite 
em que = 1 e = 0. 
A hipótese de id ntificação consiste na continuidade das funções de médi  condicional dos valores 
potenciais em relação à variável : ( ) = [ (1)| = ] e ( ) = [ (0)| = ]. Nessas 
condições: 
[ (1)| = ] = lim ( ) = lim ( ) 
[ (0)| = ] = lim ( ) = lim ( ) 
Consequentemente, nesse c ntexto, de forma similar ao que acontece para variáveis i strument is, a 
diferença entre os desempenhos édios ver fi ados em vizinhanças arbitrariamente pequen s de 
valores de  menores e maiores que  será devida à variação do tratamento. A quantidade a ser 
estimada é: 
=
lim [ | = ] lim [ | = ]
lim [ | = ] lim [ | = ]
 
O estimador consiste em: 
=
( ) ( )
( ) ( )
 
em que: ( ) e ( ) são esti ativas p ra a média c ndicional do resultad  observado c respeit  
a , consider ndo, n  p im iro caso, som te pontos à ireita do limi r ( < ) e n  se undo, à
esquer a; e ( ) e ( ) estimativ s p ra  probabilidade e tr tam nto c ndicional a , 
considerando, respectivame te, ponto  à direit  e à esquerda do li iar. Os métodos para a estimação 
dessas funçõe  devem priorizar a precisão no pont  de fronteira = . Assim, s técnicas de 
suavização por kernel e r gr ssão linear loc l, que têm como base onderações que magnificam o peso 
de observações próximas a cada ponto estimado, são mais indicada   o étod  de sieves, que t nta 
ajustar globalmente uma tendência aos dados. 
No contexto de RDD, a posição relativa à descontinuidade funcion  como instrumento para . Assim 




verifica a descontinuidade chama-se running variable, forcing variable, ou ssignment variable será 
denotada por ; o limiar m que a desco tinui ade ocorre será representado p r . 
O caso mais simples é o denominado sharp design, e  que a descontinuidade é determinante do 
tratamento, ou seja, 
[ = 1| ] = 0, e <1,  >  
Quando a relação entre a descontinuidade e a atribuição de tratamento é pro abilística, tem-se: 
= lim [ = 1| = ] lim [ = 1| = ] =  
que torna o contexto análogo ao caso geral de variáveis instrumentais com proporção  de 
compliers. Para um tratamento unificado dos casos, basta observar que o sharp design é o caso limite 
em que = 1 e = 0. 
A hipótese de identificação consiste na continuidade das funções de média con icional dos valores 
potenciais em relação à variável : ( ) = [ (1)| = ] e ( ) = [ (0)| = ]. Nessas 
condições: 
[ (1)| = ] = lim ( ) = lim ( ) 
[ (0)| = ] = lim ( ) = lim ( ) 
Con equente ente, n sse c texto, de for a similar ao que acontece para variáveis i strumentais, a 
diferença entre os dese penhos édi s verificad s em vizinhanças arbitrariamente pequenas de 
valores de  men res e mai res que  será devida à variação do tratamento. A quantidade a ser 
estimada é: 
=
lim [ | = ] li [ | ]
li [ | = ] lim [ | = ]
 
O estima r c siste em: 
=
( ) ( )
( ) ( )
 
em qu : ( ) e ( ) são e tim tivas p ra édia c ndicional o resultado observado com respeito 
a , co side ndo, no p i eiro caso, som nt pontos à direita d  limiar ( < ) e no e undo, à
e quer a;  ( ) e ( ) estimativas para a probabilidade e tr tam nt  c n icional a , 
considerando, respectivamente, pontos à direita e à esq erd  d  li iar. Os étodos para  esti ação 
des as funções devem priorizar a precisão no ponto de fronteira = . Assim, as técnicas de 
su vização por k rnel e regressão linear l cal, que têm com  base p nderações que agnificam o peso 
de observações próximas a cada ponto estimado, são mais indicadas que  método de sieves, que te ta 
ajustar globalmente uma tendência aos dados. 
No contexto de RDD, a posição relativa à descontinuidade funciona com  instrumento para . Assim 




verifica a descontinui ade ch ma-se running var able, forcing variabl , ou assignment variable será 
de otada por ; o l miar em que a desco tinuidade oc rre será representado por . 
O caso m is simples é o denominado sharp design, em que a descont nuidade é determinante do 
tr tamento, ou seja,
[ = 1| ] = 0, se <1, se >  
Quando a relação entre a descontinuidade e a atribuição de tratamento é probabilística, tem-se: 
= li [ = 1| = ] lim [ = 1| = ] =  
que torna o contexto análogo ao caso geral e variávei  instrumentais co  proporção  de 
compli rs. Para um tratamento u ificado dos casos, ba ta observar que o sharp design é o caso limite 
em que = 1 e = 0. 
A hipótes  de identificação consist  n con inuidade das unções de média condicional dos valores 
potenciais m relação à variável : ( ) [ (1)| = ] e ( ) = [ (0)| = ]. Nes as 
co dições: 
[ (1)| = ] = lim ( ) = lim ( ) 
[ (0)| = ] = lim ( ) = lim ( ) 
Cons quent mente, n sse contexto, de forma simila  ao que acontece para variáveis instrum ntais, a 
dif renç  entre os des mp nhos médios v rif c dos em vizi h nças arbitrari te pequenas de 
valores de  menor s e maiores que  será devida à ar ação do tratamento. A quantidade a ser 
estimada é: 
=
lim [ | = ] lim [ | = ]
li [ | = ] lim [ | = ]
 
O estimador consiste em: 
=
( ) ( )
( ) ( )
em que: ( ) e ( ) são estimativas p ra a média c ndicional o result do observa  com respeito 
a , consid do, no p i iro caso, o nte po tos à direita d  limi r ( < ) e no se und , à
esquer a; e ( ) e ( ) estimativas para a probabilida e tr tam nto c ndicio l , 
considerando, r sp ctiva nte, ponto à direita e à esquer  o limi . Os métodos para a stimaçã
dessas f nçõ  dev m prior zar  prec sã  no onto e fronte ra = . As im, as técnicas de
u vizaçã  por kern l e egressão lin r l cal, que têm como b se ponder ções que magn ficam o p so
de obs vações próxi as a cada  estimado, são mais indicadas que o métod  de s eves, que tenta
aju t r globalmente u tendência ao  dados. 
No context  de RDD, a posição relativa à descontinui de funciona como ins rumento para . Assim 




verifica a descontinuidad  chama-se running variable, fo cing variable, ou assignment variable será 
denotada por ; o lim ar em que a descontinuidade ocorre será representado por . 
O caso mais s mples é o denominado sharp desig , em que a d scontinuidade é det rminante do 
tratamento, ou seja, 
[ | ] 0, se <1, se >  
Quando a rel ção e tre a desconti uidade e  atribuição de tra mento é probabilística, tem-se:
= lim [ = 1| = ] lim [ = 1| = ] =  
que torna o contexto análogo ao ca  geral de var áveis instr mentais co  prop rção  de 
com liers. Para um tratament  unificad  dos caso , basta observar que o sharp design é o cas  limite 
em que = 1 e = 0. 
A hipótese d identificação consiste na continuidade das funções de média condicion l dos valores
potenciais e  relação à variáv l : ( ) = [ (1)| = ] e ( ) = [ (0)| = ]. Nessas 
condições: 
[ (1)| = ] = lim ( ) = lim ( ) 
[ (0)| = ] = lim ) = lim ( ) 
Cons qu ntement , nesse context , de forma similar ao que acontece p a variáveis instrumentais, a 
diferença entre os desemp hos médios v rificados em vizinh nças arbitrari mente pequen s de 
valores de  menores  maiores que  será d vida à variaçã  do tratament . A qua tidade  ser 
estimada é: 
=
li [ | = ] lim [ | = ]
lim [ | = ] lim [ | = ]
 
O estimador consiste em: 
=
( ) ( )
( ) ( )
 
em qu : ( ) e ( ) sã  estimativas p ra a média c ndicional do esultado observado com respeito 
a , consider ndo, no p imeiro c , som te pontos à ireita do li iar ( < ) e no se undo, à
esquer a; e ( ) ( ) stimativas para  prob b lidade  tr t mento c ndicional a , 
consideran o, resp tiv m nte, pontos à direita e à squerda do li i r. Os méto os para a esti ação 
dessas funções devem prior zar a recisão n ponto de fr t ira = . Assim, as técnicas de 
uavização por kernel  regressão li ea  l c l, que têm como base p nderaçõ  que magni icam o pe o 
de observaçõ s próximas  c da ponto stimad , s  m is indic das que o mét do de sieves, qu  tenta 
ajustar globalmente uma t ndência a s dados. 
N  ontexto de RDD, a posição r lativa à de cont nu dade funcion  como instrum nto p ra . A sim 




verifica a descontinuidade cha -s  ru ning v riable, forcing variable, ou ssign ent variable será 
denotada por ; o li iar  que a descontinu dade ocorre s rá representado p r . 
 caso ais si ples é o deno inado harp design, em que a descontinu dade é det r inante do 
trata ento, ou seja, 
[ | ] , se ,   
uando a r lação entre a desc ntinuidad  e a a ibuiçã de trata nto é p obabilístic , te - e: 
l [ | ] li [ | ]  
que torna o contexto análog  ao cas  g ral de variáveis instru entais co  proporção  de 
co pliers. ara u  trata ento unificado dos casos, basta observar que o sharp design é o caso li ite 
e  que  e . 
 hipótese de identificação con iste na continuidade das funções de édia con icional dos valores 
potenciais e  relação à variável : ( ) [ ( )| ] e ( ) [ ( )| ]. essas 
condições: 
[ ( )| ] li ) li ( ) 
[ ( )| ] li li ( ) 
onsequente ente, nesse c texto, d  for a i ilar ao que acontece para variáveis instru ntais, 
diferença entre os desempenhos médios verificados e  vizinhanças arbitraria ente pequen s de 
valores de  enores e i r s que  será devida à variação do trata ento.  qu ntidade  s r 
esti ada é: 
li [ | ] li [ | ]
li [ | ] li [ | ]
 
 esti a r c nsiste e : 
( ) ( )
( ) ( )
 
e  qu : ( ) e ( ) são esti ativas p ra a média c ndicional do esultado bservado c  respeito 
a , consider n o, no p i eiro ca o, so nte pontos à direita d  li iar ( ) e no se undo, à
esquer a; e ( ) e ( ) sti ativas para a probabilid de e t ta nt  c n icional  , 
considerando, respectiva ente, pontos à dire ta e à esq erda d  li iar. s étodos p ra a est ação 
dessas funções deve  priorizar a precisão no p nto de front ira . ssi , as técnicas de 
suavização por kernel e regressão linear local, qu tê  c o base p nderações que agnifica  o peso 
de observações próxi as a cada ponto esti ado, são is i dicadas que  étodo de sieve , que tenta 
ajustar global ente u  tendência os dados.
o contexto de , a p sição relativa à descontinuidade funciona co  instru ento par  . ssi  




verifica a descontinuidade chama-se running variable, forcing variable, ou assignment variable será 
denotada por ; o limiar em que a descontinuidade ocorre será representado por . 
O c so mais simples é o d ominad  sharp design, em qu  a descontinuidade é determinante do 
tratamento, ou sej , 
[ = 1| ] 0, s  <1, se >  
Quand  a r lação entre  desc ntin idade e atribu ção  trat mento é probabilística, t m-s : 
= lim [ = 1| = ] l m [ = 1| = ] =  
qu torna o contexto a álogo ao caso ger l de variáveis instrumentais com proporção  de 
complie s. Para u  t atamento unificado dos casos, basta observar que o h rp design é o caso limite 
em que = 1 e 0. 
A hipót e d identificação consiste na continuid de s funções de média condicional dos valores 
potenciais em relação à variável : ( ) = [ (1)| = ] e ( ) = [ (0)| = ]. Nessas 
condiçõ s: 
[ (1)| = ] = lim ( ) = lim ( ) 
[ (0)| = ] = li ( ) = lim ( ) 
Consequentemente, nesse contexto, de forma similar ao que acontece para variáveis instrumentais, a 
diferença entre os desempenhos médios verificados em vizinhanças arbitrariamente pequenas de 
valores de  menores e mai res que  será devida à variação do tratamento. A quantidade a ser 
estimada é: 
=
lim [ | = ] lim [ | = ]
l m [ | = ] li [ | = ]
 
O imador c nsist  m: 
=
( ) ( )
( ) ( )
 
m que: ( )  ( ) sã  stimativa  p ra a média c ndici l do resulta  observado com respeito 
a , cons de ndo, no p imeiro caso, om t  pontos à direita do limiar ( < ) e no se undo, à
esquer a; e ( ) ( ) esti ativas para a p babilidade e tratam nt c ndicional a , 
con ideran , r spectiv m nte, p tos à direita e à squerd  do limiar. Os métodos para a estimação 
dess s funções devem priorizar a precisão no ponto  frontei a = . Assim, as técnicas de 
uavização por kernel e regressão lin ar local, que têm como base po derações que agnifica  o peso 
de observações próx mas a cad  ponto estimado, são mais in icadas que o método de sieves, que tenta 
ajustar global ente uma tendência aos dados. 
No contexto de RDD, a posição relativa à descontinuidade funciona como instrumento para . Assim 




verifica a descontinu d e c ma-  ru i g v riable, fo cing variable, ou assignm nt v ri ble será 
denot da por ; o limiar em que a descontinuidade ocorre será representado por . 
O cas  mais simples é  denominado sh p de ig , em que a descontinuidade é determinante do 
tratamento, ou seja, 
[ = 1| ] = 0, s  <1, se >  
Quando a relação entre a descontinuidade e a atribuição de tratamento é probabilística, tem-se: 
= i [ = 1| = ] lim [ = 1| = ] =  
que torna o contexto análogo ao caso ger l de variáveis instrumentais com proporção  de 
compliers. Para um tra ament  un do dos ca os, basta observar que o sharp design é o caso limite 
em que = 1 e = 0. 
A hipótese de identificação consiste na continuidade das funções de média condicional dos valores 
pot ciais em r lação à variáv l : ( ) [ (1)| ] e [ (0)| = ]. Nessas 
condições: 
[ (1)| = ] = lim ( ) = lim ( ) 
[ (0)| = ] = lim ( ) = lim ( ) 
Consequ nt mente, nesse cont xto, de forma similar ao que ac ntece p ra variáveis instrumentais, a 
diferença entre os desempenhos médios verificados em vizinhanças arbitrariamente pequenas de 
valores de  menores e aiores que  será dev da à variação do tratamento. A quantidade a ser 
estimada é: 
=
lim [ | = ] lim [ | = ]
lim [ | = ] li [ | = ]
 
O stimador consiste em: 
=
( ) ( )
( ) ( )
 
m qu : ( )  ( ) ão estimativ s p ra a média c ndici nal o r sult do bservado c m res eito 
a , consi er ndo, n  p ime ro cas , so nte ontos à ireita do limiar ( < )  no se undo, à
esquer a; e ( ) e ( ) e timativas para  probabilidade e tr tam nto c ndicio al a , 
considerand , sp ctivam nt , po t s à ireita e à esquerda limi . Os métodos para a stimação 
dessas funçõe  devem priorizar a prec são no ponto de fronteira = . Assi , as técnicas de 
s avização por kernel e regressão linear local, que têm como base ponderações que magnificam o peso 
de observ çõe  próxim s a ca a pont  est mado, são mais i dicadas que o mét do de eve , que tenta 
ajustar global en e uma en ência aos dados. 
No contexto de RDD, a posição relativa à descontinuidade funciona como instrumento para . Assim 




verifica a descontinuidad  chama-se running variable, forcing vari ble, u assignment variable será 
den tada por ;  limiar em que  descontinuidade ocorre será representado por . 
O caso mais simples é o deno inado harp design, em que a descont nuidade é determinante do 
t at m nto, ou seja, 
[ = 1| ] 0, e <1, se >  
Quando a relação entre a descontinuidade e a atribuição de tratamento é probabilística, tem-se: 
= lim [ = 1| = ] lim [ = 1| = ] =  
qu  torna o cont xto análogo ao caso geral d  variáveis instrumentais c m pr porçã   e 
compliers. Para um tratamento unificado dos casos, basta observar que o sharp design é o caso limite 
em que = 1  = 0. 
A hipó se de identificação c nsiste na continuidade das funções de média con icional do  valores 
po nciais m relaçã  à v riável : ( ) = [ (1)| = ]  ( ) = [ (0)| = ]. Nessas 
condições: 
[ (1)| = ] lim ( ) = lim ( ) 
[ (0)| = ] = li ( ) = lim ( ) 
Consequentemente, nesse contexto, de forma similar ao que acontece para variáv is instrumentais, a 
difer nça entre os desempenhos médios v rificados em vizinhanças arbitrariamente p quenas de 
valores de  menores e maiores que  será devida à variação do tratamento. A quantidade a ser 
estimada é: 
=
lim [ | = ] lim [ | = ]
lim [ | = ] lim [ | = ]
 
O estimador consist  em: 
=
( ) ( )
( ) ( )
 
em que: ( ) e ( ) sã  estimativas p ra a médi  c ndicional o r sultado observado com respeito 
a , consider ndo, no p imeiro cas , som nte p tos à direita do li iar ( < ) e no se undo, à
esquer a; e ( ) ( ) estim tivas para  probabilidade e tr tam nto c ndicional a , 
consid rando, r spectivamente, pontos à dir ita e à esquerda do limiar. Os método para a e timação 
dessas funções d v m pri rizar a precisão no p nt  de fronteira = . Assim, s técnicas de 
sua ização or k rnel e regressão line r local, que têm mo base ponderações que agnificam o peso 
de observações próximas a d  ponto e ti ado, ão mais indicadas que o método de sieves, que tenta 
ajustar globalmente uma tendência aos dados. 
No contexto de RDD, a posição relativa à descontinuidade funciona omo instrumento para . Assim 




verifica a d scontinuidad  chama-se running variable, forcing vari ble, ou assignment variable será 
denotada por ; o limiar m que a descontinuid de ocorre será representado por . 
O caso mais simples é o denominado sharp design, em que a descontinuidade é determinante do 
tratamento, ou seja, 
[ = | ] 0, se <1, se >  
Qu ndo a relação entre a desc ntinuid de   atribuição de tratament  é probabilística, tem-se: 
= lim [ = 1| = ] lim [ = 1| = ] =  
que torn  o contexto análogo ao caso geral de variáv is instrumentais com proporção  de 
compliers. Para um trata ento unificado dos casos, basta observ r que o sharp desig  é o ca o limite 
em que = 1 e = 0. 
A hipót s  d  identificação consiste n  continuidade das funções de média condicional dos valores 
potenciais e  relação à variável : ( ) = [ (1)| = ] e ( ) = [ (0)| = ]. Nessas 
condições: 
[ (1)| = ] = lim ( ) = lim ( ) 
[ (0)| = ] = lim ( ) = lim ( ) 
Consequent mente, nesse contexto, de forma si ilar ao que acontece para variáveis instrumentais, a 
diferença entre os desempenhos médios verificados em vizinhanças arbitrariamente pequenas de 
valores de menores e maiores que  será devid  à variação do tratamento. A quantidade a ser 
estima a é: 
l m [ | ] lim [ | = ]
l m [ | = ] lim [ | = ]
 
O estimador consiste em:
=
( ) ( )
( ) ( )
 
em que: ( ) e ( ) ão esti ativ s p ra a média c dici al do resul ado ob ervado com respei o 
a , consider ndo, no p imeiro caso, som nt  pontos à direita do limiar ( < )  no se undo, à
esquer a; e ( ) e ( ) estimativas par  a probabilidade e tr tam n o c ndicional a , 
considerando, respectiv mente, pontos à direita e à esquerda do limiar. Os métodos para a estimação 
dessas funções devem priorizar a prec são n  po to de fronteira = . Assim, as técnicas de 
suavização por ker el e regressão linear local, q e têm como b se ponderações que m gnificam o peso 
de bservações próximas a cada ponto estimado, são mais indicadas que o étodo de sieves, que tenta 
ajustar globalmente uma tendência aos dados. 
No contexto de RDD, a posição relativa à descontinuidade funciona como instrumento para . Assim 
como no caso de variáveis instrumentais, o RDD permite apenas identificar um efeito de tratamento 
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Consequentemente, nesse contexto, de forma similar ao que acontece para 
variáveis instrumentais, a diferença entre os desempenhos médios verificados em 
vizinhanças arbitrariamente pequenas de valores de Zi menores e maiores que z* 




verifica a descontinuidade chama-se running variable, forcing variable, ou assignment variable será 
denotada por ; o limiar em que a descontinuidade ocorre será representado por . 
O caso mais simples é o denominado sharp design, em que a descontinuidade é determinante do 
tratamento, ou seja, 
[ = 1| ] = 0, se <1, se >  
Quando a relação entre a descontinuidade e a atribuição de tratamento é probabilística, tem-se: 
= lim [ = 1| = ] lim [ = 1| = ] =  
que torna o contexto análogo ao caso geral de variáveis instrumentais com proporção  de 
compliers. Para um tratamento unificado dos casos, basta observar que o sharp design é o caso limite 
em que = 1 e = 0. 
A hipótese de identificação consiste na continuidade das funções de média condicional dos valores 
potenciais em relação à variável : ( ) = [ (1)| = ] e ( ) = [ (0)| = ]. Nessas 
condições: 
[ (1)| = ] = lim ( ) = lim ( ) 
[ (0)| = ] = lim ( ) = lim ( ) 
Consequentemente, nesse contexto, de forma similar ao que acontece para variáveis instrumentais, a 
diferença entre os desempenhos médios verificados em vizinhanças arbitrariamente pequenas de 
valores de  menores e maiores que  será devida à variação do tratamento. A quantidade a ser 
estimada é: 
=
lim [ | = ] lim [ | = ]
lim [ | = ] lim [ | = ]
 
O estimador consiste em: 
=
( ) ( )
( ) ( )
 
em que: ( ) e ( ) são estimativas para a média condicional do resultado observado com respeito 
a , considerando, no primeiro caso, somente pontos à direita do limiar ( < ) e no segundo, à 
esquerda; e ( ) e ( ) estimativas para a probabilidade de tratamento condicional a , 
considerando, respectivamente, pontos à direita e à esquerda do limiar. Os métodos para a estimação 
dessas funções devem priorizar a precisão no ponto de fronteira = . Assim, as técnicas de 
suavização por kernel e regressão linear local, que têm como base ponderações que magnificam o peso 
de observações próximas a cada ponto estimado, são mais indicadas que o método de sieves, que tenta 
ajustar globalmente uma tendência aos dados. 
No contexto de RDD, a posição relativa à descontinuidade funciona como instrumento para . Assim 




verifica a descontinuidade chama-se running variable, forcing variable, ou assignment variable será 
denotada por ; o limiar em que a descontinuidade ocorre será representado por . 
O caso mais simples é o denominado sharp design, em que a descontinuidade é determinante do 
tratamento, ou seja, 
[ = 1| ] = 0, se <1, se >  
Quando a relação entre a descontinuidade e a atribuição de tratamento é probabilística, tem-se: 
= lim [ = 1| = ] lim [ = 1| = ] =  
que torna o contexto análogo ao caso geral de variáveis instrumentais com proporção  de 
compliers. Para um tratamento unificado dos casos, basta observar que o sharp design é o caso limite 
em que = 1 e = 0. 
A hipótese de identificação consiste na continuidade das funções de média condicional dos valores 
potenciais em relação à variável : ( ) = [ (1)| = ] e ( ) = [ (0)| = ]. Nessas 
condições: 
[ (1)| = ] = lim ( ) = lim ( ) 
[ (0)| = ] = lim ( ) = lim ( ) 
Con equente ente, n sse c ntexto, de forma similar ao que acontece para variáveis i strumentais, a 
diferença entre os desempenhos médios verificados em vizinhanças arbitrariamente pequenas de 
valores de  menores e maiores que  será devida à variação do tratamento. A quantidade a ser 
estimada é: 
=
lim [ | = ] lim [ | = ]
lim [ | = ] lim [ | = ]
 
O estimador consiste em: 
=
( ) ( )
( ) ( )
 
em que: ( ) e ( ) são estimativas par  média condicional o resultado observado com respeito 
a , co side ando, no primeiro caso, soment pontos à direita do limiar ( < ) e no egundo, à 
e querda;  ( ) e ( ) estimativas para a probabilidade de tratamento condicional a , 
considerando, respectivamente, pontos à direita e à esquerd  do limiar. Os métodos para  estimação 
des as funções devem priorizar a precisão no ponto de fronteira = . Assim, as técnicas de 
su vização por k rnel e regressão linear l cal, que têm como base ponderações que magnificam o peso 
de observações próximas a cada ponto estimado, são mais indicadas que o método de sieves, que tenta 
ajustar globalmente uma tendência aos dados. 
No contexto de RDD, a posição relativa à descontinuidade funciona como instrumento para . Assim 




verifica a descontinuidade chama-se running variable, forcing variable, ou assignment variable será 
denotada por ; o l miar em que a desco tinuidade oc rre será representado por . 
O caso mais simples é o denominado sharp design, em que a descontinuidade é determinante do 
tr tamento, ou seja,
[ = 1| ] = 0, se <1, se >  
Quando a relação entre a descontinuidade e a atribuição de tratamento é probabilística, tem-se: 
= lim [ = 1| = ] lim [ = 1| = ] =  
que torna o contexto análogo ao caso geral de variáveis instrumentais com proporção  de 
compliers. Para um tratamento unificado dos casos, ba ta observar que o sharp design é o caso limite 
em que = 1 e = 0. 
A hipótese de identificação consiste na continuidade das funções de média condicional dos valores 
potenciais m relação à variável : ( ) = [ (1)| = ] e ( ) = [ (0)| = ]. Nes as 
co dições: 
[ (1)| = ] = lim ( ) = lim ( ) 
[ (0)| = ] = lim ( ) = lim ( ) 
Consequentemente, nesse contexto, de forma similar ao que acontece para variáveis instrumentais, a 
dif rença entre os desempenhos médios verif c dos em vizi hanças arbitrariame te pequenas de 
valores de  menor s e maiores que  será devida à ar ação do tratamento. A quantidade a ser 
estimada é: 
=
lim [ | = ] lim [ | = ]
lim [ | = ] lim [ | = ]
 
O estimador consiste em: 
=
( ) ( )
( ) ( )
 
em que: ( ) e ( ) são estimativas para a média condicional do resultado observado com respeito 
a , considerando, no primeiro caso, somente pontos à direita do limiar ( < ) e no segundo, à 
esquerda; e ( ) e ( ) estimativas para a probabilida e de tratamento condicional a , 
consid rando, r sp ctivamente, ponto à direita e à esquer a o limia . Os métodos para a estimaçã
dessas funçõ  devem prior zar  prec são no ponto e fronte ra = . As im, as técnicas de
u vização por kernel e regressão lin ar local, que têm como base ponderações que m gn ficam o p so
de obs vações próximas a cada  estimado, são mais indicadas que o método de s eves, que tenta
aju t r globalmente u tendência ao  dados. 
No contexto de RDD, a posição relativa à descontinuidade funciona como instrumento para . Assim 




verifica a descontinuidade chama-se running variable, forcing variable, ou assignment variable será 
denotada por ; o limiar em que a descontinuidade ocorre será representado por . 
O caso mais simples é o denominado sharp design, em que a descontinuidade é determinante do 
tratamento, ou seja, 
[ = 1| ] = 0, se <1, se >  
Quando a relação entre a descontinuidade e a atribuição de tratamento é probabilística, tem-se: 
= lim [ = 1| = ] lim [ = 1| = ] =  
que torna o contexto análogo ao caso geral de variáveis instrumentais com proporção  de 
compliers. Para um tratamento unificado dos casos, basta observar que o sharp design é o caso limite 
em que = 1 e = 0. 
A hipótese de identificação consiste na continuidade das funções de média condicional dos valores 
potenciais em relação à variável : ( ) = [ (1)| = ] e ( ) = [ (0)| = ]. Nessas 
condições: 
[ (1)| = ] = lim ( ) = lim ( ) 
[ (0)| = ] = lim ( ) = lim ( ) 
Consequentemente, nesse contexto, de forma similar ao que acontece para variáveis instrumentais, a 
diferença entre os desempenhos médios verifica os m vizinhanças arbitrariamente pequenas de 
valores de  menores e maiores que  será d vida à variação do t atamento. A quantidade a ser 
estimada é: 
=
lim [ | = ] lim [ | = ]
lim [ | = ] lim [ | = ]
 
O estimador consiste em: 
=
( ) ( )
( ) ( )
 
em que: ( ) e ( ) são estimativas para a média condicional do resultado observado com respeito 
a , considerando, no primeiro caso, somente pontos à direita do limiar ( < ) e no segundo, à 
esquerda; e ( ) e ( ) estimativas para a probabilidade de tratamento condicional a , 
considerando, respectivamente, pontos à direita e à esquerda do limiar. Os métodos para a estimação 
dessas funções devem priorizar a precisão no ponto de fronteira = . Assim, as técnicas de 
suavização por kernel e regressão linear local, que têm como base ponderações que magnificam o peso 
de observações próximas a cada ponto estimado, são mais indicadas que o método de sieves, que tenta 
ajustar globalmente uma tendência aos dados. 
No contexto de RDD, a posição relativa à descontinuidade funciona como instrumento para . Assim 




verifica a descontinuidade cha a-se running variable, forcing variable, ou assign ent variable será 
denotada por ; o li iar e  que a descontinuidade ocorre será representado por . 
 caso ais si ples é o deno inado sharp design, e  que a descontinuidade é deter inante do 
trata ento, ou seja, 
[ | ] , se , se  
uando a relação entre a descontinuidade e a atribuição de trata ento é probabilística, te -se: 
li [ | ] li [ | ]  
que torna o contexto análogo ao caso geral de variáveis instru entais co  proporção  de 
co pliers. ara u  trata ento unificado dos casos, basta observar que o sharp design é o caso li ite 
e  que  e . 
 hipótese de identificação consiste na continuidade das funções de édia condicional dos valores 
potenciais e  relação à variável : ( ) [ ( )| ] e ( ) [ ( )| ]. essas 
condições: 
[ ( )| ] li ( ) li ( ) 
[ ( )| ] li ( ) li ( ) 
onsequente ente, nesse contexto, de for a si ilar ao que acontece para variáveis instru entais, a 
diferença entre os dese penhos édios verificados e  vizinhanças arbitraria ente pequenas de 
valores de  enores e aiores que  será devida à variação do trata ento.  quantidade a ser 
esti ada é: 
li [ | ] li [ | ]
li [ | ] li [ | ]
 
 esti ador consiste e : 
( ) ( )
( ) ( )
 
e  que: ( ) e ( ) são esti ativas para a édia condicional do resultado observado co  respeito 
a , consideran o, no pri eiro caso, so ente pontos à direita do li iar ( ) e no segundo, à 
esquerda; e ( ) e ( ) esti ativas para a probabilidade de trata ento condicional a , 
considerando, respectiva ente, pontos à direita e à esquerda do li iar. s étodos para a esti ação 
dessas funções deve  priorizar a precisão no ponto de fronteira . ssi , as técnicas de 
suavização por kernel e regressão linear local, que tê  co o base ponderações que agnifica  o peso 
de observações próxi as a cada ponto esti ado, são ais indicadas que o étodo de sieves, que tenta 
ajustar global ente u a tendência aos dados. 
o contexto de , a posição relativa à descontinuidade funciona co o instru ento para . ssi  




verifica a descontinuidade chama-se running variable, forcing variable, ou assignment variable será 
denotada por ; o limiar em que a descontinuidade ocorre será representado por . 
O caso mais simples é o denominado sharp design, em que a descontinuidade é determinante do 
tratamento, ou seja, 
[ = 1| ] = 0, se <1, se >  
Quando a relação entre a descontinuidade e a atribuição de tratamento é probabilística, tem-se: 
= lim [ = 1| = ] l m [ = 1| = ] =  
que torna o contexto análogo ao caso geral de variáveis instrumentais com proporção  de 
compliers. Para um tratamento unificado dos casos, basta observar que o sharp design é o caso limite 
em que = 1 e = 0. 
A hipótese de identificação consiste na continuidade das funções de média condicional dos valores 
potenciais em relação à variável : ( ) = [ (1)| = ] e ( ) = [ (0)| = ]. Nessas 
condições: 
[ (1)| = ] = lim ( ) = lim ( ) 
[ (0)| = ] = lim ( ) = lim ( ) 
Consequentemente, nesse contexto, de forma similar ao que acontece para variáveis instrumentais, a 
diferença entre os desempenhos médios verificados em vizinhanças arbitrariamente pequenas de 
valores de  menores e maiores que  será devida à variação do tratamento. A quantidade a ser 
estimada é: 
=
lim [ | = ] lim [ | = ]
lim [ | = ] lim [ | = ]
 
O estimador consiste em: 
=
( ) ( )
( ) ( )
 
em que: ( ) e ( ) são estimativas para a média condicional do resultado observado com respeito 
a , considerando, no primeiro caso, somente pontos à direita do limiar ( < ) e no segundo, à 
esquerda; e ( ) e ( ) estimativas para a probabilidade de tratamento condicional a , 
consideran o, respectiv m nte, p tos à direita e à esquerd  do limiar. Os métodos para a estimação 
dessas funções devem priorizar a precisão no ponto  fronteira = . Assim, as técnicas de 
suavização por kernel e regressão linear local, que têm como base ponderações que magnificam o peso 
de observações próximas a cada ponto estimado, são mais indicadas que o método de sieves, que tenta 
ajustar globalmente uma tendência aos dados. 
No contexto de RDD, a posição relativa à descontinuidade funciona como instrumento para . Assim 




verifica a descontinu d e c ma-s  ru ning variable, forcing variable, ou assignm nt variable será 
denot da por ; o limiar em que a descontinuidade ocorre será representado por . 
O caso mais simples é o denominado sharp design, em que a descontinuidade é determinante do 
tratamento, ou seja, 
[ = 1| ] = 0, se <1, se >  
Quando a relação entre a descontinuidade e a atribuição de tratamento é probabilística, tem-se: 
= lim [ = 1| = ] lim [ = 1| = ] =  
que torna o contexto análogo ao caso geral de variáveis instrumentais com proporção  de 
compliers. Para um tra ament  unificado dos casos, basta observar que o sharp design é o caso limite 
em que = 1 e = 0. 
A hipótese de identificação consiste na continuidade das funções de média condicional dos valores 
potenciais em relação à variável : ( ) [ (1)| = ] e ( ) = [ (0)| = ]. Nessas 
condições: 
[ (1)| = ] = lim ( ) = lim ( ) 
[ (0)| = ] = lim ( ) = lim ( ) 
Consequentemente, nesse contexto, de forma similar ao que acontece para variáveis instrumentais, a 
diferença entre os desempenhos médios verificados em vizinhanças arbitrariamente pequenas de 
valores de  menores e aiores que  será devida à variação do tratamento. A quantidade a ser 
estimada é: 
=
lim [ | = ] lim [ | = ]
lim [ | = ] lim [ | = ]
 
O estimador consiste em: 
=
( ) ( )
( ) ( )
 
em que: ( )  ( ) são estimativas para a média condicional do r sultado observado com respeito 
a , consider ndo, n  prime ro caso, so ente pontos à direita do limiar ( < )  no segundo, à 
esquerda; e ( ) e ( ) e timativas para a probabilidade de tratamento condicional a , 
considerando, respectivamente, pontos à ireita e à esquerda do limiar. Os métodos para a estimação 
dessas funções deve  priorizar a precisão no ponto de fronteira = . Assi , as técnicas de 
suavização por kernel e regressão linear local, que têm como base ponderações que magnificam o peso 
de observ çõe  próxim s a ca a ponto estimado, são mais indicadas que o método de eves, que tenta 
ajustar globalmen e uma endência aos dados. 
No contexto de RDD, a posição relativa à descontinuidade funciona como instrumento para . Assim 




verifica a descontinuidade chama-se running variable, forcing vari ble, u assignment variable será 
denotada por ; o limiar em que a descontinuidade ocorre será representado por . 
O caso mais simples é o denominado sharp design, em que a descontinuidade é determinante do 
tratamento, ou seja, 
[ = 1| ] = 0, se <1, se >  
Quando a relação entre a descontinuidade e a atribuição de tratamento é probabilística, tem-se: 
= lim [ = 1| = ] lim [ = 1| = ] =  
qu  torna o contexto análogo ao caso geral d  variáveis instrumentais c m pr porção  de 
compliers. Para um tratamento unificado dos casos, basta observar que o sharp design é o caso limite 
em que = 1 e = 0. 
A hipótese de identificação consiste na continuidade das funções de média condicional do  valores 
pot nciais em relação à v riável : ( ) = [ (1)| = ]  ( ) = [ (0)| = ]. Nessas 
condições: 
[ (1)| = ] = lim ( ) = lim ( )
[ (0)| = ] = lim ( ) = lim ( ) 
Consequentemente, nesse contexto, de forma similar ao que acontece para variáv is instrumentais, a 
difer nça entre os desempenhos médios v rificados em vizinhanças arbitrariamente p quenas de 
valores de  menores e maiores que  será devida à variação do tratamento. A quantidade a ser 
estimada é: 
=
lim [ | = ] lim [ | = ]
lim [ | = ] lim [ | = ]
 
O estimador consiste em: 
=
( ) ( )
( ) ( )
 
em que: ( ) e ( ) sã  estimativas para a média condicional o resultado observado com respeito 
a , considerando, no primeiro caso, somente p ntos à direita do limiar ( < ) e o segundo, à 
esquer a;  ( ) e ( ) estimativas para  probabilidade de tratamento condicional a , 
consid rando, r spectivamente, pontos à dir ita e à esquerda do limiar. Os método para a e timação 
dessas funções d v m pri rizar a precisão no p nt  de fronteira = . Assim, s técnicas de 
sua ização or k rnel e regressã  line r local, que têm c mo base ponderações que agnificam o peso 
de observações próximas a ad  ponto e timado, são mais indicadas que o método de sieves, que tenta 
ajustar globalmente uma tendência aos dados. 
No contexto de RDD, a posição relativa à descontinuidade funciona omo instrumento para . Assim 




verifica a descontinuidade chama-se running variable, forcing variable, ou assignment variable será 
denotada por ; o limiar em que a descontinuidade ocorre será representado por . 
O caso mais simples é o denominado sharp design, em que a descontinuidade é determinante do 
tratamento, ou seja, 
[ = 1| ] = 0, se <1, se >  
Quando a relação entre a descontinuidade e a atribuição de tratamento é probabilística, tem-se: 
= lim [ = 1| = ] lim [ = 1| = ] =  
que torna o contexto análogo ao caso geral de variáveis instrumentais com proporção  de 
compliers. Para um tratamento unificado dos casos, basta observar que o sharp design é o caso limite 
em que = 1 e = 0. 
A hipótese de identificação consiste na continuidade das funções de média condicional dos valores 
potenciais em relação à variável : ( ) = [ (1)| = ] e ( ) = [ (0)| = ]. Nessas 
condições: 
[ (1)| = ] = lim ( ) = lim ( ) 
[ (0)| = ] = lim ( ) = lim ( ) 
Consequentemente, nesse contexto, de forma similar ao que acontece para variáveis instrumentais, a 
diferença entre os desempenhos médios verificados em vizinhanças arbitrariamente pequenas de 
valores de  menores e maiores que  será devida à variação do tratamento. A quantidade a ser 
estimada é: 
=
lim [ | ] lim [ | = ]
lim [ | = ] lim [ | = ]
 
O estimador consiste em:
=
( ) ( )
( ) ( )
 
em que: ( ) e ( ) são estimativas para a média condicional do resul ado ob ervado com respeito 
a , considerando, no primeiro caso, somente pontos à direita do limiar ( < ) e no segundo, à 
esquerda; e ( ) e ( ) estimativas par  a probabilidade de tratamen o condicional a , 
considerando, respectiv mente, pontos à direita e à esquerda do limiar. Os métodos para a estimação 
dessas funções devem priorizar a precisão no ponto de fronteira = . Assim, as técnicas de 
suavização por kernel e regressão linear local, que têm como base ponderações que magnificam o peso 
de observações próximas a cada ponto estimado, são mais indicadas que o método de sieves, que tenta 
ajustar globalmente uma tendência aos dados. 
No contexto de RDD, a posição relativa à descontinuidade funciona como instrumento para . Assim 
como no caso de variáveis instrumentais, o RDD permite apenas identificar um efeito de tratamento 




verifica a descontinuidade chama-se running variable, forcing variable, ou assignment variable será 
denotada por ; o limiar em que a escontinuidade ocorre será representado por . 
O caso mais simples é o denominado sharp design, em que a descontinuidade é determinante do 
tratamento, ou seja, 
[ = 1| ] = 0, se <1, se >  
Quando a relação entre a d scontinuidade e a tribuição de tratamento é pr babilística, tem- : 
= lim [ = 1| = ] lim [ = 1| = ] =  
que torna o contexto análogo o cas  geral de variáveis instru entais com proporção  de 
compliers. Para um tratamento unificado dos casos, basta observar que o sharp design é o caso limite 
em que = 1 e = 0. 
A hipótese de identificação consiste na continuidade das funções de média condicional dos valores 
potenciais em relação à variável : ( ) = [ (1)| = ] e ( ) = [ (0)| = ]. Nessas 
condições: 
[ (1)| = ] = lim ( ) = lim ( ) 
[ (0)| = ] = lim ( ) = lim ( ) 
Consequentemente, nesse contexto, de forma similar ao qu  acontece para variáveis instrumentais, a 
diferença entre os desempenhos médios verific dos em vizinhanç s arbitrariamente pequenas de 
valores de  menor s  maiores que  será devid  à variação do tratame to. A quantidade a ser 
estimada é: 
=
lim [ | = ] lim [ | = ]
lim [ | = ] lim [ | =
 
O estimador consiste em: 
=
( ) ( )
( ) ( )
 
em que: ( ) e ( ) são estimativas para a média condicional do resultado observado com respeito 
a , considerando, no primeiro caso, somente pontos à direita do limiar ( < ) e n  segun , à 
esquerda; e ( ) e ( ) estimativas para  probab lidade de tratam nto c ndicion l a , 
consider ndo, respectivamente, ontos à direita e à squerda do limiar. Os métodos para a estimação 
dessas funçõ s dev m priorizar a pr cisão  ponto de fronteira = . Assim, as técnicas de 
suavizaçã  por ker el e regr ssã  linear local, que tê  como base ponderações que magnificam o peso 
de observaçõe  próximas a cada ponto estimado, são mais indicadas que  método de sieve , que tenta 
ajustar globalmente uma te dência ao  dad s. 
No contexto de RDD, a posição relativa à descontinuidade funciona como instrumento para . Assim 




verifica a descontinuidade ch ma-se r nning variable, forcing variable, ou assignment variable será 
denota a por ; o limiar e  que a descontinuidade ocorre será representado por . 
O caso m is simple  é o denominado sh rp design, m qu  a descontinuidade é determinante do 
tratamento, ou seja, 
[ = 1| ] 0, se <1, se >  
Quando a relação entre a descontinuidade e a atribuição de tratamento é probabilística, tem-se: 
= lim [ = 1| = ] lim [ = 1| = ] =  
que torna o context  anál go ao caso geral de variáveis nstrumentais com pr porçã   de 
compliers. Para um trata ento unificado dos casos, b ta observar que o sharp design é o caso limite
em que = 1 e = 0. 
A hipótese de identif cação nsiste a continuidade das funções de mé ia condici al d s valores 
potenciais em relação à variável : ( ) = [ (1)| = ] e ( ) = [ (0)| = ]. Nessas 
condições: 
[ (1)| = ] li ( ) = lim ( ) 
[ (0)| = ] lim ( ) = lim ( ) 
Con eque t ente, ss  c ntext , d  f rma simil r ao que acontece par  variáveis strumentais, a 
diferença entre os d semp nhos édios verificados em vizinhanças rbitrariamente p quen s  
valores de menor s  maiores que  s rá devid  à variação do tratamento. A quantidade a ser 
estimada é: 
=
lim [ | = ] lim [ | = ]
lim [ | = ] lim [ | = ]
 
O estimador consiste m: 
=
( ) ( )
( ) ( )
 
em que: ( ) e ( ) sã estimativas par  médi condici al o r sultado observado com respeito 
a , co side ando, no primeiro caso, soment po os à direita do limiar ( < ) e o gundo, à 
e querda;  ( ) e ( ) estimativas par  probab lidade e tratam nto c ndici l  , 
consider ndo, respectivam nte, o tos à direita e à squerd  d  limiar. Os étodos para  estimação 
des as funçõ s dev m prioriza  a precisão no po t  de fronteira = . Assim, a  técnicas de 
su vizaçã  por k r el e regr ssão linear local, que tê  c mo base pond rações que agnificam o peso 
de observaçõ  próximas a cada ponto est m do, são mais indicadas que o método de sieve , que tenta 
ajustar globalmente uma te dência ao  dad . 
No context  d  RDD, a posição relativa à d s ontinuidade funciona como nstru nto para . Assim 




verifica a descontinuidade chama-se running variable, forcing variable, ou assignment variable será 
denotada por ; o l miar em que a desco tinuidade oc rre será representado por . 
O caso mais simples é o denominado sharp desig , em que a descontinuidade é determina te do 
tr tamento, ou seja,
[ = 1| ] = 0, se <1, se >  
Quando a rel ção entre a descontinuidade e  atribuição de tratamento é probabilística, tem-se: 
= lim [ = 1| = ] lim [ = 1| = ] =  
que torna o contexto análogo a  ca o geral de variáveis instrumentais com proporção  de 
compliers. Para um tratamento unificado dos casos, ba ta observar que o sharp design é o caso limite 
em que = 1 e = 0. 
A hipótese de identificação consiste na continuidade das funções de média condicional dos valores 
potenciais m relação à variável : ( ) = [ (1)| = ] e ( ) = [ (0)| = ]. Nes as 
co dições: 
[ (1)| = ] = lim ( ) = lim ( ) 
[ (0)| = ] = lim ( ) = li ( ) 
Consequentemente, nesse contexto, de forma similar ao que acontece para variáveis instrumentais, a 
dif rença entre os desempenhos médios verif c dos e  vizi hanças arbitrariame te pequenas de 
valores de  menor s  maiores que  será devid  à ar ação do tratamento. A quantidade a ser 
estimada é: 
=
lim [ | = ] lim [ | = ]
lim [ | = ] lim [ | = ]
 
O estimador consiste em: 
=
( ) ( )
( ) ( )
 
em que: ( ) e ( ) são estim tivas para a média condicional do resultado observado com respeito 
a , considerando, no primeiro caso, somente pontos à direita do limiar ( < ) e no segundo, à 
esquerda; e ( ) e ( ) estimativas para  probab lida e de tratam nto c ndicion l a , 
consid r ndo, r sp ctivamente, onto à direita e à squer a o limia . Os métodos para a estimaçã
dessas funçõ  dev m prior zar  pre são no p nt  e fronte a = . As im, as técnica  de
u vizaçã  por ker el e regr ssão lin ar loc l, que têm como base ponderações q e gn fi am o p so
de obs vaçõ  próximas a cada n estimado, são mais indicadas que o método de s eves, que tenta
aju t r globalme te u te dênc a ao  d dos. 
No contexto de RDD, a posição relativa à descontinuidade funcion  como instrumento p ra . Assim 




verifica a descontinuidade chama-se running variable, forcing variable, ou assignment variable será 
denotada por ; o limiar em que a descontinuidade ocorre será representado por . 
O caso mais simples é o denominado sharp design, em que a descontinuidade é determinante do 
tratamento, ou seja, 
[ = 1| ] = 0, se <1, se >  
Quando a relação entre a descontinuidade e a atribuição de tratamento é probabilística, tem-se: 
= lim [ = 1| = ] lim [ = 1| = ] =  
que torna o contexto análogo ao caso geral de variáveis instrumentais com proporção  de 
compliers. Para um tratamento unificado dos casos, basta observar que o sharp design é o caso limite 
em que = 1 e = 0. 
A hipótese de identificação consiste na continuidade das funções de média condicional dos valores 
potenciais em relação à variável : ( ) = [ (1)| = ] e ( ) = [ (0)| = ]. Nessas 
condições: 
[ (1)| = ] = lim ( ) = lim ( ) 
[ (0)| = ] = li ( ) = lim ( ) 
Consequentemente, nesse contexto, de forma similar ao que acontece para variáveis instrumentais, a 
diferença entre os desempenhos médios verificad s em vizi hanças arbitrariamente pequenas e 
valores de  menor s  maiores que  será devid  à variação do tratamento. A quantidade a ser 
estimada é: 
=
lim [ | = ] lim [ | = ]
lim [ | = ] lim [ | = ]
 
O estimador consiste em: 
=
( ) ( )
( ) ( )
 
em que: ( ) e ( ) são esti ativas para a média condicional do resultado observado com respeito 
a , considerando, no primeiro caso, somente pontos à direita do limiar ( < ) e no segundo, à 
esquerda; e ( ) e ( ) estimativas para  probab lidade de tratam nto c ndicion l a , 
consider ndo, respectivamente, ontos à direita e à squerda do limiar. Os métodos para a estimação 
dessas funçõ s dev m priorizar a precisão no ponto de fronteira = . Assim, as técnicas de 
suavizaçã  por ker el e regr ssão linear local, que têm como base ponderações que magnificam o peso 
de observaçõe  próximas a cada ponto estimado, são mais indicadas que o método de sieve , que tenta 
ajustar globalmente u a te dência ao  dados. 
No contexto de RDD, a posição relativa à descontinuidade funciona co o instru ento para . Assim 




verifica a descontinuidade ch a-se r nning variable, forcing variable, ou assign ent variable será 
denota a por ; o li iar e  qu  a descontinuidade ocorre será representado por . 
 caso is si ples é o deno inado sh rp design, e  qu  a descontinuidade é deter inante do 
trata ento, ou seja, 
[ | ] = , se , se  
uando a relação entre a descontinuidade e a atribuição de trata ento é probabilística, te -se: 
li [ | ] li [ | ]  
que torna o context  anál go ao caso geral de variáveis instru entais co  pr porçã  de 
co pliers. ara u  trata ento unificado dos casos, b sta obs rvar que o sharp design é o caso li ite 
e  qu   e . 
 hipótese de identificação nsiste a continuidade das funções de é ia condici al d s val res 
potenciais e  relação à variável : ( ) [ ( )| ] e ( ) [ ( )| ]. essas 
condições: 
[ ( )| ] lim ( ) li ( ) 
[ ( )| ] li ( ) li ( ) 
onsequent e te, ss  cont xt , de f r a s ilar ao que acontece par  variáveis instru entais, a 
diferença entre os d se p nhos édios verificados e  vizinhanç s rbitra ia ente p quen s  
valores de  enor s  aiores que  s rá devid à variação do trata ento. quantidade a ser 
esti ada é: 
li [ | ] li [ | ]
li [ | ] li [ | ]
 
 esti ador consiste e : 
( ) ( )
( ) ( )
 
e  que: ( ) e ( ) sã  esti ativas par  a édi  condici al d  sultado obse vado co  respeito 
a , consideran o, no pri eiro caso, so ente po tos à direita do li iar ( ) e o s gundo, à 
esquerda;  ( ) e ( ) esti ativas para  probab lidade e trata nto c ndici l , 
consider ndo, respectiva ente, o tos à direita e à squerda d  li iar. s métodos para a esti ação 
dessas funçõ s dev  prioriza  a precisão no po t  de fronteira . ssi , as té nicas de 
suavizaçã por ker el e regr ssão linear local, que têm co o base pond rações que agnifica  o peso 
de observaçõ próxi as a cada ponto est do, s  ais indicadas que o étodo de sieve , que tenta 
ajustar global ente u a te dência ao  dad s. 
o context  d  , a po ição relativa à d s ontinuid de funci na co o nstrum nto p ra . ssi  




verifica a descontinuidade chama-se running variable, forcing variable, ou assignment variable será 
denotada por ; o limiar em que a descontinuidade ocorre será representado por . 
O caso mais simples é o denominado sharp design, em que a descontinuidade é determinante do 
tratamento, ou seja, 
[ = 1| ] = 0, se <1, se >  
Quand   rel ção entre a descontinu dade e a atr buição de tratamento é probabilística, tem-se: 
= lim [ = 1| = ] l m [ = 1| = ] =  
que torna o co texto a álogo ao caso geral de variáveis instrumentais com proporção  de 
compliers. Para um tratamento unificado dos casos, basta observar que o sharp design é o caso limite 
em que = 1 e = 0. 
A hipótese de identificação consiste na continuidade das funções de média condicional dos valores 
potenciais em relação à variável : ( ) = [ (1)| = ] e ( ) = [ (0)| = ]. Nessas 
condições: 
[ (1)| ] = lim ( ) = lim ( ) 
[ (0)| = ] = lim ( ) = lim ( ) 
Consequentemente, nesse contexto, de forma similar ao que acontece para variáveis instrumentais, a 
diferença entre os desempenhos médios verificados em vizinhanças arbitrariamente pequenas de 
valores de  menor s  maiores que  será devid  à variação do tratamento. A quantidade a ser 
estimada é: 
=
lim [ | = ] lim [ | = ]
lim [ | = ] lim [ | = ]
 
O estimador consiste e : 
=
( ) ( )
( ) ( )
 
em que: ( ) e ( ) são estimativas para a média condicional do resultado observado com respeito 
a , considerando, no primeiro caso, somente pontos à direita do limiar ( < ) e no segundo, à 
esquerda; e ( ) e ( ) estimativas para  probab lidade de tratam nto c ndicion l a , 
consider n o, respectiv nte, tos à direita e à squerd  do limiar. Os métodos para a estimação 
dessas funçõ s dev m priorizar a precisão no ponto  fronteira = . Assim, as técnicas de 
suavizaçã  por ker el e regr ssão linear local, que têm como base ponderações que magnificam o peso 
de observaçõ  próximas a cada ponto stimado, são mais indicadas que o mé do de sieve , que tenta 
ajustar globalmente uma te dência ao  dados. 
No contexto de RDD, a posição relativa à descontinuidade funciona como instrumento para . Assim 




verifica a descontinu d e c ma-  ru ning variable, forcing variable, ou assignm nt variable será 
den t da por ; o limiar em que a descontinuidade ocorre será representado por . 
O caso mais simples é o denominado harp design, em que a descontinuidad  é determinante do 
tratamento, ou seja, 
[ 1| ] = 0, se <1, se >  
Quand a relaçã e tre a descontinuidade e a at ibuição de tratamento é probabilística, tem-se: 
= lim [ = 1| = ] lim [ = 1| = ] =  
que torna o contexto análogo ao caso geral de variáveis instrumenta s m pr porçã   de 
compli rs. Para um tra ament  unificado dos casos, basta observar que o sharp design é o caso limite 
em que = 1 e = 0. 
A hipótese de identificação consiste na continuidade das funções de média condicional dos valores 
potenciais em relação à variável : ( ) [ (1)| = ] e ( ) = [ (0)| = ]. Nessas 
condições: 
[ (1)| = ] = lim ( ) = lim ( ) 
[ (0)| = ] = li ( ) = lim ( ) 
Consequentemente, nesse contexto, de forma similar ao que acontece para variáveis instrumentais, a 
diferença entre os desempenhos édios verificados em vizinhanças arbitrariamente pequenas de 
valores de  menor s  aiores que  será devid  à variação do tratamento. A quantidade a ser 
estimada é: 
=
li [ | = ] lim [ | = ]
lim [ | = ] lim [ | = ]
 
O estimador consiste em: 
=
( ) ( )
( ) ( )
 
em que: ( )  ( ) são estimativas para a média condicional do r sultad  observ do co  respeito 
a , consider ndo, n  p me ro caso, s ente pontos à direita do limiar ( < )  no segundo, à 
esquerda; e ( )  ( ) e timativ s para probab lidade de tratam nto c ndicion l a , 
consider ndo, respectivamente, ntos à ireit  e à querd  do limiar. Os mét dos para a stim çã
dessas funçõ s dev  priorizar a precisão no ponto de fronteira = . Assi , as técnicas de 
suavizaçã  por ker el e regr ssão linear lo al, que têm como base onderações que m gnificam o peso 
de observ çõe  próxim s a ca a ponto estimad , são m s indicada  que o étodo de eve , que tenta 
ajust r globalmen e uma e dê cia a  dados. 
No contexto de RDD, a posiçã  relativa à descontinuidade funci na como in tru ento par  . Assim




verifica a descontinuidade chama-se running variable, forcing vari ble, u assignment variable será 
denotada por ;  limiar em que a descontinuidade ocorre será representado por . 
O caso mais simples é o denominado sharp design, em que a descontinuidade é determinante do 
tratamento, u seja, 
[ = 1| ] = 0, s  <1, se >  
Qua do a rel ção tre a descontinuid de e a a ribuição de tratamento é p obabilística, tem-se: 
= lim [ = 1| = ] lim [ = 1| = ] =  
qu to a o contexto análogo ao caso geral d  variáveis instrumentais c m pr porção  de 
compliers. Para um tratamento unificado dos casos, basta observar que o sharp design é o caso limite 
em que = 1 e = 0. 
A hipótese de identificação consiste na continuidade das funções de média condicional do  valores 
pot nciais em relação à v riável : ( ) = [ (1)| = ]  ( ) = [ (0)| = ]. Nessas 
condições: 
[ (1)| = ] = lim ( ) = lim ( ) 
[ (0)| = ] = lim ( ) = lim ( ) 
Consequentemente, nesse contexto, de forma similar ao que acontece para variáv is instrumentais, a 
difer nça entre os desempenhos médios v rificados em vizinhanças arbitrariamente p quenas de 
valores de  menor s  ma ores que  será devid  à variação do tratamento. A quantidade a ser 
estimada é: 
lim [ | = ] lim [ | = ]
lim [ | = ] lim [ | = ]
 
O estimador consiste e : 
=
( ) ( )
( ) ( )
 
em que: ( ) e ( ) sã  estimativas para a média condicional o resultado observado com respeito 
a , considerando, no primeiro caso, somente p ntos à direita do limiar ( < ) e o segundo, à 
esqu r a;  ( ) e ( ) sti tivas par  probab lidade de tratam nto c ndicion l a , 
c nsid r ndo, respectivamente, ontos à dir ita e à squerda do limiar. Os método para a e timação 
dessas funçõ s d v m pri rizar a precisão no p nt  de fr nteira = . Assim, s técnicas de 
su izaçã or k r el e regr ssã line r local, qu têm c m  base ponderações que agn ficam o peso 
de observaçõ  próximas a ad  ponto e timado, são mais i dicadas qu  o método de sieve , que tenta 
ajustar globalmente uma te dência ao  dados. 
No contexto de RDD, a posição relativa à descontinuidade funciona omo instrumento para . Assim 




verifica a descontinuidade chama-se running variable, forcing variable, ou assignment variable será 
denotada por ; o limiar em que a descontinuidade ocorre será representado por . 
O caso mais simples é o denomin do sh rp desig , e  que a descontinuidade é determinante do 
tratamento, ou seja, 
[ = 1| ] = 0, se <1, se >  
Quando a relação entre a descontinuidade e a atribuição de tratam nto é probabilística, tem-se: 
= lim [ = 1| = ] lim [ = 1| = ] =  
que torna o contexto análogo ao caso geral de variáveis instrumentais com proporção  de 
compliers. Para um tratamento unificado dos casos, basta observar que o sharp design é o caso limite 
em que = 1 e = 0. 
A hipótese de identificação consiste na continuidade das funções de média condicional dos valores 
potenciais em relação à variável : ( ) = [ (1)| = ] e ( ) = [ (0)| = ]. Nessas 
condições: 
[ (1)| = ] = lim ( ) = lim ( ) 
[ (0)| = ] = lim ( ) = li ( ) 
Conseque temente, nesse contexto, de forma similar ao que acontece para variáveis instrumentais, a 
diferença entre os desempenhos médios verificados em vizinhanças arbitrariamente pequenas de 
valores de  menor s  maiores que  será devid  à variação do tratamento. A quantidade a ser 
estimada é: 
=
lim [ | ] lim [ | = ]
lim [ | = ] lim [ | = ]
 
O estimador consist  em:
=
( ) ( )
( ) ( )
 
em que: ( ) e ( ) ão estimativ s para a média condicional do resul ad  ob ervad  com respeito 
 , con iderando, o primeiro caso, so ente po tos à direita do limiar ( < ) e no segundo, à 
esquerda; e ( ) e ( ) stimativas par probab lidade de tratam n o ndicion l a , 
consider ndo, respectiv mente, ontos à direita e à squerda do limiar. Os métodos para a estimação 
dessas funçõ s dev m riorizar a precisão no ponto e fronteira = . Assim, as técnicas de 
suavizaçã  por ker el e regr s ão linear local, que têm como base ponderações que magnificam o peso 
de observaçõe  próximas a cada ponto estimado, são mais indicadas que o método de sieve , que tenta 
ajustar globalmente uma te dência ao  dados. 
No contexto de RDD, a posição relativa à descontinuidade funciona como instrumento para . Assim 





verifica a descontinuidade chama-se running variable, forcing variable, ou assignment variable será 
denotada por ; o limiar em que a descontinuidade ocorre será representado por . 
O caso mais simples é o denominado sharp design, em que a descontinuidade é de erm nante do
tratamento, ou seja, 
[ = 1| ] = 0, se <1, s  >  
Quando a relação entre a desc ti uidade e a atrib ição de tratament  é probabilística, t m-se: 
= lim [ = 1| = ] lim [ = 1| = ] =  
que torna o contexto análogo ao caso g ral de variáveis nstrumentais com proporção  de 
compliers. Para um tratamento unificado dos casos, bast  observar que o sharp design é o caso limite 
em que = 1 e = 0. 
A hi óte e de identific ção c nsiste na continuidade das funções de médi  condicional dos valores
potenciais em r lação à variável : ( ) = [ (1)| = ] e ( ) = [ (0) = ]. Nessas
condições:
[ (1)| = ] = lim ( ) lim  
0 li  
Consequentemente, nesse contexto, de for a similar ao que acontece para variáveis instrumentais, a 
diferença entre os dese penhos médios verificados e  vizi hanças rbitrariamente pequenas de 
valor s de  menores e aior s qu  será d vida à vari ção do tratamento. A quantidade a ser 
estimad é: 
=
li [ | = ] lim [ | = ]
lim [ | = ] lim [ | = ]
 
O estim dor consiste em: 
( ) ( )
( ) ( )
 
em que: ( ) e ( ) são estimativas para a média condicional do resultado observado com respeito 
a , considerando, no primeiro caso, somente pontos à direita do limiar ( < ) e no segundo, à 
squerda; e ( ) e ( ) estimativas para a probabilid de d  tratamento cond cional a , 
considerando, respectivamente, pontos à direita e à esquerda do limiar. Os métodos para a stimação 
dessas funções devem priorizar a precisão n  pont  de front ira = . Assim, as téc icas de
s avização por kern l e regr  lin loc l, qu  tê  como base p der ções qu  gnificam o pe
 ob erva próxi as a cad pont sti d , são m i  ind c as que  método de siev , q e tenta
aju tar gl balm nte uma tendência aos dados.
No contexto de RDD, a posição rela iva à desc ntinuid de fun iona com  nstrumento par  . Assim




verifica a desco tinui ade chama-se running variable, forcing variable, ou assignment variabl  será 
denot da por ; o l miar e  que a desco tinui ade ocorr  se á repr sentado por . 
O caso ma s simples é o denominado sharp desi n, em que a desco tinui ade é deter i ante do 
ratament , ou seja, 
[ = 1| ] = 0, se <1, s  >  
Quando a relação entre a desco tinui ade e a atribuição de ratamento é pro abilístic , tem-s : 
= lim [ = 1| = ] lim [ = 1| = ] =  
que torna o contexto nál go ao caso geral de variáve s instrumentais com pr porção  de 
c mpliers. Para um ratamento unificado os ca os, b sta observ r que o sharp design é o caso l mite 
em que = 1 e = 0. 
A hipót se de identificação consiste na co tinui ade da  funções d  média c ndicional dos valores 
otenciais em relação à variável : ( ) = [ (1)   ( ) = [ (0)| = ]. Nessas 
condições: 
[ (1)| = ] = lim ( ) lim ( ) 
[ (0)| = ] lim ( ) = lim ( ) 
Con equente en , n sse c nt xto, de forma s mil r ao que acont ce para variáve s i strumentais, a 
diferença tre os d sempenho  médios verific dos e  vizinha ças rbitr riame te pequen s de 
valores de  menor s  maiore  qu   será devida à v riação do ra amento. A quanti ade a s r 
estim a é: 
=
lim [ | = ] lim [ | = ]
lim [ | = ] lim [ | = ]
 
O estimador consiste em: 
=
( ) ( )
( ) ( )
 
em que: ( ) e ( ) são estimativas par  média condicional o resultado observado com respeito 
a , co side ando, no pri eiro caso, so ent pontos à d reita do l miar ( < ) e no egundo, à 
e querda;  ( ) e ( ) estimativas ara  pro abilidade de rata ento c ndiciona  a , 
consid rand , respectivamente, pont s à d reit  e à esquer do l m ar. Os ét d s para sti ação 
dess s funções d vem priorizar a preci ão n nt  d front r . Assim, as téc icas de
s vização po  k rn l  regres line r l c l, que tê com  base p der ções que magnifi m  peso 
de observaçõ  próxim s  c da p nt estim , sã  a s indic as qu   mét do de si v qu tenta 
aju t r globalm nte uma t ndê cia os ados.
No cont xt  de RDD,  p ição rel tiva à desc tinui ade funcio a om  instru ent  para . A sim 




verifica a descontinuidade chama-se running variable, forcing variable, ou assignment variable será 
denotada por ; o l miar em que a desco tinuidade oc rre será representado por . 
O caso mais simples é o denominado sharp design, em que a descontinuidade é determinante do 
tr tamento, ou seja,
[ = 1| ] = 0, se <1, se >  
Quando a relação entre a descontinuidade e a atribuição de tratame to é probabilística, te -se: 
= lim [ | ] lim [ = 1| = ] =  
que torna o contexto análogo ao caso geral de variáveis instrumentais com proporção  de 
compliers. Para um tratamento unificado dos cas s, ba ta observar que o sharp design é o caso limite 
em que = 1 e = 0. 
A hipótese de identificaçã  consiste na continuidade das funçõ s de média c ndicional dos valores 
potenciais m relação à variável : ( ) = [ (1)| = ] e ( ) = [ (0)| = ]. Nes as 
co dições: 
[ (1)| = ] = lim ( ) = lim ( ) 
[ (0)| = ] = lim ( ) = lim ( ) 
Consequentemente, nesse contexto, de forma similar ao que acontece para variáveis instrumentais, a 
dif rença entre os des mp hos médios verif c d s e  vizi hanças arbitraria e te pequenas de 
valores de  menor s e aior s que  será devida à ar ação o tratamento. A quantidade a ser 
estimada é: 
=
lim [ | = ] lim [ | = ]
lim [ | = ] lim [ | = ]
 
O estimador co siste m: 
=
( ) ( )
( ) ( )
 
em que: ( ) e ( ) são estimativ s pa a a média condicional do re ultado observado c m respeito 
a , considerando, no primeiro caso, som nte pontos à direita do limiar ( < ) e no segundo, à 
esquerda; e ( ) e ( ) estimativas para a probabilida e de tratamento condicional a , 
consid rando, r sp ctivamente, ponto à direita e à esquer a o limia . Os métodos para a estimaçã
dessas funçõ  devem prior zar  prec são n  ponto e fronte ra . As im, as téc icas de
vização p r kernel e regres lin r lo l, que tê  como base p der ções que m gn ficam o p so
de obs vaçõ  próximas a cad  estim d , são mais indica as que  mé o e s ev , que tenta
aju tar glob lm nte u t ndê cia ao  dados.
No context  d  RDD, a o ição r lativa à de continuidade funci  mo inst u ento para . Assim 




verifica a descontinuidade chama-se running variable, forcing variable, ou assignment variable será 
denotada por ; o limiar em que a descontinuidade ocorre será representado por . 
O caso mais simples é o denominado sharp design, em que a descontinuidade é determinante do 
tratamento, ou seja, 
[ = 1| ] = 0, se <1, se >  
Quando a r lação entr  descontinuidade e a at ibuição de tr tamento é prob bilística, tem-se: 
= lim [ = 1| = ] lim [ = 1| = ] =  
que torna o context  análogo ao cas  geral de v riáveis instrumentais com proporção   
compliers. Para um trata ento unificad  dos casos, basta observar que o sharp design é o caso limite 
em que = 1 e = 0. 
A hipótese e id ntificação consi te a continuid de das funções de édia condicional dos valores 
potenciais em relação à variável : ( ) = [ (1)| = ] e ( ) = [ (0)| = ]. Nessas 
condições: 
[ (1)| = ] = lim ( ) = lim ( ) 
[ (0)| = ] = lim ( ) lim ( ) 
Consequentemente, nesse contexto, de forma similar a  que acontece para variáveis instrumentais, a 
diferença entre os desempenhos médios verificados e  vizinha ças arbitrariamente pequenas de 
valores de  menores e mai r s que  será devida à variação do tratamento. A quantidade a ser 
estimada é: 
=
lim [ | = ] lim [ ]
lim [ | = ] lim [ | = ]
 
O estimador consiste : 
=
( ) ( )
( ) ( )
 
em que: ( ) e ( ) são stimativas para a média c ndicional do resultado observado com respeito 
a , considerando, no prim iro caso, somente pont s à direita do limiar ( < ) e no segundo, à 
esquerda; e ( ) e ( ) estimativas para a probabilidade de tratamento condicional a , 
considerando, respectivamente, pontos à direita e à esquerda do limiar. Os étodos para a esti ação 
dessas funções deve  priorizar a precisão n  ponto de fronteira = . Assim, as téc icas de 
s avização por k rnel e regres  line r loc l, que tê  como base p der ções que magnificam o peso 
de observaçõ  próximas a cada pont estim d , são mais indica as que  método de siev , que tenta 
aju tar globalm nte uma tendência a s dados.
No contexto de RDD, a posição relativa à descontinuidade funciona como instrume to para . Assim 




verifica a descontinuidade cha a-se running variable, forcing variable, ou assign ent variable será 
denotada por ; o li iar em que a descontinuidade ocorre será representado por . 
 caso a s si ples é o deno inado sha p desi n, e  que a descontinuidade é deter i ante do 
trata ento, ou seja,
[ | ] , se , se  
uando a relação entre a descontinuidade e a atribuição de trata ento é probabilística, te -se: 
li [ | ] li [ | ]  
que torna o contexto análogo ao caso geral de variáveis instru entais co  proporção  de 
co pliers. ara u  trata ento unificado dos casos, basta observar que o sharp design é o caso li ite 
e  que  e . 
 hipótese de identificação consiste na continuidade da  funções de édia c ndicional dos valores 
potenciais e  relação à variável : ( ) [ ( )| ]  ( ) [ ( )| ]. essas 
condições: 
[ ( )| ] li ( ) = li ( ) 
[ ( )| ] li ( ) li ( ) 
onsequente ent , nesse contexto, de or a si ilar ao que aco tece para variáveis instru entais, a 
diferença entre os dese penho  édios verif cados e  vizinha ças arbitraria te pequenas de 
valores de  enores e aiore que  será devida à variação do trata ento.  quantidade a ser 
esti a a é: 
li [ | ] li [ | ]
li [ | ] li [ | ]
 
 esti ador consiste e : 
( ) ( )
( ) ( )
 
e  que: ( ) e ( ) são esti ativas para a édia condicional do resultado observado co  respeito 
a , consideran o, no primeiro caso, somente pontos à direita do li iar ( ) e no segundo, à 
esquerda; e ( ) e ( ) esti ativas para a probabilidade de trata ento condicional a , 
considerand , respectiva ente, pont s à direita e à esquerda do li iar. s étodos para a esti ação 
dessas funções deve  priorizar a precisão n  onto de fronteira . ssi , as téc icas de 
s avização por kernel e regres  line r loc l, que tê  co o base p der ções que agnifica o peso 
de observaçõ  próxi as a cada pont esti d , são mais indica as qu   étodo de siev , que tenta 
aju tar global nte u a t ndência aos dados.
o cont xt  de , a p ição rel tiva à desc ntinuidade funcio a o inst u ent  para . si  




verifica a desconti uidade chama- e run ing variable, forcing variable, ou assignment variable será 
denotada por ; o limiar em que a descontinuidade ocorre será representado por . 
O caso mai  simples é o denominado sharp design, em que a descontinuidade é determinante do 
ratamento, ou seja,
[ = 1| ] = 0, s  <1, s  >  
Quando a relação entre a desc ntinuidade e a atribuição de tratamento é probabilística, tem-se: 
= lim [ = 1| = ] l m [ = 1| = ] =  
que torna o contexto análogo ao cas g ral de variáveis instrumentais com proporção  de 
compliers. Para um tratame to unificado dos casos, basta bservar que o sharp design é o caso limite 
em que 1 e = 0. 
A hipótese de identificação consiste na continuidade das funções de média condicional dos valores 
potenciais em relação à variável : ( ) = [ (1)| = ] e ( ) = [ (0)| = ]. Nessas 
condições: 
[ (1)| = ] = lim ( ) = lim ( ) 
[ (0)| = ] = lim ( ) = lim ( ) 
Consequentemente, nesse contexto, de forma similar ao que acontece para variáveis instrumentais, a 
diferença entre os dese penhos médios verificados e  vizinhanças arbitrariamente pequenas de 
valores de  menores e maiores que  será devida à variação do tratamento. A quantidade a ser 
estimada é: 
=
lim [ | = ] lim [ | = ]
lim [ | = ] lim [ | = ]
 
O esti ador consiste em: 
=
( ) ( )
( ) ( )
 
( ) e ( ) são estimativas para a média condicional do resultado observado com respeito 
a , considerando, no primeiro caso, somente pontos à direita do limiar ( < ) e no segundo, à 
esquerda; e ( ) e ( ) estimativas para a probabilidade de tratamento condicional a , 
consideran o, respectiv m nte, p tos à direita e à esquerd  do limiar. Os métodos para a estimação 
dessas funções devem priorizar a precisão n  ponto  fronteira = . Assim, as téc icas de 
s avização por kernel e regres  line r loc l, que tê  como base p der ções que magnificam o peso 
de observaçõ  próximas a cada pont est m d , são mais indica as que  método de siev , que tenta 
aju r gl balm nt  uma tendênc a aos dados.
No cont xt  de RDD, a sição relativa à d conti uidade funciona como instrumento p ra . Assim 




verifica a descontinu d e c ma-s  ru ning variable, forcing variable, ou assignm nt variable será 
denot da p r ; o li iar m que a descontinuidade ocorre se á representado por . 
O caso mais simples é  denominado sharp design, em que a descontinuida e é determinante do 
tratamento, ou seja, 
[ 1| ] = 0, se <1, se >  
Qu ndo a relação entre a descontinuid de e a atribuição de tratament  é probabilística, tem-se: 
= lim [ = 1| = ] lim [ = 1| ] =  
que torna o contexto anál go ao caso g ral de variáveis instrumentais c m proporção  de 
co plie s. Para um tra ament  unificado d  casos, ba ta observar que o sharp design é o caso limite 
m que = 1 e = 0. 
A hipótese de identificação consiste  continui de das funções e média ondicional d s val res 
potenciais em relação à variável : ( ) [ (1)| ] e ( ) = [ (0)| = ]. Nessas 
condições: 
[ (1)| ] li ( ) = lim ( ) 
[ (0)| ] = lim ( ) = lim ( ) 
C sequ t m nte, ness  contexto, de for a similar o que acontece para variáveis instrumentais, a 
difer ça entre os desempenhos édios verificados e  vizinhanças arbitrariamente pequenas de 
valores de  menores e aior s qu   será d vida à variação do trata to. A qu ntidade a ser 
estimada é: 
=
lim [ | = ] lim [ | = ]
lim [ | = ] lim [ | = ]
 
O estimador c nsiste em: 
=
( ) ( )
( ) ( )
 
m qu : ( )  ( ) são esti ativ s para a mé ia dici al d  r sultad  observado com respeito 
a , onsi er ndo,  pri e ro caso, so ente pontos à direita do limi r ( < )  no segundo, à 
esquerda; e ( ) e ( ) timativas para a prob bili ade de tratame to o dicional a , 
consi erando, respectivamente, pontos à ireita e à esquerda do li iar. Os étodos para a estimação 
dessas funções deve  priorizar a precisão  ponto de f onteira = . Assi , as téc icas de 
s aviz ção por k rnel  regres  line r loc l, que tê  como base p der ções que magnificam o peso 
de observaçõ  próximas a ca a pont ti d , ão mais in ica as que  método d  ev , que tenta 
aju tar global n e uma endê cia aos dados.
No cont xto de RDD, a posição r lativa à descontinuidade fun iona como instrumento p ra . Assi  




verifica a descontin ida  hama-se r nning variabl , forcing vari ble, u assignment variable será 
denotada por ; o limiar em que a descontinuidade ocorre será representado por . 
O caso mais s mples é o denominado sharp design, em que a descontinuidade é determinante do 
tratamento, ou seja, 
[ = 1| ] 0, se <1, se >  
Qu d  a relação entre a descontinuidade e a atribuiçã  de t atamento é probabilística, tem-se: 
= lim [ = 1| = ] lim [ = 1| = ] =  
qu  torna  contexto a álog a  caso ger l d  variáveis instrumentai  c m pr p rção  de 
compliers. Para um trat mento unificado dos casos, basta obs rv r que o sharp design é o caso limite 
em qu  = 1 e = 0.
A hipótese de identificação consiste na continuidade das funções de média condicion l do  valores 
pot nciais em relação à v riável : ( ) = [ (1)| = ]  ( ) = [ (0)| = ]. Nessas 
condições: 
[ (1)| = ] = lim ( ) = lim ( ) 
[ (0)| ] = l m ( ) = lim ( ) 
Consequentemente, nesse contexto, de forma sim lar ao qu acontece para variáv is instrumentais, a 
difer nça ntre os d empenhos médios v rificados e  vizinha ças arbitrariamente p quenas de 
valor s de  menores  maiores que  será devida à variação do trata ento. A quant dade a ser 
estimada é: 
=
li [ | = ] lim [ | = ]
lim [ | = ] lim [ | = ]
 
O estimador consiste em: 
=
( ) ( )
( ) ( )
 
em que: ( ) e ( ) sã  esti ativas p ra a média condici nal o esultado b rva  com respeito 
a , conside ndo, no primeiro c so, somente p ntos à direita do limiar ( < ) e o segundo, à 
esquer a;  ( )  ( ) estim tivas para probabilidade de tratament  condicional a , 
con id rando, r spectiv mente, pont s à dir it e à esquerda do limiar. Os método para a e timação 
dess s funções dev m pr o izar a recisão n  p nt  fr eir  = . Assim, s téc ica  de 
s a ização or k rn l e regres o line r l c l, que tê c mo b se p der çõe  que agnificam o peso 
de observaçõ  próxim s a ad  pont e tim d , são m is indica as que  métod de siev , que tenta 
aju tar glob lm nte uma endência aos dados.
No contexto de RDD, a posição rel tiva à descont nuida  funci n  omo instrum o para . A sim 




verifica a descontinuidade chama-se running variable, forcing variable, ou assignment variable será 
notada por ; o li i r m que a descontinuidade ocorre será repre entado por . 
O caso mais simples é o denominado sharp design, em que a descontinuidade é determinante do 
tratamento, ou seja, 
[ = 1| ] = 0, se <1, se >  
Quando a relação entre a descontinuidade e a atribuição de tratamento é probabilística, tem-se: 
= lim [ = 1| = ] li [ = 1| = ] =  
que torna context  análogo a  caso geral de variáveis inst umentais c m proporção  de 
compli rs. Para um tratamento unificado dos casos, basta observar que o sharp design é o caso limite 
em que = 1  = 0. 
A hipótese d  identificação consiste na continuidade das funções d  média condici nal dos valores 
potenciais em relação à variável : ( ) = [ (1)| = ] e ( ) = [ (0)| = ]. Nessas 
condiçõ s: 
[ (1)| = ] = lim ( ) = lim ( ) 
[ (0)| = ] = lim ( ) = lim ( ) 
Conseque temente, nesse contexto, de forma similar ao que acontece para variáveis instrumentais, a 
difer ça entr os desemp nhos médios verificados e  vizinhanças arbitr ia ente pequenas de 
valores de  enore e maiores que  erá devida à variação do tratam nto. A quantidade a ser 
esti ada é: 
=
lim [ | ] li [ | = ]
lim [ | = ] lim [ | = ]
 
O estimador consiste em:
=
( ) ( )
( ) ( )
 
em que: ( ) e ( ) são estimativas para a média condicional do resul ado ob ervado com respeito 
a , consid rando, no primeiro c so, somente p tos à direi  do limiar ( < ) e no segundo, à 
squerda; e ( ) e ( ) estimativas par  a probab li de de tratamen o condicional a , 
considerando, res ectiv mente, pontos à direita e à esquerda do limiar. Os métodos p ra a estimação 
dessas funções devem priorizar a precisão n  ponto de fronteira = . Assim, s téc icas de 
s avização por kernel e reg s  li e r l c l, que tê  com  base p der ções que magnificam o peso 
de obs rvaçõ  próximas a cada pont estim d , são mais indica a  método de siev , que tenta 
aju tar globalm nte uma tendênci  a s dados.
No contexto de RDD, a posição relativa à desconti uidade funciona como instrumento para . Assim 




verifica a descontinuidade chama-se running variable, forcing variable, ou assignment variable será 
denotada por ; o limiar em qu  a descontinuida  ocorre será r pres ntado por . 
O caso mais simples é o denominado sharp design, em que a descontinuidade é determinante do 
tratamento, ou seja, 
[ = 1| ] = 0, s  <1, s  >  
Quand  a relação entre a descontinui ade e a atribuição de tratamento é probabilística, tem-se: 
= lim [ = 1| = ] lim [ = 1| = ] =  
que torna o contexto análogo ao caso geral de var áveis inst umentais com proporção  de 
compliers. Para um tratamento unificado dos casos, bast  observar que o sharp design é o caso limite 
m que = 1 e = 0. 
A hipótese de identificação consiste na continuidade das funções de média condicional dos valores 
potenciais em relação à variável : ( ) = [ (1)| = ] e ( ) = [ (0)| = ]. Nessas 
condi ões: 
[ (1)| = ] lim ( ) = lim ( ) 
[ (0)| = ] = lim ( ) lim ( ) 
Conse entemente, n sse contexto, de forma similar ao que acontece para variáveis instrumentais, a 
diferença entre os dese pe hos médi s verificados em vizinhanças arbitrariamente pequenas de 
valores de  menores e maiores que  será devida à iação do t atamento. A quantidade a ser 
estimada é: 
=
lim [ | = ] li [ | = ]
lim [ | = ] lim [ | = ]
O estimador consiste em: 
=
( ) ( )
( ) ( )
 
em que: ( ) e ( ) são estimativas para a média condicional do resultado observado com respeito 
a , considerando, no primeiro caso, somente pontos à direita do limiar ( < ) e no segundo, à 
esquerda;  ( ) e ( ) estimativas para a probabilidade e tratamento condicional a , 
considerand , re pectivamente, pontos à direita e à esquerda do li iar. Os mét dos para a estimação 
dessas funçõe  deve  priorizar a precisão no ponto de fronteira = . Assim, as técnicas de 
sua ização por kernel e regressão line r loc l, que têm co o base p nderações que magnificam o so 
de observações próximas a cada pont  sti ado, são mais indicadas que o método de sieves, que tenta 
ajustar lobalme te uma tendência a s ados. 
No contexto de RDD, a posição relativa à des ontinuidade funciona como instrumento para . Assim 




verifica  desconti u dade chama-se ru ning v riable, forci g variable, ou assignment variable será 
denotada por ; o limiar em que a d scontinuidade oc rre será representado por . 
O caso mais simples é o denomin o s rp d sig , em que a d sco ti uidade é determinant  do 
tratamento, ou sej , 
[ = 1| ] = 0, s  <1, se >  
Qu do a relação entr   descont nuidade e a atribu ção de tratamento é probabilística, tem-se: 
= lim [ = 1| = ] lim [ = 1| = ] =
que t rna  cont xto nálogo o caso geral de variáveis instrume tais com p oporção  de 
compliers. Para um tratamento unificado dos casos, basta observar que o sharp design é o caso limite 
em que = 1 e = 0. 
A hipótese de identificação consiste na c ntinuidade das funções de média condicional dos valores 
potenciais m relação à variável : ( ) = [ (1)| = ] e ( ) = [ (0)| = ]. Nessas 
con ições: 
[ (1)| ] = lim ( ) = lim ( ) 
[ (0)| ] = lim ( ) = lim ( ) 
Con equente ent , n sse c ntext , de forma simil  ao que acontece para variáveis i strumentais, a 
dif rença entr  os s mpenh  médios verificados em vizinhanças arbitrariame te pequenas de 
valores d   m nores e maiores que  será devida à variação do tr tamento. A quantidade a ser 
estimada é: 
=
li [ | = ] lim [ | = ]
li [ | = ] lim [ | = ]
 
O estimador consi te em: 
=
( ) ( )
( ) (
 
m que: ( ) e ( ) são estimativas par  média condicional resultado observado com respeito 
a , co side ando, no primeiro caso, some t pontos à direita do limiar ( < ) e no egundo, à 
querda;  ( ) e ( ) esti tivas p ra a pr b bilidade de tr tament  condicional a , 
co sideran o, respect vamente, ponto  à ireita  à querd  do limi r. Os mét dos para  estimação 
des as funções d vem prio izar a precisão no p nto e fronteira = . Assim, as técnicas de 
su viz ção por k nel e r gr s ão l n ar l c l, que tê  como bas  p nderaçõ s que gnific m o peso 
de ob erv ções róxi s  cada ponto esti a o, são ais in icadas que  t  de sieves, que tenta 
ajustar globalmente uma tendência aos dad s. 
No c ntext   RDD,  p ição relativa à esc ntinuidade funci na com  in tru ent  para . As im 




verifica a descontin idade chama-se running variable, forcin  variable, ou assignment variable será 
denotada por ; o l miar em qu  a desco tinuidade oc rre se á representado por . 
O cas  mais simples é o denominado sharp design, em que a desconti uidade é determinante do 
tr tamento, ou seja,
[ = 1| ] = 0, s  <1, se >  
Quan o a relaçã  entr   co tinuidad  e  atribuição e tratamento  probabilística, tem-se: 
= lim [ = 1| = ] lim [ = 1| = ] =  
que to na  c ntexto anál go ao caso geral de variáveis instrume tais com proporção  d  
compliers. P ra um trata ento unific d  dos casos, ba ta bs rvar que o sharp design é o caso limite 
em que = 1 e = 0. 
A hipó es  de id ntifi ação consiste na c ntinui d das funções de média c ndicional dos valores 
potenciais m relação à variável : ( ) = [ ( )| ] e ( ) = [ (0)| = ]. Nes as 
co dições: 
[ (1)| ] = li ( ) = lim ( ) 
[ (0)| = ] = lim ( ) = lim ( ) 
Con equentemente, nesse contexto, de forma similar o que acontece para variáveis instrumentais, a 
dif r nça entre os de mp hos médios verif c dos em vizi hanças arbitr ria e te pequenas de 
valor s de  menor s e maiores que  será devid  à ar ação do tratam nto. A quantidade a ser 
estimada é: 
lim [ | = ] lim [ | = ]
lim [ | = ] lim [ | = ]
 
O estimador consiste em: 
=
( ) ( )
( ) ( )
 
em que: ( ) e ( ) são estimativas para  média con icional do resultado observado com respeito 
a , considerando, n  primeir  ca o, somente pontos à direita do limiar ( < ) e no segundo, à 
esquerda; e ( ) e ( ) estimativas para a p obabilida e de trat mento condicional a , 
consid ra do, r sp ctiv ent , p to à direita  à esquer a o limia . O  mé d s para a estimaçã
dessas funçõ  dev m prior zar  prec sã  no ponto e fronte ra = . As im, as técnicas de
u vizaçã  por kernel e regressão lin ar loc l, que têm como b se ponder ções que m gn ficam o p so
de ob vações próximas  cada  estimado, são ma s in icad  q  o étodo de s eves, que tenta
aj t r globalmente u t ndência ao  dados.
No contexto de RDD, a posição relativa à descontinui de funci a omo inst u ento para . Assim 




verifica a descontinuidade chama-se running variable, forcing variable, ou assignment variable será 
denotada por ; o limiar em que a descontinuidade ocorre será representado por . 
O caso mais simples é o enominado sharp d ign, em que a descontinuidade é determinante do 
tratamento, ou seja, 
[ = 1| ] = 0, s  <1, e >  
Quando a r lação entre a descontinuidade e a atribuição de tratamento é probabi ística, tem-se: 
= lim [ 1| = ] lim [ = 1| = ] =  
que torna o contex o análogo o caso geral de v riáveis instrumentais co  proporção  de 
c mpli rs. Para um trat mento unificad  os casos, basta observar que o sharp design é o caso limite 
em que = 1  = 0. 
A hipótese d identificação consiste na continuidade das funções de média condicional dos valores 
potenciais em relação à variável : ( ) [ (1)| = ] e ( ) = [ (0)| = ]. Nessas 
condições: 
[ (1)| = ] = lim ( ) = lim ( ) 
[ (0)| = ] = lim ( ) = li ( ) 
Consequentemente, nesse cont x , de forma simil r ao que acontece para variáveis in trument is, a 
dif r nça ntre os desempenhos médios verificados em vizinhanças arbitrariamente pequenas de 
valores de  menores e maiores que  será devida à variação do tratamento. A quantidade a ser 
estimada é: 
=
li [ | = ] lim [ | = ]
lim [ | = ] lim [ | = ]
 
O estimador consiste : 
=
( ) ( )
( ) ( )
 
 que: ( )  ( ) são estimativas para a média con icion l do resultado observado com respeito 
a , considerando, no primeiro caso, somente pontos à direita do limiar ( < ) e no segundo, à 
esquerda; e ( ) e ( ) esti ativas para a probabilidade de tratamento condicional a , 
c nsiderando, respectivamente, pontos à direita e à esquerda do limiar. Os métodos para a estimação 
dessas funções devem priorizar a precisão no ponto de fronteira = . Assim, as técnicas de 
suavizaçã  por kern l e regr ssão linear local, que têm como base ponderações qu  magnificam o peso 
de observações próximas  cada p nto est mado, são ais indicadas que o método de sieves, que t nta 
ajustar globalmente uma tendência aos dado . 
No co t xto de RDD, a p sição relativa à d sc ti u da  funcio a com  instrument  para . Assim 
como no c s de va áveis instr mentai , o RDD er te ap nas identificar um ef ito de tratamento 
  
 
verifica  desco ti uidade cha a-se ru ning v riable, forci g variable, ou assign ent variable será 
d notada por ; o li iar e  que a d scontinuidade c rre será representado por . 
 caso ais si ples é o deno n o s rp d sig , e que a d sco ti uidade é deter inant  do 
trata ento, ou sej , 
[ | ] , s  , se  
u d  a rel ção entr   descontinuidade  a atribuição d  trata ento é probabilística, te -se: 
li [ | ] li [ | ]  
que rna  c nt xto nálogo o caso geral de variáveis instru entais co  proporção  de 
co pliers. ara u  trat ento unificado dos casos, basta observar que o sharp design é o caso li ite 
e  que  e . 
 hipótese de identificação consiste a c ntinuidade das funções de édia condicional dos valores 
potenci is  relação à variável : ( ) [ ( )| ] e ( ) [ ( )| ]. essas 
con ições: 
[ ( )| ] li ( ) li ( ) 
[ ( )| ] li ( ) li ( ) 
onsequente ent , nesse context , de r a si i r o que aco tece para v riáveis instru entais, a 
diferença entre s des penhos édios verif cados e  vizinhanças rbitraria nte pequenas de 
valores d  nores e aior s que  será devida à variação do tr t nto.  qua tidade a ser 
esti ada é: 
li [ | ] li [ | ]
li [ | ] li [ | ]
 
 esti ador consi t e : 
( ) ( )
( ) ( )
 
 que: ( ) e ( ) são esti ativas para a édia condicional  resultado observado co  respeito 
a , consideran o, no pri eiro caso, so e  pontos à direita do li iar ( ) e no segundo, à 
squerda; e ( ) e ( ) e ti tivas p ra  p b bilida e de tr ta ent condicional a , 
co sid ran o, respectiva ente p nto à reit   à squer a do l i r. s ét d s para a esti ação 
essas funções d ve  pri rizar a precisão no p nto e fronteira . ssi , s técnicas de 
su viz ção or kernel e r gr s ã  lin ar loc l, que tê  co o base p nderaçõ s que gnific  o peso 
d  observ ções róxi s ada pont es i ado, são is in icadas que o t  de sieves, que tenta 
justar g ob l nt  u a tendência ao  d d s. 
 c ntext  e ,  p sição relativa à esc ntinuidade funci n  co  inst ument  para . s  




ve ifica a d scontinuidade chama-se running variable, fo cing va iable, ou assignment variable será 
denotada por ; o limiar em que  d scontinuidade ocor e será representado por . 
O caso mais simpl s é o d nominad  sharp design,  que a escontinuidade é determinante do 
tratame to, ou seja, 
[ = 1| ] = 0, s  <1, se >  
Q ando  relação entre a desconti uidade e a atribuição de tratamento é probabilística, tem-se: 
= lim [ = 1| = ] l m [ = 1| = ] =  
que t rna o cont xto análogo o cas ge al de variáveis in trumentais com proporção  de 
compliers. Para u  atamento unificado dos casos, ba a obs rvar que o sharp design é o caso limite 
em que = 1 e = 0. 
A hipótes  de i entificação con iste na continuidade das funções de média condicional dos valores 
potenciais em e ação à variável : ( ) = [ (1)| = ] e ( ) = [ (0)| = ]. Nessas 
condições: 
[ (1)| = ] = lim ( ) = lim ( ) 
[ (0)| = ] = lim ( ) = lim ( ) 
Consequentemente, nesse cont x o, de forma similar ao qu  acontece para variáveis instrumentais, a 
dif renç ntre os es mpenhos médios ve ificados em vizinhanças arbitrariamente pequenas de 
valores de  menores e maiores que  será devida à variação do tratamento. A quantidade a ser 
estimada é: 
=
lim [ | = ] lim [ | = ]
lim [ | = ] lim [ | = ]
 
O estimador consiste em: 
=
( ) ( )
( ) ( )
 
 que: ( ) e (  sã es i ati a  para a mé i  condicional do resultado observado com respeito 
a , c nsi erando, no primeiro c so, omente pontos à direita do limiar ( < ) e no segundo, à 
esquerda; e ( )  ( ) estimativas para a pr babilidade de tratamento condicional a , 
c nsider n o, resp ct v m nte, p s à direita e à esque d  do limiar. Os métodos para a estimação 
des as funções evem priorizar  p eci ão no pont   fr nteira = . Assim, as técnicas de 
u viz çã  por ke el e regressão lin ar loc l, que têm como base p nd rações que magnificam o peso 
d  obse vações próximas a c da ponto esti ado, sã mai indicadas que o método de sieves, que tenta 
justar gl balme te uma te dência a s dado . 
N  context  de RDD,  posiçã relativa à descontinuid de funciona como instrumento para . Assim 
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verifica a descontinuidade chama-se running variable, forcing vari ble, u assignment variable será 
denotada por ; o limiar e  qu  a descontinuidade ocorr  será representado por . 
O caso mais simples é o denominado sharp design, em que a descontinuidade é determinante do 
trata nto, ou seja, 
[ = 1| ] = 0, s  <1, se >  
Qu ndo a relação entre a descontinui ade e a atribuição de tratamento é probabilística, tem-se: 
lim [ = 1| = ] lim [ = 1| = ] =  
qu  torna o contexto análogo ao caso geral d  variáveis instrumentais c m pr porção  de 
compliers. Para um tratam nto unificado dos casos, basta ob ervar que o sharp design é o caso limite 
em qu  = 1 e = 0. 
A hipótese de identificação consiste na contin idade das funções de média condicional dos valores 
pot nciais e  rel ção à v riável : ( ) = [ (1)| = ] ( ) = [ (0)| = ]. Nessas 
condições: 
[ (1)| = ] = lim ( ) = lim ( ) 
[ (0)| ] lim ( ) = lim ( ) 
Consequentemente, nesse contexto, de forma similar ao que contece para variáv is instrumentais, a 
difer nça entre os desempenhos médios v rificados em vizinhanças arbitrariamente p quenas de 
valor s de  menores  maiores que  será devida à variação do tratamento. A quant dade a ser 
estimada é: 
=
lim [ | = ] lim [ | = ]
lim [ | = ] lim [ | = ]
 
O estimador consiste em: 
=
( ) ( )
( ) ( )
 
em que: ( ) e ( ) sã  estimativas para a média condicional o resultado observado com respeito 
a , considerando, no primeiro caso, somente p ntos à direita do limiar ( < ) e o segundo, à 
esquer a;  ( )  ( ) estim t va  para  obabilidade de tra amento condicional a , 
consid rando, r spectivamente, pontos à dir ita e à esquer a do limiar. Os étod para a e timação 
essas funções d v m pr orizar a recisão n  p nt  fr teir  = . Assim, s técnica  de 
sua ização or k rnel e regressã  line r local, que têm c mo b se ponderações que agnificam o peso 
de obs rv çõ s próximas  ad  ponto e timado, são mais indicadas que o método de sieve , que tenta 
ajustar globalm nte u a tendência aos dados. 
No contexto de RDD,  posição relativa à escontinuidade funciona omo instru ento para . Assim 




verifica  descontinuidade chama-se running variable, f rcing v riable, ou assignment variable será 
denotad  por ;  limiar e  que a descontinu d d  ocorre será representado por . 
O caso mais si ples é o denominado sharp design, em que a descontinuidade é determinante do 
tratamento, ou seja, 
[ = 1| ] = 0, s  <1, se >
Quando a relação entre a descontinuidade e a atribuição de tratamento é probabilística, tem-se: 
= lim [ 1| = ] lim [ = 1| = ] =  
que torna o contexto análogo a  caso geral de variáveis ins umentais com proporção  de 
c mpliers. Para um tratamento unificado dos casos, basta observar que o sharp design é o caso limite 
em que = 1 e = 0. 
A hipótese de identificação consiste na continuidade das funções d  média condici nal dos valores 
p tenciais e  relação à variável : ( ) [ (1)| ] e ( ) = [ (0)| = ]. Nessas 
condiçõ s: 
[ (1 | = ] = lim ( ) = lim ( ) 
[ (0)| ] = lim ( ) = lim ( ) 
Co equente ente, esse contexto, de f  simi ar a  que aco tece para variáveis instrumentais, a 
diferença entre s desempenh s médios verificados e  vizinhanças arbitrariamente pequenas de 
valores de  menores e maiores que  será devida à variação do tratamento. A quantidade a ser 
estimada é: 
=
lim [ | ] li [ | = ]
lim [ | = ] lim [ | = ]
 
O estimador consiste em:
=
( ) ( )
( ) ( )
 
em que: ( ) e ( ) são estim tivas para a édi  co dic onal do resul do ob ervado com respeito 
a , con iderando, no primeiro caso, s ente pont  à ireit  do limiar ( < ) e no segundo, à 
esquerd ; e ( )  ( ) sti a ivas par  a probab li ade de tr tam n o condicional a , 
consider nd , res ectiv ente, pontos à d reita e à querda o li iar. Os métodos para a estimação 
d ssas fu ções eve prioriz r  preci ã  no ponto e fronteira = . Assim, as técnicas de 
su viz ção por kernel e regre são linear local, que têm como base ponderações que magnificam o peso 
de observaçõ s róximas a cada ponto estim o, são mais indicadas que  método de sieves, que tenta 
justar gl b lmente uma tendência aos ados. 
No contexto de RDD, a posição relativa à descontinuidade funciona como instrumento para . Assim 
como no caso de variávei  instrumentais, o RDD permit  apenas identificar um efeito d  tratam nto 
 ti ti s r   ia condicional do resultado ob-
s vado com respeito  Z, consi erando, o primeiro caso, s ente pontos à direita 




e fica a descontinu dade chama-se ru ning variable, forcing variable, ou assignment variable será 
enotada por ; o limiar em que a descontinuidade ocorre será representado por . 
O c so mais simples é  d nominado sh rp design, em que a descontinuidade é determinante do 
tratam nto, ou seja, 
[ = 1| ] = 0, se <1, se >  
Quando a relação entre a descont nuidade e a at ibuiçã  de tratamento é probabilística, tem-se: 
= lim [ = 1| = ] lim [ = 1| = ] =  
que t rna c ntexto análogo ao caso eral de variáveis instrumentais com proporção  de 
omplier . Para um tratame to unificado d s casos, b sta obs rvar que o sharp design é o caso limite 
em que = 1 e = 0. 
A hipótese de identific ção consiste na continuidade a  funções de média condicional dos valores 
p t ciais em relação à variável : ( ) [ (1)| = ] e ( ) = [ (0)| = ]. Nessas 
co dições: 
[ (1)| ] = lim = lim ( ) 
[ (0)| = ] = lim ( ) = lim ( ) 
Co sequente ente, nesse contexto, de fo ma si ilar ao que acontece para variáveis instrumentais, a 
d ferença entre os ese penhos médios ifi ado  e  viz nhanças arbitrariamente pequenas de 
valores de  menor s e m iores que  será v da à variação do tratamento. A quantidade a ser 
sti a é: 
=
lim [ | = ] lim [ | = ]
lim [ | = ] lim [ | = ]
 
O s imador consist  em:
=
( ) ( )
( ) ( )
 
em que: ( ) e ( ) são esti ativas para a média c ndicional do resultado observado com respeito 
a , considerando, no pri iro caso, somente pon os à direita do limiar ( < ) e no segundo, à 
squ rda; e ( ) e ( ) estimativas para a pr babilidade de tratamento condicional a , 
co siderand , respectiv mente, p ntos à direita e à esqu rda do limiar. Os métodos para a estimação 
des a funções ev  p ioriz r a pre isão  ponto de fronteira = . Assim, as técnicas de 
s avizaçã  p r k rnel e gressã  linear l cal, qu tê  como base ponderações que magnificam o peso 
de bs rvaçõe  próximas a cada p nto stimado, são is indic das que o método de sieves, que tenta 
jus r gl bal ent uma e dência a s dados. 
No cont xto d  RDD,  posição elativa à d sc ntinu ade funciona como instrumento para . Assim 




e fica a descontinu dade chama-se ru ning variable, forcing variable, ou assignment variable será 
notada po  ; o limiar em que a descontinuidade ocorre será representado por . 
O caso ais simples é  denomina o sharp design, em que a descontinuidade é determinante do 
tratamento, ou seja, 
[ = 1| ] = 0, s  <1, se >
Q ndo a l çã  ent  descontinuidade  a atribuição d  trat mento é probabilística, tem-se: 
= lim [ = 1| = ] l m [ = 1| = ] =  
que torna o contexto anál go a  caso geral de variáveis instrumentais com proporção  de 
omplier . Para um tratamento unificado d s casos, basta observar que o sharp design é o caso limite 
em que = 1 e = 0. 
A hipóte e de identificação c iste  conti uidade das funções de média condicional dos valores 
pote c ais em r l ção à variável : ( ) = [ (1)| = ] e ( ) = [ (0)| = ]. Nessas 
condições: 
[ (1)| = ] lim ( ) = lim ( )
[ (0)| = ] = l m ( ) = lim ( ) 
Con equente ente, n sse c texto, de for  simila ao que acontece para variáveis i strumentais, a 
d ferença entre os dese penhos médios v rifica os em vizinhanças arbitrariamente pequenas de 
valores de  enores e aiores que  s rá vida à vari ção do tratamento. A quantidade a ser 
e ti d  é: 
=
lim [ | = ] lim [ | = ]
li [ | = ] lim [ | = ]
 
O estimador consiste em: 
=
( ) ( )
( ) ( )
 
em qu : ( ) e ) são esti ativas par  méd  condicional o resultado observado com respeito 
a , co si ando, no primeiro c , s n p ntos à direita do limiar ( < ) e no egundo, à 
e qu rda;  ( ) e ( ) estimativa  p ra a pr babilidade de tratamento condicional a , 
consid r n , r s ec iv ente, p ntos à direit  e à squerd  do limiar. Os métodos para  estimação 
d s a funçõ s eve  p ioriz a precisão  ponto de fronteir  = . Assim, as técnicas de 
s avizaçã  p r k rnel  gr ã  linear l l, que tê  como base pon erações que magnificam o peso 
e bs rvaçõe  próximas a cada p nto sti do, ão is indicadas que o mét do de sieves, que tenta 
just r gl balmente uma tendência aos dados.
No con xto de RDD, a posição lat va à desco tinu da e fu ci na como instrumento para . Assim 




e fica a descontinu dade chama-se ru ning variable, forcing variable, ou assignment variable será 
enotada por ; o l miar em que a desco tinuidade oc rre será representado por . 
O c so mais simples é  denominado sharp design, em que a descontinuidade é determinante do 
t atamento, ou seja,
[ = 1| ] = 0, se <1, se >  
Quando a rel ção entre a descontinuidade  a at ibuição de tratamento é probabilística, t m-se: 
= lim [ = 1| = ] lim [ = 1| = ] =  
que torna o cont xto anál go ao c so ger l de v riáve s i strumentais com proporção  de 
omplier . Par  u tr ta ento u ifica d s casos, ba ta ob rvar que o sharp design é o caso limite 
em que  e = 0. 
A hipót e de i ntific çã  consi e na continuida das funções de médi  condicional dos valores 
p tencia  m r lação à v riável : ( ) = [ (1)| = ] e ( ) = [ (0)| = ]. Nes as 
co dições: 
[ (1)| = ] = im ( ) = lim ( ) 
[ (0)| = ] = lim ( ) = lim ( ) 
Consequentemente, nesse contexto, de forma similar ao que acontece para variáveis instrumentais, a 
d f renç  entre os d se penhos édios v rif c d s em vizi hanças arbitrariame te pequenas de 
v lores de  enor e maio es que  será vid  à ariação do trata ento. A quantidade a ser 
estim d  é: 
=
lim [ | = ] lim [ | = ]
lim [ | = ] li [ | = ]
 
O esti ado  consiste em: 
=
( ) ( )
( ) ( )
 
em que: ( )  ( ) são estimativas para a médi  condicional do result do observado com respeito 
a , s derando, no primeiro caso, soment  ont s à direita do limiar ( < ) e no segundo, à 
esquerda; e ( ) e ( ) estimativas para a probabilida e de tratamento condicional a , 
cons der , r sp ctivament , p nt à direita  à squer a o limia . Os métodos para a estimaçã
dessa funçõ  eve  p ior zar  rec são no ponto e fronte ra = . As im, as técnicas de
vizaçã  p r k rnel e gressã l n ar local, que tê  como base ponderações que m gn ficam o p so
de obs v çõe  próxim s cada estimado, são m is indicadas que o método de s eves, que tenta
ju r globalme te u tendência o d dos. 
No c ntext e RDD, a p siçã  l tiva à continu dade funci na com  instrumento para . Assim 




e fica a descontinu dad chama-se ru ning variable, forcing v riabl , ou assignment variable será 
enot da por ; o limiar em que a desconti ui ade ocorre será repres ntado por . 
O caso mais sim les é  denominado sharp design, em que a descontinuidade é determinante do 
tratamento, ou seja, 
[ = 1| ] = 0,  <1, se >  
Quando  relação ntre a descontinuidade  a atribuição de tratamento é probabilística, tem-se: 
= lim [ = 1| = ] lim [ = 1| = ] =  
qu  torna o cont xto análogo ao ca o geral e variáv is instrument is com proporção  de 
omplier . Para um tratam nto unific do d s casos, ba ta bservar que o sharp design é o caso limite 
em que = 1 e = 0. 
A hipó ese de ide tificação consiste na continuidad  das funções de média condicional dos valores 
potenciais em re ação à variável : ( ) = [ (1)  e ( ) = [ (0)| = ]. Nessas 
co dições: 
[ (1)| = ] = lim ( ) = lim ( ) 
[ (0)| = ] lim ( ) = lim ( ) 
Consequentemente, n sse c ntexto, de form  similar ao que acontece para variáveis in trumentais, a 
d feren a entre os dese p hos mé ios v rifica os em vizi hanças arbitrariamente pequenas de 
valores e  menor s e maiores que será vida à variação do tratamento. A quantidade a ser 
estim da é:
=
li [ | = ] lim [ | = ]
lim [ | = ] lim [ | = ]
 
O sti ador consist  em: 
=
( ) ( )
( ) ( )
 
 que: ( ) e ( ) são estimativas para a média condicional do resultado observado com respeito 
a , onsiderando, no primeir  caso, so ente pontos à direita do limiar ( < ) e no segundo, à 
esquerda; e ( ) e ( ) stimativas para a probabilidade de tratamento condicional a , 
considerand , espectiv me te, p ntos à direit  e à e quer a d  limiar. Os métodos para a estimação 
dessa funções eve  p ioriza  a precisão no ponto d fronteir  = . Assim, as técnicas de 
s avizaçã  p r k rnel e gr ssã  lin r local, qu tê  co o bas  p n rações que magnificam o peso 
de obs rvaçõe  próximas a cada p nt  estimado, são i  indicada  que o método de sieves, que tenta 
justar gl balmente uma tendênci  aos dad s. 
No contexto de RDD, a pos ção lativa à desco t n dade funci na c m i stru ent para . Assim 




e fica a descontinu dade cha a-se ru ning variable, forcing variable, ou assign ent variable será 
tada p r ; o li iar e  que a descontinuidade ocorre s rá representado por . 
 caso ais si pl s é  deno nado sharp desig , e  que a descontinuidade é deter inante do 
trata nto, u s ja, 
[ | ] , se , se  
uando a relação entre a descontinuidade  a atribuição de trata ento é probabilística, te -se: 
li [ | ] li [ | ]  
que torna o contexto análogo ao caso geral de variáveis instru entais co  proporção  de 
o plier . ara u  trata ento unificado d s casos, basta observar que o sharp design é o caso li ite 
e  que  e . 
 hipótese de identificação co i te na conti uidade das funções de édia condicional dos valores 
pot nc ais e  rel ção à variável : ( ) [ ( )| ] e ( ) [ ( )| ]. essas 
condições: 
[ ( )| ] = li ( ) li ( ) 
[ ( )| ] li ( ) li ( ) 
onsequ nte e te, nesse contexto, de for a si ilar ao que acontece para variáveis instru entais, a 
d fer nça en re os dese penhos édios v rificados e  vizinhanças rbitraria ente pequenas de 
valore  d   menores e aiores que será vida à vari ção do trata ento.  quantidade a ser 
e tim da é: 
li [ | ] li [ | ]
lim [ | ] li [ | ]
 
 esti ador cons ste e : 
( ) ( )
( ) ( )
 
e  qu : ( ) e ) ão esti ativas para a édi  c ndicional do resultado observado co  respeito 
a , consid rando, no pri eiro caso, somente pontos à direita do li iar ( ) e no segundo, à 
esquerda; e ( ) e ( ) esti ativa  p ra a pr babilidade de trata ento condicional a , 
consid r ndo, respectiv ente, p ntos à direita e à squerda do li iar. s étodos para a esti ação 
dess funçõ s eve  p ioriza  a precisão p to e fronteira . ssi , as técnicas de 
s avizaçã  p r k rnel e gressã  linear l c l, que tê  co o base pon erações que agnifica  o peso 
ob rvaçõe próxi as a cada p nto esti do, são is indicadas que o étodo de sieves, que tenta 
justa  gl b l ente u a endência aos dad s.
o co x o de , a p ição lat va à desc ntinu da e f ci n co o instru ento para . ssi  




fica a desco t nu dade chama-se ru ning variable, forcing variable, ou assignment variable será 
enot da por ; o limiar em que a desco tinuidade ocorre será representado por . 
O caso mais simples é  denominado sharp design, em que a descontinuidade é determinante do 
tr tamento, ou eja, 
[ = 1| ] = 0, se <1, se >  
Quando a relação entre a descontinuidade  a atribuição de tratamento é probabilística, tem-se: 
= lim [ = 1| = ] l m [ = 1| = ] =  
qu torna o contex o nálogo ao ca o geral de variáveis instrumentais com proporção  de 
omplier . Para um tratame to unific do d s casos, basta observar que o sharp design é o caso limite 
em qu = 1 e = . 
A hipótese de identificação consiste na continuidade das funções de média condicional dos valores 
pote ciais m relação à variáve  : ( ) = [ (1)| = ] e ( ) = [ (0)| = ]. Nessas 
condiçõ s: 
[ (1)| = ] = lim ( ) = lim ( ) 
[ (0)| = ] = lim ( ) = lim ( ) 
Consequentemente, nesse contexto, de forma similar ao que acontece para variáveis instrumentais, a 
d ferença entre os dese p nhos médios v rificados em vizinhanças arbitrariamente pequenas de 
valores de  enores e m iores que  será vida à variação do tratamento. A quantidade a ser 
e tim a é: 
=
lim [ | = ] lim [ | = ]
lim [ | = ] lim [ | = ]
 
O estimad r co siste em: 
=
( ) ( )
( ) ( )
 
em que: ( ) e ( ) ão estim tivas para a média condicional do resultado observado com respeito 
a , con iderando, o primeiro caso, omente pontos à direita do limiar ( < ) e no segundo, à 
esqu rda; e ( ) e ( ) estimativas para a probabilidade de tratamento condicional a , 
co sider n , respect v m nte, p tos à direita e à esquerd  do limiar. Os métodos para a estimação 
essa funções ev  p i rizar  pr cisão no ponto  fronteira = . Assim, as técnicas de 
avizaçã  p r k rnel e gressã  lin ar local, que tê  como base ponderações que magnificam o peso 
de obs rv çõe próximas a cad  p nto estimado, são m is indicadas que o método de sieves, que tenta 
just r global ente uma tendênci  s dado . 
No cont xto de RDD, a posição elativa à descontinu dade funciona como instrumento para . Assim 




ica a desco t nu d c a-s  ru ning variable, forcing variable, ou assignm nt variable será 
enot da por ; o limiar em que a desco tinuidade ocorre será representado por . 
O caso m is simples é  denominado sh p design, em que a descontinuidade é determinante do 
trat m nto, ou s j , 
[ = 1| ] = 0, se <1, se >  
Quando a relação entre a descontinuidade  a atribuição de tratamento é probabilística, tem-se: 
= lim [ = 1| = ] lim [ = 1| = ] =  
que torna o contexto análog  ao caso geral de variáveis instrumentais com proporção  de 
omplier . Para um tra ame t unific do d s casos, basta observar que o sharp design é o caso limite 
em qu = 1 e = . 
A hipótese de i ntificaçã  consiste na continuidade das funções de média condicional dos valores 
pote ciais m relação à v riáv l : ( ) [ (1)| = ] e ( ) = [ (0)| = ]. Nessas 
co diçõ s: 
[ (1)| = ] = lim ( ) = lim ( ) 
[ (0)| = ] = li ( ) = l m ( ) 
Consequ ntem nte, nesse c n exto, de form  imilar ao que acontece para variáveis instrumentais, a 
d ferença e tre os dese p nhos médios v rificados em vizinhanças arbitrariamente pequenas de 
v lo es de  menores iores qu  será vida à variação do tratamento. A quantidade a ser 
e ti a é: 
=
lim [ | = ] lim [ | = ]
lim [ | = ] lim [ | = ]
 
O stimador consiste em: 
=
( ) ( )
( ) ( )
 
em qu : ( ) e ( ) sã e tim ivas pa a a méd a ondici nal do r sultado observado com respeito 
a , con ider nd ,  ri e ro caso, ente pontos à direita do limiar ( < )  no segundo, à 
e qu rda; e ( ) e ( ) e t mativ  p r  a prob bilidade de tratamento condicional a , 
c nsid rand , r pectivame te, p ntos à reita e à esquerda do limiar. Os métodos para a estimação 
ess funçõ s eve  p i rizar  pr cisã  no ponto d  fr teira = . Assi , as técnicas de 
avizaçã  p r k rnel e gressã  li ear local, que tê  com  base ponderações que magnificam o peso 
de obs rv çõe  próxim s a ca  p t  estimado, são m is indicadas que o método de eves, que tenta 
just r gl balmen e uma ndênci  s dado . 
No co text  de RDD, a posição elativ à descontinu d de funciona como instrumento para . Assim 




e fica a descontinu dade chama-se ru ning variable, forcing vari ble, u assignment variable será 
enotada por ; o limiar em qu  a descontinuidade ocorre será representado por . 
O caso mais simpl s é  den minado sh rp desig , em qu a descontinuidade é determinante do 
trata ento, ou s ja, 
[ = 1| ] = 0, se <1, s  >  
Qua do a relação ent e a descontinuidade  a atribuição de tratamento é probabilística, tem-se: 
lim [ = 1| = ] lim [ = 1| = ] =  
qu  torn  o contexto a álo o a  s  geral d  variáveis instrumentais c m pr porção  de 
o plier . Para um tratament  unificado d s casos, basta observar que o sharp design é o caso limite 
em que = 1 e = 0. 
A hipótese de identificação consist na continuidade das funções de média condicional do  valores 
p t nciais em el ção à v riável : ( ) = [ (1)| = ]  ( ) = [ (0)| = ]. Nessas 
co dições: 
[ (1)| ] = lim ( ) = lim ( ) 
[ (0)| = ] = lim ( = lim ( ) 
Consequente ente, nesse contexto, de forma similar ao que acontece para variáv is instrumentais, a 
d fer nça entre os dese penhos édios verificados em vizinhanças arbitrariamente p quenas de 
v lores de  m no es e maiores que  será vida à variação do tratamento. A quantidade a ser 
esti da é: 
=
lim [ | = ] lim [ | = ]
lim [ | = ] lim [ | = ]
 
O estimador consiste em: 
=
( ) ( )
( ) ( )
 
 que: ( ) e ( ) sã esti a ivas para a édia c ndicional o resultado observado com respeito 
a , co s derand , no prime ro caso, om n e p ntos à direita do limiar ( < ) e o segundo, à 
s r a;  ( ) e ( ) estimativas ara probabilidade de tratamento condicional a , 
consi rand , r sp ctiv m nt , p t  à dir ita e à esquerda do limiar. Os método para a e timação 
dessa funções ve  p iorizar a precisã  no p nto de fronteira = . Assim, s técnicas de 
s a izaçã r k rnel e gres ã  line r local, que tê  c mo base ponderações que agnificam o peso 
de obs rvaçõe próxim s a d  p estimado, são m is indicadas que o método de sieves, que tenta 
justar global nte u a t dê ci aos dados. 
N  co texto de RDD, a sição elativa à desc ntinu dade f nciona omo instrumento para . Assim 




e fica a descontinu dade chama-se ru ning variable, forcing variable, ou assignment variable será 
enotada por ;  limiar e  que desc ntinuidade ocorr  será rep esentado por . 
O caso mais simples é  denominado sharp design, em que a descontinuidade é determinante do 
trat ment , u seja, 
[ = 1| ] = 0, se <1, s  >  
Quando a relação entre a descontinuidade a a ibuição de tratamento é probabilística, tem-se: 
lim [ = 1| = ] lim [ 1| = ] =  
que torna c ntext a álo ao caso geral de variáveis instrumentais com proporção  de 
o plier . Para um t t t  unificado d s ca os, basta observar que o sharp design é o caso limite 
em que = 1 e = 0. 
A hipó ese de dent ficação iste na contin idade as funções de média c ndici nal dos valores 
pote ciai em r lação à variável : ( ) = [ (1)| = ] e ( ) = [ (0)| = ]. Nessas 
condiçõ s: 
[ (1)| ] = lim ( ) = lim ( ) 
[ (0)| = ] = lim ( ) = lim ( ) 
Cons quen emente, sse c ntexto, e forma similar ao que contece para variáveis instrumentais, a 
d f renç  ntre os dese penhos édi v rificados em vizinh nças arbitrariamente pequenas de 
valores de  menores e maiores  será vida à vari ção do tratamento. A quantidade a ser 
estim da é: 
=
li [ | ] lim [ | = ]
lim [ | = ] lim [ | = ]
 
O st mad r consiste em: 
=
( ) ( )
( ) ( )
 
em que: ( )  ( ) são estim tiv s para a média c ndicional do r sul ado ob ervado com respeito 
a , c siderando, n pr meir caso, mente pontos à direita do limiar ( < ) e no segundo, à 
esqu rda; e ( ) ( ) estima iv s par  a probabilid de de tratamen o condicional a , 
consideran , respectiv e te, p ntos à dir ita e à e que da do limiar. Os métodos para a estimação 
dessa funçõ s eve  ior z  a prec são no ponto de fronteira = . Assim, as técnicas de 
s avizaçã p r k rnel  gressã lin ar lo al, que tê  como base ponder ções que magnificam o peso 
de o s rvaçõe  próximas a c da p nto estimado, são m is indicadas que o método de sieves, que tenta 
justar globalmente uma tendência aos dados. 
No contexto de RDD,  posição elativa à descontinu dade funciona com instrumento para . Assim 




verifica a descontinuidade chama-se running variable, forcing variable, ou assignment variable será 
denotada por ; o l miar em que a descontinuidade ocorre será representado por . 
O caso mais simples é o denominado sharp design, em que a descontinuidade é determin nte do 
tratamen , u seja, 
[ = 1| ] = 0, se <1, >  
Quando a relação entre a descontinu dade e a atribuiçã  de tratament é probabilística, tem-se: 
= li [ = 1| = ] lim [ = 1| = ] =  
que torna o contexto análogo ao ca o geral de variáveis instru entais com proporçã  de 
compli rs. P ra um tratamento unificado dos c sos, basta bservar que o sharp design é o caso limite 
e  que = 1 e = 0.
A hipótese de identifi ação c nsiste na co tinuidade das fu ções de média ondicional dos v lores 
potenci is m relação à variável : ( ) [ (1)| = ]  ( ) = [ (0)| = ]. Nessas 
condições: 
[ (1)| = ] lim = lim ( ) 
[ (0)| = ] = lim ( ) = lim ( ) 
C nseque t mente, ness  ontexto, de forma sim l r ao que aconte e par  variáv is instrumentais, a 
difere ça entre os esempenhos médi s v rific dos em v zi ha ças arbitr riamente pequenas de 
valor  de  menores e maiores qu   será devida à variação do trat mento. A quantidade a ser 
esti da é: 
=
lim [ | = ] li [ | ]
li [ | = ] lim [ | = ]
 
O estimador con iste m: 
=
( ) ( )
( ) ( )
 
em que: ( ) e ( ) são estimativas para a média condicional do result do observado com respeito 
a , conside ando, no primeir  caso, soment  p ntos à di eita do limiar ( < ) e no segundo, à 
esquerda; e ( ) e ( ) estimativas para a probabilidade d  tratamento condicional a , 
considerando, r spectiv mente, pontos à direita e à esquerda do l miar. Os métodos para a estimação 
dessas funções devem priorizar a precisão no ponto de fronteira = . Assim, as técnicas de 
suavização por kernel e regressão linear local, que têm como base ponderações que magnificam o peso 
de observações próxi s a cada ponto e tima o, são mais indic as qu método d  i ves, que tenta 
justar globalmen e um  tendênc a os d os. 
No ont xt  de RDD, a p siçã re tiva à con n id de funcion  como instrumento para . Assim 




verifica a descontinuidade chama-se running v riable, forcing variable, ou assignment variable será 
denotada por ; o limiar em que a descontinui ade ocorre será representado por . 
O caso mais simples é o denominado sharp design, em que a descontinuidade é determinante do 
trat mento, ou seja, 
[ = 1| ] = 0, se <1, se >  
Quando a relação entre a descontinuidade e a atribuição de tratamento é probabilística, tem-se: 
= lim [ 1| = ] lim [ = 1| = ] =  
que torna o contexto análogo o caso geral de variáv i  instrume tais com proporção  de 
complier . Para um tr tamento unificado dos cas s, basta observ r que o sharp design é o caso limite 
em que 1 e = 0. 
A hipótese de identific ção consiste na continuidade das funções de média condicional dos valores 
p tenciai  em relação à v r ável : ( ) = [ (1)| = ] e ( ) = [ (0)| = ]. Nessas 
condições: 
[ (1)| = ] = lim ( ) = lim ( ) 
[ (0)| = ] li ( ) = lim ( ) 
Con equente e te, n sse c ntexto, de form  similar a  que acontec  para variáveis i strumentais, a 
diferença entre o  desempenhos médi s ve ificados e  vizi hanças arbitrariamente pequenas de 
valores de  menores e maior s que  s rá dev da à variaçã  do tratamento. A quantidade a ser 
esti ada é: 
=
lim [ | = ] lim [ | = ]
lim [ | = ] lim [ | = ]
 
O esti ador consiste em: 
=
( ) ( )
( ) ( )
 
e  que: ( ) e ( ) são e timativas par  média condicional o resultado observado com respeito 
a , co sid ando, no primeiro caso, so ent pontos à direita do li iar ( < ) e no egundo, à 
e qu rda;  ( )  ( ) estimativas para a pr babilid de de tratamento condicional a , 
considerando, re pectivamente, pont s à direita e à esquerd  do limiar. Os métodos para  estimação 
des as funções devem priorizar  pre isão n  pont  de fronteira = . Assim, as técnicas de 
su vização por k nel e regressão linear l cal, qu  têm c o base ponderações que agnificam o peso 
d  observações próxi as a cada ponto estim do, são ais indicadas que o mét do de sieves, que tenta 
ajustar globalmente um  tendênci  aos d os. 
No ont xto d  RDD,  p s ção elati  à s ontinuidade funcio  c instrumento para . Assim 




verifica a descontinuidade chama-se running variable, forcing variable, ou assignment variable será 
denotada por ; o l miar em que a desco tinuidade oc rre será representado por . 
O caso mais simples é o denominado sharp design, em que a descontinuidade é determinante do 
tr t mento, u seja,
[ = 1| ] = 0, se <1, se >  
Quand  a relação entre a desco tinuidade e a atribu ção de tratamento é probabilística, t m- : 
= lim [ = 1| = ] lim [ = 1| = ] =  
que torna contexto análogo a  caso ger l de variáveis instrumentais com proporção  de 
complier . Para um tratamento unif cado dos casos, ba ta observar que o sharp design é o caso limite 
em que 1 = 0. 
A hipótese de dentificação consiste na continuidade das funções d  média condici nal dos valores 
potenciais m relaçã à variável : ( ) = [ (1)| = ] e ( ) = [ (0)| = ]. Nes as 
co diçõ s: 
[ (1)| = ] = li ( ) = lim ( ) 
[ (0)| = ] = lim ( ) = lim ( ) 
C nsequ nteme e, n sse contexto, de orm  imilar ao que aco tece para variáveis i strumentais, a 
dif r ça entre os desempenhos médi s verif c dos em vizi hança  rbitrariam te pequenas de 
v l res de  men r s e maiores que  será devida à ar ação do tr t mento. A quantidade a ser 
stimada : 
=
li [ | ] li [ | = ]
li [ | ] li [ | ]
 
O estimador consiste em: 
=
( ) ( )
) ( )
 
e  que: ( ) e ( ) são esti ativas p ra a méd a condicional do resultado observado com respeito 
a , considerando, no primeiro caso, somente pontos à direita do limiar ( < ) e no segundo, à 
esquerda; e (  e ( ) estimativas par  a probabili a e de tratamento condicional a , 
consid rando, r sp ctiva ente, ponto à direita e à esquer a o limia . Os métodos para a estimaçã
dessas funçõe  deve  pri r zar  prec são no ponto e fronte ra = . As im, as técnicas de
u vizaçã  por k rnel e r gressão lin ar local, que têm como bas  ponderações que m gn ficam o p so
de obs v ções próximas a cada  estimado, são mai  indicadas que o método de s eves, que tenta
aju t r globalm nte u  tendência ao  dados. 
No contexto de RDD, a p ição lativa à d sconti uidade funciona com inst umento para . A sim 




verifica a descontinuidade chama-se running variable, forcing variable, ou assignment variable será 
denotada por ; o limiar em que a descontinuidade ocorre será representado por . 
O caso m is imples é o deno i ado sh p design, m que a descontinuidade é d termin nt do 
tratament , u seja, 
[ = 1| ] = 0, s  <1, se >  
Quan o a elação entr descontinuid de e a atrib ição d tratamento é probabilística, tem-se: 
= li [ = 1| = ] li [ = 1| = ] =  
q e t rn  o t x análog  ao caso geral de variávei instrumentais com proporção  de 
compliers. Pa a um tratamento unificado dos sos, basta observar que o sharp design é o caso limite 
em que 1 e = 0. 
A hipótese de id ntific ção consiste n c ntinuidade das funções de média con icio al dos valores 
potenci is em relação à v iáv l : ( ) = [ (1)| = ] e ( ) = [ (0)| = ]. Nessas 
c n ições: 
[ (1) ] lim ( ) = lim ( ) 
[ (0)| = ] = lim ( ) = lim ( ) 
Consequentemente, nes e co texto, de forma similar ao que acontece para variávei instrumentais, a 
diferença entre os des mpenhos médios verific d s m vizinhanç s arbitrariamente pequ nas de 
valores de  menores e maiores que  será devida à variação do tratamento. A quantidade a ser 
estimada é: 
=
lim [ | = ] lim [ | = ]
lim [ | = ] lim [ | = ]
 
O estimador consist  m: 
=
) ( )
( ) ( )
 
em que: ( ) e ( ) são esti ativas para a média condicional do resultado observado com respeito 
a , considerando, no primeiro caso, somente pontos à direita do limiar ( < ) e no segundo, à 
esquerda; e ( )  ( ) estimativas para a probabilidade de tratamento condicional a , 
considerando, respectivamente, p ntos à ireita e à esquerda do limiar. Os métodos para a estimação 
dessas funções devem priorizar a precisão no ponto de fronteira = . Assim, as técnicas de 
su vizaçã  por kernel e regressão linear local, que têm como base ponderações que magnificam o peso 
de observações próximas a cada ponto estimado, são mais indicadas que o método de sieves, que tenta 
ajustar gl balmente um tendência aos dados. 
N  c t xt   RDD, a p içã  relativ  à descontinuida e fu cion  c mo instru nto para . Assim 




verifica a desco t nui ade cha a-se runni g vari ble, f rcing variable, ou assign ent va iable s rá 
denotada p ; o i iar  que a descontinu d  oc rre s rá representado por .
 caso ais si ples é o deno inado sharp design, e  que a descontinuidade é deter inante do 
trata ento, ou eja, 
[ | ] , se , se  
uando a r laçã entre a descontinuidade e a atribuição de trata ento é probabilíst ca, te -se: 
l [ | ] li [ | ]  
que torna o contexto análogo ao caso geral de variáv is in tru e tais co proporçã   de 
c pl er . ara u tra ento u ificado dos cas s, basta bserva  que o harp design é o caso li ite 
e  qu = e . 
 hipótes  de identificação consist na continuidade das funções d  édia condicional dos valor s 
p tenciais e  relação à var ável : ( ) [ ( )| ] e ( ) [ ( )| ]. essas 
condições: 
[ ( )| ] li ( ) li ( ) 
[ ( )| ] l ( ) li ( ) 
onsequent ent , nesse contexto, de for a si ilar ao que acontec  para variáveis instru entais, a 
diferença entre os se penhos édios verificad s em vizinhanç s a bitraria ente pequenas de 
valores de  eno es e aio s qu  s rá devida à variaçã  do trata ento.  quantidade a ser 
esti ada é: 
li [ | ] li [ | ]
li [ | ] li [ | ]
 
 esti ad r consiste e : 
( ) ( )
( ) ( )
 
em que: ( ) ( ) são sti at v s para a édi  condi ional do resultado observad  co  respeito 
a , cons eran o, no pri eiro so, so ent  pont s à di eita do li iar ( ) e no segundo, à 
squerda; e ( ) ( ) esti vas para a pr babilid de de trata ento condicional a , 
con ider do, resp ctiv ent , p ntos à direi a e à querda  li i r.  étodos par  a esti ação 
d sas fu çõ eve pri rizar precisão n p n d f ontei  . ssi , s técnicas d  
suavização p r ker el e regr são line r loc l, qu  tê  com  ba e po erações que agn fic   peso 
de bservaçõ  próxi as a c da p nto esti do, sã  is i i ad s e o étodo sieves, que tenta 
aju tar gl b l e te u a t ndênc  aos a o . 
o cont x o de , a posição rel tiva à descontinuidade funcion  m instru ento para . ssi  




verifica a descontinuidade chama-se running variable, forcing variable, ou assignment variable será 
den tada por ; o limiar em que a descontinuidade ocorre será representado por . 
O c so m is simples é o no inado sharp des gn, em que a descontinuidade é determinante do 
trata ento, ou seja, 
[ = 1| ] = 0, se <1, se >  
Quando a relação entre a descontinuidade e a atribuição de tratamento é probabilística, tem-se: 
= lim [ = 1| ] l m [ = 1| = ] =  
que t na o c ntexto nálogo ao caso geral de variáveis instrumentais com proporção  de 
compliers. Para um tratamento unificado dos casos, basta observar que o sharp design é o caso limite 
em que = 1 e = 0. 
A hipótese e identifica consiste na continuidade das funções de média condicional dos valores 
potenciais em relação à variável : ( ) = [ (1)| = ] e ( ) = [ (0)| = ]. Nessas 
condições: 
[ (1)| = ] = li ( ) = lim ( ) 
[ (0)| = ] = lim ( ) = lim ( ) 
Consequente n e, n ss  cont xto, de forma similar ao que acontece para variáveis instrumentais, a 
diferença entre os desempenhos médios verificados em vizinhanças arbitrariamente pequenas de 
valor  de  m nores  maiores que  será devida à vari ção do tratamento. A quantidade a ser 
e timad  é: 
=
lim [ | = ] lim [ | = ]
lim [ | = ] lim [ | = ]
 
O esti a r cons ste e : 
=
( ) ( )
( ) ( )
 
 que: ( ) e ( ) ão estim tiv s p ra a ia co di ional do resultado observado com respeito 
a , cons d ra d , n  prim iro c o, somen e pontos à direita do limiar ( < ) e no segundo, à 
querd ; e ( ) e ( ) estimativas p ra a probabilidade d  tratamento condicional a , 
c nsid ran o respectiv m nte, p tos à direita e à esquerd  do limiar. Os métodos para a estimação 
 fu çõe  devem priorizar a precisão o p to  fronteira = . Assim, as técnicas de 
suaviz çã p r k n l regr ssão linear local, que têm como base ponderações que magnificam o peso 
de bservaçõe  próximas a cada ponto estimado, são mais indicadas que o método de sieves, que tenta 
j star global ente uma tendência aos dados. 
N  co text  d RDD, a po çã  relativa à descontinuidade funciona como instrumento para . Assim 




verifica a descontinu d e c ma-s  ru ning variable, forcing variable, ou assignm nt variable será 
denot a por ; o limiar em que a descontinuidade ocorre será representado por . 
O c s  mais simples é o denomi ado sh rp d sign, em que a descontinuidade é determinante do 
trata nto, ou seja, 
[ = 1| ] = 0, se <1, se >  
Qu n o  rel ção e tre a d scontinuidade e a tri uição de tratamento é probabilística, tem-se: 
= lim [ = 1| = ] lim [ = 1| = ] =  
que orna  contexto análogo ao c so geral de variá eis in trumentais com proporção  de 
compliers. Para um tra ament  unificado dos casos, bast  b rvar que o sharp design é o caso limite 
e  que = 1 e = 0. 
A hipótese de identificação consiste na continuidade das funções de média condicional dos valores 
potenciais e  relação à variável : ( ) [ (1)| = ] e ( ) = [ (0)| = ]. Nessas 
condições: 
[ (1)| = ] = lim ( ) = ( ) 
[ (0)| ] lim ( ) = lim ( ) 
Consequentemente, nesse contexto, de forma si ilar ao que acontece para variáveis instrumentais, a 
diferença entre os desempenhos médios verificados em vizinhanças rbitrariamente p quenas de 
valores de  menores e aiores que  será d vida à vari ção do tratam nto. A quantidade a ser 
esti ada é: 
=
lim [ | = ] lim [ | = ]
lim [ | = ] lim [ | = ]
 
O st ma r cons ste : 
=
( ) ( )
( ) ( )
 
em que: ( )  ( ) são estimativas para a édia condicional do r sultado observado com respeito 
a , consider ndo, n  prime ro caso, so ente pontos à direita do limiar ( < )  no egundo, à 
esquerda; e ( ) e ( ) e timativas para a probabilidade de tratamento condicion l a , 
consid rando, respectivamente, pontos à ireita e à squerda do limiar. Os étodos para a estimação 
dessas funções deve  p iorizar a precisão o to de front ir  = . Assi , a  técnicas de 
suaviz ção r k rnel  regr s ã  li ea  local, que têm com  ba  ponderações que magnificam o peso 
de observaçõe  róxim s a ca a onto estimado, são mais indicadas que o método de eves, que tenta 
j star gl balme e ma endência aos da s. 
No contexto de RDD, a posiçã  r lati a à desco inuidade funciona como instrumento para . Assim 




erifica a descontinuidade chama-se running variable, forcing vari ble, u assignment variable será 
den t d  p r ; o li iar em q e a descontinuidade oco re será represe tad  por . 
O caso mais simples é o de o inado sharp d sign, em que a descontinuidade é determinante do 
trata e to, ou eja, 
[ = 1| ] = 0, e <1, se >  
Quand  a relaçã  entre a descontinuidade e a atribuição e tratamento é probabilística, tem-se: 
= lim [ = 1| = ] lim [ = 1| = ] =  
qu  torna  contexto análogo ao caso geral d  variáveis instrumentais c m pr porção  de 
compl e s. Para um trat mento unifi do d s casos, basta observar que o sharp design é  caso limite 
q e = 1 e = 0. 
A hipótese de identificação consiste na continuidade das funções de média condicional do  valores 
pot nci is m relação à v riável : ( ) = [ (1)| = ]  ( ) = [ (0)| = ]. Nessas 
condições: 
[ (1)| = ] = lim ( ) = lim ( ) 
[ (0)| = ] lim ( ) = lim ( ) 
Consequentemente, nesse contexto, de forma similar ao que acontece para variáv is instrumentais, a 
difer nça tre s desem enhos méd os verificados em vizinhanças arbitrariam nte p quenas de 
valores de me ores e iore  que  será devi a à variação do tratamento. A quantidade a er 
sti ada é: 
=
lim [ | = ] lim [ | = ]
lim [ | = ] lim [ | = ]
 
O esti a r consiste em:
=
( ) ( )
( ) ( )
 
m que: ( ) e ( ) sã  estimativa  para  média condicional  resultado observado com respeito 
, considerando, no primeiro caso, some te p tos à ireita do limiar ( < )   segundo, à 
esqu r ; ( )  ( ) estimativa par   pr babilidade de tratamento c ndicional a , 
consid r ndo, r spectivamente, nt s à ir ita e à esquerda d  limiar. Os métod s p ra a e timação 
ess s funções dev  p iorizar a precisão no nto de fronteira = . Assim, s técnicas de 
sua izaçã  por k r el e regressã  li r l cal, q e têm c mo base ponderações que gnificam o peso 
de observ ções próximas  ad  p to e t m do, são ais indic das que o método de si ves, que tenta 
justar glob lm nte uma t ndência aos dado . 
No c ntext  de RDD, a posição relativa à desconti uidade funciona omo instrumento para . Assim 




v rific   desco tinuida e cham - e run i g variable, forcing variable, ou assignment variable será 
denotad  po  ; o lim ar em que a desco inuida e oc rre será repres ntado por . 
O c so mais imples é denomin do harp design, em que a d scontinuida e é det rmina te do 
tratamento, u seja,
[ = 1| ] = 0, s  <1, se >  
Qua do  relação ent  a descontinuida e e a a ibuição de tratamento é proba ilística, tem-se: 
= lim [ = 1 li [ = 1| = ] =  
que torn  o contexto análog ao c so geral de variáveis instrumentais com proporção  de 
compliers. P r  um tr tam nto unificado dos caso , basta observar qu  o sharp d ign é o caso limite 
em q e = 1  = 0. 
A hipótes  de identificação consiste na continu da e da funções d média condicional dos valores 
potenciais em r lação à i l : ( ) = [ (1)| = ] e ( ) = [ (0)| = ]. Nessa  
c n içõ : 
[ (1)| = ] = lim ( ) = lim ( ) 
[ (0)| = ] = lim ( ) = lim ( ) 
Consequent ent , nesse context , d  forma i ilar ao que acontec  par  variáveis nstr mentais, a 
dif r nça ntre s s mp hos médios verificado  em vizinhanç s arbitra iamente pequenas de 
valor s e  menores e m iore  que  será evid à variação do tratamento. A quantida e a ser 
esti d  é: 
=
lim [ | ] lim [ | = ]
lim [ | = ] li [ | = ]
 
O estimador consiste em:
=
( ) ( )
( ) ( )
 
em qu : ( ) e ( ) são estimativas p r  a médi condicional do r sul ado b ervado com respeito 
 , considera o, no p i o cas , o nte po tos à direita o limiar ( < ) e n  segundo, à
e qu r a; e ( ) ( ) stimat v s par   proba ilida e de tratamen o condicional a , 
c iderando, spe t v mente, pontos à di eita  à esquerd  do limiar. Os métod s par   estimação 
e sa  funções v m prio iz r a pre isão n  po to de fronteira = . Assim, as técnica  de 
suavizaçã por k n l r gres ã lin r l cal, que têm como base ponderações qu magnificam o peso 
b erv çõ  próxim s cad  po estimado, sã mais ndicad s que o métod  de siev s, que t nta 
ajustar global e uma tendênci  os d s. 
N c ntexto  RD , a posiçã  relat va à descontinu da  func ona omo instrumento par  . Assim 
om  no caso de variáveis nstru ent is, o RD  permite apenas identificar um ef ito de tratamento 
ã  esti ativ s p r  a 
pr babilida e d tr tament  c dici nal a Z, c sider n o, sp ctiva nte, pontos 
à dir ita e à e querd do li i r. Os ét d s p a a timação dessas funções deve  
pri rizar recis  no p to de f ont ir Z = z*. Assim, s técnicas  suaviz ção 
po  kernel e regressão linear local, que têm c mo b e p nder çõe  que agnifi-
cam o pes de observaçõe  próxim s  da ponto esti ado, são ais indicadas 
que o étodo de si ves, qu  t n a just r glob lm e uma te ênci s d dos.
No contexto de RDD, a posição r lativa à descontinuidade funciona como ins-
trumento p a T. A sim como no caso de v riáv is instrumentais, o RDD permite 
apenas identificar um feito de tratamento local, a saber, quele válido para unid des 
sensibilizadas pelo instrumento, ou seja, aquelas com o valor da forcing variable 
próximo ao l miar z* e q e sej m afetadas lo limiar (isto é, os compliers).22
A hipótese de continuidade dos valores potenciais não pode ser diretamente 
testada, mas recomenda-se verificar se outras variáveis não têm comportamento 
descontínuo. Caso isso ocorra, é provável que outros mecanismos além da relação 
causal com o tratamento possam afetar os resultados observados, o que seria uma 
evidência desfavorável à validade da metodologia (IMBENS; WOOLDRIGDE, 
2008). Outra recomendação prática é avaliar se a distribuição da running variable 
é contínua perto do limiar. Caso isso não se verifique, é possível que haja mani-
pulação dessa variável, o que também invalida os resultados obtidos via RDD.
22 Formalmente, a inferência é válida de forma exata apenas para o (estreito) grupo de unidades 
com Zi = z* e extensível de forma aproximada para valores próximos, por continuidade.
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