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REDUCTION OF PERIODIC DIFFERENCE SYSTEMS TO
LINEAR OR AUTONOMOUS ONES
WEIGU LI1, JAUME LLIBRE2 AND HAO WU1,3
Abstract. We extend Floquet theory for reducing nonlinear peri-
odic difference systems to autonomous ones (actually linear) by using
normal form theory.
1. Introduction and statement of the main results
The theory of difference equations (or recurrence relations, iterated
maps), the methods used in their solutions and their wide applications have
advanced beyond their adolescent stage to occupy a central position in appli-
cable analysis. In fact, in the last few years, the proliferation of the subject
is witnessed by hundred of research articles and several monographs, see for
instance [1, 6].
Among all the attractive topics, the so–called “Floquet Theory” is a typi-
cal one, which in general deals with periodic linear systems. The asymptotic
properties are determined by the periodic map (or monodromy operator)
and in particular, by their spectra. So, if concerning periodic orbits of non-
linear systems, the local behavior of a semi–flow close to a periodic orbit
is, up to the first order, determined by the derivatives of the flow map on
its normal bundle. We refer the works of Coddington and Levinson [4]
and Hartman [8] for the classical Floquet theory, to Hale [7] for the case
of retarded functional differential equations, to Heney [9] for time periodic
linear perturbations of analytic semigroups. Also see [11] for its extension
for nonlinear periodic differential equations and to the book [12] for partial
differential equations. The motivation of our paper is to extend Floquet
1991 Mathematics Subject Classification. Primary 34C20 39A11.
Key words and phrases. Averaging method, normal forms, periodic difference systems.
∗ The first author is partially supported by NSF grants no. 10531010 and NNSF
of China (no. 10525104). The second author is partially supported by MCYT grant
MTM2005-06098-C02-01 and by a CIRIT grant number 2005SGR 00550. The third
author has been supported by a CRM grant.
1
2 WEIGU LI, JAUME LLIBRE AND HAO WU
theory to reduce the nonlinear periodic difference systems to autonomous
ones by studying their normal forms.
In the context of difference equations, we consider linear homogeneous
periodic non–autonomous difference systems of the form
(1) xn+1 = Anxn,
where xn ∈ Rd, n ∈ Z, An is a real d× d matrix whose entries are function
of n satisfying An = An+m for a positive integer m and is non–degenerated,
i.e., detAn 6= 0 for all n ∈ Z. As usual Z+ denotes the set of non–negative
integers and M = Am−1Am−2 · · ·A0 denotes the monodromy of system (1).
Theorem 1. There exists a sequence of non–degenerated real matrices
{Bn}n∈Z, with Bn = Bn+m and a constant matrix D such that by the
coordinate substitution xn = Bnyn system (1) is transformed into
yn+1 = Dyn
if and only if the monodromy M and the period m satisfy
(1) m is odd;
(2) or M has no negative real eigenvalues;
(3) or the Jordan blocks of the Jordan Normal Form (for short, JNF) of M
corresponding to the negative real eigenvalues appear pairwise.
This theorem can be seen as an extension of the classical Floquet’s the-
ory to periodic difference systems. Detailed discussions can be found in
[6, 1] and in section 2 of our paper. We note that the real transformed au-
tonomous system of system (1) can be obtained with at most a 2m–periodic
transformation whatever M and m be.
Consider the m–periodic difference system
(2) xn+1 = Fn(xn) = Anxn + fn(xn),
where xn ∈ U a neighborhood of the origin in Rd, An is a real d × d non–
degenerated n–depending matrix satisfying An = An+m, fn = fn+m and
the coefficients of fn : U → Rn are C∞ functions such that fn(x) = O(‖x‖2)
for n = 0, . . . ,m− 1.
For any matrix A, we denote the set of its eigenvalues by λ(A) =
(λ1, . . . , λd) ∈ Cd. For simplicity, sometimes we write λ(A) as λ with-
out misunderstanding. The d–tuple λ(A) is called weakly non–resonant if
for j = 1, . . . , d and k ∈ Zd+, |k| =
∑d
i=1 ki ≥ 2 the following conditions are
satisfied
λjλ
−k 6= e 2ipim
√−1, i = 1, 2, . . . ,m− 1,
where λ−k = λ−k11 λ
−k2
2 · · ·λ−kdd . The d–tuple λ(A) are called non–resonant
if for j = 1, . . . , d and k ∈ Zd+, |k| =
∑d
i=1 ki ≥ 2 the following conditions
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are satisfied: λjλ−k 6= 1. Moreover, we say λ(A) or A is hyperbolic if the
module of λj is different from 1 for j = 1, . . . , d.
Assume that in the following difference system
(3) yn+1 = Gn(yn) = Dnyn + gn(yn),
Gn satisfies the same conditions as Fn in system (2). Then system (2) and
(3) are said to be Ck equivalent if system (2) can be changed into (3) under
the coordinate substitution xn = Hn(yn) = Bnyn + hn(yn), where Hn(y)
are Ck functions in y, Hn+m = Hn and Bn are non-degenerated. In the
following theorem, we will show that the linearization of system (2) depends
greatly on the monodromy of its linear part.
Theorem 2. Let M be the monodromy of the linear part of system (2).
Assume λ(M) is non–resonant, then in a neighborhood of the origin in Rd
system (2) is C∞ equivalent to its linear part.
Now our purpose is to find proper conditions, under which system (2)
can be C∞ equivalent to a real autonomous difference system. Obviously,
the first step is to change the linear part. Because of Theorem 1, here we
only consider the case that An = A is a constant real matrix in system (2).
Theorem 3. Assume An = A is a hyperbolic constant real matrix and λ(A)
is weakly non–resonant, then in a neighborhood of the origin in Rd system
(2) is C∞ equivalent to an autonomous difference system with linear part
given by the matrix A.
From the above theorems we can get the following result.
Corollary 4. Let M be the monodromy of the linear part of system (2).
Assume λ(M) = (λ1, . . . , λd) is hyperbolic and λj > 0 for j = 1, . . . , d, then
in a neighborhood of the origin in Rd system (2) is C∞ equivalent to an
autonomous difference system.
The structure of our paper is as follows. In section 2, we present the
proof of Theorem 1. In section 3, using normal forms of periodic systems
we prove Theorem 3, 2 and Corollary 4.
2. Proof of Theorem 1
In this section following the analogous way for the periodic differential
systems we can defined the Poincare´ map for the difference systems. Addi-
tionally we provide a strong lemma, which characterizes difference systems
and their corresponding Poincare´ maps. Together with some detailed dis-
cussions in linear algebra, we provide the proof of Theorem 1. Our argu-
ments naturally imply the classical Floquet’s theory for periodic difference
systems.
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Let s ∈ Z and φsn(xn) be the solution of system (2) with initial condition
φ0n(xn) = xn. Then we obtain
φsn =

Fn+s−1 ◦ · · · ◦ Fn+1 ◦ Fn, s > 0;
id, s = 0;
F−1n+s ◦ · · ·F−1n−2 ◦ F−1n−1, s < 0.
The Poincare´ map of system (2) is defined as Φ: x0 7→ φm0 (x0). Notice that
we have φsn+m = φ
s
n. As usual we denote by C
k with k ∈ Z+, k = ∞ and
k = ω a Ck function, a C∞ function and an analytic function, respectively.
Lemma 5. Let k ∈ Z+ ∪ {∞} ∪ {ω}. Two real Ck periodic difference
systems of period m are Ck equivalent if and only if their Poincare´ maps
are Ck conjugate.
Proof. Necessity: Denote by φsn(xn) and ψ
s
n(xn) the solutions of these two
systems under consideration with initial conditions φ0n(xn) = xn, ψ
0
n(xn) =
xn, respectively. By the assumption of necessity, there exists a n–depending
Ck coordinate transformation yn = Hn(xn) satisfying ψsn(Hn(xn)) =
Hn+s(φsn(xn)), where Hn = Hn+m. Let Φ(x0) = φ
m
0 (x0) and Ψ(x0) =
ψm0 (x0) be their Poincare´ maps respectively, then
Ψ ◦H0(x0) = ψm0 (H0(x0)) = Hm(φm0 (x0)) = H0 ◦ Φ(x0).
Sufficiency: Let φsn, ψ
s
n, Φ and Ψ be the ones defined above. By the
assumption of sufficiency, there exists a Ck diffeomorphism H such that
Ψ ◦ H = H ◦ Φ. Let Hs = ψs0 ◦ H ◦ φ−ss . Then Hs is a s–depending Ck
diffeomorphism with H0 = H. Notice that
ψsn(Hn(xn)) = ψ
n+s
0 ◦H ◦ φ−nn = Hn+s(φsn(xn))
and
Hn+m = ψn+m0 ◦H ◦φ−n−mn+m = ψn0 ◦Ψ◦H ◦Φ−1 ◦φ−nn = ψn0 ◦H ◦φ−nn = Hn.
This completes the proof. ¤
Lemma 6. Let M be a nonsingular d × d matrix and m ∈ Z. Then the
following statements hold.
(a) Assume thatM is a complex matrix. Then there exists a complex matrix
D such that M = Dm.
(b) Assume that M is a real matrix. Then there exists a real matrix D such
that M = Dm if and only if M and m satisfy
(b1) m is odd;
(b2) or M has no negative real eigenvalues;
(b3) or the Jordan blocks in the JNF of M corresponding to the negative
real eigenvalues appear pairwise.
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Before giving the proof of Lemma 6, we recall some useful definitions
and a lemma provided in [11]. For a given matrix M , if there is a matrix B
satisfying
M = eB =
∞∑
k=0
Bk
k!
,
we say that B = lnM is the logarithm of M . Similarly we call the matrix
D the m–th root of M if Dm = M . By the Jordan normal form theory if
M is real and non–degenerated, then there exists an invertible d × d real
matrix T , such that M = TJT−1 and
J = diag(A,B,C) = diag(A1, . . . , Ar, B1, . . . , Bs, C1, . . . , Ct),
where
Am =

λm
1 λm
. . . . . .
1 λm

nm×nm
;
Bj =

µj
1 µj
. . . . . .
1 µj

pj×pj
;
Ck =

Dk
E2 Dk
. . . . . .
E2 Dk

2qk×2qk
;
Dk =
(
αk βk
−βk αk
)
, E2 = diag(1, 1),
(4)
Here λm > 0, 1 ≤ m ≤ r, µj < 0, 1 ≤ j ≤ s, αk, βk ∈ R, βk 6= 0, 1 ≤ k ≤ t.
The next result appears in [11].
Lemma 7. The following statements hold.
(a) Let M be a complex matrix. Then M has a logarithm if and only if M
is non–degenerated.
(b) Assume that M is a non–degenerated real matrix. Then the following
hold.
(b1) The blocks of type A and C in the JNF of M corresponding to the
positive and complex eigenvalues, always have real logarithm.
(b2) The Jordan block of type B in the JNF of M corresponding to the neg-
ative real eigenvalues has a real logarithm if and only if every block appears
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pairwise, i.e., there is an even number of such blocks: B = diag(B1, . . . , B2m)
with B2i−1 = B2i for i = 1, . . . ,m.
Proof of Lemma 6. (a) From Lemma 7(a), we can choose D = elnM/m
straightforwardly. Thus Dm =M .
(b) Assume that the JNFs ofM andD are diag(A˜, B˜, C˜) and diag(A,B,C),
respectively. We distinguish them in the detailed form (4) also by the su-
perscript.
First, we note that M has a real m-th root if and only if in its JNF A˜,
B˜ and C˜ all have real m-th roots, respectively. Thus, by Lemma 7(b1), we
only consider the block B˜ in the JNF of M , which means that statement
(b2) holds.
When m is odd, notice that −B˜ only has positive eigenvalues. So again,
by Lemma 7(b2), there exists a real matrix D such that D
m
= −B˜, i.e.,
(−D)m = B˜. This proves statement (b1).
When m is even, the sufficiency of result (b3) is from Lemma 7(b2). Now
we prove the necessity. By the assumption of necessity, there exists a real
matrix D such that D
m
= B˜. Since the eigenvalues of Am and Bm are
positive, B˜ must come from Cmk for some 1 ≤ k ≤ t, which corresponds to
the complex eigenvalues. Notice that in (4) we have
Dk =
(
αk βk
−βk αk
)
= eakPk = eak
(
cos bk sin bk
− sin bk cos bk
)
,
where
ak =
1
2
ln(α2k + β
2
k), bk = arccos
(
αk√
α2k + β
2
k
)
+ 2npi.
Then denoting τk =
√
α2k + β
2
k, we obtain
Cmk =
=

(τkPk)m 0 0 0(
m
1
)
(τkPk)m−1 (τkPk)m 0 0
...
. . . . . .(
m
qk−1
)
(τkPk)m−qk+1 . . .
(
m
1
)
(τkPk)m−1 (τkPk)m

2qk×2qk
.
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Here
(
m
k
)
= k!(m − k)!/m!. Since the eigenvalues of Cmk are negative,
sin(mbk) = 0 and cos(mbk) = −1. Therefore, we obtain
Cmk = −τmk

E2 0 0 0(
m
1
)
(τkPk)−1 E2 0 0
...
. . . . . .(
m
qk−1
)
(τkPk)−qk+1 . . .
(
m
1
)
(τkPk)−1 E2

2qk×2qk
,
whose JNF is the matrix diag(B˜
k˜
, B˜
k˜
), where
B˜
k˜
=

−τmk
1 −τmk
. . . . . .
1 −τmk

qk×qk
.
So the Jordan blocks in JNF of M corresponding to the negative real eigen-
values appear pairwise. This completes the proof. ¤
Proof of Theorem 1. From Lemma 7, the assumptions of the theorem im-
plies that there is a real matrix D such that Dm = M . By Lemma 5, we
can obtain the result. ¤
Now assume in system (1) that xn ∈ Cd, An is a complex matrix and
that the other conditions are fulfilled. Then we have the classical theorem.
Corollary 8 (Floquet). If we write M = Dm, then there exists a change
of variable xn = Snyn, with Sn+m = Sn for all n ∈ Z, such that system (1)
becomes
(5) yn+1 = Dyn
Proof. Using the same method than in Lemma 5, we can write Sn =
An−1 · · ·A0D−n. It is easy to check that Sn is what we want. This com-
pletes the proof ¤
3. Proof of theorems 3 and 2
Denote by F(R) the set of the d–dimensional vectors whose components
are formal power series of d variables with coefficients real periodic functions
of n ∈ Z with period m. We say that two formal m–periodic systems
xn+1 = Axn + Fn(xn)
and
yn+1 = Ayn +Gn(yn),
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where A is a real d × d matrix, Fn = O(‖xn‖), Gn = O(‖yn‖2) ∈ F(R)
are formally equivalent if there exists a formal m–periodic change of vari-
ables xn = yn + hn(yn), hn(yn) = O(‖yn‖2) ∈ F(R), hn = hn+m, which
transforms one system into the other.
Lemma 9. Assume λ(A) is weakly non–resonant, then system (2) is for-
mally equivalent to an autonomous system yn+1 = Ayn + F (yn).
In order to prove this lemma, we need to study a linear operator on the
d–dimensional vector space H ld, whose components are valued homogeneous
polynomials of d variables of degree l with complex coefficients.
Lemma 10. Let A be a complex d × d matrix and λ(A) = (λ1, . . . , λd).
Define a linear operator TA on H ld as follows
TAh(x) := Ah(A−1x),
for h(x) ∈ H ld. Then the set of eigenvalues of TA is{
λj
d∏
i=1
λ−kii : ki ∈ Z+,
d∑
i=1
ki = l, j = 1, . . . , d
}
.
Proof. We separate the proof into three cases.
Case 1 : We assume A = diag(λ1, . . . , λd). Choose a basis xkej of H ld, where
k = (k1, . . . , kd), |k| =
∑d
i=1 ki = l, x
k =
∏d
i=1 x
ki
i , ej is the unit vector
having 1 in the j–th coordinate. By the definition of the operator TA, we
have
TAx
kej = A(A−1x)kej =
d∏
i=1
λ−kii Ax
mej
=
(
λj
d∏
i=1
λ−kii
)
xmej = λjλ−kxmej ,
which means that xkej is the eigenvector of the operator TA and that λjλ−k
is the corresponding eigenvalue.
Case 2 : We assume that A is diagonalizable. Let A = PJP−1, where P is
a non–degenerated complex matrix and J = diag(λ1, . . . , λd). If we write
x = Py and h(x) = Pg(y), then we have
h(A−1x) = Pg(P−1A−1Py),
which implies
TAPg(y) = APg(P−1A−1Py).
So we define another linear operator TJ on H ld as follows
TJg(y) = Jg(J−1y).
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Let µ be an eigenvalue of the operator TA with eigenvector h(x) 6= 0, i.e.,
TAh(x) = µh(x). Then
TJg(y) = P−1TAh(x) = µP−1h(x) = µg(y).
That is, µ is the eigenvalue of TJ . Moreover, since all the above reasoning
are invertible, the eigenvalues of TJ and TA are the same. Now the situation
is the same as in Case 1.
Case 3. Assume A is not diagonalizable. Let A(ε) → A as ε → 0 be a
family of matrices depending on the parameter ε, which satisfies that A(ε)
is diagonalizable. Let λ(ε) = (λ1(ε), . . . , λn(ε)) be the eigenvalues of A(ε),
then λ(ε) → λ as ε → 0. Since the entries of the matrix representation
of TA is a finite addition and multiplication of entries of A, we have also
TA(ε) → TA as ε→ 0. Finally, by Cases 1 and 2 the proof follows. ¤
Proof of Lemma 9. Assume that the change of variables xn = yn + hn(yn)
with hn(y) = O(‖y‖2) ∈ F(R) transforms system (2) into the system yn+1 =
Ayn + gn(yn). Then we obtain
hn+1(Ayn + gn(yn)) = Ahn(yn) + fn(yn + hn(yn))− gn(yn),
or equivalently
(6)
hn+1(yn + gn(A−1yn)) = Ahn(A−1yn)
+ fn(A−1yn + hn(A−1yn))− gn(A−1yn).
Using the Taylor expansions of the functions fn(x), hn(y) and gn(y) with
respect to x, y and y respectively, we have
(7) fn =
∞∑
l=2
fn,l(x), hn =
∞∑
l=2
hn,l(y), gn =
∞∑
l=2
gn,l(y),
where fn,l, hn,l and gn,l are d–dimensional vectors whose components are
homogeneous polynomials of degree l for every n ∈ Z. Substituting the
equalities of (7) into equation (6), we solve equation (6) for hn,l, n ∈ Z,
inductively by comparing the terms of degree l for l = 2, 3, . . . Setting
hn,1 = gn,1 = 0, assuming that we have already determined the terms of
degree no greater than l− 1 for l ≥ 2, and comparing the terms of degree l
with respect to yn, finally we get that
(8) hn+1,l = TAhn,l + Fn,l −Gn,l,
where TA is the linear operator on H ld defined in Lemma 10, Gn,l is the m–
periodic coefficient of gn,l(A−1yn) with respect to yn, Fn,l is the coefficient
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vector of the term of degree l of the expression
fn
A−1yn + l−1∑
j=1
hn,j(A−1yn)
− l−1∑
j=1
hn+1,j
yn + l−1∑
j=1
gn,j(A−1yn)
 ,
which is m–periodic and known already by the induction assumption.
Our purpose is to find a m–periodic solution hn,l of equation (8) by
choosing well Gn,l = Gl a constant independent on n. Every solution of
equation (8) has the form
hn,l = TnAh0,l −
n−1∑
j=0
T jAGl +
n−1∑
j=0
Tn−j−1A Fj,l,
where T 0A = I is the identity operator on H
l
d. Now we seek the solution
hn,l, which satisfies hn,l = hn+m,l for n ∈ Z. Therefore, we obtain
TnA
(TmA − I)h0,l − m−1∑
j=0
T jAGl +
m−1∑
j=0
Tm−j−1A Fj,l
 = 0,
or equivalently
(9) (TmA − I)h0,l −
m−1∑
j=0
T jAGl +
m−1∑
j=0
Tm−j−1A Fj,l = 0.
In fact, by the above equalities, we know that hn,l = hn+m,l for n ∈ Z if
and only if h0,l = hm,l because Fn,l is m–periodic and det(A) 6= 0. Let
T˜ =
∑m−1
j=0 T
j
A and F˜ = −
∑m−1
j=0 T
m−j−1
A Fj,l, then we obtain
T˜ ((TA − I)h0,l −Gl) = F˜ ,
Because TmA − I = T˜ (TA − I). If {µi} is the set of eigenvalues of TA, then
{µ˜i} is the set of eigenvalues of T˜ , which is given by
µ˜i =

m if µi = 1,
µmi − 1
µi − 1 if µi 6= 1.
Since λ(A) is weakly non–resonant, T˜ is invertible. Denote by (TA − I)H ld
the image of the operator TA − I on H ld(R) and by Rld its complementary
subspace: H ld(R) = (TA − I)H ld ⊕Rld. Let
T˜−1F˜ = T˜1 + T˜2,
where T˜1 ∈ (TA − I)H ld and T˜2 ∈ Rld. Taking Gl = −T˜2, then we obtain
(TA − I)h0,l = T˜1. Thus, there exists h0,l ∈ H ld(R) satisfying equation (9);
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i.e., equation (8) has am–periodic solution choosing well Gl. This completes
the proof. ¤
Lemma 11. Given a formal Taylor series h(x), there exists a C∞ function
h˜(x) whose formal Taylor series expansion is equal to h at the origin.
Proof. Suppose that
h(x) ∼
∑
k∈Zd+
ak
xk
k!
.
Let µk = (|ak|+ 1)k!, then the series
h˜(x) =
∑
k∈Zn+
akψ(µk‖x‖)x
k
k!
defines a C∞ function with the prescribed power series h, where ψ is the
C∞ cut–off function defined as following
ψ(r) =
{
1, 0 ≤ r ≤ 1/2;
0, r > 1.
This completes the proof. ¤
The next result is proved in [2] and [10].
Lemma 12. If two hyperbolic germs of C∞ diffeomorphism are formally
conjugate, then they are C∞ conjugate.
Proof of Theorem 2. Since λ(M), the eigenvalues of the linear monodromy,
satisfies the non–resonant conditions, then the Poincare´ map is formally
linearizable. See for more details [5, 3]. By the same condition, we know that
M is hyperbolic. So by Lemma 12, this Poincare´ map is C∞ linearizable.
Thus the corresponding periodic difference system is linearizable by Lemma
5. This completes the proof. ¤
Proof of Theorem 3. By Lemma 7, system (2) can be formally changed into
a real formal autonomous difference system
yn+1 = Ayn + F (yn)
by the formal coordinate substitution
xn = yn + hn(yn), hn+m = hn.
Applying Lemma 11, there exists a C∞ m–periodic function h˜n, h˜n+m = h˜n,
satisfying Jet∞xn=0h˜n(xn) = Jet
∞
xn=0hn(xn) for n ∈ Z, where the notation
Jet∞xn=0hn(xn) means the sequence of coefficients of the Taylor expansion
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of hn at the origin. Now under the change of variables xn = yn + h˜n(xn),
system (2) is C∞ equivalent to
(10) yn+1 = Ayn + F˜n(yn),
where F˜n = F˜n+m with Jet∞yn=0F˜n(yn) = Jet
∞
yn=0F (yn). Using again
Lemma 11, we know that there exists a C∞ function f˜ such that Jet∞yn=0
f˜(yn) = Jet∞yn=0F (yn). Therefore, system (10) can be written in the new
form
(11) yn+1 = Ayn + f˜(yn) + rn(yn),
where rn+m = rn and Jet∞yn=0rn(yn) = 0. Denote by Φ the Poincare´ map
of the system
(12) yn+1 = Ayn + f˜(yn).
We specially note that this Poincare´ map is am–time map, i.e., Φ: y0 7→ ym.
Let Ψ be the Poincare´ map of system (11). Then we have Jet∞·=0Φ(·) =
Jet∞·=0Ψ(·). Since A is hyperbolic by our assumptions, we obtain that Φ
and Ψ are hyperbolic. Therefore, by Lemma 12 they are C∞ conjugate.
Finally using Lemma 5 we complete the proof. ¤
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