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Abstract— The availability of synthetic realistic data enables 
design optimization, algorithm evaluation and verification of any 
digital system where a significant amount of digital signal 
processing is performed. The evolution of positron emission 
tomography cameras towards continuous sampling of individual 
position-sensitive photomultiplier anodes with processing 
algorithms implemented on digital programmable logic devices 
creates a new framework where new approaches to the γ-event 
detection are possible. We have developed a system model of the 
acquisition chain, including multi-layer phoswich, 
photomultiplier, front-end analog electronics, data acquisition 
and data processing.  This processing includes estimation 
algorithms for the most relevant event parameters: energy, layer-
of-interaction, time picking-off and event location. The selected 
simulation platform couples gently to digital hardware simulation 
tools, in such a way that implemented models may generate real-
like stimuli for the digital system under development.  The 
modeling of the whole front-end electronics enables deeper 
understanding and tuning of different system trade-offs and 
provides a rapid and soft transition between specification and 
hardware development. 
Keywords: continuous sampling, depth of interaction, front-
end electronics, nuclear pulse processing, hardware validation, 
positron emission tomography (PET) modeling. 
I. INTRODUCTION 
MAGE quality in positron emission tomography (PET) is 
strongly influenced by the gamma detector capability to 
estimate energy, timing and positioning of the γ-event. 
Traditionally gamma rays are detected by scintillator crystals, 
that produce a scintillated light pulse which is amplified, 
commonly by a position-sensitive photomultiplier tube (PS-
PMT), and readout via charge division techniques [1, 2]. 
Recent experimental results have shown that processing of 
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individual PS-PMT channels might provide better position 
estimation and image quality, at the cost of higher complexity 
and more supporting electronics [3]. Spatial resolution and 
resolution uniformity can be further improved reducing the 
parallax error by means of considering a multi-layer detector 
[4], also known as phoswich.  
In this work the system to be modeled consists of a multi-
layer detector coupled to a PS-PMT, whose anode outputs are 
further processed and read by free running analog-to-digital 
converters (ADCs) at a given acquisition frequency sf . 
Dedicated digital logic processes and characterizes the 
detected pulses. The motivation to investigate this architecture 
is the higher spatial resolution and uniformity resolution that 
can be achieved when the system is able to identify the depth-
of-interaction (DOI) [5] in real time, combined with the 
potential benefits of performing digital processing on each 
individual channel to increase signal-to-noise ratio and 
improve position estimation, via local energy integration. Such 
scheme may also improve timing resolution by means of 
correcting transit time differences among channels before 
energy integration and pulse processing.  
This work focuses on modeling both system front-end 
electronics as well as the digital processing algorithms. This 
approach eases system internal characteristics understanding, 
facilitating the optimization of the design of future PET 
detector modules [6]. In addition, algorithms estimating pulse 
parameters such as energy, positioning or timing are 
implemented, being validated and evaluated via cosimulation 
using simulated realistic synthetic pulse as input stimuli to the 
HW under development. 
II. METHODS 
A. Simulation platform 
The analog front-end (crystal layers, PS-PMT, analog 
electronics and ADCs) and the digital signal processing 
algorithms have been modeled using Simulink 5.0 (The 
Mathworks, Natick, MA, USA). Modeling of the processing 
algorithms have been realized with a HW implementation in 
mind.  
Additionally these algorithms have been implemented as 
digital blocks described with synthesizable VHDL (Very High 
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 Speed Integrated Circuit Hardware Description Language) 
optimized for their implementation on programmable logic 
(FPGA) from Xilinx (Xilinx, San José CA, USA), and their 
functionally has been simulated with Modelsim SE (Mentor 
Graphics, Wilsonville, USA). The software package 
XtremeDSP® from Xilinx  has been used for the VHDL code 
verification and performance estimation. This package 
provides the coupling between Simulink and Modelsim, where 
the first provides both realistic stimuli and the analysis tools 
while the latter simulates the accurate behavior of the 
synthesized hardware. Code evaluation and performance 
estimation are based on several set-ups (testbenches) which 
intensively exercises the different sub-modules. 
 
Fig.1: The simulation platform consists of Simulink and Modelsim 
cosimulating different aspects of the system. It this figure a feasible set up is 
shown, with the testbench being simulated at the background, and some signal 
probes, including a HDL waveform, in the foreground. 
 
B. System Model 
Synthetic anode pulses are built by modeling the different 
stages of the acquisition chain, taking into account the 
statistical properties of the processes involved. The starting 
point is the average charge oQ  delivered by each anode of the 
photomultiplier, which may be computed as: 
 
GNQ PHOo ⋅⋅= η   (1) 
 
where PHON  is the mean number of photons created in the 
scintillator upon γ -absorption, η  represents the probability 
that an optical photon from the scintillator reaches the first 
dynode of the PS-PMT and G represents the mean electron 
multiplication factor of the PS-PMT [7] . This charge is 
delivered in the form of a current pulse, which after 
preprocessing can be acquired and analyzed by the digital 
electronics. 
 
Crystal Model  
On every γ -ray scintillator interaction there is an energy 
exchange which generates as a result a certain amount PHON  
of optical photons . The actual number of generated photons is  
function of the γ -ray energy γE , the scintillator photoelectric 
fraction FEP , the photon yield ( )γEY  and the scintillator 
intrinsic energy resolution  EE∆ .  
Moreover these photons are time distributed according to 
the scintillation properties of the crystal, which can be 
modeled as a lineal combination of two or more exponential 
functions [8], which take into account pulse rise RISEτ  and fall 
FALLτ  constants. Most scintillators of interest may be 
described with a single rise and a single fall constant [6], 
therefore the crystal pulse is modeled as follows: 
 







+
=
= )P-Prob(1with   
255
0,U
)Prob(Pwith h
FE
2
FE
γ
γ
γ ν
E
E
E
ECRISTAL
 [9] (2) 



 ∆
⋅=
CRISTAL
CRISTAL E
Yield,E ENNPHO   (3) 
RISEFALL
RISEFALL
PHOPHO
tt
NtN
ττ
ττ
−



−−


−
=
expexp
)(   (4) 
 
where U(a,b) stands for a uniform distribution between a and 
b,  and N(m,v) stands for a gaussian distribution with mean m 
and variance v. 
The second term η  of equation (1) is decomposed as the 
product of two terms: crystal efficiency CRYSη , which ranges 
between 20-60% depending on crystal size, surface finish and 
coupling to the PMT [10], and the quantum efficiency PMTη , 
which depends on PMT efficiency at the wavelengths defined 
by the scintillator  emission spectrum and is usually less than 
25%. They are implemented as a binomial distribution, where 
a the actual number of photons  )(' tN PHO  that at a given time 
point t reaches the photocathode is: 
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In case of a multi-layer phoswich, in first place the crystal 
layer is selected randomly, taking into account the a priori 
probabilities of each layer which are function of  crystal 
lengths and the scintillator stopping power, and next a pulse is 
drawn out  as described in previous equations (2)(3)(4)(5). 
2
 PS-PMT Model 
The next item in the chain is the PMT, whose basic 
functional diagram is shown in fig.2. It consists of a 
photocathode and a series of dynodes in an evacuated glass 
enclosure.  When photons strike the photocathode, electrons 
are emitted via the photoelectric effect.  The electrons are 
focused onto the first dynode by an electric field  and when 
they strike the dynodes, more electrons are emitted.  The 
current of electrons increases as it moves down the successive 
dynodes until it reaches the anode, producing a small current 
pulse, achieving an amplification gain of  103-108.  The voltage 
divider network shown in the figure carries a steady current 
totRHV−  which supplies the electrons for multiplication at 
each dynode.   
 
Fig.  2. Schematic of a basic photo multiplier. When operating the PMT, a 
high voltage(HV) is applied over the photocathode, the dynodes and the anode. 
This is done by the aid of a resistor chain that creates a potential ladder down 
the structure. When a photon hv  from  a scintillating crystal enters the PMT 
window it will hit the photocathode and there is a certain probability (given by 
the quantum efficiency) that an electron is emitted under the action of the 
photoelectric effect.  
 
PMT’s use is widely spread mostly because of their high 
linearity and gain. The most important parameters are the gain, 
which is function of voltage and temperature, dark current, 
transit time, rise time as well as cross-talk and gain non-
uniformities. The implemented PMT simulation model extends 
the statistical approach presented at [11] to a  PS-PMT, where 
each cathode collects and amplifies the energy striking a 
particular section of the PMT surface. 
 
 
Fig.  3. The scintillation light pulse from a given crystal irradiates an area of 
the PMT surface, which includes several photocathodes.  Each of these 
collects and amplifies the energy, giving away a current pulse through its 
anode that is function of the impact location, PMT properties.  
 
As it is shown in the Fig.3 the photons coming out the 
crystal illuminate an area of the photocathode  bigger than the 
crystal section due to the photon spread during their 
propagation through the optical glue and borosilicate window. 
This spread has been modeled as a spatially distributed 
gaussian function centered at the crystal whose spread factor 
PMTσ  is empirically determined. In this way the energy 
collected by each anode j is computed as the integral across the 
corresponding cathode  domain jΩ  as follows: 
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where ( )mm yx ,  are the coordinates of the m crystal center at 
which energy deposition takes place, jG  includes gain non-
uniformities and PMTσ  models photon spread. 
Finally the single-photon PMT response, characterized by 
the device’s rise time 2PMTriset  and transition time jitter 2PMTjittert , 
is modeled as: 
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Combining all this expressions together the current )(ti j  at 
the output of each anode j is estimated as the PMT response to 
the  photon flux illuminating the cathode plus the dark current 
darkI   as follows, where G is the PMT gain, T is the simulation 
time step and q is the charge of an electron:  
 
darkPHOjj ItNthFGT
qti +∗⋅⋅⋅= )(')()(   (8) 
 
Readout Model 
Two  options are considered for anode readout; on one side, 
the classical Anger approach where the number of processed  
signals is  reduced by means of a resistive network [1], on the 
other all anodes are individually acquired [12]. In any case 
current pulse is amplified by a transimpedance filter and 
shaped by a  nRCCR −  filter[13] prior to digital conversion by 
an analog-to-digital converted (ADC) sampling at a fix rate 
sf . The acquired stream will be digitally processed to identify 
and characterize the pulses generated by the detected γ -ray. 
At this point it is required to stress the considered noise 
model, as it is essential to achieve a realistic synthetic pulse. In 
the implemented models both series 2ne  and parallel 
2
ni  noise 
are considered as described in fig.4. It has been shown [14] 
that under normal conditions the noise spectral density may be 
modeled as a first polynomial, where the coefficients 
ff baba ,,,   are either analytically estimated or empirically 
computed: 
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Fig.  4: Noise model for the analog front-end. It is important to point out the 
influence of  parasitic capacitances Ctot on the series noise en which  may 
dominated over the rest of noise sources. 
III. RESULTS 
The presented models for the analog front-end have been 
implemented as parametrizable Simulink blocks, that are easily 
configured to simulate different scenarios or testbenches. The 
first of these scenarios mimic an available LYSO-based 
detector whose pulses are compared, as shown in Fig.5, to real 
dynode pulses acquired with an oscilloscope. As it can be seen, 
both shape and noise level are identical. 
 
 
Fig.  5: Real(red) versus synthetic(black) LYSO (Crystal Photonics Inc) pulse.  
 
The next stage has been the configuration of the Simulink 
blocks to model the analog front-end consisting of a 16x16 
LSO(0.22x0.22x1.2cm)/GSO(0.22x0.22x1.2cm) phoswich 
coupled to a Hamamatsu H5000 PS-PMT[17] with optical 
grease, based on the observations and measurements carried 
out by several authors [3][5][7][12][15][16][18]. Given the 
scintillator, coupling and PMT properties the overall efficiency 
η is set to 10% which is consistent with previously reported 
values [7],[19]. Noise levels are set  based on the  
measurements done with our current front-end. Anode outputs 
are reduced to 4 Anger signals namely (X+,X-Y+Y-) by means 
of a resistive network[1], each of which is filtered by a CR-RC 
filter with 10 ns peaking time and continuously sampled at 
50MHz. Finally,  the original PMT has been simplified from 
8x8 to 4x4 channels in order to speed-up simulations and 
provide a pessimistic scenario for performance estimations. 
 
 
Fig.  6: Simulated flood map (left) for an LSO-only simulation with Anger 
positioning. Distortions are due to crystal lower light collection near the edges, 
the non-uniform gain of the PS-PMT and non-linearities introduced by the 
resistive network. The profile on the x-axis (left) shows that despite distortions 
the 16 crystals can still be identified. 
 
Fig.  7: Simulated energy spectrum for fixed crystal. GSO and LSO 511KeV 
photopeaks are clearly identified. The FHWM energy resolution is estimated 
to be around 15.5% for GSO and 11.5% for LSO. The relative gain between 
LSO and GSO is 2.7:1, as expected due to the lower GSO photon yield and 
slightly lower PS-PMT quantum efficiency at the GSO wavelength.  
 
The data stream generated by the ADC models is used as 
input stimuli to the VHDL code which is concurrently 
simulated by Modelsim. These stimuli have been used to 
debug and validate the implemented digital algorithms: pulse 
detection,  energy, position, time stamp generation and pulse 
shape for DOI estimation.  
Fig. 6 shows a simulated flood map for a LSO-only 
simulation and the x-axis profile. Distortions on the crystal 
location may be attributed to the crystals  lower light collection 
near the edges, the non-uniform gain of the PS-PMT and non-
linearities introduced by the resistive network. 
Event position, Fig 6, and energy, Fig 7, are estimated  by 
triggering acquisition when the energy goes above a fix 
threshold and accumulating the samples for a given integration 
window. Crystal identification is based on delay integration [5] 
[20] where, as shown in fig. 8, the classification error rate is 
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 estimated to be below 10%. Finally timestamps are obtained 
by zero-crossing a filtered [21]  version of the input energy 
achieving an estimated single timing resolution (FWHM) 
around 1.8 ns for LSO and 5 ns for GSO.  
 
Fig.  8: Simulated phoswich diagram for LSO and GSO. The y-axis is the 
result of  integrating the  complete pulse energy while in  the x-axis only a few 
samples of the pulse tail are integrated. Due to HW implementation both 
energies are related with a scale factor of 4.  
IV. CONCLUSIONS AND FUTURE WORK 
Our simulation results show very good agreement with 
published results for similar configurations [3], [18] and 
suggest that this relatively simple system models are able to 
describe the most significant system features and provide 
realistic stimuli to the VHDL, fact that eases the 
implementation and validation of the implemented algorithms 
on hardware as well as enables the estimation of system 
performance. As an example, the availability of synthetic 
stimuli gave valuable insight for the design and optimization of 
the digital timestamp generation block and allowed for the 
detection of a very subtle code bug which would have been 
very difficult otherwise. 
 The implemented blocks estimate the most significant 
parameters of the pulse: energy, position, timestamp and DOI, 
assuming a continuous data stream generated by free running 
ADC. As future work, we are currently working on the 
elaboration of a prototype where pulse will be acquired up to 
65MHz, characterized by the processing logic and sent to the 
host via a Ethernet connection. Additionally we are working 
on a new VHDL code that takes as input each anode output so 
that we get rid of  the resistive network, and the presented 
cosimulation environment will be extensively used for 
debugging, validation and performance estimation.   
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