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Communicated by P. R, Krishnaiah 
In this paper, some of the familiar transformations of T are examined for their 
robustness to nonnormality. General results are given for any parent population 
f  (x, y) and any general transformationg(r) of T. Twotypes of parentpopulations are 
considered for exemplification: The bivariate Edgeworth series distribution and 
the truncated bivariate normal distribution. The effects of nonnormality are 
assessed through the parameters r; , pLz , y, , yz . Tables are provided comparing 
these quantities against their bivariate normal counterparts. 
1. INTRODUCTION 
Let (Xi , Y,), i = 1, 2 ,..., n be a random sample of size tl from a population 
with the probability density functionf(x, y). Then 
y = I? vi - -qY, - Y)/j i (Xi - 332 i (yi _ y)2/l’2 (1.1) 
i=l i=l i=l 
is the sample coefficient of correlation. The properties of I in the case when 
f(~, y) is of the bivariate normal (BVN) form have been extensively studied. 
Most prominent and thorough study is that of Hotelling [6]. Several authors 
have suggested transformations that render the distribution of the transformed 
variable close to normal or Student-t distribution. These transformations are 
of interest to us in the present paper. In particular, the robustness of such trans- 
formations to nonnormality is studied. 
The robustness studies have been made by several authors. Among these 
we can mention Gayen [4] and Sankaran [14], for the bivariate Edgewirth series 
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distribution (BVESD). More recently, some empirical work has been done 
by Kowalski [7] for other types of nonnormal populations. The purpose of the 
present paper is to derive general expressions for pi , pa, 11s) p4 to O(Y+) when 
the parent population is of any type. We exemplify the generality with the 
truncated bivariate normal distribution (TBVND) and the BVESD. 
2. MOMENTS OF r 
Let pP be the population coefficient of correlation. Then it is possible to write 
y = (k2~l#2 = PP 
41 - Kll 
1+ 
k20 - K20 
Kll K20 )( 
1+ 
k,, - Ko2 -112 
K02 
(2.1) 
where k i1 , k,, , k,, are the sample cumulants and Kll , ~~~ , Ko2 their population 
equivalents. Cook [l] obtained the moments of T for any f(x, y) to O(&) by 
an expansion of (2.1). From such a development it can be seen that 
E(Yj) = pi + xy/n + x$z2 + x$3 + opz-4). (2.2) 
In (2.2) A$’ are functions of the moments of (X, Y). The expressions for 
XY) , 22’ are given by Gajjar and Subrahmaniam [3]. In some instances it is 
preferable to express the moments of Y around an arbitrary point p. Simple 
algebraic manipulations yield to O(n-4): 
E[(r - p)j] = 8 + i Ayn” + O(n-4) 
i=l 
(2.3) 
with 6 = (pp - p). In (2.3) A?) is given by 
Ay) = y (-1)” ( jk) pkXy-k’* 
k=O 
In the case where pa = p, 6 = 0 and therefore the expressions are simplified. 
We note here that in the case when we are dealing with the TBVND, the 
hti) are determined by using Cook’s expansion. Therefore, in this particular 
instance the moments are obtained to O(n-3). 
3. TRANSFORMATIONS OF r 
Let g(r) be a one to one transformation of Y. Several forms of g(r) have been 
examined in the literature with a view to making the distribution of g(r) close 
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to normal or Student’s t-distribution. For this purpose, the usual procedure is 
to expand g(r) around p. Thus 
g(y) = g + Ql + $2 + gg, + ;g, + $5 + ;g6 + ..* (3.1) 
where g = g(p), g, = dkg(r)/drk, evaluated at Y = p, and t = (I - p). Let 
Tk = E(tk). The moments of g(r) can be written down in terms of 7k . Retaining 
the first seven terms 
-Q?(r)1 = g + 7181 + T2g”+73g3+T g4fT 5 
2 (j 424 
k+T 6 xc- 
120 720 (3.2) 
Qd~r = if2 + &m-I + LY12 + gg2> ‘Tz + kg, + gg,PI T3 
+ &22 + a4 + %gJ T4/ 12 + kg5 + %1g4 
+ lOgi& 7&O + kg, + %,g, + l&w, + logs21 7,/360 (3.3) 
K&ll” = g3 + 3g2m, + %{ggz + 20 742 + k”g, + %g,.a + k3) ~32 
+ {g”g, + 6g.z2 + ?f!h& + 12g,g12) T/8 + { k’“g, + 2%“& 
+ Nglg22 + 20#2& + %%?4~ 75/40 + wg6 + wg12g4 
+ g&kg4 + !?23 + % &!h) + %%!,2 + 12&%‘5} Q/240 (3.4) 
‘%(~)I4 = g4 + 4&,‘-, + 2g2(gg, + 3g12) 72 + &‘(g”g, + 9@f,g, 
+ 6g131 9/3 + {g”ge + 9g2gz2 + l%“glg, + 36gg12g, 
+ %:I 7416 + {g”gti + 1 5g2g,g4 + Wg2g,g, + %gl”g, 
+ %&? g,2 + %,3g,)) 40 + ( g”ga + 9ogl?23 + 3og2g,’ + 1 2og13& 
+ 1og2& A% + 45g2g,g, + 27%2&2 + 36Ogg, g, g, + 90gk2g4> T6/ 180. 
(3.5) 
It is possible to substitute for T j  in powers of n-l and obtain a corresponding 
expansion, in any particular instance, for the moments of g(r). Detailed 
expressions may be found in Subrahmaniam and Gajjar [15]. In what follows, 
the problem has been simplified considerably by taking 8 = 0; this implies 
that in all the transformations used, p is assumed to be the population correlation 
coefficient ps. This distinction is of importance for the TBVND, where the 
p appearing in the density function is not ps , p o p ulation correlation between 
Xand Y. 
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4. CENTRAL MOMENTS OF g(r) 
Since 6 = 0, 1-13 = gj. 
E[g(r)]j = gj + ;ay + f $' + $&' + O(n-4). (4.1) 
Simple algebraic manipulation yields the central moments of g(r) to the same 
order. Thus we can write: 
(4.2) 
In (4.2), /3f) are functions of the 01’s and g. Details are left out for making this 
presentation concise. The reader may refer to Subrahmaniam and Gajjar [15]. 
5. SPECIAL TRANSFORMATIONS 
In this section special forms for g(r) are considered. The moments in these 
special cases are derived for the joint p.d.f. f(x, y) of a very general nature. 
In later sections, three special forms for f(~, y) will be examined. The trans- 
formations presented here have been studied by various authors in the bivariate 
normal case. The purpose of the transformations has been to induce normality 
or to make the distribution of g(r) close to that of Student’s - t. 
In the following sections we recall that hy), i = 1,2,3; j = 1,2,..., 6, are 
defined in terms of pz, and the moments of r as in equation (2.4). Note that 
,p = j&p = jp/(l - py. 
5.1. Fisher’s tanh-l r 
Here g(r) = tanh-lt, g(p) = tanh-lp. Upon substituting the derivatives of 
g(r), at Y = p, in the appropriate expressions, we get the moments of g(r) to 
O(ne4). Thus, for i = 1,2,3, 
.p = $1 + pp + (p” + 4) $) + p(1 + p2) I$) 
+ (p” + 2ps + g) .p + p(l + lOP2/3 + P”) q’ (5.1) 
yielding 
E[g(r)] = g(p) + 2 cY.ysl)/d + 0pr-y. (5.2) 
i=l 
683/10/r-5 
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The y  functions appearing in the higher moments are, for i = 1,2,3: 
$) = v’iz’ + 2&a’ + (gp2 $2) +)/3 + 4p(2 + 3p2) ~93 
+ (23 + 300~~ + 225~~) v’i6’/45, (5.3) 
and 
,,!3’ = v;3’ + 3pv:4’ + (1 + 6p2) ~1”’ + 5~(1 + 2~~) r’:‘), 
t (5.4) 
Yj4) = vl4) + 4pvj5) + 2(2 + 15p2) q/3. (5.5) 
5.2. Samiuddin’s Transformation 
Samiuddin [12] suggested the transformation 
g(r) = (r - p)(n - 2)‘/“/[(1 - r2)(1 - ~~)]l/~ (5.6) 
of which the distribution is close to Student’s-t distribution. Upon substituting 
the derivatives of g(r) at Y = p, noting that g(p) = 0, we get, for i = 1,2, 3, 
& = (n - 2)1/2[vy’ + pvi2’ + (p” + $) VP’ + p(p2 + Q) vi4) P 
+ (p” + 3p2 + Q) vi”’ + p(p4 + 5p2 + 9) q1- (5.7) 
From (3.6) 
@g(r)] = i $)/ni + O(n-3. (5.8) 
i=l 
The higher moments of g(r) involve the y-functions. These are given by, for 
i= 1,2,3, 
y(2) = (n - 2)[vi2) + 2pvi3) + (1 + 3p2) ~7) + 4p(l + p2) I+~) 0 
+ (1 + lopa + 5p4) vyq (5.9) 
y!3’ = (n - 2)3/3[vi3) + 3/x+“’ + 3(1 + 49) lj5)/2 * 
+ 5P(2Ps + 8) y(q I (5.10) 
Yi (4) = (n - 2)3[v;4) + 4pvi5) + 2(1 + 5p2) vi6)]. (5.11) 
The three central moments pzo , p3# and /*.40 are obtained from the results in 
Section 4. 
ROBUSTNESS TO NONNORMALITY 65 
5.3. Nair’s~Tramfomation 
The transformation g(r) = (r - p)/(l - rp) was suggested in Pillai [9]. It 
has a distribution close to Student’s t-distribution for the BVN case. To O(nm4) 
we can write the moments of g(r) using the above general development. Since 
g(p) = 0, we have 
where 
E[g(r)] = i p/n’ + O(n-4) (5.12) 
i=l 
fori = 1,2,3. 
The higher moments involve the y-functions. These are given in this case by 
fori= 1,2,3andj=2,3,4. 
5.4. Arcsine Transformation 
Harley [5] studied the properties of this transformation and showed that in 
samples from the BVN distribution 
E[sin-l r] = sin-l p. 
In fact, this is the only function g(r) of r, such that its expectation is g(p) in 
the BVN case. 
For any parent population, we see that 
where 
&+)I = g(p) + i 4%+ + o(n-4) (5.15) 
i=l 
a;” = (1 - p2)1/2{~;l) + pup’/2 + (1 + 2p2) vi”/6 + ~(3 + 2p2) vi4’/8 
+ (3 + 24p2 + 8p4) v;~‘/~O + ~(15 + 40~~ + 8p4) vig’/48} (5.16) 
fori= 1,2,3. 
The y-functions involved in the &coefficients for pzo , hs and p4,, are given by 
#‘=(I -p2)[“p)_tp”i8)+ 12 4 + lb2 “,!” + 11 + w $’ 
12 * 
+ 
64 + 607~~ + 274~~ 
360 
vId 1 (5.17) 
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$’ = (1 _ p2)“/2 [,y + +T VP) / 2 -+p2 #) + P(13 ly e-J2) “16)] 
#’ = (1 - $)2 [p + q45) + 4 +6’7P2 ,,)], 
for i = 1,2,3. 
5.5. Ruben’s Transformation 
Ruben [ 111 defined the normalizing transformation 
where 
g(r) = (ai + bjT)/(c + ?2/2}1/2 
and 
r” = Y/(1 - Y2)1/2, p” = p/(1 - py 
a = (n - 2.5)lj2, b = -(n - 1.5)1/2, c = (1 + p”2/2). 
(5.18) 
(5.19) 
(5.20) 
Then g(p) = (a + b) p. Introducing the lotation 
K1 = 2a - (a + b) p2, 
fc2 = p(6a - 2b - 3(a + b) p2},4, 
% = 3{4a + (4a - lob) p2 - 3(a + b) p&)/8, 
~4 = p(60(3a - b) - 12(5a + 29b)pz - 15(a + b)p4}/16 
~5 = 15{24a + (108~ - 156b)p2 + (78a - 2523) p4 + 1 I(a + b) @j/32, 
KG = 15d720a + 144b + (1564Oa + 8283) p2 - (12480~~ + 73203) p4 
+ 4515(a + b) p6}/64, 
we can write the expressions for the coefficients appearing in the moments 
of g(r). Thus 
where 
.&?(~)I = g(p) + i 4%” + O(n-4) (5.21) 
i=l 
3 = g1 KjVf)/j! t 
Also 
#) zzz Kl vi 2 (2) + KlK2Vp + (3K,2 + 4K&‘F)/12 + (2K2K3 
+ K1K4) v15’/12 + (10~~~ i- 15~~~~ f  6~& vp’/360 (5.22) 
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#’ = K~~“P’ + 3~~%~$‘/2 + (2q2tc, + 3K1K2) ~94 
+ (K12Kq + Kz3 + ‘tK1K2K3) VP)/8 
K;l$) + 2K,3K2$’ + (4K13K, + 9K12K2”) v(i6)/6 
(5.23) 
(5.24) 
fori= 1,2,3. 
6. EDGEWORTH SERIES DISTRIBUTION 
Gayen [4] has studied the distribution of r in the case of sampling from the 
bivariate ESD defined by the p.d.f. 
f(X, Y) = 1 + CC Aij w IIs’Dt/ +(x, y; p) 
I 
(6-l) 
i+j=3,4s 
. . 
where +(x, y; p) is the SBVN density; D, , D, are the partial derivative operators 
with respect to x and y, respectively. The Aij are functions of the population 
semi-invariants. Gayen [4] has represented the p.d.f. of r in this case as (see 
equation 32 of Gayen’s paper): 
(n- 1) 
+ 12(n + l)(n + 2)(n + 4) I 
a 
%$- + L&2 apt -E + L6,3 +I fN@, P) 
(6.2) 
where &,(r, p) is the normal density function of r. The coefficients L in (6.2) 
are given by Gayen [4]. 
It can be seen from (6.2) that the kth raw moment ~6 of Y in the nonnormal 
case can be determined from the normal moments p&(p) as 
+ 12(?2 + I)(n + 2)(n + 4) I &N(P). 
(6.3) 
Subrahmaniam and Gajjar [ 151 have obtained explicit forms for the raw 
I moments pkN, and hence, for & . Readers are referred to this paper for the 
details. In most situations it is preferable to express the moments in terms of 
the moments of (Y - p). These are also given in Subrahmaniam and Gajjar [ 151. 
For completeness, however, we list below the v-functions for the BVESD. 
These can be used along with the other equations to determine the moments of 
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g(r) for any transformation. In what follows, a modified notation has been intro 
duced to facilitate collection of terms irndving various powers of n-1. 
L,,, = 3P% - 4% + 2Ph , L,,, = p2q - 4pa2 f 2(2 + p”) A,, 
with 
a1 = (h4llf &4), a2 = GL31 + 43). 
Also, for i = 1,2, 3, 
where 
N,., = --15pc+ - 6~014 + 12/\,,h,, + lb, 
N,,, = -9p2a3 - 3(4 + 5p2) (~4 + 36ph,,X,, + 3Opc+, - 12cx, 
NW = -P% - 3p(p2 + 2) a4 + 2h3&,,3 + 6(1 + 2p2) &,A,, + 6$x, - 6pors 
and 
n/r,,, = I&o(, - 6h3&3 + &2h2, + l&or3 
M,,, = 6(2 - 5p2) a4 - 18ph,&,,, + 18pX,lh,2 - 6(2 - 5p2) a6 
Me,,, = ~PQ - p2> a4 + 60 - P”> W,, - W - p2> X2& - ~PU - p2bs 
with 
013 = c&l + 43, a4 = (Xl + X2), [ys = (~3dZl + AI,&,) 
and 
Let 
% = @3LA2 + ~03~2,). 
and 
Using this notation we have: 
(1) 
Vl = -pi2 + G33 
VP’ = ~(1 - 9p2)/8 - (1 - 3p2)LzJ16 + 3p(l -p2)Lz2/8 + NzJ12 
9 (‘) = p(1 + 42p2 - 75p4)/16 + ((1 - 30p2 + 45p4)L& 
- ~OPU - 3p2)(1 - p2>LZ2W4 + ((3~~ - 1) N& + +(I - p2) NZ, 
+ 6(1 - p2J2 N,& + 2JJ&>/24 
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“F’ = 1 +LZs/4 
v2 (2) = 23pa/4 - 5/L&/8 - 3(1 - 3p2) L:,/4 + N&/6 
vt’ = --p2(97 - 309P2)/8 + ~(47 - 147ps)Lz,/32 + 3(4 - 51f2 + 65f*) 
X LzsI8 - 5fNtJ12 - (1 - 3p2) Nz2/2 + 7f(l - p”) Nz3 + Mzsi6; 
and 
(3) = 0 
Vl 
v2 (3’ = -15p/2 + 3L,T,/8 - 27pL:,/8 - N&/2 
VP’ = 3p(41 - 266f2)/8 - 3(10 - 93p2) L&/32 + N&/4 
- 9p(91 - 235p2)L,T2/32 - 9pNz2/4 - 15(1 - 3p2) N&/4 + M&/2; 
finally, 
vy = 0 
VI”’ = 3 + 3L:,,/2 
V3 (*) = -3(4 - 79p2)/2 - 27pL&/4 - 3(28 - 219~~) Lz2/8 + N;, - 13fN& 
Using these expressions in the moment coefficients given in Section 5 for the 
various transformations discussed in this paper, we can write down the y-func- 
tions involved. The actual expression for the various transformations to O(n-3) 
are to be found in Subrahmaniam and Gajjar [15]. 
7. TRUNCATED BIVARIATR NORMAL DISTRIBUTION 
The authors [3] have considered the distribution of T in the case of 
TBVND. The latter distribution is defined by the p.d.f. 
f(x, Y) = 4(x, Y; d/Q@, b) a<x<co, 6<y<cO, (7.1) 
where +(x, y; p) is the SBVN density function and 
Q(a, b) = Irn Jrn 4(x, Y; f) ax dy. 
b a 
(7.2) 
The p.d.f. (7.1) is that of a doubly left truncated distribution. The relationship 
between the p appearing in the BVND and pP , the correlation between X and Y 
in (7.1), has been examined in Gajjar and Subrahmaniam [3]. Further, the paper 
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also discusses the behavior of the distribution of Y, defined in terms of its first 
four standard moments. Details of the relationship as well as the actual 
expressions for I?[@], k = 1,2, 3,4 are given in that paper. In the present 
situation we need to determine 
E[Y - ppy = i hjk)/n’ + O(n-3) 
j=l 
for K = 1,2, 3,4. The relation between X1”) and E[rk] is given in equation (2.4). 
The problem considered here is one of studying the behavior of g(y; pa) for 
the case when (X, U) are taken from (7.1). A related, and perhaps more compli- 
cated, problem is the one in which the transformation is g(r; p). The former 
would tell us how well a transformation of Y, analogous to the ones proposed 
in the BVND, renders its distribution close to normality (or Student’s t-distri- 
bution). In this respect it is an examination of the robustness of the trans- 
formation procedure as applied to nonnormal distributions. On the other hand, 
the latter would examine the effects of wrongly assuming a normal model when 
in fact the underlying distribution is (7.1). 
The reader is referred to the twin paper, Gajjar and Subrahmaniam [3], for 
details that have been left out of this section. 
8. NUMERICAL RESULTS 
Two distinct types of distributions have been examined in the present paper. 
As such we will divide this section into two sub-sections, each dealing with a 
distribution. The measures of robustness are defined in terms of the closeness 
of the corresponding parameters for the normal and the nonnormal parents. 
These are: 
81 = PL;d&)l - PX&)l 
62 = {ELZN[g(yIll~,rg(r)l}1’2 
83 = ~3N[R(y)li~CL2~[g(y)1}3’2 - ~3;g(ylli~CL2[g(y)1}3’2 
&I = [~ILIN[g(y)l/{~2N[g(y)1}21 - [~Ll[g(y)1i{~2u,[g(y)l}21 
In order to conserve space we have presented a part of the numerical results 
obtained by us. Detailed tables that throw greater light on the various aspects 
of this study are available in Subrahmaniam and Gajjar [15]. 
8.1. Edgeworth Series Distribution 
Gayen [4] has given the parameters of five distributions which can be approxi- 
mated quite closely by the BVESD. The five populations he has used are: 
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TABLE I 
Values of L*, N* Parameters 
Population , -21 
I - 0.0402 0.1798 - 0.0068 0.3750 0.0767 
II 0.7601 0.7414 - 1.3513 - 1.8078 0.5609 
III 1.9027 0.8740 - 2.2394 - 0.2706 - 0.4842 
IV 0.3675 0.1847 -0.0940 -2.5753 0.5231 
V - 1.8796 0.9361 4.7893 - 3.7722 0.4702 
TABLE II” 
Values of pp and Q(a, b) 
P 
(a, b) -0.25 - 0.05 0.05 0.25 
(-2.5, -2.5) - 0.23929 - 0.04777 0.04780 0.24005 
0.98758 0.98761 0.98764 0.98778 
(0.5,0.5) -0.05414 -0.01235 0.01403 0.08441 
0.06503 0.08920 0.10143 0.12738 
5 The first value in each cell refers to pD and the second to Q(u, b). 
(I) Number of trumps in deals of whist in two hands (Pearson-Isserlis 
PI). 
(II) Barometric heights on alternate dates (Pretorius [lo]). 
(III) Weights of newborn child and placenta (Wicksell [16]). 
(IV) Contemporaneous barometric heights-Southampton and Landale 
(Pearson [S]). 
(V) Length and breadth of beans (Wicksell [16]). 
Detailed discussion of the data is to be found in Gayen’s paper. The above 
table summarizes the parameters L *, N* required for our computations. In 
Table 2 of Gayen [4], L,,, for Population I is in error. 
The results of our comparisons for these five populations are depicted in 
Table III. We note here that due to the way in which the 8, ,8, have been defined, 
their values will deviate from the ones tables by the other authors. Another 
interesting comparison of the nonnormal distribution with the normal one is 
to compute in the place of 8,) 8, , the quantities 
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TABLE III 
Effects of BVESD on Transformations of r 
Population 
Parameter I II III IV V 
A. Fisher’s tar&r r, N = 20 
61 0.00102 -0.01013 
62 0.97831 0.92059 
6, -0.00748 -0.02564 
64 0.00405 0.03905 
N = 400 
61 0.00005 -0.00051 
6, 0.97826 0.91861 
6, -0.00191 - 0.00645 
6, 0.00546 0.07125 
B. Samiuddin’s Transformation, N = 20 
61 0.00439 -0.04483 
6, 0.97739 0.91735 
63 - 0.00697 -0.02372 
64 0.01224 0.06746 
N=400 
61 0.00099 -0.01013 
6, 0.97820 0.91843 
63 -0.00190 - 0.00642 
64 0.00607 0.07314 
C. Nair’s’Transformation, N = 20 
61 0.00098 - 0.00926 
6, 0.98043 0.92819 
6, - 0.00686 - 0.03035 
64 -0.02133 -0.05307 
N = 400 
81 0.00005 - 0.00050 
6, 0.97836 0.91897 
6, -0.00192 ‘-0.00651 
6, 0.00423 0.06737 
D. Arcsine Transformation, N = 20 
8, 0.00060 -0.00588 
62 0.97904 0.92820 
6, -0.01241 0.00193 
6, -0.00369 - 0.04595 
-0.01856 -0.00396 - 0.00279 
0.91444 0.97872 0.91344 
0.07373 - 0.04642 - 0.04099 
-0.01217 -0.00593 -0.05612 
- o.ooo95 
0.90637 
0.01814 
0.0898 1 
-0.08071 -0.01779 
0.91042 0.97773 
0.06803 - 0.04325 
0.02941 0.00409 
-0.01890 - o.oo4o9 
0.90616 0.97768 
0.01806 -0.01157 
0.09193 0.00574 
-0.01764 - 0.00349 
0.92390 0.98104 
0.08786 - 0.05405 
-0.14414 - 0.03662 
- o.ooo94 
0.90678 
0.01830 
0.08544 
-0.01142 -0.00190 
0.91955 0.98542 
0.11556 - 0.02702 
-0.07184 -0.07721 
-0.00020 -0.00013 
0.97773 0.90090 
-0.01162 - 0.00987 
0.00511 0.09804 
- 0.00020 -0.00013 
0.97784 0.90133 
-0.01171 - 0.00996 
0.00383 0.09345 
-0.01121 
0.90895 
- 0.03775 
- 0.00478 
- 0.00260 
0.90069 
-0.00983 
0.10028 
- 0.00308 
0.92405 
-0.04906 
-0.21760 
- 0.00423 
0.91344 
0.00449 
-0.05659 
-__~ .-__ 
Table continued 
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TABLE III-Continued 
Population 
Parameter I IL 
N = 400 
4 0.00003 - 0.00030 
62 0.97829 0.91900 
6, -0.00288 -0.00209 
64 0.00502 0.06643 
E. Ruben’s Transformation, N = 20 
6, 0.00539 - 0.06068 
62 0.97923 0.92832 
63 -0.01267 0.00191 
64 -0.00589 -0.0475 1 
N = 400 
4 0.00124 -0.01482 
62 0.97830 0.91901 
63 - 0.00288 - 0.00209 
4 0.00491 0.06635 
III 
- 0.00059 -0.ooo10 - 0.00022 
0.90662 0.97809 0.90090 
0.02329 -0.00917 -0.00366 
0.08671 0.00079 0.09812 
-0.12574 -0.02571 -0.05803 
0.91948 0.98521 0.91282 
0.11515 -0.02716 0.00328 
-0.07097 -0.07403 -0.04888 
-0.03070 -0.00636 - 0.01429 
0.90662 0.97808 0.90087 
0.02329 -0.00917 - 0.00367 
0.08674 0.00088 0.09841 
IV V 
which would yield a more direct assessment of the effects of nonnormality on 
the skewness and kurtosis factors. 
8.2. Truncated &variate Normal Distribution 
In this case we have considered several combinations of the population p 
in the untruncated BVN along with the sample size n. In addition, the results 
given are for a selection of values of the truncation points (a, 6). In an earlier 
paper [3], we had considered the behavior of the correlation ps between 
X and Y in the truncated distribution. Table II gives (for the combinations 
considered) the values of p, pD , and Q(a, b), the probability content of the distri- 
bution. It would be of interest to relate not only the truncation points a, b, 
but also $)(a, b) with the behavior of Y and of its transformations. 
9. DISCUSSION OF RESULTS 
Since the two nonnormal distributions are quite dissimilar, they will be dis- 
cussed separately. For obvious reasons the transformations will be designated 
by the lettersF, S, N, A, R, respectively. The parameters used to examine their 
behavior are 6, , 6, , 6, , 6,. If the transformation is robust then 6, , 8, , 6, 
would be close to zero and 6, close to unity. Tt should be noted that in this 
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paper we have not obtained the asymptotic expansions for ~s/&~ and palp22, as 
has been done by other authors. This, however, should not in any way vitiate the 
conclusions drawn from the results. 
(i) BVESD 
Table III summarizes the results obtained for n = 20, 400, when the five 
populations discussed by Gayen [4] are used. Quite clearly it is not possible 
to study the behavior of the transformations for all combinations of the para- 
meters of the BVESD. However, a more detailed study is presented in 
Subrahmaniam and Gajjar [15]. A n examination of the tables shows that all 
the transformations suggested are robust to this type of nonnormality. Even 
for n as small as 20, the values of 6, (bias) and 6, (skewness) are close to zero. An 
increase in n makes them still smaller. The ratio of the standard deviations, 
6, , seems impervious to increase in sample size. However, its value is quite 
close to 1, indicating the closeness of the nonnormal to the normal standard 
deviation. The kurtosis of the nonnormal distribution also seems to be equal 
to the normal counterpart in each transformation. All in all, there seems to be 
little to distinguish between the various transformations even under a variety 
of (population) conditions. 
(ii) TBVND 
A much more comprehensive study was possible in this case. A total of thirty- 
two parent populations of this type have been included with p taking eight values 
(f0.05, &0.25, f0.50, f0.75); the truncation points have been chosen sym- 
metric but wide ranging, viz., (-2.5, -2.5), (-1.5, -1.5), (O.O,O.O), (0.5,0.5). 
These hopefully simulate the extremeness of the nonnormality one would like 
to examine. To put matters in the proper perspective each of the four parameters 
6, , 8, , 6, , S, , will be discussed individually. Once again to conserve space 
we have presented only a summary of the details provided in Subrahmaniam 
and Gajjar [15]. 
6, (bias): By far, the least biased are S and N followed closely by R. When 
the truncation is increased, all transformations are affected but 6, still assumes 
values close to zero for S, i’V, R. The value of p is a vital parameter since the bias 
increases as the (absolute) value of p is increased. However, N is quite sturdy 
even to increases in p. As sample size is increased, 6, seems to fluctuate indicating 
that the nonnormal mean is affected to a different degree from the normal one, 
in the case of transformations F and A. It appears that in these cases, the lead 
term is the dominant one and n does not subdue the effects of nonnormality. 
From the point of view of bias, Nair’s transformation is the best one with 
Samiuddin and Ruben transformations being quite robust. 
6, (Standard deviations): The dispersion seems to be less affected by the trun- 
cation of the distribution for low p. In all the cases considered the higher values 
76 SUBRAHMANIAM AND GAJJAR 
of p lead to the standard deviation being higher in the nonnormal case than in 
the normal case for p > 0 and conversely when p < 0. Once again, an increase 
in the sample size does not seem to affect the value of 6, to any great extent. 
All transformations perform equally well for low values of p with arcsine being 
most adversely affected by large p. 
6, (skewness): All the transformations are adversely affected by a decrease 
in the (absolute) value of p and increasing truncation. As the sample size increases, 
the effects of the two conditions are dampened. Once again S, N transforma- 
tions are robust to the truncation. The advantage they enjoy over F is rather 
marginal. Both A and R seem to be worse off than the other three transformations. 
8, (kurtosis): This parameter behaves like the preceding one being less affected 
in S, N, F transformations. For small values of p (absolute) all the transformations 
are robust yielding 6, nearly zero. When p increases, the kurtosis in the non- 
normal case seems to increase. A peculiar feature of the results is that the kurtosis 
diminishes as the truncation increases when p = 10.75. This may be due to the 
comparison chosen by us rather than a failure of the transformations. 
(iii) Summary: The transformations studied here seem to be robust 
to a variety of types of nonnormality. The robustness is more pronounced 
in the case of Samiuddin and Nair transformations in comparison with Fisher, 
Arcsine and Ruben transformations. It appears that a crucial factor in the 
behavior of the transformation is the bias. In this respect, Nair, Samiuddin and 
Ruben transformations perform the best. 
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