Given an open cover of a closed symplectic manifold, consider all smooth partitions of unity consisting of functions supported in the covering sets. The Poisson bracket invariant of the cover measures how much the functions from such a partition of unity can become close to being Poisson commuting. We introduce a new approach to this invariant, which enables us to prove the lower bound conjectured by L. Polterovich, in dimension 2.
Introduction and results.
Let (M, ω) be a closed connected symplectic manifold and let U := {U i } i∈I be a finite open cover of M by displaceable 1 sets. Any subordinate 2 partition of unity F = {f i } i∈I cannot be Poisson commuting, as follows from the nondisplaceable fiber theorem [2] . Note that the assumption on the displaceability of sets in U is crucial -any partition of unity on S 2 ⊂ R 3 that depends only on the height z is Poisson commuting. The study of lower bounds for this non-commutativity was initiated in [3] , where M. Entov, L. Polterovich and F. Zapolsky used symplectic quasi-states to prove that max i,j {f i , f j } ≥ const/|I| 3 . Here and further on, · : C ∞ (M, R) → R stands for the uniform (or the L ∞ ) norm, f = max M |f |. Below, we present an improvement of this bound for the case where M is a surface, see Corollary 1.12.
The non-commutativity of partitions of unity subordinate to a cover U can be also measured by the Poisson bracket invariant, which was introduced by L. Polterovich in [5] :
where the infimum is taken over all partitions on unity F subordinate to U. In [5, 6] , Polterovich explained the relations between this invariant and quantum mechanics and conjectured an optimal lower bound for pb(U) in terms of the magnitude of localization of U:
Conjecture 1.1. Let (M, ω) be a closed symplectic manifold, and let U = {U i } i∈I be an open cover of M by displaceable sets. Then, there exists a constant C = C(M, ω) > 0 depending only on the symplectic manifold, such that pb(U) ≥ C e(U) ,
where e(U) := max i∈I e(U i ) and e(U i ) is the displacement energy 3 of U i .
Polterovich also proved several lower bounds for this invariant, which were then improved and extended by S. Seyfaddini in [7] as well as by S. Ishikawa in [4] . These lower bounds decay in the degree of the cover (which was defined in [6] ), and their proofs rely on "hard" symplectic topology (for example, properties of spectral invariants). In this paper, we prove Conjecture 1.1 in dimension 2 using only elementary arguments. . In this case, the infimum of the area of such a topological disc V is precisely the displacement energy e(S). If a subset S ⊂ M is not displaceable then we have e(S) = +∞.
The following lemma holds for manifolds of general dimension, but we will apply it to closed surfaces. Lemma 1.3. Let (M 2n , ω) be a closed symplectic manifold of dimension 2n. Then, there exists a constant c(n) > 0 depending only on the dimension, such that for every finite collection of smooth functions {f i } i∈I on M , |{f i , f j }|.
3 For a displaceable subset S ⊂ M , the displacement energy of S is the infimum of a Hofer length Hof (H) = In fact, we prove that a pointwise inequality holds, see Appendix A. In Section 1.1 we prove lower bounds for the L ∞ and the L 1 norms of the sum i,j∈I |{f i , f j }| on a closed symplectic surface (M 2 , ω), and use Lemma 1.3 for the case where n = 1 to conclude that the same holds for pb(U) up to a constant.
Poisson bracket on surfaces.
The present subsection contains the main results of this paper (Theorems 1.5 and 1.7) concerning symplectic geometry in dimension two, and Sections 2 and 3 are devoted for their proofs. The formulations and proofs of the main results do not assume any knowledge in symplectic geometry, beyond explained in Remark 1.4 below. Remark 1.4. Given a surface M , endowed with an area form ω (in that case we say that (M, ω) is a symplectic surface), the Poisson bracket of a pair of smooth functions on M , is itself a smooth function on M , which measures how much the differentials of the functions are non-collinear at each point. More precisely, given f, g ∈ C ∞ (M ), their Poisson bracket {f, g} ∈ C ∞ (M ) is defined by df ∧ dg = {f, g} ω. For example, if M = R 2 with coordinates (x, y), and ω = dx ∧ dy is the standard area form, then {f, g} = f x g y − f y g x is the determinant of the 2 × 2 matrix whose rows are the gradients of f and g. In higher dimensions, the Poisson bracket is naturally defined on any symplectic manifold, and we refer the interested reader to [1] for details.
Let (M, ω) be a closed connected symplectic surface. Recall that given an open cover U := {U i } i∈I of M , we say that a partition of unity F = {f i } i∈I is subordinate to U if supp(f i ) ⊂ U i for all i ∈ I. As before, we denote by · : C ∞ (M, R) → R the uniform norm, f = max M |f |. Let us pass to our first main result. Theorem 1.5. Let (M, ω) be a closed and connected symplectic surface. Let {f i } i∈I , {g j } j∈J be partitions of unity on M , such that for some real number 0 < A < area(M )/2, the support of each f i lies in some topological disc of area not greater than A, and similarly, the support of each g j lies in some topological disc of area not greater than A. Then,
Our second main result is applicable only to a certain class of covers. Definition 1. 6 . Given an open cover U = {U i } i∈I of M , we say that a set U ∈ U is essential if U \{U } is not a cover, that is, ∪ i = U i = M . We denote by I ess (U) ⊂ I the subset of indices corresponding to essential sets in U.
Theorem 1.7. Let (M, ω) be a closed and connected symplectic surface. Let U := {U i } i∈I be an open cover of M by topological discs of area less than area(M )/2, and let F = {f i } i∈I be any partition of unity subordinate to U. Then,
where we set the minimum of an empty set to be infinity.
Remark 1.8.
• Applying Lemma 1.3 to the lower bounds (4), (5), we get corresponding lower bounds for the Poisson bracket invariant pb(U) :
for an absolute constant c > 0.
• If U is a minimal cover, every set is essential and thus I ess (U) = I. In this case Theorem 1.7 implies that M i,j∈I |{f i , f j }| ω ≥ |I|, and max M i,j∈I |{f i , f j }| ≥ 1/(min i∈I area(U i )).
• When the cover U has no essential sets, I ess (U) = ∅ and Theorem 1.7 gives a trivial lower bound for sum of Poisson brackets. Theorem 1.5 can be reformulated in terms of a cover (whereas now, the cover can be general, i.e. it does not require to admit essential sets or to consist only of topological discs): Theorem 1.5'. Let (M, ω) be a closed and connected symplectic surface. Let U = {U i } i∈I , V = {V j } j∈J be finite open covers of M , and let {f i } i∈I , {g j } j∈J be partitions of unity subordinate to U, V correspondingly. Then, M i∈I j∈J
Here e(U) = max i∈I e(U i ) and e(U i ) is the displacement energy 4 of U i (resp., e(V) = max j∈I e(V j ) and e(V j ) is the displacement energy of V j ). See Remark 3.5 for an explanation of equivalence of Theorems 1.5 and 1.5'.
Applying the theorem for U = V and {f i } = {g j }, and using Lemma 1.3, we obtain the affirmative answer to Conjecture 1.1 in dimension 2, as a corollary: Corollary 1.9. Let (M, ω) be a closed and connected symplectic surface. Let U = {U i } i∈I be an open displaceable cover of M , then for an absolute constant c > 0 we have pb(U) ≥ c e(U) .
Remark 1.10. The bound in Corollary 1.9, and bounds (6) and (7) in Remark 1.8, are sharp in the following sense: on every closed symplectic surface (M, ω), one can construct a sequence of open displaceable covers
The following definition of a degree of a cover is slightly different than the one present by Polterovich in [6] . In fact, the degree below is not larger, and therefore lower bounds with respect to it hold also for the standard definition. Definition 1.11. Given a cover U = {U i } i∈I of M , we define its degree to be
Corollary 1.12. Let (M, ω) be a closed and connected symplectic surface. Let U = {U i } i∈I be open displaceable cover of M and let F = {f i } i∈I be a subordinate partition of unity. Then,
where d is the degree of the cover U.
Remark 1.13. The dependence on d in the bound presented in Corollary 1.12 is optimal. To see this, take any open displaceable cover U = {U i } i∈I of M and a subordinate partition of unity F = {f i } i∈I , and denote
4 See Remark 1.2 regarding the notion of the displacement energy in dimension 2.
We have b(F) > 0 (by the nondisplaceable fiber theorem [2] , or by Corollary 1.12). For every m ∈ N let U m := {U i , . . . , U i } i∈I be the cover obtained by taking m copies of each set in U (i.e., U m contains |I| · m sets and is of degree d · m, where d is the degree of U). Consider the subordinate partition
decays quadratically in the degree of the cover.
Bounds in higher dimensions.
From Corollary 1.9 one can conclude that when the sets in U are small, pb(U) must be large. The following proposition was explained to us by Leonid Polterovich and shows that this is true in higher dimensions as well. Proposition 1.14. Let (M, ω) be any closed symplectic manifold of dimension 2n and let ρ be any Riemannian metric on M . For any > 0, let U be a finite cover of M by open subsets of diameter at most (with respect to the metric ρ). Then,
One should expect the rate of convergence in Proposition 1.14 to be quadratic in 1/ . This is due to the fact that the Poisson bracket is homogeneous of degree 2 with respect to composition with homothetic transformations of R 2n : Given smooth functions g, h : R 2n → R, and a homothetic transformation ψ c :
The next theorem shows that this is indeed the case. Theorem 1.15. Consider the setting of Proposition 1.14 and assume in addition that ρ is compatible with ω. Then, there exists a constant c = c(n) > 0 depending only on the dimension, and a constant δ = δ(M, ω, ρ) > 0, depending on the symplectic manifold (M, ω) and the metric ρ, such that for
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Essential sets and Poisson bracket.
Let M be a closed connected surface, endowed with an area form ω. For any smooth function f , we denote by cp(f ) the set of its critical points and by cv(f ) = f (cp(f )) the set of its critical values. Our first lemma explains the relation between the L 1 norm of the Poisson brackets of two functions and intersections of their level sets.
Note that the integral on the left-hand side is taken with respect to the volume density given by ω. For the proof of the lemma, see Appendix B.
Lemma 2.1 suggests that one can estimate the L 1 norm of the Poisson bracket of two functions by counting intersections of their level sets. It turns out that when f := f i corresponds to an essential set U i ∈ U, one can bound from below the number of intersections of level sets of f i and level sets of any other function f j from the partition of unity. For a more formal description we need to present some notations. Given an open cover U = {U i } i∈I and a subordinate partition of unity F = {f i } i∈I , denote for i ∈ I, t ≥ 0. Clearly, for any such t,
The following definitions will be useful:
Definition 2.2. Let M be a smooth closed surface, and let V ⊂ M be an open (or closed) set. We say that V has a piecewise smooth boundary if ∂V is a finite union of disjoint curves Γ 1 , . . . , Γ m , such that each Γ j is a simple, closed, piecewise smooth and regular curve.
Definition 2.3. Let V ⊂ M be an open (or closed) connected subset with a piecewise smooth boundary, which is contained in a topological disc of area less than area(M )/2. There exists a unique connected component of M \ V of area greater than area(M )/2. The enclosing disc of V is by definition the complement of this connected component, and it is denoted byṼ (see Figure 1 for an example).
Remark 2.4.
• For any subset V ⊂ M as in Definition 2.3, we have ∂Ṽ ⊂ ∂V .
• Let V ⊂ M be a subset as in Definition 2.3. Then its enclosing discṼ is the open (respectively, closed) topological disc of minimal area that contains it. In particular, if U is an open topological disc of area less than area(M )/2 which compactly contains V , then U ⊃Ṽ .
Proof of Theorem 1.7. In the following we prove that if U i is essential then
Summing (14) over all i ∈ I ess (U) yields (4). To conclude (5), apply (14) to the essential set of minimal area and notice that
We turn to prove (14). Fix i ∈ I ess , then there exists a point z i ∈ U i such that for all j = i, z i / ∈ U j . Since all functions but f i vanish at z i , we conclude that f i (z i ) = 1 and hence z i ∈ U i (s) for all s ∈ (0, 1). For a regular value s ∈ (0, 1) of f i , denote by V i (s) the connected component of U i (s) that contains z i , and byṼ i (s) the enclosing disc of V i (s). We have
then γ s is connected and is contained in the level set {f i = s}. For every regular value s ∈ (0, 1) of f i , fix y s ∈ γ s and for each j = i denote t s j := f j (y s ) ∈ R. Fix j = i, and let t ∈ (0, t s j ) be a regular value of f j . We have y s ∈ U j (t), since f j (y s ) = t s j > t. Denote by D j (t) the closure of the connected component of U j (t) that contains y s , and denote byD j (t) the enclosing disc of D j (t). Then, ∂D j (t) ⊂ ∂D j (t) ⊂ {f j = t}. See Figure 2 for a demonstration of this setting. We claim that γ s has at least two points of intersection with ∂D j (t). Since the interior ofD j (t) intersects γ s (as they both contain y s ), it is enough to show that γ s is not contained inD j (t). Recalling that γ s is the boundary ofṼ i (s), this is equivalent to showing that bothṼ i (s) and its complementṼ i (s) c are not contained inD j (t). Recall that U j is a topological disc containing D j (t), and henceD j (t) ⊂ U j . The topological discṼ i (s) contains z i / ∈ U j and thus is not contained in U j . In particular, we conclude that
This implies thatṼ i (s) c D j (t) and hence we conclude that γ s intersects ∂D j (t) at least twice. Since γ s ⊂ {f i = s} and ∂D j (t) ⊂ {f j = t}, we have #{f i = s} ∩ {f j = t} ≥ 2 for any regular value s ∈ (0, 1) of f i , and any An example for the setting described in the proof of Theorem 1.7. In this example, the gray region is V i (s), the solid lines are the s-level set of f i , and the outer component is γ s . The dashed line is the boundary ofD j (t), which is a part of the t-level set of f j , for some t < f j (y s ).
regular value t ∈ (0, t s j ) of f j . Putting K ij (s, t) := #{f i = s} ∩ {f j = t} and applying Lemma 2.1 to f i and f j with Ω := {(s, t) :
Now, recalling that t s j = f j (y s ), and summing the above inequality over all j = i we get
Since we chose y s ∈ γ s ⊂ {f i = s}, we have f i (y s ) = s and thus
Remark 2.5. In Theorem 1.7 we assume that the covering sets U i are topological discs. However, when an open cover U = {U i } i∈I does not necessarily consist of topological discs, but the covering sets have piecewise smooth boundary, then we can pass to a cover by topological discs in two steps. First, consider the collection V = {V j } j∈J of all connected components of all the U i 's. Given any partition of unity F = {f i } i∈I , subordinate to U, we naturally get a partition of unity G = {g j } j∈J subordinate to V, as follows: for every V j being a connected component of U i , we set g j = f i 1l V j , where 1l V i is the characteristic function of V j on M . We moreover have
This reduces proving estimates (4) and (5) from Theorem 1.7 for the cover U, to proving them for the cover V. Of course, if the covering sets U i are connected from the beginning, the cover V is the same as U.
Second, denoting byṼ j the enclosing disc of V j , for each j, we get a coverṼ = {Ṽ j } j∈J by displaceable open topological discs, and the partition of unity G = {g j } j∈J clearly subordinate toṼ as well. Therefore any lower bound for the latter cover will also hold for U. However, one should notice that when applying the first part of Theorem 1.7 to such a general cover U by open sets with piecewise smooth boundaries (not necessarily by topological discs), the bound will depend on the number of essential sets inṼ:
The second part of Theorem 1.7 can be written in terms of the displacement energy of sets in V. Indeed, by Remarks 1.2 and 2.4, e(V ) = area(Ṽ ). Applying the second part of Theorem 1.7 toṼ yields
3 Bounds for general covers.
In the general case, estimating the number of intersections of level sets is more complicated. Definition 3.1. Two covers U = {U i } i∈I , V = {V j } j∈J of M are said to be in generic position if the following triple intersections of boundaries are empty:
for all i, k ∈ I, i = k, and j, ∈ J, j = .
The central lemma in the proof of Theorem 1.5 is the following:
be finite open covers of M with smooth boundaries, and assume that U and V are in generic position. Moreover, assume that for some 0 < A < area(M )/2, each element of U or V is compactly contained inside a topological disc of area not greater than A. Suppose in addition that there exists L ∈ N such that for any point
Let us illustrate the heuristics underlying the proof of Theorem 1.5 before giving the details. Let U = {U i } i∈I , V = {V j } j∈J be two open covers of M and let F = {f i } i∈I , G = {g j } j∈J be subordinate partitions of unity, as in the theorem. In the light of Lemma 2.1, we wish to estimate the number of intersections of level sets. Fix L ∈ N sufficiently large and denote
, where k and are positive integers. Then the boundaries of U i,k and V j, are contained in level sets of f i , g j respectively. Given x ∈ M , let us estimate the number of sets in
Therefore, the number of sets U i,k containing x is at least i (Lf i (x) − 1) = L − |I|. Similarly, one can show that the number of sets V j, containing x is at least L − |J|. In particular, when L is sufficiently large, {U i,k } i,k and {V j, } j, are open covers of M , that satisfy the conditions of Lemma 3.2 for L := L − |I| − |J| (namely, every point in M is contained in at leastL sets). Applying Lemma 3.2 to the covers
On the other hand, one expects that in a generic situation, given i, j and sufficiently large L, the sum
Using Lemma 2.1 and taking the limit L → ∞ we obtain
which implies Theorem 1.5. Now let us pass to the actual proofs. We will need the following definition: Definition 3.3. Let γ 1 , . . . , γ m ⊂ M be a finite collection of smooth regular curves with a finite number of mutual intersection points. Denote Γ = γ 1 ∪ · · · ∪ γ m .
• A connected component of the complement M \ Γ is called a face of Γ.
• A point v ∈ Γ that lies in the intersection of two (or more) curves is called a vertex of Γ.
• Γ is called an A-division of M , if every face of Γ has a piecewise smooth boundary (as in Definition 2.2) and is compactly contained in an open topological disc of area not greater than A.
and assume that no vertex of Γ lies on Γ and vise versa. Then,
Proof. First, let us show that by removing parts from Γ and Γ , we may assume that their faces are open topological discs. The fact that faces of Γ, Γ are compactly contained in open topological discs of area not greater than A will guarantee that Γ, Γ will remain A-divisions after removing these parts. More formally, let P ⊂ M \ Γ be a face of Γ, then it is compactly contained in an open topological disc of area not greater than A. LetP ⊃ P be the enclosing disc of P . Then, ∂P ⊂ ∂P ⊂ Γ and hence, removing Γ ∩P from Γ, we obtain thatP is a face of Γ which is an open topological disc with piecewise smooth boundary (see Figure 3) . Moreover, since P is compactly contained in a topological disc of area not greater than A, so is its enclosing discP . Therefore, Γ remains an A-division after removing Γ ∩P .
Having this assumption we turn to bound the number of intersections of Γ and Γ . We say that a face G of Γ is maximal if it is not properly contained in any face of Γ . Defining similarly maximality of faces of Γ , we observe that any non-maximal face of Γ is contained in a maximal face of Γ . Therefore, the union of maximal faces of both Γ, Γ covers M up to a subset of area zero. Let us assume, without loss of generality, that the maximal faces of Γ cover at least half the area of M . Then, since each face has area smaller than A, the number of maximal faces of Γ is at least
. Our next goal is to show that the boundary of every maximal face of Γ intersects Γ at least twice. Together with the fact that any intersection point of Γ and Γ lies on the boundary of exactly two faces of Γ (due to our assumption, that the intersection points are not vertices) this will conclude the proof.
Let G be a maximal face of Γ, then, there exists a face G of Γ that intersects the boundary of G, ∂G ∩ G = ∅ (otherwise ∂G ⊂ Γ , in particular #(Γ ∩ Γ ) = ∞, and we are done). We also claim that ∂G ∩ (M \ G ) = ∅. Indeed, otherwise we have ∂G ⊂ G , and since M \ G is connected (recall that G ⊂ M is an open topological disc with a piecewise smooth boundary), we have either
, and in the second option we get G ⊂ G (since G has a piecewise smooth boundary, ∂G does not contain interior points of G ) which contradicts the maximality of G.
Hence we conclude that ∂G ∩ G = ∅ and ∂G ∩ (M \ G ) = ∅. Since the boundary ∂G is a simple closed curve, we get #(∂G ∩ ∂G ) ≥ 2.
Proof of Lemma 3.2. By our assumptions, the covers U and V are in generic position. Therefore, we can slightly enlarge the U i 's and V j 's, to obtain: (a) After the perturbation, ∂U i and ∂U j intersect transversally for all i, j ∈ I, i = j, and ∂V i and ∂V j intersect transversally for all i, j ∈ J, i = j.
(b) The perturbation did not change the intersection points of ∂U i with ∂V j for every i ∈ I and j ∈ J. In particular, the covers U and V remain to be in generic position after the perturbation.
(c) After the perturbation, each of the U i 's and V j 's is still compactly contained in a topological disc of area not greater than A.
In view of that, without loss of generality we can assume from the beginning that the above property (a) is satisfied. Moreover, for the sake of convenience we assume that I = {1, 2, . . . , |I|} and J = {1, 2, . . . , |J|}. Now let α ∈ S I , β ∈ S J be permutations on the elements of I, J respectively, and consider the unions of curves defined by
Let us show that Γ α is an A-division of M . First, by the property (a), each connected component of M \ Γ α is an open set with a piecewise smooth boundary. Let P ⊂ M \ Γ α be a connected component and assume for the sake of contradiction that P is not compactly contained in any topological disc of area not greater than A. Notice that this assumption implies that P U i for all i, since every set U i is compactly contained in a topological disc of area not greater than A. We show by induction on i ∈ I that in this case P ⊂ U c α(1) ∩ · · · ∩ U c α(i) for all i, which immediately leads to a contradiction, as ∩ i∈I U c α(i) = ∅. Starting with i = 1, notice that ∂U α(1) ⊂ Γ α . Therefore, P ∩ ∂U α(1) ⊂ P ∩ Γ α = ∅, and since P U α(1) , we conclude that P ⊂ U c α(1) .
Together with the fact that P U α(i) , this implies P ⊂ U c α(i) as required. Similarly, one can show that Γ β is also an A-division of M . The fact that the covers U and V are in generic position guarantees that no vertex of Γ α lies on Γ β and vice versa. Therefore, we may apply Lemma 3.4 and conclude a lower bound for the number of intersection points of Γ α and Γ β :
Clearly, Γ α ⊂ ∪ i∈I ∂U i and Γ β ⊂ ∪ j∈J ∂V j , and hence Γ α ∩ Γ β ⊂ ∪ i,j (∂U i ∩ ∂V j ). Take a point x ∈ ∪ i,j (∂U i ∩ ∂V j ) and let us count the number of permutations α ∈ S I , β ∈ S J for which x ∈ Γ α ∩ Γ β . Let i ∈ I such that x ∈ ∂U i , then x ∈ Γ α only if α −1 (i) < α −1 (k) for any k ∈ I such that x ∈ U k . By our assumption, the number of indices k ∈ I for which x ∈ U k is at least L. By symmetry reasons, the number of permutations σ = α −1 for which σ(i) < σ(k) for at least L indices k ∈ I is at most |I|!/(L + 1). Similarly, the number of permutations β for which x ∈ Γ β is at most |J|!/(L + 1).
As a consequence, the number of intersection points in ∪ i,j (∂U i ∩ ∂V j ) can be bounded by averaging inequality (21) over all permutations α ∈ S I and β ∈ S J :
Proof of Theorem 1.5. Given L ∈ N sufficiently large, we wish to use the functions {f i } i∈I , {g j } j∈J to construct covers that satisfy the assumptions of Lemma 3.2. For every i ∈ I and j ∈ J pick m i , n j ∈ N such that
L , k L and denote by s i,k ∈ I i,k an independent variable. We think of s i,k as representing a value of the function f i . We equip the interval I i,k with the normalized Lebesgue measure µ i,k := Lds i,k . Similarly, for j ∈ J and 1 ≤ ≤ n j , consider the interval J j, := −1 L , L and let t j, ∈ J j, be an independent variable. We think of t j, as representing a value of the function g j , and equip J j, with the normalized Lebesgue measure ν j, := Ldt j, . Denote by C := i∈I 1≤k≤m i I i,k , D := j∈J 1≤ ≤n j I j, the products of the intervals, then C ⊂ R m , D ⊂ R n for m := i∈I m i and n := j∈J n j . For s := (s i,k ) i,k ∈ C and t := (t j, ) j, ∈ D, consider the open sets
Note that when L is sufficiently large, U s := {U s i,k } i,k and V t := {V t j, } j, are open covers of M , for any s ∈ C and t ∈ D. Let us show that these covers satisfy the assumptions of Lemma 3.2. Let x ∈ M , then for every i ∈ I,
Therefore, the number of sets in U s covering x is at least i∈I (Lf i (x)−1) = L−|I| > L−|I|−|J|. Similarly, the number of sets in V t covering x is at least L−|J| > L−|I|−|J|. In addition, we claim that for almost all (s, t) ∈ C ×D (namely, except for a set of measure zero) the covers U s and V t are in generic position. Indeed, by Sard's theorem, for almost all (s, t) ∈ C × D, (s i,k , t j, ) is a regular value of the map M → R 2 , x → (f i (x), g j (x)) for all i, k, j and . In particular, for such (s, t), the boundaries ∂U s i,k and ∂V t j, intersect transversely at a finite number of points. Therefore, by restricting the set of (s, t) slightly further, we can guarantee that the covers U s and V t are in generic position. Recalling that
i,k lies in a topological disc of area not greater than A. Similarly, each V t j, lies in a topological disc of area not greater than A. This completes the assumptions of Lemma 3.2, and applying it for L := L − |I| − |J| and almost every (s, t), we obtain
Averaging the above inequality over (s, t) ∈ C × D with respect to the normalized product measure µ × ν where µ := i,k µ i,k and ν := j, ν j, we obtain
For any values of s i,k and t j, , we have
Now we wish to use Lemma 2.1 in order to obtain a lower bound for the Poisson brackets of the functions. Denote Φ i,j := (f i , g j ) : M → R 2 and set
Applying Lemma 2.1 to each term of the sum in (23), we obtain
where in the last inequality we use the fact that the domains {Ω k, } k, are disjoint, and so are their pre-images under Φ i,j for fixed i, j (in fact, it follows from the proof of Lemma 2.1 that this inequality is an equality, since the union of the Ω k, 's contains Φ i,j (M ) up to a set of measure zero). We conclude that
which proves the claim. Indeed, consider the collection U = { U i } i∈Î of all connected components of all the U i 's, and similarly, consider the collection V = { V j } j∈Ĵ of all connected components of all the V j 's. Given any partition of unity F = {f i } i∈I , subordinate to U, and a partition of unity G = {g j } j∈J , subordinate to V, we naturally get a partition of unity F = {f i } i∈Î subordinate to U and a partition of unity G = {ĝ j } j∈Ĵ subordinate to V, as follows. For every U k being a connected component of U i , we setf k = f i 1l U k , where 1l U k is the characteristic function of U k on M . The description of the partition of unity G is similar. Of course, in general the covers U and V might be infinite, but since the functions f i and g j have compact support, it follows thatf i andĝ j are non-trivial only for a finite number of i ∈Î and j ∈Ĵ. We have i∈Î,j∈Ĵ |{f i ,ĝ j }| = i∈I,j∈J |{f i , g j }| on M . This reduces proving the statement of the theorem for the covers U, V, to proving it for the covers U, V consisting of connected open sets.
Remark 3.6. In fact, the following more generalized formulation of Theorem 1.5 holds. Let M be a closed and connected surface endowed with an area form ω, and let {f i } i∈I , {g j } j∈J be smooth functions on M , such that for some real number 0 < A < area(M )/2 we have (1) The support of each f i lies in some topological disc of area not greater than A, and similarly, the support of each g j lies in some topological disc of area not greater than A.
(2) i∈I |f i | ≥ 1 and j∈J |g j | ≥ 1.
Then, (3) holds for {f i }, {g j }. To see this, notice first that the proof of Theorem 1.5 holds for nonnegative functions with the above properties. Therefore, given arbitrary functions {f i }, {g j } that satisfy these conditions, one can construct nonnegative functions in the following way. Fix δ > 0 sufficiently small and let ρ : R → [0, ∞) be a smooth even function satisfying
• ρ (t) ≤ 1 for all t ∈ R.
are clearly non-negative and they are supported in U i and V j respectively. In addition, for any x ∈ M , i∈If i (x) = (1 − 2|I|δ)
Similarly, jg j (x) ≥ 1 and hence we may apply Theorem 1.5 to the functions {f i } i , {g j } j and conclude
Taking δ → 0 we obtain (3).
Let us explain how to deduce Corollary 1.12 from Theorem 1.5.
Proof of Corollary 1.12. Applying Theorem 1.5' for U = V and {f i } = {g j } we obtain M i,j∈I
The Poisson bracket of two functions {f i , f j } is supported in the intersection of their supports supp(
Therefore, by the definition of d, the number of non-vanishing terms in the sum
The following example shows that the bounds appearing in Theorem 1.7 and Corollary 1.9 are sharp. Example 3.7. Let (M, ω) be a closed and connected symplectic surface. In order to demonstrate the sharpness of the bounds presented in Theorem 1.7 and Corollary 1.9, let us construct a family of open covers {U } >0 of M by topological discs, such that pb(U ) ≤ C/ 2 , |I ess (U )| ≥ c/ 2 and c 2 ≤ area(U i ) ≤ C 2 , for some constants 0 < c < C < ∞.
During our construction below, c and C will denote two constants, that can in principle vary from time to time. At the end of the construction we set the value of c to be the minimal, and the value of C to be the maximal, among all possible values of c and of C that appeared in the construction, respectively. For the sake of convenience, the euclidean norm on R 2 is denoted by |·|. Throughout the construction, we use the convenient notations for a pushforward and a pullback of a map 5 .
Consider a cover of M by Darboux charts φ i :
Let h : R 2 → R be a smooth non-negative bump function compactly supported in R 2 such that:
• There exists a topological disc V ⊃ supp(h), such that the integer translations {V + τ } τ ∈Z 2 form a minimal cover of R 2 .
Further, denote h ,τ (z) = h τ (z/ ) = h(z/ − τ ) and V ,τ = τ + V ⊂ R 2 for every > 0 and τ ∈ Z 2 . Note that |∇h ,τ | C/ on R 2 . Let > 0 be small enough. Consider the functions g = (φ i ) * h ,τ , for those τ ∈ Z 2 when the support of h ,τ is contained in W i , where by extending by 0 we view each such g as a function g : M → R. For every such g, denote U g := φ i (V ,τ ). Collect all such functions g for all 1 i m, and denote them by g 1 , . . . , g N , also setting U i := U g i . By smoothness of φ i and since W i W i for each i, we have |∇φ * i g j | C/ each time when the support of
For small we have 0 < c G C. Moreover, since for each p ∈ M all but at most C functions among g 1 , . . . , g N vanish on a neighbourhood of p, we conclude that for any choice of x 1 , . . . , x N ∈ 5 Assume that we are given a map φ : A → B. Then for any subset C ⊂ B and a map f : C → D, the pullback of f by φ is the map φ
If in addition, φ is injective, then for any C ⊂ A and a map g : C → D, the pushforward of g by φ is the
, we conclude that for any choice of x 1 , . . . , x N ∈ [−1, 1] we have
We claim that U := {U i } i=1,...,N is a desired cover of M , when > 0 is small enough. First, it is a cover of M since {W i } is a cover of M . Second, clearly c 2 ≤ area(U i ) ≤ C 2 for all i. Since for the topological disc D ⊂ W 1 we have φ 1 (D) ∩ φ i (W i ) = ∅ for all i = 1, and since {V ,τ } τ ∈Z 2 is a minimal cover of R 2 , it follows that |I ess (U )| ≥ c/ 2 . Finally, to show that pb(U) ≤ C/ 2 , we use the subordinate to U partition of unity f 1 , . . . , f N that we constructed. Let x = (x 1 , . . . , x N ), y = (y 1 , . . . , y N ) ∈ [−1, 1] N . Given any p ∈ M , choose i such that p ∈ W i , and put z = φ −1 i (p). We have
This implies that {x 1 f 1 + . . .
4 Poisson brackets of small covers.
As Leonid Polterovich explained to us, Proposition 1.14 is a surprising application of the C 0 -rigidity of Poisson bracket.
Proof of Proposition 1.14. For any large number R > 0, fix functions g, h : M → [0, 1] such that {g, h} ≥ R. Let > 0 be larger than the Lipschitz constants of both g and h (with respect to the metric ρ).
be a finite open cover such that the diameter of each U i is less than . For each i ∈ {1, . . . , N }, pick z i ∈ U i , and notice that for every point z ∈ U i , |g(z) − g(z i )| < and |h(z) − h(z i )| < . Let F = {f i } N i=1 be any partition of unity subordinate to U and put
Similarly, |h(z) − j y j f j (z)| ≤ and hence the functions i x i f i , j y j f j converge uniformly to g, h respectively when → 0. The C 0 -rigidity of Poisson brackets guarantees that for small enough ,
This argument holds for any subordinate partition of unity F, and therefore, pb(U ) ≥ R/2.
intersecting φ • T ( r 2 B), hence pb(V; r 2 B) ≤ pb(U ). In addition, the diameter of every V ∈ V with respect to ρ 0 is at most 2 .
Denote by ψ c : R 2n → R 2n the homothetic transformation ψ c (x) = cx.
is an open cover of B, where the diameter of each V ∈ V is at most δ 0 with respect to ρ 0 . Therefore, by our previous arguments pb(V ; B) ≥ 1/2. In addition, for any c > 0 and any cover U of a compact set K ⊂ R 2n we have
In particular,
The required bound easily follows.
A Bounding pb(U) by the sum of absolute values of Poisson brackets.
Proposition A.1. Let (R 2n , ω 0 ) be the standard symplectic vector space, and let v 1 , . . . v N ∈ R 2n be vectors that satisfy
Sv i for all S ∈ Sp(n). Then, there exists a constant c(n) > 0 depending only on the dimension such that
Corollary A.2. Let v 1 , . . . , v N ∈ R 2n be any collection of vectors, then
We will first prove Corollary A.2 using Proposition A.1.
Proof of Corollary A.2. First, let us show that we may assume that the vectors v 1 , . . . , v N span R 2n . Denote V := span{v 1 , . . . , v N }, then it can be decomposed into a symplectically orthogonal direct sum of a symplectic vector space and an isotropic one: V = V S ⊕V I . Denoting by P : V → V S the projection, both sides of (25) are invariant under the replacement v i → P v i (since ω 0 | V I = 0, and since V I and V S are symplectically orthogonal). Clearly the vectors {P v i } span the symplectic vector space V S . Replacing {v i } with {P v i } and (R 2n , ω 0 ) with (V S , ω 0 ), and recalling that (V S , ω 0 ) ∼ = (R 2n , ω 0 ) for some n ≤ n, justifies the assumption that the vectors
This map is continuous with respect to the operator norm, and we claim that it admits a minimum on Sp(n), denoted S min . To see this, take any S ∈ Sp(n) with S op ≥ L, then the maximal eigenvalue of S T S satisfies λ ≥ L 2 . Let u ∈ R 2n be a corresponding unit eigenvector of S T S, namely S T Su = λu. Then for every v ∈ R 2n ,
is independent of S (note that a > 0 due to our assumption, that {v i } i span R 2n ). This yields a lower bound for the map S → N i=1 Sv i which grows with operator norm. Therefore, the map S → N i=1 Sv i indeed admits a minimum. The minimizing matrix S min is symplectic, and therefore both sides of (25) are invariant under composition with it. By replacing {v i } with {S min v i } we may assume that
Sv i for every S ∈ Sp(n). Applying Proposition A.1 and recalling that
Remark A.3. Let V be a real vector space of dimension 2n, endowed with a non-degenerate 2-form ω. Since (V, ω) is linearly isomorphic to (R 2n , ω 0 ), Corollary A.2 implies that for any v 1 , . . . , v N ∈ V we have max
Proof of Lemma 1.3. Let (M 2n , ω) be a closed symplectic manifold and let {f i } i∈I ⊂ C ∞ (M ) be a finite collection of smooth functions. Without loss of generality, assume I = {1, . . . , N } for some N ∈ N. Let p ∈ M be any point.
Applying Remark A.3 to V = T p M and v i = X f i (p) (where X f i denotes the symplectic gradient of f i ) yields
If we take p ∈ M to be the point where max M N i,j=1 |{f i , f j }| is achieved, we conclude
Before we prove Proposition A.1, let us present some notations. Let {C j } m j=1 be a collection of m = m(n, θ) cones of angle θ ∈ (0, π/4) that cover the space. Namely, there exist unit vectors {z j } such that
and ∪ m j=1 C j = R 2n . Below we refer to z j as the center of C j . Let C ∈ {C j } m j=1 be a cone with maximal sum of norms, namely for all 1 ≤ j ≤ m,
Proof of Proposition A.1. First, let us notice that it is enough to prove that there exists a constant A(n, θ) > 0 such that
Indeed, by our choice of C we have ⊥ . Here J 0 : R 2n → R 2n is the linear map satisfying ω(ξ, η) = ξ, J 0 η for any ξ, η ∈ R 2n , where ·, · is the scalar product on R 2n (thus, J 0 is the "multiplication by the imaginary unit", if we naturally identify R 2n ∼ = C n ). Let S ∈ Sp(n) be the symplectic linear map defined by S(av+bJ 0 v+w) = We conclude that
. Setting x i = 1 if v i ∈ C and 0 otherwise, y j = sign ω 0 (v, v j ) if v j / ∈ C and 0 otherwise, we have
Since C is a cone of angle θ with a center z, for any u ∈ C we have u, z ≥ cos(θ) · u . Therefore,
Combining the above inequalities we obtain This proves (26) and hence the proposition.
B Proof of Lemma 2.1
We prove the lemma in three steps.
Step 1: We first show the statement of the lemma for measurable subsets Ω ⊂ R 2 \ cv(Φ). For doing that, it is enough to consider the case when Ω is compactly contained in R 2 \ cv(Φ). Indeed, any given Ω ⊂ R 2 \ cv(Φ) can be exhausted by a non-decreasing sequence of measurable subsets compactly contained in R 2 \ cv(Φ). In particular, (12) holds for each subset from the sequence, and by passing to the limit, we conclude that Ω satisfies (12) as well. Moreover, by partitioning Ω into small pieces, we may assume that Ω is a subset of a sufficiently small neighbourhood of a given point z ∈ R 2 \ cv(Φ). Now let z ∈ R 2 \ cv(Φ), then z is a regular value of the map Φ, and hence for a small neighbourhood U of z, the preimage Φ −1 (U ) is a disjoint union Φ −1 (U ) = ∪ N k=1 V k of open subsets V k ⊂ M , where Φ| V k : V k → U is a diffeomorphism for each k. Note that N = K(s, t) for any (s, t) ∈ U . As a result, for any measurable Ω ⊂ U , we have Step 2: Assume that Ω ⊂ cv(Φ), then by Sard's theorem, Ω is of measure zero, and hence the right hand side of (12) vanishes. Denote by Z ⊂ Φ −1 (cv(Φ)) the set of regular points of Φ in Φ −1 (cv(Φ)). Since Φ restricts to a diffeomorphism on a neighborhood of each point in Z, and Φ(Z) ⊂ cv(Φ) is of measure zero in R 2 , we conclude that Z is of measure zero in M (again, with respect to the volume density given by ω). In addition, |{f, g}| equals to the Jacobian of Φ and thus vanishes on cp(Φ). Therefore, for Φ −1 (Ω) ⊂ Φ −1 (cv(Φ)) = Z ∪ cp(Φ), we have |{f, g}| ω = 0.
We conclude that the left hand side of (12) vanishes as well, which proves the claim for this case.
Step 3: Assume Ω ⊂ R 2 is measurable, and consider the decomposition Ω = Ω \ cv(Φ) ∪ Ω ∩ cv(Φ) . Then, by the previous steps, (12) holds for both Ω \ cv(Φ) and Ω ∩ cv(Φ), and therefore holds for their disjoint union as well.
