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Abstract	
The capability to display images containing chemical, magnetic and structural 
information and to perform spectroscopy and diffraction from a μm-sized area 
makes cathode lens electron microscopy one of the most used and reliable 
techniques to analyze surfaces at the mesoscale. Thanks to its versatility, 
LEEM/PEEM systems are currently employed to study model systems in the 
fields of nanotechnology, nanomagnetism, material science, catalysis, energy 
storage, thin films and 2D materials. In the following chapter, we will present a 
brief but complete review of this class of instruments. After an historical 
digression in the introducing section, we will show first the basic operating 
principles of a simple setup and then the elements that can be added to 
improve the performances. Later, two sections will be dedicated to LEEM and 
PEEM respectively. In both cases, a theoretical discussion on the contrast 
mechanisms will prelude to a showcase of the operating modes of the 
instrument, with clear examples that will show the best performances 
available nowadays. Finally, a brief discussion about the future developments 
of cathode lens electron microscopy will close the chapter. 
 	
1. INTRODUCTION 
Cathode lens electron microscopy is a technique that uses slow electrons as 
information carriers [1]. Differently to the case of scanning or transition 
electron microscopy, in this system electrons interact with the probe at very 
low kinetic energy, below few hundred electronvolts (eV). In such range, the 
inelastic mean free path (IMFP) ensures a probing depth of just a few atomic 
layers, making cathode lens microscopy a surface sensitive technique. It is 
therefore not surprising that its history parallels the history of surface science 
since the early years. The first example of emission microscope with slow 
electrons goes back to 1932, few years after the Davisson and Germer 
experiment [2], when Brüche and Johansson produced the first thermoionic 
emission microscope [3, 4]. They used coils as magnetic lenses to produce 
magnified images of a hot cathod's surface on a fluorescent screen. Glass 
enclosures and diffusion pumps provided the vacuum system, necessary to 
avoid dispersion of the electrons. One year later, Brüche built the first 
prototype of PhotoEmission Electron Microscope (PEEM) [5], using a cold 
cathode illuminated by UV light (Fig. 1a). These milestones and the rising of 
theoretical electron optics gave birth to a flourishing scientific community. 
Several theoretical calculation concerning magnification, chromatic and 
spherical aberration of magnetic lenses, electrostatic mirrors and einzel 
lenses, were made available [6–9]. It was soon understood [10] that the 
resolution performances could be enhanced well above light microscopy if 
electrons travel through the lens system at relatively high energies - tens of 
keV. The suggested setup was then to place the sample on a negative bias, 
i.e. using it as a cathode, in order to accelerate electrons after the takeoff. 
This grounding principle is still used nowadays for modern microscopy. The 
development of electron optics suffered then a sudden stop during the 1940s, 
not only because of World War II, but also for technological limitations of that 
age.  
	
Fig.	1:	(a)	Top:	schematic	of	Brüche’s	first	PEEM	system	and	first	PEEM	image	of	scraped	Zn	plate	
with	holes.	Reproduced	from	Ref.	[5]	with	permission,	copyright	1933	Springer	Science	+	Business	
Media.	Bottom:	scheme	of	an	ideal	PEEM	system.	(b)	Top:	picture	of	the	original	LEEM	instrument	in	
the	1960’s.	Reproduced	from	Ref.	[11]	with	permission,	copyright	2012	Elsevier.	Bottom:	scheme	of	
an	ideal	LEEM	system	with	120°	deflection. 
The renaissance period of the 1960s coincides with the development of UHV 
technology: several new solutions, such as ion pumps, Cu gaskets, valves 
and sample transfer systems, boosted the surface science and hence the 
creation of more sophisticated instruments. In 1962 Ernst Bauer conceived 
the Low Energy Electron Microscope (LEEM) [12, 13], which uses elastically 
backscattered electrons as a probe (Fig. 1b). In this system electrons 
generated by a gun are decelerated to few eV before interaction with the 
surface. Once backscattered, the outgoing electron beam is separated from 
the incoming one by a magnetic field, and then processed by the lens system. 
In the same period, emission electron microscopy reached a period of 
maturity, when the demonstrated resolution of ~10 nm made explicit new 
limitations, such as lens aberration and astigmatism, energy dispersion, 
electron detection, surface stability and cleanness. The attention of the 
microscopy community was then gradually driven away by the success of 
Transmission Electron Microscopy (TEM); during the 1970s the LEEM project 
was frozen, while the few PEEM systems were mainly dedicated to 
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first thermionic emission images and PEEM images from BaO-
coated W with the fully assembled instrument. Imaging with
elastically reflected low energy electrons, however, required
much more work such as improving the field emission for more
reliable operation or adding active AC field compensation with
large Helmholtz coils. In 1980 he got the first LEEM, mirror
electron microscopy (MEM) and secondary electron i ages with
about 200 nm resolution and in 1981 the first sharp LEED patterns
of the Si(111)-(7!7) structure with low background, using the
filter lens. The addition of a stigmator to correct the strong
astigmatism of the collimator lens brought a further significant
improvement so that in his Ph.D. thesis in 1983 he could finally
demonstrate all the imaging methods and LEED [13]. His first
publications two years later [14] convinced the skeptical scientific
community that LEEM was a viable surface imaging method with
a resolution of 10–20 nm capable of studying the dynamics of
surfaces processes such as phas transitions. Fig. 2 shows the
LEEM instrument in the configuration used around 1985 with
which Telieps reached 15 nm resolution.
This success brought suddenly generous support for the field,
which previously had been struggling with financial problems.
A grant from the Volkswagen-Foundation allowed us to embark
on the next step of instrument and method development –
spectroscopic imaging. I ha planned long b fore we had the first
LEEM images to add chemical imaging to the structural imaging
provided by LEEM. I presented the possibility of Auger electron
emission microscopy (AEEM) in the same instrument in a collo-
quium organized by Heinz Bethge in Halle (at that time GDR) [15],
whose proceedings never got published because Bethge could not
get the necessary paper for it. It was obvious from the calculations
that AEEM would be feasible only with an imaging energy filter
and the VW grant allowed us to build a LEEM with such a filter.
Telieps had already installed an auxiliary electron gun for this
purpose in 1984 and gotten good secondary electron images with
it. However in the meantime synchrotron radiation had made
considerable progress and undulator sources, which produce
sufficient photon flux density for XPEEM imaging, were on the
horizon. A comparison of AEEM and XPEEM indicated that XPEEM
was much more promising [16] and was, therefore, the main
subject of the VW project. However shortly after the project was
approved it was interrupted by the tragic death of Telieps in a car
accident. The search for a successor on this project led to Lee
Veneklasen, who was ideally suited for it, having worked in his
Ph.D. thesis on field emission guns and subsequently in industry
building scanning electron microscopes. In addition, collaboration
with the Institute for Scientific Instruments in Brno made major
contributions to the design and production of the electron-optical
components of the instrument. Jaroslav Chmelik did extensive
lens calculations, in particular of the immersion objective lens,
which led to the replacement of the original three-electrode
objective by an optimized four-electrode objective and alternately
by a magnetic triode objective (Fig. 3) [17]. Marian Manˇkosˇ and
Vladimir Kolarˇik worked with Lee Veneklasen on beam separa-
tors, one of them allowing different energies in illumination and
imaging column [18], which is needed if the same illumination
system is to be used for LEEM and AEEM. Stimulations came also
from occasional meetings in Clausthal with other interested
colleagues such as Wilfried Engel and Harald Rose, from which
later the aberration correction project [19,20] grew.
For the first instrument more mundane problems had to be
solved. All the trouble spots of the original instrument were
eliminated: the collimator and filter lenses as well as the speci-
men tilt mechanism were eliminated and, most importantly, the
field emission gun was replaced by a LaB6 gun and several
condenser lenses, based on Lee Veneklasen’s experience. The
close packing of all lenses, customary in transmission microscopy,
eliminated the need of AC field compensation by Helmholtz coils.
In addition, all the controls of lens and deflector currents were
changed from manual to computer control. In 1989 a prototype of
the instrument [21] without energy filter was finished and
exhibited at the International Vacuum Congress in Cologne.
Design and construction of the energy filter, initially a 901, later
an 1801 filter, took more time but by 1994 the instrument with
the first analyzer version produced AEEM images and XPEEM
images with core shell photoelectrons [22]. XPEEM was strongly
limited due to the necessity to shuttle the microscope between
Clausthal and the next synchrotron radiation source (BESSY I) in
Berlin for short beamtimes. XPEEM became viable only after
installation of the instrument for an extended period at the
synchrotron radiation source Elettra in Trieste in 1996 [23]. In
the early 1990s two copies of the instrument without energy filter
(Fig. 4) were built on a collaboration basis between Clausthal and
Fig. 1. The original LEEM instrument in the 1960s before shipment to Germany.
The illumination column (left) consisted only of the field emission gun and two
sets of quadrupoles, which were used for focusing, deflection and correction of the
astigmatism of the 601 beam separator.
Fig. 2. The LEEM instrument in the 1980s [14]. The functions of focusing,
deflection and astigmatism correction in the illumination column were separated.
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Abstract
This retrospective sketches the evolution of emission electron microscopy, low energy electron
microscopy and related methods from the early stages up to the present state and gives a brief
outlook on the future possibilities of these cathode lens electron microscopy techniques. It is
concerned mainly with instrumentation, discusses some little known work and emphasizes
important steps in the evolution of the field instead of attempting to review it in detail.
1. The early years of emission microscopy
This year photoelectron emission microscopy (PEEM) is 75
years old. It was in 1933 that Bru¨che used a simple instrument
(figure 1) to produce the first PEEM image [1]. It showed at
10 times magnification holes in a Zn plate that was irradiated
with UV light. In the same year Zworykin showed that also
secondary electrons could be used for surface imaging [2] and
a year earlier both Bru¨che and Johannson [3] and Knoll et al [4]
had demonstrated imaging with thermionic emitted electrons.
Thus, emission electron microscopy was born in the early
1930s. In the following years, the simple first instruments were
increasingly improved and the first studies of electron mirrors
were made [5, 6]. The terms cathode lens and immersion
lens were introduced and first elementary calculations of
the resolution limit of these lenses were made [7, 8] but it
was not until the early 1940s that detailed calculations were
performed. Recknagel’s geometric–optical calculations [9] of
the resolution δ for emitted electrons resulted in the famous
Recknagel formula δ = 4ε/F . Here ε is the emission energy
divided by the charge of the electron and F is the field strength
at the cathode. This formula was later also generally applied
to faster electrons, which caused significant problems with
the acceptance of the possibility of high resolution imaging
with reflected electrons. Subsequent wave optical calculations
for the homogeneous acceleration field [10] addressed the
various factors affecting the resolution of emitted electrons and
came up with the expression δ = λk(ε/λk F)1/4, where λk is
the wavelength corresponding to the emission energy of the
electron from the cathode.
Ten years after the first low magnification images,
thermionic emission electron microscopy (THEEM) achieved
a better resolution than that of the light microscope [11–14]
after Boersch realized that the resolution could be improved
Figure 1. Schematic of Bru¨che’s first PEEM system and first PEEM
image of a scraped Zn plate with ho s. Magnification 6× and 2×.
Reproduced from [1] with permission. Copyright 1933 Springer.
significantly by limiting the angular aperture in the back
focal plane [11]. However, it took 25 years before PEEM
reached a resolution in the 100 nm range [15, 16]. Shortly
before that, emission microscopy with secondary electrons
(SEEM) produced by ion bombardment had already reached
a resolution in the 10 nm range [17]. Another 10 years
later, Engel reached in PEEM a point resolution of 12 nm,
in SEEM 27 nm and in THEEM 40 nm [18]. Engel not
only achieved the best well-documented resolution to date but
also made a comparative study of the contrast formation in
the various imaging modes (figure 2), including the influence
of the wavelength of the light in PEEM. Unfortunately none
of his results were published but some images can be found
0953-8984/09/314001+10$30.00 © 2009 IOP Publishing Ltd Printed in the UK1
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investigate biologic system [14] and test additional light sources, such as 
lasers and synchrotron radiation [15]. Only in the following decade cathode 
lens electron microscopy manifested itself as one of the principal surface 
science tools. Many upgrades were introduced, enhancing the versatility and 
the power of such systems in the investigation of surfaces at the mesoscale. 
The microscopy approach was combined with other investigation methods 
such as spectroscopy and diffraction, already known for their successful 
application in surface science. In 1981 LEED patterns were displayed in 
LEEM systems using the backfocal plane of the objective lens [16–18], giving 
the possibility to spatially select the probing area. Tonner et al. demonstrated 
the feasibility of PEEM with synchrotron radiation in the late 1980s [19], while 
Ertl's group at the Fritz Haber Institute raised the interest in the chemistry 
community for PEEM showing the oscillatory behavior of gas adsorption on 
active surfaces during catalytic reactions [20]. Few years later, the first 
cathode lens system equipped with a hemispherical energy analyzer 
(Spectroscopic PhotoEmission and Low Energy Electron Microscope, 
SPELEEM) was planned and later hosted at BESSY and Elettra synchrotrons. 
The first XPEEM image, i.e. made with core-level electrons photoemitted by 
X-rays, was published in 1998 [21]. In the same years, two LEEM systems 
were equipped with spin-polarized electron gun [22, 23], pioneering magnetic 
imaging. Magnetic contrast was achieved also in PEEM using circular and 
linear dichroism of polarized light [24]. The development of new operation 
modes continues nowadays, with the construction of aberration-free systems 
towards the ultimate spatial resolution [25–27], the use of pulsed light to 
enable time-resolved dynamic microscopy [28], and the design of special 
sample holders to modify the mechanic, electric and magnetic properties of 
the probe in operando [29]. Moreover, firms started to create commercial 
versions of LEEM and PEEM systems. The most notable examples are 
Elmitec GmbH in 1995 (based on Ernst Bauer's design) and SPECS GmbH 
(based on Ruud Tromp's design) [30, 31]. 
Although the cost of such systems is relatively high compared to other 
microscopes, the openness of the labs to external users, e.g., at the 
synchrotron endstations, helped to create a vast and heterogeneous user 
community. Nowadays, cathode lens microscopy is widely appreciated by 
surface scientists. Thanks to its multidisciplinarity and to the interplay between 
microscopy, spectroscopy and diffraction, it has become an essential 
technique for the overall comprehension of surface phenomena. 
 
2. Cathode lens microscopy 
2.1 Operating principles 
The first optical element electrons run into after the takeoff from the sample 
surface is also the most important. The cathode lens, often integrated with 
other refocusing elements and called objective lens, must both accelerate the 
electrons emitted from the sample and form a first magnified image. To do so, 
the sample is placed at negative potential !of about 10-50 kV to act as a 
cathode. The first electrode is grounded and attracts the electrons towards its 
central aperture, where they pass through the other magnetic or electrostatic 
elements of the objective lens. An equipotential plot of a lens is displayed in 
Fig. 2a. The overall focal length is determined by two opposite contributions, 
one divergent generated by the anode aperture and one convergent 
generated by the other elements of the lens [32, 33]. Figure 2b helps to 
explain the relevant physics in detail. 
	
Figure	2:	(a)	Field	contour	plot	of	a	tetrode	objective	lens.	The	equipotential	lines	are	1250	V	apart.	
Reproduced	from	Ref.	[34]	with	permission,	copyright	2002	AIP	Publishing.	(b)	Scheme	of	the	
cathode	immersion	lens.	For	explanation	see	text. 
When electrons are emitted from the surface at a distance L from the 
entrance aperture of the microscope with kinetic energy "# and angle $#, the 
acceleration in the quasi-homogeneous electric field in the cathode lens 
imposes a parabolic trajectory (in blue). This real situation can be converted 
to a virtual frame, in which electrons assume a linear trajectory and appear to 
be originated from a virtual image plane located at a distance 2L from the 
anode (green trajectory). Since in the real case the anode aperture distorts 
the electric field, the optical effect is to create a thin diverging lens with focal 
length -4L, called "aperture lens" [35]. The final virtual image is then placed at 
a distance 4L/3 from the anode (red trajectory), magnified by a factor 2/3. 
After the aperture, the field of the other elements of the objective lens 
magnifies the electron beam by a factor MM. 
This conversion can be defined as a change of relative coordinates, from real 
spatial and angular coordinates at the takeoff (%#,	$#,) to virtual coordinates 
(%, $) [36]. Given the overall lateral magnification of the objective lens M and 
defined the immersion factor as ' = "/"#, one has the following relations: 
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Assuming that the diverging aperture lens is very weak
so that the acceleration field can be simplified as a planar
emission cathode, the aberration formulas for the accelera-
tion field are as given in Eqs. "1$and "2$. However, due to
the high resolution we ultimately desire, these formulas have
to be modified to include the effect of relativity as follows:
!r!
cLP sin#
eU
! arccos h" eUc #!me2c2#P2
!me2c2#P2 sin2 #
#
"arcsin h" P cos#!me2c2#P2 sin2 # # $
#
L sin#
!cos2 ## UE
cP0!1# UE0
eU
$! arccos h" eUc #!me2c2#P02mec #
"arcsin h" P0mec # $ , "3$
where c is the speed of light, e is the electron charge, me is
the electron mass, P is the momentum.
The spherical aberration coefficient Cs and chromatic
aberration coefficient Cc of a unipotential lens can be ex-
pressed as7
Cs!%
z0
z1& 116 !54 "U!U # 2# 524 "UU # 4$r4# 1448 "U"U # 3r"r3
"
3
32 "U"U # 2r"2r2'!U0 /Udz , "4$
Cc!%
z0
z1" U"2U rr"# U!4U r2#!U0 /Udz , "5$
where r and r" are the electron displacement and angle along
path direction, U is the local potential, and U", U! are first
and second derivative of potential along the beam direction,
respectively. U0!E0 /e is related to the electron energy E0 ,
and all aberration coefficients are referred to the object side.
Equations "4$ and "5$ were originally derived by
Scherzer.8 Since they do not contain any undesirable higher
derivatives of the axial potential and flux density distribu-
tions, they are the form most commonly used for practical
calculations of the electrostatic lens aberration coefficients.
The importance of these equations is that they allow one to
calculate aberrations that describe the performance of an op-
tical system when transmitting a range of angles and ener-
gies, even though they are derived from the calculation of
one trajectory; this is a tremendous simplification over ray
tracing where each electron is treated individually. The re-
striction is in the complexity of system that can be handled,
limited by the presence of higher order aberrations.
Image formation in PEEM utilizes secondary, photo and
Auger electrons emitted from the sample by incident x ray.
The energy distribution of emitted secondary electrons is
well modeled by a function of the form E/(E#Wf)4, where
E is the electron energy and Wf is the work function of the
materials.1 The probability per unit solid angle and unit en-
ergy of an electron being emitted with (# ,E) is
w"# ,E$! E"E#Wf$
"4 cos#
2%&0'&0%/2E"E#Wf$"4 cos# sin#d#dE
!
E"E#Wf$"4 cos#
%/"6Wf2$
"6$
To reduce aberrations to an acceptable level, an aperture
is put in the back focal plane of the acceleration#objective
lens. Watts et al.6 derived an equation to express how this
aperture limits the transmission of a ray with angle # and
energy E
E(
a2U
"f i*$2 sin2 #
, "7$
FIG. 1. Field contour plot of tetrode lens. The equipotential lines are 1250
V apart.
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 whereas 5# = $#/6# and 5 = $/6 are the spatial frequencies parallel to the 
surface in the real and virtual plane respectively, and */ is the angular 
magnification. In the case of low energy electrons, i.e. if "# is just a few eV, 
the application of a potential of few tens of kV guarantees a large immersion 
factor. 
In the simplest configuration, the objective lens displays the magnified image 
to the electron detector, e.g., a fosforescent screen. In this case, only a limited 
magnification can be reached: the overall lateral magnification of the modern 
objective lens ranges typically between 15 and 40. To increase the 
performances of the microscope, a series of magnetic and electrostatic lenses 
can be added, to constitute the so-called imaging column. The focal length of 
the lenses can be controlled by changing the current of magnetic lenses, or 
the potential of electrostatic lenses. Electrons travel through the imaging 
column with kinetic energy equal to " = "# + 8!. Since usually electrons can 
escape from a surface with different E0 simultaneously, their trajectory in the 
imaging column can differ considerably from the optimum one. To guarantee 
that electrons with a selected initial kinetic energy pass through the lenses 
along the optimal trajectory, a tunable bias must be subtracted from the 
potential ! between sample and aperture. The bias value, also called start 
voltage (!# ), imposes the optimal trajectory and speed to only the electrons 
with initial kinetic energy "# = 8!#. For them, the final kinetic energy will be " = 8!. Electrons with different kinetic energy still pass through the objective 
lens, but can be easily filtered on a later stage due to their different 
trajectories. Moreover, the fixed trajectory and speed of the electrons allow to 
set the lenses of the imaging column once and for all. This not only improves 
the usability of the instrument, but permits to place apertures and slits to 
mould the image in a convenient plane. 
The advantage of having an imaging column is twofold. Besides the improved 
magnification, it gives access to the angular distribution of the emitted 
electrons. In optics, for objects a finite distance away, rays that leave the 
object with a given angle (Fig. 2b, orange trajectory) cross at a precise point 
in the backfocal plane of the objective lens. There, the image maps the 
distribution of electrons as a function of their emission angle, i.e. in the 
reciprocal space. In the case of electrons backscattered or photoemitted from 
a crystalline surface, this plane contains the diffraction pattern. The imaging 
column can then be set to display a magnification of the backfocal plane on 
the screen instead of the image plane. 
At the end of the imaging column, it is possible to place an energy filter, that 
exclude electrons with different kinetic energy. By knowing the displacement 
as function of energy, one can filter out the electrons by placing a slit of given 
size. Typically, the energy analyzers is optically neutral, i.e. the entrance 
plane is displayed in the dispersive plane at the exit with unit magnification. 
Finally, another series of lenses project the desired plane onto the detector. 
In conclusion, three different operation modes can be defined: 
• In the Microscopy mode (Fig. 3a) the image plane is displayed on the 
screen. In the imaging column the backfocal plane is reproduced and 
an aperture (called contrast aperture) can be inserted to limit the 
acceptance angle of the electrons. If an energy analyzer is installed, 
the imaging column is set to display the reciprocal plane at its 
entrance. The energy slit is placed at the dispersive plane and lets 
pass only electrons with a selected kinetic energy. The projector 
displays back the image plane onto the detector. Since the apertures 
are inserted on diffraction planes, the real image is still fully available. 
• The Diffraction mode (Fig. 3b) displays the distribution of electrons in 
the reciprocal space. In this case no contrast aperture has to be 
placed. Nonetheless, an aperture in the image plane of the objective 
lens, called field limiting aperture, can filter the electrons in the real 
space: the diffraction image is then made only from electrons emitted in 
a particular area. The imaging column transfers the image plane to the 
entrance of the energy filter: the slit at the dispersive plane does not 
influence the reciprocal image. The projector converts the image plane 
at the exit of the analyzer to the diffraction plane. 
• In the Spectroscopy mode (Fig. 3c) the projector magnifies the 
dispersive plane at the end of the energy filter. In this case both the 
contrast aperture and the field limiting aperture can be inserted, to limit 
conveniently the acceptance angle and the probed area. At the 
entrance of the energy analyzer the reciprocal plane is usually 
displayed. The dispersive plane looks then as a line with modulated 
intensity. The intensity line profile over the spreaded electron beam 
reveals the energy distribution of the electrons. 
	
Figure	3:	Scheme	of	PEEM	optics	with	energy	filtering.	Three	main	operational	modes	are	presented:	
(a)	Microscopy	mode,	(b)	Diffraction	mode,	(c)	Spectroscopy	mode.	The	hexagon	represents	the	
image	plane,	while	the	blue	dots	the	diffraction	plane.	Rainbow	colors	symbolize	the	dispersive	
plane. 
The easy switch between the three operational modes is at the origin of the 
versatility of cathode lens microscopy. In addition, the insertion of apertures 
and slits in the convenient planes allows to combine microscopic, 
spectroscopic and diffraction information in a single experiment: the active 
filtering in real space, reciprocal space and kinetic energy can be 
simultaneously activated to obtain a unique characterization of the probed 
surface. 
2.2 Instrumentation 
The simplest setup, with objective lens, imaging column and electron detector, 
is already capable of performing microscopy and diffraction measurements on 
surfaces. Over the years, cathode lens microscopes have become more 
sophisticated, with the addition of multiple optical elements. This section will 
show the most common components available today, with brief discussion on 
the working principles and the experimental advantages introduced. 
2.2.1 Beam separator 
The beam separator is a magnetic element that imposes different trajectories 
to electron beams with opposite direction by using the Lorentz force. While in 
standard PEEM it has no practical use, it is an essential element in LEEM and 
in aberration-corrected instruments equipped with an electrostatic mirror. The 
decoupling between incident and reflected electrons allows a separate 
treatment of the two beams, i.e. in LEEM a full-field detection of the 
illuminated area, with no shadows casted by the electron gun (like for 
standard LEED optics). The beam splitter is usually placed after the objective 
lens, so apertures and slits can be introduced along the incident or the 
reflected path separately. 
	
Figure	4:	Scheme	of	beam	separators	(top)	and	energy	filters	(bottom)	used	in	cathode	lens	
microscopy.	(a)	Diagram	of	the	Magnetic	Prims	Array	used	in	Tromp’s	IBM	LEEM-II	system.	The	
orange	boxes	around	the	MPA	indicate	the	position	of	diffraction	planes.	Intermediate	image	planes	
are	located	on	the	MPA	diagonals.	Reproduced	from	Ref.	[26]	with	permission,	copyright	2010	
Elsevier.	(b)	Layout	of	Mankos’	Magnetic	Prism	Array	with	four	pairs	of	rectangular	sectors.	
Reproduced	from	Ref.	[37]	with	permission,	copyright	2007	Elsevier.	(c)	Midsection	view	of	the	
twofold-symmetric	beam	separator	that	equips	SMART.	Vertical	cross	section	along	A-A	is	
represented	below.	Symmetry	plane	S1	and	S2	are	highlighted.	Reproduced	from	Ref.	[25]	with	
permission,	copyright	1997	Elsevier.	(d)	Diagrams	of	energy	filtering	with	a	double	MPA.	The	
induced	dispersion	is	depicted	with	dashed	lines.	Reproduced	from	Ref.	[26]	with	permission,	
copyright	2010	Elsevier.	(e)	Schematic	layout	of	the	NanoESCA	instrument	equipped	with	Imaging	
Double	Energy	Analyzer.	The	three	path	of	electrons	are	indicated:	(1)	PEEM	mode,	(2)	selected-area	
spectroscopy	and	(3)	energy-filtered	ESCA	imaging.	Reproduced	from	Ref.	[38]	with	permission,	
copyright	2005	IOP	Science.	(f)	Schematic	layout	of	the	Omega	filter	equipping	SMART.	Dipoles	(D),	
quadrupoles	(4P),	hexapoles	(6P)	and	dodecapoles	(12P)	are	highlighted.	The	introduction	of	a	Field	
Aperture	(FA)	and	a	Selection	Slit	(SS)	enables	the	filtering.	Reproduced	from	Ref.	[25]	with	
permission,	copyright	1997	Elsevier. 
The first separator installed in the original LEEM was a simple Archard-
Mulvey type with 10° deflection [39]. Very soon it became clear that the 
magnetic field strongly impacts the image quality [16], therefore more 
sophisticated and multipolar magnetic prism arrays were developed. Over the 
years, two geometries emerged as standard: 120° deflection (Bauer/Elmitec) 
and 90° deflection (Tromp/SPECS, SMART, PEEM3 and others). For the first 
case, unfortunately no detailed information has been published. In the other 
case, several solutions have been employed. In the square magnetic prism 
array (MPA) used by Tromp (Fig. 4a) a large central squared and four 
rectangular magnetic field segments provide the deflection and a stigmatic 
refocus of the electron beam [26, 40], so that the images produced at the 
entrance and exit plane are equivalent. The lenses of the microscope are set 
NanoESCA: a novel energy filter for imaging XPS S1331
Figure 1. Schematic layout of the nanoESCA instrument. The three paths of the electrons are
indicated: (1) PEEM-mode, (2) selected area spectroscopy, (3) energy-filtered ESCA imaging. The
grey box envelops the elements of the PEEM mode.
2. Description of the instrument
2.1. Basic concept
The instrument developed—call d NanoESCA—is derived from an elec rostatic photoemis-
sion electron microscope (PEEM) column and a twin hemispherical energy analyser (HSA).
Figure 1 shows a schematic view of the electron optical layout. The path of the electrons
for the three modes of operation are indicated: (1) direct non-energy-filtered PEEM imaging,
(2) selected area spectroscopy and (3) energy-filtered ESCA imaging for kinetic energies up
to 1.6 keV.
The PEEM column is used as the entrance lens of the analyser. It consists of an immersion
objective lens with exchangeable and adjustable contrast apertures, an electrostatic octopole
stigmator and two projective lenses. A continuously adjustable iris aperture in the first
intermediate image plane is used to select a defined field of view for selected area sp ctrosc py.
The field of view can be chosen and defined in size and position using the direct PEEM imaging
mode. The projective lenses are either used to project the first intermediate image onto the
screen for direct non-energy-filtered imaging or to adapt the electron beam to the pass energy
of the analyser.
The analyser of the nanoESCA (called the imaging double energy analyser, IDEA) is a
new development [16] essentially consisting of two hemispherical analysers. The action of
the two hemispheres is illustrated in figure 2. In the spherical electrostatic field, similarly to
planetary motion (Kepler ellipses), the trajectories of the electrons coincide after a complete
revolution, independent of the start energy and start angle, i.e. a perfect achromatic i age
without aberrations is generated. The second half of the elliptical orbit compensates the
D1’
D1 D2
D2’
6P1’
6P1
6P2
6P3
6P2’
6P3’
12P
FA
SS
4P
d) e) f)
ARTICLE IN PRESS
aberration correction function can be retrofitted. The resulting
instrument has a small, compact footprint, a vertical column
geometry, and it adds only a modest number of electron-optical
components to the uncorrected instrument. There is a straight
line of sight from the electron gun to the detector screen,
simplifying instrument alignment. Alignment of the objective
lens and electron mirror paths can be accomplished piecemeal,
again simplifying instrument operation.
In the following sections we will describe the instrument as
follows: (A) overall microscope design philosophy and layout;
(B) electron optical calculations of microscope properties
and performance; (C) mechanical and vacuum design; and
(D) electronics.
2. Overall design philosophy and layout
To start the discussion on aberration correction it is helpful to
consider the design of an uncorrected instrument. Fig. 1a shows
the IBM LEEM-II instrument [13], commercially available from
SPECS GmbH (Berlin) as the FE-LEEM P90. A cold field emission
gun emits an electron beam at 15 keV electron energy and
!250 meV energy width. A magnetic gun lens is followed by a
condenser lens to vary the magnification of the illumination
system, and to focus the electron beam in the entrance plane of a
square magnetic prism array (MPA) [14]. The MPA, consisting of
five rectangular field segments, deflects the electron beam by 90
degrees, and stigmatically refocuses the electron beam in a
symmetrically located exit plane in the objective lens arm of the
instrument. A transfer lens refocuses the beam in the backfocal
plane of the cathode objective lens [13–15]. After deceleration, a
well-defined, collimated low energy electron beam (with the
electron energy determined by the potential difference between
the electron gun and the sample) impinges on the sample. On a
crystalline sample the low energy electrons undergo diffraction,
and after reflection and re-acceleration a low energy electron
diffraction (LEED) pattern is formed in the backfocal plane of the
objective lens. The objective lens also forms a real-space image of
the sample at a larger distance. In a PEEM experiment the
backfocal plane contains the angular distribution of the emitted
photoelectrons. The transfer lens refocuses the LEED pattern in
the entrance plane of the MPA, and forms a further magnified
real-space image on the diagonal plane of the MPA. The MPA
again deflects the electron beam by 90 degrees. The LEED pattern
in the exit plane of the MPA is placed in the center of a magnetic
transfer lens P1, where a contrast aperture can be used to select
the diffracted beam used for image formation. Both bright field
and dark field imaging conditions are possible. Lens P1 also
transfers the real-space image from the diagonal plane of the MPA
to the object plane of projector lens P3. A real space image of
variable magnification is formed on the final screen by the
combination P3 and P4A/B. Alternatively, lens P2 can be activated
to place the LEED pattern in the object plane of P3, in which case
the LEED pattern can be inspected on the image screen.
As will be clear from Fig. 1a, the MPA plays a key role in the
instrument. It separates the illumination and projector optics,
which coincide in the objective arm of the instrument. It transfers
stigmatic images at unit magnification of both the diffraction
plane, located outside the MPA, and of the image plane, located on
the MPA diagonal. Furthermore, because the MPA is a magnetic
sector deflector, it displays chromatic dispersion for electrons
transferred from the entrance diffraction plane to the exit
diffraction plane. Thus, by inserting a narrow slit in the diffraction
plane on the objective lens side of the MPA, an energy-dispersed
electron distribution is obtained in the diffraction plane at the
center of P1, with a dispersion of 6 mm/eV at a column energy of
15 keV [15]. This dispersion is sufficient to utilize the MPA as a
simple, yet powerful energy filter for both real-space and
reciprocal space spectroscopic studies, as discussed in an earlier
paper [15]. The real space image located on the MPA diagonal is
transferred achromatically. We will see in the following that
chromatic dispersion of the MPA affects the design of an
aberration corrected instrument.
The microscope shown in Fig. 1a has been in use for many
years, and has shown a high degree of reliability, ease of use, and
consistent performance. The highest spatial resolution observed
with this instrument, 4.1 nm at 3.5 eV electron energy, is in good
agreement with theoretical predictions and is the highest
resolution obtained with an uncorrected LEEM instrument. The
resolution is limited by three dominant factors: (1) diffraction; (2)
chromatic aberration; and (3) spherical aberration. The dominant
aberrations occur in the cathode objective lens, while subsequent
lenses contribute only negligibly to the image resolution. It was
shown by Rempfer [9], and also by the SMART [10] and PEEM3
[11] designs that the chromatic aberration coefficient Cc and the
spherical aberration coefficient C3 can be matched and compen-
sated by the chromatic and spherical aberrations of an electron
mirror that reflects the electron beam in the optical path
following the objective lens. A simple schematic design of such
a corrected system is shown in Fig. 2a. The electron gun
illuminates the sample with the use of an MPA, as before. After
r flection from the sample, the MPA directs the electron beam to
an electron mirror that corrects the objective lens aberrations,
and reflects the beam back to the MPA. The MPA in turn directs
the electron beam into the projector column which forms
an aberration-corrected image onto the image screen. The
gun
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P1
mirror
P2
P3 MPA2
P4A
P4B
contrastP1
taper ure
P2
P3
P4Aelectrostatic lens P4B
magnetic lens
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Fig. 1. (a) Schematic diagram of the uncorrected IBM LEE -II system
(b) Schematic diagram of the newly designed LEEM system with Cc/Cs correction
optics The orange ‘boxes’ around the magnetic prism arrays (MPA) show the
positions of the symmetrically locate diffraction planes. Intermediate image
planes are located on the MPA diagonals (orange crosses). (For interpretation of
the references t colour in this figure lege d, the reader is ref rred to the web
version of this article.)
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the boundaries of the beam separator facing the objec-
tive lens and the mirror, respectively. After the first
passage through the beam separator the electrons are
reflected by the tetrode mirror which simultaneously
compensates for the chromatic and the spherical aber-
rations of the objective lens. At the end of the subse-
quent second passage the electron bundle forms an
image with negligibly small aberrations at the exit
plane (before the limiting aperture) of the beam
separator. By the installation of an electron source at
the other side of the beam separator (see Fig. 4), one
can alternatively illuminate the object with electrons
[20].
4.5.2. Beam separator
The beam separator consists of two quadratic plane
pole plates separated from each other by a distance of
7 mm. Four coil triplets are placed into grooves on the
inner surface of each pole piece, as shown in Fig. 5.
The currents I1 = I, I2 = − 2I and I3 = I of each coil
triplet produce two regions with opposite magnetic
field B and −B, respectively. Each of the grooves
contains a main coil and two adjacent tuning coils.
The inner and the outer tuning coils can be excited
independently for aligning precisely the required path
of rays.
Fig. 4. Corrected imaging system consisting of an electromagnetic
immersion lens, a twofold-symmetric beam separator and a tetrode
mirror. The beam-limiting aperture is shown enlarged.
Fig. 5. Midsection view of the beam separator and the vertical
cross-section A–A. The direction of the y coordinate is perpendi-
cular to the pole plates.
Fig. 6. Upper left quarter of the beam separator with the symmetry
planes S1 and S2. The axial rays 6 xa , the field rays 6 xg and the
dispersion ray x k propagate in the midsection which is chosen as
the x,z-plane of the curved x,y,z coordinate system.
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of the illumination optics, in particular for the mirror
mode. In the mirror electron microscopy imaging mode,
when the wafer is biased near the potential of the electron
source, the illuminating electrons are reflected above the
surface, without hitting the surface. In order to obtain high
spatial resolution, the electrons must turn around just sev-
eral nanometers above the surface. In a magnetic immer-
sion objective lens, this can be achieved at points near
the optical axis. However, at points further from the opti-
cal axis, the electrons acquire a ‘twist’, i.e. the electrons’
angular velocities in the magnetic field cause them to have
circumferential kinetic energies at the turning point, which
are proportional to the square of th ir off-axis distances.
The total energy of the electron is conserved, so the axial
energy component is reduced. As a result, the distance of
the turning point from the substrate increases, causing a
serious degradation of resolution, particularly for large
fields of view.
In systems with rotationally symmetric magnetic fields,
an electron beam typically has an angular velocity inside
the lens magnetic fields, and zero angular velocity outside
the magnetic field. However, this situation can be reversed
if we can arrang for the beam to have an a gul r velocity
when it is outside the magnetic field. This situation can be
produced by immersing the cathode of the electron gun in a
magnetic field. In this case, the electrons are emitted nor-
B1
B2 B3
B2
B3
B2B3
Fig. 4. Layout of the magnetic prism array.
Fig. 5. Experimental photoemission image after 90! deflection by the
magnetic prism array. Note: the field of view is 670 lm, and the two
parallel dashed lines are meant to aid the assessment of distortions in the
image. The intensity variations across the field of view are due to the non-
symmetric laser spot, sample: aluminum-coated Si substrate with periodic,
100 nm thick SiO2 structures.
4736 M. Mankos et al. / Surface Science 601 (2007) 4733–4741
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microscope may include an energy filter, as schematically
indicated. This is the basic design of the SMART and PEEM3
instruments. However, there is a complication. For this design to
work (as recognized in both the SMART and PEEM3 designs), t e
MPA must be free of chromatic dispersion. If the MPA disperses
electrons of different energies (unlike the case shown in Fig. 1a),
the combination of this dispersion with the electron mirror gives
rise to combination aber ations that are larger than the
aberrations that we seek to correct. The SMART instrument
was the first to incorporate an MPA free of chromatic dispersion.
This was accomplished at the cost of considerable complexity.
The MPA is now no longer composed of simple rectangular coils,
but consists of an increased number of coils of complex shapes, at
precisely prescribed non-squa e angl s. It was show in the
SMART machine that such a system can work, and that it is indeed
free of chromatic dispersion. The downside is that the MPA can no
longer be used as a convenient and inexpensive energy filter, as in
Fig. 1a. Experience in the PEEM3 project has also shown that it
is very difficult to construct such a non-dispersive MPA, due to
the complex coil geometries. Indeed, the PEEM3 instrument was
subsequently re-designed to incorporate a much simpler (but no
longer achromatic) MPA [16]. The energy filter schematically
indicated in Fig. 2a was realized by an omega-type filter in the
SMART instrument, while PEEM3 does not include an energy
filter.
An alternative design [17], arrived at several years after the
SMART instrument was built, is shown in Fig. 2b. The electron gun
illuminates the sample through an MPA, as in Fig. 2a. After
reflection from the sample the electrons are again deflected by the
MPA, which is now assumed to display chromatic dispersion.
Therefore, the electron beam cannot be directed to an electron
mirror without incu ring deleterious combination aberrations.
Instead, a rotation-free electron lens (either an electrostatic lens,
or a rotation-free magnetic doublet), is placed in the exit
diffraction plane to transfer the real-space image from the
diagonal pla e of he first MPA onto the diagonal plane of a
second, identical MPA. T is second MPA deflects the beam by 90
degrees, nd after defl ction, by symmetry, the chromatic
dispersion in the exit diffraction plane is removed. In fact, there
is a double symmetry in this system: the diagonal planes of the
two MPA c s symmetry pl s, as does he diffraction plane
between the two prisms. Such double symmetry is highly
advantageous as it removes aberrations of the deflection system
up to second order [1]. Now we can place an electron mirror to
correct the objective lens aberrations, without having to worry
about combin tion aber ations due to chromatic dispersion. After
returning from the mirror the electron beam is deflected again by
MPA2, recovering the chromatic dispersion so that MPA2 can be
used as a high resolution i -line energy filter. Of course, passing
through MPA2 for the second time also introduces second-order
aberrations such as image tilt and off-axis astigmatism. However,
with the relatively high image magnification on the MPA2
diagon l (38! ), these effects are minimiz d and are not expected
to affect i age resolution at the 1 nm level. Calculations which
explicitly include both MPA1 and MPA2 show that for fields of
view between 0.5 and 15 mm off-axis aberrations are smaller than
th spatial resolution of the detector, and therefore not signifi-
cant. Thus, the schematic design shown in Fig. 2b accomplishes
our main objectives: it allows th use of an electrostatic electron
mirror to correct the chromatic and spherical aberrations of the
objective lens; it allows a simple sq are co l MPA to be employed
for beam deflection betw en the different branches of the
icroscope; and it provides an in-line energy filtering capability
without the need for a separate energy filter in the projector
column. Furthermore, this de ign allows aberration co rection
optics to be retrofitted in an uncorrected microscope by adding a
rotation-free transfer lens, an MPA identical to the MPA already
used, and the mirror optics (plus transfer lenses as described
below). The overall column geometry is vertical, with a very
compact footprint id ntical to the uncorrected instrument. This
has the additional advantage that gun-to-screen alignment can
proceed in several steps. First, with both MPAs turned off, one can
align both the illumination and projector optics. Second, with
MPA1 activated, the objective lens system can be brought into
alignment, as in Fig. 1a. Finally, the mirror arm can be brought
into alignment after turning on MPA2.
3. Detailed electron optics
Here we will consider the electron optics in more detail, and
present the results of electr n optical calculations to obtain
predictions for the expected overall instrument resolution under
different imaging conditions. We will focus on the electron optical
system composed of the objective lens+transfer lens M1, MPA1,
electrostatic transfer lens, MPA2, two magnetic transfer lenses,
M2 and M3, and the electron mirror (see Fig. 1b). First, let us
discuss the basic function of each component. The objective lens
forms a diffraction pattern in its backfocal plane, and a real-space
image at a greater distance. The transfer lens M1 refocuses the
diffraction pattern into the entrance plane of MPA1, and the real
space image onto the diagonal of MPA1. The magnification in this
first diagonal plane is 38! . MPA1 transfers the diffraction plane
to the midplane between MPA1 and MPA2. An electrostatic lens
located in this diffraction plane transfers the real space image
from the diagonal of MPA1 onto the diagonal of MPA2. The
diffraction plane is located in the exit plane of MPA1, which
coincides with the entrance plane of MPA2. MPA2 then transfers
the diffraction pattern to its exit plane, located in the mirror arm
of the instrument. Magnetic transfer lens M2 is located in the exit
plane of MPA2. It transfers the image from the diagonal plane of
gunsample
mirror sample
gun
MPA MPA
mirrorenergy filter
MPA
Fig. 2. Schematic diagrams of possible designs for aberration-corrected and
energy-filtered LEEM/PEEM systems. (a) SMART-like design, with a single non-
dispersive magnetic prism array (MPA) coupling gun, sample, and electron mirror.
Since the MPA is non-dispersive, a separate energy filter must be added to the
projector column for energy-filtered operation. (b) Present design with two
identical, dispersive prism arrays. Between the two prism arrays, electrons with
different energies are dispersed (dashed and dotted lines). A rotation-free lens
between the two prism arrays images the diagonal of the first prism array onto the
diagonal of the second prism array. By symmetry, the second prism array removes
the energy dispersion in front of the electron mirror. Dispersion is recovered on
the second pass through the bottom prism array, which functions as an in-line
energy filter. There is no need for a separate energy filter in the projector column.
Design and construction of a dispersive MPA is much simpler than a n n-
dispersive MPA, and also much simpler than an energy filter.
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to display the focused incoming electron beam and the outgoing diffraction 
plane at the entrance planes. With this geometry, the image plane is created 
on the diagonal plane of MPA. The contrast aperture is then displaced in the 
exit plane of MPA, together with the first projective lens. A similar design, but 
with more elements, is used in a LEEM with dedicated optics for high-
throughput performances (Fig. 4b) [37]. In this case, four pairs of smaller 
rectangular sectors, in which the magnetic field is about three times stronger, 
surround the central squared magnetic field. The advantage to have a pair of 
independent coils per side is that the same 90° deflection can be achieved 
with different pairs of flux density values, favoring a more precise alignment of 
the device and allowing a larger field of view without significant distortions.  
It is worth noticing that the Lorentz force imposes different deflection to 
electrons with different kinetic energy, i.e. the MPA displays a chromatic 
dispersion on the exit plane. As will be discussed in Sect. 2.2.2, the beam 
deflector can be used as an energy filter. Moreover, the four sectors can be 
independently set to deploy different magnetic field strengths, so to deflect 
electron beams when the incoming and outgoing electrons have different 
kinetic energy. This is the case of Secondary Electron Microscopy (SEM) and 
Auger Electron Microscopy (AEM), which use slow secondary electrons or 
Auger electrons as information carriers. In both cases, the kinetic energy of 
the emitted electrons is lower than the one of the electrons used for 
illumination: the beam separator must then be set to deflect properly both 
beams along the optimum trajectory. 
The performances of beam separators became more crucial with the advent 
of aberration-corrected instruments. In LEEM/PEEM systems, the 
compensation of aberrations is made with the introduction of a particular 
electrostatic mirror along the electron path (see Sect. 2.2.3). Its application 
requires a second deflection that separates entering and reflected beams. 
The beam separator used for this purpose needs not only to be stigmatic and 
distortion-free, but also with no chromatic dispersion. To do so, two solutions 
have been employed. The first is to use two identical deflectors, one in front of 
the objective lens and one for the electrostatic mirror, connected by transfer 
optics. In this case, most of aberrations and the chromatic dispersion are 
cancelled out by symmetry. Rose and Preikszas proposed a second solution 
with the development of a highly symmetric four-quadrant beam separator 
(Fig. 4c) [41], used successfully by SMART and PEEM3 instruments [25, 27, 
42]. Each quadrant contains a coil triplet that produces two regions with 
opposite magnetic field. Electrons pass through the field of two coils for every 
90° deflection. The shape of the triplet is such that the fields are axially 
symmetric and point symmetric about the diagonal planes of the beam 
separator (S1) and the bisector plane of the coil triplet (S2). This double 
symmetry ensures automatic compensation of deviations and dispersion up to 
the second order. Since the Rose deflector has four quadrants, it can be used 
for both deflections required by the objective lens and the mirror. 
2.2.2 Energy Analyzers 
As seen in Section 2.1, the energy filtering of electrons activates a third, 
scientifically very important operating mode of cathode lens microscopy. The 
most logical way to filter electrons with different kinetic energy is to exploit 
their different trajectory along the optical path and to cut them out with an 
aperture. The energy window ΔE around the pass energy E required to 
perform active spectroscopy of photoemitted electrons is typically below 200 
meV; since E is some tens of keV, the order of magnitude of the resolving 
power E/ΔE must be considerable, about 105. The simplest device that acts 
as energy filter is the beam separator. The brightest example of this kind is 
the aberration-corrected LEEM developed by Tromp, equipped with two 
identical deflectors (Fig. 4d) [26]. In this setup, the MPAs are connected by a 
transfer lens, which resends the dispersed image at the exit of MPA1 to 
MPA2. This double pass guarantees an achromat image on the electrostatic 
mirror. After a second pass through MPA2, the newly formed dispersive plane 
is used to filter electrons on a narrow energy window with a slit. The low 
dispersion of the beam separator, 6 μm/eV, allows a proved energy resolution 
of 250 meV. 
To achieve better resolution performances, a dedicated energy analyzer with 
larger dispersion is necessary. The fact to have a separate device to filter 
electrons has some further advantages. In fact, despite the more complicated 
setup, it allows full control over the energy window and the pass energy. 
Moreover, it enables active filtering in the diffraction mode if the image plane 
is projected at its entrance, as mentioned in Section 2.1. The first 
spectroscopic instrument, the SPELEEM [21, 43], was equipped with an 
electrostatic hemispherical deflector analyzer (HDA), a common solution for 
filtering in photoelectron spectroscopy. In the analyzer electrons travel 
through the space between two concentric hemispheres held at different 
potentials. The electrostatic field disperses the electrons depending on their 
kinetic energy around an optimal trajectory, given by particles with a well 
defined pass energy. The resolving power "/∆" of an HDA is typically 103-
104; therefore for cathode lens microscopy it is necessary to slow down 
electrons with a dedicated retarding lens from E (few tens of keV) to a pass 
energy of 1 keV or less. Such deceleration is a critical parameter, since the 
resulting immersion factor expands the angular spreading of the electron 
beam and degrades the lateral and the energy resolution via spherical 
aberrations. In the first version of SPELEEM the pass energy in HDA was 
1800 eV and the demonstrated energy resolution was 0.5 eV. The optimized 
commercial version by Elmitec lowered the pass energy to 900 eV to obtain a 
reported energy resolution of 110 meV in spectroscopic mode and about 150-
200 meV in the other modes [44]. The passage through an HDA induces 
second-order aberrations at the exit plane. Their correction can be achieved 
with the introduction of a second twin HDA (Fig. 4e). This configuration, called 
Imaging Double Energy Analyzer (IDEA), equips the NanoESCA PEEM [38, 
45]. The symmetry of path forces the electron trajectories to coincide after the 
double passage, thus generating an achromat image at the exit plane. The 
energy filtering in imaging and diffraction mode is obtained with the 
introduction of a slit in the dispersive plane placed between the HDAs. This 
system is capable of a demonstrated energy resolution of 12 meV with pass 
energy 15 eV. Higher pass energies, more suited for core-level spectroscopy 
and imaging, degrades the resolution to 50-100 meV. Remarkably, 
NanoESCA can also work as a single-pass photoelectron energy analyzer 
and as a classic PEEM with no energy filtering. 
Another filtering solution with large dispersion factors is the so-called "Omega 
filter" that was originally developed for TEM [46] and that now equips the 
SMART instrument (Fig. 4f) [25, 42]. It is made by four magnetic 90° 
deflectors, arranged in a way that the resulting optic axis resembles the Greek 
capital letter Omega. The symmetry of the path and the placement of a 
quadrupole, six hexapoles and a dodecapole on convenient planes allow 
correction of all second-rank aberrations. The pass energy of this instrument 
is 15 keV, i.e. no retarding field is required, and the designed resolving power 
is 150000. The calculated dispersion at the exit plane, 35 μm/eV, is large 
enough to display a window of ~ 10 eV in spectroscopy mode with a 
demonstrated energy resolution better than 180 meV [47]. 
2.2.3 Aberration correctors 
In optics, aberration is the deviation from the nominal image raised by defects 
of the optical system. Such deviation can depend on geometrical factors (rays 
with different initial trajectories can be refocused on different planes - 
spherical aberration) or physical factors (the refraction index of the lens 
changes with the wavelength of the ray - chromatic aberration). In light optics, 
an easy way to correct aberrations is to combine convex and concave lenses 
conveniently, since the two types produce aberrations of opposite sign and 
the overall effect can cancel out. In electron optics, this circumstance is 
prohibited by the Scherzer's theorem [48]: 
The chromatic and spherical aberrations of an electron microscope 
with round lenses, real images, static fields, no space charge and a 
potential and its derivative without discontinuities, are always positive. 
The resolution of a cathode lens microscope is then dominated by chromatic 
and spherical aberrations, mainly resulting from the objective lens. In the ideal 
case of an aberration-free system, the image of a point-like source is again a 
point. The blur induced by aberrations transforms the point image into a disk 
with a width d0. Since effects like coma and field distortion are negligible in 
LEEM/PEEM system, d0 can be expressed as a Gaussian convolution of the 
contributions given by chromatic aberration, spherical aberration and the 
diffraction limit [49, 50]. Given the acceptance angle :, the energy width ΔE 
and the start energy E0, one has that 
;# = <;=2 + ;>2 + ;?2			, 
with	
;= = 0.61<1.5"#sin : 									;> = H# sin : + H> sinI : 	+ H>> sinJ :	;? = H? Δ""# sin : + H?? 0Δ""# 32 sin : + H>? Δ""# sinI :	
Here, dd is the radius of the confusion spot due to diffraction at the smallest 
aperture. The other components ;> and ;?	are the radii of the confusion disc 
due to spherical and chromatic aberration, expressed to the lowest orders of a 
Taylor series. In standard experimental conditions dd is less than 1 nm, thus 
the resolution is mainly determined by spherical and chromatic aberrations. 
The effect of the first one is predominant at higher kinetic energy, while the 
second is more significant at lower kinetic energy. 
	
Figure	5:	(a)	Schematics	of	the	effect	of	spherical	and	chromatic	aberration	on	a	round	convex	lens	
and	on	an	electrostatic	mirror.	(b)	Resolution	limit	as	a	function	of	the	acceptance	angle	α	for	
uncorrected	and	corrected	SMART	in	the	case	E0	=	10	eV	and	ΔE	=	2	eV.	The	dominating	aberration	
components	are	added:	dashed	line	for	the	uncorrected	and	thin	solid	lines	for	the	corrected	case.	
Reproduced	from	Ref.	[49]	with	permission,	copyright	2002	World	Scientific.	(c)	Photograph	of	the	
electron	tetrode	mirror	assembly	used	in	IBM	LEEM-II	and	scheme	of	the	tetrode	mirror	that	equips	
SMART.	The	equipotential	surfaces	in	the	latter	mirror	stage	are	highlighted.	Reproduced	from	Refs.	[26]	and	[25]	with	permission,	copyright	2010	and	1997	Elsevier.	
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Fig. 3. Resolution limit d as a function of the ac-
ceptance angle α for the corrected and uncorrected
SMART in the cases E0 = 10 eV and ∆E = 2 eV. The
dominating aberration components are added; dashed
lines for the uncorrected and thin solid lines for the
corrected case.
of the sample are assumed. The dominating aberra-
tion contributions are given for the uncorrected and
the corrected case. The corrector reduces the reso-
lution limit of the uncorrected system from 14 nm
to 1.6 nm. In parallel, the transmission increases by
a factor of 67. Alternatively, if the corrected sys-
tem operates with a resolution limit of 14 nm, the
gain in transmission increases to 500 compared with
that of the uncorrected system. Both the increase in
resolution and in transmissio will be the outstand-
ing features of the aberration-corrected version of the
SMART microscope.
The faster the electrons start from the sample
surface, the smaller are the resolution limit d and
the transmission T , as shown in detail in Fig. 4. The
reduction of the energy spread ∆E by the analyzer
improves both the resolution and the transmission,
especially at low start energies. For the uncorrected
system this gain in transmission nearly compensates
for the loss in image intensity caused by the reduced
energy slit width (see Subsec. 3.1). The corrector
drastically improves resolution and transmission. A
simultaneous gain between 3 and 7 in resolution and
between 10 and 50 in transmission (compare open
and full symbols in Fig. 4) is achieved. Only at
low start energies (below E0 = 5 eV) and wide
energy spreads (∆E > 3 eV) does the corrector
Fig. 4. Resolution limit and transmission with (full
symbols) and without (open symbols) aberration correc-
tion as a function of the start energy E0 at different
energy spreads ∆E = 0.1 eV (squares), 1 eV (circles)
and 5 eV (triangles) for optimized aperture sizes. Data
from Ref. 22.
not appreciably improve resolution and trans-
mission. This situation is given for secondary photo-
electron emission microscopy using synchrotron
light (XPEEM) without energy filtering. In such
XPEEMs the corrector will not be able to signifi-
cantly improve the performance of the instrument,
but is only useful in combination with an energy
filter which reduces the energy spread ∆E.
4. Experimental Results
A spectroscopic PEEM (a PEEM equipped with an
imaging analyzer for energy filtering) enables three
modes of operation:6
(i) Microscopy;
(ii) Spectroscopy;
(iii) Angular distribution measurements.
a) b)
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Therefore, retractable apertures were installed on the MPA
diagonals, as well as on the center planes of the M2 and M3.
The aperture blades contain apertures of various diameters, as
well as conventional TEM grids which are very useful in assuring
that the image and diffraction planes are focused in the same
plane as these microscope grids. Without such alignment aids,
setup of the instrument would be difficult. For maintenance
purposes, the aperture blades can be easily removed and re-
installed after venting of the microscope.
Ultra high vacuum is maintained throughout, with pressures at
or below 10!10 Torr maintained in the electron gun and the sample
chamber, and pressures around 10!8–10!9 Torr maintained in
the rest of the system. Differential pumping is used to maintain the
pressure difference between the gun and sample chamber, and the
rest of the column. The gun is pumped with 3 ion pumps, one on
the gun chamber itself, and two for differential pumping. Each MPA
chamber has a 45 l/s ion pump attached to it. The electrostatic
transfer lens and the electron mirror are pumped by bypasses to
these ion pumps. The sample chamber has a combination of a
400 l/s magnetically levitated turbomolecular pump (Seiko-Seiki),
a 200 l/s ion pump, and a titanium sublimation pump. Samples are
load-locked into the sample chamber through a small, separately
pumped loadlock system. The channelplate-intensified phosphor
screen is also pumped by a 45 l/s ion pump.
The electron gun vacuum system can be separated with a valve
and can stay under vacuum at all times, unless the gun itself
needs to be serviced, in which case the rest of the microscope can
stay under vacuum. Similarly, the sample chamber can be isolated
from the rest of the microscope by a small gatevalve incorporated
in the wall of the MPA1 vacuum chamber, between the objective
transfer lens and the prism array.
The sample chamber contains the magnetic objective lens,
sample stage and sample holder, and a ring of 2.75 inch in CF
ports aimed at the sample. During microscope operation the
sample is held at a potential of about !15 kV relative to the
grounded objective lens, with a lens-to-sample spacing of 1.5 mm,
resulting in an electrostatic field of 100 kV/cm between objective
lens and sample. The sample is mounted at the end of a macor
rod, which is inserted into a precision-ground sapphire tube. T e
sample can be heated by electron bombardment from a small
filament located behind the sample inside the sapphire/macor
enclosure. We have successfully imaged samples at temperatures
as high as 1600 1C, and at background gas pressures up to
2"10!5 Torr. The sample itself is held inside a small molybde-
num cap that can be easily removed from the vacuum system
through the loadlock system. The macor ceramic insulator can
also be removed from the vacuum system in rare cases when the
heating filament needs replacement. The sample holder is
supported on an XYZ translation table, with X–Y translation range
of about 8 mm, and a Z translation range of 71 mm. Furthermore,
in order to align the surface normal with the optical axis of the
objective lens, the sample can be tilted over a range of 73
degrees. The X, Y, and tilt motions are actuated using linear
piezomotors (Kleindiek).
In order to minimize the effects of external vibrations we have
taken several measures. The diameter of the electron column is
rather large for the low energies used: 150 mm, ensuring high
stiffness of the column. The TMP attached to the sample chamber
is magnetically levitated, and suspended from the chamber by
vibration isolation bellows. Rotary pumps are coupled to the
system through a heavy concrete anchor to isolate rotary pump
vibrations. The frame of the microscope rests on an active
vibration isolation system (Herzan AVI-400). We have chosen
for a vertical column geometry, as common in TEM, STEM, and
SEM instruments, to minimize unwanted flexural modes in the
instrument. The critical path from sample to mirror is a compact,
extremely robust assembly without any form of flexible coupling.
Vacuum chamber wall thicknesses are in the range of 25 mm
throughout. All wiring goes through two stages of vibration
damping, first by clamping between semi-soft rubber sheets on
the bottom frame (standing on the laboratory floor), and second
by clamping between semi-soft rubber sheets on the vibration-
damped instrument frame, before being connected to the
electrical feedthroughs of the microscope itself.
As much as possible, electron optical components are stacked
one on top of the other, without gaps between them. The
magnetic lenses, fabricated from Permendur-V are stacked as in
a TEM, providing excellent passive shielding from stray magnetic
fields. The electrostatic optical components are surrounded by
double or triple mu-metal shields that overlap with the magnetic
lenses. In the present microscope, the region between objective
lens and sample is not shielded. A new sample stage, incorporat-
ing magnetic shielding as well as an azimuthal degree of freedom,
is under construction and will be installed in the near future. A
photograph of the fully assembled system is shown in Fig. 9.
5. Electronics
Electronics form a critical part of the system and merit
separate discussion. As noted by previous authors, the aberration
corrected instrument requires highly stable power supplies, with
stability and noise of about 1 ppm. All power supplies used in the
instrument were designed and manufactured by SPECS GmbH in
Berlin. The current sources used for the magnetic lenses, the MPA
optics, as well as steering coils and deflectors meet this stability
requirement. As the adjustment of lenses and MPAs needs to be
highly precise, cascaded 16 bit D/A converters with a strictly
monotonic resolution of 21 bits were utilized to set the currents.
M3
Fig. 8. Photograph of the electron mirror assembly. The silicon–bronze mirror
assembly is mounted on a cylindrical steel tower that is accurately centered on the
M3 magnetic lens casing. Electrical contacts to the mirror electrodes are not
shown in this photograph, but the sapphire balls separating the mirror electrodes
are clearly visible.
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The constraints of Scherzer's theorem can be circumvented in many ways: 
some solutions were already known in the early years of theoretical electron 
optics, but were not implemented before the 1970’s [51, 52]. Historically, the 
field of aberration correction was pioneered by TEM community [53, 54], while 
its development in cathode lens microscopy started much later. Among the 
multiple methods already tested in TEM, the most convincing one for cathode 
lens microscopy is the use of an electrostatic mirror [41, 55–57]. The principle 
how a mirror can compensate spherical and chromatic aberrations is shown in 
Fig. 5a. In the first case, an electrostatic mirror and a round convex lens with 
the same radius produce focal displacements ∆L of equal magnitude and 
opposite of sign. In the second case, the electrostatic mirror deflects more the 
trajectory electrons with higher kinetic energy, compensating the focal 
displacement ∆L induced in the round convex lens. The electrostatic tetrode 
mirror can compensate the aberration effect by reducing simultaneously the 
lower order coefficients HM and H? to zero. The effect on resolution and 
transmission calculated for the SMART instrument is presented in Fig. 5b. 
The cancellation of low-order aberration coefficients can improve the 
resolution by an order of magnitude. Moreover, since the acceptance angle 
can now be broaden without loss of resolution, the transmission of the 
microscope results enhanced as well, with sensible reduction of the 
acquisition time. 
The mirror is currently employed in several aberration-corrected systems. The 
first in chronological order is a pure PEEM microscope equipped with a 
hyperbolic mirror with only two electrodes, capable of compensating 
simultaneously spherical and chromatic aberrations only for one magnification 
and one energy [58, 59]. The maximum flexibility is obtained with a tetrode 
mirror (Fig. 5c), currently employed in several instruments (SMART, PEEM3, 
Tromp/SPECS, Elmitec) [25–27]. While the first electrode is at ground 
potential, the potential of the three others can be varied. They modify the 
shape of the equipotential surfaces that act as a mirror for the incoming 
electrons, thus determining the focal length, the chromatic aberration and the 
spherical aberration. The mirror is then set conveniently with the operation 
mode and kinetic energy to cancel out the primary aberration coefficients 
induced by the lens system. The HM and H? coefficients of the mirror can be 
calculated in a reasonable amount of time for a given "#, so that standard 
values of the electrodes can be easily set. Furthermore, the aberration 
coefficients of the system can be directly evaluated with a series of routine 
measurements, thus enabling fine correction. PEEM3 reported a lateral 
resolution of 5.4 nm for PEEM images of biological samples with a 233-nm 
laser as photon source [59]. The first aberration-corrected LEEM image of 
SMART visualized nanometer surface structures such as the herringbone 
reconstruction of the Au(111) surface with a lateral resolution of 2.6 nm [60]. 
Both the Tromp/SPECS and Elmitec systems report now an ultimate lateral 
resolution below 2 nm in LEEM [26]. Better results are still theoretically 
possible, but are very difficult to achieve for long periods of time due to the 
intrinsic instability of the corrected state, which constrains the lifetime of the 
corrected state to just a few minutes [61]. Nonetheless, it should be remarked 
that the gain in transmission guaranteed by the aberration corrector is of great 
help for measurements, e.g., with X-ray photoemitted electrons, where the 
exposure time and the weakness of the photon source can be a crucial issue 
for the success of the experiment [62]. 
2.2.4 Electron and Photon Sources 
The electron source in LEEM is an electron gun capable of emitting electrons 
with high brilliance and narrow energy distribution. During the years, several 
kinds of emitters were used. The most frequent electron source is a LaB6 or 
CeB6 crystal with conical shape showing the (100) surface on the flat tip. 
Once heated by a filament, electrons leave the crystal via thermoionic 
emission from the tip, due to the low work function of the (100) surface. A 
Wehnelt aperture placed in front of the tip with negative potential suppresses 
the emission from other faces of the crystal [63]. These thermoionic emitters 
have a long lifetime and can draw a very high current with an energy width 
larger than 0.7 eV [64]. The use of thermoionic emitters is not recommended 
for high resolution microscopes: cold field emitters and Schottky emitters can 
generate electron beams with a narrower energy spread (0.3 eV), thus 
reducing the influence of chromatic aberrations, at the cost of lower brilliance 
and shorter lifetime [65–67]. More rare, but with very interesting applications, 
are the spin-polarized electron sources. The interaction between spin-
polarized electrons and the specimen in LEEM systems provides unique 
information on magnetic phenomena with lateral resolution (see Sect. 3.1.4). 
The most common one uses the photoemission of electrons from III-V 
semiconductors with circularly polarized light [68–71]. Under particular 
conditions of strain, the photocathode can generate an electron beam with 
polarization ~ 0.9, while the selection of the light polarization switches easily 
the polarization vector of the beam.  
The photon sources employed in PEEM range on the wavelength of photons 
and the time structure of the light pulses, enabling a wide variety of surface 
science experiments. The easiest way to produce photoemission is with 
continuous UV illumination by discharging lamps. The first PEEM systems 
used a Hg Short-Arc lamp emitting UV light at 4.9 eV (254 nm). The low 
energy of the photons restricted its application to samples with low work 
function and low electron affinity. Higher photon energy can be provided by a 
He gas discharge lamp: the HeI emission mode (21.6 eV) is still used for 
energy-filtered angle-resolved photoemission diffraction measurements of 
valence band electrons.  
Laser sources were used to stimulate photoemission in PEEM since the 
1970s [72]. Pulsed lasers can provide very short flashes of light along a wide 
wavelength spectrum and are currently used for time-resolved studies in 
pump-probe mode and for multi-photon photoemission. Several systems are 
suited for LEEM, such as Nd:YAG and Ti:Sapphire, and are often used with 
higher harmonic photon generation [73–75]. The high throughput of lasers 
concentrated in a single pulse is the major limitation to their employment in 
PEEM measurement. The dense bunch of photoemitted electrons experience 
a reciprocal Coulomb repulsion during their travel to the detector, causing a 
general degradation of the carried information (the so-called "space charge" 
effect – see Sect. 4.0.2). This phenomenon can be mitigated with a high pulse 
repetition rate and with a low energy per pulse, so that PEEM experiments 
with a dynamic timescale of some tens of fs and good lateral resolution are 
now possible [76]. 
The most successful photoelectron source for PEEM is synchrotron radiation. 
Since the first installation of SPELEEM in Elettra, Italy, it was clear that the 
tunable, intense light provided by insertion devices in third-generation 
synchrotron is the most versatile and powerful complement to cathode lens 
systems [21]. For example, the SPELEEM beamline [44, 77] is equipped with 
two Sasaki Apple II undulators that provide elliptically polarized light (circular 
left and right, linear horizontal and vertical) in a spectral range between 40 
and 1000 eV. The light is monochromatized by two Variable Line Space plane 
gratings with a resolving power "/∆" = 4000 at 400 eV. The beamline flux 
exceeds 1013 photons at 150 eV and is above 1012 photons in an energy 
range between 50 and 600 eV. These numbers permit to carry a great variety 
of experiments with valence band and core-level photoemitted electrons and 
with state-of-the-art lateral and energy resolution. The only technical limitation 
arises by the pulsed structure of the synchrotron radiation: space-charge 
effects limit again the lateral resolution of XPEEM images with core-level 
electrons to about 20 nm [62, 78]. This restriction could be overcome not only 
with photon intensity reduction, but also with an intelligent placement of 
apertures to cut away electrons not used for imaging. Nowadays, about 20 
synchrotron endstations are equipped with a PEEM, with energies ranging 
from near-UV to hard X-rays (HAXPEEM), giving the biggest contribution to 
the growth of cathode lens microscopy user community. 
2.3 Performances 
At this point it is useful to summarize the performances of the various imaging 
techniques of cathode lens microscopy, highlighting the advantages and 
underlining the limitations. The list incorporates some of the state-of-the-art 
results, as well as routine performances achievable with good quality 
samples. The purpose of this section is to help the non-expert reader to 
choose the right technique that fits their needs, with no claim to be 
exhaustive. It must be remarked that the state-of-the-art results are obtained 
in very controlled and stable environmental conditions, with flat and 
conductive samples and cannot be achieved in every measurement of that 
kind. A charging and non-atomically flat sample can degrade the 
performances easily by an order of magnitude. In this sense, the routine 
values are more significant, as they give a more realistic expectation for a 
generic experiment.  
 
 
Lateral 
resolution 
LEEM   
 non-aberration 
corrected 
Routine: 20 nm 
Best: 4.1 nm (LEEM) 
(SPLEEM) 
[26]  
 aberration 
corrected 
Routine: 5-10 nm 
Best: 2.6 nm 
2.0 nm 
2.0 nm 
[26, 30, 
60]  
 PEEM   
 non-aberration 
corrected 
Routine: 40-100 nm 
Best: 7.0 nm 
[33]  
 aberration 
corrected 
Routine: 40 nm 
Best 5.4 nm (UVPEEM) 
18 nm (XPEEM) 
2.6 nm (laser) 
[59, 62, 
79]  
 
Energy 
resolution 
PEEM   
 with MPA 
energy filter 
Routine: 1-2 eV 
Best: 0.25 eV 
(spectroscopy) 
1.7 eV (imaging) 
[31]  
 with HDA 
energy filter 
Routine: 0.7 eV 
Best: 0.11 eV 
(spectroscopy) 
0.2 eV (imaging) 
[30, 44]  
 
 with double 
HDA 
Routine: 0.1 eV 
Best: 0.01-0.05 eV 
[80]  
Angular 
resolution 
with HDA Best: 0.047 A-1 [44]  
 with double 
HDA 
Best: 0.005 A-1 [80]  
Time resolution laser Routine: tens of fs (lateral 
resolution 20-50 nm) 
Best: 200 as (lateral 
resolution 200 nm) 
[81, 82]  
 
 synchrotron Few ps (single bunch 
width) 
 
Table	1:	list	of	performances	for	the	various	operating	modes	of	cathode	lens	microscopy	
3. Low Energy Electron Microscopy 
LEEM uses backscattered electrons as information carriers. Unlike scanning 
microscopy, electrons are collected simultaneously from an illuminated area 
of several tens of μm. The image formed by the magnification lenses can then 
be acquired even in video-rate (down to 1 ms/frame), depending on the 
detector quality and the signal intensity. The image contrast depends on how 
electrons interact with the surface: the higher or lower reflectivity can depend 
on several factors, e.g morphology, crystallinity and quantum effects. It is 
therefore important to understand how electrons interact with the surface and 
how the image is formed. Elastic and inelastic scattering of electrons on solids 
is a well-studied subject in condensed matter physics. Here will be summoned 
only the most important concepts, leaving a more complete description to 
other textbooks [83]. 
3.0.1 Basic Image Contrast 
The simplest conceptual case from where to start is the "single scattering" 
frame, i.e an electron scattered only once by a surface atom. Here, the 
scattering amplitude is given by the atomic scattering factor NO(Q), where Q =STUV − SXY is the momentum transfer between incident and diffracted plane 
wave with wave vectors SXY and STUV, respectively. Considering now a 
monoenergetic electron beam, represented by a plane wave with amplitude Z[O = Z#8[S\]∙_   , 
the amplitude of a diffracted beam is represented by 
Z`ab = Z# cd:NO(Q)8[Q∙_YO e 8[Sfgh∙_ 
Here NO(Q) is the atomic scattering factor for the nth atom at position _Y. For 
an elastic scattering, the kinetic energy E0 must be preserved, i.e. 
"# = ℏ22j |S[O|2 = ℏ22j |S`ab|2 
The contribution of atomic scattering factor and the diffraction effects generate 
image contrast in LEEM. In fact, areas with different composition, 
stoichiometry and crystal structure will have a different electron reflectivity and 
will appear in LEEM as brighter and darker areas. 
For a complete description of electron reflection, inelastic effects and multiple 
scattering must be taken into account. When traveling inside solids, electrons 
have a certain probability to experience an inelastic event. Therefore, their 
probability to be reflected with no losses depends on how deep the scattering 
center is placed into the bulk. To model this behavior one can introduce a 
mean free path expressed by an imaginary component of the electron-surface 
interaction potential, such that the scattering amplitude decays exponentially 
in the direction of wave propagation. In general, the electron mean free path is 
energy dependent and relatively independent of the material, so that its value 
follows a "universal curve". Such universal curve has a V-shape, i.e. presents 
a minimum for energies around 30-100 eV: in this range the mean free path is 
so small (few Å) that elastic electrons come from only the top-most atomic 
layers. LEEM and PEEM performed in this range are then surface sensitive. 
Electrons with higher kinetic energy can probe the sample more in depth, 
while at very low energy (~ 10 eV) the inelastic mean free path can show 
large deviations accordingly to the density of states of the material: at a few 
eV, organic thin films with very low density of states can show a mean free 
path of 10 nm, while transition metals with dense d or f bands above the 
Fermi energy can damp scattered electrons already at a depth of 0.5 nm. The 
surface sensitivity can be used in LEEM to achieve image contrast even 
between samples with the same stoichiometry and different surface 
reconstruction. 
At very low kinetic energy, another quantum phenomenon can affect the 
elastic backscattering of electrons from thin films. When electron wavelength 
and penetration depth are comparable to film thickness, i.e. at very low kinetic 
energy, the confinement imposed by the vacuum boundary and the film-
substrate interface induces a one-dimensional quantum well condition [84]. 
This so-called quantum size effect (QSE) rises from the interference between 
electron waves reflected at the surface and at the film-substrate interface. In 
first approximation, for a film of thickness d, the phase shift induced by the 
different path length is 
l	 = 	 02;ℏ 3m2j("# + ![)					[1], 
where Vi is the inner potential of the thin film. The electron reflectivity is then 
subject to periodic oscillations as a function of electron kinetic energy and film 
thickness. QSE is extensively used to measure directly the thickness of thin 
films: significant examples will be given in Sect. 3.1.1. 
3.0.2 Image Formation 
The reflection of plane waves is influenced also by the morphology of the 
surface: atomic steps, kinks, domain boundaries and defects create 
interference and modulate the electron reflectivity. To better understand how 
to interpret the features in a LEEM image, it is necessary to address the 
theory of image formation. Over the last two decades, several approaches 
were used to calculate the image formation in LEEM. The first is from Chung 
and Altman [22, 85], who developed a wave-optical model to describe the 
step contrast in ideal and real conditions, i.e. taking into account instrumental 
broadening and beam coherence. Later the model was improved by a Fourier 
Optics formalism [36], which elucidates the image formation for objects with 
different scattering amplitude and phase and incorporates aberration effects 
of the objective lens, diffraction cut-off by a contrast aperture, lens defocus, 
energy spread of the electron beam and instabilities in lens current and 
voltage. In parallel, Jesson and coworkers [86, 87] proposed an alternative 
approach, based on the definition of a Contrast Transfer Function (CTF), into 
which flow all the effects of the imaging system on the transfer from real 
object to image. Schramm et al. [88] integrated this method with fifth-order 
aberrations, making it suitable for aberration-corrected instruments. The CTF 
formalism is attractive for its low computational cost and its universal 
treatment of arbitrary phase, amplitude or mixed amplitude-phase objects. In 
the following, a brief excursus on the CTF formalism is depicted. 
Consider having an object illuminated by a monoenergetic plane wave, as in 
Sect. 3.0.1. It has been shown that the reflection causes variation of wave 
amplitude and phase. In general, the reflected wave is given by Z`ab = Z[O ∗ Z`qr  
with Z`qr(_) = s(_)8[(Sfgh4SXY)∙_8[t(_) 
Here	s(_) is the amplitude modification factor, while the phase modification 
factor	l(_) incorporates the phase difference between outgoing and incoming 
waves induced by the surface morphology. Supposing that the surface is the 
plane %u at v = 0, its morphology can be modeled by a surface height function ℎ(_x) expressed in unit of step height y#. _x is then a two-dimensional 
position vector spanning over the surface plane. In case of normal incidence, 
only the vertical component of the wave vector matters, i.e. S = |S|v̂ . Given |S| = 2{/6#, the phase shift defining the surface is given by  l(_x) = 22{6# y#	ℎ(_x) 
The phase object function includes the effects of surface morphology on the 
reflected wave, assuming no significant modification of the accelerating 
electric field. 
The reflected wave is then modified by the cathode immersion lens. First of 
all, the acceleration from kinetic energy "# to " imposes the change of 
coordinates as in Section 2.1, from takeoff coordinates in real (_x) and 
reciprocal space (|x) to respective virtual coordinates (_ and |). The transfer 
from virtual object to magnified image can be described in real or reciprocal 
space. In real space, the response of the system is described by the Point 
Spread Function (PSF) }(_), which models the blurring of an ideal point 
object. The final image Z(_) is then the convolution of the outgoing wave Z`ab 
and the PSF, Z(_) = (Z`ab⨂})(_) 
Using the fact that convolution in real space corresponds to multiplication in 
the Fourier space,  Z(_) = ℱ41Äℱ[Z`ab(_)] ∗ ℱ[}(_)]Å }(|) = ℱ[}(_)] is the Contrast Transfer Function (CTF) of the LEEM imaging 
system and it is modeled as the product of all relevant contributions imposed 
by the optical system, i.e. the frequency cutoff imposed by the contrast 
aperture, chromatic and spherical aberration, defocus and instrument-related 
instabilities. One can model }(|) as follows: 
}(|) = *(|)	Ç(|, ΔN)	ℇ(|, Δ") 
Here, *(|) incorporates the effect of a round contrast aperture placed in the 
backfocal plane, where the reciprocal space is displayed. Its effect is to filter 
high spatial frequencies 
*(|) = Ñ1			ÖN	||| < 5áàâ0			ÖN	||| ≥ 5áàâ 5áàâ corresponds to the maximum spatial frequency imposed by the aperture 
size and it is equal to :áàâ/6, being :áàâ the maximum angle accepted. It 
should be noticed that the contrast aperture acts downline of the acceleration 
stage, therefore the electron wavelength is calculated from the final kinetic 
energy ". 
The wave aberration contribution Ç(|) refers to deviations of the wave path 
from the ideal one, induced by defocus ΔN and by spherical aberrations, 
which may be expressed by Taylor series coefficients as in Sect. 2.2.3 
Ç(|, ΔN) = 8%ãåÖ{2 0H>6I5ç + H>>3 6J5é − 2ΔN6523è 
The defocus ΔN takes into account also the unintentional focus oscillations 
caused by voltage and current fluctuations in lenses and high voltage 
supplies. 
Finally, the chromatic aberration damping envelope ℇ(|, Δ") comes from an 
integration over the weighted contribution of the different energies within the 
Gaussian energy distribution with FWHM Δ". Limiting the expression of 
chromatic aberration to the first-order coefficient, one has that 
ℇ(|, Δ") = 8%ã å−({H?652)216	êë2 0Δ"" 32è 
The final LEEM image is an intensity distribution of the reflected wave 
modified by the lens system, so it can be calculated as 
í(_′) = 1*2 |Z(_)|2		, _′ being the two-dimensional coordinates at the detector plane. 
The CTF approach is currently used to produce simulation of LEEM images 
for a surface with arbitrary height map ℎ(_x) and given scattering amplitude. It 
has been used not only to prove well-known surface features, like atomic 
steps [86], but also to construct valuable morphology models of peculiar 
surfaces, as in the case of corrugated MnAs layers on GaAs(001) [89] or sub-
surface line dislocations in magnetite thin films [90]. Moreover, the CTF 
algebra helps to figure out how to achieve the best performances from a 
cathode lens microscope. It is now clear the effect of the contrast aperture, 
which on one side deteriorates the image by acting as a low-pass filter and on 
the other side limits the acceptance angle and therefore the blurring induced 
by spherical aberration. The energy distribution of electrons coming, e.g., from 
the electron source, act together with the chromatic aberration, while the 
voltage and current instability can be modeled as an additional defocus. This 
knowledge has proven to be crucial in the case of aberration-corrected 
systems, where the lifetime of fully-corrected state has observed to be just a 
few minutes. After a correct estimation of every contribution, Schramm et al. 
[61] concluded that the stability of power supplies, the active damping of 
vibrations, good electromagnetic shielding and improved detectors are the 
crucial factors for maintaining the corrected state, and that more accurate 
monitor and correction systems must be developed to prolong its lifetime and 
make it usable for complex experiments. 
3.1 Imaging Mode 
3.1.1 LEEM and LEEM-IV 
The first operating mode of LEEM corresponds to the magnified image plane 
is displayed on the detector. Typically, the camera interconnects with the 
microscope software to capture single images or videos on varying the start 
voltage, the sample temperature, the lens settings and so on. In this way, 
several in-situ experiments and diagnostic procedures can be performed. In 
principle, the LEEM image is the intensity distribution of electrons on the 
image plane. The local intensity is then converted to a gray scale image, 
where the contrast depends of how the objects modify the reflected electron 
plane wave in phase and amplitude. In the following we show topical 
examples of how phase and amplitude objects are displayed in LEEM. 
The simplest phase object giving contrast in LEEM is an atomic step on an 
elsewhere flat, crystalline surface. The uniform, regular distribution of atoms, 
as in the case of a terrace, gives no contrast in LEEM, since the electron 
beam is backscattered everywhere in the same way. Plane waves coming 
from two adjacent terraces have different phases, so that at the terrace edges 
the interference between them degrades the reflected intensity. Figure 6a 
shows a LEEM image of clean, stepped Si(111) surface with (7x7) 
reconstruction: monoatomic steps are displayed as dark lines with a faint, 
brighter decoration on one side [85]. This appearance is confirmed by 
simulation performed with CTF formalism [86]. In this case the surface height 
function ℎ(_x) is expressed as a simple step function of height y# = 0.31 nm 
(Fig. 6b, green line). The simulated intensity line profile (Fig. 6b, blue line) 
displays a minimum in the vicinity of the step and a maximum on one side. In 
general, the presence of minima and maxima is related to the phase shift, i.e. 
the electron kinetic energy and the step height: For l(_x) = 2ë{ the contrast 
is almost absent, while in the complete out-of-phase condition l(_x) = (2ë +
1){ the line profile is symmetric (no bright decoration). The asymmetric 
maximum is observed at the intermediate phase conditions and is most 
pronounced at l(_x) = (2ë + 1){/2. The relative position of maxima and 
minima can be inverted periodically as a function of the phase shift. CTF 
formalism can be readily extended to two spatial dimensions: Figure 6c 
shows the simulation of how an ideal Si(111) surface with monolayer-step-
height circular and elliptical terraces (top) appear in LEEM for a given phase 
shift. It should be noticed that more complicated interference patterns could 
be produced when steps are close together, e.g., in the region highlighted 
with white arrows. The correct interpretation in such cases must pass through 
an extensive simulation of model surfaces in different conditions of focus, 
electron kinetic energy and morphology. 
	
Figure	6:	Imaging	with	phase	contrast.	(a)	Underfocus	LEEM	image	of	monoatomic	steps	on	the	
Si(111)-(7x7)	surface.	Imaging	energy	E0	=	45	eV.	Reproduced	from	Ref.	[85]	with	permission,	
copyright	1998	Elsevier.	(b)	Intensity	line	profile	(blue)	calculated	for	the	superimposed	step	profile	
(dotted	green	line)	with	the	inclusion	of	chromatic	damping.	(c)	Plane	view	schematic	(top)	and	
simulated	LEEM	image	(bottom)	of	an	arrangement	of	terraces	separated	by	a	single	atomic	step.	
Bright	regions	of	constructive	interferences,	where	the	steps	are	in	close	proximity,	are	arrowed.	(b)	
and	(c)	reproduced	from	Ref.	[86]	with	permission,	copyright	2009	World	Scientific. 
The amplitude contrast is produced between two adjacent areas that have 
different scattering amplitude. This case is quite common during an 
experiment: any area with a different composition, stoichiometry, crystal 
structure and even surface reconstruction give amplitude contrast. The exact 
calculation from first principles of how crystalline surfaces diffract electron 
beams in LEEM is derived from kinematic and dynamic LEED theory 
developed already from late 1960s [83] and not discussed here in detail. An 
example of amplitude contrast is given in Fig. 7a, displaying LEEM image of 
Pt(111) surface covered with a graphene layer of variable thickness [91]. In 
this particular case, the contrast is given not only by changes in amplitude, as 
between monolayer and bilayer graphene, but also by the quantum size 
effect. The difference is more evident by looking at the IV characteristics 
obtained from a stack of LEEM images with increasing start voltage (Fig. 7b). 
The IV curve for ML graphene reflects the particular morphology of the 
system, where the carbon sheet rests 3.30 Å upon the Pt substrate. The other 
reflectivity curves appear quite similar to one another at kinetic energies 
above 20 eV, since the graphene thickness becomes bigger than the inelastic 
mean free path and no contribution from substrate atoms is present. 
Nonetheless, pronounced oscillations due to quantum size effects can be 
[9—15] may also cause the lattice to be distorted in
the vicinity of a step. Some disagreement still exists
about the first interlayer spacing on W(1 1 0)
[9,10]. Strong oscillatory relaxations of deeper
layers have also been reported [9]. Atomic dis-
placements and inward relaxation of the Mo(1 0 0)
c(7!2"!2)R45° reconstructed surface at low
temperature have been determined [11,12]. The
disordered surface which was imaged here at room
temperature was found previously to have atomic
displacements comparable to the reconstructed
surface [12]. The single step at the Si(1 1 1) (7"7)
surface separates Si double layers. A significant
disagreement exists with regard to the first inter-
double layer spacing of this surface, while it is
widely agreed that the second inter-double layer
spacing is contracted from the bulk spacing
[13—15]. Despite the common occurence of surface
relaxation, our choice of the bulk spacing as step
height should not lead to significant errors if step-
edge distortion effects are confined to within
a short distance from a step, i.e., within a distance
somewhat smaller than the LEEM lateral resolu-
tion of about 100 A! .
The periodic dependence of step contrast upon
phase shift is demonstrated in Figs. 6 and 7 for
W(1 1 0) and Mo(1 0 0), respectively. For W(1 1 0),
the imaging energies of 11.7 and 37.6 eV in Fig. 6
correspond to phase shifts of 2.49! and 4.47!, re-
spectively. Bright and dark bands which occur at
steps in these images correspond to the strong
intensity variation immediately adjacent to a step
in our model predictions. The similar arrangement
of the bright and dark bands with respect to the
steps at these two imaging energies is in accordance
with expectation, since the respective phase shifts
differ by nearly 2!. In particular, the bright band
which is seen in these underfocus images identifies
the down-side of a step according to our model (see
Fig. 3 for !"!/2, for example). Fig. 7 shows an
important change of contrast with imaging energy
for the Mo(1 0 0) surface. The bright band which is
situated on the up-side of steps for E"8.50 eV
(!"1.50!) in underfocus is found on the down-
side of steps for E"23.5 eV (!"2.49!), while
for the out-of-phase condition, E"34.0 eV
(!"3.00!), two nearly symmetric intensity maxi-
ma flank the strong destructive interference at
Fig. 8. Underfocus LEEM images of monoatomic steps on the
Si(1 1 1) (7"7) surface (a) before growth, (b) after growth of Si
islands. The imaging energy (phase shift) is E"45.0 eV
(!"6.86!). Compare with Fig. 3 for !"!/2.
a step. These observations are in accordance with
model predictions (see Fig. 3 for !"3!/2, !/2, !,
respectively).
Step contrast on the Si(1 1 1) (7"7) reconstruc-
ted surface is shown in Fig. 8. Bright and dark
bands ar seen at steps in these underfocus images
of the Si(1 1 1) (7"7) surface obtained at imaging
energy of E"45.0 eV (!"6.86!). According to
W.F. Chung, M.S. Altman / Ultramicroscopy 74 (1998) 237—246 245
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Fig. 7. (a) Plan-view schematic of an arrangement of terraces separated by monolayer-height-steps. Lighter shading
indicates increasing height. (b) IC(R) evaluated for the phase object function corresponding to the step arrangement
in (a). The phase change associated with each step is (0.82 + 2π) and ∆E = 0.3 eV. Bright regions of constructive
interference, where the steps are in close proximity are arrowed.
A wave optical approach to simulating LEEM
contrast from surface steps can be readily extended
to two spatial dimensions, for the arrangement of
monolayer-step-height circular and elliptical terraces
shown in Fig. 7(a). The step p ase difference is
(0.82+2π), placing it in the 2nπ < φ(R) < (2n+1)π
interpretation regime. Therefore, in the image sim-
ulation shown in Fig. 7(b) he down nature of the
outermost terrace produces opposite contrast to the
up terraces as expected. As seen previously in Fig. 6,
steps that a e further apart (30 nm) are easily distin-
guished, whereas steps that are close together (less
than 10 nm) produce more complicated interference
patterns. In Fig. 7(b), bright regions of construc-
tive interference are arrowed where the down and up
steps are close together (between 10 and 5 nm) which
complicates direct interpretation. We note that a
2D simulation capability may prove to be valuable
in the interpretation of closely spaced step arrange-
ments as well as in the high-resolution tudy of wavy
steps induced by instabilities.23–25 To the same end,
we note the possible utility of some recent work on
phase retrieval using aberrated shift-invariant imag-
ing systems.26–28
7. Weak Phase Object
Approximatio
In general, the phase changes involved during reflec-
tion of low-energy electrons from surface steps are
not weak (i.e. with maximum transverse phase
differences that are small in magnitude relative to
2π). However, it is possible to tune the incident elec-
tron wavelength λi by adjusting the bias voltage
V such that the phase difference is 2nπ + δ for a
small quantity δ and n an integer. The step phase
change from Eq. (1) is then φ(R) = δ if z = −a
and φ(R) = 0 if z = 0. Under these conditions we
therefore have a WPO and we can expand the phase
object function Eq. (2) to first order
O(R) = 1 + iφ(R). (18)
The advantage of the WPO approximation is that
the form of the transfer function simplifies and it is
instructive to examine its form for LEEM. Follow-
ing the conventional WPO treatment we have the
intensity8,14
IW (R) = 1− 2φ(R)⊗ TW (R), (19)
where TW (R) = Im{T (R)} and the phase CTF in
reciprocal space is given by
TW (u) = A(u) sinχ(u). (20)
Rather than average the intensities over defocus via
Eq. (15), it is customary in the WPO to include chro-
matic aberration effects in the form of a damping
function E(u).17 In practice this should be limited
to a restricted set of WPOs17 but here we never-
theless adopt the approach for steps to evaluate the
role of chromatic aberration in the LEEM transfer
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Fig. 7. (a) Plan-view schematic of an arrangement of terraces separated by monol yer-h ight-steps. Lighter shading
indicates increasing height. (b) IC( ) evaluated for the phase object function corr sponding to step arrangeme t
in (a). The phase change associated with each step is (0.82 + 2π) and ∆E = 0.3 eV. Bright regions of constructive
interference, where the steps are in close proximity are arrowed.
A wave optical approac to simula ing LEEM
contrast from surface steps can be readily extended
to two spatial dimensions, for the arrangement of
monolayer-step-height circular and elliptical terraces
shown in Fig. 7(a). The step phas differe ce is
(0.82+2π), placing it in the 2nπ < φ(R) < (2n 1)π
interpretation regime. Therefore, in the image sim-
ul tion shown in Fig. 7(b) the down nature of the
outermost terrace produces opposite contrast to the
up terraces as expected. As seen previously in Fig. 6,
ste s that are further apart (30 nm) are easily distin-
guished, whereas steps that are close together (less
than 10 nm) produce more complicated interference
patterns. In Fig. 7(b), bright regions of construc-
tive interference are arrowed where the down and up
steps are close together (between 10 and 5 nm) which
complicates direct interpretation. We note that a
2D simulation capability may prove to be valuable
in the interpretation of closely spaced step arrange-
ments as well as in the high-resolution study of wavy
steps induced by instabilities.23–25 To the same end,
we note the possible utility of some recent work on
phase retrieval using aberrated shift-invariant imag-
ing systems.26–28
7. Weak Phase Object
Approximation
In general, the phase changes involved during reflec-
tio of low-energy electrons fro surface steps are
not weak (i.e. with maximum transverse phase
differences t a are small in magnitude relative to
2π). However, it is possible to tun the incident elec-
tron wavelength λi by adjusting the bias voltage
V such that the phase difference is 2nπ + δ for a
small quantity δ and n an integer. The step phase
change from Eq. (1) is then φ(R) = δ if z = −a
and φ(R) = 0 if z = 0. Under these conditions we
therefore have a WPO and we can expand the phase
object function Eq. (2) to first order
O(R) = 1 + iφ(R). (18)
The advantage of the WPO approximation is that
the form of the transfer function simplifies and it is
instructive to examine its form for LEEM. Follow-
ing the conventional WPO treatment we have the
intensity8,14
IW (R) = 1− 2φ(R)⊗ TW (R), (19)
where TW (R) = Im{T (R)} and the phase CTF in
reciprocal sp ce is given by
TW (u) = A(u) sinχ(u). (20)
Rather than average the intensities over defocus via
Eq. (15), it is customary in the WPO to include chro-
matic aberration effects in the form of a damping
function E(u).17 In practice this should be limited
to a restricted set of WPOs17 but here we never-
theless adopt th approach for steps to evaluate the
role of chromatic aberration in the LEEM transfer
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Fig. 3. (a) Monochromatic image intensity Iε=0(R) evaluated for the superi posed step profile (dotted li e) and an
associated phase change of (0.82 + 2π). (b) IC(R) for the ame phase object in (a) showing chromatic damping of
int nsity oscillati ns. Color online.
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Fig. 4. Imaginary part f th LEEM transfer function
T (u), including defocus and spherical aberration, at the
Scherzer defocus of ∆f = −3.0 µm (cf. Eq. (20)).
these conditions, the phase CTF retains a relatively
constant value of near unity out to the first crossover
of the zero axis (the point resolution limit).14 In
Fig. 3(a), the contrast displays a inimum in the
vicinity of the step with numerous oscillations either
side of the step for this monochromatic source. In
order to take into account the finite energy spread
of the electron source, it is necessary to inc herently
average such monochromatic contributions over defo-
cus using Eq. (15). The resulting averaged inten-
sity IC(R) is displayed in Fig. 3(b) for an energy
spread ∆E = 0.3 eV. Although the general form of
the intensity resembles the monochromatic intensity
contrast in Fig. 3(a), the fine fringes surrounding the
step are smoothed out by the incoherent averaging
process, Eq. (15). Such a localized step intensity pro-
file is in general qualitative agreement with experi-
mental observations.1–4
In Fig. 5 we explore the dependence of LEEM
step contrast on objective lens defocus. As discussed
by Chung et al.,3,4 it is possible to determine the
up or down character of a step from the asymme-
try of the LEEM intensity profile in the over- or
underfocus condition provided it is known whether
2nπ < φ(R) < (2n + 1)π or (2n + 1)π < φ(R) <
2(n + 1)π for integer . In panels (a)–(c) of Fig. 5,
we consider a step phase change of φ(R) = π/2+2π,
which is achieved for the step of height a = 0.31 nm
by increasi g the bias voltage V to 6.1 V. A phase
object of φ(R) = π/2 + 2nπ is identified as an opti-
mum condition for the detection of intensity eak
asymmetry.3,4 As the defocus changes from negative
underfocus values o p sitive overfo us conditions,
the intensity maxima and minima swap position on
either side of the step are indicated by the inset
dotted line. Hence it is possible to determine the
sense of the step via the intensity asymmetry.3,4
Note, however, that the contrast does not completely
reverse either side of ∆f = 0 (i.e. the intensity pat-
terns for ±∆f are not mirror imag s of each other).
This observation can be attribu ed to the presence
of sph rical aberration in the TF (see Eq. (12))
which does not change sign with defocus. Spherical
aberration also results in nonzero phase contrast at
∆f = 0. Indeed, minimum contrast in the presence of
aberratio s is obtained using th minimum contrast
defocus14 ∆fm = −0.44(CSλ)1/2, which reduc s t
∆fm = 0 when CS → 0.
The case of φ(R) = 3π/2 + 2π is considered for
the same step in panels (d)–(f) of Fig. 5 by increasing
the bias voltage V to 12 V. Again, this is an optimum
condition for the detection of intensity peak asymme-
try in the range (2n+1)π < φ(R) < 2(n+1)π.3,4 The
step contrast reverses sense as expected compared
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observed at lower kinetic energies (Fig. 7c). In particular, the number of 
minima of these oscillations scales with the number of layers. This 
characteristic has been observed not only on 2D materials, but also on 
epitaxial thin films on metal substrates, and therefore can be used as a 
universal fingerprint to estimate the film thickness. Moreover, one can plot the 
phase shift from Eq. 1 as a function of the energies at which interference 
maxima or minima are observed (Fig. 7d) and determine accurately the film 
thickness and the inner potential with a fit. In this particular case, the analysis 
confirms that graphene stacks thicker than 3 layers have identical layer 
separation to graphite.  
	
Figure	7:	Imaging	amplitude	objects.	(a)	LEEM	image	(electron	energy	4.4	eV)	of	a	few-layer	
graphene	stack	nucleated	at	a	boundary	between	rotationally	misaligned	ML	graphene	domains.	
Markers	denote	areas	with	coverage	between	1	and	10	graphene	layers.	(b)	IV	characteristics	
obtained	from	a	stack	of	LEEM	images	with	electron	energy	from	2	to	100	eV	at	the	locations	marked	
in	(a).	(c)	Higher	magnification	of	the	same	data	set	at	electron	energies	below	20	eV,	showing	
fringes	due	to	interference	of	electrons	backscattered	from	the	graphene	surface	and	graphene/Pt	
interface.	(d)	Phase	shifts	for	constructive	and	destructive	interference	[fringe	maxima	and	minima	
in	(c)]	as	a	function	of	electron	energy.	Full	lines	are	fits	assuming	free-electron	like	propagation.	
graphene.	Reproduced	from	Ref.	[91]	with	permission,	copyright	2009	American	Physical	Society. 
3.1.2 Brightfield and Darkfield LEEM 
Up to now, we considered only the case in which incoming and reflected 
electron beams are perpendicular to the sample surface. Even with a 
perpendicular incoming beam, the outgoing electrons distribute over the solid 
angle to form a diffraction pattern in the backfocal plane of the objective lens. 
Then, the contrast aperture limits the acceptance angle in order to let pass 
only electrons emitted in the neighborhood of the zero-order diffraction spot. 
This configuration is called brightfield and is schematized in Fig. 8a. However, 
it would be interesting to build the LEEM image also with non-perpendicular 
electrons, i.e. with higher or fractional order diffraction spots; in this way the 
crystallographic information contained in the diffraction pattern can be 
transferred to the real space and generate a crystallographic map of the 
sample. Such case is called darkfield and can be achieved in different ways. 
The simplest way is (i) to move the contrast aperture and accept electrons 
with a non-zero emission angle, e.g., from a first-order diffraction spot (Fig. 
8b). This method has the disadvantage that the selected electron trajectory is 
far from the optical axis and therefore the spherical aberrations may blur the 
graphene on Pt!111" if we assume a i ner potential of
−17 eV—close to the values erived for graphite by other
measurements.53 The fits are based on m=me, i.e., free-
electron-like propagation and a thickness of an n-layer stack
of !n−1"dG, where dG=0.335 nm is the c-axis layer spacing
in graphite. The quantum-size effect hence confirms that for
stacks of 3 or more graphene layers, the separation between
adjacent graphene is identical to the layer spacing in graph-
ite.
V. CONCLUSIONS
To identify promising substrates for larg -scale grap ene
synthesis, it is important to understand the substrate
interaction—giving rise to characteristic growth, structural,
and electronic properties—for graphene on different transi-
tion me als. We have used in situobservations of the growth
and relaxation by wrinkle formation, along with measure-
ments of the interface moiré structure, metal-graphene sepa-
ration, and band structure, to examine the interaction be-
tween monolayer graphene and Pt!111". Low-energy electron
microscopy of the graphene growth process shows the signa-
tures of a weak metal-graphene interaction, in particular a
minimal difference in the growth rate in the uphill and down-
hill directions across substrate steps. Other characteristics,
such as a strong faceting of the edges of graphene domains
over large distances, the facile formation of wrinkles in the
graphene sheets to relax thermal stress, and the gene ation of
a wide variety of rotational moiré variants, are consistent
with a weak coupling of monolayer graphene to the Pt sub-
strate. The different rotational alignments between graphene
and Pt!111" give rise to two distinct families of moiré struc-
tures with large and small unit cells, respectively. In contrast
to other systems—notably graphene on Ir!111"—none of
these structures appears strongly preferred over the others,
suggesting minor differences in energy between the various
moirés. The growth rates of the two families of moiré struc-
tures how measurable differences, indicating that the growth
kinetics are affected by the orientation of the nitial graphene
nuclei.
IV characteristics in microdiffraction, combined with IV
simulations for a simplified !commensurate" structure have
been used to determine the separation between monolayer
graphene and the Pt!111" surface. Given a weak coupling and
assuming a simple graphene-Pt interface, one might expect a
separation close to the interlayer spacing in graphite. A pre-
vious report instea suggested the formation f a complex
interface structure comprising a carbidic interlayer between
graphene and Pt!111".19 However, none of the other systems
of gr phene on transition metals appears to form such a com-
plex interface. Our combined measurements and simulations
lend additional support to the notion of a simple graphene-Pt
interface and in this case give a separation !3.30 Å" that
indeed lies close to e c-axis spacing in graphite. This find-
ing suggests that the binding of graphene on Pt!111" may be
understood in a common framework with other graphene-
metal interfaces.
Direct evidence for a weak coupling between monolayer
graphene and Pt!111" is provided by micro-APRES maps of
the band structure. Apart from some residual hole doping due
to ch rge transfer with the substrat , the electronic structure
of monolayer graphene on Pt!111" is close to that of isolated
graphene. In particular, the linear dispersion of ! bands in
the so-called Dirac cones, which gives rise to many exotic
manifestations of massless Dirac fermions is preserved.
Finally, the near isolation of monolayer graphene on
Pt!111" causes the self-termination of graphene growth by
carbon segregation at a maximum coverage of 1 ML, due to
the impermeability of structurally coherent graphene sheets
to carbon diffusion, analogous to that observed for free-
standing graphene.6 The coalescence of different rotational
graphene domains, however, can give rise to domain
boundaries—the two-dimensional analog of a grain bound-
ary in a polycrystalline thin film—that allow segregating car-
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image. A way to overcome this limitation is (ii) to incline the sample tilt by a 
certain angle : to let the selected diffraction feature with emission angle 2: 
pass through the contrast aperture along the optical axis (Fig. 8c). In this 
case the incident electron beam is not perpendicular to the surface, so one 
should take into account the different atomic scattering factor N(Q), as it 
depends on the momentum transfer Q = STUV − SXY. This approach does not 
need dedicate alignment of the lens system, but lacks of accuracy and 
reliability due to mechanical limitations of the sample manipulator. The most 
convenient method to produce darkfield LEEM is (iii) to leave the sample 
untouched and tilt the incoming electron beam with deflectors placed in the 
illumination column (Fig. 8d). It is optically equivalent to the previous case, 
but with the advantage that the sample holder and the lens system are 
untouched, and deflectors can be remotely controlled and accurately 
calibrated, enabling fast switch between brightfield and darkfield. 
	
Figure	8:	Scheme	of	brightfield	(a)	and	darkfield	LEEM	operation.	Darkfield	can	be	performed	(b)	by	
displacing	the	contrast	aperture,	(c)	tilting	the	sample,	and	(d)	deflecting	the	incident	electron	
beam.	The	zero-order	diffraction	spot	is	depicted	in	red,	while	the	higher	order	ones	are	in	blue. 
The contrast mechanism in darkfield LEEM measurement adds substantial 
information on the crystal structure of the sample. Electrons forming a 
particular spot in the diffraction pattern are emitted only from areas with a 
certain crystal structure. Thus, a LEEM image produced with these electrons 
shows as bright the area from where they were emitted, and as dark the areas 
with another structure. By studying the area distribution in darkfield LEEM for 
several diffraction spots, one can reveal if a LEED pattern is produced from a 
single phase over the entire surface or is a superposition of two or more 
contributions. Images over a large field of view offer a direct measurement of 
the relative coverage of the phases. Moreover, domains with same crystal 
structure but rotated orientation can be distinguished. Even if the domains 
give the same LEED pattern geometry, the intensity of same-order spots 
differs, so resulting in an amplitude contrast among rotational domains. An 
example of both occurrences is given in Fig. 9. The system is a de-wetted 
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Fe3O4(111) thin film of thickness larger than 7 nm, grown on a Pt(111) surface 
[92]. The film holes do not expose a clean Pt surface, but are decorated by a 
single bilayer of FeO(111) [93, 94]. The corresponding LEED pattern, 
obtained with illumination over a large area, is a superposition of two distinct 
patterns: the (2x2) superstructure over the Fe3O4(111) spots (unit cell in 
green) and the moiré pattern of FeO(111) surrounding the Pt(111) spots. 
Brightfield LEEM (Fig. 9a) shows areas with different reflectivity, but at a first 
glance one cannot distinguish which is Fe3O4 and which is FeO/Pt. Darkfield 
LEEM performed with electrons from the moiré (Fig. 9b) shows as bright the 
FeO(111) areas, leaving the rest as dark. The contrast inverts when one of 
the Fe3O4(111) (2x2) spots is used, but while the FeO patches appear dark, 
only one rotational domain of Fe3O4 enlightens (Fig. 9c). The other rotational 
domain, rotated by 180°, emerges on darkfield LEEM by using the 
inequivalent (2x2) spot (Fig. 9d). It should be noticed that the FeO darkfield 
image corresponds to the sum of the two Fe3O4 darkfield images when the 
contrast is inverted, thus excluding the presence of a third crystalline phase. 
Moreover, the amplitude contrast between rotational domains is achieved only 
at some kinetic energies, for which two inequivalent LEED spots with same 
order have a different intensity. Other energies can eliminate or invert the 
contrast. 
	
Figure	9:	LEED	(left)	and	LEEM	(right)	images	of	a	strongly	dewetted	Fe3O4(111)	thin	film.	In	LEED	
(E0	=	88	eV)	the	reciprocal	vectors	of	Fe3O4(111)	unit	cell	and	FeO(111)	moiré	pattern	are	
highlighted	in	green	and	orange,	respectively.	The	labels	in	LEED	mark	the	selected	diffraction	spots	
used	for	LEEM	(E0	=	24	eV):	(a)	brightfield,	(b)	darkfield	with	FeO(111)	moiré,	(c)	and	(d)	darkfield	
with	(2x2)	inequivalent	spots	of	Fe3O4(111).	Reproduced	from	Ref.	[92]	with	permission,	copyright	
2012	American	Physical	Society. 
3.1.3 Mirror Electron Microscopy 
It has been shown that in LEEM the reflectivity of electrons changes with the 
momentum transfer Q occurring during backscattering. Such reflectivity is 
always less than unitary, i.e. part of the electrons is lost due to inelastic 
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scattering, bulk absorption, surface and quantum effects. The only way to 
achieve total reflection is to decrease the start voltage until all electrons are 
reflected above the sample surface, turning the cathode immersion lens into 
an electrostatic mirror. However, the equipotential surface in front of the 
specimen is still influenced by field inhomogeneities determined by the 
surface morphology, work function changes, contact potentials and magnetic 
fields. As electrons decrease speed and reverse direction, their trajectories 
are deviated by such perturbations, thus giving contrast to the electron image. 
This imaging technique is called Mirror Electron Microscopy (MEM) and has 
the advantage to probe surfaces without direct impact, giving access to non-
conductive specimens and imaging phenomena in a non-perturbative way. 
The contrast mechanism in MEM has been discussed and modelized over the 
years [95–97], in order to extract quantitative information regarding 
morphology and microfields. Although the algebra is in some cases quite 
similar to the CTF approach described in Sect. 3.0.2, it will not be discussed 
here. In general, the lateral resolution in MEM is worse than standard LEEM 
imaging on the same surface, ranging around several tens of nm. 
Nonetheless, the high sensitivity to height variations and equivalent surface 
potentials gives a remarkable depth resolution of about 1 nm. Like in LEEM, 
the intensity line profile of features in different focus conditions can be 
simulated and reverted to quantitative real-space models. I(V) spectra of 
different areas through the LEEM-MEM threshold can be used to extrapolate 
a map of the local potential, owed to work function changes, charge states or 
application of external fields.  
3.1.4 Spin Polarized LEEM 
Spin is a degree of freedom of the incident electron beam that can be used to 
achieve imaging of magnetic states of the specimen surface. As shown in 
Sect. 2.2.3, spin-polarized sources such as III-V semiconductor 
photocathodes can provide beams with high degree of polarization î. In 
SPLEEM, the usual image contrast is augmented by magnetic contrast 
generated by the exchange interaction between incident spin-polarized 
electrons and spin-polarized electrons in the magnetic material [98–101]. This 
exchange contribution to the scattering is proportional to î ∙ ï, being ï the 
magnetization vector of the target material. In a magnetic material ï results 
from the difference between the number of electrons with parallel and 
antiparallel spin contained in the occupied states of majority and minority 
bands, respectively (Fig. 10a) [102]. The two electronic populations produce 
non-equivalent exchange-correlation potentials, so that electron beams with 
different polarization are scattered differently. Moreover, the minority spin 
band offers more unoccupied states for an inelastic event, thus minority 
electrons are more effectively scattered than majority electrons and the IMFP 
decreases. This leads to a larger reflectivity for majority electrons. The 
intensity difference between parallel (í↿↾) and antiparallel (í↿⇂) configurations, 
normalized to the sum of the intensities, i.e. 
ô = í↿↾ − í↿⇂í↿↾ + í↿⇂				, 
is called exchange asymmetry and is proportional to	î ∙ ï, weighted with the 
damping caused by the different IMFP. It should be noticed that the difference 
at the numerator cleans the resulting image from non-magnetic diffraction and 
topological features resulting from conventional LEEM imaging, leaving only 
contrast from magnetic features. The effect of spin on exchange correlation 
potential and IMFP decreases rapidly as the kinetic energy of incident 
electrons increases. For this reason, the best magnetic contrast in SPLEEM is 
obtained at energy typically below 20 eV. 
	
Figure	10:	(a)	Density	of	states	in	a	ferromagnetic	metal.	Due	to	the	spin	interaction,	the	electronic	
band	can	be	conceived	as	a	superposition	of	a	majority	(red)	and	minority	(blue)	population.	(b)	
Domain	structure	of	epitaxial	Fe	ribbon	crystals	on	W(110).	The	image	pairs	were	taken	with	the	
polarization	vector	of	the	electrons	parallel	to	the	[001]	(1)	and	[110]	(2)	directions,	respectively.	
The	magnetization	distribution	in	the	marked	regions	is	indicated	on	the	sides.	Reproduced	from	
Ref.	[103]	with	permission,	copyright	2006	John	Wiley	&	Sons. 
The photocathode electron gun delivers electron beams with a fixed spin 
polarization vector that can be eventually flipped by changing the versus of 
the circular polarized light. The spin polarization vector can be subsequently 
changed with a spin manipulator, where electrostatic and magnetic deflectors 
and a magnetic rotator lens give three degrees of freedom on the spin 
orientation. This allows complete characterization of the sample 
magnetization direction in both in- and out-of-plane geometry, and tilted 
directions in between. An example of SPLEEM asymmetry images with 
different polarization orientation is given in Fig. 10b. Here, two epitaxial Fe 
ribbons produced by deposition of 5 ML of Fe on W(110) surface and 
annealing at 650 K are displayed with the polarization vector in-plane and 
parallel to [001] (1) and [110] (2) crystallographic direction, respectively [103]. 
The magnetic state of the ribbons is primarily determined by the interplay 
between exchange and stray-field energy, which prefers magnetization along 
the [001] axis, and the surface/magnetoelastic energy, whose minimization 
produces states with magnetization along [110]. The consequent multidomain 
state can be extracted by the intensity pattern in the SPLEEM asymmetry 
image: brightest areas have a parallel magnetization vector, darkest have an 
antiparallel one, while neutral grey are oriented perpendicularly. By combining 
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Figure 5. Virgin domain structures of 30-nm thick Co rectangles with aspect ratios 2 : 1 (a), 3 : 1 (b) and 4 : 1 (c) and various widths.
The frequency of the various domain configurations changes systematically with aspect ratio from those shown in Fig. 4(b) to those
illustrated by micromagnetic simulations at the bottom: the cross-tie (svvv), the 6 (avv) and the " (svv) states.
the domain structure in addition to the exchange and stray
field energy considered up to now. This is illustrated in Fig. 6
for Fe ribbon crystals on W(110) produced by annealing a
5-monolayer thick Fe film at 650 K. Annealing of continuous
films causes a strain-induced breakup into crystals with
a wide variety of shapes, depending on film thickness,
annealing temperature and surface topography. This allows
production of (a) small crystals whose domain structure is
mainly determined by exchange and stray field energy min-
imization as in the patterns discussed above r (b) large flat
crystals in which the surface and magnetoelastic energy pro-
duces a single domain state with the magnetization pointing
in the [1-10] direction, the easy direction in Fe films on
W(110) below 50-nm thickness or (c) narrow Fe wires along
the [001] direction in which shape anisotropy dominates the
magnetization.10 The example shown here is an intermediate
case in which exchange and surface/magnetoelastic energy
determine thedomain structure. In contrast topolycrystalline
rectangles with high aspect ratio, which aremostly in the sin-
gle domain state except for the end domains, the ribbons here
are usually in the multidomain state. This state is primar-
ily determined by the high surface/magnetoelastic energy,
which prefers magnetization along the [1-10] direction, and
by the stray field energy, which prefers magnetization along
the long axis. Of course, the exchange energy too, con-
tributes to the total energy. The result is a periodic pattern of
(a) (b)
Figure 6. Domain structures of epitaxial Fe ribbon crystals on W(110). The image pairs were taken with the polarization vector of the
electrons parallel to the [001] and [1-10] directions. The magnetization distribution in the marked regions is indicated on the sides.
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images with different polarization vectors one can construct a consistent 
domain model, as presented on the sides for the marked regions. 
SPLEEM has been used to address phenomena such as domain wall 
structures in thin magnetic films, micromagnetic configurations in surface-
supported nanostructures, spin reorientation transition, magnetic coupling in 
multilayers, phase transitions and finite size effects. Its application has several 
advantages, such as real-time observation and possibility to combine 
crystallographic and magnetic information. The surface sensitivity limits its 
usefulness to samples prepared in situ or grown elsewhere and protected by 
a removable capping layer. The main disadvantage in the use of SPLEEM is 
its strong sensitivity to applied magnetic fields, which distress the trajectory of 
electrons and degrade the image quality. Modest fields of few hundred gauss 
can be applied only in the surface normal direction, so that the Lorentz force 
is geometrically minimized. This limitation affects important fields of research, 
such as dynamics on domain walls and exotic magnetic states of matter.  
3.1.5 Electron Energy Loss Microscopy 
LEEM systems equipped with an energy filter have the possibility to use 
inelastic electrons for imaging with opportune detuning of the energy analyzer 
[77, 104]. Electrons can lose some kinetic energy during the scattering 
process and the energy distribution of all inelastically scattered electrons 
provides information about the local physical and chemical properties of the 
specimen. The low-loss region (< 50 eV) of this energy spectrum contains 
valuable information about the band structure and the dielectric properties of 
the material, e.g., electron-phonon interaction, band gaps and surface 
plasmons [105, 106]. Such inelastic electrons can pass through the energy 
analyzer with optimal trajectory if a supplementary bias is applied. The usual 
slit at the exit plane selects only electron with a certain energy loss. EELM 
images have typically very low intensity and contrast, but can be used to 
display surface distribution of plasmons and to distinguish between surface 
areas with different phononic and plasmonic properties [107]. For example, 
this is the case when graphene (Gr) and hexagonal BN (h-BN) patches rest 
one aside the other upon a surface [108]. Fig. 11a shows a EELM image of 
adjacent Gr and h-BN flakes grown on Pt(111) surface from a single 
molecular precursor, dimethylamine borane (DMAB). The simultaneous 
presence of B, C and N atoms obtained from dissociation of DMAB at 1000 K 
is a very efficient way to obtain a continuous, almost free-standing layer 
mostly made of Gr and h-BN, with only a low percentage of impurities. Gr and 
h-BN flakes have a different plasmon energy loss and therefore display a 
contrast for particular electron loss energies. Local integration over a stack of 
EELM images allows the collection of size-selected electron energy loss 
spectra (Fig. 11b). It is shown that in the bright areas in EELM the collective 
excitation of the electrons is found at 6.5 eV, whereas in the dark areas a 
peak centered at 7.7 eV is found. These spectroscopic features are assigned 
to π-plasmon energy loss in slightly doped Gr and h-BN, respectively [109, 
110]. 
	
Figure	11:	(a)	Electron	Energy	Loss	Microscopy	image	of	graphene	and	h-BN	coplanar	flakes	on	
Pt(111)	collected	with	electron	energy	E0	=	32	eV	and	a	loss	of	6.5	eV.	Graphene	patches	appear	
brighter	than	h-BN	due	to	the	plasmonic	excitation.	(b)	Electron	Energy	Loss	spectra	of	graphene	
and	h-BN	extracted	from	a	stack	of	EELM	images	at	different	energy	losses.	The	spectrum	measured	
in	region	Gr	shows	a	π-plasmon	loss	at	6.5	eV;	the	spectrum	measured	in	region	h-BN	shows	a	π-
plasmon	loss	at	7.7	eV.	Reproduced	from	Ref.	[108]	with	permission,	copyright	2015	Wiley-VCH	
Verlag.	 
The use of energy loss microscopy in LEEM systems can provide additional 
information on the dielectric nature of surfaces and thin films. However, its 
accuracy cannot be compared to a dedicated apparatus. In LEEM the 
monochromaticity of the incident electron beam, few tenths of eV, is not 
enough to resolve vibrational states of molecules and adatoms. Despite this 
aspect, EELM is ideal to characterize inhomogeneous surfaces, showing the 
lateral extent of every species with different plasmonic signature with a 
resolution of some tens of nm.  
3.2 Diffraction mode 
3.2.1 μ-LEED 
The second operating mode in LEEM is the so-called diffraction mode, i.e. 
when the backfocal plane of the objective lens is displaced on the detector. 
This mode gives access to the angular distribution of backscattered electrons, 
which forms a diffraction pattern in case of crystalline surfaces. The use of 
LEEM systems for diffraction studies has many advantages respect to 
standard LEED optics: 
• The operation conditions of the electron gun and the illumination angle 
are fixed, while the kinetic energy at the interaction is governed by the 
start voltage. This ensures beam stability and constant current, even 
for dynamic measurements. 
• The backfocal plane is displayed for electrons traveling at a kinetic 
energy ", independently of their takeoff energy "#. This means that 
the displayed reciprocal space has the same lateral extent for every 
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start voltage, so the diffraction spots do not move during an energy 
scan. The calibration of the reciprocal space can be calculated by 
looking at the linear expansion of the Ewald sphere with increasing 
start voltage, or through the position of the diffraction spots for a 
known surface, e.g., graphene, Si(111)-7x7 or oxidized W(110). 
• The probed region can be inspected in LEEM and selected by placing 
an opportune aperture in the image plane. Commercial LEEM systems 
can reduce the illuminated area to a diameter of 250 nm [30]. 
• The electrons can be filtered in energy and the background of 
secondary electrons can be removed. 
• The zero-order diffraction spot can be easily detected, as the magnetic 
beam splitter separates the incoming and outgoing electron beams. 
The collection of LEED measurement from a selected region is often referred 
to as micro-LEED or μ-LEED. Fig. 12 shows how microscopy and diffraction 
can be combined to obtain structural information on surfaces and 
nanostructures under particular conditions. The LEEM image in Fig. 12a 
presents cerium oxide microparticles grown on a Ru(0001) surface saturated 
with oxygen [111, 112]. This system is a model catalyst, used to study the 
interplay between oxide and metal under reaction conditions. A 500 nm wide 
illumination aperture can be introduced and placed on a large CeO2 particle 
(as indicated by the red circle), so that electrons are backscattered from only 
this single object. The transfer lens setup is then changed to display the LEED 
pattern. The real-time observation of the diffraction pattern was used to 
investigate how the reduction of ceria particles influences their atomic surface 
structure. LEED patterns were acquired in real time while dosing up to 4800 L 
of molecular hydrogen at a substrate temperature of 700 K (Fig. 12b). Before 
hydrogen exposure, only the (1x1) integer spots of CeO2 are visible. After 
dosing 500 L of H2 at 5x10-7 mbar, additional spots emerge as a consequence 
of the local ordering of oxygen vacancies induced by H2 dissociation and 
surface reduction. At this moment, the superstructure spots exhibit a 
periodicity of 2.6 respect to the integer spots of CeO2. Further dose of H2 at 
higher pressure leads to larger periodicities in the diffraction pattern, notably 
(3x3) at 1900 L and (4x4) at 4800 L, as well as slight in-plane lattice 
expansion, detectable from the contraction of first order spots. The structural 
changes observed in LEED, together with other LEEM analysis not shown 
here [111], helped the authors to conclude that under reducing conditions 
three stable phases of reduced ceria exist, which coexist for intermediate 
oxidation states.  
	
	
Figure	12:	(a)	LEEM	image	recorded	at	16.3	eV	of	ceria	microparticles	(bright)	on	the	Ru(0001)	
support	(dark).	The	open	circle	highlighted	with	an	arrow	illustrates	the	electron	beam	spot	size	
and	position	during	μ-LEED.	(b)	μ-LEED	image	series	obtained	during	reduction	of	a	single	ceria	
microparticle	in	hydrogen	at	700	K.	White	circles	indicate	the	reflections	of	CeO2.	Red	and	orange	
circles	indicate	the	positions	of	the	superstructure	spots.	Reproduced	from	Ref.	[111]	with	
permission,	copyright	2015	Wiley-VCH	Verlag. 
3.2.2 Spot Profile Analysis and LEED-IV 
The real-time observation of energy-filtered, stable LEED pattern is a valuable 
tool to investigate inhomogeneous surfaces under changing conditions. The 
quality of LEED images taken in LEEM is such that other analysis methods 
are made available. For example, the intensity line profile of a particular 
diffraction spot along a selected crystallographic direction can reveal many 
details on the surface morphology and roughness, such as step distribution, 
presence of defects and ordered superstructures [113]. The sampling 
frequency of the profile is determined by the magnification of the backfocal 
plane and the number of pixel of the detector. The sharpness limit for LEED 
spots is determined by the transfer width of the electron beam at the surface 
and depends on the type of electron source and other instrumental effects of 
the LEEM apparatus. 
Figure 13a gives an example of a LEED Spot Profile Analysis (SPALEED) 
performed with LEEM optics on a Fe3O4(111) thin film grown on Pt(111) 
substrate [92]. Magnetite films are used both as a model catalyst and a 
support for catalitically active nanoparticles. Its surface termination, deeply 
connected with its functional and catalytic properties, changes with the 
preparation conditions. In this case the film was grown with subsequent cycles 
of Fe deposition and oxidation at 900 K. After the last oxidation performed at 
1000 K, if the sample is cooled in oxygen atmosphere, the zero-order 
diffraction spot presents a shoulder-like broadening. Such broadening 
disappears after flashing at 900 K in UHV. The (0,0) spot profile can be fitted 
with a superposition of a Gaussian peak, accounting for the instrumental 
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ceria particles, which appear as triangular moieties surrounded 
by the (2 × 1)-O  chemisorbed adlayer ph se established on 
Ru(0001) at 0.5 ML local O coverage.[7] With a typical side length 
of a few micrometers and a characteristic height of 2–3 nm, the 
particles are monocrystalline and therefore an ideal model of a 
single crystalline ceria particle (Figure 1b) with both bulk and 
surface components.
To probe the depth-averaged particle oxidation state, 
we employed spatially resolved X-ray absorption spectros-
copy in X-ray photoemission electron microscopy mode 
 (XAS-PEEM). The XAS-PEEM data recorded at the CeO2 M4,5 
edge in Figure 2 show the evolution of the particle oxidation 
state during reduction at an H2 pressure 
of 2 × 10−6 mbar. Before dosing hydrogen, 
µXAS indicates that the microparticle is in a 
homogeneous oxidation state (Figure 1c) and 
nearly fully  oxidized (CeO2) (Figure 2a). After 
dosing 25 kL of hydrogen, additional peaks 
on the lower energy side of both the M4 
and M5 edges are observed, consistent with 
Ce3+ formation.[10] Since the spectrum is still 
dominated by the Ce4+ peaks, the complete 
particle is only mildly reduced, indicating a 
slow, activated process. This observation indi-
cates the presence of a considerable kinetic 
barrier for H2 dissociation over ceria(111). 
This finding is at variance with earlier cal-
culations that predicted a barrier of only 0.2 
eV,[11a] but is in good agreement with recent 
DFT studies that predict a kinetic barrier of 
about 1 eV, which has been attributed to a 
slow dissociation step of the chemisorbed H2 
molecule into separate hydroxyl groups.[11c]
To derive the oxidation state of the ceria 
from the Ce M5-edge XAS data, we applied 
a linear combination of the Ce4+ and Ce3+ 
peaks[10b] (obtained from the fully oxidized 
film and the strongly reduced film) as 
shown in Figure 2b,c. This analysis yields 
a stoichiometry of CeO1.85 after dosing 
25 kL hydrogen. Further H2 exposure, of an 
additional 43 kL at constant pressure, vis-
ibly leads to further reduction, resulting in 
CeO1.68 (Figure 2c).
Since a homogeneous reduction is 
observed in XAS-PEEM, its mechanism—
supported extensively by computational[11] 
and experimental[2,12] studies—can be sum-
marized as follows. First, the hydrogen is 
li ely activated at the surface of the (111) facet 
(1), where it reacts with the oxygen of the 
ceria(111) surface to create two hydroxyl spe-
cies and two Ce3+ species by electron transfer 
(2). It is the second step that has the highest 
activation barrier and therefore requires a 
reaction temperature of 700 K to achieve sub-
stantial reduction in the experiment. Finally, 
the hydroxylated surface (HOCe) liberates 
H2O through recombination and desorption 
(3), leaving behind two Ce3+ sites
H (g) H (a) O Ce[4 ]2 2→ − − +  (1)
H (a) O Ce[4 ] 2H(a) O Ce[3 ]2 − − + → − − +  (2)
2H(a) O Ce[3 ] H O(g) Ce[3 ] O Ce[3 ]2− − + → + + + − +  (3)
Whether the change in ceria chemistry is accompanied by 
changes in atomic surface structure of the ceria particle was 
answered by conducting in situ µLEED on single  particles with 
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Figure 1. a,b) LEEM images recorded at 16.3 eV of the as-prepared ceria microparticles (bright) 
on the Ru(0001) support (dark). c) XAS-PEEM image collected at the Ce M4-edge resonance 
(899 eV photon energy) demonstrating the homogeneous Ce4+ oxidation state of the particles. 
The three, small bright dots are defects that contain Ce4+ cations.
Figure 2. a) X-ray absorption spectra at the Ce M4,5 edge acquired from an individual ceria 
microparticle: (bottom) the initial CeO2, (center) after dosing 25 kL H2 at 700 K, and (top) 
after 68 kL H2 at 700 K. b,c) Modeling of the Ce M5 edge by a linear combination of Ce3+ and 
Ce4+ related peaks.
a) b)
broadening, and a shoulder that can be described as a sum of three 
Lorentz3/2-like functions of different half widths [114]. í(S) = íöàa>>(S) + íõ`úI/2(1) (S) + íõ`úI/2(2) (S) + íõ`úI/2(I) (S) 
The prominent broadening is described by the first part, íõ`úI/2(1) (S). The weakly 
modulated background, ascribable to small clusters or adsorbates on the 
surface, is described by íõ`úI/2(2) (S) with a full width half maximum (FWHM) as 
large as the first Brillouin zone. The third component, íõ`úI/2(I) (S), has a FWHM 
slightly larger than the Gaussian one and can be related to the presence of 
atomic steps. The spot profile has then been collected over an energy range 
between 40 and 200 eV, in order to highlight the changes in the relative 
intensities of the components. It has been found that the FWHM of the 
components increased linearly with the perpendicular component of S, 
indication that the surface has a mosaic structure with a calculated angular 
spread of 0.2°. Moreover, the ratio ù between integral intensities of íöàa>>(S) 
and íõ`úI/2(I) (S) spot components, ù = íöàa>>/(íöàa>> + íõ`úI/2(I) )   , 
revealed a periodic exchange between the two intensities with period linearly 
related to the perpendicular component of S. Such behavior is consequent to 
the periodic constructive and destructive interference between two adjacent 
terraces separated by an atomic step [113]. By fitting this periodicity one can 
calculate the step height: in this case, it was found to be 4.79±0.09 Å, in fair 
agreement with the height of the magnetite unit cell (4.84 Å). 
	
Figure	13:	(a)	Spot	Profile	Analysis	of	Fe3O4(111)	LEED	pattern	along	the	(1,0)	vector	for	the	as-
prepared	surface	and	after	a	final	annealing	at	900	K.	The	preparation	conditions	of	Fe3O4(111)	thin	
film	are	described	in	the	main	text.	The	fit	of	the	(0,0)	LEED	spot	profile	on	the	right	shows	a	narrow	
central	Gaussian	peak	in	green,	two	Lorentz3/2	peaks	in	orange	and	purple	for	the	shoulderlike	
broadening	and	a	very	broad	Lorentz3/2	peak	in	dark	yellow.	(b)	Integral	intensity	of	the	central	
Gaussian	and	the	shoulder	during	cooling	in	oxidation	conditions.	The	formation	of	surface	
inhomogeneities	is	influenced	by	the	cooling	rate,	~	4	K/s	for	dark	lines	and	~	1	K/s	for	light	lines.	
(a)	and	(b)	reproduced	from	Ref.	[92]	with	permission,	copyright	2012	American	Physical	Society.	
(c)	Comparison	of	experimental	IV	curves	(black)	taken	with	μ-LEED	and	best-fit	calculated	curves	
(gray)	for	(4x4)	diffraction	structure	of	oxidized	Ag(111).	Reproduced	from	Ref.	[115]	with	
permission,	copyright	2007	American	Institute	of	Physics. 
The nature of the objects giving the shoulder-like broadening was then 
clarified with real time acquisition of LEED pattern in dynamic conditions. Fig. 
13b shows the intensities of the Gaussian and the first Lorentz3/2-like spot 
components during the formation at the cooling in oxygen atmosphere for two 
different cooling rates. The broadening in the zero-order diffraction spot and 
its behavior during cooling in oxidation conditions suggest that the prepared 
surface is roughened by oxygen-related objects smaller than the lateral 
resolution in LEEM [92]. Such objects can expose atoms with different 
coordination and charge states respect to the ideal surface and therefore 
influence the catalytic behavior of the system [116].  
Like in the case of LEEM, the collection of LEED patterns over a broad energy 
range gives access to structural information. The intensity modulation of 
diffraction peaks can be simulated with full dynamic calculations. The 
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FIG. 2. Strongly dewetted Fe3O4 film analyzed by microscopy,
diffraction, and local spectroscopy. (a) Bright-field LEEM image
(EKin = 24 eV) and corresponding LEED pattern (EKin = 88 eV)
showing Fe3O4 and FeO structures. The labels in the LEED mark the
selected diffraction spots used for the dark-field LEEM images (b),
(c), and (d). In (d) facets appear as white lines due to the particular
diffraction condition. (e) XPEEM image of the Pt 4f7/2 photoemission
line, hv = 180 eV, EB = 71.6 eV. (f) Wide-range bright-field LEEM
image of a different and almost complete Fe3O4 thin film (in gray)
with small FeO domains (in white) formed upon the Pt(111) step
bunches (the wavy structures still visible in dark gray). EKin = 21 eV.
determining the chemical composition of the surface, (iii) STM
of the as-prepared surface, visualizing objects smaller than
the LEEM resolution, and (iv) dynamical LEED analysis of the
spot intensities for differently prepared surfaces, studying the
surface unit cell structure and therefore the termination.
1. Spot-profile-analysis low-energy electron diffraction
The as-prepared, fully closed film oxidized at 1000 K
exhibits a shoulderlike broadening around the (0;0) peak
[Fig. 3(a)], which gradually disappeared upon a thermal flash
to 900 K in UHV. The profile of the specular diffraction spot
has been fitted with a superposition of a central peak with
a Gaussian-like instrumental broadening and a shoulder that
can be described as a sum of three Lorentz3/2-like functions
of different half widths
I(00)(k⃗∥,k⊥ ) = Icentral(k⃗∥,k⊥ )+ Ishoulder(k⃗∥,k⊥ ),
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FIG. 3. (Color online) (a) Spot-profile analysis of the LEED
pattern for the as-prepared surface (in blue/medium gray) and after
a final annealing at 900 K (in red/dark gray). (b) Fit of the LEED
profile with a narrow Gaussian for the central peak in green (gray),
two Lorentz3/2 peaks in orange (light gray), and purple (medium
gray) for the shoulderlike broadening and a very broaden Lorentz3/2
peak in dark yellow (for the background. (c) Graph of the relative
intensities G for the orange (light gray) and purple (medium gray)
peaks in function of the energy. The fit for the orange (light gray)
curve with G(S) is shown in light blue (light gray). (d) Scheme for
the surface model proposed.
with
Icentral(k⃗∥,k⊥ ) = IGauss(k⊥ ) · fGauss(k⃗∥)
Ishoulder(k⃗∥,k⊥ ) = I (1)Lor3/2(k⃗∥,k⊥ )+ I (2)Lor3/2(k⃗∥,k⊥ )
+ I (3)Lor3/2(k⃗∥,k⊥ ).
The prominent broadening, as shown in Fig. 3(b), is
described by the first part I (1)Lor3/2(k⃗∥,k⊥ ). The weakly mod-
ulated background, described by the broadened Lorentzian
I
(2)
Lor3/2(k⃗∥,k⊥ ) with a full width at half maximum (FWHM)
as large as the Brillouin zone (BZ), can be related to small
clusters of adsorbates on the surface.26 The third Lorentzian
I
(3)
Lor3/2(k⃗∥,k⊥ ) has a FWHM slightly larger than the Gaussian
one and can be related to the presence of atomic st ps. The
(0;0) spot profiles have been analyzed in the energy range
between 40 and 200 eV. The FWHM for both the central peak
and the prominent broadening i creases linearly with k⊥ ; from
this behavior a mosaic spread of ±0.2◦ in the Fe3O4 film can
be calculated, which is much larger than in the Pt substrate
(0.007◦) determined in the same way. The formation of a
mosaic texture is well known for oxide films on metal systems:
it has been reported not only for Fe3O4(111)/Pt(111)27 but also
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for NiO(100)/Ni(100)28 and NiO and MgO on Ag(100).29 The
mosaic spread was produced during the film preparation and
can be caused by small-angle grain boundaries, which might
be a compensation mechanism for the lattice misfit between
the oxide film and the Pt substrate underneath.
The ratio G between the integral intensities of theIGauss and
I
(3)
Lor3/2 LEED spot components
G = IGauss
/(
IGauss + I (3)Lor3/2
)
reveals a periodic exchange between two relative intensities
[Fig. 3(c)]. G can be modeled by a two-layer system described
as
G(S,θ ) = 1− 2θ (1− θ )(1− cos(2πS)),
where S = k⊥/(2πd) is the scattering phase, with k⊥ being
the vertical part of the scattering vector k = kf − ki and d
the step height.30 Here, the coverage θ is the relative surface
area, covered by the second layer. The fit provides a coverage
equal to θ = 0.17 ML and a step height value d = 4.79±
0.09 A˚, fully comparable with the height of the magnetite unit
cell (4.85 A˚). On the other hand, G(S,θ ) calculated between
the Gaussian and the broad I (1)Lor3/2 shows no periodicity in
k⊥, which is an indication of the presence of objects with a
different form factor. From the FWHM, it has been calculated
that the objects that generate the predominant broadening have
an average lateral size of about 2 nm. Figure 3(d) shows a
schematic view of the proposed surface model, which assumes
that the distribution of the “atomic st ps” causing the third
Lorentzian I (3)Lor3/2(k⃗∥,k⊥) is not correlated to the distribut on of
the “extra objects” related to the first Lorentzian I (1)Lor3/2(k⃗∥,k⊥).
In the following, we investigate and discuss the nature and
the origin of the “ xtra objects.” Therefore, the (0;0) LEED
spot profiles were analyzed also during the final oxidation and
during the subsequent flash at 900 K, to detect the formation,
the changes and the disappearance of the shoulder c mponents.
It was found that I (1)Lor3/2 was not present during the oxidation
process when the temperature wa still at 1000 K, but it fo med
during the cooling down at temperature below 750 K. This
transient point chan ed with the cooli g ra e. Figure 4(a)
displ ys the integral intensities of the sharp central Gaussian
and the I (1)Lor3/2 components for tw iff rent cooling rat s, th
faster passing from 1000 t 500 K in 120 s (i.e., ∼ 4 K/s—dark
li es in the graph) and the slower in 460 s (i.e., ∼ 1 K/s—light
lines). For slow cooling rates, the transient occurs even below
670 K. The fin l s ape of the (0;0) spot appeared slightly
different for the two cooling rates: the width of the I (1)Lor3/2
c mponent decr ased from 21% of the BZ for the fast cooling
to 10% for the slow cooling, corresponding to twice as large
objects when the sample spent more time at l wer te perature
with O2 exposure. Furthermore, the spot profile was measured
when the oxygen exposure was cut off during the cooling
process above 750 K. In this case, no broad component I (1)Lor3/2
was detected. Therefore, the formation of ex a objects on the
surface must be directly related to the O2 xpos re at lower
temperature.
Figure 4(b) shows the intensity behavior during annealing
up to 900 K with an average heating rate of 3 K/s. The
two oxide films studied were produced with the fast and
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FIG. 4. (Color online) Formation of inhomogeneities during
oxidation and annihilation by annealing. (a) Integral intensity of
the central Gaussian and the shoulder Lorentz3/2 components of the
(0;0) LEED spot for fast (in dark) and slow (in light) cooling rate
in oxidation atmosphere; EKin = 39 eV. (b) Intensity of the same
components during a flash in UHV at 900 K; EKin = 39 eV. (c) and
(d) LEEM images of the as-prepared magnetite thin film after the
oxidation with slow cooling rate and of the surface after the flash,
EKin = 24 eV, with slight overfocus.
slow cooling of Fig. 4(a). The temperature dependence of
SPA-LEED during the annealing shows that the objects starts
to disappear for temperatures above 700 K for the first cooling
and that objects created with slower cooling rate during the
oxidation do not disappear below 870 K. Figures 4(c) and
4(d) display typical LEEM images for the as-prepared surface
created with the slow cooling rate, before and after the flash,
respectively. The as-prepared surface appears very irregular,
but well ordered after the flash with terraces of the Fe3O4 film
a few 100 nm wide. The roughness of the as-prepared film
is due to the oxidation process, which most likely produces
dense extra objects smaller than the lateral resolution in the
experiment (20 nm) and makes, therefore, the morphology
(atomic steps) of the Fe3O4 layer invisible.
2. X-ray photoelectron spectroscopy
Based on the results from SPA-LEED measurements,
XPEEM i ages were taken to check whether the surface inho-
mogeneity was related to possible contaminations originating
from the background pressure (carbon- and nitrogen-related
gaseous species) or from possible migration of Mo from the
cap tha held th sample. From a stack of XPEEM images
tak n for a define kinetic energy range and with fixed photon
e ergy, one can extrapolate the XPS spectra from a controlled
and localized area of the sample. These spectra were measured
both for the as-prepared surface and after the flash at 900 K,
with an energy resolution of 0.5 eV. In the spectra no C 1s, N
1s, and Mo 3d core level photoemission lines were detected.
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lation effects are likely responsible for the misfit. Also other
approximations used in the multiple scattering theory !e.g.,
uniform damping and spherical potentials" may ave larger
weight in the weak than in the high intensity spots. A further
indication for a role of correlation effects is the better agree-
ment for the subs t of beams which are equivalent for both
domains. The averaging over the two symmetrically equiva-
lent domains applies only t 10 of the 21 beams of the
LEEM data set. The !h,0", !0,k", and !h, " beams belong to
both domains and need not be averaged. The agreement for
this reduced data set of 11 beams is substantially better, with
the R factor RP reducing to about 0.28. We also note that the
relative intensities of the different beams are well repro-
duced. We obtained an R f ctor R1=0.14 by using a common
scale factor for all beams. For this comparison R1 has to be
used because Pendry’s R factor24 essentially compares the
normalized derivatives and neglects the relative heights of
the maxima. R1 compares the linear deviation between the
experimental and calculated intensities. A value of R1!0.2
indicates a good overall agreement. The experimental and
calculated I /V curves for the best model are show in Fig. 5
for the LEEM data and in Fig. 6 for the LEED data.
DISCUSSION
Th combined LEED and LEEM I /V analysis basically
confirms the reconstruction model which had been derived
from STM and DFT and validated by x-ray diffraction.11,12
The structure model is concluded to be correct even though
the R factors obtained are not really small. The data could
not b fitted with any other model, despite the many varia-
tions investigated. Considering the remaining discrepancies
between the two experimental data sets, the ag eement be-
tween experimental and c lculated I /V curves is acc ptable.
The !0,0" beam measured by LEEM is excellently repro-
duced, so that models with interstitial oxygen in deeper lay-
ers can be excluded, as the interlayer distances strongly in-
fluence the !0,0" beam. Both data sets gave similar results,
tho gh small discrepancies in the atomic displacements re-
main. The z positions of all atoms agree within about 0.05 Å,
whereas the lateral shifts of the Ag atoms in t e top layer
deviate by about 0.1 Å. The lower accuracy of the lateral
positions may be caused by the averaging over the two do-
mains, which d ffer only in the displacements of the top Ag
atoms. Except for the differences in z the oxygen positions
agree very well. Also the distortions in the first substrate
layer obtained by the two methods agree with each other. In
the first substrate layer two Ag atoms are significantly shifted
from their bulk positions. The Ag atom below th corner hole
#Ag7 , see Fig. 7 !b"$ is pulled to the bulk by about 0.2 Å,
whereas the neighboring atom !Ag8" is shifted upward, to-
ward the oxyg tom above it, by about 0.1 Å. The other
atoms remain close to their bulk positions. Relaxations in the
third lay r are below the detection limit.
As shown in the side view of the structure #Fig. 7 !a"$,
the two symmetrically different oxygen atoms occupy nearly
fourfold coordinated positions with respect to the top lay r
Ag atoms and about 0.5 Å below this layer. Both oxygen
atoms are found at approximately the same height. However,
FIG. 5. Comparison of experimental I /V curves taken with LEEM !black"
and calculated curves for the best fit model !light gray".
FIG. 6. I /V curves taken with conventional LEED !black" and calculated for
the best fit model !light gray".
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lation effects are likely responsible for the misfit. Also o her
approximations u ed in the multiple s attering t eory !e.g.,
uniform damping and spherical potentia s" may have larger
weight in the weak than in the high int sity spots. A further
indication for a r le of corr latio effects is the b tt r a ree-
ment for the subset of beams which are equivalent for both
domains. The averaging over the two sym etrically equiva-
lent domains applies only to 10 of the 21 beams of the
LEEM data set. The !h,0", !0,k", and !h,h" beams belo g to
both domains and need not be averaged. The agree nt for
this reduced data set of 11 beams is ubstantially bett r, with
the R factor RP reducing to bout 0.28. We lso note th t the
relative intensities of the iffer nt be ms are well repro-
duced. We obtained an R factor R1=0.14 by using a common
scale factor for all b ams. For this comparison R1 has to be
used because Pendry’s R factor24 essentially compares the
normalized derivatives and neglects the relative heights of
the maxima. R1 compar s the linear deviation bet een the
experimental and calculated intensities. A value of R1!0.2
indicates a good overall agreement. The experimental and
calculated I /V curves for the best model are shown in Fig. 5
for the LEEM data and in Fig. 6 for the LEED data.
DISCUSSION
The combined LEED and LEEM I /V analysis basically
confirms the reconstruction model which had been derived
from STM and DFT and validated by x-ray diffraction.11,12
Th structure model is concluded to be correct even though
the R factors obtained are not really small. The data could
not be fitted with any other model, despite the many varia-
tions investigated. Considering the remaining discrepancies
between the two experimental data sets, the agreement be-
tween experimental and calculated I /V curves is acceptable.
The !0,0" beam measured by LEEM is excellently repro-
duced, so that models with interstitial oxygen in deeper lay-
ers can be excluded, as the interlayer distances strongly n-
fluence the !0,0" beam. Both data sets gave similar results,
though small discrepancies in the atomic displacements re-
main. The z positions of all atoms agree within ab ut 0.05 Å,
whereas the lateral shifts of the Ag atoms in the top layer
deviate by about 0.1 Å. T e lower accuracy of the lateral
positions may be caused by th averaging over the two do-
mains, which differ only in the displacements of the top Ag
atoms. Except for the differences in z the oxygen positions
agree very well. Also the distortions in the first substrate
layer obtained by the two methods agree with each other. In
the first substrate layer two Ag atoms are significantly shifted
from their bulk positions. The Ag atom below the corner hole
#Ag7 , see Fig. 7 !b"$ is pulled to the bulk by about 0.2 Å,
whereas the neighboring atom !Ag8" is shifted upward, to-
ward the oxygen atom above it, by about 0.1 Å. The other
atoms remain close to their bulk positions. Relaxations in the
third layer are below the d tection limit.
As shown in the side view of the structure #Fig. 7 !a"$,
the two symmetrically different oxygen atoms occupy nearly
fourfold coordinated positions with respect to the top layer
Ag atoms and about 0.5 Å below this layer. Both oxygen
atoms are found at approximately the same height. However,
FIG. 5. Comparison of experimental I /V curves taken with LEEM !black"
and calculated curves for the best fit model !light gray".
FIG. 6. I /V curves taken with conv ntional LEED !black" and calculated for
the best fit model !light gray".
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lation effects are likely resp nsible for the misfit. Also oth r
approximations used in the ultiple scattering theory !e.g.,
uniform damping and spheric l potential " ay hav larger
weight in the weak than in the high intensity spots. A furth r
indication or a role of correl tion effects is t e better agre -
m nt f r t e subset of be ms which are equivalent for both
domains. The averaging over the two symmetrically equiva-
en dom ins applies only t 10 of the 21 beams of the
LEEM d ta set. The !h,0", !0,k", and !h,h" beams b long to
both domains and need not be averaged. The agreement for
this reduced da set of 11 beams is substantially better, with
he R factor RP r ducing o about 0.28. We also note that the
relative intensities of th diffe ent beams are well repro-
duced. We obtained an R factor R1=0.14 by usi g a common
scale factor for ll beams. For this comparison R1 has to be
used becau e Pendry’s R factor24 essentially compares the
ormalized derivatives and neglects the relative heights of
the maxima. R1 compar s the lin ar deviation between the
experimen al and c lculated intensities. A value of R1!0.2
indicates a good overall agreement. The experimental and
calculated I /V curves for the best m del are shown in Fig. 5
for the LEEM data and in Fig. 6 for the LEED data.
DISCUSSION
The c mbined LEED and LEEM I /V analy is basically
confirms th reconstruction mod l which had been derived
from STM and DFT and validated by x-ray diffraction.11,12
The structure m del is co cluded t b correct even though
the R factors obtained are not really small. The data could
not be fitte with any other model, despite the many varia-
tions inv stigated. Con id ring the remaining discrepancies
between the wo expe imental dat sets, the a reement be-
twe n xperimental and alcul ted I /V curves is acceptable.
The !0,0" beam measured by LEEM is excelle tly repro-
duced, so that models with inter titial oxygen in deeper lay-
ers can be exclu d, as the interlayer dist nces strongly in-
fluence the !0,0" beam. Both da a sets gave similar results,
though small discre an ies in th atomic displacements re-
m in. The z positions of all atoms agree within about 0.05 Å,
whereas the lateral shifts f the Ag atoms in the top layer
deviate by bo t 0.1 Å. The lower accuracy of the lateral
positions m y be caused by the averaging over the two do-
mains, hich differ only in the displacements of the top Ag
atoms. Except for the differences in z the oxygen positions
agree very well. Also the di tortions in the first substrate
lay r btained by t e two methods agree with each other. In
the first subst ate layer two Ag a oms are significantly shifted
from t ir bulk p sitions. Th Ag atom bel w the corner hole
#Ag7 , see Fig. 7 !b"$ is p lled to the bulk by about 0.2 Å,
whereas the neighboring atom !Ag8" is shifted upward, to-
ward he oxygen atom above it, by about 0.1 Å. The other
atoms remain close to t eir bulk positions. R laxations in the
third layer are below the detection imit.
As shown in the side view of the structure #Fig. 7 !a"$,
the tw s mmetrically different oxygen atoms occupy nearly
fourfold coordina ed positions with respect to the top layer
Ag atoms and bout 0.5 Å below this layer. Both oxygen
atoms are found at approximat ly the same height. However,
FIG. 5. Comparison f experimental I /V curves taken with LEEM !black"
and calculated curves for the best fit model !light gray".
FIG. 6. I /V curves taken with onventional LEED !black" and calculated for
the best fit model !light gray".
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lation effects are likely responsible for the misfit. Also other
approximations used in the multiple scattering theory !e.g.,
uniform damp g and spherical pot nt als" may have larger
weight in th w ak than in the high intensity spots. A further
indic tion f r a role f correlation ffects is the better agree-
me t for the subset of beams which are equivalent for both
domains. T averaging over t e tw symmetrically equiva-
lent domains applies only to 10 of the 21 beams of the
LEEM data set. The !h,0", !0,k", and ! ,h" beams belong to
both domains and need not be averaged The agreement for
this reduced data set of 11 beams is substantially better, with
the R factor RP reducing to about 0.28. We also note that the
relative intensities of the different beams re well repro-
duced. We obtained an R factor R1=0.14 by using a common
scal factor for all beams. For this comparison R1 has to be
used because Pendry’s R factor24 essentially compares the
normalized derivatives and neglects the relative heights of
the maxima. R1 compar s the linear deviation between the
experimental and calculated intensities. A value of R1!0.2
indicates a good ov rall agreement. T experimental and
calculated I /V curves f r he best mode are shown in Fig. 5
for the LEEM data and in Fi . 6 for the LEED data.
DISCUSSION
The combined LEED nd LEEM I /V analy is basically
confirms the reconstruction model which had been derived
from STM and DFT and validated by x-ray diffraction.11,12
The structure model is concluded to be correct even though
the R factors obtained are not really small. The data could
not be fitted with any other model, despite the many varia-
tion investigated. Considering the remaining discrepancies
between the two exp rimental data sets, the agreement be-
twe n experimental and calculated I /V curves is acceptable.
The !0,0" beam measured by LEEM is excellently repro-
duced, so that models with interstitial oxygen in deeper lay-
ers can be excl ded, as the interlayer distances strongly in-
fluence the !0,0" beam. Both data sets gave similar results,
though small discrepancies in the atomic displacements re-
main. The z positions of all atoms agree within about 0.05 Å,
wh reas the lateral sh fts of the Ag atoms in the top layer
d viate by about 0.1 Å. The lower accuracy of the lateral
positions may be caused by the averaging over the two do-
mains, which differ only in the displacements of the top Ag
at ms. Except for the differences in z the oxygen positions
agree very well. Also the distortions in the first substrate
layer obtained by the two methods agree with each other. In
the first substrate layer two Ag atoms are significantly shifted
fr m their bulk positions. The Ag atom below the corner hole
#Ag7 , see Fig. 7 !b"$ is pulled to the bulk by about 0.2 Å,
whereas the neighboring atom !Ag8" is shifted upward, to-
ward the oxygen atom above it, by about 0.1 Å. The other
atoms remain close to their bulk positions. Relaxations in the
third layer are below the det ction limit.
As shown in the side view of the structure #Fig. 7 !a"$,
the two symmetrically different oxygen atoms occupy nearly
fourfold coordinated positions with respect to the top layer
Ag atoms a d about 0.5 Å below this layer. Both oxygen
atoms are found at approximately the same height. However,
FIG. 5. Comparison of experimental I /V curves taken with LEEM !black"
and calculated curves for the best fit model !light gray".
FIG. 6. I /V curves taken with conventional LEED !black" and calculated for
the best fit model !light gray".
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lation effects are likely responsible for the misfit. Also other
approximations used in the multiple scattering theory !e.g.,
niform damping and spheri al pote tials" may have larger
weight in the weak than in the high int nsity spots. A further
indication for a role of correlation effects is the better agree-
me t for the sub et of beams which are equivalent for both
domains. The avera ing over the tw sym etrically equiva-
len domains appli s only to 10 of the 21 b ams of the
LEEM data set. The !h,0", !0,k", and !h,h" beams belo g to
both domains and ne d n t be averaged. The agree nt for
this reduced data set of 11 beams is substantia ly better, with
the R fac r RP r ducing to about 0.28. We also note that the
r lative intensiti s of the different be ms are well repro-
duced. We obtained an R factor R1=0.14 by using a common
scale factor for all beams. F r this comparison R1 has to be
used because Pendry’s R factor24 essentially compares the
normalized derivatives and neglects the relative heights of
the maxima. R1 compares the linear deviation between the
experimental and calculated intensities. A value of R1!0.2
indicates a good overall agreement. The experimental and
calculated I /V curves for the best model are shown in Fig. 5
for the LEEM data a d in Fig. 6 for the LEED data.
DISCUSSION
The combined LEED and LEEM I /V analysis basically
confirms the reconstruction model which had been derived
from STM and DFT and validated by x-ray diffraction.11,12
The structure model is concluded to be correct even though
the R factors obtained are not really small. The data could
not be fitted with any other model, despite the many varia-
tions investigated. Considering the remaining discrepancies
between the two experimental data sets, the agreement be-
tween experimental and calculated I /V curves is acceptable.
The !0,0" beam measured by LEEM is excellently repro-
duced, so that models with interstitial oxygen in deeper lay-
ers can be excluded, as the interlayer distances strongly in-
fluence the !0,0" beam. Both data sets gave similar results,
though small discrepancies in the atomic displacements re-
main. The z positions of all atoms agree within about 0.05 Å,
whereas the lateral shifts of the Ag atoms in the top layer
deviate by about 0.1 Å. The lower accuracy of the lateral
positions may be caused by the averaging over the two do-
mains, which differ only in the displacements of the top Ag
atoms. Except for the differences in z the oxygen positions
agree very well. Also the distortions in the first substrate
layer obtained by the two methods agree with each other. In
the first substrate layer two Ag atoms are significantly shifted
from their bulk positions. The Ag atom below the corner hole
#Ag7 , see Fig. 7 !b"$ is pulled to the bulk by about 0.2 Å,
whereas the neighboring atom !Ag8" is shifted upward, to-
ward the oxygen atom above it, by about 0.1 Å. The other
atoms remain close to their bulk positions. Relaxations in the
third layer are below the detection limit.
As shown in the side view of the structure #Fig. 7 !a"$,
the two symmetrically different oxygen atoms occupy nearly
fourfold coordinated positions with respect to the top layer
Ag atoms and about 0.5 Å below this layer. Both oxygen
atoms are found at approximately the same height. However,
FIG. 5. Com arison of experim ntal I /V curve aken with LEEM !black"
and calculated curves for the best fit model !light gray".
FIG. 6. I /V curves taken with conventional LEED !black" and calculated for
the best fit model !light gray".
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lati n effects are likely responsible for the misfit. Also other
approximations s in the multiple scattering theory !e.g.,
uniform da ping an sph rical potentials" may have l rger
weight in t e weak than in the high ntensity spots. A furth r
indication for a r le of correlation effects is he bet r agree-
ment for the subset of beams w ich are equivalent for both
do ains. The averaging over the two symmetrically equiva-
lent domains pplies only to 10 of the 21 beams of the
LEEM data set. Th !h,0", !0,k", and !h,h" beams belong t
both d mains and nee ot be averaged. The agr ement for
this educed data set of 11 beams is substantially better, with
the R factor RP reducing to about 0.28. We also note tha the
r ativ intensiti s of the different b ams re wel repro-
duce . W obtained a R factor R1=0.14 by using a comm
scale factor for all be ms. For this co parison R1 has to be
used becaus Pendry’s R factor24 essentially compares th
normalized derivatives and neglects the r lativ heights of
the maxima. R1 compares the line r d viation between th
experimental a d c lculated in ensiti s. A value of R1!0.2
indicates a good overall agre ment. The xp rime al and
calculated I /V curves for the b st model ar shown in Fig. 5
for the LEEM data and in Fig. 6 for the LEED dat .
DISCUSSION
The combined LEED and LEEM I /V a alysis basically
confirms the rec nstruction del wh ch ad been d rived
from STM and DFT and validated by x-ray diffraction.11,12
The structu e model is concluded to be corre t even thoug
the R factors obtained ar not really small. The data could
not be fitted with any other model, despite the many varia-
tions nvestigated. Considering the remaining discrepancies
between th two experimental data set , the agr ement b -
tw en experimental a d c lculated I /V curves is acceptable.
The !0,0" beam measur d by LEEM is excellently repro-
duc d, so that models with intersti ial oxygen in deeper lay-
ers can be excluded, as the interlay istances strongly in-
fluence he !0,0" beam. Both da a sets gave similar results,
thoug small discrepancies in the a omic displacements re-
main. The z position of all atoms agree within about 0.05 Å,
wher s the lateral shifts of the Ag atoms in the top layer
deviate by about 0.1 Å. The lower accur y of the lateral
position may be caused by the averaging over th two do-
mains, which d ffer only in the displacements of the top Ag
atoms. Except for he diff renc s in z the oxygen positions
agree very well. Also the distort ons n the first substrate
layer obtained by the two methods agree with eac other. In
the first substrate layer tw Ag at ms are ignifica tly shifted
from t eir bulk position . The Ag atom below the corner hole
#Ag7 , see Fig. 7 !b"$ is pulled to the bulk y about 0.2 Å,
whereas the neighboring atom !Ag8" is shifted upward, to-
ward the oxygen atom above it, by about 0.1 Å. The ot r
atoms re ain close to their bulk positions. Relaxations in the
third layer re below the det ction limit.
As shown in the sid view of the structu e #Fig. 7 !a"$,
the two s mmetrically different oxygen atoms ccupy nearly
fourfold c ordina d position with respect to the top layer
Ag atoms a d about 0.5 Å below this layer. Both oxygen
atoms are found at approximately the same height. However,
FIG. 5. Comparison of experimental I /V curves taken with LEEM !black"
and calculated curves fo the best fit model !light gray".
FIG. 6. /V curves taken with conventional LEED !black" and calculated for
the best fit model !light gray".
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calculation packages available nowadays allow the comparison of calculated 
and experimental IV curves to find the most probable atomic configuration of 
the surface. The acquisition of LEED-IV spectra in a LEEM system starts with 
the collection of a stack of LEED images with variable start voltage. The 
intensity of a single peak can be extracted with proper fitting of the line profile, 
as in the case of SPALEED, or with direct integration over a rounded region of 
interest of the image. In both cases, a background subtraction is required. To 
perform a reliable dynamic analysis, the dataset, calculated as the sum of the 
energy widths for every inequivalent diffraction spot, must be in the range of 
thousands of eV [83, 117]. The IV curves must then be smoothed by a 
convolution with a Lorentzian curve of width 1-2 eV to reduce the noise [118]. 
The first successful IV analysis performed with LEEM optics regards the (4x4) 
superstructure created by surface oxidation of Ag(111) [115]. The comparison 
of experimental IV curves and calculated ones for the best fit model is shown 
in Fig. 13c. In this experiment, the dataset was compared with one recorded 
with a conventional LEED system. It is shown that LEED acquisition with 
LEEM optics offers a much better signal-to-noise ratio (some faint diffraction 
spot were visible in LEED/LEEM and undistinguishable from background in 
conventional LEED) and a larger energy range for every spot. 
The combination of LEED and LEEM gives another advantage respect to 
conventional LEED optics [90, 92]. In the latter one, the illuminated area is 
very large, in the order of several hundreds of μm. In case of a surface with 
rotational domains, some inequivalent spots from different domains of 
unknown relative abundance can superpose, thus forcing to average spectra 
of spots of the same diffraction order and making impossible the detection of 
separated spectra. In LEED/LEEM systems the active selection of the 
illuminated area can solve this problem. The probed region can be inspected 
with darkfield LEEM using an inequivalent diffraction spot and the relative 
abundance ã of the domains can be calculated. Then, the disentangled IV 
spectra can be extracted as follows. Assuming that the experimental LEED 
pattern is a weighted, incoherent superposition of the rotated LEED patterns, 
in case of two rotational domains one can write that íb`bàûüSâ†, '°¢ = (1 − ã)í£üSâ†, '°¢ + ãí4(Sâ†, '°) , 
where í£(S) and í4(S) are the intensity of two inequivalent spots of the same 
order, produced by two domains with abundance (1 − ã) and ã, respectively. 
The symmetry condition between rotational domains imposes an equivalency 
between same-order spots. In case of two domains with 180° symmetry, í£üSâ†, '°¢ = í4(−Sâ†, '°) 
As a consequence, one can separate the two contributions: 
í£üSâ†, '°¢ = 1 − ã1 − 2ã íb`bàûüSâ†, '°¢ − ã1 − 2ã íb`bàû(−Sâ†, '°) 
With this method, IV spectra of inequivalent spots become accessible, thus 
improving the dataset quality and the reliability of its dynamic analysis. 
3.3 Spectroscopy mode 
3.3.1 μ-EELS 
If the LEEM apparatus is equipped with an energy filter, its dispersive plane 
can be displayed on the detector and spectroscopy over a selected area can 
be performed. The energy spectrum of reflected low-energy electrons 
presents a very intense peak of elastically scattered electrons, a weaker tail 
due to inelastic events and the secondary yield. In a region close to the elastic 
peak, one can perform Electron Energy Loss Spectroscopy from a micron-
sized area (μ-EELS) and detect the electrons that interact with the specimen 
via creation of plasmons and phonons, in the same fashion of Fig. 11b. 
Although the direct measurement of the dispersive plane offers a better 
energy resolution and signal-to-noise ratio than the spectrum extrapolation 
from EELM images, the performance is still too low compared to a dedicated 
EELS apparatus [105, 106]. Other loss features at higher energies, such as 
ionization edges of core level electrons, are poorly visible from an apparatus 
optimized for low-energy electrons. For these reason, the spectroscopy mode 
in a LEEM system is used marginally and only as a complement to other 
investigation techniques. Its counterpart with emitted electrons is much more 
scientifically valuable, therefore a more complete technical review of the mode 
can be found on Section 4.3. 
4. PhotoEmission Electron Microscopy 
PEEM is equipped with a photon source that illuminates the specimen with 
ultraviolet and X-ray photons. Electrons emitted via photoelectric effect are 
collected by the cathode immersion lens and used as information carriers. 
The image formed on the detector can be acquired in real time like in LEEM, 
but the acquisition time of a single frame can vary considerably as a 
consequence of the electron beam intensity: while video-rate is still possible 
with secondary electrons for intermediate magnification, the collection of a 
single XPEEM image with core-level electrons requires minutes. The nature of 
image contrast in PEEM is different from the case of LEEM and is governed 
mainly by the physics behind the photoemission process and the chemical 
state of the probed matter. Here only a general discussion will be presented, 
followed by a more detailed examination of space charge phenomena that 
affect PEEM with pulsed light sources.  
4.0.1 Basic Image Contrast 
The main difference in image formation between PEEM and LEEM is the 
electron coherence. The photoemitted electrons are in general incoherent in 
time and space, although for delocalized valence-band electrons some 
coherence can be seen in reciprocal space. As a consequence, the intensity 
distribution of the image is the convolution of the intensities of the phase 
object and the contrast transfer function (while in LEEM, i.e. under coherent 
conditions, the intensity is the square modulus of the convolution) [88]. By 
following the definition given in Sects. 3.0.1 and 3.0.2, one has that í(_) = §Z`qr(_)§2⨂|}[O?`(_)|2 
The incoherent process modifies the definition of the contrast transfer 
function. In the coherent case the chromatic damping envelope ℇ(|, Δ") 
comes from an integration over the weighted contribution of the different 
energies within the Gaussian energy distribution of the incoming beam. For 
PEEM, the temporal incoherence imposes a different algebra. Schramm et al. 
[88] have modeled the square modulus of the PSF |}[O?`(_)|2 as the Fourier 
transform of the square modulus of the CTF for the monochromatic case 
weighted over the energy distribution •("), 
|}[O?`(_)|2 = 	ℱ41 ¶ß |®á`O`(|, ")|2•(");"©4© ™ 
The electron incoherence implies that only amplitude objects give contrast: in 
PEEM phase objects like atomic steps and other morphologic features are 
generally invisible. Figure 14a reports one of the first images taken in 1934 
with an improved version of the first Brüche’s PEEM [119, 120] and shows a 
polycrystalline Pt foil annealed at high temperature. The contrast is given by 
the work function difference among the facets and the grain boundaries. The 
lateral resolution for amplitude objects depends on the kinetic energy of the 
electrons and their energy and angular distribution. In UVPEEM a standard 
Hg Short-Arc lamp induces photoemission of valence band electrons with a cos$	angular distribution over an energy window Δ" larger than 1 eV. In this 
case, it has been calculated that the best lateral resolution should be about 7 
nm for non-corrected instruments and less than 4 nm for the aberration-
corrected case [88]. Similar values can be expected also in energy-filtered 
XPEEM for low start voltages [49], while for higher takeoff energies the 
performance goes worse. Such limits were partially reached when PEEM 
systems with UHV technology were made available. Gertrude Rempfer and 
coworkers demonstrated in the late 1980s a lateral resolution of 7 nm with a 
non-aberration-corrected UVPEEM [33]. Figure 14b shows a photoelectron 
micrograph of colloidal silver particles taken with her instrument. Aberration-
corrected instruments lowered the limit for UVPEEM to about 5 nm. 
 	
Figure	14:	(a)	Brüche’s	PEEM	image	of	a	polycrystalline	Pt	foil	after	annealing	at	high	temperature.	
Reproduced	from	Ref.	[120].	(b)	PEEM	image	of	colloidal	silver	demonstrating	7	nm	resolution.	
Reproduced	from	Ref.	[33]	with	permission,	copyright		1992	Elsevier. 
4.0.2 Space charge effects 
The lateral resolution in XPEEM is a particular case that deserves a dedicated 
discussion. The use of monochromatic synchrotron radiation to excite core-
level electrons and employ them for imaging has brought huge advantages in 
terms of flux and versatility, but its pulsed time structure has a worsening 
effect on both lateral and energy resolution. When a pulsed light beam 
illuminates the sample, the photoemitted electrons are packed in a small 
volume. During the flight the cloud density is such that electrons experience 
reciprocal Coulomb repulsion, thus degradating the transported information 
[121]. This effect, called space charge, has been broadly studied for electron 
sources and influences both the energy distribution (Börsch effect [122]) and 
the trajectory displacement (Löffer effect [123]). Fewer studies addressed the 
problem in XPS [124] and specifically in PEEM, not only using synchrotron 
radiation [62, 78], but also fs-laser [75, 125]. 
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Fig. 1. Magnetic electron microscope for the study of photocathodes. A – anode
tube, B1, B2 – anti-stray light apertures, C – cathode (specimen), L – quartz lens, O –
objective lens, Q – quartz high pressure Hg lamp, S – fluorescent screen.
Adapted from Ref. [13].
there was no angle-limiting aperture in the system. Boersch rec-
ognized that such an aperture would considerably improve the
resolution and also contrast. He showed that ı was  determined by
the diffraction on the aperture and the spherical error for a monoen-
ergetic beam [24]. A year later Recknagel published a wave-optical
theory of image formation [25] but World War  II terminated further
theoretical work. Experimental studies with photoelectron imaging
had ended already earlier. It should be noted that the assumption
of a mean energy as a parameter determining the resolution was
quite appropriate for thermionic emission with its narrow energy
distribution, which was used mainly in emission microscopy in
the 1930s but was poorly fulfilled in photoemission in most cases,
because of the wider energy distribution caused by the light from
the high pressure mercury arc lamps. As a consequence, all work
aiming at high resolution was done with thermionic emission elec-
tron microscopy (TEEM) and the resolution of the light microscope
was first surpassed with TEEM in 1942.
World War  II broke off the emission microscopy research at
the AEG research institute in Berlin but research, development
and application reemerged in the 1950s in several other loca-
tions: Eindhoven (Phillips Research Laboratories), Paris (Grivet),
Tübingen (Möllenstedt), Moscow (Spivak), Murray Hill (Heidenre-
ich, Bell Telephone Laboratories) and Toulouse (Fert). Most of the
Fig. 2. PEEM image of a polycrystalline Pt foil after annealing at high tempera-
ture showing work function contrast and grain boundary grooving, taken with the
instrument shown in Fig. 1.
Adapted from Ref. [13].
Fig. 3. Configuration of near-axial region of Engel’s objective lens. C – cathode (spec-
imen), A – highly polished Al anode acting as reflector of the UV light onto the
specimen, P1, P2 – pole shoes of the magnetic lens, F – focal plane.
Adapted from Engel’s thesis [35].
new instruments were significantly more sophisticated, because
they could build on all the experience, which had been accumulated
in the meantime in transmission electron microscopy (TEM). It was
mainly the region around the specimen, in particular the objec-
tive lens and the specimen chamber, which had to be modified.
Most of the instruments did not use photoemission for imaging but
thermionic emission or secondary electron emission excited by ion,
fast atom or fast electron bombardment. In the 1960s more groups
entered the field (ETH Zürich, VEB Carl Zeiss Jena, Ernst Leitz Opti-
cal Company Wetzlar, Czech Academy of Science Bruno, University
Halle) which made cathode lens emission microscopy very popular.
All these instruments were now equipped with an angle-limiting
aperture (“contrast” aperture) in the back focal plane as intro-
duced by Boersch [24] to reduce the effects caused by spherical and
chromatic errors. They used either electrostatic triode or magnetic
objective lenses and had one or two additional lenses (intermediate
and projective lenses) for further electron-optical magnification.
Only a few of these instruments [26–31] were pure PEEM instru-
ments or allowed PEEM in addition to other imaging modes. Except
for the systems described in Refs. [30,31] vacuum was  usually pro-
duced by oil diffusion pumps, which resulted in rapid specimen
contamination. This was  one of the reasons why PEEM was  not
used much, the other being that the intensity was  lower than in
the other emission modes, restricting the magnification range. Nev-
ertheless some interesting experiments were performed in this
period. For example Möllenstedt et al. [32] imaged standing light
waves in dielectric layers with varying thickness and Huang [33]
used an electrostatic three-electrode immersion lens to image thin
samples with electrons excited by X-rays (“X-ray image converter
microscopy”). Spivak et al. [34] produced the first PEEM images
of ferromagnetic domains with a very simple system reducing the
work function by a Cs–Sb coating so that visible light could be used
for excitation.
For PEEM to become competitive with the TEEM and SEEM
(secondary electron emission microscopy) significant instrument
improvements were necessary. These were initiated by Engel in
Ruska’s group in Berlin [35] and soon implemented in a commercial
microscope [36]. Engel’s instrument not only used some compo-
nents of the Siemens and Halske transmission electron microscope
(TEM) Elmiskop I, but could also draw from the rich electron optics
and design experience in Ruska’s institute. He built a magnetic
objective lens optimized for minimum spherical and chromatic
aberrations (Fig. 3), equipped with a magnetic stigmator – which
was  already standard in TEM – and a high acceleration voltage
(50 kV), which resulted in a high field strength in the accelerating
part of the lens. These two aspects ensured optimum resolution.
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Figure	15:	(a)	LEEM	and	secondary	XPEEM	images	of	one	ML	thick	Au	islands	on	Ir(001).	E0	=	4	eV.	
(b)	LEEM	and	W	4f7/2	XPEEM	images	of	thick	Fe	islands	on	W(110).	E0	=	147	eV.	Both	series	of	
XPEEM	images	illustrate	the	degradation	of	the	microscope	lateral	resolution	with	increasing	
photon	flux,	which	is	indicated	below	each	image	(units:	photons/s).	Photon	energy:	182	eV.	The	
operating	conditions	of	the	microscope	were	the	same	in	LEEM	and	XPEEM.	Reproduced	from	Ref.	[78]	with	permission,	copyright	2010	Elsevier.	(c)	Magnetic	circular	dichroism	fs-PEEM	images	at	
increasing	laser	power	of	12	ML	Ni	deposited	on	Cu(001)	and	covered	by	Cs	to	reduce	the	
workfunction.	The	photon	source	was	a	femtosecond	laser	with	a	photon	energy	of	3.1	eV.	The	
lateral	resolution	was	evaluated	along	the	A-B	cross	section.	Reproduced	from	Ref.	[75]	with	
permission,	copyright	2009	IOP	Science. 
In the specific case of synchrotron radiation, the photon beam used for 
XPEEM delivers typically ~ 1013 photons/s of variable energy on a small area 
of few tens of μm2. The photon flux is not constant in time, but is organized in 
pulses. Every pulse has duration of few tens of ps and hosts about 20000 
photons. The number of photoelectrons emitted during a single pulse depends 
on the total photoionization quantum yield: in the case of photoemission from 
transition metals, this can be estimated as about 400-600 electrons. However, 
just a few of them are core-level electrons used directly in XPEEM, while the 
overwhelming majority (~ 97%) are secondary electrons emitted by inelastic 
events and filtered away in a second moment by the energy analyzer. In order 
to understand the magnitude of the space charge effect, Locatelli et al. [78] 
showed LEEM and XPEEM images of the same surface at different photon 
flux. In LEEM the continuous flow of incident electrons ensures a photocurrent 
(FWHM), which represents the lateral resolution of the micro-
scope, was treated as a free parameter.
The energy resolution measurements were made on a clean
Au(0 0 1) surface exhibiting hex reconstruction, by recording
valence band (VB) spectra in the m!XPS operation mode of the
microscope. The VB spectra were extracted as intensity line
profiles along the dispersive plane images. The energy scale of
the spectra was set after applying appropriate corrections to the
aberrations induced by the microscope. The spectra were then
fitted using a Fermi function convoluted with a Gaussian, which
allowed us to measure broadening and shift of the Fermi edge as a
function of the intensity of the photon beam.
3. Results
3.1. Degradation of the lateral resolution
Fig. 2 shows LEEM and secondary electron PEEM images of one
ML thick Au islands on Ir(0 0 1). The images were acquired using
the same alignment and configuration of the microscope: kinetic
energy of 4 eV, contrast aperture 30 mm and energy analyzer
energy slit 12:5 mm, corresponding to an energy resolution of
about 0.3 eV. In this sequence, the photon flux was controlled by
changing the position of the undulator emission peak, while the
beamline monochromator energy and exit slit width were kept
constant. Both the LEEM (A) and the first XPEEM image (B) show
fine details of the film morphology. These structures progressively
blur as the photon flux is increased (C, D), until they disappear at
the highest flux (E). Fit analysis on image line profiles (see
previous section for details) allowed us to estimate the (average)
lateral resolution of each image in the series. The results are
summarized in Fig. 3, which shows that the average lateral
resolution increases linearly as a function of the increasing
photon flux. At about 1.4"1013 photons/s the lateral resolution
is degraded by a factor of two, approaching values of 60 nm. At
higher photon fluxes, the effects are even more dramatic and the
resolution largely exceeds 100 nm. During measurements, we
verified repeatedly that the observed image blur could not be
corrected by readjusting the focus of the objective lens.
The degradation of the lateral resolution of XPEEM is also
observed in imaging with core level electrons. Fig. 4 shows LEEM
and PEEM images of thick Fe islands on W(1 1 0). The surface was
prepared by slow annealing of a 10 ML thick Fe film deposited on
the W(1 1 0) surface at room temperature, which causes dewet-
ting of the substrate and formation of tall islands elongated along
[0 0 1]. The XPEEM images were taken with W 4f7/2 core level
electrons at a kinetic energy of 147 eV. Under these conditions,
the Fe islands look dark due to their screening of the emission
from the substrate. With increasing photon flux (images B to D)
the image blurs as in the case of secondary electron PEEM
imaging. A comparison of the XPEEM images with the corre-
sponding reference LEEM image shows clearly the degradation of
the lateral resolution with increasing photon flux. The loss of
lateral resolution is quantified in Fig. 5. As can be seen, the
degradation of the lateral resolution is a factor of two smaller
than in the case of secondary electron imaging (see Fig. 3).
Nonetheless, already at a flux of 2"1013 photons/s the lateral
resolution becomes worse than 50 nm.
3.2. Spectral broadening and shift
The most obvious effect of the interaction between photoelec-
trons and secondary electrons traveling simultaneously in the
PEEM is the distortion of their initial energy distribution, which in
turn results in the broadening of the measured energy spectrum.
Further, all spectral features appear shifted to higher kinetic
Fig. 2. LEEM (A) and secondary electron XPEEM images (B–E) of one ML thick Au islands on Ir(0 0 1). The series of XPEEM images illustrates the degradation of the
microscope lateral resolution with increasing photon flux, which is indicated below each image (units: photons/s). Photon energy: 182 eV. The operating conditions of the
microscope were the same in LEEM and XPEEM: kinetic energy, 4 eV; contrast aperture, 30 mm; electron energy analyzer exit slit, 12:5 mm.
Fig. 3. Degradation of the lateral resolution in XPEEM at a kinetic energy of 4 eV
as a function of the increasing photon flux. Photon energy, 182 eV; kinetic energy,
4 eV; contrast aperture, 30 mm; electron energy analyzer exit slit, 12:5 mm. The
labels refer to the XPEEM images shown in Fig. 2. Exposure: 5 s (triangles) and
0.5 s (circles). The dashed line at the bottom of the figure indicates the best lateral
resolution obtained in LEEM.
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energies. This phenomenon is illustrated in Fig. 6A and B, which
shows PEEM mages of one ML thick Fe islands on W at low and
high flux of the photon beam. The images were acquired at 2.0 eV
kinetic energy. The loss of contrast between Fe and bare W
regi ns is readily understood when comparing the secondary
electron spectra acquired at 4.6!1012 and 5.0!1013 photons/s
(see graph in the lower part of the figure). We verified that the
spectrum measured at high photon flux is the convolution of the
spectrum measured at low photon flux with a Gaussian broad-
ening function. The convolution causes a shift of the secondary
electron peak towards hig er kinetic energies by about 0.3 eV.
The broadening and shift of the electron energy distribution
were more precisely quantified by looking at variations of the
position and width of the Fermi edge. These experiments were
carried out on an atomically clean Au(0 0 1) surface. In order to
achieve the best energy resolution, the SPELEEM microscope was
operated in the micro-XPS mode, restricting the probe area to a
diameter of 2 mm by inserting the smallest field limiting aperture.
Figs. 7 and 8 show the Fermi level broadening and shift as a
function of increasing photon flux on the sample. The different
symbols indicate experiments performed with different beamline
exit slit widths, using one or two undulators. In each series, the
Fig. 4. LEEM at 7 eV (A) and W 4f7/2 XPEEM images (B–E) of thick Fe islands on W(1 1 0). The series of XPEEM images (B–E) illustrates the degradation of the microscope
lateral resolution with increasing photon flux, which is indicated below each image (units: photons/s). Photon energy, 182 eV; kinetic energy, 147 eV; contrast aperture,
30 mm; electron energy analyzer exit slit, 12:5 mm.
Fig. 5. Degradation of the lateral resolution in core level XPEEM imaging as a
function of the increasing photon flux. Photon energy, 182 eV; kinetic energy,
147 eV; contrast aperture, 30 mm; electron energy analyzer exit slit, 12:5 mm. The
labels refer to the XPEEM images shown in Fig. 4.
Fig. 6. (Top) Secondary electron XPEEM images at 2 eV kinetic energy of one ML
thick Fe islands on W(1 1 0) at low and high intensity of the photon beam.
(A) 4.6!1012 photons/s; (B) 5.0!1013 photons/s. Note the image blurring and
loss of contrast at high flux. (Bottom) Secondary electron spectra measured in the
regions delimited by the black and whit contours in (B). The curves acquired at
low and high photon flux (indicated by labels) have been offset for clarity. The
broadening and shift of the secondary curve at high flux d termines the loss of
contrast observed in (B). The contrast difference is seen in the enhanced part of the
line. The vertical line indicates the kinetic energy of images A and B.
A. Locatelli et al. / Ultramicroscopy 111 (2011) 1447–14541450
360 T. Nakagawa, T. Yokoyama / Journal of Electron Spectroscopy and Related Phenomena 185 (2012) 356– 364
Fig. 5. Effect of space charge by a ultra short pulse laser. MCD-PEEM images are taken by a fs laser with a photon energy of 3.1 eV on Cs/Ni(12 ML)/Cu(0 0 1). (a) MCD images
for  increasing laser power. With increasing the laser power, the domain structure becomes blurred. The beam spot used is ∼200 !m. The field of view is 25 !m.  (b) Cross
section line profiles along A–B in (a) across a domain boundary. (c) Observed domain boundary width as a function of incident laser power.
Figures from Ref. [9] with permission.
3.4. Electron energy and momentum limitation in threshold
photoemission
The total electron yield measurement shows high MCD  asym-
metry in spite of the angle and energy integrated natur . The MCD
asymmetry by the total lectro  yield can be compared with the
integrated MCD  asymmetry by ARPES. These results by the total
electron yield and ARPES are taken under the similar experimental
conditions where the incidence angles are 0◦ both for the tot l elec-
tron yield and ARPES, and the photon energy is ∼ 5.3 eV. The MCD
asymmetry is − 10% by the total electron yield measurement, while
the integrated MCD  asymmetry is − 5% by ARPES. The MCD  asym-
metry is slightly smaller for the ARPES exp riment. The small
MCD  asymmetry for ARPES might be caused by the Cs deposition.
The similarity between ARPES and the total electron yield can be
explained by two asp cts. First, as shown in Fig. 7 (a), the otal lec-
tron yield measurement near the threshold is somehow an energy
filtered measurement by the narrow energy window between the
photon energy and the vacuum level (the sample work function, !),
"E  = h# −  !.  Thus it is similar to the energy resolved measurement
near the photoemission threshold. Second, as shown in Fig. 7 (b),
photoelectrons coming to the crystal surface are diffracted by the
potential difference. The maximum incidence angle of the photo-
electrons passing through the crystal surface, $maxi , is expressed as
sin2$maxi = (h# −  !)/(h# −  E0) [18], where E0 is the bottom of the
valence band (the inner potential). This diffraction effect is signifi-
cant for low kinetic energy electrons excited by low energy photons.
With h# = 5.3 eV, ! = 5.1 eV, and E0 = − 10 eV, $maxi is estimated as
6.6◦. Thus the photoelectrons inside the crystal with larger angle
than 6.6◦ are reflected and cannot escape from the surface. This cor-
responds to the maximum projected momentum of 0.18 A˚− 1 in the
surface Brillouin zone. Since the surface Brillouin zone boundary of
Ni(0 0 1)/Cu(0 0 1) is located at 1.23 A˚− 1, only 14% of the zone width
is detected. Therefore the spontaneous angle selection in thresh-
old photoemission limits the transition from other Ni electronic
bands than "57 and "
5
6 bands along %X direction, which might give
opposite sign of MCD. With increasing photon energy or lower-
ing the work function, these two conditions are getting blurred.
These two arguments are the main reasons for the enhanced MCD
asymmetry in the total electron yield. Therefore high asymmetry
in magnetic dichroism can be expected, if one can measure large
magnetic dichroism by ARPES around the Fermi level in the normal
emission.
3.5. Probing depth of threshold photoemission MCD
The threshold photoemission MCD  method employs low energy
electrons with kinetic energy (Ekin) of less than 6 eV. Low kinetic
nergy photoelectro s, Ekin ≤ 20 eV, s ow long inelastic mean free
path (IMFP). Literally IMFP for photoelectron with the kinetic
e ergy of 10 eV is 0.5–5 nm,  wide vari tion depending on ele-
ments [19–21].  However, as mentioned above, the dominant factor
for the high MCD  asymmetry in threshold photoemission is the
spontaneous limitati  of kinetic energy as well as momentum
of emitted photoelectrons. Th refore elastic scatt ring inside the
crystal which changes the electron momentum decreases the
asymmetry, but it does not change the inelastic mean free path.
The depth information for MCD  measurement could be different
from that for conventional IMFP.
Overlayer capping effects on the MCD  asymmetry are measured
on Cu/Ni/Cu(0 0 1). Cu is chosen as the cupping layer since it can
pseudomorphically grow on Ni/Cu(0 0 1), which ensures uniform
wetting of the overlayer [22]. Here 1 ML  Cu capping corresponds
to 0.18 nm. The photon energy used is 5.8 eV, thus the IMFP for the
threshold electrons is expected to be larger than ∼1 nm. Fig. 8 plots
the asymmetry reduction as a function of Cu overlayer thickness.
The asymmetry is normalized to that of the uncovered 15 ML  Ni film
on Cu(0 0 1). The asymmetry monotonically decreases with increas-
ing the thickness of Cu overlayer. Cu cupping of 1 ML  reduces the
asymmetry by half, but Cu cupping of 20 ML  does not extinguish the
asymmetry. The remaining asymmetry at 20 ML  cupping is 1/10 of
the uncupped Ni film.
The behavior of the asymmetry as a function of overlayer is fit-
ted using an IMFP. The fitting assumes an exponential decay law,
exp (−  t/&), with t and & being Cu thickness and probing length,
respectively. However it turns out to be inappropriate because of
the two contradicting behavior in thin and thick overlayer regimes.
The rapid reduction up to 4 ML  Cu cupping can be fitted using
& = 0.5 nm,  while the gradual reduction for thick overlayer can be
fitted using & = 1.4 nm IMFP, which is close to the value in literatures
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density three orders of magnitude lower than the one in XPEEM, producing a 
space-charge free image. The latter was then compared to secondary 
electron ("# = 4 eV) XPEEM images acquired with the same alignment and 
configuration of the microscope, but for different photon fluxes (Fig. 15a). The 
lateral resolution in secondary XPEEM increases linearly with the photon flux, 
from 35 nm with 2.0x1012 photons/s to 180 nm with 5.5x1013 photons/s. Such 
degradation is visible also in imaging with core level electrons. Figure 15b 
shows LEEM and XPEEM images of the same surface, using backscattered 
electrons and W 4f7/2 core level electrons at a kinetic energy of 147 eV, 
respectively. Again, the XPEEM image blurs as the photon flux rises. The 
lateral resolution ranges from 31 nm with 2.0x1012 photons/s to 82 nm with 
5.9x1013 photons/s, a degradation smaller than the case of secondary PEEM. 
Analogous effect can be seen on the energy resolution. Locatelli et al. 
reported a broadening of the Fermi level on a Au(100)-hex surface in a series 
of spectroscopy measurements with increasing photon flux. At high fluences, 
the broadening induced by space charge effect dominated over the 
contribution of the energy analyzer. 
Space charge effects occur also when PEEM is performed with femtosecond 
laser. Nakagawa et al. [75] proved that the laser light from a Ti:sapphire laser 
with pulses of 100 fs produces blurred PEEM images with worse resolution 
than using a CW laser. Figure 15c shows images of the same surface 
acquired with photons of energy 3.1 eV and increasing incident laser power, 
from 0.2 to 7.8 mW. In this case, the photon flux is much higher than the one 
with synchrotron light, 8x1010 photons per pulse. Again, the lateral resolution 
is inversely proportional to the laser power, so one is forced to greatly reduce 
the power output and increase the integration time to obtain good lateral 
resolution. Similar results were found by Buckanie et al. [125] using a 
Ti:sapphire laser with comparable pulse length and lower photon flux. Such 
evidences demonstrate how space charge effects are the biggest restriction 
for the implementation of pump-probe experiments in PEEM, forcing users to 
work at low power output, with high repetition rates and long acquisition times. 
In order to overcome the resolution limitation induced by space charge effect, 
it is important to understand more in detail the evolution of the electron beam 
from the emission to the detection. From the observation, it is clear that the 
space charge effect is determined by the number of photons per time per 
emitting surface. The X-ray photoemission with pulsed light produces a large 
majority of low energy secondary photoelectrons and a small amount of core 
level electrons with high energy, all taking off from the sample surface in a 
time range equal to the pulse length. Then, the high voltage between sample 
and objective lens accelerates the electron cloud. The lens system of the 
microscope induces several crossovers of the electron beam along the path, 
i.e. where the diffraction and image planes are placed. The first crossover is 
located in the backfocal plane of the objective lens, while the second is the 
first intermediate image plane. The magnification induced by the objective 
lens implies that the lateral size of the crossovers is larger than the initial size 
of the electron cloud at the takeoff. Therefore, no special point with 
significantly large space charge density may cause the local image blurring, 
i.e. the blurring occurs along the entire electron path. Moreover, simple 
kinematic calculation show that the strong overlap between secondary and 
core level electrons within one single pulse decays with time due to their 
different flight speed. For the SMART microscope, core level electrons with a 
take off energy of 100 eV are separated from the secondary electron bunch 
after 70 cm of flight. Behind this point the electron-electron interaction can be 
neglected for XPEEM measurements. The best strategy to reduce the space 
charge blurring is then to remove non-necessary electrons as soon as 
possible along the electron path. In particular, Schmidt et al. demonstrated 
that the insertion of a small field limiting aperture that cuts away electrons 
emitted outside the field of view reduces the electron beam intensity behind 
that point and improves the lateral resolution. This, together with accurate 
photon flux reduction, led to a demonstrated lateral resolution of 18 nm in 
XPEEM [62]. This limit is still far from analogue result in LEEM, but there are 
reasons to think that a future, dedicated instrument could bridge the gap, at 
least partially. In particular, such instrument should be equipped with 
apertures at the backfocal plane in order to cut non-necessary electrons with 
different emission angle, and at the first dispersive plane inside the beam 
separator, to roughly filter away secondary electrons. High efficient detectors 
and improved illumination optics would also help to obtain good quality 
images with lower photon flux. These measures to reduce the space charge 
effect will result in higher resolution.  
4.1 Imaging mode 
4.1.1 PEEM and XPEEM 
The imaging mode with photoemitted electrons displays a magnified real-
space image of the probed surface. Such image contains valuable information 
on the physical and chemical state of the specimen. The contrast mechanism 
in PEEM has been already discussed: in the case of low energy photons, 
areas can emit a different number of electrons as a function of the local work 
function and of the local density of states of the valence band. In the case of 
energy-filtered XPEEM with core level electrons, the amplitude contrast can 
be also given, in first approximation, by the relative local abundance of the 
particular element. The photon energy is often selected in order to maximize 
the image intensity, in agreement with the atomic cross section of the selected 
emission line and the brilliance of the photon source. The resulting kinetic 
energy of the photoemitted electrons is typically ranging between 50 and 200 
eV, so that the small probing depth due to the inelastic mean free path 
influences the contrast. Figure 16 shows a direct example of XPEEM images 
with chemical contrast. In this case, an Ir(100) surface is partially covered by 
single and multilayer graphene [126]. XPEEM images using Ir 4f7/2 
photoemitted electrons (Fig. 16a) shows areas with different intensity. The 
attenuation of the signal is due to the screening from graphene layers of 
different thickness. This is confirmed by XPEEM images taken with C 1s 
electrons (Fig. 16b), where the intensity is proportional to the graphene 
thickness. 
The screening effect can be evaluated quantitatively by changing the start 
voltage and extracting the IV curve, with the same procedure seen for LEEM. 
In this case, the collected intensity curve is the local spectroscopic 
photoemission peak, i.e. a stack of XPEEM images gives access to local XPS 
spectra. Figure 16c and d display, respectively, the Ir 4f and C 1s core level 
emission spectra, obtained by integration over selected regions of interest 
over a stack of XPEEM images at different start voltages. The intensity drop in 
the Ir 4f photoemission line follows the exponential damping factor 84=/≠ÆØ(∞±), 
where ; is the layer separation and 6≤ú("#) is the kinetic energy dependent 
effective attenuation length [127]. The intensity growth of C 1s core level 
shows a similar behavior, although it does not increase linearly with the 
thickness. This deviation is given by the screen effect of the outermost 
graphene layers that diffract the photoelectrons emitted from buried C atoms. 
This example demonstrates how the intensity evaluation of XPEEM imaging 
provides an alternative method of assigning the thin film thickness.  
	
Figure	16:	(a)	XPEEM	Ir	4f	image	of	a	multi-thickness	graphene	island.	The	bare	iridium	surface	is	
visible	on	the	top;	(b)	XPEEM	C	1s	image	of	the	same	surface	region;	(c)	Ir	4f	and	(d)	C	1s	XPS	spectra	
measured	in	the	regions	indicated	by	the	labels.		The	start	voltage	corresponds	to	the	kinetic	energy	
of	the	photoemitted	electrons.	A	photon	energy	of	400	eV	was	used	in	the	experiment.	Reproduced	
from	Ref.	[126]	with	permission,	copyright	2014	Elsevier. 
set by the choice of the photon energy of about 400 eV. The
attenuation of the Ir 4f signal, shown in Fig. 7 (e), was quanti-
fied after fitting the Ir 4f spectra with a Doniach-Sˇunjic´ line
shape. The plot of natural logarithm of the ratio In=I0, where
In corresponds to the Ir 4f intensity attenuated by n-layers of
graphene and I0 to that recorded on the Ir surface surround-
ing graphene, decreases in a linear fashion, as expected for
the case of exponential decay. The experimental data was
thus fitted with a line, its slope giving kgr. For Ir 4f electrons
at kinetic energy of 338 eV, we obtained kgr ¼ 8:4" 0:2 A˚. A
similar analysis of our C 1s data, measured at a kinetic energy
of 115 eV, yields a nearly halved estimate of 4:4" 0:2 A˚.
We note that EAL estimates are expected to be a factor of
about 0.8 lower than IMFP predictions for data collected in
normal emission [58], as it occurs for XPEEM. Our measure-
ments are in close agreement with recent calculations by Ta-
numa et al. predicting a value of 8.28 and 4.66 A˚ for the
electron IMFP at 340 and 115 eV [59]. This suggests that elastic
scattering effects must be rather small for our system.
We finally correlate the film thickness to the low energy
electron reflectivity of graphene, which was independently
measured by recording the bright-field LEEM intensity in the
energy range from 0 to above 16 eV within the same multi-
thickness region probed by XPEEM. The electron reflectivity
curves, or simply LEEM I-V curves, are often used as finger-
prints to identify the film thickness, giving LEEM atomic
depth sensitivity [60]. They exhibit characteristic intensity
modulations, typically referred to as a quantum-size effect,
which arise due to electron confinement in the film. The
number of peaks observed between consecutive Bragg peaks
depends critically on the film thickness and its interaction
with the substrate. As a rule of thumb, LEEM I-V curves of a
supported film show a number of minima which matches
the thickness, expressed in number of layers. Ab-initio calcu-
lations have recently demonstrated that n# 1 reflectivity
minima are expected for free-standing n-layer graphene
[61]: however, an additional minimum can be observed in epi-
taxial graphene, due to the electron states at the graphene-
substrate interface. The low energy electron reflectivity of
graphene/Ir(100) is shown in Fig. 7(f). The broad feature at
10–15 eV, also observed for graphite, is due to a reflection from
a Bragg plane. In the energy range 1–8 eV, for a thickness of
two (three) layers, two (three) minima are observed, although
in both cases one of them is not well-developed. The reflectiv-
ity curve of the single-layer shows also a sort of double
minimum. This example further demonstrates that sub-
strate-induced interactions can greatly influence the low
energy electron reflectivity of graphitic overlayers, which
cannot be readily interpreted without elucidating the exact
electronic structure of the interface. In our case, XPEEM
imaging has provided an alternative means of assigning the
I–V curves to the correct layer thickness.
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Fig. 7 – (a) XPEEM Ir 4f imag of a multi-thickness graphene island. The bare iridium surface is visible on the top; (b) XPEEM C
1s image of the same surface region; (c) Ir 4f and (d) C 1s spectra measured in the regions indicated by the labels. A photon
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for the Ir surface surrounding graphene and n-layer graphene. (A colour version of this figure can be viewed online.)
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set by the choice of the photon energy of about 400 eV. The
attenuation of the Ir 4f signal, shown in Fig. 7 (e), was quanti-
fied after fitting the Ir 4f spectra ith a Doniach-Sˇunjic´ line
shape. The plot of natural logarithm of the ratio In=I0, where
In corresponds to the Ir 4f intensity attenuated by n-layers of
graphene a I0 to that recorded on the Ir surface surround-
ing graphene, decreases in a linear fashion, as expected for
the case of exponential decay. The experimental data was
thus fitted with a line, its slope giving kgr. For Ir 4f electrons
at kinetic energy of 338 eV, we obtained kgr ¼ 8:4" 0:2 A˚. A
similar analysis of our C 1s data, measured at a kinetic energy
of 115 eV, yields a nearly halved estimate of 4:4" 0:2 A˚.
We note that EAL estimates are expected to be a factor of
about 0.8 lower than IMFP predictions for data collected in
normal emission [58], as it occurs for XPEEM. Our measure-
ments are in close agreement with recent calculations by Ta-
numa et al. predicting a value of 8.28 and 4.66 A˚ for the
electron IMFP at 340 and 115 eV [59]. This suggests that elastic
scattering effects must be rather small for our system.
We finally correlate the film thickness to the low energy
electron reflectivity of graphene, which was independently
measured by recording the bright-field LEEM intensity in the
energy range from 0 to above 16 eV within the same multi-
thickness region probed by XPEEM. The electron reflectivity
curves, or simply LEEM I-V curves, are often used as finger-
prints to identify the film thickness, giving LEEM atomic
depth sensitivity [60]. They exhibit characteristic intensity
modulations, t pically referred to as a quantum-size effect,
which arise due to el ctron confinement in the film. The
number of peaks bserved betwee consecutive Bragg peaks
depends critically on the film thickness and its interaction
with the substrate. As a rule of thumb, LEEM I-V curves of a
supported film show a number of minima which matches
the thickness, expressed in number of layers. Ab-initio calcu-
lations have recently demonstrated that n# 1 reflectivity
minima are expected for free-standing n-layer graphene
[61]: however, an additional minimum can be observed in epi-
taxial graphene, due to the electron states at the graphene-
substrate interface. The low energy electron reflectivity of
graphene/Ir(100) is shown in Fig. 7(f). The broad feature at
10–15 eV, also observed for graphite, is due to a reflection from
a Bragg plane. In the energy range 1–8 eV, for a thickness of
two (three) layers, two (three) minima are observed, although
in both cases one of them is not well-developed. The reflectiv-
ity curve of the single-layer shows also a sort of double
minimum. This example further demonstrates that sub-
strate-induced interactions can greatly influence the low
energy electron reflectivity of graphitic overlayers, which
cannot be readily interpreted without elucidating the exact
electronic structure of the interface. In our case, XPEEM
imaging has provided an alternative means of assigning the
I–V curves to the correct layer thickness.
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set by the choice of the photon energy of about 400 eV. The
attenuation of the Ir 4f signal, shown in Fig. 7 (e), was quanti-
fied after fitting the Ir 4f spectra with a Doniach-Sˇunjic´ line
shape. The plot of natural logarithm of the ratio In=I0, where
In corresponds to the Ir 4f intensity attenuated by n-layers of
graphene and I0 to that recorded on the Ir surface surround-
ing graphene, decreases in a linear fashion, as expected for
the case of exponential decay. The experimental data was
thus fitted with a line, its slope giving kgr. For I 4f electrons
at kinetic energy of 338 eV, w obtained kgr ¼ 8:4" 0:2 A˚. A
similar an lysis of our C 1s data, measured at a kinetic e rgy
of 115 eV, yi lds a nearly h lved estimate of 4:4" 0:2 A˚.
We not that EAL estimates are expect d to b a factor of
about 0.8 lower than IMFP predictions for data collected in
normal e ission [58], as it occurs for XPEEM. Our measure-
ments are in close agre ment with recent calculations by Ta-
numa et l. predicting a value of 8.28 and 4.66 A˚ for the
electron IMFP at 340 and 115 eV [59]. This suggests that elastic
scattering effects must be rather small for our system.
We finally correlate the film thickness to the low energy
electron reflectivity of graphene, whic was independently
measur d by recording the bright-fi ld LEEM intensity in the
energy range from 0 t above 16 eV within the same multi-
thickness regio probed by XPEEM. The electron reflectivity
curves, or simply LEEM I-V curves, are often used as finger-
prints to identify the film thickness, giving LEEM atomic
depth sensitivity [60]. They exhibit characteristic intensity
modulations, typically referred to as a quantum-size effect,
which arise due to electron confinement in the film. The
number of peaks observed between consecutive Bragg peaks
depends critically on the film thickness and its interaction
with the substrate. As a rule of thumb, LEEM I-V curves of a
supported film show a number of minima which matches
the thickness, expressed in number of layers. Ab-initio calcu-
lations have recently demonstrated that n# 1 reflectivity
minima are expected for free-standing n-layer graph ne
[61]: however, an additional minimu can be observed in pi-
taxial gr phene, du to the elec ron states at he gr phene-
substrate interface. The low energy electron r flectivity of
graphene/Ir(100) is shown in Fig. 7(f). The broad feature at
10–15 eV, also observed for graphite, is due to a reflection from
a Bragg plane. In th energy ra ge 1–8 eV, for a thickness of
two (three) layers, two (three) minima are observ d, although
in both cases one of them is not well-develope . The reflectiv-
ity curve of the single-layer shows also a sort of double
minimu . This example further demonstrates that sub-
strate-induced interactions can greatly influence the low
energy electron reflectivity of graphitic overlayers, which
cannot b readily interpret d without elucidating the exact
electronic structur of the interface. In our case, XPEEM
imaging has provided an alternative m ans of assigning the
I–V curves to the correct layer thickness.
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set by the choice of the photon energy of about 400 eV. The
attenuation of the Ir 4f signal, shown in Fig. 7 (e), was quanti-
fied after fitting the Ir 4f spectra ith a Doniach-Sˇunjic´ line
shape. The plot of natural loga ithm of the ratio In=I0, wher
In corresponds o the Ir 4f intensity attenuated by -layers of
graphene a I0 to that recorded on th Ir surface surround-
ing graphene, decreases in a linear fashion, as expected for
the case of xponential decay. The experimental da a was
t us fitt d with a line, its slope giving kgr. For Ir 4f electron
at kinetic energy of 338 eV, w obtained kgr ¼ 8: " 0:2 A˚. A
similar analysis of ur C 1s data, measure at a kinetic energy
of 115 eV, yield a nearly halved estimat of 4:4" 0:2 A˚.
We note that EAL estimates are expected to be a factor of
about 0.8 lower than IMFP predictions for data collect d in
norm l emission [58], as it occurs f r XPEEM. Our measure-
ments a e in cl se agreement w h recent calculations by Ta-
numa et al. predi ting value of 8.28 and 4.66 A˚ for the
electron IMFP at 340 a 115 eV [59]. This suggests that elastic
scatteri g effects must be rather small for our system.
We finally correlate the film thickne s to the low energy
electron reflectivity of gr phen , which was independently
measur d by recording he bright-fi ld LEEM intensity in the
energy range from 0 t above 16 eV within the same multi-
thickness regio probed by XPEEM. The electron reflectivity
curves, or simply LEEM I-V curves, are often used as finger-
prints to identify the film thickness, giving LEEM atomic
depth sensitivity [60]. They exhibit characteristic intensity
modulations, typically ref rr d to as a quantum-size ffect,
which arise due to electron confinement in the film. The
number of peaks obs rved between consecutive Bragg peaks
depends critically on the film thicknes and its interaction
with the substrate. As a rule of thumb, LEEM I-V curves of a
supported film show n mber of minima which matches
the thickness, expressed in number of layers. Ab-initio calcu-
lations have recently emonstrated that n# 1 refle tivity
minima r expec ed for free-s anding n-layer graphene
[61]: howev r, an additional minimum can be observed in epi-
taxial graphene, due t the electron st tes at the graphene-
substrate interface. The low energy electron r flectivity of
graphen /Ir(100) is shown in Fig. 7(f). The broad feature at
10–15 V, lso observed for graphite, is due to a reflection from
a Bragg plane. In th ener y range 1–8 eV, for a thick ss of
two (three) layers, two (thre ) minima re observed, although
in bot cases one of th m is not well-dev l ped. The reflectiv-
ity curve of the single-layer shows als a sort of double
minimum. This example furt er demonstrate that sub-
strate-induced interactions can grea ly influence the low
energy electro reflectivity of graphitic overlayers, which
cannot be readily interpr ted without elucidating th exact
electronic structure of the interface. In o r case, XPEEM
imaging has provided an alternative means of assigning the
I–V curves to the correct layer thickness.
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set by the choice of the photon energy of about 400 eV. The
attenuation of the Ir 4f signal, shown in Fig. 7 (e), was quanti-
fied after fitting the Ir 4f spectra with a Doniach-Sˇunjic´ line
shape. The plot of natural logarithm of the ratio In=I0, where
In corresponds to the Ir 4f intensity attenuated by n-layers of
graphe e and I0 to that recorded on the Ir surface surrou d-
ing graphen , decreases in linea fashion, as expected for
the case of expo ntial decay. The experimental data was
thus fitt d with a line, its slope giving kgr. For Ir 4f electrons
at kinetic energy of 338 eV, we obtained kgr ¼ 8:4" 0:2 A˚. A
similar analysis of our C 1s data, measured t a kinetic energy
of 115 eV, yields early halved estimate of 4:4" 0:2 A˚.
e note that EAL esti ates are expected to be a factor of
about 0.8 lower than IMFP predictions for ata collect d in
nor al e ission [58], as it occurs f r XPEEM. Our easure-
ents ar in cl se agree ent with recent calculations by Ta-
nu a et al. predicting a value of 8.28 and 4.66 A˚ for the
electron I FP at 340 and 115 eV [59]. This suggests that elastic
scatte i g effects ust be rather s all f r our ys e .
e fi ally correlate th fil thickness t the lo energy
electron reflectivity of graphene, ich s independentl
easured by recording the brig t-field LEE intensity in the
energy ange f o 0 to above 16 e it i t e sa e ulti-
thickness region probed by PEE . e electro reflectivi
curves, or si ply LEE I- curves, are fte se as fi ger-
prints to identif the fil t ick ess, gi i t ic
depth sensitivity [60]. They exhibit characteristic intensity
modulations, typically referred to as a quantum-siz effect,
which arise due to electron confin ment in the film. The
umber of peaks observed b tween consecutive Bragg peaks
d pends critically on the film thickness and it interaction
with the substrate. As a rule of thu b, LEEM I-V curves of a
supported film show a number of minima which matches
the thickness, expressed in number of layers. Ab-initio calcu-
l tions ave recently demonstrated that n# 1 reflectivity
minima are expected for free-standing n-layer graphene
[61]: however, n dditional mini um can be observed in epi-
taxial graphene, due to the electron states at the graph ne-
substra e interf ce. The low energy lectron reflectivity of
graphen /Ir(100) is shown in Fig. 7(f). The broad feature at
10–15 V, lso observed for graphite, is due to a reflection fro
a Bragg plane. In th ener y range 1–8 eV, for a thick ess of
t o (three) layers, t o (th ee) ini a are observed, although
in bo cases one of the is not ell-dev l ped. The reflectiv-
ty curve of th single-layer sho s als a sort of double
ini u . This exa p e furt er de nstrates that sub-
strate-induced interactions can greatly influ nce the l
energy ele tron r fle ivity of graphitic overlay rs, hich
ca ot be readily i terpr ted it out elucidati g t exact
electro ic str ct re of t e i terface. I our case, PEE
i agi g a r vi e a alt r ative ea s f as ig i g t e
I– c r s t t c rr ct l t ic ss.
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4.1.2 Brightfield and Darkfield PEEM 
The ordinary microscope setup in PEEM includes the insertion of a contrast 
aperture to limit the acceptance angle in order to reduce spherical aberration 
and enhance contrast and resolution. Usually, the aperture selects only 
electrons with normal emission, i.e. limits the diffraction pattern to a 
neighborhood of the Γ point of the first Brillouin zone (FBZ). As in the case of 
LEEM, it would be convenient to build PEEM images with electrons coming 
from other regions of the first Brillouin zone [128, 129]. The methods for 
implementing darkfield measurement has already been reviewed in Sect. 
3.1.2 and schematized in Fig. 8. In case of emitted electrons, only the first two 
are available, i.e. (i) to position the contrast aperture around the desired k-
point of the reciprocal space and (ii) to incline the sample tilt by a certain 
angle. In addition, it is possible to deflect the emitted beam after the objective 
lens. Among the three, the second offers the best advantages in terms of 
PEEM image quality, since it is the one that let the electrons travel along the 
optical axis. It should be remarked that the required tilt inclination is reduced 
by the change of coordinates due to the accelerating field of the cathode 
immersion lens. It is sufficient to incline the tilt angle by less than 2° to obtain 
a consistent shift of the reciprocal image in the backfocal plane of the 
objective lens and to get to the edge of the first Brillouin zone of most 
materials. The best procedure to select the desired diffraction feature for 
imaging is to display the backfocal plane and to modify the sample tilt 
mechanically until the selected point is positioned at the center. Once the 
contrast aperture is placed, the microscope can be shifted to imaging mode, 
whereas the intensity is proportional to the local density of states at the 
selected k-point. 
	
Figure	17:	(a)	LEEM	and	darkfield	PEEM	of	epitaxial-EG	(b)	and	rotated-RG	(c)	graphene	flakes	
grown	on	Ni(111).	RGC	patches	(d)	are	non-interacting	graphene	on	a	Ni-carbide	interstitial	layer.	
Reproduced	from	Ref.	[130]. 
Darkfield PEEM is very powerful to probe the local electronic properties of 
heterogeneous surfaces. For example, it has been employed on graphene 
grown on Ni(111), a model case for the study of interfacial interactions that 
can play a key role in tailoring the magnetic [131] and chemical [132] 
properties of 2D materials. In particular, darkfield PEEM was used to 
determine the lateral extension of epitaxial and rotated monolayer graphene 
grown on Ni(111), and to identify particular areas in which the rotated 
graphene is metallic due to the formation of an interstitial carbide layer [130]. 
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(left), we plot momentum distribution curves (MDC) through one of the K points along a plane normal to Γ -K 
(see insets) for EG (left top) and mixed RG + RGC (left bottom). In EG regions we find the typical dispersion 
already reported in literature19,27,28, with a single main feature exhibiting linear dispersion crossing 2.66 ± 0.02 eV 
below the Fermi energy EF , plus a number of minor features at lower binding energies, already attributed to nickel 
and hybrid graphene-nickel states7,17. The nature of the strongest structure is presently under debate: it was previ-
ously assigned to the presence of a band-gap induced by the interaction with the substrate, but this feature might 
alternatively be related to a Dirac cone shifted away from EF, as suggested by experiments performed at 40 K27, or, 
as proposed more recently, to the main part of a fragmented Dirac cone29.
In the MDC from mixed RG and RGC regions (Fig. 3 left bottom), two evident structures show up. One of 
them (marked in green) closely resembles the main structure found for EG but is shifted about 0.45 eV towards 
lower binding energy (i.e. 2.20 ± 0.06 eV); the other structure (marked in red) is centred very close to the Fermi 
level (0.19 ± 0.11 eV), indicating the presence of areas with almost zero doping, and thus of quasi-free-standing 
nature. To correctly correlate the MDC features with the different phases, we used the darkfield XPEEM 
(DF-XPEEM) method30, using photoelectrons emitted from graphene’s π band at the reciprocal space K point, 
close to EF, to image the surface. In the micrographs on the right hand side of Fig. 3, obtained using this method 
for each of the observed features, the image intensity is proportional to the local density of states in the film. 
These images confirm that the MDC single structure at 2.66 eV (yellow) stems from surface areas covered by 
EG, and allow a clear identification of the two MDC structures recorded from the mixed RG + RGC region to be 
established. The lower energy structure (green), similar to the EG one, is thus assigned to areas of RG phase. The 
cone closer to the Fermi level (red) is instead strictly related to the RGC phase (as demonstrated by the inver-
sion of contrast between bright and dark features) and indicates that the small RGC patches are electronically 
decoupled from the substrate. We note that the 0.45 eV shift in the MDCs from EG and RG phases cannot be due 
Figure 3. µ-ARPES measurements on epitaxial and rotated graphene regions. Left: momentum distribution 
curves; hν = 40 eV. The corresponding angular distributions of photoelectrons are shown in the insets acquired 
at EB = 3.56 eV and EB = 2.58 eV for epitaxial and rotated graphene regions, respectively. Right: Investigated 
graphene area as imaged by LEEM (top, Vstart = 12 V), and by DF-XPEEM. The dark-field images were acquired 
positioni g an aperture at th  K point in the diffraction plane, at binding energies orresponding to highlighted 
structures in the MDC curves on the left.
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(left), we plot momentum distribution curves (MDC) through one of the K points along a plane normal to Γ -K 
(see insets) for EG (left top) and mixed RG + RGC (left bottom). In EG regions we find the typical dispersion 
already reported in literature19,27,28, with a single main feature exhibiting linear dispersion crossing 2.66 ± 0.02 eV 
below the Fermi energy EF , plus a number of minor features at lower binding energies, already attributed to nickel 
and hybrid graphene-nickel states7,17. The nature of the strongest structure is presently under debate: it was previ-
ously assigned to the presence of a band-gap induced by the interaction with the substrate, but this feature might 
alternatively be related to a Dirac cone shifted away from EF, as suggested by experiments performed at 40 K27, or, 
as proposed more recently, to the main part of a fragmented Dirac cone29.
In the MDC from mixed RG and RGC regions (Fig. 3 left bottom), two evident structures show up. One of 
them (marked in green) closely resembles the main structure found for EG but is shifted about 0.45 eV towards 
lower binding energy (i.e. 2.20 ± 0.06 eV); the other structure (marked in red) is centred very close to the Fermi 
level (0.19 ± 0.11 eV), indicating the presence of areas with almost zero doping, and thus of quasi-free-standing 
nature. To correctly correlate the MDC features with the different phases, we used the darkfield XPEEM 
(DF-XPEEM) method30, using photoelectrons emitted from graphene’s π band at the reciprocal space K point, 
close to EF, to image the surface. In the micrographs on the right hand side of Fig. 3, obtained using this method 
for each of the observed features, the image intensity is proportional to the local density of states in the film. 
These images confirm that the MDC single structure at 2.66 eV (yellow) stems from surface areas covered by 
EG, and allow a clear identification of the two MDC structures recorded from the mixed RG + RGC region to be 
established. The lower energy structure (green), similar to the EG one, is thus assigned to areas of RG phase. The 
cone closer to the Fermi level (red) is instead strictly related to the RGC phase (as demonstrated by the inver-
sion of contrast between bright and dark features) and indicates that the small RGC patches are electronically 
decoupled from the substrate. We note that the 0.45 eV shift in the MDCs from EG and RG phases cannot be due 
Figure 3. µ-ARPES measurements on epitaxial and rotated graphene regions. Left: momentum distribution 
curves; hν = 40 eV. The corresponding angular distributions of photoelectrons are shown in the insets acquired 
at EB = 3.56 eV and EB = 2.58 eV for epitaxial and rotated graphene regions, respectively. Right: Investigated 
graphene area as imaged by LEEM (top, Vstart = 12 V), and by DF-XPEEM. The dark-field images were acquired 
positioning an aperture at the K point in the diffraction plane, at binding energies corresponding to highlighted 
structures in the MDC curves on the left.
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(left), we plot momentum d stribution curves (MDC) through one of the K points along a plane normal to Γ -K 
(see insets) for EG (left top) an  mixed RG + RGC (left bottom). In EG reg ons we find the typical dispersion 
already reported in literature19,27,28, with a single main feature exhibiting lin ar dispe sion crossing 2.66 ± 0.02 eV 
below the Fermi en rgy EF , plus a number of minor features at lower b ding energies, already attributed to nickel 
and hybrid graphene-nickel states7,17. The nature of the strongest structure is presently under debate: it was previ-
ously assigned to the presence of a band-gap induced by the interaction with the substrate, but this feature might 
alternatively be related to a Dirac cone shifted away from EF, as suggested by experiments performed at 40 K27, or, 
as proposed more recently, to the main part of a fragmented Dirac cone29.
In the MDC from mixed RG and RGC regions (Fig. 3 left bottom), two evident structures show up. One of 
them (marked in green) closely resembles the main structure found for EG but is shifted about 0.45 eV towards 
lower binding energy (i.e. 2.20 ± 0.06 eV); the other structure (marked in red) is centred very close to the Fermi 
level (0.19 ± 0.11 eV), indicating the presence of areas with almost zero doping, and thus of quasi-free-standing 
nature. To correctly correlate the MDC features with the different phases, we used the darkfield XPEEM 
(DF-XPEEM) method30, using photoelectrons emitted from graphene’s π band at the reciprocal space K point, 
close to EF, to image the surface. In the micrographs on the right hand side of Fig. 3, obtained using this method 
for each of the observed features, the image intensity is proportional to the local density of states in the film. 
These images confirm that the MDC single structure at 2.66 eV (yellow) stems from surface areas covered by 
EG, and allow a clear identification of the two MDC structures recorded from the mixed RG + RGC region to be 
established. The lower energy structure (green), similar to the EG one, is thus assigned to areas of RG phase. The 
cone closer to the Fermi level (red) is instead strictly related to the RGC phase (as demonstrated by the inver-
sion of contrast between bright and dark features) and indicates that the small RGC patches are electronically 
decoupled from the substrate. We note that the 0.45 eV shift in the MDCs from EG and RG phases cannot be due 
Figure 3. µ-ARPES measurements on epitaxial and rotated graphene regions. Left: momentum distribution 
curves; hν = 40 eV. The corresponding angular distributions of photoelectrons are shown in the insets acquired 
at EB = 3.56 eV and EB = 2.58 eV for epitaxial and rotated graphene regions, respectively. Right: Investigated 
graphene area as imaged by LEEM (top, Vstart = 12 V), and by DF-XPEEM. The dark-field images were acquired 
positioning an aperture at the K point in the diffraction plane, at binding energies corresponding to highlighted 
structures in the MDC curves on the left.
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(left), we plot momentum distribution curves (MDC) through one of the K points along a plane normal to Γ -K 
(see insets) for EG (left top) and mixed RG + RGC (left bottom). In EG regions e find the typical dispersion 
already reported in literature19,27,28, with a single main feature exhibiting linear dispersion crossing 2.66 ± 0.02 eV 
below the Fermi energy EF , plus a number of minor features at lower binding energies, already attributed to nickel 
and hybrid graphene-nickel states7,17. The nature of the strongest structure is presently under debate: it was previ-
ously assigned to the presence of a band-gap induced by the interaction with the substrate, but this feature might 
alternatively be related to a Dirac cone shifted away from EF, as suggested by experiments performed at 40 K27, or, 
as proposed more recently, to the main part of a fragmented Dirac cone29.
In the MDC from mixed RG and RGC regions (Fig. 3 left bottom), two evident structures show up. One of 
them (marked in green) closely resembles the main structure found for EG but is shifted about 0.45 eV towards 
lower binding energy (i.e. 2.20 ± 0.06 eV); the other structure (marked in red) is centred very close to the Fermi 
level (0.19 ± 0.11 eV), indicating the presence of areas with almost zero doping, and thus of quasi-free-standing 
nature. To correctly correlate the MDC features with the different phases, we used the darkfield XPEEM 
(DF-XPEEM) method30, using photoelectrons emitted from graphene’s π band at the reciprocal space K point, 
close to EF, to image the surface. In the micrographs on the right hand side of Fig. 3, obtained using this method 
for each of the observed features, the image intensity is proportional to the local density of states in the film. 
These images confirm that the MDC single structure at 2.66 eV (yellow) stems from surface areas covered by 
EG, and allow a clear identification of the two MDC structures recorded from the mixed RG + RGC region to be 
established. The lower energy structure (green), similar to the EG one, is thus assigned to areas of RG phase. The 
cone closer to the Fermi level (red) is instead strictly related to the RGC phase (as demonstrated by the inver-
sion of contrast between bright and dark features) and indicates that the small RGC patches are electronically 
decoupled from the substrate. We note that the 0.45 eV shift in the MDCs from EG and RG phases cannot be due 
Figure 3. µ-ARPES measurements on epitaxial and rotated graphene regions. Left: momentum distribution 
curves; hν = 40 eV. The corresponding a gular distributions f photoelectr ns re shown in the insets acquired 
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graphene area as imag d by LEEM (top, Vstart = 12 V), and by DF-XPEEM. The dark-field images were acquired 
positioning an aperture at the K point in the diffraction plane, at binding energies corr sponding to highlighted 
struc ures in the MDC curves on the left.
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Brightfield LEEM image of the system (Fig. 17a) reveals the presence of three 
coexisting phases with different grey levels. Characteristic IV reflectivity curve 
and μ-LEED measurements (not shown here) assigned the brighter area in 
the upper right side to epitaxial graphene (labeled EG), while the neutral gray 
area and the dark grey patches are rotated graphene (labeled RG). Local 
XPS measurement on the C 1s core level performed with the method 
addressed in the previous Section proved that the dark patches are small 
areas in which the monolayer graphene rests upon a Ni-carbidic interface 
layer (labeled RGC) [133]. Darkfield PEEM was then performed with electrons 
photoemitted from graphene’s {–band. When the reciprocal space ¥ point of 
the epitaxial graphene is selected, only the upper right area becomes bright 
(Fig. 17b). When the equivalent point of the rotated graphene is used, the 
contrast shows a dependence on the selected start voltage. The RGC phase 
exhibits high density of states at a binding energy of 0.2 eV (Fig. 17c), while 
the RG phase shows the same behavior only at 2.2 eV (Fig. 17d) [134]. This 
demonstrated that the {–band of RGC graphene has the Dirac point very 
close to the Fermi energy, i.e. shows an almost metallic state, while in EG and 
RG it undergoes a severe hybridization with the substrate states. This result, 
together with the angular-resolved photoelectron spectroscopy measurement, 
demonstrated that the presence of the interstitial carbide layer decoupled the 
monolayer graphene from the substrate.  
4.1.3 XAS-PEEM and Magnetic PEEM Imaging 
It has been shown that when X-rays illuminate a sample, the displayed 
intensity of slow secondary electrons exceeds by orders of magnitude the one 
of photoemitted electrons. It is therefore convenient to use them for imaging, 
enabling even video rate acquisition. Moreover, imaging with secondary 
electrons is particularly useful in presence of tunable X-ray sources such as 
synchrotron beamlines. Direct secondary PEEM imaging during photon 
energy scan reveals intensity variation due to the X-ray absorption process, 
i.e. the characteristic curve for a selected region of interest corresponds to the 
local X-ray absorption spectrum (XAS) [135, 136]. Compared to XPS, the XAS 
has a bigger signal-to-noise ratio and uses electrons with a larger IMFP, thus 
enabling a larger probing depth. Moreover, it can be performed even without 
active energy filtering, as the photoemitted electrons give a negligible 
contribution to the overall intensity. The possibility to select a desired photon 
polarization gives also access to magnetic characterization of materials [102]. 
In the case of circular polarized light, one can use the X-ray Magnetic Circular 
Dichroism (XMCD) to obtain magnetic contrast in PEEM. In XMCD the 
angular momentum of circular polarized light is used to impose selection rules 
over the photon absorption process [137]. In ferromagnetic materials, the 
valence and the conduction band are split in two electron populations, a 
majority with spin parallel to the magnetization vector and a minority with spin 
antiparallel. In the photon absorption process, the Fermi’s Golden Rule 
imposes that the transition probability of an electron from the initial core level 
to an unoccupied state depends on their density of states. Therefore, the 
different final density of unoccupied states in the majority and minority 
population determines two distinct absorption probabilities for left and right 
circular polarized light. The magnetic dichroism is defined by convention as 
the intensity difference between the two absorption spectra, íµ-∂∑ = í↿⇂ − í↿↾ 
and is directly proportional to the scalar product between the magnetic 
moment of the sample and the photon polarization vector. XMCD can be 
performed in PEEM by taking two images with opposed circular polarization at 
the absorption photon energy and subtracting each other, thus extracting the 
exchange asymmetry image, as in the case of SPLEEM, 
íµ-∂∑ = í↿⇂ − í↿↾í↿⇂ + í↿↾		. 
	
Figure	18:	(a)	illustration	of	imaging	spectroscopy	in	XAS	mode.	Fe	nanowires	on	W(110)	appear	
dark	on	the	left	panel	at	a	photon	energy	of	704.5	eV.	At	the	Fe	L3	threshold,	the	wires	become	much	
brighter	(middle	panel).	The	XAS	spectrum	below	is	extracted	from	the	largest	nanowire	in	the	
center.	(b)	Illustration	of	XMCD-PEEM	imaging.	The	photon	energy	is	tuned	to	the	L3	maximum.	The	
field	of	view	is	5	μm.	The	start	voltage	is	3	eV	in	order	to	collect	secondary	electrons.	Within	the	
image	plane,	the	X-ray	direction	is	perpendicular	to	the	nanowire	axis.		Reproduced	from	Ref.	[44]. 
The XAS-PEEM imaging process is illustrated in Fig. 18a, where Fe 
nanowires on a W(110) surface are displayed [44]. When the photon energy is 
set to be off-resonance (left), the contrast is given simply by the different 
secondary yield. Once the photon energy is set to the Fe absorption L3 edge 
(center), the nanowires become brighter whereas the clean W(110) surface in 
between shows no change. The contrast reduces again for higher, above-
resonance photon energies (right), although it is changed also as the new Fe 
2p3/2 photoemission channel enhances the Fe secondary yield. The entire 
absorption spectrum of an individual nanowire (below) can be extracted from 
local integration over a stack of PEEM images at different photon energy. 
Then, XMCD imaging is obtained by tuning the photon energy to the Fe L3 
adsorption edge and taking the difference between two secondary PEEM 
images with opposed circular polarization (Fig. 18b). The wires with 
magnetization perpendicular to the polarization direction appear grey as the 
scalar product reduces the XMCD signal to zero. The black and white regions 
in the central wires are dipolar domains with magnetization parallel and 
antiparallel to the beam direction, respectively. Note that the strong magnetic 
contrast in the case of highly magnetic materials is visible even at the single 
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Figure 3: a) Illustration of imaging spectroscopy in XAS mode. Fe nanowires on W(110) appear dark on the left panel at a photon energy of 704.5 eV.
At the Fe L3 threshold, the wires become much brighter (middle panel). The XAS spectrum below is extracted from the largest nanowire in the center.
b) Illustration of XMCD-PEEM imaging. The photon energy is tuned to the L3 maximum. The field of view is 5 μm. The start voltage is 3 eV in order to
collect secondary electrons. Within the image plane, th  X-ray direction is perpendicular to the nanowire axis.
μ-LEED operation mode is a natural extension of LEEM. For
crystalline surfaces, the backfocal plane of the objective lens
contains the diffraction pattern from the probed area, which can
be transferred to the detector with the proper lens excitation in
the imaging column. By placing a small aperture in the illumi-
nation column or at the image plane of the objective lens, the
probed area can be limited to a micrometer-sized region, thus
giving rise to the micro-probe operation. When the length scale
of the structural heterogeneity is below the size of the micro-
probe, the contribution of different domains to the LEED
pattern can still be sorted out by using LEED in combination
with dark-field LEEM imaging. The micro-probe capability is
especially useful in quantitative structure analyses of LEED
I(V) curves acquired from single domains on a heterogeneous
surface. The first example of a full surface structural analysis at
the micrometer scale by using LEED I(V) in a LEEM instru-
ment was given only recently for the case of the (4 × 4) recon-
struction of oxygen on Ag(111) [17].
Beyond the laterally-resolved electron diffraction, LEED
measurements in a LEEM instrument have practical advantages
such as electron-energy independent spot positions and constant
electron flux. The former is due to the acceleration stage at the
objective lens, after which the electrons reach 18 keV regard-
less of the start energy (i.e., the energy of the elastically-scat-
tered electrons at the sample surface). It should be underlined
that this is particularly useful in the analysis of energy-depen-
dent I(V) data.
X-ray photoemission electron microscopy
PEEM uses UV or soft X-ray photons to stimulate the emission
of photoelectrons to probe the state of the emitter. A simplified
sketch of an XPEEM setup is given in Figure 1a. Similar to
LEEM, it is based on the cathode lens, which accelerates the
photoelectrons to an energy of several keV and directs them
towards the imaging column of the instrument. The low photon
energy of the conventional photon sources readily available in
most laboratories presents a limitation, as the information on
surface chemistry is available in core-level electronic transi-
tions, which are only accessible by using higher photon ener-
gies from few tens of electronvolts to above 1 keV. By
providing tunable high-brightness X-ray beams, synchrotron
sources greatly extend the application field of XPEEM instru-
ments, which can achieve chemical, magnetic and electronic
structure contrast through the implementation of the most
popular photoelectron spectroscopies such as X-ray absorption
spectroscopy (XAS), photoelectron spectroscopy (XPS), and
angle-resolved photoemission spectroscopy (ARPES) [5].
XAS based methods. XAS is the only method readily avail-
able when using the basic XPEEM instrument installed at a
synchrotron beamlin  with a monochromator in place. Among
the variety of detection methods to measure X-ray absorption
[18], the secondary photoelectrons are collected in XPEEM as a
close approximation to the total photoelectron yield measure-
ment. The local XAS spectra are obtained by acquiring image
sequences as a function of the photon energy, which can then be
XAS image acquired with one circular polarization. The most advanced PEEM 
systems are then capable of acquiring magnetic images at video rate, thus 
enabling dynamic studies of the magnetic domain evolution in non-equilibrium 
conditions.  
In particular samples, magnetic imaging can be performed also using X-Ray 
Magnetic Linear Dichroism (XMLD). The sum rules are similar to those for 
XMCD [102], so the technical implementation mimics the one already 
discussed. Its main application field is the study of antiferromagnetic materials 
and their interfaces with ferromagnetic materials, as well as multiferroics. In 
conclusion, it should be noticed that in a synchrotron beamline equipped with 
insertion devices, the polarization vector could be varied only in the plane 
perpendicular to the photon beam propagation direction. Therefore, XMCD-
XMLD contrast can be achieved only for selected geometries. PEEM systems 
with perpendicular illumination can characterize only out-of-plane 
magnetization states, while grazing photon incidence gives its best with in-
plane states.  
4.2 Diffraction mode 
4.2.1 μ-ARPES and μ-XPD 
As in the case of μ-LEED, the diffraction operation mode of a PEEM system 
gives access to the angular distribution of energy-filtered photoemitted 
electrons. The convenient placement of a field limiting aperture on an 
intermediate image plane selects a probed region down to 1 μm in size. The 
Angle-Resolved Photoelectron Spectroscopy (ARPES) is one of the most 
important methods to study the band structure of solids [138, 139]. The direct 
display of the entire angular spectrum in a single image gives PEEM systems 
the possibility to acquire ARPES spectra over a large energy range in a very 
short amount of time without any mechanical movement of the sample. The 
same operation mode is then capable of detecting X-ray Photoelectron 
Diffraction (XPD) spectra, when the angular distribution of photoemitted core 
level electrons is displayed. Although the energy resolution is not comparable 
to a dedicated ARPES machine, its fast acquisition and the possibility to 
conjugate it with microscopy measurement makes PEEM systems ideal for 
studies on dynamic and/or heterogeneous systems [140]. 
ARPES spectra are usually collected at relatively low photon energy. Typical 
photon sources are lasers under high harmonic generation (the fourth 
harmonic of a Ti:sapphire laser delivers 6 eV photons), He discharging lamps 
(HeI emission line at 21.2 eV) and synchrotrons (10-100 eV). The latter is 
more indicated to highlight surface states, due to the smaller IMFP of 
photoemitted electrons. Among others, μ-ARPES has been employed to 
access the {-band of graphene and to quantify the local doping induced by 
foreign species and/or interaction with the substrate [141]. In particular, the 
local probing in diffraction mode was crucial to determine the doping level of 
2D-heterojunctions created with selected-area low-energy irradiation of a 
monolayer graphene with N2+ ions at room temperature [142]. Figure 19a 
shows a LEEM image of the boundary region between irradiated and non-
irradiated graphene grown on Ir(111) surface. The first appears notably darker 
than the second due to the development of corrugations and defects. 
Microprobe ARPES measurements were performed separately on the two 
areas (Fig. 19b). The reciprocal space image, taken with photon energy of 
40.5 eV and at a binding energy of 0.45 eV, displays a large density of states 
around the K–point due to the graphene band structure, while the background 
modulation resembles the surface states of Ir(111) substrate. While in the 
non-irradiated area the circular feature around the K–point corresponds to a 
slice of the Dirac cone, the irradiated area showed no band splitting at this 
point. The entire band structure can be depicted if one extracts the intensity 
line profile along a high-symmetry direction over a stack of ARPES images at 
different kinetic energy.  Figure 19c shows the Momentum Distribution Curve 
(MDC) along the normal to Γ-Κ direction on the K–point for both areas. The 
non-irradiated graphene presented a linear dispersion of the {-band centered 
at the Dirac point "∑ = 0.08±0.03 eV, corresponding to a slight p-doping due 
to the interaction with the substrate. The irradiated graphene showed a large 
shift of the Dirac point towards higher binding energies, quantified as "∑ = -
0.45±0.07 eV. This n-doping was induced by the implantation of N atoms in 
the C mesh of graphene [143]. This example shows clearly how microprobe 
ARPES in PEEM systems has the power to characterize the electronic states 
of micron-sized regions. 
	
Figure	19:	(a)	LEEM	image	(E0	=	7	eV)	of	the	boundary	between	N2+	irradiated	(dark)	and	non-
irradiated	graphene	(bright)	grown	on	Ir(111).	(b)	µ-ARPES	patterns	of	non-irradiated	(left)	and	
irradiated	(right)	epitaxial	graphene	on	Ir(111)	before	annealing.	The	image	was	acquired	0.45	eV	
below	the	Fermi	level.	The	dash-dot	line,	passing	through	the	K	point	identifies	the	high	symmetry	
direction	perpendicular	to	ΓK;	hν	=	40.5	eV.	(c)	Intensity	cut	in	the	plane	passing	through	K	along	
ΓM.	The	MDCs	demonstrate	linear	dispersion	of	the	π-band	close	to	the	Fermi	energy	EF	(left).	On	the	
right,	the	same	intensity	cut	for	an	N2+	irradiated	sample	(3	min	at	pN2	=	2×10−5	mbar,	ion	current	
0.14	µA).	The	Dirac	energy	was	estimated	by	fitting	the	MDC	and	determining	the	intersection	of	the	
resulting	solid	lines.	ED	=	−0.45	±	0.07	eV.	The	Fermi	energy	EF	is	highlighted	by	the	dashed	line,	
while	the	dash-dot	line	represents	the	energy	of	the	images	in	(b).	Reproduced	from	Ref.	[142]	with	
permission,	copyright	2015	Wiley-VCH	Verlag. 
 
The SPELEEM microscope used in these measurements is an energy-filtered 
LEEM/PEEM station dedicated to the probe of surfaces with backscattered 
electrons and synchrotron radiation. The lens setup is designed to guarantee 
good performances overall, but is not devised for state-of-the-art 
measurement in every single operational mode. The provided energy 
resolution, 330 meV, was adequate to detect accurately the shift of the 
graphene {-band, but was insufficient to determine whether a small bandgap 
has been opened by the substitutional implantation of N [141]. PEEM stations 
specifically designed for high performance in ARPES, e.g., NanoESCA [45, 
140], forgoes the lateral resolution for a better energy and angular resolution. 
Such systems are often labeled as momentum microscopes or '–PEEM. 
communications
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 E D and  V F to the “short irradiation time” level, mainly due 
to reduction of the amount of substitutional nitrogen, as 
previously shown in Figure  2 . Our energy resolution (about 
330 meV in ARPES measurement) is insuffi cient to deter-
mine whether a gap has been opened. 
 In conclusion, we have shown that low-energy N 2 + ion 
irradiation can be used to laterally control doping in gra-
phen . By irradiating graph ne through a slit, we provid d 
a proof of principle experiment of the creation of a 2D het-
erojunction. LEEM, XPEEM-XPS, and µ-ARPES measure-
ments confi rm a negative doping in the irradiated region. 
Large values are obtained as a fu ction of the increasing 
irradiation dose. Importantly, the doping pattern has proven 
to be resistant to annealing in ultra-high vacuum (UHV) up 
to 800 °C. Indeed, the sharpness of the transition between 
irradiated and nonirradiated graphene, 3.8 µm, can be greatly 
improved by using more refi ned types of masks, e.g., PMMA, 
or a focused ion beam. Our results pave the way to a minia-
turization of graphene heterojunctions: doping lithography at 
the nanometer scale would allow the creation of 2D nanocir-
cuits, with promising performances in terms of density, effi -
ciency, and thermal dissipation. 
 Experimental Section 
 The experiments were carried out with the spectroscopic 
photoemission and low energy electron microscope at the nano-
spectroscopy beamline of Elettra, the syncrotron radiation facility 
in Trieste, Italy. [ 25,26 ] The microscope uses electrons as informa-
tion carriers: once the sample is illuminated with electrons (from 
an LaB 6 source) or soft X-rays (from the beamline, in the range 
30–1000 eV), backscattered or photoemitted electrons are directly 
imaged through a system of electrostatic and magnetic lenses 
on a 2D detector. A hemispherical energy analyzer placed in the 
optical column of the microscope is used to fi lter photoelectron 
energies. By placing appropriate apertures in the backfocal plane, 
in the image plane, or at the exit of the energy fi lter, one can per-
form microscopy, spectroscopy, and diffraction with selection over 
the emitting area, the acceptance angle or the energy window. 
LEEM, XPEEM, and ARPES were performed with an energy resolu-
tion better than 330 meV. Electrons for XPS and ARPES were col-
lected from a circular area of 2 µm in size, while for LEED from a 
circular area of 500 nm in size. The main chamber had a base pres-
sure better than 2 × 10 −10 mbar. The binding energies in core level 
photoemission were calibrated using the Fermi level spectrum as 
a reference. 
 The Ir(111) sample was cleaned by 2.5 keV Ar + sputtering (ion 
current 7 µA), subsequent annealing in oxygen atmosphere (par-
tial pressure 2 × 10 −6 mbar) cycling from 500 to 1000 °C, and a 
fi nal fl ash above 1300 °C in UHV. The sample cleanliness was 
checked with XPS, LEEM, and LEED. The single-layer graphene 
growth was performed in situ via ethylene exposure (partial pres-
sure 3 × 10 −7 mbar) at a sample temperature of 880 °C for about 
5 min and monitored in real time using LEEM and µ-LEED. The 
100 eV nitrogen ion implantation was performed at partial pres-
sure of 2 × 10 −5 mbar N 2 and sputtering current of 0.14 µA. The 
apertures used as mask and placed directly upon the sample were 
a Ta rectangular slit (1 × 5 mm 2 in size and 0.1 mm thick) and a 
circular Pt aperture (Agar AG-A0204P, diameter 30 µm). 
 Supporting Information 
 Supporting Information is available from the Wiley Online Library 
or from the author. 
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 Figure 3.  a) µ-ARPES patterns of nonirradiated (left) and irradiated 
(right) epitaxial graphene on Ir(111) before annealing. The image was 
acquired 0.45 eV below the Fermi level. The dash-dot line, passing 
through the K point identifi es the high symmetry direction perpendicular 
to ΓK;  hν ≈ 40.5 eV. b) Intensity cut through a plane through K along ΓM 
direction. The MDCs demonstrate linear dispersion of the π-band close 
to  E F (left). On the right, the same intensity cut for N 2 
+ irradiated (3 min 
at  P N2 = 2 × 10 
−5 mbar, ion current = 0.14 µA). The Dirac energy was 
estimated by fi tting the MDC and determining the intersection of the 
resulting lines.  E D = −0.45 ±  0.07 eV. The Fermi energy E F is hi hlighted 
by the dashed line, while the dash-dot line represents the energy of 
the images in (a).
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 4.3 Spectroscopy mode 
4.3.1 μ-XPS 
The spectroscopy analysis of photoemitted electrons is a major tool in surface 
science. Since its first development by Kai Siegbahn in 1957, the Electron 
Spectroscopy for Chemical Analysis showed how the accurate measurement 
of photoemitted core level electrons allows the retrieval of information on the 
chemical structure and bonding, the elemental composition and the surface 
state of atoms [144]. PEEM systems equipped with an energy analyzer are 
capable to perform PhotoEmission Spectroscopy (PES) from a selected area 
of the sample, much smaller in size than a standard PES machine [145]. The 
probed area can be selected by strong demagnification of the illuminating 
photon beam and insertion of a field limiting aperture in the first intermediate 
image plane. The best PEEM systems available worldwide for PES 
measurements make use of synchrotron radiation and take advantage of its 
high brilliance and energy tunablity. The access to the dispersive plane in 
PEEM enables direct measurement of the photoemission spectrum from a 
localized area and is often called microprobe X-ray Photoelectron 
Spectroscopy (μ-XPS). 
The standard setup for a PEEM in dispersive mode includes the insertion of 
the field limiting aperture at the intermediate image plane and the contrast 
aperture at the diffraction plane (Figure 3), limiting conveniently the probed 
area and the acceptance angle. The dispersive plane is then projected on the 
detector and appears as a thin line with modulated intensity. Electrons with 
initial kinetic energy equal to the bias value 8!# are projected at the center. 
The width of the energy window depends on the final magnification of the 
dispersive plane and the construction constraints, and can be as wide as ±5 
eV. The energy spectrum around the bias value is then revealed with an 
intensity line profile after opportune background subtraction and response 
function division. The photoemission spectrum collected in dispersive mode 
has a better energy resolution and a more favorable signal-to-noise ratio than 
the one extracted from a stack of XPEEM images over a start voltage range. 
In several cases the signal-to-noise ratio is sufficiently high to enable fast 
image acquisition up to video rate. This open the gates to the microprobing of 
dynamic processes in real time, such as catalytic reactions, thin film growth, 
deposition of atoms and molecules on surfaces and testing in changing 
conditions of temperature and pressure. The data quality is well visible in the 
XPS data measured for the heterogeneous system already presented in Sect. 
4.2.1. In Fig. 20a and b N 1s and C 1s core level photoemission spectra are 
depicted, respectively, of a monolayer graphene grown on Ir(111) and locally 
irradiated with low-energy N2+ ions at room temperature [142]. It has been 
already shown with μ-ARPES that the ion irradiation induces a negative 
doping on the graphene sheet. XPS N 1s spectrum of the irradiated graphene 
describes in great detail the film stoichiometry and the atomic arrangement of 
N atoms in the C mesh. The photoemission peak can be fitted with four 
Doniach–Šunjic line profiles [141, 143, 146], later assigned to pyridine-like, 
twofold coordinated nitrogen (N1), pyrrole-like, threefold coordinated nitrogen 
(N2) and substitutional nitrogen (N3–graphitic and N4–secondary graphitic) on 
the base of their binding energy. By evaluating the areas of the various 
components, one can establish the relative abundance of the defects and 
obtain that 43% of the N is in substitutional configuration. N 1s spectrum of 
non-irradiated graphene confirms that no N atoms are detected few μm aside. 
The analysis of C 1s spectra shows a notable broadening for the irradiated 
area at higher binding energies with respect to the main emission line (the 
only component in the non-irradiated area). This is consistent with the picture 
of graphene functionalized with N. The irradiated spectrum was fitted 
considering the different contributions of sp2 and sp3 carbon, vacancies and 
carbon species bonded with nitrogen [147, 148]. The evaluation of peak areas 
allows to estimate a vacancy abundance of 1.7% of a ML, evidencing the little 
damage suffered by graphene. Moreover, from the comparison of N 1s and C 
1s peak areas one can estimate the overall N coverage. Since both core 
levels have the same number of electrons and were measured at the same 
photon energy (ℎ∫ = 500 eV), the N/C peak area ô ratio can be normalized 
with the Yeh and Lindau photoionization cross section s [149] and the energy-
dependent transmission of the microscope, which in the case of SPELEEM is 
proportional to the kinetic energy "# of the photoemitted electrons. In case of 
coplanar species, no IMFP correction is needed (as in Sect. 4.1.1), therefore 
the nitrogen abundance is equal to 
$ª = ôª1>ô∂1> s∂1>sª1> "#ª1>"#∂1>  
	
Figure	20:	(a)	N	1s	spectra	and	(b)	C	1s	spectra	obtained	from	the	non-irradiated	and	N2+	irradiated	
graphene	on	Ir(111).	The	best	fit	to	the	experimental	data	is	also	shown:	the	simulated	curve	for	the	
irradiated	graphene	is	shown	as	the	sum	of	different	components,	each	with	a	Doniach–Šunjic	line	
profile.	(c)	Evolution	of	the	intensity	of	the	N	1s	components,	N1–N4,	plotted	as	a	function	of	the	
annealing	temperature.	In	the	inset	the	N	1s	spectra	of	ion	irradiated	graphene	before	and	after	
annealing	at	800	°C	are	compared;	hν	=	500	eV.	Reproduced	from	Ref.	[142]	with	permission,	
copyright	2014	Wiley-VCH	Verlag. 
The stability test of locally implantated nitrogen took full advantage of the real 
time capability of μ-XPS. The annealing in UHV up to a temperature of 800 °C 
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line shape analysis reveals a vacancy concentration of about 
1.7% of a monolayer (ML) (see Section 7 in the Supporting 
Information), from which we deduce that the graphene lat-
tice suffered limited damage. Such conditions represent a 
worst case scenario, as it was obtained for the longest irradia-
tion employed in our experiments (12 min). Based on well-
established protocols for the analysis of C 1s line shape, [ 19,20 ] 
our fi ndings cannot however quantify the abundance of 
Stone–Wales (S–W) defects, since this is beyond the capa-
bility of the technique. However, for irradiation with low 
energy ions, the occurrence of S–W defects is known to be 
negligible with respect to that of vacancies; [ 21 ] accordingly, 
their effect on the electronic properties of graphene should 
be irrelevant for our experiment. The comparison of C 1s and 
N 1s peak areas allowed us quantifying the concentration of 
dopants within an error bar of 0.5% of a ML (see Section 8 in 
the Supporting Information). With an increasing irradiation 
time from 3 to 12 min, the estimated N coverage for the gra-
phitic nitrogen  θ N rises from 0.02 to 0.07 ML. The reason for 
such large doping will be discussed below. 
 To test the stability of implanted nitrogen, the fi lm was 
subsequently annealed in ultrahigh vacuum, up to a tem-
perature of 800 °C. The process was followed in situ by 
real-time XPS, probing the N 1s emission. The intensity of 
the various components, as determined in a fi t, is displayed 
in  Figure  2 . As can be seen, both N2 (pyrrolic-like) and N4 
decrease steadily with increasing sample temperature. Their 
residual intensity is negligible at high temperatures, dem-
onstrating that these species are unstable. The intensity of 
pyridinic N1 component, also associated with intercalated 
nitrogen, decreases moderately up to ≈430 °C; above this 
temperature, it suddenly decays (similarly to the nitrogen 
embedded in the clean Ir(111) surface, see Section 5 in the 
Supporting Information). On the contrary, the graphitic N3 
component remains constant up to ≈500 °C; then, it decreases 
moderately with annealing temperature. Nonetheless, a sig-
nifi cant amount of N3 is still found at temperatures above 
750 °C. While the pyridinic and the embedded nitrogen are 
lost above 430 °C, presumably due to desorption, graphitic 
N3 appears to be the most thermally stable species. After 
annealing, we found that the nitrogen coverage  θ N had 
decreased from 0.07 to 0.04 ML. Most importantly, the anal-
ysis of LEEM and XPEEM data revealed that the width of 
the penumbra region does not change even after annealing 
up to 800 °C, and that no detectable amount of nitrogen 
(<0.5% ML) has migrated outside of the irradiated area (see 
Section 9 in the Supporting Information). 
 Microprobe angle resolved photoemission spectroscopy 
(µ-ARPES) measurements permitted us to obtain direct 
information on the doping in graphene. Irradiated and non-
irradiated regions were probed separately, before and after 
annealing. The momentum distribution curves (MDCs), 
extracted from the entire set of the ARPES data after irra-
diation, are shown in  Figure  3 . The panel on the left hand 
side of the fi gure presents MDCs of nonirradiated graphene, 
representing a cut perpendicular to ΓK on the K point. The 
superimposed blue lines were obtained by quantitatively 
evaluating the center of each π-band branch, allowing us to 
estimate  E D = 0.08 ±  0.03 eV and the corresponding Fermi 
velocity  V F = (0.87 ±  0.02) × 10 6 m s −1 , in fair agreement 
with the literature. [ 17,22 ] The corresponding MDCs for the 
annealed ion irradiated fi lm are presented in the right panel 
of the same fi gure. The resulting change in doping can be 
noted already from visual inspection. By fi tting the MDC, 
we obtained estimates for  E D of −0.45 ±  0.07 eV (−0.60 ±  
0.05 eV) and  V F = (0.80 ±  0.02) × 10 6 ms −1 ((0.94 ±  0.16) × 
10 6 ms −1 ), for irradiation time of 3 (12) min. The  E D and  V F 
values of the nonirradiated area did not change after the 
irradiation. By considering the larger abundance of N3 spe-
cies with respect to vacancies (7% of ML vs 1.7% of ML 
for large irradiation times), the observed n-doping may be 
attributed to graphitic N. Such n-type doping might be in 
part mitigated by the effect of vacancies, which are known 
to induce p-type doping, as previously demonstrated for Ar 
bombarded graphene on SiC. [ 23 ] Moreover, the low coverage 
value of  E D in the irradiated area is reasonably close to the 
value of ≈−0.30 eV reported for graphene on Ni(111), slightly 
doped with pyridinic-like nitrogen. [ 10 ] The latter value results 
instead from the longer irradiation time, which assured a very 
high doping ( θ N = 0.07 ML), far above the typical value of a 
few percent, thus producing a large shift of the Dirac point. 
The 10% change in Fermi velocity with respect to the non-
irradiated value, together with the relatively low abundance 
of vacancies, revealed by the analysis of XPS C 1s spectra, 
suggest that the carrier mobility may have degraded only 
slightly. This is in accord with recent results for graphene with 
comparable n-doping, [ 24 ] supporting the scenario that irradi-
ated and nonirradiated samples may exhibit similar values of 
mobility after annealing to 800 °C,  E D was found to increase 
to −0.37 ±  0.02 eV in the irradiated area, while  V F assisted to 
(0.89 ±  0.14) × 10 6 ms −1 . The annealing to 800 °C thus restored 
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 Figure 2.  Evolution of the intensity of the N 1s components, N1–N4, 
plotted as a function of the annealing temperature. For explanation see 
text. In the inset the N 1s spectra of ion irradiated graphene before and 
after annealing at 800 °C are compare ;  hν = 500 eV.
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was followed probing the N 1s photoemission line every 2 s. The intensity of 
the various components, as determined in a fit, is presented in Fig. 20c. As 
can be seen, both N2 and N4 components decrease steadily with increasing 
temperature, reaching negligible intensity at high temperature. The N1 
component, associated with intercalated, pyridine-like nitrogen, decreases 
moderately up to 430 °C and suddenly decays above this temperature. The 
N3 component, related to graphitic nitrogen, remains constant up to 500 °C 
and decays moderately with annealing temperature. After annealing, the 
overall nitrogen coverage decreased from 0.07 ML to 0.04 ML. The real time 
μ-XPS highlighted the different evolution of each defect species during 
annealing, giving highly valuable information on the stability of doping level for 
annealed heterostructures embedded in a single graphene sheet. 
The dispersion mode can probe photoemitted electrons at any given start 
voltage. Therefore, it is suitable to probe not only core level electrons, but also 
valence band electrons and even secondary electrons. It should be noticed 
that the size of the contrast aperture determines the angular acceptance, i.e. 
the probed region in the reciprocal space. Usually the neighborhood of Γ in 
the FBZ is selected, but one can use the methods introduced for darkfield 
measurement (Sect. 4.1.2) to filter another region of the '-space. Very often, 
core level XPS measurement is combined with valence band measurement 
up to the Fermi edge, to refer the binding energy. The Fermi edge of 
conductive surfaces at low temperature is frequently used to test on the go 
the energy resolution of the instrument. The edge of the secondary yield can 
be also probed to measure the work function differences among separate 
areas.  
5. Perspectives 
More than 80 years after the first PEEM image, cathode lens microscopy 
continues to be one of the most used techniques in surface science. The 
ability to conjugate microscopy, spectroscopy and diffraction in a single 
instrument is the key of its successful application in several fields. The 
increasingly high level of sophistication led to the construction of systems with 
many specializations, such as magnetic imaging, pump-probe photoemission, 
synchrotron endstations, momentum microscopes and more. The growing 
user community shares its findings and perspectives in many dedicated 
workshops; among others, the LEEM-PEEM biennial gathering reviews the 
status of LEEM, PEEM, SPLEEM, XPEEM and related techniques, promotes 
applications of cathode lens microscopy to a broader audience and highlights 
the most recent scientific advances and instrumental developments. 
After the advent of synchrotron radiation, spin polarized electron guns and 
pulsed laser in the attosecond domain, cathode lens microscopy can be 
defined as a mature and well established technique. In the more recent years, 
much of the technical effort is spent to address three main problems, here 
reviewed briefly: 
Reduction of space charge effect: its inevitability imposes the creation of a 
system expressly designed to circumvent it. Such apparatus must have 
particular filters in the backfocal plane, in the first intermediate image plane 
and in the first dispersive plane, all of them placed very close to the objective 
lens. Moreover, it must be equipped with state-of-the-art detection system. 
The new generation of SMART microscope, called SMART 2, is currently 
(2017) under construction and implements most of the strategies discussed to 
give full advantage of aberration correction in XPEEM. This development is 
needed for advance in pump-probe experiments. 
Resolution improvement: in principle, the aberration correction via 
electrostatic mirror pushes LEEM towards the ultimate resolution, i.e. the 
diffraction limit. Several groups, with remarkable mention of Ruud Tromp’s 
team, have investigated theoretical and experimental aspects of aberration 
correction. They discovered that the correct state is intrinsically unstable due 
to the performance of electronics. The creation of more stable devices and a 
dynamic feedback system that prolongs the lifetime of the correct state 
remains a serious challenge. 
Pressure gap: in a standard cathode lens microscope, the high electrostatic 
field of the accelerating stage limits the pressure in the main chamber to be 
lower than ~ 10-5 mbar. The direct observation of surfaces under near-
ambient pressures is highly desirable, e.g., in the field of catalysis. In 
principle, the implementation of high-pressure cathode lens microscopy can 
take profit of the technical development of near-ambient pressure XPS 
systems, already available since late 2000s. These systems are equipped 
with a pressure cell that maintains high pressure in a small volume in front of 
the sample and let photoemitted electrons escape through nozzles and 
membranes towards the detector placed in UHV condition. The design of a 
high-pressure cell that works with the strong electrostatic fields required in 
cathode lens microscopy is a very difficult task that may require years of 
research and development. A successful breakthrough in the pressure 
problem can breathe new life into the cathode lens microscopy user 
community and ensure a bright future for this technique. 
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