"Always Best Connected" (ABC) is considered one of the main requirements for next generation networks. The ABC concept allows a person to have access to applications using the devices and network technologies that best suit his or her needs or profile at any time. Clearly, this requires the combination of a set of existing and new technologies, at all levels of the protocol stack, into one integrated system. In this paper, a considerable set of the technologies, that are expected to play a key role towards the ABC vision, are presented. Starting from a reference architecture, the paper describes the required enhancements at certain levels of a traditional protocol stack, as well as technologies for mobility and end-to-end QoS support. The paper concludes with a case study that reveals the advantages of the ABC concept.
Introduction
Second generation networks, referred to as 2G (e.g., GSM), and their successors, usually referred to as 2.5G (e.g., GPRS), provided the concept of "Always Connected" to mobile users, offering voice and limited data services in wide areas. 3G (e.g., UMTS) and, better yet, 4G systems are expected to provide the concept of "Always Best Connected" (ABC). ABC means that the network offers a set of access technologies and mechanisms that allow the users to be connected with the most appropriate available technology at all times, in order to enjoy the best possible service. "Best" is usually defined separately for each user, as part of his/her profile, and it can be a function of service quality, cost, terminal capabilities, personal preferences, etc. In any case, the network should have the flexibility to adjust the access technology and activate the appropriate mechanisms, in order to be consistent with the user's profile. This should be performed with no or minimum intervention of the user, leading to what is referred to as "invisible network". Consequently, a set of available access technologies and supporting mechanisms should be integrated in a single architecture, supporting multiple services, adjustments at all layers and vertical handover capabilities between different technologies [1] .
The first step towards the ABC vision is the availability of a wide range of access technologies, able to support all kinds of environments. Towards this direction, the latest evolution of Wireless Local and Personal Area Networks (WLANs & WPANs) will be a key enabler for in-door coverage. On the other hand, the Internet Protocol (IP) is considered today the basic transport technique for next generation networks, but faces serious limitations in its use for ABC provision, especially in terms of Quality of Service (QoS) and mobility support.
QoS supporting mechanisms are currently developed, aiming at extending IP from a "best-effort" technology to a QoS provision system. Additionally, IP mobility extensions will satisfy the need for roaming, as well as horizontal and vertical handovers. This paper focuses on the main enabling technologies that aim to make ABC a reality. Section 2 describes the basic reference architecture, considered throughout the rest of the paper, that integrates different technologies in one system. Section 3 includes available enhancements for different layers of the protocol stack (communication layers, convergence, TCP, middleware). Section 4 discusses solutions for mobility support. In section 5, end-toend QoS mechanisms are briefly described. In section 6, a case study aims at revealing the advantages of the integrated system for the end user. Finally, section 7 contains our conclusions.
ABC Reference Architecture
The development of technologies based on the ABC concept will imply a gradual migration from today's vertically closed networks to future horizontally "all-IP" layered networks, sharing the same backbone ( Figure   1 ). Integration will impact the perception of the end-user towards the provided services. Today, users are able to access their services, either by dialling in through a wired line from home to browse the web, or using the LAN at their office to read company email, or listening to voice messages using the mobile phone while waiting for the bus. In most of these cases, the set of available services depends on the access technology used by the user.
With an increasing number of Internet-based services, users will require having transparent and permanent access to these services regardless of the access technology they use. However, some service degradation caused by possible limitation of some access systems should be acceptable.
From an architectural point of view, this objective drives a great effort towards three main directions:
-enhancements of the existing architectures to provide the necessary features (seamless handovers, advanced QoS, adaptable services, flexible charging policies, etc.), -integration of existing architectures (e.g., more advanced network management systems, vertical handovers, roaming, etc.), and -development of architectures for Mobile Terminals (MTs) able to support multi-standard access.
In Figure 2 , an indicative architecture is depicted that illustrates the required enhancements of the network functionality, as well as the integration of separate networks, together with a possible terminal configuration.
Although not the only alternative, this architecture gives a view of some of the required enhancements in today's networks.
In addition to the well-known layers, the future terminal architecture must include the following:
-A set of "Communication layers", to support different access technologies, ranging from WPANs (e.g., Bluetooth) and WLANs (e.g., 802.11), to 2.5G (e.g., GPRS) and 3G systems (e.g., UMTS). This set should be able to efficiently cover environments ranging from a few meters to many kilometres. On the other hand, the minimum required set should be implemented, to avoid unnecessary increase of the required cost. Today, at least WLANs and UMTS are seen as very promising technologies for that purpose.
-A "convergence layer", aiming at providing to the upper layers a unique link-layer interface, basically in terms of the offered QoS. As different access technologies offer different QoS capabilities, this layer will have the required degree of functionality and flexibility, in order to enhance the QoS, as seen by the higher layers to a unique and acceptable level.
-A "middleware layer", acting as an interface between the application layer and the access selection process. Its purpose is to pass application requirements to the lower layers and inform the applications about the network conditions of the lower layers.
Protocol Stack Enhancements

Communication Layers
Next generation networks will contemplate the integration of a number of communication engines, placing them in a strategic position towards the ABC vision. Recent advances in various access technologies show the benefits of such an integration. Especially in the area of WLANs, the activities of the 802.11 task groups reveal the will for improving the performance in local area environments by extending the functionality to cover traditional weaknesses of these networks, such as security, advanced QoS, handover support, etc. More specifically, 802.11g uses the same PHY scheme as 802.11a in the 2.4GHz band, aiming to offer transmission speeds beyond 20Mbps. The 802.11f task group is currently working on specifying the Inter Access Point Protocol (IAPP) that provides the necessary mechanism for information exchange between Access Points (APs) needed to support the 802.11 distribution system functions (e.g., handover). The 802.11e task group is currently adding extra functionality to the 802.11 MAC layer to improve QoS for better support of a larger set of applications. Finally, 802.11i incorporates stronger encryption techniques to enhance the security of 802.11, in order to be suitable for confidential information exchange. More details about these enhancements can be found in [3] .
Reconfigurability and adaptability on the other hand, are considered as essential parts to achieve the interoperability between the different technologies. The main targets are: i) to achieve full interoperability between the different communication technologies (GSM, UMTS, WLAN, Ad-hoc networks, etc.), ii) to use adaptable and reconfigurable physical layer resources, able to absorb environmental changes, and,
iii) to use the optimum power consulting mode.
To reconfigure any part of the communication layer, it is necessary for the network to have some intelligence and reconfiguration control ( Figure 3 ). The intelligence decides what part(s) of the network should be reconfigured, based on the relevant information supplied to it, and then instructs the reconfiguration controller to implement these decisions in the most appropriate way. Intelligent reconfigurability for the ABC concept should take into account the following essential components: reconfigurable network, software reconfigurable languages, radio environment, user status (i.e., the applications profiles), and network status (i.e., the current states of the different hardware and software components of the physical (PHY), and the medium access control (MAC) layers).
A key architectural component supporting reconfigurability control and application adaptability, as well as adaptability of link, physical and other layers can be through the development of a Cross-Layer protocol entity [4, 5, 6] . This emerging idea has been motivated by the need to introduce major degrees of adaptability and efficiency to variations of the actual communication systems, and thus to take a step forward the challenges of adaptability/reconfigurability and the ABC concepts required for the 4G systems. The Cross-Layer approach aims at introducing a degree of knowledge, offering optimisation between the physical and link layers and taking into account both PHY and MAC characteristics. The exchanged information in the cross-layer can be classified On the other hand, it becomes more and more evident that elements such as smart antennas or multiple input multiple output (MIMO) elements and scalable detections will play an important role in modern wireless systems and they will be the main physical layer support resources for achieving the ABC strategy in the future communication systems. Smart antenna reconfigurability will be enforced by algorithms that implement adaptive channel and bandwidth allocation, as well as power control. However, multiple antennas can offer substantial spectrum efficiency and link capacity. Transmit and receive algorithms as single detection, multi-user detection, or scalable detection are also very important for the ABC, since the performance (of the Tx/Rx schemes) can vary due to the use of a specific algorithm [4, 5] .
Reconfigurable software is also one of the essential elements in the reconfigurability process at the communication layer level, and it must be carried out by the introduction of new program code in the user terminal, with the aim of modifying its configuration and/or contents ( Figure 3 ). The downloading process encompasses not only the protocol or the software entities to be downloaded, but also the method and performance of the download [7] . Software reconfigurability for the ABC strategy could be divided in two categories:
o lower-level software components (e.g., physical protocol entities for more structural modification of the air interface), o software components and parameters for modification of the PHY layer, including DSP algorithms and FPGA reconfiguration (addressing framing and channelising issues, modulation schemes, power amplifier efficiency and linearisation algorithms and settings, etc.).
The evolution of software downloading for ABC software radio reconfigurability may move through the following stages [7] :
o Out-call (static download): software components are downloaded into a secure sandbox for installation at an appropriate time.
o In-call (dynamic download): software reconfigurability components are downloaded and installed during a call to support dynamic service reconfiguration (for ABC) or distributed processing, requiring overthe-air download.
Convergence Layer
The different characteristics of wireless links compared to fixed links, pose special requirements on the interworking between the network layer and the wireless link layer. account. In fact, as the condition of each wireless channel varies independently, the parameters of the modules defined for a class will be adjusted dynamically to adapt them to changes occurred in a channel.
The WAL Coordinator shown in Figure To measure the performance improvement of WAL, several simulations were performed with the use of the OPNET simulation tool. For example, the case of two MTs was investigated, each one communicating through the AP with an FTP server and a fixed host. Each MT requested to download a 2 Megabyte (MB) file from the FTP server every 10 seconds, and had an active bi-directional VoIP connection with the fixed host. The UDP protocol was used for the voice transfer and each voice source was generating traffic at the rate of 64 kbps, simulating a PCM quality speech. HIPERLAN/2 was used as the access technology, operating at 6Mbps. The overall VoIP delay observed in the system with and without WAL is presented in logarithmic scale in Figure   6 (a). As shown in the figure, the VoIP delay is below the threshold of 50 ms with the use of the WAL (assuming a 100 ms delay as the maximum acceptable value for round trip delay in voice communications), while the absence of any adaptation mechanism (NO_WAL) results in an undesirable delay up to 10 seconds. The main reason for this is that the WAL (QoS module) always handles UDP traffic (VoIP) with higher priority than TCP traffic. The delay variation in the system using WAL follows the delay statistics behaviour and reaches an almost fixed value of 0.2 ms, as shown in logarithmic scale in Figure 6 (b). Without the WAL, voice experiences variation of more than 10 seconds, which makes the communication impossible. The most interesting result in a high loaded system is the way the WAL manages to schedule the transmission of both the TCP and UDP traffic without exceeding the QoS limits. The WAL seems to be able to control not only the quality of UDP flows, but also of the TCP flows. As shown in Figure 6 (c), in an overloaded system the WAL keeps TCP segment delay stable and low, while without the WAL the TCP segment delay has great variances and this causes more timeouts and retransmissions. This can be explained by the fairness and the stability that the WAL achieves by reserving a fixed bandwidth for FTP applications. In contrast, without the WAL FTP traffic is sent through the link in an abnormal way.
TCP Enhancements
Transmission Control Protocol (TCP) is a connection-oriented transport layer protocol that provides reliable delivery of data streams. TCP connections experience very low throughput in wireless networks, primarily due to bandwidth limitations, long round trip times (RTT), high BER and user mobility. In order to enhance the performance of TCP in wireless environments, three different approaches have been proposed in the literature: i) Link Layer (LL) solutions, ii) TCP modifications, and, iii) new transport protocols.
Link-layer Solutions
These solutions operate at the LL in such a way that the TCP connection takes place in a dependable communication environment, with characteristics comparable to wired communications. We can distinguish between:
o TCP-Aware LL Protocols -the most important one is SNOOP [10] , which is applicable to wireless cellular networks. Its major goal is to improve the performance of communication over wireless links without triggering retransmission and window reduction policies at the transport layer. A snoop agent, residing at the base station, buffers unacknowledged data segments destined for the mobile hosts and deals with eventual duplicate acknowledgments, instead of forwarding them to the data source.
o TCP-Unaware LL Protocols -the most important one is the TULIP [11] , which was designed for halfduplex wireless channels with limited bandwidth. TULIP is service-aware in that it provides reliability only for those packets that require such service. It buffers packets locally in order to recover from losses on the wireless link, before the TCP sender times out. Performance results show that TCP-unaware LL solutions have better performance than TCP-aware LL protocols over half-duplex radio links.
TCP Modifications
In this kind of solutions, the algorithms of TCP are modified to overcome specific problems. Three main representatives of this category are the following:
o TCP selective acknowledgments options (TCP SACK) [12] were proposed to overcome TCP's ineffective handling with bursts of packet drops in a single window of data. The TCP layer at the receiving side sends back SACK packets to the sender notifying the data that have been received. The sender implements a mechanism to retransmit only the missing data segments. The standard congestion control algorithms are not affected by this modification.
o Indirect TCP (I-TCP) [13] splits the TCP connection at the base station. The Base Station runs a TCP connection with the fixed host and a connection with the mobile host using a protocol optimized for wireless links. Although straightforward in its implementation, if faces a number of disadvantages that can reduce its performance significantly:
-It violates the TCP end-to-end semantics.
-I-TCP does not handle handovers efficiently.
-The wireless link should be the last part of the connection path.
-It cannot be used if end-to-end IP encryption is utilized o M-TCP [14] also splits TCP connections at the base stations, but preserves TCP semantics, and is more robust than TCP in handling high BERs, disconnections due to user roaming, blackouts, etc. However, M-TCP requires a LL protocol to recover from losses in the wireless link.
New Transport Layer Protocols
The most significant representatives of this category are the following:
o Wireless Transmission Control Protocol (WTCP) -WTCP [15] is designed to provide a reliable transport in low bandwidth and high latency Wireless Wide Area Networks (WWANs) when a mobile host needs to connect through a proxy ("split connection" fashion). Its main characteristics are:
1. WTCP is rate-based with the rate control performed at the receiver. The receiver communicates through cumulative ACKs the appropriate transmission rate to the sender.
WTCP attempts to predict when a segment loss is due to transmission errors or to congestion
and signals the sender to continue transmitting with the same rate if the loss is estimated to be due to transmission errors;
3. In order to assure reliability WTCP employs a scheme with SACKs and probes instead of using an ARQ scheme [15] .
The main disadvantage of WTCP is that the receiver is considerably more complex than in traditional TCP. This could lead to increased power consumption, since usually the mobile host plays the role of the receiver.
o TCP Westwood [16] introduces sender-side only modification. The key innovative idea is to continuously estimate, at the TCP sender side, the packet rate of the connection by monitoring the ACK reception rate. The estimated connection rate is then used to compute congestion window and slow start threshold to be set after a congestion episode. This makes the protocol more robust to sporadic losses.
Experimental studies show significant improvements in throughput performance over NewReno and SACK, particularly in mixed wired/wireless networks over high-speed links.
o TCP Peach [17] was developed for communication scenarios where long RTTs and/or lossy links are involved. The sender transmits low priority packets called dummy segments to probe the availability of network resources in the end-to-end path and uses their ACKs (if any) to set the congestion window.
TCP Peach is an end-to-end solution but priority mechanisms are required in the intermediate routers.
Studying the literature on TCP in wireless networks, it is clear that each of the proposed solutions has characteristics which best suit a given environment. 
Middleware
Middleware can be defined as a reusable, expandable set of services and functions that are commonly needed by many applications to function well in a heterogeneous network environment. The above phrasing could further be refined to include persistent services, such as those found within an operating system, distributed operating environments (e.g., JAVA/JINI), the network infrastructure (e.g., DNS), and transient capabilities (e.g., run time support and libraries) required to support client software on systems and hosts. In any case, it can have different meaning to different network professionals.
Middleware is particularly useful in heterogeneous environments. Mobile, pervasive applications, delivered over highly diverse contexts, present challenging problems to designers. Devices face temporary and unannounced loss of network connectivity when they move, while they are likely to have scarce resources, such as low battery power, slow CPUs and little memory. They are required to react to frequent changes in the environment, such as change of location or context conditions, variability of network bandwidth, which will remain by orders of magnitude lower than in fixed networks.
When developing distributed applications, designers do not have to deal explicitly with problems related to distribution, such as heterogeneity, scalability, resource sharing, and the like. Middleware developed upon network operating systems provides application designers with a higher level of abstraction, hiding the complexity introduced by distribution. Existing middleware technologies, such as transaction-oriented, messageoriented or object-oriented middleware have been created, trying to hide distribution as much as possible, so
that the system appears as a single integrated computing facility. The interaction primitives, such as distributed transactions, object requests or remote procedure calls, assume a stable and constant connection between components. In mobile systems, unreachability is the norm rather than the exception. On the other hand, synchronous point-to-point communication supported by object-oriented middleware systems, such as CORBA, requires the client asking for a service, and the server delivering that service, to be up and running simultaneously. In a mobile environment, it is often the case that client and server hosts are not connected at the same time, because of intended disconnections (e.g., to save battery power) or forced disconnections (e.g., no network coverage). Finally, traditional distributed systems assume a stationary execution environment, characterised by stable and high bandwidth, and fixed location for every hosts. Recent developments in objectoriented middleware have introduced asynchronous primitives in order to allow a more flexible use, which could be a better choice in mobile scenarios.
In mobility-enabled systems, look-up service components are used to hide service location in order to allow reconfiguration with minimal disruption. In mobile environments, where the location of a device changes continuously, and connectivity fluctuates, service and host discovery become even more essential, and information on where the services are might have to reach the application layer. While in stationary systems it is reasonable to completely hide context information (e.g., location) and implementation details from the application, in mobile settings it becomes both more difficult and less beneficial. By providing transparency, the middleware must take decisions on behalf of the application. In constrained and dynamic settings, however, such as mobile ones, applications can make more efficient and better quality decisions based on application-specific information.
In order to cope with these limitations, many research efforts have focused on designing new middleware systems capable of supporting the requirements imposed by mobility. As a result of these efforts, a pool of mobile middleware systems has been produced [18] . It is notable that most of these approaches do not conceptualise middleware as hierarchical, or strictly layered, since this approach has been sometimes proven problematic and unproductive. Middleware can be better considered as a collection of components (such as resources and services) that is to some extent unstructured, often orthogonal that could be utilized either individually or in various subsets. This assumption enables work and study on various middleware issues to proceed independently and yield clearer results.
Mobility Support
One of key attributes of the ABC concept is the capability to support users with an appropriate end-to-end QoS.
To fulfil such a requirement is not an easy task. The problem is even more difficult in the ABC architecture where users are able to change their location as well as the network technology used, while they are in communication. The ABC concept contains the idea of ubiquitous connectivity at any time and any place. To achieve this goal, the underlying assumption is that the "always connected" user is not hindered by geographic or movement restrictions. The users, and their connecting devices, are allowed to move freely either on foot or by other means (car, train, ship, etc.) and still maintain the best level of connectivity possible. Mobility support is inherent for any ABC architecture.
The first level of mobility support focuses on the infrastructure design. The mobile access networks usually consist of geographically dispersed base stations, connected in a hierarchical fashion that allows the mobile device to connect successively to neighbouring base stations as it moves. This is the model that all current cellular networks employ both telco-oriented (GSM, GPRS, UMTS) or Internet-focused (Mobile IP [19] .)
As the Internet technology penetrates more and more into every connectivity aspect in the research community, there has been much work done in optimising mobility support for Internet-enabled devices. One of the first observations was that the Mobile IP standard was not suitable for high-mobility, small geographic areas circumstances. To handle the needs for such applications, the so-called micro-mobility protocols evolved (Cellular IP, HAWAII, etc.). These protocols operate within an administrative domain to achieve optimum mobility support for fast moving users within the domain's boundaries. Most micro-mobility protocols establish and maintain soft-state host-specific routes in the micro-mobility enhanced routers. However, the inter-domain mobility support is left to standard Mobile IP.
Other approaches follow a different path, more closely coupled to the Internet philosophy. They are not altering the routing tables for each moving user, but rely on the mobile to take care of the burden of different routing infrastructure. They use (as Mobile IP does) tunnelling between mobility endpoints. The Regional Registrations approach [20] follows this paradigm, and is actively developed in the IETF Mobile IP working group. Several compromises had to be made in the first Mobile IP design, because of the legacy IPv4 node support issues.
Security was specified as an add-on, and interaction with other IPv4 nodes had to travel through the Mobility
Agent at the home network of the mobile. The IPv6 protocol design took input from these drawbacks and provides the necessary mobility interaction functionality in every IPv6 node [21] . Moreover, Mobile IPv6 [22] provides tighter integrated security and authentication options, since it reuses the mandatory functionality imposed by the core IPv6 protocol. On top of that, a hierarchical solution exploiting local mobility characteristics has already been defined, the Hierarchical Mobile IP protocol [23] . The diverse approaches are consolidating now to the Localized Mobility Management architecture [36] .
Mobility management has also been researched from a different angle. Specifically, the mobility support functionality is proposed to be included in higher layers, such as transport or even application layer. The argument to that kind of schemes is that the management of mobile hosts in an end-to-end fashion would simplify the infrastructure necessary for dealing with mobile hosts. Therefore, various higher layer solutions are available in the research literature, trying to tackle the mobility issue from a different angle. The TCP migrate extension [24] adds mobility support to TCP sessions. Similarly, Mobile SCTP [25] builds upon the features offered by the SCTP transport protocol to offer transport layer mobility. In higher layers, the best-known scheme utilizes SIP [26] to achieve mobility management. In this approach, the SIP infrastructure is reused for mobility purposes (Registrar, Redirect Server).
The common factor in those approaches, though, is that they apply to specific protocols and applications and do 
End-to-end QoS Support
The need for efficient support of real-time services is the major drive behind research efforts for enhancing
Internet with appropriate end-to-end QoS support. However, the QoS concept is still ambiguous, including a large variety of network quality aspects. There are, though, some common elements identified that are thought to be common among diverse QoS interpretations. These are per hop packet processing characteristics (router functionality to differentiate packet treatment and to utilize underlying links), the necessary signaling and the respective accounting of the service offered.
The Internet community soon realized the vision of end-to-end QoS services and introduced the Integrated Services (IntServ) architecture [27] to implement this vision into specifications. IntServ supports end-to-end signaling, QoS state establishment and management for per-flow differentiated treatment in intermediate routers along the data path. The signaling protocol designed to meet the integrated services requirements is the RSVP (Resource reSerVation Protocol) [28] . However, the IntServ architecture and the RSVP received a lot of criticism, mainly due to the state maintenance for every data flow in intermediate routers across the end-to-end path. To minimize the state space needed for RSVP, the RSVP aggregation signaling was proposed [29] . Note here that RSVP was not designed to support handovers and thus its interworking with mobility schemes is quite poor.
As an alternative to RSVP, engineers shifted their target to a lightweight QoS architecture putting as little burden in the routers as possible and providing coarse-grained traffic prioritization. The outcome was DiffServ (Differentiated Services) [30] . DiffServ networks support only a small set of QoS levels (PHBs -Per Hop Behaviors), perform packet classification according to a 6-bit field in the IP header (DSCP -DiffServ Code Point) and do not use QoS signaling for QoS state establishment and maintenance in routers. This coarse-grained traffic prioritization had also some disadvantages thus, several techniques have been proposed for the interworking of RSVP, deployed in the access network, and DiffServ, deployed in the core network [31] . In terms of mobility support, DiffServ does not provide any means. This is especially true in the case of statically configured trunk reservations.
In light of heterogeneous QoS techniques flourishing and being deployed in different situations and needs, the end-to-end QoS framework needed to be re-evaluated. The paradigm of routing protocols classification into inter-domain (e.g., OSPF -Open Shortest Path First) and intra-domain (e.g., BGP -Border Gateway Protocol) protocols, lends itself naturally to a similar classification for QoS frameworks and signaling protocols. Thus, a two-tier resource management model was proposed [32] , with the lower-tier QoS signaling performing resource management inside a domain, and the upper-tier one managing resource allocation between domains. The two tiers must be closely coordinated in order for the network to provide the necessary end-to-end QoS support. The two-tier model increases the degrees of freedom regarding end-to-end QoS support, since each domain is free to choose any QoS support mechanism for allocating resources internally, as long as proper co-operation takes place with the respective inter-domain signaling protocol. The two-tier signaling architecture implies that each domain is allowed to use its own QoS mechanism or protocol internally, allowing for concatenation of various heterogeneous domains. However, at the domain boundaries appropriate mapping should take place between the intra-and the inter-domain signaling QoS parameters, which introduces complexity.
Intra-and inter-domain signaling can either follow the same path with the subsequent data flow (path-coupled signaling), or follow a different route (path-decoupled signaling). In case of path-coupled signaling, QoS parameter mapping, admission control and resource management for each domain take place in a distributed fashion by enhanced edge (border) routers situated at the domain boundaries. Two such examples of inter domain path coupled signaling are presented in [33] and [34] .
The first proposal, referred to as BGRP (Border Gateway Reservation Protocol), operates end-to-end only between domain border routers. BGRP mainly aims at aggregating reservations between domains, improving scalability. BGRP performs reservation aggregation by building a sink tree for each destination domain.
Reservations from different initiating domains belonging to the same sink tree are aggregated along the path to the destination domain.
The second protocol is designed for supporting end-to-end QoS through several DiffServ domains. The protocol is called DPRP (DiffServ PHB Reservation Protocol) and is a modified version of RSVP that enables transport and negotiation of the QoS requirements (in terms of DSCPs) between source and destination, as well as reservation of resources inside the respective QoS level for each data flow. DPRP is implemented only in DiffServ domain edge routers, where it stores per-QoS level soft states. Note that both proposals however do not cater for terminal mobility, since they were designed to support solely end-to-end QoS support.
In comparison to path coupled signaling, the path-decoupled signaling is strongly related with domain architectures where the resources of the domain are managed by one or more entities that are not necessarily situated on the data path. Instead, they can be located in central points inside the domain and perform QoS parameter mapping functions, admission control functions and resource management functions for the domain.
Among these architectures, the most representative is the Bandwidth Broker (BB) architecture [35] , where each domain avails a BB being responsible for intra-and inter-domain dynamic resource provisioning and admission control management.
Various end-to-end protocols have been designed that allocate resources between neighboring domains. In addition, edge-to-edge protocols for allocating resources inside a single domain have also been proposed. No general consensus exists up to now in the research community for the prevalent QoS protocol amongst the proposed ones. The suitability of a specific QoS protocol seems to be dependent on network specific parameters.
However, a critical factor in a QoS protocol's efficiency seems to be the flexible balancing between reservation granularity and aggregation. Moreover, the ability of the QoS protocols to cope well with the user's mobility and security issues is an important protocol evaluation factor that only lately is being seriously considered in the protocols under design.
Case study
In this section we present and analyze two user scenarios in terms of network actions, to better describe the functionality and effectiveness of a system integrating the aforementioned enabling technologies. The scenarios presented in the form of user action and respective network reaction.
Professor's case
Brian is a University Professor who works both at home and in the University. Most days he goes to the • Using VoIP (cheapest option with worst QoS).
If the colleague is in the Campus (with a laptop & mobile phone, or currently working on multimedia PC in the lab without a phone) the call is made without a charge.
• Using UMTS. If the colleague is outside the Campus, the connection can be established through the UMTS networks, charged by the network operator.
Based on Brian's profile, an intelligent agent in the network decides on the best available connection.
• In the first case, the following connection is established: UMTS phone -laptop -Campus network -laptop -mobile phone -Multimedia PC.
• In the second case, the following connection is established: UMTS phone -UMTS network -UMTS phone.
Student's case
Alice is a Ph.D. student who is taking the opportunity of the reading week to go back to her home city for 4 days. She is carrying her laptop computer with her, so that she can pass the journey time more entertainingly.
Alice method of travel is by train. The following equipment is utilize/deployed:
• Alice:
o UMTS cell phone with Bluetooth card o A powerful laptop with big screen and IEEE 802.11b WiFi card and Bluetooth connector onboard.
• Train Station:
o IEEE 802.11b WiFi islands are deployed in the train stations offering connectivity to the Internet.
• The laptop connected to the Bluetooth VAN network has been informed through proper discovery protocols of the availability of the printer.
Conclusions
Moving from "Always Connected" to "Always Best Connected" is considered critical for next generation networks. In this paper, we briefly presented a considerable set of enabling technologies that are expected to contribute in converting this vision to reality. From the above discussion, it is clear that a number of extensions to today's networks are required, affecting most of the layers of a traditional protocol stack, in order to introduce the required functionality. This functionality, focuses mostly on adding a considerable degree of flexibility to the network for adjusting to different "conditions", in terms of traffic, transmission quality, user preferences, available tariffs, etc. The next big challenge will be to integrate these technologies in a single network architecture, which has the intelligence to perform the required adjustments. 
