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Abstract 
 
Context is an important construct in many domains of cognition including learning and 
memory, and is typically operationally defined by referring to a study list, aspects of the 
experimental task or the physical attributes of the laboratory environment. However, it is 
unclear to what extent the contexts used in the laboratory resemble those that people 
typically experience outside the laboratory which brings into question generality of 
memory results obtained in the laboratory. Today, devices such as smartphones which 
can record different sensor streams of data allow us to rigorously quantify everyday 
human experience. I used these data to characterize context and memory in the “real-
world” using a three-pronged approach: 1) applied dynamical systems and network 
analysis methods to describe the structure and dynamics of context, 2) employed 
quantitative modeling of behavioral memory data to determine how people isolate the 
time of occurrence of personal events, and 3) used neuroimaging to investigate the neural 
correlates of context.  
The dynamical systems analyses revealed a natural separation between the scales 
over which within-context and between-context relationships operate and this 
organization was preserved across domains of experience (e.g. visual experience, 
personal discourse) demonstrating the episodic nature of experience. While previous 
work has emphasized the role of recall-based reconstructive processes in people’s ability 
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to isolate when events occurred, quantitative modeling of week discrimination 
performance suggests that people rely heavily on a temporal distance-based mechanism. 
Finally, neuroimaging results point to the left anterior hippocampus as being the 
locus of real-world spatiotemporal context representations in the brain. Furthermore, a 
whole-brain searchlight analysis revealed that subjective content is generally reinstated in 
a network of regions consistent with already established “personal semantics” networks 
and critically, patterns of activation in the right precuneous distinguish vivid from non-
vivid reminiscence. The fMRI results support the view that the precuneous is a hub 
within the default mode network.  
This dissertation represents one of the first attempts to extensively characterize 
context and memory in the wild.  
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Chapter 1:  Introduction 
 
In this dissertation project, I used smartphones equipped with a custom 
lifelogging application which monitored multiple sensor streams in order to capture 
everyday human experience, and then used cross-disciplinary analytical tools based in 
psychology, neuroscience, physics, and computer science to investigate context and 
memory outside the laboratory. 
“Where did I park my car today?” is a typical query we make of our memory 
system. All the major theories and mathematical models of episodic memory make use of 
context representations to explain how we arrive at the answer. When we experience 
items within certain situations or contexts, they are bound together and these bindings are 
later retrieved when the episodic memory system is queried. For example, assume that 
you parked your car (an item) on Monday at the Tuttle Park garage. The item “parked 
car” is bound to its context “Tuttle Park garage” and “Monday” and parts of this 
contextual information are employed later to remember where you parked your car on 
Monday. Although context is definitional for the study of episodic memory, at this point 
there is no comprehensive theory of context. 
Contexts are typically operationally defined by referring to a study list, aspects  
of the experimental task or the physical attributes of the laboratory environment (Smith & 
Vela, 2001). Contexts in the laboratory by design are impoverished in structure and do 
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not typically resemble the contexts experienced by people in their everyday lives. 
Modeling work in the laboratory has demonstrated the importance of interference in 
memory arising from having experienced the memory stimuli in pre-experimental 
contexts (Dennis & Humphreys, 2001). Additionally, rational analyses of memory 
(Anderson & Milson, 1989; Anderson & Schooler, 1991, 2000; Schooler & Anderson, 
1997) demonstrate that the structure of the environment is reflected in memory processes. 
For example, Anderson and Schooler (1991) conducted analyses on newspaper headlines, 
corpora of child speech and emails. They observed a remarkable correspondence between 
the patterns of recurrence in the data and the form of memory retention and practice 
curves collected in the laboratory. Consequently, if we are to make any substantive 
progress in understanding episodic memory, it is imperative that we characterize the 
nature of experience in the wild (and hence the title of this dissertation). 
Although it has long been argued that memory research that is focused solely on 
laboratory work is futile (Neisser, 1976), the difficulty has been how to proceed when the 
experience of the participant before they enter the laboratory cannot be rigorously 
quantified. One option is to have people keep diaries or to elicit memories from family 
members (Loftus & Pickrell, 1995). Another approach is to use generic proxies to an 
individual's experience such as newspaper headlines (Anderson & Schooler,1991) and 
collections of text assumed to capture the average person's reading experience. However, 
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these methods have limitations and given the considerable individual variability in 
people’s life experience, their resolving power is necessarily limited. 
Today, however, technology provides us new avenues. Smartphones, which can 
monitor multiple sensor streams and are easy to carry, can provide a convenient and 
ubiquitous window into the contexts of daily life. We have built a system which consists 
of an Android app, server infrastructure and user interfaces. The app continuously 
acquires data, including visual images, audio (short sub-second snippets to preserve 
privacy), location and accelerometry. Users wear the phone around their neck to allow an 
unobstructed view for the camera and the data are sent automatically to a secure server 
when the phone is charging. In this dissertation, I used these data and three 
complementary approaches to develop a comprehensive characterization of context in the 
wild”. The first part of the dissertation summarizes our characterization of everyday 
contexts using dynamical systems tools (chapters 2 and 3). The second part describes 
memory experiments designed using these personal stimuli to understand how people 
retrieve information about the time of occurrence of events (chapter 4). The third and 
final part will investigate the neural correlates of context representations as people 
engage in memory search while in an fMRI scanner (chapter 5). A schematic summary of 
the work is provided in Figure 1.  
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Figure 1. A schematic summary of the dissertation. 
 
Environment: Structure and Dynamics of Context 
The complex systems approach to cognitive science treats cognitive systems as 
extended nonlinearly coupled brain-body-environment systems (Silberstein & Chemero, 
2012).  This idea of extended cognitive systems can be traced back to William James in 
the early 20
th
 century who argued that perception includes both the perceiver as well as 
the perceived. In the extended cognitive systems view, the environment is an integral part 
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of cognition and plays a more active role than just serving as a backdrop for cognition. 
Our everyday experiences are not only a consequence of what is out there in the 
environment but also results from our daily routines, some of which are “cognitively” 
planned and other aspects of which are subject to constraints imposed on the extended 
system as a whole (e.g. your co-workers’ routines, organization of your university 
academic calendar). In this case, it is not entirely clear where the boundary is between the 
perceiver and the perceived. The more fruitful approach is to treat all parts of this 
extended system as equally important to the overall cognitive outcome. Within this 
framework, the organization and dynamics of one domain necessarily reflects the 
organization of the rest of the system.  
In the first part of this dissertation, I adopted this extended view of cognition and 
in order to understand real-world context and how it operates in everyday memory, I 
began by characterizing our experience of the environment using complex systems 
analytical tools. The goal here was to look for common organizational principles across 
domains of experience. Additionally, we also aimed to capture experience over much 
longer spatiotemporal scales than is typically studied in the laboratory. Recent memory 
models like SIMPLE (scale-independent memory, perception, and learning; Brown, 
Neath, & Chater, 2007) and TILT (Timing by Inverse Laplace Transform; Howard, 
Shankar, Aue, & Criss, 2015) assume that processes operating at multiple scales are 
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similar. However, claims about scale-freeness cannot be made unless a wide range of 
spatiotemporal scales is characterized. 
In chapter 2, I investigate the structure and dynamics of everyday visual 
experience as captured by a smartphone camera over a period of 2 weeks. In chapter 3, I 
apply the same analyses on a different domain of experience: personal discourse, as 
captured by emails extending over 5 years taken from a co-author’s personal inbox. One 
would expect to find consistencies in organization across domains if they are all part of 
the same coupled system. To preempt the results, we find that there is a basic level of 
organization across domains of experience: visual experience (Sreekumar et al., 2014; 
chapter 2), personal discourse (chapter 3), and reading experience (previous work by 
Doxas et al., 2010).  
Behavior: Memory for When 
 Once everyday experience was quantified in terms of its structure and dynamics, 
the next logical step was to investigate how structured real-world context influences 
memory performance. Laboratory memory research typically uses stimuli that are, by 
design, impoverished in structure. Furthermore, context change in the laboratory is 
typically a relatively weak manipulation such as changing the color of the background 
against which words are presented, or font type/color. Some of the biggest laboratory 
context manipulations involve changing the testing room. Real-world context varies 
along many more dimensions: space, time, people, sound environment, activities, etc. 
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Since context change in our everyday experience is much larger both in magnitude and in 
dimensionality than what is typically achieved in a laboratory manipulation of context, it 
remains to be shown that memory performance in the lab is generalizable to the real 
world (cf. Neisser, 1976; but see Banaji & Crowder, 1989).  
 The ability to isolate when events happened is a hallmark of episodic 
memory. In a typical temporal source judgment task, participants study random lists of 
words and in the test phase identify the list in which a presented word was originally 
studied. Hintzman (1969) found that participants have a general bias towards choosing 
list 2 when discriminating between two lists. In contrast, recent studies (Hupbach et al., 
2009; Gershman et al., 2013) in which one group of participants were reminded of the list 
1 learning episode before they studied a second list of items, exhibited the opposite 
pattern where more list 2 items were misattributed to list 1 than vice versa. They provided 
a memory consolidation-based explanation for the pattern. Sederberg et al. (2011) 
provided a theoretical explanation for this asymmetrical pattern of misattributions based 
on the Temporal Context Model (TCM; Howard & Kahana, 2002).  TCM posits that 
items are bound to a current state of context and since list 1 context was active during list 
2 study but not vice versa, list 2 items are bound to a context representation that includes 
the list 1 context. Thus, TCM and in fact, an entire class of context models, provide a 
natural explanation for the observed asymmetrical misattribution pattern.  Nairne (1991) 
showed that both list and within-list judgments exhibit typical bow-shaped serial position 
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curves where positions near the boundaries are judged with greater accuracy than the 
middle of a list. Hintzman, Block, & Summers (1973) also found strong primacy and 
recency effects across lists. However, since these experiments used random lists of items, 
whether or not these results generalize to a task involving personally salient stimuli is an 
unanswered question. To address this issue of generalizability, we adopted a real-world 
analogue of the list discrimination task where we presented random visual images 
sampled from two weeks of participants’ own lives and asked them to identify which 
week the image belonged to: week 1 or week 2?  
While the studies reviewed above used random lists of words, there is also a huge 
body of work on temporal source memory using more naturalistic stimuli. These event 
dating studies employed historical and media events, or diary entries because of easy 
access to the actual dates of occurrence (e.g. Smith & Tomlinson, 1977; Friedman & 
Huttenlocher, 1997; Burt, Kemp, & Conway, 2001). Taken together, this literature points 
to various reconstruction strategies employed by participants depending on the specific 
dating task and instructions provided to them (Burt, 1992; Betz & Skowronski, 1997). 
Friedman (1993) suggested that crude temporal distinctions may be based on distance 
from the present or a decaying memory strength which is a function of the distance from 
current time. However, in his review of temporal source memory research, Friedman 
(1993; 2004) identified more elaborate reconstruction-based mechanisms as primary. 
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Media and historical events have the drawback of not having the same level of 
self-relevance as diary entries. However, events recorded in a diary suffer from self-
selection bias, which can affect the process employed later at test to determine the time of 
occurrence of the event. Therefore, conclusions about the primary mechanisms used in 
everyday temporal source memory need to be based on experience sampling methods that 
have fewer selection bias issues. It is easy to imagine that people tend to record more 
interesting and salient events in their diaries than mundane events. In that case, it is also 
likely that more elaborate reconstruction-based mechanisms are employed at retrieval due 
to the availability of richer retrieval cues. Our approach of using automated lifelogging 
technology to capture people’s experience avoids self-selection issues and allows us to 
get a better handle on the processes typically employed by people in everyday temporal 
source judgement tasks.  
In chapter 4, I present a hierarchical Bayesian model that explains the observed 
week discrimination memory performance data. Furthermore, a model comparison 
exercise identified the functional form of the temporal-distance mechanism that best 
explained the data. Finally, model parameters are analyzed to check for optimality of 
performance given that this is a naturalistic task on stimuli with which participants have a 
lifetime of experience.  
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Brain: The neural correlates of real-world context 
 In the final part of the dissertation, I build on previous work where we used 
functional magnetic resonance imaging (fMRI) to identify the brain networks involved in 
the retrieval and representation of multiple dimensions of real-world context as people 
engaged in a reminiscence task cued by images taken from their own lives (Nielson, 
Smith, Sreekumar, Dennis, & Sederberg, 2015). It is well established in the laboratory 
that the hippocampus is a crucial structure involved in episodic memory. The Nobel prize 
in physiology for the year 2014 was awarded for the discovery that the rodent 
hippocampus represents space. We sought to extend those findings to human beings and 
specifically over much longer spatiotemporal scales (up to 30 km and 1 month) than 
previously studied. People were presented with randomly chosen images from their lives 
and were asked to relive the original experience while they were scanned in an fMRI 
scanner. We used the GPS and timestamps associated with the images to analyze neural 
activity patterns during reminiscence of those events. We focused the analysis on the 
medial temporal lobe (MTL). Recently, it was proposed that both space and time are 
represented using very similar computational principles (Howard et al., 2014). In this 
mathematical framework, the coding of space and time are simply special cases of a more 
general computational mechanism. Consistent with this view, we found that both space 
and time were represented in the same structure within the MTL: the left anterior 
hippocampus. This result is also consistent with an emerging view about functional 
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specialization along the hippocampal longitudinal axis: the dorsal hippocampus is 
involved in more fine grained representations whereas the anterior hippocampus is 
involved in coarse grained and larger scale representations (Colin, Milivojevic, & 
Doeller, 2015).  
 While the analysis described above identified the neural correlates of the objective 
aspects of experience (namely, GPS location and objective time), autobiographical 
memory is necessarily also about the self and about subjectively relevant contextual 
reinstatement (Tulving, 2002). “Personal semantics”, which comprises facts about one’s 
own life that are not culturally shared, have been recently distinguished both from 
episodic memory as well as semantic memory (Renoult et al., 2012). Autobiographical 
memory (AM) retrieval is thought to be initiated by the recovery of such personal 
semantic information which guides memory search culminating in retrieval of specific 
episodic details (cf. Conway & Pleydell-Pearce, 2000). In chapter 5, I describe new 
analyses focusing on the self-relevant, subjective aspects of real-world context. 
Specifically, a whole-brain analysis was carried out so that cortical contributions to AM 
retrieval could also be identified. A general network that represents personal semantic 
information was identified and further analyses tracked the regions within this broad 
network that represented specific subjective contextual details that led to vivid 
reminiscence (a hallmark of AM). The results are discussed in light of existing proposals 
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for the functional roles of different parts of the default mode network (DMN) (Raichle et 
al., 2001; Buckner et al., 2008). 
 More detailed introductions are provided in the respective chapters. In chapter 6, I 
summarize the main findings, discuss caveats, and present plans for future research 
building on the current work. 
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Chapter 2: The Structure and Dynamics of Visual Experience
1
 
 
The widespread availability of sensor technology and the development of 
networks to accumulate information have given rise to a gold rush of applications that 
take advantage of our ability to track human behavior. Monitoring patient symptoms and 
actions as they occur provides a more relevant, sensitive and actionable approach to 
client care than is provided by traditional assessment methods (Moskowitz & Young, 
2006; Swan, 2009). The advent of ubiquitous wearable computing devices has 
popularized lifelogging (i.e., tracking of personal data such as sleep, heart rate, and 
exercise). These technologies allow one to quantify the food consumption and physical 
activity patterns of individuals (Andrew, Eustice, & Hickl, 2013) or the dynamics of 
infectious disease in populations (Vazquez-Prokopec, Bisanzio, Stoddard, Paz-Soldan, 
Morrison et al., 2013). Patterns of human mobility can be analyzed for the purposes of 
urban planning and traffic engineering (Song, Qu, Blumm, & Barabási, 2010). Across all 
of these domains, being able to rigorously quantify experience is a key enabling 
capability. In this paper, we focus on image data to quantify the general structure and 
dynamics of human experience. 
                                                 
1
 This chapter presents work previously published in the journal PLoS ONE (Sreekumar, Dennis, Doxas, 
Zhuang, & Belkin, 2014).  
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Dynamical systems analysis techniques are well suited for uncovering patterns in 
data that are otherwise not revealed by standard statistical methods. In the current study, 
five subjects wore a device around their necks that automatically captured images from 
their lives for a period of 1-2 weeks. In the following sections, we present what we 
believe is the first instance of application of dynamical systems techniques on 
lifelogging data.  We use recurrence plots to visualize the pattern of recurrent visits to 
the same locations in visual context space over time.  We then characterize the structure 
of experience by computing the correlation dimension of the space occupied by the 
images and show that visual experience has a two-scaled structure for all participants. 
The two scales are shown to capture different aspects of experience. In the section that 
follows, we demonstrate the link between the temporal sequence of visual experience 
and the structure of visual experience as described by the correlation dimension. To do 
this, we use Takens’ embedding theorem (Takens, 1981) to recover the dimensionality 
estimates directly from a series of numbers representing the time ordered images.  
Critically, we show that when the order of this time series of numbers is randomly 
permuted, the Takens procedure fails to recover the original dimensional structure. 
Instead, the randomly permuted time series is space filling - the recovered correlation 
dimension rises indefinitely as embedding dimension is increased. The Takens analysis 
therefore demonstrates that the dynamics of our interaction with the environment plays a 
key role in the structure of our experience of the world. Finally, we compare the 
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structure of visual experience to the structure of natural language discourse (Doxas, 
Dennis, & Oliver, 2010) and suggest that the two-scaled structure may reflect a general 
organizational principle of human experience. We conclude by discussing potential 
practical applications of these results. The methods that we used to represent images and 
to calculate distances between them and additional methodological details about data 
collection and the techniques used in this chapter are provided in Appendix A.  
Ethics Statement 
The research protocol was reviewed and approved by the institutional review board 
(IRB) at the Ohio State University. Written informed consent was obtained from 
participants.  
Participants 
Five participants provided data for this study. Participants AS and NV were 
recruited to collect image data using an android phone with our custom lifelogging app 
installed on it. Participants wore the phone around their necks in a pouch attached to a 
neck strap as they went about their daily lives and the app automatically captured image 
data. Participants were compensated at the rate of $10 per day. Additionally, three of 
the authors (VS, SD and YZ) also collected data. SD collected data for a period of 
about two weeks. Whereas SD’s android app used a movement based trigger to capture 
images, AS and NV used a regular interval setting (~1 min) to trigger image captures. VS 
and YZ used Microsoft ResearchTMSenseCams to capture images at regular intervals of 
~8 seconds.  
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The participants had control over what data they wanted to share with the 
experimenters. They were instructed on how to delete data off the phone. They were 
also allowed to turn the app off at any time during the data collection period when they 
felt the need for privacy. More details about the devices and the app can be found 
in Appendix A. 
The image data sets are labeled as follows: AS (N = 2215 images, 7 days), NV 
(N = 2181 images, 6 days), SD (N = 4639 images, 14 days), YZSC (N = 4610 
images, 7 days) and VSSC (N = 4404 images, 7 days) where “SC” in YZSC and VSSC 
stands for “SenseCam”. We focus the presentation of our results on NV, and the 
remaining participants’ data are shown separately. We get consistent results across 
individuals. 
The structure of visual experience 
Recurrence 
Entropy calculations based on recurrence patterns in human trajectories have 
revealed that human mobility is surprisingly predictable (Song, Qu, Blumm, & Barabási, 
2010). Individual trajectories are characterized by a high probability of return to a small 
number of highly frequented locations (González, Hidalgo, & Barabási, 2008). For 
example, a student might have the same class at the same time on Mondays, Wednesdays 
and Fridays. We visualize these regularities by plotting recurrence plots (Eckmann, 
Kamphorst, & Ruelle, 1987; Marwan, Romano, Thiel, & Kurths, 2007). 
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Figure 2 shows the unthresholded recurrence plot, sometimes also known as a 
global recurrence plot (RP), for participant NV. Both X and Y are time axes. The global 
RP is a heat map of the distance matrix. A dark point (small distance) in the RP denotes a 
time pair for which the dynamical system trajectory visited approximately the same 
region in state space (or in our case visual context space). Using the example given 
earlier, if a student has the same class at 10:30am on Mondays, Wednesdays and Fridays, 
similar images would be recorded for time pairs (10:30am Mon, 10:30am Wed), 
(10:30am Wed,10:30am Fri) and (10:30am Mon, 10:30am Fri) which constitute darker 
points on the symmetric RP. Structures close to the diagonal of the RP represent 
transitions between similar spatiotemporal contexts. Since we tend to remain in the 
same/similar spatial context(s) contiguous in time, we expect to see many dark regions in 
the recurrence plot that are close to the diagonal. Off-diagonal darker structures capture 
returns to the same locations separated in time.  
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Figure 2. Recurrence plot for NV’s images. The images are ordered in time on both X 
and Y axes. The substantial dark structure around the diagonal implies that similar visual 
contexts were visited close in time. The off-diagonal structures represent recurrent visits 
to similar visual contexts at different points in time. 
 
Results and discussion. The RPs of all 5 participants' visual experiences using three 
different image representations are presented in Figure 28 in Appendix A . Figure 2 
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visualizes the regularity with which participant NV visited the same locations over 6 days 
of data collection. The pattern highlighted in the RP represents NV's experience on 
Thursday. Being a graduate student, NV spent most of his day in the lab. The first dark 
block in the morning corresponds to NV working on his computer. Most of the images in 
this context block contain the computer screen. A colleague then came in to discuss 
research. The images in this context block capture a different view of the room that 
includes the other person. This context shift is denoted by the first light colored block. 
NV resumed working on his computer which is the second continuous dark block. Off 
diagonal points that lie in the same horizontal line to either side of the highlighted region 
represent recurrent visits to the same location (i.e., the lab) on different days. NV worked 
from home on Fridays and over the weekend. So there are fewer dark points in the same 
horizontal block to the right of the highlighted area than there are to the left. Similar 
characteristic regularities can be seen in the RPs of all 5 participants in Figure 28 in 
Appendix A. 
In the next section, we quantify the structure of experience by computing the 
correlation dimension of visual context space.  
 
Geometry 
Correlation dimension. Grassberger and Procaccia (1983a; 1983b) introduced the 
correlation dimension to characterize the phase space filling properties of attractors. 
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Though there are several possible dimension measurements (Schreiber, 1999), the 
correlation dimension D2 is the most widely used due to its ease of calculation. D2 is a 
type of fractal dimension (Mandelbrot, 1967) because it can take on non-integer values 
and is related to the minimum number of variables needed to model the system's behavior 
in phase space (Takens, 1981).  
To demonstrate the calculation of the correlation dimension, let us consider a 
thresholded recurrence plot in which images from two time points are considered 
recurrent and hence marked by a dark point only if the distance between the images is 
less than some threshold r. The number of points in the RP defined by a threshold r is the 
unnormalized correlation sum C(r). As we increase r, more points populate the RP and 
the correlation dimension D2 describes how C(r) scales with r (see Figure 29 in Appendix 
A). For N points in an M-dimensional space, the correlation sum is given by 
2
𝑁(𝑁−1)
∑ ∑ 𝐻(𝑟 − |𝑋𝑖⃗⃗  ⃗ − 𝑋𝑗⃗⃗  ⃗|)
𝑁
𝑗=1,𝑖≠𝑗
𝑁
𝑖=1  ,                                                                (1) 
where H is the Heaviside kernel function H(x) = 0 if x ≤ 0 and H(x) = 1 if x > 0. 
Therefore, C(r) is the number of pairs of points which are separated by less than r. For 
sufficiently small r and large number of points N, 𝐶(𝑟) ∝  𝑟𝐷2. Taking logarithms of each 
side, we get 
  lim𝑁→∞ 𝑟→0 𝐷2~
log(𝐶(𝑟))
log𝑟
.                                                                                    (2) 
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D2 is calculated from the slope of the straight line scaling region of a log(C(r)) 
versus log(r) plot.  The correlation dimension is only defined for r→0 and N→∞. 
However, in practice, r→0 means r<<L where L is some “natural” scale of the system. 
So we avoid computing the slope at length scales that are comparable to the length scales 
of the system. Systems can exhibit different well-defined dimensions at different length 
scales, as long as these length scales are well separated.  
Results and discussion. For all the analyses described in this paper, images were first 
converted from the RGB space into the HSV space. The images in each data set are then 
represented by the color correlogram (Huang, Kumar, Mitra, Zhu, & Zabih, 1997) (see 
Figure 25 in Appendix A for a comparison between the color correlogram and the color 
histogram representations of a simple image). The justification for the choice of 
representation is based on the common neighbor ratio (Sreekumar, Zhuang, Dennis, & 
Belkin, 2010) (see Figure 26 and Figure 27 in Appendix A). Following the analysis in 
(Doxas, Dennis, & Oliver, 2010), we compute the singular value decomposition (SVD) of 
the image by feature matrix and retain the dimensions corresponding to the top 300 
singular values. The reduced image vectors are normalized and Euclidean distances are 
computed between pairs of these normalized image vectors. The correlation dimension 
plot for NV's images is shown in Figure 3.  
Contexts exhibit two separate scales that are clearly distinguishable, very much 
like the structure of natural language discourse (Doxas, Dennis, & Oliver, 2010). To fit 
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the correlation dimension data for text corpora, Doxas et al. (2010) employed the “bent-
cable” regression model (Chiu, 2002) which contains two linear segments joined 
smoothly by a quadratic bend (see section A3 in Appendix A). The quadratic segment 
that joins the two linear segments has a half width of γ. The two linear segments, if 
extrapolated, intersect at x = µ. In Figure 3, dashed vertical lines are drawn at µ and µ ± 
γ. The use of this model to fit the correlation dimension plots helps avoid the problems 
associated with having to arbitrarily specify the end points of the linear regions of 
interest. Such arbitrary specifications can contaminate the slope estimates. 
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Figure 3. The correlation dimension plot for NV’s images shows a two-scaled geometry. 
The bent-cable regression lower scale correlation dimension estimate is 6.06 and the top 
scale correlation dimension estimate is 14.27. 
 
Again, following Doxas et al. (2010), we did a K-fold cross-validation (see 
section A3 and Table 6 in Appendix A) demonstrating that the bent cable regression 
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model (Residual Sum of Squares (RSS) = 0.10) is superior to the linear (RSS = 4.02), 
second degree polynomial (RSS = 1.32) and third degree polynomial (RSS = 0.52) 
regression models in predictive value and generalizability. It is thereby established that 
there are indeed two linear regions in the correlation dimension plot. The bent-cable 
estimates for the lower and upper scales respectively are 6.06 and 14.27 for NV. The 
correlation dimension plots for the other 4 participants are presented in Figure 5. The 
two-scaled structure is consistent across individuals, with a lower dimension at smaller 
length scales and a larger dimension at longer length scales. 
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Figure 4. Ratio of the number of pairs of images above the bend to the number of 
pairs of images below the bend in NV’s correlation dimension plot as a function of 
binned time difference plotted on log-log axes.  The ratio is approximately 1 for a time 
difference bin of 21 to 34 mins which lies in the range of median and mean context 
durations (see text for details). The drop in ratio for certain time differences, marked with 
the rectangles, are signatures of periodicities in the data where recurrent visits to the same 
context spaced by those time differences contribute more pairs to the lower scale of the 
correlation dimension plot thereby decreasing the ratio. 
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To further understand what the two separate scales mean, we calculated the ratio 
of the number of pairs of images above the bend to the number of pairs of images below 
the bend in NV's correlation dimension plot as a function of time difference. Specifically, 
we computed the ratio of the number of pairs of images that are separated by more than a 
distance of exp(µ + γ) to the number of pairs of images that are separated by less than a 
distance of exp(µ - γ).  This ratio was plotted as a function of binned time differences (20 
bins, logarithmically equally spaced) on a log-log plot for clarity. In Figure 4, the ratio is 
approximately 1 for a time difference bin center of 27 mins (bin = 21 to 34 mins)
2
. This 
means that the image pairs separated by time differences of 21-34 mins equally populate 
the lower and upper scales. The ratio rises above 1 for time differences longer than 34 
mins, meaning that if an image pair is separated by greater than 34 mins, the pair is more 
likely to be part of the upper scale than the lower scale of the correlation dimension plot. 
The duration of a context is typically less than an hour (the mean context duration ~50 
mins and the median context duration ~20 min for a subject pool similar to NV in 
lifestyle, unpublished data). Figure 4 therefore suggests that the lower scale of the 
correlation dimension plot primarily captures within-context transitions and the upper 
scale primarily captures between-context transitions.  
                                                 
2
 The second time difference bin = [73,118) seconds and there are no transitions with 
these time differences in the data - images were captured by NV’s lifelogging device at 
approximately equal intervals of ~60 seconds. The minimum time interval in the data is 
59 seconds followed by 60, 61, 62 and 119 seconds.  
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Figure 4 also reveals signatures of periodicities in NV’s life. For example, the 
ratio drops for time differences around 7.7 hrs (bin = 6 to 9.7 hours, marked by the first 
rectangle). This was approximately the time NV spent at work every day and so it is 
likely that returning to the home context every day after ~8-9 hrs contributes a significant 
number of pairs to the lower scale and therefore decelerates the rise of the ratio in Figure 
4 for those time differences. Similarly, we see another local minimum around the bins 
corresponding to time differences of 1-2.7 days (marked by the second rectangle). This 
may be a signature of recurrence of daily/bi-daily contexts (for example, one might go 
back to work in 24 hour cycles, or return to a M-W-F class in 48 hour cycles). 
Further insight into the nature of the two scales can be gleaned by examining the 
correlation dimension plots of the remaining participants in Figure 5. For example, the 
correlation dimension plot for participant AS who reported having an unusually repetitive 
and monotonous lifestyle during the weeks of data collection, is relatively linearized, and 
the dimensionalities at the two scales are closer together (lower scale dimension = 6.30 
and upper scale dimension = 9.55) than the dimensionalities that characterize the other 
participants’ lives at the two distance scales (for example, participant SD whose lower 
scale dimension = 3.91 and upper scale dimension = 13.39). 
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Figure 5. Correlation dimension plots for individual participants.  Every single 
participant’s space of visual context exhibits a two-scaled geometry. The bent-cable 
estimates for the lower and upper scales respectively are 6.30 and 9.55 for AS, 3.91 and 
13.39 for SD, 4.70 and 13.09 for YZSC, and 4.80 and 10.81 for VSSC. The solid lines 
indicate the best fitting bent cable regression and the dotted lines indicate the bend point 
and the associated width of the estimated bend. 
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The bend point in the correlation dimension plot is therefore a phase transition 
point with the image pairs that are organized along the lower scale primarily representing 
within-context relationships and those above the bend capturing between-context 
relationships. However, the correlation dimension is a characterization of the geometry of 
visual experience. When describing subject NV's recurrence plot, we proposed that the 
off diagonal structure was a direct consequence of the sequence of context transitions he 
underwent. So, is the two-scaled geometry of context merely a description of the 
statistical distribution of visual experiences or is it linked to the specific sequence of how 
people transition from one context to the next? We answer this question in the next 
section by recovering the correlation dimension estimates from a time series of 
experience using Takens' delay embedding theorem (Takens, 1981). 
Dynamics 
We described the geometry of experience as being two-scaled but is this structure 
related to the dynamics? Shuffling the time labels on the axes of the recurrence plots does 
not affect the number of points in the RP or the correlation sum C(r). This means that the 
correlation dimension need not be dependent on temporal properties - but rather could be 
strictly a property of the geometry of the points. Indeed, Doxas et al. (2010) proposed a 
generative model that was capable of producing paragraphs of text that exhibited a two-
scaled structure but the model had no temporal properties.  
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To establish a link between the structure and dynamics of experience, we attempt 
to recover the correlation dimension estimates from the temporal information in the 
experiential stream. We first construct a time series consisting of the values of the first 
dimension of the image vectors (which correspond to the largest singular values). 
Takens’ theorem (Takens, 1981) guarantees that any observable of the system, when 
delay embedded, will produce the same estimate for the correlation dimension. Thus, our 
choice of the first dimension as the observable to use in this analysis is as good as any 
other observable according to Takens. A moving window over the time series of this 
observable is then is used to construct the delay embedded vectors. Within each window, 
a time delay of τ is used to select values from the time series that will make up a De 
dimensional vector. The starting point of the window is then advanced to the next point in 
the time series and the procedure is repeated. The delay embedding theorem ensures that 
the reconstruction preserves geometrical invariants like the correlation dimension, if 
these properties are intrinsic to the dynamics.   
An appropriate value of embedding dimension De is usually chosen by computing 
the correlation dimension for increasing values of De until it asymptotes, at which point 
we assume that the system has completely “unfolded”. A more precise topological 
treatment of the notion of an embedding and a detailed introduction to Takens' 
embedding theorem are presented in section A4 in Appendix A. 
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Results and discussion. The length of the time series x(t) is N=2181 for NV's data. Delay 
embedded versions of x(t) are constructed using embedding dimensions of De = 
{5,10,15,20,25,30,35,40,45,50}and a time delay τ that is optimized for each subject (see 
Figure 30 in Appendix A and the accompanying section on time delay selection).  
The delay embedded vector corresponding to x(ti) is [x(ti), x(ti+ τ), x(ti+ 2τ), . . . , 
x(ti+ (De-1)τ)] where τ = 10 min for NV's data. This process is repeated for i = 1 to Nmax. 
Beyond Nmax,we no longer have sufficient data to construct a De dimensional time 
delayed vector, i.e., Nmax + (De - 1) τ > N. For each value of embedding dimension De 
and time delay τ, this procedure gives us a set of Nmax delay embedded vectors. 
Finally, we compute the Euclidean distances between the normalized delay 
embedded vectors and calculate the correlation dimension D2. Figure 6 shows that as De 
is increased, the reconstructed D2 asymptotes to the original lower scale correlation 
dimension estimate of NV's visual context data. We needed an embedding dimension of 
greater than 20 to recover the lower scale dimension of 6.06. The top scale dimension of 
14.27 can in principle be recovered using higher values of embedding dimension. 
However, for large values of De, the data are insufficient to be able to construct a 
sufficient number Nmax of delayed vectors for the correlation dimension calculation. 
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Figure 6. Takens’ delay embedding procedure: Recovery of the lower scale correlation 
dimension estimate for NV’s images.  A time delay of τ = 10 minutes was used to 
construct the delay embedded vectors at each value of embedding dimension. As the 
embedding dimension is increased, the correlation dimension of the reconstructed delay 
embedded vectors asymptotes to the original lower scale estimate of 6.06. 
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To demonstrate that the specific order of events is necessary to be able to 
reconstruct the correlation dimension using the delay embedding procedure, we randomly 
permuted the order of NV's image data. Figure 7 shows that it is not possible to recover 
the earlier structure in the absence of the correct temporal order and this result holds for 
any choice of τ.  
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Figure 7. Repeat Takens’ delay embedding procedure as in Fig. 5, but with a randomly 
permuted time- series of NV’s images.  As the embedding dimension is increased, the 
correlation dimension of the reconstructed delay embedded vectors keeps rising and never 
asymptotes, demonstrating that the dimensional structure of the data is dynamic in origin. 
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Figure 8. Takens’ delay embedding procedure: Reconstruction of the lower scale. 
Different time delays were used for different participants to construct the delay embedded 
vectors at each value of embedding dimension. As the embedding dimension is increased, 
the correlation dimension of the reconstructed delay embedded vectors asymptotes to a 
value close to the original lower scale dimension for each participant. 
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The delay embedding plots for the other 4 participants are presented in Figure 8. 
This analysis demonstrates that how we move through our environment is linked to the 
two-scaled structure of visual experience. 
 
The structure of natural language discourse 
The structure of visual experience described above resembles the structure of 
another domain of experience, natural language discourse. To analyze the structure of 
discourse, Doxas, Dennis & Oliver (2010) selected five corpora in four languages: 
English, French, Modern and Homeric Greek, and German. These corpora included 
newspaper articles, texts written for children and adults, and the complete Iliad and 
Odyssey (Homeric Greek). Semantic spaces were constructed for each corpus using 
Latent Semantic Analysis (LSA; Landauer & Dumais, 1997). LSA is a high-dimensional 
model that generates representations from a corpus of natural language text that can 
adequately capture word-word, document-document and word-document semantic 
relationships (Landauer & Dumais, 1997; Kintsch, McNamara, Dennis, & Landauer, 
2006).  
Each paragraph in a corpus was represented as an LSA 300-dimensional vector. 
Euclidean distances between the LSA vector representations of paragraphs within each 
corpus were calculated and the intrinsic dimensionality of the semantic trajectories 
through each corpus was described using the correlation dimension (we followed the 
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same analysis in this paper). Doxas et al. (2010) showed that discourse trajectory has a 
universal two-scaled structure with the dimensionality at shorter length scales being 
smaller than the dimensionality at longer length scales. The overall dimensionality was 
also found to be surprisingly small considering that many LSA applications typically use 
300 dimensions (Landauer, Foltz, & Laham, 1998) to construct vector representations of 
documents. In the current chapter, we showed that visual experience also has a similar 
two-scaled correlation dimension structure. The correlation dimension plots from Doxas 
et al. (2010) have been reproduced with permission in Figure 9. Comparing Figure 9 and 
Figure 5 reveals the striking similarities between the structure of natural language 
discourse and the structure of visual experience. 
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Figure 9. Correlation dimension of natural language discourse (reproduced with 
permission from Doxas, Dennis & Oliver, PNAS, 2010). Natural language discourse 
exhibits a two-scaled geometry with a smaller dimension at shorter length scales and a 
larger dimension at longer scales. Figure 3 and Figure 5 show that visual experience has a 
similar two-scaled structure. 
 
Doxas et al. (2010) used a version of the topics model (Grifﬁths, Steyvers, & 
Tenenbaum, 2007) to demonstrate a generative model of prose construction that would 
give rise to the two-scaled structure of discourse that was observed across languages and 
genres. The upper scale was dominated by paragraph pairs pertaining to different topics 
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whereas the lower scale captured relationships between paragraphs pertaining to similar 
topics, which agrees with our finding that the lower scale of experience captures within-
context transitions and the upper scale captures between-context relationships. Though 
this model adequately captured the two-scaled structure of discourse, it did not have a 
dynamical component. In the current paper, we used Takens’ delay embedding theorem 
to demonstrate that the dynamics of how people move from one point to the next in the 
state space of the domain of experience under consideration is directly related to the two-
scaled structure that is observed. Our results therefore provide an additional dynamical 
constraint to generative models of experience.  
 
Conclusions 
Recurrence plots of experience were presented to visualize the remarkable 
regularities in our movement patterns. We showed that visual context space has a two-
scaled geometry with a smaller correlation dimension at shorter length scales and a 
larger dimension at longer length scales. The lower scale primarily captures transitions 
within the same context while the top scale captures transitions between different 
spatiotemporal contexts. Additionally, by recovering the correlation dimension estimates 
directly from time series that represents sequential experience, we showed that the two-
scaled structure of context is related to the dynamics of how people move through their 
environments. The reconstruction of the structure from the dynamics, but not from a 
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randomized sequence of images, is an important extension of earlier work that showed 
that the semantic space created during discourse has the same two-scaled geometry 
(Doxas et al., 2010). The Takens result implies that any generative account of semantic 
and visual experience has to not only reproduce the two-scaled geometry but must also 
generate specific aspects of the dynamics. Furthermore, the close correspondence in 
structure and the generality of these results across individuals in the case of visual 
experience, and languages and genres in the case of discourse, suggest that these may be 
universal principles that govern the workings of an interactive mind-body-environment 
system. 
Finally, while the general properties of the dynamics of context appear common 
across individuals, the recurrence plots also reveal robust differences that may provide 
novel and useful ways of characterizing individuals. The approach taken in this paper 
could be put to good use in many applied settings. For example, the correlation 
dimension technique could potentially be used in lifelogging retrieval systems since it 
provides us with a personalized distance threshold for each individual that could be used 
for extracting images that belong to the same context as a cue image. As another 
example, employing a lifelogging system to track the behavior patterns of people with 
disorders such as schizophrenia and Alzheimer's disease may prove to be valuable in 
developing time critical interventions. The current study demonstrates the power of 
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using dynamical systems methods on lifelogging data to answer complex questions 
about our interaction with the world. 
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Chapter 3: The Structure and Dynamics of Personal Discourse
3
 
 
People naturally divide their everyday experience into a sequence of events and 
use these representations to organize perception, memory and communication (Zacks & 
Tversky, 2001; Zacks, Tversky & Iyer, 2001). Even under passive viewing conditions, 
neural data suggest that people do not perceive time in a continuous stream, but rather 
spontaneously parse their experience into distinct context representations (Zacks, Braver, 
Sheridan, Donaldson, Snyder, Ollinger, Buckner, & Raichle, 2001). However, is there a 
natural separation in the structure and dynamics of experience which supports this 
parsing by the cognitive apparatus?  
Contexts are typically operationally defined by referring to a study list, aspects of 
the experimental task or the physical attributes of the laboratory environment (Johnson, 
Hashtroudi & Lindsay, 1993; Smith & Vela, 2001). However, it is unclear to what extent 
the contexts used in the laboratory resemble those that people typically employ outside 
the laboratory (c.f. Conway & Pleydell-Pearce, 2000). Furthermore, a focus on the 
laboratory has led to a focus on certain temporal scales - namely those that can easily be 
studied within an hour long experimental paradigm. However, the cognitive system is 
sensitive to much longer time scales (Rathbone, Moulin & Conway, 2008; Barsalou, 
                                                 
3
 This chapter presents work currently under revision for the journal Cognitive Science. The authors are 
Sreekumar, Dennis, & Doxas. 
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1988; S. J. Anderson & Conway, 1993; Radvansky, Copeland & Zwaan, 2005). A 
complete understanding entails characterizing what occurs at all temporal scales. 
Although it has long been argued that cognitive research that is focused solely on 
laboratory work is futile (Neisser, 1976), the difficulty has been how to proceed when the 
experience and behaviour of the participant outside the laboratory cannot be rigorously 
quantified. One approach is to look for generic proxies to an individual’s experience. For 
example, Anderson and Schooler (1991) conducted analyses on newspaper headlines, 
corpora of child speech and emails. They observed a remarkable correspondence between 
the patterns of recurrence in the data and the form of memory retention and practice 
curves collected in the laboratory. The rational analysis of memory (Anderson & Milson, 
1989; Anderson & Schooler, 1991, 2000; Schooler & Anderson, 1997) suggested that 
memory performance (and possibly performance in other cognitive domains) may reflect 
the structure of the environment.  
In the following sections, we first summarize results from prior studies that used 
both generic proxies of experience such as text corpora (proxy for reading experience; 
Doxas, Dennis & Oliver, 2010), as well as data collected from individuals such as images 
extending over temporal scales of 2 weeks collected using smartphones (proxy for visual 
experience; Sreekumar, Dennis, Doxas, Zhuang, & Belkin, 2014, also presented in 
chapter 2). We then describe the current study where we analyze the structure and 
dynamics of an email corpus extending over 5 years (proxy for personal discourse). 
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Taken together, dynamical systems analyses reveal a striking similarity in the structure 
and dynamics of reading, visual experience and personal discourse, with a clear 
separation between within-context and between-context relationships. 
 
Reading Experience 
To analyze the structure of reading experience, Doxas, Dennis and Oliver (2010) 
selected five text corpora in four languages: English, French, Greek, and German. 
Semantic spaces were constructed for each corpus using Latent Semantic Analysis (LSA; 
Landauer & Dumais, 1997). LSA is a high-dimensional model that generates vector 
representations from a corpus of natural language text that captures word-word, 
document-document and word-document semantic relationships. More details are 
provided in Appendix B. Euclidean distances between the LSA vectors were computed 
and the dimensionality of the semantic trajectories through each corpus was described 
using the correlation dimension.
4
 The correlation dimension (Grassberger & Procaccia, 
1983a, 1983b) is a widely used measure of fractal dimensionality which is commonly 
used to describe trajectories of dynamical systems. The trajectory of a dynamical system 
may not visit all parts of the phase-space equally frequently. The correlation dimension 
measures the space-filling properties of the set of points visited by such a trajectory. The 
structure of such a set may be adequately represented by one fractal dimension number, 
                                                 
4
 See Appendix A for a detailed description/demonstration of the correlation dimension.  
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in which case it is a monofractal. Other multifractal systems cannot be adequately 
described by one dimension (Stanley & Meakin, 1988). Alternately, a system may exhibit 
a finite number of different scaling regimes and therefore be described by a small number 
of different fractal dimensions, as we shall see is the case for the structure of human 
experience.  
Doxas et al. (2010) showed that reading experience has a universal two-scaled 
structure with the dimensionality at shorter distance scales being smaller (≈ 8) than the 
dimensionality at longer distance scales (≈ 12-23). These dimensionalities are 
surprisingly small considering that many LSA applications typically use 300 dimensions 
(Landauer, Foltz, & Laham, 1998) to construct vector representations of documents. 
Doxas et al., used a version of the topics model (Griffiths, Steyvers, & Tenenbaum, 2007) 
to suggest a generative model of prose construction that would give rise to the two-scaled 
structure of reading experience that was observed across languages and genres. The upper 
scale was dominated by paragraph pairs pertaining to different topics whereas the lower 
scale captured relationships between paragraphs pertaining to similar topics.  
Though this model adequately captured the two-scaled structure of reading 
experience, it did not have a dynamical component. Sreekumar et al. (2014) used Takens’ 
delay embedding theorem (Takens, 1981) to demonstrate that the dynamics of how 
people move from one point to the next as they navigate their environment is directly 
related to the two-scaled structure of visual experience. 
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Visual Experience 
 Sreekumar et al. (2014) analyzed the structure and dynamics of visual experience. 
The details are provided in chapter 2. I summarize the results here for the sake of 
completeness of the sequence of arguments made in this chapter regarding the 
commonality of organization of experience across domains.  
 To capture everyday human experience, Sreekumar et al. (2014) built a system 
which consists of an Android app, server infrastructure and user interfaces. The app 
continuously acquired data, including visual images, audio (short sub-second snippets to 
preserve privacy), location and accelerometry. Users wore the phone around their neck to 
allow an unobstructed view for the camera. 
Participants collected data for a period of 1-2 weeks and the time series of the 
images provided the trajectories through visual space for each participant. The images 
were represented as color correlograms (Huang, Kumar, Mitra, Zhu, & Zabih, 1997) and 
Euclidean distances between the reduced (SVD) 300 dimensional image vectors were 
computed as in Doxas et al. (2010). The correlation dimension plot of each participant’s 
visual experience was two-scaled with a smaller dimension at shorter distance scales (≈ 
4-6) than at longer distance scales (≈ 10-14), much like the structure of reading 
experience trajectories. The upper scale was dominated by image pairs that came from 
different visual contexts and the lower scale captured within-context relationships.  
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Furthermore, they demonstrated using Takens’ embedding theorem that the two-
scaled geometry is a signature of the dynamics of visual experience and is not just a 
property of the static distributions of images. Takens’ theorem (Takens, 1981) guarantees 
that a delay embedding of any observable of the dynamical system will produce the same 
estimate for the correlation dimension. Sreekumar et al. (2014) chose the time series of 
the first dimension of the image representations as the observable of the system. A 
moving window over this time series was used to construct vectors. The correlation 
dimension was calculated for the system of vectors. The window size was increased until 
the correlation dimension estimate no longer changed. The value of this asymptote was 
found to be the original lower scale correlation dimension calculated using all available 
dimensions of the image representations
5
. Thus, they were able to recover the correlation 
dimension based on just a unidimensional time series, but critically not from a permuted 
time series of the same observable. Their analyses demonstrate that the structure of visual 
experience is intricately linked to the dynamics of how people move through their visual 
environment.  
To further test the generality of our findings across domains and on longer 
temporal scales, we characterize the trajectories through personal discourse captured by a 
large dataset of emails taken from one individual’s inbox.   
                                                 
5
 The data were insufficient to construct a sufficient number of vectors based on window sizes large enough 
for recovering the upper scale correlation dimension. 
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Personal Discourse 
In the current paper, we analyze the structure of personal discourse as represented 
by a corpus of senior author S.D’s emails extending over 5 years. Email corpora have 
been used in the past as representations of human experience. For example, Anderson and 
Schooler (1991) provided an environmental explanation for the power-law retention and 
practice functions and spacing effects in memory. They showed that memory functions 
reflect the structure of environmental input. In one analysis, environmental input was 
represented by the emails that J.A received from 1985-1989. It was assumed that any 
time an email was accessed, that demanded a memory about the sender. The empirical 
odds of needing a memory about a sender on day n was calculated as a function of the 
frequency of emails received on the previous n-1 days.  The relationship between the 
need odds and frequency of receipt of emails was shown to be a power law. Anderson 
and Schooler (1991) proposed that the memory retention function was a reflection of the 
need probabilities of memories as captured by the statistics of the environmental input. 
Similarly, we analyze the structure and dynamics of our experience to look for 
phenomena which may be reflected in the constructs posited by current theories of 
memory.  
In order to analyze the structure of personal discourse, we followed the analysis in 
Doxas, Dennis, and Oliver (2010) and obtained the LSA vectors of emails and computed 
Euclidean distances between them. In the following sections, we first present recurrence 
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plots (Eckmann, Kamphorst, & Ruelle, 1987; Marwan, Romano, Thiel, & Kurths, 2007) 
of the email data to visualize regularities in personal discourse. We then quantify the 
structure of personal discourse by computing the correlation dimension (Grassberger & 
Procaccia 1983a; 1983b; described in the corresponding section).  
A number of preprocessing steps were taken in order to reduce noise and focus 
attention on the semantic content of the messages. Firstly, dates and authors were 
removed. Dates will tend to have a linear structure and so it was thought they might 
distort the estimation of the dimensionality of the semantic content. Similarly, a given 
author will often correspond on a wide variety of topics potentially distorting the space. 
Secondly, we removed a number of complete lines that recurred often. Thirdly, we 
removed lines that began with the “>” character which had been included from previous 
emails and thus were not semantic content specific to this email. Fourthly, the text was 
tokenized, reduced to lowercase and punctuation was removed. Finally, stopwords were 
removed and any word that appeared less than 5 times was eliminated. The resulting 
corpus contained 15916017 tokens (instances) distributed across 23719 types (words). 
 
Recurrence Structure 
Our experience of reading emails has a certain structure to it due to the contents in 
emails being reflective of the patterns of our life. For example, the themes that govern the 
emails that you compose and read when you are a student are generally different from 
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those that you engage with when you have entered a stage where work and family 
predominantly occupy your life.  Within these themes, there is likely to be certain 
periodicities in personal discourse that reflect periodicities in life. For example, if one has 
a recurring meeting on every Monday, then one would expect to find a weekly periodic 
structure corresponding to that meeting in the themes of emails composed and read over a 
period of time. Similarly, if one has to take/teach a class every Monday, Wednesday, and 
Friday, then those structures are likely reflected in the email patterns as well. We 
visualize these regularities by plotting recurrence plots (Eckmann, Kamphorst, & Ruelle, 
1987; Marwan, Romano, Thiel, & Kurths, 2007).  
Fig. 10 shows the unthresholded recurrence plot, sometimes also known as a 
global recurrence plot (RP), for S.D.’s emails. Both X and Y are time axes. The global 
RP is a heat map of the matrix of distances between the emails. Darker colors denote 
smaller distances and lighter colors denote larger distances. A dark point therefore in the 
RP denotes a time pair for which the dynamical system trajectory visited approximately 
the same region in state space (or in our case, the semantic space constructed by the 
contents of the emails).  
The resulting recurrence plot shows substantial structure around the diagonal 
which means that similar semantic themes are experienced close in time. The dark off-
diagonal structures in the RP show that similar themes are visited far apart in time as 
well. A closer inspection of the RP reveals a hierarchical structure that reflects the 
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various lifetime periods S.D. went through from 2007-2012 and the associated patterns 
within those periods. At the highest level, there are two distinct structures that are visible 
in the RP, one that is a tiny dark box on the left bottom corner of the RP and one that is a 
big dark structure that occupies most of the rest of the RP. Looking at the dates revealed 
that S.D. worked in Australia prior to August 2007 and then moved to the United States. 
The tiny black box on the bottom left of the RP covers the lifetime period spent in 
Australia and the larger structure reflects the distinct lifetime period corresponding to life 
in the US. Within the US period, the dark structure extending from September 2009 to 
March 2010 corresponds to the period when S.D was the interim director of the Cognitive 
Science center at the Ohio State University.  
 Human movement has been shown to be highly predictable (Song, Qu, Blumm, 
& Barabási, 2010). The RP in Fig. 10 also reveals a substantial degree of determinism in 
the dynamical system of personal discourse. When a similar theme is encountered at a 
later time, if the ensuing dynamics are also similar, a darker line parallel to the diagonal 
is obtained (Webber & Zbilut, 1994). The diagonal patterns in Fig. 10 therefore imply 
that movement through the semantic space of personal discourse is predictable to an 
extent. Additionally, the diagonal bands span about a year’s time and signals strong 
recurrent dynamics with a yearly periodicity. The RP clearly shows that these repeating 
patterns follow the calendar.  
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Figure 10. Recurrence plot for S.D.'s emails. The emails are ordered in time from March 
2007- June 2012 on both X and Y axes. The substantial dark structure around the 
diagonal implies that emails about similar topics were sent/received close in time. The 
off-diagonal structures imply that S.D. returned to similar themes in his emails at 
different points in time. The diagonal line patterns spaced by about a year signal 
repeating sequences of themes with yearly periodicities. 
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 The RP is therefore a useful visualization of an individual's life experience and 
reveals important aspects of the dynamics. In the next section, we quantify the structure 
of personal discourse by computing the correlation dimension of the semantic space 
formed by the emails. 
 
Correlation Dimension 
The correlation dimension is a measure of the dimensionality of the space 
occupied by a set of points and is a type of fractal dimension (Mandelbrot, 1967) because 
it allows non-integer values. Grassberger and Procaccia (1983a, 1983b) introduced the 
correlation dimension to characterize phase space filling properties of attractors. Of 
several possible dimension measurements, the correlation dimension (D2) is the most 
widely used due to its ease of calculation.  
The correlation dimension calculation is based on the correlation sum C(r) which 
is the number of pairs of points separated by a distance less than r. C(r) increases as we 
relax the distance threshold r and the correlation dimension D2 measures how C(r) scales 
with r. We follow the same procedure as in Doxas et al. (2010) and Sreekumar et al. 
(2014). The slopes of the linear scaling regions of a log [C(r)] vs log(r) plot  provides the 
correlation dimension estimates of the system at the corresponding distance scales.  
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Figure 11. The correlation dimension plot for SD’s emails shows a two-scaled geometry. 
The bent-cable regression lower scale correlation dimension estimate is 3.84 and the top 
scale correlation dimension estimate is 18.59. 
 
The correlation dimension plot of S.D.’s emails in Fig. 11 is two-scaled. To 
estimate the dimensions at each of these scales, we used the same procedure as those used 
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in the earlier papers (Doxas et al. 2010; Sreekumar, et al. 2014), and employed the “bent-
cable” regression model (Chiu, 2002) which has two linear segments joined smoothly by 
a quadratic bend. The quadratic segment has a half width of γ. The two linear segments, 
if extrapolated, intersect at x = µ. In Fig. 11, dashed vertical lines are drawn at µ and µ±γ. 
The use of this model to fit the correlation dimension plots helps avoid contaminating the 
slope estimates due to otherwise having to manually specify the location of the bend. We 
did a K-fold (K=10) cross-validation demonstrating that the bent cable regression model 
is superior to the linear, second degree polynomial and third degree polynomial 
regression models in predictive value and generalizability. The mean residual sum of 
squares (RSS) and the standard deviation (SD) for cross validation over the k folds are 
provided in Table 1.  Thus, it is established that the correlation dimension plot is best 
interpreted as having two separate linear scales governed by the corresponding estimates 
of correlation dimension. The bent-cable slope estimates, or the correlation dimension 
estimates, for the lower and upper scales respectively are 3.84 and 18.59.  
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Table 1. Mean and standard deviation (in brackets) of the cross validated residual sum of 
squares over k=10  folds. 
linear 2nd degree polyn. 3rd degree polyn. bent-cable model 
10.83 (4.24) 3.04 (0.72) 0.52 (0.09) 0.08 (0.02) 
Note. The models include polynomial regression (polyn.) with degree 1 through 3 and the 
bent-cable regression model. 
 
What do the two scales capture? 
The lower of the two scales was found to capture within-context relationships and 
the upper scale captured between-context relationships in the case of reading experience 
(Doxas et al., 2010) and visual experience (Sreekumar et al., 2014). The same difference 
between the scales is observed here in personal discourse. In Fig. 12, we plotted the 
density of  time differences between email pairs in the lower and upper scale of the 
correlation dimension plot. Specifically, we randomly sampled 100000 email pairs 
separated by semantic distances spanning each of the two scales in Fig. 11 and calculated 
the corresponding time differences. On average, the lower scale captures semantic 
relationships between email pairs that are separated by a time difference on the scale of 
days whereas the upper scale captures relationships over the scale of months and years 
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and the distributions of time differences corresponding to the two scales are well 
separated. The mean time difference for the lower scale email pairs is 5 days and that for 
the upper scale email pairs is 696 days. An examination of email pairs randomly chosen 
from the lower scale suggests that these were related to the same event. For instance, in 
one case the two emails both referred to the organization of the Context and Episodic 
Memory Symposium. In another case, both emails referred to interactions when S.D. was 
purchasing a home in Adelaide. Pairs taken from above the bend appeared to be taken 
from different contexts. For instance, one pair contained an email about the Context and 
Episodic Memory Symposium, and an email about the Neural Information Processing 
Conference.  
The temporal separation of emails from different scales along with our inspection 
of the specific pairs suggests that the lower scale corresponds to within context 
experiences, while the higher scale corresponds to between context experiences, as was 
the case in our analyses of visual experience (Sreekumar et al. 2014).  
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Figure 12. Density of temporal differences between emails in the lower and upper scales 
of the correlation dimension plot (Figure 11). The distributions are well separated with a 
mean time difference of 5 days for the email pairs occupying the lower scale and 696 
days for the email pairs separated by a distance (in semantic space) greater than that 
corresponding to the transition point in Figure 11. 
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Discussion 
The application of dynamical systems methods has proven fruitful in revealing the 
structure of cognitive processes (e.g. Gilden, 2001; Holden, Van Orden, & Turvey, 2009; 
Ihlen & Vereijken, 2010). We used methods selected from the dynamical systems toolbox 
to analyze an email corpus of 69782 emails and showed that the structure of personal 
discourse as described by the correlation dimension is two-scaled as are the structures of 
reading experience (Doxas et al., 2010; see Figure 9 in chapter 2) and visual experience 
(Sreekumar et al., 2014; see Figures 3 and 5 in chapter 2). The lower scale primarily 
captures relationships between emails referring to the same event that were sent/received 
over a period of the scale of a week whereas the upper scale captures relationships 
between emails referring to different events that were sent/received across much longer 
time differences. Previous work also shows similar results where the lower scale captures 
within-context and the upper scale captures between-context relationships (Doxas et al. 
2010; Sreekumar etal. 2014). These results signify the physical reality of a fundamental 
unit of experience (i.e., a context/episode), which is an important construct in theories of 
memory and learning (e.g. Anderson & Bower, 1972; Gillund & Shiffrin, 1984; Mensink 
& Raaijmakers, 1988; Humphreys, Bain, & Pike, 1989; Murdock, 1997; Shiffrin & 
Steyvers, 1997; Dennis & Humphreys, 2001; Howard & Kahana, 2002). Furthermore, the 
natural separation in the structure of within and between-context relationships likely 
supports the spontaneous parsing of experience into episodes (Zacks et al., 2001).  
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The structure and dynamics of human experience described in this series of 
studies (Doxas, Dennis, & Oliver, 2010; Sreekumar et al., 2014 and chapter 2 of this 
dissertation; current study, chapter 3) validate the assumptions of some theories of 
memory and call into question the assumptions of others. An influential verbal model 
(Conway & Pleydell-Pearce, 2000) proposed that autobiographical memories arise from 
an interaction between components of an underlying knowledge base and a current set of 
goals maintained in the working self mediated by control processes. Critically, the 
knowledge base contains information at multiple levels of specificity. At the broadest 
level, knowledge is organized into lifetime periods.  For example, the lifetime period 
“when I was an undergrad” contains general knowledge about people, locations, 
activities, etc that are characteristic to the period.  In addition to details about the 
common thematic elements that define the period, the contents of lifetime periods also 
represent temporal information such as the boundaries of the period. Different lifetime 
periods may overlap and thematic links between them can be used to form higher order 
themes such as “work” or “relationships”. General events are more specific and may 
include both repeated and single events. For example, “attending PSY100” is a general 
event which encompasses repeated visits to a classroom over a semester. Finally, event-
specific knowledge contains details that are specific to an episode such as “he wore a blue 
shirt”, “the rock station on the radio was playing The Dark Side of the Moon”, and “I felt 
nostalgic”.  
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The recurrence plot (RP) of emails reveals the temporal patterns of S.D.’s life. In 
particular, one can see the various lifetime periods spent working in different universities 
in Australia and the USA in different professional capacities (see Fig. 5 in Conway, 2005 
for a depiction of a similar academic work theme and its organization in autobiographical 
memory). The RP, if viewed at an appropriate resolution, can also reveal sub-patterns 
within each lifetime period (e.g. general events such as a class that is taught in the Fall 
semester of each year). Therefore, the RP reveals that the organization of the 
autobiographical knowledge base in Conway’s (2005) self-memory system mirrors the 
organization of our experience of the environment (cf. Anderson & Schooler, 1991).  
Understanding how people isolate when events occurred is fundamental to our 
understanding of episodic memory and provides insight into the mechanisms by which 
people conceptualize time more generally. Friedman (1993; 2004) proposed that people 
primarily rely on location-based processing when retrieving the time of occurrence of 
events. For example, consider the following question: When was the last time you taught 
a specific class? This question might be answered by retrieving information about the 
university’s academic calendar. Was this a first or second semester class? Did it run 
M/W/F or T/Th? Using a process of deduction, one can combine the answers to these 
questions to arrive at the required response. The retrieval of such locations within the 
temporal patterns of our lives is a reconstructive process. The RP shows signatures of 
recurrent dynamics with a yearly periodicity corresponding to the academic calendar with 
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which S.D.’s life was aligned and indicates a degree of predictability in the dynamical 
system of human experience (Song, Qu, Blumm, & Barabási, 2010).  Predictable 
sequences of experience combined with knowledge about the temporal boundaries that 
define lifetime periods support the reconstructive processes employed in inferences about 
the time of occurrence of  events (Friedman, 1993; Thompson, Skowronski, Larsen, & 
Betz, 1996). The RP allows us for the first time to directly observe the environmental 
structures that are required for theories such as Friedman’s to operate. 
We have demonstrated, across multiple domains that experience is not scale-free. 
A recent influential memory model, SIMPLE (scale-independent memory, perception, 
and learning; Brown, Neath, & Chater, 2007) assumes that the retrieval processes 
operating at multiple scales are similar. Brown et al. (2007) review human memory 
phenomena such as serial position and recency effects that are similar across multiple 
scales, and argue that memory modeling should start with a default scale-free assumption.  
However, if cognition (e.g. learning, memory) is indeed scale-free, our models must 
specify how scale-free cognition emerges from experience which is not scale-free.  
Correlation dimension analyses of reading experience (Doxas et al., 2010), visual 
experience (Sreekumar et al. 2014) and personal discourse suggest that the environments 
to which people are exposed are commonly not scale-free, but rather appear to be divided 
into episodes/contexts with within-context dimensionalities typically being less than 
between-context dimensionalities. These observations place constraints on the models of 
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human memory that should be considered and demonstrate the utility of applying 
dynamical systems techniques to analyze the environmental structures that shape human 
cognition.  
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Chapter 4: Memory for When
6
 
 
When asked to indicate the time of occurrence of events, Friedman (1993, 2004) 
proposed that people rely on a combination of direct retrieval, relative order, location-
based and distance-based processes. To illustrate, consider the following questions:  
When did the terrorist attacks on the twin towers occur? In this case, many people 
are able to directly retrieve the date 9/11/2001. Direct retrieval of the answer is possible 
when a verbal time label has been associated with the target event in memory and is most 
probable when the association has been rehearsed many times.  
When did the war in Afghanistan initiated by George Bush Jr begin? To answer 
this question, one might use knowledge of the fact that the war followed the attacks on 
the twin towers. Therefore, people can rely on relative-order information (c.f. 
Lewandowsky & Murdock, 1989) to indicate that the war started sometime not long after 
9/11/2001.  
 When was the last time you taught a specific class? This question might be 
answered by retrieving information about the university’s academic calendar. Was this a 
first or second semester class? Did it run M/W/F or T/Th? What is the current date? 
Using a process of deduction, one can combine the answers to these questions to arrive at 
                                                 
6
 This chapter presents work previously submitted to a journal as Sreekumar, Dennis, & Sederberg. The 
manuscript is currently being reworked. 
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the required response. The retrieval of such locations within the temporal patterns of our 
lives is a reconstructive process.  
 When was the last time it rained? Knowledge of temporal patterns and 
reconstructive processing may be less useful when answering this question as rain does 
not follow any particular schedule. Instead, one may simply rely on a signal that says “It 
hasn’t rained in a while”. This memory signal depends on a temporal distance into the 
past (c.f. Hinrichs, 1970; Brown, Rips, & Shevell, 1985) and can be used to arrive at an 
approximate answer. 
In a more recent review, Friedman (2004) reiterated that people primarily rely on 
location-based reconstruction of time of occurrence and less so on other types of 
information such as distance into the past and relative order of related events. However, 
our understanding of autobiographical event dating is primarily based on diary studies 
(e.g. Burt, 1992; Thompson, Skowronski, Larsen, & Betz, 1996). Since people decide 
what events to report in their diaries, self-sampling bias may favor one type of process 
over another at retrieval. For example, participants may decide to include more 
interesting and salient events than mundane and homogeneous ones. The availability of 
rich contextual information for these self-selected events allows for an elaborate 
reconstruction of the time of occurrence at retrieval thereby favoring location-based 
explanations of the data. Even though well designed diary studies impose constraints on 
what events participants record (e.g. Skowronski, Walker, & Betz, 2003), participants 
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still choose what events to report. Using a diary methodology, it is difficult to avoid 
generation of data that are biased toward reconstruction/location-based retrieval of time 
of occurrence.   
To avoid the self-selection issues described above, we employed smartphones that 
automatically sample data from participants’ lives. In the test phase, we presented 
randomly chosen images from the preceding two weeks of data collection and asked 
participants to make a temporal source discrimination judgment: which week did the 
image come from: week 1 or week 2? Asking which week the image belonged to may be 
considered a location question (Friedman, 1993). However, while there is a general 
correspondence between the kind of question asked and the type of information used to 
isolate the time of occurrence (Friedman, 1993), we show that the pattern of week 
judgments made across the days of the two weeks can be explained by a simple model 
based on a memory signal that is a function of the temporal distance between encoding 
and test.  
There is an ongoing debate as to whether a power law or other forms such as an 
exponential function is a better description of memory as a function of distance into the 
past (Rubin & Wenzel, 1996; Wixted & Carpenter, 2007). Much of the prior work on the 
nature of the memory curve in autobiographical memory involved having participants 
generate memories and their time of occurrence (Rubin & Wenzel, 1996), with the 
number of memories generated from a given point of time in the past taken as a proxy for 
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memory retention. In this case, the power function explains more variance in the 
autobiographical memory retention data than other functions (Rubin & Wenzel, 1996). 
However, there is no way of checking when the generated memories occurred or if they 
even occurred. Furthermore, simple goodness of fit measures were used to evaluate 
models and it is now more generally understood that model selection must take into 
account the flexibility of the model as well as the goodness of fit (Robert & Pashler, 
2000). We overcame these issues in the current study by 1) using verifiable 
autobiographical events recorded via a smartphone, and 2) employing model selection 
measures that penalize model complexity in addition to rewarding goodness of fit, in 
order to select the distance-based memory function that best explains the week judgment 
data.       
Participants presumably have a lifetime of experience with the type of stimuli 
used (images from their own lives) and with memory demands similar to the one imposed 
by the week discrimination question in this study (e.g. “Did I buy bread last week or the 
week before that?”). We might therefore expect participants’ performance on this task to 
be optimal in some sense if prior experience does influence their judgments. The model 
assumes that the week judgment is made by comparing memory strength with a criterion 
placed somewhere along the memory strength axis. We present an optimality analysis 
where given the other model parameters for an individual, we calculate the optimal 
criterion that maximizes performance across the two weeks and compare it to the actual 
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estimated criterion.   
In the following section, we describe the experiment and present our data analysis 
methods. We then present the accuracy serial position plot across the two weeks. A 
memory strength function is chosen based on model selection measures and the preferred 
model is used to fit the data in a hierarchical Bayesian framework. The optimality 
analysis is presented next and we conclude by discussing how the findings impact our 
understanding of how people isolate when events occur.  
 
Method 
Participants  
A total of twenty two participants (18 female) completed the study. We discarded 
the data from one participant (female) because of failure to adhere to task instructions. 
The research protocol was reviewed and approved by the institutional review board (IRB) 
at the Ohio State University. Written informed consent was obtained from participants. 
Procedure 
Participants wore the Android phone in a pouch attached to a neck 
strap (see Figure 1 in chapter 1) as they went about their daily lives. A custom lifelogging 
app installed on it automatically captured images along with other sensor data. 
Participants could turn off the app anytime they needed privacy. Participants came into 
the laboratory on the Thursday of the 3rd week for a week discrimination test. Each 
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participant’s test was based on images drawn from their own lifelogs. We selected images 
that came from distinct episodes as much as possible, and also avoided using images that 
were blurred due to excessive motion. The number of stimuli varied between participants 
since the available data depended highly on individual lifestyles due to the movement-
based trigger used by the app to collect data (for details, see Appendix A, and Sreekumar, 
Dennis, Doxas, Zhuang, & Belkin, 2014). Since people tend to mentally organize a week 
into a five day week day and two day weekend structure (Huttenlocher, Hedges, & 
Prohaska, 1992), we presented images only from the weekdays of the two weeks and 
participants were informed about the same. A presented image remained on the screen 
while they made the week judgment and they could use as much time as they needed to 
respond.  
   
Results 
Serial position curve 
Performance on each day at the group level is calculated as the mean P(correct) 
over participants. The serial position curve is presented in Figure 13. Performance is 
elevated across week 1 and towards the end of week 2 but a significant dip is observed in 
the first part of week 2. The raw data of number of correct decisions and number of 
stimuli for each day of the week and participant are provided in Table 2. 
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Table 2. Raw accuracy (number correct/number of presented stimuli) data for 21 
participants across the weekdays of the two weeks (= 10 days). A zero appears in the 
denominator for days on which no stimuli were available for that participant either 
because no usable (non-blurred, non-dark) images were obtained or because of technical 
issues with the application. 
SubID/Day M1 T1 W1 Th1 F1 M2 T2 W2 Th2 F2 
1 4/11        8/9 3/6 5/6 7/10 2/3 9/15 7/14 4/5 3/3 
2 22/23    8/8 8/8 0/0 4/12 16/16 13/14 0/0 3/4 11/17 
3 14/21      9/18 3/4 0/0 3/3 1/8 11/13 6/12 11/16 6/8 
4 9 /11 5/11 4/10 9/13 13/18 10/25 8/10 9/11 9/13 3/4 
5 16/30      9/12 4/10 5/9 3/4 9/17 9/19 3/7 0/4 12/18 
6 13/17  12/14 20/27 3/6 1/1 4/7 4/7 9/13 13/16 20/22 
7 15/18  12/16 4/4 2/3 1/4 0/9 4/7 29/40 0/0 2/5 
8 21/22     54/54 20/21 34/41 30/38 16/17 15/20 21/25 21/24 4/4 
9 8/11 12/15 0/0 12/22 15/27 8/25 6/8 7/13 5/7 10/12 
10 2/2  4/5 9/15 2/3 5/10 4/9 4/4 3/8 9/9 5/5 
11 5/6 4/5 10/12 8/13 3/14 9/15 6/12 7/9 14/14 0/0 
12 10/13  4/10 1/1 5/7 2/4 2/6 4/11 3/8 0/5 4/5 
13 0/0  3/3 2/3 15/15 0/1 0/0 0/0 5/5 0/0 10/10 
Continued 
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Table 2 continued 
14 6/7  20/26 19/24 6/14 6/7 8/17 7/10 3/4 5/5 0/0 
15 5/8 11/17 8/14 23/23 6/8 0/0 4/6 7/14 18/22 17/28 
16 6/7 2/4 1/3 7/11 4/5 2/7 2/5 1/6 4/8 3/4 
17 4/10  9/16 10/13 1/1 0/0 2/7 7/14 8/8 4/5 3/6 
18 5/7 4/6 1/4 3/9 5/9 6/12 5/8 2/4 0/0 11/11 
19 2/3 7/13 0/0 4/8 6/6 3/6 7/11 0/0 8/8 4/5 
20 40/54 13/15 3/5 34/44 8/10 24/28 14/20 16/34 19/22 21/24 
21 2/2 1/3 3/3 4/5 8/12 2/5 3/6 1/1 6/6 7/7 
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Figure 13. Mean P(correct) over 21 participants for each day of the week across the two 
weeks with bootstrapped 95% confidence intervals (CI): 10000 mean P(correct) values 
are sampled with replacement from the data for each day, and the interval between the 
2.5% and 97.5% quantiles is the 95% CI.   
 
73 
 
The model we propose makes the assumption that for a given probe image, a memory 
strength is calculated and compared against a criterion. The mean memory strength is 
assumed to be a decaying function of the temporal distance between encoding and test. 
The computation of the memory strength is a noisy process which produces errors in the 
decision. This noise is assumed to be a Gaussian distribution around the mean strength. 
The probability that a decision is correct P(correct) for a given participant i depends on 
the mass that lies below the criterion for week 1 and above the criterion for week 2 in the 
Gaussian distribution around the mean match Mij for day j. Therefore, P(correct) for 
participant i on day j in week 1 is obtained from the normal cumulative density function, 
θij = CDF(x = ci,mean = Mij,sd = σi). The corresponding probability for week 2 is θij = 
1−CDF(ci,Mij,σi). The number of correct decisions Yij is modeled as Yij ~ 
Binomial(nij,θij) where nij is the number of probe stimuli for participant i on day j. An 
illustration of the model is provided in Figure 14.  
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Figure 14. Illustration of the model. Fifty memory strengths are simulated from a 
Gaussian around the mean strength for each day. The mean strength is described by an 
exponential function of the temporal distance to test for the purposes of this 
demonstration. The Gaussian noise distribution for the second Monday (M2) is displayed. 
The horizontal line represents a criterion of 0.5. All the computed strengths below the 
criterion lead to correct decisions (circles) in week 1 and those above the criterion lead to 
correct decisions in week 2. The strengths above the criterion lead to wrong decisions in 
week 1 (X’s) and those below the criterion lead to wrong decisions in week 2. The 
dashed vertical line denotes the boundary between the two weeks.  
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We considered four mean memory strength functions: simple exponential and 
power (Equations 3 and 4) and variable range exponential and power functions with 
additional parameters that decided the range of memory strengths (Equations 5 and 6). 
We fit the model within a hierarchical Bayesian framework that simultaneously considers 
individual as well as group behavior, as it ameliorates the problems associated with 
fitting a model to noisy individual data or to averaged group data that may not be 
indicative of what is going on at the individual level (Averell & Heathcote, 2011). A 
detailed description of the model is provided in the next section. We then identify the 
underlying memory function that best explains our data and present the corresponding 
hierarchical Bayesian fit in the subsequent sections. 
The Model 
The model we propose makes the assumption that for a given probe image, a 
corresponding memory strength is calculated and compared against a criterion. The 
memory signal can be a trace strength (Hinrichs, 1970) or it can be the strength of match 
of the test context to a retrieved context
7
.  
The mean memory strength is assumed to be a decaying function of the temporal 
distance between encoding and test. The four functions we consider are the simple 
                                                 
7
 It is assumed that context drifts across the two weeks (Mensink & Raaijmaakers, 1989; 
Howard & Kahana, 2002). When a probe image is presented at test, participants use that 
image as a cue to retrieve from memory the context associated with it. This retrieved 
context is matched to the current test context. 
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exponential and power (Equations 3 and 4, respectively), and exponential and power 
functions with additional parameters (Equations 5 and 6, respectively) as in Averell and 
Heathcote (2011):  
𝑀𝑖𝑗 = 𝑒
−𝜆𝑖(𝐷−𝑑𝑗),                                                                                                              (3) 
𝑀𝑖𝑗 = (1 + 𝐷 − 𝑑𝑗)
−𝜆𝑖 ,                                                                                                     (4) 
𝑀𝑖𝑗 = 𝑎𝑖 + (1 − 𝑎𝑖)𝑏𝑖𝑒
−𝜆𝑖(𝐷−𝑑𝑗),                                                                                     (5) 
𝑀𝑖𝑗 = 𝑎𝑖 + (1 − 𝑎𝑖)𝑏𝑖(1 + 𝐷 − 𝑑𝑗)
−𝜆𝑖 ,                                                                           (6) 
where D is the day of test (D = 19, where Monday of the first week is day d1 = 1), dj is 
the day of encoding, a is the asymptotic mean memory strength for D−dj→∞, and b 
allows for a less than perfect (= 1) mean memory strength at dj = D (as in Averell and 
Heathcote, 2011). a and b are bound from below by 0 and from above by 1 such that the 
minimum possible mean strength is 0 and the maximum is 1. Since a and b decide the 
range of memory strength, we refer to Equations 3 and 4 as variable range exponential 
and power functions, respectively. If a strong memory strength is obtained, the probe is 
likely from week 2, while a weak signal implies week 1. A criterion c is used to 
determine how strong the signal must be at a minimum for the probe to be called “week 
2”; if the strength is below the criterion, the probe is judged to be “week 1”. The 
computation of the memory strength is a noisy process which produces errors in the 
decision. This noise is assumed to be a Gaussian distribution around the mean strength. 
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We assume that each participant has their own noise parameter but we fix that parameter 
across days. The probability that a decision is correct P(correct) for a given day j depends 
on the mass that lies below the criterion for week 1 and above the criterion for week 2 in 
the Gaussian distribution around the mean match Mij for day j. Therefore, P(correct) for 
participant i on day j in week 1 is just the normal cumulative density function, θij = 
CDF(x = ci,mean = Mij,sd = σi). The corresponding probability for day j in week 2 is θij = 
1−CDF(ci,Mij,σi). The number of correct decisions Yij is modeled as Yij ~ 
Binomial(nij,θij) where nij is the number of probe stimuli for participant i on day j.  
We used a hierarchical Bayesian framework that simultaneously considers 
individual as well as group behavior, as it ameliorates the problems associated with 
fitting a model to noisy individual data or to averaged group data that may not be 
indicative of what is going on at the individual level (Averell & Heathcote, 2011). We 
present hierarchical Bayesian fits to our data and use the commonly used Deviance 
Information Criterion (DIC; Spiegelhalter, Best, Carlin, & Linde, 2002) to identify the 
underlying memory function that best explains our data. For efficient estimation of the 
model parameters, we used a popular Markov Chain Monte Carlo (MCMC) program 
called Just Another Gibbs Sampler (JAGS; Plummer, 2003) which was run from within R 
using the rjags package (Plummer, 2014).  
Bayesian estimation requires specification of prior distributions for the parameters 
which are descriptions of our knowledge of model parameters before the data are 
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observed.  In hierarchical models, the individual level parameters (with the subscript i 
here) are determined by other parameters called hyperparameters. We draw a vector of 
probit transformed ai, bi, ci and log transformed λi parameters from a multivariate normal 
prior with mean vector μ and a variance-covariance matrix Σ. Including covariance 
hyperparameters improves estimates of correlations between parameters and also leads to 
improved MCMC sampling efficiency (Averell & Heathcote, 2011; Morey, 2011). The 
noise variance, σi
2
 is drawn from an Inverse Gamma distribution InvG(s1,s2).  
The hyperparameters are drawn from specified distributions known as 
hyperpriors. This has the effect of introducing a tension between obtaining the best 
possible individual fits as well as the best possible group fit (see Shiffrin, Lee, Kim, & 
Wagenmakers, 2008, for a tutorial on Bayesian hierarchical modeling). When little is 
known about the values of these parameters prior to data collection, uninformative 
hyperpriors are assumed. For the mean parameters of the normal priors for ai, bi, and ci 
that are restricted to lie between 0 and 1, an uninformative hyperprior would be a uniform 
distribution U(0,1). This corresponds to a standard normal distribution on the probit 
scale. An uninformative normal hyperprior N(mean = 0, sd = 5) is used for the mean 
parameter of the prior for log(λi). The 4x4 variance-covariance matrix Σ is drawn from an 
inverse Wishart distribution W
-1(m,ψ) (Box & Tiao, 1973) with uninformative values of 
the parameters m = 4 and ψ = I4(identity matrix). The s1 hyperparameter is drawn from an 
exponential distribution with rate parameter = 1 and s2 is drawn from Gamma(1,1) (cf. 
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Dennis, Lee, & Kinnell, 2008). The Bayesian hierarchical model with memory strength 
function described by Equation 5 is summarized graphically in Figure 15. Three parallel 
chains of 2 million iterations each were run after a burn-in period of 10000 iterations. 
Every 100th sample was recorded for a total of 20000 samples per chain. Convergence 
was assessed visually by ensuring identical posterior distributions of the three chains for 
all parameters (see Figure 16 for an example). 
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Figure 15. Graphical model using the standard convention of using circular nodes for 
continuous variables, square nodes for discrete variables, single borders for stochastic 
variables, double borders for deterministic variables, shaded nodes for observed variables 
and unshaded nodes for unobserved variables (see Lee, 2008). nij is the number of stimuli 
from day j presented to participant i, θij is the corresponding P(correct), and Yij is the 
number of correct week judgments which is modeled as a Binomial(θij,nij). θij is derived 
from the cumulative density function with mean Mij, standard deviation (noise) σi and  
continued 
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Figure 15: continued 
criterion parameter ci. We considered different mean strength (Mij) functions in Equations 
1-4. For each participant, a parameter vector Δi is drawn from a multivariate normal prior 
with mean vector μ and a variance-covariance matrix Σ which is drawn from an inverse 
Wishart W
-1
 hyper-prior. The elements of the parameter vector Δi are the probit 
transformed ai, bi, ci, and log(λi) parameters. The means of the probit parameters are 
drawn from standard normal hyper-prior distributions and the mean of the logarithmic 
parameter is drawn from a normal distribution with mean 0 and standard deviation 5.  
The noise parameter σi is drawn from an inverse Gamma distribution whose shape and 
scale parameters s1 and s2 are drawn from exponential and Gamma hyper-priors 
respectively.  
 
Convergence check 
Rather than depend on visual examination of trace plots (which we also did), we plotted 
the posterior distributions from the 3 chains on top of each other. Identical distributions 
indicate convergence. As an example, the overlaid posterior distributions of the criterion 
parameter for participant 1 (variable range exponential model, mean memory strength 
function as in Equation 5) is presented in Figure 16. The plots for the other parameters 
and participants show similar convergence.  
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Figure 16. Convergence check by overlaying the posterior distributions of the criterion 
parameter for participant 1 (c[1]) from the 3 chains. The red, green, and blue lines are 
mostly indistinguishable which shows that the three chains have converged to the same 
distribution.   
Model selection 
There is a plethora of model selection tools, each of which has both strengths and 
weaknesses (Myung, Forster, & Browne, 2000). Our goal is to select one memory 
function from the alternatives considered in order to present model fits. The commonly 
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used Deviance Information Criterion (DIC; Spiegelhalter, Best, Carlin, & Linde, 2002) 
selects the model that is relatively less complex (i.e., fewer number of effective 
parameters; calculated as proposed by Plummer, 2002) and provides a good fit to the data 
(i.e., a smaller expected deviance). The mean DIC for each model is presented in Table 3. 
We found that the model with an exponential memory strength function had the lowest 
DIC value, and therefore it was preferred over the power function. DIC is equivocal 
about the exponential models with and without the additional parameters. We present 
results for the variable range exponential model in the subsequent sections. However, 
regardless of what model is used, the remaining conclusions made in this paper remain 
unchanged. The hierarchical fit of the model with a variable range power memory 
function is provided in Figure 18. We have also presented a sensitivity analysis in 
Appendix C which shows that the model selection result is not sensitive to the choice of 
priors (cf. Liu & Aitkin, 2008). 
Table 3. The mean DICs calculated over 20 runs of 10000 iterations each. The model 
with the lowest DIC is the preferred model and therefore, an exponential memory 
strength function is preferred over a power function. 
Model Exponential Power Variable Range  
Exponential 
Variable Range 
Power 
Mean DIC 813 824 812 831 
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Hierarchical Bayesian fit to the group data 
The hierarchical Bayesian fit of the variable range exponential model is presented 
in Figure 17. θij is the parameter in the model which captures P(correct) for participant i 
on day j. The median of the posterior samples of θij is taken as the model estimate of 
P(correct). For a given day j, the mean over participants of the median θij serves as the 
estimated mean P(correct). Figure 17 shows a line passing through the estimated mean 
P(correct) and the circles represent the actual mean P(correct) data. The gray area 
represents the 95% credible interval which was calculated by taking the mean of the 2.5% 
and 97.5% quantiles of the posterior θij samples. This simple distance-based model is able 
to provide a remarkably good fit to the data. The median of the posterior estimates for all 
model parameters for the 21 participants are provided in Table 4 below. 
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Table 4. The median model parameter estimates (variable range exponential model, 
memory strength function provided by Equation 5) for the 21 participants. 
Participant Median a Median b Median c Median λ Median σ 
1 0.006 0.938 0.123 0.184 0.177 
2 0.011 0.963 0.441 0.063 0.122 
3 0.006 0.937 0.124 0.182 0.194 
4 0.007 0.941 0.148 0.162 0.172 
5 0.005 0.921 0.075 0.268 0.237 
6 0.008 0.953 0.215 0.130 0.130 
7 0.008 0.948 0.246 0.129 0.158 
8 0.009 0.971 0.389 0.079 0.077 
9 0.007 0.941 0.154 0.170 0.170 
10 0.007 0.950 0.179 0.137 0.138 
11 0.008 0.954 0.210 0.118 0.127 
12 0.006 0.925 0.110 0.267 0.197 
13 0.008 0.967 0.289 0.106 0.083 
14 0.008 0.953 0.221 0.126 0.127 
15 0.007 0.942 0.197 0.160 0.172 
16 0.006 0.930 0.138 0.229 0.186 
17 0.006 0.933 0.114 0.187 0.208 
Continued 
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Table 4 Continued 
18 0.007 0.944 0.128 0.153 0.157 
19 0.007 0.945 0.148 0.151 0.152 
20 0.008 0.951 0.242 0.119 0.143 
21 0.007 0.956 0.206 0.133 0.111 
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Figure 17. Hierarchical fit of the model whose underlying memory strength function is a 
variable range exponential (described by Equation 5). The line passes through the mean 
model estimates of P(correct) for each day and the shaded area is the 95% credible 
interval. The circles are the actual mean P(correct) data. 
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Figure 18. Hierarchical fit of the model whose underlying memory strength is a variable 
range power function as described by Equation 6. The line passes through the mean of the 
θ estimates and the shaded area is the 95% credible interval. The circles are the actual 
mean P(correct) data. 
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Finally, inspecting the estimates of the model parameters can reveal important aspects of 
the decision. Since we use personal stimuli with which participants have a lifetime of 
experience, of particular interest is whether they perform the week discrimination task 
optimally given the constraints of their personal memory systems. To address this, we 
calculate the optimal criterion, given the other model parameters, that maximizes 
memory performance and evaluate how well the actual criterion parameter estimates 
match the calculated ideal. 
 
Optimality of placement of criterion  
To calculate the optimal criterion that maximized performance across the two 
weeks, we varied criterion from 0 to 1 in increments of 0.001. Given the other estimated 
median model parameters for a given participant, mean P(correct) across the two weeks 
was calculated  for each value of criterion and the criterion that produced the maximum 
P(correct) was chosen for each participant. This optimal criterion was plotted against the 
median estimated criterion in Figure 19.  Most points lie very close to the diagonal 
suggesting that participants place their criterion optimally, such that performance across 
the two weeks is maximized, given their individual noise and decay parameters
8
. The 
                                                 
8
 We generated data from the median parameters, but with criterion modified from its estimated value. We 
then refit the new data set. The scatter plot of estimated criterion versus optimal criterion for these adjusted 
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equivalent plot for the variable range power model is provided in Figure 20 which 
demonstrates that the optimality results are unchanged if the memory curve is assumed to 
be a power function.  
 
                                                                                                                                                 
data no longer clustered around the diagonal, indicating that the finding of optimal performance is not an 
artifact of the fitting procedure. 
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Figure 19. Optimal ci (criterion) vs estimated median ci for the variable range exponential 
model. The mean performance P across the days of the two weeks is used to define 
different performance brackets which are represented by the different symbols. 
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Figure 20. Optimal ci (criterion) vs estimated median ci for the variable range power 
model. The mean performance P across the days of the two weeks is used to define 
different performance brackets which are represented by the different symbols. 
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Discussion 
Friedman (1993, 2004) proposed that people rely on a combination of direct 
retrieval, relative order, location-based and distance-based processes when judging when 
events occurred. Of these sources of information, he argued that people primarily rely on 
location-based strategies. It is possible, however, that this conclusion has been influenced 
by the methodologies that have been available to study personal memories. In particular, 
the use of diaries where the participant has some control over which events will be 
recorded may favor location-based strategies.  
To avoid potential sampling biases, we adopted an experience sampling approach 
with images taken at regular intervals during a period of two weeks. The pattern of week 
discrimination judgements is striking. Participants showed a slowly decreasing pattern of 
accuracy over the first week, followed by a sharp decline for the second Monday and then 
a rapid rise in week two. This pattern is well captured by a distance-based model that 
assumes that participants place a criterion on a memory strength signal that declines as a 
function of time. Events associated with strengths above criterion are judged to have 
occurred more recently, while strengths below criterion are judged to have occurred in 
the first week. It is not evident how a location-based theory could provide a parsimonious 
account of the data.  
Furthermore, it may be that distance-based processes are more prevalent in real 
life memory retrieval than Friedman (2004) proposes. In studies of memory for when, 
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participants are often asked to give a date and time. The specificity of this task demand 
may encourage location-based strategies (Janssen, Chessa, & Murre, 2006). However, in 
many real world tasks we do not require this level of specificity. When you want to know 
if it is time to schedule a dentist appointment, it is often enough to know if you have been 
to the dentist in the last year. If you want to know if you need to buy bread, it is often 
enough to know if you have bought it in the last week. If you want to know if you have 
taken your medication, it is often enough to know if you have done so in the last day. If 
you want to know if you have already related a fact in the current conversation it is often 
enough to know if you have done so in the last hour. Memory for when includes these 
kinds of questions and it seems that these are commonplace in our experience. 
A major unresolved debate surrounds the nature of retention functions. While 
many studies find evidence for a power law of forgetting (e.g. Wickelgren, 1974; Wixted 
& Ebbeson, 1991; Anderson & Schooler, 1991; Averell & Heathcote, 2011), others 
suggest that the power law may be an artifact of averaging data over participants (e.g. R. 
B. Anderson & Tweney, 1997; Myung, Kim, & Pitt, 2000; Heathcote, Brown, & 
Mewhort, 2000) or items (Murre & Chessa, 2011). In our study, the memory strength that 
participants use to make the week judgments was found to be better described by an 
exponential than a power function of the relative time between encoding and test. This 
finding is consistent with the assumption of exponentially decaying trace or cue-target 
strength made by memory models that were developed in the laboratory (e.g. Bower, 
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1967; Mensink & Raaijmakers, 1988; Murdock, 1997; Howard & Kahana, 2002).  
We speculated that participants’ performance may be optimal on stimuli and a 
task with which they have extensive prior experience. We define optimality in terms of 
the overall accuracy across the two weeks. The ensemble of model parameters determines 
the level of performance and we assumed that participants had more control over where 
they would set their criterion (Bohil & Maddox, 2001), than over the other parameters 
such as noise in the computation of memory strength, or the decay parameter of the 
memory function. For each participant, given the other estimated model parameters, we 
calculated the criterion that would lead to the maximum possible mean P(correct) across 
the days of both weeks. The estimated criteria and the simulated optimal criteria fall 
along the diagonal in Figures 19 and 20, which means that most participants are able to 
set the criterion optimally such that performance is maximized given the constraints of 
their individual memory systems (captured by the other parameters).  
 
Conclusion 
 The analysis presented in this paper demonstrates that a distance-based 
mechanism accounts for the week discrimination data reported in this study. The use of 
lifelogging technology to collect a more uniform sample of data from participants’ lives 
may have reduced the bias toward location-based explanations invoked by earlier 
autobiographical memory data collection methods. We show that the autobiographical 
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memory strength function is exponential, which is in agreement with the assumptions of 
many memory models developed in the laboratory. Furthermore, we demonstrate that 
most participants choose a criterion that optimizes their performance given the 
constraints of their individual memory systems. Through these analyses, we have 
demonstrated the general value of lifelogging technology combined with quantitative 
modeling as an objective platform upon which to revisit important questions about human 
memory.  
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Chapter 5: The neural representation of remembered subjective real-world 
experience
9
 
 
Tulving (1993; 2002) suggested that episodic memory is a unique human 
capability that enables us to engage in mental-time travel along a subjective timeline to 
reinstate past experiences. This process is accompanied by a special state of inwardly 
tuned state of consciousness, termed autonoetic awareness, which is different from our 
online awareness of the external world. Finally, episodic memory is incomplete without a 
notion of the self that can be placed within the episodic reconstruction in subjective time. 
In a previous study, we identified the neural correlates of the objective spatiotemporal 
axes along which mental travel occurs during memory retrieval (Nielson, Smith, 
Sreekumar, Dennis, & Sederberg, 2015) and in the current paper, we investigate the 
networks involved in the retrieval of subjective content of real-world events.  
Autobiographical memory (AM) concerns our personal histories and encompasses 
both episodic and semantic memory (Marsh & Roediger, 2012; also see Conway, 2001). 
For example, semantic knowledge about “I play ultimate frisbee every Wednesday” is 
part of AM but it need not necessarily be accompanied by a specific episodic memory or 
vivid recollection of the details surrounding a particular instance of having played 
                                                 
9
 The work presented in this chapter builds upon work previously published in The Proceedings of the 
National Academy of Sciences as Nielson, Smith, Sreekumar, Dennis, & Sederberg, 2015.  A version of this 
chapter is to be submitted for publication in a journal as Sreekumar, Nielson, Smith, Dennis, & Sederberg. 
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ultimate frisbee. This type of personal semantics, operationalized as autobiographical 
knowledge or information extracted from repeated autobiographical events, has recently 
garnered a lot of attention and is thought to be an intermediate entity between semantic 
and episodic memory (see Renoult et al., 2012 for a review). The recollective experience 
results only when details of a specific event are reinstated (Conway, 2001; also see Box 5 
in Renoult et al., 2012). Therefore, everyday acts of memory involve guidance by 
retrieval of semantic knowledge culminating in the retrieval of a specific episode 
(Barsalou, 1988; Conway & Pleydell-Pearce, 2000) or in other words, retrieval of 
personal semantic information is a logical prerequisite for AM (Binder, Desai, Graves, & 
Conant, 2009). In this study, we investigate the brain networks that subserve personal 
semantics knowledge and identify the specific sub-regions involved in the reinstatement 
of contextual/episodic details that lead to the phenomenological experience of vivid 
AM.   
Given the special status of the self in AM, it is likely to engage brain networks 
that have previously been found to be involved in processing information in relation to 
the self (for a recent review, see Qin & Northoff, 2011). Specifically, the default mode 
network (DMN; Raichle et al., 2001; Buckner et al., 2008) has been associated with 
internally oriented processing across domains like memory (Cabeza & Nyberg, 2000; 
Svoboda et al., 2006; Hassabis et al., 2007; Kim, 2010; Sestieri, Corbetta, Romani, & 
Shulman, 2011), prospection (Addis et al., 2007; Spreng et al., 2009; Spreng & Grady, 
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2010), mental imagery (Cabeza & Nyberg, 2000), and mind-wandering (Christoff et al., 
2009). Consistent with this idea, an emerging body of neuroimaging work suggests that 
the human posteromedial cortex, which includes core regions of the DMN such as the 
posterior cingulate cortex (PCC) and the precuneous (pC), is involved in episodic 
memory (Wagner & Davachi, 2001; Cabeza et al., 2008; Miller et al., 2008; Rugg et al., 
2002; Shannon and Buckner, 2004; Uncapher and Wagner, 2009; Vannini et al., 2011).  
Recently, attempts have been made to characterize the various subsystems of the 
DMN. For example, Kim (2012) proposed a dual subsystems view of the DMN where 
midline cortical regions including the medial prefrontal cortex (mPFC) and PCC/pC were 
hypothesized to be associated with self-referential processing whereas the more lateral 
regions such as the MTL were proposed to be involved in episodic retrieval. However, it 
is not clear what is represented or processed in the PCC/pC during “self-referential 
processing”. The precuneous has been called the “mind’s eye” (Fletcher, et al., 1995) and 
pC activity is consistently associated with mental imagery and episodic memory (Cabeza 
& Nyberg, 2000; Cabeza & St Jacques, 2007). A special status for the pC has been 
proposed within the default mode network (Cavanna & Trimble, 2006; Buckner et al., 
2008; Leech, Braga, & Sharp, 2011). Fransson and Marrelec (2008) performed a partial 
correlation-based connectivity analysis which measured the extent of interaction between 
nine nodes within the DMN after subtracting out the common influences from other 
nodes. This was done for resting state as well as a working memory task and they showed 
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that pC was the only node that exhibited strong connectivity with virtually every other 
node. Based on these studies, we hypothesized that the pC/PCC would play an important 
role in the integration of personal semantic information from other parts of the network 
leading to a detailed representation of the self-relevant contents of a specific experience. 
Consistent with this idea, Gilboa et al. (2004) found that activity in pC correlated with 
ratings of vividness. However, it remains to be shown that this hub within the DMN 
actually represents personally salient contextual details. Even though the pC exhibits 
strong functional connectivity with the hippocampus (e.g. Vincent et al., 2006) and it has 
been assumed that pC plays a role in retrieval (Cavanna & Trimble, 2006), there is 
currently little evidence for the pC representing specific contextual details (see Vilburg & 
Rugg, 2008 for such a perspective from recognition memory). Critical questions therefore 
remain about the specific functional roles of the various regions of the core recollection 
network (Rugg & Vilberg, 2012). In this paper, we are primarily concerned with 
identifying the general personal semantic memory network and also the regions that 
represent specific episodic content leading to vivid reminiscence.   
In a previous study focused on the medial temporal lobe (MTL), we found that the 
anterior hippocampus represents objective space and time content, i.e., the “where” and 
“when” during retrieval of AM extending over spatiotemporal scales of up to 30 Km and 
1 month (Nielson, et al., 2015). In the current paper, we perform multivariate pattern 
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analysis on activity across the whole brain to investigate the subjective content, i.e., the 
“what”, of AM, specifically with regard to the experience of vivid recollection.  
 
Materials and Methods 
Device and Software 
Each participant carried an Android-based smartphone in a pouch attached to a 
neck strap from morning until evening. The smartphone was equipped with a custom 
lifelogging application that acquired image, time, audio (obfuscated), GPS, 
accelerometer, and orientation information throughout the day. The participants had 
control over what data they wanted to share with the experimenters. They were instructed 
on how to delete data from the phone. They were also allowed to turn the application off 
or to place a flap over the camera lens at any time during the data collection period when 
they felt the need for privacy.  
The lifelogging application was written by our programmers using Java (Oracle 
Corporation) to run in the background as a service. Data acquisition times can be fixed or 
variable, and they can be determined by a movement based trigger to preserve battery 
resources when the user is not very active. When the smartphone detects WiFi and is 
connected to a charger, it sends the collected and stored data automatically to a remote 
server. This transmission usually happened once per day at the end of the day because 
users charged the phone overnight. The data were sent in batch mode via SFTP (Secure 
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File Transfer Protocol) for added security and remained inaccessible to other users in the 
system. 
Participants 
Participants were recruited using advertisements placed on notice boards in 
multiple buildings on the main campus of The Ohio State University. To join the study, 
potential participants had to be willing to participate in the lifelogging data collection and 
to be willing and able to undergo an MRI scan. Potential participants with 
contraindications for receiving an MRI scan were excluded. They were compensated at 
the rate of $10 per day for wearing the smartphone to collect data and at the rate of $15 
per hour for the fMRI session. We recruited 10 participants (aged 19–26 y, mean age = 
21.4 y; nine female), nine of whom wore the smartphone for ∼1 month. The tenth 
participant wore the smartphone for 2 weeks. One participant (male) did not complete the 
fMRI session due to discomfort in the scanner; therefore, we did not include the data for 
that participant in any of our analyses. Our study has a similar number of participants as 
other fMRI studies using lifelogging devices (Cabeza & St Jacques, 2007; Milton et al., 
2011). 
Ethics Statement 
The research protocol was reviewed and approved by the Institutional Review 
Board at The Ohio State University. Written informed consent was obtained from all 
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participants, once before the lifelogging data collection phase and once before the fMRI 
session. 
Behavioral Tasks 
At the end of each day, the smartphone was connected to a power outlet to be charged 
overnight. When connected to the charger and to the Internet, the smartphone 
automatically uploads data to our server. The images were viewed on a web interface, 
whose link was uniquely generated for each participant and provided to the participant 
before data collection. Participants accessed their images on the web interface via a 
unique link, where they segmented their stream of images into distinct episodes and 
tagged each episode with a set of tags chosen from a drop-down menu (Table 5). 
Participants were instructed to choose tags that best captured the contents of that episode 
and those that were likely to be good memory cues. The tags belonged to one of three 
categories: places, activities, and people. If no tag fit the episode, they could choose 
“other”. For each episode, they also provided a brief title and description. Looking at 
someone else’s data with images of a person in it, it is difficult to pick the appropriate tag 
from amongst “Spouse/Partner”, “Boyfriend/Girlfriend”, “Family”, “Work colleagues”, 
“Stranger”, and “Friends/Classmates”. Insofar as only the participant knows the right tag 
to pick, the set of tags captures the subjective contents of that episode. While other tags 
are more objective, such as “Salesperson/Clerk/Cashier” or “Gas station”, these are 
nevertheless the aspects chosen by the participant as the most salient of that episode from 
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potentially many other descriptors (Table 5). Finally, the current analyses are based on 
participant-generated content tags and when contrasted with our previous work (Nielson 
et al., 2015) based on objective GPS locations and timestamps, capture more self-relevant 
aspects of experience.  
 
Table 5. The 51 tags available to participants across three categories: places, activities, 
and people. The number of tags in each category are in brackets. Additionally, they could 
also choose “other” if none of these fit the event.   
Category Tags 
Places  
(16) 
Outdoor, Airport/Bus-station, Gas station, Park/Museum/Zoo, Gym, 
Library, Parents'/siblings'/relatives' home or apartment, Mall, Friend's 
home/apartment, Class/meeting room/hall, Restaurant/Cafe/Bar, My 
office/lab/workplace, Home/apartment, Other office, Store, Other person's 
office/workplace 
Activities 
(22) 
Chores, Thinking, Party, Talk on phone, Use a computer, Exercise, 
Shopping, Personal hygiene, Relax, Eat/drink, Talk/chat with other(s), 
Phone not worn, Study, Work, Drive, Care for/play with child/baby, Ride 
bike, Giving a lecture/presentation, Listening to a lecture/presentation, 
Walk, Sit in a vehicle, Hobbies 
People 
(13) 
Kids, Family, Friends/Classmates, Pet, Salesperson/Clerk/Cashier, 
Boyfriend/Girlfriend, Stranger, Alone, Professor (of my classes), Student, 
Spouse/Partner, Crowd (in a public place), Work colleagues 
 
Other behavioral tasks  
After they collected data for 2 weeks, participants came into the laboratory on the 
Thursday of the third week for a weekly discrimination test. Each participant’s test was 
based on images drawn from her own lifelogs. The weekly discrimination task was 
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described to the participants, and they were told that only images from the weekdays of 
the preceding 2 weeks would be presented on the computer screen. The pictures remained 
on the screen while they made the weekly judgment, and they could use as much time as 
they needed to respond. The results of this behavioral task were presented in chapter 4. 
MRI Acquisition 
MRI data were acquired on a 3-T Siemens Magnetom Trio Tim system with a 16-
channel head coil. Anatomical images were acquired with a sagittal, T1-weighted, 
magnetization prepared rapid acquisition gradient echo sequence [1.0-mm isotropic 
voxels, repetition time (TR) = 1,900 ms, echo time (TE) = 4.68 ms, 160 slices with field 
of view (FoV) = 256 mm]. Functional images were acquired with an echoplanar imaging 
sequence (2.5-mm isotropic voxels, TR = 3,000 ms, TE = 28 ms, flip angle = 80°, 47 
slices with FoV = 250 mm).  
Stimuli Selection. We selected 120 images from each subject’s lifelogging data to present 
to the subject in the scanner. First, we excluded pictures of floors/ceilings/walls, blurry 
images, and images with inadequate exposure. Then, we selected images that appeared to 
have enough detail that they could act as cues for distinct episodes. From this subset of 
images, we selected images representing events that spanned the entire period each 
participant wore the lifelogging device, with as uniform sampling of events as possible.  
fMRI Experiment 
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In the scanner, participants were instructed that they would be viewing images 
from the experience sampling experiment they recently completed and told that each 
image would be displayed for 8 s. Participants were asked to “. . . try to remember the 
event depicted in the picture, and try to relive your experience mentally.” After the 
remembrance period for each event, participants were asked if they remembered the 
event (“yes” or “no”) and how vividly they recalled the event (“lots of detail” or “very 
little detail”). Participants were given 2.5 s to respond to each of those questions using a 
button box held in their right hand. The images were presented in random order, and the 
task was split into eight runs with 15 images in each run. With each image presented for 8 
s and each question for presented 2.5 s with a 0.5 s interstimulus interval, each trial took a 
total of 14 s. The intertrial interval was jittered uniformly between 4 and 10 s, allowing 
for a true event-related design. 
fMRI Processing 
fMRI processing was carried out using Analysis of Functional NeuroImages 
(AFNI) (Cox, 1996) and Functional Magnetic Resonance Imaging of the Brain (FMRIB) 
Software Library (FSL) (Smith et al., 2004). The T1-weighted anatomical image was 
intensity-normalized, skull-stripped, and warped to a 2.5-mm MNI-152 template using 
3dQwarp. We selected a 2.5-mm template to match the resolution of the functional scans. 
For the functional scans, we dropped the first two TRs of each run, then removed spikes 
with 3ddespike and temporally shifted all of the slices in each volume to the start of the 
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TR using 3dTshift with Fourier interpolation. We then warped the functional scans to 
template space, blurred them to 4-mm FWHM using 3dBlurtoFWHM, and scaled the 
voxel values to a mean of 100 (maximum of 200) for each run. At this point, we 
performed independent component analysis of each functional run with FSL’s 
MELODIC. Components were visually inspected to identify noise components following 
published guidelines (Kelly Jr et al., 2010). Noise components were regressed out of the 
functional runs using FSL’s fsl_regfilt command. We then ran a regression with restricted 
maximum likelihood estimation of temporal autocorrelation structure on the filtered 
functional runs using 3dDeconvolve and 3dREMLfit to generate single-trial betas for 
each reminiscence trial and to regress out the effects of the mean and derivative of 
motion terms, as well as cerebrospinal fluid signal. The regressor for each image 
presentation was an 8-s block convolved with a hemodynamic response function. The 
neural activity of the question prompts were accounted for with a 2.5 s block convoluted 
with a hemodynamic response function. We modeled response processing and motor 
activity related to the button push with a set of nine tent functions over the 16 s after the 
question response. Including these tent functions in our model allowed us to estimate the 
motor response robustly for each subject so that the signal from the motor responses did 
not contaminate the single-trial beta fit for each reminiscence period. Lastly, we 
regressed out local white matter signal with 3dAnaticor. Researchers were not blinded 
during preprocessing or subsequent analyses. 
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Representational Similarity Analysis 
Representational Similarity Analysis (RSA; Kriegeskorte, Mur, & Bandettini, 
2008) is a data-analytic framework that allows us to quantify the relationship between the 
multivoxel patterns of neural activity and the behavior of interest. We used RSA to 
predict dissimilarities between the neural representations of events based on the 
dissimilarities between the events in terms of their subjective contents as captured by the 
tags provided by participants during the data collection phase as well as the vividness 
ratings provided during the reminiscence task.  
For each pair of images presented to the subjects, we calculated the Hamming 
distance between the associated tag sets. Since a total of 52 unique tags were used 
(including the “other” tag), each tag set can be represented as a 52-dimensional binary 
vector where each entry denotes the presence/absence of a tag. The Hamming distance 
between two binary vectors A and B is simply the number of positions where they differ, 
or in other words, Hamming distance = XOR(A,B). For example, if A = [1 1 0 0 1 0 1 … 
] and B = [0 0 1 1 0 0 1 … ] with only the first 5 positions being different, the Hamming 
distance is 5. As a more concrete example, if image A had been tagged with {Walk, 
Outdoor, Talk on phone} and image B had the tags {Walk, Shopping, Eat/Drink}, the 
Hamming distance between them is 4 since there are 4 tags that are different between the 
two sets.  
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In our previous analysis (Nielson et al., 2015), for each pair of images presented 
to the subjects, we calculated the geodesic distance in meters between the two GPS 
coordinates and the difference in time in seconds. Geodesic distance was calculated using 
the GeoPy Python package. Image pairs with spatial distances less than 100 m were 
excluded because these distances are below the reliability of the GPS radios in these 
smartphones. Image pairs with temporal distances below 15.6 h were excluded based on 
prior work because of a discontinuity in the spatiotemporal distribution of image pairs 
(Sreekumar et al., 2014). The discontinuity between 14- and 16-h results from subjects 
taking off their cameras to sleep. This gap is propagated through the rest of the results as 
a relative lack of image pairs that are multiples of ∼15 h apart. An analysis of the 
structure of similar lifelogged images demonstrated that image pairs taken from identical 
spatiotemporal locations occupied a lower dimensional manifold than those image pairs 
taken from separate spatiotemporal locations (Sreekumar et al., 2014). By removing 
image pairs separated by less than 100 m and 15.6 h, we reduced the possibility that the 
images themselves would give rise to the present results as a consequence of within- and 
between- episode image properties. Some subjects spent time out of town during the 
period of data collection, resulting in a small portion of image pairs with spatial distances 
greater than 30 km; these image pairs were also excluded in Nielson et al. (2015) and we 
impose the same spatial limit. Images that were blurry or contained reflections of the 
110 
 
subjects were also excluded. Hamming distances between the remaining pairs of image 
stimuli were calculated as described earlier.  
In order to investigate both cortical and sub-cortical contributions to content 
retrieval, we performed a whole-brain searchlight analysis (Kriegeskorte, Goebel, & 
Bandettini, 2006) using the PyMVPA package (Hanke et al., 2009). Representational 
similarity analysis (RSA) was performed on voxels within spherical neighborhoods of 7.5 
mm radius surrounding a central voxel. An initial 2.5 mm resolution gray matter mask in 
the Montreal Neurological Institute (MNI-152) standard space was used to input the 
fMRI data to the searchlight function but for each individual, we used a subject-level 
gray matter mask warped to MNI-152 space to select the spheres on which to run the 
analysis. Within each sphere, the neural distance for each image pair was calculated as 1 
minus the correlation between the voxel-level single-trial betas for the trials 
corresponding to those image pairs. Neural distances were z-scored within subjects. In 
each searchlight sphere in each subject, we ran a GLM with the following model: 
 
𝑛𝑒𝑢𝑟𝑎𝑙 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 =  𝛼 + 𝛽𝐻𝑎𝑚𝑚𝐻𝑎𝑚𝑚 + 𝛽𝑠𝑐𝑎𝑛𝑛𝑒𝑟𝑙𝑜𝑔10(𝑠𝑐𝑎𝑛𝑛𝑒𝑟 𝑡𝑖𝑚𝑒) + 𝜀. 
                                                                                                                                        (7) 
The scanner time was the number of seconds between presentation of the images 
during the fMRI experiment. In each sphere, we performed a t test on the betas from the 
subject-level GLMs to determine if they were significantly different from zero across 
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subjects. We used nonparametric permutation to test for significance (Ernst, 2004) 
because the pairwise nature of the distances in our analysis violated the assumption of 
independent samples. Neural data were permuted with respect to behavioral data within 
subjects. This process was repeated for 500 permutations of the neural data. We 
performed threshold-free cluster enhancement (TFCE; Smith & Nichols, 2009) on the 
Hamm t val maps for both the unpermuted data as well as for the 500 permutations. The 
maximum and minimum TFCE values across all spheres for each permutation are 
recorded. The 97.5%ile of the max TFCE values is chosen as the threshold above which a 
positive TFCE value in the unpermuted data is deemed to be significant. Similarly, we 
tested the negative end by using the 2.5%ile of the min TFCE values as the threshold 
(this procedure is essentially a two-tailed test at p=0.05). This analysis reveals the 
clusters of brain regions whose activity patterns reflect the relationships (captured by 
Hamming distances) between events in terms of their contents. Since general semantic 
information can be retrieved in response to a photo-cue, the network identified through 
this analysis may simply be one that reinstates general AM-semantic information. We are 
also interested in the specific regions that distinguish vivid from non-vivid reminiscence 
as an experience of vividness is likely to arise from successful retrieval of specific 
episodic details. We ran the following model to investigate the brain regions that reinstate 
subjective content during vivid but not during non-vivid reminiscence: 
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𝑛𝑒𝑢𝑟𝑎𝑙 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 =  𝛼 + 𝛽𝐻𝑎𝑚𝑚𝐻𝑎𝑚𝑚 + 𝛽𝑉𝑖𝑣𝑖𝑑𝑉𝑖𝑣𝑖𝑑 + 𝛽𝐻𝑎𝑚𝑚∗𝑉𝑖𝑣𝑖𝑑𝐻𝑎𝑚𝑚 ∗ 𝑉𝑖𝑣𝑖𝑑 
+𝛽𝑠𝑐𝑎𝑛𝑛𝑒𝑟𝑙𝑜𝑔10(𝑠𝑐𝑎𝑛𝑛𝑒𝑟 𝑡𝑖𝑚𝑒) + 𝜀.                                                                              (8) 
 
For a given pair of stimuli, Vivid was coded as 0 if both were reported to be vividly 
recalled, 0.5 if one of them was vivid, and 1 if neither was vivid. After subtracting out the 
effects of temporal proximity of the stimuli in the scanner, this coding scheme allows us 
to interpret βHamm as describing the relationship between Hamming distances and neural 
distances for vividly remembered events since the other terms vanish for Vivid=0. We 
expected the interaction between Hamming distance and vividness to be negative as that 
would indicate that the effect of Hamming distance is greater for vividly remembered 
events relative to less vividly remembered events in its ability to predict the neural 
distances between them. To identify the regions that show a significant effect of both 
Hamming distance as well as the negative interaction, we performed a conjunction 
analysis by taking Min(tHamm, -tHamm*Vivid). TFCE was performed on this minimum t-val 
map and the permutation procedure was performed as earlier to assess significance of the 
clusters. 95%ile of max TFCE across permutations was used to test significance since it 
was a one-tailed test of a specific conjunction. The conjunction analysis reveals the 
regions that reinstate subjective contextual details to the greatest extent for vividly 
remembered events relative to the less or non-vivid events.  
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Results 
Behavioral 
 Across the nine participants and for the stimuli used in the fMRI analysis 
presented in this paper, a total of 3746 tags (chosen from the master list of 51 unique tags 
in Table 5) were used, the most frequent type being “activities” (1684), followed by 
“people” (1084) and “places” (978). While the greater number of activity tags may 
simply reflect the greater number of possible activity tags (22) than people (13) or places 
(16), pilot studies showed that people tend to think of episodes in terms of activities more 
often than they did in terms of the other types of contents.  
 The Hamming distances across participants ranged from 0 to 15 and are 
approximately normally distributed. 63.4% ± 4.7 SEM of the stimuli were reported as 
having produced successful reminiscence. The proportion of analyzed stimuli that were 
indicated as evoking vivid reminiscence by the nine participants ranges from 0.21 to 0.81 
(mean 0.47 ± 0.07 SEM). 
Neural 
RSA with the model in Eq 7 revealed a broad network of regions that retrieved 
and represented personal semantics given the image cues.  This network, shown in Figure 
21, included the pC/PCC, lingual gyrus, and hippocampus bilaterally, and a right 
lateralized network including the parahippocampal cortex, frontal pole, mPFC, IFG, 
insula, thalamas, caudate, middle and superior temporal gyrus. A personal image cue can 
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trigger memory for general facts about similar events which need not lead to detailed and 
vivid reminiscence of a specific event. Since Eq 7 did not include a term for vividness, 
βHamm tracks the regions that represent personal semantics generally. 
 
 
Figure 21. The network that retrieves personal semantics in general (based on Eq 7). 
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RSA with Eq 8 identified 1) the network that represented personal semantics for 
vividly re-experienced events (i.e., the main effect of Hamm) and 2) the regions that 
represented the subjective contents of experience for vivid but critically not for non-vivid 
memories (i.e., the conjunction of Hamm and Hamm*Vivid). Figure 22 shows the regions 
that represent content during vivid reminiscence. This is mostly a sub-network of the 
general personal semantics network and includes the bilateral pC and PCC, left lateral 
occipital cortex, and in the right hemisphere, the hippocampus, frontal pole, lingual 
gyrus, insula, inferior and middle frontal gyrus, inferior and superior temporal gyrus.  
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Figure 22. The network of regions that reinstates personal semantics during vivid 
reminiscence captured by the βHamm term in Eq 8. 
 
While the Hamm term in Eq 8 tracks the regions involved in representing 
personal semantic content during vivid reminiscence, it does not speak to whether those 
regions distinguish between vivid and non-vivid recollection. This distinction is captured 
by the conjunction term and a cluster in the right pC (Figure 23) is identified as the 
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region representing self-relevant contents of an experience when a specific and vivid AM 
is generated but critically, the pC does not represent content when the memory is non-
vivid. To demonstrate this visually, for the peak voxel in the pC, we plotted predicted 
neural distances (disregarding the effect of scanner time) based on Eq 8 and by setting 
Vivid = 0, in the left panel of Figure 24. Since Vivid is coded as 0 when both events are 
vividly remembered, the predicted neural distances are based on just βHamm and the 
intercept. When the non-vivid events are included, the terms with Vivid come into play. 
In the right panel of Figure 24, we added in the effect of the interaction between Hamm 
and Vivid to show how the interaction modulates the effect of Hamming distance when 
non-vivid events are included. Figure 24 demonstrates that Hamming distance has a 
positive relationship with neural distances when considering only vivid events but that it 
disappears when the non-vivid events are included. This implies that when activity in the 
right pC represents self-relevant content, it is accompanied by vivid reminiscence and 
that during non-vivid retrieval of personal semantics, the pC does not represent content.   
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Figure 23. Both Hamming distance and its interaction with vividness are significant 
(p=0.05, corrected) in the right pC. 
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Figure 24. Regression lines for Eq 8 in the peak voxel that is significant for the 
conjunction of Hamming distance and its interaction with vividness (p = 0.05, corrected). 
Hamming distance has a positive relationship with neural distances when considering 
only vivid events (left panel), which is obtained by setting Vivid=0 in Eq 8. When non-
vivid events are included (right panel), the interaction term in Eq 8 ameliorates the effect 
of Hamming distance. Individual participant regression lines are shown in color and the 
average across participants is shown in black. 
 
Discussion 
 In a recent review of work on personal semantics, Renoult et al. (2012) identified 
the neural correlates of personal semantics. Across different definitions of personal 
semantics, some of which were conceptually closer to general semantic knowledge and 
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some closer to episodic memory, a general personal semantics network was identified 
that included the mPFC, retrosplenial cortex, temporal pole, posterior temporal cortex, 
precuneous, middle and inferior temporal gyri, inferior parietal lobe, hippocampus, 
parahippocampal gyrus, temporo-parietal junction, ventrolateral prefrontal cortex, and 
fusiform gyrus. The specific neural correlates depended on where the specific 
operationalization of personal semantics was located in the spectrum from general 
semantics to episodic memory. The regions identified in this paper (Figure 22) are mostly 
within this established general network as well. However, we did observe a 
predominantly right lateralized network in our study. This difference could be due to the 
very different kind of stimuli used in our study relative to most other work on AM. We 
used highly personally salient image stimuli drawn from participants’ own lives. The 
personal semantics evoked by these stimuli may be more experience-near (and closer to 
episodic memory than general semantics) than those evoked by more impersonal stimuli. 
Consistent with this speculation, Renoult et al. (2012) suggested, based on previous 
neuroimaging studies (Addis et al., 2004a; 2004b; Levine et al., 2004; Holland et al., 
2011), that unique events evoked a more right lateralized set of regions than repeated 
events. Specifically, mPFC, superior temporal gyrus, right parahippocampal gyrus, right 
temporoparietal junction, and precuneous showed greater activation for unique events 
compared to repeated events. The reverse contrast showed greater activation in the left 
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parahippocampal gyrus, left temporoparietal junction, fusiform gyri, and right inferior 
temporal cortex for repeated relative to unique events. 
 We also identified a network that represented personal semantic content for vivid 
memories. This set of regions (Figure 23) was mostly a sub-network of the more general 
semantic network identified in Figure 22 and additionally also included the left lateral 
occipital cortex, right inferior and middle frontal gyrus which are regions typically 
activated during vivid replay of memories (e.g. St-Laurent, Abdi, & Buschbaum, 2015). 
Additionally, we were interested in identifying the region(s) that represented retrieved 
personal semantic content specifically in service of vivid reminiscence but not for non-
vivid memories. The conjunction analysis identified the right pC as the locus of 
representation of content specifically accompanied by vivid reminiscence. Critically, 
when there is no content retrieved in the right pC, the experience of recollection is 
relatively non-vivid. The results suggest that the pC is a hub which accepts input from the 
more general network, and vivid reminiscence results when content is successfully 
represented in the pC. Therefore, the experience of vividness is likely a readout of 
activity in the pC given that pC is the only region that distinguishes between vivid and 
non-vivid memories in our study. This may explain why multivariate activity in the pC is 
consistently related to vividness ratings across AM experiments (Gilboa et al., 2004; 
Cavanna & Trimble, 2006; St-Laurent et al., 2015).  Gilboa et al. (2004) used family 
photographs which are closer to the type of stimuli we used and they found that activity 
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in the right pC and bilateral lingual gyri was associated with vividness ratings. They 
suggested that vivid and detailed AM was required to engage the posteromedial cortex 
which is generally thought to represent contextual details (cf. Ranganath & Ritchey, 
2012). Our results offer direct evidence for this idea by demonstrating that neural activity 
patterns in the right pC represent the specific self-relevant contents of the original 
experience as indicated by participants at the time of encoding. Critically, the pC does not 
represent these details during non-vivid retrieval of more general personal semantic 
information triggered by the image cue.   
 
Conclusion 
It has been suggested that AM retrieval is guided by semantic retrieval (cf. 
Conway & Pleydell-Pearce, 2000). We identified the general network involved in the 
retrieval of personal semantics during AM search and our results suggest that the pC is a 
hub (Cavanna & Trimble, 2006; Fransson & Marrelec, 2008) or a convergence zone (cf. 
Damasio, 1989; also see Binder & Desai, 2011; Moran, Kelley, & Heatherton, 2013) that 
accepts input from the broader personal semantic network to represent specific contextual 
details leading to the experience of vividness.    
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Chapter 6: General Discussion 
 
 In this chapter, I summarize the main findings and place them within the 
psychological questions of interest to us. In each section, I also discuss caveats and 
current/future directions.  
Environment: Structure and Dynamics of Context 
In chapter 2, I described our work on utilizing smartphones to monitor multiple 
sensor streams in order to capture human experience outside the laboratory (Sreekumar, 
Dennis, Doxas, Zhuang, & Belkin, 2014). We employed dynamical systems techniques to 
analyze the structure and dynamics of human experience. Specifically, recurrence plots of 
images collected by each individual’s smartphone revealed that not only do people 
frequently visit the same contexts but the ensuing dynamics are also similar. This high 
degree of predictability (c.f. Song,  Qu, Blumm, & Barabási, 2010) lends credence to the 
idea that experiencing items or events in highly similar contexts is potentially a major 
source of interference in memory (Dennis & Humphreys, 2001).  
Next, we computed the correlation dimension and obtained a consistent two-
scaled structure of visual experience across participants. The dimensionality at shorter 
distances (in image space) was smaller than the dimensionality at longer distance scales. 
Crucially, within-context pairs of images primarily occupy the lower scale and between-
context pairs populate the upper scale of the correlation dimension plots. Furthermore, 
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using Takens’ delay embedding procedure, we showed that the structure as described by 
the correlation dimension is linked to the dynamics of how we move from one location to 
the next in visual space. These results demonstrate the physical reality of an episode or a 
context by showing a natural separation between the scales over which within and 
between-context relationships operate. Additionally, this clear distinction between the 
dimensionalities governing within and between-context relationships likely supports the 
spontaneous parsing of experience into episodes in service of perception, memory, and 
communication (Zacks, Tversky, & Iyer, 2001).  
 In chapter 3, I extended these findings to another domain of human experience: 
personal discourse. I applied the same techniques to analyze a big dataset of emails 
extending over 5 years taken from a personal inbox. Specifically, a correlation dimension 
analysis of a corpus of 69,782 emails (2007-2012) showed personal discourse has a two-
scaled geometry with smaller within-context dimensionalities than between-context 
dimensionalities. Reading experience (Doxas, Dennis & Oliver, 2010) and visual 
experience (chapter 2; Sreekumar et al., 2014) have a similar two-scaled structure. 
Furthermore, the recurrence plot of the emails revealed important characteristics of the 
temporal patterns of life that support the constructs of some influential theories of 
memory. The results demonstrate that experience is not scale-free and provide an 
important target for accounts of how experience shapes cognition. 
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Dynamical systems analyses of lifelogging data extending over longer 
spatiotemporal scales than is typically captured in traditional laboratory work revealed 
that experience is not scale-free. Recent memory models like SIMPLE (scale-
independent memory, perception, and learning; Brown, Neath, & Chater, 2007) and TILT 
(Timing by Inverse Laplace Transform; Howard, Shankar, Aue, & Criss, 2015) assume 
that processes operating at multiple scales are similar. If the structure of the environment 
is indeed reflected in memory processes as Anderson suggested, we should expect to find 
differences in memory processes across scales. It is possible that most laboratory work is 
confined to the lower scale regime of our findings which would make memory seem 
scale-free when it may not be. 
Other complex systems methods such as graph theory can also be brought to bear 
upon similar questions about the organization of experience. In an older analysis done 
with data from four participants, we demonstrated that the network formed by connecting 
the lifelogged images forms an approximately small-world network (Zhuang, Sreekumar, 
Belkin, & Dennis, 2010). We now have data from ~40 more participants (including new 
data collected at the University of Newcastle, Australia – see next section). We also have 
data in other modalities such as audio, accelerometry, and GPS data. The nature of 
experience can be even more rigorously quantified by combining information across all 
of these modalities.   
Behavior: Memory for When 
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To understand how people isolate the temporal source of real-world memories, we 
recruited participants who wore a smartphone around their necks to capture visual images 
during an experience sampling phase of two weeks. On Thursday of the third week, 
participants performed a week discrimination task. Performance was elevated across 
week one and at the end of week two, with a substantial dip on the second Monday. In 
chapter 4, I showed that this pattern can be explained by a model that assumes that 
participants apply a criterion to a declining memory strength function. Model comparison 
favored an exponential as opposed to a power strength function. Finally, we demonstrated 
that most participants adopted an optimal criterion that maximized performance across 
both weeks. While previous work has emphasized the role of recall-based reconstructive 
processes in people’s ability to isolate when events occurred, we suggest that people rely 
heavily on a temporal distance-based mechanism when making coarse grained temporal 
source judgments. 
However, we do not mean to imply that richer contextual location-based 
processes do not operate. Indeed we found that the tags that participants used to describe 
their experiences at the end of each day during the data collection phase were predictive 
of memory performance. Therefore, performance on such realistic, every day memory 
questions is better conceived of as a mixture process. We expect location-based processes 
to play a more important role in finer grained temporal source decisions such as a day of 
week judgement. This hypothesis seems to be supported by preliminary data collected at 
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the University of Newcastle on a day of week judgement task. The model presented in 
chapter 4 will be extended to measure the contributions of each process (distance vs 
location) in the day of week task. Measuring the contribution of each of the processes 
proposed in the memory for time literature (Friedman, 1993; 2004) will allow us to take a 
more nuanced position than an “either process A or process B” approach which is 
restrictive when addressing everyday memory questions. The planned modeling work is 
expected to be a significant advance given that proposals for different temporal source 
memory processes in the autobiographical memory literature have not yet been modeled 
rigorously. Modeling it using a mixture approach will also enable us to test existing 
proposals about the conditions under which either process dominates.   
Brain: The neural correlates of real-world context 
In the final part of this dissertation (chapter 5), I described our efforts to 
understand the neural underpinnings of autobiographical memory. First, we identified the 
brain regions that represent the large-scale objective spatio-temporal contexts of 
remembered personal experiences using the GPS locations and timestamps collected by 
the lifelogging app (Nielson, Smith, Sreekumar, Dennis, & Sederberg, 2015). In 
controlled laboratory settings, the hippocampus and other medial temporal lobe brain 
structures have been shown to represent space and time on the scale of meters and 
seconds. We were particularly interested in finding if the hippocampus also represents 
space and time over the longer scales necessary for human episodic memory. We 
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recorded neural activity while participants relived their own experiences, cued by 
randomly chosen images from their own lives. We found that the left anterior 
hippocampus represents space and time for a month of remembered events occurring over 
distances of up to 30 km. Although previous studies have identified similar drifts in 
representational similarity across space or time over the relatively brief time scales 
(seconds to minutes) that characterize individual episodic memories, our results provide 
compelling evidence that a similar pattern of spatiotemporal organization also exists for 
organizing distinct memories that are distant in space and time. These results further 
support an emerging view about memory representations systematically varying in scale 
along the hippocampal longitudinal axis with the posterior hippocampus involved in finer 
resolution representations than the anterior hippocampus (for recent evidence for this in 
humans, see Collin, Milivojevic, & Doeller, 2015).  
In a separate analysis of the same neural data (the primary focus of chapter 5), we 
tracked the regions involved in the reinstatement of the subjective aspects of these 
personal real-world events. At the end of each day of lifelogging, participants used a web 
interface to segment the stream of images from the day into distinct episodes. They 
indicated the personally salient aspects of each episode by choosing multiple tags from a 
fixed set belonging to three different categories: people, activities, and places. We 
employed representational similarity analysis (RSA) to identify the brain regions where 
the distances between neural activity patterns mirror the Hamming distances between the 
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associated sets of subjective tags. We identified a network of regions including the right 
hippocampus, right parahippocampal cortex, bilateral precuneous, and the bilateral 
posterior cingulate. In the right precuneous, the reinstatement of subjective experience 
was significantly stronger for vivid than for non-vivid memories, indicating that 
activation patterns in this region support vivid recollection and along with a broader 
network of regions including parts of the default mode network that have been implicated 
in self-referential processing serve as the neural substrate for the reinstatement of 
subjective experience. The precuneous is thought to be a hub in the DMN (Cavanna & 
Trimble, 2006) and our results provide support for this suggestion by demonstrating a 
special role for the precuneous in the representation of subjective and self-relevant 
contextual details in service of vivid reminiscence.  
The idea that the pC has a privileged status within the DMN is further supported 
by the discovery that along with regions in the MTL, pC is one of the first regions to be 
affected in early Alzheimer’s disease (AD) (Jack et al., 2009). There is catastrophic 
breakdown of information flow when a hub in a network is affected (Albert, Jeong, & 
Barabási, 2000). This could explain why in the early stages of AD, people lose track of 
time, people, and places (also see Peer et al., 2015 for evidence that the same regions are 
important for mental orientation along the different dimensions of space, time, and 
persons). 
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Future analyses will look at other modalities. The lifelogging approach therefore 
provides us with an unprecedented view into various dimensions of real-world context. 
The approaches used in this dissertation have demonstrably paved a way toward an 
ecologically valid memory science.                   
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Appendix A: Supplementary Information for Chapter 2 
Materials and Methods 
Device 
 
Two different devices were used over the duration of the study to collect data. We 
initially used two Microsoft ResearchTMSenseCams donated to us by Microsoft to 
collect image data.  We subsequently moved on to using our own application that we 
installed on android phones to collect data. This gave us more flexibility and greater 
control over the data. 
Microsoft ResearchTMSenseCam. The SenseCam has sensors which can detect changes 
in color, light-intensity and temperature. Changes in these sensor readings can be set to 
automatically trigger the SenseCam to take pictures. The camera can also be set to a 
timer mode where pictures can be captured periodically. Our camera captured an image 
once every eight to ten seconds.  The camera has wide-angle (fish-eye) lens that 
maximizes its field-of-view thereby lending a “field perspective” to the images captured 
by the camera (Berry, Conway, Moulin, Williams, Hodges, Williams, Wood, & Smith, 
2006). 
Android Phone. We developed a JAVA app that acquires sensory data on Android-based 
smartphones. The app acquires image, time, audio (obfuscated), GPS, accelerometer and 
orientation information at certain time intervals which can either be fixed or be variable 
and determined by a movement based trigger. The movement based trigger preserves 
battery resource when little is changing. The app runs in the background as a service and 
154 
 
users carried the phone in a pouch attached to a neck strap from morning till evening. The 
camera on the phone is given an unobstructed view by pulling back the flap of the pouch. 
When the phone detects WiFi and is connected to a charger, it sends the collected and 
stored data automatically to a remote server. This usually happens once per day at the end 
of the day when users charge the phone overnight. The data is sent in batch mode via 
SFTP protocol for added security and remains inaccessible to other users in the system.  
Representation 
For the analyses described in this paper, we needed to compute distances between 
images represented as vectors. From the many ways in which images can be represented, 
we contrasted three different images representations that are commonly used in various 
applications: Color Histogram (Swain & Ballard, 1991), Color Correlogram (Huang, 
Kumar, Mitra, Zhu, & Zabih, 1997), and Scale Invariant Feature Transform (Lowe, 
1999; 2004). The representations are described in section A1.  We chose the color 
correlogram over the color histogram and SIFT representations for our image analyses 
based on the common neighbor ratio (Sreekumar, Zhuang, Dennis, & Belkin, 2010) 
described in section A1 (see Fig. 26 and Fig. 27). 
A1 Image Representations 
We contrasted three different image representations that are commonly used in 
various applications: Color Histogram, Color Correlogram, and Scale Invariant Feature 
Transform. The color space used is described first followed by the descriptions of each 
image representation. Though we described the color correlogram in the main paper, we 
reproduce it here for completeness. Finally, the common neighbor ratio measure is 
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introduced, on the basis of which we contrasted the representations and chose the color 
correlogram for the subsequent analyses. 
Color Space 
HSV. For many computer vision applications, the HSV (Hue, Saturation, Value) color 
space (Smith, 1978) is preferred over the better known RGB (Red, Green, Blue) color 
space because the HSV space keeps the color information separate from the intensity 
information. This makes the image representation based on HSV relatively robust to 
changes in appearance due to changes in lighting conditions, shadows, etc.  
Color Histogram  
For image retrieval problems, the color histogram method is a simple way of 
representing global image features.  This representation is invariant under image 
rotation and translation, and has been used extensively (Jeong, Won, & Gray, 2004).  A 
color histogram for an image is generated by concatenating N higher order bits for the 
Hue, Saturation and Value features in the HSV space. The histogram is generated by 
counting the number of pixels with the same color and accumulating it in 23N bins. Our 
representation can benefit from being less sensitive to brightness differences in order to 
identify similar images under different lighting conditions as similar. Quantizing the hue 
component more precisely than the value and saturation components makes the HSV 
histogram more sensitive to color differences and less sensitive to brightness and depth 
differences. We used a 30 x 10 x 3 hue value saturation quantization of the HSV space. 
Color Correlogram 
 The color histogram has the drawback of being a purely global description of the 
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color content in an image. It does not include any spatial information. Purely local 
properties when used can be extremely sensitive to appearance changes due to slight 
changes in angle, zoom, etc. Purely global properties like those used in the color 
histograms can give false positives in an image retrieval task as it tends to classify images 
from widely separated scenes as belonging to the same scene if they have similar color 
content. 
A color correlogram describes global distributions of local spatial color 
correlations. The color correlogram γci,cj
(k)
 (I) of an image I, is a three dimensional table 
whose entry (ci,cj,k) is the probability of finding a pixel of color cj at a distance k ∈ {1, 2, 3, 
… , d} from a pixel of color ci in the image. For pixels p1 = (x1,y1) and p2 = (x2,y2), we use 
the L∞ norm to measure the distance between them, such that |p1 – p2| = max{|x1 – x2|,|y1 – 
y2|}. Relative to the histogram, the correlogram is robust to changes in appearance caused 
by occlusions, zoom, and viewing angles. The size of the correlogram is O(m
2
d) where m is 
the total number of colors and i, j ∈ {1, 2, 3, … , m}. This imposes substantial storage 
requirements for large values of d. So we chose to work with a compressed version of the 
color correlogram where we sum the conditional probabilities of color pairs over a 
restricted set of distances. For constructing the color correlograms, the HSV color space is 
quantized into 12 x 3 x 3 bins. We let k ∈ {1, 3, 5, 7} and use a restricted version of the 
color correlogram as in Eq. A1. 
 
?̅?𝑐𝑖,𝑐𝑗(𝐼) =  ∑ 𝛾𝑐𝑖,𝑐𝑗
(𝑘) (𝐼)𝑘∈{1,3,5,7} .                                                                                 (A1) 
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Figure 25 demonstrates the difference between the color histogram and the color 
correlogram. The two images contain exactly the same number of black and white pixels. 
However, the first image has one black object in it whereas the second image has two 
distinct black objects in it. The color histogram determines that the two images are 
identical due to the fact that the histogram is only a raw count of the number of pixels of 
each color which are exactly the same for the two images. The color correlogram is 
sensitive to the difference between the two images due to the fact that it incorporates 
spatial relationships between pixels in its computation. Consider a pixel at the center of 
the grey square as shown in the images in Fig. 25. There are 8 pixels at an L∞ distance of 
d = 1 from it. Assume that the center pixel is black. This pixel and the pixels 
surrounding it are magnified to the left of each image. In the first image, there are 5 
black pixels and 3 white pixels surrounding (i.e., at d = 1) the center black pixel under 
consideration. In the second image, this is reversed due to the change in spatial 
relationships between the objects in the image. We now count 3 black pixels and 5 white 
pixels surrounding the pixel under consideration. The color correlogram representation 
therefore captures the difference between these two images. The color histogram is prone 
to more false positives when determining which images look similar to each other. 
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Figure 25. Comparison of the color histogram and color correlogram representations. In 
the first image, there are 5 black pixels and 3 white pixels surrounding the pixel at the 
center of region marked by the grey square. In the second image, there are 3 white and 5 
black pixels surrounding the same pixel. Both images contain the same total number of 
black and white pixels. The histogram representation being a global description of the 
number of pixels of each color, is identical for the two images but the correlogram 
representation takes into account local spatial color correlations and makes a distinction 
between the two images as shown by the difference in the number of pixels of j = {white, 
black} from pixel i (denoted by the arrow). 
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Scale Invariant Feature  Transform (SIFT) 
 The Scale Invariant Feature Transform (SIFT) has been used extensively with 
great success in computer vision, especially for object recognition.  While the color 
histogram was a purely global description of an image and the color correlogram was a 
global description of local image features, SIFT features are purely local.  The SIFT 
method represents an image as a collection of local feature vectors, each of which is 
invariant to image scaling, translation and rotation and partially invariant  to affine 
transformations and changes in lighting conditions. A filtering approach is used to 
identify the scale and orientation invariant features. 
The first step involves identifying key locations of the image that are stable across 
scales by looking for positions of extrema of a difference-of-Gaussian function in scale 
space. Given an input image I(x,y), the scale space of that image is a function L(x,y,σ) 
that is produced by the convolution of a Gaussian G(x,y,σ) with the image I(x,y). The 
difference-of-Gaussian (DoG) function convolved with the imafe, D(x,y,σ) can be used to 
detect stable keypoints in scale space in an efficient manner since it is easy to compute as 
a simple difference of images smoothed by two nearby scales (Lowe, 1999). 
 
D(x, y, σ) = (G(x, y, kσ) −  G(x, y, σ)) ∗ I(x, y) = 𝐿(x, y, kσ) − 𝐿(x, y, σ),          (A2) 
 
where k is a constant multiplicative factor and * is the convolution operation in x 
and y. It can be shown that the DoG function is σ2 scale normalized if it has scaled 
differing by a constant multiplicative factor (Lowe, 1999). A scale normalized Laplacian 
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of Gaussian function (σ2∇2𝐺) is required for true scale invariance (Lindeberg, 1994) and 
the DoG function with scales differing by a constant multiplicative k is a close 
approximation to that.  
The second step is to identify the extrema of D(x,y,σ). Each sample pixel in a 
DoG image is compared to its 8 neighbors in the same image and 9 neighbors each in the 
scale above and below. This sample pixel (and the scale associated with the DoG image 
under consideration) is selected as an extremum of D(x,y,σ) only if it is greater than or 
smaller than all the 26 pixels it is compared to. This sample point is now considered a 
candidate SIFT  keypoint. An interpolated estimate is derived for the location of the 
extremum by fitting a 3D quadratic function to the local sample point. The 3D quadratic 
function is just the Taylor expansion of D(x,y,σ) up to the quadratic terms such that the 
origin is at the sample point. 
The third step is to reject all the candidate keypoints that are sensitive to noise in 
the image and retain only stable keypoints. Low contrast regions in the image are highly 
sensitive to noise and all interpolated extrema with pixel values below a threshold of 0.03 
(pixel values ∈ [0,1]) are discarded.  Candidate keypoints may be identified along 
poorly localized edges since the DoG function has a strong response along edges. These 
are unstable to noise as well and need to be discarded. An extremum of the DoG function 
that lies on such an edge will have a large principal curvature across the edge and a small 
one in the perpendicular direction. An extremum is discarded if the ratio of principal 
curvatures is above a threshold (default = 10).  
An orientation based on local image properties is then assigned to each keypoint. 
The SIFT descriptor or feature vector that is associated with any given keypoint is 
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computed relative to the assigned orientation of that keypoint in order to achieve 
rotation invariance. For each keypoint, the image is first blurred using the scale of the 
keypoint. Local gradient magnitudes and orientations around the keypoint are 
calculated.  Orientations are then weighted by their magnitudes as well as a Gaussian-
weighted circular window with a σ that is 1.5 times the scale of the keypoint.  A 
histogram of these weighted orientations is formed using 36 bins for 360 degrees of 
possible orientation values. The histogram peak represents the dominant orientation of the 
image near the keypoint.  This orientation is assigned to the keypoint before the SIFT 
descriptor is computed. If there are other dominant orientations in the histogram that lie 
within 80% of the highest peak, new keypoints are generated with the same location and 
scale but with these new values of orientations. 
The steps above generated keypoints each with an associated image location, 
scale, and orientation. The final step is to calculate the feature vector or descriptor for 
each keypoint with the goal of making it as invariant as possible to changes in lighting 
conditions and 3D viewpoint. For a given keypoint, the scale of the keypoint is used to blur 
the image. A 16 x 16 sample array centered at the keypoint location is considered and 
gradient magnitudes are computed for each pixel in this sample array. The magnitudes 
are weighted by a Gaussian weighting function to deemphasize the contribution of 
gradients that are far away from the center of the sample array. These weighted samples 
are then accumulated into 16 different histograms of orientations. Each of these 
histograms summarizes the orientation information over a 4 x 4 region of the original 16 x 
16 sample array resulting in a 4 x 4 descriptor. This allows gradient samples to shift up 
to 4 sample positions while contributing to the same histogram in the descriptor. This 
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makes the descriptor invariant to local positional shifts. Each histogram is made of 8 
orientation bins. A 4 x 4 x 8 = 128 element feature vector is associated with each 
keypoint. Finally, to reduce the effects of changes in lighting conditions, the feature vector 
is first normalized to unit length. This serves to cancel out multiplicative changes in the 
feature values of a vector due to changes in image contrast. Brightness changes which 
have the effect of adding a constant value to image pixels do not affect the gradient 
values since the algorithm for computing the gradients uses pixel differences. However, 
some brightness changes can be non-linear when 3D structures are illuminated by 
different amounts in different orientations. These changes affect the magnitudes of 
orientations but are less likely to affect the orientations themselves. To reduce the effect 
of such non-linear illumination changes, the feature values in the unit vector are 
constrained to lie below an experimentally determined threshold of 0.2 and the vector 
is then renormalized to unit length. This ensures that large magnitudes of gradients have 
less of an influence when computing the match between images. 
Since different keypoints are associated with different images, to calculate the 
image by feature matrix, we first did K-means on all the SIFT feature vectors in the 
image data set for a given subject and chose 100 cluster centers.  For each image, we 
used these 100 centers to compute the histogram of SIFT features.  The final image by 
feature matrix is therefore a N x 100 matrix where N is the total number of images in the 
data set.  
Computing distances between images. The images were first converted from the RGB 
space into the HSV space. For any given representation, the distances between images are 
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computed in a way that makes the analysis directly comparable to the document analysis 
using LSA that was employed in Doxas, Dennis, & Oliver (2010). A singular value 
decomposition (SVD) is carried on the image by feature matrix and the top 300 singular 
values are retained for the histogram and correlogram analyses. The SIFT image vectors 
are 100 dimensional to start with since the histogram was done on 100 centers 
identified by k-means. We retained the full 100 dimensions after the SVD on the SIFT 
image by feature matrix. The image vectors thus obtained are normalized and Euclidean 
distances are then computed between pairs of these normalized image vectors. 
Choosing the “best” representation: The common neighbor ratio 
To pick the “best” image representation for subsequent analyses, we require that 
our representation of choice and the associated distance  measure accurately identify 
images from the same context as being similar to each other. Though people can and do 
go back to the same context at a later time, in general images that are close in time will be 
from the same spatial context and hence should be identified as being similar. With this 
in mind, we defined the common neighbor ratio (CNR; Sreekumar, Zhuang, Dennis, & 
Belkin, 2010). Given a positive integer k, for each image I, we find its k nearest 
neighbors both in the spatial domain and in the time domain. Suppose DI = {Id1, Id2, … , 
Idk} are image I’s k nearest neighbors in space and TI = { Id1, Id2, … , Idk } are image I’s k 
nearest neighbors in time, then 
 
                           𝐶𝑁𝑅 =
∑ |𝐷𝐼∩𝑇𝐼|
𝑛
𝐼=1
𝑛𝑘
 ,                                                                      (A3) 
164 
 
 
where n is the total number of images. If k equals n − 1 (i.e., all the other images in 
the set), then the ratio is 1. The method that has a higher common neighbor ratio is the 
better one for our purpose, which is to successfully identify images that came from the 
same context as similar. Figure 26 shows common neighbor ratios averaged over subjects 
for each image representation.  
The same pattern of results holds for individual subjects and the common 
neighbor ratio plots for individual subjects are shown in Figure 27. We see that the 
correlogram representation outperforms the traditional histogram representation and the 
more sophisticated SIFT representation.  In the next section, we will also visually 
compare the recurrence plots obtained using the three representations.                 
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Figure 26. Common neighbor ratio averaged over five subjects. The representation with 
the highest common neighbor ratio is more likely than the other representations to 
identify images that come from the same context as being similar to each other.  The 
correlogram representation outperforms both the color histogram and SIFT 
representations. 
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Figure 27. Common neighbor ratios for individual subjects. The representation with the 
highest common neighbor ratio is more likely than the other representations to 
identify images that come from the same context as being similar to each other. The 
correlogram representation outperforms both the color histogram and SIFT 
representations.       
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Figure 27. 
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A2 Recurrence plots 
The recurrence plots for all 5 participants using the three image representations 
are presented in Figure 5.   Remember that the histogram representation gives more 
false positives than the correlogram representation when attempting to retrieve similar 
images (see  Figure 25 for the histogram vs correlogram comparison). So some of the 
space in the histogram recurrence plots gets filled in by those false positives.  
The SIFT recurrence plots look suspiciously well-endowed in the off-diagonal 
regions. A closer look at pairs of images picked randomly from the recurrence plot 
revealed that SIFT identified a lot more unrelated image pairs as having come from the 
same context. One reason could be that color information is discarded in SIFT. It also 
looked like SIFT was picking lower detail images as being similar to each other.  So 
we computed the average number of SIFT features identified in those images that 
were drawn randomly from the SIFT recurrence plot and compared it with the average 
number of SIFT features identified in the images of the entire data set. It was indeed the 
case that the mean number of SIFT keypoints (Mean = 23) in the images identified as 
highly similar by the method was much lower than the mean number of SIFT 
keypoints (Mean = 166) over the entire data set. When very few SIFT keypoints are 
identified in a lower detail image, that image is likely to have features that look similar to 
other low detail images with few keypoints because other more diagnostic keypoints are 
unavailable to make the distinction between low detail images coming from different 
contexts.  So while SIFT might be a superior method for other computer vision 
applications like object recognition, it does not identify image pairs from the same 
spatial contexts as well as the histogram and correlogram methods. 
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Figure 28. Global (unthresholded) recurrence plots for 5 subjects using three different 
image representations. The left panel shows the recurrence plots constructed using the 
color histogram representation, the middle panel using the color correlogram and the right 
panel using SIFT. The plots for the color histogram and correlogram representations look 
similar. SIFT identifies many more points as being recurrence points. Signatures of each 
participant’s individual lifestyles are present in their corresponding recurrence plots. AS 
reported having led an unusually monotonous lifestyle during the data collection period. 
The greater off diagonal structures in AS’ recurrence plots capture the fact that AS 
visited the same locations over time.  
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Figure 28. 
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A3 Correlation Dimension  
Figure 29 is a schematic explanation of the correlation dimension calculation.  
The correlation dimension measures how the correlation sum C (r) scales with r. The 
number of points in a thresholded version of the recurrence plot (RP) is the 
unnormalized C (r). The thresholded RP is plotted by identifying time pairs for which 
the images at those times are separated by less than some threshold distance r. As the 
threshold r is relaxed, more points populate the RP. The slopes of the linear regions of 
the C (r) vs r log-log plot is the correlation dimension estimate. 
Following the analysis in Doxas et  al .  (2010)  to fit the correlation 
dimension data, we did K-fold cross validation and chose the bent cable regression 
model (Chiu, 2002) as the best predictive model.  We present the results first followed 
by the descriptions of the model and the cross validation procedure in the subsequent 
sections. 
The correlation dimension plots for individual subjects (other than NV, whose 
plot is presented in the main paper) are shown in Figure 5. The cross-validation results in 
Table 1 suggest that the bent cable regression model is superior to the polynomial 
regression models in predictive value and generalizability. It is thereby established that 
there are indeed two linear regions. The dimensionality is lower at the shorter length 
scales and is larger at the longer length scales, very much like the structure of natural 
language discourse (Doxas et al., 2010).  The bent- cable estimates for the lower and 
upper scales respectively are 6.30 and 9.55 for AS, 3.91 and 13.39 for SD, 4.70 and 
13.09 for YZSC, and 4.80 and 10.81 for VSSC. 
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Figure 29. Demonstration of the correlation dimension calculation. A The thresholded 
recurrence plot (RP) for a threshold of r = 1.101. The number of points in this RP is 
C (r) and is the lower point marked in the log-log plot of panel C. B The RP for a 
threshold of r + dr = 1.290. The corresponding C (r + dr) is the upper point plotted in 
panel C C The slope of the log[C (r)] vs log(r) plot is the estimate of the correlation 
dimension D2. 
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Bent cable regression  
The bent cable model (Chiu,  2002)  consists of two linear segments, joined 
smoothly by a quadratic bend. The bent cable model includes as a limiting case, the 
piecewise linear model with a sharp transition point, also known as the broken stick 
model.  The bent cable regression procedure includes the estimation of the bend-width 
which is a measure of the abruptness of the transition. The model is described by 
𝑓(𝑡) =  𝑏0 + 𝑏1𝑡 + 𝑏2𝑞(𝑡),                                                                               (A4) 
where 
𝑞(𝑡) =
(𝑡−𝜏+𝛾)2
4𝛾
(𝐼{|𝑡 − 𝜏| ≤ 𝛾} + (𝑡 − 𝜏)𝐼{𝑡 > 𝜏 + 𝛾}).                                  (A5) 
q(t) is the basic bent cable model which has an incoming linear phase of slope 0 
and an outgoing linear phase of slope 1. The quadratic segment that joins these two 
linear segments has a half width of γ. The two linear segments, if extrapolated, intersect 
at t = τ (we used µ instead of τ in the manuscript since we later use τ to denote time 
delay in the Takens analysis). 
In the full bent cable model f (t), the incoming lower linear phase has a slope of 
b1 and a y-intercept of b0 . The upper linear phase has a slope of b1+ b0 and a y-
intercept of b0- b2t. The middle bend is the same as the basic bent cable q(t) but scaled 
by a factor b2. We used the “bentcableAR” R package available on CRAN to perform 
bent cable regression by maximum likelihood via nonlinear least-squares estimation of θ 
= (b0,b1,b2,τ,γ). 
Cross validation 
 We did a K-fold cross-validation for the bent cable model and three polynomial 
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regression models of degree 1, 2 and 3 respectively to ensure that the most generalizable 
model was used. The cross-validation was done by randomly dividing the data for 
each subject into ten equal samples. For each of these ten samples, a predictive model 
was formulated using the nine other samples. The predictive model was then applied on 
the sample that was held out. The residual sum of squares (CV RSS) for the prediction 
was calculated. The mean CV RSS for all the ten samples was calculated. The model 
with the lowest mean CV RSS value was selected as the one with the most predictive 
value. 
 
Table 6. Cross validation residual sum of squares (CV RSS) for each subject and 
model. Presented in the table are the mean values of CV RSS with the standard deviation 
presented in parentheses. The models considered are the polynomial (Poly.) regression 
models with degree 1 to 3, and the bent-cable regression model. The bent cable 
regression is chosen as the best predictive and generalizable model for every participant’s 
data. 
Sub ID Linear Poly. 2 Poly. 3 Bent-cable 
AS 0.78 (0.13) 0.07 (0.02) 0.03 (0.00) 0.05 (0.01) 
SD 12.26 (4.95) 2.34 (0.79) 0.29 (0.07) 0.22 (0.04) 
YZSC 13.80 (3.47) 5.76 (1.05) 1.22 (0.09) 0.13 (0.03) 
VSSC 4.11 (1.17) 1.09 (0.19) 0.10 (0.05) 0.04 (0.02) 
NV 4.02 (1.25) 1.32 (0.34) 0.52 (0.06) 0.10 (0.01) 
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A4 Takens’ Embedding Analysis  
Takens’ delay embedding theorem 
The state space is the set of all possible states of the system; as the system 
evolves from some initial condition, it describes a trajectory in state space.  If we 
obtain an adequate sampling of the state space, we can construct a model of the 
system. Some systems can have mutually exclusive dynamical regimes that have to be 
sampled separately and so we might only be able to reconstruct features of the dynamical 
regime of the system that has been sampled. Furthermore, noise and finite sample sizes 
can also limit the features of the system that can be discerned and modeled, even within 
the dynamical regime that our data samples. 
Let us assume that Φ is a smooth dynamical system in Euclidean space Rk such 
that s(t) = Φt(s(0)) where s(t) is the state of the system at time t. The data that is typically 
available to us is x(t) ∈ R which we assume is obtained by some measurement function 
h(.) acting on s(t) such that x(t) = h(s(t)).  
The first step in analyzing such a time series x(t) in terms of dynamical systems 
theory is to reconstruct the original state space. Since we typically do not have access 
to Φ and h, it is not possible to reconstruct the original space precisely but instead we 
aim to reconstruct a space that is “equivalent” to the original state space in some sense so 
that analyses of geometrical and dynamical properties of the system can be carried out in 
this new space. In other words, we need to reconstruct an embedding of the original 
state space based on the time series information (x(t)) that we do have access to.  
Takens’ Delay Embedding Theorem (Takens, 1981) guarantees that an embedding 
can be constructed based on x(t) if we have an infinitely long record of noise-free data. 
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To  intuitively understand the theorem, we need to first define what an embedding is. 
Informally, an embedding is a map from the original state space to another space where 
distinct points and distinct tangent directions of the original space are not collapsed, so 
as to preserve the topological and dynamical properties of the original space. 
An accurate definition of embedding depends on differential structure (Sauer, 
Yorke, & Casdagli, 1991). Let us assume that we are interested in the long term 
dynamics of a system whose trajectories are asymptotic to an attractor A.  Since 
tangent spaces are well defined only on compact sets, let us further assume that A is a 
compact subset of Euclidean space R
k
. Now, our goal is to find a smooth map F that 
maps R
k
 to another Euclidean space R
n such that A is embedded in R
n by F(A). In 
formal topological language, a map F is said to be an embedding of a compact set A if 
and only if F is a smooth diffeomorphism from A onto its image F(A) and is 
additionally also an immersion. A diffeomorphism is a smooth one-to-one map with a 
smooth inverse. F must be one-to-one at every point s on A so as to not collapse two 
different points. Differential structure is preserved only if F is an immersion, i.e., the 
derivative map DF(s) is also one-to-one at every point s on A. So this second 
condition ensures that tangent directions are not collapsed by the map.  
The Whitney Embedding Theorem (Whitney, 1936) states that a generic map 
from a d-dimensional manifold to a 2d+1 dimensional Euclidean space is an embedding 
(as defined above). Since 2d+1 independent and simultaneous measurements of the 
system can be considered a map of the system to the 2d+1 dimensional space, vectors of 
2d+1 independent measurements of the system can be used to reconstruct the original 
state space. As mentioned at the outset however, what we typically have access to is not 
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2d+1 independent signals measured from the system but one single signal, a time series 
x(t) (e.g.  EEG recordings, time series of stock returns). Even if we did have access to 
simultaneous measurements on the system, we would then have to ensure that those are 
truly independent measurements. An alternative reconstruction method that does not 
require us to have 2d + 1 independent measurements of the system is the method of 
derivatives that was investigated numerically by (Packard, Crutchfield, Farmer, & Shaw, 
1980). They sampled one coordinate of a well-known 3D chaotic dynamical system, the 
Rössler system, to get a time series x(t). The set of vectors y(t), constructed by taking 
successively higher order derivatives of the same signal x(t) was numerically shown to 
mimic the behavior of the system in the original state space and was shown to preserve 
geometrical invariants like the Lyapunov exponent. 
𝑦(𝑡) = (𝑥(𝑡), ?̂?′(𝑡), … , ?̂?(𝑚−1)(𝑡) )†,                                                                     (A6) 
where ?̂?𝑗 is a numerical approximation to the jth derivative of x(t). To provide an 
intuitive motivation for Takens’ Delay Embedding Theorem which we will state next, it 
would be useful to note that for a small time difference τ , we can approximate the time 
derivatives in Eq A6 in terms of delay coordinates 
(𝑥(𝑡),
𝑥(𝑡)−𝑥(𝑡−𝜏)
𝜏
,
𝑥(𝑡)−2𝑥(𝑡−𝜏)+𝑥(𝑡−2𝜏)
𝜏
, … ). 
We are now ready to formally state the delay embedding theorem proposed by 
Takens. Takens investigated the delay reconstruction map F with time delay τ and 
embedding dimension m. 
 
𝐹(𝑠(𝑡)) = (ℎ(𝑠(𝑡 − (𝑚 − 1)𝜏)), ℎ(𝑡 − (𝑚 − 2)𝜏), … , ℎ(𝑠(𝑡)))
†
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                                   = (𝑥(𝑡 − (𝑚 − 1)𝜏), 𝑥(𝑡 − (𝑚 − 2)𝜏),… , 𝑥(𝑡))†                 (A7) 
 
where h is an observation function acting on the attractor states s and produces a 
time series x(t) = h(s(t)). 
Takens’ Delay Embedding Theorem states that the delay maps of dimension m = 
2d+1 that form an embedding of a compact manifold of dimension d are dense, 
provided that the measurement function h : R
dR is C2. The measurement function 
must also couple all the degrees of freedom of the original space so that no information 
is lost in the embedding.  In other words, the measurement function must satisfy certain 
genericity conditions. The theorem allows the use of almost any value of time delay τ 
but it restricts the use of certain values of τ in order to satisfy the aforementioned 
genericity conditions so that self-crossings of trajectories in the reconstructed space are 
not permitted. Self-crossings would violate the condition that the map F be one-to-one. 
Takens further proved that the delay embedding reconstruction preserves geometrical 
invariants like the correlation dimension. A detailed topological proof can be found in 
Takens (1981). The theorems mentioned so far apply to smooth manifold attractors. 
Sauer, Yorke & Casdagli (1991) extended these results and showed that an attractor 
(which can be fractal) of box-counting dimension d can be reconstructed with m time 
delayed coordinates constructed from one generic observation where m is an integer 
greater than 2d. The correlation dimension D2 is a lower bound on the box-counting 
dimension (Grassberger & Procaccia, 1983b) but in many practical cases, they are 
identical. 
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All the subjects, except SD, captured images using devices that triggered image 
captures at regular intervals.  For SD’s data, we first prepared a time series x(t) that is 
approximately equidistant in time by using the image time stamps. We carried out the 
rest of the analysis as described in the main text on this time series.  
Time delay selection 
Takens’ theorem guarantees a faithful reconstruction as long as the embedding 
dimension exceeds twice the topological dimension. However, Takens’ theorem 
assumes the availability of infinite noise-free data. In practice, the quality of the time 
delayed reconstruction using noisy and finite data is sensitive to the choice of the time 
delay τ. If τ is too small, there is very little gain in information across successive delay 
coordinates (redundancy, [17]) and the reconstructed trajectory is restricted to the main 
diagonal of the embedding space. If τ is too large, then successive delay coordinates 
may behave as though they were causally unrelated and this trajectory may not represent 
the true dynamics of the system (irrelevance, Casdagli, Eubank, Farmer, & Gibson, 
1991). Additionally, in practical situations with finite data, the upper limit of possible 
τ’s is also constrained by the number of data points available in the time series.  
There is currently no commonly accepted procedure for choosing τ that works 
equally well for all situations. Among the heuristics that have been developed, the most 
popular ones are based on autocorrelation and mutual information functions (Fraser & 
Swinney, 1986). Autocorrelation measures the similarity between a signal and a delayed 
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version of itself. Plotting the autocorrelation as a function of delay is expected to give us 
a measure of the transition from redundancy to irrelevance (discussed above). For 
example, τ can be chosen as the delay at which the autocorrelation function drops to 1/e 
of its initial value (Albano, Muench, Schwartz, Mees, & Rapp, 1988). The 
autocorrelation method provides a satisfactory measure of dependence in linear low 
dimensional systems. While easy to compute, autocorrelation based heuristics for the 
choice of τ have several limitations. They are inconsistent; the same criterion of choice 
of τ based on the autocorrelation function does not work equally well for all dynamical 
systems (e.g. Albano, Muench, Schwartz, Mees, & Rapp, 1988) and they do not treat 
nonlinearity appropriately (Fraser & Swinney, 1986).  
A popular class of heuristics that provides a better measure of dependency in 
nonlinear systems is based on mutual information (Fraser & Swinney, 1986). Average 
mutual information (AMI) provides a measure of the predictability of a signal X(t+τ) 
given that X(t) has been observed. In order to reduce redundancy (Casdagli, Eubank, 
Farmer, & Gibson, 1991) between time delayed vectors constructed from a time series 
X(t), typically the first local minimum of AMI of the time series is chosen as the optimal 
τ when such a minimum is apparent.  
The choice of τ is not an exact science and the criterion used to choose τ using 
AMI may also be inconsistent in determining optimal τ (e.g. Martinerie, Albano, Mees, 
& Rapp, 1992). The decline in AMI is related to the autocorrelation and in general, the 
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shortest possible time delay that eliminates most autocorrelation is the recommended τ 
because longer the τ, more the data we lose in the embedding process. To illustrate this 
upper bound issue, let us consider NV’s data. There are 2181 data points in the time 
series. For an embedding dimension of 50 and a time delay τ = 40 indices (or data 
points, where the time difference between successive data points or indices = 1 min for 
NV’s data), we construct delay embedded 50 dimensional vectors in the following way: 
the first 50 dimensional time delayed (τ = 40) vector is [x1 x41 x81 x121 … x1961], the 
second vector is [x2 x42 x82 x122 … x1962] and the last possible delay embedded vector is 
[x221 x261 x301 x341 … x2181]. Note that the index of the 50
th
 element of the first vector is 
1+(m-1)τ = 1+(50-1)40 = 1961. Therefore, we have already utilized 1961 of the 2181 
available points for the first delay embedded vector for τ = 40 and m = 50. A total of 
2181-1961+1 = 221 time delayed vectors are obtained. For our purposes, we need to 
calculate the correlation dimension of each set of delay embedded vectors. The 
correlation dimension is often used with small datasets because it considers O(N
2
) 
distances (where N is the number of points or vectors), and can therefore produce 
reliable estimates with fewer points.  Nevertheless, there is a practical lower limit on the 
number of points needed for a reliable estimate. The exact limit depends, of course, on 
the value of the dimensionality, but for the values considered here we know empirically 
that we need data close to the order of 10
3
 for a reliable estimate. Hence the availability 
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of data points constrains the upper limit of τ that can be explored. If a higher τ must be 
used (based on the autocorrelation or the AMI plot), then there is an upper bound on the 
embedding dimensions that can be used (e.g. see Figure 8 for AS where we could only 
go up to 40 embedding dimensions).  
Fortunately, many values of τ in the range suggested by the AMI plot work as 
shown in Figure 30 to reconstruct the correlation dimension. As long as the AMI has 
dropped sufficiently, we find that multiple values of τ yield faithful embeddings for 
higher embedding dimensions (as guaranteed for infinite noiseless data by Takens’ 
theorem and other extensions of it). In Figure 30, τ =10, 20 and 30 work approximately 
equally well for NV’s data. We presented τ = 10 in the manuscript since a lower τ gives 
us more delay embedded vectors for the correlation dimension calculation at each 
embedding dimension as discussed earlier. We repeated this procedure for each 
participant to determine the optimal time delay. τAS = 45 lags = 45 mins (since lag = 1 
min for AS), τSD = 1 lag = 1 min (since we used an approximately equally spaced subset 
for SD’s data which was originally unevenly spaced, and the spacing of the subset is 
~1min as explained in the previous section. We had to use all of the subset for the 
Takens procedure due to the unavailability of a sufficient number of points to try higher 
values of time delay), τVSSC = 45 lags = 6 mins (lag = 8 seconds for VSSC) and τYZSC = 
60 lags = 8 mins  (lag = 8 seconds for YZSC).   
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Figure 30. A The average mutual information plot of NV’s time series guides our search 
for an optimal time delay τ for Takens’ delay embedding procedure. B Takens’ 
embedding works approximately equally well for τ=10, 20, and 30 for NV’s data. In 
contrast, the randomized time series fills space, to within the limits of the number of 
points in the dataset, for all values of τ (only τ =10 is presented here for clarity). 
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Figure 30.  
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Appendix B: Latent Semantic Analysis (LSA) 
In the analyses presented in chapter 3, we needed to compute distances between 
emails. To do this, we mirrored the analysis in Doxas et al. (2010) and used LSA 
(Landauer & Dumais, 1997) to represent emails as vectors before computing Euclidean 
distances between them.  
LSA is a high-dimensional model that generates representations from a corpus of 
natural language text that can adequately capture word-word, document-document and 
word-document semantic relationships. LSA is based on a relatively simple mechanism 
of induction, via dimensionality reduction. In LSA, the meaning of a passage is 
approximated by the sum of the meanings of the words comprising the passage. Word 
order is completely ignored. This is often a source of criticism of the model but even this 
simple “bag of words” type model can extract substantial semantic information from 
language corpora. For example, LSA has been used with great success in grading student 
essays. In many settings, LSA-human rater reliability is found to be indistinguishable 
from inter-rater reliability (Landauer, Laham, & Foltz, 2000). 
The model takes as input a type-by-document matrix. The types are typically 
words but they can be concepts or other units depending on the application. The unit that 
is considered a “document” is predetermined. It can be a paragraph, a collection of 
paragraphs, a book, etc. depending on the application. For our data in this study, each 
email (both received and sent) is considered to be a separate document. 
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Usually, function words and very high frequency words are removed before the 
corpus is fed into LSA to reduce the noise that can come from these sources. However, 
LSA still needs to figure out which of these words most effectively distinguish a 
document from the rest. Some of these words may not be very diagnostic of a given 
document by virtue of having appeared in many documents across the corpus. LSA 
therefore applies appropriate weights to the entries in the type-by-document matrix to 
improve performance. To increase the importance of types within a document (a type that 
can uniquely identify that document and distinguish it from the other documents) and 
decrease the importance of types occurring across the entire collection of documents, a 
local and a global weighting function are applied to each non zero entry of the type-by-
document matrix. It follows that the local weighting function needs to be proportional to 
the within-document frequency of that type and the global weighting function needs to be 
inversely proportional to the frequency of that type in the entire corpus. Sj is the weight 
applied to each word type and is given by 
𝑆𝑗 = 1 + ∑ 𝑃𝑖𝑗
ln (𝑃𝑖𝑗)
ln (𝑁)𝑖
 ,                                                                                        (B1) 
where 𝑃𝑖𝑗 =
𝑡𝑓𝑖𝑗
𝑔𝑓𝑗
, tfij = type frequency of type j in document i, and gfj = the total 
number of times that type j appears in all the N documents of the corpus (Martin & Berry, 
2007). This weighting function ensures that a greater weight is assigned to types that 
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appear frequently within that document but not very frequently in other documents of the 
corpus. To represent documents, we construct a matrix whose elements Mij are given by 
𝑀𝑖𝑗 = 𝑆𝑗ln (𝑡𝑓𝑖𝑗 + 1).                                                                                          (B2) 
Since Eq B1 is dependent on the information entropy of the word type across the 
documents of the corpus and since we use the natural logarithm of the type frequency in 
Eq B2 to construct our final matrix, the right hand side of Eq B2 is referred to as the log-
entropy weighting function. Log-entropy weighting has been found to give good retrieval 
results (Dumais, 1991). 
Singular Value Decomposition (SVD) is used to decrease the dimensionality of 
the log-entropy weighted type-by-document matrix to a more manageable number. SVD 
is a method for identifying and ordering the dimensions along which data points exhibit 
the greatest variance. If M > N, any rectangular M x N matrix A can be broken down into 
the product of three matrices: an orthogonal matrix U, a diagonal matrix S containing the 
singular values along the diagonal, and the transpose of an orthogonal matrix V: 
𝐴 = 𝑈𝑆𝑉𝑇.                                                                                                          (B3) 
If A is the log-entropy weighted type-by-document matrix, a SVD done on A 
would give us the type vectors in matrix U and the document vectors in matrix V. The 
columns of U and V are orthonormal eigenvectors of AA
T
 and A
T
A respectively. Once 
the dimensions along which the data exhibit the maximum variance have been identified, 
i.e., the dimensions that correspond to the highest k singular values stored in the diagonal 
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matrix S, we take the reduced representations of the type and document vectors along 
those dimensions. The choice of k is an empirical matter. Some values of k might work 
very well for a certain application but might not perform well for another. Values of k 
around 300 seems to work well for many applications. We use this value of k = 300 in 
our calculations. We repeated the analyses using alternate values of k and that does not 
change our results. 
Most LSA applications compute similarities between document vectors by taking 
the cosine between those vectors. This serves to de-emphasize the importance of vector 
length since vector length is directly related to the length of the document. Two 
documents can be of different lengths but can be similar in meaning. To get the degree of 
similarity between two documents, the quantity of interest is the dot product between the 
corresponding columns in Ak (the reduced type-by-document matrix). 
𝐴𝑘
𝑇𝐴𝑘 = 𝑉𝑘𝑆𝑘𝑆𝑘𝑉𝑘
𝑇                                                              (B4) 
Since looking at the dot products of the document vectors in the A matrix is equivalent to 
looking at the dot products between the row vectors of V scaled by the singular values in 
the diagonal matrix S, we work with the VS vectors. However, the cosine is not a metric 
and for our dimensionality calculation, we will use the Euclidean distance between the 
normalized vectors of the VS matrix as is done in Doxas et al. (2010). 
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Appendix C: Sensitivity Analysis 
A sensitivity analysis is recommended to check if alternate priors lead to different 
conclusions (Liu & Aitkin, 2008). In this case, we investigate if assuming different priors 
changes our model selection result which favored an exponential memory strength 
function. Model selection measures like the DIC, which are sensitive to changes in 
complexity due to shrinkage (i.e., pulling individual parameters towards a common mean 
due to the hierarchical structure), can prefer a model because its hyper-priors impose a 
greater degree of shrinkage. Examining the spread of the hyper-parameters is a way to 
assess shrinkage. If assuming different hyper-priors leads to vastly different spreads of 
the hyper-parameters, then this differential shrinkage can lead to different model 
selection conclusions for different hyper-prior specifications. We calculated the mean 
DIC (over 20 runs of 10000 iterations each) for the 4 models under these alternative 
priors, and found that in every case, the preferred model was one with an exponential 
strength function. We present the results for two sets of alternate priors. The first set 
assumes that the population means of the probit transformed parameters ai, bi, and ci are 
drawn from Normal(0, s.d.=1) distributions and that the population mean of the log 
transformed parameters λi is drawn from a N(0, s.d.=1) distribution (which is less diffuse 
than the prior used in the analysis presented in the main text). The second set assumes 
that the population means of the probit transformed parameters are drawn from 
Normal(0,2) distributions (which is more diffuse than the prior used in the analysis 
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presented in the main text) and that the population mean of the log transformed 
parameters is drawn from a N(0,5) distribution. The estimates of the standard deviations 
of the hyperparameters are obtained by taking the square root of the posterior median of 
the diagonal elements of the variance-covariance matrix (Σ) and are presented in Table 7 
for each model and set of hyper-priors. The 4x4 variance-covariance matrix Σ is drawn 
from an inverse Wishart distribution, s1 is drawn from an exponential distribution with 
rate parameter = 1, and s2 is drawn from Gamma(1,1) as in the main analysis. The 
standard deviations do not change significantly between the different choices of hyper-
priors and for both sets of hyper-priors considered, DIC is lower for the exponential 
models than the power models. We also explored alternate parameters for the inverse 
Wishart prior and the preferred model was an exponential strength model. Therefore, our 
conclusion that memory strength is best described by an exponential function is not 
sensitive to the choice of priors. 
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Table 7. The mean DIC calculated over 20 runs of 10000 iterations each, for two sets of 
hyper-priors. Models 1-4 are those with memory strength functions as described by 
Equations 3-6. An exponential memory strength function (models 1 and 3) is preferred 
over a power function (models 2 and 4) for both sets of hyper-priors. For a given model, 
the standard deviations of the hyper-parameter (specified in brackets) posterior 
distributions do not change significantly between the two sets of prior specifications.   
 Model 1 
Set 1            Set 2 
Model 2 
Set 1            Set 2 
Model 3 
Set 1            Set 2 
Model 4 
Set 1            Set 2 
SD 0.62 (c) 
0.61 (λ) 
0.63 
0.62 
0.59 
0.52 
0.59 
0.52 
0.59 (a) 
0.65 (b) 
0.56 (c) 
0.58 (λ) 
0.65 
0.66 
0.58 
0.59 
0.58 
0.62 
0.54 
0.52 
0.64 
0.72 
0.52 
0.48 
Mean 
DIC 
814 813 824 825 809 816 826 829 
 
