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2006 年に Hinton らが提案した Deep Brief Network[1] の登場を皮切りに，現行
の人工知能（Artificial Intelligence：AI）技術の中心は深層学習（Deep Learning：
DL）となっている．特に，2012年に開催された画像認識コンペティション ImageNet
Large Scale Visual Recognition Challenge[2]において，ディープニューラルネット
ワーク（Deep Neural Network：DNN）による手法 [3]が，他の手法に圧倒的な差を
つけて優勝したことが大きなブレイクスルーとなった．DL は画像認識のみならず，
画像生成 [4, 5]や，音声認識 [6, 7, 8]，強化学習 [9, 10]など様々なタスクで高い成果
をあげている．
かつて，1950年代頃に起こった第 1次 AIブームや，1980年代頃に起こった第 2




































トの将来市場予測 [12] によると，サービス分野のロボットの市場規模は 2015 年の


















































































































8 第 2章 関連研究










CPU に代わる演算のアクセラレータとして，GPU や FPGA などが挙げられる．





表 2.1: CPU・GPU・FPGAの比較 [17]
CPU GPU FPGA
速度 ×1 ×14 ×228
電力あたりの性能 ×1 ×31 ×584























フィックチップ TrueNorth[18] を発表した．TrueNorth は，100 万個のスパイキン
グニューロンと，約 2億 5000万個のシナプスを構成し，低電力な画像検出・画像認



































TrueNorthや Loihiなどの既存の AIチップは，低消費電力な AIのアクセラレー
タという点では本研究が目指すものと共通するが，学習のパラダイムと，脳機能の実










































CS の条件づけを行う [28]．また，LA の神経細胞は特定の刺激に反応するものが局
在化する特徴があることが知られている [24, 29]．扁桃体では LAから扁桃体中心核
（Central nucleus：CE）に投射がある．CEは体中に情動の反応を出力する部位であ


































成される，情動発現モデル（Emotion expression Model of the Amygdala：EMA）
を提案した．SOM は LA のモデルであり，パーセプトロンは CE のモデルである．
SOMでは，類似する入力に応答するニューロンが局在化しており，これは LAの特
徴と一致する．EMAは小型ロボットの FPGAに実装され，色彩センサが取得した








































文献 [30, 31, 32, 33]は，生理学的妥当性を重視したものであり，本研究とは目的が異
なる．また，Izhikevichニューロンモデル [21]などのスパイキングニューラルネット










[44, 45, 46]の構造を示す．このモデルは，LAのモデルとしての複数の SOMと，CE
のモデルとしての FCNN で構成される（図 3.2 右部）．これは，EMA[39] の SOM
を Deep SOM Network[47]のレイヤーと入れ替えたものと捉えることができる．




論モードがある．学習モードでは，FCNN は US と LA の出力ベクトルの関連付け
を行う．推論モードでは，モデルは CSを受け取るのみで，CRを出力する．
このモデルはレストランで働くウェイターロボットに搭載し，客の好みを学習する










































扁桃体モデルの推論モードは，以下の手順で行う．CS を示す N 次元ベクトル
xk ∈ RN (k = 1, ...,K)が与えられたとき（K は CSの個数を示す），扁桃体モデル
の LAが各ベクトルを受け付ける．LAはK 個の SOMを含み，ベクトル xk を k番
目の SOMに割り当て入力する．各 SOMは，最も入力ベクトルに一致する参照ベク
トルをもつ勝者ニューロンを，以下の式により検索する，
(ic, jc) = argmin
i,j
∥xk −wi,j∥, (3.1)
ここで，wi,j ∈ RN は SOM の参照ベクトルを示す．SOM のニューロンは 2 次元
平面の I × J のグリッドに配置される．各ニューロンのインデックスを (i, j)(i =
1, ..., I, j = 1, ..., J)で示す．式（3.1）の (ic, jc)は，勝者ニューロンのインデックス
を示す．勝者ニューロンの決定後，SOMは勝者位置に応じた出力ベクトルを生成す
る．出力ベクトル hk ∈ RI×J は，以下の式により算出する，
hi,j = exp(−d2i,j/2σ2prop), (3.2)
di,j =
√
(i− ic)2 + (j − jc)2, (3.3)
ここで，hi,j は出力ベクトル hk の要素である．すなわち，SOMのニューロン (i, j)
がスカラー値 hi,j を出力すると捉えることもできる．変数 di,j は，勝者ニューロン
(ic, jc)とニューロン (i, j)との 2次元グリッド上の距離を示す．変数 σprop は，ガウ
ス関数の分散を示す．全ての SOMの出力ベクトルは以下のように連結される，
H = {h1, ...,hK}. (3.4)
ベクトルH ∈ RM (M = I × J ×K)は CEに入力される．CEは条件反射ベクトル
y ∈ RL（Lは FCNNのニューロン数）を，以下の式により算出する．
yl = ϕ(H · v⊤l ), (3.5)
ここで，yl(l = 1, ..., L)は条件反射ベクトルの要素，vl ∈ RM は CEの結合荷重ベク
トルである．ϕは活性化関数を示し，恒等関数，シグモイド関数，ソフトマックス関
数などを適用できる．
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扁桃体モデルの学習モードは，上記推論モードに加えて，以下の手順で行う．LA
の SOMの参照ベクトルの更新は，以下に示す教師なし競合学習によって行う．
∆wi,j = α(x−wi,j) exp(−d2i,j/2σ2learn), (3.6)
wnewi,j = w
old
i,j +∆wi,j , (3.7)
ここで，αは学習係数，σlearn は，ガウス関数の分散を示す．CEの結合荷重ベクト
ルの更新は，以下に示すデルタ則によって行う．










DSP Slice が 2,520 個と他の資源よりも限られる（Look Up Table は 274,080 個，




式（3.1）では，入力ベクトルと参照ベクトルの距離 ∥xk −wi,j∥ を算出する．通




算が含まれる．本手法では，L2 ノルムの代わりに乗算を必要としない L1 ノルム
∥xk−wi,j∥1 =
∑N

















但し，浮動小数の変数を 8ビットの固定小数（整数部 2ビット，小数部 6ビット）に
置き換える．また，指数関数の使用を避けるため，活性化関数は恒等関数とする．
以上のハードウェア指向アルゴリズムを用いて，扁桃体モデルのハードウェアを
設計する．図 3.3に扁桃体モデル回路全体の構成図を示す．ハードウェアは K 個の
LA モジュールと 1 個の CE モジュールで構成する．このハードウェアに対し，CS
を示すベクトル xk が LAモジュールに入力される．LAモジュールの演算は並列に
行われる．各 LA モジュールは出力ベクトル hk を計算し，これらのベクトルはH
として結合される．結合ベクトルH は CEモジュールに入力される．CEモジュー
ルは CRを示すベクトル y を出力する．学習モードにおいては，USを示すベクトル
tが CEモジュールに与えられ，CRと USの誤差を最小化するように結合荷重を更
新する．また，LAモジュールも自身の参照ベクトルを更新する．
図 3.4 に LA モジュールの構成図を示す．LA モジュールは I × J ニューロンを
含んでおり，全てのニューロンの計算が並列に実行される．LAモジュールは参照ベ





ユニットは最も小さい ∥x − wi,j∥1 を持つニューロンを検索し，そのインデックス
(ic, jc) を出力する．勝者ニューロンのインデックスは距離計算ユニットに入力され
る．距離計算ユニットは全てのニューロンと勝者ニューロンの距離 Di,j = Di +Dj
を計算する．距離は同時に出力ユニットと更新ユニットに入力される．出力ユニット









































は距離Di,j を用いて出力ベクトル hk を計算する．学習モードでは，更新ユニットが
参照ベクトルの更新量 ∆wi,j を計算する．このユニットは複数のベクトルの要素を
同時並列に計算することができる．更新ユニットの出力は RAMに格納される．


































図 3.6-(a)に勝者決定ユニットを示す．図中の Compは比較器を示す．比較器は 2
つのノルム計算ユニットから L1ノルムとそのインデックスを受け取り，小さい方の
L1ノルムとそのインデックスを出力する．勝者決定ユニットは I × J 個のレジスタ
と I × J ÷ 2 個の比較器によって構成される．比較器の出力は前半半分のレジスタ
に入力される．勝者ニューロンを検索するためには，各レジスタをノルム計算ユニッ
トの出力値で初期化し，比較器による演算を log2(I × J)回繰り返す．但し，ニュー



























算 (ic − i)，(i − ic)，(jc − j)，(j − jc) を同時に計算する．勝者ニューロンと各イ
ンデックスの減算の絶対値を計算するため比較器を用いて，(ic − i)または (i− ic)，
(jc − j)または (j − jc)を選択し出力する．
図 3.8 に出力計算ユニットを示す．図中の Sat は飽和処理の演算素子，Shift は
算術ビットシフト演算の演算素子を示す．出力計算ユニットは勝者ニューロンか
らの距離 Di，Dj を受け取り，それらの加算を行う．ここで求めた値は，0 から
BIT WIDTH H の値になるように飽和処理される．ここで BIT WIDTH H は


















ら BIT WIDTH W の値になるように飽和処理される．ここで BIT WIDTH W
は変数 wi,j のビット幅であり，BIT WIDTH W = 8 とする．更新ユニットは
(xk,n − wi,j,n)をノルム計算ユニットから受け取り，この値を算術ビットシフト演算
する．更新量 ∆wi,j,n は RAMに入力され，wi,j,n に加算される．
























ニット（Update）によって構成される．乗算ユニットはベクトルH と vl の要素積
を計算する．したがって，計算結果はM(= I × J ×K)要素となる．計算結果は加
算ツリーユニットに入力され，内積H · vl を計算するために全ての要素の加算を行
う．学習モードでは，加算ツリーユニットの出力 y と，教師信号（US）tが差分計算
ユニットに入力され，yl − tl が計算される．その差分は更新ユニットに入力され，結
合荷重の更新値 ∆vl が RAMに入力され格納される．
図 3.11-(a)に加算ツリーユニットを示す．加算ツリーユニットはM(= I×J×K)
個のレジスタとM ÷ 2個の加算器から構成される．加算器は 2つの入力を受け，そ
の加算結果を出力する．加算器の出力は前半半分のレジスタに入力される．レジス
タに入力された全ての値の加算を行うためには，加算器よる演算を log2 M 回繰り返
す．但し，乗算ユニットの出力数M は 2の冪乗である必要がある．そうでなければ
ダミーのレジスタを用意し，0 で初期化したものを追加する．図 3.11-(b) に加算ツ
リーユニットの演算を時間展開したものを示す．図中の赤線で描かれるように，加算
の計算結果は 1番目のレジスタに保持される．
図 3.12 に CE モジュールの更新ユニットを示す．図中の Mult は乗算器を示す．
乗算器は 2つの値を受け取り，その乗算結果を出力する．更新ユニットは学習係数 β
と，yl − tl を差分計算ユニットから受け取り，乗算器に入力する．また更新ユニッ




































声認識のためWeb Speech API[49]を，物体画像認識のため YOLOv2[50]を，場所
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図 3.13: 扁桃体モデルの実験における HRI
の認識のため自己位置推定（Simultaneous localization and mapping：SLAM）を
用いた．ロボットに搭載されているカメラとマイクを用いて，USと CSを取得した
（図 3.13）．ここで，CSとして以下に示す 2種類のベクトルを用意した：客 A・Bを
示す顔画像（64×64ピクセル・RGBチャンネル），場所 A・Bを示す場所ベクトル（3
次元の One-Hotベクトル）．これらの CSを用いて，表 3.1に示すシチュエーション
を定義した．例えばシチュエーション Aの場合，客 Aが場所 Aにいるときはいつも
オブジェクト Aを注文するように設定した．提案モデルは，表 4に定義したシチュ
エーションの通りの USと CSを受け取り，その関係性を学習した．最初に，シチュ









Situation Face Place Ordered object
(CS) (CS) (US)
A Customer A Place A Object A
B Customer A Place B Object B
C Customer B Place A Object B
















Used Available Utilization [%]
LUT 67,198 274,080 24.52
LUTRAM 1,472 144,000 1.02
FF 48,398 548,160 8.83
BRAM 672 912 73.68
DSP 675 2,520 26.79
3.5.2 ハードウェア
提案する扁桃体モデルのハードウェアを FPGAに搭載した．ターゲットデバイス
は XCZU9EG[48]とし，開発環境は Xilinx SDSoC 2018.3[51]を用いた．
扁桃体モデルの構造のハイパーパラメータは以下の通り設定した：LA における
SOMの個数 K = 2，SOMの参照ベクトルの次元数 N = 12, 288(= 64 × 64 × 3)，
SOMのノード数 I × J = 8× 8，CEのニューロン数 L = 3．
ハードウェアの設計は Vivado HLS[52]を用い，扁桃体モデルの演算をハードウェ













イスへの実装が不可であり，表に示す回路使用率とレイテンシは Xilinx Vivado と




LUT 36,174 1,057,222 67,198
(13.20%) (385.73%) (24.52%)
LUTRAM 2,047 484,387 1,472
(1.42%) (336,38%) (1.02%)
FF 46,517 401,409 48,398
(8.49%) (73.23%) (8.83%)
BRAM 784.50 912 672
(86.02%) (100.00%) (73.68%)
DSP 329 4,866 675
(13.06%) (193.10%) (26.79%)










前学習を実行した．事前学習は CSを SOMに与え，自己組織化した SOMの参照ベ
クトルを獲得するために行う．顔用の SOMの場合，前述の顔画像データセットの学
習用 750枚からランダムに選択した画像を, 場所用の SOMの場合，ランダムに生成
した 3次元ベクトル（8ビット整数）を CSとして与えた．ここで，式（3.12）の A
は 1とした．図 3.16に，500回の事前学習前後の SOMの参照ベクトルを示す．LA
には顔用の SOM（k = 1）と場所用の SOM（k = 2）があるため，それぞれの事前
学習前後の結果を示す．図 3.16-(c)，3.16-(d)において，各参照ベクトルは 8ビット





差の計算に用いた．場所用の SOMの場合，場所 A・Bを示す One-Hotベクトルを













た．ここでは，表 3.1に示すシチュエーションに基づいて USと CSを同時に与えた．
最初に，シチュエーション Aの USと CSを 10回入力し，次にシチュエーション B
の USと CSを 10回入力した．シチュエーション C，Dに関しても，同様に続けて
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(a) 学習前 (k = 1) (b) 学習後 (k = 1)
(c) 学習前 (k = 2) (d) 学習後 (k = 2)
図 3.16: FPGAの計測結果：事前学習前後の SOMの参照ベクトル
せ（すなわち客の好み）の知識を数回の学習で獲得できたことがわかる．
さらに，扁桃体モデル回路の汎化性能を確認するため，前述の顔画像データセット






cessing System（PS）と Programmable Logic（PL）が統合された System-on-Chip
（SoC）FPGA である．ここでは，扁桃体モデル回路は PL に実装され，PS 上のソ
フトウェアが PLにデータを送り，PLの計算結果を受け取るようにした．学習モー
ドを 500回繰り返し，学習開始から終了までの実行時間を計測し，その平均値を求め
た．また，比較のため，XCZU9EGの PS（Arm Cortex-A53），Intel Core i5 4670K，
NVIDIA Jetson TX2の CPU（Nvidia Denver＋ Arm Cortex-A57）に扁桃体モデ
ルのソフトウェアを実装した．Cortex-A53と Core i5については C++で記述した
ソフトウェアを，Jetson TX2については Pythonと NumPy[53]によって記述した
ソフトウェアを実行した．これに加えて，NumPyの演算を CuPy[54]に置き換えた












Implementation @ device Execution time [s]
C++ @ A53 251.3 m
C++ @ i5 22.0 m
Python + NumPy @ TX2 42.3 m
Python + CuPy @ TX2 18.7 m





Entire hardware 197.4 µ














































の場所に対して反応する神経細胞 [56] や，特定の遅延時間を表現する神経細胞 [57]
が発見されている．海馬では，これらの細胞の活動を組み合わせることで，現在の経
験が内部表象されると考えられている [58, 59]．その経験が短期的な記憶として一時






































































































4.2に，時間細胞の k番目のQueueの出力 qk(t)（q(t) = {q1(t), ..., qk(t), ...} ∈ RM）
を示す．
qk(t) = c(t−∆tk), (4.2)
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推論モードがある．学習モードでは，時刻 tのイベント入力に対して，時刻 t+ 1の
イベントを推測できるように教師信号を与えて学習する．学習はリッジ回帰（Ridge





















するもので，Social Place Cell の役割を持つ．時間細胞及び場所細胞モデルは，こ
れらの情報を統合し，イベントベクトルとして出力する．ここではイベントベクトル
を，場所細胞の出力 p ∈ RN と時間細胞の出力 q ∈ RM を用いて，ベクトルの全ての
組み合わせの要素積 p⊤q で定義する．イベントベクトルは前頭前野モデルへ入力さ









に入力される．前頭前野モデルは時刻 tのイベントが与えられた時，時刻 t+ 1のイ
図 4.4: 他者の移動経路を学習・予測するモデルの構成






















外は 0.0）．人 Aは位置 O に出現し，位置 αに向かって移動，人 Bは位置 O に出現
し，位置 β に向かって移動するように設定した．その他のオブジェクトは，上記以外
の場所に配置した．人 Aが出現し移動するエピソード（エピソード A）と，人 Bが
出現し移動するエピソード（エピソード B）を繰り返して，モデルに入力した．各エ
ピソードでオブジェクトの出現場所は少しずつ変動するようにした．位置 O の座標
を (XO, YO)とし，正方形の部屋の辺の長さを Lとした時，オブジェクトの出現場所
は (XO − 0.1L, YO − 0.1L) から (XO + 0.1L, YO + 0.1L) の範囲で変動するように
した．
図 4.6，4.7に，あるエピソードを実行したときのロボットシミュレータと，学習済
みの提案モデル（50エピソードを学習）の出力を示す．図 4.6の 1行目は，人 Aが
位置 O から αに移動するエピソードをロボットシミュレータが実行している様子を
示す．図 4.7の 1行目は，人 Bが位置 O から β に移動するエピソードをロボットシ
ミュレータが実行している様子を示す．両図の 2行目は場所細胞モデルの出力，3行
図 4.6: ロボットシミュレータと提案モデルの出力：エピソード A
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(a) 経路 1（t = 1） (b) 経路 1（t = 2） (c) 経路 1（t = 3）
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図 4.11: 経路 1の価値（危険度）の推移（平均：0.64）
















































































以下に RC-SOM のアルゴリズムを示す．ここではタスクとして，系列長 T の時
系列データ u(1), ...,u(t), ...,u(T ) が与えられるものとする．SOM の参照ベクトル
mi,j を用いて，このタスクに対する勝者リードアウトを決定する．











∆mi,j = α(f(U)−mi,j) exp(−d2i,j/2σ2), (5.2)
di,j =
√
(i− ic)2 + (j − jc)2, (5.3)
mnewi,j = m
old





x(t+ 1) = ϕ[(1− δ)x(t) + δ{u(t) ·Win + x(t) ·Wrec}], (5.5)
ここで，δ は漏れ率，ϕ()は非線形の活性化関数を示す．Win，Wrec はそれぞれ入力
層とレザバー層の結合荷重行列，レザバー層の再帰結合荷重行列を示す．これらの結





yi,j = x ·Wout,i,j , (5.6)




⊤X + λE)−1X⊤Ytarget, (5.7)
∆Wout,i,j = β(Wopt −Wout,i,j) exp(−d2i,j/2σ2), (5.8)
W newout,i,j = W
old
out,i,j +∆Wout,i,j , (5.9)
ここで，X はレザバーの内部状態の時系列を示す行列 [x(1)⊤...x(T )⊤]⊤ である．式
























ysw target(t) = usw(t + 1) をターゲット信号とした．パリティチェックタスクでは，













(a) 正弦波予測タスク (b) 3ビットパリティチェックタスク
図 5.3: 2種の時系列予測タスク
(a) 正弦波予測タスク (b) 3ビットパリティチェックタスク
図 5.4: 単一リードアウトを持つ ESNのタスクの出力





に，単一のリードアウトを持つ ESN の各タスクの出力を示す．図 5.4 と比較して，
誤差は小さくなっているが，2種類のタスクは類似しないため，単一のリードアウト
でこれらのタスクを両立することが困難であることがわかった．
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(a) 正弦波予測タスク (b) 3ビットパリティチェックタスク
図 5.5: 単一リードアウトを持つ ESNのタスクの出力（バッチ学習）






















(a) Aの勝者 (b) Bの勝者 (c) A・Bの中間
図 5.8: 各リードアウトのタスク Aに対する応答
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(a) Aの勝者 (b) Bの勝者 (c) A・Bの中間
図 5.9: 各リードアウトのタスク Bに対する応答






















(a) 左側時計回り (b) 左側反時計回り
(c) 右側時計回り (d) 右側反時計回り
図 5.10: 8の字迷路のタスク
図 5.11: ターゲット信号
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図 5.13: 単一のリードアウトの ESNでタスク達成が困難な理由
図 5.14: 提案モデルの出力
5.6 本章のまとめ




Computing with Self-Organizing Multi-readout（RC-SOM）モデルを考案した．提
案する RC-SOMモデルは，連続して与えられる複数のタスクを，破滅的忘却を回避
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EMA[39] LAと CEを含む FPGA
(単一の SOMと FCNNで構成)
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SDSoC は提案モデルの学習モードのレイテンシを 15,395 CLK と推定した．し
たがって，ハードウェアのデータ転送を除いた理想の実行時間は，6.67 ns/CLK ×
15,395 CLK = 102.6 µとなる．これは，表 3.5に示す提案ハードウェアの実行時間
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