The magnetic behavior of ferromagnetic materials like iron is important for the improvement of performances of electromagnetic devices. This article deals with a three-dimensional model that computes the magnetic behavior of an iron grain under a varying applied field starting from its microscopic material parameters. The model can be used as a tool to determine the quantitative relations between the different microscopic parameters and their influence on the magnetic properties of the grain. The magnetization dynamics are computed for successive quasistatic applied fields. In each space point of the grain, the time variation of the magnetic dipole M is described by the Landau-Lifshitz equation. To integrate this equation, two time stepping schemes are proposed: a forward semianalytical and a predictor-corrector time stepping scheme. The two methods obey the two intrinsic properties of the Landau-Lifshitz equation: ͑1͒ preservation of the amplitude of the magnetic dipoles and ͑2͒ the decrease of the total free energy when a constant field is applied. They also have a good time and memory efficiency, while the predictor-corrector semianalytical scheme has the best precision and convergence properties. The optimal time stepping scheme and corresponding time stepping parameters are determined. The proposed model is adapted to several experiments, varying different microscopic parameters. In the numerical computations, the spatial discretization is obtained by finite different techniques and the magnetostatic field is computed using fast Fourier transforms.
I. INTRODUCTION
To improve the performance of electromagnetic devices, like electrical machines and transformers, the overall losses in general and the iron losses in particular must be minimized. Classically, electrical steel is characterized and qualified by means of standards which are based on simple, unidirectional sinusoidal flux excitations using, e.g., Epstein, ring core, or single sheet measurement equipment. Generally, the measured iron losses in electromagnetic devices exceed the value based on these standard measurements ͑unidirec-tional sinusoidal excitation͒. This is caused by distorted flux distributions, local rotational excitations, changes in the magnetic characteristics due to the mechanical treatment, etc. Therefore, a profound study of the material behavior of electrical steel under application conditions is very important. This study is important for producers of electrical steel since understanding the phenomena inside the electrical steel is an indispensable step in the process of developing electromagnetic devices with a higher efficiency, thus lower core losses, resulting in a lower energy consumption. Here, the relation between the electromagnetic behavior and the microstructure of the electrical steel is crucial as the microstructure is directly related to the material production and treatment techniques. A good description of the magnetic behavior of ferromagnetic materials may start from microstructural features like the presence of lattice effects, grains, textures, stresses, crystal defects, etc. A physical material model becomes valuable when these microstructural features are translated into quantitative predictions about the magnetization dynamics.
In this article we focus on the magnetic behavior of a ferromagnetic-pure iron-grain when it is exposed to an external time varying magnetic field. Neglecting the other elements in the electrical steel does not modify the analysis of the numerical computations described below. We identify the relation between the magnetization of the grain and the applied magnetic field starting from the internal, micromagnetic dynamics that accounts for the microscopic material parameters. This relation is described by the magnetic hysteresis loop of the grain. The microscopic magnetic dynamics of the material is described by the micromagnetic theory which is mainly used in the area of magnetic storage technologies, where small uniaxial ellipsoidal ferromagnetic storage entities 1, 2 or ferromagnetic thin films 3, 4 are described. However, the large computer resources nowadays make it possible to use the micromagnetic theory also in models for larger three-dimensional ͑3D͒ structures as an iron grain.
The micromagnetic theory of ferromagnetic materials is based on the assumption, following Landau and Lifshitz, 5 that the magnetization of magnetic dipoles M varies with the position, but that it has a fixed temperature dependent magnitude ͉M͉ = M s ͑below Curie temperature͒. In the theory, the Gibbs free energy ͑ G ͒ represents the energy density in the grain. This energy density G depends on the configuration of the magnetic dipoles M = M s m and is minimized in order to find equilibrium conditions for the magnetic dipoles, 6 leading to the definition of the effective magnetic field ͑H eff ͒ in each point of the crystal
with 0 the permeability of vacuum. The static micromagnetic equilibrium is then expressed as
where the effective field contains the exchange, anisotropy, magnetostatic, magnetoelastic, and Zeeman interactions. The Zeeman interaction is the interaction of the magnetic dipoles M with the applied field. The dynamics of the magnetic dipoles M is governed by the Landau-Lifshitz equation ͑LL equation͒, which is an extension of the static equilibrium condition ͑2͒
with ␣ the damping constant and ␥ G = −2.21ϫ 10 5 mA −1 s −1 the gyromagnetic constant. This equation describes the dynamics of the magnetic dipoles at a nanometer scale. The LL Eq. ͑3͒ not only preserves the amplitude of the magnetic dipoles M = M s m, but also implies the decrease of the total free energy tot = ͐ ⍀ G dr. This can be understood by scalar multiplying the left side of Eq. ͑1͒ with the right side of Eq. ͑3͒ and vice versa and integrating it over the total volume ⍀ of the grain, which leads to
The right hand side of Eq. ͑4͒ is negative due to the CauchySchwartz inequality.
Since we aim for a three-dimensional micromagnetic model that describes the magnetization of iron grains with dimensions of order micrometers starting from the microstructural features ͑lattice effects, textures, stresses, crystal defects, etc.͒ there is a need for an efficient time stepping scheme for the integration of LL Eq. ͑3͒. The time stepping scheme has to preserve the two mentioned intrinsic properties: ͑1͒ preservation of the amplitude of the magnetic dipoles M and ͑2͒ the decrease of the total free energy tot when a constant magnetic field is applied. In addition, since we intend grains of the order of micrometers, the scheme not only needs to have a good precision, but should also be very time and memory efficient. The much-used midpoint method 7 meets the intrinsic properties of the LL equation but demands solving a large system of coupled nonlinear equations, which is not feasible for the large number of magnetization dipoles we intend in this article.
In the following sections we will present a model for the simulation of the magnetic hysteresis loop for a given iron grain. For the integration of the LL Eq. ͑3͒, two related semianalytical schemes will be presented, both taking the two intrinsic properties into account and having a good time and memory efficiency.
II. NUMERICAL SCHEME
In the three-dimensional numerical scheme, the grain is discretized in cubic finite difference ͑FD͒ cells with edges of length ⌬. Each FD cell contains one magnetic dipole M located in the center of the cell with a fixed amplitude M s and a varying orientation, defined by its direction cosines ␥ i , i = x , y , z, toward the xyz-coordinate system. In the grain, the crystallographic axes of the base-centered cubic iron lattice are defined by the xЈyЈzЈ-coordinate system. This is shown in Fig. 1 .
Time is discretized on two different levels. The quasistatic applied magnetic field H a is discretized on a macroscopic timescale ⌬t of the order of milliseconds and approximated with a piecewise constant time function. It is assumed that at the moment the applied field H a jumps from a constant value to the next one, the material is in static micromagnetic equilibrium. This assumption is motivated by the different time scales involved. Indeed, the magnetization dynamics described by the LL Eq. ͑3͒ is discretized on a microscopic timescale ␦t of the order of picoseconds. In each FD cell the evolution of the magnetic dipole M is computed through time stepping until a new static micromagnetic equilibrium is obtained corresponding with the new constant value for the applied field H a . The numerical scheme is shown in Fig. 2 In the LL Eq. ͑3͒, all interactions of the individual dipoles M with the applied field and microscopic properties of the grain are included through the effective field H eff ͑1͒. It consists of five different terms, all accounting for different interactions.
Here the exchange and anisotropy fields are ͑using the Einstein summation convention: when two equal indices are used, summation is made͒
with e i unity vectors according to the xyz-coordinate system, A the exchange stiffness, and the anisotropy energy
where ␣ i are the direction cosines of the m vector with respect to the ith crystallographic axis ͑i = xЈ , yЈ, or zЈ͒, while ␥ i refer to the direction cosines of m with respect to the ͑x , y , z͒-coordinate system. K 1 and K 2 are anisotropy constants. The exchange field H exch includes the short distance interaction with neighboring magnetic dipoles by penalizing large differences in orientation of neighboring dipoles M, while the anisotropy field H ani includes the local interaction with the crystal lattice by penalizing large deviations of the orientation of the magnetic dipoles from one of the easy axes xЈ , yЈ, or zЈ. The magnetoelastic field 8 is given by
where is the local symmetrical stress tensor and Q is the free magnetostrain tensor with elements
with 100 and 111 magnetostriction constants while ␦ ij is the Kronecker symbol. The magneto-elastic field H me includes the local interaction of the magnetic dipoles with the local stress created by crystal defects as edge-and screw dislocations, point defects, microcracks, etc. These defects, isolated or clustered, all have a proper characteristic stress distribution 9, 10 contributing to the total stress tensor in Eq.
͑9͒.
The magnetostatic field follows from ٌ · H ms =−ٌ · M and ٌ ϫ H ms = 0 using Green's functions
͑11͒
Here ⍀ is the volume of the considered grain. The magnetostatic field includes the overall interaction with all magnetic dipoles. It takes the shape of the grain into account and causes the existence of magnetic domains.
III. IMPLEMENTATION
Depending on the used microscopic time stepping scheme, the effective field ͑5͒ has to be calculated several times per time step ͓t i , t i + ␦t͔ in every FD cell. Calculation of H eff falls apart in two parts: a straight forward calculation of the fields that include local interactions: H ani ͑7͒ and H me ͑9͒ and a computational intensive calculation of the magnetostatic field H ms ͑11͒ together with the exchange field H exch ͑6͒. The calculation of H ani and H me is O͑N͒ while the classical computation of the magnetostatic field ͑11͒ is O͑N 2 ͒, with N the number of FD cells. The computation of H ms can be accelerated by noticing the convolution structure of Eq. ͑11͒
with g ms ͑r͒ a symmetrical tensor containing all geometrical information. This convolution product can be calculated using fast Fourier transforms. 11 In discretized form, using central differences, 12 the expression for the exchange field can also be written as a convolution product
with g exch ͑r͒ a diagonal tensor. The sum of both fields is then calculated as
with g͑r͒ = g ms ͑r͒ + g exch ͑r͒.
To incorporate the finite dimensions of the grain, zero padding is needed in the three dimensions. The convolution product ͑14͒ is then performed by ͑i͒ Fourier transforming the data g͑r͒ and m͑r͒ toward Fourier space g͑r͒ and m ͑r͒, ͑ii͒ making the product g͑r͒m ͑r͒ point by point, and ͑iii͒ inverse Fourier transforming the result H ms ͑r͒ + H exch ͑r͒ toward real space. The Fourier transforms of g͑r͒ only have to be calculated once in the set up phase of the algorithm. Because the Fourier transformed data g͑r͒ is real, this leads to the storage of 6 ϫ 4N floats ͑single precision calculations͒. When exploiting different symmetries in the structure of g͑r͒ this number of stored floats can be reduced in the case of a cubic grain to 2N, 13 but this leads to a very inefficient time calculation of the point by point products. The calculation of H ms + H exch using FFT's is an O͑N log N͒ calculation which is a considerable improvement compared to the classical O͑N 2 ͒ computation. The memory consumption ͑in terms of floats͒ for the computation of the effective field is shown in Table I . Row "FFT" in Table I refers to extra workspace needed for the evaluation of the convolution product. Most of the memory resources and computation time goes to the evaluation of Eq. ͑14͒.
Two related time stepping procedures for the integration of the LL equation are adopted. In the first time stepping scheme, the magnetization dynamics is evaluated analytically at t i + ␦t by introducing in each FD cell a local ͑u , v , w͒ coordinate system with the u axis parallel with H eff ͑t i ͒. The LL Eq. ͑3͒ can be solved analytically in this coordinate system when H eff ͑t͒ is kept constant during the time step
͑15͒
During the time step m evolves from m͑t i ͒ = u i e u + v i e v + w i e w to m͑t i + ␦t͒ = u i+1 e u + v i+1 e v + w i+1 e w with
In this forward semianalytical time stepping scheme, the effective field ͑5͒ has to be evaluated once every time step. The computations ͑16͒ itself scale as O͑N͒ and do not require extra memory space.
The second time stepping scheme is a predictor-corrector ͑p/c͒ extension of the first scheme. The predictor part obtains a preliminary estimate m ͑t i + ␦t͒ of the magnetization, calculated with the first semianalytical method. Based on this estimated value m ͑t i + ␦t͒ the estimated effective field Ĥ eff ͑t i + ␦t͒ is computed. In the corrector part, the actual value m͑t i + ␦t͒ is obtained by again applying the first semianalytical method, but using an intermediate effective field
͓H eff ͑t i ͒ + H eff ͑t i + ␦t͔͒.
͑17͒
Hence, in this p/c semianalytical time stepping scheme, the effective field ͑5͒ has to be evaluated twice every time step. This scheme needs an extra 6N floats memory space.
To check whether equilibrium is reached, the following stopping criterion is checked for a number of test cells:
where ␦t is expressed in picoseconds. When the criterion ͑18͒ is fulfilled for all test cells, equilibrium is reached and the applied field H a takes a next jump.
IV. EVALUATION OF THE DIFFERENT SCHEMES AND TUNING OF THE PARAMETERS
In order to evaluate the performances of the proposed time stepping schemes, the influence of different parameters on the schemes is studied. This is done for a worst-case scenario where a jump of the applied field H a induces a large difference in the equilibrium magnetization configurations before and after the jump. This corresponds to a Barkhausen jump in the hysteresis loop. The tests are performed on an cube iron grain divided in 64ϫ 64ϫ 64 FD cells. Cells of different sizes are tested. The used material constants are given in Table II . The orientation of the crystallographic easy axes is defined by the Euler angles 14 = 1.0, = 0.5, and = 0.25. The initial configuration is a saturated state in the y direction. In the test, the applied field is altered to
Contrary to simulations of switching processes in storage devices, we are only interested in the equilibrium state and not in the details of the dynamics to approach this state. Hence, the equilibrium states reached in the experiments are compared and not the dynamics itself. However, the experiments have shown that the evolutions toward the equilibrium states are always almost identical. First, the semianalytical time stepping schemes are checked for the mentioned intrinsic properties: ͑1͒ preservation of the amplitude M s of the magnetic dipoles and ͑2͒ the decrease of the total free energy tot for a constant applied field. Equations ͑16͒ compute a next orientation m of the magnetic dipoles, but do not influence the amplitude ͓with the notations of Eqs. ͑16͔͒ 
This guarantees the preservation of the amplitude M s of the magnetic dipoles. In Fig. 3 the total energy tot is shown during the evolution toward equilibrium using the forward semianalytical scheme and the p/c semianalytical scheme. For the two schemes the total energy is a continuous decreasing function which proves the second intrinsic property. In order to further evaluate the two proposed semianalytical time stepping procedures, comparison is made with three other integration schemes: the forward Euler scheme, the predictor-corrector Heun scheme, and a fourth-order Runge-Kutta integration scheme. 15 These schemes are, just like the proposed semianalytical methods, single-step methods: They only use the information at the beginning of the time step to compute the successive point. Depending on the integration scheme, the slope on the magnetization curve dm /dt has to be evaluated several times. This slope is given by the LL Eq. ͑3͒, so for each computation of the slope dm /dt the effective field has to be evaluated. In the Euler scheme the slope, and thus H eff has to be evaluated once per time step, in Heun's scheme twice, and in the Runge-Kutta integration scheme four times. Therefore, the forward semianalytical scheme can be compared with the Euler scheme and the p/c semianalytical scheme can be compared with the Heun scheme while the fourth-order Runge-Kutta is seen as a robust reference scheme.
The Euler scheme has the same memory needs ͑68N floats͒ as the forward semianalytical method, while Heuns scheme and the Runge-Kutta scheme, respectively, need 9N and 15N floats additional work space. The different time scaling properties of the numerical schemes are shown in Table III . The calculation of the Fourier transforms are O͑N log 2 N͒ while all other computations are O͑N͒. The scaling differences result from a more burdensome calculation of Eq. ͑16͒ in the semianalytical methods, compared with the calculation of the right hand side of Eq. ͑3͒ in the other methods.
A. Variation of ␦t
In a first experiment the damping constant ␣ = 1.0 and the discretization distance ⌬ is set to 8 nm, while the length of the time steps ␦t is varied. All simulations are compared with the Runge-Kutta scheme with ␦t =5ϫ 10 
͑21͒
For larger ␦t the forward semianalytical time stepping scheme has a the lowest precision, on the other hand, the p/c semianalytical scheme has a precision better than the fourthorder Runge-Kutta scheme.
In order to have a time efficient model, time stepping has to be performed as fast as possible with good precision. This is done by using a fast time stepping scheme ͑e.g., Euler͒ with a smaller time step ␦t or a slower time stepping scheme ͑e.g., p/c semianalytical scheme͒ with a large time step. For a discretization distance ⌬ of 8 nm, the best time efficiency combined with a good precision is achieved when using the p/c semianalytical scheme with a time step ␦t = 6 ps.
B. Variation of the discretization distance ⌬
Now the above discussion can be repeated for other discretization distances ⌬. From the previous discussion one knows that in each scheme, an optimal time efficiency is reached when the time step ␦t is as large as possible. This optimal length of the time step ␦t varies with the used spatial discretization which is shown in the first part of Fig. 6 . When the discretization distance is reduced, a smaller time step has to be used. The calculation time, needed to reach equilibrium when these optimal time steps ␦t are used, is shown in the second part of Fig. 6 . The smaller the discretization, the smaller the time step ␦t which results in larger simulation times. For small discretizations the forward Euler scheme and the forward semianalytical scheme are the most time efficient, while for larger time steps also the p/c semianalytical scheme also has a good time efficiency. The precision for FIG. 5 . Number of time steps needed to reach equilibrium ͑up͒, calculation time needed to reach equilibrium ͑middle͒, and precision ͑bottom͒ vs used microscopic time step ␦t for a cube grain with edges of 0.512 m, discretization distance ⌬ = 8 nm, and damping constant ␣ = 1.0. "semianalytical1" denotes the forward semianalytical time stepping scheme, while "semianalytical2" denotes the predictor-corrector semianalytical scheme.
FIG. 6. Optimal time step ␦t ͑up͒, calculation time ͑middle͒, and precision ͑bottom͒ when optimal time step is used vs used discretization distance ⌬ for a cube grain of 64ϫ 64ϫ 64 FD cells of size ⌬ and damping constant ␣ = 1.0. "semianalytical1" denotes the forward semianalytical time stepping scheme, while "semianalytical2" denotes the predictor-corrector semianalytical scheme.
the different discretization distances ⌬ is shown in the last part of Fig. 6 . In all schemes, the precision deteriorates for small ⌬ because of the growing number of time steps needed. The best precision is achieved when the p/c semianalytical scheme or the Runge-Kutta scheme is used with ⌬ = 9 nm. Since the p/c semianalytical scheme also has the best time-efficiency for ⌬ = 9 nm and has a good memory efficiency, this time stepping scheme is preferable.
One can ask if a discretization distance of ⌬ = 9 nm is physical since this discretization is larger than the exchange length l exch which is known to be the lower limit on which magnetization nonuniformities are possible in soft magnetic materials like iron. 16 In the case of pure iron this length is about 2.8 nm. Yet another characteristic length in magnetic materials is given by the domain wall thickness which is given by 4l w , with l w the wall thickness parameter, 16 which in the case of pure iron is about 70 nm. Hence, when a discretization distance of 9 nm is used, the thickness of the domain wall corresponds to about eight cells. Table IV proves that large FD cells are an average of smaller FD cells: A cube grain with edges of 0.32 m and the same easy axes as defined above is subjected to the applied field ͑19͒. The equilibrium state is computed using different discretizations. In the table, the precision is defined as in Eq. ͑21͒ with as reference configuration, the equilibrium state computed with a discretization distance of 2.5 nm, which is slightly smaller than the exchange length. The precision for every discretization is high, proving that identical equilibrium states are achieved.
C. Variation of the damping constant ␣
A variation of ␣ learns that the damping constant influences the approach to equilibrium, but not the equilibrium state itself. Hence, contrary to simulations of storage entities, we can choose the damping constant ␣ in function of time efficiency. This can be seen as a numerical damping superimposed on the physical damping. A variation of the damping constant learns that for smaller damping constants ␣, smaller time steps ␦t have to be taken which results in larger simulation times. A damping factor ␣ = 1.0 is the most time efficient.
D. Variation of ⌬T
Another parameter is the number of macroscopic time steps of length ⌬T the quasistatic applied field H a has to take in order to correctly describe the magnetic hysteresis loop of the grain. To determine this number, the hysteresis loop for an ellipsoidal grain with semiaxes of 0.288, 0.576, and 0.288 m is simulated. The easy axes are parallel with the semiaxes and the applied field is parallel with the main axis. The optimal time stepping conditions as determined above are used. The applied field H a is described as a piecewise constant function with a varying number of macroscopic time steps #⌬T. In the loop shown in Fig. 7 , H a is described with 1000 constant values. The particular form of the loopnarrow in the center and bulky at the bottom and at the top-is due to a sudden creation of domains in the grain ͑top and bottom͒; these domains deform smoothly according to the applied field H a ͑center͒. The internal magnetization configurations are, e.g., described in Ref. 1 . The root mean square ͑rms͒ deviation,
of the other loops ͑simulated with less time steps ⌬T͒, with respect to this reference loop, is shown in Table V , where the total number of microscopic time steps ␦t is given. One can conclude that a deviation of less than 1% is already achieved when 200 macroscopic time steps are used and the number of microscopic time steps increases only slowly with the number of macroscopic time steps. 
V. EXPERIMENTS
Based on the numerical tests, one concludes that the optimal time stepping conditions are achieved when the p/c semianalytical scheme is used with a microscopic time step ␦t = 6 ps, a spatial discretization of 9 nm, and a damping constant of 1.0. In the following experiments these settings are used for the time stepping, while the applied field H a is described by a staircase function with 400 constant values. The experiments will demonstrate how the presented model can determine which microscopic features influence the magnetic behavior of the iron grain and how they influence it. The effect on the magnetic behavior will be shown through the hysteresis loop.
A first numerical experiment shows the influence of the shape of the grain on the hysteresis loop. In Fig. 8 hysteresis loops for three different rectangular prism grains are shown. The square base of the grains has edges of 1.152 m and the height alters from 2.304 to 9.216 m. The applied field H a is parallel with the longest edges and the crystallographic axes of the base-centered cubic iron lattice are parallel with the grain edges. Comparison of the loops shows that the length of the grain influences the steepness of the hysteresis loops. This is caused by diminishing demagnetizing fields when the length of the grain is increased. 17 The microscopic remanent magnetization configuration for the grain with height 2.304 m is shown for three edge plains in Fig. 9 .
In a second experiment, the influence of dislocations and the orientation of the crystallographic axes are shown. The experiment is performed on grains with dimensions of 1.152 m ϫ 9.216 m ϫ 1.152 m since in that case the demagnetizing fields are small and the influence of the microstructure is more pronounced. This leads to 16 777 216 FD cells. The screw and edge dislocations are assumed to be well separated. Hence, the total stress distribution in Eq. ͑9͒ is the superposition of all individual stress distributions of the dislocations. On average, there are 10 000 microscopic time steps needed to simulate the loops. The computations are performed using a parallel implementation on a dual AMD Opteron 270 machine ͑2 ϫ 2 cores͒ with 8 Gbyte of shared memory, resulting in a computation time of about 88 h. In a reference grain, there are no lattice impurities and the crystallographic axes are parallel with the grain edges. In a first grain, ten dislocations are added and in a second grain, the crystallographic axes have an orientation defined by the Euler angles = = = / 5. The hysteresis loops are given in Figs. 10 and 11. In Fig. 10 one can see that the slope of the hysteresis loop diminishes when dislocations are added to the grain, while Fig. 11 shows that the orientation of the crystallographic axes influences the shape of the hysteresis loop without differing the slope of the loop. The difference in the shape of the loop can be understood by defining different preferential magnetization axes in the grain. First, the crystallographic axes ͑defined by the Euler angles͒ are preferential magnetization directions, in addition the elongated shape of the grain also induces a preferential magnetization direction parallel with the longest edge. In the case of the refer- ence loop in Fig. 11 this additional preferential magnetization direction coincides with a crystallographic axis, resulting in one strong easy magnetization direction and two more moderate magnetization directions. In the case of the second grain in Fig. 11 the preferential magnetization directions do not coincide, resulting in a larger number of magnetization axes. This gives rise to the different magnetization plateaus in this hysteresis loop.
By performing similar experiments an extended study of the impact of several microscopic material parameters can and will be done. The model makes it possible to quantify different relations between the microscopic parameters and the magnetic properties of the grain. These quantified relations can be utilized in a larger model describing macroscopic ferromagnetic materials as an ensemble of interacting grains.
VI. CONCLUSION
In this article, we have built a micromagnetic model that can be used to study the relations between the magnetic behavior of iron grains and their microscopic material parameters. The model allows for the computation of hysteresis loops, computing the magnetization dynamics for successive quasistatic applied fields. For the integration of the LL equation, a forward semianalytical time stepping scheme and a predictor-corrector time stepping scheme are proposed. They both meet the intrinsic properties of the LL equation: ͑1͒ preservation of the amplitude of the magnetic dipoles and ͑2͒ the decrease of the total free energy when a constant field is applied. Furthermore, the schemes have a good time and memory efficiency. The predictor-corrector semianalytical time stepping scheme has a very good precision and convergence properties comparable with the fourth-order RungeKutta time stepping scheme. The predictor-corrector scheme is found to be the optimal time stepping scheme to perform the integration of the LL equation and the optimal time stepping parameters are defined. The model is utilized in several experiments where different microscopic parameters are altered to evaluate their impact on the hysteresis loop of an iron grain. The influence of several lattice defects as ͑clusters of͒ dislocations, micro-and macro-cracks, grain boundaries, impurities, etc., can be brought into the model adding their characteristic stress distributions to the total stress in Eq. ͑9͒. The characteristic stress distributions of the different ͑possibly interacting͒ defects are assumed to be input of the model.
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