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Abstract
Let G be a real semisimple Lie group with finite center, with a finite number of
connected components and without compact factor. We are interested in the homoge-
neous space of Cartan subgroups of G, which can be also seen as the space of maximal
flats of the symmetric space of G. We define its Chabauty compactification as the
closure in the space of closed subgroups of G, endowed with the Chabauty topology.
We show that when the real rank of G is 1, or when G = SL3(R) or SL4(R), this
compactification is the set of all closed connected abelian subgroups of dimension the
real rank of G, with real spectrum. And in the case of SL3(R), we study its topology
more closely and we show that it is simply connected. 1
1 Introduction
Soit G un groupe de Lie réel ayant un nombre fini de composantes connexes, semi-simple,
de centre fini et sans facteur compact, et soit X l’espace symétrique de type non com-
pact de G. L’espace S(G) des sous-groupes fermés de G est muni d’une topologie naturelle
(voir [Cha50], et [dlH08] pour un très bon survol) qui en fait un espace compact. L’applica-
tion d’isotropie de X dans S(G) qui à un point associe son stabilisateur a été étudiée dans
[GJT98] et [Hae10]. Elle identifie X à l’espace des sous-groupes compacts maximaux de
G, et l’adhérence de ce plongement dans S(G) est appelée la compactification de Chabauty
de X. Guivarc’h, Ji et Taylor ont montré que cette compactification est isomorphe à la
compactification de Satake-Furstenberg maximale de X (voir [Sat60] et [GJT98]). Si X est
l’immeuble de Bruhat-Tits d’un groupe semi-simple sur un corps local non archimédien,
Y. Guivarc’h et B. Rémy ont défini de manière analogue la compactification de Chabauty
de l’espace des sommets de X, vu comme espace de sous-groupes parahoriques du groupe
des automorphismes de X, et ont montré en particulier que cette compactification est iso-
morphe à la compactification polyédrale de X (voir [GR06]). Ce résultat a été étendu par
P.E. Caprace et J. Lécureux à une large classe d’immeubles (voir [CL09]).
Nous nous proposons d’étudier ici une compactification naturelle de l’espace des plats
maximaux de X, en considérant l’application qui à un plat maximal de X associe l’unique
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sous-groupe de Cartan de G le stabilisant. Ce plongement identifie l’espace des plats maxi-
maux de X à l’espace Cartan(G) des sous-groupes de Cartan de G, et son adhérence
dans S(G), notée Cartan(G)S , est appelée la compactification de Chabauty de Cartan(G).
Puisque le stabilisateur d’un plat maximal dans G est le normalisateur NG(A) d’un sous-
groupe de Cartan A de G, nous étudions donc une compactification naturelle de l’espace
homogène G/NG(A).
Lorsque G est déployé sur R, le sous-groupe de Cartan stabilisant un plat maximal de
X est la composante neutre de son stabilisateur dans G. De plus le sous-groupe NG(A) est
également le normalisateur du tore déployé sur R maximal ZG(A), ainsi l’espace G/NG(A)
s’identifie aussi à l’espace des tores déployés sur R maximaux de G. Par ailleurs, l’espace
G/NG(A) est un quotient fini de l’espace homogène G/A, dont la géométrie et la dynamique
restent à comprendre finement. Par exemple, une conjecture de Margulis (voir [Mar97]
et [Mau10]) affirme que les A-orbites bornées dans SL3(R)/ SL3(Z) sont compactes (où
A est le sous-groupe diagonal connexe). D’un point de vue dual, ceci motive l’étude de
compactifications naturelles des espaces homogènes G/A.
Cette compactification de Chabauty a également été définie et étudiée pour SLn(C) par
Iliev et Manivel (voir [IM05b] et [IM05a]), puis par Le Barbier Grünewald pour des groupes
complexes plus généraux (voir [LBG11b] et [LBG11a]), dans la perspective d’obtenir des
exemples naturels de variétés algébriques complexes aux propriétés intéressantes. Cepen-
dant, la plupart de leurs résultats est propre au cadre complexe, et ne peut être transposée
directement au cadre réel. Dans le cas de G = SLn(C), l’espace homogène G/NG(A) s’iden-
tifie aux n-uplets de points génériques dans Pn−1(C), dont d’autres compactifications ont
été étudiées du point de vue de la géométrie algébrique complexe, notamment le schéma
de Hilbert des n points de Pn−1 et la compactification de Fulton-Macpherson de l’espace
des configurations de points ordonnés sur une variété (voir [FM94]).
Après avoir défini formellement la compactification de Chabauty de l’espace des sous-
groupes de Cartan de G, nous établissons plusieurs propriétés générales de Cartan(G)
S
.
Nous montrons qu’il suffit d’étudier les sous-espaces de Cartan de l’algèbre de Lie de
G. Nous montrons que, contrairement au cas complexe, cette compactification n’est pas
Zariski-fermée dans la grassmannienne de l’algèbre de Lie de G, mais est seulement une
sous-variété semi-algébrique réelle.
La compactification de Chabauty Cartan(G)
S
est naturellement incluse dans le sous-
espace A(G) de S(G) constitué des sous-groupes fermés abéliens connexes de dimension le
rang réel de G inclus dans un sous-groupe de Borel de G (ou, de manière équivalente, dont
le spectre de l’action adjointe est réel).
Théorème. Supposons que G soit un produit presque direct de groupes de rang réel un
et de copies de SL3(R) et de SL4(R). Alors Cartan(G)
S
= A(G), et est la réunion d’un
nombre fini d’orbites de G. (Voir les théorèmes 4.1, 5.5 et 6.2.)
Par contre, si n > 7 nous savons que l’inclusion de Cartan(SLn(R))
S
dans A(SLn(R))
est stricte (voir le lemme 3.4).
Dans le cas particulier oùG est de rang réel un, la topologie de Cartan(G)
S
est explicite.
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Théorème. Supposons que le rang réel de G soit 1. Notons ∂∞X la sphère à l’infini de X et
∂∞X(2) l’espace des paires de points éventuellement confondus de ∂∞X. Alors Cartan(G)
S
est naturellement G-homéomorphe à l’éclatement de ∂∞X(2) le long de la diagonale. (Voir
le théorème 4.1.)
Dans le cas où G = SL3(R), bien que le groupe fondamental de l’espace Cartan(G) soit
de cardinal 48 (voir le lemme 3.5), nous montrons le résultat suivant.
Théorème. L’espace Cartan(SL3(R))
S
est simplement connexe. (Voir le théorème 5.14.)
Je tiens à remercier très chaleureusement Frédéric Paulin, pour ses très nombreux
conseils avisés et relectures attentives. Je souhaite également remercier Olivier Benoist
pour de nombreuses discussions, ainsi que Laurent Manivel.
2 Définition de la compactification
Soit G un groupe de Lie réel ayant un nombre fini de composantes connexes, semi-simple,
de centre fini et sans facteur compact.
L’espace S(G) des sous-groupes fermés de G est muni de la topologie de Chabauty
(voir [Cha50] et [dlH08]) qui en fait un espace compact. Puisque G est métrisable, l’espace
S(G) l’est également, et on peut décrire aisément la convergence des suites. Une suite de
sous-groupes fermés (Hn)n∈N de G converge vers un sous-groupe fermé H si et seulement
si les deux conditions suivantes sont vérifiées.
1. Pour tout h ∈ H, il existe une suite (hn)n∈N convergeant vers h telle que, pour tout
n ∈ N, nous ayons hn ∈ Hn ;
2. pour toute partie infinie P ⊂ N, et pour toute suite (hn)n∈P convergeant vers h telle
que hn ∈ Hn pour tout n ∈ P , nous avons h ∈ H.
Dans cet article, un sous-groupe de Cartan de G est la composante neutre A d’un tore
déployé sur R maximal de G, autrement dit un sous-groupe fermé connexe de G dont
l’algèbre de Lie est un sous-espace de Cartan de g, c’est-à-dire une sous-algèbre de Lie
abélienne diagonalisable sur R maximale de g. Un sous-espace de Cartan de g n’est une
sous-algèbre de Cartan de g, c’est-à-dire dont la complexifiée est une sous-algèbre de Cartan
de la complexifiée de g, que si G est déployé sur R.
Notons Cartan(G) l’espace des sous-groupes de Cartan de G, muni de la topologie
induite par la topologie de Chabauty sur l’espace S(G) des sous-groupes fermés de G. Le
groupe G agit transitivement sur Cartan(G) par conjugaison. On appelle compactification
de Chabauty de Cartan(G), et on note Cartan(G)
S
, l’adhérence de Cartan(G) dans l’espace
compact S(G).
Fixons un sous-groupe de Cartan A de G. Notons g l’algèbre de Lie de G, a l’al-
gèbre de Lie de A, r = dim a le rang réel de G et Cartan(g) l’espace des sous-espaces
de Cartan de g, muni de la topologie induite par celle de la grassmannienne Grr(g) des
r-plans de g. Le groupe G agit sur Grr(g) et donc sur Cartan(g) par l’action adjointe.
L’application qui à un sous-groupe de Cartan de G associe son algèbre de Lie définit un
homéomorphisme G-équivariant de Cartan(G) sur Cartan(g). On appelle compactification
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de Chabauty de Cartan(g), et on note Cartan(g)
S
, l’adhérence de Cartan(g) dans la grass-
mannienne Grr(g). Les deux compactifications ainsi définies sont isomorphes, au sens de
la proposition suivante.
Proposition 2.1. L’application
η : Cartan(G)
S → Cartan(g)S
H 7→ Lie(H)
est un homéomorphisme G-équivariant.
Démonstration. Notons Sp(`) le spectre d’un endomorphisme ` de g. L’application
exponentielle de G est un difféomorphisme de E = {X ∈ g : Sp(adX) ⊂ R} sur
{g ∈ G : Sp(Ad g) ⊂ R}. Ainsi η est l’application qui à H ∈ Cartan(G)S associe
(exp |E)−1(H), c’est un homéomorphisme.
Par ailleurs, la topologie de Cartan(G) s’identifie à la topologie de l’espace homogène
G/NG(A).
Proposition 2.2. Les applications
φ : G/NG(A)→ S(G) et ϕ : G/NG(A)→ Grr(g)
gNG(A) 7→ gAg−1 gNG(A) 7→ Ad g(a)
sont des plongements G-équivariants.
Démonstration. L’équivariance de ces deux applications est immédiate. Et puisque φ =
η−1 ◦ ϕ, il suffit de montrer que ϕ est un plongement.
Si AdG est un sous-groupe algébrique de GL(g), l’application ϕ s’identifie à l’applica-
tion orbitale pour l’action algébrique du groupe algébrique AdG sur la variété algébrique
projective Grr(g), car le fixateur de a pour l’action adjointe de G est NG(A). C’est une
immersion de variétés algébriques, or son image est localement fermée pour la topologie
de Zariski (voir par exemple [Hum75, Proposition 8.3, p. 60]), c’est donc en particulier un
plongement pour la topologie analytique. Si AdG n’est pas un sous-groupe algébrique de
GL(g), l’application ϕ s’identifie à la restriction à G/NG(A) de l’application orbitale pour
l’action algébrique de l’adhérence de Zariski AdGZ sur la variété algébrique projective
Grd(g), c’est donc également un plongement.
Soit X l’espace symétrique de type non compact de G, notons Plats(X) l’espace des
plats maximaux de X, muni de la topologie induite par la topologie de Chabauty sur
l’espace des fermés de X. Soit P0 l’unique plat maximal de X stabilisé par A. Considérons
le plongement
Plats(X) → S(G)
P = g · P0 7→ gAg−1 l’unique sous-groupe de Cartan de G qui stabilise P ,
c’est un homéomorphisme G-équivariant de Plats(X) sur Cartan(G), dont l’adhérence
de l’image est la compactification de Chabauty de l’espace des plats maximaux de X.
Remarquons que si G est déployé sur R, alors le sous-groupe de Cartan de G qui stabilise
P est la composante neutre du stabilisateur de P , ce qui simplifie l’expression de cette
application d’isotropie.
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3 Propriétés générales de la compactification
Considérons l’algèbre de Lie complexifiée gC = g⊗C de g. L’espace Cartan(g)S se plonge
dans la grassmannienne Grr(gC) des r-plans complexes de gC, en associant à une sous-
algèbre de Lie réelle de g son produit tensoriel avec C. Notons Cartan(gC)
Zar
l’adhérence
de Zariski complexe de ce plongement, et décrivons le lien avec la compactification de
Chabauty réelle Cartan(g)
S
.
Dans le cas où G est déployé sur R, cette adhérence Cartan(gC)
Zar
est la compactifica-
tion de Chabauty de l’espace des sous-algèbres de Cartan complexes de gC, appelée variété
des réductions par Iliev et Manivel (voir [IM05b] et [IM05a]).
Remarquons que la variété algébrique complexe Cartan(gC)
Zar
est irréductible. En effet,
c’est l’adhérence de Zariski de l’orbite de aC = a ⊗ C par le groupe algébrique connexe
(AdG)C, complexifié du groupe AdG ⊂ GL(gC). Le lemme suivant est immédiat.
Lemme 3.1. Soit l ∈ Cartan(gC)Zar. Si l est la tensorisée avec C d’un élément de
Cartan(g)
S
, alors l est définie sur R et Sp(ad l(R)) ⊂ R.
La compactification de Chabauty Cartan(g)
S
est l’adhérence pour la topologie ana-
lytique réelle de Cartan(g), qui est une sous-variété algébrique réelle de Grr(g), ainsi
Cartan(g)
S
est une variété semi-algébrique réelle (voir [BCR87, Proposition 2.2.2,p. 27]).
Par contre, contrairement au cas complexe, nous avons le résultat suivant.
Proposition 3.2. La compactification de Chabauty Cartan(g)
S
n’est pas Zariski-fermée
dans Grr(g).
Démonstration. Remarquons tout d’abord que ceci est vrai pour g = sl2(R). L’espace
Cartan(g) des sous-espaces de Cartan de g est le sous-espace de P(g) constitué des classes
d’homothétie d’éléments de g dont les deux valeurs propres (opposées) sont réelles et dif-
férentes de 0.
L’adhérence Cartan(g)
S
de Cartan(g) pour la topologie analytique réelle est le sous-
espace de P(g) constitué des classes d’homothétie d’éléments de g dont les deux valeurs
propres sont réelles. En revanche, l’adhérence de Cartan(g) pour la topologie de Zariski
réelle est tout P(g).
Dans le cas général d’une algèbre de Lie semi-simple g de type non compact, considé-
rons une sous-algèbre de Lie de g isomorphe à sl2(R). Le même argument montre que les
adhérences de Zariski réelle et analytique réelle de Cartan(g) sont distinctes.
Si AdG est le groupe de Lie ajdoint de G, considérons le morphisme surjectif de groupes
de Lie Ad : G → AdG de noyau le centre de G fini. Alors la composition avec Ad définit
un homéomorphisme Ad-équivariant de Cartan(G)
S
sur Cartan(AdG)
S
. Ainsi l’étude de
la compactification de Chabauty Cartan(G)
S
de l’espace Cartan(G) ne dépend que de
l’algèbre de Lie g de G.
Si l’algèbre de Lie g est le produit direct g =
⊕n
i=1 gi de n sous-algèbres de Lie semi-
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simples, alors l’application
n∏
i=1
Cartan(gi) → Cartan(g)
(ai)i∈J1,nK 7→
n⊕
i=1
ai
est un homéomorphisme qui s’étend en un homéomorphisme G-équivariant du produit∏n
i=1 Cartan(Gi)
S
sur Cartan(G)
S
. Ainsi on peut se ramener au cas où g est une algèbre
de Lie réelle simple de type non compact.
Le premier théorème de l’introduction découle donc des parties 4, 5 et 6.
Soit G = KAN = KNA une décomposition d’Iwasawa de G, où K est un sous-groupe
compact maximal de G et où N est un sous-groupe unipotent de G. Soit x0 ∈ P0 le point
de X dont le stabilisateur soit K. Pour décrire les limites de sous-espaces de Cartan de
g, on peut donc modulo l’action du groupe compact K se ramener à étudier les limites
d’images de a par des éléments de N .
Il est immédiat que la compactification de Chabauty Cartan(G)
S
est incluse dans le
sous-espace fermé de S(G) constitué des sous-groupes fermés abéliens connexes de dimen-
sion r de G.
Dans cet article, on appelle sous-groupe de Borel de G le normalisateur B du sous-
groupe AN d’une décomposition d’Iwasawa G = KAN de G. C’est un sous-groupe algé-
brique résoluble, dont la composante neutre est AN . Son algèbre de Lie Lie(B) = Lie(AN)
est appelée une sous-algèbre de Borel de g .
Proposition 3.3. Soit H un sous-groupe fermé abélien connexe de dimension r de G. Les
assertions suivantes sont équivalentes, et sont vérifiées si H ∈ Cartan(G)S .
1. Le sous-groupe H est inclus dans un sous-groupe de Borel de G.
2. Le spectre de l’action adjointe de H sur g est réel.
Démonstration. Si H est inclus dans un sous-groupe de Borel B, puisque le spectre de
l’action adjointe de B sur g est réel, le spectre de H l’est également.
Réciproquement, supposons que le spectre de l’action adjointe de H soit réel. Alors
d’après [Moo79, Theorem 3.2, p. 133], les sous-groupes moyennables fermés connexes maxi-
maux L de G forment un nombre fini de classes de conjugaison, et chacun d’eux est une
extension d’un sous-groupe d’un groupe de Borel par un sous-groupe compact KL. Soit L
un sous-groupe moyennable connexe maximal de G contenant H, tel que le sous-groupe
compact KL de L soit minimal. Puisque le spectre de H est réel, le sous-groupe KL de L
est trivial, donc L est inclus dans un sous-groupe de Borel de G, et H également.
Ainsi la compactification de Chabauty Cartan(G)
S
est incluse dans le sous-espace fermé
de S(G)
A(G) = {sous-groupes fermés de G abéliens connexes de dimension r
vérifiant ces deux propriétés équivalentes}.
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Notons de même A(g) le sous-espace de Grr(g) des sous-algèbres de Lie abéliennes incluses
dans une sous-algèbre de Borel de g ou, de manière équivalente, dont le spectre de l’action
adjointe est réel.
La question naturelle que l’on se pose est alors de savoir dans quel cas nous avons
Cartan(G)
S
= A(G). Nous montrons dans cet article que c’est le cas si G est de rang
réel un (voir le théorème 4.1), ainsi que pour SL3(R) (voir le théorème 5.5) et SL4(R)
(voir le théorème 6.2). Par contre, comme le font remarquer Iliev et Manivel (dans le cas
complexe), ce n’est pas le cas pour SLm(R) si m > 7, comme l’explicite le lemme suivant.
Lemme 3.4. Pour m > 7, il existe une sous-algèbre abélienne de slm(R) de dimension
m − 1 incluse dans une sous-algèbre de Borel, qui ne soit pas limite de sous-espaces de
Cartan.
Démonstration. Nous reprenons ici la preuve de [IM05b, p. 3] dans le cas réel. Fixons
V un sous-espace vectoriel réel de dimension p = bm2 c de Rm. L’ensemble XV des en-
domorphismes f de Rm tels que Im f ⊂ V ⊂ Ker f est un sous-espace vectoriel de
dimension p(m − p), c’est une sous-algèbre de Lie abélienne de slm(R) incluse dans la
sous-algèbre de Borel standard. Tout sous-espace vectoriel de dimension m− 1 de XV est
donc une sous-algèbre de Lie abélienne de slm(R) de dimension m − 1 incluse dans une
sous-algèbre de Borel, ainsi c’est un élément de A(slm(R)). Par ailleurs un sous-espace
vectoriel de XV de dimension m − 1 générique détermine uniquement V . L’ensemble des
sous-espaces vectoriels de dimension m − 1 de XV , où V parcourt les sous-espaces vecto-
riels de dimension p de Rm, est donc une sous-variété incluse dans A(slm(R)) de dimension
dimGrm−1(p(m − p)) + dimGrp(m) = (m − 1)(p(m − p) −m + 1) + p(m − p). Cette di-
mension est strictement supérieure à la dimension m(m − 1) de Cartan(slm(R)) dès que
m > 7. D’après [BCR87, Proposition 2.8.13], cette sous-variété ne peut être entièrement
incluse dans l’adhérence pour la topologie analytique de la sous-variété semi-algébrique
Cartan(slm(R)).
Remarquons que l’espace Cartan(G) n’est pas simplement connexe, comme le précise
le lemme suivant.
Lemme 3.5. L’espace Plats(X) ' G/NG(A) se rétracte par déformation forte sur {P ∈
Plats(X) : x0 ∈ P} ' K/NK(A). Ainsi son groupe fondamental est isomorphe à W n
pi1(K/ZK(A)), où W = NK(A)/ZK(A) désigne le groupe de Weyl de G. En particulier si
G = SLn(R) avec n > 3, alors pi1(Cartan(G)) est de cardinal n!2n.
Démonstration. Notons θ l’involution de Cartan de g associée au choix du point base
x0, et p le sous-espace propre de θ pour la valeur propre −1.
Fixons t ∈ [0, 1], soit P un plat maximal de X et soit x le projeté orthogonal de
x0 sur P . D’après la décomposition polaire en x0, soit Y l’unique élément de p tel que
exp(Y ) · x0 = x. Posons ft(P ) = exp(−tY ) · P .
Nous avons ainsi défini rétraction par déformation forte f : Plats(X)×[0, 1]→ Plats(X)
de Plats(X) sur {P ∈ Plats(X) : x0 ∈ P} ' K/NK(A).
Si G = SLn(R) avec n > 3, alors W ' Sn donc W est de cardinal n!. De plus
K ' SO(n) et ZK(A) est isomorphe au sous-groupe diagonal de coefficients ±1. Ainsi
Cardpi1(K/ZK(A)) = Card(ZK(A))× Cardpi1(SO(n)) = 2n−1 × 2 = 2n.
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Énonçons les conséquences immédiates sur Cartan(G)
S
de certains résultats de A. Iliev,
L. Manivel et M. Le Barbier Grünewald sur Cartan(gC)
Zar
. Rappelons qu’un élément de
g est dit régulier si son centralisateur dans g est de dimension minimale. Une sous-algèbre
abélienne l de g est dite régulière s’il existe un élément de l régulier dont le centralisateur
soit égal à l. Notons Cartan(g)
Zar
l’adhérence de Cartan(G) dans Grr(g) pour la topologie
de Zariski (réelle), elle contient Cartan(G)
S
.
Théorème 3.6. 1. Toute sous-algèbre de Lie régulière de g appartient au lieu lisse de
Cartan(g)
S
.
2. Toute sous-algèbre de Lie de g appartenant à Cartan(g)
Zar
est l’algèbre de Lie d’un
sous-groupe algébrique de G.
3. Si la G-orbite d’une sous-algèbre de Lie l de g appartenant à Cartan(g)
Zar
est fermée,
alors l est constituée d’éléments nilpotents.
4. Pour G = SL3(R), alors Cartan(sl3(R))
Zar
est lisse.
5. Pour G = SL4(R), alors le lieu singulier de Cartan(sl4(R))
Zar
est la réunion de deux
orbites isomorphes à P(R4).
Démonstration. Les démonstrations sont les mêmes, ou en découlent immédiatement,
que [LBG11b, Theorem 3.7], [LBG11b, Corollary 5.3], [LBG11b, Proposition 5.5] et [IM05b,
Proposition 9].
Par contre, la compactification de Chabauty Cartan(sl3(R))
S
est un fermé strict de
Cartan(sl3(R))
Zar
donc n’est pas lisse.
4 Le cas de rang un
Soit G un groupe de Lie réel connexe semi-simple de centre fini, sans facteur compact et
de rang réel un, et soit X son espace symétrique (ainsi X est l’espace hyperbolique réel,
complexe, quaternionique ou le plan hyperbolique octonionique, voir [Par07, Theorem 9.1.1,
p. 83]). Notons ∂∞X la sphère à l’infini de X, notons ∂∞X(2) l’espace des paires de points
éventuellement confondus, et notons Diag(∂∞X(2)) ⊂ ∂∞X(2) la diagonale.
Remarquons que l’application qui à un sous-groupe de Cartan de G associe les extré-
mités de l’unique géodésique de X translatée par le sous-groupe de Cartan est un homéo-
morphisme G-équivariant de Cartan(G) sur ∂∞X(2)\Diag(∂∞X(2)).
Théorème 4.1. La compactification de Chabauty Cartan(G)
S
de l’espace des sous-groupes
de Cartan de G coïncide avec A(G). Sous l’action de G, elle est la réunion de l’orbite
ouverte des sous-groupes de Cartan et de
• l’orbite fermée des sous-groupes fermés connexes unipotents de dimension 1, si X est
hyperbolique réel ;
• deux orbites (dont une seule est fermée) de sous-groupes fermés connexes unipotents
de dimension 1, si X est hyperbolique complexe, quaternionique ou le plan hyperbo-
lique octonionique.
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De plus, Cartan(G)
S
est G-isomorphe à l’éclaté de ∂∞X(2) le long de Diag(∂∞X(2)).
Démonstration. Soit h une sous-algèbre de Lie de g de dimension 1 incluse dans une sous-
algèbre de Borel b de g, qui n’est pas un sous-espace de Cartan de g. Écrivons n = gα⊕g2α
la décomposition en espaces de racines de n sous l’action adjointe de A (g2α = {0} si X est
hyperbolique réel). Soit Y = Yα+Y2α ∈ n = gα⊕g2α non nul tel que h = RY . Alors la suite
de sous-espaces de Cartan (Ad exp(2nYα+nY2α)(a))n∈N converge vers h dans Cartan(g)
S
.
Ainsi Cartan(g)
S
= A(g).
D’après [CG74, Theorem 3.4.1, p. 72], il existe une seule classe de conjugaison d’élé-
ments unipotents (différents de l’identité) si G localement isomorphe à SO0(n, 1) avec
n > 2, et deux classes si G est localement isomorphe à SU(n, 1) ou à Sp(n, 1), avec n > 2.
D’après [All99, Theorem 4.4, p. 11], il existe deux classes de conjugaison d’éléments uni-
potents (différents de l’identité) si G est localement isomorphe à F4(−20).
Ainsi on en déduit que, sous l’action de adjointe de G, il existe une orbite de sous-
algèbres nilpotentes de dimension 1 de g si g est hyperbolique réel, et deux orbites sinon.
Dans tous les cas, l’unique orbite fermée a pour représentant une sous-algèbre de Lie de
dimension 1 incluse dans le centre de n.
Montrons que Cartan(G)
S
est G-isomorphe à l’éclaté de ∂∞X(2) le long de la diagonale
Diag(∂∞X(2)). Modulo l’action deG, restreignons-nous au cas où l’un des points de ∂∞X(2)
est le point ξ+ ∈ ∂∞X stabilisé par le sous-groupe AN deG. Soit ξ− ∈ ∂∞X le point opposé
à ξ+ le long de la géodésique translatée par A. Alors l’application
n → ∂∞X\{ξ+}
Y 7→ exp(Y ) · ξ−
est un homéomorphisme AN -équivariant. Il se prolonge en un homéomorphisme AN -
équivariant entre la compactification de n par P(n) et l’éclaté de ∂∞X en ξ+.
Par ailleurs, on peut expliciter la compactification de Chabauty de l’espace des sous-
espaces de Cartan inclus dans la sous-algèbre de Borel a ⊕ n grâce à l’homéomorphisme
AN -équivariant
n ∪ P(n) → {l ∈ Cartan(g)S : l ⊂ a⊕ n}
Y ∈ n 7→ Ad(exp(Y ))a
R(Yα + Y2α) ∈ P(n) 7→ R(Yα + 2Y2α) ⊂ n.
Ainsi Cartan(G)
S
est G-isomorphe à l’éclaté de ∂∞X(2) le long de Diag(∂∞X(2)).
5 Le cas de SL3(R)
Posons G = SL3(R), K = SO3(R) et A le sous-groupe de G des matrices diagonales à
coefficients diagonaux strictement positifs. Soit M le centralisateur de A dans K, c’est-
à-dire le sous-groupe fini de G constitué des matrices diagonales à coefficients diagonaux
égaux à ±1. Et soit M ′ le normalisateur de A dans K, c’est-à-dire le sous-groupe fini de
G constitué des matrices de permutation de coefficients égaux à ±1. Notons T = MA le
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centralisateur de A dans G, c’est un tore déployé sur R maximal, et notons T ′ = M ′A le
normalisateur de A (et de T ) dans G.
Notons N le sous-groupe de G unipotent supérieur, B = MAN le sous-groupe de Borel
standard, c’est-à-dire le sous-groupe triangulaire supérieur, et B0 = AN sa composante
neutre. Notons de plus g, k, a, n et b les algèbres de Lie de G, K, A, N et B respectivement.
Déterminons tout d’abord les sous-algèbres abéliennes de dimension 2 de b = a⊕ n.
5.1 Les sous-algèbres de Lie abéliennes de b de dimension 2
Soit Y le sous-espace de S(g) constitué des sous-algèbres de Lie abéliennes de dimension 2
de b. Le groupe B0 agit sur Y par l’action adjointe. Nous allons montrer que le sous-espace
des sous-espaces de Cartan de g inclus dans b est dense dans Y , puis nous étudierons la
manière dont les orbites de B0 forment une structure de CW -complexe sur Y .
Notons pa : b = a⊕ n→ a la projection sur a parallèlement à n.
Notons α : a→ R définie parH 7→ H1,1−H2,2 et β : a→ R définie parH 7→ H2,2−H3,3 :
ces racines forment une base du système de racines associé au sous-espace de Cartan a.
Les racines positives correspondantes sont Σ+ = {α, β, α+ β}. Soit (Hα, Hβ) la base de a
duale de (α, β). Leurs matrices sont Hα = Diag(23 ,
−1
3 ,
−1
3 ) et Hβ = Diag(
1
3 ,
1
3 ,
−2
3 ).
Pour toute racine γ ∈ Σ, notons de plus aγ = Ker γ et Aγ = exp aγ . Notons de plus B′
le sous-groupe
B′ =

 a x z0 b y
0 0 c
 , ∀a, b, c ∈ R\{0},∀x, y, z ∈ R : a
b
=
b
c
 .
Notons les vecteurs
Uα =
 0 1 00 0 0
0 0 0
 , Uβ =
 0 0 00 0 1
0 0 0
 et Uα+β =
 0 0 10 0 0
0 0 0
 .
Notons les espaces de racines nα = RUα, nβ = RUβ et nα+β = RUα+β . Et, pour
toute racine γ ∈ Σ, notons Nγ = exp nγ . Enfin, notons les deux sous-groupes paraboliques
(maximaux à conjugaison près) :
Pα =

 ∗ ∗ ∗∗ ∗ ∗
0 0 ∗
 et P β =

 ∗ ∗ ∗0 ∗ ∗
0 ∗ ∗
 .
Pour tout vecteur X ∈ b, nous noterons X = Xa + xαUα + xβUβ + xα+βUα+β la
décomposition en espaces de racines de X dans la décomposition b = a + nα + nβ + nα+β .
De plus, pour tout [x : y] ∈ P1(R), notons
l[x:y] =

 0 tx s0 0 ty
0 0 0
 : t, s ∈ R
 .
On peut remarquer que les algèbres de Lie des radicaux unipotents de Pα et P β sont l[0:1]
et l[1:0], ce sont des sous-algèbres de Lie de b abéliennes de dimension 2.
Pour toute racine γ ∈ Σ+, notons de plus lγ = aγ ⊕ nγ . On vérifie facilement que les
algèbres de Lie l[x:y], pour [x : y] ∈ P1(R), et lγ , pour γ ∈ Σ+, appartiennent à Y .
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Proposition 5.1. Soit l ∈ Y . Alors il y a trois possibilités (mutuellement exclusives) :
1. soit il existe un unique b ∈ N tel que l = Ad b(a) ;
2. soit il existe un unique [x : y] ∈ P1(R) tel que l = l[x:y] ;
3. soit il existe un unique γ ∈ Σ+ et un unique b ∈ N/Nγ tels que l = Ad b(lγ).
Démonstration. Distinguons selon la dimension de pa(l).
1. Si pa(l) = a, considérons une base de l constituée de deux éléments diagonalisables.
Alors l est un sous-espace de Cartan de g, il existe donc b ∈ G tel que l = Ad b(a).
Puisque b est l’algèbre de Lie d’un sous-groupe de Borel contenant l, on peut supposer
de plus que Ad b(b) = b, c’est-à-dire que b ∈ NG(b) = B = TN . Puisque T ′ est le
normalisateur de A, on peut supposer que b ∈ N . Et cet élément est unique car
N ∩NG(A) = {e}.
2. Si pa(l) = {0}, alors l ⊂ n. Puisque l est abélienne, la projection de l sur gα + gβ
n’est pas de dimension 2, donc est de dimension 1. Puisque l ne se surjecte pas sur
nα+nβ , cela implique que le noyau de la projection nα+β , qui est de dimension 1, est
inclus dans l. Il existe donc un unique [x : y] ∈ P1(R) tel que xUα + yUβ ∈ l. Ainsi
l = {xtUα + ytUβ + zUα+β : t, z ∈ R} = l[x:y].
3. Sinon pa(l) est de dimension 1 : soit alors X ∈ l tel que pa(X) = Xa 6= 0. Soit Y ∈ n
tel que (X,Y ) soit une base de l. Alors, puisque l est abélienne, la coordonnée de
[X,Y ] = 0 selon nα est α(Xa)Yα = 0 et celle selon nβ est β(Xa)Yβ = 0. On se trouve
alors dans l’un des trois cas suivants :
(a) Soit Xa ∈ aα. Dans ce cas on peut supposer que β(Xa) = 1 (c’est-à-dire Xa =
Hβ), et on a donc Yβ = 0. Par ailleurs la coordonnée de [X,Y ] = 0 selon nα+β
est yα+β − xβyα = 0. Puisque Y 6= 0, on doit donc avoir yα 6= 0 : on peut
supposer que yα = 1. Quitte à ajouter à X un multiple de Y , supposons que
xα = 0. Alors l’élément
b−1 =
 1 0 xα+β0 1 xβ
0 0 1
 ∈ N
est tel que Ad b−1(X) = Hβ ∈ Kerα et Ad b−1(Y ) = Uα ∈ nα. Donc l =
Ad b(aα ⊕ nα) = Ad b(lα).
(b) Soit Xa ∈ aβ . Dans ce cas symétrique au précédent, on trouve également un
élément b ∈ B0 tel que l = Ad b(lβ).
(c) Sinon, on doit avoir yα = yβ = 0 : on peut alors supposer yα+β = 1. Puisque
X et Y commutent, on en déduit que la coordonnée de [X,Y ] = 0 selon nα+β
est (α + β)(Xa)yα+β = (α + β)(Xa) = 0. On peut supposer que α(Xa) = 1 et
β(Xa) = −1. Alors l’élément
b−1 =
 1 xα 00 1 −xβ
0 0 1
 ∈ N
est tel que Ad b−1(X) ∈ Xa + nα+β et Ad b−1(Y ) = Y ∈ nα+β . Donc l =
Ad b(lα+β).
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Et dans chacun de ces trois cas, le normalisateur de lγ dans N est égal à Nγ , d’où
l’unicité de b modulo Nγ .
Corollaire 5.2. Sous l’action de B0, il y a 8 orbites dans Y , dont des représentants sont
a, l[1:0], l[0:1], l[1:1], l[1:−1], lα, lβ et lα+β.
Démonstration. Il suffit de vérifier que pour tout [x : y] ∈ P1(R)\{[1 : 0], [0 : 1]}, il existe
a ∈ A tel que Ad a(l[x:y]) = l[1:±1] (selon que x et y sont de même signe ou non), et que
deux de ces 8 représentants ne sont pas conjugués sous l’action adjointe de B0.
Considérons pour tous x, y et z réels l’élément
b(x, y, z) = exp
 0 x z0 0 y
0 0 0
 =
 1 x z + xy20 1 y
0 0 1
 ∈ N.
Le lemme suivant permet de décrire quels éléments de l’orbite de a par N convergent vers
quels éléments de Y .
Lemme 5.3. Soient (xn, yn, zn)n∈N une suite de R3 tendant vers l’infini. Pour tout n ∈ N,
notons bn = b(xn, yn, zn).
1. Si xn →∞ et (yn, zn+ xnyn2 )→ (y, z) dans R2, alors Ad bn(a) −→n→+∞ Ad b(0, y, z)(lα).
2. Si yn →∞ et (xn, zn− xnyn2 )→ (x, z) dans R2, alors Ad bn(a) −→n→+∞ Ad b(x, 0, z)(lβ).
3. Si zn →∞ et (xn, yn)→ (x, y) dans R2, alors lim
n→+∞Ad bn(a) −→n→+∞ Ad s(x, y, 0)(lα+β).
4. Si on n’est pas dans l’un de ces cas à extraction près, et si[
xn(zn +
xnyn
2
) : yn(−zn + xnyn
2
)
]
→ [a : b]
dans P1(R), alors Ad bn(a) −→
n→+∞ l[a:b].
Démonstration. Calculons les images par Ad bn des vecteurs Hα et Hβ de la base de a,
Ad bn(Hα) =
 23 −xn −zn + xnyn20 −13 0
0 0 −13
 et Ad bn(Hβ) =
 13 0 −zn − xnyn20 13 −yn
0 0 −23
 .
1. Supposons xn → ∞ et (yn, zn + xnyn2 ) → (y, z) dans R2. Les suites de vecteurs
(Ad bn(
−1
xn
Hα))n∈N et (Ad bn(Hβ))n∈N convergent respectivement vers Ad b(0, y, z)(Uα)
et Ad b(0, y, z)(Hβ), ainsi lim
n→+∞Ad bn(a) = Ad b(0, y, z)(lα).
2. Supposons yn → ∞ et (xn, zn − xnyn2 ) → (x, z) dans R2. Les suites de vecteurs
(Ad bn(Hα))n∈N et (Ad bn(−1ynHβ))n∈N convergent respectivement vers Ad b(x, 0, z)(Hα)
et Ad b(x, 0, z)(Uβ), ainsi lim
n→+∞Ad bn(a) = Ad b(x, 0, z)(lβ).
3. Supposons zn →∞ et (xn, yn)→ (x, y) dans R2. Les suites de vecteurs (Ad bn(−1znHα))n∈N
et (Ad bn(Hα−Hβ))n∈N convergent respectivement vers Ad b(x, y, 0)(Uα+β) et Ad b(x, y, 0)(Hα−
Hβ), ainsi lim
n→+∞Ad bn(a) = Ad b(x, y, 0)(lα+β).
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4. Sinon, considérons le vecteur Zn de Ad b(xn, yn, zn)(a) suivant dont le coefficient
(Zn)1,3 est nul :
Zn = Ad b(xn, yn, zn)
((
zn +
xnyn
2
)
Hα +
(
−zn + xnyn
2
)
Hβ
)
=
 zn3 + xnyn2 −xn(zn + xnyn2 ) 00 −2zn3 −yn(−zn + xnyn2 )
0 0 zn3 − xnyn2
 .
Montrons que, si l’on n’est pas dans l’un des trois premiers cas à extraction près,
les coefficients diagonaux de Zn sont négligeables devant l’un des coefficients de la
surdiagonale.
• Si xn → ∞, yn → y et zn + xnyn2 → ∞, alors les coefficients diagonaux de Zn
sont négligeables devant (Zn)1,2 = −xn(zn + xnyn2 ).
• Si xn → x, yn → ∞ et zn − xnyn2 → ∞, alors les coefficients diagonaux de Zn
sont négligeables devant (Zn)2,3 = −yn(−zn + xnyn2 ).
• Si xn →∞ et yn →∞, alors les coefficients diagonaux de Zn sont négligeables
devant (Zn)1,2 = −xn(zn + xnyn2 ).
On peut ainsi supposer que la suite
([
xn(zn +
xnyn
2 ) : yn(−zn + xnyn2 )
])
n∈N converge
vers [a : b] dans P1(R). Dans ce cas, la suite de droites (RZn)n∈N converge vers
R(aUα + bUβ) dans P1(b). Par ailleurs, selon les cas, l’une des deux suites de droite
(Ad b(xn, yn, zn)(Hα))n∈N ou (Ad b(xn, yn, zn)(Hα))n∈N converge vers RUα+β dans
P1(b).
On en conclut que la suite de sous-algèbres de Lie (Ad b(xn, yn, zn)(a))n∈N converge
vers l[a:b].
Le résultat suivant découle alors immédiatement du corollaire 5.2.
Corollaire 5.4. L’orbite de a sous l’action adjointe de N est dense dans Y .
On en déduit alors une caractérisation intrinsèque de la compactification de Chabauty
de Cartan(SL3(R)).
Théorème 5.5. La compactification de Chabauty Cartan(SL3(R))
S
coïncide avec l’espace
A(SL3(R)).
Démonstration. Soit l une sous-algèbre de Lie abélienne de sl3(R) de dimension 2 incluse
dans une sous-algèbre de Borel. Quitte à conjuguer l par un élément de K, nous pouvons
supposer que l est incluse dans la sous-algèbre de Borel standard, c’est-à-dire l ∈ Y . D’après
le corollaire 5.4, nous savons que l est limite de sous-espaces de Cartan de sl3(R), donc
appartient à Cartan(sl3(R))
S
.
On calcule aisément les normalisateurs dans G de chacune des 8 sous-algèbres de Lie
du corollaire 5.2.
Proposition 5.6. 1. Le normalisateur NG(a) de a dans G est égal à T ′ = M ′A. Donc
l’orbite de a sous l’action adjointe de B0 est homéomorphe à N , c’est-à-dire à R3.
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2. Le normalisateur NG(l[0:1]) de l[0:1] dans G est égal à Pα. Donc son orbite sous
l’action adjointe de B0 est un point.
3. Le normalisateur NG(l[1:0]) de l[1:0] dans G est égal à P β. Donc son orbite sous
l’action adjointe de B0 est un point.
4. Le normalisateur NG(l[1:1]) de l[1:1] dans G est égal à B′. Donc son orbite sous l’action
adjointe de B0 est homéomorphe à R.
5. Le normalisateur NG(l[1:−1]) de l[1:−1] dans G est égal à B′. Donc son orbite sous
l’action adjointe de B0 est homéomorphe à R.
6. Pour toute racine positive γ ∈ Σ+, le normalisateur NG(lγ) de lγ dans G est égal
à MANγ. Donc son orbite sous l’action adjointe de B0 est homéomorphe à N/Nγ,
c’est-à-dire à R2.
Le lemme suivant décrit les valeurs d’adhérence des autres orbites que a dans Y sous
l’action adjointe de B0, pour les représentants décrits dans le corollaire 5.2.
Lemme 5.7. 1. Les sous-algèbres l[0:1] et l[1:0] sont normalisées par B0.
2. Pour l[1:±1], un système complet de représentants de B0 modulo NB0(l[1:±1]) = B′∩B0
est Aα+β = {Diag(λ, λ−2, λ) ∈ A : λ ∈∈ ]0,+∞[}. Soit (λn)n∈N une suite dans
]0,+∞[ et considérons pour tout n ∈ N l’élément bn = Diag(λn, λ−2n , λn) de Aα+β. Si
λn → +∞ alors lim
n→+∞Adhn(l[1:±1]) = l[1:0] et si λn → 0 alors limn→+∞Adhn(l[1:±1]) =
l[0:1].
3. Pour lα, un système complet de représentants de B0 modulo NB0(lα) = ANα est
NβNα+β = {b(0, y, z) : y, z ∈ R}. Soit ((yn, zn))n∈N une suite de R2 tendant vers
l’infini et considérons pour tout n ∈ N l’élément bn = b(0, yn, zn) de NβNα+β. Si
[zn : y
2
n]→ [a : b] dans P1(R), alors limn→+∞Ad b(0, yn, zn)(lα) = l[a:b].
4. Pour lβ, un système complet de représentants de B0 modulo NB0(lβ) = ANβ est
NαNα+β = {b(x, 0, z) : x, z ∈ R}. Soit ((xn, zn))n∈N une suite de R2 tendant vers
l’infini et considérons pour tout n ∈ N l’élément bn = b(xn, 0, zn) de NαNα+β. Si
[−x2n : zn]→ [a : b] dans P1(R), alors limn→+∞Ad b(xn, 0, zn)(lβ) = l[a:b].
5. Pour lα+β, un système complet de représentants de B0 modulo NB0(lα+β) = ANα+β
est l’ensemble {b(x, y, 0) : x, y ∈ R} (ce n’est pas un sous-groupe de B0). Soit
((xn, yn))n∈N une suite de R2 tendant vers l’infini et considérons pour tout n ∈
N l’élément bn = b(xn, yn, 0) de N . Si [−xn : yn] → [a : b] dans P1(R), alors
lim
n→+∞Ad b(xn, yn, 0)(lα+β) = l[a:b].
Démonstration. 1. Cela a été vu dans la proposition 5.6.
2. On remarque que Ad bn(l[1:±1]) = l[λ3n,±λ−3n ], le résultat est alors clair.
3. On montre que RAd bn (−ynHβ + znUα) −→
n→+∞ R(aUα + bUβ). Par ailleurs, l’une
des deux suites (RAd bn(Hβ))n∈N ou (RAd bn(Uα))n∈N de droites de b converge vers
RUα+β . Ainsi lim
n→+∞Ad bn(lα) = l[a:b].
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4. L’argument est le même que pour lα.
5. Le vecteur Uα+β est normalisé par bn, et la suite (RAd bn (Hα −Hβ − xnynUα+β))n∈N
converge vers R(aUα + bUβ). Ainsi lim
n→+∞Ad bn(lα+β) = l[a:b].
5.2 La topologie de l’espace Y des sous-algèbres de Lie abéliennes de b
de dimension 2
Considérons l’homéomorphisme de R dans R défini par z 7→ z′ = sgn(z)√|z|, d’inverse
z′ 7→ z = sgn(z′)(z′)2.
Pour n = 2 et n = 3, notons Bn la compactification de Rn obtenue en ajoutant la
sphère Sn−1 à l’infini (qui est la compactification géodésique de l’espace euclidien stan-
dard Rn). Utilisons des coordonnées homogènes pour les sphères, en identifiant Sn−1 avec
(Rn\{0})/R∗+ de manière évidente. Notons B2α, B2β et B2α+β trois copies disjointes du disque
fermé B2, de disques ouverts R2α, R2β et R2α+β et de cercles de bord S1α, S1β et S1α+β . Consi-
dérons les trois applications continues
fα : B3\{[±1 : 0 : 0]} → B2α
(x, y, z′) ∈ R3 7→
(
y,
(
z +
xy
2
)′) ∈ R2α
[x : y : z′] ∈ S2 7→
[
y :
(
z +
xy
2
)′] ∈ S1α,
fβ : B3\{[0 : ±1 : 0]} → B2β
(x, y, z′) ∈ R3 7→
(
x,
(
z − xy
2
)′) ∈ R2β
[x : y : z′] ∈ S2 7→
[
x :
(
z − xy
2
)′] ∈ S1β
et fα+β : B3\{[0 : 0 : ±1]} → B2α+β
(x, y, z′) ∈ R3 7→ (x, y) ∈ R2α+β)
[x : y : z′] ∈ S2 7→ [x : y] ∈ S1α+β.
Remarquons que ces formules étant positivement homogènes, et les domaines de défi-
nition indiqués étant les bons, ces applications sont bien définies. Soit C l’adhérence de
l’image du plongement (et nous identifions l’espace de départ et l’image de ce plongement)
B3\{[±1 : 0 : 0], [0 : ±1 : 0], [0 : 0 : ±1]} → B3 × B2α × B2β × B2α+β
p 7→ (p, fα(p), fβ(p), fα+β(p)).
L’espace C est la boule B3 où on a éclaté les six points {[±1 : 0 : 0], [0 : ±1 : 0], [0 : 0 : ±1]}
en six disques, identifiés deux à deux (voir la figure 1).
Notons ∂C le complémentaire dans C de l’image de R3. Notons C ′ le complémentaire
dans ∂C des trois disques B2α, B2β et B2α+β , c’est-à-dire S2 privé des six points [±1 : 0 : 0],
[0 : ±1 : 0] et [0 : 0 : ±1], et considérons l’application
g : C ′ → P1(R)
[x : y : z′] 7→
[
x
(
z +
xy
2
)
: y
(
−z + xy
2
)]
.
15
Figure 1 – La boule éclatée C.
Prolongeons l’application g aux bords S1α, S1β et S1α+β des plans R2α, R2β et R2α+β , par les
formules suivantes.
gα : S1α → P1(R) gβ : S1β → P1(R) gα+β : S1α+β → P1(R)
[y : z′] 7→ [z : y2] [x : z′] 7→ [−x2 : z] [x : y] 7→ [−x : y].
On obtient ainsi une application g de C0 = C ′ ∪ S1α ∪ S1β ∪ S1α+β dans P1.
Lemme 5.8. L’application g : C0 → P1 est continue.
Démonstration. Il est clair que l’application g est continue sur l’ouvert C ′ de C0, ainsi
qu’en restriction à chaque S1γ , pour γ ∈ Σ+.
Soit [y : z′] un point de S1α, et soit ([xn : yn : z′n])n∈N une suite de C ′ convergeant
vers [y : z′] dans C. Par continuité de fβ et fα+β en [±1 : 0 : 0], cela signifie que la suite
([xn : yn : z
′
n])n∈N converge vers [±1 : 0 : 0] dans S2, et par continuité de fβ et fα+β en
[±1 : 0 : 0] que la suite (fα([xn : yn : z′n]))n∈N =
([
yn :
(
zn +
xnyn
2
)′])
n∈N
converge vers
[y : z′] dans S1α. Ainsi on peut supposer que la suite (xn)n∈N tend vers l’infini, que la suite
(yn)n∈N converge vers y, et que la suite (zn + xnyn2 )n∈N converge vers z. Or g([xn : yn : z
′
n])
est égal à
[
zn +
xnyn
2 : yn
(
− znxn +
yn
2
)]
.
Si y 6= 0, alors la suite (zn)n∈N est équivalente à (−xny2 )n∈N, donc la suite (− znxn +
yn
2 )n∈N
converge vers y, et donc la suite (g([xn : yn : z′n]))n∈N converge vers [z : y2] = gα([y : z′]).
Si y = 0, alors on en déduit que la suite (zn)n∈N est négligeable devant (xn)n∈N, et donc
la suite (g([xn : yn : z′n]))n∈N converge vers [1 : 0] = gα([y : z′]).
Pour S1β , la continuité de g se montre de manière identique.
Soit [x : y] un point de S1α+β , et soit ([xn : yn : z′n])n∈N une suite de C ′ convergeant
vers [x : y] dans C. Cela signifie que la suite ([xn : yn : z′n])n∈N converge vers [0 : 0 : ±1]
dans S2, et que la suite (fα+β([xn : yn : z′n]))n∈N = ([xn : yn])n∈N converge vers [x : y]
dans S1. On peut donc supposer que la suite (xn)n∈N converge vers x, que la suite (yn)n∈N
converge vers y, et que la suite (zn)n∈N tend vers l’infini. Or g([xn : yn : z′n]) est égal à[
xn
(
zn +
xnyn
2
)
: yn
(−zn + xnyn2 )]. Puisque la suite (xnyn)n∈N est négligeable devant la
suite (zn)n∈N, on en déduit que la suite (g([xn : yn : z′n]))n∈N est équivalente à la suite
([xn : −yn])n∈N, donc converge vers [x : −y] = gα+β([x : y]).
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On a donc montré que l’application g était continue sur C0.
Considérons l’application suivante.
φ : C → Y
(x, y, z′) ∈ R3 7→ Ad b(x, y, z)a
(y, z′) ∈ R2α 7→ Ad b(0, y, z)lα
(x, z′) ∈ R2β 7→ Ad b(x, 0, z)lβ
(x, y) ∈ R2α+β 7→ Ad b(x, y, 0)lα+β
c ∈ C0 7→ lg(c).
Théorème 5.9. L’application φ est continue, surjective et induit un homéomorphisme φ˜
du recollement C ∪g P1(R) sur l’espace topologique Y .
Démonstration. Puisque l’application P1(R) → Y définie par [a : b] 7→ l[a:b] est un
plongement, et que l’application φ factorise par g sur C0, on en déduit que φ est continue
en restriction à C0. L’application φ est également continue sur l’ouvert R3 de C.
B2α → Y
(y, z′) ∈ R2α 7→ Ad b(0, y, z′)lα
[y : z′] ∈ S1α 7→ lgα([y:z′]),
B2β → Y
(x, z′) ∈ R2β 7→ Ad b(x, 0, z′)lβ
[x : z′] ∈ S1β 7→ lgβ([x:z′])
et B2α+β → Y
(x, y) ∈ R2α+β 7→ Ad b(x, y, 0)lα+β
[x : y] ∈ S1α+β 7→ lgα+β([x:y]).
D’après le lemme 5.7, ce sont des plongements. Puisqu’en restriction aux trois disques B2α,
B2β et B2α+β , l’application φ factorise par ces plongements, on en déduit que l’application
φ est continue en restriction à C\R3.
Soit (y, z′) un point de R2α, et soit (xn, yn, z′n)n∈N une suite de R3 convergeant vers
(y, z′) dans C. Cela signifie que la suite (xn, yn, z′n)n∈N converge vers [±1 : 0 : 0] dans B3,
et que la suite (fα(xn, yn, z′n))n∈N converge vers (y, z′) dans R2α. Puisque (xn)n∈N tend vers
l’infini et que la suite
(
yn, zn +
xnyn
2
)
n∈N converge vers (y, z), d’après le lemme 5.3(1), on en
déduit que la suite de sous-algèbres de Lie(φ(xn, yn, zn))n∈N converge vers Ad s(0, y, z)lα =
φ(y, z′).
Soit [y : z′] un point de S1α, et soit (xn, yn, z′n)n∈N une suite de R3 convergeant vers
[y : z′] dans C. Cela signifie que la suite (xn, yn, z′n)n∈N converge vers [±1 : 0 : 0] dans B3,
et que la suite (fα(xn, yn, z′n))n∈N converge vers [y : z′] dans B2α.
Supposons y 6= 0, alors la suite
(
zn+
xnyn
2
y2n
)
n∈N
converge vers z
y2
, or la suite (xnyn )n∈N
tend vers l’infini, donc la suite ( zn
y2n
)n∈N est équivalente à (− xn2yn )n∈N. Ainsi dans P1(R) la
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suite
([
xn(zn +
xnyn
2 ) : yn(−zn + xnyn2 )
])
n∈N est équivalente à la suite
([
xn
z
y2
: yn
xn
yn
])
n∈N
,
donc converge vers [z : y2] = gα([y : z′]). D’après le lemme 5.3(4), on en déduit que la suite
de sous-algèbres de Lie (φ(xn, yn, zn))n∈N converge vers l[z:y2] = φ([y : z′]).
Supposons y = 0, alors la suite
(
y2n
zn+
xnyn
2
)
n∈N
converge vers 0. On en déduit que la suite([
xn(zn +
xnyn
2 ) : yn(−zn + xnyn2 )
])
n∈N =
([
xn(zn +
xnyn
2 ) : −yn(zn + xnyn2 ) + xny2n
])
n∈N
converge vers [1 : 0] = gα([y : z′]). D’après le lemme 5.3(4), on en déduit que la suite de
sous-algèbres de Lie (φ(xn, yn, zn))n∈N converge vers l[1:0] = φ([y : z′]).
La continuité de φ sur B2β est identique.
Soit (x, y) un point de R2α+β , et soit (xn, yn, z′n)n∈N une suite de R3 convergeant vers
(x, y) dans C. Cela signifie que la suite (xn, yn, z′n)n∈N converge vers [0 : 0 : ±1] dans B3, et
que la suite (fα+β(xn, yn, z′n))n∈N = (xn, yn)n∈N converge vers (x, y) dans R2α+β . Puisque
(zn)n∈N tend vers l’infini et comme la suite (xn, yn)n∈N converge vers (x, y), d’après le
lemme 5.3(3), on en déduit que la suite de sous-algèbres de Lie (φ(xn, yn, zn))n∈N converge
vers Ad b(x, y, 0)(lα+β) = φ(x, y).
Soit [x : y] un point de S1α+β , et soit (xn, yn, z′n)n∈N une suite de R3 convergeant vers
(x, y) dans C. Cela signifie que la suite (xn, yn, z′n)n∈N converge vers [0 : 0 : ±1] dans B3,
et que la suite (fα+β(xn, yn, z′n))n∈N = (xn, yn)n∈N converge vers [x : y] dans B2α+β . Alors
la suite ([
xn(zn +
xnyn
2
) : yn(−zn + xnyn
2
)
])
n∈N
est équivalente à la suite ([xn : −yn])n∈N, donc converge vers [x : −y] = gα+β([x : y]) dans
P1(R). Donc d’après le lemme 5.3(4), on en déduit que la suite de sous-algèbres de Lie
(φ(xn, yn, zn))n∈N converge vers l[x:−y] = φ([x : y]).
On a donc montré que l’application φ était continue sur C. Puisqu’elle factorise par g
sur C0, on en déduit qu’elle induit une application continue φ˜ de C ∪g P1(R) sur Y .
L’application φ est une bijection de R3 sur l’orbite de a dans Y sous l’action adjointe
de B0. Pour tout γ ∈ Σ+, l’application φ est une bijection de R2γ sur l’orbite de lγ dans Y
sous l’action adjointe de B0. Et l’application φ est une bijection de P1(R) sur le sous-espace
{l[a:b] : [a : b] ∈ P1(R)} de Y . Ainsi d’après la proposition 5.1, l’application φ est bijective.
Or l’espace C ∪g P1(R) est compact et l’espace Y est séparé, donc l’application φ˜ est un
homéomorphisme.
Corollaire 5.10. L’espace Y est un CW-complexe (voir la figure 2), dont les simplexes
sont donnés par les B0-orbites. Les voici, classés par dimensions.
• Il y a deux 0-simplexes, qui sont les points l[1:0] et l[0:1].
• Il y a deux 1-simplexes, qui sont les orbites de l[1:±1].
• Il y a trois 2-simplexes, qui sont les orbites de Ker γ ⊕ gγ pour γ ∈ Σ+.
• Il y a un 3-simplexe, qui est l’orbite de a.
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Figure 2 – Le CW -complexe Y
Proposition 5.11. Le 2-squelette Y (2) de Y a le type d’homotopie qu’un bouquet formé de
deux sphères S2 et d’un plan projectif réel P2(R). En particulier, l’espace Y a pour groupe
fondamental pi1(Y ) = Z/2Z, dont un générateur est donné par la classe d’homotopie d’un
lacet parcourant une fois le cercle P1(R).
Démonstration. Le 2-squelette Y (2) de Y est le recollement des trois 2-cellules R2α, R2β
et R2α+β par les trois applications gα, gβ et gα+β sur le 1-squelette Y (1) ' P1(R).
Or les applications gα et gβ sont homotopes à des applications constantes, et le re-
collement de R2α+β sur P1(R) par gα+β est homéomorphe à P2(R). Ainsi le 2-squelette
Y (2) a le type d’homotopie d’un bouquet formé de deux sphères S2 et d’un plan projectif
P2(R). Ainsi le groupe fondamental de Y est isomorphe au groupe fondamental de P2(R),
c’est-à-dire Z/2Z.
5.3 Compactification de G/T ′
Notons Z = Cartan(SL3(R))
S
la compactification de Chabauty deG/T ′ = Cartan(SL3(R)).
Considérons l’application continue
pi : G× Y → Z
(g, y) 7→ g · y,
où le groupe G agit sur Z par l’action adjointe. Puisque toute G-orbite dans Z rencontre
Y , l’application pi est surjective et ouverte. Choisissons comme point base (e, y0) = (e, a)
dans G× Y et z0 = pi(e, y0) = a dans Z.
Commençons par démontrer un lemme de topologie générale.
Lemme 5.12. Soient (E, e0) est un espace topologique pointé localement connexe par arcs,
(F, f0) un espace topologique pointé localement simplement connexe et pi : (E, e0)→ (F, f0)
une application continue, surjective et ouverte, telle que pi−1(f0) soit connexe par arcs.
Alors l’application pi induit une surjection
pi∗ : pi1(E, e0)→ pi1(F, f0).
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Démonstration. Montrons qu’on peut relever localement les chemins, à homotopie près.
Plus précisément, montrons que, pour tout e ∈ E, il existe un voisinage U de e dans E tel
que, pour tout e′ ∈ U et tout chemin c de pi(e) à pi(e′) dans pi(U), il existe un chemin c˜ de
e à e′ dans U tel que pi(c˜) soit homotope dans F à c relativement aux extrémités.
Fixons e ∈ E et f = pi(e). L’espace F est localement simplement connexe : soit donc
un voisinage simplement connexe V de f dans F . L’espace E est localement connexe par
arcs : soit donc un voisinage connexe par arcs U de e dans E tel que pi(U) ⊂ V .
Soient e′ ∈ U et f ′ = pi(e′). Soit c : [0, 1] → pi(U) un chemin continu de f à f ′.
Considérons un chemin continu c˜ : [0, 1]→ U de e à e′. Alors pi(c˜) et c sont deux chemins
continus de f à f ′ inclus dans pi(U), donc inclus dans V : ils sont ainsi homotopes dans F
relativement à leurs extrémités.
Ainsi, pour tout lacet ` de F basé en f0, il existe un chemin c˜ de E d’origine e0 et
d’extrémité appartenant à pi−1(f0) tel que les deux lacets ` et pi(c˜) (basés en f0) soient
homotopes dans F . Or pi−1(f0) est connexe par arcs : soit c˜′ un chemin dans pi−1(f0)
joignant les deux extrémités de c˜, alors le lacet concaténé ˜`= c˜′ · c˜ basé en e0 est tel que
pi(˜`) soit homotope à ` dans F . L’application pi∗ est donc surjective.
Corollaire 5.13. L’application pi : (G× Y, (e, y0))→ (Z, z0) induit une surjection
pi∗ : pi1(G× Y, (e, y0))→ pi1(Z, z0).
Démonstration. Il suffit de vérifier les hypothèses du lemme 5.12 pour l’application pi :
(G × Y, (e, y0)) → (Z, z0). Les espaces Y et Z sont des variétés semi-algébriques réelles,
donc sont localement contractiles. De plus, la préimage pi−1(z0) = {(g, h · a) ∈ G × Y :
gh ∈ T ′} ' G × G/T ′ est connexe par arcs. Ainsi d’après le lemme 5.12 l’application
pi∗ : pi1(G× Y, (e, y0))→ pi1(Z, z0) est surjective.
Théorème 5.14. La compactification de Chabauty Z = Cartan(SL3(R))
S
de G/T ′ =
Cartan(SL3(R)) est simplement connexe.
Démonstration. Il suffit de montrer que les générateurs de pi1(G) ' Z/2Z et de pi1(Y ) '
Z/2Z ont une image triviale par pi∗ dans pi1(Z). Chacun de ces générateurs est la classe
d’homotopie d’un lacet dans G × Y (1). Rappelons que Y (1) est le 1-squelette de Y , c’est-
à-dire P1(R).
D’après la proposition 5.6, l’image par pi du sous-espace G×Y (1) de G×Y est homéo-
morphe au quotient Q = (G/B′ × P1(R))/∼, avec les identifications suivantes.
(gB′, [0 : 1]) ∼ (g′B′, [0 : 1]) si gPα = g′Pα, (gB′, [1 : 0]) ∼ (g′B′, [1 : 0]) si gP β = g′P β
et ∀[s : t] ∈ P1(R)\{[0 : 1], [1 : 0]}, (gB′, [s : t]) ∼ (g′B′, [−s : t]) si gB′ = σg′B′,
où σ ∈M\Mα=β est tel que Adσ(l[1:1]) = l[−1:1], par exemple
σ =
 −1 0 00 −1 0
0 0 1
 ∈M.
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Montrons qu’un générateur de pi1(Y ) a une image par pi∗ triviale dans pi1(Z). Consi-
dérons le lacet c suivant dans Q, dont la classe d’homotopie engendre pi∗(pi1(Y )), effec-
tuant une fois le tour du cercle Y (1) ' P1(R), composé des deux chemins t ∈ [0, 1] 7→
[B′, [t : 1− t]] et t ∈ [0, 1] 7→ [B′, [1− t : −t]]. D’après les équivalences définissant Q, le
lacet c est aussi la composée des deux chemins t ∈ [0, 1] 7→ [B′, [t : 1− t]] et t ∈ [0, 1] 7→
[σB′, [1− t : t]].
Fixons un chemin c′ de B′ à σB′ dans G/B′. Alors le lacet c est homotope à la composée
des quatre chemins
t ∈ [0, 1] 7→ [B′, [t : 1− t]] , t ∈ [0, 1] 7→ [c′(t), [1 : 0]] ,
t ∈ [0, 1] 7→ [σB′, [1− t : t]] et t ∈ [0, 1] 7→ [c′(1− t), [0 : 1]] .
Or la composée des deuxième et troisième chemins est homotope à la composée des chemins
t ∈ [0, 1] 7→ [B′, [1− t : t]] et t ∈ [0, 1] 7→ [c′(t), [0 : 1]]. Ainsi le lacet c est homotope à zéro.
Montrons qu’un générateur de pi1(G) a une image par pi∗ triviale dans pi1(Z). Considé-
rons le lacet d suivant dans Q, dont la classe d’homotopie engendre pi∗(pi1(G)) :
d : [0, 1] → Q
t 7→
 1 0 00 cos 2pit − sin 2pit
0 sin 2pit cos 2pit
B′, [0 : 1]
 .
Ce lacet est homotope à la composée des trois chemins
t ∈ [0, 1] 7→ [B′, [t : 1− t]] ,
t ∈ [0, 1] 7→
 1 0 00 cos 2pit − sin 2pit
0 sin 2pit cos 2pit
B′, [1 : 0]

et t ∈ [0, 1] 7→ [B′, [1− t : t]] .
Le deuxième chemin est constant dans Q, ainsi le lacet d est homotope à zéro.
D’après le corollaire 5.13, l’application pi∗ est surjective, et nous venons de montrer que
son image était triviale, donc l’espace Z est simplement connexe.
Ce résultat peut sembler surprenant, étant donné que l’espace Plats(X) n’est pas sim-
plement connexe : son groupe fondamental est de cardinal 48 (voir le lemme 3.5).
6 Le cas de SL4(R)
Posons G = SL4(R), K = SO4(R) et A le sous-groupe de G des matrices diagonales à
coefficients diagonaux strictement positifs. Soit M le centralisateur de A dans K, c’est-
à-dire le sous-groupe fini de G constitué des matrices diagonales à coefficients diagonaux
égaux à ±1.
Notons N le sous-groupe de G unipotent supérieur, B = MAN le sous-groupe de Borel
standard, c’est-à-dire le sous-groupe triangulaire supérieur, et B0 = AN sa composante
neutre.
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Notons de plus g, k, a, n et b les algèbres de Lie de G, K, A, N et B respectivement.
Tout d’abord, remarquons qu’il existe une sous-algèbre de Lie de g abélienne maximale
incluse dans b de dimension 4 :
l0 =


0 0 ∗ ∗
0 0 ∗ ∗
0 0 0 0
0 0 0 0

 .
Puisque la dimension des sous-espaces de Cartan est 3, les éléments de Cartan(sl4(R))
S
ne sont pas toujours des sous-algèbres de Lie abéliennes maximales, contrairement au
cas de sl3(R). D’après [WZ84], l0 est (à conjugaison près) la seule sous-algèbre abélienne
maximale de sl4(R) de dimension 4. Nous allons étudier les sous-algèbres de Lie de g
abéliennes incluses dans b de dimension 3.
Notons pa : b = a⊕ n→ a la projection sur a parallèlement à n.
Considérons les trois racines de a définies par α(H) = H1,1−H2,2, β(H) = H2,2−H3,3 et
γ(H) = H3,3−H4,4, elles forment une base ∆ du système de racines Σ associé au sous-espace
de Cartan a. Les racines positives correspondantes sont Σ+ = {α, β, γ, α+β, β+γ, α+β+γ}.
Pour toute racine positive δ, notons nδ l’espace de racine de δ et notons Uδ ∈ nδ la matrice
ayant un coefficient égal à 1 en position δ, et 0 ailleurs.
Pour toute partie I ⊂ ∆, notons de plus aI = ∩δ∈I Ker δ et aI = ⊕δ∈IRHδ (l’orthogonal
de aI dans a pour la forme de Killing), ainsi que AI = exp aI et AI = exp(aI). Notons
ΣI,+ l’ensemble des racines positives s’écrivant comme somme de racines de I. Notons
nI = ⊕δ∈ΣI,+nδ.
Notons, pour toute racine δ ∈ Σ, l’espace de racine nδ = RUδ et le sous-groupe N δ =
exp nδ. Soit I ⊂ ∆, notons ΣI,+ l’ensemble des racines positives s’écrivant comme somme
de racines de I. Notons nI = ⊕δ∈ΣI,+nδ et nI = ⊕δ∈Σ+\ΣI,+nδ.
Nous considérerons toujours les projections orthogonales par rapport à la forme de
Killing. En particulier, notons pα,γ : b→ nα⊕ nγ la projection sur nα⊕ nγ parallèlement à
a⊕⊕δ∈Σ+\{α,γ} nδ. Et, pour toute racine positive δ ∈ Σ+, notons pδ : b→ nδ la projection
sur nδ parallèlement à a⊕ nδ.
Définissons, pour tout [x : y : z] ∈ P2(R) avec x et z non nuls, la sous-algèbre de Lie
de g
l[x:y:z] =


0 ax bx c
0 0 ay bz
0 0 0 az
0 0 0 0
 : a, b, c ∈ R
 .
Et définissons, pour tout [x : y : z : t] ∈ P3(R), la sous-algèbre de Lie de g
l[x:y:z:t] =


0 0 a b
0 0 c d
0 0 0 0
0 0 0 0
 : a, b, c, d ∈ R : ax+ by + cz + dt = 0
 .
Définissons également, pour tout (y, t) ∈ R2, les sous-algèbres de Lie de g
lα,y,t =


0 a b c
0 0 ay at
0 0 0 0
0 0 0 0
 : a, b, c ∈ R
 et lγ,y,t =


0 0 at c
0 0 ay b
0 0 0 a
0 0 0 0
 : a, b, c ∈ R
 .
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Et, pour tout (x, y) ∈ R2, définissons la sous-algèbre de Lie de g
lx,y =


0 a by c
0 0 0 ax
0 0 0 b
0 0 0 0
 : a, b, c ∈ R
 .
Ce sont toutes des sous-algèbres de Lie de g abéliennes de dimension 3 incluses dans b.
Pour toute paire de racines primitives distinctes {δ, δ′} ⊂ ∆, notons zδ,δ′ l’algèbre de
Lie dérivée du centralisateur de a∆\{δ,δ′} dans g :
zβ,γ =


0 0 0 0
0 ∗ ∗ ∗
0 ∗ ∗ ∗
0 ∗ ∗ ∗

 ' sl3(R),
zα,γ =


∗ ∗ 0 0
∗ ∗ 0 0
0 0 ∗ ∗
0 0 ∗ ∗

 ' sl2(R)⊕ sl2(R)
et zα,β =


∗ ∗ ∗ 0
∗ ∗ ∗ 0
∗ ∗ ∗ 0
0 0 0 0

 ' sl3(R),
et notons Zβ,γ , Zα,γ et Zα,β les trois sous-groupes de Lie connexes de G d’algèbres de Lie
zβ,γ , zα,γ et zα,β respectivement.
Définissons de plus, pour tout [x : y] ∈ P1(R), les trois sous-algèbres de Lie de g
abéliennes de dimension 2
lα,β[x:y] =


0 ax b 0
0 0 ay 0
0 0 0 0
0 0 0 0
 : a, b ∈ R
 ⊂ zα,β ∩ n,
lα,γ =


0 a 0 0
0 0 0 0
0 0 0 b
0 0 0 0
 : a, b ∈ R
 ⊂ zα,γ ∩ n
et lβ,γ[x:y] =


0 0 0 0
0 0 ax b
0 0 0 ay
0 0 0 0
 : a, b ∈ R
 ⊂ zβ,γ ∩ n.
Proposition 6.1. Soit l une sous-algèbre de Lie de g abélienne de dimension 3 incluse
dans b. Alors il y a dix possibilités (mutuellement exclusives) :
1. soit il existe un unique b ∈ N tel que l = Ad b(a) ;
2. soit il existe une unique racine primitive δ ∈ ∆ et un unique b ∈ Nδ tels que l =
Ad b(aδ ⊕ nδ) ;
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3. soit il existe un unique [x : y] ∈ P1(R) et un unique b ∈ Nα,β tels que
l = Ad b(aα,β ⊕ lα,β[x:y]);
4. soit il existe un unique b ∈ Nα,γ tel que l = Ad b(aα,γ ⊕ lα,γ) ;
5. soit il existe un unique [x : y] ∈ P1(R) et un unique b ∈ Nβ,γ tels que
l = Ad b(aβ,γ ⊕ lβ,γ[x:y]);
6. soit il existe un unique [x : y : z] ∈ P2(R) avec x et z non nuls tel que l = l[x:y:z] ;
7. soit il existe un unique (y, t) ∈ R2 tel que l = lα,y,t ;
8. soit il existe un unique (y, t) ∈ R2 tel que l = lγ,y,t ;
9. soit il existe un unique [x : y : z : t] ∈ P3(R) tel que l = l[x:y:z:t] ;
10. soit il existe un unique (x, y) ∈ R2 tel que l = lx,y.
Ces sous-algèbres de Lie abéliennes sont toutes maximales, sauf l[x:y:z:t] qui est incluse
dans l0.
Démonstration. Distinguons selon pa(l) et pα,γ(l).
1. Si pa(l) = a, considérons une base de l constituée de trois éléments diagonalisables.
Alors l est un sous-espace de Cartan de g, il existe donc b ∈ G tel que l = Ad b(a).
Puisque b est l’algèbre de Lie d’un sous-groupe de Borel contenant l, on peut supposer
de plus que Ad b(b) = b, c’est-à-dire que b ∈ NG(b) = B. Puisque MA normalise A,
on peut supposer que b ∈ N . Et cet élément est unique car N ∩NG(A) = {e}.
2. Si pa(l) est de dimension 2, remarquons que si X ∈ b est tel que α(pa(X)), β(pa(X))
et γ(pa(X)) soient tous les trois non nuls, alors le centralisateur de X dans n est
trivial, donc par un argument de dimension X n’appartient pas à l. Ainsi il existe
une unique racine δ ∈ ∆ telle que pa(l) = aδ. Alors la projection l′ de l sur la sous-
algèbre de Lie z∆\{δ} est abélienne diagonalisable de dimension au moins 2, donc il
existe b′ ∈ N ∩ Z∆\{δ} tel que Ad b′(a∆\{δ}) = l′.
• Si δ = α, il existe deux réels x et y tels que (Hβ + xUα+β + yUα+β+γ , Hγ +
yUα+β+γ , Uα) soit une base de Ad b′−1(l). Posons b′′ = exp(xUα+β + yUα+β+γ),
alors l’élément b = b′b′′ ∈ Nα est tel que l = Ad b(aα ⊕ nα). Par ailleurs b est
unique, car le normalisateur de aα⊕nα dans N est égal à ANα, et ANα∩Nα =
{e}.
• Si δ = α, il existe trois réels x, y et z tels que (Hα + xUα+β + zUα+β+γ , Hγ +
yUβ+γ+zUα+β+γ , Uβ) soit une base de Ad b′−1(l). Définissons b′′ = exp(xUα+β+
yUβ+γ +zUα+β+γ) ∈ Nβ , alors l’élément b = b′b′′ ∈ Nβ est tel que l = Ad b(aβ⊕
nβ). Par ailleurs b est unique, car le normalisateur de aβ ⊕ nβ dans N est égal
à ANβ , et ANβ ∩Nβ = {e}.
• Si δ = α, on montre comme dans le cas δ = α qu’il existe un unique b ∈ Nγ tel
que l = Ad b(aγ ⊕ nγ).
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3. Si pa(l) est de dimension 1, remarquons que si X ∈ b est tel que deux des trois réels
α(pa(X)), β(pa(X)) et γ(pa(X)) soient non nuls, alors le centralisateur de X dans
n est de dimension 1, donc X n’appartient pas à l. Ainsi commençons par le cas où
pa(l) = aα,β , alors la projection l′ de l sur la sous-algèbre de Lie zα,β ' sl3(R) est
abélienne, donc de dimension au plus 2. Soit X ∈ l dont la projection sur zα,β soit
nulle, et dont la projection sur a soit Hγ : alors l’élément b = exp(X −Hγ) ∈ Nα,β
est tel que X = Ad b(Hγ). Or le centralisateur de Hγ dans n est nα,β = n ∩ zα,β ,
donc la sous-algèbre l′ de zα,β ' sl3(R) est abélienne, de dimension 2, incluse dans
n : d’après la proposition 5.1, il existe un unique [x : y] ∈ P1(R) tel que l′ = lα,β[x:y].
Puisque l’élément b normalise l′, on en déduit que l = Ad b(aα,β⊕ lα,β[x:y]). Par ailleurs b
est unique, car le normalisateur de aα,β⊕lα,β[x:y] dansN est égal àNα,β , etNα,β∩Nα,β =
{e}.
4. Si pa(l) = aα,γ , alors la projection l′ de l sur la sous-algèbre de Lie zα,γ ' sl2(R) ⊕
sl2(R) est abélienne, donc de dimension au plus 2. Soit X ∈ l dont la projection sur
zα,γ soit nulle, et dont la projection sur a soit Hβ : alors l’élément b = exp(X−Hβ) ∈
Nα,γ est tel que X = Ad b(Hβ). Or le centralisateur de Hβ dans n est nα,γ = n∩ zα,γ ,
donc la sous-algèbre l′ de zα,γ ' sl2(R) ⊕ sl2(R) est abélienne, de dimension 2,
incluse dans n, donc l′ = lα,γ . Puisque l’élément b normalise l′, on en déduit que
l = Ad b(aα,γ⊕ lα,γ). Par ailleurs b est unique, car le normalisateur de aα,γ⊕ lα,γ dans
N est égal à Nα,γ , et Nα,γ ∩Nα,γ = {e}.
5. Si pa(l) = aβ,γ , on montre comme dans le cas où pa(l) = aα,β qu’il existe un unique
[x : y] ∈ P1(R) et un unique b ∈ Nβ,γ tels que l = Ad b(aβ,γ ⊕ lβ,γ[x:y]).
6. Si pa(l) = {0} et pα,γ(l) est de dimension 1, soit X ∈ l tel que pα,γ(X) 6= 0, et soient
x, y, z ∈ R tels que pα(X) = xUα, pβ(X) = yUβ et pγ(X) = zUγ . Supposons ici que
x et z sont non nuls, alors le centralisateur de X dans n est l[x:y:z], donc l = l[x:y:z].
Par ailleurs [x : y : z] est unique.
7. Si pa(l) = {0} et pα,γ(l) est de dimension 1, soit X ∈ l tel que pα,γ(X) 6= 0, et soient
x, y, z ∈ R tels que pα(X) = xUα, pβ(X) = yUβ et pγ(X) = zUγ . Supposons ici que
x = 1 et z = 0, alors le centralisateur de X dans n est lα,y,t, où t ∈ R est tel que
pβ+γ(X) = tUβ+γ . Ainsi l = lα,y,t, et (y, t) ∈ R2 est unique.
8. Si pa(l) = {0} et pα,γ(l) est de dimension 1, soit X ∈ l tel que pα,γ(X) 6= 0, et soient
x, y, z ∈ R tels que pα(X) = xUα, pβ(X) = yUβ et pγ(X) = zUγ . Supposons ici que
x = 0 et z = 1, alors le centralisateur de X dans n est lγ,y,t, où t ∈ R est tel que
pα+β(X) = tUα+β . Ainsi l = lγ,y,t, et (y, t) ∈ R2 est unique.
9. Si pa(l) = {0} et pα,γ(l) est de dimension 0, alors l est incluse dans la sous-algèbre
de Lie abélienne l0 de dimension 4, donc il existe un unique [x : y : z : t] ∈ P3(R) tel
que l = l[x:y:z:t].
10. Si pa(l) = {0} et pα,γ(l) est de dimension 2, considérons X,Y ∈ l tels que pα,γ(X) =
Uα et pα,γ(Y ) = Uγ . Soit (x, y) ∈ R2 tels que pβ+γ(X) = xUβ+γ et pα+β(Y ) = yUα+β .
Alors le centralisateur de X et Y dans n est lx,y, de dimension 3, donc l = lx,y. Et
l’élément (x, y) ∈ R2 est unique.
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Nous disposons alors d’un théorème analogue au théorème 5.5 pour SL4(R).
Théorème 6.2. La compactification de Chabauty Cartan(SL4(R))
S
coïncide avec l’espace
A(SL4(R)).
Démonstration. Il suffit de montrer que toutes les sous-algèbres de Lie décrites dans la
proposition 6.1 sont limites de sous-espaces de Cartan. Soit l l’une de ces sous-algèbres de
Lie.
1. Si l = a, il n’y a rien à démontrer.
2. S’il existe une racine primitive δ ∈ ∆ telle que l = aδ ⊕ nδ, alors la suite de sous-
espaces de Cartan (Ad exp(nUδ)(a))n∈N converge vers l.
3. S’il existe [x : y] ∈ P1(R) tel que l = aα,β ⊕ lα,β[x:y], alors d’après le théorème 5.5
appliqué au sous-groupe Zα,β ' SL3(R), la sous-algèbre de Lie lα,β[x:y] de zα,β (dont le
sous-espace de Cartan standard est aα,β) est la limite d’une suite (Ad gn(aα,β))n∈N,
où gn ∈ Zα,β pour tout n ∈ N. Alors la suite (Ad gn(a))n∈N converge vers l.
4. Si l = aα,γ ⊕ lα,γ , alors la suite (Ad exp(nUα + nUγ)(a))n∈N converge vers l.
5. S’il existe [x : y] ∈ P1(R) tel que l = aβ,γ ⊕ lβ,γ[x:y], alors comme pour le cas aα,β⊕ lα,β[x:y],
on montre que l est limite de sous-espaces de Cartan.
6. S’il existe [x : y : z] ∈ P2(R) avec x et z non nuls tel que l = l[x:y:z], distinguons deux
cas.
• Si y est non nul, alors quitte à conjuguer l par un élément de A on peut supposer
que [x : y : z] = [1 : 1 : 1]. Toute valeur d’adhérence de la suite de sous-espaces
de Cartan (Ad exp(nUα + nUβ + nUγ)(a))n∈N contient le vecteur
lim
n→+∞Ad exp(nUα + nUβ + nUγ)
(
− 1
n
Hα − 1
n
Hβ − 1
n
Hγ
)
= Uα + Uβ + Uγ ,
et par ailleurs toute valeur d’adhérence de cette suite est incluse dans n, donc
d’après la proposition 6.1 nous en déduisons que cette suite de sous-espaces de
Cartan converge vers l.
• Si y = 0, alors la suite de sous-algèbres de Lie
(
l[x: 1
n
:z]
)
n∈N\{0}
converge vers
l = l[x:y:z]. Ainsi d’après le point précédent l est limite de sous-espaces de Cartan.
7. S’il existe (y, t) ∈ R2 tel que l = lα,y,t, distinguons deux cas.
• Si y et t sont non nuls, alors quitte à conjuguer par A on peut supposer que
y = t = 1. Pour tout n ∈ N, posons bn = exp (nUα + nUβ + nUβ+γ) ∈ N . Alors
toute valeur d’adhérence de la suite (Ad bn(a))n∈N contient le vecteur
lim
n→+∞Ad bn
(
− 1
n
Hα − 1
n
Hβ
)
= Uα + Uβ + Uβ+γ ,
et par ailleurs toute valeur d’adhérence de cette suite est incluse dans n, donc
d’après la proposition 6.1 nous en déduisons que cette suite de sous-espaces de
Cartan converge vers l.
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• Si y ou t est nul, alors considérons deux suites réelles (yn)n∈N et (tn)n∈N, dont
tous les termes sont non nuls, convergeant vers y et t respectivement. Alors la
suite de sous-algèbres de Lie (lα,yn,tn)n∈N converge vers l = lα,y,t. Ainsi d’après
le point précédent l est limite de sous-espaces de Cartan.
8. S’il existe (y, t) ∈ R2 tel que l = lγ,y,t, alors comme dans le cas précédent on montre
que l est limite de sous-espaces de Cartan.
9. S’il existe [x : y : z : t] ∈ P3(R) tel que l = l[x:y:z:t], alors considérons l’action par
conjugaison du sous-groupe
NG(l0) =


∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
0 0 ∗ ∗
0 0 ∗ ∗

 .
Si le rang de la matrice
(
x y
z t
)
est 2 on peut supposer que [x : y : z : t] = [1 : 0 :
0 : 1], et si le rang est 1 on peut supposer que [x : y : z : t] = [0 : 0 : 1 : 0].
• Si [x : y : z : t] = [1 : 0 : 0 : 1], alors remarquons que la suite (l = l[1:n:1])n∈N
converge vers l, or d’après le point précédent nous savons que, pour tout n ∈ N,
la sous-algèbre de Lie l[1:n:1] est limite de sous-espaces de Cartan, donc c’est
également le cas de l.
• Si [x : y : z : t] = [0 : 0 : 1 : 0], alors remarquons que la suite (l = l[1:0:n:1])n∈N
converge vers l, or d’après le point précédent nous savons que, pour tout n ∈ N,
la sous-algèbre de Lie l[1:0:n:1] est limite de sous-espaces de Cartan, donc c’est
également le cas de l.
10. S’il existe (x, y) ∈ R2 tel que l = lx,y, distinguons deux cas.
• Si x et y sont non nuls, alors quitte à conjuguer par A on peut supposer que
x = y = −1. Soit bn = exp
(
nUα + nUγ + nUα+β + nUβ+γ + n
4Uα+β+γ
) ∈ N ,
pour tout n ∈ N. Alors toute valeur d’adhérence de la suite (Ad bn(a))n∈N
contient les vecteurs
lim
n→+∞Ad bn
(
1
n
Hα − 1
n
Hβ +
1
n3
Hγ
)
= Uα − Uβ+γ
et lim
n→+∞Ad bn
(
− 1
n3
Hα − 1
n
Hβ +
1
n
Hγ
)
= Uγ − Uα+β,
et par ailleurs toute valeur d’adhérence de cette suite est incluse dans n, donc
d’après la proposition 6.1 nous en déduisons que cette suite de sous-espaces de
Cartan converge vers l.
• Si x ou y est nul, alors considérons deux suites réelles (xn)n∈N et (yn)n∈N, dont
tous les termes sont non nuls, convergeant vers x et y respectivement. Alors la
suite de sous-algèbres de Lie (lxn,yn)n∈N converge vers l = lx,y. Ainsi d’après le
point précédent l est limite de sous-espaces de Cartan.
Nous avons donc montré que toutes les sous-algèbres de Lie de g abéliennes de dimension 3
incluses dans b sont limites de sous-espaces de Cartan. Puisque K agit transitivement sur
les sous-algèbres de Borel de sl4(R), ceci montre que Cartan(sl4(R))
S
= A(sl4(R)).
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