ABSTRACT In this paper, we investigate the problem of energy cost minimization for geographically distributed data centers with the guaranteed quality of service (i.e., service delay) under time-varying system dynamics. In order to satisfy the user demands, these data centers (DCs) consume a large amount of energy. The increasing energy cost of the DCs is a contemporary problem for the online service providers. To reduce the energy cost of the DCs, recent research studies suggest the workload distribution techniques among geo-distributed data centers by exploiting the dynamic electricity prices and an increased use of the renewable energy. In this paper, we propose a green geographical load balancing (GreenGLB) online algorithm based on the greedy algorithm design technique for the interactive and indivisible workload distribution. An indivisible workload is a sequential task, which cannot be further divided and must be assigned to a single data center. The basic idea of our algorithm is to assign the incoming workload at each time considering the current offered prices of electricity, the renewable energy levels, and respecting the given set of constraints. The experimental results based on the real-world traces illustrate the effectiveness of GreenGLB over the existing workload distribution techniques and attain a significant reduction in the energy cost of the geo-distributed DCs.
I. INTRODUCTION
In the development of cloud computing services, there is a growing trend towards large-scale data centers (DCs). The key role of these DCs is to provide internet services such as audio and video distribution, web search, and data analytics [1] . To enhance the efficiency and reliability of the services, cloud service providers deploy many DCs across different geographical locations [2] . Each geographically distributed DC consists of hundreds of thousands of servers, network equipment, and cooling system. Every DC consumes a significant amount of brown energy to process the user requests and to fulfill other requirements of the data center [3] . According to the U.S. Department of Energy, in 2014, all the DCs in the U.S. consumed approximately 70 billion kilowatt-hours, which is 1.8% of the total U.S.
The associate editor coordinating the review of this manuscript and approving it for publication was Junaid Shuja. energy consumption [4] . Based on the current energy consumption, the projected consumption of U.S. data centers is approximately 200 billion kilowatt-hours in 2020 [5] . Many companies like Microsoft, Amazon, and Google pay a huge amount of their operating cost on the account of electricity bills [3] .
Power consumption in data centers mainly consists of IT equipment and cooling systems. Data centers consume a considerable portion of their power expenditure on the cooling systems to balance the temperature within the DCs and improve the efficiency of the servers [6] . Power consumption of the cooling system is summarized by Power Usage Effectiveness (PUE) [7] . PUE is the ratio between the total facility power and the total load of IT equipment. IT equipment also consumes a significant portion of total power and is a key metric to measure the energy efficiency of data centers. Therefore, to reduce PUE, numerous engineering optimization techniques have been developed such as advanced cooling mechanism, virtualization, and data center power conversion architecture [8] , [9] . These research works basically focus on reduction in energy consumption of the data center [10] . Large companies such as Google, Microsoft, and Apple are using renewable energy sources (such as, photovoltaics solar panels and wind turbines) and are making direct investment in on-site renewable energy generation to reduce the consumption of brown energy [8] . However, due to highly intermittent and volatile conditions of solar and wind energy, there is a challenge for powering data centers totally with renewable energy sources. To overcome these challenges, data centers use brown energy as the main source besides on-site renewable energy sources [11] .
Both academia and industry have proposed various optimization techniques to address the different aspects such as mitigating electricity cost of the data centers along with guaranteeing quality of service (i.e., service delay) to end users [12] . However, to reduce the electricity cost, lower electricity prices and energy efficient servers are important. The homogeneity of servers with respect to energy efficiency and dynamic electricity prices over geographically distributed data centers are the key ideas to shift the user requests to data center which reduces the overall energy cost [9] . Research studies have demonstrated the potential of using geographical load balancing (GLB) to maximize the use of renewable energy and mitigate the consumption of brown energy [8] , [12] , [13] . In GLB, initially the user requests are accepted by front-end proxies and further these requests are forwarded to geographically distributed DCs [1] . Therefore, the key role of service providers is to develop and evaluate energy efficient solutions to reduce the cost of electricity dynamically.
In this work, we consider multiple geo-distributed DCs. User requests arrive at global load balancer (global-LB) which is assigned to a unique DC based on multiple factors such as current electricity price, renewable energy level, utilization level of servers, and delay. The objective is to minimize the total energy cost of the system. We formulate the optimization problem for minimization of total cost of the DCs in the dynamic electricity market and with the availability of renewable energy as a constrained mixed-integer linear programming problem. We then develop a greedy online algorithm to solve the optimization problem. We perform extensive experimental evaluation based on real-life workload traces and hourly electricity prices to demonstrate the effectiveness of our proposed algorithm.
Unlike previous studies [6] , [8] , [11] , [14] - [18] we assume the workload to be interactive and indivisible. An indivisible workload is a sequential task which cannot be further divided and must be assigned to a single data center. This type of workload is used in many high-performance computing applications such as scientific simulations, autonomous robots, control systems, and online banking systems [19] , [20] . Indivisible interactive applications are composed of either one or more dependent tasks and need to process their functions under strict timing constraints. A workload missing its time constraint may lead to system failure.
The main contributions of the paper are as following;
• We consider indivisible and interactive workloads and formulate the geographical load balancing as an optimization problem with the objective to minimize the total energy cost.
• We present the solution to optimization problem as a solution of the mixed-integer linear program. Further, we discuss the in-feasibility of the proposed solution due to non-availability of future data and high computational cost.
• We then proceed to present an online greedy based solution (GreenGLB) that does not depend on availability of future data (such as future electricity prices and workload).
• We evaluate the performance of our proposed algorithm (GreenGLB) against standard benchmark algorithms using the real world workload traces and electricity prices. The findings confirm the superior performance of our proposed algorithm. The rest of the paper is organized as follows. Section II describes the problem settings. In Section III, solution of the offline and online versions of the optimization problem (Section II) is presented. Section IV presents findings of an experimental study to validate the effectiveness of our proposed algorithm. Section V presents an overview of the literature. Section VI concludes the work and provide directions for future research.
II. PROBLEM SETTING
We summarize the notations and their definitions for better understanding which will be used throughout this paper in Table 1 .
A. PROBLEM FORMULATION
We consider N geographically distributed data centers, each data center has a fixed number of servers. We assume that all the servers are homogeneous. Every data center i ∈ {1, 2, . . . , N } is powered by brown energy and renewable energy (e.g., solar) sources. In each discrete time denoted by t ∈ {1, 2, . . . , T }, a user request W (t) arrives at a global load balancer (see Fig. 1 ). The function of the global load balancer (global-LB) is to makes online decision for routing W (t) to appropriate data center i based on minimum power consumption and reducing average delay of the workload to minimize the total cost of the system. The incoming workload reaches the local load balancer (local-LB) after the selection of DC. The system model of data center is illustrated in Fig. 2 . Each DC distributes the assigned workload to the appropriate server based on current utilization level of servers.
B. WORKLOAD MODEL
The workload in DCs are broadly classified into two types: delay-sensitive interactive workloads and delay-tolerant batch workloads [10] . In this work, we assume the workload to be interactive and is thus indivisible due to its delay sensitive nature. The indivisibility constraint also means that the workload has to be processed in a single DC. Let W (t) is assigned to DC i at time t, then we have;
where λ i ∈ [0, 1] is a boolean expression which denotes the indivisibility of the workload. Constraints (1) and (2) ensure that the incoming workload W (t) is assigned to a single data center. To process a large number of incoming workloads, data center contains hundreds or even thousands of servers. However, the number of active servers S ac i in DC i cannot exceed the maximum number of servers S max i . Therefore, we have;
There are two commonly used sources to power data centers; brown energy and on-site renewable power generation (e.g., solar or wind) [21] . In this work, we considered on-site renewable power generation through solar panels. Let R i (t) denotes the amount of renewable energy generated at data center i at time t.
Constraint (4) ensures that renewable energy level should always be non-negative and cannot exceed the maximum capacity.
D. DELAY MODEL
As in [6] , [22] , [23] we consider both the network delay and queuing delay. We define network delay L i (t) by a fixed delay, which is experienced by incoming workload from global-LB to data center i at time t. To model the queuing delay, we use M /M /1 queuing model. As per the model, the average waiting time d
Note that P Q is the probability of workload waiting in a queue [6] . Without loss of generality, we can suppose that in a data center the active servers are always busy to process the incoming workload waiting in a queue [22] . Therefore, we have P Q = 1 and queuing delay d [6] . We assume that servers in a single data center are homogeneous and has the same service rate µ i . Further, we consider homogeneous incoming workload which have the same delay bound D max . Therefore, the average delay of data center i is
The delay cost of data center i at time t is;
β ≥ 1 converts the delay performance to monetary term. As in [22] , we assume that the value of β is 1. To meet the requirement of end users there is a delay constraint that the average delay should not exceed the maximum upper bound of the delay, i.e.,
The power consumption of data center broadly consists of cooling systems and IT equipment. Data centers consume a considerable portion of their power expenditure in the cooling system to balance the temperature within the data center for the efficient performance of the servers [9] . We consider power usage effectiveness (PUE), which reflects the power consumed by the cooling systems [24] . Recall that PUE is the ratio between the total power entering the data center and the power used by the IT equipment. On average PUE ∈ [1, 2] in the data centers industry [21] . We formulate the power consumption of IT equipment in DC i at time t as;
is the average server utilization in DC i at time t. The total power consumption in data center i at time t is
We assume that the data center generates its own renewable power. Furthermore, the capital cost of renewable power is dominated over the operational cost. Therefore, we assume that there is no marginal cost of renewable power generation [7] . Hence, the electricity cost across all the data centers i at time t is modeled as;
The optimization goal of geographical load balancing is to choose the geographically distributed data center i on the basis of power consumption in data center P i (t), and average delay d i (t) to minimize the overall cost of the data center i at each time t. We capture this objective by the following optimization problem:
Subject to;
Constraints (7a) and (7b) ensures that at each time t, the incoming workload W (t) is assigned to a single DC.
(7c) restricts the number of active servers at DC i to be no more than the maximum number of servers present in DC i. Constraint (7d) ensures that the incoming workload is processed in the allowable time limit delay. (7e) ensures the nonnegativity and upper bound of renewable energy sources.
III. OPTIMIZATION PROBLEM SOLUTION
In this section, we present solution of the optimization problem discussed in Section II. We use mixed integer linear programming (MILP) optimization technique to find the offline solution of the problem. In order to calculate the number of active servers we transform delay constraint (5) to
Re-arranging, we get;
Therefore, the optimization problem in (7) can be re-written as;
Subject to (7a), (7b), (7c), (7d), (7e) and
First, we solve (9), (7a) − (7e) to ensures that incoming workload W (t) must be assigned to a single data center i, and then calculate (10) to decide the number of servers to run in data center i.
To solve the optimization problem in (9) a branch-andbound algorithm can be used [6] to achieve the optimal solution for the problem. We first relax the binary variable λ i ∈ {0, 1} to a continuous variable with the range λ i ∈ [0, 1], and define the following relaxed linear programming optimization problem.
Subject to (7a),(7c), (7d), (7e), (10), and
Initially, the algorithm takes the optimum values of (7) as the lower and upper bound of λ i . Then the algorithm starts solving the relaxed optimization problem and constructs the branch and bound tree by dividing the binary variables to impose the binary variable constraint. Particularly, the algorithm adds λ i = 0 or λ i = 1 constraints to the relaxed problem, and solve two new linear programming problems (e.g., first two levels of the branch-and-bound tree shown in Fig. 3 ). The branch and bound algorithm continuously expand the tree by adding other constraints λ i = 0 or λ i = 1 until all the binary variables constraints are fully satisfied. The algorithm stops the processing when the globally optimal feasible solution is found or all the nodes of the tree have been evaluated [6] .
B. GREEN GLB
There are two main problems in solution for the optimization problem given in (11) . First is the unavailability of future data such as future electricity prices and number of user requests. This means that we cannot provide future data to the optimization problem which is required to obtain an optimal solution [25] . Secondly, even if the said data is available, the computational cost of obtaining an optimal solution for a large number of time slots, and data centers is too high. For example, the branch and bound algorithm will traverse 2 2M nodes in the worst-case. A simple brute force algorithm will require N T number of computations which is not feasible for higher values of N and T . Therefore, realistically (due to unavailability of future data) and computationally (due to a very large number of computational steps) it is not feasible to obtain an optimal solution.
In order to solve the optimization problem in (11), we propose a green geographical load balancing (GreenGLB) based on greedy algorithm design technique (Algorithm 1). The basic idea of our proposed algorithm is to assign the incoming workload at each time considering the current offered prices of electricity, the renewable energy levels, and respecting the given set of constraints. The working of the proposed algorithm is described in Algorithm 1.
Our problem setting is significantly different from other models proposed in the literature [12] , [16] . We have considered that the workload is indivisible, and additionally, we have integrated the renewable energy source with brown energy. To the best of our knowledge, we are the first to propose a scheme for indivisible workload assignment along 
Subject to constraint (7a)-(7e) 6: Assign the incoming workload W (t) to data center i *
7:
Update S ac i (t), S in i (t) and w i (t) ∀i ∈ [1, N ] 8: end for with renewable energy powered geographically distributed data centers.
IV. EXPERIMENTAL SETUP
We consider one month workload data from Wikipedia [26] . The data is aggregated over one hour which results in T = 720 time slots. We use the length of time 1 hour because the electricity prices vary with an interval of 1 hour. We consider N = 3 geographically distributed data centers. The DCs are assumed to be located in Illinois, Utica NY, and Ontario, Canada respectively. The total number of servers in each DC is 15, 000, and the service rate (µ i ) of a single server for all data centers is set to be 1.00. The same service rate is considered in other works such as [16] , [24] , [27] . The default power usage effectiveness (PUE) for all data centers is chosen as 1.20 [24] . The value of maximum network delay is 10ms and that of queuing delay is 1ms. Therefore, the maximum processing delay (that includes network delay and queuing delay) is set to be 11ms [12] . The energy consumption of single server of data center i, is 120 Watts in active mode and 60 Watts in an inactive mode [6] . Parameter β is set to 1 [22] .
A. WORKLOAD DESCRIPTION
We use a real workload trace of Internet traffic for distributed data centers that arrived at Wikipedia for the months of September and October 2007 over a 720-hours period [26] . Fig. 4 shows the trend of the hourly incoming workload. The workload trace consists of one user request per line. Each line covers:
• Counter for sorting the trace the trend of hourly electricity prices of geo-distributed DCs. We observed that in some time slots the electricity prices of Ontario Canada are negative. The negative electricity prices on the electricity exchange occur when a high and inflexible power generation appears simultaneously with low electricity demand and high renewable energy supply [31] .
C. RENEWABLE ENERGY
Renewable energy sources are dynamic and highly intermittent. They may vary even within one period (e.g., 1 hour). Usually, every DC have energy storage units, which provides smooth renewable energy to DCs [21] . Under this assumption, we assumed on-site renewable power generation R i (t) is 18% of the total capacity of the data centers during the one-time period [16] . Fig. 6 shows the daily average renewable energy level of the three geographically distributed data centers.
D. BENCHMARK ALGORITHMS
We compare our proposed algorithm (GreenGLB) with three workload management schemes, which are explained below. i. Minimum workload geographical load balancing (MGLB): In this scheme, the incoming workload is routed to a geographically distributed data center which has the minimum existing workload.
ii. Random geographical load balancing (RGLB):
In RGLB, the incoming workload is dispatched randomly to a geographical distributed data center without any optimization technique. This scheme is similar to the algorithm proposed in [32] . iii. Round robin (RR): The RR workload distribution strategy sets equal weights for global load balancer, in which workload are evenly distributed among all geographically distributed data centers. This strategy does not consider any information regarding availability of renewable energy or dynamic electricity prices [8] , [13] E. EXPERIMENTAL RESULTS
In this section, we report the performance of our proposed algorithm based on real-life electricity price data and workload traces. Fig . 7 shows the average energy cost of the DCs for four different incoming workload distribution schemes. As RR does not consider the dynamic electricity prices and renewable energy for the allocation of incoming workload to a specific geo-distributed data center, it produces the highest energy cost. RGLB incurs the significantly high cost due to random distribution of incoming workload to geographically distributed data centers. MGLB attains lower energy cost as compare to RGLB and RR. The performance can be attributed to the working of algorithm where all the incoming workloads are routed to a geographically distributed data center which has minimum existing workload without any optimization.
GreenGLB produces the best results among the set of 4 strategies. GreenGLB dynamically minimizes the overall energy cost for all the workloads by adopting minimum electricity prices of the brown energy, maximum available renewable energy level, and the total number of active servers among all geo-distributed DCs. We observed that in some time slots total energy cost is negative (see Fig. 7 ). The reason of negative energy cost is due to negative electricity prices of Ontario, Canada. Recall that, the negative electricity prices occur when a high and inflexible power generation appears simultaneously with low electricity demand and high renewable energy supply. In Table 2 , we compare and summarize the performance improvement of GreenGLB over MGLB, RGLB, and RR. The entries show that, 46% performance improvement of GreenGLB over MGLB, 73% over RGLB, and 83% over RR. Therefore, GreenGLB significantly minimizes the total energy cost of the geo-distributed DCs. Fig. 8 shows the average number of active servers for geodistributed DC to meet the incoming workload requirement and the delay constraints using GreenGLB. At each time GreenGLB calculates number of active servers. We observed that, number of active servers varies according to the incoming workload, electricity prices, and available renewable energy level. Fig. 9 shows the processing time (network and queuing delay + server processing time) of the total workload. Recall that in our experiments, the maximum processing time is set to 11 ms. We can see from the figure, the response time is always below the maximum limit, which means our proposed algorithm achieves the required quality of service.
V. RELATED WORK
We arrange a snapshot of the related work from the following aspects: 
A. GEOGRAPHICAL LOAD BALANCING
There has been a significant amount of existing research work available on the management of workload through geographical load balancing (GLB) to minimize the total cost of data centers [1] , [6] - [8] , [21] , [24] , [32] - [35] . Qureshi et al. [3] are the pioneer to study the dynamic electricity prices in the wholesale market and considered the energy cost minimization problem. They designed a heuristic based price optimizer, that distributes the workload to the data center which has a minimum electricity price. Rao et al. [12] addressed the same problem with a different approach. They developed a model and approximated the mixed-integer linear programming optimization formulation and solved it with Brenner's fast polynomial-time method to reduce the total cost of the distributed DCs. However, [3] and [12] do not consider the service delay and alternate sources of power supply (i.e., renewable energy). The seminal research work [6] , [13] , [22] , [23] , [36] , [37] proposed the idea of renewable aware GLB to minimize the cost of the DC. Later on, research studies [8] , [14] , [15] , [17] , [18] , [33] , [38] - [42] highlighted the contemporary issues of minimizing the cost of DCs. They investigated how GLB should be operated in the presence of dynamic electricity prices, user demand uncertainty, and/or sources of renewable energy. For example, Toosi et al. [8] proposed a reactive load balancing algorithm based on 3-tier architecture to distribute the interactive web application among distributed DCs to minimize overall cost and maximize on-site renewable energy utilization. However, distribution of interactive workload can delay execution time due to allocation/migration at remote data centers. Chen et al. [39] considered the same problem and developed a two-timescale online algorithm for GLB. The algorithm is formulated as a nonlinear constrained optimization problem and accounts for spatio-temporal uncertainty in the network (e.g., electricity prices, renewables, and user requests). The proposed strategy does not require statistical data of random variables and it has provable convergence and optimality. Unfortunately, the convergence rate of two-timescale online algorithm for dynamic resource allocation tasks is slow compared with the popular stochastic dual gradient approach. Xu et al. [17] presented an offline optimization-based framework for cost minimization with the assumption of ISPs has perfect knowledge of incoming workload and renewable energy generation. In every time unit they observed that, there is correlations among electricity cost, delay, and bandwidth. Adnan et al. [33] studied the same problem and provided two different solutions as compared to [17] . First, they presented offline formulation for solving the cost minimization problem with deadline requirements and secondly, they designed an online algorithm for GLB considering prediction errors and migration of the jobs. The algorithms proposed in [17] , [33] are compared against a greedy heuristic method and it shows significant cost savings.
B. LEVERAGING RENEWABLE ENERGY
The considerable amount of research work focuses on minimizing the use of brown energy by using the renewable source of energy (e.g., solar or wind) for the processing of interactive workload [7] , [8] , [22] , [23] , [33] , [37] , [39] and/or batch workload [10] , [16] , [34] , [37] . Liu et al. [27] designed an algorithm for the web application to maximize on-site renewable energy utilization level and reduce the total cost of DC. If the desired rate of renewable energy is not available, then remaining workload are routed to those DCs which have least power consumption and enough resources to execute the remaining tasks. They used real testbed and realistic workload traces of each DC to model the renewable energy generation. The numerical results show significant reduction in brown energy usage and total energy utilization. Paul and Zhong [16] implemented a demand response strategy to incentivize the ISPs for renewable energy consumption to minimize the brown energy and carbon emission. Liu et al. [23] suggested that, storage units are important when using green energy sources. They suggest that moving towards complete renewable energy sources small-scale storage with the combination of geographical load balancing is sufficient. Uninterrupted power supply (UPSs) could be used for small-scale renewable energy storage in DCs. The main focus of [16] , [23] , [27] was the distribution of interactive workload to appropriate DCs. For example, [16] , [23] do not consider the storage units for renewable energy, whereas [27] ignored dynamic electricity price. None of these considered current utilization of server and dynamic electricity prices.
C. ELECTRICITY PRICE VARIATION
There is a growing trend to reduce the electricity bills for data centers. In the wholesale electricity market, various plans are available for large-scale data centers such as forward contract, real-time pricing, time-of-use pricing, and peak power charge or demand charge [2] . Several previous research works widely used these plans to reduce the electricity cost of the geo-distributed data centers [6] , [7] , [9] , [12] , [14] , [27] . Rao et al. [12] designed an algorithm for power management. The formulation of the algorithm helps to minimize the total electricity cost of the DCs and guarantee the QoS. Paul et al. [7] proposed and evaluated a strategy to determine the optimal trading in the forward electricity market to handle the risk associated with the variability of electricity prices. Most of the previous work considered forward market contract and/or fixed contract for electricity prices. However, in this paper we considered dynamic electricity prices with variable servers for interactive workload processing.
Compared with the existing research studies, we propose green geographical load balancing (GreenGLB) based on online greedy algorithm design technique. GreenGLB is the provable energy efficient solution that reduces the total cost of the geo-distributed data center with the guaranteed QoS (i.e., service delay) under time-varying system dynamics (e.g., current utilization level of servers, dynamic electricity prices, workload arrivals, and on-site renewable energy).
VI. CONCLUSION AND FUTURE WORK
Energy consumption in geographically distributed data centers is a significant cost factor for Internet Service Providers (ISPs). ISPs use various workload and power management techniques to reduce the overall energy cost. In this paper, we investigated a contemporary problem of minimizing total energy cost considering dynamic electricity prices, on-site renewable energy, and the number of active server. To solve the problem, we proposed a green geographical load balancing (GreenGLB) online algorithm based on greedy algorithm design technique for the allocation of interactive and indivisible incoming workload. The experiments results revealed a significant reduction in total energy cost for geographically distributed data centers using our proposed algorithm.
For future work, we would like to extend the proposed model with other parameters such as batch workload and bandwidth cost. The heterogeneous server-based DCs will be considered for modeling of cost minimization problem across multiple geographically distributed data centers.
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