We study the effects of clipping and quantization noise due to limited resolution of D/A and A/D converters on the performance of an optical OFDM system. To this end we derive a closed-form formula that links optimum clipping with the bit resolution of signal converters.
Introduction
Recently, orthogonal frequency division multiplexing (OFDM) has been suggested as a viable technology for highspeed optical links [1] [2] [3] [4] . Although the feasibility of optical OFDM has been shown in several proof-of-principle real-time implementations [5] [6] [7] [8] [9] [10] , the complexity and constraints of the digital signal processing (DSP) at ultra high sampling rates are a concern. In particular the sampling rates and bit resolution of the required digital-to-analog converters (DAC) and analog-to-digital converters (ADC) are a limiting factor. In this paper, we characterize the error floor introduced by the limited DAC/ADC resolution in an OFDM system and find the optimum clipping ratio that minimizes the distortion or mean squared error (MSE) of the quantized signal. OFDM signals are generated by feeding complex QPSK or QAM symbols into an (inverse) fast Fourier transform (FFT). The output is parallel to serial converted, then a cyclic prefix is prepended, and the samples are fed into a q bit DAC, which will drive an optical modulator. Often, as e.g. in [5, 10] , the fixed point format of the FFT has 8-12 bit resolution, while the following DAC has only q = 4 bit resolution. This means that before the samples can be fed to the DAC, a clipping and rounding module will have to adapt the fixed point format. Although it is possible to avoid clipping by simply keeping the q most significant bits, this leads to an unfavorably large rounding error. It therefore clearly makes sense to clip some of the few large samples seen at the FFT output in return for a better resolution for all samples. This fact is generally known [5] [6] [7] [8] [9] [10] , but the optimum clipping level usually has to be found experimentally.
Clipping and Rounding Error
To analytically quantify the distortion introduced by clipping and rounding at the DAC (or ADC), the main assumption made is that the time-domain samples of the OFDM signal can be well approximated as zero-mean Gaussian random variables. A similar approach has been presented in [11] for radio OFDM receivers. Without loss of generality we assume that the samples have been scaled to unit average power and in-phase and quadrature components are treated identically. The q bit resolution DAC can represent M = 2 q values; if ∆ is the amplitude corresponding to the least significant bit, ±(M/2)∆ is the largest representable value (in magnitude). The clipping and rounding module clips all samples to be within the representable range and then rounds to the supported bit resolution. Based on the Gaussian probability distribution, the average clipping and rounding error at the DAC (or ADC), can be determined as,
where the first part corresponds to the clipping error which decreases with ∆, while the second part corresponds to the rounding error which is increasing with ∆; Φ(x) is the Gaussian cumulative density function. The full derivation of (1) will be presented subsequently in a longer paper. The clipping ratio is defined as the largest representable value relative to the samples standard deviation; since the samples have been scaled to unit power, the clipping ratio is simply (M/2)∆. We evaluate the expression (1) in Fig. 1(left) . Clearly there is an optimum tradeoff between the clipping and rounding errors that minimizes the total distortion or mean square error (MSE) introduced by the clipping and rounding module. This optimum clipping ratio is independent of the used modulation format and FFT size, as long as the FFT outputs are scaled to unity.
Results
To illustrate the effect of the limited DAC/ADC resolution on an OFDM system, we simulate electrical back-to-back transmission of a system with FFT size of 128. We analyze the signal-to-noise ratio across the FFT outputs, the subcarriers, in Fig. 1(mid) , where the optimum clipping ratios found in Fig. 1(left) are used, and the receiver noise is set at -40 dB. We see that after going through the FFT, the clipping and rounding noise is uniformly spread across all FFT outputs, and the distortion introduced by DAC and ADC simply add (+3 dB for same bit resolution). Due to null subcarriers at the bandwidth edges, the signal is concentrated on 112 active subcarriers, leading to a 128/112 = 0.58 dB oversampling gain. Finally we also consider bit error rate (BER) performance, Fig. 1(right) , where the predicted BER is based on the assumption that the introduced distortion behaves like additive Gaussian noise.
