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1. INTRODUCTION
Recently, some biologists have argued that the ratio-dependent predator–
prey model
dx
dt
= xa− bx − cxy
my + y 	
dy
dt
= y
(
−d + fx
my + x
) (1.1)
is more appropriate than the Gauss-type models for modeling predator–
prey interactions where predation involves searching processes. This is
strongly supported by numerous laboratory experiments and observa-
tions [1–4, 8–10]. Many authors [1, 5, 13] have observed that system (1.1)
1Work supported by the National Natural Sciences Foundation of the People’s Republic of
China (No. 19871012).
179
0022-247X/01 $35.00
Copyright  2001 by Academic Press
All rights of reproduction in any form reserved.
180 fan and wang
exhibits much richer, more complicated, and more reasonable or accept-
able dynamics. Beretta and Kuang [5] introduced a single discrete time
delay into the predator equation in the foregoing model, i.e.,
dx
dt
= xa− bx − cxy
my + x	
dy
dt
= y
(
−d + fxt − τ
myt − τ + xt − τ
)
	
(1.2)
and carried out systematic work on the global qualitative analysis of (1.2).
Although many excellent works have appeared about the ratio-dependent
predator–prey system with or without time delay, such models are not well
studied in the sense that most results are constant environment related.
As pointed out by Kuang [12], it would be of interest to study the global
existence of positive periodic solutions for systems with periodic delays and
periodic coefﬁcients.
In the present paper, we consider a more general delayed ratio-
dependent predator–prey model with periodic coefﬁcients of the form
dx
dt
= x
[
at − bt
∫ t
−∞
kt − uxudu
]
− ctxy
my + x	
dy
dt
= y
[
−dt + f txt − τt
myt − τt + xt − τt
]
	
x0 > 0	 y0 > 0	
(1.3)
where xt and yt stand for the prey’s and the predator’s density at time
t, respectively; m is a positive constant that denotes the half capturing sat-
uration constant; a ∈ CR	R	 b	 c	 d	 f	 τ ∈ CR	R+	 R+ = 0	+∞ are
ω-periodic functions with
∫ ω
0 atdt > 0	ks 
 R+ → R+ is a measurable,
ω-periodic, normalized function such that
∫ +∞
0 ksds = 1, correspond-
ing to a delay kernel or a weighting factor, which says how much empha-
sis should be given to the size of the prey population at earlier times to
determine the present effect on resource availability, and also formally
yields
∫ t
−∞ δ0t − uxudu = xt if ks = δ0s and
∫ t
−∞ δ0t − τ −
uxudu = xt − τ if ks = δ0s − τ, where δ0s is the Dirac delta
function at s = 0.
The periodic oscillation of the parameters seems reasonable in view of
any seasonal phenomena to which they might be subjected, e.g., mating
habits, availability of food, weather conditions, harvesting, and hunting.
We have assumed in (1.3) that when the predator is absent, the prey
species is governed by the well-known logistic equation with inﬁnite
distributed delay, in which each individual competes with all others for a
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common resource. at is not necessarily positive because the environment
ﬂuctuates randomly; in bad conditions, the growth rate at may be nega-
tive. The prey growth rate response to resources limitations involves a delay
that extends over the entire past as denoted by bt ∫ t−∞ kt − uxudu.
We have also assumed that the functional response of a predator is
Michaelis–Menten type. In the absence of prey species, the average growth
rate of the predator species decreases exponentially due to the presence
of −dt in the predator dynamics. The positive feedback in the average
growth rate of the predator has a delay due, for example, to a gesta-
tion period. For a detailed discussion of the biological signiﬁcance of the
parameters in (1.3), refer to [6, 11, 14, 15].
A very basic and important ecological problem associated with the study
of multispecies population interactions in a periodic environment is the
global existence of a positive periodic solution that plays the role played
by the equilibrium of the autonomous models. It is reasonable to ask for
conditions under which the resulting periodic nonautonomous system would
have a periodic solution. To our knowledge, no such work has been done
on the global existence of positive periodic solutions of (1.3).
The main purpose of this paper is to derive a set of easily veriﬁable
sufﬁcient conditions for the global existence of positive periodic solutions
of (1.3). The method used here will be the coincidence degree theory
developed by Gaines and Mawhin [7].
2. EXISTENCE OF POSITIVE PERIODIC SOLUTIONS
To obtain the existence of positive periodic solutions of (1.3), for the
reader’s convenience, we shall summarize a few concepts and results from
[7] that will be basic for this section.
Let X	Z be normed vector spaces, let L
 DomL ⊂ X → Z be a lin-
ear mapping, and let N
 X → Z be a continuous mapping. The map-
ping L will be called a Fredholm mapping of index zero if dimKerL =
Codim ImL < +∞ and ImL is closed in Z. If L is Fredholm mapping
of index 0, there exist continuous projectors P
 X → X and Q
 Z → Z
such that ImP = KerL and ImL = KerQ = Im I − Q. It follows that
LDomL∩KerP
 I −PX → ImL is invertible. We denote the inverse of
that map by KP . If  be an open-bounded subset of X, the mapping N will
be called L-compact on  if QN  is bounded and KPI −QN
 → X
is compact. Because ImQ is isomorphic to KerL, there exists an isomor-
phism J
 ImQ→ KerL.
In the proof of our existence theorem, we will use the continuation
theorem of Gaines and Mawhin ([7, p. 40]).
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Lemma 2.1 (Continuation Theorem). Let L be a Fredholm mapping of
index 0 and let N be L-compact on . Suppose
(a) For each λ ∈ 0	 1, every solution x of Lx = λNx is such that
x /∈ ∂.
(b) QNx = 0 for each x ∈ ∂ ∩ KerL and
degJQN	 ∩ KerL	 0 = 0"
Then the equation Lx = Nx has at least one solution lying in DomL ∩ .
Lemma 2.2. The domain R2+ = x	 yx > 0	 y > 0 is invariant with
respect to (1.3).
Proof. Whereas
xt=x0exp
{∫ t
0
[
as−bs
∫ s
−∞
ks−uxudu− csys
mys+xs
]
ds
}
	
yt=y0exp
{∫ t
0
[
−ds+ f sxs−τs
mys−τs+xs−τs
]
ds
}
	
the assertion is valid for all t≥0. The proof is completed.
For convenience, we introduce the notation g¯= 1
ω
∫ ω
0 gtdt, where g is
an ω-periodic function.
Our main result on the global existence of a positive periodic solution of
(1.3) is stated in the following theorem.
Theorem 2.1. If ma¯>c¯ and f¯ >d¯, then (1.3) has at least one ω-periodic
solution with strictly positive components.
Proof. Make the change of variables
xt=expx1t	 yt=expx2t" (2.1)
Then (1.3) can be reformulated as
dx1t
dt
=at−bt
∫ t
−∞
kt−uexpx1udu
− ctexpx2t
mexpx2t+expx1t
	
dx2t
dt
=−dt+ f texpx1t−τt
mexpx2t−τt+expx1t−τt
"
(2.2)
To apply Lemma 2.1 to (1.3), we ﬁrst deﬁne
X=Z=xt=x1t	x2tT ∈CR	R2	xt+ω=xt
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and
x=x1t	x2tT= max
t∈0	ω
x1t+ max
t∈0	ω
x2t
for any x∈X (or Z). Then X and Z are Banach spaces with the norm ·.
Let
Nx=
(
at−bt
∫ t
−∞
kt−uexpx1udu−
ctexpx2t
mexpx2t+expx1t
	
−dt+ f texpx1t−τt
mexpx2t−τt+expx1t−τt
)T
	 x∈X"
Lx= x˙= dxt
dt
	 Px= 1
ω
∫ ω
0
xtdt	 x∈X	
Qz= 1
ω
∫ ω
0
ztdt	 z∈Z"
Then it follows that
KerL=R2	 ImL=
{
z∈Z

∫ ω
0
ztdt=0
}
is closed in Z	
dimKerL=2=codim ImL	
and P	Q are continuous projectors such that
ImP=KerL	 KerQ=ImL=ImI−Q"
Therefore, L is a Fredholm mapping of index 0. Furthermore, the general-
ized inverse (to L) KP 
 ImL→KerP∩DomL reads
KPz=
∫ t
0
zsds− 1
ω
∫ ω
0
∫ t
0
zsdsdt"
Thus
QNx=
(
1
ω
∫ ω
0
[
as−bs
∫ s
−∞
ks−uexpx1udu
− csexpx2s
mexpx2s+expx1s
]
ds	
1
ω
∫ ω
0
[
−ds+ f sexpx1s−τs
mexpx2s−τs+expx1s−τs
]
ds
)T
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KPI−QNx
=
(∫ t
0
[
as−bs
∫ s
−∞
ks−uexpx1udu
− csexpx2s
mexpx2s+expx1s
]
ds	
∫ t
0
[
−ds+ f sexpx1s−τs
mexpx2s−τs+expx1s−τs
]
ds
)T
−
(
1
ω
∫ ω
0
∫ t
0
[
as−bs
∫ s
−∞
ks−uexpx1udu
− csexpx2s
mexpx2s+expx1s
]
dsdt	
1
ω
∫ ω
0
∫ t
0
[
−ds+ f sexpx1s−τs
mexpx2s−τs+expx1s−τs
]
dsdt
)T
−
((
t
ω
− 1
2
)∫ ω
0
[
as−bs
∫ s
−∞
ks−uexpx1udu
− csexpx2s
mexpx2s+expx1s
]
ds	
(
t
ω
− 1
2
)∫ ω
0
[
−ds+ f sexpx1s−τs
mexpx2s−τs+expx1s−τs
]
ds
)T
"
Obviously, QN and KPI−QN are continuous. It is not difﬁcult to show
that KPI−QN is compact for any open bounded ⊂X by using the
Arzela–Ascoli theorem. Moreover, QN is clearly bounded. Thus, N is
L-compact on  with any open bounded set ⊂X.
Now we reach the point where we search for an appropriate open
bounded subset  for the application of the continuation theorem
(Lemma 2.1). Corresponding to the operator equation Lx=λNx	λ∈0	1,
we have
dx1t
dt
=λ
{
at−bt
∫ t
−∞
kt−uexpx1udu
− ctexpx2t
mexpx2t+expx1t
}
	
dx2t
dt
=λ
{
−dt+ f texpx1t−τt
mexpx2t−τt+expx1t−τt
}
"
(2.3)
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Assume that x=xt∈X is a solution of (2.3) for a certain λ∈0	1. Inte-
grating (2.3) over the interval 0	ω, we obtain∫ ω
0
[
at−bt
∫ t
−∞
kt−uexpx1udu
− ctexpx2t
mexpx2t+expx1t
]
dt=0	
∫ ω
0
[
−dt+ f texpx1t−τt
mexpx2t−τt+expx1t−τt
]
dt=0	
that is, ∫ ω
0
[
bt
∫ t
−∞
kt−uexpx1udu
+ ctexpx2t
mexpx2t+expx1t
]
dt= a¯ω	 (2.4)
∫ ω
0
f texpx1t−τt
mexpx2t−τt+expx1t−τt
dt= d¯ω" (2.5)
From (2.3)–(2.5), it follows that∫ ω
0
x˙1tdt=λ
∫ ω
0
∣∣∣∣at−bt
∫ t
−∞
kt−uexpx1udu
− ctexpx2t
mexpx2t+expx1t
∣∣∣∣dt
<
∫ ω
0
atdt+
∫ ω
0
[
bt
∫ t
−∞
kt−uexpx1udu
+ ctexpx2t
mexpx2t+expx1t
]
dt
=A¯+ a¯ω (2.6)
and∫ ω
0
x˙2tdt=λ
∫ ω
0
∣∣∣∣−dt+ f texpx1t−τtmexpx2t−τt+expx1t−τt
∣∣∣∣dt
≤D¯+d¯ω	 (2.7)
where A= 1
ω
∫ ω
0 atdt and D= 1ω
∫ ω
0 dtdt. Note that x1t	x2tT ∈X.
Then there exist ξi	τi∈0	ω such that
xiξi= min
t∈0	ω
xit	 xiτi= min
t∈0	ω
xit	 i=1	2" (2.8)
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Then by (2.4) and (2.8), we have
a¯ω≥
∫ ω
0
[
bt
∫ t
−∞
kt−uexpx1udu
]
dt
≥expx1ξ1
∫ ω
0
btdt
=expx1ξ1b¯ω	
that is,
x1ξ1≤ ln
{
a¯
b¯
}
"
Then
x1t≤x1ξ1+
∫ ω
0
x˙1tdt≤ ln
{
a¯
b¯
}
+A¯+ a¯ω" (2.9)
On the other hand, by (2.4) and (2.8), we also have
a¯ω≤
∫ ω
0
[
bt
∫ t
−∞
kt−uexpx1udu+
ct
m
]
dt
≤expx1τ1b¯ω+
c¯
m
ω	
which yields
x1τ1≥ ln
{
ma¯− c¯
mb¯
}
"
Thus
x1t≥x1τ1−
∫ ω
0
x˙1tdt≥ ln
{
ma¯− c¯
mb¯
}
−A¯+ a¯ω" (2.10)
It follows from (2.9) and (2.10) that
max
t∈0	ω
x1t≤max
{∣∣∣∣ln
{
a¯
b¯
}
+A¯+ a¯ω
∣∣∣∣	∣∣∣∣ln
{
ma¯− c¯
mb¯
}
−A¯+ a¯ω
∣∣∣∣
}

=B1" (2.11)
Similarly, by (2.5) and (2.8), we obtain
d¯ω≥
∫ ω
0
f texpx1ξ1
mexpx2τ2+expx1ξ1
dt
= f¯ω expx1ξ1
mexpx2τ2+expx1ξ1
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which together with (2.10) implies that
expx2τ2≥
f¯−d¯
md¯
expx1ξ1≥
f¯−d¯
md¯
ma¯− c¯
md¯
exp− A+ a¯ω"
Then
x2τ2≥ ln
{
f¯−d¯
md¯
ma¯− c¯
md¯
exp− A+ a¯ω
}

=H1
and, consequently,
x2t≥x2τ2−
∫ t
0
x˙2tdt≥H1−D+d¯ω" (2.12)
In addition, from (2.5), (2.8), and (2.9), we also have
d¯ω≤
∫ ω
0
f texpx1t−τt
mexpx2t−τt
dt
≤
∫ ω
0
f texpx1τ1
mexpx2ξ2
dt
= expx1τ1
mexpx2ξ2
f¯ω	
that is,
x2ξ2≤ ln
{
f¯
md¯
expx1τ1
}
≤ ln
{
f¯ a¯
mdb
exp A+ a¯
}

=H2"
Then
x2t≤x2ξ2+
∫ ω
0
x˙2tdt≤H2+D+d¯ω" (2.13)
(2.12) and (2.13) imply that
max
t∈0	ω
x2t≤maxH1−D+d¯ω	H2+D+d¯ω 
=B2" (2.14)
Clearly, Hi	Bi i=1	2 are independent on the choice of λ. Under the
assumptions in Theorem 2.1, it is easy to show that the system of algebraic
equations
a¯− b¯v1−
c¯v2
mv2+v1
=0	 d¯− f¯ v1
mv2+v1
=0
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has a unique solution v∗1	v∗2T ∈ intR2+ with v∗i >0. Take B=B1+B2+B3,
where B3>0 is taken sufﬁciently large such that lnv∗1	lnv∗2T=
lnv∗1+lnv∗2<B3, and deﬁne
=xt=x1t	x2tT ∈X 
 x<B"
It is clear that  veriﬁes the requirements (a) in Lemma 2.1. When x∈∂∩
KerL=∂∩R2	x is a constant vector in R2 with x=B. Then
QNx=


a¯− b¯expx1−
c¯ expx2
mexpx2+expx1
−d¯+ f¯ expx1
mexpx2+expx1

 =0"
Furthermore, in view of the assumptions in Theorem 2.1, direct calcula-
tion produces
degJQN∩KerL	0
=sgndet


−b¯expx1+
c¯expx1+x2
mexpx2+expx12
− c¯expx1+x2mexpx2+expx12
mf¯ expx1+x2
mexpx2+expx12
− mf¯ expx1+x2mexpx2+expx12


=sgn
(
mb¯f¯ exp2x1+x2
mexpx2+expx12
)
=0"
Here J can be the identity mapping, because ImP=KerL. By now we
have proved that  veriﬁes all the requirements in Lemma 2.1. Hence
(2.2) has at least one solution x∗1t	x∗2tT in DomL∩. Set x∗t=
expx∗1t and y∗t=expx∗2t. Then by the medium of (2.1) we know
that x∗t	y∗tT is an ω-periodic solution of (1.3) with strictly positive
components. This completes the proof of the claim.
Remark 1. From the proof of Theorem 2.1, we can observe that
Theorem 2.1 remains valid if some or all of the terms with discrete delay in
(2.1) are replaced by distributed delays (ﬁnite or inﬁnite), or the periodic
delay is a constant or simply zero.
Remark 2. The parameters at	 ct	 dt, and f t stand for prey
growth rate, predator per capita consumption rate, predator death rate,
and conversion rate at time t, respectively. Theorem 2.1 tells us that sys-
tem (1.3) has at least one positive periodic solution if the average growth
rate of prey is greater than the average predator consumption rate and the
average conversion rate that the prey provides for conversion into predator
births is greater than the average predator death rate.
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Remark 3. If all the parameters in (1.3), in particular, are restricted to
be positive constants, then the conditions in Theorem 2.1 are sufﬁcient to
guarantee the existence of a positive equilibrium; that is to say, in this case,
the positive periodic solution obtained in Theorem 2.1 may degenerate to
a trivial periodic solution.
We would like to mention here that another interesting but challenging
problem associated with the study of ecological systems in a periodic envi-
ronment is the global attractiveness of positive periodic solutions, although
we do not present here any such results for system (1.3).
It is well known that the global asymptotic stability is very difﬁcult even
for autonomous delayed Lotka–Volterra-type systems. This should be more
so for the generalized nonautonomous ratio-dependent predator–prey sys-
tem (1.3) with variable delays and distributed delay, which has more compli-
cated dynamics, especially when there is no instantaneous negative feedback
in certain species. It is expected that such problems are more interesting
and more challenging than their traditional counterparts both mathemati-
cally and biologically. If we have proved that the positive periodic solution
found in Theorem 2.1 is globally asymptotically stable, then it is, in fact,
unique. We will pursue this concept in our subsequent work.
To conclude this paper, we would like to state that the systematic study
of ratio-dependent population models is important, interesting, and chal-
lenging, especially in time-dependent environments.
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