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Abstract: 7he Interacting Multiple Model ( I M )  is a suh-optimal hybrid approach /or 
eflecttw target lrac&g and trajectory estimation. The main feature of the algorithm is irs 
ab$ity to &it&hfrom one model to another which makes it a potent tool to track maneuvering 
twgets. R 2-model approach is wed as an example to describe the principles. 
'assumptions and ihe procedures involved Its applicability to track maneuvering targets is 
demonstrated with simulated data. Comparison of results with those obtainedjom standard 
Kalmanjllter are given. The program is writien in MATLAB. 
. . . . . . . . ,I , i , ' ~  . 
...., ~ r '  . 
p e f i o m c e  of maneuvering targets is of considerable interest today. Needles 
of adaptive state estimation is required to track a target whose behavior 
pattern keeps changing with time. The Interacting Multiple Model (IMM) is one such adaptive 
estimator which is based on the assumption that a finite number of models are required to 
characterize the target motion at all times. An optimal multiple model schemdalgorithm will be 
highly complex and computationally draining. IMM approach is a sub -0p t .d  hybrid 
estimator. It is called hybrid since it is characterized by both continuous valued parameters Like 
target position, velocity and accelerations defined by the difference qr differential form of state 
equations, as well as by the discrete stochastic process that controls the selection of a model 
corresponding to each behaviour mode. The IMM approach thus, performs both target state 
estimation as well as model selection from a given set of models. A finite state Markov ch+ 
s i t h  known transition probabilities is used to switch from one model to another. The mode 
transition probabilities, which constitute the transition matrix, are the design parameters for the 
algorithm Initial mode probabilities are generally selected on the basis that a target is more 
likely to be in non-maneuver mode than in maneuver mode. The IMh4 algorithm consists of a 
set of model matched filter modules that interact in a certain way to yield the mode- 
conditioned state estimates. The modules can be Kalman Filters (KF) or-Extended Kalman 
Filters (EKF) to account for the maneuvering target motion [I]. The tracking performance of 
both IMM and Kalman Filter (KF) algorithms is evaluated on simulated data of a maneuvering 
target. Sensitivity of IMM to its design parameters is also investigated. The study made in 
MATLAB shows that 1MM gives better overall performance. than KF and is ve? suitable for 
tracking maneuvering targets. 
2 IMM Algorithm 
IMM algorithm is a recursive estimator and consists of four major steps - interactioq mode- 
conditioned filtering. probability evaluation and combined state and covariance estimation. The 
case studies presented in this paper use KF modules in a 2-model IMM approach. 
The base stnte model ror o linear fixed-slruclure hybrid system cnn be described 0s rollows 7 
.. X ( k  + I )  Fj(k)X(k)+%,(k)lv/(k) V j e M  
j = I .  ..I 
Z ( k )  = Hj(k)x(k)+vj(k)  V j e M  ( 1 )  
where .It is a set of possible r models (modes) and G, denotes the process noise gain matrix. 
The process and measurement’noises are Gaussian. mutually uncorrelated with zero mean ,and 
known covarimces. I t  is clear from Eq. ( I )  that the system lrnrisition malris F and the noise 
statistics can differ from mode to mode. The model switching is carried out using a Markov 
process with known transition probabilities. A first order homogeneous Markov chain for 
mode switching wn be represented as 
G ,. 
P(A4 j (k+ i ) lMi (k ) )=p , i  V i , j e M  (2) 
’ 
This implies that. if A4i is the model in effect at k‘” instant. the probability of switching over to 
.’ model A t ,  at the ne?;r (k  + I)‘” instant is p v .  The mode selected using the Markov chain is 
,aiwmed to be among the possible modes of the set M .  The set of modes M may consist of 
several maneuver models. 
. 2.2 Target Motion Models 
a .  
, .  
The most common forms of target motion models are: 1)2& order kinematic model (constant 
velocih model), 2) 3d order kinematic model (constant acceleration .model) 
2.2. I Constarit Velocity Model 
The 2“ order kinematic model. with position and velocity components in each of the two 
Cartesian coordinates x and .v. has the following transition and process noise gain matrices. 
Note that the acceleration coiiiponent in the above model, though identically equal to zero, has 
been retained for compatibiliy ivith the 3’’ order model to be discussed nest. In Eq. (3). the 
variations in velocity are modeled as zero-mean white noise accelercltions. Low noise variance 
PI is used with the model lo represent the constant course and speed of [he target in a non- 
maneuvering mode. The process noise intensity in each coordinate is generally assumed to be 
equal 
(4) 2 2  pI =ux =uy 
Although the 2"' order model is primarily used to track the non-maneuvering mode of a targel. 
use of higher level of process noise variance will allow the model to track maneuvering 
targets ps well, albeit to a limited extent. 
2.22 Catrsiant Accelcraiion Mvdel 
The 3'' order niodel. with position, velocity and acceleration components in each of the two 
Cartesian coordinates x and y . has the following transition and process noise gain matrices. 
'~ .  . T T2/2 0 0. 0 1 
The accelera~ion'increments over a sampling period are a discrete time zero-mean white noise. 
A low value @process noise variance Q2 (but relatively higher than a) WIU,>:/eld qe.arly a 
constant acceleration.motion. The noise variances in each coordinate are assumed to be.equal 
2 2  pz =ux =ay 
Studies have shown that use of hjgher process noise levels combined with 3d order kinematic 
model can help track the onset and termination of a maneuver to a certain eyteni. 
In addition to above mentioned kinematic models. nonlinear models derived for a target 
executing coordinated t&n (moving at a constant speed and turning at a constant angular rate) 
are also used. The angul'x rate in these models is estimated as part of the state vector. 
2.3 Steps of IMM algoritlim 
Figure 1 shows one cycle of a 2-model IMM estimation algoritfun Estimation nith. more than 
2 filters poses no problem and can be performed with equal ease. However. one needs to 
ascertain if the improvement in the performance of algorithm is worth the expense incurred 
fiomhigh computational requirements. The basic IMh4 algorithm has four major steps: 
1. Inreracrion : Using the mixing probabilities p i i , ( k - ~ ( k - ~ )  as weighting factors, the 
estimates of ~ f ( k  - 11 h- - 1) and e ( k  - 1 I k -1) from the previous cycle are used to obtain 
the initial conditions . foj(k - I ( k  - 1) and i b j ( k  - I ~ l i  - I)  for the mode-matched filters 
.\dl and hf20f the current cycle (see Fig. 1). For all ' i . j c M  , the initial conditions for 
the filters are given by 
r -  
.\-oj(k - I I k  - I )  = x . Y , ( k  - I 1  h- - l)p, , j(k - I I k  - 1) (7) 
i= l  
( 8 )  I q > - i l k - l ) +  fOj(k - I l k  - I ) =  { { S j ( k  - I l k  - I)-Xgj(k - I l k  - 1 ) ) ~  qj(k - I l k  - 1 )  { ~ ~ ; ( k - l ~ k - I ) - ~ ~ j ( k - l ~ k - l ) ~  T 1 I 
d ie re  the time index is given by k ; niode-matched l i l k rs  J = 1 . .  . r  : models i = 1. ,I 
r = 2 for the 2-model IMM approach; , ? , ( k l k )  and f , ( k l k )  are the slate estimate and 
.. i 
1 covarinnce in mode i :  and i o j ( k I k )  nnd b,(klI.) are the mixed initial conditions for 
filter j at tiiiie /i 
2. frobnhilirv Ewlunrions : 
computed as follows: 
The nuxing probabilities to be used in Eqs. (7) and (8) are 
(9) 
I 
pdj(k - I II. - 1)- r p p i ( k  - 1) 
ci 
where cj = 1 pilpi(k - I)  (10) 
i=l 
I:. .., p,(k) is the mode probability at time k and Fj is a normalization . .  factor. pii is the 
'.!. ;I a I-',,.. Markov transition probability which takes care of the switch &om mode i to mode j .  
: I. i . . !  ;This is a design parameter and is chosen by the user. The switching probabilities are 
. generally known to depend upon sojourn time. For example, consider the following 
Markov chain transition matrix between the two modes of the IMM 
0.9 0.1 
p# =[ON 0.671 
.V,C :!, !The:basis for selecting p12  =0.1 is that, in the initial stages,,the targetis likely to be in 
I::; _:. :non-maneuvering mode and probability to switch over to maneuvering mode will be 
relatively low. On the other hand, p22 is selected based on the number of sampling 
periods for \\-hich the target is expected to maneuver (sojourn time). If the target 
maneuver lasts for 3 sample periods ( r  = 3 )! the probability p22 is given by 
I 
p22 =I--=0.67 - 
To cornputep,,,(kIk) and 7, in Eqs. (9) and (10) in the first cycle of estimation 
algorithm the initial mode probabilities pi(k) corresponding to non-maneuver and 
maneuver mode can be taken as 0.9 and 0.1, respectively. This selection is based on the 
assumption that the target is more likely to be in nap-maneuver mode than in maneuver 
mode during the initial stages of target motion. For subsequent computations, the mode 
probabilities are updated using the following-relation 
J = I ,  ..., r (12) 
where A,(~ I  represents the likelihood function corresponding to filter j (see Eq. (1 7)) 
and the n o d i z i i g  factor c is given by 
I .  
p j (Q  = -.I jc"j 
c 
3.. Mode-conditioned f i / i e r i i ~ ~  : With r parallel mode-matched Kalman Filters ( r  = 2 for 
2-model IMM). the staies and covariances are estimated using the standard prediction 
and update steps. 
i j ( k i k - l ) = F . ( k  J - l ) , ~ o j ( k - l ~ k - l ) + ~ ; ( ~  - l ) w j ( k - l )  
Pl(k I k - 1) I F,(k - I ) b j ( k  - I I k - I)F,(k - If + G,(k - IQj(k - I ) G j ( k  - If 
(14) 
.?j(k I k )  - ,fj(& I k - I) + K j ( k ) V j ( k )  
P j ( k  [ k )  - Pj(k 1 k - I )  - Kj(k)Sj(k)EC/(k)’ 
If the measurements through time k are given by Z ( k ) ,  the measurement prediction 
i , ( k  I k - I )  is given by the relation 
i J I  ‘(k k - l ) = H j ( k ) i j ( k l k - l )  ’ . (15) 
The residual v j ( k ) .  residi-. covariance S , ( k )  and the filter gain K,(k) 
given by 
I&. (14) are 
v j ( k )  = Z(k)  - i ; ( k  I k - 1) 
S,(k) = H,(k)P,(kl k - 1)Hj(kf  + R j ( k )  
K,(k)= P j (kJk - I )Hj (k )TS j (k ) - ’  . .. . . .  
Note that the structure of the system given by F and H matrices, and the process and 
measurement noise covariance matrices given by Q and R , can differ 6om mode to 
mode. The IikeWlood function for mode-matched filter j is a Gaussian density function 
of residual vwith zero mean and covariance S . It is computed as follows 
where n denotes the dimension of the measurement vector 2 ( n  = 2 in the present 
case). 
1. Overall srare and cowriance esrimaie : The average mode probabilities obtained in 
Eq.(12) are used as weighting factors to combine the updated state and covariance 
from Eq. (14); for all filters ( j  = l.....r), to obtain overall state estimate and covariance. 
2.4 Design Parameteis o f  IMM 
The IMM design parameters are : 1) the model set M consisting of possible target m0des.e.g.. 
constah! velocity model, consnnt acceleration and coordinated turn models. 2) process noise 
variances for the adopted models. Target motion can be tracked using a low-level process 
noise covariance mafris  \rib non-maneuvering model and a hizh-level process noise with 
maneuvering model. 3) Ihe inode transi~ion probabilities to switch Iron1 one model 10 another 
r 
4B 
An esxnih torgel trajectory. taken from a monograph 01) targel tracking, rorms the 1" Data 1 
set Ibr Ihe currcnl irivcs[ig(atioiis [Ref. 21. The dais is gei1cratt.d using a third order kineniaiic 
model with process noise acceleration iricreimnts (see Eq. (5)) and additional arbitrary 
accelerations. With a sampling interval of I sec, a total of 20 scans ( k  = 2 0 )  are generated. The 
data simulation proceeds with the fOllOWhg assumed parameter values [Ref. 21 
-initial state (x.i.i,y,p.j) of target is (0.1E+03, 0.3E+02, 0.0, O,IE@3, 0.2E+02, 
0.0) 
- Process noise varinnce Q =O 1. It is assumed that ox, = Qw = p 
- Measurement noise variance R =25. It is assumed that Ru =Rw = R 
I 1 , I t . &  further assumed that, the target has an.additional acceleration of (xacc;yocc) at scan 8 and 
1 :an acceleration of ( -xacc.Tyocc) at scan IS (see Fig. 2). Data simulation is carried Out using the 
base. state model defined in Eq. ( I )  with process noise vector k (which is a 2x1 matrix) 
modified to include additional accelerations at the specified scan points. 
Acceleration magnitudes of xoCc = 5 m / s 2  and yacc =-&,is2 are used in Eqs. (19) and (20)- 
The function g m s s o  uses a central-limit theorem to generate Gaussian random numbers with 
mean 0 and variance 1. Figure 3 shows the target x and positions under the influence of 
additional acceleration. 
Data Set I1 for a maneuvering target is simulated in M A ~ M  using the 2" order (Model 1) 
and 3'' order (Model.2) models defined in Eqs. (3-6). With sampling interval of 1 set. a total 
of 60 sec data ( k  =60) is generated. The simulation proceeds with the followinl: input 
parameters: 
- initid state ( x , k . i . . v . $ , j )  of target is (I 1097.6 -6.2 o 3425 -299.9 o 40 0 0)  
- A low-level process noise variance of QI =0.09 is considered for Model 1 when the 
target is not maneuvering. On the other hand, a higher value ofQ2=36 is assumed 10 
simulate the maneuvering phase of the flight with Model 2. For both models, the 
noise variances in each coordinate x and y are assumed to be equal, e.g., 
Qxx -Qyy - Q 
- Measurement variance R =loo. I t  is assumed that Ru = Rw = R . 
Figure 4 shows the use of Model 1 and Model 2 to generate the target trajectory. I t  is seen that 
a1 scan 10. additional accelerations xacc = - 3 5 . 3 5 . ~ ~ ~ ~  = +35.35 are given inx and y directions 
to simulate the first tum in target trajectory and at scan 35. xOm = +24.74.y,, = -24.74 are given 
.: to simulate the second turn. In other words, with state vector defmed as 
4 : 7 =[x,x,i . .v, . i . ,y~ . .  . , '  I 
and the state model defined as i I. 
x ( k  + I )  = F j ( k ) x ( k )  + Gj(k)wj(k)  
Z ( k )  = Hj(k )S (k )  + V j ( k )  
data simulation is carried out with 
x = 0,y = 0 at scan 1 (initial state) 
at san 10 
at scan 35 
. .  
L 
e 
9 .. 2 
2 .. 2 
j ;=-35.35mls- .y=+35.35rn/s  
x =-24.74sllS . y =  +24.74nllS 
4 Results and Discussion 
The estimation algorithms are evaluated based on their tracking performance. accuracy and 
consistency Estimated mode probabilities from IMM are plotted to venfy maneuver detection 
abilities of the approach Results showing sensitklty of IMh4 to design parameters are also 
presented and discussed. 
Figures 5 and 6 illustrate the tracking pet-fom,ulce of IMM and KF with Data Set . .  I and 11, 
respecti\-ely. While KF uses a single constant velocity model with high-level process noise 
variance. IMM uses 2 rnode-matched filters with low and high-level process noise variances to 
track the target through different modes. For analysis with IMM, the transition probability 
matrix selected for Data set I and I1 is, respectively 
0.9 o.l ] and 
p g  =[0.0667 0.9333 
The above choice is made keeping in view the sojourn time ( r = 7 for Data Set I and r = 15  for 
Data Set 11) of the tarset. Eq. ( I  I )  is used to arrive at the p12  value in the above transition 
matrices. The comparison of estimated trajectories from IMM and KF with measured 
trajectory is reasonably good. Some discrepancies are observed in the maneuvering phase of 
the flight where IMM exhibits better performance than KF (see Fig. 6 for the enlarged view of 
the 2"! turn of target flight). Figures 7 and 8 show the standard deviations (ups )  and the 
root sum square (RSS) errors in position obtained from applying IMM and KF to Data Set I & 
11. The process and rneasureiiieiil noise levels used in the state estinntion are specified in the 
plots. The parameters c,,~,,~ and RSS are cornpuled usiiis the followinS rel;i~ioils. 
.. 
corrcsponding to positions x and y 
RSS = J(x,,, - i)* + (Y,,, - j ) 2  where ~ , , , . y ~ , ~  we the measured and i . p  are the 
IMM or KF estimated position values, 
In Figs 7(a) and 8(a), it is observed that the standard deviations computed from IMM are 
lower than that fiom KF when the target is not maneuvering and higher when the target is in 
m e u v e r  phase. In Fig. 7(b). the RSS errors from IMM and KF for Data set 1 are found to be 
comparable. However. for Data Set 11 in Fig. 8(b), the RSS errors from KF are found to be 
large compared to those from IMM, indicating that despite high-level process noise variance, 
KF is unable to satisfactorily track the target during the maneuver phase. Interestingly, the 
standard deviation plot for IMM at the end of ‘Turn 1’’ in Fig. S(a) develops an unexpected 
peak. Such overshoots in estimation errors can happen.when there is a sudden onset or 
termination of a maneuver. IMM is generally able to correct these peaks within one or two 
sampling periods. 
4 
). ::. 
.~ , .!’.’... , .,.. .. . j‘ 
: , . In Figs. 5 and 6 discussed earlier, the estimated trajectory was shown to have discernible 
’,.:;.!,;. ,I 2.:. dflerences 6om the measured trajectoly, particularly in the maneuver phase. This degradation 
, , ..:.<. in tracking the target during maneuver is truthfully reflected in IMM by way of large standard 
~ .; ’ . deviation and RSS errors (see Figs. 7(a) and 7(b)). Although KF shows a similar increase in 
RSS error in Fig: 7(b), a corresponding increase in standard deviation &om KF during the 
maneuvering phase is not visible in Fig. 7(a). This limitation of KF to compute correct values 
of standard deviations can lead to erroneous fusing of data fiom multiple sensors for processes 
that are based on covariance of the state estimates. It should also be noted that the RSS errors 
fiom IMM in Fig. 8(b) appear small and are not comme&urate with the increased standard 
deviation during the same period in Fig. 8(a). Thus, IMM too can be inconsistent and may, at 
times, have RSS errors that are “optimistic”. Nonetheless. the calculated standard deviations. 
which (almost always) reflect the true picture of the IMM estimator performance. can still be 
used for data fusion purposes. 
4.1 Estimated Mode probability 
Figures 9 and 10 show the average mode probabilities computed from IMM for Data set I and 
11. In Fig. 9, the non-maneuvering mode has about 90% probability until the onset of maneuver 
at scan k = 8 .  Theredler, the probability of non-maneuver mode declines and that of maneuver 
mode rises sharply. This indicates rapid detection of.maneuver by IMM. At the termination of 
maneucer at scan k = I 5 ,  the non-maneuver mode probability starts increasing once again and 
the maneuver mode probability decays. Similar observations are made for Data set I1 in Fig. 
10. 
4.2 Sensitivity to Design Parnrwters 
The design parameters of IMM consist of 1) the model set comprising of various modes. 2 )  the 
process noise intensities to cover different target regimes, and 3)  and the transition 
probabilities to switch from one mode to another. The process noise levels are selected based 
on the espected magnitude of maneuvers. For example, KF uses permanently a large process 
noise variance to track 3. I n n w u w r i r i l :  target. The transition probabililies can be selected b a e d  
4.3 6 
on the espected sojourn time in various modes. Choice of M appropriate measuremenl noise 
covariance matrix can also help to improve the estimator performance to a certain extent. 
4.2. I Sensitivity to process noise variance 
The RSS position errors in Data Set I and I I .  computed using IMM and KF with different 
process noise levels. are shown in Figs. I I and 12. respectively. I t  is observed that an incorrect 
choice or process noise level can degrade the performance of the estimator in the maneuver 
phase. In case of  IMM. a lower process noise for non-maneuver mode and a higher process 
, noise Q2 for maneuver mode seem to be the best choice. Although high values for both a and 
.;- 01 also $eld satisfactoly results, a low process noise level when the target is not maneuvering 
is generally preferred. As expected, KF performs \yell only with a large process noise variance 
(see Figs. 1 l(b) and 12(b) ). 
4.2.2 Sensitivity ro nreasrirettreirt noise variatice 
3 e  RSS. errors in position computed with different measurement noise levels jn IMM and KF 
for.I&ta set. I and I1 are shown in Figs. 13 and 14. Other design parameters r e d s  same, a 
smaller value for the measurement noise covariance matrix is seen to yield better accuracy in 
the maneuvering phase of the target motion 
4.23 Setisitivi&fo mode transifion probability 
As already explained earlier in the test, the rationale of choosing the maneuver onset 
probability pL2 is that the maneuver is likely to start with a relatively low probability. The 
choice of p22 on the other hand is related to the expected sojourn time r through Eq. (1 1). 
Figures 15 and 16 show the effect of maneuver onset probability p I z  on maneuver detection 
and estimator accuracy. As seen in Fig. 15(a), there is a delay on part of the algorithm 10 
realfie the onset of maneuver when the value of p I 2  = 0.02. On the other hand, the estimator is 
quick in adapting to the changing target mode when pI2 = 0.1. Any further increase in values of 
mz, however, did not hasten the change from non-maneuver to maneuver mode (plots not 
. shown). The RSS errors in Figs. 15(b) and 16(b) are found to be lower with p12 = 0.1. Figures 
17(a) and 17(b) show the effect of sojourn time r on RSS errors computed from IMM for 
Data set I and 11. The sojourn time for Data set I is 8 secs (period for which the target is in 
maneuver phase) and that for Data set I1 is 15 secs (for each Turn 1 and Turn 2 of target 
flight). In real flight scenario, the actual sojourn time will not be exactly ~ O \ V T I  and Only 
anticipated values of F will have to be used in Eq. (1 1) to compute p z 2 .  It is concluded from 
Fig. 17 that hgher values of r ( p 2 2  - 0 . 9 5 )  should be selected for better accuracy Ln 
estimation. 
, . . 
5 Concluding Remarks 
IMM and K F  tracking algorithm are implemented in MATLAB and applied to simulated data 
of a target whose flight path changes with time. Sensitivity of IMM to process and 
measurement noise levels, and to mode transition probabilities is investigated. The IMM 
exhibits an overall better perforinince and is very suitable for tracking maneuvenn: targets. 
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Data Set I1 with IMM for direrent process noise intensities 
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Fig. 12(b) Root sum square ewoix i n  position obt,lined fron~ andysis of 
Data Sef I 1  with KF for low and high process noise i ~~ fr~~s i t i e s  
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Fig. 13(a) Root sun1 square errois in position obtained from analysis of Data 
Set I with IMM for different measurement noise intensities 
Fig. 13(b) Roo1 snni square ewois in position obtained from analysis of Data 
Sel I with KF for diNeelent rne:isiiiwiient noise inteiisilies 
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Fig. 14(a) Root  sum square errom in position obtained from analysis of Data 
Se t  I1 with IMM for differ-ent measurement noise intensities 
Fig. 14(b) Root sin11 square en'oa  in position obtained from analysis o f  Data 
Set I 1  with KF for diNerent measurenient noise intensities 
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Fig. 15(a) Effect of transition probability on maneuver detection 
with IMM ( Data Set I )  
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Fig. 15(b) EfTect of maiieuver oiiset probability p t 2  on estimator 
:icciii.:icy (Analysis of Dafa Set I with IRIh1) 
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Fig. 16(a) Effect of transition probability on maneuver detection 
with IMM (Data Set 11) 
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Fig. 1B(b) Erect of  maneuver onset probability ptl on estimator 
accur:~cy (Analysis of Data Set 11 with IMM) 
