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Abstract
While neural machine translation (NMT)
has become the new paradigm, the pa-
rameter optimization requires large-scale
parallel data which is scarce in many do-
mains and language pairs. In this paper,
we address a new translation scenario in
which there only exists monolingual cor-
pora and phrase pairs. We propose a new
method towards translation with partially
aligned sentence pairs which are derived
from the phrase pairs and monolingual
corpora. To make full use of the partially
aligned corpora, we adapt the conventional
NMT training method in two aspects. On
one hand, different generation strategies
are designed for aligned and unaligned tar-
get words. On the other hand, a different
objective function is designed to model the
partially aligned parts. The experiments
demonstrate that our method can achieve a
relatively good result in such a translation
scenario, and tiny bitexts can boost trans-
lation quality to a large extent.
1 Introduction
Neural machine translation (NMT) proposed by
Kalchbrenner et al.(2013), Sutskever et al.(2014)
and Cho et al.(2014) has achieved significant
progress in recent years. Different from traditional
statistical machine translation(SMT) (Koehn et al.,
2003; Chiang, 2005; Liu et al., 2006; Zhai et al.,
2012) which contains multiple separately tuned
components, NMT builds an end-to-end frame-
work to model the whole translation process. For
several language pairs, NMT is reaching signif-
icantly better translation performance than SMT
(Luong et al., 2015b; Wu et al., 2016).
In general, in order to obtain an NMT model
外交部发言人刘建超今天在例行的记者招待会上说，
美国司法部长来北京进行了访问。
Speaking at a regular press briefing Wednesday, Turkish 
foreign ministry deputy spokesman said that turkey 
hoped the peace talks would continue as planned.
Partial Aligned
Part 2
Partial Aligned
Part 1
Figure 1: An example of our partially aligned
training data, in which the source sentence and tar-
get sentence are not parallel but they include two
parallel parts (highlight in blue and red respec-
tively).
of great translation quality, we usually need large-
scale parallel data. Unfortunately, the large-scale
parallel data is always insufficient in many do-
mains and language pairs. Without sufficient par-
allel sentence pairs, NMT tends to learn poor esti-
mates on low-count events.
Actually, there have been some effective meth-
ods to deal with the situation of translating lan-
guage pairs with limited resource under different
scenarios (Johnson et al., 2016; Cheng et al., 2017;
Sennrich et al., 2016a; Zhang and Zong, 2016).
In this paper, we address a new translation sce-
nario in which we do not have any parallel sen-
tences but have massive monolingual corpora and
phrase pairs. The previous methods are hard to be
used to learn an NMT model under this situation.
In this paper, we propose a novel method to learn
an NMT model using only monolingual data and
phrase pairs.
Our main idea is that although there does not
exist the parallel sentences, we can derive the sen-
tence pairs which are non-parallel but contain the
parallel parts (in this paper, we call these sen-
tences as partially aligned sentences) with the
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monolingual data and phrase pairs. Then we can
utilize these partially aligned sentences to train
an NMT model. Figure 1 shows an example of
our data. Source sentence and target sentence
are not fully aligned but contain two translation
fragments: (”外交部发言人”, ”foreign ministry
deputy”) and (”在例行的记者招待会上说”,
”speaking at a regular press”). Intuitively, these
kinds of sentence pairs are useful in building an
NMT model.
To use these partially aligned sentences, the
training method should be different from the orig-
inal methods which are designed for parallel cor-
pora. In this work, we adapt the conventional
NMT training method mainly from two perspec-
tives. On one hand, different generation strate-
gies are designed for aligned and unaligned target
words. For aligned words, our method guides the
translation process based on both the context of
source side and previously predicted words. When
generating the unaligned target words , our model
only depends on the words previously generated
without considering the context of source side. On
the other hand, we redesign the objective function
so as to emphasize the partially aligned parts in
addition to maximizing the log-likelihood of the
target sentence.
The contributions of our paper are twofold:
1) Our approach addresses a new translation sce-
nario, where there only exists monolingual data
and phrase pairs. We propose a method to
train an NMT model under this scenario. The
method is simple and easy to implement, which
can be used in arbitrary attention-based NMT
framework.
2) Empirical experiments on the Chinese-English
translation tasks under this scenario show that
our method can achieve a relatively good re-
sult. Moreover, if we only add a tiny parallel
corpus, the method can obtain significant im-
provements in terms of translation quality.
2 Review of Neural Machine Translation
Our approach can be easily applied to any end-
to-end attention-based NMT framework. In this
work, we follow the neural machine translation
architecture by Bahdanau et al. (2015), which we
will summarize in this section.
Given the source sentence X =
{x1, x2, ..., xTx} and the target sentence
Y = {y1, y2, ..., yTy}. The goal of machine
translation is to transform source sentence into the
target sentence. The end-to-end NMT framework
consists of two recurrent neural networks, which
are respectively called encoder and decoder. First,
the encoder network encodes the X into context
vectors C. Then, the decoder network generates
the target translation sentences one word each
time based on the context vectors C and target
words previously generated. More specifically,
that is p(yi|y<i, C).
In encoding stage, it transforms X into a se-
quence of vectors henc =
{
hk1, h
k
2, h
k
3, ..., h
k
T
}
us-
ing m stacked LSTM (Hochreiter and Schmidhu-
ber, 1997) layers. Finally, the encoder chooses the
hidden states of the top encoder layer as htop =
{hm1 , hm2 , hm3 , ..., hmT } that we will use in attention
mechanism to calculate context vector later.
In decoding stage, it generates one target
word at a time from conditional probability
p(yi|y<i, C; θ) also via m stacked LSTM lay-
ers parameterized by θ. Supposing we have ob-
tained the context vector, the conditional probabil-
ity p(yi|y<i, C; θ) is calculated as follows:
p(yi|y<i, C; θ) = p(yi|y<i, ci)
= softmax(g(Wyi , z
m
i , ci))
(1)
Where Wyi is embedding of the target word, z
m
i is
current hidden states of top layer in decoder net-
work. Note that the first hidden states of decoder
zk0 are set to the last hidden states of encoder as
follows:
zk0 = h
k
T (2)
ci can be computed as a weighted sum of the
source-side hs as follows:
ci =
Tx∑
j=1
aijh
m
i (3)
Where aij is alignment probability, which can
be calculated in multiple ways (Luong et al.,
2015a). In our method, we use a simple single-
layer feed forward network. This alignment prob-
ability measures how relevant i-th context vector
of source sentence is in deciding the current sym-
bol in translation. The probability will be further
normalized:
aij =
exp(eij)∑Tx
k=1 exp(eik))
(4)
A detailed introduction of the encoder-decoder
framework is described in Bahdanau et al. (2015).
In order to train NMT system, we use parallel data
to optimize the network parameters by maximiz-
ing the conditional log-likelihood:
L(θ,D) =
1
N
N∑
n=1
Ty∑
i
logp(y
(n)
i |y(n)<i , X(n), θ)
(5)
3 NMT with Partially Aligned Data
In §2 we gave a brief description of the attention-
based NMT models whose network parameters are
trained using parallel sentence pairs. However,
in the translation scenario where there only exists
monolingual corpora and phrase pairs, the con-
ventional NMT framework is hard to be used in
training a model. In this section, we first explain
how we actually obtain the partially aligned cor-
pora with aligned positions using phrase pairs and
monolingual corpora, then introduce our method
to train the NMT models using the partially
aligned sentences according to the particular prop-
erties of the corpora.
3.1 Constructing partially Aligned Corpora
Assuming there exists abundant phrase pairs and
monolingual sentences in source and target lan-
guages, we define our approach to extract partially
aligned sentence pairs for training.
Given a phrase pair (ph s, ph t), ph s may ap-
pear in a source-side monolingual sentence X, and
ph t may appear in a target-side monolingual sen-
tence Y. Then, X and Y are non-parallel but con-
tain the parallel part. We call these kinds of data
the partially aligned sentences. In this work, we
collect the partially aligned sentences by search-
ing the phrase pairs in both of the source and target
monolingual data simultaneously. In order to re-
duce the time of the searching process, the mono-
lingual training corpora are first split into many
parts. Then, we retrieve the source phrase in each
part to restrict the source range of partially aligned
corpus. With the retrieved results, we can search
the final results of the partially aligned sentences
pairs easily. In this way we can construct our
corpora, in which only one or more phrases are
aligned in every sentence pairs. We denote a par-
tially aligned sentence (X = x1, x2, ...xTx,Y =
y1, y2, ..., yTy), in which a set of the phrase pairs
aligned with each other. We call these pairs par-
tially aligned part:
P (k)x = xk1, ..., xkp
P (k)y = yk1, ..., xkq
(6)
P
(k)
x and P
(k)
y are the phrases in the source and tar-
get sentences respectively, and they are translation
equivalents.
3.2 Model Descriptions
In §3.1, we acquired the partially aligned cor-
pora with the phrase pairs and monolingual sen-
tences. Now, we need to use them to train the
NMT model. As the traditional NMT model is de-
signed for the parallel sentences, it is not suitable
for partially aligned sentences. Thus we redesign
the traditional NMT model as follows. Figure 2
shows the basic framework of our training method.
Our model has 4 different parts from conventional
NMT model, including initial states, generation
process, objective functions and vocabulary size.
3.2.1 Initial States
The first difference is the initial hidden states of
decoder. In the conventional NMT model, the ini-
tial hidden states of decoder zk0 is set to the last
hidden state in encoder hkTx, as shown in Eq. (2).
For parallel sentences, this setting is reasonable,
while for partially aligned sentence, this initial
method is inappropriate. The reason is that the
hidden state of last word in source sentence is ir-
relevant to the target sentence, considering the fact
that under our scenario, the target side sentences
may entirely uncorrelated to the source sentences.
Thus, in our model, zk0 is set to a zero vector as
follows:
Zk0 = 0 (7)
In Figure 2, the hidden state of ”<start>” symbol
is set to zero vector when y1 does not belong to
parallel part of the sentence pair.
3.2.2 Generation Process
The second difference is the generation process.
In the conventional NMT system, the model gen-
erates each target word based on the context vector
ci and previously predicted words y<i as shown
in Eq. (1). This generation strategy is unsuit-
able for the partially aligned corpora, since there
exists many unaligned target words. Intuitively,
when the model generates the non-parallel parts,
it is unnecessary to take the context vector ci into
1
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Figure 2: The framework of our training method
for partially aligned sentence, in which (x2,x3)
and (y2,y3) are parallel parts.
consideration. As Figure 2 illustrated, (x2,x3) and
(y2,y3) are parallel parts in this partially aligned
sentence pair, and we use context vector which is
generated by attention mechanism only when the
decoder outputs y2 and y3. Therefore, the decoder
in our model can be described as follows:
ci =
{∑Tx
j aijhi if yi ∈ P (k)y
0 if yi /∈ P (k)y
(8)
where aij is calculated as Eq. (2), P
(k)
y is the
target partial part, as shown in Eq. (5). In Eq.
(8), our model generates the aligned target words
based on the context vector ci and previously pre-
dicted words y<i. When generating the unaligned
target words, the model sets the context vector ci
to zero, indicating that the model generates these
words only based on the LSTM-based RNN lan-
guage model.
3.2.3 Objective Function
Third, we redesign the objective function. Given
the parallel data, the objective function is to max-
imize the log-likelihood of each target word as
shown in Eq. (5). For the partially aligned sen-
tence, besides the source and target sentence, we
know the phrase alignment information. Hence,
apart from maximizing the log-likelihood of each
target word, we also hope to make the source and
target words in partially aligned part align to each
other. As shown in Figure 2, when predicting the
words y2 and y3, we want to attend more infor-
mation of corresponding words x2 and x3. Thus,
we inject an auxiliary object function to achieve
it. More specifically, our objective function is de-
signed as follows:
LP (θ,D) =
1
N
N∑
n=1
{
Ty∑
i
log(p(y
(n)
i |y(n)<i , X(n), θ)
+ λ×4(a(n), â(n), θ))}
(9)
Where a(n) is defined in Eq. (4),4 is a loss func-
tion that encourages the agreement between a(n)
and â(n). â(n) is the supervised attention deter-
mined by alignment relationship between PX and
PY , and can be calculated as follows:
â
(n)
i,j =
{
1 if xj ∈ PX and yi ∈ PY
0 others
(10)
λ > 0 is a hyper-parameter that balances the pref-
erence between likelihood and agreement. In this
paper, it is set to 0.3.
As shown in Eq. (8), our objective func-
tion does not only consider to maximize the log-
likelihood of the target sentence, but also encour-
ages the alignment aij produced by NMT to have
a larger agreement with the prior alignment in-
formation. This objective function is similar to
that used by the supervised attention method (Mi
et al., 2016a; Liu et al., 2016). Inspired by Liu et
al. (2016), the agreement between a(n) and â(n)
can be defined in different ways:
• Multiplication (MUL)
4(a(n), â(n)i,j ; θ)
= −
Ty∑
i=0
Tx∑
j=0
a(θ)
(n)
i,j × â(n)i,j
(11)
where â(n)i,j is computed by Eq. (10)
• Mean Squared Error (MSE)
4(a(n), â(n)i,j ; θ)
= −
Ty∑
i=0
Tx∑
j=0
1
2
(a(θ)
(n)
i,j − â(n)i,j )2
(12)
3.2.4 Limited Vocabulary
The last difference is the vocabulary size during
decoding. To make use of phrase pairs as much
as possible, we extract a number of special phrase
pairs whose source and target are both one word.
In decoding phase, as what Mi et al. (2016b) have
done, we can use these special phrase pairs to re-
duce the vocabulary size when computing the final
score distribution. In this way, we can not only ac-
quire more accurate translation of each word, but
also accelerate the decoding speed. The vocabu-
lary size can be reduced as follows:
V = V1 ∪ V2 (13)
Where V1 contains the most frequently target
words and V2 is a target words set. This set V2
is made up of all the target words of the special
phrase pairs whose corresponding source words
belong to the source sentence.
4 Experiment
In this section, we perform the experiment on
Chinese-English translation tasks to test our
method.
4.1 Dataset
We evaluate our approach on large-scale monolin-
gual data set from LDC corpus, which includes
13M Chinese sentences and 10M English sen-
tences. Table 1 shows the detailed statistics of
our training data. To test our model, we use NIST
2003(MT03) as development set, and NIST 2004-
2006(MT04-06) as test set. The evaluation metric
is case-insensitive BLEU (Papineni et al., 2002) as
calculated by the multi-bleu.perl.
Corpus Chinese English
monolingual
#Sent. 13.33M 10.03M
#Word 327.10M 276.07M
Vocab 1.83M 1.07M
Table 1: The statistics of monolingual dataset on
the LDC corpus.
4.2 Data Preparing and Preprocessing
Considering the fact that the amount of manually
annotated phrase pairs is not enough, in order to
imitate the environment of experiment, we extract
phrase pairs from parallel corpora automatically
to make up for the shortage of quantity. To do
this, we use Moses (Koehn et al., 2007) in its
training step to learn a phrase table from LDC
corpus, which includes 0.63M sentence pairs. In
order to simulate the experiment as far as possi-
ble, we adopt three strategies to filter low quality
phrase pairs: 1) the phrases containing the punc-
tuation should be filtered out. (The special phrase
parirs introduced in §3.2.4 should be retain) 2) the
length of source phrase and target phrase should
be greater than 3. 3) only the phrase pairs whose
translation probability exceed 0.5 should be retain.
In this way, we can get 3M phrase pairs in our ex-
periment. According to our analysis, the average
length of phrases are 4.15 and 4.70 on source and
target side respectively.
When we search the phrase pairs in monolin-
gual sentences, an obstacle is that one phrase pair
will get different source sentences with same tar-
get sentence or same source sentence with differ-
ent target sentences. Therefore, for one phrase
pair, we have to restrict the number n of both
source sentences and target sentences. To balance
the search speed of the phrase pairs in monolin-
gual corpora and the amount of partially aligned
sentences, we set the hyper-parameter n to 7. We
can search for 5M partially aligned sentences in
our experiment. We also calculate the average
length ratio of aligned phrases against the whole
sentence, which is only 21% and 23% respectively
on source and target side.
To ensure the quality of the partially aligned
corpora, we also set the number of phrases that
aligned to each other in one sentence pair must
be greater than a threshold. Here, the threshold
is set to 2. That is to say the partially aligned
sentence pair should contain at least two aligned
phrase pairs.
4.3 Training Details
We build our described method based on the
Zoph RNN toolkit1 written in C++/CUDA. Both
encoder and decoder consist of two stacked LSTM
layers. We set minibatch size to 128. The word
embedding dimension of both source and target
sides is 1000, and the dimensions of hidden lay-
ers unit is set to 1000. In our baseline model,
we limit the vocabulary of both source and target
languages to 30K most frequent words, and other
words are replaced by a special symbol“UNK”.
We run our model on the training corpus 20 iter-
ations in total with stochastic gradient decent al-
gorithm. We set learning rate to 0.1 at the begin-
ning and halve the threshold while the perplexity
increases on the development set. Dropout is ap-
plied to our model, and the rate is set to 0.2. For
1https://github.com/isi-nlp/ZophRNN
# System MT03 MT04 MT05 MT06 Ave
1 Phrase NMT Model 3.64 4.25 3.55 3.77 3.80
2 Partially Aligned Model(MUL) 3.80 4.37 3.75 4.24 4.04
3 Partially Aligned Model(MSE) 5.11 5.04 4.26 4.95 4.84
4 Partially Aligned Model(MSE) + LimitedVocab 6.63 6.81 5.59 5.77 6.20
5 Phrase NMT model + LimitedVocab 3.78 4.33 3.63 3.94 3.92
Table 2: Translation results (BLEU score) for different translation methods.
testing, we employ beam search algorithm, and the
beam size is 12.
4.4 Training Methods
We conduct our experiment on the dataset men-
tioned above, and we list the training methods
used as follows:
1) Phrase NMT Model: As mentioned above,
the only parallel resource is phrase pairs. We
use attention-based NMT system to train only
on the 3M phrase pairs to get our baseline re-
sult.
2) Partially Aligned Model(MUL): We train our
NMT model using the objective function of
multiplication method on the partially aligned
sentences.
3) Partially Aligned Model(MSE): We train our
NMT model using the objective function of
Mean Squared Error(MSE) method.
4) Partially Aligned Model(MSE) + Limited-
Vocab: It is similar to Partially Aligned
Model(MSE) and the only difference is that we
restrict the final score distribution on a limited
target vocabulary, which is described in §3.2.4.
5) Phrase NMT Model + LimitedVocab: It is
the method that LimitedVocab is used in Phrase
NMT model.
5 Results and Analysis
5.1 Phrase NMT Model vs. Partially Aligned
Method
We present the translation results in BLEU scores
of different systems in Table 2. Our first concern is
whether the proposed model can actually improve
the translation quality. As Table 2 shows, we find
that our partially aligned model (both MUL super-
vised method and MSE supervised method) is su-
perior to the Phrase NMT Model, which indicates
that our Partially Aligned method is effective in
improving the translation quality.
布什说：“此项计划将对劳动大众提供
减税优惠。”
The bush says the <UNK> tax concessions 
be made a possible member
Bush said, the scheme will provide tax 
concessions to the community.
Source sentence:
Phrase NMT model:
Our model:
Figure 3: A translation example comparing be-
tween phrase NMT model and our partially
aligned method.
Figure 3 lists a comparison example of Phrase
NMT model and our model. Obviously, our
model can achieve the correct translation while the
Phrase NMT model generates the unfaithful result.
It demonstrates that our model is actually hav-
ing the ability to learn translation adequacy from
aligned parts and fluency from both aligned and
unaligned parts.
In §3.2, we described two objective functions in
our model. We focus on the difference of these
two approaches. As a comparison, MSE method
(Row 3) outperforms the MUL method (Row 2)
with an average improvement of 0.8 BLEU points,
indicating that MSE method is more effective as
an object function for our partially aligned model.
In the following experiment, we adopt the MSE
method as the new objective function used in our
model.
5.2 Effect of Limited Vocabulary
In Table 2, an interesting result is that using
a reduced vocabulary can significantly improve
the performance (+1.36 BLEU points), but it
can only achieve 0.12 BLEU points improvement
for Phrase NMT model. According to Mi et
al. (2016b), this approach is useful in conventional
NMT model. Our result is in agreement with their
findings, and the improvement is more prominent
in our partially aligned model. Under our scenario,
compared to the parallel corpora, fewer parallel
parts appear in sentence pairs. The faithfulness of
our translation result is relatively poor while the
fluency is relatively good. With the limited rele-
vant vocabulary, the faithfulness of the translation
results is much improved.
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Figure 4: Translation results (BLEU score) of dif-
ferent lengths.
5.3 Result of Different Sentence Lengths
The performance of our partially aligned model
with different lengths is another problem we
care about. We randomly select 1000 sen-
tences from translation results of test set (MT03-
08), which are trained by the Partially Aligned
Model(MSE)+ReduceDict method. We classify
them into five categories according to the length.
Figure 4 shows the results of the experiment.
We find that the sentences with shorter length
(lower than 40) yield better results than the long
sentences. When the length of sentences exceeds
80, the quality of translation is rather poor. The
reason is that we mainly use phrase pairs in our
method, and the length of phrase is relative short
compared to whole sentence. So our model is
more suitable for the translation of short sen-
tences. When we translate long sentences, the pa-
rameters in our model are not adjusted for tuning,
and our approach can not produce translation of
high quality.
5.4 Effect of Adding Small Parallel Corpus
We concern that when we have a tiny parallel cor-
pus, whether the small scale parallel corpus can
boost the translation performance of the partially
aligned method. Here, we fine-tune the partially
aligned translation model on these corpora. The
details of these corpora are introduced in Table 3.
Corpus Chinese English
parallel
#Sent. 0.1M
#Word 3.00M 3.86M
Vocab 0.07M 0.04M
Table 3: The statistics of small-scale parallel
datasets.
The result is presented in Table 4. We can ob-
serve that the translation result tends to be poor
by only using a small-scale parallel corpora. It
indicates that conventional NMT system cannot
learn a good model on the small-scale datasets.
However, when fine-tuning our partially aligned
model with this small parallel corpus, we can get
a surprising improvement. The results suggest
that when under a scenario in which we only have
monolingual corpora and phrase pairs, even a few
bitexts can boost translation quality to a large ex-
tent.
We investigate the effect of the different cor-
pora size on the final translation results. Accord-
ing to Table 4, when the number of parallel sen-
tences is quite small (lower than 60K), we can ac-
quire a measurable improvement (more than 10
BLEU) compared to the conventional NMT sys-
tem result. Especially, when the size of sentence
pairs is 40K and 60K, our method obtains the
enormous improvement over the NMT model by
+13.82 BLEU points and +13.21 BLEU points re-
spectively. When using more than 60K sentence
pairs, we still get a relatively high promotion of
translation quality. However, the promotion is not
very remarkable as Row1-3 reveal in Table 4. We
can see when the number of parallel corpora is
100K(Row 5), the improvement over NMT Model
is +3.95 BLEU points, which indicates that as the
size of parallel corpora increases, the improve-
ment of fine-tuning model is decreasing.
6 Related Work
Most of existing work in neural machine transla-
tion focus on integrating SMT strategies (He et al.,
2016; Zhou et al., 2017; Wang et al., 2017; Shen
et al., 2015), handling rare words (Li et al., 2016;
Sennrich et al., 2016b; Luong et al., 2015b) and
designing the better framework (Tu et al., 2016;
Luong et al., 2015a; Meng et al., 2016). As for
translation scenarios, training NMT model under
#Sent. Method MT03 MT04 MT05 MT06 Ave
20K
NMTModel 1.60 1.22 1.05 1.70 1.39
Partially Aligned Model(MSE) + Para 12.36 15.07 11.64 14.61 13.42
40K
NMTModel 1.87 2.00 1.47 2.24 1.90
Partially Aligned Model(MSE) + Para 14.12 17.84 13.66 17.26 15.72
60K
NMTModel 3.72 5.04 3.49 4.47 4.18
Partially Aligned Model(MSE) + Para 15.54 19.62 15.16 19.25 17.39
80K
NMTModel 7.96 11.85 8.16 10.53 9.63
Partially Aligned Model(MSE) + Para 17.16 21.18 16.65 20.61 18.90
100K
NMTModel 14.50 18.21 14.29 17.49 16.12
Partially Aligned(MSE) Model + Para 18.30 22.50 17.92 21.55 20.07
Table 4: Effect of different data size of parallel corpus. Method NMT Model means the result of
conventional NMT system trained on these low-count parallel sentences. Partially Aligned Model(MSE)
+ Para means the result of our model fine-tuned by these parallel sentences.
different scenarios has drawn intensive attention
in recent years. Actually, there have been some
effective methods to deal with them. We divide
the related work into three categories:
6.1 Pivot-based Scenario
Pivot-based scenario assumes that there only ex-
ists source-pivot and pivot-target parallel cor-
pora, which can be used to train source-to-pivot
and pivot-to-target translation models. Cheng et
al. (2017) propose to translate source language
into pivot language, and then the pivot language
will be translated into target language. According
to the fact that parallel sentences should have close
probabilities of generating a sentence in a third
language, Chen et al. (2017) construct a Teacher-
Student framework, in which existing pivot-target
NMT model guides the learning process of the
source-target model.
6.2 Multilingual Scenario
In multilingual scenario, there exists multiple lan-
guage pairs but no source-target sentence pairs.
Johnson et al. (2016) use parallel corpora of mul-
tiple languages to train a universal NMT model.
This universal model learns translation knowledge
from multiple different languages, which makes
zero-shot translation feasible. Firat et al. (2016)
present a multi-way, multilingual model to resolve
the zero-resource translation. They use other lan-
guage to train a multi-way NMT model. The
model generates pseudo parallel corpora to fine-
tune attention mechanism, so as to achieve better
translation.
6.3 Monolingual Data Scenario
In this scenario, an NMT model of good quality
has been trained on existing parallel corpora, but a
preferable translation result is still in need by in-
corporating additional data resource. Gu¨lc¸ehre et
al. (2015) propose to incorporate target-side cor-
pora as a language model. Sennrich et al. (2016a)
attempt to enhance the decoder network model
of NMT by incorporating the target-side mono-
lingual data. Luong et at. (2016) explore the
sequence autoencoders and skip-thought vectors
method to exploit the monolingual data of source
language. Zhang and Zong (2016) propose two
approaches, self-training algorithm and multi-
task learning framework, to incorporate source-
side monolingual data. Besides that, Cheng
et al. (2016) have explored the usage of both
source and target monolingual data using a semi-
supervised method to reconstruct both source
and target side monolingual language, where two
NMT frameworks will be used.
Above methods are designed for different sce-
narios, and their work can achieve great results on
these scenarios. However, when in the scenario we
propose in this work, that is we only have mono-
lingual sentences and some phrase pairs, their
methods are hard to be utilized to train an NMT
model. Under this scenario, monolingual data
can be acquired easily, and high quality phrase
pairs can be obtained using some effective meth-
ods (Zhang et al., 2014). To learn a good NMT
model in our translation scenario, we adapt the
conventional training procedure by designing a
different generation mechanism and a different ob-
jective function.
7 Conclusion
In this paper, we have presented a new transla-
tion scenario for NMT in which we have only
monolingual data and bilingual phrase pairs. We
obtain large-scale partially aligned sentence pairs
from the monolingual data and phrase pairs by an
information retrieval algorithm. The generation
process and objective function are specially de-
signed in NMT training to take full advantage of
the partially aligned corpora. The empirical exper-
iments show that the proposed method is capable
to achieve a relatively good result. We further find
that only a little amount of parallel sentences can
significantly boost the translation quality.
We also notice that the proposed approach with
only partially aligned data cannot obtain high
translation quality. In the future, we plan to design
better approaches to model the partially aligned
corpus. We also attempt to evaluate our approach
on other language pairs, especially low-resource
language pairs.
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