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Bezeichnungen
Mengenoperationen
Seien A und B Mengen.
A ∪B Vereinigungsmenge von A und B
A ∩B Schnittmenge von A und B
A \B Differenzmenge von A und B
A×B kartesisches (bzw. direktes) Produkt von A und B
|A| Ma¨chtigkeit von A
Mengenrelationen
Seien A und B Mengen.
a ∈ A a ist Element von A
A ⊆ B A ist Teilmenge von B
A ⊇ B A ist Obermenge von B
Abbildungen betreffende Bezeichnungen
ϕ : A −→ B ϕ ist eine Abbildung von der Menge A in die
Menge B
a 7−→ b das Element a wird auf das Element b abgebildet
ϕ(a) Bild des Elements (bzw. der Menge) a unter ϕ
ϕ ◦ ψ Verkettung der Abbildungen ϕ und ψ, d.h.
”
ϕ nach ψ“
A ↪−→ B Inklusionsabbildung von A ⊆ B nach B
idA Identita¨tsabbildung von A
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Kern(ϕ) Kern des Homomorphismus ϕ
Bild(ϕ) Bild des Homomorphismus ϕ
Spezielle Mengen
Z ganze Zahlen
N natu¨rliche Zahlen {1, 2, 3, . . .}
N0 N ∪ {0}
P positive, ganze Primzahlen
∅ leere Menge
Spezielle Gruppen
Cn zyklische Gruppe der Ordnung n
2G2(q) Ree-Gruppe zum Parameter q
2B2(q) Suzuki-Gruppe zum Parameter q
PGL(k, q) projektive allgemeine lineare Gruppe vom Grad k
u¨ber Fq
PSL(k, q) projektive spezielle lineare Gruppe vom Grad k
u¨ber Fq
Spezielle Ko¨rper
Q rationale Zahlen
Fq endlicher Ko¨rper der Ma¨chtigkeit q
Gruppenoperationen betreffende Bezeichnungen
Sei G eine Gruppe, die auf einer Menge Ω operiere. Seien U ⊆ G und X ⊆ Ω.
NG(U) Normalisator von U in G
CG(U) Zentralisator von U in G
Z(G) Zentrum von G
StabG(X) Stabilisator von X unter der Operation von G
XG Bahn von X unter der Operation von G
ord(g) Ordnung von g ∈ G
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Erzeugnisse
Es seien G eine Gruppe, R ein Ring und M ein R-Modul.
〈U〉 von U ⊆ G erzeugte Gruppe
〈U〉R von U ⊆M erzeugter R-Modul
Sonstige mathematischen Bezeichnungen
R∗ Einheitengruppe des Rings R
⊕ direkte Summe von Moduln
dimK(V ) Dimension des K-Vektorraums V
L/K L ist ein Erweiterungsko¨rper von K
[L : K] Grad der Ko¨rpererweiterung L/K
= dimK(L)
Aut(L/K) Gruppe der K-Automorphismen der Ko¨rpererwei-
terung L/K
Sylp(G) Menge der p-Sylow-Untergruppen der Gruppe G
ggT gro¨ßter gemeinsamer Teiler
mod modulo
Nichtmathematische Bezeichnungen
 Ende eines Beweises bzw. Algorithmus
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U¨ber diese Arbeit
Eine Inzidenzstruktur3 ist die mathematische Formalisierung einer Geome-
trie, in der lediglich die Inzidenzrelation (d.h. das Enthaltensein) zwischen
Punkten und Blo¨cken beru¨cksichtigt wird. Die Inzidenzrelation wird durch
die Inzidenzmatrix I codiert, wobei die Zeilen von I den Blo¨cken der Inzi-
denzstruktur entsprechen. Man kann sich die Frage nach den Elementartei-
lern einer solchen Inzidenzmatrix stellen. Betrachtet man die freie abelsche
Gruppe M u¨ber der Punktemenge einer Inzidenzstruktur sowie die von den
Zeilen der Inzidenzmatrix erzeugte Untergruppe N ⊆ M , so erkennt man,
dass die Menge der Elementarteiler (zusammen mit deren Vielfachheiten)
von I die Zerlegung der abelschen Gruppe M/N in ein Produkt zyklischer
Gruppen eindeutig codieren. Die Frage nach den Elementarteilern einer In-
zidenzmatrix ist also gleichbedeutend mit der Frage nach der Struktur einer
gewissen – durch die Inzidenzstruktur vorgegebenen – abelschen Gruppe.
Urspru¨ngliches Ziel dieser Arbeit war, eben diese Frage fu¨r das Ree-Unital zu
beantworten. Das Ree-Unital (zum Parameter q = 32n+1, n ∈ N0) ist ein 2-
(q3 +1, q+1, 1)-Design, auf welchem die Ree-Gruppe 2G2(q) =: G als Gruppe
von Design-Automorphismen operiert. Die Ree-Gruppe ist eine Gruppe vom
Lie-Typ der Ordnung q3(q3 + 1)(q − 1). Außer im kleinsten Fall, d.h. q = 3,
ist G stets einfach.
Die Operation von G als Gruppe von Design-Automorphismen induziert in
naheliegender Weise eine Operation vonG aufM und allenG-invarianten Un-
tergruppen von M , und damit auch auf den entsprechenden Faktorgruppen,
was die betrachteten Gruppen mit der Struktur eines ZG-Modul ausstattet.
Daher wenden wir neben designtheoretischen Methoden auch Methoden aus
der Gruppentheorie, aus der Modultheorie und aus der modularen Darstel-
lungstheorie der Ree-Gruppe an, um die Elementarteilerfrage anzugehen.
3In dieser Arbeit behandeln wir ausschließlich endliche Inzidenzstrukturen.
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Diese Frage wird leider fu¨r allgemeine q nicht vollsta¨ndig befriedigend gelo¨st.
Jedoch gelingt es, das Problem fu¨r die beiden kleinsten Ree-Unitale durch
Computerrechnungen zu lo¨sen. Außerdem gelangen wir mit Hilfe der Dar-
stellungstheorie der Ree-Gruppe zu einigen interessanten Aussagen u¨ber die
mo¨glichen Vielfachheiten von Elementarteilern.
Ein weiterer gro¨ßerer Teil dieser Arbeit ist die Untersuchung eines Funk-
tionenko¨rpers u¨ber Fq, dessen Fq-Automorphismengruppe zur Ree-Gruppe
isomorph ist. Wir untersuchen dessen Divisorenklassengruppe D0 und einige
ihrer Sektionen, teilweise ebenfalls mit darstellungstheoretischen Methoden.
Es ergeben sich auch Zusammenha¨nge zum Unital. Wir zeigen u.a., dass die
ZG-Moduln D0 und N eine gemeinsame Sektion haben, deren l-Komponente
fu¨r gewisse ungerade Primzahlen l nichttrivial ist. Diese l-Komponente be-
stimmen wir strukturell. Außerdem zeigen wir von einigen u¨ber Fq transzen-
denten Elementen des Funktionenko¨rpers, dass deren Hauptdivisoren bereits
Elemente von N sind.
Im letzten Teil der Arbeit untersuchen wir zwei Klassen von Mo¨bius-Ebenen
(das sind 3-Designs mit bestimmten Parametern), die eine Suzuki-Gruppe
bzw. eine projektive lineare Gruppe als Gruppe von Design-Automorphismen
besitzen. In diesen Fa¨llen genu¨gen u¨berraschenderweise bereits relativ einfa-
che gruppentheoretische Methoden, welche wir schon im Fall des Ree-Unitals
angewendet haben, zur vollsta¨ndigen Beantwortung der Elementarteilerfrage.
Zum Inhalt der einzelnen Kapitel
Kapitel 1 dient zur Einfu¨hrung in die Thematik. Zuna¨chst werden einige
grundlegende Begriffe u¨ber Inzidenzstrukturen bereitgestellt. Danach fu¨hren
wir das Ree-Unital mit gruppentheoretischen Begriffen ein.
In Kapitel 2 betrachten wir die freie abelsche GruppeM auf der Punktemenge
des Ree-Unitals sowie die von den Geraden des Unitals erzeugte Untergrup-
pe N ⊆M . Wir wenden gruppen- und modultheoretische Methoden an, um
Aussagen u¨ber die Struktur von M/N zu machen.
Hauptergebnisse dieses Kapitels sind, dass alle Elementarteiler q + 1 teilen,
und dass q+1 als Elementarteiler mindestens mit der Vielfachheit 1 auftritt.
Desweiteren pra¨sentieren wir in Kapitel 2 die mit dem Computer berechneten
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Elementarteiler fu¨r die beiden kleinsten Ree-Unitale. Auf die diesbezu¨glichen
Computerrechnungen selbst gehen wir erst in Kapitel 6 na¨her ein.
Unser Ziel in Kapitel 3 ist, die Vielfachheiten der l-Anteile (l ∈ P, l | q +
1) der Elementarteiler zu bestimmen. Dieses sind im Wesentlichen die Fl-
Dimensionen von geeigneten FlG-Moduln. Mit Hilfe der modularen Darstel-
lungstheorie der Ree-Gruppe wollen wir den jeweiligen Isomorphietyp der
fraglichen FlG-Moduln bestimmen. Unser Vorhaben gelingt – außer in trivia-
len Fa¨llen, d.h. l2 - q+1 – leider nicht vollsta¨ndig, aber wir ko¨nnen immerhin
den Isomorphietyp der betrachteten Moduln auf einige wenige Mo¨glichkeiten
reduzieren, falls l2 | q + 1 und l3 - q + 1.
In Kapitel 4 wird ein Funktionenko¨rper u¨ber Fq vorgestellt, dessen Auto-
morphismengruppe isomorph zur Ree-Gruppe ist. Wir zeigen, dass wir die
Fq-rationalen Stellen dieses Funktionenko¨rpers mit den Punkten des Unitals
identifizieren ko¨nnen, und dass die Ree-Gruppe auf dieser Stellenmenge wie
als Gruppe von Automorphismen des Unitals operiert. Somit ko¨nnen wir M
mit der Gruppe identifizieren, die von den Primdivisoren der Fq-rationalen
Stellen erzeugt wird.
Desweiteren benutzen wir die darstellungstheoretischen Methoden aus Kapi-
tel 3, um Aussagen u¨ber die Divisorenklassengruppe D0 und die Bilder von
M0 und N0 unter Projektion auf D0 zu machen. Es gelingt die Bestimmung
des Isomorphietyps der l-Komponente von D0 und der l-Komponente des
Bildes von M0 in D0 fu¨r alle ungeraden Primzahlen l. Fu¨r gewisse ungerade
Primzahlen l bestimmen wir auch die l-Komponenten des Bildes von N0 in
D0. Fu¨r l = 2 bleiben diese Fragen weitgehend ungelo¨st.
Außerdem bestimmen wir in Kapitel 4 die Hauptdivisoren derjenigen Ele-
mente des Funktionenko¨rpers, die die Ko¨rpererweiterung u¨ber Fq erzeugen.
Es gelingt der Nachweis, dass die Hauptdivisoren dieser Erzeuger alle in M
enthalten sind, und dass einer dieser Hauptdivisoren sogar schon in N ent-
halten ist.
In Kapitel 5 werden alle diese Fragen im Spezialfall der kleinsten Ree-Gruppe
– d.h. fu¨r q = 3 – vollsta¨ndig beantwortet. Dazu werden auch die Ergebnisse
von Computerrechnungen mit den Computeralgebrasystemen GAP [GAP06]
und MAGMA [BCP97] herangezogen. Auf diese Rechnungen wird in Kapitel
7 na¨her eingegangen.
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Die Kapitel 6 und 7 dienen der Beschreibung der computertechnischen Me-
thoden, die zum Beweis einiger Aussagen aus fru¨heren Kapiteln gedient ha-
ben.
In Kapitel 6 beschreiben wir, wie man fu¨r die beiden kleinsten Fa¨lle q = 3
und q = 27 die Inzidenzmatrix des Ree-Unitals berechnen kann. Außerdem
geben wir eine vom Autor implementierte Version des Algorithmus zur Ele-
mentarteilerberechnung von Lu¨beck [Lu¨b02] an, mit der die Berechnungen
durchgefu¨hrt wurden.
In Kapitel 7 beschreiben wir, wie einige Ergebnisse des Kapitels 5 erzielt wur-
den. Wir legen die konkrete Berechnung einiger Hauptdivisoren dar, zeigen,
dass sie in N enthalten sind, und berechnen die entsprechenden Faktorgrup-
pen von M0. Alle diese Berechnungen wurden mit GAP durchgefu¨hrt.
Schließlich berechnen wir D und D0 mit MAGMA, und zeigen, dass D bereits
von den Primdivisoren der Fq-rationalen Stellen erzeugt wird.
Kapitel 8 ist thematisch unabha¨ngig vom Rest der Arbeit, mit Ausnahme
von Bezu¨gen zu Kapitel 1 und 2. Hier werden zwei Klassen von Mo¨bius-
Ebenen vorgestellt, die eine Suzukigruppe bzw. eine projektive lineare Grup-
pe als Gruppe von Automorphismen besitzen. Es genu¨gen bereits Methoden
des Kapitels 2, um die Elementarteiler der Inzidenzmatrix in diesen Fa¨llen
vollsta¨ndig zu bestimmen.
Kapitel 1
Das Ree-Unital
1.1 Inzidenzstrukturen
In diesem Abschnitt werden wir einige grundlegende Eigenschaften von end-
lichen Inzidenzstrukturen zusammenstellen. Alle Aussagen findet man in
[AK92, Kap. 1].
Definition 1.1.1 Eine endliche Inzidenzstruktur ist ein Tripel
S = (P ,B, I), (1.1)
wobei P und B endliche, zueinander disjunkte Mengen sind, sowie I ⊆ P×B.
Die Elemente von P heißen Punkte, die Elemente von B heißen Blo¨cke. Die
Menge I heißt Inzidenzrelation. Falls (p, b) ∈ I gilt, schreibt man auch:
p ist inzident zu b.
Statt
”
p ist inzident zu b“ schreiben wir auch
”
b entha¨lt p“ oder
”
p ∈ b“, d.h. wir identifizieren einen Block mit der Menge der zu ihm inzi-
denten Punkte.
Bei endlichen Inzidenzstrukturen ergibt sich die natu¨rliche Frage, wann zwei
solche Strukturen als a¨quivalent anzusehen sind. Dies kla¨rt der folgende Iso-
morphiebegriff.
Definition 1.1.2 Seien S1 = (P1,B1, I1) und S2 = (P2,B2, I2) endliche
Inzidenzstrukturen. Eine Abbildung
ϕ : P1 ∪ B1 −→ P2 ∪ B2 (1.2)
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heißt Isomorphismus von S1 nach S2, falls die folgenden Bedingungen erfu¨llt
sind:
(i) ϕ ist bijektiv.
(ii) ϕ(P1) = P2.
(iii) ϕ(B1) = B2.
(iv) Fu¨r alle p ∈ P1 und b ∈ B1 gilt: p ∈ b⇐⇒ ϕ(p) ∈ ϕ(b).
Einen Isomorphismus einer Inzidenzstruktur S in sich selbst nennt man auch
Automorphismus von S. Offenbar bilden die Automorphismen von S eine
Gruppe. Diese bezeichnen wir mit Aut(S). Eine Untergruppe von Aut(S)
nennen wir eine Gruppe von Automorphismen von S.
Wir stellen nun ein Konzept vor, mit dem man Isomorphieklassen von end-
lichen Inzidenzstrukturen eindeutig codieren kann.
Definition 1.1.3 Sei S = (P ,B, I) eine endliche Inzidenzstruktur mit
|P| = v und |B| = b. Sei P = {p1, . . . , pv} und B = {b1, . . . , bb}. Eine
Inzidenzmatrix von S ist eine b × v-Matrix A = (aij) mit aij = 1, falls
pj ∈ bi, und aij = 0, falls pj /∈ bi.
Bemerkung 1.1.4
(a) Man kann Inzidenzmatrizen u¨ber beliebigen Ringen mit 1 definieren,
insbesondere u¨ber Ko¨rpern.
(b) Zwei endliche Inzidenzstrukturen sind genau dann isomorph, wenn ihre
Inzidenzmatrizen durch Zeilen- und Spaltenvertauschungen ineinander
u¨berfu¨hrt werden ko¨nnen.
(c) Insbesondere haben die Inzidenzmatrizen zweier isomorpher Struktu-
ren den gleichen Rang (u¨ber einem beliebigen Ko¨rper) und die gleichen
Elementarteiler (u¨ber einem beliebigen Hauptidealring).
(d) Insbesondere ha¨ngen die in (c) genannten Ra¨nge und Elementarteiler
bei einer vorgegebenen Inzidenzstruktur nicht von der Nummerierung
der Punkte und Blo¨cke ab.
Aufgrund von Bemerkung 1.1.4 werden wir ab jetzt bei einer vorgegebenen
Inzidenzstruktur S etwas unpra¨zise von der Inzidenzmatrix von S sprechen.
1.2. DESIGNS 17
1.2 Designs
Wir wenden uns jetzt einer bestimmten Klasse von endlichen Inzidenzstruk-
turen zu, den sogenannten Designs. Diese zeichnen sich durch eine besondere
Regelma¨ßigkeit aus, na¨mlich insbesondere dadurch, dass jeder Block die glei-
che Anzahl von Punkten entha¨lt.
Definition 1.2.1 Seien t, v, k, l ∈ N. Eine endliche Inzidenzstruktur D =
(P ,B, I) heißt t-(v, k, l)-Design, wenn die folgenden Bedingungen erfu¨llt sind:
(i) |P| = v.
(ii) Jeder Block entha¨lt genau k Punkte.
(iii) Zu beliebigen t verschiedenen Punkten existieren genau l Blo¨cke, die
alle diese Punkte enthalten.
D heißt t-Design, wenn es v, k, l ∈ N gibt, so dass D ein t-(v, k, l)-Design ist.
Aus dieser Definition lassen sich einige weitere Eigenschaften von Designs
herleiten.
Lemma 1.2.2 Sei D = (P ,B, I) ein t-(v, k, l)-Design. Dann gilt:
(a) Die Anzahl der Blo¨cke, die einen vorgegebenen Punkt p ∈ P enthalten,
ist unabha¨ngig von der Wahl von p. Diese Anzahl ist
l ·
∏t−1
i=1(v − i)∏t−1
i=1(k − i)
=: R (1.3)
und wird Replikationszahl genannt.
(b) Die Anzahl aller Blo¨cke ist
|B| = v ·R
k
. (1.4)
Beweis
Zu (a): s. [AK92, Th. 1.2.1, S. 6 ].
Zu (b): s. [AK92, Formel (1.2), S. 7].

Ziel der vorliegenden Arbeit ist es, einige Klassen von Designs mit inter-
essanter Gruppe von Automorphismen vorzustellen und Aussagen u¨ber die
Elementarteiler ihrer Inzidenzmatrizen zu gewinnen.
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1.3 Das Ree-Unital
In diesem Abschnitt stellen wir das Ree-Unital vor. Es handelt sich dabei
um ein 2-Design, welches eine Gruppe von Automorphismen besitzt, die iso-
morph zu einer Ree-Gruppe ist.
Zuna¨chst geben wir eine Definition des Unital-Begriffs.
Definition 1.3.1 Sei m ∈ N,m ≥ 2. Ein Unital zum Parameter m ist ein
2-(m3 + 1,m+ 1, 1)-Design.
Die Blo¨cke eines Unitals werden auch Geraden genannt. Diese Bezeichnung
wollen wir im Folgenden durchgehend verwenden.
Aus der Definition folgt sofort:
Lemma 1.3.2 Sei U = (P ,G, I) ein Unital zum Parameter m. Dann gilt:
(a) |P| = m3 + 1.
(b) Jede Gerade entha¨lt genau m+ 1 Punkte.
(c) Zu je 2 verschiedenen Punkten gibt es genau eine Gerade, die beide
Punkte entha¨lt.
(d) Jeder Punkt ist in genau m2 Geraden enthalten.
(e) |G| = m2 · (m2 −m+ 1) = m4 −m3 +m2.
Beweis (a), (b) und (c) folgen direkt aus Definition 1.2.1. (d) und (e) folgen
aus Lemma 1.2.2.

Notation 1.3.3 Fu¨r die gesamte Arbeit, mit Ausnahme von Kapitel 8, set-
zen wir
q := 32n+1, n ∈ N0, (1.5)
und es sei G := R(q) := 2G2(q) die Ree-Gruppe zum Parameter q.
Ferner setzen wir
q0 := 3
n. (1.6)
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Wir geben ohne Beweis den folgenden Satz an, durch welchen das Ree-Unital
charakterisiert wird. Es handelt sich dabei um eine Zusammenfassung der
Ergebnisse des Artikels von Lu¨neburg [Lu¨n66].
Satz 1.3.4 ([Lu¨n66]) Setze U := (P ,G, I) wie folgt:
(i) P := {p | p ist 3-Sylow-Untergruppe von G}.
(ii) G := {τ ∈ G | τ ist Involution, d.h. ord(τ) = 2}.
(iii) I := {(p, τ) ∈ P × G | τ ∈ NG(p)}.
Dann gilt:
(a) U ist ein Unital zum Parameter q.
(b) G operiert durch Konjugation sowohl auf P als auch auf G.
(c) Die unter (b) genannte Operation ist auf beiden Mengen treu.
(d) Die unter (b) genannte Operation erha¨lt die Inzidenz von U . Somit ist
G eine Gruppe von Automorphismen von U .
(e) Die unter (b) genannte Operation ist 2-fach transitiv auf P und tran-
sitiv auf G.
(f) Jedes p ∈ P, aufgefasst als Untergruppe von G, operiert trivial auf {p}
und regula¨r auf P \ {p}.
Das Unital U aus Satz 1.3.4 heißt Ree-Unital zum Parameter q. Die Elemente
von P nennen wir im Folgenden auch Punkte, die Elemente von G nennen
wir auch Geraden.
Satz 1.3.4 beruht auf folgenden gruppentheoretischen Erkenntnissen, die in
[Lu¨n66] bewiesen werden. Wir benutzen bei der Formulierung die oben ein-
gefu¨hrte Sprechweise der Inzidenzgeometrie.
Satz 1.3.5 ([Lu¨n66])
(a) Die Anzahl der 3-Sylow-Untergruppen (Punkte) von G ist q3 + 1.
(b) Die Anzahl der Involutionen (Geraden) von G ist q4 − q3 + q2 =
q2 · (q2 − q + 1).
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(c) Jede Gerade liegt im G-Normalisator von genau q + 1 Punkten.
(d) Der G-Normalisator eines jeden Punktes entha¨lt genau q2 Geraden.
(e) Fu¨r zwei verschiedene Geraden sind die jeweiligen Punktemengen aus
(c) ebenfalls verschieden. Die gemeinsame Schnittmenge ist entweder
leer oder entha¨lt genau einen Punkt.
(f) Fu¨r beliebige p1, p2 ∈ P mit p1 6= p2 gilt: NG(p1)∩NG(p2) entha¨lt genau
eine Gerade.
Wir fu¨hren an dieser Stelle einige Bezeichnungsweisen ein.
Notation 1.3.6 Sei A eine Untergruppe oder ein Element von G, und sei
σ ∈ G.
(a) Wir setzen:
Aσ := σ−1Aσ. (1.7)
Dies induziert die Konjugationsoperation von G auf der Menge der
Untergruppen bzw. der Elememente von G.
(b) Die Operation in (a) entspricht den Operationen von G auf P bzw. G
als Gruppe von Automorphismen des Ree-Unitals.
(c) Die Operation in (a) induziert in naheliegender Weise Operationen von
G auf anderen Objekten, wie z.B. Mengen und Familien von Elementen
oder Untergruppen von G. Diese Operationen bezeichnen wir mit der
gleichen Notation wie in (a).
(d) Fu¨r M ⊆ Ω, wobei G auf Ω operiere, bezeichnen wir den mengenweisen
Stabilisator von M unter der Operation von G mit
StabG(M).
Fu¨r m ∈ Ω setzen wir
StabG(m) := StabG({m}).
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(e) Fu¨r M ⊆ Ω, wobei G auf Ω operiere, bezeichnen wir die Bahn von M
unter der Operation von G mit
MG.
Fu¨r m ∈ Ω setzen wir
mG := {m}G.
(f) Falls fu¨r σ ∈ G und p ∈ P die Relation σ ∈ StabG(p) gilt, so nennen
wir p einen Fixpunkt von σ.
Wir wenden uns jetzt wieder dem Ree-Unital U = (P ,G, I) und der Operati-
on von G als Gruppe von Automorphismen von U zu. Unter Beru¨cksichtigung
der oben eingefu¨hrten Notation gilt fu¨r p ∈ P :
StabG(p) = NG(p).
Manchmal ist es sinnvoll, eine Gerade nicht als Involution, sondern als Menge
von q + 1 Punkten aufzufassen (vgl. Satz 1.3.5 (c)). Dies werden wir in die-
ser Arbeit tun. Wir bezeichnen Involutionen immer mit kleinen griechischen
Buchstaben, z.B. τ . Wenn wir eine Gerade als Menge von Punkten betrach-
ten, so bezeichnen wir die Gerade mit einem kleinen fraktalen Buchstaben,
etwa g. Auskunft u¨ber das Zusammenspiel dieser beiden Betrachtungsweisen
gibt das folgende Lemma, welches im Wesentlichen eine Paraphrase von Satz
1.3.5 (e) ist. Wenn von einer Geraden die Rede ist, meinen wir im folgenden
Lemma – und ab jetzt immer – eine (q + 1)-elementige Teilmenge von P
gema¨ß Satz 1.3.5 (c).
Lemma 1.3.7
(a) Die Abbildung
τ 7−→ gτ := {p ∈ P | pτ = p} = {p ∈ P | τ ∈ NG(p)} (1.8)
ist eine Bijektion von der Menge der Involutionen von G in die Menge
der Geraden des Unitals. Ihre Umkehrabbildung bezeichnen wir mit
g 7−→ τg. (1.9)
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(b) Die Abbildungen (1.8) und (1.9) kommutieren mit der Operation von
G als Gruppe von Automorphismen des Ree-Unitals. Es gilt also fu¨r
alle Involutionen τ , Geraden g und σ ∈ G:
(gτ )
σ = g(τσ), (1.10)
(τg)
σ = τ(gσ). (1.11)
Beweis
(a) ist eine Umformulierung von Satz 1.3.5 (c) und (e).
Fu¨r (b) muss man sich davon u¨berzeugen, dass die zu den Geraden in (1.10)
geho¨renden Punkte in beiden Fa¨llen genau die Fixpunkte der Involution τσ
sind. Ebenso muss man nachrechnen, dass die beiden Involutionen in (1.11)
die gleichen Fixpunktemengen haben. Beides ist nicht schwierig.

Wir bezeichnen Geraden – aufgefasst als Punktemengen – ab jetzt ebenfalls
als Elemente von G. Das ist im Hinblick auf Satz 1.3.4 zwar etwas ungenau,
wird aber durch Lemma 1.3.7 gerechtfertigt.
Wir werden im Rest dieses Abschnitts einige gruppentheoretische Aussagen,
die spa¨ter beno¨tigt werden, bereitstellen.
Lemma 1.3.8 Sei g ∈ G eine Gerade des Ree-Unitals. Dann gilt:
(a) StabG(g) ist der G-Zentralisator der Involution τg.
(b) StabG(g) ∼= 〈τg〉 × PSL(2, q).
Beweis
Zu (a): Fu¨r σ ∈ G gilt:
σ ∈ StabG(g)⇔ gσ = g⇔ τ(gσ) = τg ⇔ (τg)σ = τg ⇔ σ ∈ CG(τg).
Zu (b): Im Fall q ≥ 27 siehe Artikel von Ward [War66]. Im Fall q = 3 kann
man das unter Benutzung von (a) explizit mit GAP [GAP06] nachrechnen.

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Korollar 1.3.9 Seien p1 6= p2 Punkte des Ree-Unitals. Wir setzen
Bi := StabG(pi) = NG(pi)
fu¨r i ∈ {1, 2}. Dann gilt:
B1 ∩B2 ∼= Cq−1. (1.12)
Insbesondere entha¨lt B1 ∩B2 genau eine Involution, na¨mlich τg, wobei g die
eindeutig bestimmte Gerade ist, die p1 und p2 entha¨lt.
Beweis Die Gruppe B1 ∩ B2 ist offenbar der G-Stabilisator des Paares
(p1, p2) ∈ P×P. Die Operation von G auf P ist 2-fach transitiv, daher hat die
G-Bahn von (p1, p2) die Ma¨chtigkeit q
3·(q3+1). Wegen |G| = q3·(q3+1)·(q−1)
folgt
|B1 ∩B2| = q − 1.
Sei nun g die eindeutig bestimmte Gerade des Unitals, die p1 und p2 entha¨lt.
Dann ist τg die eindeutig bestimmte Involution von G, die g punktweise
fixiert. Da die Operation von G inzidenzerhaltend ist, gilt
B1 ∩B2 ⊆ StabG(g) ∼= 〈τg〉 × PSL(2, q).
Offenbar ist τg ∈ B1 ∩B2, daher hat B1 ∩B2 die Gestalt
B1 ∩B2 ∼= 〈τg〉 × U,
wobei U eine Untergruppe von PSL(2, q) der Ordnung q−1
2
ist.
In [Hup67, Satz 8.27, S. 213 f.] sind alle Isomorphietypen von Untergruppen
von PSL(2, q) explizit angegeben. Daraus ergibt sich U ∼= C q−1
2
, insgesamt
also
B1 ∩B2 ∼= C2 × C q−1
2
∼= Cq−1.
Die rechte Isomorphiebeziehung gilt, weil q ≡ −1(mod 4) und daher q−1
2
un-
gerade ist.
Somit ist (1.12) bewiesen.
Die Behauptung u¨ber die Eindeutigkeit der Involution ergibt sich daraus,
dass jede zyklische Gruppe gerader Ordnung eine eindeutig bestimmte Un-
tergruppe der Ordnung 2 hat.

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1.4 Die Inzidenzmatrix des Ree-Unitals
Dem Ree-Unital U kann man gema¨ß Definition 1.1.3 eine Inzidenzmatrix I
zuordnen, welche im Wesentlichen eindeutig ist (vgl. Bemerkung 1.1.4). Ziel
dieser Arbeit ist u.a., einige strukturelle Aussagen u¨ber I zu gewinnen. Ins-
besondere sollen die Elementarteiler von I ermittelt werden.
Hiß [His97] hat fu¨r alle Parameter q wie in (1.5) die Ra¨nge rl von I u¨ber
Ko¨rpern der Charakteristik l bestimmt (l ∈ P ∪ {0}). Fu¨r diese Ra¨nge gilt:
Satz 1.4.1 ([His97])
(a) rl = q
3 + 1, falls l = 0 oder l - q + 1.
(b) rl = q
3 − 1
2
q0(q − 1)(q + 3q0 + 1), falls l | q + 1, l 6= 2.
(c) r2 = q
3 − (q2 − q)− q0(q − 1)(q − 3q0 + 1).
Beweis [His97, Theorem].

Kapitel 2
Erste Anna¨herungen an das
Problem
In diesem Kapitel versuchen wir, uns dem Problem der Elementarteilerbe-
stimmung der Inzidenzmatrix des Ree-Unitals auf recht elementare Weise zu
na¨hern. Dieses Kapitel dient zur Einleitung und Motivation des folgenden.
In Abschnitt 2.1 zeigen wir, wie die Elementarteilerbestimmung mit der Be-
stimmung der Strukturen geeigneter Z-Moduln zusammenha¨ngt. Wir erzielen
ein erstes interessantes Ergebnis, na¨mlich dass alle Elementarteiler q+ 1 tei-
len.
Die beiden darauffolgenden Abschnitte liefern erste Aussagen u¨ber die 2-
Anteile bzw. u¨ber die ungeraden Anteile der Elementarteiler.
2.1 Modultheoretische Betrachtungen
Wir werden in diesem Abschnitt geeignete abelsche Gruppen betrachten, die
mit dem Ausgangsproblem zusammenha¨ngen.
Jede abelsche Gruppe kann als Z-Modul betrachtet werden, umgekehrt ist
jeder Z-Modul auch eine abelsche Gruppe. Wir werden die Begriffe
”
abelsche
Gruppe“ und
”
Z-Modul“ daher im Folgenden synonym verwenden.
Sei M die freie abelsche Gruppe u¨ber P . Es gilt also M ∼= Zq3+1, und wir
identifizieren diese beiden Gruppen im Folgenden. Wir fassen einen Punkt
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p ∈ P als dasjenige Element von M auf, dessen Eintrag in der p-Komponente
1 ist, und dessen sonstige Eintra¨ge 0 sind. Eine Gerade g ∈ G fassen wir als
Summe der in ihr enthaltenen Punkte auf. So betrachtet ist eine Gerade ein
Element aus M und eine Zeile von I.
Sei N die von den Geraden erzeugte Untergruppe von M . Da I u¨ber Q den
vollen Spaltenrang hat, ist M/N eine endliche abelsche Gruppe. Ihre Struk-
tur, d.h. ihre Zerlegung in ein direktes Produkt zyklischer Gruppen, wird
durch die Elementarteiler von I (zusammen mit deren Vielfachheiten) co-
diert.
Wir geben nun eine erste wichtige Aussage u¨ber die Elementarteiler von I:
Satz 2.1.1 Die Elementarteiler von I teilen q + 1.
Beweis Der Beweis funktioniert vollsta¨ndig analog zum Beweis von
[His04, Prop. 6.1].
Zu zeigen ist:
(q + 1)p ∈ N (2.1)
fu¨r jeden Punkt p ∈ P .
U hat ein System von q2 − q + 1 paarweise disjunkten Geraden (s. [Dov00,
Th. 3.3]), die also ganz P u¨berdecken. Sei u die Summe aller Punkte, d.h.
u = (1, 1, . . . , 1). Aus dem oben Gesagten folgt: u ∈ N .
Sei p0 ∈ P ein beliebiger Punkt, und g ∈ G eine Gerade, die p0 nicht entha¨lt.
Eine derartige Gerade existiert, da die Gesamtzahl der Geraden gro¨ßer ist
als die Zahl der Geraden u¨ber p0 (vgl. Lemma 1.3.2).
Wegen Satz 1.3.4 (f) existiert eine Untergruppe U ⊆ G, welche auf P \ {p0}
regula¨r operiert. Daher gilt:∑
u∈U
gu = (q + 1)(u− p0) = (q + 1)u− (q + 1)p0.
Da sowohl
∑
u∈U g
u als auch (q + 1)u in N liegen, gilt auch (q + 1)p0 ∈ N .
Da p0 ∈ P beliebig war, folgt die Behauptung.

Zusammenfassend stellen wir fest:
Korollar 2.1.2 M/N ist eine endliche abelsche Gruppe, deren Exponent ein
Teiler von q + 1 ist.
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Ein Element m ∈M hat die Gestalt
m =
∑
p∈P
zpp, (2.2)
wobei zp ∈ Z fu¨r alle p ∈ P . Wir nennen die ganze Zahl
deg(m) :=
∑
p∈P
zp (2.3)
den Grad von m.
Offenbar ist deg : M −→ Z ein Homomorphismus von Z-Moduln, daher ist
M0 := {m ∈M | deg(m) = 0} (2.4)
als Kern von deg ein Untermodul von M . Setze N0 := M0 ∩ N . Dies ist
ebenfalls ein Untermodul von M , und wir erhalten das folgende Diagramm
von Z-Moduln:
•M
•M0 +N
• •M0 N
•M0 ∩N =: N0
• {0}
 
 
 
 
@
@
@
@
@
@
@
@
 
 
 
 
Aus dem 1. Isomorphiesatz folgt: (M0 +N)/N ∼= M0/N0.
Lemma 2.1.3 M/(M0 +N) ist zyklisch von der Ordnung q + 1.
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Beweis Der Beweis funktioniert vollsta¨ndig analog zum Beweis von
[His04, La. 6.2(a)].
Seien p0, p ∈ P beliebig. Dann gilt p = p0 + (p − p0) ∈ p0 + M0. Somit ist
M/M0 und damit auch M/(M0+N) zyklisch, beide Gruppen werden na¨mlich
von der jeweiligen Restklasse von p0 erzeugt.
Jedes Element von N (und somit auch von M0 + N) hat einen durch q + 1
teilbaren Grad, denn jede Gerade hat den Grad q+ 1. Aus sp0 ∈M0 +N fu¨r
ein s ∈ Z folgt also q+ 1 | s. Zusammen mit Satz 2.1.1 folgt die Behauptung.

Eine einfache Folgerung ist das folgende Korollar:
Korollar 2.1.4 Die natu¨rliche Zahl q + 1 tritt als Elementarteiler von I
mindestens mit der Vielfachheit 1 auf.
Beweis Nach Lemma 2.1.3 gibt es ein m ∈M derart, dass
m + (M0 +N) ∈M/(M0 +N)
die Ordnung q + 1 hat. Somit hat m + N ∈ M/N mindestens die Ordnung
q + 1, wegen Satz 2.1.1 ist die Ordnung also genau q + 1. Da in M/N keine
ho¨heren Ordnungen als q + 1 auftreten, folgt die Behauptung.

Das Folgende ist eine Zusammenfassung der Korollare 2.1.2 und 2.1.4.
Korollar 2.1.5 M/N ist eine endliche abelsche Gruppe vom Exponenten
q + 1.
2.2 U¨ber die 2-Anteile der Elementarteiler
Die Elementarteiler einer Matrix (mit Vielfachheiten) sind eindeutig durch
ihre l-Anteile (mit Vielfachheiten) bestimmt, wobei l die Menge der Primzah-
len durchla¨uft. Fu¨r die Untersuchung der Elementarteiler von I sind wegen
Satz 2.1.1 also nur die Primteiler von q + 1 zu beru¨cksichtigen.
Sei also l ein Primteiler von q+ 1. Die Vielfachheit des l-Anteils l0 = 1 unter
den Elementarteilern von I entspricht genau dem Rang rl aus Satz 1.4.1.
Wenn l nur mit dem Exponenten 1 in der Primfaktorzerlegung von q + 1
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auftritt, ist die Vielfachheit von l1 = l als l-Anteil der Elementarteiler schon
durch Satz 1.4.1 bestimmt, sie ist dann na¨mlich (q3 +1)−rl. Interessant sind
solche Primteiler von q + 1, die q + 1 mit der Potenz 2 oder ho¨her teilen.
Man u¨berlegt sich leicht, dass q+1 ≡ 4(mod 8) fu¨r alle Parameter q gilt. Mit
anderen Worten: 22 | q+ 1, aber 23 - q+ 1. Als 2-Anteile der Elementarteiler
kommen also nur 1, 2 und 4 in Frage. Die Vielfachheit von 1 ist bekannt. Die
Vielfachheiten von 2 und 4 sind noch zu bestimmen.
Wir fu¨hren jetzt eine neue Notation ein. Sei q der Parameter einer Ree-
Gruppe, I die Inzidenzmatrix des entsprechenden Unitals. Sei m eine l-Po-
tenz, l ∈ P. Dann bezeichenen wir die Vielfachheit des l-Anteils m der Ele-
mentarteiler von I mit
vq(l,m). (2.5)
Der Autor hat die Inzidenzmatrizen I sowie die 2-Anteile der Elementar-
teiler fu¨r die beiden kleinsten Ree-Gruppen mit Hilfe des Computeralgebra-
Systems GAP [GAP06] ausgerechnet. Wir erhalten folgendes Ergebnis.
Satz 2.2.1
(a) Im Fall q = 3 gilt: v3(2, 1) = 19, v3(2, 2) = 8, v3(2, 4) = 1.
(b) Im Fall q = 27 gilt: v27(2, 1) = 17499, v27(2, 2) = 2184, v27(2, 4) = 1.
Beweis Computerrechnungen; siehe Kapitel 6.

Diese Ergebnisse legen die folgende Vermutung nahe:
Vermutung 2.2.2 Fu¨r alle Parameter q der Ree-Gruppe gilt:
vq(2, 4) = 1. (2.6)
Zusammen mit Satz 1.4.1 impliziert dies:
Vermutung 2.2.3 Fu¨r die Vielfachheiten der 2-Anteile der Elementarteiler
von I gilt:
(a) vq(2, 1) = q
3 − q0(q2 − 1).
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(b) vq(2, 2) = q0(q
2 − 1).
(c) vq(2, 4) = 1.
Unser Ziel ist es, Vermutung 2.2.2 zu beweisen. Wir werden nun einige zu
dieser Vermutung a¨quivalente Aussagen angeben.
Lemma 2.2.4 A¨quivalent sind:
(a) M0/N0 entha¨lt keine Elemente der Ordnung 4.
(b) M0/N0 entha¨lt keine Elemente, deren Ordnung ein Vielfaches von 4 ist.
Beweis Trivial.

Lemma 2.2.5 Jede der a¨quivalenten Aussagen aus Lemma 2.2.4 ist a¨quiva-
lent zu Vermutung 2.2.2.
Beweis Nach dem Hauptsatz fu¨r endliche abelsche Gruppen und unter Beru¨ck-
sichtigung von Satz 2.1.1 ist die 2-Komponente von M/N von der Form
(Z/2Z)x × (Z/4Z)y mit x, y ∈ N0.
Zieht man Lemma 2.1.3 in Betracht, so ergibt sich die Behauptung aus der
Tatsache, dass M0/N0 isomorph zu einer Untergruppe von M/N ist.

Die Gruppe M0 wird von den Elementen der Menge
E := {p− q | p, q ∈ P , p 6= q} (2.7)
erzeugt. Die Faktorgruppe M0/N0 wird daher von den Restklassen der Ele-
mente von E erzeugt. Die Ree-Gruppe G operiert transitiv auf E . Desweiteren
operiert G auf M0 und N , somit auch auf N0, und daher auch auf M0/N0. Die
Operation von G la¨sst die Ordnung eines Elements aus M0/N0 invariant. Da-
her impliziert die Richtigkeit der folgenden Vermutung schon die Richtigkeit
von Vermutung 2.2.2:
Vermutung 2.2.6 Es gibt ein e ∈ E, so dass fu¨r die Ordnung von e+N0 in
M0/N0 gilt:
ord(e +N0) ≡ 2(mod 4). (2.8)
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Lemma 2.2.7 Vermutung 2.2.6 impliziert die Aussage (b) aus Lemma 2.2.4
und damit Vermutung 2.2.2.
Beweis Da G transitiv auf E operiert, haben die Restklassen aller Elemente
von E in M0/N0 die gleiche Ordnung. Diese Ordnung hat, sofern Vermutung
2.2.6 zutrifft, die Gestalt 4 · m + 2 fu¨r ein m ∈ N0. Da jedes Element von
M0 als endliche Summe von Elementen aus E geschrieben werden kann, ist
die Ordnung eines jeden Elements aus M0/N0 ein Teiler von 4 ·m + 2. Dies
impliziert die Behauptung (b) aus Lemma 2.2.4.

Wir betrachten den Z-Modul-Isomorphismus ϕ : M0 −→ 2M0, der durch
m 7−→ 2 ·m definiert ist. Ferner betrachten wir
ψ : M0
ϕ−→ 2M0 −→ 2M0/(2M0 ∩N0) ∼= (2M0 +N0)/N0,
wobei die rechte Abbildung die natu¨rliche Projektion sei. Offenbar ist ψ sur-
jektiv, und es gilt N0 ⊆ Kern(ψ). Daher existiert ein kanonischer Z-Modul-
Homomorphismus
ψ : M0/N0 −→ 2M0/(2M0 ∩N0)
mit Bild(ψ) = Bild(ψ) = 2M0/(2M0 ∩ N0). Man kann untersuchen, wie ψ
die Komponenten von M0/N0 (in einer Zerlegung von M0/N0 in ein direk-
tes Produkt zyklischer Gruppen) abbildet. Man u¨berlegt sich leicht, dass
ψ(Z/2Z) ∼= {0} sowie ψ(Z/4Z) ∼= Z/2Z gilt. Die Komponenten mit ungera-
der Ordnung sind isomorph zu ihren Bildern unter ψ.
Wir ko¨nnen also festhalten:
Lemma 2.2.8 Die Anzahl der Komponenten Z/4Z in M0/N0 ist gleich der
Anzahl der Komponenten Z/2Z in 2M0/(2M0 ∩N0).
Unter Beru¨cksichtigung von Lemma 2.2.5 ergibt sich also:
Lemma 2.2.9 A¨quivalent sind:
(a) In 2M0/(2M0 ∩N0) gibt es keine Komponenten Z/2Z.
(b) In M0/N0 gibt es keine Komponenten Z/4Z.
(c) Vermutung 2.2.2.
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Lemma 2.2.8 la¨ßt sich in naheliegender Weise verallgemeinern (s. Lemma
2.2.11). Den Beweis lassen wir weg.
Wir fu¨hren dazu die folgende Notation ein.
Notation 2.2.10 Seien l ∈ P, a ∈ N und k ∈ N0. Wir schreiben
lk || a
genau dann, wenn gilt: lk|a und lk+1 - a.
lk heißt dann ein genauer Teiler von a.
Lemma 2.2.11 Sei l ∈ P und k ∈ N mit lk || q+ 1. Dann gilt fu¨r alle i ∈ N
mit 1 ≤ i ≤ k Die Anzahl der Komponenten Z/liZ in M0/N0 ist gleich der
Anzahl der Komponenten Z/lZ in li−1M0/(li−1M0 ∩N0).
2.3 U¨ber die ungeraden Anteile
Wie zu Beginn des Abschnitts 2.2 schon angedeutet, ko¨nnen wir in beson-
ders einfach gelagerten Fa¨llen die l-Anteile der Elementarteiler von I sofort
angeben. Dies ist der Fall, wenn die Primzahl l ho¨chstens in einfacher Potenz
ein Teiler von q + 1 ist. Insbesondere ist in diesen Fa¨llen l ungerade, denn
wir hatten schon gesehen, dass 4 ein Teiler von allen q + 1 ist.
Korollar 2.3.1 Sei l eine Primzahl mit l - q + 1. Dann gilt:
vq(l, 1) = q
3 + 1.
Beweis Die Behauptung folgt aus Satz 1.4.1. Alternativ folgt sie auch aus
Satz 2.1.1.

Korollar 2.3.2 Sei l eine Primzahl mit l || q + 1. Dann gilt:
(a) vq(l, 1) = rl = q
3 − 1
2
q0(q − 1)(q + 3q0 + 1).
(b) vq(l, l) = (q
3 + 1)− rl = 12q0(q − 1)(q + 3q0 + 1) + 1.
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Beweis (a) folgt aus Satz 1.4.1.
(b) folgt aus (a) unter Beru¨cksichtigung von Satz 2.1.1.

Interessant ist die Frage, welche ungeraden Primzahlen als Teiler von q+1 in
Frage kommen, und in welcher Potenz. Leider wird sich herausstellen, dass im
Gegensatz zum Fall l = 2, wo l immer mit genau der 2. Potenz q+1 teilt, fu¨r
ungerade l keine so einfachen Regeln gelten. Wir werden sogar eine unendlich
große Klasse von Primzahlen angeben, welche in beliebigen Potenzen Teiler
von geeigneten q + 1 sind.
Um dieses Zwischenziel zu erreichen, formulieren und beweisen wir zuna¨chst
das folgende Lemma.
Lemma 2.3.3 Fu¨r jede Primzahl l ≡ 7(mod 12) gibt es einen Parameter q
einer Ree-Gruppe, so dass l | q + 1.
Genauer:
3(l−1)/2 ≡ −1(mod l). Der Parameter q := 3(l−1)/2 leistet also das Gewu¨nsch-
te.
Beweis l ≡ 7(mod 12) ist a¨quivalent zu l ≡ 1(mod 3) und l ≡ 3(mod 4).
Wegen l ≡ 1(mod 3) ist l quadratischer Rest modulo 3. Es gilt also ( l
3
)
= 1,
wobei
( ·
·
)
hier das Legendre-Symbol1 sei.
Wegen l ≡ 3(mod 4) liefert das quadratische Reziprozita¨tsgesetz (s. [Lor93,
7.8, S. 136]). (
3
l
)
= −
(
l
3
)
= −1. (2.9)
Wegen des Euler-Kriteriums (s. [Sch94, Satz 5, S. 204]) gilt:
3(l−1)/2 ≡
(
3
l
)
≡ −1(mod l). (2.10)
Aus l ≡ 3(mod 4) folgt, dass l−1
2
ungerade ist, d.h. q := 3(l−1)/2 ist Parameter
einer Ree-Gruppe. Damit ist alles gezeigt.

Somit ist jede Primzahl aus der Kongruenzklasse 7 (modulo 12) Teiler eines
geeigneten Ree-Gruppen-Parameters q + 1. Wir wollen aber noch mehr zei-
gen, na¨mlich dass beliebig hohe Potenzen von Primzahlen aus dieser Klasse
1Zur Bedeutung des Legendre-Symbols s. z.B. [Sch94, S. 204].
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Teiler von geeigneten Parametern q + 1 sind. Diesem Zweck dient der Rest
dieses Abschnitts.
Fu¨r l ∈ P und z ∈ N bezeichnen wir mit
νl(z)
den Exponenten der eindeutig bestimmten l-Potenz, die ein genauer Teiler
von z ist. Fu¨r z1, z2 ∈ N setzen wir
νl(
z1
z2
) := νl(z1)− νl(z2).
Wir nennen νl(z) bzw. νl(
z1
z2
) den l-Gehalt von z bzw. von z1
z2
.
Lemma 2.3.4 Seien l ∈ P, k ∈ N, k ≥ 2. Dann gilt fu¨r alle x ∈ N mit
1 ≤ x < k:
lk−x |
(
lk−1
x
)
. (2.11)
Beweis Man u¨berlegt sich zuna¨chst lk−1 ≥ k, daher ist der rechtsseitige
Term in allen Fa¨llen > 0. Es ist nun zu zeigen:
νl(
(
lk−1
x
)
) ≥ k − x. (2.12)
Es gilt: (
lk−1
x
)
=
lk−1
x
·
(
lk−1 − 1
x− 1
)
.
Offenbar hat
(
lk−1−1
x−1
)
einen l-Gehalt von mindestens 0. Daher gilt:
νl(
(
lk−1
x
)
) ≥ νl( l
k−1
x
) = (k − 1)− νl(x).
Es ist evident, dass νl(x) ≤ x−1. Daraus folgt die Relation (2.12) und damit
die Behauptung des Lemmas.

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Lemma 2.3.5 Seien l ∈ P, k ∈ N, k ≥ 2. Dann gilt:
lk |
(
lk−1
i
)
· llk−1−i (2.13)
fu¨r alle i ∈ N mit 1 ≤ i < lk−1.
Beweis Die Behauptung des Lemmas ist wegen(
lk−1
i
)
=
(
lk−1
lk−1 − i
)
a¨quivalent zu
lk |
(
lk−1
x
)
· lx
fu¨r 1 ≤ x < lk−1. Dies ist a¨quivalent zu
lk−x |
(
lk−1
x
)
fu¨r 1 ≤ x < k, also zur Behauptung von Lemma 2.3.4.

Lemma 2.3.6 Sei l eine ungerade Primzahl und x ∈ Z mit x ≡ −1(mod l).
Dann gilt fu¨r alle k ∈ N:
xl
k−1 ≡ −1(mod lk).
Beweis Die Behauptung ist klar fu¨r k = 1, sei also ab jetzt k ≥ 2 vor-
ausgesetzt. Es gilt x = nl − 1 fu¨r ein geeignetes n ∈ Z. Fu¨r n = 0 ist die
Behauptung klar, es gelte also n 6= 0. Aufgrund der binomischen Formel folgt
xl
k−1
= (nl − 1)lk−1 =
lk−1∑
i=0
(
lk−1
i
)
(nl)l
k−1−i(−1)i. (2.14)
Wegen Lemma 2.3.5 ist jeder Summand von (2.14) durch lk teilbar, mit
Ausnahme des zu dem Fall i = lk−1 geho¨renden Summanden. Es gilt also
xl
k−1 ≡ (−1)lk−1(mod lk). Da l und somit auch lk−1 ungerade ist, folgt die
Behauptung.

Wir erhalten nun folgendes Resultat.
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Bemerkung 2.3.7 Sei l eine Primzahl mit l ≡ 7(mod 12). Dann gilt fu¨r
alle k ∈ N:
3((l−1)/2)·l
k−1 ≡ −1(mod lk).
Insbesondere gibt es einen geeigneten von l und k abha¨ngigen Parameter q
einer Ree-Gruppe, so dass lk ein Teiler von q + 1 ist.
Beweis Die Behauptung folgt aus Lemma 2.3.3 kombiniert mit Lemma 2.3.6.
Wegen der Voraussetzung an l ist sowohl l−1
2
als auch lk−1 ungerade. Somit
ist q := 3((l−1)/2)·l
k−1
der Parameter einer Ree-Gruppe.

Da 7 und 12 teilerfremd sind, gibt es aufgrund des Dirichletschen Primzahl-
satzes (s. [Neu92, (5.14), S. 490]) eine unendliche Menge von Primzahlen,
die die Voraussetzung von Bemerkung 2.3.7 erfu¨llen. Alle diese Primzah-
len teilen also in beliebig hohen Potenzen q + 1 fu¨r geeignete Parameter q
von Ree-Gruppen. Wegen Satz 2.1.1 kommen also beliebig hohe Primzahlpo-
tenzen als Elementarteileranteile von Ree-Unital-Inzidenzmatrizen in Frage.
Dies macht die Klassifikation der l-Anteile der Elementarteiler fu¨r ungerade
l ∈ P im Allgemeinen schwieriger als fu¨r l = 2.
Kapitel 3
Ein darstellungstheoretischer
Zugang
In diesem Kapitel werden Methoden aus der Darstellungstheorie verwendet,
um Informationen u¨ber die Elementarteiler der Inzidenzmatrix, d.h. u¨ber die
Struktur des Z-Moduls M/N , zu gewinnen.
In Abschnitt 3.1 wird zuna¨chst an die Lokalisierungen Z(l) von Z nach den
Primzahlen l erinnert, und wir zeigen, wie man M und seine Untermoduln
auch als Z(l)-Moduln auffassen kann.
Abschnitt 3.2 entha¨lt einige modultheoretische Hilfssa¨tze, welche wir spa¨ter
beno¨tigen werden.
Abschnitt 3.3 befasst sich mit den 2-Anteilen der Elementarteiler. Hier zeigen
wir, dass die Anzahl der Komponenten Z/4Z in M0/N0 mit der F2-Dimension
eines geeigneten, mit Hilfe von Z(2)-Moduln definierten, F2G-Moduls u¨ber-
einstimmt. Fu¨r den letzteren werden wir mit Methoden aus der Darstellungs-
theorie mo¨gliche Sockelreihen angeben, so dass wir die Anzahl der denkbaren
F2-Dimensionen auf drei Mo¨glichkeiten reduzieren ko¨nnen.
In Abschnitt 3.4 machen wir analoge Untersuchungen fu¨r die in Frage kom-
menden ungeraden Komponenten von M0/N0.
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3.1 Lokalisierungen von Z nach Primzahlen
Mit Z(l) bezeichnen wir die Lokalisierung von Z nach l ∈ P, d.h.
Z(l) = {a
b
| a, b ∈ Z, l - b}. (3.1)
Z(l) ist ein Unterring von Q. Er ist ein lokaler Ring mit Einheitengruppe
Z∗(l) = {
a
b
| a, b ∈ Z, l - b und l - a} (3.2)
und einzigem maximalem Ideal
Z(l) \ Z∗(l) = {
a
b
| a, b ∈ Z, l - b und l | a} = lZ(l). (3.3)
Alle im vorherigen Kapitel betrachteten Moduln sind Untermoduln des
Z-ModulsM = Zq3+1. Da Z ein Unterring von Z(l) ist, ko¨nnen wir jeden dieser
Moduln auch als Z(l)-Modul auffassen. Dies wollen wir wie folgt pra¨zisieren:
Notation 3.1.1 Seien l ∈ P und U ein Untermodul des Z-Moduls M =
Zq3+1. Setze
Uˆ := 〈U〉Z(l) = {
m∑
i=1
ziui | m ∈ N, zi ∈ Z(l), ui ∈ U}. (3.4)
Uˆ ist also der von U (aufgefasst als Teilmenge von Zq
3+1
(l) ) erzeugte
Z(l)-Untermodul von Zq
3+1
(l) .
Mit dieser Notation gilt insbesondere: Mˆ = Zq
3+1
(l) .
Offenbar ha¨ngt die Bedeutung der Notation 3.1.1 von der Primzahl l ab. Wir
werden diese Notation daher nur verwenden wenn klar ist, welche Primzahl
gemeint ist.
3.2 Einige modultheoretische Hilfssa¨tze
Ziel dieses Abschnitts ist es, einige Hilfssa¨tze u¨ber geeignete Sektionen der Z-
bzw. Z(l)-Moduln M bzw. Mˆ aufzustellen. Diese Hilfssa¨tze werden in spa¨te-
ren Abschnitten dazu gebraucht, um Aussagen u¨ber die Struktur derjenigen
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FlG-Moduln zu machen, deren Dimension auf die l-Anteile der Elementar-
teiler schließen la¨sst.
Fu¨r den Rest dieses Abschnitts sei, sofern nicht explizit etwas anderes erwa¨hnt
wird, l ∈ P und k ∈ N derart, dass lk || q + 1. Wir setzen zusa¨tzlich noch
k ≥ 2 voraus, da die Elementarteilerfrage im Fall k ∈ {0, 1} bereits durch
Satz 1.4.1 gekla¨rt ist.
Der in diesem Abschnitt eingeschlagene Weg ist motiviert durch den Fall
l = 2 (und daher k = 2). Diesen Fall sollte man bei den folgenden Betrach-
tungen immer vor Augen haben. Dennoch bemu¨hen wir uns um gro¨ßtmo¨gli-
che Allgemeinheit der Darstellung.
Wir beginnen mit einigen Lemmata, die uns zeigen, welches die im Hinblick
auf die urspru¨ngliche Fragestellung interessanten Moduln sind.
Lemma 3.2.1 Sei G ein endlicher Z-Modul vom Exponenten d ∈ N. Sei H
ein Untermodul von G mit der Eigenschaft G/H ∼= Z/dZ.
Dann gilt: G ∼= (Z/dZ)⊕H.
Beweis Wegen G/H ∼= Z/dZ existiert ein g ∈ G mit d · g ∈ H und k · g /∈ H
fu¨r k ∈ {1, . . . , d− 1}. Da d der Exponent von G ist, folgt d · g = 0.
Somit gilt 〈g〉Z ∩H = {0}, sowie 〈g〉Z ∼= Z/dZ.
Aus Ordnungsgru¨nden folgt nun G = 〈g〉Z ⊕H, und damit die Behauptung.

Mit Blick auf Lemma 2.1.3 und das Diagramm auf S. 27 erha¨lt man also:
Korollar 3.2.2 M/N ∼= (Z/(q + 1)Z)⊕M0/N0.
Fu¨r den Spezialfall k = 2 ergibt sich:
Korollar 3.2.3 Es gelte k = 2. Dann gilt:
(a) Die Anzahl der Komponenten (Z/l2Z) von M0/N0 ist vq(l, l2)− 1.
(b) Die Anzahl der Komponenten (Z/lZ) von lM0/(lM0 ∩N0) ist
vq(l, l
2)− 1.
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Beweis
(a) folgt mit Lemma 2.1.3.
(b) folgt aus (a) in Verbindung mit Lemma 2.2.11.
Ziel wird also – zumindest im Spezialfall k = 2 – sein, Aussagen u¨ber den in
(b) genannten Modul zu gewinnen. 
Folgendes Lemma wird sich als nu¨tzlich erweisen:
Lemma 3.2.4 Sei R ein kommutativer Ring mit 1. Sei A ein torsionsfreier
R-Modul, B ein Untermodul von A und t ∈ R \ {0}. Dann gelten:
(a) Die Abbildung x 7−→ tx ist ein injektiver Modulhomomorphismus von
A in sich.
(b) Die Abbildung x+B 7−→ tx+tB ist ein Modulisomorphismus von A/B
nach tA/tB.
Beweis
Zu (a): Die Homomorphismuseigenschaft ist klar. Die Injektivita¨t ergibt sich
gerade aus der Torsionsfreiheit von A.
Zu (b): Wohldefiniertheit, Homomorphismuseigenschaft und Surjektivita¨t sind
klar. Die Injektivita¨t ergibt sich aus der Injektivita¨t der unter (a) genannten
Abbildung.

Da M und Mˆ freie (insbesondere torsionsfreie) Z- bzw. Z(l)-Moduln sind,
und sich Torsionsfreiheit auf Untermoduln vererbt, ko¨nnen wir Lemma 3.2.4
(b) auf die uns interessierenden Faktormoduln anwenden.
Wir stellen nun einige nu¨tzliche Aussagen u¨ber interessante Z-Faktormoduln
und deren Verhalten beim U¨bergang zu Z(l)-Moduln zusammen.
Lemma 3.2.5 Sei l ∈ N. Es gelten die folgenden Isomorphien abelscher
Gruppen:
(a) M/lM ∼= (Z/lZ)q3+1.
(b) Fu¨r alle i ∈ N0 gilt: liM/li+1M ∼= M/lM .
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(c) M0/lM0 ∼= (Z/lZ)q3.
(d) Fu¨r alle i ∈ N0 gilt: liM0/li+1M0 ∼= M0/lM0.
(e) Fu¨r alle i ∈ N0 gilt: liM/li+1M ∼= liMˆ/li+1Mˆ .
(f) Fu¨r alle i ∈ N0 gilt: liM0/li+1M0 ∼= liMˆ0/li+1Mˆ0.
(g) N/(lM ∩N) ∼= Nˆ/(lMˆ ∩ Nˆ).
(h) N0/(lM0 ∩N0) ∼= Nˆ0/(lMˆ0 ∩ Nˆ0).
(i) Mˆ0/(lMˆ0 + Nˆ0) ∼= lMˆ0/l(lMˆ0 + Nˆ0).
Beweis
Zu (a) und (c): Dies folgt aus M ∼= Zq3+1 bzw. M0 ∼= Zq3 .
Zu (b), (d) und (i): Folgt aus Lemma 3.2.4.
Zu (e): Man betrachte die Abbildung
ψ : liM/li+1M −→ liMˆ/li+1Mˆ, (3.5)
definiert durch
lim + li+1M
ψ7−→ lim + li+1Mˆ fu¨r m ∈M. (3.6)
ψ ist offenbar wohldefiniert und ein Homomorphismus von abelschen Grup-
pen. Kern(ψ) sind genau die Restklassen derjenigen Elemente lim ∈ liM , fu¨r
die m ∈ lMˆ gilt. Das bedeutet aber, dass schon m ∈ lM gilt, d.h. Kern(ψ)
ist trivial, ψ somit injektiv.
Die Surjektivita¨t von ψ sieht man daran, dass jedes Element von Mˆ/lMˆ einen
Repra¨sentanten in M hat. Man nehme etwa einen beliebigen Repra¨sentanten
und multipliziere ihn mit einem gemeinsamen Vielfachen der Nenner aller
Eintra¨ge.
Zu (f), (g) und (h): Analog zu (e).

Es folgen einige nu¨tzliche Aussagen u¨ber die betrachteten Z-Moduln.
Lemma 3.2.6 In den Zerlegungen von lM0/(lM0∩N0) bzw. lMˆ0/(lMˆ0∩Nˆ0)
in direkte Produkte zyklischer Gruppen tritt die Komponente Z/lZ gleich oft
auf.
Im Fall k = 2 gilt insbesondere: Die genannte Anzahl ist vq(l, l
2)− 1.
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Beweis Die Bemerkung fu¨r den Spezialfall k = 2 folgt aus der ersten Be-
hauptung zusammen mit Korollar 3.2.3 (b).
Wir kommen nun zum Beweis der ersten Behauptung:
Es gibt einen surjektiven Gruppenhomomorphismus
ϕ : lM0/(lM0 ∩N0) −→ lMˆ0/(lMˆ0 ∩ Nˆ0), definiert durch
lm + (lM0 ∩N0) 7−→ lm + (lMˆ0 ∩ Nˆ0) (3.7)
fu¨r m ∈M0. Es ist klar, dass eine Komponente Z/lZ entweder auf 0 oder auf
Z/lZ abgebildet wird.
Sei also lm ein Repra¨sentant einer Klasse aus Kern(ϕ). Somit gilt lm ∈ lMˆ0∩
Nˆ0. Dieser Modul hat ein endliches Z(l)-Erzeugendensystem {b1, · · · , br} ⊆
lM0∩N0, denn lM0∩N0 ist endlich erzeugt, und jedes Z-Erzeugendensystem
von lM0 ∩ N0 ist Z(l)-Erzeugendensystem von lMˆ0 ∩ Nˆ0. Somit hat lm eine
Darstellung
lm =
r∑
i=1
zi
ni
· bi, (3.8)
mit zi, ni ∈ Z, l - ni.
Setze u :=
∏r
i=1 ni. Wegen (3.8) gilt u · lm ∈ lM0 ∩ N0. Wegen l - u hat
lm+ (lM0 ∩N0) eine nicht von l geteilte Ordnung. Somit ist keine der Kom-
ponenten Z/lZ im Kern von ϕ, woraus die Behauptung folgt.

Lemma 3.2.7 Es gilt: lkMˆ0 ⊆ lk−1Mˆ0 ∩ Nˆ0.
Beweis Es genu¨gt, lkMˆ0 ⊆ Nˆ0 zu zeigen.
Fu¨r den Parameter q der Ree-Gruppe gilt
q + 1 = lk · u, (3.9)
mit l - u ∈ N. Wegen (3.2) ist u eine Einheit in Z(l). Daher gilt: lkMˆ0 =
lk · uMˆ0 = (q + 1)Mˆ0 ⊆ Nˆ0, wobei die Teilmengenbeziehung aus Satz 2.1.1
folgt.

Bemerkung Es ist zu beachten, dass die Aussagen von Lemma 3.2.7 sowie
den nun folgenden Korollaren fu¨r die entsprechenden Z-Moduln i.A. falsch
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sind.
Wegen (lk−1Mˆ0 ∩ Nˆ0) ⊆ lk−1Mˆ0 sowie Lemma 3.2.5 (c), (d) und (f) folgt aus
Lemma 3.2.7 sofort:
Korollar 3.2.8 Der Modul lk−1Mˆ0/(lk−1Mˆ0 ∩ Nˆ0) ist ein Faktormodul von
lk−1Mˆ0/lkMˆ0 ∼= (Z/lZ)q3. Als Gruppe ist lk−1Mˆ0/(lk−1Mˆ0∩ Nˆ0) also elemen-
tar-abelsch, d.h ein Fl-Vektorraum.
Als Folgerung ergibt sich:
Korollar 3.2.9 Der Modul (lk−1Mˆ0 + Nˆ0)/(lk−1Mˆ0 ∩ Nˆ0) ist eine abelsche
Gruppe, deren Exponent ein Teiler von lk−1 ist.
Im Fall k = 2 ist dieser Modul also elementar-abelsch.
Beweis Es gilt
(lk−1Mˆ0 + Nˆ0)/(lk−1Mˆ0 ∩ Nˆ0) ∼= lk−1Mˆ0/(lk−1Mˆ0 ∩ Nˆ0)⊕ Nˆ0/(lk−1Mˆ0 ∩ Nˆ0).
Der rechtsseitige Summand wird trivialerweise von lk−1 annulliert. Der links-
seitige Summand wird wegen Korollar 3.2.8 von l annulliert. Insgesamt folgt
die Behauptung.

Eine unmittelbare Folgerung aus Korollar 3.2.9 ist
Korollar 3.2.10 Es gilt: lk−1(lk−1Mˆ0 + Nˆ0) ⊆ lk−1Mˆ0 ∩ Nˆ0.
Insbesondere ist lk−1Mˆ0/(lk−1Mˆ0 ∩ Nˆ0) ein Faktormodul von
lk−1Mˆ0/lk−1(lk−1Mˆ0+Nˆ0), und (lk−1Mˆ0+Nˆ0)/(lk−1Mˆ0∩Nˆ0) ein Faktormodul
von (lk−1Mˆ0 + Nˆ0)/lk−1(lk−1Mˆ0 + Nˆ0).
Beweis Die erste Behauptung ergibt sich mit Korollar 3.2.9. Die weiteren
Behauptungen ergeben sich aus dem folgenden Diagramm.
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• Mˆ0
• lk−1Mˆ0 + Nˆ0
• •lk−1Mˆ0 Nˆ0
• lk−1Mˆ0 ∩ Nˆ0
• lk−1(lk−1Mˆ0 + Nˆ0)
 
 
 
 
@
@
@
@
@
@
@
@
 
 
 
 
(3.10)

Lemma 3.2.11 Die Komposition der Abbildungen
N0
ι−→ N pi−→ N/(lM ∩N) (3.11)
(wobei ι die Inklusion und pi die natu¨rliche Projektion sei) ist surjektiv. Es
gilt also insbesondere:
N0/(lM0 ∩N0) ∼= N/(lM ∩N). (3.12)
Beweis Es ist zu zeigen, dass jedes Element von N/(lM ∩ N) einen Re-
pra¨sentanten aus N0 entha¨lt. Da N von G erzeugt wird, genu¨gt es, dies fu¨r
die Elemente der Form g + (lM ∩N), g ∈ G, zu zeigen.
Wegen Satz 2.1.1 liegt (q + 1)p in N , wobei p ∈ P beliebig ist. Da q + 1
durch l teilbar ist, gilt also (q + 1)p ∈ lM ∩ N . Somit liegt g − (q + 1)p in
der gleichen Restklasse von N/(lM ∩ N) wie g. Die Behauptung folgt nun
aus g− (q + 1)p ∈ N0, was mit Satz 2.1.1 und deg(g) = q + 1 klar ist.
Die Behauptung (3.12) folgt mit dem Homomorphiesatz wegen
Kern(pi ◦ ι) = N0 ∩ lM ∩N = lM0 ∩N0.

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3.3 Charakteristik 2
Wir werden in diesem Abschnitt versuchen, Aussagen u¨ber die Anzahl der
Komponenten Z/2Z in 2M0/(2M0 ∩ N0) zu gewinnen. Es wird sich heraus-
stellen, dass diese Anzahl die F2-Dimension eines geeigneten F2G-Moduls ist.
Das Hauptergebnis dieses Abschnitts wird sein, dass wir die Anzahl der in
Frage kommenden Dimensionen auf drei Mo¨glichkeiten reduzieren.
Wir geben nun die Sockelreihen einiger Moduln an. Die Notation ist dabei
wie in [LM80], wobei wir 1 := ϕ1 setzen, da ϕ1 der triviale F2G- bzw. F4G-
Modul ist.
Mit Hilfe der Charaktertafeln von G aus [War66] und der Zerlegungsmatrix
aus [LM80] kann man die entsprechenden Brauercharaktere ermitteln. Es
folgt mit [HB82, Th. 2.6, S. 31], dass F4 der eindeutig bestimmte minimale
Zerfa¨llungsko¨rper von G in Charakteristik 2 ist. Daher gibt es im Hauptblock
genau die einfachen F4G-Moduln ϕi mit i ∈ {1, 2, 3, 4, 5}. Durch Berechnen
der irreduziblen Brauer-Charaktere modulo 2 erkennt man, dass ϕ1, ϕ2 und
ϕ3 bereits u¨ber F2 existieren (daher betrachten wir sie ab jetzt als F2G-
Moduln), ϕ4 und ϕ5 jedoch nicht. Wegen [HB82, Th. 1.18, S. 21] existiert ein
einfacher F2G-Modul dessen F2-Dimension die Summe der F4-Dimensionen
(d.h. Charaktergrade) von ϕ4 und ϕ5 ist. Wir bezeichnen diesen F2G-Modul
mit ϕ4ϕ5.
Bemerkung 3.3.1 Es gilt:
(a) Der F2G-Modul M/2M hat die Sockelreihe
M/2M ∼=
1
ϕ2
ϕ4ϕ5 ⊕ ϕ3
ϕ2
1
. (3.13)
(b) Der F2G-Modul (2M +N)/2M hat die Sockelreihe
(2M +N)/2M ∼=
ϕ3
ϕ2
1
. (3.14)
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Beweis
Zu (a): Sei PP der F2G-Permutationsmodul auf den Punkten von U . Gema¨ß
[LM80, Prop. 3.8(b)] hat PP die Sockelreihe (3.13). Als F2G-Moduln gilt aber
PP ∼= M/2M , woraus die Behauptung folgt.
Zu (b): Wir verwenden Argumente aus dem Beweis von [His97, Theorem].
Sei PG der F2G-Permutationsmodul auf den Geraden von U , und PP wie
oben. Betrachte nun den F2G-Homomorphismus f : PG −→ PP , definiert
durch
γ
f7−→
∑
x∈γ
x (3.15)
fu¨r γ ∈ G. Im Beweis von [His97, Theorem] wird gezeigt, dass Bild(f) die
Sockelreihe (3.14) hat. Es ist klar, dass M/2M ⊇ Bild(f) = (2M + N)/2M
als F2G-Moduln. Insgesamt folgt die Behauptung.

Im Folgenden benutzen wir diese Sockelreihen, um Informationen u¨ber den
F2G-Modul 2Mˆ0/(2Mˆ0∩ Nˆ0) zu gewinnen. Seine F2-Dimension stimmt offen-
bar mit seiner Komponentenanzahl Z/2Z u¨berein. (Hierbei wird 2Mˆ0/(2Mˆ0∩
Nˆ0) sowohl als F2G-Modul als auch als abelsche Gruppe aufgefasst.)
Als einfache Folgerung ergibt sich:
Korollar 3.3.2 Es gilt:
N0/(2M0 ∩N0) ∼=
ϕ3
ϕ2
1
. (3.16)
Beweis Behauptung (3.12) liefert N0/(2M0 ∩N0) ∼= N/(2M ∩N). Aus dem
1. Isomorphiesatz folgt N/(2M ∩N) ∼= (2M+N)/2M . Die Behauptung folgt
nun aus Bemerkung 3.3.1(b).

Wir kommen nun zur Hauptaussage dieses Abschnitts.
Satz 3.3.3 Es gilt:
2Mˆ0/2(2Mˆ0 + Nˆ0) ∼= ϕ2ϕ4ϕ5 . (3.17)
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Beweis Wegen Lemma 3.2.5 (i) gilt 2Mˆ0/2(2Mˆ0 + Nˆ0) ∼= Mˆ0/(2Mˆ0 + Nˆ0).
Wegen des 2. Isomorphiesatzes gilt
Mˆ0/(2Mˆ0 + Nˆ0) ∼= (Mˆ0/2Mˆ0)/((2Mˆ0 + Nˆ0)/2Mˆ0). (3.18)
Aus Bemerkung 3.3.1(a) und Lemma 3.2.5 (c) und (f) folgt
Mˆ0/2Mˆ0 ∼=
ϕ2
ϕ4ϕ5 ⊕ ϕ3
ϕ2
1
. (3.19)
Die Behauptung ergibt sich nun aus (3.18) in Verbindung mit Korollar 3.3.2,
Lemma 3.2.5 (h) und der Tatsache, dass gema¨ß dem 1. Isomorphiesatz
Nˆ0/(2Mˆ0 ∩ Nˆ0) ∼= (2Mˆ0 + Nˆ0)/2Mˆ0 gilt.

Eine direkte Folgerung aus Satz 3.3.3 ist:
Korollar 3.3.4 Es gilt:
(a) 2Mˆ0/2(2Mˆ0 + Nˆ0) hat genau folgende drei Faktormoduln:
0, ϕ2 und
ϕ2
ϕ4ϕ5
.
(b) 2Mˆ0/(2Mˆ0 ∩ Nˆ0) ist isomorph zu einem der unter (a) genannten Fak-
tormoduln.
Beweis
(a) ist klar mit Satz 3.3.3.
(b) ergibt sich aus (a) mit Korollar 3.2.10.

Als Hauptergebnis dieses Abschnittes halten wir fest:
Korollar 3.3.5 Es gilt:
vq(2, 4)− 1 ∈ {0, q2 − q, (q2 − q) + q0(q − 1)(q − 3q0 + 1)}. (3.20)
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Beweis Dies ergibt sich aus Korollar 3.3.4 in Verbindung mit Korollar 3.2.3
(b), Lemma 3.2.5 (h), Lemma 3.2.6 und [LM80, Th. 3.9]. In letzterem werden
die Grade der Charaktere ϕ2, ϕ3, ϕ4 und ϕ5 angegeben. Es gilt:
deg(ϕ2) = q
2 − q (3.21)
und
deg(ϕ4) = deg(ϕ5) =
1
2
q0(q − 1)(q − 3q0 + 1), (3.22)
woraus die Behauptung folgt.

3.4 Ungerade Charakteristik
In diesem Abschnitt wenden wir die Methoden des vorherigen Abschnitts
auf ungerade Primzahlen an. Leider genu¨gen diese Methoden nur im Fall
l2 || q + 1 zur Erzielung brauchbarer Ergebnisse.
Fu¨r den gesamten Abschnitt sei l eine ungerade Primzahl und k ∈ N mit
lk || q+ 1. Wir setzen noch k ≥ 2 voraus, da fu¨r k ∈ {0, 1} die Elementartei-
lerfrage durch Satz 1.4.1 gekla¨rt ist.
Es gilt im gesamten Abschnitt die Notation 3.1.1 mit der Primzahl l.
3.4.1 Allgemeines
Wir geben ein Analogon zu Bemerkung 3.3.1 an. Die Notation ist dabei ana-
log zu [His97, Abschnitt 2], d.h.
• K ist ein Ko¨rper der Charakteristik l,
• L ist ein einfacher KG-Modul der K-Dimension 1
2
q0(q − 1)(q + 3q0 + 1),
• L∗ ist der zu L duale KG-Modul,
• S ist ein einfacher KG-Modul der K-Dimension q3−q0(q2−1)−q2 +q−1.
An dieser Stelle weisen wir darauf hin, dass die Moduln L bzw. S in [His97]
mit M bzw. N bezeichnet werden. Um Verwechslungen zu vermeiden, haben
wir andere Bezeichnungen gewa¨hlt.
Bemerkung 3.4.1 Es gilt:
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(a) Der FlG-Modul M/lM hat die Sockelreihe
M/lM ∼=
1
L
S
L∗
1
. (3.23)
(b) Der FlG-Modul (lM +N)/lM hat die Sockelreihe
(lM +N)/lM ∼=
S
L∗
1
. (3.24)
Beweis Siehe [His97, Abschnitt 2].

Wir sind nunmehr in der Lage, Analoga zu den Aussagen 3.3.2 und 3.3.3
anzugeben. Die Beweise funktionieren wieder analog zu Abschnitt 3.3. Wir
lassen sie daher weg.
Korollar 3.4.2 Es gilt:
N0/(lM0 ∩N0) ∼=
S
L∗
1
. (3.25)
Bemerkung 3.4.3 Es gilt:
lMˆ0/l(lMˆ0 + Nˆ0) ∼= L . (3.26)
Von der Aussage 3.3.4 ko¨nnen wir nur (a) ohne Schwierigkeiten auf die ak-
tuelle Situation u¨bertragen. Der Beweis der Aussage (b) funktioniert nur im
Fall k = 2.
Korollar 3.4.4 Es gilt:
(a) lMˆ0/l(lMˆ0 + Nˆ0) hat genau die beiden Faktormoduln 0 und L.
(b) Im Fall k = 2 gilt: lMˆ0/(lMˆ0 ∩ Nˆ0) ist isomorph zu einem der unter
(a) genannten Faktormoduln.
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3.4.2 Der Fall k = 2
Hier ko¨nnen wir ein Analogon zu Korollar 3.3.5 formulieren.
Korollar 3.4.5 Im Fall k = 2 gilt:
vq(l, l
2)− 1 ∈ {0, 1
2
q0(q − 1)(q + 3q0 + 1)}. (3.27)
Beweis Analog zum Beweis von Korollar 3.3.5. Fu¨r die Dimension des Fl-
Moduls L verweisen wir auf die Bemerkungen zu Beginn des Unterabschnitts
3.4.1.

Kapitel 4
Ein Funktionenko¨rper zur
Ree-Gruppe
Dieses Kapitel befasst sich mit einem Funktionenko¨rper u¨ber Fq, dessen Fq-
Automorphismengruppe isomorph zur Ree-Gruppe R(q) ist.
In Abschnitt 4.1 wird dieser Ko¨rper mit seinen Fq-rationalen Stellen vorge-
stellt. Außerdem wird der Stabilisator der Stelle P∞ durch explizite Angabe
der in ihm enthaltenen Fq-Automorphismen beschrieben.
Abschnitt 4.2 dient der Begru¨ndung, warum die Operation der Automor-
phismengruppe des Funktionenko¨rpers auf den Fq-rationalen Stellen mit der
Operation der Ree-Gruppe auf der Menge der Punkte des Ree-Unitals u¨ber-
einstimmt.
In Abschnitt 4.3 berechnen wir explizit die Operation der in Abschnitt 4.1
angegebenen Fq-Automorphismen auf der Menge der Fq-rationalen Stellen.
Da dies der Operation der Ree-Gruppe auf den Punkten des Ree-Unitals
entspricht (vgl. Abschnitt 4.2), ko¨nnen wir die Geraden u¨ber P∞ als Mengen
von rationalen Stellen angeben.
Abschnitt 4.4 entha¨lt einige Resultate u¨ber die zum Funktionenko¨rper geho¨r-
ende Divisorenklassengruppe. Dabei benutzen wir wieder Resultate aus der
Darstellungstheorie der Ree-Gruppe.
In Abschnitt 4.5 berechnen wir die Hauptdivisoren zu einigen Funktionen.
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In Abschnitt 4.6 stellen wir Zusammenha¨nge zwischen Hauptdivisoren und
dem Zeilenraum N der Inzidenzmatrix her.
4.1 Ein Funktionenko¨rper zur Ree-Gruppe
In diesem Abschnitt werden wir einen Funktionenko¨rper u¨ber Fq vorstellen,
dessen Automorphismengruppe isomorph zur Ree-Gruppe R(q) ist. Wir be-
nutzen dabei einige Ergebnisse aus [Ped92].
Definition 4.1.1 ([Ped92]) Seien n ∈ N0, q := 32n+1, q0 := 3n. Sei Fq(x)
der rationale Funktionenko¨rper in einer Variablen u¨ber Fq.
Wir definieren einen Funktionenko¨rper FR := Fq(x, y1, y2) durch die folgen-
den Gleichungen:
yq1 − y1 = xq0(xq − x), (4.1)
yq2 − y2 = xq0(yq1 − y1). (4.2)
Der Funktionenko¨rper Fq(x) hat genau die folgenden Fq-rationalen Stellen
(s. [Sti93, Prop. I.2.1, S. 9]):
• die zu den Primelementen x− λ geho¨renden Stellen Qλ, λ ∈ Fq,
• die zum Primelement 1/x geho¨rende Stelle Q∞.
Der folgende Satz ist fu¨r q ≥ 27 eine Zusammenfassung der Theoreme 1
und 2 aus [Ped92]. Im Fall q = 3 kann man alle Behauptungen explizit mit
MAGMA [BCP97] u¨berpru¨fen. Wir setzen
GR := Aut(FR/Fq).
Satz 4.1.2 ([Ped92])
(a) U¨ber Q∞ liegt genau eine Stelle P∞ von FR. Der zugeho¨rige Verzwei-
gungsindex ist e∞ = q2.
(b) [FR : Fq(x)] = q2.
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(c) FR hat genau die folgenden Fq-rationalen Stellen: P∞ sowie Pλ,µ,ρ mit
λ, µ, ρ ∈ Fq. Hierbei ist Pλ,µ,ρ die eindeutig bestimmte Stelle u¨ber Qλ,
welche die Funktionen x−λ, y1−µ und y2−ρ entha¨lt. Ein Primelement
von Pλ,µ,ρ ist x− λ.
Insbesondere ist q3 + 1 die Anzahl der Fq-rationalen Stellen von FR.
(d) Das Geschlecht von FR ist gR =
3
2
q0(q − 1)(q + q0 + 1).
(e) Im Fall q ≥ 27 ist die Automorphismengruppe GR isomorph zu R(q).
Fu¨r den Beweis von Satz 4.1.2 (b) und (c) sei noch folgendes Lemma zur
Erga¨nzung angefu¨hrt.
Lemma 4.1.3
(a) [Fq(x, y1) : Fq(x)] = q.
(b) [Fq(x, y1, y2) : Fq(x, y1)] = q.
(c) Das Polynom T q − T − xq0(xq − x) ∈ Fq(x)[T ] ist irreduzibel.
(d) Das Polynom T q − T − xq0(yq1 − y1) ∈ Fq(x, y1)[T ] ist irreduzibel.
Beweis (a) folgt unmittelbar aus [PS90, Theorem 1]. Dabei ist q0 <
√
q zu
beachten.
Klar ist: [Fq(x, y1, y2) : Fq(x, y1)] ≤ q. Somit gilt [Fq(x, y1, y2) : Fq(x)] ≤ q2.
Wegen Satz 4.1.2 (a) folgt Satz 4.1.2 (b). Damit folgt dann auch Lemma 4.1.3
(b).
Lemma 4.1.3 (c) und (d) folgen aus (a) bzw. (b). Wa¨ren die erwa¨hnten
Polynome na¨mlich reduzibel, dann ha¨tten die Minimalpolynome von y1 in
Fq(x)[T ] bzw. von y2 in Fq(x, y1)[T ] jeweils einen Grad < q. Dies steht im
Widerspruch zu (a) bzw. (b).
Satz 4.1.2 (c) folgt nun aus Lemma 4.1.3 (c) und (d) durch zweimalige An-
wendung von [Sti93, III.3.8, S. 80].

Pedersen gibt explizit einige Automorphismen an, die die Stelle P∞ fixieren.
Lemma 4.1.4 ([Ped92]) Sei GR(P∞) := {ψα,β,γ,δ|α ∈ F∗q, β, γ, δ ∈ Fq},
wobei ψα,β,γ,δ ∈ GR wie folgt definiert ist:
x 7−→ αx+β, (4.3)
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y1 7−→ αq0+1y1 +αβq0x+γ, (4.4)
y2 7−→ α2q0+1y2−αq0+1βq0y1 +αβ2q0x+ δ. (4.5)
Dann gilt:
(a) GR(P∞) ist eine Menge von Fq-Automorphismen von FR.
(b) GR(P∞) = StabGR(P∞).
Beweis Sei ψ := ψα,β,γ,δ. Fu¨r (a) muss man
ψ(y1)
q − ψ(y1) = ψ(x)q0(ψ(x)q − ψ(x))
und
ψ(y2)
q − ψ(y2) = ψ(x)q0(ψ(y1)q − ψ(y1))
nachrechnen. Fu¨r (b) ist zuna¨chst
v∞(ψ(1/x)) = v∞(1/ψ(x)) = −v∞(ψ(x)) > 0
zu zeigen. Dies liefert GR(P∞) ⊆ StabGR(P∞). Alle diese Rechnungen sind
nicht schwierig. Die Gleichheit folgt im Fall q ≥ 27 aus [Ped92, Lemma 3].
Der Beweis fu¨r den Fall q = 3 folgt weiter unten.

Im Artikel von Pedersen [Ped92] wird der Fall q = 3 nicht betrachtet. Der
Rest dieses Abschnittes dient zwei Zwecken. Zum Einen wird die Gruppen-
struktur von GR(P∞) na¨her beleuchtet werden, zum Anderen wird gezeigt,
dass die wesentlichen Ergebnisse aus [Ped92] auch im Fall q = 3 gu¨ltig sind.
Bemerkung 4.1.5
(a) ψα,β,γ,δ = ψα′,β′,γ′,δ′ ⇐⇒ (α, β, γ, δ) = (α′, β′, γ′, δ′).
(b) ψ1,0,0,0 = idFR.
Beweis Ergibt sich leicht aus den Formeln von Lemma 4.1.4.

Wir geben nun explizit die Gruppenstruktur von GR(P∞) an.
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Lemma 4.1.6 Die Menge GR(P∞) der Abbildungen ψα,β,γ,δ ist bzgl. Kom-
position von Abbildungen eine Gruppe der Ordnung (q − 1)q3. Es gilt:
ψα′,β′,γ′,δ′ ◦ ψα,β,γ,δ = ψα˜,β˜,γ˜,δ˜
mit
α˜ = αα′,
β˜ = αβ ′ + β,
γ˜ = αq0+1γ′ + αβq0β′ + γ,
δ˜ = α2q0+1δ′ − αq0+1βq0γ′ + αβ2q0β′ + δ.
Das neutrale Element ist
idFR = ψ1,0,0,0.
Das zu ψα,β,γ,δ inverse Element ist ψα,β,γ,δ mit
α = α−1,
β = −(α−1β),
γ = α−q0−1(βq0+1 − γ),
δ = −α−2q0−1(β2q0+1 + βq0γ + δ).
Beweis Die Behauptung u¨ber die Ma¨chtigkeit von GR(P∞) ist klar. Alle
anderen Behauptungen lassen sich mit Hilfe der Formeln aus Lemma 4.1.4
nachrechnen.

Im Folgenden bestimmen wir einige Untergruppen von GR(P∞).
Lemma 4.1.7 Sei q beliebig. Dann gilt:
(a) Die Menge
P := {ψ1,β,γ,δ | β, γ, δ ∈ Fq} ⊆ GR(P∞)
ist eine 3-Sylow-Untergruppe von GR(P∞).
(b) P ist normal in GR(P∞). Insbesondere ist P die einzige 3-Sylow-Untergruppe
von GR(P∞).
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(c) Das Zentrum von P ist
Z(P ) = {ψ1,0,0,δ | δ ∈ Fq}.
Insbesondere ist P nicht abelsch.
(d) Z(P ) ist eine elementar-abelsche Gruppe der Ordnung q.
(e) P operiert regula¨r auf der Menge {Pλ,µ,ρ | λ, µ, ρ ∈ Fq} von Fq-rationalen
Stellen.
Beweis Die Behauptungen (a) bis (d) folgen unter Beru¨cksichtigung der
Formeln aus Lemma 4.1.6, wobei die Sylowgruppen-Eigenschaft wegen |P | =
q3 gilt.
Die Aussage (e) folgt mit den Formeln aus Lemma 4.3.6.

Als na¨chstes zeigen wir wie in [Ped92], dass es einen Fq-Automorphismus von
FR gibt, der P∞ auf P0,0,0 abbildet.
Lemma 4.1.8 ([Ped92]) Es gibt eine Involution φ ∈ GR, die P∞ und P0,0,0
vertauscht.
Beweis Setze w6, w8, w9 und w10 wie in [Ped92, Appendix A]. Die Abbildung
φ wie im Beweis von [Ped92, Theorem 2] hat die gewu¨nschten Eigenschaften,
wie Pedersen fu¨r q ≥ 27 gezeigt hat. Fu¨r q = 3 hat es der Autor der vorlie-
genden Arbeit mit MAGMA nachgerechnet.
Achtung: In [Ped92, (A16)] sind zwei Druckfehler.
Richtig ist:
w7 = y1w
q0
2 − xwq03 − wq06 ,
sowie
wq7 − w7 = wq02 (yq1 − y1)− wq03 (xq − x).

Wir setzen nun G˜R := 〈φ,GR(P∞)〉. Außerdem bezeichnen wir die Menge
der Fq-rationalen Stellen von FR mit PFR/Fq . Es gilt also:
PFR/Fq = {Pλ,µ,ρ | λ, µ, ρ ∈ Fq} ∪ {P∞}.
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Lemma 4.1.9 Sei q beliebig. Dann gilt:
|G˜R| = q3(q3 + 1)(q − 1).
Beweis G˜R operiert wegen der Lemmata 4.1.7 (e) und 4.1.8 transitiv auf
PFR/Fq . Daher gilt
|G˜R| = |PFR/Fq | · |StabG˜R(P∞)| ≥ (q3 + 1) · |GR(P∞)| = q3(q3 + 1)(q − 1).
Andererseits operiert G˜R auf PFR/Fq × PFR/Fq . Es gilt offenbar
StabG˜R((P∞, P0,0,0)) = {ψα,0,0,0 | α ∈ F∗q} ∼= Cq−1.
Also folgt:
|G˜R| = |(P∞, P0,0,0)G˜R | · |StabG˜R((P∞, P0,0,0))| ≤ q3(q3 + 1)(q − 1).
Insgesamt folgt die Behauptung.

Aus dem Beweis des vorangegangenen Lemmas ist unmittelbar ersichtlich:
Korollar 4.1.10 Sei q beliebig. Dann gilt:
G˜R operiert 2-fach transitiv auf PFR/Fq .
Wir erhalten nun, dass G˜R isomorph zu einer Ree-Gruppe ist.
Lemma 4.1.11 ([Ped92]) Sei q beliebig. Dann gilt:
G˜R ∼= R(q).
Beweis Der Beweis funktioniert analog zum entsprechenden Teil des Bewei-
ses von [Ped92, Theorem 2].
Wegen Korollar 4.1.10 und der Tatsache, dass der Stabilisator des Paares
(P∞, P0,0,0) zyklisch ist, du¨rfen wir die Ergebnisse des Artikels [KOS72] auf
G˜R anwenden. Die Behauptung ergibt sich aus Ordnungsgru¨nden.

Lemma 4.1.12 Sei q = 3. Dann gilt:
GR ∼= PΓL(2, 8) ∼= R(3).
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Beweis Laut einer perso¨nlichen Mitteilung [Hes08] von Prof. Dr. Florian
Heß (Technische Universita¨t Berlin) konnte dieser das behauptete Resultat
mit MAGMA [BCP97] berechnen. Der Autor der vorliegenden Arbeit dankt
ihm herzlich dafu¨r.

Mit Lemma 4.1.12 ko¨nnen wir den Beweis von Lemma 4.1.4 (b) auch fu¨r den
Fall q = 3 fu¨hren. Die Aussagen 4.1.9 bis 4.1.11 werden hierbei nicht benutzt.
Beweis von Lemma 4.1.4 (b) im Fall q = 3 Da G˜R transitiv auf PFR/Fq
operiert, trifft das auch auf GR zu. Mit 4.1.12 liefert der Bahnensatz:
|StabGR(P∞)| = q3(q − 1).
Wegen GR(P∞) ⊆ StabGR(P∞) folgt die Behauptung.

Lemma 4.1.13 Sei q beliebig. Dann gilt:
G˜R = GR.
Beweis Die Teilmengenbeziehung G˜R ⊆ GR folgt aus Lemma 4.1.4 (a) in
Verbindung mit Lemma 4.1.8.
Da G˜R transitiv auf PFR/Fq operiert, trifft das auch auf GR zu. Daher gilt:
|GR| = |PFR/Fq | · |StabGR(P∞)| = (q3 + 1) · |GR(P∞)| = (q3 + 1) · q3(q − 1).
Daher gilt |G˜R| = |GR|, somit G˜R = GR.

4.2 Die A¨quivalenz der Operationen
Die Ree-Gruppe G operiert einerseits als Gruppe von Automorphismen des
Ree-Unitals durch Konjugation auf Syl3(G), d.h. auf der Menge der Punkte
des Ree-Unitals. Andererseits gilt nach den Ergebnissen des Abschnitts 4.1
G ∼= Aut(FR/Fq). Wir identifizieren G und Aut(FR/Fq) daher. Die Menge
der Fq-rationalen Stellen von FR sei mit PFR/Fq bezeichnet. Als Gruppe von
Automorphismen von FR/Fq operiert G in naheliegender Weise auf PFR/Fq .
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In diesem Abschnitt werden wir die A¨quivalenz der beiden Operationen nach-
weisen. Daher ko¨nnen wir PFR/Fq mit den Punkten des Unitals identifizieren,
und Aut(FR/Fq) mit der Gruppe G von Automorphismen des Unitals (d.h.
Aut(FR/Fq) operiert inzidenzerhaltend auf PFR/Fq). Die freie abelsche Grup-
pe u¨ber PFR/Fq ko¨nnen wir deswegen mit M identifizieren.
Fu¨r q ∈ Syl3(G) und σ ∈ G setzen wir
qσ := σ−1qσ ∈ Syl3(G). (4.6)
Fu¨r p ∈ PFR/Fq und σ ∈ G setzen wir
pσ := σ(p) ∈ PFR/Fq . (4.7)
Ziel dieses Abschnitts ist der Beweis der folgenden Aussage.
Bemerkung 4.2.1 Die Operationen (4.6) und (4.7) von G auf Syl3(G) bzw.
auf PFR/Fq sind a¨quivalent. Das bedeutet, es existiert eine Bijektion
ϕ : Syl3(G) −→ PFR/Fq
mit
ϕ(qσ) = (ϕ(q))σ
fu¨r alle q ∈ Syl3(G) und alle σ ∈ G.
Zum Beweis von Bemerkung 4.2.1 brauchen wir das folgende Lemma.
Lemma 4.2.2 GR(P∞) ist der G-Normalisator einer 3-Sylow-Untergruppe
von G. Letztere ist die eindeutig bestimmte 3-Sylow-Untergruppe von GR(P∞).
Wir nennen sie ∞P . Es gilt also:
StabG(P∞) = NG(∞P ) = StabG(∞P ). (4.8)
Beweis Lemma 4.1.7 (a) und (b). Aus Ordnungsgru¨nden ist jede 3-Sylow-
gruppe von GR(P∞) auch eine von GR = G.

Korollar 4.2.3 Die Operationen (4.6) und (4.7) sind beide transitiv.
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Beweis Die Transitivita¨t von (4.6) ist Satz 1.3.4 (e).
Die Transitivita¨t von (4.7) folgt aus den Ergebnissen des Abschnitts 4.1.

Beweis von Bemerkung 4.2.1 Beide Operationen sind transitiv und in-
duzieren auf gewissen einelementigen Mengen den gleichen Stabilisator
U := StabG(P∞) = NG(∞P ) = StabG(∞P ).
Somit sind beide Operationen a¨quivalent zur Operation von G durch Rechts-
multiplikation auf der Menge der Rechtsnebenklassen von U in G (s. bei-
spielsweise [KS04, 4.1.1, S. 78]).

Damit ist das Ziel dieses Abschnitts erreicht. Wir stellen daru¨ber hinaus
noch fest, dass die Stabilisatoren von einzelnen Punkten paarweise isomorph
zueinander sind.
Korollar 4.2.4 Fu¨r alle p ∈ PFR/Fq und alle q ∈ Syl3(G) gilt:
StabG(p) ∼= StabG(q) = NG(q) ∼= NG(∞P ).
Beweis Die Gleichheitsrelation ist klar.
Die rechte Isomorphierelation gilt, weil die 3-Sylow-Untergruppen paarweise
konjugiert sind, und Konjugation mit Normalisatorenbildung vertauscht.
Die linke Isomorphierelation folgt aus der A¨quivalenz und Transitivita¨t der
Operationen (4.7) und (4.6), unter Beru¨cksichtigung des bisher Bewiesenen.

4.3 Die explizite Konstruktion einiger Gera-
den
Unser na¨chstes Ziel ist, eine explizite Beschreibung von Geraden des Unitals
als Menge von Fq-rationalen Stellen von FR zu geben.
Wie in Satz 1.3.5 schon festgestellt, fixiert jede Involution der Ree-Gruppe
genau q + 1 Punkte des Unitals, welche zusammen eine Gerade bilden. Um
Geraden explizit als Menge von Fq-rationalen Stellen angeben zu ko¨nnen,
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mu¨ssen wir also Involutionen bestimmen und untersuchen, wie diese auf der
Menge der rationalen Stellen operieren.
Lemma 4.3.1 Sei ψα,β,γ,δ ∈ GR(P∞) eine Involution. Dann ist α das ein-
deutig bestimmte Element der Ordnung 2 in F∗q. Es gilt also:
α = −1 6= 1.
Beweis F∗q ist eine zyklische Gruppe der Ordnung q − 1. Wegen 2 | q − 1
existiert ein Element der Ordnung 2, wegen der Zyklizita¨t von F∗q ist dieses
eindeutig.
Sei nun ψ := ψα,β,γ,δ ∈ GR(P∞) eine Involution. Aus dieser Eigenschaft sowie
(4.3) folgt nun x = ψ(ψ(x)) = α(αx + β) + β = α2x+ αβ + β. Also
(1−α2)x = αβ+β. Wegen der Transzendenz von x u¨ber Fq folgt 1−α2 = 0,
also α2 = 1. Somit gilt fu¨r die Ordnung von α:
ord(α) ∈ {1, 2}. (4.9)
Wa¨re α = 1, so wu¨rde aus (4.3) bis (4.5) folgen: β = γ = δ = 0. Also
ψ = ψ1,0,0,0 = idFR , im Widerspruch zur Involutionseigenschaft von ψ. Somit
folgt ord(α) = 2.
Daher gilt α = −1. Da Fq die Charakteristik 3 hat, ist −1 6= 1.

Wir geben jetzt explizit alle Involutionen in GR(P∞) an.
Lemma 4.3.2 Die Involutionen von GR(P∞) sind genau die Elemente der
Menge
I := {ψ−1,β,−βq0+1,δ | β, δ ∈ Fq}. (4.10)
Beweis Sei ψ := ψα,β,γ,δ ∈ GR(P∞) eine Involution. Dann ist α = −1 nach
Lemma 4.3.1.
Außerdem gilt wegen der Involutionseigenschaft: y1 = ψ(ψ(y1)).
Es gilt wegen (4.4) und Lemma 4.3.1: ψ(y1) = α
q0+1y1 + αβ
q0x + γ =
y1 − βq0x+ γ.
Daraus folgt ψ(ψ(y1)) = ψ(y1)−βq0ψ(x)+γ = y1−βq0x+γ+βq0x−βq0+1+γ.
Wegen char(Fq) = 3 folgt γ + γ = −γ. Insgesamt folgt:
y1 = y1 − βq0+1 − γ, also γ = −βq0+1.
Damit ist gezeigt, dass jede Involution in GR(P∞) ein Element von I ist.
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Umgekehrt ist zu zeigen, dass die Elemente von I tatsa¨chlich Involutionen
sind. Sei also ψ := ψ−1,β,−βq0+1,δ mit β, δ ∈ Fq beliebig.
Wegen α 6= 1 ist ψ 6= idFR . Es bleibt zu zeigen:
ψ(ψ(x)) = x, analog fu¨r y1 und y2.
ψ(ψ(y1)) = y1 folgt aus der oben dargestellten Rechnung. Die beiden anderen
Behauptungen rechnet man analog nach, wobei wieder Lemma 4.3.1 sowie
char(Fq) = 3 zu beru¨cksichtigen sind.

Daraus ergibt sich sofort:
Bemerkung 4.3.3 Die Abbildung
(β, δ) 7−→ ψ−1,β,−βq0+1,δ =: τβ,δ (4.11)
ist eine Bijektion zwischen Fq × Fq und der Menge der Involutionen von
GR(P∞).
Wir geben jetzt an, wie eine beliebige Involution von GR(P∞) auf einer be-
liebigen Fq-rationalen Stelle operiert.
Lemma 4.3.4 Seien β, δ, λ, µ, ρ ∈ Fq. Dann gilt:
τβ,δ(Pλ,µ,ρ) = Pλ′,µ′,ρ′ (4.12)
mit
λ′ = β − λ, (4.13)
µ′ = µ− βq0+1 − βq0λ, (4.14)
ρ′ = δ − ρ− β2q0λ− βq0µ. (4.15)
Beweis Sei Pλ′,µ′,ρ′ das Bild von Pλ,µ,ρ unter τβ,δ. Es ist die eindeutig be-
stimmte Fq-rationale Stelle von FR, welche x−λ′, y1−µ′ und y2−ρ′ entha¨lt.
Wir werden nun λ′, µ′ und ρ′ bestimmen. Wir benutzen dazu mehrfach Lem-
ma 4.1.4.
τβ,δ(x− λ) = −x+ β − λ = −(x− (β − λ)). Somit gilt λ′ = β − λ.
τβ,δ(y1 − µ) = (−1)q0+1y1 − βq0x − βq0+1 − µ = y1 − βq0x − βq0+1 − µ. Da
x− λ′ = x− (β − λ) in der gleichen Stelle liegt, ko¨nnen wir βq0(x− (β − λ))
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zum letztgenannten Term, hinzuaddieren, um den x-Term zu eliminieren.
Dies liefert insgesamt, dass τβ,δ(y1 − µ) in der gleichen Stelle wie
y1 − (µ− βq0+1 − βq0λ)
liegt. Folglich gilt µ′ = µ− βq0+1 − βq0λ.
Wir bestimmen ρ′ analog, indem wir τβ,δ(y2 − ρ) ausrechnen. Die auftreten-
den x- und y1-Terme sind dabei durch Addition geeigneter Vielfacher von
x− λ′ bzw. y1 − µ′ zu eliminieren.

Korollar 4.3.5 Fu¨r alle β, δ ∈ Fq gilt:
(a) τβ,δ fixiert jede Stelle aus der folgenden Menge:
gβ,δ := {P−β,µ,βq0µ−β2q0+1−δ | µ ∈ Fq} ∪ {P∞}. (4.16)
(b) gβ,δ ist eine Gerade des Ree-Unitals.
(c) Die Menge aller Geraden des Ree-Unitals, die P∞ enthalten, ist
{gβ,δ | β, δ ∈ Fq}. (4.17)
Beweis (a) folgt aus Lemma 4.3.4.
(b) ergibt sich aus (a), da die Geraden des Ree-Unitals genau die Fixpunk-
temengen von Involutionen sind.
Da die Ma¨chtigkeit der Menge (4.17) genau q2 ist, ergibt sich (c) aus Lemma
1.3.2 (d).

Wir verallgemeinern nun Lemma 4.3.4, indem wir die Operation beliebiger
Elemente aus GR(P∞) auf beliebigen Fq-rationalen Stellen bestimmen. Die
Beweise lassen wir weg, da sie vo¨llig analog zu denen von Lemma 4.3.4 funk-
tionieren.
Lemma 4.3.6 Seien α ∈ F∗q und β, δ, λ, µ, ρ ∈ Fq. Dann gilt:
ψα,β,γ,δ(Pλ,µ,ρ) = Pλ′,µ′,ρ′ (4.18)
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mit
λ′ = α−1(λ− β), (4.19)
µ′ = (−α−q0−1)(γ − µ+ βq0(λ− β)), (4.20)
ρ′ = α−2q0−1(ρ− δ + β2q0λ− β2q0+1 − βq0γ + βq0µ). (4.21)
4.4 Die Divisorenklassengruppe
4.4.1 Allgemeines
Wir betrachten den Funktionenko¨rper FR/Fq aus Abschnitt 4.1. Weil FR
auch Fq-rationale Stellen besitzt, ist Fq schon der volle Konstantenko¨rper
von FR/Fq.
Mit PFR sei die Menge aller Stellen von FR bezeichnet. Fu¨r die folgenden
einfu¨hrenden Betrachtungen hinsichtlich Stellen, Divisoren und Bewertun-
gen verweisen wir auf [Sti93, Kap. I].
Die von den Stellen erzeugte freie abelsche Gruppe bezeichnen wir mit D und
nennen sie die Divisorengruppe von FR. Die Elemente von D heißen Divisoren.
Ein Divisor D ∈ D ist also eine formale Summe
D =
∑
P∈PFR
nPP, (4.22)
mit nP ∈ Z, und fu¨r fast alle P gilt nP = 0. Divisoren der Form D = P mit
P ∈ PFR heißen Primdivisoren.
Fu¨r einen Divisor der Form (4.22) nennen wir die ganze Zahl∑
P
nP · deg(P ) (4.23)
den Grad von D, abgeku¨rzt deg(D). In (4.23) ist mit deg(P ) der Grad des zu
P geho¨renden Restklassenko¨rpers u¨ber Fq gemeint. Dieser kleine Missbrauch
der Notation ist offensichtlich gerechtfertigt.
Es sei D0 := {D ∈ D | deg(D) = 0}. Offenbar ist D0 eine Untergruppe von D.
Jedem Element ω ∈ FR kann man den Divisor
(ω) :=
∑
P∈PFR
vP (ω)P (4.24)
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zuordnen, wobei vP die zu P geho¨rende Bewertung ist (vgl. [Sti93, I.1.11,
S. 5]). Divisoren der Form (4.24) heißen Hauptdivisoren. Die Menge aller
Hauptdivisoren bezeichnen wir mit H. Wegen (ω1) + (ω2) = (ω1ω2) und
−(ω1) = ( 1ω1 ) fu¨r alle ω1, ω2 ∈ FR \{0} ist H eine Untergruppe von D. Wegen
[Sti93, 1.4.11, S. 18] ist H sogar eine Untergruppe von D0.
Die Faktorgruppe D := D/H heißt Divisorenklassengruppe von FR. Sie be-
sitzt die Untergruppe D0 := D0/H, welche wir Divisorenklassengruppe vom
Grad 0 nennen wollen.
In D0 ist die Untergruppe (H+M0)/H enthalten, welche gema¨ß Isomorphie-
satz zu M0 := M0/(H ∩M0) isomorph ist. Die Gruppe N0 := N0/(H ∩N0)
ist wiederum isomorph zu einem Untermodul von M0 und D0. Unser Ziel
in diesem Abschnitt wird sein, Aussagen u¨ber D0,M0 und N0 zu gewinnen.
(Zur Definition von M,M0, N und N0 siehe S. 25-27.)
Zur besseren U¨bersicht verweisen wir auf das Diagramm von Z-Moduln auf
der na¨chsten Seite.
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D0
H
M0
H +M0
M
N
M0 +N
N0
(H ∩M0)
+N0
H ∩N0
{0}
D0
M0
N0
D0 +M
D
H ∩M0
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Wir haben also q = 32n+1 mit n ∈ N0 als Parameter der Ree-Gruppe G :=
R(q). Wir setzen wieder q0 := 3
n. Alle weiteren Bezeichnungen sind wie oben.
Lemma 4.4.1 Fu¨r die Ordnung der Divisorenklassengruppe vom Grad 0 gilt:
| D0 |= (q + 1) 12 q0(q−1)(q+3q0+1) · (q + 3q0 + 1)q0(q2−1). (4.25)
Beweis Fu¨r q ≥ 27 folgt die Behauptung aus [Ros02, Th. 5.9, S. 53] in Ver-
bindung mit [Ped92, Th. 5(ii), S. 127].
Fu¨r q = 3 rechnen wir die Behauptung in Abschnitt 7.2 explizit mit MAG-
MA [BCP97] nach.

Korollar 4.4.2 Es gilt die Isomorphie D0 ∼= U1 × U2, wobei U1 und U2
abelsche Gruppen sind, fu¨r deren Ordnungen gilt:
| U1 |= (q + 1) 12 q0(q−1)(q+3q0+1) und
| U2 |= (q + 3q0 + 1)q0(q2−1).
Beweis Dies folgt aus dem Hauptsatz u¨ber endlich erzeugte abelsche Grup-
pen, zusammen mit Lemma 4.4.1 und der Beobachtung
ggT(q + 1, q + 3q0 + 1) = 1.
Letzteres sieht man wie folgt: Ein gemeinsamer Teiler d von q + 1 und
q+ 3q0 + 1 teilt auch deren Differenz, also 3q0. Letzteres ist aber eine Potenz
von 3, somit trifft dies auch auf d zu. Da aber q eine Potenz von 3 ist und
d | q + 1 gilt, folgt d = 1.

Das na¨chste Lemma liefert die Ordnung gewisser Elemente von D0 bzw. von
M0.
Lemma 4.4.3 Seien p1, p2 zwei Fq-rationale Stellen von FR mit p1 6= p2.
Dann gilt:
(a) Das Element (p1−p2)+H ∈ D0 hat die Ordnung (q+1)·(q+3q0+1) =: r.
(b) Das Element (p1 − p2) + (H ∩M0) ∈M0 hat die Ordnung r.
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(c) Die Gruppe M0 hat den Exponenten r.
Beweis Die Ree-Gruppe G = R(q) operiert 2-fach transitiv auf der Menge P
der Fq-rationalen Stellen. Daher haben alle Elemente der Gestalt (p1−p2)+H
die gleiche Ordnung t.
Wir betrachten zuna¨chst den Fall q ≥ 27. Aus [Hen78, Gleichung (17), S.
106] folgt, dass r · (p1 − p2) ∈ H ist, also ist t ein Teiler von r.
Andererseits ist die Polordnung eines Elements von FR \ Fq, welches nur ei-
ne einzige Polstelle hat, durch q2 nach unten beschra¨nkt. Dies folgt aus der
Bemerkung nach [HP93, La. 4, S. 105]. Es gilt also t ≥ q2.
Man findet fu¨r q ≥ 27 leicht die Abscha¨tzung r < 2q2, also r
2
< q2.
Wa¨re nun t ein echter Teiler von r, so ha¨tten wir t ≤ r
2
< q2, im Widerspruch
zu t ≥ q2. Somit ist die Behauptung (a) fu¨r q ≥ 27 bewiesen.
Im Fall q = 3 gilt r = 4 · 7 = 28. Die Behauptung (a) beweisen wir in diesem
Fall durch Rechnungen mit dem Computeralgebrasystem MAGMA [BCP97]
in Abschnitt 7.2.
Die Behauptung (b) folgt unmittelbar aus (a). Da M0 von den Elementen
der Form p1 − p2 erzeugt wird, ergibt sich die Behauptung (c).

Aus Lemma 4.4.3 ergibt sich folgendes Korollar.
Korollar 4.4.4 Seien q und r wie in Lemma 4.4.3. Ferner seien l ∈ P ein
Primteiler von r, und k ∈ N derart, dass lk || r. Dann ist die Abbildung
α : M0 −→M0 −→ lk−1M0 −→ lk−1M0/lkM0 (4.26)
nicht die Nullabbildung.
(Hierbei ist die linke und rechte Abbildung jeweils die natu¨rliche Projektion,
und die mittlere Abbildung die Multiplikation mit lk−1 auf dem ZG-Modul
M0.)
Insbesondere ist lk−1M0/lkM0 ein vom Nullmodul verschiedener FlG-Modul.
Beweis Seien p1 und p2 wie in Lemma 4.4.3, und sei a :=
r
lk
. Damit sind a
und l teilerfremd. Wir zeigen, dass a · (p1 − p2) nicht im Kern von α liegt.
Wa¨re das Gegenteil der Fall, so wa¨re lk−1a(p1 − p2) + (H∩M0) ein Element
aus lkM0. Es ga¨be somit ein m ∈M0 mit lk−1a(p1−p2)− lkm ∈ H∩M0. Das
bedeutet lk−1a2(p1 − p2)− lkam ∈ H∩M0. Wegen lka = r und Lemma 4.4.3
(c) folgt lk−1a2(p1 − p2) ∈ H ∩M0. Jedoch ist lk−1a2 kein Vielfaches von r,
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im Widerspruch zu Lemma 4.4.3 (b).

Wir werden nun versuchen, Informationen u¨ber gewisse mit M0 in Zusam-
menhang stehende FlG-Moduln zu gewinnen, wobei l geeignete Primzahlen
sind. Zuna¨chst formulieren wir dazu das folgende Lemma.
Lemma 4.4.5 Es seien l ∈ P und H eine Gruppe, welche auf einer endli-
chen abelschen l-Gruppe A operiere. Der FlH-Modul A/lA sei irreduzibel.
Dann ist A homozyklisch. Genauer gilt:
Sei k ∈ N derart, dass lk der Exponent von A ist. Dann hat A eine Zerlegung
A ∼= (Z/lkZ)dimFl (A/lA). (4.27)
Beweis Sei i ∈ N. Wir betrachten die Abbildung
ϕi : l
i−1A/liA −→ liA/li+1A (4.28)
definiert durch li−1a+ liA 7−→ lia+ li+1A fu¨r a ∈ A.
Man u¨berlegt sich leicht, dass alle ϕi auf diese Weise wohldefinierte, surjektive
FlH-Modulhomomorphismen sind.
Es ergibt sich also die folgende Kette surjektiver Homomorphismen:
A/lA
ϕ1−→ lA/l2A ϕ2−→ · · · ϕi−→ liA/li+1A ϕi+1−→ · · · . (4.29)
Da A endlich ist, sind fu¨r fast alle i ∈ N die Moduln li−1A/liA gleich dem
Nullmodul. Wegen der Surjektivita¨t der ϕi ist jeder Modul der Kette (4.29)
ein Faktormodul des vorherigen. Ist A/lA irreduzibel, so ist jeder vom Null-
modul verschiedene Modul dieser Kette isomorph zu A/lA.
Da A eine abelsche l-Gruppe ist, besitzt A eine Zerlegung
A ∼= Z/ld1Z× · · · × Z/ldmZ, (4.30)
wobei m ∈ N0 und die dj ∈ N fu¨r 1 ≤ j ≤ m. Die dj mu¨ssen nicht notwendi-
gerweise paarweise verschieden sein.
Offenbar gilt fu¨r alle i ∈ N:
dimFl(l
i−1A/liA) = |{j ∈ {1, . . . ,m} | dj ≥ i}|. (4.31)
Wir hatten schon gesehen, dass alle vom Nullmodul verschiedenen Moduln
der Form li−1A/liA isomorph zu A/lA sind, insbesondere also gleiche Dimen-
sion haben. Somit sind alle dj gleich. Genauer: Wenn l
k der Exponent von A
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ist, dann gilt dj = k fu¨r alle 1 ≤ j ≤ m, sowie m = dimFl(A/lA). Damit sind
alle Behauptungen bewiesen.

4.4.2 Ungerade Charakteristik
Wir werden in diesem Unterabschnitt die l-Komponenten einiger im Dia-
gramm auf Seite 66 auftretender Faktormoduln untersuchen, wobei l eine un-
gerade Primzahl sei. Wir untersuchen dabei die Fa¨lle l | q+1 und l | q+3q0+1.
Alle anderen Fa¨lle sind uninteressant, da fu¨r solche l die l-Komponenten der
uns interessierenden Faktormoduln wegen Lemma 4.4.1 und Korollar 2.1.5
trivial sind.
Der Fall l | q + 1
Der folgende Satz bestimmt die l-Komponenten der abelschen Gruppe M0
fu¨r ungerade Primzahlen l mit l | q+1. Desweiteren ergibt sich die Gleichheit
der l-Komponenten von M0 und D0.
Satz 4.4.6 Sei q beliebig. Ferner seien l 6= 2 ein Primteiler von q + 1 und
k ∈ N derart, dass lk || q + 1. Dann gelten:
(a) lk−1M0/lkM0 ∼= L, wobei L der FlG-Modul wie in Bemerkung 3.4.1
ist.
(b) li−1M0/liM0 ∼= L fu¨r alle 1 ≤ i ≤ k.
(c) li−1M0/liM0 ∼= 0 fu¨r alle i ≥ k + 1.
(d) Die l-Komponente von M0 ist isomorph zu
(Z/lkZ)
1
2
q0(q−1)(q+3q0+1). (4.32)
(e) D0 und M0 haben isomorphe l-Komponenten.
Beweis Im Fall q = 3 gilt q + 1 = 4 = 22. Somit hat q + 1 keine ungeraden
Primteiler, und es ist nichts zu zeigen.
Wir betrachten also ab jetzt den Fall q ≥ 27. Sei α : M0 −→ lk−1M0/lkM0
wie in (4.26). Offenbar gilt lM0 ⊆ Kern(α). Somit existiert ein natu¨rlicher
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surjektiver FlG-Modulhomomorphismus
M0/lM0 −→ M0/Kern(α) ∼= Bild(α). Daher ist Bild(α) ein vom Nullmodul
verschiedener Faktormodul von M0/lM0. Letzterer Modul hat gema¨ß Bemer-
kung 3.4.1 (a) die Gestalt
M0/lM0 ∼=
L
S
L∗
1
. (4.33)
Andererseits gilt Bild(α) ⊆ lk−1M0/lkM0. Wir ko¨nnen also folgern:
dimFl(l
k−1M0/lkM0) ≥ dimFl(L) =
1
2
q0(q − 1)(q + 3q0 + 1). (4.34)
Wir betrachten nun die Kette (4.29) mit M0 an Stelle von A. Auch hier ist
jede der Abbildungen ein surjektiver Modulhomomorphismus, und daher ist
jeder Modul ein Faktormodul des vorherigen. Somit haben alle Moduln der
Form li−1M0/liM0 mit 1 ≤ i ≤ k wegen (4.34) mindestens die Dimension
von L.
Die l-Komponente von M0 hat daher die Ordnung gro¨ßer oder gleich
lk·
1
2
q0(q−1)(q+3q0+1). Andererseits ist M0 eine Untergruppe von D0. Aufgrund
von Korollar 4.4.2 besitzt die l-Komponente von D0 die Ordnung
lk·
1
2
q0(q−1)(q+3q0+1). Somit sind die Ordnungen der l-Komponenten von M0
und D0 gleich, und daher gilt auch in (4.34) die Gleichheit. Daraus folgen die
Behauptungen (a), (b) und aus Ordnungsgru¨nden auch (c). Es ergibt sich
ferner die Surjektivita¨t von α.
Die Behauptung (d) folgt nun aus Lemma 4.4.5.
Da M0 Untergruppe von D0 ist, ergibt sich (e) aus Ordnungsgru¨nden.

Korollar 4.4.7 Mit den Voraussetzungen wie in Satz 4.4.6 gelten:
(a) Die l-Komponente von D0 hat den Exponenten lk.
(b) Der l-Anteil des Exponenten von D0 ist lk.
(c) lk−1D0/lkD0 ∼= L.
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(d) li−1D0/liD0 ∼= L fu¨r alle 1 ≤ i ≤ k.
(e) li−1D0/liD0 ∼= 0 fu¨r alle i ≥ k + 1.
Beweis (a) folgt aus Satz 4.4.6 (d) und (e).
(b) ist eine Umformulierung von (a).
Um (c), (d) und (e) einzusehen, betrachten wir die Abbildung (4.26), nur mit
anderem Bildraum:
α : M0 ↪−→ D0 −→ D0 −→ lk−1D0 −→ lk−1D0/lkD0. (4.35)
Mit Hilfe von (b) ko¨nnen wir wie im Beweis von Korollar 4.4.4 argumentieren,
und erhalten so lk−1D0/lkD0 6= 0.
(c), (d) und (e) werden jetzt genau so bewiesen wie (a), (b) und (c) von Satz
4.4.6.

Mit Hilfe von Satz 4.4.6 ko¨nnen wir zeigen, dass die l-Komponenten von
(H ∩M0)/(H ∩N0) sowie von N0 in gewissen Fa¨llen trivial sind.
Korollar 4.4.8 Mit den Voraussetzungen von Satz 4.4.6 und der zusa¨tzli-
chen Voraussetzung k = 1 gelten:
(a) Die l-Komponente von N0 ist trivial.
(b) Die l-Komponente von (H ∩M0)/(H ∩N0) ist trivial.
Beweis Wir betrachten die beiden folgende absteigenden Ketten von Z(l)G-
Moduln:
Mˆ0 ⊇ Hˆ ∩ Mˆ0 ⊇ Hˆ ∩ Nˆ0 ⊇ lMˆ0,
Mˆ0 ⊇ Nˆ0 ⊇ Hˆ ∩ Nˆ0 ⊇ lMˆ0.
Die jeweils ganz rechts stehende Teilmengenbeziehung gilt wegen k = 1 unter
Beru¨cksichtigung von Lemma 4.4.3. Aus dem Beweis von Lemma 4.4.3 folgt
na¨mlich, dass l den l-Anteil von M0/(H ∩M0) annulliert. Da Mˆ0/lMˆ0 ein
FlG-Modul ist, sind alle in den obigen Ketten auftretenden Faktormoduln
ebenfalls FlG-Moduln.
Als solcher hat Mˆ0/lMˆ0 die Sockelreihe
Mˆ0/lMˆ0 ∼=
L
S
L∗
1
.
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Dies folgt aus Bemerkung 3.4.1, wobei zu beru¨cksichtigen ist, dass die FlG-
Modulstruktur beim U¨bergang von ZG- zu Z(l)G-Moduln invariant bleibt.
Es gilt nun Mˆ0/Nˆ0 ∼= L, da Mˆ0/Nˆ0 ein Faktormodul von Mˆ0/lMˆ0 ist, und
wegen Satz 1.4.1. Wegen Satz 4.4.6 (d) gilt Mˆ0/(Hˆ ∩ Mˆ0) ∼= L.
Insgesamt folgt Hˆ∩ Mˆ0 = Nˆ0, also auch Nˆ0 = Hˆ∩ Nˆ0. Es folgen die Behaup-
tungen (a) und (b).

Wir bestimmen im Folgenden einige interessante Sektionen von
(H ∩M0)/lkM0, wobei k jetzt wieder beliebig groß sein darf.
Lemma 4.4.9 Seien l 6= 2 ein Primteiler von q + 1 und k ∈ N derart, dass
lk || q + 1. Dann gelten:
(a) liM0 6⊆ H fu¨r 0 ≤ i ≤ k − 1.
(b) liM0 ⊆ H fu¨r i ≥ k.
Beweis Folgt aus Satz 4.4.6.

Es existiert somit die folgende absteigende Kette von ZG-Moduln:
M0 ⊇ H∩M0 ⊇ H∩lM0 ⊇ H∩l2M0 ⊇ · · · ⊇ H∩lk−1M0 ⊇ H∩lkM0 = lkM0.
(4.36)
Wir werden nun Aussagen u¨ber die aus (4.36) sich ergebenden Faktormoduln
treffen.
Lemma 4.4.10 Seien l und k wie oben. Dann gelten:
(a) li−1M0/liM0 ∼= M0/lM0 fu¨r alle i ∈ N.
(b) (H∩ li−1M0)/(H∩ liM0) ist ein Untermodul von li−1M0/liM0 fu¨r alle
i ∈ N.
Beweis (a) ergibt sich aus Lemma 3.2.4. Wegen
(H ∩ li−1M0) ∩ liM0 = H ∩ liM0
gilt (b).

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Korollar 4.4.11 Seien l und k wie oben. Dann gelten fu¨r 1 ≤ i ≤ k die
folgenden Isomorphien von FlG-Moduln:
(H ∩ li−1M0)/(H ∩ liM0) ∼=
S
L∗
1
. (4.37)
Beweis Im Fall q = 3 hat q+ 1 keine ungeraden Primteiler, daher ist in dem
Fall nichts zu zeigen. Wir setzen also ab jetzt q ≥ 27 voraus.
Wir rufen uns zuna¨chst die Dimensionen der einfachen FlG-Moduln in Erin-
nerung. Es gilt:
• dimFl(S) = q3 − q0(q2 − 1)− q2 + q − 1,
• dimFl(L) =dimFl(L∗) = 12q0(q − 1)(q + 3q0 + 1),
• dimFl(1) = 1.
Die l-Komponente von M0/(H ∩ M0) hat wegen Satz 4.4.6 die Ordnung
(lk)
1
2
q0(q−1)(q+3q0+1). Die Ordnung von M0/lkM0 = M0/(H∩lkM0) ist offenbar
(lk)q
3
. Somit mu¨ssen sich die Ordnungen der Moduln
(H ∩ li−1M0)/(H ∩ liM0) (4.38)
zu
(lk)q
3− 1
2
q0(q−1)(q+3q0+1)
aufaddieren. Dies ist insbesondere dann der Fall, wenn alle Moduln der Form
(4.38) die behauptete Gestalt haben. Es gilt na¨mlich:
dimFl
 SL∗
1
 = q3 − 1
2
q0(q − 1)(q + 3q0 + 1). (4.39)
Die Moduln der Form (4.38) sind wegen Lemma 4.4.10 (b) Untermoduln von
li−1M0/liM0 ∼=
L
S
L∗
1
.
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Wir stellen nun fest, dass wir mit q = 32n+1 die einfache Abscha¨tzung k ≤
2n+ 2 haben. Es gibt also nur ho¨chstens 2n+ 2 vom Nullmodul verschiedene
Moduln der Form (4.38).
Ein Modul, der nicht die behauptete Gestalt hat, ist entweder von der Form
L
S
L∗
1
(4.40)
oder ein Untermodul von
L∗
1
. (4.41)
Sei nun k1 die Anzahl der Moduln der Form (4.40), und k2 die Anzahl der
Moduln, die Untermoduln von (4.41) sind. Wegen (4.39) folgt:
k1 · dimFl(L) ≥ k2 · dimFl(S). (4.42)
Außerdem gilt offenbar
k1 + k2 ≤ k ≤ 2n+ 2.
Angenommen, einer der Moduln (4.38) hat nicht die behauptete Gestalt.
Dann existiert auch ein solcher Modul, der S nicht als Kompositionsfaktor
hat. Mit anderen Worten gilt k2 ≥ 1, somit
k1 ≤ k − k2 ≤ k − 1 ≤ 2n+ 1.
Wegen
k1 · dimFl(L) ≤ (2n+ 1) · dimFl(L) < dimFl(S) ≤ k2 · dimFl(S) (4.43)
ergibt sich ein Widerspruch zu (4.42). Es folgt die Behauptung.
Die
”
<“-Abscha¨tzung in (4.43) beweisen wir gesondert im Lemma 4.4.12.

Lemma 4.4.12 Fu¨r alle n ∈ N0 gilt die Ungleichung
(2n+ 1) · dimFl(L) < dimFl(S).
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Beweis Wir haben die einfache Abscha¨tzung 2n + 1 ≤ 3n = q0. Es genu¨gt
daher,
dimFl(S)− q0 · dimFl(L) > 0 (4.44)
zu beweisen. Unter Beru¨cksichtigung von 3q20 = q ergibt sich
dimFl(S)− q0 · dimFl(L) =
5
6
q3 − (3
2
q0 + 1)q
2 +
7
6
q +
1
2
q0q + q0 − 1. (4.45)
Die Summe der vier letzten Summanden auf der rechten Seite in (4.45) ist
offensichtlich positiv, daher genu¨gt es,
5
6
q ≥ 3
2
q0 + 1 (4.46)
nachzuweisen. Dies ist sehr einfach und wird hier weggelassen.

Korollar 4.4.13 Seien l und k wie oben. Dann gilt fu¨r 0 ≤ i ≤ k − 1:
Die l-Komponente des ZG-Moduls liM0/(H ∩ liM0) ist vom Isomorphietyp
(Z/lk−iZ)
1
2
q0(q−1)(q+3q0+1). (4.47)
Beweis Fu¨r i = 0 folgt die Behauptung aus Satz 4.4.6.
Fu¨r i ≥ 1 folgt die Behauptung aus Ordnungsgru¨nden aus Korollar 4.4.11.
Hierbei ist zu beru¨cksichtigen, dass die untersuchten Moduln jeweils Unter-
moduln von M0/(H ∩M0) sind.

Der Fall l | q + 3q0 + 1
Wir behandeln nun den Fall l ∈ P, l | q + 3q0 + 1. Wir verweisen dazu auf
[His90], insbesondere auf den Brauer-Baum in [His90, Satz D.2.4, S. 202]. Die
dortigen Bezeichnungen behalten wir bei. In [His90, La. 8.2.3, S. 107] sind
die entsprechenden Charaktergrade angegeben. Es gilt:
• deg(ξ1)=1, daher setzen wir 1 := ξ1.
• deg(ξ2) = q3.
• deg(ξ3) =deg(ξ4) = q0(q2 − 1).
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• deg(ξ5) =deg(ξ6) = 12q0(q − 1)(q − 3q0 + 1).
Wegen [His90, Satz D.2.4, S. 202] und deg(ξ2) = q
3 folgt fu¨r den exzeptionel-
len Charakter χt:
• deg(χt) = q3 − q0(q − 1)(q − 3q0 + 1)− 2q0(q2 − 1)− 1.
Wir geben wieder die Sockelreihe des FlG-Permutationsmoduls auf den Punk-
ten des Unitals, welcher isomorph zu M/lM ist, an (vgl. Bemerkungen 3.3.1
und 3.4.1).
Bemerkung 4.4.14 Sei l ∈ P mit l | q + 3q0 + 1. Der FlG-Modul M/lM
hat die Sockelreihe
M/lM ∼=
1
ξ4
ξ5
χt
ξ6
ξ3
1
. (4.48)
Beweis Die Argumentation ist analog zu [His97, Abschnitt 2, Fall l 6= 2].
Wir geben den Brauer-Baum aus [His90, Satz D.2.4, S. 202] an. Fu¨r die Be-
deutung der Notation verweisen wir auf [His90, S. 105].
χt
ξ5
ξ1 ξ2
ξ3
ξ4
ξ6
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Sei XFl der FlG-Permutationsmodul auf den Punkten des Unitals. Dann gilt
XFl
∼= (kG)GB, wobei B hier eine Boreluntergruppe von G ist. Die Borelun-
tergruppen von G sind genau die jeweiligen Stabilisatoren der Punkte des
Unitals. Wie in [His97] stellen wir fest, dass XFl ein projektiver unzerlegba-
rer Modul ist, welcher den trivialen FlG-Modul in seinem Kopf hat. Somit
entspricht der projektive unzerlegbare FlG-Modul XFl der eindeutigen zu
ξ1 = 1 inzidenten Kante des Brauer-Baums. Wie man aus einem Brauer-
Baum die Struktur eines projektiven unzerlegbaren Moduls gewinnen kann,
wird in [Alp86, Section 17] beschrieben. Die Behauptung folgt.

Wir formulieren ein Analogon zu Satz 4.4.6.
Satz 4.4.15 Sei q beliebig. Ferner seien l ein Primteiler von q+ 3q0 + 1 und
k ∈ N derart, dass lk || q + 3q0 + 1. Dann gelten:
(a) lk−1M0/lkM0 ∼= ξ4.
(b) li−1M0/liM0 ∼= ξ4 fu¨r alle 1 ≤ i ≤ k.
(c) li−1M0/liM0 ∼= 0 fu¨r alle i ≥ k + 1.
(d) Die l-Komponente von M0 ist isomorph zu
(Z/lkZ)q0(q2−1). (4.49)
(e) D0 und M0 haben isomorphe l-Komponenten.
Beweis Analog zu Satz 4.4.6, unter Beru¨cksichtigung von Bemerkung 4.4.14
und Korollar 4.4.2.

Korollar 4.4.16 Seien l ein Primteiler von q + 3q0 + 1 und k ∈ N derart,
dass lk || q + 3q0 + 1. Dann gilt:
N0 und M0 haben isomorphe l-Komponenten.
Insbesondere ist die l-Komponente von N0 isomorph zu (4.49).
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Beweis Offenbar ist N0 ein ZG-Untermodul von M0. Wegen l - q + 1 ist
die l-Komponente von M0/N0 trivial. Damit folgt die erste Behauptung (s.
Diagramm auf Seite 66). Die zweite Behauptung ergibt sich aus Satz 4.4.15
(d).

Wir werden im Folgenden analog zum Fall l | q + 1 den l-Anteil geeigneter
Faktormoduln von N0 untersuchen. Es ergibt sich ein Analogon zu Korollar
4.4.11.
Korollar 4.4.17 Sei l ein Primteiler von q+ 3q0 + 1 und k ∈ N derart, dass
lk || q + 3q0 + 1. Dann gelten:
(a) liN0 6⊆ H fu¨r 0 ≤ i ≤ k − 1.
(b) liN0 ⊆ H fu¨r i ≥ k.
Beweis Folgt unmittelbar aus Korollar 4.4.16.

Es existieren somit die folgenden absteigenden Ketten von ZG-Moduln:
M0 ⊇ H∩M0 ⊇ H∩lM0 ⊇ H∩l2M0 ⊇ · · · ⊇ H∩lk−1M0 ⊇ H∩lkM0 = lkM0,
(4.50)
sowie
N0 ⊇ H∩N0 ⊇ H∩ lN0 ⊇ H∩ l2N0 ⊇ · · · ⊇ H∩ lk−1N0 ⊇ H∩ lkN0 = lkN0.
(4.51)
Unser na¨chstes Ziel ist, die aus (4.50) und (4.51) sich ergebenden FlG-
Faktormoduln zu bestimmen.
Lemma 4.4.18 Sei l ein Primteiler von q + 3q0 + 1 und k ∈ N derart, dass
lk || q + 3q0 + 1. Dann gelten die folgenden Isomorphien von FlG-Moduln:
(a) M0/lM0 ∼=
ξ4
ξ5
χt
ξ6
ξ3
1
.
(b) N0/lN0 ∼= M0/lM0.
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Beweis Behauptung (a) folgt aus (4.48).
Zu (b): Zuna¨chst stellen wir
lM0 ∩N0 = lN0 (4.52)
fest. Wa¨re na¨mlich m ∈ M0 derart, dass m /∈ N0 und lm ∈ N0, dann ha¨tte
m+N0 die Ordnung l in M0/N0. Dies ist ein Widerspruch zur Teilerfremdheit
von q+1 und q+3q0 +1, denn jedes Element von M0/N0 hat wegen Korollar
2.1.5 eine Ordnung, die q + 1 teilt.
Wegen (4.52) ist N0/lN0 ein Untermodul von M0/lM0. Außerdem ist N0
ein freier Z-Modul vom Rang q3. Somit hat N0/lN0 die Fl-Dimension q3.
Da M0/lM0 ebenfalls diese Fl-Dimension besitzt, sind M0/lM0 und N0/lN0
isomorph.

Lemma 4.4.19 Seien l und k wie oben. Dann gelten:
(a) li−1M0/liM0 ∼= M0/lM0 fu¨r alle i ∈ N.
(b) li−1N0/liN0 ∼= N0/lN0 fu¨r alle i ∈ N.
(c) (li−1M0 ∩H)/(liM0 ∩H) ist ein Untermodul von li−1M0/liM0 fu¨r alle
i ∈ N.
(d) (li−1N0 ∩ H)/(liN0 ∩ H) ist ein Untermodul von li−1N0/liN0 fu¨r alle
i ∈ N.
Beweis (a) und (b) folgen aus Lemma 3.2.4.
Wegen liM0 ∩ (li−1M0 ∩H) = liM0 ∩H ergibt sich (c).
(d) wird analog zu (c) bewiesen.

Wir bestimmen nun die FlG-Faktormoduln, die sich aus (4.50) ergeben.
Korollar 4.4.20 Seien l und k wie oben. Dann gilt fu¨r 1 ≤ i ≤ k:
(H ∩ li−1M0)/(H ∩ liM0) ∼=
ξ5
χt
ξ6
ξ3
1
. (4.53)
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Beweis Im Fall q = 3 gilt automatisch l = q+3q0 +1 = 7 und k = 1, und die
Behauptung ist somit trivial. Daher setzen wir ab jetzt q ≥ 27, d.h. n ≥ 1,
voraus.
Der Beweis verla¨uft zuna¨chst analog zum Beweis von Korollar 4.4.11.
Wir verweisen auf die Fl-Dimensionen der einfachen Moduln, die auf Seite
77 angegeben werden.
Die l-Komponente von M0/(H ∩ M0) hat wegen Satz 4.4.15 die Ordnung
(lk)q0(q
2−1). Die Ordnung der l-Komponente von M0/lkM0 = M0/(H∩ lkM0)
ist offenbar (lk)q
3
. Somit mu¨ssen sich die Ordnungen der l-Komponenten der
Moduln
(H ∩ li−1M0)/(H ∩ liM0) (4.54)
zu
(lk)q
3−q0(q2−1)
aufaddieren. Man rechnet nach, dass dies insbesondere dann der Fall ist, wenn
alle Moduln der Form (4.54) die behauptete Gestalt haben. Es gilt na¨mlich:
dimFl

ξ5
χt
ξ6
ξ3
1
 = q3 − q0(q2 − 1). (4.55)
Wir zeigen nun in Analogie zu Korollar 4.4.11 das folgende Zwischenresultat:
Ein Modul der Form (4.54), der nicht die behauptete Gestalt hat, hat ent-
weder die Gestalt
ξ4
ξ5
χt
ξ6
ξ3
1
(4.56)
oder die Gestalt
χt
ξ6
ξ3
1.
(4.57)
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Beweis des Zwischenresultats: Wegen der Lemmata 4.4.18 und 4.4.19 sind
die (H ∩ li−1M0)/(H ∩ liM0) Untermoduln von
M0/lM0 ∼=
ξ4
ξ5
χt
ξ6
ξ3
1
.
Wie im Beweis von Korollar 4.4.11 schon festgestellt, haben wir die Abscha¨tz-
ung k ≤ 2n+2. Angenommen, einer der Moduln (4.54) hat nicht die behaup-
tete Gestalt, und auch nicht eine der Formen (4.56) und (4.57). Dann existiert
mindestens ein solcher Modul, der χt nicht als Kompositionsfaktor hat. Sei-
en k1 die Anzahl der Moduln der Form (4.56) und k2 ≥ 1 die Anzahl der
Moduln, die nicht χt als Kompositionsfaktor besitzen. Wegen (4.55) folgt:
k1 · dimFl(ξ4) ≥ k2 · dimFl(χt). (4.58)
Außerdem gilt offenbar
k1 + k2 ≤ k ≤ 2n+ 2,
also
k1 ≤ (2n+ 2)− 1 ≤ 2n+ 1.
Wegen
k1 · dimFl(ξ4) ≤ (2n+ 1) · dimFl(ξ4) < dimFl(χt) ≤ k2 · dimFl(χt) (4.59)
ergibt sich ein Widerspruch zu (4.58).
Die
”
<“-Abscha¨tzung in (4.59) beweisen wir gesondert in Lemma 4.4.21.
Damit ist das Zwischenresultat bewiesen.
Wir beweisen nun das Hauptresultat unter Benutzung des Zwischenresultats.
Seien jetzt k1 die Anzahl der Moduln der Form (4.56) und – abweichend zur
Notation oben – k2 die Anzahl der Moduln der Form (4.57).
Wegen (4.55) gilt
k1 · dimFl(ξ4) = k2 · dimFl(ξ5). (4.60)
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Angenommen k1 > 0 oder k2 > 0. Dann gilt wegen (4.60) sowohl k1 > 0 als
auch k2 > 0.
Eine einfache Rechnung ergibt:
d := ggT(deg(ξ4), deg(ξ5)) =
1
2
q0(q − 1),
sowie
a :=
deg(ξ4)
d
= 2(q + 1), b :=
deg(ξ5)
d
= q − 3q0 + 1.
Insbesondere sind a und b teilerfremd. Im Fall q ≥ 27 – also n ≥ 1 – finden
wir leicht die Abscha¨tzungen
k1, k2 ≤ k ≤ 2n+ 2 < a, b. (4.61)
Aus (4.60) und der Teilerfremdheit von a und b folgt:
a | k2,
also a ≤ k2, im Widerspruch zu (4.61).

Lemma 4.4.21 Fu¨r alle n ∈ N gilt die Ungleichung
(2n+ 1) · dimFl(ξ4) < dimFl(χt).
Beweis Der Beweis erfolgt analog zum Beweis von Lemma 4.4.12.
Wir haben die einfache Abscha¨tzung 2n+ 1 ≤ 3n = q0. Es genu¨gt daher,
dimFl(χt)− q0 · dimFl(ξ4) > 0 (4.62)
zu beweisen. Unter Beru¨cksichtigung von 3q20 = q ergibt sich
dimFl(χt)− q0 · dimFl(ξ4) =
2
3
q3 − (3q0 − 1)q2 − 2
3
q + 3q0 − 1. (4.63)
Man findet unter Beru¨cksichtigung von q ≥ 27 und q0 ≥ 3 leicht die Abscha¨tzun-
gen
3q0 − 1 > 0, 2
3
q <
1
3
q3 sowie (3q0 − 1)q2 < 1
3
q3,
womit (4.62) bewiesen ist.

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Korollar 4.4.22 Seien l und k wie oben. Dann gilt fu¨r 1 ≤ i ≤ k:
(H ∩ li−1N0)/(H ∩ liN0) ∼=
ξ5
χt
ξ6
ξ3
1
. (4.64)
Beweis Man kann den Beweis von Korollar 4.4.20 wo¨rtlich auf N0 anstelle
von M0 anwenden.

Korollar 4.4.23 Seien l und k wie oben. Dann gilt fu¨r 0 ≤ i ≤ k − 1:
Die l-Komponente des ZG-Moduls liM0/(H ∩ liM0) ∼= liN0/(H ∩ liN0) ist
vom Isomorphietyp
(Z/lk−iZ)q0(q2−1). (4.65)
Beweis Analog zum Beweis von Korollar 4.4.13.

Zum Abschluss unserer Untersuchungen in ungerader Charakteristik halten
wir die interessante Beobachtung fest, dass fu¨r gewisse Parameter q eine
komplette Bestimmung der ungeraden Komponenten einiger der von uns un-
tersuchten Gruppen gelingt.
Notation 4.4.24 Fu¨r eine endliche abelsche Gruppe H sei mit
H2′
das direkte Produkt aller Komponenten von H mit ungerader Ordnung be-
zeichnet.
Satz 4.4.25 Sei q der Parameter einer Ree-Gruppe, mit der Eigenschaft,
dass fu¨r alle ungeraden Primteiler l von q + 1 gilt:
l || q + 1.
Anders ausgedru¨ckt: q+1
4
ist quadratfrei.
Dann gelten:
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(a) (D0)2′ ∼= (M0)2′ ∼= (Z/( q+14 )Z)
1
2
q0(q−1)(q+3q0+1)×(Z/(q+3q0+1)Z)q0(q2−1).
(b) (N0)2′ ∼= (Z/(q + 3q0 + 1)Z)q0(q2−1).
(c) (M0/N0)2′ ∼= (Z/( q+14 )Z)
1
2
q0(q−1)(q+3q0+1).
(d) ((H ∩M0)/(H ∩N0))2′ ∼= 0.
Beweis
Zu (a): Satz 4.4.6 und Satz 4.4.15.
Zu (b): Korollar 4.4.8 (a) und Korollar 4.4.16.
Zu (c): Korollar 2.3.2 (b).
Zu (d): (c) und Korollar 4.4.8 (b).

Bemerkung Kleine Parameter q = 32n+1 haben sehr ha¨ufig die Eigenschaft
aus Satz 4.4.25. Unter den Parametern mit n ∈ {0, . . . , 50} gibt es nur zwei,
die diese Eigenschaft nicht besitzen. Der kleinste Fall ist n = 10. Hier gilt:
q + 1 = 10460353204 = 22 · 72 · 43 · 547 · 2269.
Es gibt wegen Bemerkung 2.3.7 unendlich viele Parameter q, die die Eigen-
schaft aus Satz 4.4.25 nicht besitzen. Da die quadratfreien natu¨rlichen Zahlen
die natu¨rliche Dichte 6
pi2
besitzen (s. [Sch94, Beispiel 4, S. 410]), dra¨ngt sich
die Vermutung auf, dass es auch unendlich viele Parameter q gibt, die die
Eigenschaft aus Satz 4.4.25 besitzen. Der Autor kann dies jedoch nicht be-
weisen.
4.4.3 Charakteristik 2
Wir behandeln im Folgenden den Fall l = 2. Es wird sich zeigen, dass dieser
Fall etwas problematischer ist als der Fall l 6= 2. An dieser Stelle erinnern
wir daran, dass 2 immer ein Teiler von q+ 1 ist, wobei in allen Fa¨llen 22 = 4
die ho¨chste q + 1 teilende Potenz von 2 ist. Außerdem verweisen wir auf die
Notation aus Bemerkung 3.3.1.
Satz 4.4.26 Sei q beliebig. Dann gelten:
(a) 2i−1M0/2iM0 ∼= 0 fu¨r alle i ≥ 3.
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(b) 2M0/4M0 ∼= ϕ2.
(c) Es tritt genau einer der beiden folgenden Fa¨lle ein:
M0/2M0 ∼= ϕ2ϕ4ϕ5 . (4.66)
M0/2M0 ∼= ϕ2. (4.67)
(d) Falls der Fall (4.66) eintritt, so ist die 2-Komponente vonM0 isomorph
zu
(Z/2Z)(q−1)q0(q+1−3q0) × (Z/4Z)q2−q. (4.68)
Anderenfalls ist die 2-Komponente von M0 isomorph zu
(Z/4Z)q2−q. (4.69)
Beweis Die Behauptung (a) ergibt sofort aus Lemma 4.4.3 (c).
Wie oben sehen wir, dass der F2G-Modul 2M0/4M0 ein Faktormodul von
M0/2M0 ist.
Außerdem betrachten wir wieder die Abbildung (4.26):
α : M0 −→M0 −→ 2M0 −→ 2M0/4M0. (4.70)
Analog zum Beweis von Korollar 4.4.4 sehen wir, dass α auch hier nicht die
Nullabbildung ist, und somit ist 2M0/4M0 ein vom Nullmodul verschiedener
F2G-Modul. Ganz analog zum Fall l 6= 2 gilt wieder 2M0 ⊆ Kern(α), somit
ist Bild(α) isomorph zu einem Faktormodul von M0/2M0.
Zusammenfassung:
2M0/4M0 ist ein Faktormodul vonM0/2M0 und entha¨lt u¨berdies den Mo-
dul Bild(α)6= 0, welcher ein Faktormodul von M0/2M0 ist. Bemerkung 3.3.1
(a) liefert:
M0/2M0 ∼=
ϕ2
ϕ4ϕ5 ⊕ ϕ3
ϕ2
1
.
Die 2-Komponente von D0 hat wegen Korollar 4.4.2 die Ordnung
2q0(q−1)(q+3q0+1). Da M0 Untergruppe von D0 ist, muss die Ungleichung
dimF2(M0/2M0) + dimF2(2M0/4M0) ≤ d (4.71)
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mit d := q0(q − 1)(q + 3q0 + 1) erfu¨llt sein.
Wir rufen uns die F2-Dimensionen der Moduln ϕ2, ϕ3, ϕ4 und ϕ5 in Erinne-
rung. Diese werden in [LM80, Th. 3.9] angegeben. Es gilt:
• dimF2(ϕ2) = q2 − q,
• dimF2(ϕ3) = q3 − q0(q2 − 1)− q2 + q − 1,
• dimF2(ϕ4) = dimF2(ϕ5) = 12(q − 1)q0(q + 1− 3q0).
Einfache Abscha¨tzungen ergeben, dass die Ungleichung (4.71) nur dann erfu¨llt
sein kann, wenn einer der beiden einander ausschließenden Fa¨lle (4.66) und
(4.67) eintritt, und desweiteren (b) gilt. Somit sind die Aussagen (b) und
(c) bewiesen. Die beiden Behauptungen in (d) ergeben sich nun aus den
Gleichungen (4.30) und (4.31), welche auch ohne die Irreduzibilita¨tsvoraus-
setzung aus Lemma 4.4.5 gu¨ltig sind.

Korollar 4.4.27 Falls in Satz 4.4.26 der Fall (4.66) eintritt, dann haben D0
undM0 isomorphe 2-Komponenten. Die 2-Komponente von D0 ist in diesem
Fall also isomorph zu der abelschen Gruppe (4.68).
Beweis Eine einfache Rechnung ergibt, dass die Gruppe (4.68) die Ordnung
2d hat, mit d wie im Beweis von Satz 4.4.26. Da dies die Ordnung der 2-
Komponente von D0 ist, und M0 eine Untergruppe von D0 ist, folgt die
Behauptung.

Wir werden nun eine hinreichende Bedingung dafu¨r angeben, dass die 2-
Komponente von D0 isomorph zu (4.68) ist.
Definition 4.4.28 Sei q ein beliebiger Parameter einer Ree-Gruppe. Wir
nennen q gut, falls fu¨r den Exponenten e der zu q geho¨renden abelschen
Gruppe D0 und fu¨r die Ordnung t von (p1 − p2) + H ∈ D0 (wobei p1 6= p2
zwei Fq-rationale Stellen von FR seien) gilt:
e und t besitzen beide den gleichen 2-Anteil, also 4. (4.72)
Bemerkung Offenbar ist der 2-Anteil von e mindestens so groß wie der von
t. Wegen Lemma 4.4.3 hat t den 2-Anteil 4. Ein Parameter q ist insbesondere
dann gut, wenn e = r gilt.
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Lemma 4.4.29 Sei q beliebig, dann gilt:
Falls q gut ist, so ist die 2-Komponente von D0 isomorph zu (4.68).
Beweis Sei q gut, d.h. der 2-Anteil von e und von t ist 22 = 4.
Wir betrachten die Abbildung
α : M0 ↪−→ D0 −→ D0 −→ 2D0 −→ 2D0/4D0. (4.73)
Wir behaupten, dass α nicht die Nullabbildung ist. Dies begru¨nden wir mit
einer analogen Argumentation wie im Beweis von Korollar 4.4.4.
Es gelte e = 4 · u1 und t = 4 · u2 mit ungeraden u1, u2 ∈ N, und es seien
p1 6= p2 zwei Fq-rationale Stellen von FR. Wa¨re nun (p1−p2) im Kern von α,
so ga¨be es ein d ∈ D0 mit 2(p1− p2)− 4d ∈ H, also 2u1(p1− p2)− 4u1d ∈ H.
Aufgrund der Voraussetzung an e gilt also 2u1(p1 − p2) ∈ H. Aufgrund der
Voraussetzung an t ist 2u1 jedoch kein Vielfaches von t, wir erhalten also
einen Widerspruch.
Außerdem gilt wieder 2M0 ⊆ Kern(α). Wir erhalten also wie oben:
2D0/4D0 entha¨lt den F2G-Modul Bild(α)6= 0, welcher ein Faktormodul von
M0/2M0 ∼=
ϕ2
ϕ4ϕ5 ⊕ ϕ3
ϕ2
1
(4.74)
ist. Aufgrund von einfachen Dimensionsbetrachtungen ergibt sich, dass
D0/2D0 ∼= ϕ2ϕ4ϕ5 sowie 2D0/4D0
∼= ϕ2 gelten muss, da die 2-Komponente
vonD0 die Ordnung 2d hat, mit d wie in (4.71). Es folgt, dass die 2-Komponen-
te von D0 vom Isomorphietyp (4.68) ist.

Wir fassen das bisher Bewiesene in dem folgenden Kriterium zusammen.
Bemerkung 4.4.30 Sei q beliebig. Dann sind die folgenden Aussagen a¨qui-
valent:
(a) q ist gut.
(b) Die 2-Komponente von D0 ist vom Isomorphietyp (4.68).
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(c) Die 2-Komponente von D0 hat den Exponenten 4.
Beweis
(a) =⇒ (b) ist Lemma 4.4.29.
(b) =⇒ (c) ist trivial.
Da t aus Definition 4.4.28 wegen Lemma 4.4.3 den 2-Anteil 4 besitzt, folgt
die Implikation (c) =⇒ (a).

4.5 Einige Hauptdivisoren
Ziel dieses Abschnitts ist es, Aussagen u¨ber einige Hauptdivisoren und deren
Stabilisatoren unter der Operation der Automorphismengruppe G = GR des
Funktionenko¨rpers zur Ree-Gruppe zu treffen.
In Unterabschnitt 4.5.1 berechnen wir die Bewertungen einiger Elemente des
Funktionenko¨rpers an einigen Stellen. Damit bestimmen wir die zu den Ele-
menten geho¨rigen Hauptdivisoren.
In Unterabschnitt 4.5.2 werden die G-Stabilisatoren dieser Hauptdivisoren
bestimmt, und zwar als Teilmengen der Automorphismengruppe des Funk-
tionenko¨rpers.
In Unterabschnitt 4.5.3 werden die Stabilisatoren aus Unterabschnitt 4.5.2
mit Hilfe schon bekannter Untergruppen der Ree-Gruppe aus dem Artikel
von Ward [War66] charakterisiert.
4.5.1 Die Bestimmung einiger Hauptdivisoren
In diesem Unterabschnitt bestimmen wir die Hauptdivisoren (x), (y1) und
(y2).
Wir erinnern daran, dass der Funktionenko¨rper FR = Fq(x, y1, y2) die Fq-
rationalen Stellen gema¨ß Satz 4.1.2 besitzt. Die zur Stelle P∞ geho¨rige Be-
wertung bezeichnen wir mit v∞. Die zur Stelle Pλ,µ,ρ geho¨rige Bewertung
bezeichnen wir mit vλ,µ,ρ.
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Zuna¨chst zeigen wir, dass x, y1 und y2 jeweils nur eine Polstelle besitzen,
na¨mlich P∞.
Lemma 4.5.1
(a) P∞ ist die einzige Polstelle von x.
(b) P∞ ist die einzige Polstelle von y1.
(c) P∞ ist die einzige Polstelle von y2.
Beweis P∞ ist Polstelle von allen drei Elementen ([Ped92, Appendix A]). Zu
zeigen bleibt die Eindeutigkeit.
Zu (a): Wir erinnern daran, dass Q∞ die zum Primelement 1/x geho¨rige
Stelle von Fq(x) ist. Q∞ ist die Einschra¨nkung von P∞ auf Fq(x), und P∞ ist
die eindeutige Fortsetzung von Q∞ auf FR (s. Satz 4.1.2).
Sei nun P ∈ PFR eine Polstelle von x. Sei Q die Einschra¨nkung von P auf
Fq(x), und sei v := vQ die zugeho¨rige Bewertung. Dann gilt v(x) < 0 nach
Voraussetzung. Wir nehmen Q 6= Q∞ an. Somit (s. [Sti93, Prop. I.2.1, S. 9])
gibt es zu Q ein Primelement p(x) ∈ Fq[x], und x hat eine Darstellung
x = p(x)−n · f(x)
g(x)
mit geeigneten n ∈ N und f(x), g(x) ∈ Fq[x] mit p(x) - f(x) und p(x) - g(x).
Es folgt
p(x)n · g(x) · x = f(x),
also p(x) | f(x), Widerspruch. Somit ist die Annahme widerlegt und die Be-
hauptung (a) bewiesen.
Zu (b): Analog zum Fall (a) sei P ∈ PFR eine Polstelle von y1 mit Ein-
schra¨nkung Q und Bewertung v := vQ. Angenommen Q 6= Q∞. Dann gilt
v(x) ≥ 0, denn v(x) < 0 liefert einen Widerspruch zu (a).
Es gilt yq1 − y1 = xq0(xq − x). Angenommen v(x) > 0. Dann ist auch
v(yq1 − y1) > 0, im Widerspruch zu v(y1) < 0.
Also gilt v(x) = 0. Dann ist 0 > v(yq1 − y1) = v(xq − x). Sei nun p(x) ∈ Fq[x]
ein Primelement zu Q. Dann hat xq − x eine Darstellung
xq − x = p(x)−n · f(x)
g(x)
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mit geeigneten n ∈ N und f(x), g(x) ∈ Fq[x] mit p(x) - f(x) und p(x) - g(x).
Wie in (a) la¨sst sich daraus ein Widerspruch herleiten.
Zu (c): Analog zu (b), wobei
yq2 − y2 = xq0(yq1 − y1) = x2q0(xq − x)
zu beachten ist.

Den Hauptdivisor von x ko¨nnen wir jetzt ohne Schwierigkeiten bestimmen.
Satz 4.5.2 Fu¨r den Hauptdivisor von x gilt:
(x) = −q2P∞ +
∑
µ,ρ∈Fq
P0,µ,ρ. (4.75)
Beweis Wegen Lemma 4.5.1 ist P∞ die einzige Polstelle von x. Es gilt
v∞(x) = −q2, vgl. [Ped92, Theorem 1].
Ferner gilt v0,µ,ρ(x) = 1, denn x ist ein Primelement von P0,µ,ρ. Da es genau
q2 Stellen der Form P0,µ,ρ gibt, und P∞ die einzige Polstelle von x ist, sind
die P0,µ,ρ genau die Nullstellen von x. Es folgt die Behauptung.

Daraus ergibt sich sofort das folgende Korollar.
Korollar 4.5.3 Fu¨r alle λ ∈ F∗q und alle µ, ρ ∈ Fq gilt:
vλ,µ,ρ(x) = 0.
Wir formulieren und beweisen jetzt einige nu¨tzliche Aussagen u¨ber die Be-
wertungen einiger Elemente an Fq-rationalen Stellen.
Lemma 4.5.4 Fu¨r alle λ, µ, ρ ∈ Fq gilt:
(a) vλ,µ,ρ(x− λ) = vλ,µ,ρ(xq − x).
(b) vλ,µ,ρ(y1 − µ) = vλ,µ,ρ(yq1 − y1).
(c) vλ,µ,ρ(y2 − ρ) = vλ,µ,ρ(yq2 − y2).
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Beweis Sei v := vλ,µ,ρ. Wegen v(x− λ) > 0 und der starken Dreiecksunglei-
chung [Sti93, I.1.10, S. 5] gilt
v((x− λ)q − (x− λ)) = v(x− λ).
Offenbar gilt (x− λ)q − (x− λ) = xq − x. Es folgt Behauptung (a).
Die Aussagen (b) und (c) werden analog bewiesen.

Lemma 4.5.5 Fu¨r alle µ, ρ ∈ Fq gilt:
(a) v0,µ,ρ(y1 − µ) = q0 + 1.
(b) vλ,µ,ρ(y1 − µ) = 1, falls λ ∈ F∗q.
Beweis Bei den nun folgenden Herleitungen benutzen wir an mehreren Stel-
len Korollar 4.5.3, Lemma 4.5.4, die starke Dreiecksungleichung sowie die
Tatsache, dass x− λ ein Primelement von Pλ,µ,ρ ist.
Zu (a): Setze v := v0,µ,ρ. Dann gilt:
v(y1 − µ) = v(yq1 − y1) = v(xq0(xq − x)) = q0 · v(x) + v(x) = q0 + 1.
Zu (b): Setze v := vλ,µ,ρ. Dann gilt:
v(y1 − µ) = v(yq1 − y1) = v(xq0(xq − x)) = q0 · v(x) + v(xq − x) =
= 0 + v(x− λ) = v(x− λ) = 1.

Wir sind nunmehr in der Lage, die Haupdivisoren von y1 und y2 angeben zu
ko¨nnen.
Satz 4.5.6 Fu¨r den Hauptdivisor von y1 gilt:
(y1) = −(1 + 1
3q0
)q2P∞ +
∑
ρ∈Fq
(q0 + 1)P0,0,ρ +
∑
λ∈F∗q ,ρ∈Fq
Pλ,0,ρ. (4.76)
Es ergibt sich sofort folgendes Korollar.
Korollar 4.5.7 Fu¨r alle µ ∈ F∗q und alle λ, ρ ∈ Fq gilt:
vλ,µ,ρ(y1) = 0.
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Beweis von Satz 4.5.6 Wegen Lemma 4.5.1 ist P∞ die einzige Polstelle von
y1. Es gilt nach [Ped92, Appendix A]:
v∞(y1) = −(1 + 1
3q0
)q2.
Die Behauptung folgt nun indem man nachrechnet, dass sich die in Lemma
4.5.5 angegebenen positiven Bewertungen genau zu (1 + 1
3q0
)q2 aufaddieren.

Wir geben jetzt analoge Ergebnisse fu¨r y2 an.
Satz 4.5.8 Fu¨r den Hauptdivisor von y2 gilt:
(y2) = −(1 + 2
3q0
)q2P∞ +
∑
µ∈Fq
(2q0 + 1)P0,µ,0 +
∑
λ∈F∗q ,µ∈Fq
Pλ,µ,0. (4.77)
Es ergibt sich sofort folgendes Korollar.
Korollar 4.5.9 Fu¨r alle ρ ∈ F∗q und alle λ, µ ∈ Fq gilt:
vλ,µ,ρ(y2) = 0.
Den Beweis von Satz 4.5.8 fu¨hren wir mit dem folgenden Lemma.
Lemma 4.5.10 Fu¨r alle µ ∈ Fq gilt:
(a) v0,µ,0(y2) = 2q0 + 1.
(b) vλ,µ,0(y2) = 1, falls λ ∈ F∗q.
Beweis Wir benutzen an einigen Stellen Lemma 4.5.5.
Zu (a): Setze v := v0,µ,0. Dann gilt:
v(y2) = v(y
q
2 − y2) = v(xq0(yq1 − y1)) = q0 · v(x) + v(y1−µ) = q0 + (q0 + 1) =
= 2q0 + 1.
Zu (b): Setze v := vλ,µ,0. Dann gilt:
v(y2) = v(y
q
2 − y2) = v(xq0(yq1 − y1)) = q0 · v(x) + v(y1 − µ) = 0 + 1 = 1.

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Beweis von Satz 4.5.8 Wegen Lemma 4.5.1 ist P∞ die einzige Polstelle von
y2. Es gilt nach [Ped92, Appendix A]:
v∞(y2) = −(1 + 2
3q0
)q2.
Die Behauptung folgt nun indem man nachrechnet, dass sich die in Lemma
4.5.10 angegebenen positiven Bewertungen genau zu (1 + 2
3q0
)q2 aufaddieren.

Als Folgerung aus den Sa¨tzen 4.5.2, 4.5.6 und 4.5.8 halten wir ausdru¨cklich
fest:
Korollar 4.5.11 Fu¨r x, y1, y2 ∈ FR gilt:
(x), (y1), (y2) ∈ H ∩M0. (4.78)
4.5.2 Die Stabilisatoren einiger Hauptdivisoren
Unser na¨chstes Ziel wird sein, die jeweiligen G-Stabilisatoren von (x), (y1)
und (y2) zu bestimmen.
Dazu formulieren wir zuna¨chst folgendes Lemma, welches zwar trivial, aber
dennoch nu¨tzlich ist. Es sagt aus, dass die gesuchten G-Stabilisatoren bereits
in GR(P∞) enthalten sind.
Lemma 4.5.12
(a) StabG((x)) = StabGR(P∞)((x)).
(b) StabG((y1)) = StabGR(P∞)((y1)).
(c) StabG((y2)) = StabGR(P∞)((y2)).
Beweis Die Inklusion ⊇ ist in allen Fa¨llen klar.
Fu¨r die Inklusion ⊆ u¨berlegt man sich, dass nach den Ergebnissen des Un-
terabschnitts 4.5.1 alle betrachteten Hauptdivisoren genau eine Polstelle be-
sitzen, na¨mlich P∞.

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Wir setzen
S(x) := {ψα,0,γ,δ ∈ GR(P∞) | α ∈ F∗q, γ, δ ∈ Fq}. (4.79)
Wir haben die Bezeichnung S(x) deshalb gewa¨hlt, weil sich diese Menge ge-
rade als der gesuchte Stabilisator von (x) herausstellen wird.
Lemma 4.5.13
(a) Die Operation von S(x) auf der Menge der Fq-rationalen Stellen von FR
liefert genau die folgenden Bahnen:
(i) {P0,µ,ρ | µ, ρ ∈ Fq}
(ii) {Pλ,µ,ρ | λ, µ, ρ ∈ Fq, λ 6= 0}
(iii) {P∞}
(b) StabG((x)) = StabGR(P∞)((x)) = S(x).
(c) |S(x)| = (q − 1)q2.
Beweis (a) ergibt sich durch Nachrechnen aus Lemma 4.3.6.
Aus (a) folgt unmittelbar S(x) ⊆ StabGR(P∞)((x)). Zum Beweis der umge-
kehrten Inklusion sei nun ψ := ψα,β,γ,δ ∈ GR(P∞) derart, dass (x) durch ψ
stabilisiert wird. Dann folgt fu¨r alle µ, ρ ∈ Fq:
ψ(P0,µ,ρ) = P0,µ′,ρ′
mit geeigneten µ′, ρ′ ∈ Fq. Aus Lemma 4.3.6 folgt somit β = 0, d.h. ψ ∈ S(x).
Also gilt (b). (c) ist dann klar.

Nun berechnen wir den Stabilisator von (y1). Wir setzen
S(y1) := {ψα,0,0,δ ∈ GR(P∞) | α ∈ F∗q, δ ∈ Fq}. (4.80)
Lemma 4.5.14
(a) Die Operation von S(y1) auf der Menge der Fq-rationalen Stellen von
FR liefert unter anderem die folgenden Bahnen:
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(i) {P0,0,ρ | ρ ∈ Fq}
(ii) {Pλ,0,ρ | λ, ρ ∈ Fq, λ 6= 0}
(iii) {P∞}
(b) StabGR(P∞)((y1)) = S(y1).
(c) |StabGR(P∞)((y1))| = |S(y1)| = (q − 1)q.
Beweis (a) ergibt sich durch Nachrechnen aus Lemma 4.3.6.
Aus (a) folgt unmittelbar S(y1) ⊆ StabGR(P∞)((y1)). Zum Beweis der umge-
kehrten Inklusion sei nun ψ := ψα,β,γ,δ ∈ GR(P∞) derart, dass (y1) durch ψ
stabilisiert wird. Dann folgt fu¨r alle ρ ∈ Fq:
ψ(P0,0,ρ) = P0,0,ρ′
mit geeignetem ρ′ ∈ Fq. Aus Lemma 4.3.6 folgt somit β = 0, und damit auch
γ = 0. Daher gilt ψ ∈ S(y1), d.h. (b). (c) ist dann klar.

Nun berechnen wir den Stabilisator von (y2). Wir setzen
S(y2) := {ψα,0,γ,0 ∈ GR(P∞) | α ∈ F∗q, γ ∈ Fq}. (4.81)
Lemma 4.5.15
(a) Die Operation von S(y2) auf der Menge der Fq-rationalen Stellen von
FR liefert unter anderem die folgenden Bahnen:
(i) {P0,µ,0 | µ ∈ Fq}
(ii) {Pλ,µ,0 | λ, µ ∈ Fq, λ 6= 0}
(iii) {P∞}
(b) StabGR(P∞)((y2)) = S(y2).
(c) |StabGR(P∞)((y2))| = |S(y2)| = (q − 1)q.
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Beweis (a) ergibt sich durch Nachrechnen aus Lemma 4.3.6.
Aus (a) folgt unmittelbar S(y2) ⊆ StabGR(P∞)((y2)). Zum Beweis der umge-
kehrten Inklusion sei nun ψ := ψα,β,γ,δ ∈ GR(P∞) derart, dass (y2) durch ψ
stabilisiert wird. Dann folgt fu¨r alle µ ∈ Fq:
ψ(P0,µ,0) = P0,µ′,0
mit geeignetem µ′ ∈ Fq. Aus Lemma 4.3.6 folgt somit β = 0, und damit auch
δ = 0. Daher gilt ψ ∈ S(y2), d.h. (b). (c) ist dann klar.

Wir formulieren jetzt einige einfache Folgerungen aus den vorangegangenen
Sa¨tzen.
Korollar 4.5.16
(a) S(y1) ⊆ S(x).
(b) S(y2) ⊆ S(x).
(c) S(y1) ∩ S(y2) = {ψα,0,0,0 | α ∈ F∗q}.
(d) S(y1) ∩ S(y2) = StabG(P0,0,0) ∩ StabG(P∞).
(e) S(y1) ∩ S(y2) ist eine zyklische Gruppe der Ordnung q − 1.
Beweis
(a), (b) und (c) sind trivial.
Zu (d) und (e): S(y1) ∩ S(y2) hat wegen (c) offenbar die Ordnung q − 1,
und ist u¨berdies in StabG(P∞) = GR(P∞) enthalten. Lemma 4.3.6 liefert
S(y1) ∩ S(y2) ⊆ StabG(P0,0,0). Aus Ordnungsgru¨nden folgen (d) und (e) nun
aus (1.12).

Das na¨chste Lemma liefert weitere Einsicht in die Struktur von S(y2).
Lemma 4.5.17
(a) Die Stellen, an denen (y2) den Eintrag 2q0 + 1 hat, bilden zusammen
mit P∞ eine Gerade des Ree-Unitals, na¨mlich g0,0.
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(b) S(y2) = StabGR(P∞)(g0,0) = StabG(g0,0) ∩GR(P∞).
(c) S(y1) ∩ S(y2) entha¨lt genau eine Involution, na¨mlich τ0,0. Dieses ist die
eindeutig bestimmte Involution aus G, welche g0,0 punktweise stabili-
siert.
Beweis
Zu (a): Folgt unter Beru¨cksichtigung von (4.16) und (4.77).
Zu (b): Aus Lemma 4.5.15 (a) folgt S(y1) ⊆ StabGR(P∞)(g0,0). Die umgekehr-
te Teilmengenbeziehung wird wie Lemma 4.5.15 (b) gezeigt. Damit ist die
Gu¨ltigkeit des linken Gleichheitszeichens bewiesen.
Das rechte Gleichheitszeichen ist klar.
Zu (c): Aus Korollar 4.5.16 (c) und Lemma 4.3.2 ist unmittelbar ersichtlich,
dass ψ−1,0,0,0 = τ0,0 die einzige Involution in S(y1) ∩ S(y2) ist. Die zweite Be-
hauptung ergibt sich mit Korollar 4.3.5. Die Eindeutigkeitsaussage in der
zweiten Behauptung ist klar.

4.5.3 Die gruppentheoretische Charakterisierung eini-
ger Stabilisatoren
Wir werden in diesem Unterabschnitt die Stabilisatoren der Hauptdivisoren
(x), (y1) und (y2) mit Hilfe von Untergruppen aus dem Artikel von Ward
[War66] bestimmen. Damit entwickeln wir einen in GAP [GAP06] imple-
mentierbaren Algorithmus zur Berechnung der genannten Stabilisatoren.
Lemma 4.5.18
(a) Die Menge
P := {ψ1,β,γ,δ | β, γ, δ ∈ Fq} ⊆ GR(P∞)
ist eine 3-Sylow-Untergruppe von G und von GR(P∞).
(b) Die Menge
P1 := {ψ1,0,γ,δ|γ,δ∈Fq} ⊆ P
ist die Menge genau derjenigen Elemente von P , deren Ordnung 3 teilt.
(c) P1 ist eine elementar-abelsche Gruppe der Ordnung q
2.
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(d) Die Menge
W := {ψα,0,0,0 | α ∈ F∗q} ⊆ GR(P∞)
ist eine zyklische Gruppe der Ordnung q − 1. Genauer gilt:
W = StabG(P0,0,0) ∩ StabG(P∞).
(e) P ist ein Normalteiler von GR(P∞), und es gilt:
GR(P∞) = PW.
(f) P1 ist ein Normalteiler von GR(P∞) und von S(x). Es gilt:
S(x) = P1W.
(g) Es gilt: S(x) ∩ P = P1.
Beweis (a) ist Lemma 4.1.7 (a).
Da die Automorphismengruppe von FR/Fq wegen [Ped92, Theorem 2] iso-
morph zur Ree-Gruppe G ist, ko¨nnen wir P mit der Gruppe gleicher Bezeich-
nung in [War66, Theorem (2)] identifizieren. U¨berdies ko¨nnen wir GR(P∞)
mit dem Normalisator NG(P ) in [War66, Theorem (3)] identifizieren (vgl.
Lemma 4.2.2).
Aus [War66, Theorem (2)] folgt, dass P genau q2 Elemente besitzt, de-
ren Ordnung ein Teiler von 3 ist, und dass diese Elemente zusammen eine
elementar-abelsche Gruppe der Ordnung q2 bilden.
Man rechnet nun zuna¨chst nach, dass die Elemente von P1 alle die Ordnung
3 oder 1 haben. Da P1 genau q
2 Elemente besitzt, folgen die Behauptungen
(b) und (c). Somit ko¨nnen wir P1 mit der Gruppe gleicher Bezeichnung in
[War66, Theorem (2)] identifizieren.
Die Behauptungen in (d) entsprechen Korollar 4.5.16 (d) und (e).
Die Normalteilereigenschaft in (e) ist vermo¨ge der Identifikation von GR(P∞)
mit NG(P ) klar. Die zweite Behauptung von (e) folgt nun aus [War66, Theo-
rem (3)]. Dabei ist anzumerken, dass im zitierten Satz jede zyklische Gruppe
der Ordnung q−1, welche in NG(P ) enthalten ist, an Stelle von W verwendet
werden kann.
Es gilt P1 ⊆ S(x) ⊆ GR(P∞), sowie W ⊆ S(x). Wegen [War66, Theorem (2)]
ist P1 normal in P . Da P1 die eindeutig bestimmte elementar-abelsche Un-
tergruppe der Ordnung q2 in P ist, und P normal in GR(P∞) = PW ist,
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folgt daraus die Normalita¨t von P1 in GR(P∞) und damit auch in S(x). Somit
ist P1W eine Untergruppe von S(x). Da beide Gruppen die gleiche Ordnung
haben, sind sie identisch. Also gilt (f).
Die Behauptung (g) ist trivial.

Bemerkungen
1. Wir mo¨chten an dieser Stelle nochmals ausdru¨cklich festhalten, dass die
in Lemma 4.5.18 eingefu¨hrten Gruppen P, P1 und W mit den genauso
bezeichneten Gruppen in [War66, Theorem] u¨bereinstimmen.
2. Der Artikel von Ward [War66] befasst sich nur mit den Ree-Gruppen
zum Parameter q ≥ 27. Man kann aber – z.B. mit GAP [GAP06] –
nachweisen, dass R(3) ∼= PΓL(2, 8) analoge Untergruppen wie im Fall
q ≥ 27 besitzt, so dass die von uns benutzten Aussagen aus [War66,
Theorem] auch fu¨r q = 3 gu¨ltig bleiben.
Wir bestimmen nun S(y1) in Termen von P und W .
Lemma 4.5.19
(a) Das Zentrum von P ist
Z(P ) = {ψ1,0,0,δ | δ ∈ Fq} ⊆ P1.
(b) Z(P ) ist eine elementar-abelsche Gruppe der Ordnung q.
(c) Z(P ) ist ein Normalteiler von GR(P∞) = P ·W und von S(x) = P1 ·W .
(d) S(y1) = Z(P ) ·W .
(e) Z(P ) ist ein Normalteiler von S(y1).
Beweis Wegen [War66, Theorem (3)] ist das Zentrum von P eine elementar-
abelsche Gruppe der Ordnung q. Man rechnet nach, dass die in (a) ange-
gebenen Elemente mit allen Elementen aus P kommutieren. Da die Menge
in (a) genau q Elemente besitzt, folgen die Behauptungen (a) und (b). Die
Teilmengenbeziehung in (a) ist offensichtlich.
Fu¨r (c) u¨berlegt man sich, dass Z(P ) charakteristische Untergruppe von P
ist. Alles Weitere folgt dann aus Lemma 4.5.18 (e).
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Wegen (c) ist Z(P ) ·W eine Gruppe, die u¨berdies in S(y1) liegt, da Z(P ) und
W dies tun. Da S(y1) und Z(P ) ·W beide die Ordnung q · (q− 1) haben, sind
sie identisch. Also gilt (d).
(e) folgt sofort aus (c).

Nun bestimmen wir S(y2).
Lemma 4.5.20 Sei L0,0 := StabG(g0,0). Dann gilt:
(a) S(y2) = L0,0 ∩GR(P∞).
(b) P ′ := L0,0 ∩ P = L0,0 ∩ P1.
(c) P ′ ist eine elementar-abelsche Gruppe der Ordnung q.
(d) S(y2) = P
′W .
Beweis (a) ist Lemma 4.5.17 (b).
Sei nun τ die eindeutig bestimmte Involution von W . Dann gilt:
L0,0 ist der Zentralisator von τ , d.h.
L0,0 ∼= 〈τ〉 × PSL(2, q)
(s. Lemma 1.3.8 (b)).
Somit (s. [Hup67, Kap. II, Satz 8.2, S. 191]) sind alle 3-Sylow-Untergruppen
von L0,0 elementar-abelsch und haben die Ordnung q.
Wegen |S(y2)| = q(q − 1) besitzt S(y2) eine 3-Sylow-Untergruppe P˜ der Ord-
nung q, welche wegen (a) auch 3-Sylow-Untergruppe von L0,0 ist. Somit ist P˜
elementar-abelsch und u¨berdies in P enthalten. Es gilt sogar P˜ ⊆ P1, denn
P1 entha¨lt genau die Elemente von P , deren Ordnung 3 teilt. Aus Ordnungs-
gru¨nden folgt P ′ = P˜ , (b) und (c).
Wegen P ′ ⊆ S(y2), W ⊆ S(y2) sowie P ′ ∩W = {1G} folgt (d).

Diese Erkenntnisse geben Anlass dazu, einen Algorithmus zur Ermittlung
von S(x), S(y1) und S(y2) zu formulieren. Wir geben einen Algorithmus in Pseu-
docode an. Er la¨sst sich mit Leichtigkeit in GAP [GAP06] implementieren,
sofern die Ree-Gruppe als Gruppe von Automorphismen des Unitals, d.h. als
Permutationsgruppe auf den Punkten des Unitals, vorliegt.
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Algorithmus 4.5.21
1. G := Ree-Gruppe zum Parameter q.
2. Wa¨hle zwei Punkte p1 6= p2 des Unitals.
3. B1 := StabG(p1). B2 := StabG(p2).
4. P := 3-Sylow-Untergruppe von B1.
5. Z := Zentrum(P ).
6. Finde hinreichend viele1 Elemente der Ordnung 3 in P.
7. P1 := gemeinsames Gruppenerzeugnis der Elemente aus Schritt 6.
8. W := B1 ∩B2.
9. S(x) := Gruppenerzeugnis von P1 und W .
10. S(y1) := Gruppenerzeugnis von Z und W .
11. τ := eindeutig2 bestimmte Involution aus W .
12. gτ := Fixpunktgerade von τ .
13. Lτ := StabG(gτ ).
14. S(y2) := Lτ ∩B1.

1d.h. genug, um eine Gruppe der Ordnung q2 zu erzeugen.
2vgl. Korollar 1.3.9
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4.6 Zusammenha¨nge zum Ree-Unital
In diesem Abschnitt zeigen wir, dass der Hauptdivisor (x) schon in N0 liegt,
also als Z-Linearkombination von Zeilen der Inzidenzmatrix (d.h. Geraden
des Ree-Unitals) darstellbar ist. Fu¨r die Hauptdivisoren (y1) und (y2) sind
diesbezu¨gliche Versuche des Autors im allgemeinen Fall misslungen. Wir
ko¨nnen dennoch einige interessante Zusammenha¨nge zwischen diesen beiden
Hauptdivisoren und den Geraden des Unitals herstellen.
Wir erinnern dazu an unsere explizite Bestimmung der P∞ enthaltenden
Geraden gβ,δ des Ree-Unitals aus Korollar 4.3.5.
Lemma 4.6.1 Es gilt: ∑
δ∈Fq
g0,δ = qP∞ +
∑
µ,ρ∈Fq
P0,µ,ρ. (4.82)
Beweis Sei δ ∈ Fq. Nach Korollar 4.3.5 gilt:
g0,δ = {P0,µ,−δ | µ ∈ Fq} ∪ {P∞}.
Da es genau q Geraden der Form g0,δ gibt, folgt die Behauptung.

Korollar 4.6.2 Es gilt:
(x) = −(q2 + q)P∞ +
∑
δ∈Fq
g0,δ. (4.83)
Insbesondere gilt:
(x) ∈ H ∩N0. (4.84)
Beweis Die Gleichung (4.83) ist eine Zusammenfassung von Satz 4.5.2 und
Lemma 4.6.1.
Um die zweite Behauptung einzusehen, muss man nur noch
−(q2 + q)P∞ +
∑
δ∈Fq
g0,δ ∈ N
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zeigen. Der rechte Summand ist ganz offensichtlich ein Element aus N . Der
linke Summand ist ein Element aus N , weil M/N den Exponenten q+ 1 hat
(s. Korollar 2.1.5). Damit ist alles gezeigt.

Wir fassen einige Erkenntnisse u¨ber den Z-Modul H ∩N0 zusammen:
Lemma 4.6.3
(a) H ∩N0 ist ein vom Nullmodul verschiedener Z-Modul.
(b) N0 6⊆ H.
(c) H ∩N0 $ N0.
(d) N0/(H ∩N0) ist ein vom Nullmodul verschiedener Z-Modul.
Beweis (a) folgt aus Gleichung (4.84).
Seien nun p1, p2 zwei verschiedene Fq-rationale Stellen von FR. Dann gilt
(q+ 1)p1− (q+ 1)p2 ∈ N0 wegen Satz 2.1.5. Aber (q+ 1)p1− (q+ 1)p2 6∈ H,
da die Polordnung eines Hauptdivisors 6= 0 welcher nur an einer rationalen
Stelle einen Pol hat, durch q2 nach unten beschra¨nkt ist. Es ergibt sich (b).
(c) und (d) sind a¨quivalente Formulierungen von (b).

Fu¨r einen Divisor D ∈ D der Form (4.22) setzen wir
supp(D) := {P ∈ PFR | nP 6= 0},
und nennen supp(D) den Tra¨ger von D.
Wir setzen außerdem fu¨r D ∈ D und k ∈ Z:
P (D, k) := {P ∈ PFR | nP = k}.
Somit gilt fu¨r alle D ∈ D:
supp(D) = ∪k 6=0P (D, k),
sowie
D =
∑
k∈Z
∑
P∈P (D,k)
nPP =
∑
P∈supp(D)
nPP.
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Wir sammeln nun einige interessante Aussagen u¨ber die Tra¨ger der Hauptdi-
visoren (x), (y1) und (y2). Zur Notationsvereinfachung setzen wir fu¨r z ∈ FR:
supp(z) := supp((z)).
Lemma 4.6.4
supp(y1) \ {P∞} = P ((y1), 1) ∪ P ((y1), q0 + 1) ist ein Repra¨sentantensystem
fu¨r die Geraden u¨ber P∞.
Beweis Es gilt
supp(y1) \ {P∞} = {Pλ,0,ρ | λ, ρ ∈ Fq}.
Offenbar entha¨lt jede Gerade der Form gβ,δ genau einen Punkt aus supp(y1),
na¨mlich P−β,0,−β2q0+1−δ. Umgekehrt ist jeder Punkt der Form Pλ,0,ρ in der
Geraden g−λ,λ2q0+1−ρ enthalten. Man u¨berlegt sich leicht, dass verschiedene
Wahlen von (λ, ρ) ∈ Fq×Fq auch verschiedene Geraden liefern. Somit ist die
Behauptung gezeigt.

Lemma 4.6.5 Die Elemente von P ((y2), 1) liegen in paarweise verschiede-
nen Geraden u¨ber P∞.
Beweis Es gilt
P ((y2), 1) = {Pλ,µ,0 | λ ∈ F∗q, µ ∈ Fq}. (4.85)
Ein Punkt der Form Pλ,µ,0 liegt offenbar in der Geraden g−λ,−λq0+λ2q0+1 . Ver-
schiedene Wahlen von (λ, µ) ∈ F∗q × Fq liefern verschiedene Geraden.

Lemma 4.6.6 P ((y2), 2q0 + 1) ∪ {P∞} = g0,0.
Beweis P ((y2), 2q0 + 1) = {P0,µ,0 | µ ∈ Fq}.

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Kapitel 5
Ad-hoc-Methoden
In diesem Kapitel versuchen wir, die Struktur der (Faktor-)Moduln aus dem
Diagramm auf Seite 66 fu¨r das kleinste Ree-Unital so weit wie mo¨glich auf-
zukla¨ren. Dabei werden auch die Ergebnisse von Computerrechnungen mit
GAP [GAP06] und MAGMA [BCP97] benutzt.
Fu¨r das gesamte Kapitel, mit Ausnahme der Abschnitte 5.1, 5.6 und 5.7,
setzen wir q = 3 voraus.
5.1 Bezeichnungen
In diesem Abschnitt fu¨hren wir einige Bezeichnungsweisen hinsichtlich der
Operation von G als Fq-Automorphismengruppe des algebraischen Funktio-
nenko¨rpers FR = Fq(x, y1, y2) ein.
Notation 5.1.1 Sei z ∈ FR und σ ∈ G.
(a) Mit
zσ
sei das Bild von z unter dem Fq-Ko¨rperautomorphismus σ bezeichnet.
Dies induziert eine Operation von G auf FR.
(b) Die Operation in (a) induziert eine Operation von G auf H via
(z)σ := (zσ).
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(c) Die Bahn von (z) unter dieser Operation bezeichnen wir mit
(z)G := {(z)g | g ∈ G}.
(d) Mit
〈(z)G〉Z
bezeichnen wir den von (z)G erzeugten Z-Modul, der somit auch ein
ZG-Modul ist.
Notation 5.1.2 Sei H eine endliche abelsche Gruppe, d ∈ N und l ∈ P.
Dann bezeichnen wir mit
Hl
die l-Komponente von H, und mit
dl
den l-Anteil von d.
Offenbar gilt:
|Hl| = |H|l.
5.2 Bekannte Tatsachen
In diesem Abschnitt stellen wir einige schon gewonnene Fakten zusammen.
Wir verweisen auf die Stellen in der vorliegenden Arbeit, in denen diese Aus-
sagen bewiesen werden.
Es sei noch einmal daran erinnert, dass ab jetzt fu¨r den Rest des Kapitels,
mit Ausnahme der Abschnitte 5.6 und 5.7, q = 3 vorausgesetzt wird.
Feststellung 5.2.1
(a) M/(M0 +N) ∼= Z/4Z.
(b) M0/N0 ∼= (Z/2Z)8.
(c) M/N ∼= (Z/2Z)8 × (Z/4Z).
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Verweise
Zu (a): Lemma 2.1.3.
Zu (b): Satz 2.2.1 (a) in Verbindung mit Korollar 3.2.2.
Zu (c): (a), (b) und Korollar 3.2.2.

Feststellung 5.2.2
(a) |D0| = 47 · 78 = 214 · 78.
(b) (D0)7 ∼= (M0)7 ∼= (N0)7 ∼= (Z/7Z)8.
Verweise
Zu (a): Lemma 4.4.1.
Zu (b): Korollar 4.4.16.

Feststellung 5.2.3 Seien p1, p2 zwei Fq-rationale Stellen von FR mit p1 6=
p2. Sei t die Ordnung des Elements (p1 − p2) +H ∈ D0. Dann gilt:
(a) t = 4 · 7 = 28.
(b) Das Element (p1 − p2) + (H ∩M0) ∈M0 hat die Ordnung 28.
(c) Die Gruppe M0 hat den Exponenten 28.
Verweise
Lemma 4.4.3.

5.3 Neue Tatsachen
In diesem Abschnitt werden vorwiegend neue Aussagen getroffen. Teilweise
sind diese Aussagen durch Computerrechnungen gewonnen worden. In die-
sen Fa¨llen werden hier keine Beweise aufgefu¨hrt, sondern wir verweisen auf
Kapitel 7.
Zuna¨chst stellen wir fest, dass die Hauptdivisoren (x), (y1) und (y2) alle in
N – und damit in H ∩N0 – liegen.
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Feststellung 5.3.1
(a) (x) ∈ H ∩N0.
(b) (y1) ∈ H ∩N0.
(c) (y2) ∈ H ∩N0.
Beweis
Zu (a): Gleichung (4.84).
Zu (b) und (c): s. Kapitel 7.

Eine einfache Folgerung ist:
Korollar 5.3.2 Die G-Bahnen von (x), (y1) und (y2) sind Teilmengen von
H ∩N0.
Beweis G operiert auf H und auf N0, und daher auch auf H ∩N0.

Feststellung 5.3.3
(a) M0/〈(x)G〉Z ∼= (Z/2Z)2 × (Z/4Z)6 × (Z/7Z)9.
(b) M0/〈(y1)G〉Z ∼= (Z/2Z)2 × (Z/4Z)6 × (Z/7Z)8.
(c) M0/〈(y2)G〉Z ∼= (Z/2Z)2 × (Z/4Z)6 × (Z/7Z)9.
Beweis s. Kapitel 7.

Satz 5.3.4
(a) 〈(x)G〉Z = 〈(y2)G〉Z.
(b) 〈(y1)G〉Z ⊇ 〈(x)G〉Z = 〈(y2)G〉Z.
Beweis s. Kapitel 7.

Feststellung 5.3.5
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(a) Der Exponent von N0/〈(x)G〉Z ist 14.
(b) Der Exponent von N0/〈(y1)G〉Z ist 14.
(c) Der Exponent von N0/〈(y2)G〉Z ist 14.
(d) Der Exponent von N0 ist 7 oder 14.
(e) Der Exponent von (N0)2 ist 1 oder 2.
(f) (N0)2 ist trivial oder elementar-abelsch.
Beweis
Zu (a) bis (c): s. Kapitel 7.
Zu (d): Folgerung aus (a), (b) oder (c), wobei Feststellung 5.3.1 sowie Fest-
stellung 5.2.2 (b) zu beru¨cksichtigen sind.
Zu (e): Folgt direkt aus (d).
Zu (f): Umformulierung von (e).

5.4 Folgerungen
Wir starten mit einer Hypothese u¨ber die Ordnung der 2-Komponente von
M0. Es wird sich herausstellen, dass die Korrektheit dieser Hypothese zur Be-
stimmung der Gruppen (H∩M0)/(H∩N0) sowie N0 ausreichend ist. Daru¨ber
hinaus wu¨rde die Korrektheit der Hypothese eine Menge von Erzeugern fu¨r
H ∩M0 sowie fu¨r H ∩N0 liefern.
Hypothese 5.4.1 |(M0)2| = |M0|2 = 47 = 214.
Lemma 5.4.2 Hypothese 5.4.1 ist genau dann zutreffend, wenn M0 ∼= D0.
Beweis M0 ist Untergruppe von D0. Außerdem haben sie isomorphe 7-
Komponenten (s. Feststellung 5.2.2 (b)). Die 2-Komponente von D0 hat die
Ordnung 214 (s. Feststellung 5.2.2 (a)).
Falls Hypothese 5.4.1 zutrifft, dann sind auch die 2-Komponenten von M0
und D0 isomorph. Wegen Feststellung 5.2.2 (a) folgt die Isomorphie beider
Gruppen. Die umgekehrte Implikation ist trivial.

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Lemma 5.4.3 Falls Hypothese 5.4.1 zutrifft, so gilt:
(a) H ∩M0 = H ∩N0.
(b) 〈(y1)G〉Z = H ∩N0.
Insbesondere ist dann (y1)
G eine Erzeugermenge von H∩N0 und von H∩M0
als Z-Moduln. Umgekehrt gilt:
Falls (a) und (b) beide erfu¨llt sind, dann auch Hypothese 5.4.1.
Beweis Wir setzen die Korrektheit von Hypothese 5.4.1 voraus.
Wegen Feststellung 5.3.3 (b) haben M0 und M0/〈(y1)G〉Z die gleiche Ord-
nung. Da der erstgenannte Modul ein Faktormodul des zweitgenannten ist,
sind die Moduln gleich. Es folgt H ∩M0 = 〈(y1)G〉Z. Wegen
H ∩M0 ⊇ H ∩N0 ⊇ 〈(y1)G〉Z
impliziert dies (a) und (b).
Seien nun umgekehrt (a) und (b) vorausgesetzt. Dann folgt Hypothese 5.4.1
aus Feststellung 5.3.3 (b).

Zusammenfassend ko¨nnen wir die folgenden Charakterisierungen fu¨r die Kor-
rektheit von Hypothese 5.4.1 festhalten.
Korollar 5.4.4 A¨quivalent sind:
(a) Hypothese 5.4.1 ist erfu¨llt.
(b) M0 ∼= D0.
(c) D0 = H +M0.
(d) M0 ∼= (Z/2Z)2 × (Z/4Z)6 × (Z/7Z)8.
(e) (M0)2 ∼= (Z/2Z)2 × (Z/4Z)6.
(f) Der Z-Modul H ∩M0 wird von (y1)G erzeugt.
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Beweis
(a) ⇔ (b): Lemma 5.4.2.
(b) ⇔ (c): Trivial.
(b) ⇒ (e): Falls (b) gilt, so haben (M0)2 und (D0)2 den gleichen Exponen-
ten. Dieser ist 4, denn (M0)2 den Exponenten 4. Wegen Bemerkung 4.4.30
tritt daher der Fall (4.66) ein, und (M0)2 und (D0)2 haben beide die Gestalt
(4.68).
(e) ⇒ (d): Feststellung 5.2.2 (b).
(d) ⇒ (b): Feststellung 5.2.2 (a).
(a) ⇔ (f): Lemma 5.4.3.

Die Gu¨ltigkeit der Hypothese 5.4.1 wu¨rde uns erlauben, die genaue Struktur
von N0 als abelsche Gruppe zu bestimmen. Es gilt Folgendes:
Lemma 5.4.5 Die Aussage von Lemma 5.4.3 (b) ist genau dann zutreffend,
wenn gilt:
N0 ∼= (Z/2Z)6 × (Z/7Z)8. (5.1)
Insbesondere trifft (5.1) zu, falls Hypothese 5.4.1 zutreffend ist.
Beweis Wir setzen zuna¨chst die Aussage von Lemma 5.4.3 (b) voraus.
Feststellung 5.3.3 (b) liefert dann
|(M0/(H ∩N0))2| = |(M0/〈(y1)G〉Z)2| = 214.
Wegen Feststellung 5.2.1 (b) gilt:
M0/N0 ∼= (Z/2Z)8.
Somit folgt fu¨r die 2-Komponente von N0:
|(N0)2| = 26.
Wegen Feststellung 5.3.5 (e) und Feststellung 5.2.2 (b) folgt nun (5.1).
Die umgekehrte Implikation sieht man mit analogen Argumenten.

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5.5 Die Korrektheit der Hypothese
In diesem Abschnitt wird die Korrektheit von Hypothese 5.4.1 behauptet.
Der Beweis erfolgt durch Computerrechnungen mit Hilfe des Computeralge-
brasystems MAGMA [BCP97], auf die in Kapitel 7 na¨her eingegangen wird.
Satz 5.5.1 Im Fall q = 3 gilt:
(a) D0 ∼= (Z/2Z)2 × (Z/4Z)6 × (Z/7Z)8.
(b) M0 ∼= D0.
Insbesondere ist Hypothese 5.4.1 erfu¨llt.
Beweis Computerrechnungen, s. Kapitel 7.

Angesichts unserer U¨berlegungen in Abschnitt 5.4 ko¨nnen wir jetzt die Sek-
tionen von M0 aus dem Diagramm auf Seite 66 bestimmen.
Korollar 5.5.2 Im Fall q = 3 gilt:
(a) H ∩M0 = H ∩N0.
(b) M0/N0 ∼= (Z/2Z)8.
(c) N0/(H ∩N0) ∼= (Z/2Z)6 × (Z/7Z)8.
(d) 〈(y1)G〉Z = H ∩M0.
Somit vereinfacht sich das Diagramm von Seite 66 im Fall q = 3 zu dem
Diagramm auf der na¨chsten Seite.
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D0 +M
D
H
M0
M
N
M0 +N
N0
{0}
D0
N0
H ∩N0 = H ∩M0
∼= D0
M0
D0 = H +M0
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Es wa¨re sicherlich wu¨nschenswert zu beweisen, dass das neue Diagramm fu¨r
alle q gu¨ltig ist. Dem Autor ist das leider nicht gelungen.
Im na¨chsten Abschnitt liefern wir eine vollsta¨ndige Aufza¨hlung aller dies-
bezu¨glichen Vermutungen, die dem Autor sinnvoll erscheinen.
5.6 Einige unbewiesene Vermutungen
Die in diesem Kapitel fu¨r den Fall q = 3 erzielten Ergebnisse legen einige
Vermutungen fu¨r den allgemeinen Fall nahe. In diesem Abschnitt formulie-
ren wir diese Vermutungen. Alle hier formulierten Vermutungen sind fu¨r den
Fall q = 3 durch die vorliegende Arbeit bewiesen. Leider ist es dem Autor
nicht gelungen, Beweise im allgemeinen Fall zu finden.
Ab jetzt sei q wieder ein beliebiger Parameter gema¨ß (1.5).
Vermutung 5.6.1
(a) (D0)2 ∼= (Z/2Z)(q−1)q0(q−3q0+1) × (Z/4Z)q2−q.
(b) (M0)2 ∼= (D0)2.
(c) M0 ∼= D0.
Bemerkung Wegen Satz 4.4.6 in Verbindung mit Satz 4.4.15 ist (b) a¨qui-
valent zu (c).
Vermutung 5.6.2
(a) ((H ∩M0)/(H ∩N0))2 ∼= 0.
(b) H ∩M0 = H ∩N0.
Bemerkung Offenbar gilt (b)⇒(a).
Lemma 5.6.3 Vermutung 5.6.2 (b) ist genau dann zutreffend, wenn gilt:
M0/N0 ∼= M0/N0. (5.2)
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Beweis Sei zuna¨chst Vermutung 5.6.2 (b) als zutreffend vorausgesetzt. Dann
gilt:
M0/N0 = (M0/(H∩M0))/(N0/(H∩N0)) = (M0/(H∩N0))/(N0/(H∩N0)).
Aus dem 2. Isomorphiesatz folgt, dass der rechtsstehende Modul isomorph
zu M0/N0 ist. Also gilt (5.2).
Falls nun umgekehrt (5.2) zutrifft, so folgt Vermutung 5.6.2 (b) aus Ord-
nungsgru¨nden.

Vermutung 5.6.4
(M0/N0)2 ∼= (Z/2Z)q0(q2−1).
Bemerkung Dies ist Vermutung 2.2.3 und wurde durch Computerrechnun-
gen fu¨r q ∈ {3, 27} bewiesen (s. Satz 2.2.1).
Vermutung 5.6.5
(N0)2 ∼= (Z/2Z)q2−q.
Auch einige Vermutungen u¨ber Hauptdivisoren ko¨nnten von Interesse sein.
Vermutung 5.6.6
(a) (y1) ∈ N0.
(b) (y2) ∈ N0.
(c) 〈(y1)G〉Z = H ∩N0.
(d) 〈(y1)G〉Z = H ∩M0.
Bemerkung Offenbar implizieren die Vermutungen 5.6.6 (a) und (d) zusam-
men die Vermutung 5.6.2 (b).
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5.7 Bemerkungen zum Fall q = 27
Wir haben auch im Fall q = 27 Computerrechnungen in GAP angestellt.
Zuna¨chst haben wir den Stabilisator S(x) mit dem Algorithmus 4.5.21 ausge-
rechnet. Der Stabilisator besitzt auf {1, . . . , q3 +1 = 19684} genau eine Bahn
der La¨nge 1 und genau eine Bahn der La¨nge q2 = 729. Erstere Bahn ko¨nnen
wir mit P ((x),−q2) identifizieren, letztere mit P ((x), 1).
Wir haben nun 20000 Elemente aus der G-Bahn von (x) zufa¨llig ausgewa¨hlt.
Bezeichnen wir den davon erzeugten Z-Modul mit X, so geben die Elementar-
teiler der Matrix, die als Zeilen genau die 20000 Bahnelemente besitzt, die
Zerlegung von M0/X als direktes Produkt zyklischer Gruppen an.
Die GAP-Rechnungen mit dem in Kapitel 6 beschriebenen Algorithmus hat-
ten folgendes Ergebnis:
(M0/X)2 ∼= (Z/2Z)1482 × (Z/4Z)702 = (Z/2Z)(q−1)q0(q−3q0+1) × (Z/4Z)q2−q.
(5.3)
Dieses Ergebnis ist ein Indiz dafu¨r, dass Vermutung 5.6.2 (a) im Fall q = 27
zutrifft. Es wu¨rde zum Beweis dieser Behauptung bereits genu¨gen, dass
|M0|2 = |D0|2
zutrifft. Denn wegen Korollar 4.4.2 gilt bereits
|D0|2 = |M0/X|2,
und M0/(H ∩N0) ist wegen (4.84) eine Faktorgruppe von M0/X.
Die ungeraden Anteile sind wegen Satz 4.4.25 relativ uninteressant.
Kapitel 6
Computerrechnungen I
In diesem Kapitel wird dargelegt, wie wir durch Anwendung des Computeral-
gebrasystems GAP [GAP06] die Aussage von Satz 2.2.1 erhalten.
An dieser Stelle sei darauf hingewiesen, dass der GAP-Code aller vom Autor
der vorliegenden Arbeit geschriebenen Funktionen, die bei den Berechnungen
zu Abschnitt 5.7, Kapitel 6 und Kapitel 7 verwendet wurden, unter der im
Literaturverzeichnis bei [Rin08] angegebenen Internetadresse zum Download
bereitsteht. Dort findet man auch die Inzidenzmatrizen der Fa¨lle q = 3 und
q = 27 sowie die in Abschnitt 5.7 erwa¨hnte Teilmenge der Bahn von (x).
Diese Daten liegen in einem Format vor, das in GAP eingelesen und von den
GAP-Programmen des Autors bearbeitet werden kann.
6.1 Bemerkungen zur Operationsa¨quivalenz
Die Ree-Gruppe zum Parameter q = 3 und zum Parameter q = 27 ist in
GAP als Permutationsgruppe auf {1, . . . , q3 + 1} verfu¨gbar.
Im Fall q = 3 erhalten wir eine Permutationsgruppe G mit G ∼= R(3) durch
die folgenden GAP-Befehle:
G := Ree(3);
G := Image(IsomorphismPermGroup(G));
Im Fall q = 27 erhalten wir eine Permutationsgruppe G mit G ∼= R(27) durch
die Befehlsfolge:
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LoadPackage("AtlasRep");
gen := AtlasGenerators("R(27)",1);
G := Group(gen.generators);
Es stellt sich nun die Frage, ob die Operation von G = R(q) als Permuta-
tionsgruppe in GAP tatsa¨chlich mit der Operation von G als Gruppe von
Unital-Automorphismen identifizierbar ist. Mit anderen Worten wollen wir
– vgl. Abschnitt 4.2 – zeigen, dass die
”
GAP-Operation“ a¨quivalent zu der
Operation (4.6) ist.
Wir setzen fu¨r die folgenden Betrachtungen die Korrektheit der verwendeten
GAP-Algorithmen voraus. Ebenfalls sei ab jetzt q ∈ {3, 27} vorausgesetzt.
Um das gewu¨nschte Resultat nachzuweisen, mu¨ssen wir in GAP die folgenden
Schritte durchfu¨hren:
1. Ermitteln, dass G transitiv auf {1, . . . , q3 + 1} operiert.
2. Einen Punktstabilisator – z.B. B := StabG(1) – ausrechnen.
3. Zeigen, dass B der G-Normalisator einer 3-Sylow-Untergruppe P von
G ist1.

Wenn diese Schritte erfolgreich durchlaufen sind, dann folgern wir die Be-
hauptung mit einem analogen Argument wie im Beweis von Korollar 4.2.1.
Der Autor hat die genannten Schritte in den Fa¨llen q = 3 und q = 27 durch-
gefu¨hrt und sich von der Richtigkeit der einzelnen Behauptungen u¨berzeugt.
Zum Schluss dieses Abschnitts noch eine technische Bemerkung zu Schritt 3
des obigen Algorithmus:
Bei großen Gruppen und kleinen Rechnern ko¨nnen Speicherplatzprobleme
oder lange Rechenzeiten auftreten, falls man den naiven Ansatz wa¨hlt, den
G-Normalisator der Sylowgruppe direkt auszurechnen.
Besser und schneller ist hier, folgende Schritte durchzufu¨hren:
1Aus Ordnungsgru¨nden ist jede 3-Sylow-Untergruppe von B auch eine von G. Wenn
Schritt 3 erfolgreich durchlaufen ist, dann folgt sogar, dass P die einzige 3-Sylow-
Untergruppe von B ist.
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3.1. Ermitteln, dass P normal in B ist.
3.2. Ermitteln, dass P nicht normal in G ist.
3.3 Ermitteln, dass G primitiv auf {1, . . . , q3 + 1} operiert. Dann ist B
na¨mlich maximale Untergruppe von G (s. z.B. [Hup67, Satz 1.4, S.
147]), insgesamt folgt also B = NG(P ).
6.2 Die Berechnung der Inzidenzmatrizen
Wir fassen hier noch einmal die wichtigsten Punkte von Satz 1.3.4 zusammen.
• Die Punkte des Ree-Unitals entsprechen den 3-Sylow-Untergruppen der
Ree-Gruppe.
• Die Geraden entsprechen den Involutionen der Ree-Gruppe.
• Inzidenz liegt genau dann vor, wenn die entsprechende Involution im
Normalisator der entsprechenden 3-Sylow-Untergruppe liegt.
• G operiert als Gruppe von Automorphismen des Unitals 2-fach transitiv
auf den Punkten und transitiv auf den Geraden.
• Jede Involution fixiert genau eine Gerade (aufgefasst als Menge von
Punkten) punktweise.
In Anbetracht der Erkenntnisse aus Abschnitt 6.1 ist es nun nicht mehr
schwierig, sich eine Inzidenzmatrix des Ree-Unitals zu verschaffen. Wir for-
mulieren einen naheliegenden Algorithmus in Pseudocode.
Algorithmus 6.2.1
1. G := Ree-Gruppe zum Parameter q (als Permutationsgruppe).
2. Bestimme eine Involution τ von G (beispielsweise durch zufa¨llige Suche
eines geeigneten Elements).
3. Bestimme die von τ fixierten Punkte. Diese bilden eine Gerade g des
Unitals.
4. Bestimme die Bahn I von g unter der Operation von G. Diese Bahn
besteht genau aus allen Geraden des Unitals.
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5. Gebe I aus.

Dieser Algorithmus liefert eine codierte Form der Inzidenzmatrix des Unitals.
Die Eintra¨ge einer Zeile sind als diejenigen Indizes anzusehen, deren Eintra¨ge
in der eigentlichen Inzidenzmatrix den Wert 1 haben.
Der Autor hat diesen Algorithmus in GAP implementiert. Schritt 4 beno¨tigte
im Fall q = 27 auf einem Intel Pentium-4-Prozessor mit 3,2 GHz ca. 2 Mi-
nuten 10 Sekunden CPU-Zeit. Die anderen Schritte haben vernachla¨ssigbar
kleinen Zeitbedarf, ebenso wie der komplette Algorithmus im Fall q = 3.
6.3 Die Berechnung der Elementarteiler
Die Berechnung der Elementarteiler erfolgt im Wesentlichen durch den Al-
gorithmus von Lu¨beck [Lu¨b02, Section 3], den der Autor der vorliegenden
Arbeit mit einigen kleineren Vera¨nderungen in GAP implementiert hat.
Durch den Algorithmus von Lu¨beck werden fu¨r eine gegebene Primzahl p
die p-Anteile der Elementarteiler einer Matrix mit ganzzahligen Eintra¨gen
berechnet. Die Grundidee des Algorithmus ist (vgl. [Lu¨b02, Section 2]), die
Matrix in eine p-adjustierte Form zu transformieren. Eine Matrix A ∈ Zm×n
vom Rang r heißt p-adjustiert, wenn d ∈ N sowie rj ∈ N0 fu¨r −1 ≤ j ≤ d+ 1
mit folgenden Eigenschaften existieren (hierbei werden die Zeilen von A mit
a1, . . . , am bezeichnet):
(a) r−1 = 0 ≤ . . . ≤ rd = r ≤ rd+1 = m.
(b) Falls rl−1 < i ≤ rl, dann ai = pla′i fu¨r eine Zeile a′i ∈ Zn.
(c) Die Reduktionen a′1, . . . , a
′
r modulo p sind linear unabha¨ngig u¨ber Fp.
Es ist einfach, bei einer p-adjustierten Matrix durch Kenntnis der rj auf die
Vielfachheiten der p-Anteile der Elementarteiler zu schließen. Es gilt na¨mlich
fu¨r 0 ≤ j ≤ k, wobei pk der ho¨chste auftretende p-Anteil sei:
pj tritt mit der Vielfachheit rj − rj−1 auf.
Wenn man eine obere Schranke fu¨r die auftretenden p-Anteile hat, kann
man wa¨hrend der Durchfu¨hrung des Algorithmus die Eintra¨ge modulo dieser
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Schranke reduzieren. Damit verhindert man die sogenannte entry explosion,
d.h. das Auftreten sehr großer Zahlen als Eintra¨ge der wa¨hrend der Rech-
nung verwendeten Matrizen, was natu¨rlich enorme Auswirkungen auf den
Speicherplatzbedarf hat. Fu¨r die Inzidenzmatrizen der Ree-Unitale liefert
Satz 2.1.1 eine solche Schranke.
Der Autor hat diesen Algorithmus in GAP implementiert (s. Abschnitt 6.5)
und auf die Inzidenzmatrizen der Ree-Unitale zum den Parametern q = 3
und q = 27 angewendet, um die 2-Anteile der Elementarteiler zu ermitteln.
Im Fall q = 3 ist die Inzidenzmatrix aus Z63×28. Es gab auf einem Intel
Pentium-4-Prozessor mit 3,2 GHz nach 16 Millisekunden Rechenzeit folgende
Ergebnisse:
• 1 tritt mit der Vielfachheit 19 auf.
• 2 tritt mit der Vielfachheit 8 auf.
• 4 tritt mit der Vielfachheit 1 auf.
Diese Ergebnisse sind nicht neu. Sie wurden bereits von Hiß [His97] vero¨ffent-
licht.
Im Fall q = 27 ist es aus Zeit- und Speicherplatzgru¨nden nicht sinnvoll,
die komplette Inzidenzmatrix als Eingabematrix zu benutzen, denn diese
hat mehr als 5 · 105 Zeilen. Der Autor hat statt dessen eine Matrix aus
19800 zufa¨llig ausgewa¨hlten Zeilen der Inzidenzmatrix benutzt. Auf einem
Intel Pentium-4-Prozessor mit 3,2 GHz und nach einer Rechenzeit von ca. 56
Stunden gab es folgende Ergebnisse (Reduktion modulo 16):
• 1 tritt mit der Vielfachheit 17499 auf.
• 2 tritt mit der Vielfachheit 2184 auf.
• 4 tritt mit der Vielfachheit 1 auf.
6.4 Folgerungen
Es stellt sich im Fall q = 27 die Frage, ob bei Eingabe der kompletten Inzi-
denzmatrix andere Ergebnisse herauskommen ko¨nnen. Dies wa¨re genau dann
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der Fall, wenn die o.g. zufa¨llig ausgewa¨hlten Zeilen nicht ganz N erzeugen.
Gema¨ß Satz 1.4.1 (c) und Satz 2.1.1 kann man aus der Vielfachheit des
2-Anteils 4 bereits auf die Vielfachheit des 2-Anteils 2 schließen, und um-
gekehrt. Korollar 2.1.4 liefert, dass 4 mindestens einmal als 2-Anteil eines
Elementarteilers vorkommt.
Wu¨rden die zufa¨llig ausgewa¨hlten Zeilen nicht ganz N erzeugen, so ha¨tte
die Computerrechnung ho¨here Ergebnisse als 4, o¨fteres Auftreten von 4 oder
o¨fteres Auftreten von 2 liefern mu¨ssen. Da dies nicht der Fall ist, erzeugen
die zufa¨llig ausgewa¨hlten Zeilen bereits ganz N .
Vorbehaltlich der Korrektheit der unten vorgelegten Implementierung folgt
somit die Korrektheit von Satz 2.2.1.
6.5 Die Implementierung
Wir geben in diesem Abschnitt die GAP-Implementierung des Algorithmus
zur Berechnung der p-Anteile der Elementarteiler einer Matrix mit ganzzah-
ligen Eintra¨gen an. Es handelt sich, wie schon erwa¨hnt, um den Algorithmus
aus [Lu¨b02, Section 3], allerdings mit den folgenden Modifikationen:
• Die Eintra¨ge werden zwischendurch modulo eines beim Funktionsaufruf
mitgegebenen Parameters reduziert.
• Falls ein auftretender Vektor nur Eintra¨ge 0 und 1 hat (dies wird von
der Funktion OneZeroTest ermittelt), wird er zur Speicherplatzoptimie-
rung als Menge der Stellen mit Eintrag 1 abgespeichert. Die Umwand-
lung eines 0-1-Vektors in die zugeho¨rige Indexmenge der 1-Eintra¨ge
wird von der Funktion Vector2Set durchgefu¨hrt.
• Ein in dieser
”
Indexmengen-Form“ vorliegender Vektor muss fu¨r wei-
tere Berechnungen in die u¨bliche Form gebracht werden. Dies macht
bei Bedarf die Funktion Set2Vector.
• Die Liste der rj aus [Lu¨b02] wird zur Berechnung einer Liste von Ele-
mentarteilern samt Vielfachheiten verwendet. Dies macht die Funkton
ElemDivChange2.
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Die erwa¨hnten Hilfsfunktionen wurden ebenfalls vom Autor implementiert.
Wir verzichten darauf, deren GAP-Code hier aufzufu¨hren, da deren Imple-
mentierung nicht schwierig ist.
Es folgt der Code der Funktion ElemDivisors. Diese hat als Eingabe
(a) eine Matrix A
(b) deren Rang r
(c) eine Primzahl p
(d) die Zeilenla¨nge n
(e) die Reduktionskonstante modulator
Ausgegeben wird eine Liste, deren 4. Komponente die Liste der p-Anteile der
Elementarteiler samt Vielfachheiten ist.
Bei Zeichen, die innerhalb einer Zeile rechts von # auftreten, handelt es sich
um Kommentare, die vom GAP-Interpreter ignoriert werden.
ElemDivisors := function(A, r, p, n, modulator)
# Benennung der lokalen Variablen wie folgt:
# A^’ und B^’ aus dem Artikel werden A2, B2.
# a_i^’ wird a.
# Die r_i aus dem Artikel werden in rliste gespeichert.
local A1, A2, B, k, B2, i1, i2, i3, i4, v, d, a, c, rliste,
Tp, inv, m, hvektor, wandelvektor,
i, j, hilf, ptest;
#
# Initialisierungen
#
A2 := [];
B := List(A, ShallowCopy);
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k := 0;
m := Length(A);
Tp := [1..n];
inv := [];
A1 := [];
rliste := List([1..r], i->0);
#
# Hauptschleife
#
while (Length(A2)<r) do
B2 := [];
for i2 in [1..Length(B)] do
v := ShallowCopy(B[i2]);
# Umwandeln von v (in Indexschreibweise) in Vektor
# (falls noetig).
if Length(v)<>n then
wandelvektor := List([1..n], i->0);
for i4 in [1..Length(v)] do
wandelvektor[v[i4]] := 1;
od;
v := ShallowCopy(wandelvektor);
fi;
# Reduzieren von v modulo p mit Zeilen von A2.
for i3 in [1..Length(A2)] do
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a := A2[i3];
if Length(a)<>n
then
a := Set2Vector(a, n);
fi;
# Bestimmen von besagtem c (s. Artikel)
if p=2
then
c := -p/2;
else
c := -p/2 + 1/2;
fi;
while (c<=p/2) do
hvektor := ShallowCopy(v);
AddRowVector(hvektor, a, -c);
if (hvektor[Tp[i3]] mod p)=0
then
break;
fi;
c := c+1;
od;
AddRowVector(v, a, -c);
od;
# Test, ob alle Eintraege von v durch p teilbar sind.
ptest := true;
for i4 in [1..Length(v)] do
if ( v[Tp[i4]] mod p <>0)
then
ptest := false;
j := i4;
break;
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fi;
od;
if ptest
then
v := 1/p*v;
v := v mod modulator; # hier wird mod modulator
# reduziert
if OneZeroTest(v)
then
v := Vector2Set(v);
fi;
Append(B2, [v] );
else
i := Length(A2)+1;
v := v mod modulator; # hier auch
if OneZeroTest(v)
then
v := Vector2Set(v);
fi;
# j ist schon bestimmt, s.o.
Append(A2, [v]);
# ggfs. Tauschen von i- und j-Spalte
if i<>j
then
hilf := Tp[i];
Tp[i] := Tp[j];
Tp[j] := hilf;
fi;
fi;
od; # Ende der i2-Schleife
rliste[k+1] := Length(A2);
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# return rliste; (bis hierhin o.k.)
k := k+1;
B := B2;
od; # Ende Hauptschleife.
d := k-1;
return [d, rliste, ElemDivChange2(rliste, p),
Collected(ElemDivChange2(rliste, p))];
# Die Collected-Liste enthaelt Elementarteiler
# mit Vielfachheiten.
end;
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Kapitel 7
Computerrechnungen II
In diesem Kapitel beschreiben wir die algorithmischen Methoden, mit denen
einige Ergebnisse des Kapitels 5 gewonnen wurden. Fu¨r das gesamte Kapitel
sei q = 3 vorausgesetzt.
In Abschnitt 7.1 berechnen wir die Hauptdivisoren (x), (y1) und (y2) mittels
GAP [GAP06]. Wir beweisen durch Computerrechnungen alle Behauptungen
des Abschnitts 5.3.
In Abschnitt 7.2 verwenden wir das Computeralgebrasystem MAGMA
[BCP97], um D0 und M0/(H ∩M0) zu berechnen und damit Satz 5.5.1 zu
zeigen.
7.1 Die Berechnung einiger Hauptdivisoren
Ziel dieses Abschnittes ist, einige Hauptdivisoren sowie die Z-Erzeugnisse
von deren G-Bahnen zu berechnen, um letztlich Aussagen u¨ber die entspre-
chenden Faktormoduln von M0 und N0 zu gewinnen. Es werden alle noch
unbewiesenen Aussagen des Abschnitts 5.3 bewiesen.
An dieser Stelle merken wir an, dass wir nur die wichtigsten Schritte und Er-
gebnisse der GAP-Rechnungen auffu¨hren. Die – nach Meinung des Autors –
trivialen Schritte erwa¨hnen wir kurz, fu¨hren sie aber nicht als GAP-Code auf.
Zuna¨chst berechnen wir die Inzidenzmatrix des Ree-Unitals wie in Abschnitt
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6.2 beschrieben. Dies liefert folgendes Ergebnis.
gap> Inzi := Orbit(G, Gerade, OnSets);
[ [ 1, 2, 4, 12 ], [ 1, 3, 11, 26 ], [ 1, 5, 13, 27 ],
[ 1, 6, 10, 21 ], [ 1, 7, 8, 24 ], [ 1, 9, 23, 25 ],
[ 2, 10, 13, 23 ], [ 1, 14, 22, 28 ], [ 2, 11, 15, 27 ],
[ 1, 16, 18, 20 ], [ 1, 15, 17, 19 ], [ 2, 3, 14, 18 ],
[ 2, 17, 20, 24 ], [ 2, 19, 26, 28 ], [ 3, 5, 7, 22 ],
[ 4, 18, 23, 27 ], [ 5, 6, 20, 28 ], [ 2, 21, 22, 25 ],
[ 3, 21, 23, 24 ], [ 4, 5, 11, 24 ], [ 2, 6, 7, 16 ],
[ 2, 5, 8, 9 ], [ 3, 4, 6, 15 ], [ 4, 7, 10, 28 ],
[ 3, 12, 20, 25 ], [ 5, 17, 25, 26 ], [ 3, 9, 10, 19 ],
[ 4, 8, 22, 26 ], [ 6, 8, 17, 18 ], [ 7, 13, 14, 17 ],
[ 8, 12, 14, 19 ], [ 9, 14, 20, 27 ], [ 10, 15, 20, 22 ],
[ 5, 10, 12, 18 ], [ 6, 9, 13, 22 ], [ 6, 12, 26, 27 ],
[ 4, 14, 16, 25 ], [ 7, 15, 18, 25 ], [ 3, 17, 27, 28 ],
[ 9, 15, 16, 26 ], [ 10, 14, 24, 26 ], [ 8, 11, 20, 21 ],
[ 12, 13, 15, 24 ], [ 4, 9, 17, 21 ], [ 5, 16, 19, 23 ],
[ 3, 8, 13, 16 ], [ 4, 13, 19, 20 ], [ 5, 14, 15, 21 ],
[ 6, 11, 14, 23 ], [ 7, 9, 11, 12 ], [ 11, 18, 19, 22 ],
[ 12, 17, 22, 23 ], [ 8, 10, 25, 27 ], [ 8, 15, 23, 28 ],
[ 7, 20, 23, 26 ], [ 10, 11, 16, 17 ], [ 7, 19, 21, 27 ],
[ 12, 16, 21, 28 ], [ 16, 22, 24, 27 ], [ 6, 19, 24, 25 ],
[ 11, 13, 25, 28 ], [ 13, 18, 21, 26 ], [ 9, 18, 24, 28 ] ]
gap> Length(Inzi);
63
Damit fu¨hren wir den Algorithmus1 4.5.21 aus, welcher die G-Stabilisatoren
S(x), S(y1) und S(y2) von (x), (y1) bzw. (y2) liefert. Dabei setzen wir p1 := 28
und p2 := 1, somit identifizieren wir P∞ mit 28 und P0,0,0 mit 1. Diese Wahl
ist vollkommen willku¨rlich, aber gerechtfertigt, da G auf P 2-fach transitiv
operiert.
7.1.1 Der Hauptdivisor (x)
Wir berechnen die Bahnen von S(x) auf P = {1, . . . , 28}.
1Eine GAP-Implementierung dieses Algorithmus kann bei [Rin08] heruntergeladen wer-
den.
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gap> Orbits(Stabx, [1..28]);
[ [ 1, 2, 19, 6, 5, 20, 26, 14, 22 ],
[ 3, 24, 21, 25, 13, 23, 27, 12, 8, 7, 9, 4, 18, 15, 10,
11, 16, 17 ], [ 28 ] ]
Es gibt also genau eine Bahn der La¨nge q2 = 9. Diese ko¨nnen wir mit
{P0,µ,ρ | µ, ρ ∈ Fq}
identifizieren (vgl. Lemma 4.5.13 (a)). Somit ko¨nnen wir (x) als Element von
Z28 auffassen, die an den Stellen der oben erwa¨hnten Bahn jeweils den Ein-
trag 1 hat, und an der Stelle 28 den Eintrag −q2 = −9. Alle anderen Eintra¨ge
von (x) sind 0.
Die G-Bahn von (x) berechnen wir nun in naheliegender Weise, indem wir
G als Permutationsgruppe auf den Indizes {1, . . . , 28} operieren lassen. Die
resultierende Bahn fassen wir als 84 × 28-Matrix u¨ber Z auf. Deren Ele-
mentarteiler lassen sich ohne Schwierigkeiten mit GAP berechnen. Aus den
Ergebnissen folgt Feststellung 5.3.3 (a).
gap> Length(xBahn);
84
gap> Length(xBahn[1]);
28
gap> Rank(xBahn);
27
gap> S := SmithNormalFormIntegerMat(xBahn);;
gap> ElemTeiler := List([1..27], i->S[i][i]);;
gap> Collected(ElemTeiler);
[ [ 1, 18 ], [ 7, 1 ], [ 14, 2 ], [ 28, 6 ] ]
7.1.2 Der Hauptdivisor (y2)
Zuna¨chst berechnen wir die Bahnen von S(y2) auf {1, . . . , 28}.
gap> Orbits(Staby2, [1..28]);
[ [ 1, 14, 22 ], [ 2, 19, 5, 26, 20, 6 ],
[ 3, 18, 21, 11, 15, 10 ], [ 4, 12, 13, 8, 27, 9 ],
[ 7, 16, 25, 23, 17, 24 ], [ 28 ] ]
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Es ist damit klar, dass P ((y2), 3) = {1, 14, 22}. Im U¨brigen steht diese Aussa-
ge mit Lemma 4.6.6 in Einklang. Selbstversta¨ndlich gilt P ((y2),−15) = {28}.
Es stellt sich jetzt die Frage, welche der vier Bahnen der La¨nge 6 der Menge
P ((y2), 1) entspricht.
Gleichung (4.85) liefert
P ((y2), 1) ∩ P ((x), 1) = ∅,
somit scheidet {2, 5, 6, 19, 20, 26} als Mo¨glichkeit aus.
Wir nehmen nun hypothetisch an, dass P ((y2), 1) = {3, 10, 11, 15, 18, 21}
oder P ((y2), 1) = {7, 16, 17, 23, 24, 25}. Wir verfahren weiter analog zu Un-
terabschnitt 7.1.1. In beiden Fa¨llen erhalten wir folgende Ergebnisse.
gap> y2Bahn := PermOrbit(G, y2Vektor);;
gap> Length(y2Bahn);
252
gap> Length(y2Bahn[1]);
28
gap> Rank(y2Bahn);
27
gap> S := SmithNormalFormIntegerMat(y2Bahn);;
gap> ElemTeiler := List([1..27], i->S[i][i]);;
gap> Collected(ElemTeiler);
[ [ 1, 27 ] ]
Wegen (y2) ∈ M0 wu¨rde daraus M0 = H ∩M0 folgen, im Widerspruch zu
Feststellung 5.2.2 (b).
Nimmt man hingegen P ((y2), 1) = {4, 8, 9, 12, 13, 27} an, und verfa¨hrt wie in
Unterabschnitt 7.1.1, so erha¨lt man:
gap> Length(y2Bahn);
252
gap> Length(y2Bahn[1]);
28
gap> Rank(y2Bahn);
27
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gap> S := SmithNormalFormIntegerMat(y2Bahn);;
gap> ElemTeiler := List([1..27], i->S[i][i]);;
gap> Collected(ElemTeiler);
[ [ 1, 18 ], [ 7, 1 ], [ 14, 2 ], [ 28, 6 ] ]
Dieses Ergebnis ist als einziges plausibel, womit
P ((y2), 1) = {4, 8, 9, 12, 13, 27} (7.1)
sowie Feststellung 5.3.3 (c) bewiesen ist.
7.1.3 Der Hauptdivisor (y1)
Wir betrachten wie u¨blich die Bahnen von S(y1) auf {1, . . . , 28}.
gap> Orbits(Staby1, [1..28]);
[ [ 1, 20, 19 ], [ 2, 5, 22 ], [ 3, 21, 9, 7, 8, 25 ],
[ 4, 13, 15, 17, 18, 16 ], [ 6, 26, 14 ],
[ 10, 11, 23, 27, 24, 12 ], [ 28 ] ]
Offenbar ist P ((y1), 1) eine der drei Bahnen der La¨nge 6, und P ((y1), 2) eine
der drei Bahnen der La¨nge 3. Dies ergibt insgesamt 3 · 3 = 9 Mo¨glichkeiten.
Nun berechnen wir analog zum vorherigen Unterabschnitt die Bahnen aller
dieser Mo¨glichkeiten, sowie deren Elementarteiler. In sechs Fa¨llen ergibt sich
jeweils:
gap> Collected(ElemTeiler);
[ [ 1, 19 ], [ 2, 2 ], [ 4, 6 ] ]
Mit einer analogen Begru¨ndung wie im vorherigen Unterabschnitt ergibt sich
ein Widerspruch zu Feststellung 5.2.2 (b).
In den anderen drei Fa¨llen ergibt sich jeweils:
gap> Collected(ElemTeiler);
[ [ 1, 19 ], [ 14, 2 ], [ 28, 6 ] ]
Dieses Ergebnis liefert keinen Widerspruch. Damit ist Feststellung 5.3.3 (b)
bewiesen.
Die drei plausiblen Fa¨lle sind:
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(i) P ((y1), 1) = {3, 7, 8, 9, 21, 25} und P ((y1), 2) = {1, 19, 20},
(ii) P ((y1), 1) = {4, 13, 15, 16, 17, 18} und P ((y1), 2) = {6, 14, 26},
(iii) P ((y1), 1) = {10, 11, 12, 23, 24, 27} und P ((y1), 2) = {2, 5, 22}.
GAP-Rechnungen ergeben in allen drei Fa¨llen die gleiche G-Bahn, d.h. wir
haben (y1)
G ⊆ Z28 eindeutig bestimmt, ohne (y1) ∈ Z28 eindeutig zu identi-
fizieren.
Mit Blick auf Satz 5.5.1 – welcher unabha¨ngig von den anderen Sa¨tzen durch
MAGMA-Rechnungen bewiesen wird – ko¨nnen wir als Zwischenergebnis fest-
halten:
Korollar 7.1.1 Im Fall q = 3 gilt:
H ∩M0 = 〈(y1)G〉Z.
7.1.4 U¨ber die von den Hauptdivisoren erzeugten Z-
Moduln
In diesem Unterabschnitt beweisen wir die Aussagen 5.3.4 und 5.3.5.
Wir zeigen zuna¨chst (y2) ∈ 〈(x)G〉Z. Dazu berechnen wir wie oben die G-
Bahn von (x) und verschaffen uns eine Gitterbasis von 〈(x)G〉Z.
gap> V := VectorSpace(Rationals, xBahn);
<vector space over Rationals, with 84 generators>
gap> Dimension(V);
27
gap> b := LLLReducedBasis(xBahn).basis;;
gap> Length(b);
27
gap> b := Basis(V,b);;
Das so erhaltene b ist eine Z-Basis von 〈(x)〉Z. Ein Element von Z28 ist genau
dann ein Element von 〈(x)〉Z, wenn es im Vektorraum V liegt und alle seine
Koeffizienten bzgl. der Basis b Elemente von Z sind. Dies pru¨fen wir im
Folgenden fu¨r (y2) nach. Wir bezeichnen (y2) mit dem Namen y2Vektor.
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gap> y2Vektor in V;
true
gap> Coefficients(b, y2Vektor);
[ -3, 0, 1, 1, 5, -1, -1, -3, 1, -1, -1, -2, 2, 0,
-1, 0, 0, 1, 3, 1, 2, 1, 0, 3, -3, -1, 0 ]
Damit ist (y2) ∈ 〈(x)G〉Z gezeigt. Es folgt 〈(y2)G〉Z ⊆ 〈(x)〉Z. Um die umge-
kehrte Inklusion zu zeigen, gehen wir analog vor.
gap> V := VectorSpace(Rationals, y2Bahn);
<vector space over Rationals, with 252 generators>
gap> Dimension(V);
27
gap> b := LLLReducedBasis(y2Bahn).basis;;
gap> b := Basis(V,b);;
gap> Length(b);
27
gap> xVektor in V;
true
gap> Coefficients(b, xVektor);
[ 0, 3, -2, 2, -3, -2, 0, 1, 0, 0, 2, -3, 0, -2,
0, 2, 0, -2, 0, -2, -1, 1, 0, -2, -1, -1, -1 ]
Insgesamt ist Satz 5.3.4 (a) bewiesen.
Wir beweisen nun Satz 5.3.4 (b). Dazu genu¨gt es, (x) ∈ 〈(y1)G〉Z zu zeigen.
gap> V := VectorSpace(Rationals, y1Bahn);
<vector space over Rationals, with 252 generators>
gap> Dimension(V);
27
gap> b := LLLReducedBasis(y1Bahn).basis;;
gap> b := Basis(V,b);;
gap> Length(b);
27
gap> Coefficients(b, xVektor);
[ 1, 0, -2, 0, 2, -2, -1, -3, -1, -2, 0, -1, -2, 0,
-1, 0, -1, 2, 1, -1, 1, -2, 1, 0, -1, -1, 0 ]
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Damit ist Satz 5.3.4 (b) bewiesen.
Wir ko¨nnen Feststellung 5.3.5 (a) bis (c) mit analogen Methoden beweisen.
Zuna¨chst u¨berlegt man sich, dass N0 von den Elementen der Form
e := g1 − g2 (7.2)
mit g1, g2 ∈ G, g1 6= g2, erzeugt wird. Wir haben die Behauptungen fu¨r alle
diese Erzeuger nachgerechnet. Wir demonstrieren die Vorgehensweise exem-
plarisch fu¨r nur einen Erzeuger und nur fu¨r Behauptung (b). Als Erzeuger
nehmen wir die Differenz der ersten beiden Geraden unserer Inzidenzmatrix.
gap> erzeuger;
[ 0, 1, -1, 1, 0, 0, 0, 0, 0, 0, -1, 1, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 0, 0 ]
gap> Sum(erzeuger);
0
gap> V := VectorSpace(Rationals, y1Bahn);
<vector space over Rationals, with 252 generators>
gap> Dimension(V);
27
gap> b := LLLReducedBasis(y1Bahn).basis;;
gap> b := Basis(V,b);;
gap> Length(b);
27
gap> Coefficients(b, erzeuger);
[ 13/14, 11/14, -1/7, -1/14, 5/14, 1/7, -1, -9/14, -2/7, -9/14,
1/2, -1/2, -1/7, -5/14, -2/7, -3/7, -4/7, 1/7, 3/14, -9/14,
2/7, -4/7, 1/7, 3/14, -3/14, -1/7, 3/14 ]
Das vorstehende Listing beweist, dass der gewa¨hlte Erzeuger in N0/〈(y1)G〉Z
die Ordnung 14 hat. Es ist nicht schwierig, dies fu¨r alle Erzeuger nachzu-
pru¨fen. Es genu¨gt dazu, fu¨r jeden Erzeuger e der Form (7.2) nachzurechnen,
dass 14 · e ∈ 〈(y1)G〉Z ist. Ebenso verfa¨hrt man mit 〈(x)G〉Z an Stelle von
〈(y1)G〉Z. Wir mo¨chten an dieser Stelle auf detailliertere Ausfu¨hrungen ver-
zichten.
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7.1.5 (x), (y1) und (y2) sind Elemente von N0
Ziel dieses Unterabschnitts ist der Nachweis, dass sein Titel im Fall q = 3
eine wahre Aussage ist. Damit wa¨re dann Feststellung 5.3.1 bewiesen, außer-
dem folgen Feststellung 5.3.5 (d) bis (f), was die Beweise der Aussagen von
Abschnitt 5.3 komplettiert.
Es genu¨gt offenbar, (x), (y1), (y2) ∈ N zu zeigen. Dies erreichen wir, indem
wir uns eine Z-Basis b von N verschaffen und zeigen, dass die betrachteten
Hauptdivisoren Z-Linearkombinationen von Elementen von b sind. Im folgen-
den GAP-Listing ist InziVektor die Inzidenzmatrix als 63 × 28-Matrix u¨ber
Z.
gap> Length(InziVektor);
63
gap> Length(InziVektor[1]);
28
gap> Rank(InziVektor);
28
gap> V := VectorSpace(Rationals, InziVektor);
<vector space over Rationals, with 63 generators>
gap> Dimension(V);
28
gap> b := LLLReducedBasis(InziVektor).basis;;
gap> b := Basis(V,b);;
gap> Length(b);
28
gap> xVektor in V;
true
gap> y1Vektor in V;
true
gap> y2Vektor in V;
true
gap> Coefficients(b, xVektor);
[ -3, 1, -1, 3, 0, 0, 1, -2, 4, -1, 3, 3, -3, 3,
1, 0, -5, 0, -3, 0, 3, 0, 3, 3, -3, -3, 3, -3 ]
gap> Coefficients(b, y1Vektor);
[ -3, 4, 0, 5, 3, 1, 2, -4, 7, -3, 3, 3, -4, 4,
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3, 4, -9, 3, -3, 2, 3, -1, 4, 2, -4, -1, 4, -3 ]
gap> Coefficients(b, y2Vektor);
[ -2, 5, 2, 4, 3, 1, 3, -3, 8, -4, 5, 1, -4, 4,
3, 5, -10, 3, -1, 3, 3, 0, 6, 5, -4, -3, 6, -3 ]
Bemerkung Jeder der drei fu¨r (y1) in Frage kommenden Mo¨glichkeiten liegt
in N . Das kann man direkt mit GAP nachrechnen, oder aber man rechnet es
fu¨r eine der Mo¨glichkeiten nach und rechnet nach, dass alle drei Mo¨glichkeiten
die gleiche G-Bahn haben.
7.2 Die Berechnung der Divisorenklassengrup-
pe
In diesem Abschnitt wird mit Hilfe des Computeralgebrasystems MAGMA
[BCP97] im Fall q = 3 die Divisorenklasse vom Grad 0 sowie M0/(H ∩M0)
ausgerechnet. Die Ergebnisse dieser Rechnungen beweisen Satz 5.5.1.
Wir fu¨hren jetzt eine mo¨gliche Befehlsfolge zur Erzielung der gewu¨nschten
Resultate an. Der Autor dankt an dieser Stelle Prof. Dr. Florian Heß von
der Technischen Universita¨t Berlin, der den Autor auf diese Mo¨glichlichkeit
hingewiesen hat.
Magma V2.14-9 Fri Jan 18 2008 15:45:15 on arctur
[Seed = 1318695520]
Type ? for help. Type <Ctrl>-D to quit.
> n := 0;
> q := 3^(2*n+1);
> q0 := 3^n;
> q;q0;
3
1
> Fq := GF(q);
> Fqx<x> := PolynomialRing(Fq);
> Pqxt<t> := PolynomialRing(Fqx);
> F1<y1> := FunctionField(t^q-t-x^q0*(x^q-x));
> F1t<t> := PolynomialRing(F1);
> F2<y2> := FunctionField(t^q-t-x^q0*(y1^q-y1));
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F2 ist nun der in MAGMA repra¨sentierte Funktionenko¨rper FR = Fq(x, y1, y2).
Wir berechnen nun zur Plausibilita¨tspru¨fung einige Kenngro¨ßen von FR,
na¨mlich Konstantenko¨rper, Geschlecht, Anzahl der Fq-rationalen Stellen und
Klassenzahl. Die ausgegebenen Werte stimmen mit der Theorie u¨berein.
> C := ConstantField(F2);
> C;
Finite field of size 3
> Genus(F2);
15
> NumberOfPlacesOfDegreeOneECF(F2);
28
> ClassNumber(F2);
94450499584
> ClassNumber(F2) eq 4^7 * 7^8;
true
Damit ist Lemma 4.4.1 auch fu¨r q = 3 bewiesen.
Es folgt die Berechnung der Divisorenklassengruppe D/H.
> DivKlassGruppe, f := ClassGroup(F2);
> DivKlassGruppe;
Abelian Group isomorphic to Z/14 + Z/14 + Z/28 + Z/28
+ Z/28 + Z/28 + Z/28 + Z/28 + Z
Defined on 9 generators
Relations:
14*DivKlassGruppe.1 = 0
14*DivKlassGruppe.2 = 0
28*DivKlassGruppe.3 = 0
28*DivKlassGruppe.4 = 0
28*DivKlassGruppe.5 = 0
28*DivKlassGruppe.6 = 0
28*DivKlassGruppe.7 = 0
28*DivKlassGruppe.8 = 0
>
Wegen D/D0 ∼= Z folgt Satz 5.5.1 (a).
Wir berechnen nun M/(H ∩M) und zeigen M/(H ∩M) ∼= D/H.
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> Grad1Stellen := Places(F2,1);
> # Grad1Stellen;
28
> M := [P@@f: P in Grad1Stellen];
> #M;
28
> DivKlassGruppeM := sub< DivKlassGruppe | M >;
> DivKlassGruppeM eq DivKlassGruppe;
true
Wegen M/M0 ∼= Z folgt Satz 5.5.1 (b).
> P1 := Grad1Stellen[1];
> P2 := Grad1Stellen[2];
> Order((P1-P2)@@f);
28
Dies beweist Lemma 4.4.3 (a) im Fall q = 3.
Kapitel 8
U¨ber einige Klassen von
Mo¨bius-Ebenen
In diesem Kapitel behandeln wir spezielle 3-Designs, die sogenannten Mo¨bius-
Ebenen.
Abschnitt 8.1 stellt die Definition und einige grundlegende Eigenschaften von
Mo¨bius-Ebenen bereit.
In Abschnitt 8.2 stellen wir eine Klasse von Mo¨bius-Ebenen vor, welche je-
weils eine Suzuki-Gruppe als Gruppe von Automorphismen besitzen. Wir
untersuchen diese Designklasse mit den Methoden des Kapitels 2. Es zeigt
sich, dass diese Methoden bereits ausreichen, um die Frage nach den Ele-
mentarteilern der Inzidenzmatrix vollsta¨ndig zu beantworten.
In Abschnitt 8.3 bemerken wir, dass die gleichen Methoden auf eine weitere
Klasse von Mo¨bius-Ebenen – die miquelschen Ebenen – anwendbar sind.
In Abschnitt 8.4 wird gezeigt, dass ein Teil der in den vorigen Abschnit-
ten erhaltenen Resultate u¨ber die Elementarteiler unabha¨ngig von konkreten
Gruppen von Design-Automorphismen erzielbar ist und schon aus rein de-
signtheoretischen U¨berlegungen folgt.
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8.1 Mo¨bius-Ebenen
Definition 8.1.1 Eine Mo¨bius-Ebene zum Parameter m ist ein
3-(m2 + 1,m+ 1, 1)-Design, wobei m ∈ N, m ≥ 2. Ein Block dieses Designs
wird auch Kreis genannt.
Unmittelbar aus der Definition folgt:
Lemma 8.1.2 Sei M = (P ,K, I) eine Mo¨bius-Ebene zum Parameter m.
Dann gilt:
(a) |P| = m2 + 1.
(b) Jeder Kreis entha¨lt genau m+ 1 Punkte.
(c) Zu je 3 verschiedenen Punkten gibt es genau einen Kreis, der alle diese
Punkte entha¨lt.
(d) |K| = m · (m2 + 1).
(e) Jeder Punkt ist in genau m · (m+ 1) Kreisen enthalten.
Beweis (a), (b) und (c) folgen direkt aus Definition 1.2.1. (d) und (e) folgen
aus Lemma 1.2.2.

Wie bei jedem Design kann man auch einer Mo¨bius-Ebene eine Inzidenz-
matrix zuordnen. Fu¨r deren jeweiligen Rang u¨ber diversen Ko¨rpern gilt der
folgende Satz (s. [AK92, Th. 8.5.1, S. 311]):
Satz 8.1.3 Sei I die Inzidenzmatrix einer Mo¨bius-Ebene zum Parameter m.
Seien p ∈ P∪{0} und rp der Rang von I u¨ber einem Ko¨rper der Charakteristik
p. Dann gilt:
(a) rp = m
2, falls p | m+ 1.
(b) rp = m
2 + 1, falls p - m+ 1.
Unter Beibehaltung der Bezeichnungen wie in Satz 8.1.3 folgt sofort:
Korollar 8.1.4 Seien d1, d2, . . . , dm2+1 ∈ N die aufsteigend geordneten Ele-
mentarteiler von I. Dann gilt:
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(a) Die Primteiler aller di mit i ∈ {1, . . . ,m2 + 1} teilen m+ 1.
(b) Fu¨r 1 ≤ i ≤ m2 gilt: di = 1.
Beweis Sei p ∈ P mit p - m+ 1. Dann hat I – aufgefasst als Matrix u¨ber Fp
– aufgrund von Satz 8.1.3 (b) den maximalen Rang. Daher gilt p - di fu¨r alle
i ∈ {1, . . . ,m2 + 1}, womit (a) bewiesen ist.
Die Behauptung (b) folgt nun unter Beru¨cksichtigung von Satz 8.1.3 (a).

8.2 Eine Mo¨bius-Ebene zur Suzuki-Gruppe
Im Folgenden wenden wir uns speziellen Mo¨bius-Ebenen zu, na¨mlich solchen,
die eine Suzuki-Gruppe als Gruppe von Automorphismen haben.
Sei nun q := 22n+1, 1 ≤ n ∈ N. Sei Sz(q) := 2B2(q) die Suzuki-Gruppe
zum Parameter q. Es handelt sich dabei, wie bei der Ree-Gruppe, um eine
einfache Gruppe vom Lie-Typ. Ihre Ordnung ist q2 · (q2 + 1) · (q − 1).
Wir zitieren ohne Beweis den folgenden Satz (s. [Lu¨n80, 26.1–26.4, S. 128–
130]).
Satz 8.2.1
(a) Zu jedem q wie oben gibt es bis auf Isomorphie genau eine Mo¨bius-
Ebene S(q) := M := (P ,K, I) zum Parameter q, die eine Gruppe
G ∼= Sz(q) von Automorphismen besitzt.
(b) Seien M und G wie in (a). Dann gilt:
(b1) G operiert 2-fach transitiv auf P.
(b2) Die unter (b1) genannte Operation induziert eine transitive Ope-
ration von G auf K.
(b3) Zu jedem p ∈ P gibt es genau eine 2-Sylowgruppe Up von G, die
auf {p} trivial und auf P \ {p} regula¨r operiert.
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Wir werden im Folgenden die Elementarteiler der entsprechenden Inzidenz-
matrizen untersuchen. Dafu¨r werden wir keine konkrete Konstruktion einer
solchen Mo¨bius-Ebene beno¨tigen.
Sei also ab jetzt S(q) = M eine Mo¨bius-Ebene wie in Satz 8.2.1, mit einer
Gruppe G ∼= Sz(q) von Automorphismen und mit Inzidenzmatrix I.
Wie im Fall des Ree-Unitals ko¨nnen wir auch die nun vorliegende Situation
in der Theorie der Z-Moduln darstellen. Wir verwenden fu¨r den Rest des
Abschnitts die analoge Notation wie in Abschnitt 2.1, d.h.:
• M = Zq2+1 sei die freie abelsche Gruppe auf P ,
• M0 ∼= Zq2 sei der Untermodul der Elemente von M vom Grad 0,
• N sei der von den Kreisen (also den Blo¨cken) von M erzeugte Unter-
modul von M,
• N0 := M0 ∩N .
Wie beim Ree-Unital operiert G auf allen diesen Moduln, und die Elementar-
teiler von I geben die Struktur von M/N als abelsche Gruppe an.
Unser erstes Ziel ist, das Analogon zu Satz 2.1.1 auch hier zu beweisen.
Der Beweis von Satz 2.1.1 ist auch fast unvera¨ndert u¨bertragbar, mit der
Einschra¨nkung, dass im vorliegenden Fall u :=
∑
p∈P p /∈ N gilt. Jedoch
genu¨gt fu¨r den Beweis schon die schwa¨chere Bedingung (q + 1)u ∈ N . Dies
ist hier der Fall.
Lemma 8.2.2 Mit den Bezeichnungen wie oben gilt:
(q + 1)u ∈ N. (8.1)
Beweis Wegen Lemma 8.1.2 (e) gilt q · (q+ 1) ·u = ∑b∈K b ∈ N . Also ist die
Ordnung von u in M/N ein Teiler von q · (q+ 1). Da q und q+ 1 teilerfremd
sind, folgt aus Korollar 8.1.4, dass die genannte Ordnung schon q + 1 teilt.
Das ist a¨quivalent zu (8.1).

Wir sind jetzt in der Lage, das Analogon zu Satz 2.1.1 zu beweisen.
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Satz 8.2.3 M/N ist eine endliche abelsche Gruppe, deren Exponent q + 1
teilt. Insbesondere sind alle Elementarteiler von I Teiler von q + 1.
Beweis Unter Beru¨cksichtigung von Lemma 8.2.2 funktioniert der Beweis
analog wie der zu Satz 2.1.1. Die Gruppe U aus dem Beweis von Satz 2.1.1
ist dabei durch die Gruppe Up0 gema¨ß Satz 8.2.1 (b3) zu ersetzen.

Auch die anderen Folgerungen aus Abschnitt 2.1 sind ohne Schwierigkeiten
auf die aktuelle Situation u¨bertragbar.
Lemma 8.2.4 M/(M0 +N) ist zyklisch von der Ordnung q + 1.
Korollar 8.2.5 q + 1 tritt als Elementarteiler von I mindestens mit der
Vielfachheit 1 auf.
Beweise Analog Lemma 2.1.3 bzw. Korollar 2.1.4.

Wir ko¨nnen jetzt die Struktur von M/N , und damit die Elementarteiler von
I, vollsta¨ndig bestimmen.
Korollar 8.2.6
(a) M/N ist zyklisch von der Ordnung q + 1.
(b) I hat genau die folgenden Elementarteiler:
• 1 mit Vielfachheit q2,
• q + 1 mit Vielfachheit 1.
(c) (M0 +N)/N ist trivial, d.h. M0 ⊆ N .
Beweis Behauptung (a) folgt aus Korollar 8.2.5 in Verbindung mit Korollar
8.1.4. Behauptung (b) ist wegen M = Zq2+1 eine Umformulierung von (a).
Behauptung (c) folgt aus (a) unter Beru¨cksichtigung von Lemma 8.2.4.

Wie man sieht geht in den Beweisen nichts von der konkreten Struktur der
Suzuki-Gruppe ein. Diese Beobachtung formulieren wir in dem folgenden
Satz.
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Satz 8.2.7 Sei M = (P ,K, I) eine Mo¨bius-Ebene zum Parameter m. Es
existiere eine Gruppe G von Automorphismen von M mit folgenden Eigen-
schaften:
(i) G operiert sowohl auf P als auch auf K transitiv.
(ii) Es existiert ein Punkt p0 ∈ P und eine Untergruppe Up0 ⊆ G derart,
dass Up0 auf {p0} trivial und auf P \ {p0} regula¨r operiert.
Dann gelten die Aussagen 8.2.2 bis 8.2.6 entsprechend fu¨r M.
Beweis Alle Beweise der Aussagen 8.2.2 bis 8.2.6 funktionieren analog.

8.3 Miquelsche Ebenen
Es gibt eine weitere Klasse von Mo¨bius-Ebenen, die die Voraussetzungen von
Satz 8.2.7 erfu¨llen, na¨mlich die sogenannten miquelschen Ebenen M(q), wo-
bei q = pr eine Primzahlpotenz ist. Fu¨r na¨here Details u¨ber Ebenen der
Form M(q) und S(q) siehe [Dem68]. In [Dem68, Abschnitt 2.4] wird eine
explizite Konstruktion dieser Ebenen angegeben. In [Dem68, Abschnitt 6.4]
werden einige ihrer Eigenschaften ero¨rtert. Dort kann man entnehmen, dass
PGL(2, q2) scharf 3-fach transitiv auf den Punkten von M(q) operiert. M(q)
mit Gruppe G := PGL(2, q2) von Automorphismen erfu¨llt die Voraussetzun-
gen von Satz 8.2.7, denn man kann sich u¨berlegen, dass der G-Stabilisator B
eines Punktes von M(q) eine p-Sylow-Untergruppe P besitzt, welche transi-
tiv auf der Menge der anderen q2 Punkte operiert. Wegen |P | = q2 ist diese
Operation damit schon regula¨r.
Es ist dem Autor der vorliegenden Arbeit nicht bekannt, ob es außer M(q)
und S(q) noch weitere endliche Mo¨bius-Ebenen gibt, geschweige denn, ob
diese die Voraussetzungen von Satz 8.2.7 erfu¨llen. Ebensowenig ist dem Au-
tor bekannt, ob Korollar 8.2.6 (b) fu¨r alle endlichen Mo¨bius-Ebenen durch
elementare Aussagen aus der Designtheorie gewonnen werden kann. Der fol-
gende Abschnitt 8.4 wird die zuletzt genannte Frage etwas na¨her beleuchten.
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8.4 Designtheoretische Bemerkungen
In diesem Abschnitt versuchen wir, die Elementarteilerfrage im Fall von end-
lichen Mo¨bius-Ebenen durch rein designtheoretische U¨berlegungen zu kla¨ren.
Dies gelingt in einigen Fa¨llen vollsta¨ndig, in den anderen Fa¨llen fast1 vollsta¨n-
dig.
Der Abschnitt ist inspiriert durch den Artikel [Kle86]. Den diesbezu¨glichen
Literaturhinweis verdankt der Autor der vorliegenden Arbeit Prof. Dr. Qing
Xiang von der University of Delaware.
Definition 8.4.1 ([Kle86]) Sei S = (P ,B, I) eine endliche Inzidenzstruk-
tur mit |P| =: v ∈ N und |B| =: b ∈ N. Sei I ∈ Zb×v die zugeho¨rige
Inzidenzmatrix. Sei I t die transponierte Matrix zu I. Seien E ∈ Zv×v die
Einheitsmatrix und J ∈ Zv×v die Matrix, deren sa¨mtliche Eintra¨ge 1 sind.
Falls es n, λ ∈ N gibt, so dass gilt:
I tI = nE + λJ,
so heißt S ein (n, λ)-Semiblockplan.
Bemerkung 8.4.2 ([Kle86]) Sei S eine endliche Inzidenzstruktur, und sei-
en n, λ ∈ N. Dann gilt:
S ist genau dann ein (n, λ)-Semiblockplan, wenn folgende Bedingungen erfu¨llt
sind:
(i) Je zwei verschiedene Punkte liegen gemeinsam in genau λ Blo¨cken.
(ii) Ein beliebiger Punkt liegt in genau n+ λ Blo¨cken.
Lemma 8.4.3 Sei M eine Mo¨bius-Ebene zum Parameter m ∈ N,m ≥ 2.
Dann gilt:
M ist ein (m2 − 1,m+ 1)-Semiblockplan.
Beweis Es sind die Bedingungen (i) und (ii) aus Bemerkung 8.4.2 nachzuwei-
sen. Diese folgen aus der Eigenschaft vonM, ein 3-(m2 + 1,m+ 1, 1)-Design
zu sein (s. z.B. [Lu¨n80, Theorem 25.2, S. 124]).

1Pra¨zisierung folgt.
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Satz 8.4.4 Sei M eine Mo¨bius-Ebene zum Parameter m ∈ N,m ≥ 2. Seien
d1, d2, . . . , dm2+1 die aufsteigend geordneten Elementarteiler der Inzidenzma-
trix von M. Dann gelten:
(a) di = 1 fu¨r alle 1 ≤ i ≤ m2.
(b) dm2+1 = c · (m+ 1), wobei c eine geeignete Potenz von 2 mit c | m− 1
ist.
(c) Falls m gerade ist, so gilt dm2+1 = m+ 1.
Beweis
Zu (a): Korollar 8.1.4 (b).
Zu (b) und (c): Zuna¨chst gilt m + 1 | dm2+1, da die Argumente aus dem
Beweis von Lemma 2.1.3 auch ohne Kenntnis einer Gruppe von Design-
Automorphismen funktionieren. Wegen Lemma 8.4.3 erfu¨llt M die Voraus-
setzungen von [Kle86, Satz A] mit n = m2−1 = (m−1)(m+1). [Kle86, Satz
A (b)] liefert, dass dm2+1 ein Teiler von n = (m − 1)(m + 1) ist. Insgesamt
haben wir somit
m+ 1 | dm2+1 | (m− 1)(m+ 1). (8.2)
Wegen Korollar 8.1.4 ist jeder Primteiler von dm2+1 auch ein Primteiler von
m+ 1. Der einzige gemeinsame Primteiler von m− 1 und m+ 1 ist offenbar
2, falls m ungerade ist. Falls m gerade ist, dann haben m−1 und m+1 keine
gemeinsamen Primteiler. Aus (8.2) folgen somit die Behauptungen (b) und
(c).

Bemerkung Wegen Satz 8.4.4 haben dm2+1 und m + 1 also immer den
gleichen ungeraden Anteil. Satz 8.4.4 (c) zeigt, dass wir in Abschnitt 8.2
die Kenntnis der Struktur einer Gruppe von Design-Automorphismen nicht
gebraucht ha¨tten, um die Elementarteiler der Inzidenzmatrix vollsta¨ndig zu
bestimmen. Der Autor hat sich dennoch dazu entschlossen, den Abschnitt 8.2
in die vorliegende Arbeit aufzunehmen, weil so gezeigt wird, dass die in Kapi-
tel 2 eingefu¨hrten Methoden prinzipiell auch auf andere Designs anwendbar
sind.
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