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1 はじめに
ニューラルネットワークとは, 人間の脳の構造を工学的
に真似たもので, ニューロンという非線形素子を多数連結
した回路網であり, 学習可能なシステムとして注目を集め
ている. ニューラルネットワークは関数近似やパターン
認識, 制御などに幅広い貢献をしている.
今日まで, 階層型ニューラルネットワークを用いた PID
パラメータチューニングが行われてきた. 非線形性が強
く, 数式モデルの記述が困難である制御対象に対して学習
機能を用いて柔軟に PID パラメータを求めていくことは
有効な方法であると考えることが出来る [1]～[3]. この手
法は制御対象の入力と出力をニューラルネットワークの
入力とし, 学習機能を用いて PID パラメータの二乗誤差
が小さくなるように PID パラメータを逐次学習していく
もの (以下, ニューロ PIDと呼ぶ)である. しかし, ニュー
ロ PID では収束の速さや一回の学習に時間が掛かること
に問題を有していた. そのためニューラルネットワーク
の構造 (中間層数やニューラルネットワークの初期値)に
ついても研究が行われてきた [4]～[8].
ニューロ PID での問題点を解決するために, 本研究で
は RBF ネットワークを用いる (以下, RBFPID と呼ぶ).
RBF ネットワークは, 階層型ニューラルネットワークの
中間層に用いられるシグモイド関数の代わりに RBF (ラ
ジアル基底関数)を用いたもので, シグモイド関数を用い
たニューラルネットワークより収束が早いとされている
[9][10].
ニューロ PID では PID パラメータを二乗誤差の和で
評価してきた. それにより各 PID パラメータが一度に評
価を満たすまで学習が行われる. PID パラメータは学習
過程で, あるパラメータは一定の値に収束しているが, 別
のパラメータは収束せずに学習を続けていくという事態
に陥ることが多々ある. それによって, すでに収束したパ
ラメータに対しほとんど変化のない学習を続け, 無駄な計
算を行い続けることになる. その問題を解決するために
PID パラメータの特徴に注目し, PID パラメータの評価
を個々に行う. すでに一定の値に収束したパラメータは
学習を終えるようにすることで計算量の削減を図る.
本研究では磁気浮上装置を対象として PID パラメータ
チューニングを行った.
2 RBF ネットワーク
RBF(ラジアル基底関数)ネットワークは, 非線形関数
を円形の等高線を持つ基底関数で展開する方法であり, 関
数近似に利用されるが, パターン識別法として利用するこ
とも可能である. 階層型ニューラルネットワークと比較
して, 優れた点が指摘できる. それは, 中間層素子のパラ
メータと重みのパラメータを別々に学習可能なことであ
る. しかし, 一般的に RBF ネットワークはより多くの中
間層素子が必要とされる. 図 1に RBF の応答図を示す.
c は中心値, ¾は幅である.
図 1 RBF の応答図
3 RBFPID
3.1 RBF ネットワークによる PID パラメータの出力
図 2に RBFPID の概略図を示す. r は目標値, y は制
御対象の出力, u は操作量, e は r と y の差であり偏差
を表している. ここで RBF への入力は u と y であり,
RBF の出力は PID ゲイン, Kp;Ki;Kd の差分の 3 つで
ある.
図 2 RBFPID の概略図
図 3に RBFPID に用いられる RBF ネットワークの構
造を示す. このとき, RBF ネットワークへの入力は操作
量 u(n) と制御対象の出力 y(n) の 2つである. そして本
研究では RBF ネットワークの精度を増すため, それぞれ
の中間層に対して学習を行うように RBF の幅 ¾j を中間
層素子のパラメータとして与える. また, それぞれの中間
層素子からの出力を zj(n) とする. 隔離時間ごとの u; y
と RBF の中心値 cj1; cj2 でそれぞれの差をとり, ノルム
計算を行う. つまり y(n)¡ cj1 と u(n)¡ cj2 のノルムを
とり, 各中間層への入力となる. そこで, 0～1 の値で中間
層の出力となる. 各中間層の出力に対して, 結合強度 akj
を掛け合わせたものの和 Ok(n) が RBF ネットワークの
出力となる. 学習するパラメータは中間層素子数が J 個
とすると, cji; ¾j(i = 1; 2:j = 1; 2; :::; J) である. このと
き RBF ネットワークの出力の数は PID パラメータの 3
つであるため, akj(k = 1; 2; 3) である. zj(n); Ok(n) は式
(1)(2)の数式である. また, Ok(n) を式 (11) のように,与
えられた PID パラメータに足していくことで学習の精度
を上げる. Kk は K1 = Kp;K2 = Ki;K3 = Kd である.
また, n は時刻 0～T までを離散時間 ¢t ごとに区切った
データ番号であり, n = 1; 2;…; N(= T¢t ) である.
図 3 RBF ネットワークの構造
RBFPID では, 制御対象の応答を図 4 のように得た後,
制御対象の入出力を図 5 のように ¢t 秒間隔で N 個の
データとして区切る.
図 4 制御応答
図 5 N 個に分割
その後, ¢t秒ごとに, 各データを RBF ネットワーク
に入力し, 式 (1), (2) の計算を行う. そして, 式 (3)～式
(10)で RBF のパラメータを更新し, PID パラメータを
式 (11)に従い更新する. それを n = 1; 2; :::; N まで行う.
N までパラメータを更新した後の PID パラメータを用
いて再び制御対象のシミュレーションによるステップ応
答を見る. 応答の二乗誤差の和が一定の値以下の値なら
ば学習は終了し, そうでなければ上記の計算を繰り返す.
zj(n) = exp
 
¡
p
(y(n)¡ cj1)22 +
p
(u(n)¡ cj2)22
¾2j
!
(1)
Ok(n) =
JX
j=1
akjzj(n)(k = 1; 2; 3) (2)
学習には勾配法を用いる. 次式が更新則である. 勾配法
を用いるので N 回更新する. ¸c は更新の度合いを決め
るパラメータである.
cji(n+ 1) = cji(n)¡ ¸c¢cji(n) (3)
ここで, ¢cji は
¢cji =
@E(n)
@cji
(4)
E(n) =
1
2
e(n)2 (5)
である. このとき ¢cji は微分の連鎖式を用いて次式のよ
うに求める.
@E(n)
@cji
=
@E(n)
@y(n)
@y(n)
@u(n)
3X
l=1
@u(n)
@Ol(n)
@Ol(n)
@zj(n)
@zj(n)
@cji
(6)
これを計算すると次式のようになる.
@E(n)
@cji
= ¡2e(n)×@y(n)
@u(n)
×
3X
l=1
@u(n)
@Ol(n)
× alj× zj(n)×
(y(n)¡ cj1) + (u(n)¡ cj2)
¾2j
(7)
このとき @u(n)@Ol(n) は次式
u(n) = u(n¡ 1) +Kp(e(n)¡ e(n¡ 1))　
+Kie(n) + Kd(e(n)¡ 2e(n¡ 1) + e(n¡ 2)) (8)
を PID ゲインで微分したものであるので, 次式になる.
@u(n)
@Ok(n)
=
8><>:
e(n)¡ e(n¡ 1) (k = 1)
e(n) (k = 2)
e(n)¡ 2e(n¡ 1) + e(n¡ 2) (k = 3)
(9)
@y(n)
@u(n) は制御対象の入力に関する制御対象の出力の勾配
であるから, 次式になる.
@y(n)
@u(n)
' y(n)¡ y(n¡ 1)
u(n)¡ u(n¡ 1) (10)
¾j ; akj も同様の計算を行い, 更新させる.
また, PID パラメータは次式で更新される.
Kk = Kk +Ok(n) (11)
3.2 RBFPID の手順
勾配を用いた学習により PID パラメータを求める手順
を示す.
Step1　初期値設定
　 RBF のパラメータ cji; ¾j ; akj , PID パラメータ
Kp;Ki;Kd の初期値を設定する.
Step2　制御対象の入出力の読み込み
　制御対象への入力 u(n), 制御対象の出力 y(n) の読み
込み.
Step3　 RBF の出力計算
　 zj(n); Ok(n) を求め, cji; ¾j ; akj を更新させる.
Ok(n) を足して PID パラメータを更新する. これを
n = N まで続ける.
Step4　 PID 制御による制御対象入力と出力の計算
　 Step3 で求めた PID パラメータで制御対象の入出力
を求める.
Step5　誤差の計算と評価
　 Step4 で求めた出力から誤差を計算し, RBFPID の
評価を行う. 一般的に評価式は次式となる.
Ee =
1
2
NX
h=1
e(h)2 (12)
　一定の値以下ならば,学習終了. そうでなければ, Step2
へ戻る.
4 RBF ネットワークの計算削減
4.1 中間層素子数の削減と結合
中間層素子数が多ければ多いほど学習の精度が増して
いく. しかし, 中間層素子数が多すぎるとネットワークの
計算に多くの時間が掛かったり, 学習に悪影響を及ぼす可
能性がある. そこで最適な中間層素子数にするために中
間層素子数の削減と結合を行う. 2つの RBF の中心値 c
が 近い値ならばその中間層素子同士は結合させる. また,
中間層素子の出力が低いものは出力層に与える影響は少
ないと判断し, 削減する. 結合, 削減の度合い, 結合後の
パラメータは次式のようにした. ® は削減を行う基準値,
¯ は結合を行う基準値である.
削減：1
N
NX
d=1
zj(d) < ® (13)
結合：
q
(cp1 ¡ cq1)2 + (cp2 ¡ cq2)2 < ¯ (14)
c(new) =
c(old1) + c(old2)
2
(15)
¾(new) = ¾(old1) + ¾(old2) (16)
a(new) = a(old1) + a(old2) (17)
5 出力層の個別評価
RBFPID では, ある程度学習を行うと PID パラメータ
の中の一つが,ある一定の値に収束し,他の PIDパラメー
タは変化を続けるということが起こる. これは, 二乗誤
差の和を一定数以下にするために学習を続ける RBFPID
において「一つのパラメータのみが収束しても, 二乗誤差
の和が一定の値以下になっていなければ全てのパラメー
タの学習を続ける」という習性のために見られる. そこ
で PID パラメータが制御対象に効果を及ぼす範囲がそれ
ぞれ異なることに注目して，学習される PID パラメータ
を個別に評価させていく．
PID パラメータチューニングにおいて比例ゲイン，積
分ゲイン，微分ゲインは制御対象の応答で着目する時間
帯が各々異なる. 比例ゲインでは全区間に着目，積分ゲ
インでは定常偏差に関する区間に着目，微分ゲインでは
オーバーシュートに関わる区間に着目する. つまり, 積分
ゲインは定常偏差に影響を与え, 微分ゲインはオーバー
シュートに影響を与える． そこで, 制御対象の誤差全体
ではなく各ゲインの影響が強い時間帯の誤差で評価を行
い無駄な学習を抑える．
図 6 にオーバーシュートが見られる場合の評価区分を
示す. Kp の評価には制御対象の全体の絶対値誤差の和を
評価とする. Ki の評価には制御対象の出力がピークに達
した時刻から, 応答時間の最後までの絶対値誤差の和を評
価とする. Kd の評価には制御対象にステップ入力を入れ
た時刻から, 制御体調の出力がピークに達した時刻までの
絶対値誤差の和を評価とする. 各ゲインの評価式は次式
に示す. ts は制御対象にステップ入力を入れた時刻, tp は
制御対象の出力がピークに達した時刻, "p は Kp の評価
基準, "i は Ki の評価基準, "d は Kd の評価基準である.
図 6 オーバーシュートがある場合の評価区分
Kpの評価式：
NX
h=ts
je(h)j < "p (18)
Kiの評価式：
NX
h=tp
je(h)j < "i (19)
Kdの評価式：
tpX
h=ts
je(h)j < "d (20)
オーバーシュートが見られない場合の評価区分は, Kp
は式 (18) とする. Kd は出力のピークが定常偏差になる
ので tp = N とする. よって, Kd の式は式 (18) と同じと
する. Ki の評価は, 定常偏差の絶対値, 式 (21) とする.
Kiの評価式：je(N)j < "i (21)
PID パラメータを個別に評価することで RBFPID の
無駄な学習を削減させる.
6 制御対象
制御対象に磁気浮上装置を用いる. 図 7 に磁気浮上装
置を示す. 伝達関数は次式となる.
図 7 磁気浮上装置
G(s) =
3:454
s2 + 6:275s+ 384:3
(22)
7 シミュレーション・実験結果
磁気浮上装置を用いて理論の実証を行う. RBF ネット
ワークのパラメータ初期値を設定する. 磁気浮上装置の
目標値は磁石を 1cm 浮かせることとしたので, 磁気浮
上装置の出力は 1 に近い数値が出されると推測出来る.
よって, cji は (0; 0) ～ (1; 1) を 0:5 の間隔で値を取っ
た. 中間層素子数の数は 9 個とした. ¾j は, 大きすぎ
ると中間層の出力が小さくなるので 2 で統一した. akj
は, 中間層は 0～1 の間の出力となるので小さすぎると
出力層の出力が小さくなり, その逆は大きくなるのであ
まり大きなくない値 10 で統一した. パラメータの更新
度合いを決める ¸c; ¸¾; ¸a はシミュレーションを繰り返
した結果から ¸c = 30; ¸¾ = 30; ¸a = 60 とした. 出
力層の評価を決める値 "p; "i; "d はそれぞれ 1:5; 0:5; 1:3
とした. PID パラメータの値はジーグラニコラス法より
Kp = 598:51;Ki = 4202:2;Kd = 7:1382 とした.
図 8 にシミュレーション結果の推移を示す. 横軸は時
間, 縦軸は出力を示している. 学習回数は 100 回とした.
図 8 から制御対象の応答は学習を繰り返すたびに改善さ
れていることがわかる. 学習を 100 回行う前に, 40 回の
学習で評価式を満たした.
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図 8 シミュレーション推移
図 9, 10, 11 にシミュレーションによる各 PID パラ
メータの推移を示す. 横軸は学習回数, 縦軸はそれぞれ
Kp;Ki;Kd の値である. 実線は RBF による学習, 点線は
シグモイド関数による学習の推移である. 図より, シグモ
イド関数より RBF のほうが学習精度が高いことが解る.
図 10 より Ki が 36 回の時に一定の値に収束した. 次に
Kd が 39 回目の学習の時に一定の値に収束した. そして,
40回目の学習でKpの値が一定に収束した. 学習後の PID
パラメータは Kp = 574:88;Ki = 4173:5;Kd = 11:302と
なった.
図 12 に実験結果の推移を示す. 横軸は時間, 縦軸は制
御対象の出力である. 図より, オーバーシュートが見られ
た初期の波形から, 学習するごとにそれが抑えられ, 制御
対象の応答反応が改善されているのがわかる.
図 13, 14, 15に実験による各 PID パラメータの推移を
を示す. 横軸は学習回数, 縦軸は Kp;Ki;Kd である. 図
より, Ki の値が学習回数が 35 回目のときに一定の値に
収束している. Kd の値も学習回数が 36 回目のときに一
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図 9 Kp の値の推移
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図 11 Kd の値の推移
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図 12 実験結果の推移
定の値に収束している. その後, 39 回目の学習で Kp も
評価式を満たし, RBF は学習を終えた. これより出力層
が個別に評価されており, 学習に掛かる無駄な学習が削減
されていることがわかる. また, 学習後の PID パラメー
タは Kp = 574:85;Ki = 4174:7;Kd = 11:203 となった.
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図 13 Kp の値の学習の推移
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図 14 Ki の値の学習の推移
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図 15 Kd の値の学習の推移
8 終わりに
本研究では RBF ネットワークを用いて PID 制御系の
学習を行った. RBF ネットワークの勾配法を用いた学習
法により制御対象の出力結果を改善した. また, 無駄な
学習の削減のため出力層の評価を個別に行った. PID パ
ラメータが制御対象の出力に与える影響に着目し, PID
パラメータの評価を二乗誤差の和だけで行うのではなく,
PID パラメータが影響を及ぼす範囲の絶対値誤差で評価
を行った. それにより, すでに評価式を満たした出力層は
学習をせず, 評価式を満たしていない出力層は学習を続け
させることで, RBFPID を 39 回の学習で終えることが
出来た. また, 磁気浮上装置を用いてシミュレーション,
実験を行い, 出力結果を改善させることが出来た.
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