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1. INTRODUCTION 
In this demo, we introduce SocioPhone, a novel initiative toward 
everyday face-to-face interaction monitoring platform. Among 
diverse verbal, aural, visual cues expressed during face-to-face 
interaction, SocioPhone captures diverse meta-linguistic information 
from conversations and provides interaction-aware applications on-
the-fly. Undoubtedly, conversations are a key channel for face-to-
face interaction. Specifically, monitoring conversational turns, i.e., 
alternation of different speakers (including none speaking), is the 
first crucial step to derive diverse interesting aspects of 
conversations, e.g., who is talking right now, how long and often 
one talks, how quickly one responds to another, and so on. In this 
demo, we will show the core technique of SocioPhone, volume-
topography-based turn monitoring, which is highly accurate and 
energy-efficient under diverse real-life situations. In addition, we 
will demonstrate several example applications running on 
SocioPhone.  
2. CONVERSATION TURN MONITORING 
With SocioPhone, multiple smartphones work together to detect 
turn changes and associated speakers, along with a short in-situ 
training. Naturally placed phones belonging to a conversation group 
simultaneously sense a speaker’s voice signals, but capture the 
signals with different strengths depending on their positions. Such 
relative sensory readings can be fused in realtime to form a volume 
topography, i.e., a signature vector of volume values sensed over 
different phones (See Figure 1). Our key observation is that such a 
topography is unique to each speaker, showing enough 
discrimination power to identify turns and associated speakers. With 
a short training period, e.g., 30-60 seconds at the beginning of a 
conversation, frequent turn-taking of speakers can be quickly and 
precisely traced through simple vector matching. 
Our volume-topography-based technique has important advantages. 
First, volume parameters can be instantly and reliably estimated, 
even with a very short sensing window, e.g., 0.3 seconds; this 
enables to monitor dynamic turn-taking behavior in a highly agile 
way. Second, volume-topography is less susceptible to diverse 
environmental noises as it is built in-situ to reflect the current noise 
characteristics. Third, our approach is computationally much lighter 
than existing techniques for speaker recognition and diarization; it 
does not require complex signal processing such as MFCC 
extraction and GMM matching. Finally, we note that the method 
works well even at very low sampling rates (as low as 500 Hz), 
which has the potential to reduce users’ privacy concerns.  
3. DEMONSTRATION 
Turn Monitoring: We first demonstrate in-situ turn monitoring 
enabled by SocioPhone. We plan to setup a live visualization of the 
turn monitoring in the natural conversation between the guest and 
our staffs. Figure 2 (a) shows a screenshot of our conversation 
visualizer, denoting who are taking a turn from whom. In addition, 
we plan to demonstrate the resource feasibility of SocioPhone 
through our live resource monitor (see Figure 2 (b)). 
Applications: We present a short video of everyday speech therapy 
for autistic children. This video delivers a concise digest of our field 
study at a local kindergarten with an autistic child. Following that, 
we show an initial deployment of our application designed to 
promote desirable conversation practices.  
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Figure 1 Illustration of in-situ turn monitoring 
(a) (b)  
Figure 2 Screenshots of applications 
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