Abstract. In this work we introduce randomized reduction strategiesa notion already studied in the context of abstract reduction systemsfor the λ-calculus. We develop a simple framework that allows us to prove if a probabilistic strategy is positive almost-surely normalizing. Then we propose a simple example of probabilistic strategy for the λ-calculus that has such a property and we show why it is non-trivial with respect to classical deterministic strategies such as leftmost-outermost or rightmostinnermost. We conclude studying this strategy for two classical sub-λ-calculi, namely those duplication and erasure are syntactically forbidden.
Introduction
There are different possible strategies you can follow to evaluate expressions. Some are better than others, and bring you to the result in a lower number of steps. Since programs in pure functional languages are essentially expressions, the problem of defining good strategies is particularly interesting. Finding minimal strategies, i.e. strategies that minimize the number of steps to normal form, seems even more interesting. However the problem of picking the redex leading to the reduction sequence of least length has been proven undecidable for the λ-calculus [2, Section 13.5], the paradigmatic pure functional language. In the last decades several reduction strategies have been developed. Their importance is crucial in the study of evaluation orders in functional programming languages, which is one of their main characteristics and defines an important part of their semantics. The reader can think about the differences between Haskell (callby-need ) and Caml (call-by-value). The λ-calculus is a good abstraction to study reduction mechanisms beacause of its very simple structure. In fact, although Turing-complete, it can be seen as a rewriting system [10] , where terms can be formed in only two ways, by abstraction and application, and only one rewriting rule, the β-rule, is present. Reduction strategies for the λ-calculus are typically defined according to the position of the contracted redex e.g. leftmost-outermost, leftmost-innermost, rightmost-innermost. We show by means of examples the importance of the strategy for performances and termination. Example 1. Let ω = λx.xx and Ω = ωω. We now consider the reduction of the term (λx.y)Ω according to two different reduction strategies, namely leftmostoutermost (LO) and rightmost-innermost (RI).
Ω is a looping combinator i.e. a λ-term which is evaluated to itself. However in (λx.y)Ω the argument Ω is discarded since the function returns the constant y. Thus leftmost-outermost (akin to call-by-name in functional programming languages) yields a normal form in one step. Conversely rightmost-innermost (akin to call-by-value) continues to evaluate the argument (λx.y)Ω, though it is useless, and rewrites always the same term, yielding to a non-terminating process.
Example 2. Let I = λx.x. We now consider the reduction of the term (λx.xx)(II), according to LO and RI strategies, as above.
Here the argument II is duplicated and thus it is convenient to reduce it before it is copied, as in righmost-innermost. Leftmost-outermost does, indeed, some useless work.
In general, innermost strategies are considered more efficent, beacause programs often need to copy their arguments more than once (as in Example 2). However, as seen in Example 1, rightmost-innermost is not normalizing. There exist terms which have a normal form but this is not reached using an innermost strategy. Instead, a classical result by Curry and Feys [6] , states that reducing a term leftmost-outermost always brings to normal norm, if it exists. Thus, leftmostoutermost is slower, but in a sense, safer. Can we get, in some way, the benefits from both the worlds? All reduction strategies for the λ-calculus present in the literature up to now are deterministic, i.e. are (partial) functions from terms to terms. However there is some work on probabilistic rewrite systems [3, 7, 1] , in particular regarding termination. But what would happen if the redexes to reduce were picked according to some probability distribution? How many steps would a term need to reach a normal form on the average? In this work, in particular, we consider a probabilistic reduction strategy P ε , where the LO-redex is reduced with probability ε and the RI-redex with probability 1 − ε. The following are our main results.
• For every, 0 < ε ≤ 1, te strategly P ε is a positive almost-surely normalizing on weakly normalizing terms That means that if a term M is weakly normalizing, then the expected number of reduction steps from M to its normal form with strategy P ε is finite. This is in contrast to rightmost-innermost, as seen in Example 1.
• {P ε } 0<ε<1 is a non-trivial family of strategies. In fact there exists a class of terms and an ε for which P ε outperforms, in average, both LO and RI. This is not unexpected, since in computer science there are a lot of examples where adding a random factor improves performances, e.g. in randomized algorithms, which are often faster (in average) than their deterministic counterpart [8] .
• The expected number of reduction steps to normal form with strategy P ε , seen as a function on ε, has minimum in 0 (respectively, at 1) for terms in the sub-calculus λI (respectively, in λA). This work is structured as follows. In Section 2 basic definitions and results for the untyped λ-calculus are given. In Section 3 we present our model of probabilistic abstract reduction system and we relate it with classical Markov Chains theory. In Section 4 we apply this model to the λ-calculus, defining a probabilistic reduction strategy and collecting some results. Section 5 contains the conclusions with some ideas for further investigations on the subject.
Basic Notions and Notations
The following definitions are standard and are adapted from [10] . Definition 1. Assume a countable infinite set V of variables. The λ-calculus is the language of the terms defined by the following BNF grammar.
We denote by Λ the set of all λ-terms. Definition 2. We define (one-hole) contexts by the following BNF grammar.
We denote with Λ the set of all contexts.
Intuitively contexts are λ-terms with a hole that can be filled with another λ-term. We indicate with C[M ] the term obtained by replacing with M in C. We call λ-terms in the form (λx.M )N β-reducible expressions or β-redexes and M {N/x} its contractum. This is justified by the following definition.
We denote by − − ։ β the reflexive and transitive closure of −→ β .
We can think the λ-calculus defined above as an abstract reduction system (ARS) (Λ, −→ β ). We denote by Λ WN the set of weakly normalizing terms of Λ.
Sub-λ-calculi
There are interesting subsets of the λ-calculus. In particular we focus our attention on subsystems where terms satisfy a predicate on the number of their free variables. These systems are meaningful because they are stable w.r.t. β-reduction i.e. if M ∈ S and M −→ β N then N ∈ S. A comprehensive treatment is in [9] .
λI-calculus. λI-calculus was the original calculus studied by Alonzo Church in the '30 [5] . [2] contains a whole section dedicated to it. In λI-calculus there is no cancellation.
λA-calculus. λA-calculus is the dual of λI-calculus and it is sometimes called affine λ-calculus in the literature. It is a very weak calculus in which there is no copy.
Reduction Strategies
ARSs come with a relation, and thus are intrinsically nondeterministic. The notion of reduction strategy allows to fix a rule in the choice of the redex to reduce.
Definition 4.
Given an ARS (A, →), a deterministic reduction strategy is a partial function S : A ⇀ A such that S(a) is defined if and only if a is not in normal form and S(a) ∈ {b | a → b}.
If σ : a 0 → a 1 → · · · → a n is a reduction sequence with strategy S and a n is in normal form we write Steps S (a 0 ) = n = |σ|. We define two important reduction strategies for the λ-calculus that will be useful in the following sections. 
Markov Chains and PARSs
Definition 7. A partial probability distribution over a countable set A is a mapping ρ : A → [0, 1] such that |ρ| ≤ 1 where
We denote the set of partial probability distributions over A by PDist (A). The support of a partial distribution ρ ∈ PDist (A) is the set Supp (ρ) = {a ∈ A | ρ (a) > 0}. Definition 8. A probability distribution over a countable set A is a partial probability distribution µ such that |µ| = 1. We denote the set of probability distributions over A by Dist (A).
Definition 9. Given an ARS (S, →), a probabilistic abstract reduction system (PARS) is a pair (S, P) where P : S ⇀ Dist (S) is a partial function such that if s ∈ S is in normal form, then P(s) = ⊥, otherwise P(s) = µ, and Supp (µ) ⊆ {t | s → t}. We call P a probabilistic reduction strategy.
We have defined PARSs already equipped with a reduction strategy rather than a reduction relation because we are not interested in nondeterminism. In this way we can keep the notation simpler. In [1] nondeterminism is also taken into account.
Definition 10. Let (S, P) a PARS and s, t ∈ S two states. We define the probability P (s → t) of a transition from s to t.
A configuration of a PARS (S, P) is a partial probability distribution ρ ∈ PDist (S).
Definition 11. The evolution of a PARS (S, P) from a configuration ρ is a function E : PDist (S) → PDist (S) defined in the following way:
If E (ρ) = σ we write ρ σ.
Remark 1.
We always consider sequences of configurations (ρ i ) i∈N , where ρ 0 is Dirac, i.e. there exists s ∈ S such that ρ 0 (s) = 1. In this way we fix a deterministic initial configuration.
Lemma 2. Given a PARS (S, P) if ρ ∈ PDist (S) and ρ σ, then |ρ| ≥ |σ|.
To define formally some quantitative properties of PARSs it is useful to relate them with Markov Chains. In particular we show how to derive a Markov chain M P = (I, ·, P ) from a PARS P = (S, P), i.e. a map M : P −→ M P . First we define a relation ≡ ⊥ on the terms of S defined for each s, t ∈ S as s ≡ ⊥ t if and only if s, t ∈ NF(S).
Clearly ≡ ⊥ is an equivalence relation. We call S ≡⊥ the quotient set of S by ≡ ⊥ and trm the equivalence class of s if s ∈ Trm(S). We define M in the following way. M : (S, P) −→ (I, ·, P ) where :
The mapping M actually maps a PARS to a family of Markov chains, since the initial law is not specified. When we talk about M P we are implicitly universally quantifying over all the initial laws, which are countable since our convention on reduction sequences. Now we are ready to formally define some properties of PARSs, in a way similar to what have been done in [3, 7] .
Definition 12 (AST). A PARS P = (S, P) is almost-surely terminating (AST) if P{T trm < +∞} = 1 for the Markov chain M P .
Definition 13. Let P be a PARS and (ρ i ) i∈N a sequence of configurations of P.
The average derivation lenght of (ρ i ) i∈N is
where the first entrance time is referred to the Markov chain M P with initial law ρ 0 .
Definition 14 (PAST).
A PARS P = (S, P) is positively almost-surely terminating (PAST) if adl P < +∞. In this case we say that P is an almost-surely normalizing strategy.
It is well-known from Markov chain literature that AST does not imply PAST e.g. the simmetric random walk on Z. We now characterize AST and PAST in the framework of PARSs in such a way that all the machinery from probability theory is hidden.
Remark 2. Given a PARS P and its sequence of configurations (ρ i ) i∈N , from how we have defined M P , follows that |ρ k | = P{T trm ≥ k}.
Definition 15. If a PARS P is AST the derivation lenght distribution of a sequence (ρ i ) i∈N is the probability distribution dl P ∈ Dist (N) defined by
For ε > 0 we write x > ε y if and only if x ≥ y + ε. This order is well-founded on real numbers with a lower bound.
Definition 16. Given a PARS (S, P), we define a function V : S → R as Lyapunov if:
1. There exists b ∈ R such that V (s) ≥ b for each s ∈ S.
2. There exists ε > 0 such that for every
where V is extended to partial distributions as follows:
Remark 3. Without loss of generality given V we can always consider a new Lyapunov funcion V ′ (s) ≥ 0 for each s ∈ S simply adding a costant to V .
Theorem 1 (Foster [4] ). If we can define for a PARS P = (S, P) a Lyapunov function V , then P is PAST and the average derivation lenght adl P of any sequence (ρ i ) i∈N starting from any s 0 ∈ S is bounded by
Probabilistic strategies in the λ-calculus
We define here a probabilistic strategy P ε for the ARS (Λ, −→ β ). Given a reducible term M , P ε (M ) = µ such that for each N ∈ Λ:
otherwise.
In this way we have defined a PARS (Λ, P ε ).
Example 3. Let us consider the term M = (λx.y)Ω where Ω = ωω with ω = λx.xx. There are two possible representations of the development of the strategy P ε for this term, one as an infinite tree ( Figure 1a ) and another one as a cyclic graph (Figure 1b) . According to the different representions, we can compute in different ways the probability of reaching normal form and the average derivation lenght. The results coincide yielding in both cases probability of termination equal to 1 and average derivation length equal to
Proof. We use Foster's Theorem to prove the claim. Thus we have to find a suitable Lyapunov function V . We consider V = Steps LO . Certainly condition (1) is verified since Steps LO (M ) ≥ 0 for each M ∈ Λ WN . We have to verify (2) .
by Lemma 1 we can write: Since
is PAST and the average number of steps to normal form of a term M with strategy P ε is bounded by:
Steps LO (M ) ε .
⊓ ⊔
The bound we obtain on Steps Pε from the above proof is very loose and thus it doesn't give us any information on the actual nature of the function Steps Pε depending on ε. We show, by means of an example, that the strategy P ε is nontrivial i.e. there exists a term M and 0 < ε < 1, such that Steps Pε < Steps LO < Steps RI .
Example 4. Let us consider a family of terms M n = N L n where:
After quite simple computations one can derive Steps Pε (M ) = (n−3)ε 3 +4ε 2 + 2 ε . Clearly for ε = 0 the expression diverges. If n ≥ 2 there is a minimum for 0 < ε < 1, and thus Steps Pε < Steps P1 = Steps LO < Steps RI .
As a first attempt we characterize Steps Pε for sub-λ-calculi λA and λI. In particular we show that Steps Pε has minimum respectively in ε = 1 and ε = 0.
The case of the λA-calculus
We recall a quantitative result on standardization by Xi. Proof. By induction on |σ|. The case |σ| = 0 is trivial. So now let us suppose that the theorem holds for |σ| ≤ k. Let us prove it for |σ| = k +1. We can assume σ = σ ′ + [R], such that:
By induction hypothesis we can construct a standard reduction sequence σ Proof. We argue by induction on n. The case n = 0 is trivial. Now suppose that the statement holds for n ≤ k. We prove it for n = k + 1. M −→ Proof. By previous Theorem βANF-reductions minimize the lenght of a reduction to normal form. and in P ε reduction sequences are βANF if ε = 0.
⊓ ⊔
Conclusions
In this work we have introduced for the first time the notion of probabilistic reduction strategy for the λ-calculus. We have provided an example of such a strategy, and we have shown that it is positive almost-surely normalizing. Then we have studied the strategy for some sub-λ-calculi, proving its optimality. Further work could consist in analyzing the behaviour of the strategy in the scope of the full λ-calculus. In particular one could try to characterize classes of λ-terms for which our strategy works better that the deterministic ones and to develop some methods to tune the parameter ε in order to get good performances.
