Let x and y be chosen uniformly in a graph G. We find the limiting distribution of the length of a loop-erased random walk from x to y on a large class of graphs that include the torus Z d n for d ≥ 5. Moreover, on this family of graphs we show that a suitably normalized finite-dimensional scaling limit of the uniform spanning tree is a Brownian continuum random tree.
Introduction
The uniform spanning tree (UST) T on a graph G is a random tree, uniformly distributed among all spanning trees of G. For two points x and y in a graph, let d T (x, y) be the distance from x to y in T . For the complete graph K m , the distance d T (x, y) is on the order of √ m and the distribution satisfies P[d T (x, y) > λ √ m] = exp[−λ 2 /2] + o (1) .
Moreover, rescaling by dividing edge lengths by √ m results in a scaling limit for the UST on K m that is the Brownian continuum random tree (CRT) [1] . ( We will recall the construction of the Brownian CRT in Section 2.) Pitman [16] conjectured that the Brownian CRT should also be the scaling limit of the UST in certain other graphs, and in particular should be the scaling limit of the UST on the d-dimensional discrete torus Z d n for large d. This conjecture is supported by a recent result of Benjamini and Kozma [5] , who showed that the expected distance of loop-erased random walk (LERW) between two uniformly chosen points on Z d n is on the order of n d/2 for d ≥ 5. In Theorem 1.1, we confirm that Pitman's conjecture holds for d ≥ 5. Moreover, if {x 1 , . . . , x k } are uniformly chosen from Z d n , then the joint distribution of d T (x i , x j ) βn d/2 converges in distribution to F k , the joint distribution of distances between k points of the Brownian CRT.
In Section 10, we will give an expression for the constant β. In particular, β will be written in the form γ/ √ α, where γ and α are probabilities of events about random walk on Z d , both of which tend to 1 as d tends to infinity. In particular, β also approaches 1 for large d.
Pemantle [15] proved that d T (x, y) is equal in distribution to the length of a loop-erased random walk from x to y. As a result, (1) gives the limiting distribution of the length of LERW from x to y in Z d n . In Section 3, we will recall Wilson's algorithm for constructing the UST, which gives even stronger connections between the UST and LERW.
The limiting behavior in (1) is not universal. On a cycle, for instance, the typical distance is on the order of |G n | rather than |G n | 1/2 . The case of Z 2 n is quite hard, but recently Kenyon [8, 9] showed that the typical distance of LERW is on the order of |G n | 5/8 , and Schramm [19] and Lawler, Schramm, and Werner [12] have studied the scaling limit of the UST.
There are also examples of graphs that are not vertex transitive, such as a star, in which the typical distance can be much less than |G n | 1/2 . Nevertheless, our methods also apply to a broader class of graphs, including the hypercubes Z n 2 and expander graphs. As a generalization of Theorem 1.1, we will give a set of three conditions such that whenever all three hold, a suitable scaling limit is again the Brownian CRT. The three assumptions that we will make are vertex transitivity, a bounded number of local intersections of two independent random walks, and relatively fast mixing of the random walk.
More formally, let p t (x) denote the distribution of simple random walk at time t started at a basepoint o ∈ G n . Let π = π n (·) denote the stationary distribution of the walk on G n . Our first assumption is that there exists a constant C such that (2) sup
On Z d , p t (0) decays like t −d/2 , so for d ≥ 5, a condition similar to (2) holds in that ∞ t=0 tp t (0) is bounded. The implication on Z d is that two random walks with the same starting point intersect each other finitely often (see e.g., [11] , Theorem 3.5.1). Lemma 6.1 will show that (2) is an analog for finite graphs that says that two independent random walks starting at the same point only intersect a bounded number of times in the first |G n | 1/2 steps.
Denote the (uniform) mixing time by τ = τ n = inf t : sup
Our second assumption is that for some δ > 0,
(3) τ n = o(|G n | 1/2−δ ).
Note that this mixing time assumption implicitly requires that the walk be aperiodic, as otherwise no such τ exists. As adding a holding probability of 1/2 to a random walk does not affect LERW, this aperiodicity assumption does not affect the final LERW or the UST. We will show in Sections 10 and 11 that examples of graphs satisfying (2) and (3) include the tori Z d n for d ≥ 5, the hypercube Z n 2 , expanders, and the complete graph K n . For vertex transitive graphs, conditions (2) and (3) are sufficient to generalize 1.1. Theorem 1.2. Suppose that {G n } is a sequence of vertex transitive graphs satisfying (2) and (3). Then there exists a sequence of constants {β n } with 0 < inf β n ≤ sup β n < ∞ such that for x and y uniformly chosen from G n ,
Moreover, if k points {x 1 , . . . , x k } are uniformly chosen from G n , then the joint distribution of (5) d T (x i , x j ) β n |G n | 1/2 converges to F k . Note that the difference between Theorem 1.1 and Theorem 1.2 is that we potentially need a bounded sequence β n , rather than having a single scaling constant β. If we strengthen assumption (2), then the factor of β n in the rescaling turns out to be identically 1. More precisely, (2) says that the number of intersections of two walks run for |G n | 1/2 steps is bounded. To strengthen that, let {X t } and {Y u } be independent random walks on G n , and suppose that (6) sup
where q = (τ |G n | 1/2 ) 1/2 . Note that condition (6) does not hold if the graphs {G n } have uniformly bounded degree as then the probability that two walks started at the same point will intersect after 1 step is bounded away from 0. It does hold, however, for the hypercube or the complete graph. The local intersections are what caused us to require that the points {x i } be chosen uniformly, and that β n = 1. Thus assumption (6) yields the following, stronger result. Theorem 1.3. Let {G n } be a sequence of vertex transitive graphs such that (3) and (6) hold. Then for any k distinct points {x 1 , . . . , x k } in G n , the joint distributions of
In the next section we briefly discuss the Brownian CRT. We will later use the fact that the scaling limit of the UST on a complete graph K m is Brownian CRT as a "black box," so Section 2 is included primarily for completeness. In Section 3 we define LERW and introduce Wilson's algorithm. While the material covered in this section is not new, these definitions will be needed later in the paper. In Section 4 we give an outline of the proof of Theorem 1.1, explain the significance of the size |G n | 1/2 , and discuss the structure of the rest of the paper.
The Brownian CRT
There are a number of different constructions and descriptions of the Brownian CRT in the literature. The construction that is the most useful to us is to view the Brownian CRT as an almost sure limit of a sequence of growing trees. As we are interested in finite dimensional scaling limits of partial spanning trees, we will only be interested in a finite number of steps of the following construction of the CRT:
First, let s 1 , s 2 , . . . be the arrival times for an inhomogeneous Poisson process whose arrival rate at time t is t. To construct a tree, draw an initial segment of length s 1 , and label its ends y 1 and y 2 . Pick a point uniformly on this segment, attach a new segment of length s 2 − s 1 , and label the end of this segment y 3 . We now have a tree with three ends (y 1 , y 2 , and y 3 ), and total edge length s 2 .
To continue inductively, given a tree with k ends y 1 , y 2 , . . . , y k and total edge length s k−1 , pick a point uniformly on the tree, add a segment of length s k − s k−1 , and label the new end y k+1 . We let F k denote the joint distribution of the distances between the k points y 1 , . . . , y k . Note that F 2 is simply given by the distribution of s 1 , which is given by
As we are only interested in k-point distributions of the UST on our graphs, we can stop our construction at time s k−1 . More generally, as t tends to infinity, the resulting sequence of trees, viewed as a sequence of metric spaces, converges to a random, compact metric space. The limit is known as the Brownian CRT. As shown in [1] , for y 1 , . . . , y k ∈ K m , the joint distribution of d T (y i , y j )/ √ m converges to F k . Our primary arguments involve coupling LERW on G n with LERW on K m , and we will obtain the results about the scaling limit of UST on G n by this coupling.
For a further discussion of the Brownian CRT, see the original papers of Aldous [1, 2, 3] or the lecture notes of Pitman [17] .
Loop-erased random walks and Wilson's algorithm
Here and throughout this paper, we will use · to denote sequences when order is important, and {·} to denote sets.
Given a finite path γ = u 0 , u 1 , . . . , u ℓ in a graph G, let LE(γ) denote the loop-erasure of γ with loops erased in chronological order. Formally, LE(γ) is the sequence v 0 , v 1 , . . . constructed recursively as follows: first, let v 0 = u 0 ; then, given v r , let k be the last time that u k = v r , and let v r+1 = u k+1 , with the convention that if k = ℓ, then v r is the last term of LE(γ). In the case when γ is the path of a random walk that starts at x and is stopped when it reaches y, we call LE(γ) a loop-erased random walk (LERW) from x to y. More generally, if γ is a random walk from x stopped when it hits a set S, then we say LE(γ) is LERW from x to S.
For an unweighted graph G, the UST on G is connected to LERW on G by Wilson's algorithm for constructing a UST: pick a root vertex ρ, and form an initial subtree T 1 by picking another vertex x 1 and running LERW from x 1 to ρ. We then proceed recursively as follows: given a subtree T i , pick a vertex x i+1 and run LERW from x i+1 to T i . Let T i+1 be the union of T i with this new path. Proceeding until T i is a spanning tree yields a UST [20] . Taking ρ = y and x 1 = x yields Pemantle's result [15] that the distribution of the path from x to y within the UST is the same as the distribution of LERW from x to y. Wilson's algorithm is very robust-for example, the sequence {x i } may be chosen arbitrarily, and it also applies to weighted graphs. To apply Wilson's algorithm to weighted graphs, we let LERW denote the loop-erasure of a weighted random walk that moves according to the weights on the graphs. The probability of any given spanning tree resulting from Wilson's algorithm then is proportional to the product of the weights of the edges of the tree, so Wilson's algorithm yields a weighted UST.
As mentioned earlier, the limiting distribution of d T (x, y) on the complete graph is given by
Because there is no geometry on the complete graph, there is an elementary derivation of this limit. Let γ = x 1 , . . . , x ℓ denote the loop-erased path from x to y, so x 1 = x and x ℓ = y. Conditioned on γ i = x 1 , . . . , x i , we want to compute P[x i+1 = z]. Considering the walk after the last visit to γ i , we want to condition on never returning to γ i . Let f (z) be the probability that the next step is to z and the walk then reaches y before hitting γ i . We have f (y) = 1/(m − 1), and by symmetry, f (z) = 1/[(m − 1)(i + 1)] for z ∈ K m \ {γ i ∪ y}. As f ≡ 0 on γ i , conditioning on the union of these events occurring show that the probability of stepping to y at step (i + 1) is thus (i + 1)/m. In particular,
Rescaling by m −1/2 gives the claimed distribution. As elegant as this argument is, understanding the Laplacian random walk becomes very difficult once more structure is added to the graph, so we will need to use other techniques.
Outline of Proof
In this section, we give a general overview of the proof of our results. The bulk of the details of the actual proofs do not require that G n = Z d n , and Sections 5 -9 will consist of the proofs done in greater generality. For concreteness, however, this overview will be restricted to the case of (1), the two point case within the d-dimensional torus.
Let x and y be uniformly chosen points in Z d n for d ≥ 5. The effective resistance between two points on these graphs is uniformly bounded, implying that a typical random walk from x to y takes on the order of n d steps. The length of the loop-erasure, on the other hand, is only on the order of n d/2 . This means that almost all of the original path is erased by the loop-erasure process. As a result, studying the full path from x to y and keeping track of what remains after loop-erasure is quite hard. Instead of running for time n d , we would rather only run random walks for time on the order of n d/2 .
With that in mind, we begin by starting a simple random walk {X t } at x, and running for a random number of steps with that is geometrically distributed with mean Ln d/2 , where L is a constant that we will choose later. Let us briefly consider the loops contained in this run of the random walk.
Call a loop a short loop if it is n 2 steps or fewer in length, and a long loop if it is longer than n 2 steps. Because it takes n 2 steps for the displacement of the walk to reach n, any short loop is in some sense a local loop that would also be a loop on the full lattice Z d . Since n 2 is also the mixing time for the random walk, the expected number of long loops by time t is bounded by n −d t 2 /2. In particular, there are no long loops until t is on the order of n d/2 . Moreover, at time t = Ln d/2 , the expected number of long loops is uniformly bounded by L 2 /2 for all n, so there are not too many long loops. Moreover, a similar first moment argument says that any long loop is of length on the order of n d/2 . As a result, with high probability all loops are either short or very long.
LERW on Z d for d ≥ 5 retains a positive fraction γ of its length after loop erasure [11] . If we only erase short loops, the expected length of the remaining walk is thus γLn d/2 . As there are only a bounded number of long loops, it seems plausible that after erasing those loops, the total length of the path is still on the order of n d/2 . Unfortunately, we are not allowed to whimsically erase first the short loops and then the long loops. What we will do, however, is introduce a notion of local loop-erasure. For technical reasons, local loop-erasure considers intervals of length slightly longer than n 2 . Moreover, local loop erasure is also not quite the same as erasing short loops first, but is close enough that thinking of erasing short loops first provides the right intuition. We also wish to understand the behavior of the long loops and how they affect the length of the resulting path.
To understand our path more carefully, we subdivide our time interval into subpieces of length r, where n 2 ≪ r ≪ n d/2 . Since r ≪ n d/2 , the expected number of long loops within any given segment of length r is o(1). We will also show that the length of the local loop erasure on each of these segments is tightly concentrated about γr.
Since r is much larger than the mixing time n 2 , the behavior of the walk within each segment is essentially independent. It also turns out that any time a long loop is formed, the choice of segments for the endpoints of the loop are essentially uniform. This will let us use a rescaling argument, treating each run of length r as a single step of LERW on the complete graph K m for a suitably chosen m.
In this way, we are able to essentially understand the length of LE X t . Unfortunately, it is unlikely that y ∈ {X t }, so we do not yet have LERW from x to y.
To get a full path, we start a second random walk {Y u } at y, and run until either it hits the loop-erasure of the first random walk, or until it is killed at a geometric time with mean Ln d/2 . Suppose for now that {Y u } ∩ LE X t = ∅, so erasing loops yields a loop-free path from x to y. Breaking this new path up into pieces of length r and again using our rescaling argument to compare with LERW on K m allows us to understand the distribution of our path. Moreover, as L tends to infinity, the probability of the two paths meeting tends to 1. Again, however, we have a problem: the distribution of this path is simply not equal to the distribution of LERW from x to y.
To overcome this final obstacle, we use Wilson's algorithm and a stochastic domination argument. Extend the graph Z d n by adding a vertex ρ which is connected by a weighted edge to every vertex of the torus. Running random walk for a geometric number of steps on the torus can be viewed as running weighted random walk on this extension, and so our construction gives a subtree of the weighted UST on this extension. Restricting to the torus induces a spanning forest on the torus, and this forest turns out to be stochastically dominated by the (unweighted) UST on the torus.
Let d T (x, y) denote the distance from x to y in the UST, and d T (x, y) the distance from x to y in our forest (with the convention that d T (x, y) = ∞ if x and y are in different components). The stochastic domination of our forest by the UST means that we can couple the UST and the forest in such a way that d T (x, y) ≤ d T (x, y). Moreover, the inequality turns out to be strict only if d T (x, y) = ∞. Taking L large enough such that x and y are, with high probability, in the same component shows that the two distributions are arbitrarily close together.
The structure of this paper is as follows: in Section 5 we will give the bulk of the details of the proof. In particular, we will define local loop-erasure and introduce our rescaling arguments. As this rescaling requires a comparison with LERW on the complete graph K m , the first part of Section 5 is devoted to introducing notation needed for bookkeeping on the complete graph, and the second part of Section 5 is devoted to rescaling on more general graphs. In Section 6, we will show that short pieces of a loop-erased walk retain a positive proportion of the walk. Section 7 then combines these pieces of the walk to show that longer lengths of loop-erased walk have a behavior that is tightly concentrated around the mean behavior. Section 8 then completes the rescaling and coupling with the behavior on the complete graph. In Section 9, we complete the details of the stochastic domination argument, thus concluding the proof of Theorem 1.2. In Section 10 we then prove Theorem 1.1, and in Section 11 we prove Theorem 1.3.
Key definitions and introduction of rescaling
Our methods consist primarily of applying Wilson's algorithm to extensions of our graphs, along with a rescaling argument that allows us to couple loop-erased random walk on G n with loop-erased walk on K m for a suitably chosen m = m(n). To begin, we will consider what happens on K m .
Let K m denote the complete graph with a loop at every vertex, and let K * m be an extension of K m formed by adding an additional base point ρ such that ρ is connected to every vertex in K m by an edge of weight m/(L √ m−1).
The effect of this is that a random walk on K * m moves to ρ with probability 1/(L √ m), and to a uniformly chosen vertex of K m otherwise. We will run Wilson's algorithm on K * m , taking ρ as our base point and obtaining a weighted UST T * . This will induce a forest T on K m rather than a uniform spanning tree T , a fact that we will take into account in Section 9.
Let {y 1 , . . . , y k } be k distinct points in K m . We wish to understand the distribution of their distances within T . Let T 0 , . . . , T k be stopping times for a process {Y u } that is a weighted random walk on K * m , modified as follows in order to be used in Wilson's algorithm: first, take T 0 = 0, Y 0 = ρ, and let our initial partial spanning tree be T 0 = {ρ}. For future times, let
where Y u is the following process: For i < k, let Y T i +1 = y i+1 , and for times u not of the form T i + 1, let the transitions be those of random walk on K * m . Let T i+1 be given by
We wish to study the partial spanning tree T k . To do this, introduce indicator random variables to keep track of intersections, i.e., let
One special property of the complete graph is that, for fixed j, the joint distribution ofĨ ij as i varies conditioned on the values ofĨ kℓ for k, ℓ < j is the same as the joint distribution conditioned on {Y u } u<j . We can then build up the partial spanning trees inductively. Instead of viewing T k as a collection of points in K * m , we will keep track of the time indices of the points that are left after loop-erasure. Since we are only interested in the distributions of distances inside the UST, the lack of geometry on K * m means that we do not lose information by only keeping track of the time indices instead of locations of {Y u }. Moreover, keeping track of times instead of locations will generalize more appropriately for our rescaling argument when we consider spanning trees on G n .
We will introduce a family of sequences { S j } that will record what time indices have survived loop-erasure up to time j. To do this, we define { S j } inductively. Let our initial sequence of length one be given by
For j > 0, let ℓ be such that T ℓ < j ≤ T ℓ+1 . Let * denote concatenation of sequences. If j = T ℓ+1 , then take
Otherwise, we haveĨ ij = 0 for all i ∈ S T ℓ . Let
The result of this definition is that, except at times T ℓ , S j consists of the original time indices of the walk that have survived loop-erasure at time j, with the convention that when a loop is formed, the original time index is removed and the new time is retained. The intersections at time T ℓ have two time names, and we keep the index for the time point in S T ℓ instead of T ℓ+1 so that the we can reconstruct the intersections by considering the time indices of S T k that are repeated. One consequence of this is that for
. Up to time T 1 , if we want to know the length of the loop-erasure, we merely need to know the size of S j . Moreover, given S j , conditioned on j + 1 < T 1 , the probability of having a loop formed at time j + 1 is (| S j | − 1)/m, and if such a loop is formed, the endpoint of the loop is uniformly chosen from {Y u : u ∈ S j , u > 0}. At time T 1 , concatenating 0 to the end of the string then indicates that {Y u } has just hit T 0 = {ρ}. Similarly, after time T 1 , there is still enough information in S j to recover the shape of the current partial spanning tree of K * m . In particular, let us consider how to reconstruct S 1,2 , the time indices for the path in the tree from y 1 to y 2 . Let M denote the last element of the sequence S T 2 . Note that T 2 is a tree with root ρ, two leaves, y 1 and y 2 , and the paths from the two leaves to ρ intersect at the point Y M . To explicitly write out the sequence S 1,2 , begin with the first non-zero element of S T 1 , and continue until the element M appears, thus going from y 1 up one branch of the tree to the point y M . To descend the other branch to y 2 , we then add the elements of S T 2 from T 1 + 1 to M , albeit in reversed order. If M = 0, then y 1 and y 2 are in the same component of T in K m , and the distance between them is | S 1,2 | − 1.
For the random walk on G n , we will again define a collection of indicator random variables {I ij } and index sets {S j }, but the difference now is that the indices will represent a moderately long segment of the loop-erased random walk instead of individual points.
In the rest of this paper, we will be using a variety of different time scales; for ease of reference we give here a brief summary of the meanings of the different scales on which we will be working. First, we will again extend the graph G n by adding a vertex ρ to which the walk moves after running for a geometric time that is on the order of |G n | 1/2 . We will break this time up into shorter segments A i of length roughly r = τ 1/4 |G n | 3/8 . By assumption (3), the mixing time τ is a lower order than |G n | 1/2 , so r is also of a lower order than |G n | 1/2 . To show that the behavior of the walk on each of these runs of length r is close to its mean behavior, we will further break these runs into smaller pieces of length q = τ 1/2 |G n | 1/4 and then sum the pieces to get large deviation estimates. These estimates require independence between the segments, so instead of considering the loop-erased path, we will consider a local loop-erasure, with a window size s = τ 3/4 |G n | 1/8 that is much smaller than q. To justify that the restriction to local loop-erasure does not throw away too much information, we will then finally show that there are a number of local cutpoints, for which we will only look at path segments whose length is on the order of τ . As a summary, see the following table:
window for local loop-erasure τ mixing time, and window for local cutpoints
To remember these relative sizes, note that s, q, and r are a geometric division of the interval [τ, |G n | 1/2 ].
As mentioned above, in order to get independence between various pieces that we need for our large deviation estimates, we will need to use a local loop-erasure instead of the original loop-erasure.
Let U be the set of all times that are locally retained. The local loop-erasure LLE X t is the subpath of X t such that
It is not a priori true that either the local loop-erasure or the loop-erasure contains the other. For example, if the original path has a loop of length s − 1, the local loop-erasure could have a jump, while if the original path has a loop of length just longer than s, then the local loop-erasure can have short loops. These differences raise a problem that we will have to deal with later. We will later formalize the notion that, with high probability, the local loop-erasure is a path, and that the main difference between the local loop-erasure and the loop-erasure comes from having long loops (meaning of length greater than r). Our coupling with LERW on the complete graph will keep track of the long loops.
Let G * n be the extension of G n formed by adding a vertex ρ, with an edge from every vertex of G n to ρ of weight such that a weighted random walk on G * n is simple random walk on G n modified to move to ρ after a geometric number of steps with mean L|G n | 1/2 for a suitable L to be chosen later.
We wish to run Wilson's algorithm on G * n with root vertex ρ. To this end, pick k points {x 1 , . . . , x k } uniformly from G n and let {X t } be a process on G * n defined as follows: Let T 0 = 0, take X 0 = ρ, and T 0 = {ρ}. Following Wilson's algorithm, given T ℓ , we run LERW from x ℓ+1 to T ℓ , and let T ℓ+1 be the union of T ℓ with this new loop-erased path. Let T ℓ+1 be the time when {X t } hits T ℓ .
One slight modification that we will make is that for t ∈ (T ℓ , ⌈T ℓ /r⌉r], take X t = X T ℓ , and at time ⌈T ℓ /r⌉r + 1, X t jumps to x ℓ+1 . That is to say, when we reach T ℓ , we hold until the next multiple of r before continuing. The reason for this holding is to make bookkeeping easier when we later subdivide our time interval into blocks of length r. Otherwise, let {X t } be weighted random walk on G * n , which can be thought of as simple random walk on G n with killing rate (L|G n | 1/2 ) −1 and cemetery state ρ. Let
As s = o(r), the length of A i is roughly r. Adding a buffer of length s at the beginning and end of A i means that the times that are locally retained within the different A i are independent. The second delay of s at the start of A i will also mean that the locations of the path on different A i are close to independent. By abuse of notation, we will let LLE(A i ) denote the part of the local loop-erasure whose original times were in A i , that is to say
As the number of steps of {X t } is on the order of |G n | 1/2 , there are on the order of |G n | 1/2 /r intervals A i . We now wish to keep track of non-local loops, meaning loops that somehow involve two of the A i . For i < j, let I ij denote indicator random variables for the events
Unlike the case of the complete graph, here joint distribution of I ij conditioned on {X t } t<rj is different that the joint distribution of I ij conditioned on {I kℓ , k, ℓ < j}. Despite this, we can still recursively construct a family of sequences S j that in some sense records which runs LLE(A i ) survive loop-erasure. The construction will implicitly take the entire path {X t } into consideration. To begin, let S 0 = 0 , and for j > 0, take ℓ such that
Again, let * denote concatenation of sequences. If T ℓ+1 ∈ A j , then take
Otherwise, we have I ij = 0 for all i ∈ S ⌈T ℓ /r⌉ . In that case, take
These sequences are intended to play much the same role as { S j }, and can be thought of as keeping track of indices i such that LLE(A i ) is completely contained inside our partial spanning tree. There are some problems: if LLE(A i ) is involved in a long loop, then part of it is erased. In particular, it is not true that LLE(A i ) ⊂ LE X t T k t=0 , and also if the long loop involves LLE(A j ), then only one of i or j is retained in S j . We will later prove that these differences are sufficiently rare that their contribution is of a lower order of magnitude than the length of LERW.
As was the case when considering LERW on the complete graph, we can introduce a sequence S i,j that keeps track of which run indices k correspond to the run LLE(A k ) being contained in the path from x i to x j . We do this in exactly the same way as on the complete graph. For example, let M denote the last element of the sequence S ⌈T 2 /r⌉ . The sequence S 1,2 begins with the first non-zero element of S ⌈T 1 /r⌉ , and continue until the element M appears. This sequence is then is concatenated with the elements of S ⌈T 2 /r⌉ that run from the first index greater than ⌈T 1 /r⌉ to M , but in reversed order. If M = 0, then the local loop-erasure started at x 1 and x 2 are in the same component of T in G n .
In Section 7, we will show that the length of LLE(A i ) is tightly concentrated about its mean γr for some γ = γ(n) that is bounded away from 0. This implies that d T (x i , x j ) is roughly γr|S i,j | when x i and x j are in the same component of T . We want to pick an m that lets us couple LERW on G n and K m in such a way that |S i,j | = | S i,j |. To do this, we need the distribution of I ij to be close to the distribution ofĨ ij . To formalize this, we introduce the following notion of capacity:
Definition 3. Let T S denote the hitting time for a set S. The capacity of S is given by
By considering the expected number of visits to S by time r,
for any set S. When S is a segment of a random walk, condition (2) will let us show that the bound in (8) is, with high probability, sharp up to constants. Define γ = γ(n) and α = α(n) by
In Section 7, we will show that |LLE(A i )| and Cap(A i ) are both tightly concentrated about their means. The fact that Cap(A i ) is tightly concentrated about its mean implies that EI ij is approximately αr 2 /|G n |. On K m , EĨ ij = (1 + o(1))/m, so in our rescaling we will take the size of the complete graph to be m = |G n | αr 2 .
To understand the special case of two point distributions, let S 1,2 and S 1,2 be as described above. As a central step in the proof, we will couple LERW on G n and K m in such a way that with high probability, S 1,2 = S 1,2 . Because the length of LLE(A i ) is tightly concentrated about its mean, γr, the length of the loop-erased walk from x 1 to x 2 is approximately |S 1,2 |γr. Considering the related length on K m implies that for large enough n,
Taking β n = γ/α 1/2 , we see that this is exactly the claim (4). To obtain (1), in Section 10 we will show that, on the torus, the limits of γ(n) and α(n) exist. Computing these limits and replacing β n by the limit of β n will then prove Theorem 1.1.
In the next few sections, we will justify the missing steps in this proof. The coupling argument works for an arbitrary fixed number of points, yielding the k-point distribution claims stated in Theorems 1.1-1.3.
Positive length of small pieces
The aim of this section is to study local-loop erasure of runs of length q and show that LLE X t q−s t=2s+1 retains a positive proportion of the original walk. Note that these buffers of length s and 2s at the start and end of these pieces of length q are the same size as in A i and serve the same role. The fact that erasing loops shortens the path, along with (8), gives the upper bounds
where Cap(S) is as in Definition 3. The focus of this section will be giving lower bounds for these quantities, and in particular showing that they are bounded away from 0. For random walks on Z d , the condition that kP[X k = 0] converges for d ≥ 5 is equivalent to the fact that two simple random walks on Z d will intersect each other finitely often in dimensions 5 and higher. The next lemma makes more precise the fact that condition (2) provides a local analog. Lemma 6.1. Suppose that {G n } is a sequence of vertex transitive graphs satisfying (2). Let {X t } and {Y t } be independent random walks started at the same point o. Let {X t } and {Ỹ t } be the walks {X t } and {Y t } killed at random times T X and T Y , which are geometrically distributed random variables with mean (1 − λ) −1 . Letting C be the constant from (2),
Proof. We use the central idea of the proof of Proposition 3.2.2 in [11] . Call a pair of times (i, j) a *-last intersection if
, so by vertex transitivity and the memorylessness property of exponential random variables, the probability that (i, j) is a *-last intersection is
Because the killed paths are finite in length, there is at least one *-last intersection. By symmetry of the walk, P[X i = Y j ] = P[X i+j = o], so considering the expected number of *-last intersections gives
. . , X u+τ } = ∅. Lemma 6.1 implies that the expected number of local cutpoints of random walk is a positive proportion of the length of the path: using condition (3), taking 1 − λ = q −1 means that [(1 − λ)|G n |] −1 tends to 0, and also with high probability the killing times T X and T Y are at least τ . Lemma 6.1 then implies that the probability that a given point is a local cutpoint is at least 1/C + o(1).
The significance of local cutpoints is that any global cutpoint of a path is retained after erasing loops, so conditioned on not having long loops (meaning loops of length greater than τ ), local cutpoints are also retained in the loop-erasure. They will also be useful in comparing the loop-erased path to the locally loop-erased path, for which we will need to notice that not only are there a lot of local cutpoints, but that they are in some sense dense. Corollary 6.1. Let {G n } be a sequence of vertex transitive graphs satisfying the assumptions of Theorem 1.2, and let {X t } be simple random walk on G n with geometric killing rate (L|G n | 1/2 ) −1 . Let T be the killing time. As n tends to infinity, with high probability all intervals of the form [t, t + s] (for t ∈ [0, T − s]) contain a local cutpoint.
Proof. By Lemma 6.1, any point is a local cutpoint with positive probability. Whether or not X t and X t+2τ are local cutpoints are independent events, so the probability of having no local cutpoint in an interval of length 2kτ decays exponentially in k. Condition (3) shows that s/τ is thus large enough that the probability of having no local cutpoint in a specific interval of length s decays like a stretched exponential in |G n |. Summing over all start times t ∈ [0, T − s] gives the result.
Repeating the argument that the the probability of a point being a local cutpoint is bounded below, but considering times that are locally retained rather than local cutpoints, shows that the probability that any given time is locally retained is at least (1 + o(1))/C. In particular, this gives Corollary 6.2. For a sequence of graphs {G n } satisfying the assumptions of Theorem 1.2,
In addition to knowing that a positive fraction of the walk is retained by local loop-erasure, we also want to know that the probability of two random walks intersecting is not too greatly reduced by local loop-erasure of one of the paths. For two i.i.d., transient random walks {X t } and {Y u }, this holds quite generally. For example,
(see [14] ). Markov chains with geometric killing on a finite state space are transient Markov chains, but unfortunately we cannot quite apply the result of [14] to our case, partly because we need deterministic (rather than geometric) killing, but mostly because we are interested in cases when the killing times are on different orders of magnitude (and so the killed walks are not i.i.d.) Lemma 6.2. Suppose that G n is a graph satisfying the conditions of Theorem 1.2. Let {X t } and {Y u } be two random walks run with deterministic killing times T X and T Y respectively, run from uniformly chosen starting locations x, y ∈ G n . If T X , T Y ∈ [q, |G n | 1/2 /2] then
where C is the constant in (2).
Proof. The proof relies on the second moment bound P[Z > 0] ≥ (EZ) 2 E(Z 2 ) for non-negative random variables Z. Let J ij be an indicator random variable for the event
t=0 }, and take Z = i,j J ij to be the number of ordered pairs (i, j) corresponding to intersections of LLE X t with {Y u }.
By Lemma 6.1 and the fact that our starting points are uniformly chosen,
To bound the second moment, note that the number of intersections of the local loop-erasure starting at x with the path from y is bounded above by the number of intersections of the original walk, so it suffices to bound the second moment of the number of such intersections.
To do so, let I ij be an indicator random variable for the event {X i = Y j } and fix a basepoint o ∈ G n . Because the starting points of our walks are uniform,
where C is as in (2). Using these quantities to lower bound (EZ) 2 /E(Z 2 ) gives the desired result.
Let Cap(S) be as in Definition 3. Taking T X = q and T Y = r gives: Corollary 6.3. On a sequence of graphs satisfying the assumptions of Theorem 1.2,
Tight concentration of longer segments
We now combine the results of the previous section with large deviation estimates to show that |LLE(A i )| and Cap[LLE(A i )] are tightly concentrated about their means. We will do this by viewing A i as a union of smaller pieces and will use the following large deviation bound:
When a = b and d ≤ c, this is just a standard Gaussian tail bound on sums of bounded random variables. If a = b and d > c, the actual probability is 0, so the bound is not optimal. The techniques used to prove this lemma are standard, and the actual bounds can be improved (see e.g., [7] ). We include a proof rather than a specific reference to avoid notational difficulties.
Proof. We apply Chebyshev's inequality to the exponential moment of our random variables. Note that
By Taylor's theorem, this tail sum is bounded by e β β 3 /6, for some β ∈ (0, tn −a ). For t ≤ n 3a−2b , because a ≤ b, we have tn −a ≤ 1, so e β < 3 and
Using this bound for the tail gives
By Chebyshev's inequality and independence of the Z i , The result then follows from substituting in for t.
Our applications of this large deviation bound include showing that the capacity and length of LLE(A i ) are close to their means for all A i , as well as the fact that these segments are relatively far apart in the graph. Much of the difficulty in doing this for Cap[LLE(A i )] involves the possibility that a run of length r of a walk might hit more than one subsegments of LLE(A i ). These multiple intersections are important because they mean that Cap ∪ k V k < k Cap V k . Definition 4. Let T U and T V denote the hitting times of the sets U and V respectively. The closeness of U and V is given by
Note that Close(U, V ) will be small if U and V intersect in a single point yet are otherwise very far away. On the other hand, if U and V are disjoint, but V is a translation by a small fixed distance, then Close(U, V ) will be large. Closeness is primarily a measure of whether or not typical points of U are near V , and vice versa, and is maximized when the two sets coincide.
In the case when the set V consists of a segment of a random walk, Close(U, V ) is a random variable whose mean and variance are bounded by the following lemma: Lemma 7.2. Let {X t } be a random walk on G n , where G n satisfies the assumptions of Theorem 1.2, and let V = {X t } q−s t=2s+1 . Then for any set U ,
where C is as in (2).
Proof. By (8),
The bound (15) is then just the fact that in order to intersect both U and V , the walk must intersect at least one of them. For any fixed sets U and V , the strong Markov property implies that
Let {Y u } be a second, independent random walk on G n . Note that
As 2s + 1 > τ , P[X T V = y] ≤ 2/|G n | and thus
thus proving (16) . To bound the second moment, note that Close(U, V ) 2 is bounded by
Let {Y u } and {Z w }be independent random walks with the same starting point. Then [P x (T U ≤ r)] 2 is the probability that both copies of the walk hit U by time r, so
A similar argument holds with U and V reversed. Combining these bounds with those from (18) yields the result.
Let α = α(n) and γ = γ(n) be as in Section 6, implying that
Lemma 7.3. For any i and j,
Moreover, α and γ satisfy the bounds
To prove all three parts of this lemma, we will break the interval A i down into r/q smaller pieces B i,k of length roughly q, and use Lemma 7.1 and the results of Section 6. Let B i,k = {ir + kq + 2s, ir + (k + 1)q − s}, and denote LLE(B i,k ) = LLE X t t∈B i,k .
We begin with the case of (19) . Breaking LLE(A i ) into pieces and summing gives
By the definitions of our various scales, 3rs/q = 3q, which is of a lower order than our claimed error term. The spacing between the B i,k is such that |LLE(B i,k )| are i.i.d, so applying Lemma 7.1 with
shows that the deviation of the sum of the different subpieces from its mean is bounded by a Gaussian with variance on the order of (r/q)q 2 = rq, and in particular the probability of having a deviation of the order r 2/3 q 1/3 decays like a stretched exponential in |G n |.
The argument for (20) is similar, but the naive upper and lower bounds are farther apart. Note that the capacity is bounded above by the sum of the capacities of the pieces, plus a little extra since the B i,k are spaced 3s steps apart in time. Summing the capacity of the pieces overcounts by the probability of hitting at least two pieces. For a lower bound, we will subtract the probability of having double hits.
Again, the variance of the sum of the capacity of the pieces is of order at most qr 3 /(|G n | 2 ) = r 5 |G n | −5/2 . Lemma 7.1 thus shows that the probability of k Cap[LLE(B i,k )] deviating from its mean by r 5/2 |G n | −5/4 /2 decays like a stretched exponential. We thus need only to control k,j Close(B i,k , B i,j ). But, by Lemma 7.2, E Close(B i,k , B i,j ) ≤ 4q 2 r 2 /|G n | 2 . The expected value of the sum is thus bounded by 2r 4 |G n | −2 , so
by Markov's inequality. This bound proves (20) .
For (21), we only need an upper bound rather than a sharp estimate. Our subintervals B j,k are spaced 3s time steps apart, leaving gaps when we combine them, but by forward by s or backwards by 2s steps we obtain
Taking n = |G n | 1/2 /τ , a = 3/4, b = 5/4 − [log n (8C)]/2, and c = 1/8 means that
satisfies the assumptions of Lemma 7.1. Taking d = 1/4, Lemma 7.1 implies that the probability that this sum is larger than r 7/2 |G n | −7/4 decays like a stretched exponential in |G n |. As the sum of the means is on the order of 4r 4 /|G n | 2 , this completes the proof.
Completion of the coupling argument
In this section, we couple LERW on G n with LERW on a complete graph K m for an appropriately chosen value of m. As described in Section 5, we will take m = |G n | αr 2 . Moreover, instead of running Wilson's algorithm on G n and K m , we will run it on extensions G * n and K * m formed by adding an additional vertex ρ to the graphs G n and K m . As described in Section 5, ρ is connected to G n by adding an edge to every vertex of G n with weight such that the time until simple random walk on G * n moves to ρ is a geometric random variable with mean L|G n | 1/2 . For our coupling, we will take r steps on G n for every step on K m , so to have a comparable weight of moving to ρ, in K m we want the expected number of steps before moving to ρ to be
This is on the order of √ m since r = o(|G n | 1/2 ).
Let {Y u } be the random process on K * m and {X t } the process on G * n that were introduced in Section 5. That is to say, they are simple random walks modified to work with Wilson's algorithm on K * m and G * n , with basepoint ρ. Likewise, let { S i } and {S i } be the sequences of interval indices described in Section 5. Let S i,j and S i,j denote the sequence of indices for a final path between y i and y j in K * m , and x i and x j in G * n , respectively. What we need to prove are the following four steps:
(1) As m and L tend to infinity,
Moreover, for any fixed k, the joint distribution of S i,j m −1/2 for i, j ≤ k converges to F k , the k-point distribution in the CRT.
(2) For any ε > 0, there exists a coupling between {X t } and {Y u } such that
(3) For any ε > 0, as |G n | tends to infinity,
(4) As L tends to infinity, the joint distribution of d T (x i , x j ) tends to the joint distribution of d T (x i , x j ).
Steps 1 and 2 show that the joint distribution of {S i,j m −1/2 }, i, j ∈ {1, . . . , k} converges in distribution to F k , and Step 3 along with the fact that F k has a joint density imply that the joint distribution of d T (x i , x j )/(β n |G n | 1/2 ) tends to F k . (Recall that β n = γ/α 1/2 , which we showed in Section 6 is bounded.) Finally, Step 4 then completes the proof of Theorem 1.2.
Steps 1 and 4 are justified in Section 9 and use the fact that the UST on G n stochastically dominates our spanning forest T . To construct the coupling for Step 2, consider the sequence of events A i given by:
Using Lemma 7.3 to bound the probability of each of these events when j = i and then summing, we see that for any fixed M
To establish the coupling, we will use the fact that while the distribution of S j depends on more than just S j−1 , the fact that Y u is uniformly chosen from K m means that the distribution of S j depends only on the value of S j−1 .
To this end, we will run the process {X t } on G * n , use that to evaluate the indicator random variables I ij (and hence compute S j ), couple the indicators I ij withĨ ij , and use the fact that we can go from a sequence of indicators I ij with the appropriate joint distribution to the process {Y u }.
To couple the variables I ij andĨ ij , we will show that, conditioned on S j−1 = S j−1 and restricting to i ∈ S j−1 , the total variation distance between the joint distributions of I ij andĨ ij is small. To bound this total variation distance, first note that restricting to i ∈ S j−1 means that at most one of the variablesĨ ij is non-zero. We thus have
Likewise,
The inequality (24) uses the definitions of capacity, closeness, and A j . Summing (23) over all i and adding to (24) shows that the total variation distance between the joint distributions of I ij andĨ ij is bounded by twice (24). There is therefore a coupling that works for one more step with probability at least 1 minus twice the bound in (24). Summing this bound from j = 1 to M |G n | 1/2 /r, we see that the probability that the coupling works for M |G n | 1/2 /r steps is 1 − O(r 1/2 |G n | −1/4 ). Taking M large enough such that P T k > M |G n | 1/2 < ε completes the proof of Step 2. For
Step 3, we need to show that the local loop-erasure and the loop-erased paths are not too different. To do this, first recall the pieces that we have already seen. We know that with high probability the event A ⌈T k /r⌉ occurs. Moreover, Corollary 6.1 shows that, at time T k , with high probability any interval of length s contains a local cutpoint. Let V denote the event that any loop in the path has length either less than τ or greater than r. The probability of V c is controlled by the expected number of loops of length between τ and r, which is small. In particular,
As T k is bounded by kr plus the sum of k geometric random variables with mean on the order of |G n | 1/2 , we see that
This should be thought of as meaning that there are no loops longer than length s which have one endpoint inside A i and one outside, although there are some slight differences at times near the endpoints of A i . In a similar vein, a time index i is called a single intersection at time T if there exists a
Finally, a time index is called bad if it is neither a single intersection nor good. Let B T denote the collection of time indices i ≤ ⌊T /r⌋ that are bad at time T , let C T be those that are single intersections, and G T be those that are good. Using our mixing time assumption (3) and Markov's inequality,
Since r = o(|G n | 1/2 ), if T is a geometric random variable with mean L|G n | 1/2 , then for any ε > 0, there exists an N = N (L, ε) such that
Likewise, the probability of a time i being bad is bounded by the expected number of pairs j and k such that {X t } t∈A i intersects both {X t } t∈A j and {X t } t∈A k . This yields
and as T is on the order of |G n | 1/2 , we see that the expected number of bad indices is O(r/sqrtvol) = o(1). In particular, with high probability, B T k = ∅.
But if ℓ ∈ G T k ∩ S i,j , and the event V occurs, then LLE(A ℓ ) is a subset of the path from x i to x j in T * . We thus have
Note that (3sT k /r) and rN are both of lower orders of magnitude than |G n | 1/2 . As we have already seen, A ⌈T k /r⌉ occurs with high probability, so with high probability ||LLE(A i )| − γr| is bounded by r 2/3 q 1/3 for all i.
Combining these facts, we see that, with probability 1 − o(1) − ε, d T (x i , x j ) and |S i,j |γr differ by a quantity that is of a lower order than |G n | 1/2 .
Stochastic domination of spanning forests by trees
In this section, we justify steps 1 and 4 in the argument of Section 8. In particular, we will show that the modification of Wilson's algorithm used in Section 5 yields a distribution on trees spanned by x 1 , . . . , x k that is arbitrarily close in total variation distance to the distribution obtained from the UST. As mentioned before, our modification gives us a spanning tree on G * , and thus only a forest on G. We will first prove that this forest is stochastically dominated by the UST. We will then prove that with high probability, any k points are in the same component of the forest, and then combine these two pieces to show that the joint distribution of distances between k points in the forest is arbitrarily close to the joint distribution between k points in the spanning tree.
Suppose that G is a graph with vertex set V and edges E. Let G λ denote the graph that is the extension of G formed by adding an additional vertex ρ, and from every vertex v ∈ V , an edge (v, ρ) of weight 1 − λ. Let T λ be a weighted UST on G λ . The graph T λ induces a forest T ⊂ G simply by restricting to edges in E ∩ T λ . We will show that T is stochastically dominated by T .
An event A is said to be an increasing event on a graph G if for any subgraph a ∈ A, if a ′ is another subgraph of G formed by adding edges to a, then a ′ ∈ A as well. We say that an event A is supported on a set of edges E 1 if determining whether or not a is in A only requires looking at the edges E 1 . (Equivalently, if a ∈ A, then a ′ ∈ A, where a ′ is the subgraph whose edges are in both a and E 1 ).
Lemma 9.1. Suppose that A and B are increasing events supported on disjoint edge sets of G. Then
Let E 1 and E 2 be disjoint edge sets such that A is supported on E 1 , B is supported on E 2 , and E 1 ∪ E 2 = E. The case when |E 2 | = 1 was originally proved by Feder and Mihail ([6] , Lemma 3.2), and they remark that iterating their proof implies that the general case is also true. A proof of the general case appears in the solution to Exercise 8.10 in [13] .
Applying this lemma to the graph G λ , let B denote the event that the degree of ρ is at least 2, and let A denote the event that there is a path of length λ i,j in G from x i to x j for all pairs i, j ≤ k. Clearly the event A is increasing and requiring that the path be in G means that the event is supported on E, the original edge set of G. On the other hand, the event B is supported on edges from G to ρ. As adding edges from ρ to G increases the degree of ρ, the event B is increasing. There are no loops in a forest, so the event A implies that d T (x i , x j ) = λ i,j for all i, j.
By Lemma 9.1, these events are negatively correlated. Moreover, B c is equivalent to T being a spanning tree. In particular, conditioned on B c , T is equal to T in distribution. This shows that having the right lengths in T is a lower bound for having the right lengths in T . Moreover, summing over all possible lengths in T shows that the total variation between the joint distribution of d T (x i , x j ,) and the joint distribution of d T (x i , x j ) is the probability that not all k points are in the same component. To justify steps 1 and 4 of Section 8, we thus only need to show that for the graphs that we are interested in, given any k points, the probability that they are in the same component of T is arbitrarily close to 1.
Lemma 9.2. Suppose that {G n } is a sequence of graphs satisfying the assumptions of Theorem 1.2. For a fixed ε > 0, let {X t } and {Y u } be two independent random walks on G n , with (possibly different) starting points x and y, and let T X and T Y be independent geometric random variables with mean ε −2 |G n | 1/2 . Then as n tends to infinity,
For any set S ⊂ G n with Cap(S) ≥ rε/|G n | 1/2 , let T S denote the time {Y u } first hits S. Then
The proof thus reduces to showing that
Let T = 2(ε|G n |) 1/2 /α. Since T X is geometric with mean ε −2 |G n | 1/2 , we have P[T X < T ] ≤ 2ε 5/2 α . When T X > T , consider two possibilities, based on whether or not we have the event Moreover, T X −T −M > ε 1/2 |G n | 1/2 −1, which for large enough n, is greater than τ . Subdividing the final T steps of the walk into pieces of length r and considering the expected number of those pieces that intersect U gives
Thus, with probability 1 − O(ε 3/2 ), U survives loop-erasure and yields the desired capacity for LE X t . When (26) fails, the capacity of LE X t t<T X −T is small, and thus the probability of a segment of length T started at uniform intersecting this initial piece is O(ε 3/2 ) by the same argument as before. Adding a buffer of s steps to get back a uniform position, we thus have
Moreover, T is small enough such that the expected number of loops longer than τ within the final T − τ steps is bounded by 4ε/α 2 . Thus with proba-
The result then follows from the monotonicity of capacity.
Constant on the torus
This section is devoted to proving Theorem 1.1. To see that Z d n satisfies the hypotheses of Theorem 1.2, note that for simple random walk on Z d n with holding probability 1/2, |P o [X t = o] − n −d | ≤ Cn −d/2 for a suitable constant C (see e.g., [4] , Chapter 5). This means that the only way in which Theorem 1.1 is not a special case of Theorem 1.2 is that there is a single rescaling constant β rather than a sequence of constants β n that (possibly) depend on n. Thus, what we need to show in this section is that lim β n exists. We will do so by giving an expression for the limit.
be independent simple random walks on Z d , all starting at the origin. Let G n = Z d n , and take α = α(n) and γ = γ(n) to be as in Section 5. Then for d ≥ 5,
Proof. Take s and q as before. To understand scales, recall that on Z d n , τ is on the order of n 2 , meaning that s, q and r are on the order of n (d+12)/8 , n (d+4)/4 , and n (3d+4)/8 respectively.
Let For d ≥ 5, this expression is o(1). Moreover, Lemma 6.1 implies that, conditioned on having no loops of length longer than n 7/4 , the probability that there is a cutpoint within the first n 9/5 steps is 1 − o(1). (The only significance of 9/5 is that it is between 7/4 and 2.) The importance of having these cutpoints is whether or not X j survives loop-erasure can be determined from only considering what happens between two cutpoints, one at a time before j, and one at a time after j. We also know that with high probability, any run of length n 9/5 remains inside a cube of edge length n, and in particular does not see the difference between the torus and the full lattice Z d . Combining these facts, 
t=0 ∩ { Z u } n 9/5 u=1 = ∅ (or vice versa), then either { Y t } t>n 9/5 ∩ { Z u } u>0 = ∅ or { Y t } t>0 ∩ { Z u } u>n 9/5 = ∅. But a first moment argument shows that There are fewer than 3rs terms in which k < s or j / ∈ [3s, r − 2s], each of which is bounded by n −d . The sum of these terms thus contributes at most 3rsn −d , which is of a lower order than Cap S (which is on the order of r 2 n −d ). It thus suffices to show that for k ≥ s and j ∈ [3s, r − 2s], 
As before, since we are only running the walk for times on the order of r, the probability that there are no loops of length longer than n 7/4 is 1 − o(1). We then convert from a statement on the torus to one on the full lattice exactly as before.
11. Expanders, Hypercubes, and Proof of Theorem 1.3
We stated in Section 1 that sequences of expander graphs satisfy the assumptions of Theorem 1.2. This is immediate from the fact that for a sequence of expanders, there exist C > 0 and λ < 1 such that the bound |P o [X t = o] − |G n | −1 | ≤ Cλ t holds for the entire sequence.
We likewise claimed that (6) applies on the hypercubes Z n 2 . To see this, consider two random walks {X t } and {Y u } with different starting points, both run in continuous time with rate 1. The expected amount of time of intersection is the expected number of intersections for two discrete time walks. In continuous time, (32) P[X t = Y u ] ≤ 1 2 n 1 + e −2(t+u)/n n−1 1 − e −2(t+u)/n) .
Using (1 − exp[−2(t + u)/n])/2 to bound (32) for t + u ≤ √ n, and the fact that 1 2 n 1 + e −2(t+u)/n n−1 decays exponentially to 2 −n as a bound for (32) when (t + u) > √ n yields the fact that
which in turn says that the expected time of overlap of the two paths is o (1) . Turning now to the proof of Theorem 1.3, note that Theorem 1.3 differs from Theorem 1.2 in two ways: first, we need to show that assumption (6) allows us to omit the hypothesis that {x 1 , . . . , x k } are chosen uniformly, and second, we need to show that lim β n = 1.
The fact that the value of I ij depends on the walk on the intervals [ir + s, (i + 1)r] and [jr + s, (j + 1)r], along with (3) and the definition of s, show that not having uniformly chosen starting points only affects the distribution of I ij by a multiplicative factor of 1 + o(1). The concern is thus that by not having uniform starting points, maybe x ℓ+1 is near T ℓ and our walk will hit the tree within the first s steps and thus never become essentially uniform. This means that we need to control the probability that T ℓ+1 < ⌈T ℓ /r⌉r + s. Let D ℓ = [⌈T l /r⌉ + 1, ⌈T l /r⌉ + s]. Because τ < s, the expected number of intersections of T ℓ with D ℓ that do not involve D k for some k < ℓ is 2sET ℓ |G n | −1 . As a result, we obtain the bound
But assumption (6) is the fact that P [{X t } t∈D ℓ ∩ {X t } t∈D k = ∅] = o(1), which is exactly what we need. For the second part, assumption (6) implies that any point is a local cutpoint with probability 1 − o(1), so γ = 1 − o(1). Likewise, the probability of a run of length r intersections LLE(A i ) more than once is o(1), implying that we also have α = 1−o(1). In particular, β n = 1+o(1), which completes the proof of Theorem 1.3.
Further questions
Although the main results of this paper give a good picture of the scaling limit of UST on many graphs, there are still a number of questions that remain.
(1) Is the UST on the complete graph in some sense smaller than on any other vertex transitive graph? More precisely, if {G n } are vertex transitive, and x and y are uniformly chosen from G n , is there a constant C such that P[d T (x, y) > λ|G n | 1/2 ] ≥ exp −C λ 2 2 (1 + o(1))?
Benjamini and Kozma [5] asked an averaged form of this question, asking if Ed T (x, y) ≥ C|G n | 1/2 holds. (2) Theorems 1.1-1.3 only prove that the scaling limit of the UST is the Brownian CRT in the sense that the finite dimensional distributions converge. Does this convergence also hold in a stronger topology? (3) Our theorems do not apply to the torus Z 4 n because τ and |G n | 1/2 are on the same order of magnitude in dimension 4. After taking into account a logarithmic correction factor, the scaling limit of LERW on Z 4 , however, is still Brownian motion [11] . As discussed in [5] , heuristics suggest that Ed T (x, y) is on the order of n 2 log 1/6 n. If so, what is the limiting distribution of d T (x, y)? What is the scaling limit of the UST on Z 4 n ? (4) In this paper, we have focused on the intrinsic geometry of the UST, discussing distances in the UST. Can a scaling limit be obtained using the metric induced by the torus?
