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BOUNDARY VALUE PROBLEM FOR THE TIME-FRACTIONAL
TELEGRAPH EQUATION WITH CAPUTO DERIVATIVES
M.O. Mamchuev
In this paper the Green formula for the operator of fractional differentiation
in Caputo sense is proved. By using this formula the integral representation of all
regular in a rectangular domains solutions is obtained in the form of the Green
formula for operator generating the time-fractional telegraph equation. The
unique solutions of the initial-boundary value problem with boundary conditions
of first kind is constructed.
The proposed approach can be used to study the more general evolution
FPDE as well as ODE with Caputo derivatives.
MSC 2010 : Primary 33R11; Secondary 35A08, 35A09, 35C05, 35C15, 35E05,
34A08.
Key Words and Phrases: Green function method, Caputo derivative, frac-
tional telegraph equation, general representation of solution, boundary value
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1 Introduction
Consider the equation
Lu(x, y) ≡ ∂α0yu(x, y) + b∂
β
0yu(x, y)−
∂2
∂x2
u(x, y) + cu(x, y) = f(x, y), (1.1)
where α = 2β ∈]0, 2[, b and c are given real numbers, f(x, y) is a given real
function, ∂ν0y is the Caputo fractional differentiation operator of order ν.
Fractional partial differential equations find their application in various fields
of science, such as physics, chemistry, biology, economics, sociology, etc. See
for example the monographs [1], [2], [3], and references therein. Equations
of (1.1) type are used to describe anomalous diffusion processes observed in
experiments related to blood circulation [4], iterated Brownian motion, and
telegraph processes with Brownian time [5], [6], model of diffusion-drift charge
carrier transport in layers with a fractal structure [7]. Note that the fractional
advection-dispersion equation with constant coefficient, which has been studied
in papers [8], [9], can be reduced to equation (1.1), by changing of unknown
function.
Note also that the boundary value problems for the analogue of equation
(1.1) with Rimman-Liouville derivatives with 0 < α = 2β < 1 has been studied
in [10] and [11], and in [12] and [13] in general case, when 0 < α = 2β < 2.
For an extensive bibliography on this subject see paper [14] and references
therein.
For the operator of fractional differentiation in Rimman-Liouville sense Green
formula was proved in papers [15]. Green’s function method of solving the
1
boundary value problems for the diffusion-wave equation was implemented on
the basis of this formula [15], [16].
We obtain Green formula for Caputo fractional differentiation operator. This
formula allows us to implement Green function method for equation with Caputo
derivatives. This is shown by the time-fractional telegraph equation (1.1). The
general representations of solutions is obtained and the theorems of solution
existence and uniquiness for boundary value problem is proved.
2 Preliminaries
The operator of fractional integro-differentiation in Riemman-Liouville sense
Dνay of order ν is defined by the formula [1, p. 9]:
Dνayg(y) =


sign(y−a)
Γ(−ν)
y∫
a
g(s)|y − s|−ν−1ds, ν < 0,
g(y), ν = 0,
signn(y − a) d
n
dyn
Dν−nay g(s), n− 1 < ν ≤ n, n ∈ N,
where Γ(z) is a Eullers gamma-function.
The fractional Caputo derivative [17] is determined by relation [1, p. 11]
∂νayg(y) = sign
n(y − a)Dν−nay g
(n)(y), n− 1 < ν ≤ n, n ∈ N.
We have the following analogue of the Newton-Leibniz formula in the frac-
tional calculus [1, p. 11]
DδayD
ν
ayg(y) = D
δ+ν
ay g(y)−
n∑
k=1
|y − a|−δ−k
Γ(1− δ − k)
lim
y→a
Dν−kay g(y), (2.1)
where n− 1 < ν ≤ n, n ∈ N. In case δ = −α, ν = α, n− 1 < α ≤ n the formula
(2.1) has the form
D−αay D
α
ayg(y) = g(y)−
n∑
k=1
|y − a|α−k
Γ(1 + α− k)
lim
y→a
Dα−kay g(y), (2.2)
The formula
y∫
a
f(s)Dνash(s)ds =
y∫
a
h(s)Dνysf(s)ds, ν < 0, (2.3)
is known as a formula of fractional integration by parts [1, p. 34].
The following formula of fractional intero-differentiation of power function
Dαay|y − a|
µ−1 =
Γ(µ)
Γ(µ− α)
|y − a|µ−α−1. (2.4)
2
holds for each µ > 0 and α ∈ R.
Here is the definition of the operator Sδηy, acting on a function g(s) by the
formula [1, p. 22]
Sδsyg(ξ) =
sign(y − s)
pi
y∫
s
g(τ)
τ − ξ
∣∣∣∣τ − ss− ξ
∣∣∣∣
δ
dτ. (2.5)
The following two assertions are hold [16, p. 117, 118].
Lemma 2.1. Let 0 ≤ η < yε < y, yε = y − ε. Then the estimate∣∣Sδyεyg(η)∣∣ ≤ Cεγ+δ−θ(yε − η)θ−δ−1, θ ∈ [0, 1].
holds for any function g(η) ≤ C(y − η)γ−1, and 0 < γ < 1.
Lemma 2.2. Let y > yε > η, yε = y − ε, n− 1 < α ≤ n, n ∈ N. Then the
relation
D−αyεηD
α
yηg(η) = g(η)−
n∑
k=1
(yε − η)
α−k
Γ(α− k + 1)
Dα−kyyε g(yε)− γ
α
nS
n−α
yεy
g(η), (2.6)
where γαn = sinpi(α − n), holds for any function g(η) continuous in the neigh-
borhood of the point η.
The hipergeometric function is determined by the relation
F (a, b, c; z) =
∞∑
k=0
(a)k(b)k
(c)kk!
zk, a, b, c ∈ C, c 6= 0,−1, ..., |z| < 1,
where (g)n = Γ(g + n)/Γ(g).
Following assertions hold
F (a, b, c; z) =
1
B(b, c− b)
1∫
0
tb−1(1 − t)c−b−1(1− zt)−adt, (2.7)
for Re c > Re b > 0, |z| < 1,
F (a, b, a; z) = (1− z)−b. (2.8)
Let us consider the function
Γ(x, y) =
1
2
∞∫
|x|
h0(x, τ)g(y, τ)dτ,
where
h0(x, τ) =0 F1
[
1; a(τ2 − x2)
]
, g(y, τ) =
eb1τ
y
φ(−β, 0;−τy−β),
3
0F1(ν; z) =
∑∞
k=0
Γ(ν)
Γ(k+ν)
zk
k! is the confluent hypergeometric limit function [18,
p. 32], φ(δ, µ; z) =
∑∞
k=0
1
Γ(δk+µ)
zk
k! is the Wright function [19], b1 = −b/2, and
a = b21 − c.
The following properties of the function Γ(x, y) are hold [12], [14].
Lemma 2.3. The relations
Dδ0yD
ν
0yΓ(x, y) = D
ν
0yD
δ
0yΓ(x, y) = D
δ+ν
0y Γ(x, y)
hold for arbitrary δ, ν ∈ R.
Lemma 2.4. The relation holds
2
∂m
∂xm
Dν0yΓ(x, y) =
∞∫
|x|
Dν−βk0y g(y, τ)
∂m
∂xm
Lk1h0(x, τ)dτ−
− sgn(m) sgn(x)
m∑
j=1
∂j−1
∂xj−1
[
Dν−βk0y g(y, |x|)
(
∂m−j
∂xm−j
Lk1h0(x, τ)
) ∣∣
τ=|x|
]
+
+sgn(k)
k∑
i=1
∂m
∂xm
[
Dν−βi0y g(y, |x|)
(
Li−11 h0(x, τ)
) ∣∣
τ=|x|
]
,
where k = 0 for ν ≤ 0, and k such that β(k − 1)ν ≤ βk (k ∈ N) for ν > 0,
is satisfied for arbitrary m ∈ N ∪ {0} and ν ∈ R, and L1 =
∂
∂τ
+ b1 is the
differential operator of the first order.
Lemma 2.5. The estimate∣∣∣∣ ∂m∂xmDν0yΓ(x, y)
∣∣∣∣ ≤ C|x|−θyβ(1−m+θ)−ν−1, θ ≥ 0, (2.9)
where C is a positive constant, holds for arbitrary m ∈ N ∪ {0} and ν ∈ R.
We denote
Ω = {(x, y) : a1 < x < a2, 0 < y < T }, Ωy = {(ξ, η) : a1 < ξ < a2, 0 < η < y}.
Lemma 2.6. The relation L ∂
m
∂xm
Γ(x, y) = 0 holds for m = 0, 1, and for all
(x, y) ∈ Ω.
Lemma 2.7. The relation
L∗Γ(x − ξ, y − η) ≡
(
Dαyη + bD
β
yη −
∂2
∂ξ2
+ c
)
Γ(x− ξ, y − η) = 0
holds for all (ξ, η) ∈ Ωy and for fixed (x, y) ∈ Ω.
Lemma 2.8. The relation
lim
s→y
x2∫
x1
q(ξ)Dα−1yη Γ(x − ξ, y − η)dξ = q(x), x1 < x < x2.
holds for each function g(x) ∈ C[x1, x2], a1 ≤ x1 < x2 ≤ a2,
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Lemma 2.9. The relation
lim
ξ→x±0
y∫
δ
p(η)
∂
∂x
Γ(x− ξ, y − η)dη = ∓
1
2
p(y), 0 ≤ δ < y,
holds for each function p(y) ∈ C[δ, T ].
By C1,q[a1, a2] we denote the space of continuously differentiable functions
on [a1, a2] the first derivatives of which satisfy the Ho¨lder condition with expo-
nent q.
Lemma 2.10. Let the functions τk(x) (k = 1, n) satisfy the conditions
τn(x) ∈ C[a1, a2];
τ1(x) ∈ C
1,q[a1, a2], q >
1−β
β
, for n = 2.
(2.10)
Then function
u0(x, y) =
n∑
k=1
a2∫
a1
τk(ξ)
[
Dα−k0y + (2 − k)bD
β−k
0y
]
Γ(x− ξ, y)dt
is a solution of the equation (1.1) in the class ∂α0yu0, ∂
β
0yu0,
∂2
∂x2
u0 ∈ C(Ω), and
satisfies the conditions
lim
y→0
∂k−1
∂yk−1
u0(x, y) = τk(x), a1 < x < a2, k = 1, n. (2.11)
Lemma 2.11. Let f(x, y) ∈ C(Ω¯), fy(x, y) ∈ C(Ω) ∪ L(Ω). Then the func-
tion
uf (x, y) =
y∫
0
a2∫
a1
Γ(x− ξ, y − η)f(ξ, η)dξdη
is a regular solution of equation (1.1) in domain Ω satisfying the homogenous
condition (2.11).
3 Problem statement and main results
Set J = {(x, y) : a1 < x < a2, y = 0}; and n ∈ {1, 2} is a number such that
n− 1 < α ≤ n.
A regular solution of equation (1.1) in domain Ω is defined as a function
u = u(x, y) of the class u ∈ C(Ω), ∂
n−1u
∂yn−1
∈ C(Ω ∪ J), ∂α0yu, ∂
β
0yu,
∂2
∂x2
u ∈ C(Ω),
satisfying equation (1.1) at all points (x, y) ∈ Ω.
Theorem 3.1. Let f(x, y) ∈ C(Ω), and τk(x) ∈ C[a1, a2], k = 1, n. Then
any regular solution u(x, y) of equation (1.1) in the domain Ω satisfying the
condition
lim
y→0
∂k−1
∂yk−1
u(x, y) = τk(x), a1 < x < a2, k = 1, n, (3.1)
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and such that ux ∈ C(a1 ≤ x ≤ a2, 0 < y < T ), ux(a1, y), ux(a2, y) ∈ L[0, T ],
can be represented in the form
u(x, y) =
n∑
k=1
a2∫
a1
τk(ξ)
[
Dα−k0y + (2− k)bD
β−k
0y
]
G(x, y; ξ, 0)dξ+
+
2∑
i=1
(−1)i
y∫
0
[G(x, y; ai, η)uξ(ai, η)−Gξ(x, y; ai, η)u(ai, η)]dη+
+
a2∫
a1
y∫
0
[G(x, y; ξ, η)f(ξ, η) − u(ξ, η)h(x, y; ξ, η)]dξdη, (3.2)
where ηα−nh(x, y; ξ, η) ∈ L(Ωy), G(x, y; ξ, η) = Γ(x − ξ, y − η) − V (x, y; ξ, η),
and V ≡ V (x, y; ξ, η) ≡ V (x, ξ, y − η) is a solution of the equation
L∗V (x, y; ξ, η) = h(x, y; ξ, η) (3.3)
in the class ∂
2
∂t2
V ∈ C(Ω×Ωy)∪L(Ωy), V,
∂
∂ξ
V,DαyηV,D
β
yηV ∈ C(Ω×Ωy), with
the condition
lim
η→y
Dβk−iyη V (x, y; ξ, η) = 0, k = 1, n, i = 1, k. (3.4)
Boundary value problem. In the domain Ω find solution u(x, y) of equa-
tion (1.1) with the conditions (3.1) and
u(a1, y) = ϕ1(y), u(a2, y) = ϕ2(y), 0 < y < T, (3.5)
where the τk(x), (k = 1, n), ϕ1(y) and ϕ2(y) are given functions.
The function G(x, y; ξ, η) = Γ(x− ξ, y− η)−V (x, y; ξ, η), which satisfies the
conditions
lim
t→a1
G(x, y; ξ, η) = 0, lim
t→a2
G(x, y; ξ, η) = 0, y 6= η,
where V ≡ V (x, y; ξ, η) is a function under condition of Theorem 3.1 with
h(x, y; ξ, η) ≡ 0, we call a Green function of the problem (1.1), (3.1), (3.5).
Theorem 3.2. The function
G(x, y; ξ, η) =
+∞∑
m=−∞
[
Γ(Xm1 , y − η)− Γ(X
m
2 , y − η)
]
,
where
Xm1 = 2m(a2 − a1) + x− ξ, X
m
2 = 2m(a2 − a1) + x+ ξ − 2a1,
is the Green function of problem (1.1), (3.1), (3.5).
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Theorem 3.3. Let the functions τk(x) (k = 1, n) satisfy the conditions
(2.10), let ϕi(y) ∈ C[0, T ], (i = 1, 2), and f(x, y) ∈ C(Ω¯),
fy(x, y) ∈ C(Ω) ∪ L(Ω), (3.6)
and the relations
ϕi(0) = τ1(ai), i = 1, 2 (3.7)
hold. Then the function
u(x, y) =
n∑
k=1
a2∫
a1
τk(ξ)
[
Dα−k0y + (2− k)bD
β−k
0y
]
G(x, y; ξ, 0)dξ+
+
y∫
0
[
∂
∂ξ
G(x, y; a1, η)ϕ1(η)−
∂
∂ξ
G(x, y; a2, )ϕ2(η)
]
dη+
+
y∫
0
a2∫
a1
G(x, y; ξ, η)f(ξ, η)dξdη. (3.8)
is a unique regular solution of the problem (1.1), (3.1), (3.5).
Remark. If 2/3 < α ≤ 1 it is sufficient that the function f(x, y) satisfies
Ho¨lder condition with respect to the variable x with exponent q > 1−2β
β
, instead
of the condition (3.6) of Theorem 3.3.
4 General representation of the solution
4.1 Green formula for the Caputo operator
Following equality is true
D−α+m−1ay ∂
α
ayg(y) = sgn
m−1(y − a)g(m−1)(y)−
n∑
i=m
(y − a)i−m
(i−m)!
g(i−1)(a). (4.1)
Indeed, using formula (2.1) we have
Dδay∂
ν
ayg(y) = D
δ+ν
ay g(y)−
n∑
k=1
(y − a)n−δ−ν−k
Γ(n− δ − ν − k + 1)
g(n−k)(a).
By setting in the last relation δ = −α+m−1, ν = α, and by using the relations
1
Γ(−p) = 0, Γ(p+ 1) = p!, which hold for p ∈ N, we obtain
D−α+m−1ay ∂
α
ayg(y) = sgn
m−1(y−a)g(m−1)(y)−
n−m+1∑
k=1
(y − a)n−m−k+1
(n−m− k + 1)!
g(n−k)(a).
Replacing i = n− k + 1 in the last relation get (4.1).
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Lemma 4.1. Let η < yε < y < T, yε = y − ε, n− 1 < α ≤ n, n ∈ N. Then the
relations
yε∫
0
(
v∂α0ηu− uD
α
yηv
)
dη
n∑
k=1
u(k−1)(yε)D
α−k
yyε
v(y; yε)−
−
n∑
k=1
u(k−1)(0)Dα−kyη v(y; η)
∣∣
η=0
+ γαn
yε∫
0
∂α0ηu · S
n−α
yεy
vdη. (4.2)
hold for the function u(η) and v(y; η) such that u(η) ∈ C[0, T ], u(n)(η) ∈ L[0, y],
v(y; η) ∈ L([0, T ]× [0, y]) ∩C([0, T ]× [0, yε]).
Proof. Use the relation (2.6), (2.3) and definition of fractional integral operator,
we can transform the next integral
yε∫
0
v(y; η)∂α0ηu(η)dη =
=
yε∫
0
∂α0ηu(η)
[
D−αyεηD
α
yηv(y; η) +
n∑
k=1
(yε − η)
α−k
Γ(α− k + 1)
Dα−kyyε v(y; yε)
]
dη+
+γαn
yε∫
0
∂α0ηu(η)S
n−α
yεy
v(y; η)dη =
=
yε∫
0
D−α0η ∂
α
0ηu(η) ·D
α
yηv(y; η)dη +
n∑
k=1
Dα−kyyε v(y; yε) ·D
−α+k−1
0yε
∂α0yεu(yε)+
+ γαn
yε∫
0
∂α0ηu(η)S
n−α
yεy
v(y; η)dη. (4.3)
Apply the formula (4.1) with m = 1 and a = 0 and integration by parts, for
the first summand in the right hand side of last relation we obtain
yε∫
0
D−α0η ∂
α
0ηu(η) ·D
α
yηv(y; η)dη =
=
yε∫
0
u(η)Dαyηv(y; η)dη −
n∑
k=1
u(k−1)(0)
(k − 1)!
yε∫
0
ηk−1Dαyηv(y; η)dη =
=
yε∫
0
u(η)Dαyηv(y; η)dη −
n∑
k=1
u(k−1)(0)Dα−kyη v(y; η)
∣∣
η=0
+
8
+
n∑
k=1
u(k−1)(0)
k∑
j=1
yk−jε
(k − j)!
Dα−jyyε v(y; yε). (4.4)
And with the help of the formula (4.1), for the second summand we obtain
n∑
k=1
Dα−kyyε v(y; yε)D
−α+k−1
0yε
∂α0yεu(η) =
=
n∑
k=1
u(k−1)(yε)D
α−k
yyε
v(y; yε)−
n∑
k=1
Dα−kyyε v(y; yε)
n∑
j=k
u(j−1)(0)
yj−kε
(j − k)!
. (4.5)
From the relations (4.3), (4.4), (4.5) we obtain (4.2). The proof of Lemma
4.1 is complete.
Lemma 4.2. Let y > yε > η, yε = y − ε, n − 1 < α ≤ n, n ∈ N. Then the
relations
Dα−kyεη S
n−α
yεy
g(η) = (−1)n−k
Γ(α− k + 1)
pi
y∫
yε
g(τ)dτ
(τ − η)α−(k−1)
, k = 0, 1, ..., n,
(4.6)
hold for any function g(η) ∈ L[yε, y].
Proof. By changing the order of integration, in case when k = n, we obtain
Dα−nyεη S
n−α
yεy
g(η) =
1
piΓ(n− α)
yε∫
η
(ξ − η)−α+n−1dξ
y∫
yε
g(τ)
τ − ξ
(
τ − yε
yε − ξ
)n−α
dτ =
=
1
piΓ(n− α)
y∫
yε
g(τ)(τ − yε)
n−αdτ
yε∫
η
(ξ − η)−α+n−1(τ − ξ)−1(yε − ξ)
α−ndξ.
(4.7)
By taking into account the formulas (2.7), and (2.8), and replacing the in-
tegration variables ξ = (yε − η)z + η, we can transform the following integral
I1(yε, η, τ) =
yε∫
η
(ξ − η)−α+n−1(τ − ξ)−1(yε − ξ)
α−ndξ =
= (τ − η)−1
1∫
0
z−α+n−1(1− z)α−n
(
1−
yε − η
τ − η
z
)−1
dz =
= Γ(n− α)Γ(α− n+ 1)(τ − η)−1F
(
1, n− α, 1;
yε − η
τ − η
)
=
= Γ(n− α)Γ(α − n+ 1)(τ − η)n−α−1(τ − yε)
α−n. (4.8)
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The relations (4.7) and (4.8) imply the equality (4.6) for k = n. In view of
inequality η < yε, other cases of the equality (4.6) can be obtained by using
Dα−kyεη S
n−α
yεy
g(η) = (−1)n−k
∂n−k
∂ηn−k
Dα−nyεη S
n−α
yεy
g(η).
The proof of Lemma 4.2 is complete.
Lemma 4.3. Let η < yε < y < T, yε = y−ε, n−1 < α ≤ n, n ∈ N. Then for the
functions u(η) and v(y; η) such that u(η) ∈ C[0, T ], ∂α0ηu(η) ∈ L[0, y]∩C(0, yε),
|v(y; η)| ≤ C(y − η)γ−1, 0 < γ < 1, the following estimates∣∣Dα−k0η Sn−αyεy v(y; η)∣∣ ≤ C0(yε − η)−α+k−1εγ , k = 0, 1, ..., n, (4.9)∣∣∣∣∣∣
yε∫
0
∂α0ηu(η)S
n−α
yεy
vdη
∣∣∣∣∣∣ ≤ K1(yε, ρ)εγ +K2(yε, ρ)εγ+n−α−θ, 0 ≤ θ ≤ 1, (4.10)
hold, here
K1(yε, ρ) = C1
[
(yε − ρ)
−α+k−1 + y−α+k−1ε
]
, K2(yε, ρ) = C2(yε − ρ)
α+θ−n,
C0 =
CΓ(α−k+1)
piγ
, C1 =
2Γ(α−n+1)
piγ
CM0, C2 =
CM1
α+θ−n , M0 = max[0,T ]
|u(n−1)(y)|,
M1 = max
[ρ,yε]
|∂αρηu(η)|.
Proof. The estimate
y∫
yε
g(τ)dτ
(τ − η)δ
≤ C(yε − η)
−δ
y∫
yε
(y − τ)γ−1dτ ≤
C
γ
(yε − η)
−δ(y − yε)
γ (4.11)
holds. From (4.7) and (4.11) we obtain (4.9).
Formula integration by parts and relation (2.3) transform the following in-
tegral
yε∫
0
∂α0ηu(η) · S
n−α
yεy
v(y, η)dη =
yε∫
0
u(n)(η)Dα−nyεη S
n−α
yεy
v(y, η)dη =
=

 ρ∫
0
+
yε∫
ρ

 u(n)(η)Dα−nyεη Sn−αyεy v(y, η)dη = (u(n−1)(η)Dα−nyεη Sn−αyεy v(y, η)) ∣∣η=ρη=0+
+
ρ∫
0
u(n−1)(η)Dα−n+1yεη S
n−α
yεy
v(y, η)dη +
yε∫
ρ
∂αρηu(η)S
n−α
yεy
v(y, η)dη. (4.12)
From (4.12), by using Lemmas 2.1 and 4.2, and the estimate (4.9), the
inequality (4.10) follows. The proof of Lemma 4.3 is complete.
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4.2 The proof of Theorem 3.1
Integrate equality
GLu− uL∗G = (G∂α0ηu− uD
α
yηG) + b(G∂
β
0ηu− uD
β
yηG)− (Guξξ − uGξξ)
by the domain Ωε,δ = {(ξ, η) : a1 + δ1 < ξ < a2 − δ2, 0 < η < yε}. By virtue of
Guξξ − uGξξ = (Guξ − uGξ)ξ and Lemma 4.1 we obtain
yε∫
0
a2−δ2∫
a1+δ1
[G(x, y; ξ, η)Lu(ξ, η) − u(ξ, η)L∗G(x, y; ξ, η)]dξdη =
=
2∑
i=1
(−1)i+1
yε∫
0
[G(x, y; a¯i, η)uξ(a¯i, η)−Gξ(x, y; a¯i, η)u(a¯i, η)]dη+
+
a2−δ2∫
a1+δ1
u(ξ, yε)
(
Dα−1yyε + bD
β−1
yyε
)
G(x, y; ξ, yε)dξ−
−
a2−δ2∫
a1+δ1
[
u
(
Dα−1yεη + bD
β−1
yεη
)
G+ (n− 1)uηD
α−2
yεη
G
] ∣∣∣
η=0
dξ+
+
a2−δ2∫
a1+δ1
[
Rα(x, y, yε, ξ) + bRβ(x, y, yε, ξ)− (n−1)uη(ξ, yε)D
α−2
yyε
G(x, y; ξ, yε)
]
dξ,
(4.13)
where a¯i = ai − (−1)
iδi, (i = 1, 2),
Rα(x, y, yε, ξ) = γ
α
n
yε∫
0
∂α0ηu(ξ, η)S
n−α
yεy
G(x, y; ξ, η)dη,
Rβ(x, y, yε, ξ) = γ
β
1
yε∫
0
∂β0ηu(ξ, η)S
1−β
yεy
G(x, y; ξ, η)dη.
By successively letting δ, and ε tend to zero in relation (4.13), and by taking
into account the relations (1.1), (3.1), (3.3), (3.4),
G(x, y; ξ, η) = G(x, y − η; ξ, 0),
Dµyεηϕ(y − η) = D
µ
εzϕ(z)
∣∣
z=y−η
,
and Lemmas 2.5, 2.7, 2.8 and 4.3 we obtain (3.2). The proof of Theorema 3.1
is complete.
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5 Theorem of existence and uniquiness of solu-
tion
The validity of Theorem 3.2 implies from the Lemmas 2.6 and 2.8.
Let us prove Theorem 3.3.
Proof. Theorem 3.1 and Theorem 3.2 imply that every solution of the problem
(1.1), (3.1), (3.5) can be represented in the form (3.8). From this representation,
we obtain the solution uniqueness for the investigated problem. From Lemmas
2.3 and 2.5 we have
LDµ0yΓ(x, y) = 0, µ ∈ {α− 1, β − 1, α− n}.
By virtue of the last relations, Lemmas 2.5, 2.10 and 2.11, one can readily find
that u(x, y) is a solution of equation (1.1) such that ∂α0yu, ∂
β
0yu,
∂2
∂x2
u ∈ C(Ω).
Let us prove that conditions (3.1) and (3.5) is satisfied. We denote the
second and the third integrals on the right side of (3.8) by u2(x, y) and u3(x, y)
respectively, and by u1,n(x, y) = u(x, y) − u2(x, y) − u3(x, y). It follows from
Lemma 2.5 and conditions of Theorem 3.3 that
lim
y→0
∂k−1
∂yk−1
u3(x, y) = 0, k = 1, n, a1 ≤ x ≤ a2, (5.1)
lim
x→ai
u3(x, y) = 0, 0 ≤ y ≤ T. (5.2)
Taking into account the following estimates∣∣∣Dβ−10y Γ(x, y)∣∣∣ ≤ C|x|−θyβθ, ∣∣Dα−20y Γ(x, y)∣∣ ≤ C|x|−θyβθ−β+1, θ ≥ 0,
(5.3)
which follow from Lemma 2.5, we obtain
lim
y→0
u1,n(x, y) = lim
y→0
a2∫
a1
τ1(ξ)D
α−1
0y G(x, y; ξ, 0)dξ.
By virtue of the estimate (2.9) and the fact that Xm1 (x, ξ) = 0 only for m = 0
and x = ξ andXm2 (x, ξ) = 0 only in two cases, namely, form = 0 and x = ξ = a1
and for m = −1 and x = ξ = a2, we have the equality
lim
y→0
u1,n(x, y) = lim
y→0
a2∫
a1
τ1(ξ)D
α−1
0y [Γ(x−ξ, y)−Γ(x+ξ−2a1, y)−Γ(x+ξ−2a2, y)]dξ
(5.4)
for a1 ≤ x ≤ a2, and equality
lim
y→0
∂
∂y
u1,n(x, y) = lim
y→0
a2∫
a1
τ1(ξ)
[
Dα0y + bD
β
0y
]
Γ(x− ξ, y)dξ+
12
+ lim
y→0
a2∫
a1
τ2(ξ)D
α−1
0y Γ(x− ξ, y)dξ (5.5)
for a1 < x < a2. The first summand in right side of (5.5) is zero in the condition
(2.10) [13].
From the relations (5.4), (5.5) and Lemmas 2.5, 2.8 and 2.10, for x 6= ai, we
obtain
lim
y→0
∂k−1
∂yk−1
u1,n(x, y) = τk(x), k = 1, n, a1 < x < a2. (5.6)
In view of the relationsXm1 (x, a1) = −X
m
2 (x, a1), X
m+1
1 (x, a2) = −X
m
1 (x, a2),
and
∂Xmk
∂t
= (−1)k, we obtain
Gt(x, y; ai, η) = −2
∞∑
m=−∞
(
∂
∂X
Γ(X, y − η)
) ∣∣
X=Xm
1
(x,ai)
. (5.7)
Since Xm1 (x, ai) = 0 only for m = 0 and x = ai we have
lim
y→0
y∫
0
ϕi(η)Gξ(x, y; ai, η)dη = −2 lim
y→0
y∫
0
ϕi(η)
∂
∂x
Γ(x− ai, y − η)dη, (5.8)
for a1 ≤ x ≤ a2.
It follows from last relation and the estimate∣∣∣∣ ∂k−1∂yk−1 ∂∂xΓ(x, y)
∣∣∣∣ ≤ C|x|−θyβθ−k, θ ≥ 0,
which holds by virtue of Lemma 2.5, that the relation
lim
y→0
∂k−1
∂yk−1
u2(x, y) = 0, a1 < x < a2 (5.9)
holds for each x 6= ai.
By taking into account the relationsXm1 (a1, ξ) = −X
−m
2 (a1, ξ), X
m
1 (a2, ξ) =
−X−m−12 (a2, ξ), and that X
m
1 (a1, ξ) 6= 0, for m 6= 0, and X
m
1 (a2, ξ) 6= 0, for
m 6= −1, we obtain
lim
x→ai
u1,n(x, y) = lim
x→ai
n∑
k=1
a2∫
a1
τk(ξ)
[
Dα−k0y + (2 − k)bD
β−k
0y
]
Φ(x, ξ, y)dξ,
where Φ(x, ξ, y) = Γ(x − ξ, y)− Γ(x+ ξ − 2ai, y). Since, by virtue of (5.3), the
following inclusion
Dα−20y Φ(x, ξ, y), D
β−1
0y Φ(x, ξ, y) ∈ C([a1, a2]× Ω),
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holds, then
lim
x→ai
u1,n(x, y) = lim
x→ai
a2∫
a1
τ1(ξ)D
α−1
0y Φ(x, ξ, y)dξ, a1 ≤ x ≤ a2. (5.10)
And since
Dα−10y Φ(x, ξ, y) ∈ C((a1, a2)× Ω),
then
lim
x→ai
u1,n(x, y) = 0, a1 < x < a2. (5.11)
From the relation (5.7), Lemmas 2.5, 2.7 and 2.9 we have
lim
x→ai
y∫
0
Gξ(x, y; ai, η)ϕi(η)dη = (−1)
iϕi(y), (i = 1, 2), y 6= 0, (5.12)
lim
x→ai
y∫
0
Gξ(x, y; a3−i, η)ϕ3−i(η)dη = 0, (i = 1, 2), y 6= 0. (5.13)
Formulas (5.1), (5.2), (5.6), (5.9), (5.11), (5.12) and (5.13) imply that u(x, y)
is a solution of problem (1.1), (3.1), (3.5) such that u(x, y) ∈ C(Ω \ {(ai, 0), i =
1, 2}).
Let us prove the continuity of the function u(x, y) at the points (ai, 0), i =
1, 2. It follows from the relations (5.1), (5.2), (5.4), (5.8) and
2
∂
∂x
Γ(x, y) =
∞∫
|x|
g(y, τ)
∂
∂x
h0(x, τ)dτ − sgn(x)g(y, |x|),
and the estimate [20]∣∣∣∣∣
∫ ∞
|x|
g(y, τ)
∂
∂x
h0(x, τ)dτ
∣∣∣∣∣ ≤ C|x|1−θyβ+βθ−1, θ ≥ 0, |x| ≥ 0,
that
lim
x→ai
y→0
u(x, y) = lim
x→ai
y→0
y∫
0
g(y − η, |x− ai|)ϕi(η)dη+
+ lim
x→ai
y→0
a2∫
a1
τ1(ξ)D
α−1
0y [g(y, |x− ξ|)− g(y, |x+ ξ − 2ai|)]dξ.
Similarly, like in [20] we can prove that
lim
x→ai
y→0
u(x, y) = τ1(ai) + φ(−β, 1;−c)[ϕi(0)− τ1(ai)],
where c = lim
x→ai
y→0
|x − ai|y
−β. Hence the limit lim
x→ai
y→0
u(x, y) is independent of c
under the condition (3.7). The proof of Theorem 3.3 is complete.
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