We present an approach to the solution of the collinear form of the single-particle equations of relativistic spin-density-functional theory. It is based on the use of appropriate boundary conditions for r→0,ϱ and the identification of ''spin-up'' and ''spin-down'' solutions by a node quantum number. A comparison with previous results and a complete set of reference data for atomic ground states is provided.
I. INTRODUCTION
A relativistic spin-density-functional theory ͑RSDFT͒ for magnetic systems was introduced by MacDonald and Vosko 1 and Ramana and Rajagopal 2 more than 20 years ago. The basic variables of this formalism are the charge density n(r) and the magnetization density m(r) ͑we will nevertheless often use the term ''spin,'' rather than ''magnetization,'' in spite of the fact that the notion of spin is no longer well defined͒. RSDFT can be derived from the more general, QED-based four current version of relativistic densityfunctional theory 3, 4 by neglecting the coupling between the orbital part of the spatial current j and the external vector potential V ext ; On the other hand, for systems not subject to external magnetic fields, one can give RSDFT a rigorous foundation by considering the actual physical Hamiltonian with B ext ϭ0 as one element of a mathematically well-defined general set of Hamiltonians with the coupling ͐d 3 r m•B ext . The basic density-functional variables resulting from this type of Hamiltonian are n(r) and m(r). As the Hamiltonian of interest is obtained in the limit B ext →0 from the more general Hamiltonian, n(r) and m(r) are also legitimate variables in the case of the actual physical system, irrespective of the fact that for nonzero B ext the underlying Hamiltonian differs from the correct QED Hamiltonian ͑For a more detailed discussion and a comparison of the various versions of relativistic density functional theory, see Ref. 5͒ .
In general, the direction of m can vary with position. Corresponding ground states for which the direction of m either changes from site to site ͑interatomic noncollinear magnetism-see, e.g., Ref. 6͒ or even on the atomic scale ͑intraatomic noncollinear magnetism 7 ͒ were found for a number of solids. However, the structure of the singleparticle equations with fully noncollinear m is rather involved, so that only a limited number of corresponding applications is available to date. 7, 8 In addition, noncollinearity turned out to be not very important for open-subshell atoms, 8 i.e., the single-site problem. For this reason the collinear form of RSDFT, in which the oriention of m is globally fixed as mϭ(0,0,m z ), represents the standard approach in DFTbased calculations for magnetic materials ͑see, e.g., Ref. 9͒ .
With the assumption of collinearity, the single-particle equations of RSDFT 
͑5͒
The charge and magnetization densities are evaluated as
where, as usual, the no-pair approximation has been applied. E xc ͓n,m z ͔ is the exchange-correlation ͑xc͒ energy functional of RSDFT, which, in principle, contains all effects of the transverse ͑retarded Breit͒ interaction, including the transverse Hartree energy. 10 In practice, however, the latter is consistently neglected, and we follow this standard.
The magnetization dependence of the relativistic E xc ͓n,m z ͔ was only investigated for the exchange contribution to the relativistic extension ͑RLDA͒ of the local-density approximation ͑LDA͒, E x RLDA ͓n,m z ͔ ͑Refs. 2 and 11-13͒ ͑throughout this contribution the abbreviation LDA is also used for the spin-dependent functional, which is often termed the LSDA in the literature͒. Moreover, while E x RLDA ͓n,m z ͔ is known analytically in the case of unpolarized systems, 14,1 it is only available in tabulated form for polarized systems. Only the weakly relativistic limit of E x RLDA ͓n,m z ͔ ͑to first order in 1/c 2 ) was evaluated analytically by Xu et al. 13 ͑this functional is abbreviated by XRR in the following͒. Nothing is known about the m z dependence of E c RLDA ͓n,m z ͔. For this reason Eqs. ͑1͒-͑8͒ are usually applied in conjunction with nonrelativistic spin-density functionals E xc ͓n ↑ ,n ↓ ͔, which are adapted with the aid of
Besides nonrelativistic LDA functionals, the more advanced generalized gradient approximation ͑GGA͒ 15 can be employed. Equations ͑9͒-͑11͒ also provide the basis for a semirelativistic approach, in which the relativistic LDA or GGA ͑Ref. 16͒ exchange for unpolarized systems is combined with the spin dependence of the nonrelativistic exchange functional ͑as the application of completely nonrelativistic xc functionals, this scheme implies errors of the order of 1/c 2 ). The solution of Eqs. ͑1͒-͑8͒ turns out to be far from simple even for open-subshell atoms. A first algorithm was presented by Cortona et al., 17 and applied to triply charged positive ions of the lanthanide series. An alternative scheme, originally designed for the treatment of core states in band structure calculations, was suggested by Ebert. 18 Recently, two further algorithms were presented by Yamagami et al. 19 and Forstreuter et al. 20 As in the procedures by Cortona et al. and Ebert, the scheme of Yamagami et al. is based on finitedifference methods. The approach of Forstreuter et al., on the other hand, relies on a basis set expansion.
The variety of algorithms suggested and the limited number of atomic results available in the literature reflects the intricate structure of Eq. ͑1͒, the main problem being a clear technical ͑and conceptual͒ distinction of ''spin-up'' and ''spin-down'' solutions. In this paper we suggest a robust algorithm for the solution of Eq. ͑1͒, which is based on the identification of an unambigous node quantum number for the distinction of spin-up and -down states. The scheme relies on finite-difference methods, so that any desired accuracy can be achieved by a suitable choice of the radial grid. It can be directly implemented in standard band structure codes ͑for the calculation of core states͒. Due to its high stability and the very general nature of the boundary conditions used, the algorithm allows calculations for any neutral atom, both on the level of the LDA as well as the numerically more critical GGA, employing either a point nucleus or an extended nuclear charge distribution. Taking the limit c →ϱ in a numerical fashion, the usual nonrelativistic spindensity-functional results are reproduced with high accuracy.
The scheme is discussed in detail in Sec. II, with emphasis on the role of appropriate boundary conditions. A number of illustrative results and a comparison with the data in the literature are given in Sec. III, with a focus on transitionmetal elements, lanthanides and actinides as cases of particular interest. In addition, we provide a complete set of atomic ground-state energies obtained with three frequently used xc functionals which can serve as atomic reference data for the evaluation of cohesive and dissociation energies in future applications of RSDFT. We summarize our results in Sec. IV.
II. SOLUTION OF SINGLE-PARTICLE EQUATIONS FOR OPEN-SUBSHELL ATOMS
The starting point for the discussion of open-subshell atoms in the framework of RSDFT is a suitable ansatz for the RSDFT spinors. The exact solution of Eq. ͑1͒ can be expanded in the forms
i.e., in terms of basis functions which have the form of the standard eigenfunctions of closed-subshell atoms. Assuming spherical potentials, which implies a spherical averaging of the Hartree and xc components in v s and of B xc , one immediately finds that m is a good quantum number. One can also show that the coupling of states with different l is weak, 17 so that l can also serve as a ''good'' quantum number, and only states with different j ͑but the same m͒ remain coupled in expansion ͑12͒. In the final ansatz for k one thus has to differentiate between states with 2͉m͉ϭ2lϩ1 ͑which includes s states͒, which have the standard form of closedsubshell spinors with jϭlϩ
and states with 2͉m͉ 2lϩ1, for which a superposition of jϭlϩ 
In Eqs. ͑14͒ and ͑15͒, n represents the standard node quantum number. In addition, we have introduced a quantum number whose precise nature remains to be clarified. For closed-subshell atoms is equivalent to j, i.e., can take two values only. Insertion of Eqs. ͑14͒ and ͑15͒ into Eq. ͑1͒ leads to two sets of coupled radial equations for the individual components. For states with 2͉m͉ϭ2lϩ1, this set is similar to the case of closed subshells (kϵnlm):
For states with 2͉m͉ 2lϩ1 one obtains 17 (kϵnlm)
Equations ͑16͒ and ͑17͒ can be solved with the standard techniques used for closed-subshell atoms, so that we focus on the solution of Eqs. ͑18͒-͑21͒ in the following. For this solution we proceed in the standard fashion: 21 Starting from suitable boundary conditions at the origin the differential equations ͑18͒-͑21͒ are integrated outward for a trial value for ⑀ k ͑via some finite-difference scheme͒. For the same ⑀ k an inward integration is performed, starting from a sufficiently large radius r max . The mismatch of the outward and inward integrated solutions at some intermediate radius R ͑typically the classical turning point͒ determines a correction for the eigenvalue. The three steps are then repeated until convergence is obtained. The first step of the solution of Eqs. ͑18͒-͑21͒ is thus an analysis of the small-r regime, which fixes the boundary conditions for the outward integration. For this purpose one has to specify the behavior of the potentials in the vicinity of the nucleus:
The power series ͓Eqs. ͑23͒ and ͑24͔͒ are exact for finite nuclei ͑with v Ϫ1 ϭ0), and an excellent approximation for point nuclei: While the LDA and GGA xc potentials diverge at the origin in the case of point nuclei, this divergence is weak compared to the divergence of the nuclear potential, so that it can be absorbed into v 0 and B 0 ͑for GGA's the leading contribution may alternatively be included in v Ϫ1 ). Note that B 0 does not vanish in general, as is easily seen for alkali-or noble-metal atoms ͑compare Sec. III͒. The small-r behavior of the four components of k can then be extracted by insertion of Eqs. ͑23͒ and ͑24͒ into Eqs. ͑18͒-͑21͒. One finds two independent sets of coupled solutions for the components with one free coefficient in each of the sets. The first set is given by
where a 0 ϩ has been chosen as free coefficient in order to ensure the stability of the algorithm in the limits (v Ϫ1 /c) →0 and (B 0 /c)→0 ͑For brevity the quantum number k has been dropped͒. In the limit B xc ϭ0 this solution goes over into a jϭlϩ1/2 state.
The second possible solution, for which b 0 Ϫ is the most appropriate choice for the free coefficient, has the forms
This solution corresponds to a jϭlϪ1/2 state for B xc ϭ0. Equations ͑25͒-͑29͒ and ͑30͒-͑34͒ can be used directly as coupled boundary conditions for the outward integration. 22 These boundary conditions differ from those suggested in Refs. 17-19 by a coupling of the ϩ and Ϫ components via B 0 .
In the next step one has to analyze Eqs. ͑18͒-͑21͒ for large r. In this limit the potentials behave as
v Ϫ1 reflects a possible ionic charge and, in the case of the exact exchange functional, the self-interaction correction for the most weakly bound orbital. 10 In LDA or GGA calculations for neutral atoms, one has v Ϫ1 ϭ0. 
The outward and inward integrated solutions have to be matched pairwise at some radius R. Use of three equations from the set of equations ͑46͒ and ͑47͒ at the matching point, together with the overall normalization of the spinor,
allows a determination of the four free coefficients (a 1,out,0
in the boundary conditions. The remaining mismatch of the fourth equation then provides a first-order correction for the eigenvalue,
where a out ϩ ϭa 1,out ϩ ϩa 2,out ϩ etc. An important consequence of Eqs. ͑46͒ and ͑47͒ is the fact that the individual outward integrated solutions are not eigenstates of the RSDFT Hamiltonian. They thus must diverge exponentially for large r, as Eqs. ͑18͒-͑21͒ only allow exponentially decaying and exponentially increasing solutions. In view of Eqs. ͑46͒ and ͑47͒, the asymptotic divergencies must cancel between a 1,out . This is demonstrated in Fig. 1 for the first of the two 3d mϭϩ3/2 -type solutions of copper, for which a Ϫ is the dominant component. A corresponding plot for the dominant component (a ϩ ) of the second 3d mϭϩ3/2 -type solution of copper is given in Fig. 2 . In both cases a 1,out s and a 2,out s start to diverge beyond the classical turning point, while their sum decays exponentially. There is, however, one important difference between the two solutions: The components of the energetically higher solution exhibit an additional node in the classically forbidden regime. This node allows an unambigous classification and a numerical distinction of the two states, which suggests an identification of the quantum number in Eq. ͑15͒ with the presence or absence of this feature. We will call the more weakly bound level the ϭ↓ state, and the level without any nodes in the classically forbidden regime the ϭ↑ state. In the example chosen the eigenvalues obtained with the nonrelativistic LDA for E xc ͓n ϩ ,n Ϫ ͔ ͑Ref. 25͒ are Ϫ198.4 mH for the 3d mϭϩ3/2 ↑ state and Ϫ190.5 mH for the 3d mϭϩ3/2 ↓ state. In the shooting procedure for the solution of Eqs. ͑18͒-͑21͒ the node in the classically forbidden regime can be used to obtain an upper or lower bound for the eigenvalue, analogous to the nodes in the classically allowed regime.
For a first illustration of the node quantum number we have chosen orbitals of a closed subshell. In this case one term in expansion ͑15͒ is highly dominant and very close to the corresponding spinor of the unpolarized approach. As an example for an open subshell we show, in Fig. 3 Once the radial equations ͑18͒-͑21͒ are solved for all relevant single-particle states, it only remains to implement this solution in the KS self-consistency cycle. The relevant points are the construction of the spherically averaged potentials and the evaluation of the total energy. Following previous algorithms, [17] [18] [19] we have chosen to perform the spherical average for the charge and magnetization densities, rather than for the potentials themselves:
͓kϵ(nlm) for states with 2͉m͉ 2lϩ1 and kϵ(nlm) for 2͉m͉ϭ2lϩ1; a k Ϫ ϭb k Ϫ ϭ0 in the latter case͔. Equations ͑50͒ and ͑51͒ automatically lead to spherical potentials v s and B xc . The spherically averaged densities are also used for the evaluation of the total energy.
III. RESULTS
In this section we present a number of illustrative results and a set of reference data, obtained with the procedure described in Sec. II. The physical aspects behind the solutions of Eqs. ͑18͒-͑21͒ were extensively discussed in the literature, to which we refer the interested reader ͑see, in particular, Ref. 19͒.
We first compare our results with the older data in the literature, using the same xc functional in our calculations as the functional applied in the corresponding reference. Our results for the eigenvalues of the lanthanide ions Ce 3ϩ -Gd 3ϩ agree very well with those given by Cortona et al.: 17 They are essentially identical for the lighter elements, for which Ce 3ϩ is given as an example ͑see Table I͒ , and differ by less than 1 mH even for the heaviest ion. The corresponding ground state energies are also reasonably close, as can be seen from Table II for the case of Gd 3ϩ . A similar degree of agreement is not found for the eigenvalues of the lanthanide and actinide ions of Yamagami et al. 19 Table I shows that the differences are of the order of 25 mH.
Ground state energies of neutral atoms have only been published by Eschrig and Servedio. 8 In these calculations the RLDA for the exchange energy of an unpolarized system 14, 1 has been combined with the spin-dependence of the nonrelativistic exchange functional, E x ͓n ϩ ,n Ϫ ͔ϭ(E x RLDA ͓2n ϩ ͔ ϩE x RLDA ͓2n Ϫ ͔)/2. In Table II As an illustration of the possibilites of the new method, Fig. 4 shows the xc-magnetic field obtained for neutral gold with the LDA. The form of B xc directly reflects the orbital density of the uncompensated 6s electron. In addition, Fig. 4 clearly exhibits the fact that the leading coefficient B 0 of expansion ͑24͒ does not vanish, as incorporated into boundary conditions ͑25͒-͑34͒. The absolute size of B 0 is even larger in the case of GGA's. The corresponding ground-state energy of gold is included in Table II . It differs from the energy obtained with an unpolarized calculation by 0.15 eV, a correction, which is definitively not negligible for the evaluation of dissociation or cohesive energies.
The accuracy which can be achieved with the algorithm allows a detailed investigation of the interplay between relativistic, spin, and nonlocal xc effects. As examples, in Table  II we list the ground-state energies of vanadium and iron. The data for iron show that the stability of the spin-polarized ground state relative to the unpolarized state is somewhat lower in the relativistic case than in the nonrelativistic limit ͑122 versus 130 mH for the 3d 6 4s 2 configuration and the LDA͒. In consistency with this observation, Fig. 5 demonstrates that the relativistic treatment leads to somewhat smaller errors for the 4s→3d transfer energies than the corresponding nonrelativistic calculations, in particular for the On the other hand, the energy gain obtained by transferring an electron from the minority spin 4s to the majority spin 3d level increases when gradient corrections are included ͓from 37 to 44 mH in the case of vanadium and the ͑Perdew-Wang 91͒ GGA ͑Ref. 15͔͒. As a consequence the deviations from the experimental s-d transfer energies are slightly larger for the GGA ͑see Fig. 5͒ . This result indicates the limitations of these semilocal functionals.
The relevance of a magnetization-dependent treatment of spin in relativistic approximations for E xc is illustrated in Table III . We list some prototype ground state energies obtained by dealing with the spin dependence of the weakly relativistic LDA for E x ͑correct to order 1/c 2 ) in two different ways: On the one hand, the correct magnetizationdependent form given by Xu et al. 13 is used via Eqs. ͑4͒ and ͑5͒. On the other hand, the form of this functional for unpolarized systems is combined with the spin dependence of the nonrelativistic exchange,
relying on Eqs. ͑9͒-͑11͒. Table III indicates that the differences between the energies obtained with the two approaches are rather small, in particular for heavy elements. This result clearly supports the combination of relativistic exchange functionals for unpolarized systems ͓as, e.g., the relativistic GGA ͑Ref. 16͔͒ with the spin dependence of the nonrelativistic exchange in applications to polarized systems.
As an additional demonstration of the general applicability of the scheme for the solution of Eqs. ͑18͒-͑21͒, in Fig. 6 we plot the percentage deviation of the resulting first ionization potentials ͑IP's͒ from experiment for the complete periodic table. In Fig. 6 the nonrelativistic LDA ͑Ref. 25͒ has been used ͑the IP's have been evaluated as ground-state energy differences, utilizing the experimental ground-state configuration͒. The spin-dependent approach is compared with an unpolarized treatment. It is obvious that the spindependent scheme yields much more accurate IP's, in particular for light atoms and lanthanides. On the other hand, only minor differences are observed for the 3d elements. Similar results are found in the case of the PW91-GGA ͑Fig. 7͒. This is consistent with the results for the s-d transfer energies.
In Table IV we list the ground state energies of all neutral atoms up to Zϭ102 obtained with the LDA and two frequently applied GGA's, on the basis of the experimental ground state configuration. These numbers can serve as atomic reference energies in the calculation of dissociation or cohesive energies. 
IV. SUMMARY
An algorithm for a solution of the single-particle equations of RSDFT for open-subshell atoms, introduced in Sec. II, is found to be both very robust and generally applicable. The first property results from the identification of an additional node quantum number for the distinction between spin-up and spin-down states, which allows the use of the standard numerical shooting strategy to obtain convergence for a given state. In fact, this scheme is sufficiently stable to treat all core and valence states on equal footing. The general applicability is due to the use of extended boundary conditions, which also account for nonvanishing magnetic xc fields at the nuclear site. The scheme can thus be used directly in standard band structure codes.
On the basis of this algorithm we have shown that RSDFT yields more accurate s-d transfer energies for the 3d elements than nonrelativistic spin-density-functional theory, without, however, really resolving the basic difficulties to reproduce these quantities with LDA or GGA functionals. 27 A case in point is vanadium, for which the RSDFT incorrectly predicts a 3d 4 4s 1 ground state for both types of xc functionals. Nevertheless, spin-polarized relativistic GGA calculations currently represent the optimum DFT approach to magnetic systems. For this reason we have provided a complete set of atomic ground-state energies for future reference.
We have also analyzed the relevance of a magnetizationdependent treatment of the spin degree of freedom in the relativistic E xc . For the only functional for which the correct magnetization-dependent form is known ͑the weakly relativistic LDA exchange͒, exact results have been compared with those of an approximate scheme, in which the form of this functional for unpolarized system is combined with the spin dependence of the nonrelativistic exchange. It has been found that the two approaches yield almost identical groundstate energies, thus supporting the use of the nonrelativistic spin dependence of E xc in RSDFT calculations. 
