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Solving Boundary Value Problems by Probability Methods 
Kai Laj Chung, Stanford University, Stanford, CA, USA 
Let {Xt} denote the Brownian motion process in R d, d >t 1; D a bounded regular 
domain, q in a class of functions including all bounded Borel measurable ones; 
and TO the first exit time from D. Now for all continuous functions on the boundary 
0D of D define 
F .  
uf (x )=Ex{exp[ fo°q(Xs)ds ] f (X ( rD) )} .  
The function ul is called the gauge for (D, q). 
Theorem. I f  ul is finite at one point in D, then it is bounded in the closure D. In this 
case, uf is the unique solution of the Dirichlet boundary value problem: 
 --0inD,  oloo =f. 
When q is bounded and Hiilder continuous this solution is strict; for a more general 
q the solution is taken in the weak sense. 
A brief history of this theorem will be mentioned. 
For a given q, the gauge for (D, q) is bounded for any D with sufficiently small 
Lebesgue measure. In particular, the problem is always locally solvable. An applica- 
tion to quantum wave function will be shown. 
When the gauge is infinite but zero is not an eigenvalue, the unique solution of 
the problem may be represented by a truncated gauge under a Fredholm inverse 
(Ma and Zhao). 
A gauge for the Neumann or mixed boundary value problem can also be defined 
and the unique solution explicitly represented when the gauge is finite. In these 
cases the associated process is a reflecting Brownian motion, and the local time for 
0D is used in the definition of the gauges. See the dissertations by P. Hsu and 
V. Papanicolaou. 
Asymptotics for Finite Particle Systems 
Ted Cox, Syracuse University, Syracuse, NY, USA 
Infinite particle systems are stochastic processes which model the behavior of 
large systems of stochastically interacting components. Typically the components 
are located at the points of a set A c Z a, and can be in several different states. From 
the applied point of view one is interested in the behavior of such processes when 
A is finite but very large. The usual approach is to replace-A with Z d, and then 
study the infinite system. This leads to a rich and beautiful theory (see Interacting 
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Particle Systems by Liggett), and it is generally believed that infinite systems provide 
good approximations for large finite systems. 
But the temporal behavior of finite systems is very different from that of infinite 
systems. Interesting infinite systems uch as critical branching random walk, the 
voter model, and the contact process enjoy some type of critical behavior (phase 
transition) or have multiple quil ibria, while the corresponding finite systems do 
not; in fact they eventually reach traps. 
The problem considered here is to try to make more precise the meaning of 
"infinite systems approximate large finite systems", at least for the three processes 
mentioned above. To do so we consider finite systems r/~ N) defined on the torus 
A(N) of side N in 7/d and discuss two specific points. The first is to determine the 
asymptotics of trapping times r~N), i.e. to find a (nonrandom) sequence SN such 
that ~.~N) = SN in some sense as N ~ ~ (this is easy to do for critical branching, but 
not for the other models). The second is to describe (locally) the law of r /~ ) as 
N ~ oo for times tN which are of the same (smaller, or larger) order as SN, and to 
relate this to properties (especially equilibrium states) of the infinite system ~7,. 
Reaction-Diffusion Equations with Small Parameter: Probabilistic Approach 
Mark Freidlin, University of Maryland, College Park, MD, USA 
We consider the system of PDE 
auk(t,x) 
- LkUk+fk(X; Ul, . . . ,  U,), XER r, k= 1,. . . ,  n, (*) 
Ot 
where L k are  second-order elliptic, may be degenerate operators. If fk are linear in 
u l , . . . ,  un, then a Markov process (X,, v,) in the state space R 'x  {1, . . . ,  n} con- 
nected with system (*) and Uk( T, x) can be represented as the expectation of proper 
functionals of the process. In the non-linear case this representation gives an integral 
equation for the solution of problem (*). If there is a small parameter e in equation 
(*), then the limiting behavior of the solution is defined by the limit theorems for 
the corresponding family of processes (X~, v~) as e ~ 0. 
We study the limit theorems for the family (X~, v,) and deduce from them some 
results on the behavior of U~k(t, X) as e ~ 0. 
The Role of Poisson's Equation in Steady-State Simulation Output Analysis 
Peter W. Glynn, University of Wisconsin, Masison, WI, USA 
Given a Markov chain with transition kernel P, Poisson's equation (for functions) 
involves olving (I - P)g =f  for the unknown g; the analogue for measures requires 
finding v, where v(I - P) = 77. In this talk, we will focus on the key role that Poisson's 
equation plays in the analysis of several important problems related to steady-state 
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output analysis. In particular, suppose P is positive recurrent with invariant probabil- 
ity 7r and that one wishes to compute ~rf via simulation. A significant literature in 
simulation is devoted to studying the variability and the bias of the sample mean, 
as an estimator of crf; the solution g to (I - P)g =f -  ~rf (and its related martingale 
structure) provides valuable insight into both of these characteristics of the sample 
mean. The measure version of Poisson's equation arises in the Monte Carlo calcula- 
tion of the derivative of a(O), where a(O)= ~r(O)f and ~r(0) is the invariant 
probability of a transition kernel P(O) depending on the real-values parameter 0. 
These derivative estimators play an important role in both the optimization and 
sensitivity analysis of complex stochastic systems. 
Domains of Attraction for a Family of Processes Between Suprema and Sums 
Priscilla Greenwood*, Johns Hopkins University, Baltimore, MD, USA 
Gerard Hooghiemstra, Delft University of Technology, Delft, The Netherlands 
Let { Y~, i = 0, 1, . . .  } be an i.i.d, sequence with distribution F. Define a sequence 
S, by 
So=Yo(1-y )  -~, S,,=max(S._,,yS._~+Y,,) whereO~<y<l.  
Classes of F are identified for which the sequence Sn, suitably normalized, converges 
weakly. Three possible limit distributions are described. The weak limits of the 
associated random functions in D(0, oo) are non-decreasing Markov jump processes 
which form an intermediary class between extremal processes and non-decreasing 
stable processes. They also generate new examples of so-called self-similar processes. 
Modelling Loss Networks 
Frank Kelly, University of Cambridge, UK 
This talk will concern models of telephone and computer communication 
networks. Even the simplest such models raise interesting and difficult mathematical 
questions: we shall touch on problems involving central imit theorems, fixed point 
approximations, optimization results, catastrophes and long range order. 
New Developments in the Statistical Theory of Shape 
David G. Kendall, University of Cambridge, UK 
(i) The shape-space for three labelled points in the plane has been shown by 
the writer to be a 2-dimensional sphere of radius ½. If K is a compact convex set 
with interior, and if A, B and C are i.i.d, uniform inside/(,.they determine a random 
triangle and so a shape-measure on the shape-space, usefully described by the 
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density re(x, y) relative to the measure dx dy, where (x, y) are appropriate cartesian 
coordinates in a stereographic projection of the shape-space. C G. Small found that 
m has a constant value on a certain "basic segment" in the (x, y)-plane. Le Hui-lin 
and the writer have now found re(x, y) for all polygons K. The exotic geometry 
behind this construction will be presented by slides. 
(ii) There is a similar problem if the plane carrying A, B and C is replaced by 
a 2-sphere of radius R. When R approaches infinity, the solution to this problem 
approaches the size-and-shape d nsity appropriate to (i). Asymptotics for large R 
are needed for the analysis of nearly "collinear" quasar triplets. A sketch will be 
given of the work on this problem by T.K. Came, Le Hui-lin and the writer. 
(iii) The Delaunay tessellation generated by a 2- (or m-) dimensional Poisson 
process yields a collection of random triangles (simplexes) that is expensive to 
simulate directly. It will be shown how for moderate m (say less than 10) a tile-by-tile 
simulation is possible, thus avoiding the construction of the tessellations themselves. 
This is used to investigate many unsolved problems, such as "how many tiles pack 
together at a point", and "what can we say about the shape of a Poisson-Delaunay 
tile for given m, and especially for large m". 
Prophet Inequalities and Related Problems of Optimal Stopping 
D.P. Kennedy, University of Cambridge, UK 
Prophet inequalities relate the expected maximum of a sequence of random 
variables (the average reward to a "prophet" with complete foresight who is allowed 
to choose one from the sequence) to the maximum expected reward of a gambler 
who chooses one from the sequence using (non-anticipative) stopping times. The 
best-known such result (due to Krengel, Sucheston and Garling [2]) shows that for 
a sequence of non-negative independent random variables the ratio of the return 
of the prophet o that of the gambler is always bounded by 2. Hill and Kertz [1] 
showed that for independent random variables taking values in [0, 1] the difference 
between the respective returns is bounded by ¼. A review will be presented of work 
extending these results to situations (i) where the players are permitted more than 
one choice from the sequence, and (ii) where the players have more than one 
sequence from which to sample. In addition, limiting results for threshold-stopped 
random variables related to extreme-value theory for independent sequences will 
be discussed. 
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