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Abstract
Let L1, . . . , Lm ⊂ Rn be k-dimensional affine subspaces, which are not co-conical (n >
k > 0). We show that if F : Rn → Rn is an affine automorphism, which preserves k-dimen-
sional volumes on all subspaces L1, . . . , Lm, then F is an isometry.
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1. Introduction
Let F : Rn → Rn be an affine automorphism (n  2). Krasnosielski proved that
if F preserves k-dimensional volumes on all k-dimensional affine subspaces of Rn
(where n > k > 0), then F is an isometry (see [1]). In this paper we propose a new
point of view. In particular we generalize this result as well as the result of [3].
Let N = (n
k
)
and G(k, n) ⊂ PN−1 denote the Grasmannian, which parametrize all
k-dimensional linear subspaces of Rn and let {L1, . . . , Lm} ⊂ G(k, n). We say that
subspaces L1, . . . , Lm are co-conical, if there is a hyperquadric  ⊂ PN−1 which
contains all subspaces L1, . . . , Lm, but which does not contain the G(k, n). In par-
ticular if n = 1 it means that lines {L1, . . . , Lm} ⊂ Rn are contained in a cone, and
for k = n− 1 it means that normal vectors to hyperplanes {L1, . . . , Lm} ⊂ Rn are
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contained in a cone. More generally, affine subspaces L1, . . . , Lm are co-conical,
if their linear parts are co-conical. Let N = (n
k
)
and m0 =
(
N+1
2
)
. In fact we show
that if affine subspaces L1, . . . , Lm are not co-conical, then we can always choose a
subfamily L1, . . . , Lk of not co-conical spaces with k  m0. Hence we can always
can assume that m  m0. We prove
Theorem. Let F : Rn → Rn be an affine automorphism (n  2). Let 0 < k < n
and assume, that F transforms a collection L1, . . . , Lm of k-dimensional affine sub-
spaces, which are not co-conical, in this way that all k-volumes on these linear sub-
spaces are preserved. Then F is an isometry.
In particular we have
Corollary. Let F : Rn → Rn be an affine automorphism (n  2). Assume that F
transforms a collection of m = (n+12 ) affine hyperplanes, which are not co-conical
onto m another’s, in this way that all (n− 1)-volumes on these hyperplanes are
preserved. Then F is an isometry.
2. Notation and terminology
We always assume that Rn is considered with the Euclidian norm ‖ ‖. A mapping
F is an isometry if ‖F(a)− F(b)‖ = ‖a − b‖ for every a, b ∈ Rn.
A mapping F is a similarity if there is a constant k > 0 such that ‖F(a)−
F(b)‖ = k‖a − b‖ for every a, b ∈ Rn.
By a volk we denote a k-dimensional volume induced by the Euclidian norm.
A linear automorphism F : Rn → Rn is a mapping of the form F : Rn  x →
Ax ∈ Rn, where A is a non-singular n× n matrix.
An affine automorphism F : Rn → Rn is a mapping of the form F : Rn  x →
Ax + b ∈ Rn, where A is a non-singular n× n matrix and b ∈ Rn.
Let Pn be a projective space. A set X ⊂ Pn is a (n− 1)-dimensional quadric if
there is a non-zero quadratic form f (x|x) ≡∑n+1j,k=1 ajkxj xk , such that X = {(x1 :
. . . : xn) ∈ Pn : f (x|x) = 0}.
3. Main theorem
In the beginning we recall some notions.
Definition 3.1. A set X ⊂ Rn is a cone if there is a non-zero quadratic form
f (x|x) ≡∑nj,k=1 ajkxj xk , such that X = {x ∈ Rn : f (x|x) = 0}. A cone is proper
if det [aik] /= 0.
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The next definition is basic for our studies.
Definition 3.2
(a) Let {v1, . . . , vm} ∈ Rn be vectors. We say that vectors {v1, . . . , vm} are co-coni-
cal if there is a cone containing all of them.
(b) We say that lines {l1, . . . , lm} ∈ Rn are co-conical if there are co-conical vectors
{v1, . . . , vm}, such that vj is parallel to lj .
(c) We say that hyperplanes {1, . . . , m} ∈ Rn are co-conical if their normal vectors
are co-conical.
(d) LetA be a subset of Rn. We say that vectors {v1, . . . , vm} ⊂A areA-co-coni-
cal if there is a cone  such that {v1, . . . , vm} ⊂  but A ⊂ .
(e) Let A be a set of lines in Rn. For a line l ∈A let vl be a non-zero vector which
is parallel to l. Take A′ = {vl, l ∈A}. We say that lines {l1, . . . , lm} ⊂A are
A-co-conical if vectors {vl1 , . . . , vlm} ⊂A′ are A′-co-conical.
Let us note that the notion of co-conical vectors, lines or hyperplanes is an affine
invariant. Moreover, we have a following geometric explanation of these notions:
Example 3.1
(a) Affine lines l1, . . . , lm are co-conical if their infinite points lie on some quadric
Q ⊂ hyperplane at infinity.
(b) Let X ⊂ Rn be a proper cone and let hyperplanes {1, . . . , m} be tangent to X.
Then hyperplanes {1, . . . , m} are co-conical.
(c) Let A ⊂ Rn be a not-empty set of vectors. It is an easy observation that
always there is a collection of at most N = (n+12 ) vectors from A which are
not A-co-conical.
We have also the following natural examples of lines and hyperplanes, which are
not co-conical:
Proposition 3.1. Let [A0, A1, . . . , An] ⊂ Rn be a n-dimensional simplex (n  2).
Then edges AiAj , where 0  i, j  n of this simplex are not co-conical.
Proof. Indeed, it is true for n = 2, because the trace of edges of a triangle [A0, A1,
A2] on the line at infinity gives three different points. Assume that our statement
is true for k  2. We prove that it is true for k + 1. Let us assume that conversely,
points at infinity of all edges AiAj , where 0  i, j  n, lies on some quadric Q.
Let i be a hyperplane spanned by points {A0, A1, . . . , Ai−1, Ai+1, . . . , An} and let
Li be its trace on the hyperplane H ∼=Pn−1 at infinity. Since all hyperplanes Li are
different, we have that there is an index “j” such that Lj ⊂ Q.
Consider a simplex [A0, A1, . . . , Aj−1, Aj+1, . . . , An]. By the induction hypo-
thesis its edges are not co-conical. This is impossible because the points at infinity
of these edges lie on quadric Q′ = Lj ∩Q. 
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Proposition 3.2. Let [A0, A1, . . . , An] be a n-dimensional simplex in Rn, (n  2).
Let δij be a (n− 1)-dimensional simplex which is spanned by points {A0, A1, . . . ,
An} \ {Ai,Aj } and the point Qij = 1/2(Ai + Aj) (which is the center of the in-
terval AiAj ). Then hyperplanes ij which are determined by simplexes δij , 0 
i < j  n, are not co-conical.
Proof. Let us consider a simplex [A0, A1, . . . , An] and simplexes δij , 0  i < j 
n.We show that hyperplanes ij which are determined by simplexes δij , 0  i < j 
n are not co-conical. Indeed, since the notion of “being co-conical” is a linear in-
variant it is enough to check this for one particular simplex. Hence we can assume
that the simplex [A0, A1, . . . , An] is regular, i.e., ‖Ai − Aj‖ = ‖Ak − Al‖ for every
i /= j and k /= l. But now, the edge AiAj is orthogonal to the hyperplane ij and it
is enough to prove that all these edges are not co-conical. Hence we are done by
Proposition 3.1. 
The next lemma is obvious.
Lemma 3.1. Let hyperplanes 1, . . . , m have equations i = {ai1x1 + · · · +
ainxn + ai0 = 0}, i = 1, . . . , m, where m =
(
n+1
2
)
. Then hyperplanes i , i = 1, . . . ,
m are co-conical if and only if∣∣∣∣∣∣∣
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2 . . . (a1n)
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The same condition holds for a system v1, . . . , vm of vectors vi = (ai1, . . . , ain),
i = 1, . . . , m.
We also need the following:
Definition 3.3. Let F : Rn → Rn be a linear isomorphism. By a dual isomorphism
we mean a linear mapping F∗ = (F−1)∗. Moreover, if H ⊂ Rn is a hyperplane given
by the equation  = {a1x1 + · · · + anxn + a0 = 0}, then we say that the line h given
by the vector (a1, . . . , an) is dual to the hyperplane H. We write h = H∗.
Remark 3.1. The mapping F∗ transforms a vector (a1, . . . , an) given by a form
 = {a1x1 + · · · + anxn} onto the vector (b1, . . . , bn), such that  ◦ F−1 = {b1x1 +
· · · + bnxn}.
It is easy to see that F∗ has a matrix given by (AT)−1, where A is a matrix of a
mapping F . In particular, F is an isometry if and only if F∗ is an isometry. Moreover,
we have F∗(H∗) = (F (H))∗ and (G ◦ F)∗ = G∗ ◦ F∗. Now we have an important
lemma
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Lemma 3.2. Let F : Rn → Rn be a linear isomorphism (n  2). Assume that F
changes (n− 1)-dimensional volume on a hyperplane H with a ratio s. Then
the mapping F∗ changes 1-dimensional volume on the line (H)∗ with the ratio
q = s|detF |−1.
Proof. Assume that the mapping F changes n-dimensional volume with the ratio k
(i.e. |detF | = k.) We can assume that the hyperplane H has a distance 1 to the point
0. Hence it has the Hesse equation of the form  = {a1x1 + · · · + anxn + 1 = 0},
where ‖(a1, . . . , an)‖ = 1.
Now consider a simplex S1 in H1 with the ((n− 1)-dimensional) volume 1.
We can construct a new simplex S by adding to S1 the point 0 as a new vertex.
Hence the volume of S is equal to 1/n. Take the simplex S′ = F(S). Its volume
is equal to k/n. On the other hand its volume is equal to sd/n, where d is the
distance from F(H1) to the point 0. It means that d = ks−1. Let (b1, . . . , bn) =
F∗(a1, . . . , an). It means that  ◦ F−1 = {b1x1 + · · · + bnxn + 1 = 0}. Hence we
can easily compute that d = 1/‖(b1, . . . , bn)‖. But ‖(b1, . . . , bn)‖ = q, and finally
q = sk−1. 
Theorem 3.1. Let F : Rn → Rn be a linear isomorphism (n  2). LetA be a fam-
ily of lines. Assume that F transforms a collection of m lines l1, . . . , lm, which are
notA-co-conical onto m another’s, in this way that all 1-volumes on these lines are
preserved. Then F is an isometry on every line from A.
Proof. Let vi = (Ai1, . . . , Ain), i = 1, . . . , m, be vector which is parallel to a line
li , i = 1, . . . , m. Let A = [aij ]1i,jn be a matrix of F . By our assumption vectors
F(vi) have the same 1-dimensional volume as vectors vi, hence we have
(Ai1a11 + · · · + Aina1n)2 + · · · + (Ai1an1 + . . .+ Ainann)2 =
n∑
k=1
(Aik)
2.
It means that the quadratic form
φ(x1, . . . , xn)= (x1a11 + · · · + xna1n)2
+ · · · + (x1an1 + · · · + xnann)2 −
n∑
k=1
(xk)
2
vanishes on all vectors v1, . . . , vm. Since, these vectors are not A-conical it means
that this form vanishes on the whole of the set A. 
Corollary 3.1. Let F : Rn → Rn be a linear isomorphism (n  2). Assume that F
transforms a collection of m = (n+12 ) lines l1, . . . , lm, which are not co-conical onto
m another’s, in this way that all 1-volumes on these lines are preserved. Then F is
an isometry.
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Remark 3.2. Let us consider some n-dimensional simplex [A0, A1, . . . , An] ⊂ Rn.
We know (see Proposition 3.1) that edges of this simplex are not co-conical. Hence,
if we take these edges as lines l1, . . . , lm in Corollary 3.1, then we can recover a
well-known (and obvious) statement:
If F : Rn → Rn is an affine automorphism and ‖F(Ai)− F(Aj )‖ = ‖Ai − Aj‖
for every 0  i, j  n then the mapping F is an isometry.
Now we are ready to prove our first main result:
Theorem 3.2. Let F : Rn → Rn be an affine automorphism (n  2). Assume that F
transforms a collection of m = (n+12 ) hyperplanes, which are not co-conical onto m
another’s, in this way that all (n− 1) volumes on these hyperplanes are preserved.
Then the mapping F is an isometry.
Proof. First af all we can assume that F is a linear mapping. Now let H1, . . . , Hm
be given hyperplanes and take li = Hi∗. By Lemma 3.2 the mapping F∗ change 1-
dimensional volume on lines l1, . . . , lm with the same ratio q = |detF |−1. Let T be
a linear mapping given by the formula T (x) = q−1x and G := T ◦ F∗. By Corollary
3.1 the mapping G is an isometry. It means that the mapping G∗ = T∗ ◦ F ∗∗ = qF
is an isometry, too. Since the mapping F preserve volumes on hyperplanes Hi we
have q = 1 and consequently F is an isometry. 
Corollary 3.2. Let F : Rn → Rn be an affine automorphism (n  2). Assume that
F transforms a collection of m = (n+12 ) hyperplanes, which are not co-conical onto
m another’s, in this way that all (n− 1)-dimensional volumes on these hyperplanes
are changed with the same ratio. Then the mapping F is a similarity.
Corollary 3.3. Let F : Rn → Rn be an affine automorphism which is not a simi-
larity (n  2). For s > 0 consider the family Fs of all hyperplanes on which the
mapping F change (n− 1)-dimensional volumes with the same ratio s > 0. Take a
hyperplane H ∈Fs and consider its normal vector vH . Then there is a cone s ⊂
Rn such that for each H ∈Fs the vector vH lies on s .
Proof. Let q = s|detF |−1. Let H ∈Fs . By Lemma 3.2 the mapping F∗ changes
the 1-volume on the line H∗ with the ratio q. It means that all vectors vH lie on the
quadric
φ(x1, . . . , xn)= (x1a∗11 + · · · + xna∗1n)2
+ · · · + (x1a∗n1 + · · · + xna∗nn)2 − q2
( n∑
k=1
(xk)
2
)
,
where [a∗ij ] is the matrix of the mapping F∗. 
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Corollary 3.4. Let k be a natural number such that n > k  1. One can construct a
familyMk of q =
(
n+1
2
)(
k+2
2
)
linear subspaces of dimension k, such that if F : Rn →
Rn is an affine automorphism preserving k-dimensional volumes on all elements from
Mk, then F is an isometry.
Proof. By Corollary 3.1 and Theorem 3.2 our Corollary is true for k = 1 and k =
n− 1. Let n− 1 > k > 1. Take m = (n+12 ) lines l1, . . . , lm, which are not co-coni-
cal. Let Hj be a (k + 1)-dimensional linear subspace which contains a line lj , where
j = 1, . . . , m. Let us take on Hj a system of m1 =
(
k+2
2
)
k-dimensional linear sub-
spaces Hji, which are not co-conical (in Hj ). In this way we obtain a family Mk of
q = (n+12 )(k+22 ) linear k-dimensional subspaces. By Theorem 3.2 it is easy to check
that if F preserves k-dimensional volumes on all elements from Mk , then F is an
isometry on all linear subspaces Hj , where j = 1, . . . , m. In particular F preserves
1-volume on all lines l1, . . . , lm and we are done by Corollary 3.1. 
Corollary 3.5 (The Krasnosielski Theorem). Let F : Rn → Rn be an affine automor-
phism (n  2). Let 0 < k < n. Assume that F transforms all k-dimensional affine
subspaces of Rn, in this way that all k-dimensional volumes on these subspaces are
preserved. Then the mapping F is an isometry.
Example 3.2. Let  ⊂ Rn be a hyperplane and let l be a line which is orthogonal to
. Let O =  ∩ l. Consider the sphere S in  with center O and the radius r > 0.
Take a point B /= O on the line l. Let ‖O − B‖ = d.
Now consider the affine mapping F which on the line l is a homothety with center
O and the ratio 2, but on the hyperplane  is a homothety with center O and the ratio
k, where kn−2
√
(4d2 + k2r2) = √(d2 + r2). Such a number k there exists, because
the function g(t) = tn−2√(4d2 + t2r2) is continuous and g(0) = 0, g(∞) = ∞. It
is easy to see that F is not an isometry, but F preserves volume on each hyperplane
H , which is tangent to S and contains the point B.
There is an affine automorphism F : Rn → Rn, which is not an isometry, but
which preserves volumes on infinite family H of (pairwise not-parallel) hyper-
planes.
Let us note that the family H has the property that if {H1, . . . , Hn} ⊂H and
Hi /= Hj for i /= j , then hyperplanes {H1, . . . , Hn} are in general position. Of course
all these hyperplanes are co-conical. 
4. General case
Let L ⊂ Rn be a k-dimensional linear subspace. Let vectors v1, . . . , vk form a
basis of L. It is well-known that the line R(v1 ∧ · · · ∧ vk) is uniquely determined by
132 Z. Jelonek / Linear Algebra and its Applications 364 (2003) 125–134
L and it does not depend about the basis v1, . . . , vk . This line determine a unique
point (L) in the Grassmanian G(k, n) ⊂ PN−1, where N = (n
k
)
.
Now we can generalize of the notion of co-conical spaces:
Definition 4.1. Let {L1, . . . , Lm} be affine k-dimensional subspaces of Rn and let
{L′1, . . . , L′m} be linear parts of these subspaces. Let N =
(
n
k
)
. We say that subspaces
{L1, . . . , Lm} are co-conical if points {(L′1), . . . ,(L′m)} ⊂ G(k, n) are co-coni-
cal, i.e., if there is a cone  ⊂ PN−1 containing all subspaces {L′1, . . . , L′m}, such
that G(k, n) ⊂ .
Remark 4.1. It is easy to see that this definition coincides with the previous one in
the case of lines and hyperplanes.
Remark 4.2. Let us denote by G(k, n) ⊂∧k Rn the set of all vectors (v1 ∧ · · · ∧
vk), where vi ∈ Rn. Let (vi1, . . . , vik) be a basis of a linear space Li, i = 1, . . . , m.
It is easy to see that linear subspaces {L1, . . . , Lm} are co-conical if vectors {(vi1 ∧
· · · ∧ vik)}i=1,...,m ⊂
∧k Rn = RN are G(k, n) co-conical.
LetN = (n
k
)
andm = (N+12 ). By Example 3.1 always there is a collection {L1,. . .,
Lm} of linear k-dimensional spaces {L1, . . . , Lm}, which are not co-conical.
Theorem 4.1. Let F : Rn → Rn be an affine automorphism (n  2). Let 0 < k < n
and assume that F transforms a collection {L1, . . . , Lm} of k-dimensional affine
subspaces, which are not co-conical, in this way that all k volumes on these affine
subspaces are preserved. Then F is an isometry.
Proof. We can assume that the mapping F and all affine subspaces {L1, . . . , Lm}
are linear. Let us denote by G(k, n) ⊂∧k Rn the set of all vectors (v1 ∧ · · · ∧ vk),
where vi ∈ Rn.
Let (vi1, . . . , v
i
k) be a basis of a linear space Li, i = 1, . . . , m and take ui =
(vi1 ∧ · · · ∧ vik). Now, let us consider a mapping R :=
∧k
F :∧k Rn →∧k Rn. It is
well-known that the mapping R preserves 1-dimensional volume of the vector ui if
and only if the mapping F preserves k-dimensional volume on the subspace Li.
Hence, by our assumption the mapping R preserves volumes of vectors ui, i =
1, . . . , m. Since these vectors are not G(k, n)-co-conical it means by Theorem 3.1
that the mapping R preserves 1-dimensional volumes on all vectors from the set
G(k, n). It means that the mapping F preserves k-dimensional volume on all k-
dimensional subspaces L ⊂ Rn and we conclude our proof by Corollary 3.5. 
Corollary 4.1. Let F : Rn → Rn be an affine automorphism which is not a similar-
ity (n  2). Let 0 < k < n. For s > 0 consider the family Fs of all k-dimensional
linear subspaces of Rn, on which the mapping F change k-dimensional volumes
with the same ratio s > 0. Then there is a cone s ⊂ PN−1, such that G(k, n) ⊂ s
and for each H ∈Fs the point (H) lies on s .
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Proof. Let L ∈Fs and let (v1, . . . , vk) be a basis of L. Take uL = (v1 ∧ · · · ∧
vk) ∈∧k Rn. Now, let us consider the mapping R :=∧k F :∧k Rn →∧k Rn. The
mapping R change 1-dimensional volume of the vector uL with the ratio s if and
only if the mapping F change k-dimensional volume on the subspace L with the
same ratio s. It means that all vectors uL (for L ∈Fs) lie on the quadric
φ(x1, . . . , xN)= (x1a∗11 + . . .+ xNa∗1N)2
+ · · · + (x1a∗N1 + · · · + xNa∗NN)2 − s2
(
N∑
k=1
(xk)
2
)
,
where [a∗ij ] is the matrix of the mapping R. 
5. Application
At the end of this paper we give one interesting application of our main theo-
rem. Let [A0, A1, . . . , An] and [B0, B1, . . . , Bn] be two n-dimensional simplexes in
Rn, (n  2). Let δij be a (n− 1)-dimensional simplex which is spanned by points
{A0, A1, . . . , An} \ {Ai,Aj } and the point Qij = 1/2(Ai + Aj) (which is the center
of the interval AiAj ). Similarly, let δ′ij be a (n− 1)-dimensional simplex which is
spanned by points {B0, B1, . . . , Bn} \ {Bi, Bj } and the point Q′ij = 1/2(Bi + Bj ).
Then we have
Theorem 5.1. If for every i /= j we have voln−1(δij ) = voln−1(δ′ij ) then there is an
isometry F such that F(Ai) = Bi, i = 0, 1, . . . , n.
Proof. Let us consider a simplex [A0, A1, . . . , An] and simplexes δij , 0  i < j 
n. By Proposition 3.2 hyperplanes ij which are determined by simplexes δij ,
0  i < j  n are not co-conical. Since points {A0, A1, . . . , An} and {B0, B1, . . . ,
Bn} are in general position there is an affine automorphism F : Rn → Rn such that
F(Ai) = Bi for i = 0, 1, . . . , n. By our assumptions the mapping F preserves vol-
umes on all hyperplanes ij . Hence, by Theorem 3.2 the mapping F is an iso-
metry. 
Corollary 5.1. Let [A0, A1, . . . , An] be a n-dimensional simplex in Rn, (n  2).
Let δij denote a (n− 1)-dimensional simplex which is spanned by points {A0, A1,
. . . , An} \ {Ai,Aj } and the point Qij = 1/2(Ai + Aj). If voln−1(δij ) = a =
const > 0 for every i /= j, then ‖Ai − Aj‖ = ‖Ak − Al‖ for every i /= j and k /= l.
Proof. Let us consider a regular simplex [E0, E1, . . . , En] (i.e., ‖Ei − Ej‖ =
‖Ek − El‖ for every i /= j and k /= l). Let γij denote a (n− 1)-dimensional
simplex which is spanned by points {E0, E1, . . . , En} \ {Ei,Ej } and the point
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Pij = 1/2(Ei + Ej). It is easy to see (by the symmetry) that voln−1(γij ) = c =
const > 0. We can modify the simplex [E0, E1, . . . , En] in this way that c = a. Now
by Theorem 5.1 there is an isometry F such that F(Ai) = Ei, i = 0, 1, . . . , n and
the theorem follows. 
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