When solving the inverse scattering problem for a discrete Sturm-Liouville operator with a rapidly decreasing potential, one gets reflection coefficients s ± and invertible operators I + H s ± , where H s ± is the Hankel operator related to the symbol s ± . The Marchenko-Faddeev theorem [8] (in the continuous case, for the discrete case see [4, 6]), guarantees the uniqueness of the solution of the inverse scattering problem. In this article we ask the following natural question -can one find a precise condition guaranteeing that the inverse scattering problem is uniquely solvable and that operators I + H s ± are invertible? Can one claim that uniqueness implies invertibility or vise versa?
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Moreover, we are interested here not only in the case of decreasing potential but also in the case of asymptotically almost periodic potentials. So we merge here two mostly developed cases of the inverse problem for Sturm-Liouville operators: the inverse problem with (almost) periodic potential and the inverse problem with the fast decreasing potential.
Main Results
The asymptotics of polynomials orthogonal on a homogeneous set, which we described earlier [10] , indicated strongly that there should be a scattering theory for Jacobi matrices with an almost periodic background as it exists in the classical case of a constant background. Note that in this case left and right asymptotics are not necessarily the same almost periodic coefficient sequences, but they are of the same spectral class. In this work, we present all principal ingredients of such a theory: reflection/transmission coefficients, Gelfand-Levitan-Marchenko transformation operators, a Riemann-Hilbert problem related to the inverse scattering problem. Now we can say finally that the reflectionless Jacobi matrices with homogeneous spectrum are those whose reflection coefficient is zero.
Moreover, we extend the theory in depth and show that a reflection coefficient determines uniquely a Jacobi matrix of the Szegö class, and both transformation operators are invertible if and only if the spectral density satisfies the matrix A 2 condition [13] .
Concerning the A 2 condition in the inverse scattering, we have to mention, at least as indirect references, [9, Chapter 2, Sect. 4] and [2] . Generally references to stationary scattering and inverse scattering problems in connection with spatial asymptotics can be found in [5] , where explicit expressions of reflection and transmission coefficients in terms of Weyl functions and phases, asymptotic wave functions were given. Reference [12] gives a complete introduction to Jacobi operators, their spectral and perturbation theories.
Let J be a Jacobi matrix defining a bounded self-adjoint operator on l 2 (Z): J e n = p n e n−1 + q n e n + p n+1 e n+1 , n ∈ Z, (0.1)
where {e n } is the standard basis in l 2 (Z), p n > 0. The resolvent matrix-function is defined by the relation
This matrix-function possesses an integral representation
with a 2 × 2 matrix-measure having compact support on R. J is unitary equivalent to the operator multiplication by an independent variable on
The spectrum of J is called absolutely continuous if the measure dσ is absolutely continuous with respect to the Lebesgue measure on the real axis,
Let J 0 be a Jacobi matrix with constant coefficients, p n = 1, q n = 0 (the so-called Chebyshev matrix). It has the following functional representation, besides the general one mentioned above. Note that the resolvent set of J 0 is the domainC \ [−2, 2]. Let z(ζ ) : D →C \ [−2, 2] be a uniformization of this domain, z(ζ ) = 1/ζ + ζ . With respect to the standard basis {t n } n∈Z in L 2 = f (t) :
T |f | 2 dm , the matrix of the operator of multiplication by z(t), t ∈ T, is the Jacobi matrix J 0 , since z(t)t n = t n−1 + t n+1 .
The famous Bernstein-Szegö theorem implies the following proposition (for a matrix modification of the Szegö condition, see [1] ).
