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Abstract
We show that every hypersurface in Rs×Rs contains a large grid, i.e., the set of the
form S × T , with S, T ⊂ Rs. We use this to deduce that the known constructions of
extremalK2,2-free andK3,3-free graphs cannot be generalized to a similar construction
of Ks,s-free graphs for any s ≥ 4. We also give new constructions of extremal Ks,t-free
graphs for large t.
1 Introduction
For a graph H the Tura´n number ex(H,n) is the maximum number of edges that a graph
on n vertices can have without containing a copy of H. Erdo˝s–Stone theorem [ES46]
asserts that ex(H,n) =
(
1− 1χ(H)−1
) (n
2
)
+ o(n2), where χ(H) is the chromatic number of
H. If χ(H) ≥ 3, this result is an asymptotic formula for ex(H,n), but if G is bipartite,
the order of magnitude of ex(H,n) is in general open.
Most of the research on ex(H,n) for bipartite H has focused on two classes of graphs:
complete bipartite graphs Ks,t, and even cycles C2t. We shall briefly review both cases.
SupposeG = (V,E) is aKs,t-free graph with s ≤ t. The inequality
∑
x∈V
(d(x)
s
) ≤ (t−1)(ns)
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[KST54] implies the simplest upper bound of ex(Ks,t, n) ≤ 12 s
√
t− 1n2−1/s+ o(n2−1/s) due
to Ko¨vari–So´s–Tura´n. The bound has been improved by Fu¨redi [Fu¨r96b] to
ex(Ks,t, n) ≤ 12 s
√
t− s+ 1n2−1/s + o(n2−1/s).
The only cases where the upper bound has been matched by a construction with
Ω(n2−1/s) edges are
ex(K2,2, n) =
1
2n
3/2 + o(n3/2) Erdo˝s–Re´nyi–So´s [ERS66] and Brown [Bro66],
ex(K2,t, n) =
1
2
√
t− 1n3/2 + o(n3/2) Fu¨redi [Fu¨r96a],
ex(K3,3, n) =
1
2n
5/3 + o(n5/3), Brown [Bro66],
ex(Ks,t, n) ≥ cs,tn2−1/s, if t ≥ s! + 1, Kolla´r–Ro´nyai–Szabo´ [KRS96],
ex(Ks,t, n) ≥ cs,tn2−1/s, if t ≥ (s− 1)! + 1, Alon–Ro´nyai–Szabo´ [ARS99].
The constructions cited above are similar to one another. Each of them is based on
an algebraic hypersurface1 in Fsp × Fsp of bounded degree, such that V contains neither
an s-by-t grid nor t-by-s grid. An s-by-t grid in V is a subset of the form S × T , where
S, T ⊂ As and |S| = s, |T | = t. A hypersurface without s-by-t grid, and t-by-s grid
gives rise to a Ks,t-free graph with cs,tn
2−1/m. Indeed, the bipartite graph with both edge
classes being Fmp , and edge set E = {(x, y) ∈ V (Fmp ) : x, y ∈ Fmp } contains no Ks,t. As V
is without loss irreducible, the estimate |E| = pdimV (1 +O(1/√p)) holds by [LW54].
The defining equations of the hypersurfaces that have been employed to construct
extremal Ks,t-free graphs are
x1y1 + x2y2 = 1, for K2,2, (1)
(x1 − y1)2 + (x2 − y2)2 + (x3 − y3)2 = 1, for K3,3, (2)
Ns(x+ y) = 1, for Ks,t, t ≥ s! + 1, (3)
Ns−1(x
′ + y′) = x1y1, for Ks,t, t ≥ (s − 1)! + 1, (4)
where Nm(x) is the norm form of the field extension Fpm/Fp, and the notation x′ stands
for projection of the vector x = (x1, x2, . . . , xm) on the last m − 1 components. Fu¨redi’s
construction for K2,t-free graphs also relies on the fact that the surface x1y1 + x2y2 = 1
contains no 2-by-2 grid. A recent result by Ball and Pepe [BPar] shows that the con-
struction (4) for s = 4 also does not contain K5,5, giving the best known construction for
K5,5-free graphs.
If V has integer coefficients, and V contains no s-by-t grid over C, then V contains no
s-by-t grid over Fp for every sufficiently large p thanks to the following standard result:
Proposition 1. If U and W are affine varieties defined over Z, and U ⊆W over C, then
U ⊆W over Fp for every sufficiently large prime p.
1Algebraic hypersurface is a variety of codimension 1.
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Proof. Let U be defined by equations fi(x) = 0 with integer coefficients, andW be defined
by equations gj(x) = 0 with integer coefficients. By Hilbert’s Nullstellensatz for each j we
have an equality ∑
i
hi,j(x)fi(x) = gj(x)
r
for some polynomials hi,j and a positive integer r. As these are linear conditions on
hi,j(x)’s, they can be chosen with rational coefficients. Multiplying by a common denom-
inator N we obtain equalities for polynomials with integer coefficients:∑
i
Hi,j(x)fi(x) = Ngj(x)
r,
which implies U ⊆W over fields of characteristic greater than N .
For our application, we write V = {f = 0}, let U = {(x, y) ∈ (As)s×(As)t : f(xi, yj) =
0}, and W = ⋃i,i′{(x, y) : xi = xi′} ∪ ⋃j,j′{(x, y) : yj = yj′}. Then U ⊆ W over field
K if and only if the hypersurface V contains no s-by-t grid over K. So, for example the
variety (1) contains no 2-by-2 grid even over C, and hence over Fp for sufficiently large p.
The variety (2) has a weaker property. Whereas it does contain 3-by-3 grid over C, it
does not contain a 3-by-3 grid over R.
The analogous situation also occurs for ex(C2t, n). The upper bound ex(C2t, n) ≤
100tn1+1/t by Bondy–Simonovits [BS74] has been matched only for t = 2, 3, 5. The case
t = 2 was mentioned above under the guise of ex(K2,2, n). The constructions in cases
t = 3, 5 [Ben66, Wen91] are also algebraic. Namely, there is a (t+ 1)-dimensional variety
V ⊂ At×At such there do not exist sets {x1, . . . , xt} and {y1, . . . , yt} satisfying (xi, yj) ∈ V
whenever i = j or j = i+1 (mod t). For example, Wenger’s construction [Wen91] is based
on the variety given by the equations
yj = xj + xj+1yt, for j = 1, . . . , t− 1. (5)
It is thus natural to ask whether there are similar algebraic constructions of G-free
graphs, for other graphs G. Since constructions (1), (2), (5) were based on the construc-
tions that worked not only over Fp, but also over R, it is natural to look for their extensions
with the same property. Our first result rules out such constructions for Ks,s-free graphs.
Theorem 2. Suppose p is a prime, and d = 2
⌈p−1
4
⌉
+2. Then every continuous function
f : Rd × Rd → R is constant on some p-by-p grid, i.e., there exist sets X,Y ⊂ Rd of size
|X| = |Y | = p such that f is constant on X × Y .
Corollary 3. Let p and d as above. Then every smooth hypersurface V ⊂ Rd×Rd contains
a p-by-p grid. In particular, every hypersurface V ⊂ R4 ×R4 contains a 5-by-5 grid.
Proof of the corollary assuming the theorem. We may assume that 0 ∈ V and that unit
vector u is the normal to V at 0. Assume that in a neighborhood of 0, the variety V
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is given by the equation f = 0. By the inverse function theorem there exists a smooth
function g on the neighborhood of 0 such that f(x− g(x)v) = 0. Since a neighborhood of
0 is homeomorphic to Rd × Rd, by preceding theorem there are sets X,Y ⊂ Rd of size p
such that g(x, y) = c for every p ∈ X1 ×X2. Thus f vanishes on X1 ×X2 + cv. Since the
latter set is a p-by-p grid, the lemma follows.
Both the theorem and the corollary admit extensions to finding grids in products
Rd1 × · · · ×Rdk where k is greater than 2 and d1, . . . , dk are not necessarily all equal. The
reader is referred to Section 2 for the statement and the proof.
It is important to note that the corollary does not apply to a construction such as (3)
in which the defining equation varies with the characteristic. Our second result is a new
construction of Ks,t-free graphs by means of hypersurfaces with integer coefficients.
Theorem 4. For every s ≥ 2 there is an integer polynomial f in 2s variables such that
the hypersurface V = {f = 0} ⊂ Cs×Cs contains no s-by-t grid and no t-by-s-grid where
t = s4s.
Since the polynomial f in the theorem has integer coefficients, it also defines a hyper-
surface V (Fp) = {f = 0} ⊂ Fsp×Fsp. Since V contains no s-by-t grid, neither does V (p) for
all sufficiently large p. Indeed, s-by-t exists in V only if a certain variety U is non-empty,
and s-by-t grid exists in V (Fp) only if U(Fp) is non-empty.
The proof of Theorem 4 uses two auxiliary constructions: nondegenerate embeddings,
and regular embeddings. An embedding f : Cs → Cn is nondegenerate of order t if for any
linear subspace L ⊆ Rn of codimension s the intersection f(Cs) ∩ L is finite and consists
of at most t points.
Theorem 5. For every s and n there exists a nondegenerate embedding f : Cs → Cn
of order (sn)s where f is a polynomial with integer coefficients of degree at most sn.
Furthermore, f can be taken to be a generic polynomial with integer coefficients of degree
sn.
Remark. After this paper was finished, nondegenerate embedding over finite fields were
considered in [DL11] under the name “everywhere-finite varieties”, where an algorithmic
construction is given.
A map f : Cs → Cn is called t-regular if f(x1), . . . , f(xt) are linearly independent for
any distinct x1, . . . , xt ∈ Cs. The definition of a regular embeddings is not new, and it is
known that t-regular embeddings exist for every s and t (see [Bol59] and [Han96]). The
following lemma constructs regular embeddings that are polynomial of small degree.
Lemma 6. For every d ≥ t − 1, and for any positive integers s and t there exists a t-
regular embedding f : Cs → C(s+1)t which is a polynomial of degree at most d with integer
coefficients. Furthermore, f can be taken to be a generic polynomial of degree d.
Theorem 5 and Lemma 6 imply Theorem 4.
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Proof of Theorem 4. Let f1, f2 : Cs → Cs(s+1) be generic polynomials of degree d = s2(s+
1). Let f : Cs × Cs be given by f(x, y) = 〈f1(x), f2(y)〉, where 〈 · , · 〉 denotes the inner
product on Cs(s+1). Let t =
(
s2(s + 1)
)s
. We show that {f = 0} contains no s-by-t grid.
It will follow by symmetry that it contains no t-by-s grid either.
Note that f2 is an s-regular embedding, and f1 is a non-degenerate embedding of order
t by Lemma 6 and Theorem 5, respectively. Let S ⊂ Cs be any set of size s. Since f is
s-regular, the set
H = {y : 〈x, y〉 = 0 for all x ∈ S}
is a codimension s subspace. Because f2 is nondegenerate, it follows that there are at
most t values or y ∈ Cs such that f2(y) ∈ H. Since
(
s2(s + 1)
)s ≤ s4s for s ≥ 2, the
theorem follows.
2 Grids on hypersurfaces
Let us consider a direct product of Euclidean spaces P := Rd1 × Rd2 × · · · × Rdk and a
k-tuple (a1, . . . , ak) of positive integers. Any set of the form A1 × · · · ×Ak ⊂ P such that
A1 ⊂ Rd1 , . . . , Ak ⊂ Rdk and |A1| = a1, . . . , |Ak| = ak
will be called a grid of size (a1, . . . , ak). In this section we consider the following problem:
Problem. Find all pairs (d1, . . . , dk) and (a1, . . . , ak) of k-tuples of positive integers such
that for every continuous function φ : P → R there exists a grid A1 × · · · × Ak of size
(a1, . . . , ak) such that φ|A1×···×Ak is a constant function; or equivalently there exist a fiber
of φ that contains a grid of size (a1, . . . , ak).
The space of all grids in P can be modelled as the following product of configuration
spaces
Γ := F (Rd1 , a1)× · · · × F (Rdk , ak)
where F (Rd, a) denotes the space of all a-tuples of pairwise distinct points in Rd, i.e.
F (Rd, a) := {(x1, . . . , xa) ∈ (Rd)a : xi 6= xj for all i < j}.
Any continuous map φ : P → R induces a continuous map
Φ : (Γ = F (Rd1 , a1)× · · · × F (Rdk , ak)) −→ (Ra1·...·ak ∼= Ra1 ⊗ · · · ⊗ Rak)
defined by
(x1,1, . . . , x1,a1) ∈ F (Rd1 , a1)
(x2,1, . . . , x2,a2) ∈ F (Rd2 , a2)
. . . . . .
(xk,1, . . . , xk,ak) ∈ F (Rdk , ak)
 7−→ (φ(x1,i1 , . . . , xk,ik))(i1,...,ik)∈[a1]×···×[ak]
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where [ℓ] := {1, . . . , ℓ}.
The symmetric group Σℓ acts on the configuration space F (Rd, ℓ) ⊂ (Rd)ℓ and Eu-
clidean space Rℓ by permuting coordinates. Having these actions in mind we can see that
the map Φ : Γ→ Ra1 ⊗ · · · ⊗ Rak is a Σa1 × · · · ×Σak -equivariant map if the action on
• Γ is assumed to be the componentwise, and on
• Ra1 ⊗ · · · ⊗ Rak given by (π1, . . . , πk) · (y1 ⊗ · · · ⊗ yk) := (π1 · y1) ⊗ · · · ⊗ (πk · yk),
where πℓ ∈ Σaℓ and yℓ ∈ Raℓ .
In particular case when d1 = . . . = dk and a := a1 = . . . = ak the function Φ can be
considered as a Σa ≀ Σk-equivariant map, where the actions on Γ and Ra1 ⊗ · · · ⊗ Rak are
appropriately extended.
Let ∆ℓ := {yℓ = (yℓ,1, . . . , yℓ,aℓ) ∈ Raℓ : yℓ,1 = · · · = yℓ,aℓ}. The construction of the
map Φ implies the following proposition:
Proposition 7. Let (d1, . . . , dk) and (a1, . . . , ak) be k-tuples of positive integers.
1. If there is a continuous function φ : P → R such that no grid of size (a1, . . . , ak) is
contained in any of its fibres, then there exists a Σa1 × · · · × Σak-equivariant map
Γ −→ Ra1 ⊗ · · · ⊗ Rak\∆a1 ⊗ · · · ⊗∆ak.
2. If there is no Σa1 × · · · × Σak-equivariant map
Γ −→ Ra1 ⊗ · · · ⊗ Rak\∆a1 ⊗ · · · ⊗∆ak
then every continuous function φ : P → R contains a grid of size (a1, . . . , ak) in at
least one of its fibres.
In the reset of this section we assume that a1 = . . . = ak = p is an odd prime. Let
Fp[w1, . . . , wk] be a polynomial ring with coefficients in the field Fp and with variables of
degree 2, i.e. degw1 = . . . = degwk = 2. Consider the following polynomial
θ :=
( ∏
(c1,...,ck)∈Fkp\{(0,...,0)}
(c1w1 + c2w2 + · · · + ckwk)
) 1
2 ∈ Fp[w1, . . . , wk].
We state the main result of this section that is a generalization of Theorem 2:
Theorem 8. Let p be an odd prime, a1 = . . . = ak = p and (d1, . . . , dk) any k-tuple of
positive integers. If the polynomial θ has a nonzero monomial α ·wi11 . . . wikk , α ∈ Fp\{0},
with the property that
2i1 ≤ (p− 1)(d1 − 1), . . . , 2ik ≤ (p − 1)(dk − 1),
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then there is no Σp × · · · × Σp-equivariant map
Γ −→ Rp ⊗ · · · ⊗ Rp\∆p ⊗ · · · ⊗∆p, (6)
and consequently every continuous function φ : P → R contains a grid of size (p, . . . , p) in
at least one of its fibres.
Proof. Let G := Z/p× · · · × Z/p = (Z/p)k be a subgroup the group Σp × · · · × Σp in the
natural way. Using the Fadell–Huseini index theory introduced in [FH88] for the group G
with coefficients in the field Fp we prove that there is no G-equivariant map
Γ −→ Rp ⊗ · · · ⊗ Rp\∆p ⊗ · · · ⊗∆p.
This implies the non-existence of a Σp × · · · × Σp-equivariant map (6) and therefore con-
cludes the proof of the theorem.
Using the monotonicity property of the index [FH88, page 74], under assumption on the
polynomial θ, we have to show that
IndexG,FpΓ # IndexG,Fp
(
Rp ⊗ · · · ⊗ Rp\∆p ⊗ · · · ⊗∆p
)
,
where
IndexG,FpX ⊂ H∗(G;Fp) := ker
(
H∗(G;Fp)→ H∗(EG×G X;Fp)
)
denotes the Fadell–Husseini index of the G-space X. The cohomology ring H∗(G;Fp) of
the group G is described by
H∗(G;Fp) = Fp[w1, . . . , wk]⊗ Λ[e1, . . . , ek]
where degw1 = . . . = degwk = 2, deg e1 = . . . = deg ek = 1 and Λ[.] denotes the
exterior algebra. The coincidence of the notation with the definition of the polynomial θ
is deliberate.
1. The tensor products Rp ⊗ · · · ⊗ Rp and ∆p ⊗ · · · ⊗ ∆p, as real G-representations,
are isomorphic as real G-representations with the group ring R[G] and its trivial sub-
representation ∆. Therefore, there are G-equivariant deformation retractions
Rp ⊗ · · · ⊗ Rp\∆p ⊗ · · · ⊗∆p ∼= R[G]\∆ −→G I[G]\{0} −→G S(I[G]),
where I[G] denotes the sub-representatiom {∑g∈G αg · g : ∑g∈G αg = 0}. Consequently,
IndexG,Fp
(
Rp ⊗ · · · ⊗ Rp\∆p ⊗ · · · ⊗∆p
)
= IndexG,FpS(I[G]).
Using the fact that the index of an Fp-orientable sphere S(V ) of a G-representation V is
a principal ideal in the group cohomology ring generated by the Euler class of the vector
bundle V → EG×G V → BG along with the explicit computations in [MM82] and [Vol92,
Lemma 2, page 364, english version] we conclude that
IndexG,Fp
(
Rp ⊗ · · · ⊗ Rp\∆p ⊗ · · · ⊗∆p
)
= 〈θ〉. (7)
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What we actually used is that the Euler class of the representation I[G] is θ.
2. Let us determine the index of the configuration space F (Rd, p) with respect to the
action by cyclic shifts of the cyclic group Z/p. The Serre spectral sequence of the fibration
F (Rd, p)→ EZ/p×Z/p F (Rd, p)→ BZ/p has the E2-term given by
Ei,j2 = H
i(Z/p;Hj(F (Rd, p);Fp))
and converges to H∗(EZ/p ×Z/p F (Rd, p);Fp). Therefore, IndexZ/p,FpF (Rd, p) can be ob-
tained from the spectral sequence in the following way:
IndexZ/p,FpF (R
d, p) =
⋃
r≥2
ker
(
Eℓ,0r → Eℓ,0r+1
)
.
In [CLM76, Theorem 8.2, page 268] Cohen describes the E2-term of this spectral sequence
showing that
Ei,j2 = 0 for all 1 ≤ j ≤ (d− 1)(p − 1)− 1 and i ≥ 1.
Since the differentials of this Serre spectral sequence are H∗(Z/p;Fp)-module maps and
cohomology of the cyclic group H∗(Z/p;Fp) = Fp[w] ⊗ Λ[e] has an element w that is not
a divisor of zero we conclude that all the differentials ∂r for 2 ≤ r ≤ (d − 1)(p − 1) that
land in the 0-row are trivial. In other words, the maps Eℓ,0r → Eℓ,0r+1 are injective for
0 ≤ ℓ ≤ (d− 1)(p − 1) and all r ≥ 2. Therefore
IndexZ/p,FpF (R
d, p) ⊆ H≥(d−1)(p−1)+1(Z/p;Fp). (8)
3. Let us denote by Hr := Z/p × · · · × {0} × · · · × Z/p, for 1 ≤ r ≤ k subgroups of the
group G that are obtained by substituting the r-th summand in the product with the
trivial group. Moreover, let Kr := {0} × · · · × Z/p × · · · × {0} be a subgroup of G such
that G = Kr ⊕Hr. Without losing generality we can assume that
H∗(Kr;Fp) = Fp[wr]⊗Λ[er] and H∗(Hr;Fp) = Fp[w1, . . . , ŵr, . . . , wk]⊗Λ[e1, . . . , êr, . . . , ek]
where ̂ means deleting this term from the list. Then by the previously established
inclusion (8) and [FH88, Proposition 3.1, page 75] we have that
IndexG,FpΓ ⊆ H≥N (K1;Fp)⊗H∗(H1;Fp) + · · ·+H≥N (Kk;Fp)⊗H∗(Hk;Fp) (9)
where N = (d− 1)(p − 1) + 1.
4. Under the assumption of the theorem on the polynomial θ the relation (9) implies that
θ /∈
〈
w
(d−1)(p−1)
2
+1
1 , . . . , w
(d−1)(p−1)
2
+1
k
〉
⊇ IndexG,FpΓ ∩ Fp[w1, . . . , wk]
and consequently
IndexG,FpΓ # IndexG,Fp
(
Rp ⊗ · · · ⊗ Rp\∆p ⊗ · · · ⊗∆p
)
.
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Therefore, there can not exist a G-equivariant map
Γ −→ Rp ⊗ · · · ⊗ Rp\∆p ⊗ · · · ⊗∆p,
and the theorem is proved.
Proof of Theorem 2. In the case when k = 2 the polynomial θ can be presented in the
following way
θ2 = (p − 1)!wp−12
∏
i∈Fp\{0},j∈Fp
(iw1 + jw2) = w
p−1
2
∏
k∈Fp
(w1 + kw2)
p−1
= wp−12 (w
p
1 − w1wp−12 )p−1 = wp−11 wp−12 (wp−11 − wp−12 )p−1,
where we used the equality
∏
k∈Fp(t+ k) = t
p − t modulo p. Therefore,
θ = w
p−1
2
1 w
p−1
2
2 (w
p−1
1 − wp−12 )
p−1
2 .
For brevity put m = p−12 . The monomials of the polynomial θ that have nonzero coeffi-
cients are of the form
wm+2mℓ1 w
m+2m(m−ℓ)
2 , where 0 ≤ ℓ ≤ m.
The sufficient conditions of Theorem 8 for the existence of the grid applied in this k = 2
case imply that
d1 ≥ 2ℓ+ 2, d2 ≥ 2(m− ℓ) + 2 for some 0 ≤ ℓ ≤ m.
In particular, if m is divisible by 2 (i.e., p − 1 is divisible by 4) we may take d1 = d2 =
m + 2 = p+32 . The case p = 5, d = 4 is an example of this type. On the other hand, for
m odd we can take d1 = d2 = m+ 3 =
p+5
2 . The formula that unifies both cases is given
in Theorem 2.
3 Nondegenerate embeddings
In this section we give two constructions of nondegenerate embeddings. First, we give
nonconstructive proof for Theorem 5. Then, we shall present slightly inferior, but explicit
construction.
Proof of Theorem 5. We shall construct a sequence of polynomials f1, f2, . . . : Cs → C
such that deg fi ≤ si and for every n the map f = (f1, f2, . . . , fn) from Cs into Cn is
nondegenerate of order s. Each of the polynomials f1, f2, . . . will be of degree at most sn.
The first s functions f1, . . . , fs are any s algebraically independent polynomials. We
could take them to be projections on the respective coordinates, or generic polynomials.
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Suppose we have chosen f1, . . . , fn−1. For fn we shall choose a generic polynomial of
degree sn. The preimage of a codimension s subspace under f is the variety V given by
the system of s equations
V =

n∑
j=1
ai,jfj = 0, for i = 1, . . . , s
 , (10)
where A = {ai,j}i,j is an s-by-n matrix of rank s. We can assume that the system is in
echelon form, i.e., there are numbers c1 < · · · < cs such that ai,j = 0 if j > ci and ai,j = 1
if j = ci. We shall call the set sh(A)
def
= {c1, . . . , cs} the shape of A. Alternatively, the
shape of A is the Schubert cell of A.
We shall show that the variety V is zero-dimensional. It will then follow by Bezout’s
theorem that the number of the solutions is at most deg V ≤ (max deg fi)s ≤ (sn)s. Let
gi =
∑n−1
j=1 ai,jfj (note that the summation ranges to n − 1, not n). Put U = {g1 =
· · · = gs−1 = 0}, so that V = U ∩ {gs + fn = 0}. Since (f1, . . . , fn−1) : Cs → Cn−1 is a
nondegenerate embedding, it follows that dimU = 1.
Let λ be a possible shape for a matrix A. Now fix λ. Denote by Pd,s the space of all
degree d polynomials on Cs. Let
Bλ = {f¯ ×A ∈ Pd,s ×Ms×n(C) : sh(A) = λ and dim(V ∩ {gs + f¯ = 0}) = 1}
be the set of “bad” polynomials fn. The set B is a variety, and we shall estimate its
dimension by bounding dimension of the fibers Bλ ∩ {A = A0}. Fix a value of A, and
hence the variety U . Let U1, . . . , Um be the irreducible components of U . Let
Bλ,A(i) = {f¯ × Pd,s : {gs + f¯ = 0} ⊃ Ui}.
Since dimMs×n(C) = sn, the fibers of Bλ are unions of Bλ,A’s, it suffices to show that
dimBλ,A(i) < dimPd,s − sn. Since Ui is irreducible, it follows that {gs + f¯ = 0} ⊃ Ui is
equivalent to gs+ f¯ ∈ I(Ui), where I(Ui) is the ideal of Ui. Since dim I(Ui) = dimUi = 1,
the Hilbert function of I(Ui) satisfies H(I(Ui); d) ≥ d, which means that dimBλ,A(i) <
dimPd,s − sn if d ≥ sn.
Let C∗ = C \ {0}. We now give an explicit nondegenerate polynomial embeddings
of (C∗)s into Cn. For that we first state a theorem by Bernstein. A Laurent polynomial
f ∈ C[x1, x−11 , . . . , xd, x−1d ] is a linear combination of monomials xs = xs11 · · · xsdn . The
support supp f of a polynomial f =
∑
csx
s is the set of all s such that cs 6= 0. For a
non-zero rational vector α = (α1, . . . , αd) let m(α, S) = min{〈α, s〉 : s ∈ S}, and Sα =
{s ∈ S : 〈α, s〉 = m(α, S)}. Then for a Laurent polynomial f =∑ csxs with supp f ⊂ S
let fα =
∑
s∈Sα
csx
s. For sets S, T ⊂ Zn, the notation S + T def= {s + t : s ∈ S, t ∈ T}
denotes the Minkowski sum of S and T . Finally, for sets Si ⊂ Zn let
V (S1, . . . , Sd) =
∑
I⊂[d]
I 6=∅
(−1)d−|I| vol
(
conv
(∑
i∈I
Si
))
(11)
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denote the mixed volume of the Newton polytopes of Si’s. We remark that the underlying
meaning of the mixed volume is that vol(λ1 ·C1+· · ·+λd·Cd) is a polynomial in λ1, . . . , λd ∈
R+ whenever C1, . . . , Cd are compact convex sets.
Lemma 9 (Theorem B in [Ber75]). Suppose f1, . . . , fd are Laurent polynomials in d vari-
ables, and Si = supp fi. If for every non-zero rational vector α the system f1α = · · · =
fdα = 0 has no zeros on (C∗)d, then the system f1 = · · · = fd = 0 has exactly V (S1, . . . , Sd)
solutions on (C∗)d.
Theorem 10. Let fi =
∑s
j=1 x
pij
j +x
−pij
j be a polynomial in variables x1, . . . , xs. Suppose
the exponents pij are distinct prime numbers satisfying pij < pi′j for every i < i
′. Then
(f1, . . . , fn) : (C∗)s → Cn is a nondegenerate embedding. Furthermore, its order is at most
(4s/s!)(smax pij)
s.
Proof. As above it suffices to show that the system of equations (10) has only finitely
many solutions. As before we assume that the system is in the echelon form, and of shape
{c1, . . . , cs}, and define gi =
∑n−1
j=1 ai,jfj. Let α be a non-zero rational vector. Since the
Newton polytopes of f1, . . . , fn are nested crosspolytopes, supp giα ⊂ supp fci . If giα is a
sum of powers xj1 , . . . , xjk , then αjl/αjm = pci,jm/pci,jl . To each i associate an arbitrary
spanning tree Ti on the ground set {j1, . . . , jk}. The union
⋃s
i=1 Ti cannot have a cycle
because it would correspond to a non-trivial product of primes and their inverses being
equal to 1. Thus
⋃s
i=1 Ti is a tree, and so has at most s − 1 edges. By the pigeonhole
principle one of Ti’s has no edges, and corresponding equation giα = 0 has only one term.
Since that equation has no solutions in (C∗)s, the conditions of Bernstein’s theorem hold
for (10).
Since the unit crosspolytope has volume 2s/s!, each term in the alternative sum (11)
is at most 2s/s!(smax pij)
s. Since there 2s − 1 terms, by Bernstein’s theorem the number
of solutions is at most
(4s/s!)(smax pij)
s ≤ (4emax pij)s.
If we choose pij’s from the first sn prime numbers, and use that m’th prime number is
less than 2m logm for m ≥ 3, from the theorem above we obtain an explicit nondegenerate
embedding of order less than
(
8esn log(sn)
)s
.
4 Polynomial regular embeddings
In this section we construct polynomial regular embeddings.
Proof of Lemma 6. We shall construct f in two steps. First, we construct a t-regular
polynomial f which maps to C(
s+d
d ). Then we shall compose it with a suitable projection
C(
s+d
d ) → C(s+1)t to obtain the required map.
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Let Bd,s be the set of all monomials of degree at most d on Cs. Define f : Cs → CBs,d via
fb(x) = b(x) for every element b ∈ Bd,s. The function f is the so-called Veronese embed-
ding. It is t-regular. Indeed, suppose x1, . . . , xt are any t distinct elements x1, . . . , xt ∈ Cs
and that f(x1), . . . , f(xt) are linearly dependent, i.e., there are scalars α1, . . . , αt such that∑
αif(xi) = 0. The latter condition is equivalent to∑
αig(xi) = 0 for every polynomial g of degree at most d. (12)
Let p : Cs → C be projection such that p(x1), . . . , p(xt) are distinct. Then one of the
symmetric forms
∑
αip(xi)
j must be non-zero, contradicting (12).
Let n = (s + 1)t. Let Prj be the space of all linear maps from CBs,d to Cn. For
x = (x1, . . . , xt) ∈ (Cs)t set
B(x) =
{
p ∈ Prj : p(f(x1)), . . . , p(f(xt)) are linearly dependent
}
,
and
B =
⋃
x
B(x).
Since f(x1), . . . , f(xt) are linearly independent, the codimension of B(x) is
dimPrj− dimB(x) = n− (t− 1).
As x ranges over st-dimensional space and st < n−(t−1), it follows that dimB < dimPrj,
i.e., for a generic projection p the map p◦f is t-regular. The composition p◦f is a generic
polynomial of degree d.
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