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Abstract 
In this thesis, the m-arity tree networks have been investigated to derive equations 
for their nodes, links and required wavelengths. The relationship among all 
parameters such as leaves nodes, destinations, paths and wavelengths has been 
found. Three situations have been explored, firstly when just one server and the 
leaves nodes are destinations, secondly when just one server and all other nodes 
are destinations, thirdly when all nodes are sources and destinations in the same 
time. The investigation has included binary, ternary, quaternary and finalized by 
general equations for all m-arity tree networks. 
Moreover, a multicast technology is analysed in this thesis to transmit data carried by 
specific wavelengths to several clients. Wavelengths multicast switching is well 
examined to propose split-convert-split-convert (S-C-S-C) multicast switch which 
consists of light splitters and wavelengths converters. It has reduced group delay by 
13% and 29% compared with split-convert (S-C) and split-convert-split (S-C-S) 
multicast switches respectively. The proposed switch has also increased the 
received signal power by a significant value which reaches 28% and 26.92% 
compared with S-C-S and S-C respectively. 
In addition, wavelengths allocation algorithms in multicast technology are proposed 
in this thesis using tree networks topology. Distributed scheme is adopted by placing 
wavelength assignment controller in all parents’ nodes. Two distributed algorithms 
proposed shortest wavelength assignment (SWA) and highest number of 
destinations with shortest wavelength assignment (HND-SWA) algorithms to 
increase the received signal power, decrease group delay and reduce dispersion. 
The performance of the SWA algorithm was almost better or same as HND-SWA 
related to the power, dispersion and group delay but they are always better than 
other two algorithms. The required numbers of wavelengths and their utilised 
converters have been examined and calculated for the researched algorithms. The 
HND-SWA has recorded the superior performance compared with other algorithms. 
It has reduced number of utilised wavelengths up to about 19% and minimized 
number of the used wavelengths converters up to about 29%. 
Finally, the centralised scheme is discussed and researched and proposed a 
centralised highest number of destinations (CHND) algorithm with static and dynamic 
scenarios to reduce network capacity decreasing (𝐶𝑑) after each wavelengths 
allocation. The CDHND has reduced (𝐶𝑑) by about 16.7% compared with the other 
algorithms.  
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Background and Motivations 
Brief background of the wavelength assignment is presented in this chapter. 
Motivations of this work, aim and objectives are well demonstrated in this chapter. 
Furthermore, the procedures and processes to achieve the main contributions of this 
research are described. Finally, the remaining chapters in this thesis are outlined 
and overviewed.  
1.1 Background 
Wavelength division multiplexing (WDM) has made a real revolution in the optical 
fibre networks by supporting a high number of channels (wavelengths) in the optical 
fibres. According to the huge number of wavelengths supported by WDM, each 
specific candidate wavelength has to carry data from source to specific client. 
Therefore, wavelength assignment (WA) is defined [1] as the wavelength chosen in 
the light path between their source and destination/s. The number of wavelengths 
supported by WDM is varied from one fibre type to another and which type of WDM 
has been used (CWD or DWDM). However, the latest number of wavelengths 
transmitted with WDM [2] using single fibre is 432 wavelengths with a capacity of 
171 Gb/s. 
1.1.1 Wavelengths assignment schemes 
Wavelength assignment schemes can be divided into three schemes [3] 
static, dynamic and hybrid. In the static wavelength assignment (SWA) scheme, a 
specific wavelength is dedicated to each destination; therefore, the number of 
destinations is equal to the number of available wavelengths in the network or vice 
versa. However, it is used in the small and limited networks and it is also used in the 
sensitive networks when the wavelength always needs to be available like health 
and military use. 
The dynamic wavelength assignment (DWA) scheme assigns wavelengths to 
destinations based on the required data transfer? Thus it is allowing each 
wavelength to be assigned to different target at various times. Therefore, it utilizes 
the network resources in a more efficient way. The hybrid wavelength assignment 
(HWA) scheme is basically a compilation of these two schemes (static and dynamic). 
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Wavelength-routed all-optical WDM network [4] is considered to be a favourable 
nominee for the next generation of wide-area backbone networks. The knowledge of 
the huge increase in the global data transmission [5] which is approaching 11.2 
Exabyte (EB) in the next four years (2017), provides a high motivation to develop 
telecommunication networks using superior enhanced wavelength assignment 
algorithms in WDM technology. 
Wavelength assignment WDM technology increases network capacity of number of 
calls by significantly increasing transmission using several different signals in a 
single fibre [6-9] and a sufficient algorithm to allocate the fitted wavelength in this 
fibre is proposed. 
 
In multi-fibre [10-12] environment, every link contains multiple fibres. Therefore, the 
same wavelength can be transmitted in the same link provided that they use different 
fibres. By utilizing multi-fibre methodology, the wavelengths will be re-used sundry 
times and the number of served calls will be maximized in the optical fibre network. 
 
1.1.2 Wavelengths Assignment Technologies 
Wavelength allocation can be made to just a single destination [13] when the 
data is restricted to one client and no any other customer can receive the carried 
information, and this process called uni-cast. The method which chooses 
wavelength/s to send data from one source to several users (encoded to one group) 
at the same time [14], is called multicast. This procedure has been adopted by the 
research in this thesis. There is another technique to transmit wavelength carrying 
information (especially radio and TV programmes) [15] to the public and generally for 
any client who likes to receive these telecast, which is called broadcast. 
 
Wavelength ranges (bands) that have been used in WDM are various from 1260 nm 
– 1660 nm [16], while wavelengths that are used are depending on different types of 
optic fibres. They utilize dissimilar band of wavelengths for downstream and 
upstream (table 1.1) data transmission, to minimize the attenuation caused by 
scattering and absorption.  
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Plastic Optical 
Fibre (POF) 
Multimode Graded 
Index Fibre 
Single-mode 
Fibre 
650 nm   
850 nm 850 nm   
  1300 nm 1300 nm 
    1550 nm 
Table 1-1: Wavelength range used in different fibre types 
1.2 Motivations 
According to the great insistence demand for the ultra-wide bandwidth and huge 
network capacity, the wavelength assignment algorithms in WDM technology have 
been a tremendously active topic for a large amount of scientific researches. There 
is a large number of researches focused on different targets in this technique 
especially on saving energy [17-20], quality of service (QoS) [21-23], blocking 
probability or network capacity [24-26], number of utilized wavelength’s converters 
[27] and number of needed wavelengths [28].  
The essential motivation behind the work in this thesis is to save energy of the 
optical network by decreasing number of used wavelength’s converters (WC), 
increasing network capacity (NC) by minimizing the decrease in network capacity  
after each wavelength assignment (WA), reducing the network cost by minimize 
number of applied wavelengths and finally maximizing QoS by reducing wavelength 
conversion range (WCR) as much as possible which leads to the reduction of 
dispersion in the output wavelength from its converter. 
1) Cost is the main topic in any optical network which is required to be designed. 
At any time, price is very important for all customers and if any company 
needs more users then it has to reduce the expense of its service as much as 
it can. Many researchers have tried to minimize. Their network cost by 
different techniques and procedures. Wavelength converters are extremely 
expensive devices in the active optical network. In this research, network cost 
is decreased by reducing the number of used wavelength converters.  
2) One of the prime reasons to preferring optical fibre network to the other wired 
and wireless networks is because of the high number of calls (capacity) that 
can be served. Several hundreds of wavelengths can carry calls from source 
to various clients using just one single fibre. This huge bandwidth has to be 
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utilized by intelligent methods to save and to avoid wasting the resources of 
this network. Therefore, this work has taken this issue into consideration to 
save network capacity by using a smart wavelength assignment algorithm. 
3) Environment needs help! As a result of emissions to the environment of 
harmful gases like 𝐶𝑂2 which affects the climate, it needs help. One of the 
main sources of these pollutants to the environment is non-clean power 
generation plants. Therefore, reducing the energy is necessary and urgent to 
preserve the environment in which we live. Reducing energy was and is still 
the main cause of a lot of research in various fields. The objective is to reach 
the clean and pure environment which has significant positive effects on the 
health of all creatures. That provides a motivation to make a part of our 
research on energy saving and how this work can reduce consumed energy 
as much as possible. 
4) The revolution in the new and continuously improving technologies is 
concentrating on providing pleasure and enjoyment to the clients. One of 
these objectives is quality of service (QoS) which is applied for the 
telecommunication generally and on the computer network specially. QoS 
term refers to the ability of the network to provide a better service for the end 
user using different technologies. QoS includes all the parts which leads to a 
perfect connection, such as less dispersion, decrease the cross-talk, 
minimizing response time, no or less lost data, reduction of signal-to-noise 
ratio, and so on. Thus the QoS was one of the motivations behind this work. 
1.3 Aim and Objectives 
The aim of the research presented in this thesis is to find appropriate wavelength 
assignment algorithm using multicast technology in tree network topology in WDM 
optical fibre to increase network capacity, minimize network cost and network power 
consumption and enhance provided quality of service. In other words the aim is to 
design a new processing to assign wavelength to each coming call by using an 
optimized algorithm in multicast tree networks. 
To achieve this aim, the objectives are constructed and arranged as follows 
below: 
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a) Find the adequate network topology to be designed and investigated 
using the convenient algorithm to capture the compatible wavelength. 
b) Derive equations to calculate the prerequisite wavelengths to supply 
destinations and number of necessary devices (routers, switches, 
wavelength converters…etc.) to carry data from their source to clients. 
c) Investigate the suitable wavelengths assignment proposing various 
methods to improve network performance. Wavelength continuity 
constraint is required for the centralized processing scheme, therefore it is 
considered for the localised wavelength assignment. In this agenda, the 
passive optical term is taken in account. Passive components (light 
splitters, optical fibres, WDM, isolators, circulators...etc.) have been built 
in the passive network designs. 
d) To ensure that the network capacity after each allocation is reduced as 
minimally as possible to maintain its availability to feed destinations. This 
is achieved by choosing the wavelength that has the highest number of 
destinations. 
e) Design energy and quality saver switch to dispense wavelengths to all 
required users. VPI modulator is used to build the proposed switch in the 
wavelength assignment network to display the power consumption, 
dispersion and group delay. 
f) To offer a wavelength selection technique using a distributed scheme. In 
this programme the active optical expression is adopted. The main active 
components (wavelengths converters (WC), routers, switch…etc.) have 
been considered in this project.  
g) Overcome the expenditure of the distributed wavelength allocation 
method by concentrating on reducing the number of utilized WCs. 
Number of used wavelengths is also decreased to constrict the network 
outlays. 
1.4 Contributions to knowledge 
Almost all network topologies that have been studied by most researches can 
be divided into three cases. The first is the mesh network, which has been 
investigated in several research using NJ-LATA, USNET, NSFNET [29], while, 
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other work has investigated the second topology which is called ring network [30]. 
Third topology which is called tree network has been examined [31] using 
random design of trees. 
The first contribution of this work is to propose symmetric (Ary or arity) tree 
networks. In the symmetric (Ary or Arity) tree networks, all nodes in the network 
(except leaf nodes) have a specific number of children such as binary, ternary, 
quaternary…etc. In the binary tree network, all nodes (except leaf nodes) have 
two connected children. While in the ternary tree network, all nodes (except leaf 
nodes) have three children. The network capacity (accepted calls) has been 
explored and equations have been derived for these Arity networks. The number 
of needed wavelengths to serve calls and the number of nodes for these 
symmetric networks are calculated by these derived equations. Various cases for 
these networks are presumed (one-to-many, one-to-all and all-to-all cast). 
The fundamental contributions of this research are to assume appropriate 
wavelengths assignment (WA) in WDM optical fibre networks in two scenarios 
(centralized and distributed). DWA is a proficient technique to select an 
appropriate wavelength from source to clients. The centralized wavelength 
assignment (CWA) algorithm has been proposed to save network capacity 
(number of calls can be served) by minimizing number of utilised wavelengths 
and reducing the decrease in network capacity after each wavelength 
assignment. 
In the distributed wavelengths allocation (DWA), active devices have been used 
such as wavelength converters. Therefore, it concentrates in its processing to 
minimize the number of used converters to save cost and energy. Other 
contribution in the DWA is to increase quality of service (QoS) by choosing the 
shortest wavelength. That will maximize wavelength power, which leads to 
minimizing dispersion in the converted wavelength. The number of utilized 
wavelengths has been shrunk in the proposed DWA. 
The other contribution is to propose a new multicast wavelength switch. This 
switch has reduced wavelength conversion range (WCR) which is the difference 
between the input and the output wavelength. This idea has helped also to 
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minimize dispersion which is caused by high WCR. This leads also to obtain 
better QoS. 
1.5 Organisation of the thesis 
The research in this thesis is about the wavelengths switching and assignment in 
optical fibre. It consists of eight chapters. The chapters are inter-dependant and 
therefore the reader has to read them in details and follow them sequentially. The 
first chapter contains an introduction about the whole thesis subject. It includes also 
the main aim of this research work, objectives, motivations and contributions. The 
second chapter is about the previous works and related research. It also comprises a 
history for this work and an overview on the wavelengths switching and assignment 
in various tree networks in optical fibres. 
The third chapter presents the analysis of the tree networks and their types. The 
symmetric tree networks are the adopted topologies and the number of required 
nodes, links wavelengths equations have been derived and formulated. However, 
the fourth chapter investigates the wavelength multicast switching using light splitters 
and wavelengths converters. The proposed multicast switch is compared with two 
other switches. The main advantages of using our proposed switch are to increase 
the transmitted wave’s power and reduce the group delay. Moreover, it has 
decreased the number of wavelengths converters which are very expensive energy 
consumption devices. The fifth chapter has investigated the wavelengths assignment 
in distributed scheme and proposed a new algorithm to multicast wavelengths to 
different destinations. The new algorithm has concentrated on increasing signal 
power, minimize group delay and dispersion.  
The sixth chapter investigates the effect of the wavelengths allocation algorithm on 
the number of required wavelengths to carry multi-casted data from source to 
various clients. It also investigates how to reduce the number of wavelengths 
converters in multicast technology. It works on the distributed scheme when the 
wavelengths selection is processed in all parents’ nodes.  The seventh chapter 
contains the wavelength assignment algorithm for multicast technology in a 
centralised scheme. This scheme is proposed to simplify the multicast network and 
reduce its expense. The eighth chapter holds the conclusion and the future work. 
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Optical Fibre Communication 
 
2.1 Introduction 
In the communication system, a signal is transferred from one device called 
transmitter to another device in the second side called receiver. The data is 
transmitted from one end user to other through a medium (wireless, optical, 
copper… etc.) [1]  
 
 
Figure 2- 1: Communication through a medium 
The first phenomenon of light transmission through a medium was discovered in 
1854, while the first glass fibre was made in the 1920s and their practical use has 
been started in 1950s. The optical fibre communication was mainly used in medical 
applications about 1970. 
The optical communication had a very high loss about (1000 dB/km) and it was 
reduced by the end of 1970s to reach just (0.2 dB/km) in the region of 1550 nm. The 
first microwave system was implemented in 1948 to carry about 100 Mb/s at 
frequency of 4 GHz. The data rate in coaxial system was increased to about 274 
Mb/s in 1975. [2] 
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2.2 Fibre Attenuation Loss 
Transmission through the fibre optic suffers from attenuation for the far distance and 
the attenuation is directly proportional to the length of the fibre and inversely 
proportional with the transmitted wavelength. The main acceptable range of 
wavelengths in optical fibre is 1300 to 1600 nm and the attenuation can be 
formulated in equation below: [3] 
 
𝛼 = 𝐴
1
𝜆4
+ 𝐵 + 𝐶                                              (2.1) 
Where,  
(𝐴) is the Rayleigh scattering coefficient 
(𝐵) is the combined wavelength-independent scattering loss 
(𝐶(𝜆)) is all the other wavelength-dependent loss 
 
  
 
 
 
 
 
 
 
 
 
Figure 2- 2: Attenuation for various wavelengths and the transmission windows in optical fibres [4] 
Chapter Two: Optical Fibre Communication 
 
 
 
16 
 
2.3 Chromatic Dispersion 
The dispersion is generally defined as the separation of a wave into its components 
according to a given characteristic such as wavelengths. The dispersion in single-
mode fibre is divided to a material and waveguide dispersion. The material 
dispersion is caused by the material that the fibre is made from. While the waveguide 
dispersion is caused by the wavelength effects and it is directly proportional to the 
wavelength and inversely proportional to the radius of the single-mode fibre. There is 
another dispersion type called polarization mode dispersion (PMD) which is caused 
by the polarization of the different components of the signal. They travel at different 
speeds because of the various refractions of the components when they refract off 
the glass. [5] 
The dispersion is investigated in different works to be reduced. The length of fibre 
has reached 100 km to transmit 10 Gbps with the minimum bit error rate (10−40) 
using wavelength of 1550 nm. The single-mode fibre (SMF) and dispersion 
compensating fibre (DCF) has been used to get a best performance. [6]  
Dispersion is managed in four-wave mixing (FWM) by using orthogonal frequency 
division multiplexing (OFDM) system with an optical phase conjunction module. [7].  
According to the high effect of the dispersion on the quality of the signals and 
detecting signal in the receiver, the work has investigated the reduction of 
dispersion. It is minimized by modifying the radius of the fibre and using single-mode 
fibre [with Si𝑂2: 𝐺𝑒𝑂2 (13.5) core and Si𝑂2 cladding] [8]. The polarization mode 
dispersion (PMD) is investigated using 40-Gbps-per-wavelength system. The 
wavelengths used are the C band, which are centralized in 1550 nm and they are 
transmitted to distances as far as 2852 km. [9]. 
A high data rate is transmitted in the system and the PMD value is improved using 
WDM. It is based on the concept of splitting optical signals into fast and slow 
polarization components and improving the slow one while using the fast one for the 
output [10]. The effect of the temperature on the chromatic dispersion is analysed for 
the 40-Gbps system. The experiment is demonstrated through six types of optical 
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fibres [11]. The chromatic dispersion compensation (CD) is investigated in passive 
optical network for up to 68 km. The pre and post-compensation is implemented by 
using fibre Bragg grating in WDM. [12] 
 
2.4 Networks Topologies 
The optical fibre networks are investigated in various topologies for different benefits 
and to obtain several advantages in their performance. There are six famous 
network topologies in optical fibre technology listed below:  
a. The bus network in which each node (computer or other devices) is 
connected to the central optical fibre, cable or link called the bus. 
b. The star network topology is a central server connected to all the workstations 
directly.  
c. The ring network topology is when the computers are connected in a circle 
loop configuration. Each workstation is directly connected to two others. The 
remaining workstations are indirectly connected and the data is passing 
through one or more nodes to reach destination. 
d. The token protocol is used in a star or ring topology, and the signal passes in 
only one direction. 
e. The mesh network topology is one of two configurations, first one called full 
mesh and the second called partial mesh. In the full mesh topology, each 
computer is connected directly to all the other nodes. In the partial mesh 
topology, some workstations are connected to all the other nodes, and some 
are connected only to those others which they exchange the most data. 
f. The tree network topology consists of two or more star networks connected to 
each other. The central computers of the star networks are connected to a 
main bus. 
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Figure 2- 3: Optical network topologies [13] 
 
The algorithms differ according to the topology of the examined network. The failure 
protection in conventional passive optical networks is investigated for the tree and 
ring topologies. WDM-PONs is implemented in the network's architectures to review 
their performance and how to overcome the fibre links failure in these two topologies. 
[14] 
Four topologies of networks (bus, star, tree and ring) are investigated to explore the 
signal quality factor, received power, the maximum number of users supported for 
different input signal’s powers. The 10-Gbps data rate is transmitted to prove that the 
tree network topology provides a low-cost solution for a large geographical area. [15] 
Ring and partial mesh networks are examined to improve the power consumed to 
transmit optical fibre signals. [16] 
Point-to-multipoint technology in a tree topology optical access network is 
investigated. [17] Optical ring network has been implemented using multiple fibres 
[18], waveband switching [19], to minimize switching cost [20] or to minimize 
transceivers cost and number of wavelengths. [21] 
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A Binary tree is implemented to investigate transmission delay combined to the 
classical bottom-up calculation of the channel transfer function. [22] Topology 
inference is discussed to avoid the problem of anonymous routers. [23] A distributed 
multicast technology is researched in tree network for the internet to increase the 
number of nodes on the topology. [24] The tree network is designed to investigate 
certain asymptotic properties of impulse response in periodic distributed network. 
[25] 
A bus and a star [26] topology are investigated in a controller area network (CAN), 
while Amrinder, Suresh and Choi have studied linear and ring topologies to reduce 
number of hops and the traffic delay. [27] The mesh network has been investigated 
using two heuristic algorithms in group-cast technology [28], while dynamic multicast 
technology in mesh network was investigated to minimize blocking probability for two 
schemes. [29] 
 
2.5 Wavelengths Switching 
In telecommunication technology, one user (e.g. computer) can connect with another 
user using a medium (cable, fibre…etc.), while three users need three fibres to 
connect all users with each other. Four users need six fibres to connect all users with 
each other and that can reach up to about (
𝑁(𝑁−1)
2
) for N users. That will lead to a 
large amount of fibres where some fibres will be rarely used. Therefore switches 
have to be provided to overcome this problem. [30] 
Switches work in layer 2 and 3 to connect nodes with each other and enable data to 
reach their address with different local area networks (LAN) [31]. There are switch, 
router and hub in a network and they have different performances. Hub is the device 
that the data is broadcasted to all devices connected to it, even if some devices are 
not meant to receive these data. However, switch connects different computers in 
LAN and sends data to a specific destination. Using switches in a network increases 
its performance and security. A router is used to connect several networks (at least 
two) and it works in layer 2 (data link layer) to forward data to the best route. [32].  
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(a)                                                           (b) 
 
(c) 
Figure 2- 4: Job of each device (a) Hub, (b) switch and (c) Router [33] 
Dynamic waveband switching is investigated using time and wavelength division 
multiplexer to obtain high throughput and less delay [34]. The wavelength switching 
is proposed in all-optical routing with passively routed optical data based on their 
wavelengths. They use wavelength division multiplexing scheme to efficiently route 
multicast optical packets to reduce energy consumption, power and transmission 
delay [35]. Sub-wavelength technology is implemented by dividing a wavelength into 
parts according to time slots. The automatic switched optical network (ASON) based 
on synchronous digital hierarchy (SDH) is employed in the backbone network [36]. 
Multicast is compared with unicast technology to improve network performance 
related to the packet loss probability [37]. The pump-wavelength selection in an 
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optical packet switching (OPS) with parametric wavelength converters (PWC), which 
is proposed to maximize successfully transmitted packets. PWC can provide a 
multiple wavelength conversion and choosing a pump-wavelength selection can 
convert any wavelength in the both downstream and upstream [38]. Wavelength 
switching is proposed using optical packet switch (OPS) to reduce wavelength 
conversion complexity. They have used splitting-converting (S-C) methodology to 
transmit input wavelengths to different output links [39]. 
 
2.6 Centralised and Distributed Algorithms 
Centralised algorithm is represented by a central control in a special node in the 
network and it performs all the network’s processes and holds the whole network 
information such as links situations, nodes status, and wavelengths utilization …etc. 
It proceeds enquires to the control centre which chooses a certain wavelength to 
transmit data from source to destination. In the distributed algorithm, the wavelength 
reservation control is placed in all parent nodes. Each parent node selects the 
appropriate wavelength to its children. The information for all children nodes is 
stored in their parent nodes. Therefore it is called a distributed algorithm because the 
controllers are distributed throughout whole network. The centralised algorithm is 
simple to implement because it does not need information exchange from each node 
for computing but it is still effective in small size networks. Moreover, the centralised 
algorithm has lower blocking probability because the central controller knows the 
update information of the whole network. But the centralised algorithm is 
unreinforced due to the existence of the single point of failure. When any washout 
happens in the central controller, the whole network will not work properly. The other 
disadvantage of the centralised algorithm is that it lacks of scalability. When the 
network is great the large user information needs to be transmitted and the signalling 
information has to be recorded and stored in the central control. This leads to an 
increase computing time which will result in the bottleneck for the whole network 
[40]. Centralised algorithm is expensive [41]. 
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M-Arity Networks 
3.1 Introduction 
 This chapter reports on the theory to allocate a wavelength in the tree networks 
coordinated arrangement in arity ordinal. Wavelength is the required metric to 
support all-to-all uni- multi- and broadcast in the network according to its depth, 
considering the fact that if the node is only a target, a source or target or is only and 
source at the same time. Equations are derived for one and two direction 
(downstream and upstream). Trade-off between wavelength cost and wavelength 
conversion cost considered therefore novel research concentrates on wavelength 
allocation without conversion. Moreover, node types have been taken in account with 
three cases. 
All-optical network technology has the key for the current and future revolution in the 
communication. In the past few years, the wavelength-division –multiplexing (WDM) 
networks have been the strongest candidate for the future high requirement to 
provide enormous available network. Dense wavelength-division-multiplexing 
(DWDM) can provide a hundreds of channels (wavelengths) for each individual 
optical fibre. There are dual and simplex fibre cables. 
The dual core system [1] allows data to be transferred in bi-directional, as opposed 
to simplex fibre cables, which typically only propagate data in one direction. 
A dynamic routing and wavelength assignment (RWA) scheme in multi-fibre WDM 
networks with sparse wavelength conversion is proposed in [2]. Multicast in arity 
ordinal tree network has been introduced in [3]. 
 
 
Figure 3- 1: Symmetric (Arity ordinal) tree networks (a) Binary (b) Ternary (c) Quaternary 
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This chapter designs and implements various algorithms for solving the static RWA 
problem with the objective of minimizing the maximum number of requested 
wavelengths based on LP relaxation formulations [4]. A novel wavelength 
assignment algorithm based on the method of optimal grouping of non-overlapping 
connections is proposed for a linear array network [5], while [6] presents a 
mathematical model for wavelength assignment to minimize number of wavelengths 
needed in wavelength reusable multi-carrier distributed (WRMD) wavelength-
division-multiplexing (WDM) mesh networks. The problem of grooming sub-
wavelength many-to-many traffic into high-bandwidth wavelength channels in optical 
wavelength division multiplexing (WDM) mesh networks is addressed in [7]. 
In [8] a naïve method of supporting functionality in a multicast-incapable (MI) 
environment is proposed by creating a virtual topology consisting of light-paths from 
the multicast source to each destination of the multicast session. 
 
 
Figure 3- 2: N-node linear array network 
3.2 Number of Wavelengths Calculation 
Wavelengths are important parameter in any network. Each device can provide a 
specific number of call capacities depending on the available number of 
wavelengths. Thus the source, that supplies sixteen wavelengths, is better than 
other source that provides eight wavelengths. Device, that has more available 
wavelengths, is certainly more expensive but it has obviously less blocking 
probability, assuming the same load. However, the required number of wavelengths 
in any network has to be calculated in the first steps of the network design. Linear 
network [9] is investigated to find the equation of number of needed wavelengths for 
the data transmission researched to reach each individual destination node. In this 
work, they found equations for the required wavelength’s number according to the 
nodes number in the network.  
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In this work [10], they have investigated the needed wavelengths in the ring network 
scenario. They have found formulas for the required wavelengths according to the 
number of nodes in ring network.  
 
 
Figure 3- 3: Ring network 
In this work [11], number of utilized wavelengths is reduced in the all-optical ring 
network. The array waveguide grating routers (AWGRs) [12] is used in all-to-all 
interconnections for N nodes to decrease number of utilized wavelengths. 
3.3 Number of Nodes Formula 
Nodes are main parts of any network which are connecting links with each other. 
They are called tree edges and they are directed from the root of the network toward 
the network leaves and they connect end-point (source) to end-point (destinations) 
[13]. It is an important object to calculate number of needed nodes and their job 
before network implementing and building. They are very useful in practical network 
operation; therefore, they investigated number of required nodes in an underwater 
network and they called them as signal sources [14]. According to the importance of 
the nodes number, the network structure is analysed and a mathematical model is 
developed to predict the number of nodes in a reordered binary decision diagram 
(ROBDD). This model is used to calculate the highest number of nodes which can be 
produced for a given number of variables [15]. Number of active nodes is 
investigated using network address translation (NAT). They have improved the 
network performance by investigating various aspects of schemes [16].  
3.4 Tree network 
There are various network topologies used in the optical fibre network such as tree, 
ring, mesh, bus. The tree network is chosen in this work because routing calculations 
are not required. In the mesh and ring network there is time consuming to find the 
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best rout while in the tree network has one rout to each destination and there is no 
need to waste time for routing. The other reason is the link stress which is distributed 
to all links in the tree while it is concentrated on the main link in the bus network. The 
disadvantage of the use of the tree network is that an error in any parent node will 
cause a breakdown in communication to all children and grandchildren nodes that 
pass through it. 
3.5 Symmetric Tree Networks (Arity Tree Network) 
The tree networks are investigated according to various schemes. Some of works 
adopted symmetric tree networks (arity or m-ary networks) such as binary, ternary, 
quaternary …etc. [17]. 
Number 
of 
Children 
Name 
1 Unary 
2 Binary 
3 Ternary 
4 Quaternary 
5 Quinary 
6 Sedenary 
7 Septenary 
8 Octonary 
9 Nonary 
10 Denary 
11 Undenary 
12 Duodenary 
Table 3- 1: M-ary numbering 
Other works have implemented random tree networks in their researches [18-22]. A 
binary tree network is implemented to investigate its performance and improve it by 
increase throughput and decrease latency. They have also minimized packet losses 
[23]. They proposed an Optical-Network-on-Chip (ONoC) significantly reduces the 
packet latency through simulations using binary network. [24].  
Tag-collision in radio frequency identification (RFID) system is investigated using 
ternary tree network (M=3) [25]. The work in [26] proposes a broadcast encryption 
scheme with traitor tracing based on the ternary tree structure. They could reduce 
number of labels stored in clients’ devices and the length of the header by about 
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15% for the number of devices reach more than 65500 network devices. The ternary 
tree is implemented in this work to reduce the number of iterations and covers larger 
subgroup using broadcast messages than subgroup formed in binary tree based 
approaches [27]. The works [28-31] have adopted a ternary tree network and used it 
to be investigated in their research. Quaternary tree network is implemented and 
adopted in many research works [32-35].  
3.6 Symmetric not random1 networks 
Tree networks can be symmetric when the parent nodes have specific number of 
children. When the parent node has two children, it is called binary network and 
when it has three children it is called ternary and if it has four children called 
quaternary ...etc. However, the random tree network does not have a specific 
number of children and thus some parent nodes have one child and some have two 
and some have three …etc. the reasons behind choosing symmetric networks are: 
i. Networks’ nodes, links, needed wavelengths are calculable, thus network 
engineering designers can easily find the required infrastructures. This 
facilitates the process of network building and implementation. 
ii. The parent nodes are balanced, that means the routers, switches and other 
devices in the whole network have the same load (even two, three, four or 
more destinations). Unlike the random tree networks, the switch devices do 
not have the same load, some of them has low load (one, two or three 
destinations) and some of them have high load ( more than three 
destinations). 
iii. The network plan is clear if the area needs a small network (binary or ternary), 
or it needs a large network such as quaternary or bigger. 
iv. The links will be balanced and there are same calls per link. Unlike the 
random network where some links has low number of calls and other is full of 
calls. 
v. The data rate and signal power will be easily balanced if that required being 
same for all destinations.  
                                                          
1
 By random we mean non symmetric 
Chapter Three: M-Arity Networks 
 
 
 
 33 
A network has number of paths (P𝑖) from all sources to all destinations and that what 
is called network capacity which is number of paths (P𝑖) in the network. Networks can 
be divided to three networks in this chapter. 
1. Network with one source and just the leaf nodes are destinations and it is 
called one-to-many. 
2. Network with one source and all other nodes are destinations and it can be 
called one-to-all. 
3. Network with all are sources and destinations at the same time and that is 
called all-to-all. 
3.6.1 One-to-Many  
Network that has one source and only the leaf nodes (L) are destinations, where the 
number of destinations (D𝑖) equal to number of leaf nodes (L) and also equal to 
number of allocated wavelengths (A𝑤). To make calls from a source (root node) to all 
leaf nodes a number of wavelengths (A𝑤) is needed to carry these calls. If the height 
(h) between source (v) and destinations (D𝑖) are equal 1 that means root node (v) 
has number of children (m) equal to number of arity (A) of the network. 
The networks which are to be studied here are arity ordinal (A) tree networks. That 
means when every parent node has the same number (m) of children, where m > 1. 
That calls also a perfect binary, ternary, quaternary … etc.  
 
 
Figure 3- 4: One-to-many binary tree network 
So, we need (A𝑤) wavelengths to send data to all (D𝑖), Therefore, (A𝑤 = D𝑖, A𝑤  ∊ 𝑊) 
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When (𝑊) is all the candidate wavelengths in the network. If height (h) is increased 
to more than 1, the number of children will be increased and number of wavelengths 
has to be increased also. 
a. Binary tree (A=2) has height (h) and each parent has two children the leaf nodes 
will be found below, and we need wavelengths (A𝑤) to send data to all required 
destinations (D𝑖). 
 
 
 
Figure 3- 5: Binary tree network 
Height of tree 
(h𝑖) 
Number of 
nodes (N𝑖) 
Number of leaf 
nodes (L𝑖) 
Number of 
destinations 
(D𝑖) 
Number of 
paths (P𝑖) 
height 1 3 2 2 2 
height 2 7 4 4 4 
height 3 15 8 8 8 
height 4 31 16 16 16 
Table 3- 2: Number of nodes, links, destinations and leaf nodes per each level in one-to-many 
binary tree network 
While the arity is 2, we divide number of leaf nodes on the arity number (A). 
2/2=1, 4/2= 2, 8/2=4, 16/2=8 
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As it is seen, results are 1, 2, 4, 8 and these are geometrical progression of the arity 
number 2. 
Let n is a positive integer number and n > 1, to find the relationship between arity (A) 
of the tree, height (h) of the network and leaf nodes (L) number. 
 
A ∗ n = L                                                                                                                                              (3.1) 
2 ∗ n = 2  n = 1, 2 ∗ n = 4  n = 2, 2 ∗ n = 8  n = 4, 2 ∗ n = 16  n = 8      (3.2)  
𝒉𝟏: n =  𝟐
𝟎, 𝒉𝟐: n = 𝟐
𝟏, 𝒉𝟑: n = 𝟐
𝟐, 𝒉𝟒: n = 𝟐
𝟑  … 𝒉𝒉: n =  𝟐
𝒉−𝟏                                        (3.3)  
 
While the exponent of the arity is equal to the height number of the tree, so the 
equation (3.3) can be written. 
𝒉𝒉: n = 𝟐
𝒉−𝟏 
 
 Insert n value in equation (3.2) to prove it. 
 
𝒉𝟏: 𝟐 ∗ 𝟐
𝟏−𝟏 = 𝟐 𝟐𝟏 = 𝟐, 𝒉𝟐: 𝟐 ∗ 𝟐
𝟐−𝟏 = 𝟒  𝟐𝟐 = 𝟒, 𝒉𝟑: 𝟐 ∗ 𝟐
𝟑−𝟏 = 𝟖  𝟐𝟑
= 𝟖, 𝒉𝟒: 𝟐 ∗ 𝟐
𝟒−𝟏 = 𝟏𝟔  𝟐𝟒 = 𝟏𝟔, 𝒉𝒊: 𝟐 ∗  𝟐
𝒉−𝟏 =  𝑳  𝟐𝒉 = 𝐋   
Hence,  
 𝐋𝐞𝐚𝐟 𝐧𝐨𝐝𝐞𝐬(𝑳) = 𝟐𝒉                                                                                                                   (3.4) 
While, L = 𝐀𝒘, so 
Number of wavelengths needed to make a calls to all leaf nodes = Network capacity 
(number of calls =  
𝑨𝒘𝒊 = 𝟐
𝒉, 𝐰𝐡𝐞𝐫𝐞 , 𝒊 =  𝒉 𝐚𝐧𝐝 𝒉 ≥ 𝟏                                                                                        (3.5) 
Number of nodes in the binary network according to the number of leaf nodes   
𝑁𝑖 = (L ∗ 2) − 1                                                                                                                               (3.6) 
Number of nodes in the binary network according to the height, 
𝑵𝒊 =  𝟐
𝒊+𝟏 − 𝟏, 𝐰𝐡𝐞𝐫𝐞, 𝒊 = 𝒉 𝒂𝒏𝒅 𝒊 ≥ 𝟎                                                                 (3.7) 
Also, Number of nodes in the binary network according to the number of leaf nodes 
is, 
𝒉𝟏: 𝑵𝟏 = 𝑳𝟏 + 𝟏,   𝒉𝟐: 𝑵𝟐 = 𝑳𝟐 + 𝑵𝟏,    𝒉𝟑: 𝑵𝟑 = 𝑳𝟑 + 𝑵𝟐,    𝒉𝟒: 𝑵𝟒 = 𝑳𝟒 + 𝑵𝟑,   
𝒉𝒊: 𝑵𝒊 = 𝑳𝒊 + 𝑵𝒊−𝟏                                                                                                                             (3.8) 
If we compensate the value of 𝑵𝒊 in the equation of 𝑵𝒊+𝟏: 
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𝒉𝟐: 𝑵𝟐 = 𝑳𝟐 + 𝑳𝟏 + 𝟏, 𝒉𝟑: 𝑵𝟑 = 𝑳𝟑 + 𝑳𝟐 + 𝑳𝟏 + 𝟏, 𝒉𝟒: 𝑵𝟒 = 𝑳𝟒 + 𝑳𝟑 + 𝑳𝟐 + 𝑳𝟏 + 𝟏, 
𝒉𝒊: 𝑵𝒊 = 𝑳𝒊 … + 𝑳𝟑 + 𝑳𝟐 + 𝑳𝟏 + 𝟏                                                                                                 (3.9) 
Hence, Number of nodes in the binary network according to the number of leaf 
nodes: 
𝑵𝒊 = ∑ 𝑳𝒏
𝒊
𝒏=𝟏
+ 𝟏                                                                                                                (3.10) 
Number of nodes in the binary network according to the height is: 
If we compensate eq. 3.4 in eq. 3.9, 
𝒉𝟐: 𝑵𝟐 =  𝟐
𝟐 +  𝟐𝟏 + 𝟐𝟎, 𝒉𝟑: 𝑵𝟑 = 𝟐
𝟑 + 𝟐𝟐 +  𝟐𝟏 + 𝟐𝟎, 𝒉𝟒: 𝑵𝟒 = 𝟐
𝟒 + 𝟐𝟑 + 𝟐𝟐 +  𝟐𝟏 +
𝟐𝟎, 𝒉𝑖: 𝑵𝒊 = 𝟐
𝒊 + 𝟐𝟒 + 𝟐𝟑 + 𝟐𝟐 +  𝟐𝟏 + 𝟐𝟎                                                                      (3.11) 
Hence,  
𝑵𝒊 = ∑ 𝟐
𝒏, where, 𝒊 ≥ 𝟎                                                                                             (3.12)
𝒊
𝒏=𝟎
 
Hence, if we look to column two in table 3.2, we can find that the number of nodes is 
as shown below: 
𝒉𝟏: 𝑵𝟏 =  𝟐
𝟐 − 1, , 𝒉𝟐: 𝑵𝟐 = 𝟐
𝟑 − 1, 𝒉𝟑: 𝑵𝟑 = 𝟐
4 − 1, 𝒉𝑖: 𝑵𝒊 = 𝟐
𝒊+𝟏 − 1 
Hence, can be written as 
𝑵𝒊 = 𝟐
𝒊+𝟏 − 𝟏, 𝒘𝒉𝒆𝒓𝒆 𝒊 = 𝒉, 𝒊 ≥ 𝟎                                                                          (3.13) 
Equations above are for a one direction data transmission. When the transmission 
assumed in two directions, equations have to be multiplied by 2. 
 
b. Ternary tree has arity of 3 (A=3) and each parent has three children. We have 
proved that the number of wavelengths (𝐀𝒘) equal to number of destinations (𝐃𝒊) 
and also equal to number of paths (network capacity). To find number of 
wavelengths (𝐀𝒘) needed to feed all destinations (𝐃𝒊), we could follow the same 
method above. 
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Figure 3- 6: Ternary tree 
 
Height of tree 
(𝐡𝒊) 
Number of 
nodes (𝐍𝒊) 
Number of leaf 
nodes (𝐋𝒊) 
Number of 
destinations 
(𝐃𝒊) 
Number of 
paths (𝐏𝒊) 
height 1 4 3 3 3 
height 2 13 9 9 9 
height 3 40 27 27 27 
height 4 121 81 81 81 
Table 3- 3: Number of nodes, links, destinations and leaf nodes per each level in one-to-many 
ternary tree network 
However, the arity is 3; we divide number of leaf nodes on the arity number (A). 
3/3=1, 9/3= 3, 27/3=9, 81/3=27 
As it is seen results are 1, 3, 9, 27 and these are geometrical progression of the arity 
number 3. 
Let n is a positive integer number and n > 1, to find the relationship between arity (A) 
of the tree, height (h) of the network and leaf nodes (L) number. 
A ∗ n = L                                                                                                                                            (3.15) 
3 ∗ n = 3  n = 1, 3 ∗ n = 9  n = 3, 3 ∗ n = 27  n = 9, 3 ∗ n = 81  n = 27   (3.16) 
As it is seen results of n=1, 3, 9, 27 and these are geometrical progression of the 
arity number 3. 
𝒉𝟏: n = 𝟑
𝟎, 𝒉𝟐: n = 𝟑
𝟏, 𝒉𝟑: n = 𝟑
𝟐, 𝒉𝟒: n = 𝟑
𝟑  … 𝒉𝒊: 𝟑
𝒊−𝟏, 𝒉 ≥ 𝟎                                   (3.17) 
While the exponent of the arity is equal to the height number of the tree, so the 
equation (3.17) can be written. 
Height (h): n=𝟑𝒉−𝟏, insert n value in equation (3.16) to prove it. 
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𝒉𝟏: 3*𝟑
𝟏−𝟏=3  𝟑𝟏=3 
𝒉𝟐: 3 ∗ 𝟑
𝟐−𝟏 = 9  𝟑𝟐 = 9, 𝒉𝟑: 3 ∗ 𝟑
𝟑−𝟏 = 27  𝟑𝟑 = 27, 𝒉𝟒: 3 ∗ 𝟑
𝟒−𝟏 = 81  𝟑𝟒
= 81, 𝒉𝟒: 3 ∗  𝟑
𝒉−𝟏 =  𝐿  𝟑𝒉 = L  
Hence, 
𝐋𝐞𝐚𝐟 𝐧𝐨𝐝𝐞𝐬 (𝑳) = 𝟑𝒉                                                                                                                     (3.18) 
Wherever we have proved that 𝐿 =  𝐀𝒘, so 
Number of wavelengths needed to make a calls to all leaf nodes = Network capacity 
(number of calls) = 
 𝑨𝒘𝒊 = 𝟑
𝒉 , 𝒉 ≥ 𝟎                                                                                                                     (3.19) 
 
We can add 𝑵𝟎 to table (3.3) it can be the number of nodes in height 0 which is just 
one node, so 𝑵𝟎 = 𝟏 
Number of nodes in the ternary network according to the number of leaf nodes, 
 
𝒉𝟏: 𝑵1 = 𝑳𝟏 + 𝟏,    𝒉𝟐: 𝑵𝟐 = 𝑳𝟐 + 𝑵𝟏,     𝒉𝟑: 𝑵𝟑 = 𝑳𝟑 + 𝑵𝟐,     𝒉𝟒: 𝑵𝟒 = 𝑳𝟒 + 𝑵𝟑,      
𝒉𝒊: 𝑵𝒊 = 𝑳𝒊 + 𝑵𝒊−𝟏                                                                                                                           (3.20) 
If we compensate the value of (𝑵𝒊) in the equation of (𝑵𝒊+𝟏): 
 
𝒉𝟐: 𝑵𝟐 = 𝑳𝟐 + 𝑳𝟏 + 𝟏   , 𝒉𝟑: 𝑵𝟑 = 𝑳𝟑 + 𝑳𝟐 + 𝑳𝟏 + 𝟏,     𝒉𝟒: 𝑵𝟒
= 𝑳𝟒 + 𝑳𝟑 + 𝑳𝟐 + 𝑳𝟏 + 𝟏,     𝒉𝒊: 𝑵𝒊 = 𝑳𝒊 … + 𝑳𝟑 + 𝑳𝟐 + 𝑳𝟏 + 𝟏              (3.21) 
 
Hence, Number of nodes in the ternary network according to the number of leaf 
nodes: 
𝑵𝒊 = ∑ 𝑳𝒏
𝒊
𝒏=𝟏
+ 𝟏                                                                                                                               (3.22) 
 
Number of nodes in the ternary network according to the height, 
If we compensate eq. 3.18 in eq. 3. 21, 
 
𝒉𝟐: 𝑵𝟐 =  𝟑
𝟐 +  𝟑𝟏 + 𝟏, 𝒉𝟑: 𝑵𝟑 = 𝟑
𝟑 + 𝟑𝟐 +  𝟑𝟏 + 𝟏, 𝒉𝟒: 𝑵𝟒 = 𝟑
𝟒 + 𝟑𝟑 + 𝟑𝟐 +  𝟑𝟏 +
𝟏,𝒉𝒊: 𝑵𝒊 = 𝟑
𝒊 + 𝟑𝟒 + 𝟑𝟑 + 𝟑𝟐 +  𝟑𝟏 + 𝟏                                                                                   (3.23)  
Hence, 
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𝑵𝒊 = ∑ 𝟑
𝒏
𝒊
𝒏=𝟏
+ 𝟏, where, 𝒊 ≥ 𝟎            
𝒉𝟐: 𝑵𝟐 =  𝟑
𝟐 +  𝟑𝟏 + 𝟑𝟎, 𝒉𝟑: 𝑵𝟑 = 𝟑
𝟑 + 𝟑𝟐 +  𝟑𝟏 + 𝟑𝟎, 𝒉𝟒: 𝑵𝟒 = 𝟑
𝟒 + 𝟑𝟑 + 𝟑𝟐 +  𝟑𝟏 +
𝟑𝟎, 𝒉𝑖: 𝑵𝒊 = 𝟑
𝒊 + 𝟑𝟒 + 𝟑𝟑 + 𝟑𝟐 +  𝟑𝟏 + 𝟑𝟎 
Hence,  
𝑵𝒊 = ∑ 𝟑
𝒏
𝒊
𝒏=𝟎
 , where, 𝒊 ≥ 𝟎                                                                                           (3.24) 
 
Hence, if we look to column two in table.3, we can find that the number of nodes is 
as shown below: 
𝒉𝟏: 𝑵𝟏 =  𝟑
𝟐 − 𝟏 = 𝟖 =>  
𝟖
𝟐
= 𝟒, 𝒉𝟐: 𝑵𝟐 = 𝟑
𝟑 − 𝟏 = 𝟐𝟔 =>
𝟐𝟔
𝟐
= 𝟏𝟑, 𝒉𝟑: 𝑵𝟑 = 𝟑
𝟒 − 𝟏 =
𝟖𝟎 =>
𝟖𝟎
𝟐
= 𝟒𝟎, 𝒉𝒊: 𝑵𝒊 = (𝟑
𝒊+𝟏 − 𝟏)/ 𝟐  
 
 Hence, can be written as, 
 
𝑵𝒊 =
𝟑𝒊+𝟏 − 𝟏
𝟐
, 𝐰𝐡𝐞𝐫𝐞,   𝒊 = 𝒉, 𝒊 ≥ 𝟎                                                                        (3.25) 
 
Equations above are for a one direction data transmission. When the transmission 
assumed in two directions, equations have to be multiplied by 2. 
 
c. Quaternary tree has arity of 4 (A=4) and each parent has four children. We have 
proved that the number of wavelengths (𝐀𝒘) equal to number of destinations (𝐃𝒊) 
and also equal to number of paths (network capacity). To find number of 
wavelengths (𝐀𝒘) needed to feed all destinations (𝐃𝒊), we could follow the same 
method above. 
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Figure 3- 7: Quaternary tree 
Height of tree 
(𝐡𝒊) 
Number of 
nodes (𝐍𝒊) 
Number of leaf 
nodes (𝐋𝒊) 
Number of 
destinations 
(𝐃𝒊) 
Number of 
paths (𝐏𝒊) 
height 1 5 4 4 4 
height 2 21 16 16 16 
height 3 85 64 64 64 
height 4 341 256 256 256 
Table 3- 4: Number of nodes, links, destinations and leaf nodes per each level in one-to-many 
quaternary tree network 
While the arity is 4, we divide number of leaf nodes (𝐋𝒊) on the arity number (A). 
4/4=1, 16/4= 4, 64/4=16, 256/4=64 
As it is seen results are 1, 4, 16, 64 and these are geometrical progression of the 
arity number 4. 
Let n is a positive integer number and n > 1, to find the relationship between arity (A) 
of the tree, height (h) of the network and leaf nodes (L) number. 
A*n=L                                     (3.26) 
4*n=4  n=1, 4*n=16  n=4, 4*n=64  n=16, 4*n=256  n=64                      (3.27) 
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As it is seen results of n=1, 3, 9, 27 and these are geometrical progression of the 
arity number 4. 
𝒉𝟏: n = 𝟒
𝟎, 𝒉𝟐: n = 𝟒
𝟏, 𝒉𝟑: n = 𝟒
𝟐, 𝒉𝟒: n = 𝟒
𝟑  … 𝒉𝒊: 𝟒
𝒊−𝟏, 𝒉 ≥ 𝟎           (3.28) 
 
While the exponent of the arity is equal to the height number of the tree, so the 
equation (3.28) can be written. 
Height (h): n=𝟑𝒉−𝟏, insert n value in equation (3.27) to prove it. 
 
𝒉𝟏: 4 ∗ 𝟒
𝟏−𝟏 = 4  𝟒𝟏 = 4. 𝒉𝟐: 4 ∗ 𝟒
𝟐−𝟏 = 16  𝟒𝟐 = 16,  𝒉𝟑: 4 ∗ 𝟒
𝟑−𝟏 = 64  𝟒𝟑
= 64, 𝒉𝟒: 4 ∗ 𝟒
𝟒−𝟏 = 256  𝟒𝟒 = 256, 𝒉𝒊: 4 ∗  𝟒
𝒉−𝟏 =  𝐿  𝟒𝒉 = L   
Hence, 
 
 𝐋𝐞𝐚𝐟 𝐧𝐨𝐝𝐞𝐬 (𝑳) =  𝟒𝒉                                                                                                                   (3.29) 
 
Wherever, we have proved that  𝐋 = 𝐀𝒘, so 
Number of wavelengths needed to make a calls to all leaf nodes =
 Network capacity (number of calls)  = 𝑨𝒘𝒊 =  𝟒
𝒉, 𝒉 ≥ 𝟎                                                  (3.30) 
 
We can add 𝑵𝟎 to table 3.4 it can be the number of nodes in height 0 which is just 
one node, so 𝑵𝟎 = 𝟏 
Number of nodes in the quaternary network according to the number of leaf nodes, 
 
𝒉𝟏: 𝑵𝟏 = 𝑳𝟏 + 𝟏. 𝒉𝟐: 𝑵𝟐 = 𝑳𝟐 + 𝑵𝟏 , 𝒉𝟑: 𝑵𝟑 = 𝑳𝟑 + 𝑵𝟐 , 𝒉𝟒: 𝑵𝟒 = 𝑳𝟒 + 𝑵𝟑, 𝒉𝒊: 𝑵𝒊 =
𝑳𝒊 + 𝑵𝒊−𝟏                                                                                                                                            (3.31) 
If we compensate the value of 𝑵𝒊 in the equation of 𝑵𝒊+𝟏: 
𝒉𝟐: 𝑵𝟐 = 𝑳𝟐 + 𝑳𝟏 + 𝟏, 𝒉𝟑: 𝑵𝟑 = 𝑳𝟑 + 𝑳𝟐 + 𝑳𝟏 + 𝟏, 𝒉𝟒: 𝑵𝟒 = 𝑳𝟒 + 𝑳𝟑 + 𝑳𝟐 + 𝑳𝟏 + 𝟏, 
𝒉𝒊: 𝑵𝑖 = 𝑳𝒊 … + 𝑳𝟑 + 𝑳𝟐 + 𝑳𝟏 + 𝟏                                                                                               (3.32) 
 
Hence, Number of nodes in the quaternary network according to the number of leaf 
nodes: 
 
𝑵𝒊 = ∑ 𝑳𝒏
𝒊
𝒏=𝟏
+ 𝟏 , 𝒊 ≥ 𝟎                                                                                                          (3.33) 
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Number of nodes in the quaternary network according to the height, 
If we compensate eq. 3.29 in eq. 3.32, 
 
𝒉𝟐: 𝑵𝟐 =  𝟒
𝟐 +  𝟒𝟏 + 𝟒𝟎, 𝒉𝟑: 𝑵𝟑 = 𝟒
𝟑 + 𝟒𝟐 +  𝟒𝟏 + 𝟒𝟎, 𝒉𝟒: 𝑵𝟒 = 𝟒
𝟒 + 𝟒𝟑 + 𝟒𝟐 +  𝟒𝟏 +
𝟒𝟎, 𝒉𝒊: 𝑵𝒊 = 𝟒
𝒊 … + 𝟒𝟒 + 𝟒𝟑 + 𝟒𝟐 +  𝟒𝟏 + 𝟒𝟎                                                                          (3.34) 
     
Hence,  
𝑵𝒊 = ∑ 𝟒
𝒏, 𝒘𝒉𝒆𝒓𝒆, 𝒊 = 𝒉, 𝒊 ≥ 𝟎                                                                      (3.35)
𝒊
𝒏=𝟎
 
 
Hence, if we look to column two in table 3.4, we can find that the number of nodes is 
as shown below: 
𝒉𝟏: 𝑵𝟏 =  𝟒
𝟐 − 𝟏 = 𝟏𝟓 =>  
𝟏𝟓
𝟑
= 𝟓, 𝒉𝟐: 𝑵𝟐 = 𝟒
𝟑 − 𝟏 = 𝟔𝟑 =>
𝟔𝟑
𝟑
= 𝟐𝟏, 𝒉𝟑: 𝑵𝟑 = 𝟒
𝟒 −
𝟏 = 𝟐𝟓𝟓 =>
𝟐𝟓𝟓
𝟐
= 𝟖𝟓, 𝒉𝒊: 𝑵𝒊 = (𝟒
𝒊+𝟏 − 𝟏)/ 𝟑  
 Hence, can be written as, 
 
𝑵𝒊 =
𝟒𝒊+𝟏 − 𝟏
𝟑
 , 𝒘𝒉𝒆𝒓𝒆, 𝒊 = 𝒉, 𝒊 ≥ 𝟎                                                                (3.36) 
 
Equations above are for a one direction data transmission. When the transmission 
assumed in two directions, equations have to be multiplied by 2. 
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Figure 3- 8: M-arity network with height h 
d. General equations for arity ordinal tree networks when the networks have one 
source and only the leaf nodes (L) are destinations are, 
 
𝐍𝐮𝐦𝐛𝐞𝐫 𝐨𝐟 𝐋𝐞𝐚𝐟 𝐧𝐨𝐝𝐞𝐬 (𝑳) = 𝐍𝐮𝐦𝐛𝐞𝐫 𝐨𝐟 𝐰𝐚𝐯𝐞𝐥𝐞𝐧𝐠𝐭𝐡𝐬 (𝑨𝒘𝒉) = 𝑨
𝒉 , 𝒉 ≥ 𝟏, 𝐀𝒘 ∊ 𝑾       (3.37) 
 
𝑵𝒖𝒎𝒃𝒆𝒓 𝒐𝒇 𝒏𝒐𝒅𝒆𝒔 (𝑵𝒉) = ∑ 𝑳𝒏
𝒉
𝒏=𝟏
+ 𝟏 , ℎ ≥ 𝟏                                                             (3.38) 
 
𝑵𝒖𝒎𝒃𝒆𝒓 𝒐𝒇 𝒏𝒐𝒅𝒆𝒔 (𝑵𝒉) = ∑ 𝑨
𝒏
𝒉
𝒏=𝟎
, 𝒉 ≥ 𝟎                                                                    (3.39) 
 
𝑵𝒖𝒎𝒃𝒆𝒓 𝒐𝒇 𝒏𝒐𝒅𝒆𝒔 (𝑵𝒉) =
𝑨𝒉+𝟏 − 𝟏
𝑨 − 𝟏
, 𝒉 ≥ 𝟎                                                               (3.40) 
 
3.6.2 One-to-All 
Network with one source and all other nodes are destinations (𝐃𝒊), number of 
destinations (𝐃𝒊) equal to number of nodes except the root node (𝐍𝒊 − 𝟏) and 
naturally equal to number of allocated wavelengths (𝐀𝒘) because each destination 
need one wavelength and not more. To make calls from a source (root node) to all 
nodes (destinations) need number of a wavelengths (𝐀𝒘) to carry these calls. If the 
height (h) between source (v) and destinations (𝐃𝒊) are equal 1, that means root 
node (v) has number of children (m) equal to arity of the network (A). 
 
As we have mentioned, the networks to be studied here are arity ordinal (A). That 
means when every parent node has the same number (m) of children, where m > 1. 
That calls also a perfect binary, ternary, quaternary … etc. 
 
So we need (𝐀𝒘) wavelengths to send data to all (𝐃𝒊), Therefore, 𝐀𝒘 = 𝐃𝒊, 𝐀𝒘  ∊ 𝑾 
When (𝑾) is the number of all candidate wavelengths in the network. If height (h) is 
increased to more than 1, the number of children is increased and number of 
wavelengths has to be increased also. 
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Figure 3- 9: One-to-many Binary tree network 
a. Binary tree (A=2) has height (h) and each parent has two children number of 
nodes (𝐍𝒊) is found in eq. 3.10 and 3.14. We will find also number of wavelengths 
(𝐀𝒘) to send data to all required destinations (𝐃𝒊). 
 
 
Height of tree 
(𝐡𝒊) 
Number of 
nodes (𝐍𝒊) 
Number of leaf 
nodes (𝐋𝒊) 
Number of 
destinations 
(𝐃𝒊) 
Number of 
paths (𝐏𝒊) 
height 1 3 2 2 2 
height 2 7 4 6 6 
height 3 15 8 14 14 
height 4 31 16 30 30 
Table 3- 5: Number of nodes, links, destinations and leaf nodes per each level in one-to-all binary 
tree network 
As we can see in column 4 in table 3.5, number of destinations is represented in 
equation below: 
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𝒉𝟏: 𝑫𝟏 = 𝑳𝟏 ,  𝒉𝟐: 𝑫𝟐 = 𝑳𝟏 + 𝑳𝟐 , 𝒉𝟑: 𝑫𝟑 = 𝑳𝟏 + 𝑳𝟐 + 𝑳𝟑 , 𝒉𝟒: 𝑫𝟒 = 𝑳𝟏 + 𝑳𝟐 + 𝑳𝟑 + 𝑳𝟒 , 
𝒉𝒊: 𝑫𝒊 = 𝑳𝟏 + 𝑳𝟐 + 𝑳𝟑 + 𝑳𝟒 + ⋯ 𝑳𝒊 , where  𝒊 ≥ 𝟏                                                               (3.41) 
Hence, 
𝑫𝒊 = ∑ 𝑳𝒏
𝒊
𝒏=𝟏
, 𝐰𝐡𝐞𝐫𝐞 , 𝒊 =  𝒉 𝐚𝐧𝐝 𝒉 ≥ 𝟏                                                                                  (3.42) 
Compensate 𝑳𝒊 by its value in eq. 3.4, 
𝑫𝒊 = ∑  𝟐
𝒏
𝒊
𝒏=𝟏
, 𝐰𝐡𝐞𝐫𝐞 , 𝒊 =  𝒉 𝐚𝐧𝐝 𝒉 ≥ 𝟏                                                                                (3.43) 
 
While, 𝐃𝒊 = 𝐏𝒊 = 𝐀𝒘 = (𝐍𝒊 − 𝟏), so number of wavelengths needed to feed all 
destinations is: 
𝑨𝒘𝒊 = 𝐍𝒊 − 𝟏, 𝐰𝐡𝐞𝐫𝐞 , 𝒊 =  𝒉 𝐚𝐧𝐝 𝒉 ≥ 𝟏                                                               (3.44) 
𝑨𝒘𝒊 = 𝟐
𝒏+𝟏 − 𝟐, 𝐰𝐡𝐞𝐫𝐞 , 𝒊 =  𝒉 𝐚𝐧𝐝 𝒉 ≥ 𝟏                                                          (3.45) 
We have proved also in eq. 3.10 and 3.13 the relationship between number of nodes 
in binary tree with number of leaf nodes and with height of the tree network. 
Equations above are for a one direction data transmission. When the transmission 
assumed in two directions, equations have to be multiplied by 2. 
 
b. Ternary tree (A=3) has height (h) and each parent has three children, number of 
nodes (𝐍𝒊) is found in. We will find also number of wavelengths (𝐀𝒘) to send data 
to all required destinations (𝐃𝒊). 
 
 
Height of tree 
(𝐡𝒊) 
Number of 
nodes (𝐍𝒊) 
Number of leaf 
nodes (𝐋𝒊) 
Number of 
destinations 
(𝐃𝒊) 
Number of 
paths (𝐏𝒊) 
height 1 4 3 3 3 
height 2 13 9 12 12 
height 3 40 27 39 39 
height 4 121 81 120 120 
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Table 3- 6: Number of nodes, links, destinations and leaf nodes per each level in one-to-all ternary 
tree network 
 
As we can see in column 4 in table 3.6, number of destinations is represented in 
equation below: 
 
𝒉𝟏: 𝑫𝟏 = 𝑳𝟏 ,  𝒉𝟐: 𝑫𝟐 = 𝑳𝟏 + 𝑳𝟐 , 𝒉𝟑: 𝑫𝟑 = 𝑳𝟏 + 𝑳𝟐 + 𝑳𝟑 , 𝒉𝟒: 𝑫𝟒 = 𝑳𝟏 + 𝑳𝟐 + 𝑳𝟑 + 𝑳𝟒 , 
𝒉𝒊: 𝑫𝒊 = 𝑳𝟏 + 𝑳𝟐 + 𝑳𝟑 + 𝑳𝟒 + ⋯ 𝑳𝒊 , where 𝒊 ≥ 𝟏                                                                (3.46)  
 
Hence,  
𝑫𝒊 = ∑ 𝑳𝒏
𝒊
𝒏=𝟏
, 𝐰𝐡𝐞𝐫𝐞 , 𝒊 =  𝒉 𝐚𝐧𝐝 𝒉 ≥ 𝟏                                                                         (3.47) 
 
Compensate 𝑳𝒊 by its value in eq. 3.18, 
𝑫𝒊 = ∑  𝟑
𝒏
𝒊
𝒏=𝟏
, 𝐰𝐡𝐞𝐫𝐞 , 𝒊 =  𝒉 𝐚𝐧𝐝 𝒉 ≥ 𝟏                                                                                (3.48) 
 
While, 𝐃𝒊 = 𝐏𝒊 = 𝐀𝒘 = (𝐍𝒊 − 1), so number of wavelengths needed to feed all 
destinations is: 
 
𝑨𝒘𝒊 = 𝐍𝒊 − 𝟏, 𝐰𝐡𝐞𝐫𝐞 , 𝒊 =  𝒉 𝐚𝐧𝐝 𝒉 ≥ 𝟏                                                               (3.49) 
 
𝑨𝒘𝒊 = [
(𝟑𝒏+𝟏 − 𝟏)
𝟐
] − 𝟏, 𝐰𝐡𝐞𝐫𝐞 , 𝒊 =  𝒉 𝐚𝐧𝐝 𝒉 ≥ 𝟏                                           (3.50) 
 
We have proved also in eq. 3.22 and 3.25 the relationship between number of nodes 
in binary tree with number of leaf nodes and with height of the tree network. 
Equations above are for a one direction data transmission. When the transmission 
assumed in two directions, equations have to be multiplied by 2. 
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c. Quaternary tree (A=4) has height (h) and each parent has four children, number 
of nodes (𝐍𝒊) is found in. We will find also number of wavelengths (𝐀𝒘) to send 
data to all required destinations (𝐃𝒊). 
 
Height of tree 
(𝐡𝒊) 
Number of 
nodes (𝐍𝒊) 
Number of leaf 
nodes (𝐋𝒊) 
Number of 
destinations 
(𝐃𝒊) 
Number of 
paths (𝐏𝒊) 
height 1 5 4 4 4 
height 2 21 16 20 20 
height 3 85 64 84 84 
height 4 341 256 340 340 
Table 3- 7: Number of nodes, links, destinations and leaf nodes per each level in one-to-all 
quaternary tree network 
 
As we can see in column 4 in table 3.7, number of destinations is represented in 
equation below: 
𝒉𝟏: 𝑫𝟏 = 𝑳𝟏 ,  𝒉𝟐: 𝑫𝟐 = 𝑳𝟏 + 𝑳𝟐 , 𝒉𝟑: 𝑫𝟑 = 𝑳𝟏 + 𝑳𝟐 + 𝑳𝟑 , 𝒉𝟒: 𝑫𝟒 = 𝑳𝟏 + 𝑳𝟐 + 𝑳𝟑 + 𝑳𝟒 , 
𝒉𝒊: 𝑫𝒊 = 𝑳𝟏 + 𝑳𝟐 + 𝑳𝟑 + 𝑳𝟒 + ⋯ 𝑳𝒊 , where , 𝒊 ≥ 𝟏 
Hence,  
 
𝑫𝒊 = ∑ 𝑳𝒏
𝒊
𝒏=𝟏
, 𝐰𝐡𝐞𝐫𝐞 , 𝒊 =  𝒉 𝐚𝐧𝐝 𝒉 ≥ 𝟏                                                                 (3.51) 
 
Compensate 𝑳𝒊 by its value in eq. 3.29, 
 
𝑫𝒊 = ∑  𝟒
𝒏
𝒊
𝒏=𝟏
, 𝐰𝐡𝐞𝐫𝐞 , 𝒊 =  𝒉 𝐚𝐧𝐝 𝒉 ≥ 𝟏                                                                (3.52) 
 
While, 𝐃𝒊 = 𝐏𝒊 = 𝐀𝒘 = (𝐍𝒊 − 𝟏), so number of wavelengths needed to feed all 
destinations is: 
𝑨𝒘𝒊 = 𝐍𝒊 − 𝟏, 𝐰𝐡𝐞𝐫𝐞 , 𝒊 =  𝒉 𝐚𝐧𝐝 𝒉 ≥ 𝟏                                                                                (3.53) 
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𝑨𝒘𝒊 = [
(𝟒𝒏+𝟏 − 𝟏)
𝟑
] − 𝟏, 𝐰𝐡𝐞𝐫𝐞 , 𝒊 =  𝒉 𝐚𝐧𝐝 𝒉 ≥ 𝟏                                                            (3.54) 
We have proved also in eq. 3.33 and 3.36 the relationship between number of nodes 
in binary tree with number of leaf nodes and with height of the tree network. 
Equations above are for a one direction data transmission. When the transmission 
assumed in two directions, equations have to be multiplied by 2. 
 
d. General equations for arity ordinal tree networks when the networks have one 
source and all other nodes (𝐃𝒊) are destinations are, 
 
𝐍𝐮𝐦𝐛𝐞𝐫 𝐨𝐟 𝐰𝐚𝐯𝐞𝐥𝐞𝐧𝐠𝐭𝐡𝐬 (𝐀𝒘) = ∑  𝑨
𝒉
𝒉
𝒏=𝟏
,   𝒉 ≥ 𝟏, 𝐀𝒘 ∊ 𝑾                                   (3.55) 
 
𝑨𝒘𝒉 = [
(𝑨𝒉+𝟏 − 𝟏)
𝑨 − 𝟏
] − 𝟏, 𝒉 ≥ 𝟏                                                                           (3.56) 
3.6.3 All-to-All 
Network with all nodes are sources –except leaf nodes- and all are destinations (𝐃𝒊) 
–except root node- in the same time, number of destinations (𝐃𝒊) equal to number of 
nodes except the root node (𝐍𝒊 − 𝟏) and naturally equal to number of allocated 
wavelengths (𝐀𝒘) because each destination need one wavelength and not more. To 
make calls from the sources (𝐍𝒊) to all destinations (𝐃𝒊) need number of a 
wavelengths (𝐀𝒘) to carry these calls. If the height (h) for the tree is equal 1, that 
means root node (v) has number of children (m) equal to arity of the network (A). 
As we have mentioned in 1 and 2, the networks to be studied here are arity ordinal 
(A). That mean when every parent node has the same number (m) of children, where 
m > 1. That calls also a perfect binary, ternary, quaternary … etc. 
So we need (𝐀𝒘) wavelengths to send data to all (𝐃𝒊), Therefore, 𝐀𝒘 ≠  𝑫𝒊 , 𝐏𝒊  =
𝐀𝒘 , 𝐀𝒘 ∊ 𝑾, because in this step the number of destinations has many paths and 
different candidate wavelengths to be connected depend on the height of the tree.  
When (𝑾) is the number of all candidate wavelengths in the network and height (h) 
is increased to more than 1, the number of paths is increased and number of 
wavelengths has to be increased also. 
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Figure 3- 10: All-to-all binary tree network 
a. Binary tree (A=2) has height (h) and each parent has two children number of 
nodes (𝐍𝒊) is found in eq. 3.10 and 3.13. We will find also number of wavelengths 
(𝐀𝒘) to send data through different paths (𝐏𝒊) to all required destinations (𝐃𝒊). 
 
Height of tree 
(𝐡𝒊) 
Number of 
nodes (𝐍𝒊) 
Number of leaf 
nodes (𝐋𝒊) 
Number of 
destinations 
(𝐃𝒊) 
Number of 
paths (𝐏𝒊) 
height 1 3 2 2 2 
height 2 7 4 6 10 
height 3 15 8 14 34 
height 4 31 16 30 98 
Table 3- 8: Number of nodes, links, destinations and leaf nodes per each level in all-to-all binary 
tree network 
 
As we can see in column 5 in table 3.8, number of paths is represented in equation 
below: 
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𝒉𝟏: 𝑷𝟏 = 𝑳𝟏 ,  𝒉𝟐: 𝑷𝟐 = 𝑳𝟏 + 𝟐𝑳𝟐 , 𝒉𝟑: 𝑷𝟑 = 𝑳𝟏 + 𝟐𝑳𝟐 + 𝟑𝑳𝟑 , 𝒉𝟒: 𝑷𝟒 = 𝑳𝟏 + 𝟐𝑳𝟐 +
𝟑𝑳𝟑 + 𝟒𝑳𝟒 , 𝒉𝒊: 𝑫𝒊 = 𝑳𝟏 + 𝟐𝑳𝟐 + 𝟑𝑳𝟑 + 𝟒𝑳𝟒 + ⋯ 𝒊𝑳𝒊 , where 𝒊 ≥ 𝟏 
 
Hence,  
𝑷𝒊 = ∑ 𝒏𝑳𝒏
𝒊
𝒏=𝟏
, 𝐰𝐡𝐞𝐫𝐞 , 𝒊 =  𝒉 𝐚𝐧𝐝 𝒉 ≥ 𝟏                                                              (3.57) 
 
Compensate 𝑳𝒊 by its value in eq. 3.4, 
 
𝑷𝒊 = ∑  𝒏𝟐
𝒏
𝒊
𝒏=𝟏
, 𝐰𝐡𝐞𝐫𝐞 , 𝒊 =  𝒉 𝐚𝐧𝐝 𝒉 ≥ 𝟏                                                             (3.58) 
 
While, 𝐏𝒊 = 𝐀𝒘, so number of wavelengths needed to feed all destinations is: 
 
𝑨𝒘𝒊 = ∑  𝒏𝟐
𝒏
𝒊
𝒏=𝟏
, 𝐰𝐡𝐞𝐫𝐞 , 𝒊 =  𝒉 𝐚𝐧𝐝 𝒉 ≥ 𝟏                                                           (3.59) 
 
𝒉𝟏: (𝟐
𝟐) − 𝒎 = 𝑷𝟏 => 𝑚 = 2, 𝒉𝟐: (𝟐 ∗ 𝟐
𝟑) − 𝒎 = 𝑷𝟐 => 𝑚 = 6, 𝒉𝟑: (𝟑 ∗ 𝟐
𝟒) − 𝒎 =
𝑷𝟑 => 𝑚 = 14, 𝒉𝒊: (𝒊𝟐
𝒊+𝟏) − 𝒎 = 𝑷𝒊 =>  𝑚 = 𝑫𝒊 , 
𝒘𝒉𝒊𝒍𝒆 𝑫𝒊 = 𝟐
𝒏+𝟏 − 𝟐 
 
Hence, 
𝑨𝒘𝒏 = (𝒏𝟐
𝒏+𝟏) − (𝟐𝒏+𝟏 − 𝟐) ,   
 
𝑨𝒘𝒏 = (𝒏𝟐
𝒏+𝟏) − 𝟐𝒏+𝟏 + 𝟐 
 
𝑨𝒘𝒏 = (𝒏 − 𝟏)𝟐
𝒏+𝟏 + 𝟐 , 𝐰𝐡𝐞𝐫𝐞   𝒏 =  𝒉 𝐚𝐧𝐝 𝒉 ≥ 𝟏                                               (3.60)  
 
We have proved also in eq. 3.10 and 3.13 the relationship between number of nodes 
in binary tree with number of leaf nodes and with height of the tree network. 
Equations above are for a one direction data transmission. If the transmission 
assumed in two directions, equations have to be multiplied by 2. 
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b. Ternary tree (A=3) has height (h) and each parent has two children number of 
nodes (𝐍𝒊) is found in eq. 3.22 and 3.25. We will find also number of wavelengths 
(𝐀𝒘) to send data through different paths (𝐏𝒊) to all required destinations (𝐃𝒊). 
 
Height of tree 
(𝐡𝒊) 
Number of 
nodes (𝐍𝒊) 
Number of leaf 
nodes (𝐋𝒊) 
Number of 
destinations 
(𝐃𝒊) 
Number of 
paths (𝐏𝒊) 
height 1 4 3 3 3 
height 2 13 9 12 21 
height 3 40 27 39 102 
height 4 121 81 120 426 
Table 3- 9: Number of nodes, links, destinations and leaf nodes per each level in all-to-all ternary 
tree network 
 
As we can see in column 5 in table 3.9, number of paths is represented in equation 
below:  
 
𝒉𝟏: 𝑷𝟏 = 𝑳𝟏 ,  𝒉𝟐: 𝑷𝟐 = 𝑳𝟏 + 𝟐𝑳𝟐 , 𝒉𝟑: 𝑷𝟑 = 𝑳𝟏 + 𝟐𝑳𝟐 + 𝟑𝑳𝟑 , 𝒉𝟒: 𝑷𝟒 = 𝑳𝟏 + 𝟐𝑳𝟐 +
𝟑𝑳𝟑 + 𝟒𝑳𝟒 ,  𝒉𝒊: 𝑫𝒊 = 𝑳𝟏 + 𝟐𝑳𝟐 + 𝟑𝑳𝟑 + 𝟒𝑳𝟒 + ⋯ 𝒊𝑳𝒊 , where 𝒊 ≥ 𝟏 
Hence,  
𝑷𝒊 = ∑ 𝒏𝑳𝒏
𝒊
𝒏=𝟏
, 𝐰𝐡𝐞𝐫𝐞 , 𝒊 =  𝒉 𝐚𝐧𝐝 𝒉 ≥ 𝟏                                                              (3.61) 
 
Compensate 𝑳𝒊 by its value in eq. 3.18, 
 
𝑷𝒊 = ∑  𝒏𝟑
𝒏
𝒊
𝒏=𝟏
, 𝐰𝐡𝐞𝐫𝐞 , 𝒊 =  𝒉 𝐚𝐧𝐝 𝒉 ≥ 𝟏                                                            (3.62)  
 
While, P𝑖 = A𝑤, so number of wavelengths needed to feed all destinations is: 
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𝑨𝒘𝒊 = ∑  𝒏𝟑
𝒏
𝒊
𝒏=𝟏
, 𝐰𝐡𝐞𝐫𝐞 , 𝒊 =  𝒉 𝐚𝐧𝐝 𝒉 ≥ 𝟏                                                           (3.63) 
 
𝒉𝟏: (𝟑
𝟐) − 𝒎 = 𝑷𝟏 => 𝑚 = 3, 𝒉𝟐: (𝟐 ∗ 𝟑
𝟑) − 𝒎 = 𝑷𝟐 => 𝑚 = 12, 𝒉𝟑: (𝟑 ∗ 𝟑
𝟒) − 𝒎 =
𝑷𝟑 => 𝑚 = 39, 𝒉𝒊: (𝒊𝟑
𝒊+𝟏) − 𝒎 = 𝑷𝒊 =>  𝑚 = 𝒌  
 
𝒉𝟏: (𝟑
𝟐 − [
(𝟑𝒏+𝟏−𝟏)
𝟐
] − 𝟏) ÷ 𝒌 = 𝑷𝟏 => 𝑘 = 2,𝒉𝟐: ((𝟐 ∗ 𝟑
𝟑) − [
(𝟑𝒏+𝟏−𝟏)
𝟐
] − 𝟏) ÷ 𝒌 = 𝑷𝟐 =
> 𝑘 = 2,𝒉𝟑: ((𝟑 ∗ 𝟑
𝟒) − [
(𝟑𝒏+𝟏−𝟏)
𝟐
] − 𝟏) ÷ 𝒌 = 𝑷𝟑 => 𝑘 = 2,𝒉𝒊: ((𝒊𝟑
𝒊+𝟏 − [
(𝟑𝒏+𝟏−𝟏)
𝟐
] −
𝟏) ÷ 𝒌 = 𝑷𝒊 
 
𝒘𝒉𝒊𝒍𝒆 𝒌 = 𝟐  
 
Hence, 
𝑨𝒘𝒏 =
(𝒏𝟑𝒏+𝟏) − (
𝟑𝒏 − 𝟏
𝟐 ) − 𝟏
𝟐
    
𝑨𝒘𝒏 =
(𝒏𝟑𝒏+𝟏) − (
𝟑𝒏 − 𝟑
𝟐 )
𝟐
 
𝑨𝒘𝒏 =
(
𝟐𝒏𝟑𝒏+𝟏 − 𝟑𝒏 + 𝟑
𝟐 )
𝟐
 
 
𝑨𝒘𝒏 = (
𝟐𝒏𝟑𝒏+𝟏 − 𝟑𝒏 + 𝟑
𝟒
) 
𝑨𝒘𝒏 = (
(𝟐𝒏 − 𝟏)𝟑𝒏 + 𝟑
𝟒
) , 𝒘𝒉𝒆𝒓𝒆 𝒏 = 𝒉, 𝒉 ≥ 1                                                   (3.64) 
 
We have proved also in eq. 3.22 and 3.25 the relationship between number of nodes 
in binary tree with number of leaf nodes and with height of the tree network. 
Equations above are for a one direction data transmission. When the transmission 
assumed in two directions, equations have to be multiplied by 2. 
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c. Quaternary tree (A=4) has height (h) and each parent has two children number of 
nodes (N𝑖) is found in eq. 3.33 and 3.36. We will find also number of wavelengths 
(A𝑤) to send data through different paths (P𝑖) to all required destinations (D𝑖). 
 
Height of tree 
(h𝑖) 
Number of 
nodes (N𝑖) 
Number of leaf 
nodes (L𝑖) 
Number of 
destinations 
(D𝑖) 
Number of 
paths (P𝑖) 
height 1 5 4 4 4 
height 2 21 16 20 36 
height 3 85 64 84 228 
height 4 341 256 340 1252 
Table 3- 10: Number of nodes, links, destinations and leaf nodes per each level in all-to-all 
quaternary tree network 
 
As we can see in column 5 in table 3.10, number of paths is represented in equation 
below: 
ℎ1: 𝑃1 = 𝐿1 ,  ℎ2: 𝑃2 = 𝐿1 + 2𝐿2 , ℎ3: 𝑃3 = 𝐿1 + 2𝐿2 + 3𝐿3 , ℎ4: 𝑃4 = 𝐿1 + 2𝐿2 + 3𝐿3 +
4𝐿4 ,  ℎ𝑖: 𝐷𝑖 = 𝐿1 + 2𝐿2 + 3𝐿3 + 4𝐿4 + ⋯ 𝑖𝐿𝑖 , where 𝑖 ≥ 1 
 
Hence, 
𝑃𝑖 = ∑ 𝑛𝐿𝑛
𝑖
𝑛=1
, where , 𝑖 =  ℎ and ℎ ≥ 1                                                                  (3.65) 
Compensate 𝐿𝑖 by its value in eq. 3.29, 
 
𝑃𝑖 = ∑  𝑛4
𝑛 , where , 𝑖 =  ℎ and ℎ ≥ 1                                                                  (3.66)
𝑖
𝑛=1
 
 
While, P𝑖 = A𝑤, so number of wavelengths needed to feed all destinations is 
𝐴𝑤𝑖 = ∑  𝑛4
𝑛, where , 𝑖 =  ℎ and ℎ ≥ 1                                                               (3.67)
𝑖
𝑛=1
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𝒉𝟏: (𝟒
𝟐) − 𝒎 = 𝑷𝟏 => 𝑚 = 3, 𝒉𝟐: (𝟐 ∗ 𝟒
𝟑) − 𝒎 = 𝑷𝟐 => 𝑚 = 12, 𝒉𝟑: (𝟑 ∗ 𝟒
𝟒) − 𝒎 =
𝑷𝟑 => 𝑚 = 39, 𝒉𝒊: (𝒊𝟒
𝒊+𝟏) − 𝒎 = 𝑷𝒊 =>  𝑚 = 𝒌  
𝒉𝟏: (𝟒
𝟐 − [
(𝟒𝒏+𝟏−𝟏)
𝟑
] − 𝟏) ÷ 𝒌 = 𝑷𝟏 => 𝑘 = 3, 𝒉𝟐: ((𝟐 ∗ 𝟒
𝟑) − [
𝟒𝒏+𝟏−𝟏)
𝟑
] − 𝟏) ÷ 𝒌 = 𝑷𝟐 =
> 𝑘 = 3, 𝒉𝟑: ((𝟑 ∗ 𝟒
𝟒) − [
(𝟒𝒏+𝟏−𝟏)
𝟑
] − 𝟏) ÷ 𝒌 = 𝑷𝟑 => 𝑘 = 3, 𝒉𝒊: ((𝒊𝟒
𝒊+𝟏 − [
(𝟒𝒏+𝟏−𝟏)
𝟑
] −
𝟏) ÷ 𝒌 = 𝑷𝒊 
𝒘𝒉𝒊𝒍𝒆 𝒌 = 𝟑  
 
Hence, 
𝑨𝒘𝒏 =
(𝒏𝟒𝒏+𝟏) − (
𝟒𝒏 − 𝟏
𝟑 ) − 𝟏
𝟑
    
𝑨𝒘𝒏 =
(𝒏𝟒𝒏+𝟏) − (
𝟒𝒏 − 𝟒
𝟑 )
𝟑
 
𝑨𝒘𝒏 =
(
𝟑𝒏𝟒𝒏+𝟏 − 𝟒𝒏 + 𝟒
𝟑 )
𝟑
 
 
𝑨𝒘𝒏 = (
𝟑𝒏𝟒𝒏+𝟏 − 𝟒𝒏 + 𝟒
𝟗
) 
𝑨𝒘𝒏 = (
(𝟑𝒏 − 𝟏)𝟒𝒏 + 𝟒
𝟗
) , 𝒘𝒉𝒆𝒓𝒆 𝒏 = 𝒉, 𝒉 ≥ 1                                                  (3.68)  
 
We have proved also in eq. 3.33 and 3.36 the relationship between number of nodes 
in binary tree with number of leaf nodes and with height of the tree network. 
Equations above are for a one direction data transmission. When the transmission 
assumed in two directions, equations have to be multiplied by 2. 
 
d. General equations for arity ordinal tree networks when the networks have all 
nodes as sources –except leaf nodes- and in the same time all are destinations 
(D𝑖) –except root node- , 
𝐍𝐮𝐦𝐛𝐞𝐫 𝐨𝐟 𝐰𝐚𝐯𝐞𝐥𝐞𝐧𝐠𝐭𝐡𝐬 (𝑨𝒘𝒉) = ∑  𝑛𝐴
𝑛ℎ
𝑛=1 , ℎ ≥ 1, A𝑤 ∊ 𝑊                              (3.69)  
 
𝐍𝐮𝐦𝐛𝐞𝐫 𝐨𝐟 𝐰𝐚𝐯𝐞𝐥𝐞𝐧𝐠𝐭𝐡𝐬 (𝑨𝒘𝒉) = (
((𝑨−𝟏)𝒉−𝟏)𝑨𝒉+𝑨
(𝑨−𝟏)𝟐
) , 𝒉 ≥ 𝟏,  𝐀𝒘 ∊ 𝑾               (3.70)  
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3.7 Summary 
In this chapter, the symmetric (arity or m-Ary) networks have been proposed to be 
implemented instead of random networks. The number of required nodes, links, and 
wavelengths has been calculated by deriving their equations for different tree 
topologies and for the general symmetric tree networks. The reasons behind 
choosing the arity networks are mentioned and analysed.  
There three situations of networks are investigated and described. The one-to-many 
case when there is just one source and just the leaves are destinations. The one-to-
all case when there is just one source and all other nodes are destinations. The all-
to-all case when all nodes are sources and destinations in the same time. 
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Wavelengths Multicast Switching 
 
4.1 Introduction 
There are two types of wavelengths switching that have been used in dynamic 
wavelength assignment (DWA) (unicast and multicast switching). The required 
wavelengths depend on the network traffic such as video conference, distance 
learning, HDTV, multimedia document distribution or just individual calls. A multicast 
switch [1] is multicast capable if it can replicate a packet from the incoming link on a 
particular wavelength to multiple outgoing links on the same wavelength. However, it 
was defined [2] as a technique to transmit information from a single source to 
multiple destinations. The multicast definition in [2] is more practical because it can 
multicast packets from the incoming link on a particular wavelength to multiple 
outgoing links on different wavelengths as it can be seen in our work in this chapter. 
Next Generation Network (NGN) requires the interchanges between communications 
and broadcasting and many multimedia services and it attracts attentions because of 
that. The extremely large capacity of bandwidth to deliver video data is required for 
these multimedia services even though they are compressed [3]. Therefore, 
multicast technique is becoming a very necessary tendency to reduce bandwidth 
requirement due to various generated NGN services. International 
Telecommunications Union (ITU) develops multicast technical requirements [4] and 
a framework to support multicast capabilities for produced NGN services. In this 
case, the data will be sent to several destinations by using just a single wavelength. 
Therefore WDM capacity of served calls will be increased and the network will serve 
thousands of required data transmissions instead of hundreds.  
The multicast technology has been investigated in many research works and been 
used to optimize its performance. Link load and path length has been minimized [5] 
to support large number of nodes in the network. They propose a new heuristic 
algorithm and it called power of node (PON), which improves the bandwidth and link 
delay of each node in the network. Power consumption was the main improvement 
[6] by implementing two types of multicast node architecture. One is with passive 
light splitter which requires wavelength continuity constraint. The other one contains 
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wavelength converters which do not need same wavelength along the path because 
of the wavelength conversion. The work [7] formulates two integer linear 
programming (ILP) models for the multicast technology (the separate and the joint 
ILP). The separate ILP processes one request each time in a sequential way while, 
the joint ILP processes all multicast requests together. 
In this work, the method is implemented using Virtual Photonics Integrated (VPI) 
version 8.6. VPI software System is specified for optical experiments and they have 
three products. First one is the Transmission Maker Optical Systems which is used 
to get results for the work in this thesis. Second one is Component Maker Optical 
Amplifiers and the third one is the Component Maker Photonic Circuits. 
Wave analyser in VPI software obtains the results for each converted wavelength 
individually. Therefore, the results have been collected one by one and exported to 
Microsoft Excel to draw the chart for all converted wavelengths. From these charts 
the results will be analysed and well explained. 
The main devices have been used in this work are wavelengths converters specially 
the four-wave mixing (FWM), splitters (S), semiconductor optical amplifiers (SOA), 
laser diodes as a laser source, signal analyser and the optical fibres. 
4.2 Wavelengths Splitter 
A multicast wavelength needs light splitters [8] that split one light wave to more than 
one output. The output light may be in the same wavelength if there is no wavelength 
conversion or it will be in a different wavelength if there is a wavelength conversion. 
Light from an input fibre is collimated firstly [9], and then it is sent through the optic 
beam splitting. That is dividing light into several outputs. Both types of splitters one-
to-many and two-to-many splitters [10] can be constructed in various ways with as 
many as eight or more outputs can reach 32 or 64 out-port. That can also be with 
both low return losses and low insertion losses. 
 
Figure 4- 1: Optical fibre splitter one-to-four [10] 
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Splitters manufacturers determine the distributed ratio of the light between the outputs. 
Usually, the splitting ratio [11] can be 50%-50%, 90%-10%, 95%-5% and 99%-1%. For 
example, the using of 50%-50% splitter with 60 mW using one-to-two splitting, the output will 
be 30 mW to the both outputs. However, any value of light distribution ratio can be achieved 
if customers need it. The ratio can be in dB also. 
4.3 Wavelengths Conversion (WC) 
To understand the work in this chapter, many topics have to be well analysed. 
Wavelength conversion is one of them. It can be defined [12] as the change of an 
input wavelength to a different output wavelength without loss of any data carried on 
the incoming wavelength. The device which makes this process is called wavelength 
converter. The reason behind using wavelength conversion is to overcome the 
blocking probability caused by the wavelength use in the other link of its path. 
Wavelength conversion can convent an incoming wavelength by changing it to 
another available wavelength. The optical transmitter (1) is sending data to Kent 
using wavelength (𝜆1) and sending other data to London using wavelength (𝜆2). In 
this case, if the optical transmitter (2) wants to send data to London using 
wavelength (𝜆2), the switch has to convert incoming (𝜆2) to (𝜆1) because wavelength 
(𝜆2) is already busy from the switch to London. 
In this situation, the call coming from transmitter (2) will be blocked if there is no 
wavelengths conversion in the switch infrastructure. This is the main advantage of 
the wavelength conversion which is reducing number of blocked calls. 
λ2  λ1
λ1
λ2
London
Kent
 
I want to send 
λ 1  to Kent 
 
  I want to send 
   λ2 to London
λ2
 
I want to send λ2 
to London also!! 
 
Don’t worry I will 
convert λ2 to λ1 
and send it to 
London also!! 
λ1
Server 2
Server 1
 
Figure 4- 2: Wavelengths conversion 
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4.3.1 Wavelengths Conversion Degree (WCD) 
There are various types of converters and wavelength converters. The wavelength 
converters can be sorted out to different degrees. The full degree converters [13] can 
convert ingoing wavelength to any outgoing wavelength. In this case the degree (d) 
of the converter is equal to the number of wavelengths (W-1) in the network. 
However there are converters that have limited degree of conversion [14]. When the 
ingoing wavelength can be converted to just one other outgoing wavelength that 
means d=1, and when the converter can convert the input wavelength to only two 
output wavelengths that means d=2. However, there is no conversion in the node 
when d=0 and that device has no wavelength conversion capability. The wavelength 
conversion degree is costly and it affects the expense of the converter. The 
converter device, which has a higher conversion degree, is surely more expensive 
and complex than the converter device that has lower conversion degree. 
4.3.2 Wavelength Conversion Availability (WCA) 
In any optical network, the nodes may have wavelength conversion availability or 
not. In the case where all nodes in a network have this capability that is called full 
wavelength conversion [15]. While in other networks, if the some nodes have 
wavelength conversion ability and some have not, this is called a sparse wavelength 
conversion. Many research works have mixed types of conversion degrees and 
wavelength conversion tendency. This is required to minimize cost using sparse 
scheme [16] or to reduce blocking probability [17] or even to decrease time delay 
caused by conversion [18].  The wavelength converters (WC) are very expensive 
and they have also implementation complexity. Therefore, minimizing number of WC 
is reducing network cost and its building complexity. However that will lead to an 
increase is blocking probability and this is the trade-off between cost and blocking in 
any network. 
4.3.3 Conversion Techniques 
Due to the high importance of using wavelength conversion in optical networks, there 
are different techniques that have been proposed and investigated. Mainly, the 
semiconductor optical amplifier (SOA) is used in the most methods to get a better 
quality of the converted wavelengths. Four-wave mixing (FWM) in semiconductor 
optical amplifier is the technique that is using the frequency mixing by pumping a 
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new frequency with the input one. The pumped wave has to be much stronger than 
the probe one [19]. The concept of FWM in SOA has been utilized to convert 
wavelengths with up to 50 Gbps [20]. While [21] demonstrates an 112Gbps using 
FWM scheme. The outgoing wavelength from the FWM is (𝜆𝑜𝑢𝑡) and ingoing 
wavelength is (𝜆𝑖𝑛), the pumping continuous wave (CW) has to be 
(𝜆𝑝𝑢𝑚𝑝). Where 𝜆𝑜𝑢𝑡 =  λ + α , 𝜆𝑖𝑛 = λ − α and 𝜆𝑝𝑢𝑚𝑝  =  λ 
𝜆𝑜𝑢𝑡 = 2𝜆𝑝𝑢𝑚𝑝 − 𝜆𝑖𝑛                                                                                                                         (4.1) 
 
(a) 
 
(b) 
Figure 4- 3: Four wave mixing technique (a) outside, (b) inside 
FWM technique is used in SOA. After mixing frequencies, they are launched into 
SOA but there is another technique which uses a semiconductor ring laser (SRL). 
The results [22] showed that using SRL is better in performance and it requires lower 
power and experiences less cross-talk. 
The other conversion technique is cross modulation which is using an active 
semiconductor optical device like SOA and lasers. It has two modes: cross gain 
mode (XGM) and cross phase mode (XPM). XGM is always inverting the input 
wavelength in the output [23], unlike XPM which may invert or not the ingoing 
wavelength. The XPM in SOA proposed using nonlinear optical loop mirror (NOLM) 
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and Mach-Zender interferometer (MZI). The XGM is simple and easy to configure 
wavelength conversion. XGM has high conversion efficiency (η) which is formulated 
in Eq.4.2 and it has also a high bit rate up to 40 Gbps [24]. 
η = 10 log
𝑃𝑜𝑢𝑡
𝑃𝑖𝑛
                                                                                                                                   (4.2) 
Despite these benefits of XGM wavelength conversion, there are many 
disadvantages such as the huge needed power to feed semiconductor optical 
amplifier (SOA). XGM also suffers from a large noise figure (NF) which is defined in 
Eq.4.3. 
𝑁𝐹 = 10 log
𝑆𝑁𝑅𝑖𝑛
𝑆𝑁𝑅𝑜𝑢𝑡
                                                                                                                         (4.3) 
Where, 𝑆𝑁𝑅𝑖𝑛 𝑎𝑛𝑑 𝑆𝑁𝑅𝑜𝑢𝑡 are signal to noise ratio for input and output wavelengths 
respectively. 
To overcome the disadvantages of the XGM, the cross phase mode (XPM) scheme 
may be used by utilizing more SOAs in its configuration [25]. Furthermore, XPM and 
XGM do not provide a good transparency and quality of received bit rate and also 
modulation performance. FWM scheme can be utilized to convert wavelengths to 
vanquish the disadvantages of XGM and XPM schemes. However, FWM wavelength 
conversion using nonlinearity of the semiconductor optical amplifier (SOA) is been 
the significantly favoured methodology in the most networks because of its 
advantages. FWM serves a good transparency and quality of received bit rate and 
also modulation performance unlike XGM and XPM methods. Moreover, FWM 
protects and safeguards the phase and amplitude of information carried by the 
converted wavelength. That is because FWM does not change the optical 
characteristics in the converted wavelength when the conversion using SOA has 
taken place. The main feature of the FWM technique is the high bit rate quality and 
quantity which reaches up to tens of gigabits, whilst being simple to implement and 
having low dispersion. [26] 
4.3.4 Wavelength Conversion Range (WCR) 
Conversion range is the difference between the input and output wavelengths of the 
wavelength converter (WC) device as defined by Eq.4.4. The WCR could be in a 
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very short range (0.1 nm) or may be in a very high range (315 nm). In [27] an ultra-
wideband range was converted from 1625 nm to 1310 nm and vice versa. 
𝑊𝐶𝑅 = 𝜆𝑜𝑢𝑡 − 𝜆𝑖𝑛                                                                                                                             (4.4) 
The conversion range has been divided into up-conversion (from long to short 
wavelength) and down-conversion (from short to long wavelength). In a specific 
case, cross-phase modulation (XPM) technology is extremely beneficial for 
wideband wavelength conversion. Research work has demonstrated that a wide 
wavelength range from 1300 to 1550 nm can be converted using a single 1.3 µm 
SOA [28]. 
Up-conversion using cross gain modulation has better performance than down-
conversion [29]. As a result of the significant effect of the conversion range on the 
performance of the converted wavelength, it has to be thoroughly investigated in any 
work utilizing wavelength conversion. 
The work in this chapter, investigates the wavelength conversion range which has to 
be taken in account due to its effect on the signal power and conversion time delay. 
FWM has been used [30] to convert wavelengths with range of 100.2 nm with a data 
rate of 40 Gbps. However other researches work [31] achieved ultra-wide conversion 
range with 200 nm from 1300 nm to 1500 nm. That has been achieved by using 
designed nonlinear dispersion-shifted fibre (DSF) pumped by a CW 1399 nm using 
power of 310 mW. 
4.3.4.1 Group Delay (GD) 
In the work presented in this chapter, there are several topics that have to be 
explained and defined. One of these topics is Group Delay (GD) which is defined 
[32] as the delay of the input wavelength passed through a device or it is the 
negative slope of the phase response. GD has been defined mathematically by the 
rate of change of the total phase shift with respect to the angular frequency as 
shown in Eq. 4.5. It is measured by time unit and it is affected by the phase and 
frequency differences. It is denoted usually by (τ𝑔) but we refer to it as (GD) for it in 
this work. 
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𝐺𝐷 = −
𝑑𝜙
𝑑𝜔
                                                                                                                                          (4.5) 
Where, 
(𝑑𝜙) is difference in phase 
(𝑑𝜔) is difference in angular frequency 
 
Figure 4- 4: Phase changing 
The lag and lead terms are important to know the phase status of the two or more 
waves. Wave one lags wave two means that wave one is behind wave two by a 
specific value. While, if wave one leads wave two, that means wave one ahead of 
the wave two by a particular value. 
It appears from the figure above how the phase can be varied from one wavelength 
to another. The first wave is leading the second wave by π 2⁄  and the phase 
difference is π 2⁄  if the second wave is the input and the first wave is the output. 
While, the phase difference is − π 2⁄  when the first wave is the input and the second 
wave is the output. The phase change can be wider such as the difference between 
first and third waves. The third wave is lagging the first wave by π, so the phase 
change is π.  
 
Figure 4- 5: Frequency difference 
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Waves have different cycles in a second. If it completes a cycle in a second that 
called one hertz (1 Hz) such as the third wave, while, if it completes a cycle in a half 
second that means it has a frequency of two hertz (2 Hz). So, the frequency 
difference between first and second waves is 2 Hz. However, it can be larger such 
as the difference between first and third waves which is 3 Hz. What we need in this 
topic is to calculate GD which is the angular frequency (𝜔). It is measured in radians 
(rad) which is the angle that equal to the length of a corresponding arc of the unit 
circle [33]. 
The relationship between ordinary frequency (f) and angular frequency (𝜔) is shown 
in Eq. 4.8. 
𝑓 =
1
𝑇
                                                                                                                                                        4.6 
𝑎𝑛𝑑 𝜔 =
2𝜋
𝑇
                                                                                                                                            4.7 
𝑇ℎ𝑒𝑟𝑒𝑓𝑜𝑟𝑒,                                                                 
𝜔 = 2𝜋𝑓                                                                                                                                                   4.8 
Where,  
(𝑇) is the time period of one complete wave measured by second 
(𝑓) is the ordinary frequency for one cycle measured by Hz 
(𝜔) is the angular frequency for one whole wave measured by rad 
According to the angular frequency equation (4.8), if the third wave in figure 4.5 has 
angular frequency of 2𝜋 𝑟𝑎𝑑, then the first wave has angular frequency of 8𝜋 𝑟𝑎𝑑. 
Therefore, the angular frequency difference is 6𝜋 𝑟𝑎𝑑 between first and third waves. 
However, it is just 3𝜋 𝑟𝑎𝑑 between second and third waves. Now, it is clear to find 
phase and angular frequency which can be used to find GD. 
The GD has been investigated and experimented to find the effect of the WCR on it. 
To find the effect of WCR, there is a software implementation that has been built to 
find the value of the GD in the long and short WCR. The preferred wavelength band 
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in optical fibres is centralised on 1300 nm [34], because of its low attenuation and 
low losses. Therefore, the conversion range is set to convert wavelength from 
different values to 1300 nm. Another reason behind choosing this conversion method 
is to measure the GD with the same effect of the dispersion, because dispersion is 
affecting the group delay and at the same time the dispersion is affected by different 
frequencies. 
4.3.4.2 Signal’s Power 
Each wave has a specific value of power affected by various parameters such as 
input power, injected power, length of transmission, number of devices that the wave 
come through, number of processes in each device…etc. Wave power is needed to 
be analysed in this chapter because it is affected by the wavelength conversion 
range (WCR). 
In telecommunication, decibel (dB) unit is used for measuring signal power. It has 
been proposed by Bell Telephone Laboratories and it was convenient for telephone 
engineering in the 1920s [35]. This unit has been very popular in communication 
engineering to calculate the signal attenuation at each distance unit such as mile, 
kilometre…etc. It is used to minimize numbers of zeroes, so instead of writing 100 W 
it will be 20 dB and instead of writing 1000 W it will be 30 dB…etc. The second 
advantage of dB is that the multiplication operation is simpled to an addition 
operation. 
The gain of the power, losses in optical fibre or signal to noise ratio (SNR) is always 
measured by dB or dBm. How that is calculated, is defined in the following Eq. 4.9. 
The unit decibel (dB) which is ten times logarithm based on ten of the output power 
to the input power, is one tenth of bel (B) but telecommunication engineering prefers 
using dB instead of B because of the small amount of the measured power in this 
area. 
𝐺𝑑𝐵 = 10 log10
𝑃𝑜𝑢𝑡
𝑃𝑖𝑛
                                                                                                                              4.9 
Where, (𝐺𝑑𝐵) is power gain in decibel 
(𝑃𝑜𝑢𝑡) is the output power in watt 
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(𝑃𝑖𝑛) is the input power in watt 
The power in the microwave, radio or optical network is measured by dBm, which is 
relative to the power measured in (mW) instead of using dBW which mention to the 
power measured in watt (W). However, dBW is always 30 more than dBm because if 
1 mW = 0.001 W the decibel power will be 0 dBm which is equal to -30 dBW. 
Therefore, power in dBm is found in Eq. 4.10. 
𝑃𝑑𝐵𝑚 = 10 log10
𝑃
1 𝑚𝑊
 = 30 +  𝑃𝑑𝐵𝑊                                                                                         4.10 
where, 
(𝑃𝑑𝐵𝑚) power in decibel for power in milliwatt 
(𝑃𝑑𝐵𝑊) power in decibel for power in watt 
 
4.3.4.3 Various Conversion Ranges 
Wavelength conversion is very important topic in wavelength switching in optical 
fibre networks. It has a significant effect on power consumption, delay and even 
quality of service (QoS). In this section, the output wave power is investigated and 
there are different tests to identify the effect of the WCR on the converted 
wavelengths. 
WCR is experimented for various ranges starting from 250 nm with ultra-wide band 
conversion availability to 10 nm with narrow band conversion availability. The 
conversion range has been set to be converted from different wavelengths to 1300 
nm. Wavelength with value 1300 nm has been chosen because of its low 
attenuation, dispersion and losses. 
Moreover, it has high energy level because energy is inversely proportional with the 
wavelength and directly proportional with the frequency of any wave as shown in 
equation 4.13. 
𝑓 =
𝑐
𝜆
                                                                                                                                                     4.11  
Chapter Four: Wavelengths Multicast Switching 
 
 
 72 
𝑎𝑛𝑑 𝑓 =
𝐸
ℎ
                                                                                                                                          4.12 
𝑡ℎ𝑒𝑛, 𝐸 =
ℎ𝑐
𝜆
                                                                                                                                      4.13  
where, 
(𝑐) is speed of light 
(𝑓) is frequency 
(𝜆) is wavelength 
(ℎ) is Planck’s constant (6.62606896(33) ×10−34 J s = 4.13566733(10) ×10−15 eV) 
 
The four-wave mixing conversion method has been adopted in this work because of 
its QoS and it is illustrated as shown in figure 4.6. 
 
Figure 4- 6: Four-wave mixing converter in VPI 
It consists of a continuous wave connected to a semiconductor optical amplifier 
(SOA), input data which is represent the input wavelength, the SOA as a converter to 
obtain the new converted wavelength at the output and finally a signal analyser to 
analyse the characteristic of the converted wavelength. The input data has been set 
as a pulse to be clear at the output and to be easily distinguished throughout the 
outgoing continuous wave. 
To examine the effect of the WCR on the converted wavelengths power, the module 
has been set as shown in table 4.1. 
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Continuous Wave (CW) Pump Wave 
Emission Frequency 212.159-229.889 THz 
Wavelength 1414-1304.98 nm 
Power 1 mW 
Line Width 1 MHz 
Input Wavelength 
Pulse Frequency 193.548-229.008 THz 
Wavelength 1550-1310 nm 
Peak Power 1 W 
Semiconductor Optical Amplifier (SOA) 
Channel Spacing 100 GHz 
Bandwidth 25 THz 
Pump Frequency 212.159-229.889 THz 
Input Frequency 193.548-229.008 THz 
Output Frequency 230.7692 THz 
Insertion Loss 0.0 dB 
 
Table 4- 1: Wavelengths Conversion Setup 
 
To find the effect of the WCR on the wave power and group delay, wavelength 
conversion has been performed with different wavelengths to wavelength with value 
1300 nm. The conversion setup has been varied twenty five times by decreasing 
WCR by ten nm each step.  
Chapter Four: Wavelengths Multicast Switching 
 
 
 74 
The converted wavelength powers are sketched and line chart type is used as 
shown in figure 4.7. Moreover, VPI software uses frequencies instead of 
wavelengths. Therefore, wavelengths have been converted to frequencies just to set 
them up in the software and obtain the results. Wavelengths are converted by using 
the formula 4.14 which is linking frequency, wavelength and light speed. 
 
𝑓 =
𝐶
𝜆
                                                                                                                                                      4.14 
(𝑓) is the wave frequency 
(𝐶) is the light speed 
(𝜆) is the wavelength 
 
The input, pump and output wavelengths have been converted to frequencies and 
set up in the FWM converter in VPI to get obtain for each conversion following the 
table 4.2 below. The wavelengths conversion used the preferred wave bands in 
optical fibres which lie between 1300 nm and 1550 nm. 
 
Conversion 
Range 
Input 
Wavelength 
Input 
Frequency 
Pump 
Frequency 
Pump 
Wavelength 
250 1550 193.5483871 212.1587935 1414.03519 
240 1540 194.8051948 212.7871974 1409.859257 
230 1530 196.0784314 213.4238157 1405.653812 
220 1520 197.3684211 214.0688105 1401.41854 
210 1510 198.6754967 214.7223483 1397.153125 
200 1500 200 215.3846 1392.857242 
190 1490 201.3422819 216.0557409 1388.530565 
180 1480 202.7027027 216.7359514 1384.17276 
170 1470 204.0816327 217.4254163 1379.783491 
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160 1460 205.4794521 218.124326 1375.362416 
150 1450 206.8965517 218.8328759 1370.909187 
140 1440 208.3333333 219.5512667 1366.423453 
130 1430 209.7902098 220.2797049 1361.904857 
120 1420 211.2676056 221.0184028 1357.353036 
110 1410 212.7659574 221.7675787 1352.767622 
100 1400 214.2857143 222.5274571 1348.148241 
90 1390 215.8273381 223.2982691 1343.494516 
80 1380 217.3913043 224.0802522 1338.806062 
70 1370 218.9781022 224.8736511 1334.082488 
60 1360 220.5882353 225.6787176 1329.323399 
50 1350 222.2222222 226.4957111 1324.528392 
40 1340 223.880597 227.3248985 1319.697059 
30 1330 225.5639098 228.1665549 1314.828986 
20 1320 227.2727273 229.0209636 1309.923752 
10 1310 229.0076336 229.8884168 1304.98093 
 1300 230.7692308 230.7692154  
 
Table 4- 2: Input and pump wavelengths to frequencies in the wavelengths conversion 
 
Figure 4- 7: Waves power for various WCR 
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The input wavelength has been varied from 1550 nm to 1310 nm and each step the 
input wavelength is reduced by 10 nm. That means, the conversion is run from 
(1550, 1540, 1530, 1520, 1510, 1500, 1490, 1480, 1470, 1460, 1450, 1440, 1430, 
1420, 1410, 1400, 1390, 1380, 1370, 1360, 1350, 1340, 1330, 1320, 1310 nm) to 
1300 nm. The waves’ powers decreased linearly when the WCR is increased. 
As shown in figure 4.7, the output-wave’s power of conversion range of 250 nm 
(from 1550 nm to 1300 nm) is just 16.93 dBm. While the output-wave’s power of 
conversion range of 10 nm (from 1310 nm to 1300 nm) has reached 17.30 dBm. 
That means the converted wave’s power is inversely proportional to the WCR. 
Therefore, the WCR has to be minimized as much as possible to maintain higher 
wave power for the converted wavelength. 
In the proposed multicast switch in this work, the WCR has been decreased by a 
significant value compared with other work as explained in section 4.5 in this 
chapter. 
 
Figure 4- 8: Group delay for various WCR 
The four-wave mixing conversion has been built as shown in figure 4.6 using VPI 
transmission maker optical systems software. The input wavelength has been varied 
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also from 1550 nm to 1310 nm and it decreased by 10 nm in each step exactly as in 
the previous experiment to measure the converted wave’s powers. The group delay 
has a linear relationship with the WCR and it is directly proportional with the WCR as 
shown in figure 4.8. When the WCR is increased from 10 nm (from 1310 nm to 1300 
nm) to 250 nm (from 1550 nm to 1300 nm) the group delay is also increased from 
1.997 ns to about 2.003 ns. So, the WCR difference between each two conversions 
which is 10 nm, leads to (~ 210 fs). While the GD for the ultra-wide conversion range 
band (250 nm), reached approximately (5375 fs) which is equal to (5.375 ps). 
Therefore, this work in this chapter has taken care of the WCR and it has 
characterised it so that it can be used to reduce the range as much as possible. 
4.3.4.4 Conversion Methodologies 
There are different wavelengths conversions methodologies that have been used to 
obtain better performance. Wavelength conversions have various conversion degree 
and ability to convert all or some wavelengths. Moreover, in the wavelength 
conversion there are different methods of using one converter to convert ultra-wide 
band or using several number of converters in serial to make ultra-wide band of 
wavelength conversion. The second method is preferred in this work despite its 
expensive components but it has better output because of its high power and low 
GD.  
 
Figure 4- 9: Different methodology of WC 
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The results show the significant difference between these three conversion methods.  
 
Figure 4- 10:  Wave power for a single converter 
 
Figure 4- 11:  Wave power for two consecutive converters 
 
The WCR for these three methods has been experimented for converting 
wavelength 1550 nm to wavelength 1300 nm, which means WCR of 250 nm. The 
setup has followed the values shown in table 4.3. The wave power for wavelength 
converted by just one single WC convert range of 250 nm is just about 15.35 W 
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(~11.861 dBW), while the wave power for wavelength converted by two consecutive 
WCs each one convert 125 nm has reached approximately 710 W (~ 28.573 dBW). 
 
Figure 4- 12: Wave power for three consecutive converters 
However, the wave power for wavelength converted by three sequential WCs has 
obtained the highest value which has reached 8925 W (39.506 dBW). Using three 
consecutive WCs has increased the wave power by a significant value greater than 
using two and one converters. Utilizing two sequential WCs also has higher wave 
power than utilising just one WC. The work in this thesis has taken advantage of this 
fact to build new multicast switch that increases waves' powers which lead to obtain 
high quality of service (QoS). At the same time it has at least the same number of 
wavelength converters, if not less. 
One Single 
Wavelength 
Converter 
pump power is 
1 W, input 
power is 1 mW 
Wavelength 
nm 
1550 1300   
Frequency 
THz 
193.5484 230.7692   
Pump 
Frequency 
THz 
212.1588    
Two 
Consecutive 
Wavelengths 
Converters 
pump power is 
1 W, input 
power is 1 mW 
Wavelength 
nm 
1550 1425 1300  
Frequency 
THz 
193.5484 210.5263 230.7692  
Pump 
Frequency 
THz 
202.0374 220.6478   
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Three 
Consecutive 
Wavelengths 
Converters 
pump power is 
1 W, input 
power is 1 mW 
Wavelength 
nm 
1550 1500 1400 1300 
Frequency 
THz 
193.5484 200 214.2857 230.7692 
Pump 
Frequency 
THz 
196.7742 207.1429 222.5275  
Table 4- 3: Three WCs methods setup 
 
Figure 4- 13: Group delay for a single converter 
 
Figure 4- 14: Group delay for two consecutive converters 
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Figure 4- 15: Group delay for three consecutive converters 
 
The two conversion methods have been built following the same setup in table 4.3 
and the GD results are shown in figure 4.13, 4.14 and 4.15. Using one WC has taken 
about 2.15 ns to convert wavelength 1550 nm to 1300 nm. The two sequential WCs 
methodology has taken approximately 1.629 ns. However, the lowest GD has been 
recorded by utilising three consecutive WCs and it was approximately just 0.7 ns. 
That means the third procedure has minimized group delay by about 1.45 ns. This 
advantage has been taken in account in the proposed multicast switch in this chapter 
to reduce group delay for the whole network. 
4.4     Multicast Switch Techniques 
Multicast switching allows the input signal to be routed to any number of output 
fibres. By using multicast switching with light splitters and wavelength converters, the 
input wavelengths can be routed from any input fibre to any number of output fibres 
for any wavelength. A four-wavelength 2×2 fibre switch using wavelength converters 
(WC) and light splitters (LS) is illustrated in Fig. (4.16). 
 
Figure 4- 16:  2×2 C-S-C-S multicast switch 
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The switch [36] has been proposed to multicast wavelengths using wavelength 
conversion. In this switch, the number of converters is more than the light splitters to 
build it and it is called S-C multicast switch. It is known that using converters is a 
significant cost and in any network, the designer has to find the most ideal 
infrastructure as a trade-off between cost, power consumption, size, etc. Multicast 
request is illustrated in figure 4.17, where the server multicasts data to all four 
computers. The red wavelengths are busy with other data transfer, while green 
wavelengths are available for sending data. The multicast request is using 
wavelength one (𝜆1) to the multicast switch. The switch has to use WC to send data 
to all clients. However, as shown in figure 4.17, the wavelength number three is 
available to clients one and three, while wavelength number four is available to 
clients two and four.  
λ1 λ2 λ3 λ4
λ1 λ2 λ3 λ4
λ1 λ2 λ3 λ4
λ1 λ2 λ3 λ4
λ1 λ2 λ3 λ4
Server
Client 1
Client 2
Client 3
Client 4
 
Figure 4- 17:  Multicast Switch. Green are available wavelengths, red are non-available 
wavelengths  
This switch has followed two steps method, which is called (S-C). The switch 
performance is to split the input wavelength to multiple wavelengths and then 
convert them to any requested wavelength as shown in Fig (4.18). Therefore, it 
needs one splitter to divide input wavelength to four and four converters to convert 𝜆1 
as input wavelength to 2×𝜆2 and 2×𝜆3 in the output fibres. 
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Figure 4- 18: S-C Wavelengths Multicast Switching 
A better switch has been produced [36] by decreasing the number of converters. The 
new switch is called split convert split (S-C-S). It multicasts a wavelength to different 
destinations with three steps, instead of two steps as it proposed in (S-C) switch. 
The input wavelength has to be split to the requested number of wavelengths in the 
first step,  then converted to the requested wavelengths in the second step, and in 
the final step split to the number of the children requested as shown in Fig (4.19). By 
this method, S-C-S switch needs three splitters and two converters to produce 2×𝜆2 
and 2×𝜆3 outputs from a 𝜆1as input wavelength. 
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Figure 4- 19: S-C-S Wavelengths Multicast Switching 
In our proposed switch, there are two steps for each wavelength required. The new 
proposed switch is called Split-Convert-Split-Convert switch (S-C-S-C). It splits the 
input wavelength to the required number of wavelengths if needed and then converts 
it to the nearest required wavelength and finally splits it to the required number of the 
output wavelength if there is need of another wavelength, then it converts the 
converted wavelength to the new requested wavelength and splits it to the required 
number of outputs. S-C-S-C switch has decreased the number of splitters compared 
to the S-C-S switch and reduced also number of WC compared with the S-C switch. 
It repeats these steps to obtain any number of other wavelengths requested in the 
output as shown in Fig (4.20). By our method we need two splitters and two 
converters to get 2×λ2 and 2×λ3 output form a λ1 as input wavelength. 
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Figure 4- 20:  S-C-S-C Wavelength Multicast Switching 
4.5     Results and Discussion 
By our suggested switch we have reduced number of light splitters (LS), wavelength 
converters (WC), decreased the conversion degree (CD), and the conversion range 
(CR). 
 
Figure 4- 21:  Wave power for different wavelengths multicast switches in quaternary tree 
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Figure 4- 22:  Group delay for different wavelengths multicast switches in quaternary tree 
 
The S-C-S-C wavelength conversion design has taken advantage of reducing WCR 
to increase converted wave power and decrease GD. The proposed multicast switch 
has taken advantage of connecting the WCs in series instead of parallel as is used in 
S-C and S-C-S multicast switches. 
The multicast request is quaternary tree, which is illustrated in figure 4.17, has four 
wavelengths in the network and there are just two wavelengths available to clients, 
which are wavelength three and wavelength four. One wavelength is available to 
each client and the request has been generated randomly. 
Our wavelength multicast switch has increased average wave power up to 14.8% 
compared with S-C-S conversion method and 14.3% compared with S-C conversion 
method. The S-C-S-C methodology has decreased also GD by about 34.1% 
compared with the S-C conversion procedure and about 5.76% compared with the 
S-C-S conversion process. 
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Figure 4- 23:  Wave power for different converted wavelengths in multicast switches in octonary 
tree 
 
Figure 4- 24: Group delay for different converted wavelengths in multicast switches in octonary 
tree 
Power and group delay has been simulated by using VPI transmission maker 
software. The octonary tree has been used to compare the three multicast switches. 
There are eight wavelengths used in this multicast, the first and third clients have the 
same wavelength available which is wavelength two, while the second and fourth 
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clients have wavelength three. The other remaining clients has different wavelength 
to each one. This is a random generation to test the proposed multicast switch. The 
input wavelength is 1550 nm and the output wavelengths are (1510, 1475, 1440, 
1405, 1370, 1335 and 1300). The results show that the S-C-S-C has improved the 
average wave power by 28% and 26.92% compared with S-C-S and S-C 
respectively. The S-C-S-C has improved GD also by about 28.7% and 12.98% 
compared by S-C-S and S-C respectively. The graphs are not straight lines because 
each node has its own specific characteristics. 
 
Figure 4- 25: Wave power for different converted wavelengths in multicast switches in sedenary 
tree 
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Figure 4- 26: Group delay for different converted wavelengths in multicast switches in sedenary 
tree 
By implementing a sedentary tree (hexadecimal) which contains sixteen ports, the 
wave power and GD results are illustrated in figure 4.24 and 4.25 respectively. Each 
port has one wavelength available and the total number of available wavelengths in 
the network is sixteen wavelengths. There are some ports that have the same 
wavelength such as (11 and 3, 10 and 15, 2 and 4), while other ports have different 
wavelengths than others. There is a significant optimization in our proposed 
multicast switch compared with the other two multicast switches related to the 
converted wave power. While in the group delay, the improvement of our proposed 
multicast switch is still fairly well compared with the other two multicast switches. The 
results in figures 4.25 and 4.26 show that the S-C-S-C switch has reduced GD by 
about 21.66% and 26.9% compared with S-C-S and S-C respectively. The S-C-S-C 
has improved average wave power by76.46% and 73.19% compared by S-C-S and 
S-C respectively.  
4.6    Summary 
In this chapter, wavelength switching has been discussed and analysed using VPI 
software. The wavelength switching in this chapter has used light splitters and 
wavelength converters to multicast waves to various clients. There are many factors 
affecting the transmitted signal’s power and group delay such as wavelength 
conversion range (WCR), wavelength conversion techniques and wavelength 
methodologies. 
The signal power has been affected inversely with WCR. Therefore, the proposed 
switch in this chapter has minimized conversion range as much as possible, while 
GD has been affected directly with the WCR and the proposed switch has reduced 
GD by decreasing WCR. 
In this chapter, the wavelength conversion techniques has been analysed and 
proved that using FWM technique has the best transparency, bit per second quantity 
and converted signal’s power. Therefore, the FWM has been chosen to be the 
technique to convert wavelengths in this work. 
Wavelength conversion methodology has been investigated for different conversions 
using single or several converters connected in series. Connection of sequential 
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converters has better performance related to signal power and GD. Increasing the 
number of sequential converters leads to a decrease in GD and an increase in signal 
power. Therefore, this work in this chapter has taken advantage of these 
characteristics in the wavelength multicast switch. 
The switch has been proposed in this chapter to multicast wavelengths to different 
clients. It concentrates on increasing signal power and decreasing GD. It has been 
compared with two others switches to show its better performance. 
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Distributed Wavelengths Assignment Processes 
 
5.1 Introduction 
Wavelength assignment (WA) has a significant importance in wavelength division 
multiplexing (WDM) in optical fibre network. To allocate a specific candidate 
wavelength from a source to selected destination/s, there are numerous algorithms 
applied. Different topologies, mesh, tree and ring, have been investigated using 
either uni-or multi-casting. Wavelength assignment schemes can be divided into 
three schemes [1] static, dynamic and hybrid. In the static wavelength assignment 
(SWA) scheme, a specific wavelength is dedicated to each destination; therefore the 
number of destinations is equal to the number of available wavelengths in the 
network. 
However, it is used in small and limited networks and it is also used in sensitive 
networks when the wavelength must be always available like in health and military 
use. To obtain an ideal idea about static wavelength assignment, we can assume 
that a graph G and it represents a network. Each link between two nodes represents 
a fibre link. Each call has to assign one wavelength to reach its destination. To 
assign five calls (figure 5.1 a) from the optical transmitter to all five homes, it needs 
one wavelength for each call. That means it needs five wavelengths to serve all 
these calls. 
 
(a)     (b)      (c) 
Figure 5- 1: Different wavelength assignments scheme (a) static (fixed) (b) dynamic and (c) hybrid 
scheme. 
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The dynamic wavelength assignment (DWA) scheme assigns a wavelength to 
destinations based on the required data transfer, thus allowing each wavelength to 
be assigned to different targets at various times [2]. Therefore, it utilize the network 
resources in a more efficient way. In this scheme, it needs just two wavelengths to 
serve three calls described above. 
It uses (λ1) to serve call from the optical transmitter to the first house at a specific 
time say 10:00 to 10:10 and uses also (λ1) to serve call from optical transmitter to the 
second house at another time say 10:30 to 11:00 (figure 5.1 b). That will minimize 
number of used wavelengths in an optical network. The dynamic wavelength 
allocation (DWA) is one of the best solutions for the high data rate and high 
bandwidth, which the wavelength division multiplexer (WDM) can provide. 
The hybrid wavelength assignment (HWA) scheme is basically a compilation of 
these two schemes (static and dynamic). Some destinations have a fixed wavelength 
(uses (λ4) house 4) and other houses use dynamic wavelengths (figure 5.1 c). 
There are different (DWA) types according to the assignment schemes (centralized 
and distributed). In the centralized DWA (figure 5.2 a) there is a single controller 
selecting a wavelength in the cell, and the disadvantage with this scheme is the 
enormous amount of computation and communication which makes it impractical. 
 
For a new call, a free wavelength from the central pool is selected that would 
maximize the number of members in its co-wavelength set and minimize the mean 
square of distance between cells using the same wavelength. In centralized control, 
requests are arriving at each node have to be sent to the centralized operation 
server and will be processed and served one by one [3]. 
 
That is depending on the queuing discipline carried out at the centralized point. The 
benefit of using centralized scheme is easy to manage and process all network 
resources and it is convenient to monitor the present status of the network. However, 
the optimization procedure for some performance of different parameters in the 
network can be activated at any time for some performance or cost considerations.  
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(b) 
Figure 5- 2: Different wavelengths assignment types (a) centralised (b) distributed. 
 
In the distributed DWA there are many controllers in the cell or the controllers are 
spread in all nodes or some of them (sparse). The distributed DWA has advantages 
of shorter delay and disruption period, simpler implementation, less computational 
complexity; any problem can affect one node not the whole network and it is easier 
to fix problems. In the distributed DWA scheme, the controllers in the network nodes 
expand and the status is collected by messages from and to the neighbours of each 
node. That will help controllers to process locally orders in a short period of time [4]. 
 
Each one of the wavelength assignment schemes has different algorithms to allocate 
an appropriate wavelength to carry data such as (First Available, Randomly, Locally 
Optimized, Most Usage, Least Usage, and Mean Square) [5]. 
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Moreover, the advantages of the distributed wavelength allocation scheme are the 
wide bandwidth of the link (fibre), the huge degree of wavelength modulation utilises 
the network more efficiently with high and definitive reliability, and the ability to 
provide high quality of service among modules and nodes. [6] 
The distributed computation scheme is significantly maximizing network flexibility. 
Distributed nodes usually adopt on-line path computation algorithms. In this case, 
the path is computed by the transmitting node which determines a few paths to the 
receiving nodes taking into account both links metrics and administrative constraints. 
[7] 
 
5.1.1 Local and Metropolitan Networks 
Local area network (LAN) and Metropolitan Area Network (MAN) are the family of 
IEEE 802 standards. LAN is described as the network that connects devices in a 
single office, warehouse or even different buildings in a campus or block. It provides 
a medium to high data rate, short delays such as few milliseconds or less. It serves 
distances of at least 2 km and up to few tens of kilometres [8]. 
 
MAN is a network that serves several blocks and buildings to complete cities such as 
London, Par. That means it provides and connects diverse local networks. 
Wavelengths used in MAN have a medium to high data rate providing various 
integrated telecommunication traffic such as videos, voices and data, while it 
supports different devices including bridges, routers, gateways, terminals …etc. [9] 
 
The Physical layer of MAN supports the ability of receive and transmit modulated 
signals assigned to various wavelengths, in case of broadband or to a single 
wavelength band, in the case of baseband using time division multiplexing (TDM). It 
serves stations at distances as far as fifty kilometres. Many LAN can be connected 
together to the MAN using a switch which can filter out traffic not intended for the 
neighbouring network to reduce the amount of the flowed traffic. [10] 
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Figure 5- 3:  Two LAN connected by a switch 
5.1.2 Single and multimode fibres 
Optical fibre is a very thin wire that made of glass and its diameter is about one-tenth 
of millimetre 0.1 mm [11]. Optical fibres can be divided into two classes based on 
their modal properties single-mode fibre and multimode fibre. Single-mode fibres are 
step-index while multimode fibres are step- or graded –index, which depend on index 
of refraction with radial distance from the fibre index [12]. Even though the cost of 
copper is low, but with the huge demand of the wide bandwidth and high speed for 
long distances, has meant that copper can’t serve these requirements, because of its 
low bandwidth and slow speed (up to 6.3 Mbit/s). However, single-mode optical fibre 
has been proposed to overcome the difficulties of the copper used to transmit data 
for 10 – 20 km at 1300 and 1550 nm with better transmission characteristics than at 
850 nm. 
The 1300nm and 1550 nm have the lowest attenuation compared with the other 
wavelengths to transmit data over longer distances. For long distances of up to 50 
km, single-mode is utilized while multimode fibre is used for short distances of up to 
2 km [13].  
The single-mode fibre planes to carries much wider bandwidth at 1300 nm. At the 
end of 1982, the single-mode fibre has been used to transmit 400Mbit/s at 1300 nm. 
However the cost of the optical fibre has reduced its use to much longer distance 
than copper wires. At that time, it is used even for short distances in military 
agencies. 
Engineering has taken care of manufacturing planes with non-metallic airframes to 
avoid electromagnetic interference from enemy radars. That led to install fibres in the 
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Marine Corps AV-8B Harrier jet. Moreover, optical fibre has been utilized in radar 
installations because of its low attenuation and the high speed especially for the 
radar dish which is far from the control centre. 
 
 
Figure 5- 4:  Single-mode and multi-mode fibre types [14] 
The total attenuation for the three wavebands 850 nm, 1300nm and 1550 nm in 
optical fibre are <2, <0.5 and <0.2 dB/km. although the wavelength 1550 nm has the 
lowest losses, but the wavelength 1300 nm has zero dispersion for dispersion non-
shifted single-mode fibre [15]. 
5.1.3 Why Optical Fibre? 
Optical fibre has made a revolution in data transmission because of its 
characteristics that made it suitable for various services. Some of the reasons of 
using optical fibre are listed below: [16] 
 Its high speed to transmit data for a much longer distance than copper wire; 
 It has huge bandwidth to transmit many signals in the same fibre; 
 The low attenuation of the optical fibre has made it first choice to send data; 
 Inviolability to electromagnetic intervention; 
 It cannot be tapped simply because of its data security; 
 The optical fibre could be easily Non-conductive; 
 Danger of spark is not expected as opposed to copper wires; 
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5.1.4 Refraction 
Retraction can be defined as the change of direction of any wavelength which can 
occur when the speed of the wavelength changes as it passes from one medium to 
another in a non-straight angle [17]. 
 
Figure 5- 5:  Refraction in various medium [18] 
 
Figure 5- 6:  Refraction through a Prism [19] 
5.1.5 Factors Governing Refraction 
The amount of refraction of light at a boundary between two media depends on three 
things [20]. The nature of the media (embodied in a characteristic quantity 
called the index of refraction for a medium). 
1. The angle of incidence for the light ray on the boundary. 
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2. The wavelength of light. 
The short wavelength travel faster than the long wavelength [21], therefore the work 
in this chapter concentrates on assigning the shortest wavelength in the proposed 
algorithm. 
5.1.6 Refractive Index (n) 
The refractive index (n) of a material is the ratio of the speed of light (c) in a vacuum 
to the velocity of light in the material (cS) [22]. Refractive index equation is as below: 
𝑛 =
𝑐
𝑣
                                                                                                                                                     (5.1) 
(𝑛) refractive index 
(𝑐) light speed in vacuum 
(𝑣) electromagnetic speed in the material 
The refractive index of a material is always greater than 1. 
For example; water = 1.33, diamond = 2.42, glass = 1.5, air = 1. 
According to the refractive index equation (4.1), the refractive index of the air is 1 
because the speed of light in free space it equal to the speed of light in air (𝑐 = 𝑣). 
While in optical fibre or glass the speed is about (2 × 108 𝑚/𝑠) and light speed in free 
space is (3 × 108 𝑚/𝑠). Therefore, refractive index calculated as shown below: 
𝑛 =
𝑐
𝑣
=
3 × 108 𝑚/𝑠
2 × 108 𝑚/𝑠
= 1.5                                                                                                           (5.2) 
While the speed of the wave depends on the angular frequency in the formula: 
𝑣 =
𝜔
𝑘
                                                                                                                                                    (5.3) 
where, 
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(𝜔) is the angular frequency 
(𝑘) is the propagation constant (each material has a certain propagation constant) 
The time needed for wave to travel in a medium is: [23] 
𝑡 =
𝑛. 𝐿
𝑐 𝑐𝑜𝑠 𝜃
                                                                                                                            (5.4) 
𝑡 =
𝑐 𝐿
𝑐 𝑣 cos 𝜃
                                                                                                                          (5.5) 
𝑡 =
𝐿
𝑣 cos 𝜃
                                                                                                                             (5.6) 
(𝑐) is light speed in free space 
(𝑣) is light speed in the material 
(𝑛) is refractive index of the material 
(𝐿) the length of the fibre 
(𝜃) is the angle of the wave with the y-axis 
 
5.1.7 Dispersion 
Dispersion is the separation of a complex wave into its component parts according to 
a given characteristic, such as frequency or wavelength. The separation of 
electromagnetic radiation into constituents of different wavelengths simply limits the 
light propagation along the fibre. [24] 
Dispersion value is related to the second derivative of the propagation constant (β) 
[25] 
𝐷 =
−2𝜋𝑐
𝜆2
 
𝑑2𝛽
𝑑𝜔2
                                                                                                                                  (5.7) 
𝑑2𝛽
𝑑𝜔2
=
1
𝑐
(2
𝑑𝑛𝑒
𝑑𝜔
+ 𝜔
𝑑2𝑛𝑒
𝑑𝜔2
)                                                                                                           (5.8) 
𝛽 = 𝑘0𝑛𝑒                                                                                                                                               (5.9) 
𝑘0 =
𝜔
𝑐
=
2𝜋
𝜆
                                                                                                                                    (5.10) 
𝑛𝑒 = ∆𝑛𝑒+ 𝑛0                                                                                                                                   (5.11) 
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𝐷 =
−2𝜋𝑐
𝜆2
 
𝑑2𝑘0∆𝑛𝑒
𝑑𝜔2
+
−2𝜋𝑐
𝜆2
 
𝑑2𝑘0𝑛0
𝑑𝜔2
= 𝐷𝑤𝑎𝑣𝑒𝑔𝑢𝑖𝑑 + 𝐷𝑚𝑎𝑡𝑒𝑟𝑖𝑎𝑙                                         (5.12) 
 
(𝑐) is light speed 
(𝛽) is propagation constant 
(𝜔) is angular frequency 
(𝑛𝑒) is effective index 
(𝑘0) is free space wave number 
(𝜆) is wavelength 
(𝑛0) is refractive index of the cladding 
 
Fibre dispersion can be categorized into material (intermodal) dispersion and 
chromatic dispersion. Material (intermodal) dispersion is caused by the fact that 
different propagation modes in a fibre travel at different speeds. Usually a large 
number of modes coexist in a multimode fibre; therefore intermodal dispersion is the 
major source of dispersion in multimode fibres. 
Chromatic dispersion is originated from the fact that different frequency components 
in each propagation mode may travel at slightly different speeds and therefore it is 
the dominant dispersion source in single-mode fibres. Both intermodal dispersion 
and chromatic dispersion may cause optical signal pulse broadening and waveform 
distortion in fibre-optic systems. [26] 
 
Figure 5- 7:  Dispersion for different wavelengths for transmission fibre and the dispersion 
compensating fibre 
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5.2 Dispersion of Various Wavelengths 
There are various terms can reduce and effect dispersion. Firstly high data rate can 
highly harm and deform a signal more than low data rate. Secondly dispersion 
coefficient (D) can be reduced by manufacturing fibres with low material dispersion. 
Thirdly, minimizing spectral width (B) can reduce dispersion that can occur by using 
an LED that has a spectral width of 50 nm. Fourthly, using wavelengths that have 
low dispersion can decrease dispersion also. Another method to reduce dispersion 
for specific wavelength is by using dispersion-shifted fibre, which has a zero 
dispersion wavelength at 1550 nm (figure 5.8). 
 
 
Figure 5- 8:  Stander and dispersion shifted [27] 
The advantage of this fibre is its zero-dispersion at wavelength 1550 nm which has 
the minimum value of attenuation 0.2 dB/km. However, the dispersion-shifted fibres 
have particular faults such as they cause more crosstalk among neighbouring 
wavelengths in WDM applications fibre [28]. The last method has been adopted in 
this chapter.  
The dispersion has different values for various wavelengths. The VPI software has 
been used to find the effect of using wavelengths from four bands (O, E, S and C 
bands) which have been described below: [29] 
 
I. O-band (original) – A range from 1260 nm to 1360 nm 
II. E-band (extended) – A range from 1360 nm to 1460 nm 
III. S-band (short wavelength) – A range from 1460 nm to 1530 nm 
IV. C-band (conventional) – A range from 1530 nm to 1565 nm 
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 To find the dispersion values for several wavelengths the optical fibre used is 
original optical fibre with zero-dispersion at 1300 nm. That means the implemented 
network is without using dispersion-shifted optical fibre, which is called non-shifted 
optical fibre. The length of the fibre used is 10 km which is the average length of the 
metropolitan area networks (MANs). 
The Impulse Generator (Optical) has been used to produce and send pulses with 
diverse wavelengths (1550, 1530, 1510, 1490, 1470, 1450, 1435, 1420, 1405, 1390, 
1375, 1360, 1345, 1330, 1315 and 1300 nm). This module generates an optical delta 
pulse, which lasts a single sample period. It can be used for testing the temporal 
response or spectral response of optical fibres [30]. The peak power of the impulse 
generator is set to (1 ∗ 10−3 W) and the data rate is (109 𝑏𝑖𝑡/𝑠). 
The length of the used optical fibre is (103 𝑚), the refractive index is 1.47 non-unit, 
attenuation is (0.2 ∗ 10−3𝑑𝐵/𝑚) and the central wavelength is 1300 nm. 
 
Figure 5- 9:  Dispersion for various wavelengths 
As it is clear that wavelength 1300 nm has zero-dispersion in the optical fibre, 
dispersion is increased when the wavelength is maximized. It is varied from zero 
ps/nm up to 1200 nm/ps at 1550 nm. Total dispersion (material (intermodal) 
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dispersion and chromatic dispersion) is degrading the performance of the speed of 
the wavelength in optical fibre communication and transmission. 
Either negative or positive dispersion results in pulse expansion of the transmitted 
wavelengths. The expansion occurs because the dispersion is increasing when the 
length of the fibre is longer, which forces a limitation of the maximum distance and 
data rate without a regeneration process. [31] 
Therefore this work has adopted the idea of minimizing dispersion by choosing the 
shortest wavelength. By assuming the shortest wavelength in this work is zero-
dispersion 1300 nm, this will help to reduce dispersion at the end clients. 
 
 
Figure 5- 10: Power for various wavelengths 
Wavelengths have different energy themselves. According to the equations below, it 
can be obvious that the energy is inversely proportional to the wavelength. Since the 
power of the signal is presented in equation (5.13) and it is dependent on the energy, 
it can be seen that the power of the signal is inversely proportional to the wavelength 
of the signal as presented in equation (5.15). [32] 
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𝑃 =
𝐸
𝑡
                                                                                                                                                 (5.13) 
𝐸 =
ℎ ∗ 𝑐
𝜆
                                                                                                                                           (5.14) 
𝑃 =
ℎ ∗ 𝑐
𝜆 ∗ 𝑡
                                                                                                                                           (5.15) 
(𝑃) is power of the signal 
(𝐸) is the energy of the signal 
(𝑡) is the time 
(ℎ) is the Planck’s constant (6.626 × 10−34𝐽. 𝑠) 
(𝑐) is the speed 
(𝜆) is wavelength 
 
The end clients can get high quality of service when they receive a high power of the 
transmitted signal. Since the power of the signal is strong for the short wavelengths, 
therefore, the chosen wavelength in this work is the shortest wavelength. As the 
shortest wavelength used is 1300 nm, so this work concentrate on choosing the 
shortest wavelength to 1300 nm. 
 
 
Figure 5- 11: Analysing wavelengths through 10 km optical fibre 
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The simple module as shown above is implemented to investigate the effect of the 
supplied power. The FuncImpulseOpt (function of optical impulse) is set to transmit 
an impulse with wavelength at 1300 nm. It has transmitted this wavelength through 
10 km optical fibre with different power values. It starts with 0.0001 W and this is 
varied to 0.001, 0.01, 0.1, 1 and 10 W. By increasing supplied power of the 
FuncImpulseOpt, the analyser shows that the dispersion has been decreased by a 
significant value from (0.12 ps/nm) to about (0.000713 ps/nm) at 0.0001 and 10 W 
respectively. The figure below shows that the dispersion is inversely proportional to 
the supplied power. Therefore using the high power wavelengths produce lower 
dispersion. 
 
 
Figure 5- 12: Dispersion for various supplied power values 
The other benefit can be obtained from the investigation of the various values of 
power, is its effect on the group delay (GD). The power has decreased group delay 
by a high value. GD is reducing from about (0.1 ns) to about (0.001 ns) at 0.0001 
and 10 W respectively as shown in figure 5-13 below. Therefore, this work has taken 
this advantage to minimize GD as much as possible.  
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Figure 5- 13: Group Delay for various supplied power values 
 10km 30km 
1300 3.5e6 ps/nm 6.12e6 ps/nm 
 1.543 ns 3.19 ns 
 1.628 W 210.89e-3 W 
1550 3.66e6 ps/nm 6.13e6 ps/nm 
 1.545 ns 3.2 ns 
 1.626 W 210.76e-3 W 
Table 5- 1: Dispersion, Group Delay and Power for 10 and 30 km at 1300 and 1550 nm 
To implement our network, we have to investigate the effect of the distance on the 
output wavelengths. The distance of 10 km and 30 km has been implemented using 
two different wavelengths (1300 nm and 1550 nm). According to the table above that 
shows the advantage of using short wavelengths can be acceptable until about 30 
km. The GD is about the same at both wavelengths at different distances while the 
power is slightly different. However the significant difference is in dispersion which is 
varied from (3500000 ps/nm) to (3660000 ps/nm) (reduction is 160000 ps/nm) at 
1300 nm and 1550 nm respectively at 10 km, while the difference is reduced to 
10000 ps/nm at 30 km. Therefore, the maximum distance adopted in this work is 30 
km. 
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5.3 State of art 
The wavelength multicast in tree networks has been investigated in [35]-[39]. In [35] 
they studied wavelength assignment for WDM multicast to minimize the wavelength 
costs. Work in [36] proposed two improved virtual source based algorithms that 
constructs all-optical multicast trees (nodes have splitter and converter). 
Their results show that their mechanism builds light-trees with the least wavelength 
channel cost and with the smallest number of wavelengths under certain number of 
multicast sessions. 
They proposed in [37] novel two tree construction algorithms. Since the proposed 
tree algorithms take account of the number of wavelengths available for each link, 
this algorithm can select those links which have larger number of available 
wavelengths. 
 
Chatterjee, Sarma, and Sahu [38] proposed an advantage of based on dispersion-
reduction wavelength allocation (PDRWA) algorithm to minimize the total dispersion 
in the optical fibre network. In this scheme, the connection requests having a same 
source-destination (s-d) pair are groomed first to avoid intermediate (O/E/O) 
conversation. Then these sponsored connection requests with wavelengths having a 
higher dispersion, are assigned to the light- paths with shorter distance and longer 
light-paths are assigned the wavelengths having lesser dispersion.  
 
Moscholios, Logothetis, Stylianakis and Vardakas [39] have analysed and proposed 
three algorithms for dynamic wavelength assignment in a WDM-TDMA PON, by 
separately considering random or quasi-random input-traffic. They concentrate on 
choosing a random scheme to avoid time processing for wavelengths allocation.  
5.4 Wavelength assignment algorithms 
WDM has made a revolution in the optical fibre networks by increasing number of 
transmitted wavelengths into fibre optics. They can reach 160 wavelengths [33] 
which is a huge number compared with the single wavelength that has been sent in 
the beginning of optical fibre manufacturing. While it can be feasible to have 
hundreds of wavelengths per fibre where each wavelength can carry about 40 Gb/s. 
[34] 
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Even if the number of wavelengths is huge in WDM, it has to be processed carefully 
and selected by an appropriate algorithm. There are several methods to allocate 
wavelength to operate data transmission to clients. 
Wavelength assignment algorithm proposed in this chapter concentrates on 
maximizing the signal power and minimizing dispersion on the received wavelength. 
The explained algorithms in this work are about multicast technology when the same 
data or calls are sent to multi-destinations. 
 
5.4.1 Multicast Wavelength Assignment Algorithm (MWAA) [40] 
This multicast algorithm is proposed in [40] and they have proposed multi and uni-
wavelength assignment. The uni-wavelength assignment is called k=1. It allocates 
the input wavelength which is available on the output. If the input wavelength is not 
available on the output, then it appropriates the wavelength randomly. 
 
5.4.2 New Greedy Wavelength Assignment (NGWA) algorithm [41] 
The NGWA wavelength assignment algorithm is used to minimize wavelength 
conversion. The algorithm allocates wavelength in two steps; the first step is called a 
partial step and the second step is called complete step. In the partial step, it assigns 
the available wavelength in the maximum output links using the bottom to top 
method. If there is more than one wavelength, it allocates all the candidate 
wavelengths. In the complete step, it allocates the wavelength that has the most-
used scenario in the whole network. If the wavelengths do not feed all destinations, 
the NGWA algorithm chooses any wavelength randomly to reach the destinations. 
 
5.4.3 Shortest Wavelength Assignment (SWA) algorithm 
To select a specific wavelength to carry data or calls from source to different 
destinations, it needs a certain algorithm for the wavelength selection processing. 
One of the two proposed algorithms in this chapter is to allocate the shortest 
wavelength available that is to decrease dispersion, GD and increase the signal 
power. The available wavelengths can be varied to different destinations. 
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The SWA algorithm selects the shortest wavelength which is 1300 nm or the nearest 
one to this wavelength. If there are more destinations available, it chooses another 
wavelength which is the nearest one to the 1300 nm. 
 
Figure 5- 14 : Quaternary tree with various wavelengths to different destinations 
The quaternary tree with two levels is illustrated in figure (5.14). There are four 
wavelengths implemented in this network 
(𝜆1 = 1300, 𝜆2 = 1350, 𝜆3 = 1450 𝑎𝑛𝑑 𝜆4 = 1550 𝑛𝑚) and assumed to be two random 
wavelengths available to each destination. The shortest wavelength assignment 
(SWA) algorithm is choosing shortest wavelength in the first step. 
In the second step, if there are more destinations that need feeding, it selects the 
second shortest wavelength and so on until all destinations receive the transmitted 
data. The wavelengths will be allocated as shown in figure (5.15). 
The tree network is defined as a table 
 
𝜆𝑖𝑛=1550 Dest. 1 Dest. 2 Dest. 3 Dest. 4 
𝜆1 1 1 0 1 
𝜆2 0 0 1 0 
𝜆3 0 1 0 1 
𝜆4 1 0 1 0 
Table 5- 2: quaternary tree as a table 
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Algorithm:  shortest wavelength allocation  
Constant:  width (number of wavelengths), length (number of destinations) 
Input: multicast tree, input_wavelength 
Output: assigning wavelength  
Begin 
For n=1 to width do 
Find shortest wavelength; 
 Assign the shortest wavelength; 
Remove the assigned wavelengths destinations; 
 Repeat for all remaining destinations; 
End for 
End 
 
It is a simple algorithm and there is a quick time for processing because there are 
not many choices. It has to select the shortest wavelength and it is one wavelength 
in all situations not like other algorithms which need to compare among several 
wavelengths and the choose one of them as shown in the two algorithms above. 
 
 
Figure 5- 15: Quaternary tree network with shortest wavelength assignment (SWA) algorithm 
 
5.4.4 Highest Number of Destinations with Shortest Wavelength Assignment 
(HND-SWA) algorithm 
There are some disadvantages (which will be analysed in detail in the next chapter) 
in using the previous algorithm (SWA) such as many wavelengths used to transmit 
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data and a lot of wavelength conversion which leads to increased number of 
wavelength converters. The other disadvantage of SWA is the high cost and high 
power consumption because of the large number of used wavelength converters. To 
overcome these disadvantages, we propose another algorithm, which combines the 
SWA and HND algorithms. 
HND algorithm selects the wavelength that can reach maximum number of 
destinations. That wavelength is used to carry data to its destinations. While the 
multicast is the technology that is used in this work, one or more wavelength/s may 
be enough for this technology. If one wavelength is not enough the HND algorithm 
will choose another wavelength that has maximum number of destinations in the 
remaining available wavelengths and soon until all clients receive data. 
There is a situation facing this algorithm when there are two or more wavelengths 
that have same number of destinations. In this case, the HND algorithm selects a 
random wavelength while the proposed HND-SWA algorithm makes the selection of 
the shortest wavelength/s. By using HND-SWA algorithm, the disadvantages of the 
SWA and HND algorithms are vanquished. 
Algorithm:  highest number of destinations with shortest wavelength allocation  
Constant:  width (number of wavelengths), length (number of destinations) 
Input: multi cast tree, input_wavelength 
Output: assigning wavelength, number of selected wavelengths, wavelengths converters number  
Begin 
For n=1 to width do 
Calculate number of destinations for each wavelength 
Find wavelength with maximum destinations 
If there are two or more wavelengths with the same number of destinations  
Choose shortest one 
Else  
Assign it 
End if 
Remove the assigned wavelengths destinations; 
Repeat for all remaining destinations 
End for 
End 
Chapter Five: Distributed Wavelengths Assignment Processes 
 
 122 
 
 
Figure 5- 16: Quaternary tree network with highest number of destinations with shortest 
wavelength (HND-SWA) algorithm 
According to the figures (5.15 and 16), the SWA and HND-SWA have a very near 
performance. They have different wavelength allocation just in node (5) where the 
SW algorithm selects (𝜆1 𝑡𝑜 𝑑𝑒𝑠𝑡𝑖𝑛𝑎𝑡𝑖𝑜𝑛𝑠 18, 20 𝑎𝑛𝑑 21 𝑎𝑛𝑑 𝜆2 𝑡𝑜 𝑑𝑒𝑠𝑡𝑖𝑛𝑎𝑡𝑖𝑜𝑛 19) 
while HND-SWA algorithm chooses (𝜆2 𝑡𝑜 𝑑𝑒𝑠𝑡𝑖𝑛𝑎𝑡𝑖𝑜𝑛𝑠 18, 19, 20 𝑎𝑛𝑑 21). In that 
case HND-SWA has slightly higher dispersion and GD compared to the SW. That 
will be analysed in detail in the results and discussion section. 
 
5.5 Results and Discussion 
Various networks are implemented to investigate the performance of the two 
proposed algorithms compared with two other algorithms. The software VPI photonic 
is utilized for this examination. The first network is a binary network with three levels. 
There are one source and the destinations are the leaf nodes and the other nodes in 
the level one are switches. The optical fibre between each level is 10 km, which 
means the size of the network is 30 km. The optical fibre used is a standard single-
mode fibre (zero dispersion at 1300 nm). The data rate is 10 Gbps which is the 
medium data rate in this time. 
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This work concentrates on reducing dispersion at the received wavelength. 
Moreover, the decrease in group delay is the second goal of this work. Furthermore 
the work is focused on increasing the signal power at the clients’ receivers. Results 
in figure 5.17 show the performance of the SWA, HND-SWA, MWAA and NGWA 
algorithms related to the dispersion. 
The dispersion has the minimum values at SWA algorithm because it selects the 
wavelengths that have lowest dispersion values. The HND-SW algorithm has the 
dispersion values which are very near to the SWA algorithm performance. The other 
algorithms have concentrated on minimizing number of converters regardless of the 
dispersion. Therefore their dispersion values are significantly higher. 
 
Figure 5- 17: Dispersion for various algorithms in binary network 
Group delay results shown in figure 5.18 are for different algorithms. The 
performance of the SWA algorithm is the best compared with the other algorithms. 
Although the performance of the HND-SWA algorithm still keeps its performance 
very near to SWA algorithm, the difference is very small. The GD is inversely 
proportional on the power of the signal and directly proportional on the wavelength 
according to the wave equation. 
The number of devices that the wave is passing through also affects the GD. The 
performance of the NGWA algorithm is the worst compared with the other algorithms 
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because it select wavelengths regardless of their dispersion values. Therefore, the 
dispersion values of the MWAA and NGWA algorithms are variable. 
 
 
Figure 5- 18:  Group delay for various algorithms in binary network 
The signal’s power results are illustrated in figure 5.19. The highest power values are 
recorded for the SWA algorithm which is caused by assigning the shortest 
wavelengths that have highest power. The HND-SW algorithm has recorded a 
proportionally high value but it is little bit less than SWA algorithm. 
 
Figure 5- 19: Signal power for various algorithms in binary network 
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Different wavelengths assignment algorithms are implemented in quaternary tree 
using VPI transmitter software. The quaternary tree consists of two levels with 20 
links; each link has two available wavelengths. The total wavelengths in the network 
are eight wavelengths feeding sixteen destinations. The distance between each level 
is 10 km and the total size of the network is 20 km from source to destinations. The 
wavelengths are placed randomly throughout the links. The data rate is 10 Gbps and 
the wavelengths used are wideband (1300, 1335, 1370, 1405, 1440, 1475, 1510 and 
1550). The S-C-S-C wavelengths multicast switching is used in these algorithms. 
 
Figure 5- 20: Dispersion for various algorithms in quaternary network 
 
Figure 5- 21: Signal power for various algorithms in quaternary network 
1.00E+00
1.00E+01
1.00E+02
1.00E+03
1.00E+04
1.00E+05
1.00E+06
1.00E+07
1.00E+08
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
D
is
p
e
rs
io
n
 p
s/
n
m
 
Number of Clients 
SW
MWAA
HND-SWA
NGWA
1.00E+00
1.00E+01
1.00E+02
1.00E+03
1.00E+04
1.00E+05
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
P
o
w
e
r 
m
W
 
Number of Clients 
SW
MWAA
HND-SWA
NGWA
Chapter Five: Distributed Wavelengths Assignment Processes 
 
 126 
The performances of the SWA and HND-SWA algorithms are best among other 
algorithms. Their performances are about the same relating to the dispersion and 
power. While the HND-SWA algorithm has better performance than SWA algorithm 
related to the group delay. 
 
Figure 5- 22: group delay for various algorithms in quaternary network 
 
Figure 5- 23: Dispersion for various algorithms in random network 
The performance of the proposed algorithms is investigated using different tree 
topologies. The simulations in figures (5.21 and below) have used symmetric trees to 
show the values of the dispersion, group delay and signal power of the proposed 
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algorithms SWA and HND-SWA compared with two other algorithms NGWA and 
MWAA. 
 
Figure 5- 24: Group delay for various algorithms in random network 
 
Figure 5- 25: Signal power for various algorithms in random network 
In the figures (5.22, 23 and 24) the random tree is used to examine the performance 
of the all four algorithms. The random network has one root node (source) connected 
to three children in the level one and the three nodes in the level one connected to 
nine, seven and five nodes respectively in the level two. 
The number of wavelengths used is eight (1300, 1335, 1370, 1405, 1440, 1475, 510 
and 1550). 
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5.6 Summary 
The work in this chapter is about dynamic wavelengths allocation in multicast tree 
optical networks This research takes in account two parameters, the first of all the 
dispersion on the received signal. The second parameter is the received signal 
power. 
There are two dynamic wavelength assignment algorithms proposed in this chapter. 
The shortest wavelength assignment (SWA) algorithm concentrates on selecting the 
shortest wavelengths because of their zero (1300 nm) or low (greater than 1300 nm) 
attenuation and high power. The group delay is inversely proportional on the signal 
power; therefore the group delay is reduced for the short wavelengths because of 
their high power. 
The second algorithm highest number of destinations with shortest wavelengths 
assignment (HND-SWA) is combined between SWA and another algorithm which 
select wavelength that is available to the maximum number of destinations. That 
combination is to reduce the number of wavelengths converters, which are very 
expensive and energy consuming. Therefore HND-SWA is preferred because of its 
number of WC reduction and Number of wavelengths reduction as can be seen in 
the next chapter. This work is published in publication [6] and [8] in the list of 
publications. 
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Wavelengths and Their Converters Number 
 
6.1 Introduction 
Multicast technology is an efficient method to transmit data from a source to multiple 
destinations simultaneously [1]. At the present time, with the significant popularity of 
multicast applications, like video conferencing, voice conversation distribution and 
HDTV, the multicast scenario is expected to constitute a large portion of the overall 
network traffic in the near future. One-to-many media transmission has a wide 
requirement. Optical multicast trees (light-trees) represent one specific case. 
Wavelength division multiplexing (WDM) technology is established in this case. 
Using light-tree, wavelength from the source of the multicast session is propagated 
and split optically until all destinations are reached, the creation of a light-tree may 
require conversion for the input wavelength, which is assigned (unavailable) to some 
of the tree links, to avoid blocking in which case, wavelength converters (WCs) are 
required for the light-tree to be created. WCs are expensive and consume energy; 
therefore, a wisely designed network must minimize the required number of WCs [2]. 
Tianping Shuai and Wenbao Ai consider the multicast routing and wavelength 
assignment problem (MC-RWA) in multi-hop optical WDM networks, where requests 
arrive one by one. They propose a polynomial time optimal MC-RWA algorithm 
based on shortest path tree [3]. The problem of MC-RWA in mesh network is 
investigated in both cases separately and concurrently for sparse splitter and 
wavelength conversion in WDM networks. In first case, Li Du and Yanning Jia 
propose routing and wavelength assignment problems separately and in the second 
case they propose them concurrently [4]. Dynamic wavelength allocation (DWA) in 
multicast (MC) switching using a centralized scheme is investigated in [5]. The aim 
for this investigation is to maximize the network capacity and minimize the blocking 
probability in the wavelength division multiplexer network (WDM). In [6] Rongping 
Lin, Wen-De Zhong, Sanjay Kumar Bose and Moshe Zukerman investigate multicast 
traffic grooming with a leaking strategy in a mesh network topology. In the leakage, 
they mean that a light-tree may send the data of a multicast connection to node/s 
that are not in the multicast destinations. These leaking strategies improve the 
sharing of light-trees, which lead to lower blocking ratios. They have proposed two 
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multicast traffic grooming algorithms with leaking strategy. First one called multicast 
traffic leaky grooming (MTLG) and the second is called multicast traffic hybrid 
grooming (MTHG) are proposed. Wavelength conversion is expensive and energy 
consume therefore, Fen Zhou, Miklós Molnár, Bernard Cousin, and Chunming Qiao 
propose algorithm without WCs. Due to the light splitting constraint and the absence 
of wavelength converters, several light-trees may be required to establish a multicast 
session [7]. Mesh network has been studied [8]-[10] to investigate quality of service, 
minimize delay, cost and blocking probability respectively. 
6.1.1 Wavelength 
Wave is an energy disturbance that propagates from one point to another in a 
medium without giving the medium any permanent displacement. All waves 
(electromagnetic, mechanical, optical…etc.) have a frequency and wavelength. It is 
defined as the physical distance between two points having the same phase in two 
consecutive cycles of a periodic wave along a line in the direction of propagation. 
[11] 
Some of waves have different periodic times and waveforms and in addition, are 
continuously changing with time and therefore they do not have a specific 
wavelength but a bandwidth. Each colour has its specific wavelength such as blue 
colour has wavelength of 450 nanometres, green colour has wavelength of 530 
nanometres and red colour has wavelength of 670 nanometres. [12].  
 
Figure 6- 1: Different types of waves [13] 
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There are different wavelengths used for data transmission. Some of the 
communication works have used millimetres wavelengths which start from 1 mm and 
above (30-300 GHz) [14]. However the disadvantage for using mm-waves is that the 
maximum data rate is limited, so separation between transmit and receive is 
necessary to overcome interference, and less than half of the band is available for 
transmission. It also has a limited distance for up to 0.5 km because of the sensitivity 
to atmospheric effects. [15]. Eye visible range is a part of the nanometre 
wavelengths which lie on the range of 400-700 nm and some sensitivity up to 800 
nm while other animals like one jumping spider can visible below 315 nm and other 
animals like beetles, butterflies and snakes have visibility up to 60 nm into red which 
lie in the infrared range. [16]. Nanometre wavelengths are used in a wide range of 
technologies. The range of 1400-2000 nm wavelengths have been used in the image 
sensing and the range of light used is called the eye-safe region because more light 
is absorbed at the cornea than light in the visible region and therefore less damage 
will occur to the retina [17]. They have been used in the astronomy telescopes [18], 
using 750 nm and above which is called infrared and is used in detecting clouds, 
oceans and seas eddies and other Earth investigation features. Ultraviolet 1 up to 
400 nm is used for space-borne remote sensing of molecular species in Earth’s 
troposphere and stratosphere. [19]. 
There are many advantages of using nanometre wavelengths in optical fibres since 
hundreds of wavelengths [20] can be transmitted using WDM especially dense 
wavelength division multiplexing (DWDM) with very low spacing which reach 0.4 
nanometre, simplify design, low cost, wide band and high data rate. [21] 
6.1.2 Wavelengths Capacity 
The data rate per wavelength has been improved by a significant amount. It was only 
1.6 Gb/s, at which 13km non-repeater transmission is confirmed at 1.3 pm, where 
fibre dispersion almost disappears and also 100 Mbit/s at 30 km, 800 Mbit/s at 20 
km, 1.2 Gb/s at 23 km. [22]. A 10-wavelength, polarization-multiplexed is 
demonstrated to operate at 112 Gbps per wavelength [23]. The proposal obtained 
the record of data rate per wavelength (214 Gbps) and record distance of 720-km 
standard single-mode fibre [24]. The proposed gigabit access passive optical 
network using wavelength division multiplexing project aims to implement 64-Gb/s 
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data transmission over 20-km single-mode fibre. Per-user symmetric data rates of 1-
Gb/s will be achieved using wavelength division multiplexing passive optical network 
(WDM-PON) architecture with a 1:64 user split per PON segment [25]. 
Other work has successfully demonstrated the improvement by the implementation 
of chromatic dispersion compensation for cost effective spectrum-sliced 16-channel 
DWDM PON system with data rate 2.5 Gb/s per wavelength and flat spectrum in 
wavelength range from 1545.32 nm to 1558.98 nm. [26] However, the net spectral 
efficiencies of the channels vary from (2 b/s/Hz) for the (112-Gb/s) channel to (3.33 
b/s/Hz) for the (1.15-Tb/s) super-channels [27]. 
The far distance transmission of 8 wavelengths 216.8 Gbps Nyquist wavelength-
division-multiplexing (N-WDM) signals over 1750-km G.652 fibre consisting of 950-
km real and 800-km lab fibres with erbium-doped fibre amplifier (EDFA)-only 
amplification has recorded a spectral efficiency (SE) of 4 b/s/Hz [28]. The work in 
Nippon Telegraph and Telephone Corporation (NTT) has successfully demonstrated 
ultra-high-capacity (69.1 Tb/s) optical transmission to meet the expected rapid 
increase in data traffic. This capacity is the highest reported in the optical 
communication field. A 69.1-Tbit/s signal generated by wavelength division 
multiplexing (WDM) of 432 wavelengths each with a capacity of 171 Gb/s was 
transmitted over a single fibre over 240 km [29]. After these facts about the data rate 
per wavelength and their effect on the spectrum efficiency, increasing of the number 
of wavelengths will significantly affect very well the data rate and spectrum efficiency 
and that is what will be investigated in this work. 
6.1.3 Conversion Cost 
In the multicast network the wavelengths conversion is necessary to transmit data to 
various destinations using different wavelengths. Assume that the WDM optical 
network has a number of nodes (N), a number of links (L) and number of 
wavelengths (W). The multicast tree network can be represented by a graph of 
(𝐺 = (𝑛, 𝑙, 𝑤)). Where 𝑛, 𝑙, 𝑤 represent nodes, links and available wavelengths in the 
tree network. A link (𝑙𝑖) is connects node (𝑛𝑖) and node (𝑛𝑖+1) where (𝑙𝑖 ∈
𝐿 𝑎𝑛𝑑 𝑛𝑖 , 𝑛𝑖+1 ∈ 𝑁 ). Data is sent using link (𝑙𝑖) by wavelength (𝑤𝑖) where (𝑤𝑖 ∈ 𝑊). 
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According to the definitions above, the conversion cost indicator can be represented 
by the cost of 𝑐𝑖 = (𝜆𝑖, 𝜆𝑖+1) which is the cost of converting wavelength (𝜆𝑖+1) to 
wavelength (𝑤𝑖+2) on the coming link 𝑙𝑖 = (𝑛𝑖, 𝑛𝑖+1) and the outgoing link (𝑙𝑖+1 =
(𝑛𝑖+1, 𝑛𝑖+2)). The indicator (𝑐𝑖) is zero when the (𝜆𝑖 =  𝜆𝑖+1). 
 
Figure 6- 2:  Wavelengths converter [30] 
The wavelength conversion cost depends on several parameters which affect the 
conversion cost by a negative or positive side. 
1. Wavelengths conversion degree which is defined as the number of 
wavelengths which the input wavelength can be converted to and it is denoted 
by (𝑑). The tuneable laser can convert wavelengths to an interval of 
wavelengths. Therefore the laser transmits at (λ1) can be tuned to (λ3), then 
this laser should be able to be tuned to (λ2), since (λ2) is closer to (λ3) than 
(λ1) [31]. This has been described in chapter three in detail and it explained 
the different wavelengths conversion degrees with different converters. 
2. Wavelength conversion range is the maximum difference between a 
wavelength and a wavelength that can be converted from it [32]. It has been 
explained by details in chapter three. 
3. Number of wavelength converters (WC) affects the wavelength conversion 
cost. WC is expensive device and bears some side effects that degrade the 
signal quality. Minimizing the number of WC significantly reduces the 
conversion cost. 
4. Availability of wavelengths conversion is very expensive if the availability is in 
all network nodes. Thus it is economically efficient to choose which nodes 
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have to have wavelength conversion and if it is not included in all nodes then 
this is called sparse wavelength conversion network [33]. 
5. The technique type is effecting the conversion time, quality of signal, power 
consumption and implementation complexity. There many types of conversion 
that are explained in chapter three. Using Optical-Electronic-Optical (O-E-O) 
or all-optical wavelengths conversion also affects the performance of the WC. 
[34]. 
6.2 Wavelengths assignment algorithms 
The proposed algorithms are the SWA and HND-SWA algorithms, which are 
explained, in the last chapter but their investigation which is presented in this chapter 
is about the number of wavelengths and number of wavelengths converters. HND-
SWA algorithm concentrates on reducing the number of used wavelengths in the 
multicast request and hence reducing the number of WC to transmit data to their 
destinations. 
 
Figure 6- 3: Ternary tree with different available wavelengths 
 
The ternary tree network in figure 6.3 displays the available wavelengths in each link 
and the number of nodes including the destinations which are the leaf nodes. 
Assume the multicast tree is performed in graph (𝐺 = (𝑛, 𝑙, 𝑤)) where (𝑛, 𝑙, 𝑤) is the 
number of nodes, links and wavelengths respectively. If each wavelength can reach 
number of destinations {𝜆𝑖 = (𝑑1, 𝑑2, 𝑑3, … 𝑑𝑖)}, then the chosen wavelength will be 
the wavelengths which has maximum number of destinations. According to the graph 
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in figure the ternary tree has two levels and each link has two available wavelengths. 
To choose wavelength/s to carry data from source to destinations, a specific 
algorithm has to be followed. The SWA algorithm follows the steps below to select 
the shortest wavelength/s: 
Algorithm:  shortest wavelength allocation  
Constant:  width (number of wavelengths), length (number of destinations) 
Input: multicast tree, input_wavelength 
Output: assigning wavelength  
Begin 
Selected wavelengths = 0 
Wavelength converters number = 0 
For n=1 to number_of_wavelengths do 
Find shortest wavelength; 
 Assign the shortest wavelength; 
 Selected wavelengths = Selected wavelengths + 1 
if selected wavelength not equal input wavelength 
Wavelength converters number = Wavelength converters number + 1 
End if 
Remove the assigned wavelengths destinations; 
 Repeat for all remaining destinations; 
End for 
End 
 
By using SWA algorithm the selected wavelengths in the tree network will be as 
shown in figure 6.4.  
 
Figure 6- 4: Ternary tree with SWA algorithm 
Highest number of destinations with shortest wavelength assignment algorithm 
(HND-SWA) is the proposed and preferred algorithm in multicast technology and is 
used in this chapter. There are three required calls to destinations (2, 3, 4), the HND-
SWA algorithm accounts for the number of destinations that each wavelength can 
reach (𝜆2 = (𝑑2, 𝑑3, 𝑑4), 𝜆3 = (𝑑2, 𝑑3, ), 𝜆4 = (𝑑4)), HND-SWA choose only (𝜆2) 
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because it has the maximum number of destinations and it reaches all destinations 
and there is no need to select any other wavelength. The HND-SWA algorithm for 
the ternary tree network selects wavelengths as shown in figure 6.5 and it can be 
described as below: 
Algorithm:  highest number of destinations with shortest wavelength allocation  
Constant:  width (number of wavelengths), length (number of destinations) 
Input: multi cast tree, input_wavelength 
Output: assigning wavelength, number of selected wavelengths, wavelengths converters number  
Begin 
Selected wavelengths = 0 
Wavelength converters number = 0 
For n=1 to number_of_wavelengths do 
Calculate number of destinations for each wavelength 
Find wavelength with maximum destinations 
If there are two or more wavelengths with the same number of destinations  
Choose shortest one 
else  
Assign it 
End if 
Selected wavelengths = selected wavelengths + 1 
If selected wavelength not equal input wavelength 
Wavelength converters number = wavelength converters number + 1 
End if 
Remove the assigned wavelengths destinations; 
Repeat for all remaining destinations 
End for 
End 
 
The SWA algorithm allocates the shortest wavelength which is (𝜆1) to destination 2 
and assigns (𝜆2) to destinations 3 and 4. Thus it uses one WC to convert input 
wavelength (𝜆4) to first output wavelength (𝜆1) and utilize another WC to convert 
input wavelength (𝜆4) to wavelength (𝜆2). That means it utilized two WC to multicast 
the call to the three children. 
Unlike the SWA algorithm, the HND-SWA algorithm chooses wavelengths which are 
available to the highest number of destinations as shown in figure (6.5). The HND-
SWA has assigned one wavelength (𝜆2) to destinations (2, 3 and 4). Therefore, it has 
utilized also just one WC to convert (𝜆4) to (𝜆2). The other nodes have used also just 
one wavelength to multicast to their children except node (4) which has selected two 
wavelengths (𝜆1, 𝜆2). All the parent nodes have used just one WC for the multicast. 
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Figure 6- 5: Ternary tree with HND-SWA algorithm 
6.3 Results and Discussion 
The number of utilized wavelengths and wavelengths converters are computed by 
implementing various symmetric and random tree networks using LabVIEW 
software. Generally, the tree networks have three levels and they consist of source 
(server), leaf nodes (destinations) and wavelengths switches between them to 
multicast calls. The wavelengths through the network are produced randomly with 
out-degree of two. Out-degree is the number of wavelengths available in each link. 
The number of destinations is varied from one network to another. That depends on 
the arity of the network (number of children for each parent node).  
 
Figure 6-6: Number of utilized wavelengths in a binary tree network 
1
10
1 2 3 4 5 6 7
Number of  Wavelengths/Parents Nodes 
HND-SWA
SWA
MWAA
NGWA
Chapter Six: Wavelengths & Their Converters Number 
 
 
 
 145 
To compute the number of wavelengths converters, a multicast switch has to be 
taken in account. The S-C-S-C multicast switch is used for all compared algorithms 
in this work to obtain the results. Although the MWAA and NGWA have used 
different multicast switches, in contrast this work has used the same switch to make 
the comparison fair. For each assigned wavelength with input wavelength not the 
same one is added to the counter. 
While the number of children is just two in the binary tree network, the number of 
used wavelengths for each parent node is either one or two at the multicast. The 
number of wavelengths has recorded the lowest number at HND-SWA algorithm 
figure 6.6, while the highest number of wavelengths is recorded at NGWA algorithm. 
Although the NGWA and MWAA algorithms has concentrated on reducing the 
number of wavelengths converters, the HND-SWA algorithm has registered either 
better or same results as the other algorithms in the binary tree network figure 6.7.  
 
Figure 6-7: Number of utilized wavelengths converters in a binary tree network 
The number of used wavelengths still has the smallest number in the HND-SWA 
algorithm at ternary tree network. In the beginning of the curve shown in figure 6.8, 
the SWA and HND-SWA algorithms has the same performance. That happens when 
the available wavelengths are the shortest wavelength and are available to all three 
children. The other situation can be also when the shortest wavelength is available to 
two children and all other wavelengths have the maximum out-degree of two. The 
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lowest number of wavelengths converters has been registered in the HND-SWA 
algorithm figure 6.9, and the SWA algorithm has the second best performance, 
which happens when the available wavelengths are the shortest wavelengths. 
 
Figure 6-8: Number of utilized wavelengths in a ternary tree network 
 
Figure 6-9: Number of utilized wavelengths converters in a ternary tree network 
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The ternary and quaternary trees are implemented in three levels with out-degree of 
two (two wavelengths available in each link), and the number of destinations is 27 
and 64 respectively, while the number of parents is 13 and 21 respectively. In the 
quaternary tree, the number of used wavelengths to multicast calls has the lowest 
value for the HND-SWA algorithm figure 6.10. Wavelength converters have recorded 
the minimum number in the quaternary tree for the HND-SWA algorithm figure 6.11. 
 
Figure 6-10:  Number of utilized wavelengths in a quaternary tree network 
 
Figure 6-11:  Number of utilized wavelengths converters in a quaternary tree network 
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To obtain results for different trees and various situations, the random tree is 
implemented and examined. The random tree has three levels and 65 leaf nodes. 
Each level has diverse number of nodes and the children number of each node is 
different. This has been varied from one to nine children to test the number of 
wavelengths and their converters in various cases. The number of wavelengths 
available in the whole network is eight and there are just three wavelengths available 
in each link. Figures 6.12 and 6.13 show that the HND-SWA algorithm has the best 
performance compared with the other algorithms. 
 
Figure 6-12:  Number of utilized wavelengths in a random tree network 
 
Figure 6-13: Number of utilized wavelength converters in a random tree network 
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6.4 Summary 
There are two wavelengths assignment algorithms proposed in this chapter to 
reduce the number of wavelengths and wavelengths converters. The wavelengths' 
number has been decreased by a significant value by using HND-SWA algorithm, 
which follows two steps to ensure reaching the highest number of clients with the 
least number of wavelengths. Wavelength converters are very expensive devices 
and reducing them leads to minimize the network cost. The proposed algorithm 
(HND-SWA) has decreased the number of wavelengths converters (WC) to serve 
calls to multi-clients. 
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Centralised Wavelengths Assignment Technology 
 
7.1 Introduction 
Wavelength assignment is a topic which is widely researched in optical networks, 
especially in wavelength division multiplexing networks (WDM). The centralized 
algorithm has been proposed in this chapter and there are two scenarios for the 
centralised algorithm. The main effect and improvement in the algorithm is to save 
network capacity by minimizing the decrease in network capacity after each 
wavelength assignment. The term decrease network capacity and decrease in 
network capacity are well investigated and analysed. There are also mathematical 
equations that have been formed and created for them. By our knowledge, this is the 
first time the equations have been created. The performance of our tested networks 
is mainly applies to on the perfect complete binary, ternary and quaternary networks. 
The idea is rarely investigated in perfect complete tree networks, while the other 
works usually study random tree networks. The work in this chapter is concentrated 
on a centralized algorithm wherever we have mentioned to a distributed technology 
in the previous chapters. Capacity decrease for different networks is compared 
between our algorithm and other different algorithms. However, we did not use any 
active devices in our scenarios. Therefore, the results are suitable for passive optical 
networks. 
The optical network technology is the key for the current and future revolution in the 
communications. In the past few years, the wavelength-division multiplexing (WDM) 
networks have been the strongest available candidate for the future high 
requirements to provide enormous network capacity. Dense wavelength-division-
multiplexing (DWDM) can provide a hundreds of channels (wavelengths) for each 
individual optical fibre. Bell Labs broke optical transmission record 100 petabit per 
second kilometre barrier [1] using 155 lasers (wavelengths), each one carrying 100 
Gigabits of data per second to 7000 kilometre distance. The number of wavelengths 
can be increased rapidly in the next several years. In any optical fibre, wavelengths 
are transmitted without any interference by using different wavelengths. There are 
dual and simplex fibre cables. The dual core system allows data to be transferred in 
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bi-directional, as opposed to simplex fibre cables, which typically only propagate 
data in one direction. The bidirectional communication is achieved over single-mode 
simplex fibre using multiple wavelengths when the Wavelength Division Multiplexing 
(WDM) systems are utilized. Wavelength collision is caused if optical signals from 
two inputs are forwarded to the same output using the same wavelength. 
Nevertheless in [2] the backbone network capacities greater than 1 Tb/s over a 
single fibre have been achieved by means of wavelength division-multiplexing 
(WDM) technology with hundreds of channels. That means the optical fibre using 
WDM can be the best solution for the high demand for the high data rate and the 
high values of bandwidth. 
The centralized assignment is represented by the dynamic wavelength assignment 
(DWA) algorithms. In [3]-[6] the centralized scheme has been implemented. In [3], 
they investigated the problem of wavelength assignment in wavelength reusable 
multi-carrier distributed (WRMD) wavelength-division-multiplexing (WDM) ring 
networks. In conventional WDM ring networks, each edge node (EN) has its own 
light sources, and optical channels, called light-paths, which are established by using 
optical carriers generated from laser diodes (LDs) at the source EN. In this network, 
light-paths between source and destination ENs are established by using carriers 
generated from a centralized multi-carrier light source. In [4] work, a centralized 
network controller is used, and found that estimating the impact of the physical 
impairments on the quality of a light-path before provisioning can cause a significant 
delay. 
Quality of service aware wavelength assignment algorithms are proposed that 
consider both bit-error rate (BER) and latency constraints. The experimental result 
[5] of Dynamic Impairment Constraint Optical Networking (DICONET) proposal for 
centralized and distributed control plane integration schemes have been proposed 
with all-optical mesh networks. In [6], the design and evaluation of their optical 
broadcast-and-select wavelength-routed network architecture is presented that uses 
a centralized multicarrier light source (C-MCLS). The large numbers of optical 
carriers/wavelengths generated by the C-MCLS are distributed to all edge nodes 
(ENs), which select and modulate wavelengths to realize upstream transmission. 
In [7], a distributed scheme is presented. In distributed light-path restoration in 
wavelength- routed networks, different restoration operations may compete for the 
same wavelength on the same link and become blocked though there are still plenty 
Chapter Seven: Centralised Wavelengths Assignment Technology 
 
 
158 
of idle capacities on the link. In [7], two different wavelength assignment methods 
within the same framework are presented for lowering such type of blocking for 
different cases where the original light-path establishment has adopted random and 
first-fit wavelength assignments respectively. 
7.2 Multicast Technology 
The optical fibre tree networks are represented by a directed topology tree graph 
denoted by T (N, E), where N is the number of vertices (nodes) and E the number of 
direct edges (links) between any two nodes (parents and their children). A multicast 
request can be represented by a set of T (v, d), where v is the source (root node) 
and d is the number of destinations (leaf nodes). A multicast tree Y (𝑁𝑌,𝐸𝑌) is shaped 
when each multicast request is made. As can be noticed in the tree topology, the 
number of nodes is N and the number of links in any tree network is N-1. Let W 
represent the number of wavelengths available in a network and let make the 
wavelengths available in the tree to W = {λ1, λ2, λ3…λn}.  Each link in the tree has 
some available wavelength(s) that can be used to transfer data. The sub-trees 
formatted by the multicast are represented as Y= {Y1, Y2, Y3 …Yn}. They are 
different in various algorithms, because they assign different wavelengths in their 
computation. The algorithms and their performance will be analysed later on this 
chapter. 
 
7.3 Tree Network Analysing 
Tree networks have various structures that depend on their symmetrical 
implementation or not. The symmetrical tree networks can be designed as a binary, 
ternary, quaternary, octarnary …etc. That sequence depends on the number of the 
child nodes to each parent node. The unary tree can be studied by a linear network 
only because there is just one child for each parent, in another word there is one 
source and several destinations in the same bus (fibre). The binary, ternary and 
quaternary are investigated in this research. The network capacity is calculated and 
a specific equation for each type of these networks has been proposed in chapter 
three. The network capacity is assumed in three situations: when the source is just 
the root node and the destinations are the leaf nodes, the second when the source is 
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just the root node and all other nodes in the network are destinations, the third when 
all parent nodes are data sources. 
 
 
Figure 7-1:  Network capacity decreasing 
A tree T with h levels is complete if all levels are completely full. The work in this 
chapter is related to the complete trees. 
Network capacity of number of calls is one of the most important factors in any 
optical fibre network and it is a main purpose for many telecommunication 
companies and much research.  Therefore, the work in this chapter has investigated 
this term and compared it in different situations. In this step, the network decrease in 
capacity is described how it occurs in a multicast tree network after each wavelength 
assignment, and from that, the decrease network capacity can be minimized as 
much as possible by using our algorithm. 
 
7.3.1 Network capacity 
Network capacity represents the number of calls that any network can serve. If a 
network has served the peak value of calls, then any coming call in will be blocked or 
put on hold until any other present call is turned off. Therefore, this search for 
released capacity is used coming to increase network capacity by using special 
algorithm [8]. Our algorithm will be analysed later on this chapter, but the network 
capacity is described and calculated in this step. 
In the network in figure (7.1), there are availabilities of calls {(1, 2), (2, 3), (2, 4), (1, 
3) and (1, 4)} using (𝜆2). That means, there are five calls for wavelength (𝜆2) 
available in this network as downstream calls. There are also availabilities of calls 
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{(1, 2), (2, 4) and (1, 4)} using (𝜆1). That means, there are three calls for wavelength 
(𝜆1) available in this network as downstream calls. The total network capacity for this 
network is eight calls. If both downstream and upstream calls are assumed, the 
number of calls available in this network will be eight either down or upstream. 
However, we assume the downstream (one direction) calls in our investigation. 
 
7.3.2 Network Capacity decreasing (𝑪𝒅) in Multicast  
The tree T with h levels has n as number of nodes. If we have a call is requested to 
destination (4), Fig (7.1) and if we assign (𝜆1) for the call {1, 4}, the network capacity 
will be decreasing {(1, 2), (2, 4) and (1, 4)}, and the result is 3. Whereas, if we assign 
(𝜆2) for the call {1, 4}, decreasing network capacity will be {(1, 2), (2, 4), (1, 4) and (1, 
3)}, and result is 4. Therefore we have to assign (𝜆1) instead of (𝜆2) to decrease 
network capacity by 3 instead of 4. 
In this step we study the multicast call to the destinations {3 and 4}. If we assign (𝜆1) 
to destination (4) and (𝜆2) to destination (3), network capacity will be decreased by 
the call availabilities {(1, 2), (2, 3), (1, 3) and (1, 4)} for (𝜆2) and {(1, 2), (2, 4), (1, 4)} 
for (𝜆1). That means the decreasing capacity will be seven. If we assign (𝜆2) for the 
destinations {3 and 4}, network capacity will be decreased by the call availabilities 
{(1, 2), (2, 3), (1, 3), (2, 4) and (1, 4)}. That means the decreasing capacity will be 
five. Therefore our proposed algorithm assigns (𝜆2) instead of (𝜆1 and𝜆2). 
 
7.3.3 Centralised Wavelength Assignment algorithms 
There are many algorithms to allocate an appropriate wavelength to carry data from 
a source to destinations. The distributed schemes are analysed and described in the 
previous chapters with different scenarios. In this chapter, the centralised scheme is 
adopted because of different reasons. Firstly, the costs of the distributed algorithm, 
which use wavelengths converters, have a significant expense. Secondly, the 
complexity in the network implementation is due to by wavelength selections, which 
are distributed in all parent nodes. Thirdly, the energy consumption occurs from the 
wavelength conversion, which consumes a huge power to convert input power to 
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other wavelength in output. Therefore, the centralised scheme is analysed in the 
next steps of this chapter. 
7.3.3.1 Highest Number of Destinations (HND) algorithm 
Multicast technology in all-optical network gives us an ability to send the same data 
to multiple-destinations. Using (HND) algorithm is to minimize network capacity 
which decreases after each wavelength multicast. The objective of our algorithm is to 
calculate the number of destinations (𝐷𝑘) the wavelength λ𝑘 can reach. The number 
of destinations (𝐷𝑘) for each wavelength is only computed once in the centralized 
static highest number of destinations (CSHND) algorithm, while in the centralized 
dynamic highest number of destinations (CDHND), the number of destination (𝐷𝑘) for 
each wavelength is calculated after any wavelength assignment. (𝐶𝑘) is the cost of 
assigning wavelength (λ𝑘) to reach these (𝐷𝑘) destinations.  
 
7.3.3.2 Greedy algorithms performance 
Two greedy algorithm’s scenarios are investigated [9] (static cost greedy (SCG) 
algorithm and dynamic cost greedy (DCG) algorithm). (𝐶𝑘)  is the cost of assigning 
wavelength (λ𝑘) to reach number of destinations. The wavelength cost ratio (𝐶𝑘) for 
each wavelength is only computed once in the static cost greedy (SCG) algorithm. In 
the dynamic cost greedy (DCG) algorithm, the wavelength cost ratio is dynamically 
updated each time after each wavelength selection. The cost ratio can be calculated 
by the equation below: 
 
∅𝑘 =
C𝑘
η𝑘
                                                                                                                                                               (7.1) 
 
(∅𝑘) is the wavelength cost ratio for (λ𝑘). 
(η𝑘) is the maximum number of destinations that wavelength (λ𝑘) can reach in the 
multicast tree. 
(C𝑘) is the cost of assigning wavelength (λ𝑘) to reach these (η𝑘) destinations. 
 
Different tree networks have been designed that explain the (HND) algorithm 
performance compared with greedy algorithms in [9] and how they decrease network 
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capacity. The HND algorithm has been assumed as centralized algorithm in this step 
to be equitable when it is compared with the centralized greedy algorithms. 
The centralized technologies mainly depend on the wavelength continuity constraint 
which means that the wavelength is available along the path from the source to the 
destinations. The wavelength continuity constraint is usually used when the 
wavelength conversion is required to be reduced, because the wavelength continuity 
constraint does not need any wavelength conversion through its operation. 
Therefore, it has been widely used in the passive optical networks. 
 
7.3.3.3 Network Capacity Decreasing (𝑪𝒅) calculation 
The decrease a network capacity and the difference between the centralized and 
distributed technology will be analysed here, using mathematic analysis. The tree 
network has many sub trees, T= (S1, S2, S3, S4.....Sn), where n is the number of 
wavelengths in the main tree. Network capacity is as defined in equation (1) and 
depends on the number of paths and available wavelengths to each node. [2] 
 
𝑐𝑝 =  ∑ 𝑃𝑊
𝑝
𝑁=1
                                                                                                                                                     (7.2) 
 
Where, 𝑃 is number of paths to all nodes in the network, 𝑊 is the number of 
available wavelengths. 
We can specify sub-trees related to its wavelength assignment cost and these will be 
(𝑆∅1, 𝑆∅2, 𝑆∅3, 𝑆∅4, … 𝑆∅𝑛) 
 
Where: 
𝑆∅1 ≤ 𝑆∅2 ≤ 𝑆∅3 ≤ 𝑆∅4 ≤ ⋯ 𝑆∅𝑛                                                                                                                    (7.3) 
 
The decrease in network capacity can be calculated in the centralized method by 
finding: 
 
𝑆∅1⋃ 𝑆∅2⋃ 𝑆∅3⋃ 𝑆∅4 ⋃ … 𝑆∅𝑛                                                                                                                         (7.4) 
 
If we specify every sub-tree by its paths to destinations, the sub-trees will be: 
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𝑆∅1 = (𝑆𝑃1, 𝑆𝑃2, 𝑆𝑃3. . 𝑆𝑃𝑛), 𝑆∅2 = (𝑆𝑃1, 𝑆𝑃2. . 𝑆𝑃𝑛), . . 𝑆∅𝑛                                                                 (7.5) 
 
Where (𝐷) is number of destinations and (𝐿) is the number of links. 
 
𝑃1 =  (𝐿1, 𝐿2, 𝐿3, … 𝐿𝑛), 𝑃2 =  (𝐿1, 𝐿2, 𝐿3, … 𝐿𝑛)                                                                                         (7.6) 
 
Therefore centralised wavelength assignment will decrease network capacity with all 
united paths in the sub-trees. The decrease in network capacity (𝐶𝑑) for the 
algorithms computation will be: 
 
𝐶𝑑 = 𝐶𝑝 − [𝑆∅1⋃ 𝑆∅2⋃ (𝑆∅2 ∩ 𝑆∅1) ⋃ 𝑆∅3⋃ (𝑆∅3 ∩ 𝑆∅1) ⋃ (𝑆∅3 ∩ 𝑆∅2)) … 𝑆∅𝑛]                             (7.7) 
The distributed network method will account for the number of links. Distributed 
wavelength allocation will decrease network capacity with all links between the sub-
trees and therefore we have to specify sub-trees according to their links: 
 
{𝑆∅1 = (𝐿1, 𝐿2, 𝐿3 … 𝐿𝑛), 𝑆∅2(𝐿1, 𝐿2, 𝐿3 … 𝐿𝑛), … 𝑆∅𝑛}                                                                            (7.8) 
 
Where, (𝐿) is the links in the sub-tree. 
Therefore the decrease in network capacity (𝐶𝑑) in a network using distributed 
algorithm, will be the same equation (eq. (3.6)) for the centralized algorithm but this 
depends on the number of links in the network. 
 
 
Figure 7- 2: Part of quaternary tree network show network capacity decreasing 
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7.3.3.4 HND works better than DCG and SCG 
If there are calls to all destinations (1, 2, 3, 4, 5 and 6) in figure 7.2 the performance 
will be as follow: 
HND algorithm accounts for the number of destinations for each wavelength (D1 =4, 
D2 = 4, D3 =2). Therefore it allocate (λ1) as the first wavelength that have the highest 
number of destinations to (2, 3, 4, 5) and (λ2) to (1, 6). That means the decreasing 
network capacity will be 31 for (λ1) and 4 for (λ2) and the total will be 35. 
SCG algorithm accounts for the cost ratio for each wavelength (∅1 =
31
4
= 7.75, ∅2 =
20
4
= 5, ∅3 =
7
2
= 3.5 ). Therefore it allocates (λ3) to (1, 2), (λ2) to (3, 5 and 6) and (λ1) to 
(4). The decreasing network capacity will be 7 for (λ3), 19 for (λ2) and 15 for (λ1) and 
the total will be 41. 
DCG selects (λ3) to (1 and 2), and it calculates the cost ratio again for the remaining 
wavelengths and they will be (∅1 =
25
3
= 8.333, ∅2 =
219
3
= 6.333. Therefore it chooses 
(λ2) to (3, 5 and 6) and (λ2) to (4) and the performance of DCG will be exact same as 
SCG. The decreasing network capacity will be 7 for (λ3), 19 for (λ2) and 15 for (λ1) 
and the total will be 41. 
The other advantage of HND is the number of utilised wavelengths that is reduced. 
HND has used two wavelengths while SCG and DCG has utilised three wavelengths 
in this example. 
 
 
 
Figure 7- 3: Part of ternary tree network show the capacity decreasing 
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If there are calls to all destinations (1, 4, 5, 6 and 7) in figure 7.3 the performance will 
be as follow: 
HND algorithm accounts for the number of destinations for each wavelength (D1 =3, 
D2 = 1, D3 =2). Therefore it allocates (λ1) as the wavelength that has the highest 
number of destinations to (4, 5, 6), (λ3) to (1) and (λ2) to (7). That means decreasing 
network capacity will be 8 for (λ1), 1 for (λ3) and 3 for (λ2) the total will be 12. 
SCG algorithm accounts for the cost ratio for each wavelength (∅1 =
8
3
= 2.67, ∅2 =
3
1
=
3, ∅3 =
4
2
= 2 ). Therefore it allocates (λ3) to (1, 2), (λ2) to (3, 5 and 6) and (λ1) to (4). 
The decreasing network capacity   will be 7 for (λ3), 19 for (λ2) and 15 for (λ1) and the 
total will be 41. 
DCG selects (λ3) to (1 and 2), and it will calculate cost ratio again for the remaining 
wavelengths and they will be (∅1 =
25
3
= 8.333, ∅2 =
219
3
= 6.333). Therefore it chooses 
(λ2) to (3, 5 and 6) and (λ2) to (4) the performance of DCG will be exact same as 
SCG. The decreasing network capacity will be 7 for (λ3), 19 for (λ2) and 15 for (λ1) 
and the total will be 41. 
  
7.4 Results and Discussion 
By using numerical calculation for the decreasing network capacity test as shown in 
Figures 7.4, 7.5 the improvement is clear between the HND algorithm scenarios and 
the cost greedy algorithm (CG) scenarios. In the first graph figure 7.4 the simulation 
is for a binary tree with three levels, four wavelengths, eight destinations, fifteen 
nodes and two wavelengths available to each destination, while the simulation in 
Figure 7.5 shows the result for a ternary network with three levels and consist of forty 
nodes, twenty seven destinations, four wavelengths and two wavelengths available 
to each destination. The network capacity performance relating for the DCG and 
CSHND is about the same. The CDHND scenario has the best performance among 
all other technologies. 
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Figure 7- 4: Capacity Decreasing in Binary network 
 
Figure 7- 5: Capacity Decreasing in Ternary network 
The network capacity decreasing is shown in Figure 7.2. The simulation for a ternary 
network, Figure 7.5, has the same parameters of the binary network but the 
difference is just in the network size as shown in Figure 7.5. The time delay for our 
algorithm with the static scenario (CSHND) has the smallest value. The performance 
of the CDHND and SCG is very near. The distributed scenario of our proposed 
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algorithm has the least value of the all centralized algorithms and scenarios. 
Therefore, distributed scenario will be used for our future work. 
 
Figure 7- 6: Capacity Decreasing in Random tree 
7.5 Summary 
The centralized algorithm is proposed and investigated in this chapter. There are two 
scenarios that are assumed for our algorithm. Passive optical network is of high 
worth in telecommunication networks because of the energy saving and green 
technology. Therefore, our algorithm is proved to be suitable for the passive optical 
networks. The network capacity and the number of calls in any communication 
network are extremely important. Our algorithm has improved network capacity, and 
it saved the network capacity decreasing after each assignment of a wavelength. 
The decreasing network capacity is compared with a greedy algorithm and the result 
proved of our algorithm. The network trees have been chosen with an order 
coordinator and they were not chosen randomly as in most of other researches. The 
network capacity is formulated with mathematical equations (3.37, 3.55, 3.70, 7.4 
and 7.7) in our work and these equations are published in the first time to our 
knowledge. 
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8.1 Conclusion 
Wavelengths allocation in WDM optical network is investigated in this thesis. There 
are various algorithms adopted to choose appropriate wavelength to the required 
incoming or produced call. Wavelengths' assignment has faced several challenges 
especially wavelengths' selection and routing. The topologies have differed from one 
to another research, some of research works have adopted mesh networks, other 
has embraced ring networks and other has fostered tree networks. There are also 
other network topologies such as bus, star and linear networks. The topology that is 
utilised in this thesis is the tree network. The tree networks have different designs 
such as random and m-arity tree networks, while the second one is adopted in this 
research. 
8.1.1 m-arity tree networks 
The m-arity tree networks (binary, ternary, quaternary…etc.) are investigated in this 
work to find its related parts. The number of nodes, number of links and number of 
leaves nodes are calculated and their equations are derived. Number of needed 
wavelengths to feed all destinations is calculated related to the network arity and 
level of the m-arity tree network. The relationships between all of these parts are 
found in driven equations. The equations are started from binary tree networks and 
through ternary and quaternary tree networks until they are generalised to the all m-
arity networks. 
Three cases are analysed for the m-arity tree networks and their equations are 
derived. Firstly, the networks that have one source and just the leaves nodes are 
destinations. Secondly, the networks that have one source and all other nodes are 
destinations. Thirdly, the tree networks that have all nodes are sources and 
destinations at the same time. 
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8.1.2 Multicast switching 
The data transmission has different scenarios such as uni-cast (sending data from 
one source to one certain destination), multicast (sending data from one source to a 
particular number of destinations) and broadcast (sending data from one source to 
all destinations). Multicast switching is one of the most important issues in the 
multicast scheme in the telecommunication technology. C-S-C-S multicast switch is 
proposed in this thesis and compared with two other switches. The presumed 
multicast switch has maintained the transmitted signal’s power to a huge amount 
compared with other multicast switches while the transmitted signal is the same with 
same conditions in all compared switches. The performance of the suggested switch 
is concentrated on minimizing the conversion range, using four-wavelength-mixing 
conversion technology and takes advantage of the amplification in the other 
converters by connecting them in series and not in parallel. The optimization is 
increased by about 14.8% using binary tree network and up to 28% using octonary 
tree network, compared with other switches. One more advantage of using C-S-C-S 
multicast switch is the low group delay which is caused by signals traveling 
throughout many devices. The group delay is reduced by about 5.7% and 34.1% 
compared with other two switches using binary network, until reaching about 13% 
and 28% using octonary tree network. 
8.1.3 Distributed Wavelengths Selection 
Wavelength selection is a technology to choose an appropriate wavelength to carry 
data from source to destination. Distributed and centralised schemes are two 
methods to be utilized to assign a convenient wavelength. There are various 
distributed algorithms proposed to allocate wavelengths. Shortest Wavelength 
Assignment (SWA) algorithm and Highest Number of Destinations with Shortest 
Wavelength Assignment (HND-SWA) algorithm are distributed algorithms are 
suggested in this thesis to increase the received signal’s power, reduce group delay 
and decrease dispersion. The proposed algorithm performance concentrates on 
assigning the shortest wavelength because of its high power and low dispersion. The 
SWA algorithm has almost better performance compared with the HND-SWA 
algorithm for to the power, group delay and dispersion. The networks are that used 
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to prove the performance of these algorithms are different such as m-arity and 
random tree networks. 
The proposed two algorithms have been investigated to find the number of 
wavelength converters and wavelengths  required in their operation. The HND-SWA 
algorithm has optimized the performance by reducing the number of utilised 
wavelengths up to about 19% in the whole network and minimizing number of the 
used wavelengths converters up to about 29% using random tree network. It made 
optimisations by about 11% and 28% for the number of wavelengths and 
wavelengths converters respectively by using quaternary tree network. The HND-
SWA algorithm has recorded almost the best performance related to the WN and 
WCN compared with the other algorithms. 
8.1.4 Centralised Wavelengths Selection 
Centralised scheme in wavelength assignment technology has been proposed also 
to examine network capacity decreasing (𝐶𝑑) after each wavelength assignment. The 
(𝐶𝑑) is an important parameter to reduce call blocking. The HND algorithm has been 
put forward into two scenarios CSHND and CDHND, which differed in their dynamic 
or static calculation of the number of destinations of each wavelength. CDHND has 
recorded the best performance by reducing 𝐶𝑑 by about 16.7% and 11.8% using 
binary and quaternary tree networks. 
8.2 Future Works 
Many issues still need to be researched and investigated. The research time is 
limited whilst ideas are expanded and are more and more with time. A brief summary 
of the next ideas for the future are listed below. 
a. Dispersion for the C-S-C-S compared with other multicast switches need to be 
investigated. The networks need to be expanded to a bigger network. 
b. Wavelengths conversion cost can be calculated by finding the conversion 
degree and converters' number which has to be reduced in the next steps of 
the future work for the multicast switches. 
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c. An idea can be investigated and implemented to reduce wavelengths 
conversion degree by utilising a circulator to take advantage of its multiple 
entries and multiple outputs . 
d. The components are really expensive and therefore any work starts with 
software and is then implements in hardware. The hardware implementation 
will be in the future especially when the software recorded the successful 
optimization. 
e. The multicast algorithms has been examined by using one wavelength 
assignment algorithm and they need to be investigated by using different 
algorithms and that will make sense of the huge difference between C-S-C-S 
multicast switch using HND-SWA algorithm with switches using their 
wavelengths allocation algorithms. 
f. There is an intelligent idea about the centralised wavelengths assignment 
algorithm that can be implemented in future. It called nearest relative 
algorithm which can assign wavelength that can reach the nodes that are in 
the same branch and sub-branch. 
g. The other algorithm is to calculate the ratio of the number of children each 
wavelength can reach to the number of children after each wavelength 
allocation. That will help to reduce the decrease in network capacity and work 
is already started with this algorithm and will be published in a paper soon. 
h. Blocking probability is a direct outcome caused when a network capacity is 
full. Therefore, algorithms, which have reduced the decrease in network 
capacity after each assignment, will obviously decrease blocking probability. 
That can be calculated in future also. 
i. Our future work will compare the distributed and centralised algorithms 
performances. 
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