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ABSTRACT

DESIGN AND MECHANICAL STABILITY ANALYSIS OF THE INTERACTION REGION
FOR THE INVERSE COMPTON SCATTERING GAMMA-RAY SOURCE USING FINITE
ELEMENT METHOD
Andrei Khizhanok, MS
Department of Mechanical Engineering
Northern Illinois University, 2017
Jenn-Terng Gau, Director
Development of a compact source of high-spectral brilliance and high-impulse-frequency
gamma rays has been in the scope of Fermi National Accelerator Laboratory for quite some time.
A main goal of the project is to develop a setup to support gamma ray detection test and gamma
ray spectroscopy. Potential applications include but not limited to nuclear astrophysics, nuclear
medicine and oncology (“gamma knife”). Present work covers multiple interconnected stages of
development of the interaction region to ensure high levels of structural strength and vibrational
resistance. Inverse Compton scattering is a complex phenomenon in which a charged particle
transfers a part of its energy to a photon. It requires extreme precision as the interaction point is
estimated to be 20 m. The slightest deflection of the mirrors will reduce effectiveness of
conversion by orders of magnitude. For acceptable conversion efficiency, laser cavity also must
have >1000 finesse value, which requires a trade-off between size, mechanical stability,
complexity, and price of the setup. This work focuses on advantages and weak points of different
designs of interaction regions as well as in-depth description of analyses performed. This includes
laser cavity amplification and finesse estimates, natural frequency mapping and harmonic analysis.
Structural analysis is required as interaction must occur under high vacuum conditions.
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1. INTRODUCTION

PROBLEM STATEMENT

Tunable photon sources driven by compact electron accelerators have a number of potential
homeland-security applications such as standoff inspection and nuclear-element detection. Other
applications include but not limited to nuclear astrophysics, nuclear medicine, oncology (“gamma
knife”). A standard method to produce gamma ray consists in impinging an electron beam on a
metallic target (e.g. tungsten) thereby producing gamma rays via a process known as
Bremsstrahlung. The spectrum of the gamma ray is very broad with photon energy given by the
electron-beam initial energy (which is typically a few MeV’s). There is an increasing number of
applications (including those mentioned above) which would benefit from monoenergetic gamma
rays; see example in Fig. 1.

Fig. 1 Imaging results obtained with gamma-rays produced by Bremsstrahlung and ICS

A well-established method to produce narrow-band radiation is the inverse Compton (ICS)
scattering method (Sarachuk & Schappert, 1970). The technique consists in colliding an

2
electron beam with a laser pulse. Gamma rays produced by ICS are monoenergetic with small
relative bandwidth (below 1 %) and offer high photon flux. Finally, they do not include the
interaction with any solid target and therefore are in principle scalable to high repetition rate as no
heat management is involved (Mihalcea et al., 2017)
The gamma-ray source, once commissioned, will also provide a platform to carry out R&D
on other possible alternative detectors or carry out pilot experiments. One promising approach is
a combination of a compact accelerator that generates a bright electron beam with energy in the
range 𝐸 ∼ 200,1000 MeV. Reaching a photon energy 𝐸𝛾 = 1 MeV (gamma radiation level of
energy) using a conventional solid-state infrared laser 𝐸𝐿 ~ 1eV requires an electron-beam energy
𝐸 = 250 MeV (corresponding to 𝛾 ≃ 500).
Fermilab Accelerator Science and Technology (FAST) facility is capable to produce
electron beams of such energy (linear accelerator) (Antipov, 2017). Other parts of the setup include
a mode-matching mechanism, laser beam amplifiers and an interaction region with optical
resonator. Proposed method of gamma-ray generation requires an optical cavity with outstanding
resonating properties. The main challenge in ICS is to produce a laser pulse with the required
energy and repetition rate. This aspect requires an optical cavity with outstanding resonating
properties to store the laser pulses, increase their energies, and recirculate them with high repetition
rate to enable high-frequency collision between the laser pulse and electron beam. Improper design
and mechanical stability testing may result in the complete loss of stacking power Fig. 2 (Shimizu
& Aryshev, 2014). Present work focuses primarily on design solutions, modeling and mechanical
stability evaluation with the help of the finite element analysis cavity along with its integration in
an ultra-high vacuum chamber necessary to the preserve the electron-beam quality.

3

Fig. 2 Histograms of the stacked laser intensity. Left – prior to the improvement of the
stability, right – after the improvement. Figure from Shimizu & Aryshev (2014)

INVERSE COMPTON SCATTERING

The scattering of the electron beam off a high-intensity laser (Fig. 3) results in the
production of higher energy photon via a process known as inverse Compton scattering (ICS).
Throughout this chapter we concentrate on the head-on collision by considering an ultrarelativistic electron colliding with a counter-propagating laser pulse (Condon & Ransom, 2016).

Fig. 3 Inverse Compton scattering diagram
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For a relativistic electron at rest in the “primed” frame moving with velocity v along the x
axis, the angle of incidence ’ of incoming photons will be much less than the corresponding
angle  in the rest frame of the observer. Fig. 4 shows the aberration of an isotropic radiation
field (left) seen in a moving frame with =5 (right).

Fig. 4 Aberration of an isotropic radiation field

To derive the equations describing ICS, we begin by considering non-relativistic
Thomson scattering in the rest frame of an electron. If the Poynting flux (power per unit area) of
a plane wave incident on the electron is
𝑐
⃗⃗ = 𝑐 |𝐸⃗⃗ |
𝑆⃗ = 4 𝐸⃗⃗ ×𝐻
4

2

[1]

the electric field of the incident radiation will accelerate the electron, and the accelerated electron
will in turn emit radiation according to Larmor’s equation. The net result is simply to scatter a
portion of the incoming radiation with no net transfer of energy between the radiation and the
electron. The scattered radiation has power
𝑃 = |𝑆⃗|𝜎𝑇

[2]
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where
2

8𝜋 𝑒 2
𝜎𝑇 ≡
(
) ≈ 6.65×10−25 𝑐𝑚2
3 𝑚𝑒 𝑐 2
is called Thomson cross section of an electron. In other words, the electron will extract from the
incident radiation the amount of power flowing through the area 𝜎𝑇 and reradiate that power over
the doughnut-shaped pattern given by Larmor’s equation. The scattered power can be rewritten
as
𝑃 = 𝜎𝑇 𝑐𝑈𝑟𝑎𝑑

[3]

where 𝑈𝑟𝑎𝑑 = |𝑆⃗|/𝑐 is the energy density of the incident radiation.
Next consider radiation scattering by an ultrarelativistic electron. The Thomson scattering
formula above is valid only in the primed frame instantaneously moving with the electron:
𝑃′ = 𝜎𝑇 𝑐𝑈′𝑟𝑎𝑑

[4]

We want to transform this nonrelativistic result to the unprimed rest frame of an observer. We
already showed that 𝑃 = 𝑃′ , so
𝑃 = 𝜎𝑇 𝑐𝑈′𝑟𝑎𝑑

[5]

We only need to transform 𝑈′𝑟𝑎𝑑 into 𝑈𝑟𝑎𝑑 . Suppose that the electron is moving with speed 𝑣 =
𝑣𝑥 in the rest frame of the observer and it is hit successively by two low-energy photons
approaching from an angle 𝜃 in the observer’s frame (𝜃′ in the electron frame) from the 𝑥-axis as
shown in Fig. 5.

6

Fig. 5 Two successive photons striking the moving electron at the angle 𝜃 from the 𝑥 axis

If the coordinates corresponding to the arrival of the first and second photons at the electron
(which is always located at 𝑥 ′ = 𝑦 ′ = 𝑧 ′ = 0) are
(𝑥1 , 0,0, 𝑡1 ) and (𝑥2 , 0,0, 𝑡2 )
in the observer’s frame, then Lorentz transform gives their coordinates as
(𝛾𝑣𝑡′1 , 0, 0, 𝛾𝑡′1 ) and (𝛾𝑣𝑡′2 , 0, 0, 𝛾𝑡′2 )
In the observer’s frame, the time ∆𝑡 elapsed between the arrival of these two photons at the plane
normal to the direction of propagation is
∆𝑡 = 𝑡2 +

(𝑥2 −𝑥1 )

∆𝑡 = 𝛾𝑡′2 +

𝑐

cos 𝜃 − 𝑡1

(𝛾𝑣𝑡 ′ 2 −𝛾𝑣𝑡′1 )
𝑐

cos 𝜃 − 𝛾𝑡′1

∆𝑡 = (𝑡 ′ 2 − 𝑡′1 )[𝛾(1 + 𝛽 cos 𝜃)]

[6]

[7]
[8]
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where 𝛽 ≡ 𝑣/𝑐. The time between the arrival of the two photons in the electron’s frame is ∆𝑡 ′ =
𝑡′2 − 𝑡′1 , so
∆𝑡 = ∆𝑡′[𝛾(1 + 𝛽 cos 𝜃)]

[9]

At this point, we can easily derive the relativistic Doppler equation. Think of the time ∆𝑡
as the time between the arrivals of two successive cucles of a wave whose frequency is  = (∆𝑡)−1
in the observer’s frame and ′ = (∆𝑡′)−1 in the moving frame. Then

−1 = (′ )−1 [𝛾(1 + 𝛽𝑐𝑜𝑠𝜃)]

[10]

 ′ =  [ (1 +  𝑐𝑜𝑠 )]

[11]

or

In the electron’s frame, the frequency  ′ (and hence photon energy 𝐸′ = ℎ′) is multiplied
by [𝛾(1 + 𝛽𝑐𝑜𝑠𝜃)]. Furthermore, the rate at which successive photons arrive is multiplied by the
same factor, [𝛾(1 + 𝛽𝑐𝑜𝑠𝜃)]. If 𝑁 is the photon number density in the observer’s frame, then 𝑁 ′ =
𝑁[𝛾(1 + 𝛽𝑐𝑜𝑠𝜃)]. In the observer’s frame,
𝑈𝑟𝑎𝑑 = 𝑁ℎ

[12]

in the electron’s frame,
𝑈′𝑟𝑎𝑑 = 𝑁 ′ ℎ′ = 𝑁[𝛾(1 + 𝛽𝑐𝑜𝑠𝜃)] ℎ[𝛾(1 + 𝛽𝑐𝑜𝑠𝜃)] = 𝑈𝑟𝑎𝑑 [𝛾(1 + 𝛽𝑐𝑜𝑠𝜃)]2 [13]
Thus, the transformation between 𝑈𝑟𝑎𝑑 and 𝑈′𝑟𝑎𝑑 depends on the angle 𝜃 between the
direction of the photons and the direction of the electron motion.
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The total energy density in the electron frame of a radiation field that is isotropic in the
observer’s frame is obtained by integrating over all directions:

𝑈′𝑟𝑎𝑑 =

𝑈𝑟𝑎𝑑
4𝜋

2𝜋

𝜋

∫=0 ∫𝜃=0[𝛾(1 + 𝛽𝑐𝑜𝑠𝜃)]2 𝑠𝑖𝑛𝜃𝑑𝜃

[14]

Evaluating this integral yields

𝑈′𝑟𝑎𝑑 = 𝑈𝑟𝑎𝑑 [

4𝛾2
3

1

− 3 𝛾 2 (1 − 𝛽 2 )]

[15]

Recall that 𝛾 2 (1 − 𝛽 2 ) = 1 , so

𝑈′𝑟𝑎𝑑 = 𝑈𝑟𝑎𝑑

1
4

4(𝛾2 − )
3

[16]

Substituting this result for 𝑈′𝑟𝑎𝑑 into
𝑃′ = 𝑃 = 𝜎𝑇 𝑐𝑈′𝑟𝑎𝑑

[17]

yields
4

𝑃 = 3 𝜎𝑇 𝑐𝑈𝑟𝑎𝑑 (𝛾 2 − 1/4)

[18]

This is the total power in the radiation field after Inverse Compton up-scattering of low-energy
photons. The initial power of these photons was 𝜎𝑇 𝑐𝑈𝑟𝑎𝑑 , so the net power added to the radiation
field is
4

1

𝑃𝐼𝐶 = 3 𝜎𝑇 𝑐𝑈𝑟𝑎𝑑 (𝛾 2 − 4) − 𝜎𝑇 𝑐𝑈𝑟𝑎𝑑

[19]
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4

𝑃𝐼𝐶 = 3 𝜎𝑇 𝑐𝑈𝑟𝑎𝑑 (𝛾 2 − 1)

[20]

Replacing (𝛾 2 − 1) by 𝛽 2 𝛾 2 gives the final result:
4

𝑃𝐼𝐶 = 3 𝜎𝑇 𝑐𝛽 2 𝛾 2 𝑈𝑟𝑎𝑑

[21]

For the net inverse Compton power gained by the radiation field and lost by electron. It may be
compared with the corresponding synchrotron power:
4

𝑃𝑠𝑦𝑛 = 3 𝜎𝑇 𝑐𝛽 2 𝛾 2 𝑈𝐵

[22]

We find the remarkable simple ratio of IC to synchrotron radiation losses:
𝑃𝐼𝐶
𝑃𝑠𝑦𝑛

=

𝑈𝑟𝑎𝑑
𝑈𝐵

[23]

Note that synchrotron and Inverse Compton losses both have the same electron-energy
dependence (∝ 𝛾 2 ), so their effects on radio spectra are indistinguishable.
We now consider the spectral distribution associated to the radiation. To simplify the
problem, we assume the initial photon all have the same energy 𝐸0 = ℎ𝜈0 where ℎ and 0 are
respectively the photon frequency and Planck’s constant. We consider scattering by a single
electron moving with ultra-relativistic velocity +𝑣 along the 𝑥-axis. In the reference frame
“attached” to the electron, relativistic aberration causes most of the photons to approach nearly
head on. The relativistic Doppler formula gives the frequency ′0 in the electron frame of a photon
approaching near 𝑥 axis (𝜃 ≪ 1); it is

′0 = 0 [𝛾(1 + 𝛽𝑐𝑜𝑠𝜃)] ≈ 0 [𝛾(1 + 𝛽)]

[24]
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In the electron’s reference frame, Thomson scattering produces radiation with the same
frequency as the incident radiation; the scattered photons have ′ = ′0 . In the observer’s frame,
relativistic effects yield scattered photons in the direction of the electron’s motion and the
frequency  of radiation scattered nearly along the +𝑥 direction is given by the relativistic Doppler
formula:

 = ′[𝛾(1 + 𝛽𝑐𝑜𝑠𝜃)] ≈ ′[𝛾(1 + 𝛽)] ≈ 0 [𝛾(1 + 𝛽)]2

[25]

In the ultra-relativistic limit (𝛽 → 1), one obtains,

0

≈ 4𝛾 2

[26]

This is the maximum frequency of the up-scattered radiation in the observer’s frame.
Oblique collisions (𝜃 > 0) result in lower frequencies . For an isotropic radiation field in the
observer’s frame, the average energy 〈𝐸〉 of scattered photons is equal to the average power 𝑃𝐼𝐶
per electron divided by the rate 𝜌 of photon scattering (the number of photons per second by a
single electron). This rate is the scattered power divided by the photon energy in the observer’s
frame:
𝜌=

𝜎𝑇 𝑐𝑈𝑟𝑎𝑑

[27]

ℎ 0

Thus,
𝐸 = ℎ =

𝑃𝐼𝐶
𝜌

4

= 3 𝜎𝑇 𝑐𝛽 2 𝛾 2 𝑈𝑟𝑎𝑑 (𝜎

ℎ 0

𝑇 𝑐𝑈𝑟𝑎𝑑

)

[28]

The frequency 𝜈 of back-scattered photons is related to the photon initial frequency via
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0

𝐸

= 𝐸 ≈ 4𝛾 2

[29]

0

We note that considering an infrared laser pulse with typical photon energy 𝐸0 ~1 eV colliding
with a 250-MeV electron beam (𝛾 ≃ 500) results in a back-scattered photon energy 𝜈 ≃ 1 MeV
corresponding to gamma-ray radiation. The detailed Compton scattering spectrum resulting from
an isotropic and monoenergetic radiation field has been calculated (Blumenthal & Gould, 1970;
Pacholczyk, 1970). It is indeed sharply peaked just below the maximum /0 = 4𝛾 2 , as shown in
the Fig. 6.

Fig. 6 Inverse Compton scattering spectrum. The frequency is normalized to include the
electrons Lorentz factor 𝛾 and laser frequency 0 following the scaling of Equation [28].

The latter equation gives the maximum frequency to correspond to 2 = 4
0 𝛾

This spectrum is even more peaked than the synchrotron spectrum of monoenergetic
electrons. Therefore, we don’t really need to use the detailed Compton scattering spectrum of a
monoenergetic electrons to calculate the inverse Compton spectrum of an astrophysical source
containing a power-law distribution of electrons. If the electron-energy distribution is 𝑁(𝐸) =
𝐾𝐸 −𝛿 , the scattered spectrum will also be a power law with spectral index 𝛼 = (1 − 𝛿)/2.
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In the situation when collision occurs head on at 𝜃 > 0, photon energy of the upshifted
photon is given by
𝐸𝛾 =

4𝛾2 𝐸𝐿
𝑎0 2 𝛾2 𝜃2
1+
+
2
2

[30]

where 𝐸𝐿 = ℎ𝑐/𝐿 is the laser-photon energy (ℎ is the Planck constant and 𝐿 is the laser
1

wavelength); 𝑎0 ≡ 0.855×10−9 𝐼 2 𝐿 is the laser normalized vector potential (𝐼 is the laser’s peak
intensity in W×cm-2 and 𝐿 is in nm). Reaching a photon energy 𝐸𝛾 = 1 MeV using conventional
solid-state infrared laser 𝐸𝐿 ~ 1 eV requires an electron-beam energy 𝐸 = 250 MeV (corresponding
to  ≈ 500).
Total number of photons produced when colliding a bunch of 𝑁𝑒 with a laser pulse
consisting of 𝑁𝐿 photons is given by
𝑁 𝑁 𝜎

𝑁𝛾 = 2𝜋(𝜎 𝑒 2𝐿+𝜎𝑇
⊥,𝐿

⊥,𝑒

2)

𝐹

[31]

where 𝜎⊥,𝐿 and 𝜎⊥,𝑒 are respectively the transverse root-mean-square (rms) laser and electron beam
sizes and 𝐹 is a “suppression” factor that depends on the electron and laser beam parameters and
accounts for temporal overlap. In the latter equation the laser and electron beam distributions are
assumed to be Gaussian in all dimensions.
For most applications the time-averaged on-axis spectral brilliance is an important figure
of merit. Its value is usually quoted in unit of photon per second per unit area per unit solid angle
and per 0.1% bandwidth. An upper limit for the brilliance,
𝑁 𝑁 𝜎 𝛾2

𝐵 ≅ 1.5×10−3 (2𝜋)𝑒3 𝜀𝐿 2𝑇𝜎
⊥

⊥,𝐿

2

𝑓𝑐

[32]
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is obtained when the electron and laser beams are optimally matched. Here 𝑓c is the number of
collisions per second (in CW operation it is the collision frequency) and 𝜀⊥ the electron-beam
transverse normalized emittance. The brilliance scales linearly with the number of electron in the
bunch, the laser pulse energy, and the collision rate. Equation [32] indicates that the timeaveraged brilliance can be increased by either increasing the collision frequency or improving
the electron-beam and laser-pulse parameters (such as focusing them to smaller waists).

ELECTRON LINEAR ACCELERATOR AT THE FERMILAB ACCELERATOR
SCIENCE AND TECHNOLOGY (FAST) FACILITY

The project made extensive use of the Fermilab Accelerator Science and Technology
(FAST) facility at Fermilab. The backbone of the FAST facility is a normal-conducting
radiofrequency (RF) photoinjector coupled with a 1.3-GHz superconducting linear accelerator
(linac; Fig. 7)
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Fig. 7 Part of the linear accelerator (linac)

The electron source consists of a 1-1/2 cell 1.3-GHz cylindrical symmetric RF gun
comprising a Cs2Te photocathode illuminated by an ultraviolet (UV, 𝜆 = 263.5 nm) laser pulse.
The photocathode drive laser is capable of producing a train of bunches repeated at 3-MHz
within a 1-ms-duration macropulse. The corresponding train of 3000 bunches shown in Fig. 8 is
repeated at a 5 Hz frequency.

Fig. 8 Diagram of the bunch-train format at the FAST facility
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The bunch therefore produces 15,000 bunches per second. The laser system consists of a
commercial fiber-based seed laser followed by a free-space chain of amplifiers. The seed laser is
phase locked to a 1.3-GHz master oscillator synchronized to the electron accelerator. The laser
amplifiers are based on diode-pumped Nd:YLF rods ( 𝜆L = 1054 nm). After the final stage of
amplification, the single-pulse energy is ~100 𝜇J and the pulse duration is measured to be ~ 4 ps
(rms). The IR pulses are then frequency converted to UV via two second-harmonic generation
stages SHG1 and SHG2 in Fig. 9 before being transported to the accelerator vault to trigger the
photoemission process. The energy-depleted IR pulses used in the SHG1 stage are dumped. Part
of this study reused these IR pulses as a seed to drive an enhancement cavity for the ICS process.
The ICS interaction region was installed after the linac where the beam energy can reach up to 300
MeV Fig. 9 and Fig. 10.

Fig. 9 ICS setup overview. The top schematic describes the FAST linear accelerator,
while the bottom diagram gives a block diagram of the laser system. The bottom-right
inset show the pulse trains produced at different stages of the laser system.
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Fig. 10 Close up on the interaction region site. The dark blue and turquoise
rectangles are respectively dipole and quadrupole electromagnets.

This work focuses on the electron-laser interaction region instead and especially
concentrates on increasing the brilliance of the source. Doing so required the development of a
compact “final focus” system capable of controlling the transverse size of the electron beam at the
collision point and assembling a high-repetition-rate high-energy laser that could be used in a headon collision configuration. The tabletop footprint was experimentally tested at an available electron
accelerator facility capable of generating a high-repetition-rate electron bunch with tunable
parameters. The flexibility of the setup provided a versatile test bed to support the exploration of
optimum configurations and beam parameters needed to enhance the gamma-ray production
performances (e.g. photon flux and peak brilliance). These studies provided optimum sets of beam
parameters that could guide the design of future compact accelerators. The proposed interaction
system could also eventually be adapted to advanced accelerator setups (diagram of the interaction
region concept, Fig. 11).
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Fig. 11 Concept of the interaction region for the ICS process

2. MODELLING

GEOMETRICAL GUIDELINES

Impulse frequency  = 3 MHz, maximum intersection angle 𝜃 = 5, distance from the
interaction point to permanent focusing magnets 𝐿𝑃𝑀𝑄 = 300 mm, diameter of the permanent
focusing magnet 𝑑𝑃𝑀𝑄 = 40 mm, height of electron beam line over the floor ℎ𝑓𝑙𝑜𝑜𝑟 = 48′ =
1219.2 mm and length of the interaction region 𝐿𝑟𝑒𝑔𝑖𝑜𝑛 < 2 m.
Impulse frequency of 3 MHz equals a time delay between individual pulses 𝜏 = 1/ ≈
3.33×10−7 s. During this time laser pulse will travel with the speed of light c = 299 792 458
m/s; it gives us effective optical path length about 100 m.
𝑐

𝐿𝑙 =  ≈ 100 m

[33]

For increasing finesse value of the cavity, mirrors must have a very high reflectivity (about
99.995%). However, in order to inject laser impulses inside the cavity one mirror has to have a
reasonable transmittance too, which leads to the decrease in the reflectivity of that mirror (99.9%).
With the conventional designs incorporating two mirror setup with 1 m distance between mirrors,
we have 100 reflections with 50 reflections off the entrance mirror. Injector mirror is the main
contributor to the loss of optical power inside the cavity, and with every second reflection off the
injection mirror finesse value isn’t good enough to stack optical energy efficiently with given
impulse frequency.
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It is possible to reduce the losses by extending the optical path length with the help of
additional high-reflectivity mirrors. In the Fig. 12 a bow-tie configuration is shown (Shimizu &
Aryshev, 2014). It allows us to reduce the relative frequency of reflection with R1 parameter from
½ to ¼. Additionally, it becomes a recirculation cavity, which allows only head-on type of
interaction.

Fig. 12 Bow-tie planar ICS setup scheme

The finesse of the optical cavity F is represented using the cavity's round-trip optical
amplitude loss a, as follows:
√ 𝑎

𝐹 = 1−𝑎

[34]

If all the optical loss results from mirror reflectivity, then the optical amplitude loss could be
written as
𝑎 = √𝑅1 𝑅2 𝑅2 𝑅2

[34]

for a four-mirror optical cavity case. The final representation of the cavity finesse becomes
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4

𝐹=

 √𝑅1 𝑅2 3
1−√𝑅1 𝑅2 3

[35]

Substituting in the above numbers, F was estimated to be approximately 5500 for this
case if optical path length (3690 mm) matched the laser frequency (162.5 MHz). However with
impulse frequency of 3 MHz, laser will have to travel a number of round trips and formula for
finesse would be modified as follows:
4

𝐹=

 √(𝑅1 𝑅2 3 )𝑘
1−√(𝑅1 𝑅2 3 )𝑘

[36]

Substituting 𝑘 =100/3.69 ≈ 27 we get F = 202.Solution was found in a multipass optical
cell formed by two spherical mirrors with a hole. Combination of distance between mirrors,
radius of curvature and injection angle allows laser beam to travel by a predetermined reflection
pattern up to 200 m (McManus & Zahniser, 2010). Most commonly used multipass cell is called
Herriott cell (Herriott & Schulte, 1965) shown in Fig. 13.

Fig. 13 General view of the Herriot cell
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Usually there is only one hole in the cell for the beam injection and extraction; however,
this configuration was modified for overall simplification of the optical path. It was proposed to
use a setup consisting of six mirrors as diagrammed in Fig. 14. One of them with reflectivity 𝑅1 is
an injection mirror which also reflects laser impulse back into Herriott cell to complete the round
trip; the other mirrors are assumed to have the same reflectivity 𝑅2 . Two 𝑅2 mirrors are concave
spherical mirrors that form a confocal interaction region. Laser impulse collides with the electron
bunch at the focal point. One more 𝑅2 mirror outside the Herriott cell is used to direct laser impulse
to the concave pair.

Fig. 14 Proposed six-mirror setup

In this configuration optical amplitude loss takes the form

𝑎 = √𝑅1 𝑘 𝑅2 𝑘(𝑛+3)

[37]

where k is a number of round trips, n is a number of reflections inside of the Herriott cell, and 3
corresponds to the number of R2 type mirrors outside of the cell. Spreadsheet was made for quick
estimation and comparison of Herriott cell configurations (Table 1).
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Table 1. Finesse and amplification estimates for 3 MHz

Impulse amplification is governed by the following formula:
1−𝑅

𝐴 = (1−𝑎)12

[38]

Visually, cavity parameters can be examined in the Fig. 15.

Fig. 15 Graph of finesse and amplification variation from the number of trips

Of course, the best option would be to fit all the optical path lengths in one round trip;
downside of this would be a relatively high number of reflections on a mirror. It makes adjusting
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process more challenging and puts a lot of strain at the mirror surface which may lead to
deformation due to thermal expansion of the material. Design for two round trips cuts the radiation
load by 52% while reducing finesse by 14% and amplification by 27% from the theoretical
maximum.
A small Matlab script was made for estimating the optical power saturation timing and
maximum stored power in the chosen optical configuration. In the test, a train of 3000 impulses (1
s train duration at 3 MHz) of 1 mJ was used. Results are shown in the Fig. 16, where it can be seen
that at around 0.25 s energy losses inside the cavity become equal to the cavity energy gain in 2
round trips. Ideally the stored power should reach theoretical maximum at the end of the pulse
train; it depends on the amount of reflections off the mirrors and mirror reflectivity factor. Possible
ways to overcome early saturation: use mirrors with better reflectivity specifications (R 1=99.9%
and R2=99.995% are already approaching theoretical limitation) or increase the electron frequency
rate. It will reduce amount of reflections needed to cover the smaller optical path length and thus
will lower losses per round trip.

Fig. 16 Optical cavity saturation curve
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HERRIOT CELL DESIGN

Common Herriott cell setup has just one injection/extraction hole. However it would
significantly simplify optical scheme if the extraction hole could be made on the second mirror
as well. It was decided to go with a simple circular pattern of reflections (D'amato & Clot, 2008;
Fig. 17).

Fig. 17 Position of laser spot on the two end mirrors of the Herriott cell

Pattern of reflections was carefully examined and modified for a different path length and
exit hole configuration. In present configuration, laser impulse travels 45 times within the cell.
This path can be subdivided into 11 cycles of four reflections. Every cross is a reflection or a hole
position on a mirror: brown for mirror one and green for mirror two. Every cycle of four reflections
shifts starting point for the next cycle by  until path makes the full circle and exits through the
hole in the second mirror. This feature makes the total reflection number 45 instead of 46 because
the last cycle is not fully finished. Connection between mirror one and two reflection was not
explained.
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Each mirror has 23 points, 46 points totally. Angle between two adjacent points on the
same mirror is =360/23=15.65. Dot pattern on one of the mirrors was shifted by /2 =7.826
to create a proper reflection pattern (Figs. 18 and 19).



Fig. 18 Extended reflection pattern for the project

Fig. 19 Reflection pattern with connected step points
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In order to make the correct pathing, points had to be organized. Every point was assigned
a unique number upon the creation (1-23). Starting position does not matter because the result will
be a closed circuit. Using Fig. 18 as a visual aid, the numerical connection was established between
two consecutive steps. It is important to have odd number of reflections per mirror, as this extra
one gives an angular shift to another cycle, otherwise laser would be locked in just one cycle. Let
us take 23 as a whole round:

23−1
2

= 11 half a round. The rule for the next number on the same

mirror is following: if current point number is more than 12 – subtract 12, otherwise add 11.
Corresponding starting point on the second mirror is number ahead 13 if all points are projected
on the same plane (Fig. 20).

Fig. 20 Reflection pattern with connected step points (isometric view)

So if points are numerated clockwise on each mirror, the shift happens in the opposite
direction, counterclockwise. Example of this numerical pattern is shown in the Fig. 21.
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Fig. 21 Example of the step sequence of the reflection points

Value of 45 reflections was chosen as a first approximation for the 50 m long optical
path, with intended length of the Herriott cell >1 m. After establishing the reflection pattern all
other dimensions can be modified to make optical path length exactly 50 m. Length between the
Herriot cell mirrors was used as a crude parameter and distance between two concave mirrors as
fine tuning (Table 2).
Table 2. Optical path dimensions
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After the number of reflections was finalized, values of finesse and amplification were
updated (Table 3 and Fig. 22).
Table 3. Finesse and amplification estimates

Fig. 22 Updated graph for finesse and amplification estimates
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Knowing the distance between mirrors it becomes possible to calculate the focal distance
for the Herriott mirrors:

𝑓𝐻 =

𝐿
2(1−𝑐𝑜𝑠𝛼)

= 13.4 m

[39]

Relative comparison of mirror parameters depends on the number of trips (Table 4). Final
diagram of the whole setup can be seen in the Fig. 23-25
Table 4. Herriott cell mirror dimensions

Fig. 23 ICS diagram of the proposed interaction region (isometric view)
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Fig. 24 ICS diagram of the proposed interaction region (top view)

Fig. 25 ICS diagram of the proposed interaction region (side view)
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CREATION OF THE MODEL

A model was created as an assembly of many parts. It serves several purposes: it is easier
to apply changes to the model when each part is chosen individually; importing same model rather
than creating identical copy of a part saves a lot of time; for assigning different mesh settings and
material properties to the volume, ANSYS must recognize these volumes as separate parts.
Models were created using the millimeter as a unit of length as the most comfortable for
working. Several initial dimensions were preset: electron beam and laser beam intersection angle
𝜃 ≤ 5, distance from the interaction point (IP) to the permanent quadrupole magnet triplet (PMQ)
300 mm, diameter of the PMQ 40 mm, approximate length of the Herriott cell  1 m, diameter of
the Herriott mirrors 65 mm, approximate distance between concave mirrors  1 m, interaction
region overall length  2 m, height of the electron line over the floor surface  1220 mm, total
optical path length 50 m. Diameter of the concave mirrors and extra reflectors was chosen to be
30 mm, an arbitrary number close to another ICS experiment (Shimizu & Aryshev, 2014). Rest of
the parameters were set to make the whole structure as compact as possible (without overlapping),
getting rid of the unnecessary element and increasing structural strength where was needed.
Starting point was chosen to be the position of the interaction point with the position of the
PMQ (on electron line axis) and laser beam line angled at 5, both lying in the same horizontal
plane (Fig. 26).
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Fig. 26 Relative placement of concave mirrors and PMQs

Top left and bottom right are the intended locations of concave mirrors. Distance between
the mirrors has to be more than 900 mm to avoid special overlapping of the PMQs and mirror
mounts.
Next element was the positioning of the Herriot cell (Fig. 27 and Fig. 28). It was placed
under the IP. Angle from the electron line 15 in horizontal plane was chosen arbitrarily to avoid
overlapping of the mounts. Injection mirror and piezo actuator mirror are linked to the position of
Herriott cell as they have to be positioned at the specific axis defined by the reflection pattern
inside of the Herriot cell.

Fig. 27 Placement of Herriott cell (top view)
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Fig. 28 Placement of Herriott cell (side view)

Mirror mount models were added, color coded red and blue for mirrors, green for PMQs
(Fig. 29 and 30).

Fig. 29 Placement of mirror mounts (top view)

Fig. 30 Placement of mirror mounts (side view)
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Added orientation modules for mirrors, mounts and orientation modules for PMQs are
color coded grey in Fig. 31.

Fig. 31 Orientation modules for mirrors, mounts and orientation modules for PMQs (grey)

Added height fillers for concave mirrors, Herriott cell supports, Invar rods and rod
support centerpiece are shown in Fig. 32.

Fig. 32 Height fillers for concave mirrors and Herriott cell stabilizing supports.

Injection and piezo actuator mirror supports are the highest due to the amount of degrees
of freedom needed: X,Y,Z translation and two rotational degrees of freedom. The rest of the
mirrors were on height fillers (dark grey) to reach the same plane. Additional mirror on the
injection mount serves the purpose of precise adjustment of the laser optical path inside the Herriot
cell and is on the same axis with the injection mirror (blue circle, Fig. 33).
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Fig. 33 Position of the reflector mirror

Servomotors for controlling all degrees of freedom were added in Fig. 34 .

Fig. 34 Placement of servomotors (yellow)
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Next step was creating the vacuum chamber to fit all optical elements with supporting
structures and servomotors. Holes for electron and laser beam were positioned according to the
corresponding axis in Fig. 35.

Fig. 35 Vacuum chamber with laser and electron pipe flanges

Vacuum chamber model was rotated 6 counterclockwise if viewed from the top to
reduce the width of the chamber and use space more efficiently (Fig. 36).

Fig. 36 Position of vacuum chamber relative to the electron line
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External dimensions of the chamber (excluding pipe extensions and handles):
1500x420x336 mm. Bottom part is 40 mm thick to ensure high levels of stability. Wall thickness
5 mm. Combined weight of chamber and lid – 280 kg. See Figs. 37 and 38.

Fig. 37 Front view of interaction region without rotation of the vacuum chamber

Fig. 38 Front view of interaction region after proper positioning of vacuum chamber
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Vacuum chamber was reinforced with internal frame to reinforce the structure (Fig. 39).
Configuration is a result of static analysis tests and is explained further. Weight - 16.3 kg.

Fig. 39 Internal braces of the vacuum chamber

Next step was designing the vacuum chamber supports to firmly attach the vacuum
chamber to the floor and elevate electron beam line to 1220 mm over the floor level.
Supports consist of two parts: transitional element between vacuum chamber and the
main frame (Fig. 40) and main frame itself (Fig. 41).

Fig. 40 Connection part between main frame and the vacuum chamber
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Fig. 41 Main supporting frame

Generally, the stands are fastened hard to the floor with 3/8” bolts into drop-in inserts.
Main frame is mounted to the floor by 24 hexagonal 3/8” bolts (four per each of six legs; Fig.
42).

Fig. 42 Model of the 3/8” hexagonal bolt

Dimensions of the bolt used in inches and mm are in the in the Table 5.
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Table 5. 3/8” bolt dimensions

This method of mounting structures to the floor allows the precise control over floor
surface imperfections, opposed to simply putting the structure on top of the floor. Assembled
support can be seen in Fig. 43. Connecting bolts are colored red for contrast. Total weight of
supporting structure is 321 kg.

Fig. 43 Interaction region resting on 24 bolts
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Last part was the electron pipe extenders on both sides of the vacuum chamber as total
distance that has to be covered is 2320 mm (Fig. 44). Internal diameter 35 mm, external diameter
50 mm, flange diameter 85 mm. Total amount of assembled parts – 108.

Fig. 44 Electron pipe connectors between vacuum chamber and the pipeline

3. STATIC ANALYSIS

In this test model, of the vacuum chamber was subjected to the external pressure of 1 atm
(105 Pa). Purpose of the test is to make sure that vacuum chamber deformations under the
atmospheric pressure will remain in elastic region and to determine of the safety factor of the
structure and displacement of the bottom surface of the chamber. Simulation was carried out
multiple times as geometry was changed to accommodate the pressure. Only parts directly
involved in the test were used, see Fig. 45.

Fig. 45 See-through model of vacuum chamber for implosion tests
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ELEMENT TYPE

For all the ANSYS tests Solid186 element was chosen. In general, this is a 3-D 20-node
brick element; it has three degrees of freedom per node: translations in the nodal x, y and z
directions. The element supports plasticity, hyperelasticity, creep, stress stiffening, large
deflection, and large strain capabilities. According to the ANSYS element manual “SOLID186
Homogeneous Structural Solid is well suited to modelling irregular meshes (such as those
produced by various CAD/CAM systems). The element may have any spatial orientation.” A
schematic of the element geometry with various spatial options is shown in Fig. 46.

Fig. 46 SOLID186 element schematic and element variations

Some of the reasons that this element was chosen include the fact that this element is
intended, as the name implies, for solids and the model is made of solid material.
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MATERIAL PROPERTIES
In the model three materials are used. Most of the structure is made of the A36 steel,
common structural steel in the United States (Quimby, 2008). Material for the optical elements
was chosen to be of Zerodur for its outstanding properties. It has very low coefficient of thermal
expansion: in the range 0 to 50 °C it has a mean of 0 ± 0.007×10−6 K−1 (Schott, 2013), which is
two orders of magnitude better than that of fused quartz. This quality makes it suitable for
applications that require high precision. Zerodur has high 3D homogeneity with few inclusions
and bubbles. Hardness is similar to borosilicate glass, so it can be ground and polished more easily
than fused quartz. It has high affinity for coatings and fracture toughness approximately 0.9
MPa×m0.5 (Hartmann, 2012).
Third material is Invar; it is used for three horizontal rods that connect mounts of Herriot
cell for additional stability. Invar, also known as 64FeNi in the United States, is a nickel-iron alloy
(36% nickel and 64% iron) notable for its uniquely low coefficient of thermal expansion. The name
Invar comes from the word “invariable” , referring to its relative lack of expansion or contraction
with temperature changes (Davis, 2001). Common grades of Invar have a coefficient of thermal
expansion (CTE) of about 1.2 × 10−6 K−1 between 20 °C and 100 °C. Adding extra stabilizing rods
made of Invar was incited by another ICS experiment (Rakhmana et al., 2016).
For static, modal and harmonic analysis only three basic properties have to be known:
Young’s modulus of elasticity (in MPa), Poisson’s ratio, and density (in kg/mm3), Table 6.
Material properties are assigned during individual meshing of mirrors and stabilizing rods. Due to
the specifics of internal units used in ANSYS, these properties have to be scaled to mm units to
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match the size of the model that was created using mm as a unit of length. Same goes for the
pressure and mechanical stress values (MPa).
Table 6. List of material properties

MESHING
Meshing was made using SmartSize 6, total element count 63765. This setting provides
reliable results with only 0.09% or poorly shaped elements. Image of the mesh is displayed in the
Fig. 47.

Fig. 47 Mesh of the vacuum chamber
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To avoid mesh failures and singularity points (where mesh resolution goes to program
limitation), model was made with several guidelines in mind. Minimum distance between elements
(edges of the planes, end point) was at least 3 mm whenever possible and round object shapes were
avoided (leads to increased element use and higher percentage of poorly shaped elements).

VON MISES YIELD CRITERION

The von Mises stress is often used in determining whether an isotropic and ductile metal
will yield when subjected to a complex loading condition. This is accomplished by calculating the
von Mises stress (𝜎𝑣𝑀 ) and comparing it to the material's yield stress (𝜎𝑦𝑖𝑒𝑙𝑑 ), which constitutes
the von Mises yield criterion.
When stress becomes greater than minimum yield strength of the material it starts to
“yield”; deformations go to the plastic region and will remain after the load is removed. Results of
plotting von Mises stress could be seen in the Fig. 48. Scale is shown in MPa.

Fig. 48 Plot of von Mises stress of the vacuum chamber
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Upon closer examination of the maximum stress region it is seen in Fig. 49 that it is an
isolated point in the bottom of the lid.

Fig. 49 Close up of the singularity point on the vacuum chamber lid

In finite element method, this is known as a singularity point. Stress value spikes at the
sharp angles and edges of the model because it is a pure mathematical model, and in the real world
there no sharp edges like this and real value of stress is lower. To obtain more reliable data, von
Mises stress should be measured in the region close to the maximum, in this case across the upper
part of the lid where stress value is also high, Fig. 50.
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Fig. 50 Von Mises stress plot of the vacuum chamber lid top side

Von Mises stress was measured along the path shown in Fig. 51

Fig. 51 Plot of the path on the vacuum chamber lid
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From the von Mises stress shown in Fig. 52 it is seen that real von Mises stress value is
approximately 145 MPa.

Fig. 52 Plot of von Mises stress cross the vacuum chamber lid

Material properties of A36 steel list minimum yield strength of 250 MPa. According to the
von Mises yield criterion, vacuum chamber will not suffer plastic deformations under this load;
however, the factor of safety (𝐹𝑜𝑆) for this case is 1.7 by the formula:
𝐹𝑜𝑆 =

𝜎𝑦𝑖𝑒𝑙𝑑
𝜎𝑣𝑀

[40]

Guidelines for the pressure vessels state that acceptable factor of safety must be in the range
3.5 – 6, which means that vacuum chamber walls thickness of 5 mm is not enough and has to be
reinforced. One way to bring the safety factor up is to make walls thicker. However, the load is
very area specific and increase in thickness everywhere will greatly increase the weight of the
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chamber. It was decided to use internal framing to accommodate stress in specific regions and
keep the structure light at the same time. Supporting structure is shown in Fig. 53.

Fig. 53 Final design of supporting brace for the vacuum chamber

Frame profile was adjusted to distribute stress evenly. Final shape is the result of five
iterations. Number and spacing between the braces was chosen empirically.
dimensions of the top brace are shown in the Fig. 54.

Fig. 54 Profile dimensions of lid brace

Profile and
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Profile and dimensions of the side brace are shown in the Fig. 55.

Fig. 55 Profile dimensions of the side wall brace

Model created in CREO Parametric was exported as .IGES extension with solid type of the
model. As ANSYS APDL is poorly suitable for creating complex geometrical models; importing
a model from other CAD program proved to be a better option. After importing, all volumes were
connected together using VGLUE operation. Von Mises stress plot with the additional support can
be seen in Fig. 56.
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Fig. 56 Plot of von Mises stress distribution in the reinforced chamber

After removing the chamber lid, we can see that stress maximum is located the edge of
the top brace, as shown in the Fig. 57.

Fig. 57 Von Mises stress plot with removed vacuum chamber lid
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This brace part was isolated. Fig. 58 shows that stress maximum is a singularity point in
the structure.

Fig. 58 Von Mises stress distribution in the brace with maximum stress value

A graph of the stress variation along the edge of the brace can be seen in the Fig. 59. Path
of the graph is shown in the Fig. 60 titled MAX.

Fig. 59 Graph of stress distribution in the brace
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Fig. 60 Plot of the paths where stress values were taken

More accurate result can be obtained by choosing path of nodes on the other side of the
brace named LID. Graph of stress variation is shown in the Fig. 61.

Fig. 61 Graph of stress distribution next to the singularity point
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Maximum stress values do not reflect real result and it can be shown by performing the
convergence study Fig. 62.

Fig. 62 Plot of maximum von Mises stress value against the number of elements

Values of the von Mises stress were taken at the singularity point of the side brace (Fig.
63).

Fig. 63 Stress value has a sharp peak close to singularity point
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Difference in element quantity was achieved by varying settings in SmartSize setting of
free mesh. More telling results can be seen in Fig. 64, where mesh was refined at the point of
singularity.

Fig. 64 Refined mesh at the area close to the singularity point

Real value of von Mises stress is closer to 40-50 MPa is derived from Fig. 61 (LID path),
which gives the safety factor of 4.6, and it is within the range.

DISPLACEMENT DIAGRAM

Plot of the displacement vector sum can be seen in the Fig. 65 with a maximum of 0.2
mm on the top of the chamber. This value can be neglected as long as deformations remain in
elastic region, which is ensured by the von Mises criterion.
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Fig. 65 Displacement sum plot of the vacuum chamber

Top of the chamber and braces were deselected and vertical displacement of the bottom
of the vacuum chamber was examined. It was intentionally made 40 mm thick to minimize the
displacement of the optical mounts attached to it.
Vertical displacement variation was measured along the longitudinal (A) and transverse
(B) path directions (Fig. 66). Graph of the longitudinal displacement can be seen in Fig. 67

Fig. 66 Plot of longitudinal and transverse paths on the bottom of chamber
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Fig. 67 Vertical displacement along the longitudinal (A) path.

Path B was positioned at the distance of the peak value taken from the graph of path A
(Fig. 68).

Fig. 68 Vertical displacement along the transverse (B) path
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Maximum displacement of the bottom of the vacuum chamber 𝛿𝑏𝑜𝑡 = 11 m was found at
two regions marked by red circles in Fig. 69.

Fig. 69 Regions of the maximum displacement on the bottom of the chamber

WEIGHT COMPRESSION TEST

It is important to know if 24 3/8” bolts provide enough support for the entire structure
weight ( 682 kg) without suffering plastic deformation. For that, the entire model was subjected
to the gravity load of 9.8 m/s2 in Y direction. Surprisingly ANSYS supports gravity load input in
SI units and not in mm/ s2. It is happening due to internal method of converting this load into units
of force. Plot of von Mises stress is shown in the Fig. 70.
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Fig. 70 Plot of von Mises stress distribution due to the gravity compression

Even with the singularity points at play, maximum stress value 9.29 MPa is significantly
lower than the minimum yield strength of steel (250 MPa) Fig. 71 and 72.

Fig. 71 von Mises stress distribution in the floor bolt
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Fig. 72 Mesh of the floor bolt

4. MODAL ANALYSIS

The purpose of performing a modal analysis is to find the natural frequencies and mode
shapes of a structure. If a structure is going to be subjected to vibrations, then it is important to
analyze where the natural frequencies occur so that the structure can be designed appropriately.
The governing equation to be solved in a modal analysis is given by
[𝑀]{𝑢̈ } + [𝐾]{𝑢} = 0

[41]

where [𝑀] is the mass matrix, [𝐾] is the stiffness matrix, {𝑢̈ } is the nodal acceleration, and {𝑢} is
the nodal displacement (ANSYS, 2009). The displacement vector, which represents the free
vibrations, is given by
{𝑢} = {𝜑}𝑖 cos(𝜔𝑖 𝑡)

[42]

where {𝜑}𝑖 is the eigenvector representing the mode shape of the ith natural frequency, 𝜔𝑖 is the
circular frequency of the ith natural frequency, and t is time (ANSYS, 2009). When Equations 41
and 42 are combined, the non-trivial eigenvalue problem becomes Equation [43]
|[𝐾] − 𝜔2 [𝑀]| = 0

[43]

When ANSYS solves this problem, it outputs the natural frequency in Hertz rather than
radians per second according to Equation [44]
𝜔

𝑓𝑖 = 2𝜋𝑖

[44]
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It is important to note that in a modal analysis, ANSYS will only consider linear behavior
(ANSYS, 2013). This, however, was not a concern in this project since deformations in the steel
are expected to be small, thus avoiding any material nonlinearities.
MESHING AND CONVERGENCE STUDIES
VGLUE operation was used to connect all the 144 volumes together; this operation
points out designing and assembly defects, as VGLUE does not work with overlapping or
disconnected volumes. Volume numeration changes after VGLUE (Fig. 73 and 74).

Fig. 73 Diagram of the VGLUE operation

Fig. 74 Volume plot of the model with numeration after VGLUE
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In order to mesh complex model geometry, free volume meshing was used with the
SmartSize setting. After performing convergence studies, it was determined that increasing the
mesh resolution (fineness) from SmartSize 8 (199203 elements) to SmartSize 7 (268158 elements)
resulted in different natural frequencies for the first twenty modes of up to 7%. An increase in
mesh resolution from SmartSize 7 to SmartSize 6 (330548 elements) resulted in natural frequency
value differences of no more than 1 % (Fig. 75).

Fig. 75 Convergence study for the modal analysis

With decrease of the mesh finesse, number of poorly shaped elements has increased, as
complex model geometry requires higher resolution. With SmartSize 7 setting being satisfactory
for the natural frequency convergence, number of poorly shaped elements was 395 (0.15%), quite
within tolerance. However with SmartSize 6 setting this number has dropped down to 60 (0.02%),
a significant decrease (7.5 times) in precision with only 23% increase in element quantity (Fig.
76). So for the modal analysis and consequent full harmonic analysis it was decided to use
SmartSize 6 setting for the free volume meshing.
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Fig. 76 Variation of poorly shaped elements number for different mesh settings

On Fig. 77 we can see a plot of natural frequencies corresponding to the mode number.
From the plot we can derive that natural frequencies are tightly packed due to the complexity of
the model geometry. If we project same mode density ( 3.84 modes/Hz) to the expected frequency
diapason 10-100 Hz (Smimizu & Aryshev, 2014), we will have to examine around 346 modal
maps.

Fig. 77 Modes distribution chart
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So instead it was decided to approach the problem from the other side and inspect narrow
frequency range pinpointed by the data from the seismograph on site. Troublesome modes have to
be located around frequencies of excitation; it will substantially decrease the amount of data for
processing. Examples of mesh at the SmartSize setting 6 can be see in Figs. 78-81. Vacuum
chamber lid was removed to show the mesh geometry inside of the chamber.

Fig. 78 Mesh plot of the vacuum chamber (1/4)

Fig. 79 Mesh plot of the vacuum chamber (2/4)
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Fig. 80 Mesh plot of the vacuum chamber (3/4)

Fig. 81 Mesh plot of the vacuum chamber (4/4)
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BOUNDARY CONDITIONS

In ANSYS, the only boundary conditions considered in a modal analysis are zerodisplacement constraints. Any non-zero displacement will be automatically set to zero and any
force, moment, pressure, or any other load will be ignored. In fact, no boundary conditions are
actually required for a modal analysis to run. In the absence of boundary condition constraints,
however, the first six modes calculated by ANSYS will have natural frequencies of zero and
correspond to the system’s undergoing rigid body motion in the six degrees of freedom: x, y, and
z translation and x, y, and z rotation (ANSYS, 2013).
In this case, model was constrained with area DOF zero displacements at floor bolts,
electron and laser pipelines (Fig. 82).

Fig. 82 Boundary conditions for the modal analysis
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EFFECTIVE MASS

In addition to computing the natural frequencies and mode shapes of the model being
simulated, ANSYS also computes the effective mass in each direction (Me) excited at each ith
natural frequency:
𝑇
𝑀𝑒𝑖 = ({𝜑}𝑖 [𝑀]{𝐷})

2

[45]

where D is a vector describing the excitation direction (ANSYS, 2013, p. 801).
This number provides a weighting for how “important” each natural frequency is. The
effective mass can be thought of as a measure of both how much of the total mass is displaced in
each direction (all 6 degrees of freedom in 3-D space) by a given natural frequency’s modal
vibration as well as the degree of those displacements (Carr, 1993). In other words, its value is
correlated to how much vibrational energy is generated when exciting the system at a given natural
frequency. The effective mass for each node in each direction is also normalized with respect to
the total mass of the system in such a way that the sum of the effective masses for all the modes
of the system equals the total weight of the system.
The effective mass for each mode can be converted to a percent by dividing it by M tot, the
total mass of the system (in this case, the mass of the entire guitar model). These mass fractions
can then be summed up from mode 1 to mode i to yield the cumulative mass fraction for the ith
̂𝑒𝑖 ):
mode (𝑀
̂𝑒𝑖 = [∑𝑖𝑗=1 𝑀𝑒𝑗 ]/𝑀𝑡𝑜𝑡
𝑀

[46]

70
It is common in modal analysis to only analyze the modes which together have a
cumulative mass fraction of between 80% and 90% (Kurowski & Kurowski, 2009; Martinez,
2013). This corresponds to analyzing the the natural frequencies which together will generate 80%
to 90% of the vibrational energy in the system (Figs. 83-85).

Fig. 83 Mass participation graph for X direction

Fig. 84 Mass participation graph for Z direction
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Fig. 85 Mass participation graph for Y direction

MODAL MAPS

Not all excitation frequencies produce dangerous vibrations in the model. Most of them
occur far from the mirrors and do not affect the optical alignment at all. In case when natural
frequency overlaps with the frequency of the excitation, we have a potentially dangerous situation
when vibrations are amplified. To avoid that we can change the geometry of this region, altering
the stiffness matrix [𝐾] and thus upshifting or downshifting the natural frequency. Examples of
modal maps are shown in Figs. 86-91.
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Fig. 86 Vibration of the region far from dangerous parts

Fig. 87 Vibration mode of Invar rods inside the vacuum chamber

73

Fig. 88 Plot of the potentially dangerous mode

Fig. 89 Vibrational mode of the vacuum chamber
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Fig. 90 Another potentially dangerous mode (piezo actuator mirror mount)

Fig. 91 Mode with the maximum of response at PMQ

5. HARMONIC ANALYSIS

A harmonic analysis finds the steady-state response of a structure under sinusoidal loading
conditions. A harmonic, or frequency-response, analysis considers loading at one frequency only.
Loads may be out of phase with one another, but the excitation is at a known frequency. The
general equation describing this situation is given by
[𝑀]{𝑢̈ } + [𝐶][𝑢̇ ] + [𝐾]{𝑢} = {𝐹 𝑎 }

[47]

where [C] is the matrix of damping coefficients:
[𝐶] =  [𝑀] +  [𝐾]

[48]

[𝑢̇ ] is the nodal velocity, {𝐹 𝑎 } is the applied force vector, and all other symbols are as defined
previously (ANSYS, 2009). Because this is a harmonic analysis, the applied load is defined to be
a load which varies sinusoidally. This also means that the displacements will vary sinusoidally.
{𝑢} = {𝑢𝑚𝑎𝑥 𝑒 𝑖𝜑 }𝑒 𝑖𝛺𝑡

[49]

where 𝑢𝑚𝑎𝑥 is the maximum displacement, i is the square root of -1, Ω is the imposed circular
frequency, t is time, and 𝜑 is the displacement phase shift (ANSYS, 2009). The purpose of this
harmonic analysis was to observe how model responds to the vibrations of the floor.
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LOADING DATA

Since structure is not subjected to the excitation force of any kind, the only source of
vibration is the floor and tubes of the electron line. Floor displacements can be recorded with the
help of the seismograph. Data from the seismograph at FAST (Figs. 92-95) requires careful
interpretation and processing before being used in the simulation. One hour of the recording has a
massive 1 GB of information (courtesy of M. McGee, Fermilab).

Fig. 92 Schematic of spots where siesmograph measurements were made.
Provided by M. McGee (Fermilab)
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Fig. 93 Transverse integrated displacement (rms) results (1/2).
Provided by M. McGee (Fermilab)

Fig. 94 Transverse integrated displacement (rms) results (2/2).
Provided by M. McGee (Fermilab)
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Fig. 95 Vertical integrated displacement (rms) results.
Provided by M. McGee (Fermilab)

Interface window of a seismograph is shown in the Fig. 96. There we can see two graphs;
yellow line corresponds to the displacement variation with time, and orange line represents the
amplitude spectrum of vibrations.
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Fig. 96 GUI of a seismograph. Plot extracted from reference (Tikhoplav R.)

Full harmonic analysis is the only mode which supports non-zero displacements as loading
input (ANSYS, 2013). For use in ANSYS, data must be represented as a table with first column
of frequencies and maximum displacement amplitude in the second column. ANSYS can read
information from the table even between the data points using internal linear approximation
(Miller, 2012), with every step at given frequency program refers to a table and reads the
corresponding displacement amplitude value. This method allows load to vary dynamically
through the entire frequency diapason, eliminating the problem of difference between field data
and constant amplitude excitations.
For use in ANSYS, data first must be formatted into to the .txt or .csv type and imported
to ANSYS with the help of the following commands:
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/INQUIRE,numlines,LINES,data_example,txt
*DEL,table_example,,NOPR
*DIM,table_example,TABLE,numlines,1,1,FREQ
*TREAD,table_example,data_example,txt,,0
*VPLOT,table_example(1,0),table_example(1,1)
Amplitude spectrum example can be viewed as a graph (Fig. 97).

Fig. 97 Example plot of the amplitude spectrum in ANSYS
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The person who took the measurements suggested to use 100 nm amplitude of
displacement in every direction. As no factual data for the phase analysis was available, for the
harmonic analysis the worst case of loading was taken, Fig. 98.

Fig. 98 Trajectory of the displacement vector with no phase shift in X, Y, Z directions

When there is no phase difference between loads specified, the displacement vector follows
the straight-line X=Y=Z. It gives the maximum displacement value from the starting point of 
173 nm. Any phase difference will make the displacement vector trajectory deviate from the
straight line into an elliptic shape. In optimal case it would be circle with  123 nm radius. At the
same time, projections of this trajectory into XY, YZ, ZX planes will have a shape of an ellipse,
Fig 99.
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Fig. 99 Projections of optimal trajectory into XY, YZ, ZX planes

Knowing the phase of the loads can mean the difference up to the 29% of the amplitude of
displacement. However, any of those values is significantly higher than measurements in the laser
room  6 nm floor vibration amplitude (Tikhoplav, 2005).

FOURIER TRANSFORM

Initially seismograph records only the yellow line (Fig. 96). This information cannot be
used as input data, as it contains displacement corresponding to the moment of time rather than
frequency. For switching from the time domain to the frequency domain, a special mathematical
operation must be performed, known as Fourier transform.
The Fourier transform is a mathematical function that can be used to show the different
parts of a continuous signal. It is most used to convert from time domain to frequency domain.
Fourier transforms are often used to calculate the frequency spectrum of a signal that changes over
time. This kind of signal processing has many uses such as cryptography, oceanography, speech
recognition, or handwriting recognition. The Fourier transform of a function f(x) is given by
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∞

𝐹(𝜔) = ∫−∞ 𝑓(𝑡)𝑒 −𝑖𝜔𝑡 𝑑𝑡

[50]

𝐹 is a function of a real variable 𝜔, the function value 𝐹(𝜔) is (in general) a complex number:
∞

∞

𝐹(𝜔) = ∫−∞ 𝑓(𝑡) cos 𝜔𝑡 𝑑𝑡 − 𝑖 ∫−∞ 𝑓(𝑡) sin 𝜔𝑡 𝑑𝑡

[51]

|𝐹(𝜔)| is called amplitude spectrum of 𝑓, ∠𝐹(𝜔) is the phase spectrum of 𝑓 (Stanford University,
2001-2002). A Fourier transform shows what frequencies are in a signal. For example, consider a
sound wave which contains three different musical notes: A, B, and C. Making a graph of the
Fourier transform of this sound wave (with the frequency on the x-axis and the intensity on the yaxis) will show a peak at each frequency which corresponds with one of the musical notes.
Many signals can be created by adding together cosines and sines with varying amplitudes
and frequencies. The Fourier transform plots the amplitudes and phases of these cosines and sines
against their respective frequencies.
Fourier transforms are important because many signals make more sense when their
frequencies are separated. In the audio example (Fig. 100), looking at the signal with respect to
time does not make it obvious that the notes A, B, and C are in the signal. Many systems do
different things to different frequencies, so these kinds of systems can be described by what they
do to each frequency. An example of this is a filter which blocks high frequencies.
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A
B
C

Fig. 100 Signal in time domain and its amplitude spectrum in frequency domain

Calculating a Fourier transform requires understanding of integration and imaginary
numbers. Computers are usually used to calculate Fourier transforms of anything but the simplest
signals. The fast Fourier transform is a method computers use to quickly calculate a Fourier
transform.
For the loading in harmonic analysis, ANSYS uses both real and complex components
and then calculates the load amplitude and phase angle based on given data, Fig. 101.
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Fig. 101. Relationship between real/imaginary components and amplitude/phase

DAMPING

Harmonic response is impossible to get without loading data, but the values cannot be
correct without knowing the damping of the structure. Without damping, even the smallest
excitation at the natural frequency will lead to limitless growth of the amplitude as vibrational
energy accumulates and has no way to dissipate. Damping results in energy loss in a dynamic
system. The effect damping has on the response is to shift the natural frequencies and to lower the
peak response (Fig. 102).
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Fig. 102 Maximum response frequency change due to damping

Damping is a complex phenomenon due to various effects. The mathematical
representation of damping, however, is quite simple. Viscous damping will be considered here.
The viscous damping force 𝐹𝑑𝑎𝑚𝑝 is proportional to velocity:
𝐹𝑑𝑎𝑚𝑝 = 𝑐𝑥̇

[52]

where 𝑐 is the damping constant. There is a value of 𝑐 called critical damping 𝑐𝑐𝑟 where no
oscillations will take place. The damping ratio  is the ratio of actual damping 𝑐 over critical
damping 𝑐𝑐𝑟 :
𝑐

 = 𝑐

𝑐𝑟

[53]
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It is a ratio of real damping to the critical damping. At damping parameter value 𝑐 = 𝑐𝑐𝑟 ,
harmonic oscillations are impossible. Imagine an old rusty pendulum; at the position outside of
the equilibrium it will slowly go down until it stops at the lowest point without going the other
way at all. This system is extremely good at dissipating the energy of oscillations as it has a very
high damping ratio. Eliminate the friction and pendulum will go on forever. Add energy input at
the right frequency and pendulum will start to increase its amplitude.
ANSYS has several ways to assign damping properties to the model. Alpha damping and
beta damping are used to define Rayleigh damping constants 𝛼 and 𝛽. The damping matrix [𝐶] is
calculated by using these constants to multiply mass matrix [𝑀] and stiffness matrix [𝐾]:
[𝐶] =  [𝑀] +  [𝐾]

[54]

The ALPHAD and BETAD commands are used to specify 𝛼 and 𝛽, respectively, as
decimal numbers. The values of 𝛼 and 𝛽 are not generally known directly but are calculated from
modal damping ratios 𝑖 :


𝑖 = 2 +
𝑖

𝑖
2

[55]

In many practical structural problems, alpha damping (or mass damping) may be ignored
( = 0). In such cases, you can evaluate  from known values of 𝑗 and 𝑗 , as

=

2𝑖

𝑖

[56]

Only one value  can be input in a load step, so choose the most dominant frequency active in
that load step to calculate .
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The constant damping ratio input in simulation means that the value of  will be constant
over the entire frequency range. In the full harmonic analysis the damping ratio  is not directly
used. It will be converted internally to an appropriate value of [𝐶]. Even though it is possible to
set several damping parameters at the same time it is not advised as damping effects stack
cumulatively and may lead to erroneous results of the simulation.
There are no definite values of damping, only estimates. In this case constant damping ratio
of 0.01 was used as a mean value for steel structures with complex joint geometry and vibration
displacement within the elastic region of steel (Irvine, 2004).

HARMONIC RESPONSE

As the result of harmonic analysis we get the displacement of mirrors; from this point it is
possible to say if vibrations of the floor will disrupt the alignment of the optical system. In
harmonic analysis the specified frequency region is analyzed in chosen number steps. In full
harmonic analysis these steps are distributed evenly through the frequency region, which means
that if we want to “hit” that exact frequency of the maximum response we need to know where to
look. This is where modal analysis plays its role, by telling us what are the frequencies of
potentially dangerous modes. Example of this mode at frequency 24.01 Hz is in the Fig. 103.
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Fig. 103 Mode with the maximum response at concave mirror supports

Harmonic response analysis allows us to estimate nodes displacement; however, the data
can be interpreted as the tilt of the mirror as a whole with the use of path operations. First, the step
with the maximum response must be located with time/history postprocessing. For that the
displacement of the single node in the middle of the mirror (Fig. 104) was tracked through the
entire frequency region.

Selected node

Fig.104 Mesh of the concave mirror.
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Plot of the harmonic response can be seen in Fig. 105; it allows us to select the step
corresponding to the frequency 23.8 Hz and also allows to estimate the peak response in X
direction.

Fig.105 Plot of node displacement in X direction in the 20-30 Hz region

In a chosen step of harmonic analysis the displacement can be also tracked along the
straight line and then interpreted as mirror tilt after necessary coordinate transformation. But first
the path orientation must be chosen. For that displacement sum plot was used, gradient of colors
helps to locate start and end nodes of the path Fig. 106.

Fig.106 Plot of displacement sum and position of path defining nodes
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Centers of concave mirrors and interaction point lie in the same horizontal plane; normal
vector of the mirror surface is angled at 4.87 from the X coordinate axis. By estimating the tilt
angle of the mirror, it is possible to say if the focal point sways out of the allowed range, Fig. 107.

Fig. 107 Concave mirror orientation relative to the interaction point

Plot of mirror node displacement in X and Z direction along the chosen path is shown in
Fig. 108.

Fig. 108 Node displacement of the concave mirror in X (purple), and Z (cyan) directions
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This data was extracted in numerical format from ANSYS and projected in the direction
of the normal vector to the mirror surface using the Excel spreadsheet Table 7.
Table 7. Concave mirror center displacement and tilt angle estimates

The first parameter for estimating is the displacement normal to the surface of the mirror;
it cannot exceed the distance of the laser wavelength  = 1.054 m. Value for comparison was
taken in the center of the path 𝑑𝑐𝑒𝑛𝑡𝑒𝑟 = 2.674 m. Margin was exceeded by 162%.

93
For the second parameter, maximum allowed focal point sway is calculated from the size
of the interaction point 𝛿 = 20 m (electron beam diameter) and concave mirror focal length 𝐹𝑐𝑜𝑛𝑐
= 484.5 mm:
𝛼=𝐹

𝛿

𝑐𝑜𝑛𝑐

= 4.1310-5 rad

[57]

Value for comparison was calculated as arctangent of total displacement over path length.
Then this value was doubled, as mirror tilt angle results in the double of that angle for the reflected
light. Margin was exceeded by 34%.
So we can see that for this combination of load conditions and model geometry the
requirements are not met. Due to the time constrains and late data acquisition, design could not be
accommodated for the new vibrational conditions. However, some minor improvements were
made and allowed to bring values down significantly. For instance, the maximum displacement of
the mirror center was lowered from  7 m to current 2.7 m by reinforcing the mirror supports
and changing the geometry of the mirror mounts. Older variant only had the center piece in the
shape of the hashtag, Fig. 109.
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Geometry
modifications

Fig. 109 Modified support for the concave mirror

Progression of the maximum displacement from the bottom to the top was studied along
the path with the same coordinate transformation, Fig. 110.

Fig. 110 Plot of the nodal displacement sum and path on the mirror support
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It is seen from the Fig. 111 that the maximum displacement progresses rapidly from 0.2
m at the contact point with the vacuum chamber bottom to  3.2 m at the top end.

Fig. 111 Progression of the maximum harmonic response in the mirror support with height

Reduction in support height is another way to minimize the harmonic response; however,
it cannot be reduced without drastic design changes as support height has to match height of
other elements, Fig. 112.

Fig. 112 Elements that dictate the height of the whole structure (on the right)
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Another important optical element is the Herriott cell; however, the effect of the vibration
on these mirrors is a lot harder to evaluate due to the complex reflection pattern. Critical
displacement parameter could be derived from the optical stability analysis using the matrix
operations, but it lies beyond the scope of this thesis and expertise of the author.

6. NEXT STEPS

If someone were to continue this project, then there are many things that can be done. First
thing to do is to use factual data from the FAST to properly input the real and imaginary parts with
the use of the tables. It will allow ANSYS to calculate the amplitude and phase shift for every step
individually without need to go with a wide brush or the worst-case scenario. Depending on the
results of harmonic response analysis, geometry has to be modified or supporting parts have to be
added to improve stability. Influence of vibration on the Herriott cell will have to be studied for a
deeper optical analysis of setup in general. And finally, the thermal analysis of the mirrors and
effect of the thermal expansion on the mirror alignment or mirror deterioration due to high power
laser impulses should be studied. Depending on the results, the materials will have to be replaced,
cooling systems introduced or geometry must be changed.
This work has laid the foundation of the interaction region design from the mechanical
analysis perspective, but completion of it requires knowledge in many other areas of science and
engineering.

7. CONCLUSION

ICS is an exceptional method of generating  radiation of high brilliance and its technology
development is important for National security and a number of other applications. Presented work
has described the designing steps and mechanical capabilities evaluation of the ICS interaction
region for the FAST gamma-ray experiment. For the end goal of manufacturing, installation and
testing, additional research steps must be performed. Optical stability analysis of the Herriott cell,
mirror deformation due to the thermal expansion, harmonic response analysis with processed data
from FAST – any of these tests would require going back to the modelling tool and make geometry
changes that would affect results of other tests. Overall complexity, strict requirements,
interconnection between the stages of designing and testing are what makes this project a
challenging task. Present design is a trade-off between technical requirements of finesse, size,
mechanical stability and overall complexity. It has its limitations, but can be improved.
Research data of this work and further tests will be presented in August 2017 at the
Domestic Nuclear Detection Office 2017 Academic Research Initiative as a part of the Grantees
Program Review.
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