We explore the computation of roots of polynomials via eigenvalue problems. In particular, we look at the case when the leading coe cient is relatively very small. We argue that the companion matrix algorithm (used, for instance, by the Matlab roots function) is inaccurate in this case. The accuracy problem is addressed by using matrix pencils instead. This improvement can be predicted from the backward error bound of Edelman and Murakami (for companion matrices) versus the bound of Van Dooren and Dewilde (for pencils). We then show how to extend the accurate algorithm to B ezier polynomials and present computational experiments.
Introduction
Computing the roots of a univariate polynomial is a fundamental problem that arises in many applications. The focus of this paper is on polynomials where the leading coe cient is much smaller than some of the other coe cients. Such polynomials occur frequently in geometric applications like mesh generation and graphics. The reason is that one typically uses polynomials of a xed degree, so a polynomial might be written as a cubic even though it really is only quadratic or linear. And because of rounding errors, the leading coe cient can be small but nonzero in these cases. An example of such a geometric application is the QMG mesh generator 6]. Even when doing something simple as using the quadratic formula to solve ax 2 +bx+c = 0, there are numerical di culties when b is much bigger than the other two coe cients. This problem and its solution are discussed in many textbooks on numerical analysis (see, for example, 5] example 1.10).
One way of numerically computing the roots of a polynomial is to form its companion matrix and compute the eigenvalues. This is, for example, how the Matlab function roots works 7] . There exist quality algorithms for computing eigenvalues, so roots should give accurate solutions as long as the following two conditions are met. First, the problem has to be well-conditioned to begin with. Second, the translation from a polynomial to an eigenvalue problem should not cause the conditioning of the problem to become much worse.
and C be its companion matrix, C = : (1) Suppose the eigenvalues of C are computed using a backward stable eigensolver, so that they are the exact eigenvalues of C + E, where E is a matrix with small entries. The computed eigenvalues are also roots of a perturbed polynomialp with coe cientsã j = a j + e j . taking into account that our companion matrix is the transpose of theirs. Note that the leading coe cient a n is not perturbed (e n = 0). Also, note that this formula is still correct even though we do not assume the normalization a n = 1 used in 2].
In roots the eigenvalue problem Cx = x is solved using the QR-algorithm (see for example section 7.5 of 4]), and it can be shown that kEk < k 1 kCk mach ; where mach is machine epsilon, k k = k k F is the Fr obenius norm, and k 1 depends only on n. (Actually k 1 also depends on the number of QR-steps, but in Matlab's implementation the algorithm is deemed to have failed to converge if this number exceeds 3n. For a detailed backward error analysis of the QR-algorithm see 10].) Let a = a 0 ; : : : ; a n ] and a = ã 0 ; : : : ;ã n ]. Now, kCk ' ja max =a n j, where a max is the largest coe cient, i.e., ja max j = maxja j j. So we get a normwise backward error bound, kã ? ak < k 2 a max a n kak mach : (2) Here k k = k k 2 . (In this paper all vector norms are 2-norms and all matrix norms are Fr obenius norms. Also, the error bounds are only written to rst order in mach .) This bound is not so good when a max is much bigger than the leading coe cient a n , the case we will refer to by saying that p has a small leading coe cient.
In a paper on matrix polynomials 12], Van Dooren and Dewilde present an analysis of a di erent algorithm. If their result is written for ordinary polynomials, it goes as follows. where k a , k b only depend on n.
Let a = a 0 ; : : : ; a n ], as before, and assume that the coe cients have been scaled so that kak = 1. In a clever way Van Dooren and Dewilde use row and column operations to get the perturbed pencil (4) back into the same form as the original pencil (3), thus showing that the computed roots are exact for a polynomialp with kã ? ak < k 3 mach = k 3 kak mach ; (5) where k 3 depends only on n.
One would expect solving Cx = x and solving Ax = Bx to give similar results, but clearly the error bound (5) is better than (2) . The di erence is the factor ja max =a n j, which comes from the norm of the companion matrix C. The advantage of the matrix pencil is that we can normalize the entries of the matrices A and B, so that we get bounds on the matrix norms independent of the coe cients a j . For the companion matrix we do not have this freedom.
We must also point out that there is a di erence in the way the two methods are analysed. Edelman and Murakami 2] x the leading coe cient, while Van Dooren and Dewilde 12] allow all the coe cients to be perturbed. In Section 2 we verify by numerical examples that both the normalization kak = 1 and perturbing the leading coe cient are needed for the strong normwise backward error bound (5) to hold.
We then compare the accuracy of the roots computed by the two methods. The results are given in relation to the condition number of each root, the hope being that the forward error is of the order of condition number times machine precision, or smaller. If we use the pencil (3), this is indeed the case. For polynomials with a small leading coe cient and roots of order 1 in magnitude or smaller, this method does better than roots. For other classes of problems, roots sometimes gives better answers than the pencil algorithm; see further remarks in Section 4.
In Section 3 we turn our attention towards B ezier polynomials, i.e., polynomials arising in computations with B ezier curves. We propose a generalized eigenvalue problem for computing their roots, and give a backward error bound for this method. Numerical experiments are done to reveal the bene t of the generalized eigenvalue approach over using the companion matrix together with a change of variables.
There certainly are other ways of dealing with a small leading coe cient. One way is to drop the leading term, if that causes a smaller error than we would get if we kept it. A back-of-the-envelope argument shows that this guarantees accuracy of the order of p mach in the worst case. We would like to do better.
Another way is to use linear fractional transformations, i.e., we change the variable using this family of maps. But choosing the transformation has to be done randomly and this makes the error analysis very di cult. We also need to have some criteria to decide when the random choice is a bad one and the random selection has to be repeated. That creates the problem of being sure of getting a good choice in some xed number of tries.
Numerical experiments
To test the two methods we need polynomials whose coe cients vary greatly in size. We generate random test polynomials as follows. First we form a random polynomial of degree 8 with coe cients ( + i ) 10 ;
where and are chosen uniformly from ?1; 1] and is chosen uniformly from ?10; 10].
To get a small leading coe cient we x it at 10 ?10 . (This is slightly modi ed from the random test polynomials used in 11].) We then impose a double root at 1=2 by multiplying this polynomial with (z ? 1 2 ) 2 , thus giving a test polynomial of degree 10. We plot the forward error versus the condition number of the root and the double root is added to ensure that there is an ill-conditioned root. This also makes the forward error plots more consistent, meaning less variation between random samples.
Given computed roots,ẑ 1 ; : : :;ẑ n , let
We compute the coe cients,â 0 ; : : :;â n , of this polynomial using quadruple precision. If we allow all the coe cients of p to be perturbed, the perturbation givingẑ 1 ; : : :;ẑ n as exact roots is not unique, since multiplyingp by a scalar does not change its roots. Unless otherwise stated, we will compute the backward error that is minimal in a least squares sense, min k â ? ak: (6) The minimum is obtained at = (â H a)=(â Hâ ). Figure 1 shows the relative normwise backward error as the roots and the error are computed in four di erent ways (all using the same 100 random polynomials). In (a) we used Matlab's roots and the error is computed using (6) . Even if all the coe cients are perturbed and we take the smallest perturbation, we get error substantially bigger than machine epsilon. So it is not possible to get an error bound as strong as (5) for this method.
In fact, this is only slightly better than we would get holding a n xed ( = a n =â n ).
The plot (b) shows the backward error when the roots are computed by solving the generalized eigenvalue problem Ax = Bx, the coe cients are normalized so that kak = 1, and (6) is used to compute the backward error. We see that the pencil algorithm gives much better results than the companion matrix algorithm for our test problems. To see how important the normalization kak = 1 is, we modi ed the pencil algorithm in (c) by using the normalization a n = 1 instead. (Basically we are using the pencil C ? I.) And in (d) we used the same algorithm as in (b), but computed the backward error using = a n =â n to see what happened if we insisted on not perturbing a n . We see that both the normalization kak = 1 and perturbing all the coe cients are needed for (5) to hold. Next we turn to forward error, i.e., accuracy of the computed roots. In what follows, z 1 ; : : : ; z n will denote the \exact" roots, which we nd by computing the eigenvalues of the companion matrix in quadruple precision. To be speci c, this is done using the EISPACK routines for computing eigenvalues of a complex matrix (CBAL, CORTH, COMQR) 9], modi ed to increase the precision. The roots computed in regular (double) precision are denoted byẑ 1 ; : : : ;ẑ n . Dashed line is the condition number times machine epsilon.
They did not perturb the leading coe cient, but if we allow perturbing all the coe cients and modify the derivation in 11] accordingly, we get 2 ( ; p) = kak k 1; ; : : : ; n ] k jp 0 ( )j ;
as the condition number of the root of p. This is the formula we use.
In geometric computing, we usually only need the roots in the interval 0; 1], but we want to be sure we have all of them with high accuracy. Since this is the intended application, our goal is to get the roots with small modulus as accurate as possible, while the accuracy of the big ones is less important. Therefore, the plots in Figure 2 only include roots satisfying jzj < 10. It is for these roots that the method using Ax = Bx does well compared to roots. We see in plot (b) that the roots computed using the pencil algorithm have errors < 2 mach , while this is not true for the companion matrix algorithm, seen in plot (a). 
where the b j are now real scalars. In general, the problem of nding the intersection of a B ezier curve and an arbitrary line can be written as this kind of equation.
Let a j = n j b j . One way of solving p B (t) = 0 is to solve a n z n + : : : + a 1 z + a 0 = 0 using roots and then compute t = z=(1 + z). This approach may run into numerical di culties as above. Therefore, we propose a way to convert this into an eigenvalue problem without doing the change of variables z = t=(1 ? t).
Let z j = n j (1 ? t) n?j t j . Then, for j = 0; 1; : : : ; n ? 1, (j + 1)(1 ? t)z j+1 = (n ? j)tz j i.e., 
where k 0 depends on n. We will use the technique of Edelman and Murakami for the backward error analysis. This will give us a rst order formula, from which we can deduce the error bound (11) . We then brie y discuss how the analysis style of Van Dooren and Dewilde can be applied to get the same result.
Error analysis
The problem with ( A + E) ? ( B + F) is that it is not of the same form as (9). But we know that the computed roots are exact for some perturbed polynomial, so they are exact eigenvalues of a matrix pencil
where E s , F s are zero except for the last row and E s n;j = F s n;j for j = 1; : : : ; n ? 1. (Note E s n;n 6 = F s n;n , if we perturb the leading coe cient.) We want to determine E s and F s given E and F. (12) is true until a little later, but this fact can also be stated by saying that the space of pencils of the form (9) is transversal to the space T .
A natural inner product on the space of matrix pencils is Note that C = B ?1 A is the companion matrix as de ned in (1), and hence is non-derogatory (i.e., each eigenvalue has geometric multiplicity equal to one), so the matrix Q ?1 (U +V )PB commutes with C i Q ?1 (U + V )PB = q(C) for some polynomial q. are used as a basis for the centralizer of C, i.e., the space of matrices commuting with C. These matrices satisfy the recurrence M j = CM j+1 + a j I, so if we let n ? j rows.
Notice that M j has only one nonzero entry in its last column and when M j is multiplied on the left by Q and on the right by B ?1 P ?1 this entry becomes n j?1 . So, since the only nonzero entries of E s and F s are in the last row and E s n;i = F s n;i for i < n, we get trace(U j E s ) + trace(V j F s ) = n j ? 1 ! E s n;j + n a j?1 a n (F s n;n ? E s n;n ):
for j = 1; : : : ; n. n;j = ?n a j?1 a n (F s n;n ? E s n;n ); so F s n;n ? E s n;n can be chosen arbitrarily and then the rest of E s and F s is determined. We know that dim(S) = n + 1, and dim(N) = n, so dim(T ) = 2n 2 ? n. Thus dim(T + S) = dim(T ) + dim(S) ? dim(T \ S) = 2n 2 ; so T + S is the whole matrix pencil space and therefore every matrix pencil can be written as a sum of pencils from T and S.
The computed roots are exact for a B ezier polynomialp B , whose coe cients we write asb j = b j + j . To rst order j ' ?E s n;j+1 ; j = 0; : : : ; n ? 1; and n ' n((F s n;n ? E s n;n ):
Now apply (12) which combined with (10) implies (11) . Unfortunately, the constant grows like n n=2 2 . In geometric computing the degree of the polynomials is usually not large, so this is not a serious problem in practice.
To prove (11) we could also have used the same technique as is used in 12] to prove (5) . Gaussian-type elimination is used on ( A+ E) ? ( B + F) to get a matrix pencil of the same structure as A ? B. In the following example, the subscripts on the entries give the order in which the structure is restored: Here X's are arbitrary entries and = s means that at step s this entry is made to equal the entry in the same location in the other matrix. The = s for s = 2; 4; 6; 8 will remain equal to the corresponding X-entries through the rest of the process, while the = s for s = 10; 12; 14 will become zero in step s + Combining (10), (14), and (15) gives (11) .
The two methods of analysis are actually related as follows. Consider writing the similarity transformation (15) Cancel the terms A and B from both sides and we have equation (12) . So if we do the restoration procedure above to rst order, we get a rst order error formula. And if we make sure F s n;n is the same for the two methods, we get the same formula.
Numerical results
Recall the formula (7) for the condition number of a root of a polynomial. We need to where and are chosen uniformly from ? We see that roots computed using the pencil (9) have forward errors around bez mach or smaller. But this does not hold for the roots computed using roots. So, just as for the standard polynomials, there are accuracy bene ts by using the pencil. However, in plot (a) there are some roots that are computed almost to machine precision. This is because roots computes large roots with good relative accuracy. (Note that a large root of the companion matrix is transformed to nearly 1 by z=(1 + z).) See more on this issue below.
Conclusions
There are algorithms for polynomial root nding, based on matrix pencils instead of the companion matrix, that give better backward error results, especially in the case of polynomials with small leading coe cients. The pencil algorithms give relative normwise backward error of order machine epsilon, which is as good as one can ask for. The problem of main interest to us is to compute roots of small modulus for a polynomial with a small leading coe cient. For these roots the pencil algorithm is more accurate than Matlab's roots, both for standard polynomials and B ezier polynomials.
On the other hand, the roots function is sometimes surprisingly accurate. For example, roots does very well for roots with large modulus, usually giving these roots with high relative accuracy. A possible reason for this is the use of balancing, i.e., a diagonal matrix T is chosen so that T ?1 CT is better conditioned 8]. This greatly improves the accuracy over applying the QR-algorithm directly to the companion matrix. Notice, however, that the backward error result (2) does not take the e ect of balancing into account. By using the concepts of pseudozeros of polynomials and pseudospectra for matrices, Toh and Trefethen 11] show that the conditioning of the balanced eigenvalue problem corresponds well to the conditioning of the zero nding problem, as long as one considers coe cientwise perturbations.
