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The teaching management departments have accumulated a lot of students' 
achievement data, these data are saved in database and conceal many important 
knowledge with application value. How to mine valuable information has practical 
significance for students' study and teaching management department. 
This paper first reviewed the corresponding data mining technology and 
introduced the process of data mining and Weka data mining tools. Decision tree and 
association rule were mainly investigated, their applications in students' achievements 
analysis were introduced. Four grades' achievement data from computer science 
department was analyzed. Some redundant data and deficiency data were deleted. 
Data was further discretized to build data mining models. This paper used decision 
tree to establish the predictive model for students' achievement, experimental results 
show that the decision tree has high prediction accuracy and is suitable to predict 
students' achievements. And then this paper used association rules to find the 
characteristics and relationship of different courses, experimental results verify the 
efficiency of association rules. These results not only predict the students’ 
achievement, but also are helpful for the teaching management. 
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