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0.2 Abstract
This paperanalysesthebehavior in scalespaceof linear junctionmodels(L, Y andX
models),nonlinearjunctionmodels,andlinearjunctionmulti-models.Thevariationof
grey level is consideredto beconstant,linearor nonlinearin thecaseof linearmodels
andconstantfor theothermodels.We areessentiallyinterestedin theextremapoints
providedby theLaplacianof Gaussianfunction.Theseextremahavenicescalingprop-
ertiesandcanbe usedfor detectingjunction points,for trackingor indexing images.
Moreover, weshow thatfor infinite modelstheLaplacianof theGaussianat thecorner
point is not alwaysequalto zero.
0.3 Intr oduction
Early vision begins with the computationof a compactdescriptionof the raw image
intensity. Theultimatepurposeof theinitial descriptionis to captureall thesignificant
propertiesof objectspresentin the image. Physicaledgesprovide importantvisual
informationsincethey correspondto the discontinuitiesof the physical,photometri-
cal andgeometricalpropertiesof the objects. They arerepresentedin the imageby
changes(1D or 2D) in the intensityfunction. Junctionsareextremelyuseful2D fea-
tures.They areof greatusefor solvingcorrespondenceproblemsin computervision.
Variousmethodshavebeenproposedfor detectingcorners[21, 24, 25]. In somecases,
theimageis segmentedinto digital curvesanda cornercorrespondsto a maximumof
curvature[2, 8, 13, 15]. Otherapproachesoperatedirectly on grey level imagesand
take into accountdifferentialpropertiesof the imageintensitiesto measurethecurva-
ture of an edge[4, 9, 12, 14, 20, 26, 28]. In somecasesthe local intensityfunction
of the corneris characterized[1, 6, 10, 11, 16]. Severalapproachesarebasedon the
strengthof themodulusof thegradientvectorto selectcornercandidatesor to compute
thecurvature.However, at thejunctionpoint thevalueof themodulusis weak[5]. The
zero-crossingsof theLaplacianof Gaussianhavebeenusedto locatejunctionpoints[7]
too. It hasbeenshown thattheLaplacianof Gaussianat thelinearcornermodelwith a
constantillumination andinfinite extentequalszero[3, 5].
Severalstudieshave beendedicatedon theprecisionin estimatingthe locationof
edgesor cornerscausedby local operatorsor noisy data[17, 18]. Furthermoregeo-
metricalpropertiesof thedetectionof cornersor trihedralverticeswith zero-crossings
havebeenanalyzedin [3, 5]. However thepropertiesto nonlinearjunctionmodelshas
not beenstudied.
In this paperwe areparticularlyinterestedby theLaplacianof Gaussianextrema.
We focusour attentionto thesepointsbecausethey have nice scalingpropertiesand
canbe usedfor detectingjunction points. The extremaof the Laplacianhave been
first usedin [23] to detectjunction points or to decreasethe time and the memory
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requirementsof 3D differentialcornerdetectors[22]. In theseworks, the extremum
hasbeennumericallyunderlinedonly for a cornerwith a constantillumination and
infinite extent.
Weconsiderthreejunctionmodelsthataremorefrequentlyencounteredin realim-
ages:generalinearjunction,nonlinearjunction,andlinearjunctionmulti-models.The
variationof grey level is consideredto beconstant,linearor nonlinear. Weprovethata
cornerwith constantillumination andinfinite extentprovidesanextremuminsidethe
cornersector. This propertyis checkednumericallyfor all theotherjunctionmodels.
Furthermore,we show thatfor infinite modelsthevalueof theLaplacianat thecorner
point is not alwaysequalto zero . More precisely, the responseat the cornerpoint
relieson thedegreeof linearityof themodelandtheillumination.
First we give somenotations(section2) andwe studythe behavior of L-junction
models(section3). We prove somepropertieson the junctionsandextremalpoints.
Thedemonstrationaregivenin AppendixA andB. Then,someof thesepropertiesare
checkedonmorecomplex models(section4 and5). Perspectivesof ourwork aregiven
in conclusion.
0.4 Notations
Let  denotetheone-dimensionalGaussianfilter,	
   
with  beingtheerrorfunction,  !"
 #%$& '(' )
thetwo-dimensionalGaussian,)  +* ,
-	. *  
and / theHeavisidefunction,/0!",
2143 if 5 3
if 6 387
To simplify thenotation,we state9 $  9;:  9 $<$ and 9;:=: bethepartialderivativesof 9
thatis, >@?> $  >@?> :  >  ?> $  and >  ?> :  .
0.5 L-junctions behavior
In this section,we studythebehavior of theLaplacianof Gaussianfor four L-junction
modelsalsocalledcorners(seeTable1) andwhicharemostlyencounteredin animage.
Themodelsarelinearandnonlinearandthe illumination is consideredto beconstant
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andnon-constant.Thefirst model(seeTable1.a) is theclassicalcornermodelwhich
is commonlyusedon thegroundof severalcornerdetectors.For this modelwe prove
thattheLaplacianof Gaussiangivesriseto anextremuminsidethecornersector.
In reality however, theillumination is not constant.Mutual illumination andspec-
ularitiesarequite usualandtheir effectsareparticularlysignificantin the vicinity of
convex or concave object contours. Thesemodels(seeTable1.d andg) commonly
appearin rangeimagesor in medicalimagery. Moreover in therealworld objectsare
not necessarilypolyhedralbut curved(seeTable1.j). Due to the complexity of these
modelswe checknumericallythe presenceof theextremum. However we prove that
for someinfinite modelsthe Laplacianis not zeroat the cornerpoint. Furthermore
for clarity of presentationthesemodelshave beenselectedwith a right angle. The
extensionto any angleis easilyto do by applyinga rotationtransformon the  and *
variables.
0.5.1 Definition of L-models
Following thetheoremof convolution,oneachmodel A we calculate:9B * ,
C )ED AFG +* ,
 # &	& # &	& A"IHKJ * HMLN ) OJ  LNP(FJQ(L 
andwe definetheLaplacianof 9 by : RTS<9B! +* 
U9 $<$WV 9;:=: . Let thefour intensity
modelsbe:X Modelswith straight edgesand constantintensity variationA" * ,
Y!Z\[]HWZ_^`]ab/0 *dcGe]f g`^@<Hh fikj !g@^l]a/0 f+ikj g[<<H *dc=e]f g[=+ V Z_^ 
where HIm Son g ^ n g [ n m S . g [ Hpg ^  and( Z [ HqZ ^ ) arerespectively theapertureandtheamplitudeof theL-junction (seeTable1.a). We have (detailsaregiven
in AppendixA) :9B! +* b
rOZs[`H_Zh^@ # $t!u 	& 	OJQGO; * Hp!H_JvFwyx j g`^`=Hh  * HpH_JvFwQx j g[G+P(FJ V Z_^ 
and:
R S 9B +* 
  S [z { u ^ OZ
{ H|Zp}} {k~ [Pv S   { 	! { ; {   (1)
where  { 
 *bc=eFf !g { ,H fikj !g {  and  { 
 cGe]f g {  V *f+ikj g {  7 At thecornerpoint,we have : RTS<9B 3  3 
 3 .X Modelswith straight edgesand linear intensity variationA! +* 
U/0!"P/% * =  V0  V0 *  
where  is a measureof theslopelinearity of theillumination (seeTable1.d).9B! * 
;"+; * =  V%  V% *  V%  S 	!"+  *  V 	 * +;"+ 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R S 9B * 
CH  	!"	 * G V *  V 	!"+  * =  H  S   Vs * + V  * ;	=  H * S   Vs "
At thecornerpoint,we have: RTS<9B 3  3 
  S mX Modelswith straight edgesand nonlinear intensity variationA" * ,
U/0	P/0 * G  V%  S V0 * S  
where  is a measureof thenonlinearityof theillumination (seeTable1.g).9B! +* b
U;	; * G  VM   S V  S V * S  VM  S 	!"; *  V *  * ;!" R S 9B * 
CH    * 	. *  VF ;	; * =H SI N	; * G  V% * S V%  S  V *  * ;!"=  V%  S V0  S 
At thecornerpoint : RTS@9B 3  3 
 X Modelswith curvedstraight edgesand constantintensity variationA! * ,
E/0	P/0H * V%  S /0 * V0  S  
where  is theslopeof thetangentline at theorigin (seeTable1.i).
9B * 
 # &^ IHK;+; * H   S P(FH # &^ IHK; * V%  S P(F 
R S 9B * 
  S # &^ sH=+sH S H  S =O; * H   S H; * V  S  V+ * V0  S . * V0  S H * H   S 	 * H   S +P(F
We have: R S 9B 3  3 
CH 	 # &^  S  I<   d	+G  (F (2)
Sinceall themodelsaresymmetricaccordingto their bisectorline, for eachmodelwe
havethefollowing proposition:
Proposition1 For all thepointson thecornerbisector, thegradientorientationis the
sameasthecornerbisector.
For themodelwith constantintensity, we have:
Proposition2 RS<9B *  providesinsidethecornersectoronthebisectorline a point [ 
r! [  wyx j @ y¡
~
 ¢S   [  with £¤ ¥ }v¦¨§ ¡Q© § ¢yª  n  [ n  « £¤ ¥ }Q¦¨§ ¡Q© § ¢+ª  which correspondstotheonlyextremumof RTSG9B! *  (seeTable1.a-c).WealsohaveRS<9 ¬ ¡ 
U­ @®¡  ®¢   .
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The proof of this propositionis given in AppendixB (cf Corollary 1 and3). By
the way we demonstratein the AppendixB that thereis an othercharacteristicpoint
on thebisectorline which is a hyperbolicpoint. Herewe focusour attentiononly on
the extremumpoint becausethis point hasnice scalingpropertiesandcanbe easily
detectedin thediscretecase(a localmaximumfor adarkcornerona light background
or a localminimumfor a light corneron adarkbackground).
Fromthepreviousproposition,we cansaythat:X Theresponseof theLaplacianof Gaussianat theextremumis a functionof the
scaleandthecontrastbetweenthesectors.X Thepositionof thispointdependsonthescale andthecorneraperture( g[H_g`^ ),
that is, this point movesaway from the cornerwhenthe scaleincreasesor the
corneraperturedecreases.
Table2.aillustratesthepositionof theextremumaccordingto thescale.
For the othermodelswe have checked numericallythe presenceof an extremum
insidethecornersectoronthebisectorline (seeTable1). Thepositionof theextremum
asa functionof thescalehasbeennumericallyverifiedfor thesemodelstoo (seeTa-
ble 2). Fromnumericalcalculations,it seemsthat this point is the only extremumofRTSG9 .
Moreover, we canremarkthat the Laplacianis zeroat the cornerpoint only for
themodelwith constantintensity. We canseethatwhen  approacheszeroin these
two modelswith non-constantillumination, the intensitiesmodelsbecomeconstant.
In this casethecorrespondingLaplacianresponsesat thecornerpointsequalto zero.
Moreover for the modelwith non-linearintensity, we canremarkfrom Table3.c the
creationof onespuriousedgedueto thedegreeof nonlinearityof themodel.Thiskind
of spuriouscontourshave beenalsounderlinedin [3] for the caseof infinite straight
edgemodelwith nonlinearillumination.
Whenthemodelhascurvededges,thevalueat thecornerpoint reliesonthedegree
of curvatureat that point. More precisely, when °¯²± the model is lesscurved
andit describesa stepedge(the tangentline at the origin is infinite). In this casethe
formula(2) canberewritten (where
´³   ) :µ ik¶_·p& R S 9B 3  3 
 µ i¸¶_·q&    # &^ H S  ©¹     ©¹   ( ¯ 3
0.6 Multi L-junctions
In this sectionwe provide two models(an infinite model and a closedone) having
severaladjacentL-models.Thesemodelshave beenselectedbecausein animagethe
corneris rarelyalone.Thecreationof anextremumin thevicinity of thecorneris also
verifiedfor thesemodels.
5
3D model Laplacianof Gaussianresponse 1D profile on theline bisector
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Table1: Behavior of theextremafor L-corners.
For all theresponses
 
  . a) Z [ H0Z ^ 
  3  g [ 
 m « and g ^ 
4H m « . d)  
 3 7  .h) 
 3 7 3Fº . k)  
 3 7  .
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0.6.1 Definitions
Let »
 *cGe]f !g]Ho f+ikj gF , T
 *dfikj g] V  c=eFf !g] andlet thetwo following models
be: X Infinite model A! * ,
E/0	P/0¼½HM	P/0wyx j g]PH *  
where ¼ and g arerespectively the width andthe slopeof the model(seefig-
ure1).
9B * ,
 !"H;HK¼CH # $$ ¾ !; * H¿wQx j !g]=!HK;+P(F 
R S 9B * 
  S 	!"GO; * ]H   V dHT¼C	!dHT¼C=  HT; * HÀ¼Áwyx j g]+ V=;ÂHK;!H ¼c=eFf gF +
At thecornerpoints
 [ 
r 3  3  and  S 
rO¼  ¼ÃwQx j !g] theLaplacianis :R S 9B 3  3 
H ¼O¼C+ ¼Äwyx j g]+ S
and R S 9B¼  ¼Äwyx j gF,
rH ¼	¼C;PHh¼ÄwQx j gF S 7X Finite model A" * ,
Å/%"/0 * /0O¼½H|"/0ÆwQx j !g]H *  9B +* ,
E; * GO;	H;H¼CH #%$$ ¾ !; * HMwyx j g]GHKP(F 
where ¼ and g arerespectively the width andthe slopeof the model(seefig-
ure4).
R S 9B * 
  S PH *  * =;"=Hh;Hh¼C+ V !Hh¼C. Hh¼C=  * vHh; * Hh¼ÇwQx j !g]+ V=O;!HK;H ¼cGe]f g] + 7
Thismodelhasthreecorners
 ^s
Y 3  3    [
C¼  3  and  S 
YO¼  wyx j g]+¼C
andtheLaplacianis:
R S 9B 3  3 
H ¼Äwyx j g]	¼Äwyx j g]+=  ;O¼CH   S 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Table2: Extremapositionasa functionof thescale.
a) Constantintensityvariation ( Z [ H-Z ^ 
  3  g [ 
 m « and g ^ 
ÁH m « ). b) Linear
intensityvariation(  
 3 7  ) . c) Nonlinearintensityvariation(  
 3 7 3Fº ). d) Curvededges(  
 3 7  ).
R S 9BO¼  3 
rH ¼ f+i¸j g]	 fikj gF=   ¼ c=eFf !g]HK;O¼ £¤ ¥  }   È  £ }    +H   S 
and R S 9BO¼  ¼Äwyx j g]+,
CH ¼O¼CG   ¼ÉwQx j !g]H   S 7
For bothmodelsextremapointsareprovidedinsidethecornersectors(seefigure2
and5). They move in scalespaceaway from the cornerandat a high scale,we can
remarkthatonly oneextremumremains(seefigure3 and7). Wecanremarkthateither
themodelis symmetricandthentheextremamergeor themodelis notsymmetricand
thenonly oneextremumremainsat a highscale.
Moreover, theLaplacianat thecornerpoint is differentfrom zerofor eachmodel.
However when the sizeof the filter is small comparedto the model i.e. ¼ ¯Ê±
or
 ¯ 3 thenwe caneasilyshow (using the property:  ¯Ë±  H"Ì  Í $@Î ¯ 3
when ÏM
 3 or  and Ð yÑ 6 3 andthe property: Ò» 3 n ;" n  ) that the valueat eachcornerpointsapproacheszero. Figure6 shows the numericalpositionof the
zero-crossingsat a low scaleandat a high one.At a low scalewe canremarkthat the
zero-crossingsgo throughthecornerpoints.
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Figure4: A closedmulti-model.
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Figure5: Laplacianof Gaussianfor the closedmulti-modelat two scales
 
  and 
 º .
a) andc) g
2m . b) andd) gq
4mÕ .
10
a. b.
-2
0
2
4
6
8
10
0 2 4 6 8 10 12
Figure6: Zero-crossingscontourof theclosedmulti-modelfor
 
  and  
E× .
The

D intensitymodel(dashedlines)is superposedon thezero-crossingscontour.
a.
0
2
4
6
8
10
0 2 4 6 8 10
b.
0
1
2
3
4
5
0 2 4 6 8 10
Figure7: Behavior of theextremafor theclosedmulti-model.
a) gq
 m  . b) gq
 m Õ .
11
0.7 Other junction models
In thissection,weconsidermodelsthataredefinedastheintersectionof severalregions
(greaterthan2). Cornersdetectorsoftenfail in detectingthis kindsof junctionwhich
arealsorelevant featuresin computervision. Our aim is to show thatextremapoints
arealsoprovidedfor thesemodelsinsidethejunctionsectors.
0.7.1 DefinitionsX Trihedral junction model
For this modellet (seefigure8) :A" * ,
UZ_^ V !Zs[lH_Z_^lla/0 *ÂÑ=ÙÚ g`^@=H fikj !g@^`a/0 f+ikj g[GvH *dc=e]f g[=+ V!Z S HKZs[<a»/0 *cGe]f g[G;H| f+i¸j g[=+dao/0 f+ikj g S H *c=eFf g S  7
As theL-junction modelwith constantintensity(see§3) :
R S 9B +* 
  S Sz { u ^ OZ
{ H|Zp}} {k~ [Pv «   { 	! { ; {   (3)
where { and  { aredefinedin section 3.X X-junction model
For this model,let:A" * ,
UZ ^ V !Z [ H_Z ^ la/0 *bcGe]f !g ^ =H fikj !g ^ a/0 f+ikj g [ vH *dc=e]f g [ + V OZ S H_Z [ a/0 *dc=eFf !g[GH| fikj !g[<a»/0! f+i¸j !g S ;H *cGe]f g S + V !Z « H|Z S la/0 *bc=eFf !g S H| f+i¸j !g S a»/0! f+i¸j g « H *bcGe]f g « +
and:
R S 9B * ,
  S «z { u ^ !Z
{ H|Zp}} {k~ [Âv   P { 	! { ; {  (4)
For bothmodelswecanseethatoneor severalextremaarelocatedinsidethejunc-
tionsectors(seefigure9 and 13). Thenumberof extremadependsontheconfiguration.
Whenthepolarityof theLaplacianresponsealongthejunctioncontouris thesamewe
find anextremuminsidethecorrespondingsectorif this oneis sharp.Figure10 shows
theonly two possibleconfigurationsencounteredfor thetrihedraljunctionmodel.For
example,figure9.ais a consequenceof theconfigurationof figure10.bandfigure9.b
of figure10.a. For theX-junction model,thenumberof extremais eithertwo or four
(seefig. 12and 13). As for thecornermodelthepositionof theextremumdependson
thescaleandthesectoraperture.Numericalpositionsof theextremaasa functionof
thescaleandthesectorapertureareshown on figure11.
12
a.
0 x
y
θ
1
I(x,y)=A1
0
I(x,y)=A2
θ0
θ2
I(x,y)=A=A3
b.
–10
–8
–6
–4
–2
0
2
4
6
8
10
x
–10
–8
–6
–4
–2
0
2
4
6
8
10
y
10
20
30
40
50
60
70
80
Figure8: Y-junctionmodel.
a)

D model.b) Exampleof × D modelfor Zs[_
E× 3  Z S 
 º3 , Z « 
EÛ 3 g`^W
rH m «  g[
m   g S 
E× m  .
Furthermore,wecaneasilyprovethattheresponsesfor thetwo modelsat thejunc-
tion pointsarezero.Wecangeneralizethispropertyto ann-aryjunctionmodeldefined
asthe intersectionpoint of Ö surfacesectorswith constantintensitiesZ { andapertureg {¸~ [HMg { . Let A=Ü beann-aryjunction:A Ü ! * ,
UZ ^ V Üz { u ^ !Zp}}
{k~ [PNv } Ü ~ [ H_Z { P/0 fikj !g {k~ [  H c=e]f g {k~ [  * P/0 c=eFf g {  * H f+i¸j !g { 	 
whereg {k~ [ 6g { . Thefilteredimageis givenby:9B! * 
 # &	& # && Z_^ V Üz { u ^ !Zp}}
{k~ [PNv } Ü ~ [ H|Z { a/0 fikj g {k~ [<= H_;=H *  c=eFf !g {¸~ [<vHÝ;P/% c=eFf !g { G * HÝ vH f+ikj g { G H_;+.!.Ý (];(Ý 7Theresponseof theLaplacianof Gaussiandetectorto a generalÖ -ary junctionis:R S 9B +* ,
  S Üz { u ^ !Z
{ H|Zp}} {k~ [v } Ü ~ [  { 	! { ; {  (5)
with Z_^s
EZhÜ ~ [  g { n g {¸~ [ and Ö|Þ  . We have thefollowing property:R S 9B 3  3 
 3 7 (6)
Thatis, theLaplacianof Gaussianis zerofor any junctionpointwith aninfinite extent
modelanda constantillumination. As the Laplacianof a generalÖ -ary junction is
definedby a summationanddueto thepolarity of theresponsealongthecontour, the
following conjectureis set:
Conjecture1 Whenthenumberof sectors Öß ( Öß_6  ) is:X even: thenumberof extremavariesfrom  up to ÖßX odd: thenumberof extremavariesfrom  up to ÖßbH 
For example,on theFigure14wehaveshown thetwo extremaconfigurationslimit
for a à -ary junction. That is,  (seefigure14.aandb) and à extrema(seefigure14.c
andd).
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Figure11: Behavior of theextremafor anY-junctionmodel.
a) Behaviorof theextremumvalueasa functionof thesectoraperture in thebisector
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Figure13: Laplacianof Gaussianfor theX-junctionmodel.
a) andb) Exampleof

D and × D models.c) × D surfacewith four extremafor Zs[T
 3  Z S 
  Û 3  Z « 
â× 3  Z_^À
   3  g`^T
´H m   g[T
 m   g S 
ã× m  and g « 
´H « m . c)× D surfacewith twoextremausingthesamepreviousparametersexceptfor Zs[_
   3
and Z_^\
  3 .
15
a.
–10–8–6–4–20246810
x
–10
–8
–6
–4
–2
0
2
4
6
8
10
y
–15
–10
–5
0
5
10
15
b.
c. –10
0
10
x
–10 –5 0
5 10
y
–8
–6
–4
–2
0
2
4
6
8
d.
Figure14: Laplacianof Gaussianfor a modelwith à sectors.
In both cases
 
  and g`^o
ÄH   g[
ÁH « m  g S 
ÄHImS  g « 
ÁHIm  g  
 3  glä
m   g Õ 
 m S  glåÀ
 « m . a) andb) Theresponsesand the level setsfor Zh^
  3  Zs[
× 3  Z S 
 º3  Z « 
çæ 3  Z  
Óè 3  ZWä
  3  Z Õ 
  × 3  Zhå-
  º3 . c) and d)
Theresponsesand the level setsfor Z_^
  3  Zs[
é× 3  Z S 
  3  Z « 
é× 3  Z  
 3  ZWä
U× 3  Z Õ 
  3  ZWå
U× 3 .
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0.8 Conclusion
We have shown that the Laplacianof Gaussianof all the junction modelsstudiedin
this paperprovide oneor several extremainside the junction sector. Theseextrema
have nicescalingproperties.Whena samemodelis rotatedor scaledor thevariation
of illumination is modified,anextremumis alwaysprovided insidethe cornersector.
Furthermore,if themodelis symmetric(alwaystrue for L-junction), thegradientori-
entationfor every point on thecornerbisectoris equalto theanglebetweenthecorner
bisectorandthe  -axis. The importanceof defininga framework for evaluatingand
comparingdifferent interestpoint detectorshasbeenpointedout in [19]. The main
criterionpresentedconcernsthestability of the detectorundergeometrictransforma-
tions. Theextremapointscanbereliablestartingpointsfor detectingjunctionpoints,
for trackingor indexing images.
Furthermorewe have seenthatundersomeconditionstheLaplacianis not zeroat
thejunctionpoint:X for linearmodels( Ö -ary junctionmodels:L, Y, X,. . . ) with constantillumina-
tion, theLaplacianof Gaussianis zeroat thejunctionpoint,X for linearmodelswith non-constantillumination andinfinite extent, theLapla-
cian is not zeroat the junctionpointsandits valuedependson the illumination
variation,X for nonlinearmodelswith constantilluminationandinfinite extenttheLaplacian
is not zeroat thejunctionpointsandits valuedependson themodelcurvature,X for closedmodels,theLaplacianis not zeroat thejunctionpointsandit tendsto
zerowhenthesizeof themodelis widecomparedto thesizeof thefilter.
Thereforewe concludethatapproachesbasedon theLaplacianof theGaussianto
detectcornersarenotappropriate(linearmodelswith constantilluminationareunusual
in grayscaleimages).We believe,dueto thecomplexity of thephysicalphenomenon
underlyingthe imageformation, that the junction mustbe, for greaterprecision,de-
tectedon thegrayscaleimage.
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0.10 Appendix A
9B! * ë
  )ED A= * ,
 # &	& # && A!IH|J +* H|LÂ ) !J  LN(LÂ(FJ
 !Z\[H|Zh^` # $t!u 	& # :  } $  t Qì!í ¥   ¢î u :  } $  t Qì!í ¥  y¡
) !J  LN(LÂ(FJ V Z_^
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 !Z\[H|Zh^`G!9  ¢  * HK9  +¡ ! * + V Z_^
with 9   ! * 
ï $t!u & ï :  } $  t Qì!í ¥  î u ^ ) !J  LÂ(LÂ(FJd
Uï $t!u 	& 	OJQGðs * Hp!H_JvFwQx j g]=H[S P(FJ .We have:9  :  * ë
 # $t!u & ) !J * H!IH|JvFwQx j g](]J
 # $t!u & )  c=eFf g * H|owyx j g]  Jc=eFf g V f+i¸j g * HMowQx j g]+P(FJ
 cGe]f g	 c=e]f g * H f+i¸j g	 # ñóòô §tOu 	& !J V f+i¸j g * HMowQx j g]+P(FJ
 cGe]f g	 c=e]f g * H f+i¸j g	=õ  OJ V f+i¸j g * HMowQx j g]+.ö t!u ñóò.ô §	&
 cGe]f g	 c=e]f g * H f+i¸j g	; cGe]f g V f+ikj g * 
Similarly, we have :9  $  * °
 H»wyx j g # $tOu & ) OJ * H-H|JvFwQx j g](]JV # :î u ^ ) !  LN(L
 H fikj gl	 c=eFf g * H f+i¸j g	; cGe]f g V fikj g * V 	!"»÷; * H 	ø
Therefore:9 $ ! +* ë
 !Zh^_HKZs[< fikj g`^= cGe]f g`^ * H f+ikj g@^<"+  c=eFf g`^ V f+i¸j g`^ * V !Z\[HKZ_^@ fikj g[y c=eFf g[ * H f+ikj g[="+  c=eFf g[" V fikj g[ * 
and 9 :Â! * °
 !Z\[dHKZ_^@ c=e]f g@^< c=eFf g`^ * H f+i¸j g`^<"; c=e]f g`^ V fikj g`^ * V !Z ^ H|Z [  c=e]f g [ 	 c=eFf g [ * H f+i¸j g [ 	; cGe]f g [  V fikj g [ * 
0.11 Appendix B
We will studyin thefollowing appendixtheextremapointsandthehyperbolicpoints
of RTSG9 . More precisely, we will prove that RTSG9 hasonly onehyperbolicpoint and
oneextremumpoint which lie on thebisectorline. This studywill bedecomposedin
threeparts:X in thefirst part,we will introducebasicnotationsandpropositions,
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X in thesecondpart,weshow thatthesepointsareonthebisectorline,andwelook
for all thevalueswhich correspondsto a extremumpoint or a hyperbolicpoint
when g goesin ö 3  m S õ ,X in thethird part,welook for thepropertiesof theextremaor hyperbolicpointsofRTS@9 in all theplane,andwe show thatthesespropertiesimply thatthesepoints
lie only on thebisectorline.
Basicconsiderations
As Formula1 is independentby rotation,we cantake g[
CHg`^W
-g , we obtain:R S 9B * 
 Z\[HKZ_^ S ! [ 	! [ +ðs [ H| ^ 	! ^ +ðs ^  
with  [ 
 *c=eFf gHù fikj g ,  ^ 
 *c=eFf g V  f+i¸j g ,  [ 
2 c=e]f g V *fikj g ,  ^ 
 c=eFf gúH *fikj g .
In thefollowing, wewill note:Xû 
 $ , üY
 : ,X  [ 	,
 [ S m  d  ,X ð [ 	b
Eï $&  [ '(' ,X-ý !",
Áþ ¡ } $ ÿ ¡ } $  ,X  { 
 ,  { 
	 for á
õ 3   ö ,X )  û  üT
r   [QF[l   [=yð["[<H   ^	F[l   ^`+ð[^`+ .
We havethefollowing proposition:
Proposition3 R S 9B! +* b
 Z [ H|Z ^ S )  û  üT 7
Proof :
Indeedwe have     and  !"#$ andso%'&)( *,+.-/0 1 02 1435 &       6  #   2  3    3 6  # 3 67
Thismeansthatwecanstudythefunction
)  û  ü togettheextremaof RTS@9B +* 
when

arefixed(by multiplying theresultingvaluesby

).
In the following, we needto surround ý 	 andwe usethe value 8 ^ which will
appearveryoften,in this appendix:
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Proposition4 X When n 3 then  $
~  $ 
~ 9:S 5 ý 	d5´ $
~  $  ~ S ,X Let ;!"
Yð[" V F[l!" . Then ;	s6 3 if andonly if K6<8^ where 8^ is
theonly root of ;	,
 3 . Moreover, wehave H  n H = S« n 8F^ n H  SS n 3 .
Proof :
Usingtheapproximationgivenfor theErf functionin theEncyclopediaof Mathe-
matic[27] with >@?   A &.BDCFEHG A & ?FI , ïKJ? > G$L NMO QP ¡ EHG A & ?FIA B , we get:R*TSVU * & SXWZY RU W\[0 2 U W@* Y R*]S_^ * & Sa`B
andwith b 2 * U W ,2 ]S"^  & SacBW Y [ Y 2 TSVU  & SedW 7
This endsthefirst partof theproof.
Now we get fhg*ij  *	 R Sk R 2 * & 6 . Therefore f is decreasingwhenl * lnm U W andincreasingwhen 2 U W]oX*po U W . Howeverwehave qsrst G J fuwvand qxrst J fb R . Thereforef hasonly oneroot y 3 whichis greaterthan 2 U W andis positive when *pzey 3 (resp.negative when * Y y 3 ).
It remainsto prove that 2 ^ &{ Y y 3 Y 2 A && which is equivalent to prove thatf| 2 ^ &{  Y v and f| 2 A && }zVv .
Indeed,we have f| 2 ^ &{ ~   2 ^ &{  ÷ P ¡ EHG ^  IC ¡ EHG ^  I 2 ^ &{ ø . But using the
previouslower-bound,we find P ¡ EHG ^  IC ¡ EHG ^  I 2 ^ &{ o &^  ^  9: 2 ^ &{ Y v .
Similarly, usingthepreviousupper-bound,weget P ¡ EHG  IC ¡ EHG   I 2 A && z &   ^ ¡  ` 2A && _v , and f| 2 A && KzVv .
This endstheproof.
Behavior of  , on the straight line 
Let note  "b
Uð [  c=eFf g] V $ È  £   þ ¡ } $ È  £   [  $  £!¤ ¥    .
Theorem1  }     û  3  hastwozeroesû ^ and û [ which verify thefollowingcon-ditions:X they are thetwo uniquezeroesof  ,X   û ^`,
  û [<
 3 ,X H ^ «     £¤ ¥    S £¤ ¥   n û ^ n 3 ,
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X [£!¤ ¥   n û [ n ^ «
~   | £¤ ¥    S £¤ ¥   ,X    }       û ^  3  n 3 ,    }       û [  3 b6 3 ,
Proof :
By derivation,we have : p+6  p+v! 2 W]6rs@   6rs   R 2 6rx & @ & 6  ¡)¢!h£Se¡	¢!"  ¡	¢!$!  7
Letnote¤*0¥6rs & @ & 2 R , wehave ¦§ E©¨Kª « I¦ ¨ p+v!\wW]6rs@  6rs¤¬n­|¬ .
As ¦§ E©¨Kª « I¦ ¨  ®°¯ ±h² +v!\ 2 W¡)¢!$|   R ³  F´µ ®)²®H¯ ±h² ¶_v andsimilarly ¦§ E ¨ª « I¦ ¨  2 ®H¯ ±h² +v¶v , thezeroesof ¦§ E©¨Kª « I¦ ¨ p+v arealsothezeroesof ­ .
In orderto find thezeroesof ­ , we computethederivatedof ­ :
­ g *· ¡	¢!|  *p¡)¢D$ ÷ R S  R 2 ¡)¢! & 0* & 	 R 2 6rs & @* & SVW]6rs & D* & R 2 6rs & @* &  & ø ¡	¢!|  *p¡)¢D$ R 2 6rs & D* &  &  W 2 * & Se6rs & * `  ¡	¢!|  *p¡)¢D$ R 2 6rs & D* &  &T¸ *
where ¸ *wW 2 * & S¹6rs & 0* ` .
Two casescanappear:º When R o¼»]6rx & 
In this case, ¸ * is always positif. Therefore ­|* is increasingin * in½ 2¿¾ + 2 ®°¯ ±$²À , ½ 2 ®H¯ ±h² +k®H¯ ±/²£À and ½ 2 ®°¯ ±h² + ¾ À . Using qsrst ?FÁ G J ­,*0wvand qxrst ?FÁ J ­|*Â R , ­|ÃvT & . Thereexists  3 ,   (with 2 ®°¯ ±h² Y 3 Y v and ®H¯ ±h² Y   ) suchthat ­| 3 0_­|  0_v .
Moreover, wehave ¦  § E©¨Kª « I¦ ¨ ¦ ¨  3 +v! Y v and ¦  § E©¨Kª « I¦ ¨ ¦ ¨   +v}zVv .º When R z¼»]6rx & 
In this case,̧ *ÄÅv hasfour rootsin * : 2Æ  + 2Æ 3 + Æ 3 + Æ  with Æ 3 ^  G U  G c ®H¯ ±  ²A & ®H¯ ±h² and ÆÇ  ^   U  G c ®H¯ ±  ²A & ®H¯ ±h² .
As v Y Æ 3 Y A & ®°¯ ±h² Y Æ  Y ®H¯ ±h² and ­| Æ 3 XzÈv , ­, Æ  XzÈv ,qsrst ?FÁ G J ­,*0wv and qxrst ?FÁ J ­|*0 R , ­ increasesin:
–
½ 2É¾ + 2 ®H¯ ±/² À from v up to ¾ ,
–
½ 2 ®H¯ ±h² + 2Æ  ½ from 24¾ up to ­| 2Æ   ,
– À 2Æ 3 + Æ 3 ½ up to ­, Æ 3 Çz¼v (clearlya sumof positive terms),
– À Æ  + ®H¯ ±$² À up to ¾ ,
–
½ ®H¯ ±$² + ¾ ½ from 24¾ to R .
and ­ decreasesin:
– À 2ÆÇ + 2Æ 3 ½ down to ­| 2Æ 3  ,
– À Æ 3 + Æ  ½ down to ­, Æ  Çz¼v (clearlya sumof positive terms).
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Now, in orderto find thenumberof zeroesof ­ , we needfirst to show the
following lemma:
Lemma 1 ­| 2ÆÇ  Y v .
Proof :
Indeed,we have
­| 2Æ  w   2Æ  ¡	¢!! 2 ¡)¢!h Æ { W    Æ  ¡)¢D$!
and ­| 2Æ     2  Æ  ¡)¢!!d Æ  6rsÊ£ Ë  R 2 d\6rs & !,S R 2 »0¡)¢D & 6rs &  
with Ë  ^ R 2 »06rs &  .Since R 2 d\6rs & zVv and R 2 »0¡)¢D & 6rs & Tz¼v , ¦Ì E°G$Í ¡ I¦ ² Y v .So ­| 2ÆÇ  is decreasing,but when  goesdown to v , qsrxt ÆÇ ¾ , and qsrxtV­| 2Æ  0_v . Therefore­| 2Æ R  is alwaysnegative.
Therefore,in thiscase,thereexiststwo values 3 ,   (with 2 ®°¯ ±h² Y  3 Yv and ®H¯ ±h² Y   ) suchthat ­| 3 0_­|  0_v .
Moreover, wehave ¦  § E©¨Kª « I¦ ¨ ¦ ¨  3 +v! Y v , ¦  § E©¨Kª « I¦ ¨ ¦ ¨   +6v}z¼v .
Let note Î 3  ^ { G U Ï G c ®H¯ ±  ²A & ®°¯ ±h² and Î   ^ {  U Ï G c ®°¯ ±  ²A & ®H¯ ±h² .
Thereremainsto prove that 2 Î 3 Y  3 and   Y Î  .
But notingthat 2 ®°¯ ±h² Y 2 Î Y v and ®H¯ ±h² Y Î  , we will prove in thefollowingthat ­, 2 Î 3  Y v and ­|HÎ  ÇzVv , usingthevariationof ­ , this will endtheproof.
Indeed,we have : ­| ^ {  U Ï G c ®H¯ ±  ²A & ®H¯ ±h²    W¡)¢D & @  ¡)¢D$@Î    Ë d4SXÐ]¡)¢! & £Sed¡)¢! ` S R)Ñ ¡)¢! & Sed Ë Î  6rx$Ò,n R 2 6rs & Î &  {
with Ë  ^ Ñ 2 »6rs &  . Since R 2 6rs & Î & Y v , we get ¦Ì E©Ó ¡ I¦ ² Y v andusing­|HÎ   m ­ ²ÕÔ :  HÎ  0"   R KzVv .Similarly we have : ­| 2 Î 3    W¡)¢D & F  ¡)¢D$FÎ 3   2 Ë dSXÐ]¡)¢D & !|SÖd'¡)¢D ` S RNÑ ¡)¢D & S¹d Ë Î 3 6rs Ò n R 2 6rs & Î &3  {
But since
R 2 6rs & Î &3 zVv and 2 Ë d£SbÐ]¡	¢! & !DS¿d¡	¢! ` S RNÑ ¡)¢! ` S~d Y v ,¦Ì E°G$Ó ¢ I¦ ² Y v , weget ¦Ì EHG$Ó ¢ I¦ ² Y v , ­, 2 Î 3  Y ­ ²ÕÔ 3 Ãv!0"v .
Theorem2 We have:X Õ }     û  3 
 3 for all valuesof û ,X    }       û ^  3 6 3 ,
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X    }       û [  3 6 3 .
Proof :
For reasonof thesymmetryof theproblem,we have
 p+6]Ç  p+ 2 ] and¦§ E©¨Kª « I¦ « p+v_v .
Now, we wantto studythesignof ¦  § E ¨ª « I¦ « ¦ « p+v! in ×¥ 3 and ×¥  .
Using  &  p+6    p+v!\wW]¡)¢D]6rs  6rx!.Ø¬
with Ø*0_¡	¢!ÖÃÙ 2 6rs & 0 & 6  ¡)¢!hSVW 2 6rs & 0 &   ¡	¢!$!
and
  ¡)¢!!0 2 ¡	¢!w  ¡	¢!$!R 2 6rs & @ &
when ×¥ 3 or   (seeTheorem1), we getin thesetwo cases:Ø*0 W 2 Ù0* & S¹6rx & * `R 2 6rs & @* &   *Ú¡)¢!!Õ7
But, Ø*' v hasfour roots in * : Û ^ { G U Ï G c ®H¯ ±  ²A & ®H¯ ±h² and Û ^ {  U Ï G c ®°¯ ±  ²A & ®°¯ ±h² .
Using 2 ^ { G U Ï G c ®H¯ ±  ²A & ®°¯ ±h² Y  3 Y v and ®H¯ ±h² Y   Y ^ {  U Ï G c ®H¯ ±  ²A & ®°¯ ±$² (see
Theorem1), we geteasily Ø 3 Çz¼v and Ø  ÇzVv . Thisendstheproof.
Wewill provein thenext sectionthattheextremumorhyperbolicpointsof
)  û  ü
areon thestraightline üY
 3 . In orderto provethatwewill needto know thelocation
of the û valueswhich correspondsto thesepointson theline ü 
 3 this is theaim of
thenext theorem.
Theorem3 Wheng variesin ö 3  m S õ ,  û ú
 3 hasoneand only onesolutionwhenH  n û n 8 ^ and  n û .
Proof :
Indeed,we have : ­|i   #Z  ¡)¢D$ R 2 # &  &  2 WKSeÙ & 2  & # & 
with #_6rs andwe have when Ü B & , ­,¬0 & zVv .
We canremarkthat v Y #Åo¥ if  m v (respectively ow# Y v , if  Y v ),andthat 2 WKSeÙ0 & 2  & # & has:º nozeroif l  l Y ^ &{ ,º onepositivezerowhich is lessor equalthan1 (resp.negative andsmalleror
equalto 2 R ) if ^ &{ Y l  l o R ,º onepositive zerowhich is greaterthan1 (resp. negative andsmallerthan2 R ) if R Y l  l .
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Sowe will subdivide theproof in many cases.º when o 2 R or voX Y ^ &{ or ^ &{ oXo R ,
by notingthat 2 R Y 2 ^ { G U Ï G c ®H¯ ±  ²A & ®H¯ ±/² , Theorem1 impliesthat ­|¬ hasnozeroin thesecases.º when R Y  :
In this case,­|¬ is increasingbetweenv and  3 (with  3 ÞÝ@ß¡)6rs  ¨  )
andbetween 3 and àÚ¤Ãá0 B & +   (with   <Ý@ß¡)6rspâ U { ¨  G&¨  ã ). If   zB & , ­|¬ is decreasingbetween  and B & .
Using ­ ²	Ô :  ¬ÇzVv , ­ ²	Ô 3 ¬0w  ¬6Sw  i}zVv , qxrst ¨ Á ² ¢ G ­|¬0S ¾ , qsrst ¨ Á ² ¢  ­|¬ 24¾ , ­|¬ hasalwaysanuniquezero.º when 2 ^ &{ Y o¼v :
In thiscase­ g i is increasingin  . Wehave ­ ²ÕÔ :  ¬ÇzVv and­ ²ÕÔ 3 ¬  ¬£Sew  ¬ .
ThereforeusingProposition4,wefind azeroof ­,¬ only if 2 ^ &{ Y  Yy 3 (thecaseä¼y 3 correspondsto Â_v sowe excludeit).º when 2 R Y o 2 ^ &{ :
In this case,­|¬ is decreasingbetweenv and  3 andincreasingbetween 3 and B & with  3  2 ÝFß¡)6rsiâ 2 U { ¨  G&¨  ã .
But we have ­ ²ÕÔ :  iiz v and ­ ²	Ô 3 ¬uj  ¬ÇS"w  ¬ Y v(usingProposition4).
Therefore,we have a zerowhen 2 R Y o 2 ^ &{ .
Therefore,wefind onezeroof ­ (andonly one)when z R or when 2 R Y  Yy 3 .
Corollary 1 R S 9B  3  hastwoextremavaluesin ^ and 	[ with H  n ^ n 8^  n3 and £¤ ¥   n [ n  « £¤ ¥   . Thefirst one ^  3  correspondsto a hyperbolicpoint ofRTSG9B! *  , the secondone !	[  3  correspondsto an extremumpoint of RTS<9B! *  .
We alsohave R S 9B!^  3 
U­ â } ®¡  ®¢  £¤ ¥    ã and R S 9B!	[  3 
 ­  ® ¡  ® ¢   .Moreover when g goesthrough ö 3  m S õ ,  ^ (respectively [ ) take all valuesin öH  8 ^  õ (respectivelyin ö   ± õ ).
Proof :
From Theorems1 and2 andusingthe fact that
 p+. is symmetricin  , we
get:º  p+v! hastwo extremavaluesin  3 and   ,º  3 +6v is a hyperbolicpointof  p+] ,º   +6v is anextremumpointof  p+] .
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Thefirst partof thecorollaryfollowsfrom Proposition3,
= Ù 2 ^ Ñ 2 »6rs &  YU W6rx4 and = ÙS ^ Ñ 2 »]6rx &  Y U å andTheorem3 (for  3 Y y 3 5 ).
UsingProposition3, we obtain:%'&)( * 3 +v!0 1 \2 1435 &   3 +v!wW 1 2 1435 &  2  3 6rx   3 6rsn   3 ¡)¢!$6$7
Using 2 R o 3 oy 3 :    3 6rx!pçæ R  ,    3 ¡)¢!hiçæ R  and% & ( * 3 +v!0"æ  Esè ¡ Gè ¢ I ®H¯ ±h²   .Similarly, we get:%'&)( *  +v!0 1  2 1 35 &    +v!wW 1  2 1 35 &  2   6rx    6rsn    ¡)¢!$6$+
with   6rsÂwæ R  ,     6rs4!\"æ R  and & o¥    ¡)¢Dwæ R }oR
andso
% & ( *  +vwæ  è ¡ Gè ¢   .Thelastpartof thecorollaryfollows from Theorem3.
Study of the extremaof  ,
Let note   
   ^W
Uü cGe]f g V û fikj g , r
éN^\
 û c=eFf gsH¿ü f+i¸j g , g S 
  g , thenwe
have û 
   fikj g V  c=eFf g  üé
   c=eFf gTH f+i¸j g ,   [T
   c=e]f g S Hê f+ikj g S and	[
   f+i¸j g S V  c=eFf g S .
Therefore
)  û  üT
E/%    p with/0    q°
    c=e]f g S H¥ f+i¸j g S .F[   c=eFf g S H¥ fikj g S +ð[   f+i¸j g S V  c=eFf g S H   F[l   yð[q 7
Let note:X   û 
EJ ^  V ûãý  û  with JT
XëFH   nì ,X and í û 
 ð [  fikj g S   û  V cGe]f g S û  V } £¤ ¥     } 
~ È  £      þ ¡ } £!¤ ¥     } 
~ È  £     [  } È  £     }°   £¤ ¥       .
First, we give somebasicpropertiesabout ý  û  and û S V  û S which will be
usedon thefollowing :
Proposition5 We have:
1. whenû Þ 3 , 3 n ý  û b5 S S m n  ,
2. when8F^p5 û 5 3 , 3 n S S m 5 ý  û  n   ,
3. whenû Þ"8F^ , ý  û  V  7 º û 6 3 ,
4. whenû 6H  , 3 n   V û  ý  û  n  .
5. whenû Þ"8F^ ,  û V ý  û +=  H ûãý  û  V û 6 3 .
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Proof : º Indeed,we have [£g¬K 2 C ¡ E©¨ IP  ¡ E©¨ I ¬  ¬,SÖi6 . But we canshoweasily that ¬  ¬S¥i is increasingandthat y 3   Hy 3 S¥Hy 3 ]Hy 3 	 R 2 y &3 Ézv (by definition of y 3 ). Therefore [£gi Y v whenîzwy 3 and [¬ is decreasing.Using [0Ãv ¡  :¡ and [iÜzv , weobtainthefirst partof theproposition.
Using [Hy 3 ~ 2 ï ¢ (by definition of y 3 ) and y 3 Y 2 A && (seeProposi-tion 4), we getthesecondpartof theproposition.º Indeed,this is equivalentto provethat àZ¬0¥  ¬DS R 7 Ðê  ¬Çz¼v
when  m y 3 . But we have à g ¬ ¨'C ¡ E ¨ I  { P ¡ E ¨ I& , which is clearlypositive when  m v .
When y 3 o" Y v , we have àÚg g¬ E ` G$¨  I C ¡ E ¨ I& zv . So àÚg¬ isincreasingandwe have also à g ¬}zXà g Hy 3 0w  Hy 3 Çz¥v .
Thereforewhen m y 3 , à is increasing.ButusingProposition4, àÉHy 3 0  Hy 3 	 R 2 R 7 ÐFy &3 ÇzVv . This endsthispartof theproof.º Thefirst part, v Y  R SÖ¬h[¬ is clearlytrue.Thesecondpartis equiva-lent to prove that àÉiÞ R S¹¬  ¬ 2   ¬ Y v .
But we have à g ¬4 2 Ö R SV¬  ¬ . So àZ¬ is increasingwhenîð À 2 R +v ½ andis decreasingwhen  m v . But àÉÃv A &.B 2 & Y v .Thisendstheproof.º Wheny 3 oX Y v , Thepoint5.4gives R 2 Þ[¬}z_[0¬ . From5.3weknow that [¬ÕS R 7 Ð0zVv andtherefore[¬ÕSTzVv . Furthermorewe
know that [¬}z &A &ñB and eS~[¬6	 R 2 [i6NSz¥[i	eS[¬6£S¹z ¨ & S &B which is greaterthanzerowhen y 3 Y  Y v .
When  m v , theprevious point gives R 2 Þ[¬zÅ[0¬ . ThereforeÅS¼[0¬6	 R 2 Þ[¬6,Se z¥[i	aSV[¬6£SezVv .
Proposition6 In theinterval õ 8F^  ± õ , û S V S û  is continueandstrictly increasing
from 8	S^ to ± .
Proof :
Let àÉ¬0¥ & S¹ò & ¬ .
We have àÉ¬0¥ & S R S ¨'C ¡ E©¨ IP ¡ E©¨ I , therefore:à g ¬ó WÅS   ¬  i &   R 2  & 6  ¬ 2   ¬  WÅSw R 2  & [i 2 [ & i
with [i\ C ¡ E©¨ IP E©¨ I .º when y 3 oX Y v ,
Indeed,let ­|K 2 & SV""SV & . Therootsof ­|KÞv correspond
to
G$¨G U ¨   && and Gh¨  U ¨   && . UsingProposition4 we have :
2 ÅSVU  & SVWW Y 2 ÅSw^  & S cBW o_[0¬Õ7
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Therefore­|[i6Äz"v and àÚg¬K 2 ÅÃ­,[¬6 2 R 7 Ð!S_[0¬ mR 7 ÐÅS¼[i .
UsingProposition5, we get à g ¬ÇzVv .º when v m  m R ,
wehave
R 2  & m v and W 2 [ & ¬ÇzVv (usingProposition5), so à g ¬}zv .º when R Y  ,
usingProposition5, we have  R Se¬[¬ Y R and [¬ Y R . So  R 2 & [i}z 2  2 R  and à g ¬Çz¼W 2 kS R 2  R ,
So à is an increasingfunction in  and is continuein  . We can note thatàÉHy 3 0¼y &3 , qxrst ¨ Á J àÉ¬0 ¾ . This endstheproof of theproposition.
Then,we have thefollowing theorem:
Theorem4 Theextremaandthehyperbolicpointsof / (andsoof R S 9 ) arethepoints     such that í
 3 .
Proof :
Indeed,a point Ç+#T is an extremumor a hyperbolicpoint of ô if andonly if¦õ E©¨Kª « I¦ ¨ }+#T0_v and ¦õ E©¨Kª « I¦ « }+6#]0_v .
However we have : ôÖÇ+#T  _¡	¢! &   i¡)¢!h & 2 #ö6rx & n  ¬6rs & SÜ#ö¡)¢! &   R 2 ¬¡)¢D$ & 2 #Z6rs &  & S4  Ä  6rs & ¬¡	¢! & 2 #É6rs &   #T 2   #]	 R 2  &   7 (7)
and ôÖÇ+#T #  2 6rs4 &   ¬¡	¢!$ & 2 #Z6rs & 6  ¬6rs & SÜ#É¡)¢!h &   R 2 ¬¡	¢! & 2 #É6rs &  & S4  Ä  #]¡)¢D & i¡)¢D & 2 #Z6rs &  2 Ä7 (8)
Therefore,if we combineEquations(7) and(8), usingthefollowing combination6rx & (Equation(7))Sö¡)¢D & (Equation(8))and¡	¢! & (Equation(7))2 6rs & (Equation(8)),
we obtain: vÄ 2 6rs4 & Ä  #Z  #T,S_ R 2  & 6  #]  +
andv  R 2 ¡)¢!h &  2 6rs & #T &    ¡)¢D$ &  2 6rx & #]6  6rs & eSe¡	¢! & #]S4  Ä  2 ¡)¢!h &  R 2  & 6  #T,SÖ6rs & i  #T    ¡	¢!$ &  2 6rs4 & #]  R 2 ¡)¢!h &  2 6rs & #T &    6rx & eS¹¡)¢!h & #]S6rs4 & XS¹¡)¢!$ & #T  6rs & eS¹¡)¢! & #]6
Thefirst equationis equivalent to ÅkòÖ#] andthesecondequationis equiv-
alent to Ø#Tuv if andonly if thereis no solution which verify ¡)¢D &  2
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6rx & #T &  R and 6rs & ¥SV¡)¢D & #÷év (with ÅÅòÖ#T ). We will show
this in thefollowing.
Indeedtheseequationsare equivalent to ø6gN¡)¢D & , #î 2 ø6gN6rs & (with"_òÖ#T and ø g ðöù 2 R + R@ú ). Therefore,wemustprove thatû	ü!ý &  &  R S ø g 6rx &   Ãø g 6rx &   Ãø g 6rs & 
hasnosolution.
This is clearly true when ø6g R . When ø6g 2 R , this equationis equivalent to
prove that: 2 6rs &    2 6rx & £S¹   2 6rx & 0_v
hasnosolution.
Let àÉipj  ¬KS C ¡ E©¨ I¨ , we have à g ¬i 2 C ¡ E©¨ I¨  , qsrxt G J àþv ,Ø°¤Ãà ¨ Á 3 © àZ¬Â 24¾ , qsrst ¨ Á 3ÿ àÉ¬Â×S ¾ , qxrst  J à  R . ThereforeàÉ¬ is a decreasingfunctionandthereexists no solutionto àÉ¬Üav . This
endstheproof.
Corollary 2     p is a extremumor a hyperbolicpoint of / impliesthat  mustbe
greateror equalto 8^ .
Proof :
Using theprevious theorem,we musthave kéòÖ#] but this implies that R S C ¡ E  IP ¡ E  I m v . Proposition4 endstheproof.
Theorem5 X When JI
  , for each û 6 3 there existsoneand only one g
ö 3  m S õ , such that í+ û 
 3 andnonewhen8 ^ 5 û 5 3 ,X WhenJq
´H  , for each 8 ^ n û n 3 there existsoneandonly one g×
	ö 3  m S õ ,such that í û 
 3 andnonewhenû Þ 3 .
Proof :
Indeed,if we setthevalueof  andnote:º Ã g ¥¡)¢!h g òÖi 2 6rs4 g  ,º  Ã g 0¥6rx4 g òÖ¬£Se¡	¢! g  ,º àÉÃ@gH0w   ÃDg°6£S  E ² I C ¡ E  E ² IHI G³E ²  I  ,º Ã g 0wW 2  & SeòÖ¬ & 	ÃÙ 2 Ã g  &  .
We cannotethat àÉÃ g T÷Ø¬ when  g ÷ & . So in orderto find the value 
in
½ v³+ B & À suchthat Ø¬av , we will studythevariationsof the function àZÃ g 
when  g goesthrough½ vn+
	 À .
We have  g Ã g 0 2  Ã g  and  g Ã g 0¥Ã g  , soà g Ã g ó Ã g ñ   Ã g 6 R 2 Ã g  &  & W 2  & S¹òÖ¬ & 	ÃÙ 2 Ã g  & 6 Ã g ñ   Ã g 6 R 2 Ã g  &  &  Ã g 
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and  gÃ@g0 2 W@Ã@g Ã@gH	 & S¹òÖ¬ &  .
Thereforewe will needto studythesignsof à g Ã g  and  g Ã g  andsothesigns
of |Ã g  ,  Ã g  ,  Ã g  .
Beforebeginningthesestudies,let introducesomenotations:º for simplicity, we will denoteby  O ³á0*|+-h the function which gives theÝ@ß¡ÝD valueof ?  whichcorrespondsto ananglein À vn+	 ½ (with  O ná0Ãv³+.-/0v if -uzVv and  O ná0Ãv³+6-/	 if - Y v ),º Æ 3  O ³á0ÃòÖ¬Õ+6¬ is theonly value  in À v³+	 ½ suchthat ÃDg°\_v (the
limits of theinterval v or 	 areonly reachedwhen ä¥y 3 ),º ÆÇ  O ná0p+ 2 òÖ¬6 is the only value  in À v³+
	 ½ suchthat  Ã g Ükv
(thelimits of theinterval v or 	 areonly reachedwhen äwv ),
Lemma 2 Letusnote:º 3 is theonly valuesuch that  & S¹òÖ¬ &  &{ ,º  is theonly valuesuch that  & S¹òÖ¬ & wW ,
thenº àÉÃv!0wv whenç¶wv ,º àÉ	| R when ç¶wv ,º whenø} R , àÉ Æ 3 }zVv when ç¶¼y 3 ,º whenø} 2 R , àÉ Æ 3  Y v whenÈ¶¼y 3 ,º Ãv  	|<v if andonly if v and  Ãv  	|zv if and
only y 3 oX Y v .º  Æ 3 0wv if andonly if ä  3 and   Æ 3 ÇzVv if andonly if y 3 oX Y 3 ,º  Æ  \wv if andonly if wv or    and   Æ   Y v if andonly ifv Y  Y   .
Proof :
Proposition6 proves the existenceof 
3
and   andgives us y 3 Y 3 Y v Y   .º Wehave |Ãv0_òÖ¬ ,  Ãv0¥ , thereforeàÉÃv!\w  ¬NS¨¿C ¡ E©¨ I G  E©¨ I w  ¬ 2   i_v ,º We have |	i 2 òÖ¬ ,  	i 2  , therefore àÉ	|p   2 ¬0S G$¨'C ¡ EHG$¨ I G  E©¨ I ÷   2 iS"  iTQ   2 ¬0S R 2    2 ¬60 R ,º Wehave  Æ 3 0_v , ¡)¢! Æ 3 _ø ¨U ¨   E©¨  I , 6rs Æ 3 _ø U ¨   E©¨  I .
Therefore,  Æ 3 _ø ^  & SeòÖ &  andàÉ Æ 3 0w    Æ 3 66S  Æ 3   Æ 3 6 . When ø R , àZ Æ 3  is clearlypositive. Whenø} 2 R , usingProposition6   Æ 3  Y y 3 andusingProposition3àÉ Æ 3  Y v .
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º We have
 Ãv!  	ó W 2  & SXòÖ¬ & 	ÃÙ 2 òÖ¬ &  2 é.kS¼[i6	 R 2 Þ[¬6£Sei
Proposition5 givesthesignof  Ãv! and  	| ,º indeed,wehavebydefinition  Æ 3 0_v andtherefore  Æ 3 \W 2 Ùn & S"òÖ¬ &  . Then,   Æ 3  hasonly onezerowhenä  3 and   Æ 3  Y v when z  3 .º This time,wehave  &  Æ  $SÉ &  Æ  ¥ & SZò & ¬ therefore  ÆÇ 0<W 2  & 2 òÖ¬ & 	 R 2  & 2 òÖ¬ &  and   ÆÇ 0v when ×_v or    and   ÆÇ  Y v when v Y  Y   .
To prove thetheorem5, wewill split thedemonstrationinto many parts,differenc-
ing thecasesø equalsR or 2 R ; thecases negative andpositive; thecasewv
and ×¥y 3 .º When _v :
In this case,Ã g ¿øK¡)¢D g ,  Ã g ø6rs g , àÉÃ g ¿ f| Ã g 6 withf|*0w  *nS C ¡ E ?FI? . But f is decreasing(by derivation)betweenÀ 2 R +v Àfrom f| 2 R  down to 24¾ andbetween½ vn+ R ½ from ¾ down to f| R  . f| R 
is clearlypositif. UsingProposition4, we obtain
R Y   ^   9:& o C ¡ EHG  IP ¡ EHG  Iand f| 2 R  Y v . Thereforef|*0"v hasno solutionwhen *ið À 2 R + R ½ andàÉÃ g 0_v hasnosolutionwhen  g ð ½ v³+
	 À .º When ¼y 3 :
We have Ã@ge 2 y 3 6rsDgZz v and  Ã@gHe y 3 ¡)¢DDg . Therefore gÃDg°ÇzVv when Dg,ð ½ v³+ B & À and  gÃDg° Y v when Dg|ð ½ B & 	 À . As  Ãv}zv and  	ÇzVv , we have in this case Ã g Çz¼v when  g ð À v³+
	 ½ . There-
fore à g Ã g ÇzVv when  g ð ½ v³+
	 À and àÉÃ g  is increasingin À vn+
	 ½ from v up
to
R
. Then àZÃDg°_v hasnosolutionwhen @g|ð ½ vn+
	 À .º When øÇ R and zVv :
In this case,we clearlyobtain:
– v Y Æ 3 Y B & Y Æ  Y 	 ,
– Ã@gÇzVv if andonly if voVDg Y Æ 3 ,
–  Ã g }z¼v if andonly if v]oV g Y Æ  ,
– òÖ¬}z R .
Therefore |Ã g  decreasesfrom òÖ¬ to 2 ^ òÖi & S¹ & when  g ðÀ vn+ Æ  ½ andincreasesto 2 òÖ¬ when  g ð À Æ  +	 ½ . As òÖ¬Âz R whenzVv , Ã g  &  R hastwo solutionsÎ 3 and Î  with voeÎ 3 Y Æ 3 Y Î  oÆÇ .
Since  g Ã g  hasthesamesign than 2 Ã g ñ Ã g  ,  decreasesin À v³+ Æ 3 ½
from  Ãv Y v down to   Æ 3  Y v , increasesin À Æ 3 + ÆÇ ½ up to   Æ\ anddecreasesin À ÆÇ +
	 ½ to  	| Y v .
Thereforetwo casesarise:
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– When  o   ,   ÆÇ Úoäv . ThereforeàÚgÃDg° Y v if v Y Dg YÆ 3 and à g Ã g Úzäv if Æ 3 Y  g (exceptedin ÆÇ if     ). à isdecreasingin À vn+6Î 3 À from àZÃv¿v down to 24¾ , is decreasingin½ Î 3 + Æ 3 ½ from ¾ down to àZ Æ 3 Çz¼v , is increasingin À Æ 3 +Î  À from toàÉ Æ 3 z_v to ¾ andis increasingin ½ Î  +	 ½ from 24¾ to àZ	 R .àÉÃ g 0_v hasalwaysone(andonly one)solutionwhen  g ð ½ vn+
	 À .
– When z   ,  Ã g  Y v when v Y  g Y  3 andwhen 	öz¥ g z  with  3 and  thevalueswhichcorrespondto thevaluesof  ÃDgH0wv
(andwith Æ 3 oVÎ  Y  3 Y ÆÇ Y   because HÎ  }êW³ R 2  & 2ò & ¬6 Y v ) and  Ã g ¹zjv when  3 Y  g Y   . Thereforethevariationsof àÉÃ g  differ only from thepreviouscasewhen Î  m g . Then, àZÃ g  is increasingin ½ Î  +  3 ½ from 24¾ to àÉ  3  , then
is decreasingin À  3 +   ½ from àZ  3  down to àZ   zav (indeedasÎ  Y Æ  Y   , we have      Y v and R 2  &     Y R 2 R _v ) andfinally is increasingin À   +	 ½ from àZ    to àZ	\ R . Thereforeas
in thepreviouscase,àÉÃDg°0"v hasalwaysone(andonly one)solution
when  g ð ½ v³+	 À .º When øÇ R +.y 3 Y  Y v
In this case,we clearlyobtain:
– v Y ÆÇ Y B & Y Æ 3 Y 	 ,
– Ã g ÇzVv if andonly if voV g Y Æ 3 ,
–  Ã g }z¼v if andonly if Æ  Y  g ,
– v Y òÖ¬ Y R .
Therefore increasesfrom òÖ* to ^ òÖ¬ & Se & when Dg,ð À vn+ Æ\ ½ and
decreasesto 2 òÖ¬ when  g ð À Æ\ +	 ½ . Becauseò & ¬/Si & Y R (usingProposition6) and òÖ¬ Y R ,  & Ã g \ R hasnosolutionin this interval.
As  gÃ@gH hasthesamesignthan 2 Ã@gH³ ÃDg° ,  increasesin À v³+ ÆÇ ½ from ÃvTQv up to   Æ\ ¿zÅv , decreasesin À ÆÇ + Æ 3 ½ down to   Æ 3  and
increasesin À Æ 3 +
	 ½ up to  	ÇzVv .
Two casesappear:
– When  o  3 ,   Æ 3  m v . Therefore Ã g Âzv (exceptedwhen g  Æ 3 and   3 whereit is equalto v ). So àÉÃ g  is increasinginÀ vn+ Æ 3 ½ from àÉÃv<v up to àÉ Æ 3 Äzv andis decreasingin À Æ 3 +	 ½
down to àÉ	| R . So àZÃ g _v hasnosolutionwhen  g ð ½ vn+
	 À .
– When z  3 ,   Æ 3  Y v . Therefore Ã g Çz¼v when v Y  g Y  3andwhen 	"zé@g4z   with  3 and   the valueswhich correspond
to the valuesof  ÃDgHbv (and with ÆÇ Y  3 Y Æ 3 Y   ) and Ã g  Y v when  3 Y  g Y   . So àÉÃ g  is increasingin À vn+  3 ½ fromàÉÃv!\wv up to àZ  3  , is decreasingin À  3 + Æ 3 ½ down to àZ Æ 3 }z¥v ,
is increasingin À Æ 3 +   ½ up to àZ    andis decreasingin À   +	 ½ down
to àÉ	| R . So àÉÃ g 0_v hasnosolutionwhen  g ð ½ v³+
	 À .º ø\ 2 R and  z¥v . In thiscaseweclearlyobtain:
– v Y Æ  Y B & Y Æ 3 Y 	 ,
– Ã g ÇzVv if andonly if  g z Æ 3 ,
–  ÃDg°}z¼v if andonly if v Y Dg Y ÆÇ ,
– òÖ¬ Y 2 R .
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Therefore decreasesfrom òÖ* to 2 ^ òÖ¬ & Se & when Dgð À v³+ ÆÇ ½
and increasesto 2 òÖi when  g ð À Æ\ +	 ½ . Since òÖ¬ Y 2 R whenzVv ,  & Ã g  R hastwo solutionsÎ 3 and Î  suchthat Æ  Y Î 3 Y Æ 3 YÎ  .
As  g Ã g  hasthesamesignthan 2 Ã g ³ Ã g  ,  increasesin À v³+ Æ  ½ from Ãv Y v to   Æ   , decreasesin À Æ  + Æ 3 ½ to   Æ 3  Y v andincreasesinÀ Æ 3 +	 ½ to  	| Y v .
Two casesappear:
– When v Y o   ,   Æ  4o"v . Thereforeà g Ã g 4z_v if v Y  g YÆ 3 and à g Ã g  Y v if Æ 3 Y  g (exceptedin Æ  if     ). à isincreasingin À vn+6Î 3 À from àÉÃv\"v to ¾ , increasingin ½ Î 3 + Æ 3 ½ from24¾ to àÉ Æ 3  Y v , decreasingin À Æ 3 +.Î  À to 24¾ anddecreasingin½ Î  +
	 ½ from ¾ down to àÉ	|¿ R . Therefore,àÉÃ g ~ v hasno
solutionwhen
½ vn+
	 À .
– When  z   ,   Æ  ]zv . Therefore Ã g  Y v for  g ð À v³+  3 ½and  g ð À   +	 ½ where  3 and   thevalueswhich verify  Ã g Kv
(andwith v Y  3 Y Æ  Y   Y Î 3 Y Æ 3 because HÎ 3 4éWn R 2 & 2 ò & ¬6ÇzVv ). àÚg is positive in À vn+  3 ½ and À   + Æ 3 ½ andnegative
in À  3 +   ½ and À Æ 3 +	 ½ . Thereforethe variationsof àÉÃ g  differ only
from thepreviouscasewhen  g oVÎ 3 . Then, à is increasingin À v³+  3 ½
from àÉÃv<v to àÉ  3  , decreasingin À  3 +   À down to àZ   Äzêv
(becauseÆÇ Y   Y Î 3 , we      Y v and R 2  &     Y v ) andincreasingin À   +.Î 3 À from àÉ    to ¾ . Therefore,asin theprevious
case,àÉÃ g 0_v hasnosolutionwhen ½ vn+
	 À .º ø\ 2 R and y 3 Y * Y v , In this casewe clearlyobtain:
– v Y Æ 3 Y B & Y Æ  Y 	 ,
– Ã@gÇzVv if andonly if Dg|z Æ 3 ,
–  Ã g }z¼v if andonly if  g z Æ  ,
– 2 R Y òÖ¬ Y v .
Therefore increasesfrom òÖ* to ^ òÖ¬ & S¹ & when  g ð À v³+ Æ  ½
anddecreasesdown to 2 òÖ¬ when  g ð À Æ  +	 ½ . Since ò & i,S¹ & YR (usingProposition6) and 2 R Y òÖ¬ ,  & ÃDg°0 R hasnosolutionin thisinterval.
As  g Ã g  hasthesamesignthan 2 Ã g n Ã g  ,  decreasesin À v³+ Æ 3 ½ from Ãv}z¼v to   Æ 3  , increasesin À Æ 3 + ÆÇ ½ to   Æ\ }zVv anddecreasesinÀ Æ  +	 ½ to  	|}zVv .
Two caseappear:
– When y 3 Y  o  3 ,   Æ 3  m v . Therefore Ã g ¿zÅv for  g ðÀ vn+
	 ½ and à g Ã g  Y v for  g ð À vn+ Æ 3 À and à g Ã g }zVv for  g ð ½ Æ 3 +	 ½ .Thereforeà is decreasingin À v³+ Æ 3 ½ from àZÃv_v down to àZ Æ 3  Yv andincreasingin À Æ 3 +	 ½ to àÉ	| R . àÉÃ g 4év hasalwaysone
andonly onesolutionwhen  g ð ½ v³+
	 À .
– When 
3 Y  Y v ,   Æ 3  Y v . Therefore Ã g uzQv for  g ðÀ vn+  3 ½ and g ð À   +	 ½ where 3 and  thevalueswhichverify  Ã g v ( v Y  3 Y Æ 3 Y   Y Æ\ ). Thus,àÉÃ@gH isdecreasingin À v³+  3 ½ fromv down to àÉ  3  , increasingin À  3 + Æ 3 ½ to àÉ Æ 3  Y v , decreasingin
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À Æ 3 +   ½ to àÉ    andincreasingin À   +	 ½ to àÉ	|T R . ThereforeàÉÃ g 0_v hasalwaysoneandonly onesolutionwhen  g ð ½ vn+
	 À .
Theorem6 If  û  üT is an extremumor anhyperbolicpoint of )  û  ü then ür
 3 .
Proof :
IndeedusingTheorem4, we musthave Ø#TÜav with #×k"¡)¢! 2 Ö6rs4
and w¥Ö¡)¢!$Se"6rs4ÄwòÖ#T .
UsingTheorem3, we know thatwhen  variesin ½ v³+ B & À , thereis oneandonly one
extremumor hyperbolicpointof
 p+v! when 2 R Y  Y y 3 and R Y  .
As òÖ#]0" and  & S# & _ & S] & , wemusthaveonthesespoints ò & #]	S# & " & . UsingProposition6, ò & #T|SX# & is continue,andstrictly increasing
from y &3 to ¾ . This meansthat eachof thesevalues  (which verify 2 R Y Y y 3 or R Y  ) correspondsto oneand one only value # which verifiesò & #]£SV# & _ & for eachy 3 Y # Y v or for eachv Y # .
Using Ø#TÜav andTheorem5, this propertyshows that the extremumandthe
hyperbolicpointsof
 p+v when  goesthrough ½ vn+ B & À are the samethanthe
extremumandhyperbolicpointsof
 p+6] when  goesthrough½ v³+ B & À .
With Proposition3, we obtaineasilythefollowing corollary:
Corollary 3 Theextremumandthehyperbolicpointsof RTS<9 are on thestraight line* 
 3 .
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