Introduction
A partition is any non-increasing sequence of positive integers, and the partition function p(n) counts the number with size n. Euler established the beautiful fact that its generating function is given by the infinite product Ramanujan elegantly made use of this infinite product to prove some of the first deep theorems about the partition function. Indeed, he used it to prove [1] his well-known congruences p(5n + 4) ≡ 0 (mod 5), p(7n + 5) ≡ 0 (mod 7) and p(11n + 6) ≡ 0 (mod 11).
These congruences have inspired the entire field of partition congruences [2] . Although partitions are simple to define and the p(n) congruences above are quite beautiful, they turn out to be notoriously difficult to count. Table 1 underscores the nature of this problem by exhibiting the astronomical rate of growth of p(n).
Hardy & Ramanujan [3] stunned the mathematical community with their proof of their asymptotic formula. In fact, Hardy and Ramanujan proved a much stronger result than this asymptotic. They showed that p(n) can be approximated by means of a divergent series, sharpening the asymptotic in theorem 1.1. Specifically, they showed that there is a sum of similar terms such that for some constant C,
Here, E 1 (n) ∼ (1/(4n √ 3)) · e π √ 2n/3 is the main term, and the later terms have similar asymptotics but for exponentials with smaller multiples of √ n. However, the series of E j (n) summed up over all n actually diverges, and so this result falls short of a proper series expansion for p(n).
Twenty years later Rademacher perfected [4] this idea and obtained a series expansion which does converge, thus giving an exact formula for p(n). The flavour of both expansions is that they are expressible as sums of Bessel functions times Kloosterman sums. However, Rademacher used a different approach which gave different Bessel functions. Although the result is asymptotically the same at each stage, the savings are sufficient to make the sum over all j converge. As we shall see, Rademacher used the same method as Hardy and Ramanujan, namely their 'circle method,' though he modified the details in the exact path of integration which led to this improvement. This led to the following formula, where I (3/2) (·) is the usual Bessel function, and A k (n) is the Kloosterman sum 
Theorem 1.2 (Rademacher [4]). For any natural number n, we have
The shape of Rademacher's formula for p(n) would later be understood to arise naturally from the method of Poincaré series by the work of Petersson, Rademacher and others (for example, see the exposition in [5] ). These are natural modular forms which are built as averages over the translates of suitable special functions under the action of the modular group. In the case of p(n), the generating function is essentially a weight −1/2 modular form.
In the case of half-integral weight Poincaré series, formulae such as Rademacher's, understood via the modern theory of Poincaré series, can be used to give finite, exact formulae for coefficients of modular forms. One of the first important examples of this phenomenon was observed by Zagier [6] in his work on traces of singular moduli (see also [7] ). This idea also applies to p(n). Namely, Rademacher's exact formula for p(n) can be reformulated as a finite sum of values of a single (non-holomorphic) modular function. This fact was first observed by Bringmann & Ono [8] , and the phenomenon relies on the fact that (1.3) can be reformulated as a sum over equivalence classes of discriminant −24n + 1 positive definite integral binary quadratic forms. This observation was refined by Bruinier & Ono [9] to prove a much stronger statement.
To make this precise, we let η(τ ) := q 1/24 ∞ n=1 (1 − q n ) (q := e 2πiτ throughout) be Dedekind's weight 1/2 modular form. Furthermore, we let E 2 (τ ) := 1 − 24 ∞ n=1 d|n dq n be the usual weight 2 quasi-modular Eisenstein series, and we let F(τ ) be the weight −2 meromorphic modular form
Using the convention that τ = x + iy, with x, y ∈ R, we define the weight 2 weak Maass form
The finite algebraic formula for p(n) is given in terms of the singular moduli for P(τ ), the values of this weak Maass forms at CM points. More precisely, we use discriminant −24n + 1 = b 2 − 4ac positive definite integral binary quadratic forms
with the property that 6 | a. The congruence subgroup Γ 0 (6) acts on these forms, and we let Q n be the (finitely many) equivalence classes with a > 0 and b ≡ 1 (mod 12). If Q(x, y) is such a form, then we let α Q be the unique point in the upper-half of the complex plane for which Q(α Q , 1) = 0. By the theory of complex multiplication, these values are algebraic, and they generate ring class field extensions of Q( √ −24n + 1). We then define their trace by
In terms of this notation, we have the following pleasing theorem. The proofs of theorems 1.1, 1.2 and 1.3 depend critically on the fact that the generating function in (1.1), where q := e 2πiτ , satisfies q −1/24 P(q) = 1/η(τ ). It is now well understood that the circle method can be applied to modular forms whose poles are supported at cusps. Moreover, for those modular forms that have non-positive weight, the method typically offers exact formulae as in theorem 1.2. Here we describe recent developments in topology in which such modular forms that can be written as infinite products that resemble (1.1) arise as generating functions of topological invariants. Thus, by applying the circle method of Hardy and Ramanujan as perfected by Rademacher, we obtain exact formulae that provide insight into the distribution of these topolological invariants.
To discuss this connection between topology and Ramanujan's legacy, we recall the foundational importance of topological invariants. One of the broad goals of topology is to determine whether two particular spaces have the same topological, differentiable or complex analytic structure. When this is the case, one can often find an isomorphism between the two spaces, identifying them in a way that respects this structure. It is, however, generally more difficult to prove that two spaces are fundamentally distinct. Topological invariants assign numbers, groups or other mathematical objects to spaces in such a way that isomorphic spaces yield the same output. In this way, invariants are useful for distinguishing dissimilar spaces.
Here the spaces we are concerned with are complex manifolds. An important class of invariants known as the Hodge numbers h s,t belong to manifolds of this type. For any n-dimensional complex manifold M and any 0 ≤ s, t, ≤ n, the Hodge number h s,t (M) gives the dimension of a certain vector space of differential forms on M. For the manifolds we will be concerned with, important topological invariants such as the Betti numbers and signature arise as linear combinations of the Hodge numbers (see [11] ).
There are many ways of constructing new spaces from old, and when we study topology we want to understand how invariants interact with these constructions. In algebraic geometry, the nth Hilbert scheme of a projective variety S is a projective variety Hilb n (S) that can be thought of as a smoothed version of the nth symmetric product of S (for example, see [12] ). The nth symmetric product of a manifold M admits a simple combinatorial interpretation: outside of a negligible subset, the symmetric product is the collection of subsets of M of size n assembled as a manifold in its own right. Interestingly, the Hodge numbers of a complex projective surface S determine the Hodge numbers of Hilb n (S) for all S in a very pleasing combinatorial way. This statement is captured in the following beautiful theorem of Göttsche [13] .
Theorem 1.5 (Göttsche). If S is a smooth projective complex surface, then we have that n≥0
(1.6)
The fortunate feature of this formula is that the Hodge numbers h s,t (Hilb n (S)) are prescribed by the infinite product in (1.6) which can be specialized to obtain modular forms. In these cases we will use the circle method to obtain exact formulae, as well as asymptotic and distributional information, for these Hodge numbers for a certain class of complex projective surfaces. This work generalizes previous work by some of the authors [14] . We pursue this task in the same spirit that led Ramanujan to bring forward new information about the partition numbers using the modularity of η(τ ). Indeed, the process of taking symmetric powers of surfaces is inherently combinatorial, and in the spirit of Ramanujan gives rise precisely to an infinite family of topologically inspired 'partition problems' encoded in (1.6). Hence, we expect the circle method to apply. In other words, the role of infinite products in partition theory offers a glimpse of Göttsche's theorem as a device which mirrors the assembly required to build Hilb n (S). Although the combinatorial object we are studying, Hilb n (S), arises in a different field of mathematics than partitions, we find that it is Ramanujan's insight and his novel use of modular forms that illuminates the path to obtaining new and interesting information about these spaces. 
Henceforth we refer to the generating function for the Hodge polynomials of Hilbert schemes of a smooth projective complex surface S as
By specializing (1.7) appropriately, we obtain generating functions for a variety of topological invariants (see [14] ). In order to study the distributional properties of Hodge numbers, we consider γ S (r 1 , 1 , r 2 , 2 ; n) := 8) and compile the generating function
We would like to determine when the Hodge numbers of a surface S are equidistributed. We define such an equidistribution as follows: Definition 1.6. Let S be a smooth projective complex surface. We say that S has ( 1 , 2 )-
for all (r 1 , r 2 ), (r 1 , r 2 ) ∈ R, and γ S (r 1 , 1 , r 2 , 2 ; n) = 0 for all (r 1 , r 2 ) ∈ R and all n > 0.
Since the generating function in (1.9) arises as a linear combination of specializations of (1.7) according to
where ζ is a primitive th root of unity, determining the behaviour of specializations of (1.7) is useful for studying the distribution of Hodge numbers. We can express these functions
in terms of η(τ ) and generalized Dedekind η functions, which are defined on page 187 of [15] as
otherwise.
Here, P 1 (x) = {x} − 1/2 and P 2 (x) := {x} 2 − {x} + 1/6. By [15, p. 200] we have that for N) . The explicit transformation law for η (u,v,N) (τ ) on all of SL 2 (Z) is shown on page 198 of [15] . We exploit this transformation law in §3a to find an exact formula for the ξ S (r 1 , 1 , r 2 , 2 ; n) for suitable surfaces. To make this precise, suppose that M is a d-dimensional complex manifold. We let χ (M) denote its Euler characteristic, and we let σ (M) denote the signature of the intersection pairing on H d (M). Then we obtain the following exact formulae, where L := lcm( 1 , 2 ), H := H(ι 2 ) is given by (3.2), a j is a Fourier coefficient defined in (3.3), B k is a Kloosterman sum defined in (3.5), and I * is a scaled modified Bessel function of the first kind defined in (3.7). Theorem 1.7. Let S be a smooth projective complex surface such that χ (S) ≥ 0 and χ (S) ≥ σ (S). Then,
Remark 1.8. Theorem 1.7 holds for a large class of surfaces S. In particular, it holds for all but finitely many Hodge structures in each birational equivalence class. In addition, the EnriquesKodaira Classification Theorem implies that for surfaces of non-general type, the only minimal models which do not satisfy the hypotheses of theorem 1.7 are ruled surfaces of genus g, where g ≥ 2 (see [14] ). Remark 1.9. By the following equality, Building on work in [16] , from which it follows that for S a K3 surface γ S (r, , 0, 1; n) ∼ γ S (r , , 0, 1; n) as n → ∞, and [14] , which described equidistribution in the case 1 = 2 = 2, we use the asymptotics derived from the exact formula in theorem 1.7 to make the following statement about the equidistribution of Hodge numbers for appropriate surfaces: 
Case (7) occurs whenever min{ 1 , 2 } = 1, and holds for only finitely many ( 1 , 2 ) such that min{ 1 , 2 } > 1. In addition, case (7) only occurs when gcd( 1 , 2 ) = 1.
The partition function
Here we describe the history and main idea of the circle method for the partition function. This will use the modularity of the generating function for the partition function. We should point out that though the circle method is especially convenient to apply in such cases, many important applications of the circle method are possible in non-modular situations, for example as explored by Hardy & Littlewood [17] Table 2 . Illustrative values of P(q) near roots of unity. 
Cauchy's residue theorem can then be used to isolate any of the coefficients of this expansion. Specifically, if we divide P(q) by q n+1 , then as a function of q, P(q)/q n+1 has residue p(n), and so
where C is any simply closed path around the origin contained in the unit circle, traversed counterclockwise. Though this idea is straightforward in principle, great care must be taken in choosing a suitable path C so that the integral can be closely estimated. To determine a 'good' path, one must first consider the location of the poles of P(q). Again, this is furnished by Euler's product formula (1.1), which shows that the poles lie exactly at the roots of unity. This justifies the earlier claim that we may take any path which does not cross this wall of singularities, and gives a first indication of how to estimate this integral. We would like to split this up into a 'main term' and an error term, and so it is important to study where most of the contribution of the integral will come from. If we choose a path which approaches roots of unity quite closely, then the majority of the integral will come from the parts of the path near these poles. However, not all poles will contribute equally to the size of the integral. An analysis of the generating function P(q) shows that 'near' primitive jth order roots of unity, the size is much smaller the larger j is. Thus, the main contribution is from the pole at q = 1, secondary terms come from the pole at q = −1 and the third order of contribution comes from the third order roots of unity. In fact, the explanation of the terms in the expansion (1.2) is that the function E j (n) is an approximation of the behaviour of a suitable Cauchy integral near the primitive jth order roots of unity. As an illustration of this numerical phenomenon, table 2 contains values of P(q) near roots of unity, where the columns correspond to the different roots of unity ζ , and where the values of t in the rows correspond to evaluating |P(ζ · e −t )|. The exact description of P(q) near roots of unity is afforded by the modular transformation properties of the Dedekind-eta function, for which
Essentially, η(τ ) is a level one modular form of weight 1/2, with a multiplier system consisting of 24-th roots of unity. That is, for any γ
where ω 24 γ = 1. Specifically, the numbers ω γ are determined by the values at the matrices
as follows: Using matrices to 'connect' any root of unity to the point at infinity, and dealing with the elementary factor q 1/24 yields the desired expansions near the cusps. For instance, as q approaches 1 radially from within the unit disk, q = e 2πiτ with τ tending to zero, we have
P(q) ∼ −iτ e ((πi)/(12τ )) .
Such calculations suffice to estimate the values of P(q) along any desired path. Now, we must discuss which path one should choose. We will follow Rademacher's choice, which yields his exact formula above. The first natural choice, as suggested by the name of the method, could be to let C be a circle centred at the origin. In the upper half plane, that is as a function of τ , this corresponds to choosing a horizontal path with endpoints 1 unit apart. Rademacher replaced this path by an increasingly large number of mutually tangent circles, which are the well-known Ford circles. For each rational number, there is a single Ford circle tangent to it. For each cut-off N, Rademacher considered the subset of these circles which are tangent to the rational numbers with denominator less than or equal to N. The exact description is beautifully expressed using the theory of Farey fractions. Explicitly, these circles are precisely the image of the line Im(τ ) = 1 in the upper half plane under the action of SL 2 (Z). Figure 1 on the following page depicts the Ford circles centred around fractions in [0, 1] with denominator at most N = 4. For each N, Rademacher's path is to traverse the arcs of these circles, starting at i, moving along each arc until the next included Ford circle is intersected, until finally arriving at i + 1. In the image for N = 4, the path travels along the solid circular arcs. Rademacher then expressed the Cauchy integral as a sum over each of these paths, and, under a suitable change of variables, then used the modular properties of the eta function to expand the values of P(q) on each of these arcs. These expansions of P(q) can then naturally be split up into a main term and an error term, the main features being that the main terms become integrals which can be evaluated exactly as Bessel functions, and the error terms can be explicitly bounded.
After the work of Rademacher, it became apparent that Rademacher's series were in fact Poincaré series in disguise. In particular, there are special functions which, when averaged under the slash operator over the modular group, have Fourier expansions which give the same expansions. As such Poincaré series are always a basis of the space of all weakly holomorphic modular forms up to cusp forms (as one can explicitly match them to any principal part and constant term which always determines a modular form up to a cusp form). For forms of negative weight such as 1/η(τ ) this procedure always yields an exact formula. More details on the method of Poincaré series and how it can be applied to general weakly holomorphic and mock modular forms can be found in [5] .
Hodge numbers for Hilbert schemes of surfaces
We now apply the circle method to obtain exact formulae for Hodge numbers for Hilbert schemes. In the next two subsections we sketch the proofs of theorems 1.5 and 1.7, which generalize earlier work by the authors contained in [14] . In the last subsection, we illustrate these results in the case of S = CP 2 .
(a) Sketch of the proof of theorem 1.7: exact formulae For the sake of simplicity, we will only consider the case r 2 = 0, 2 = 1, as the case r 2 = 0 follows mutatis mutandis.
Sketch of the proof of theorem 1.7. By Cauchy's residue theorem, we obtain the following integral expression for the coefficient of q n inside Z S (ζ r , 1; n),
where we choose C to be a circle of radius e −2πN −2 . While Rademacher estimated his contour integral by decomposing the line segment in the upper half plane into arcs of Ford circles, we decompose C into Farey arcs Ξ h,k as in [18] , yielding
We note that with this path of integration, we recover Rademacher's formula for p(n) in theorem 1.2. Both methods make use of the same transformation formula and approximate the contribution from the cusps representatives with the same Bessel functions, but differ in the process of bounding errors. Since we can express our generating function as the modular form
where α depends only on r and , by [15] we have for (h, k) = 1, hh ≡ −1 mod k, and Re(z) > 0,
where
is a root of unity built from the following generalized Dedekind sum, ,1) (h, k) , the constant α depends on h and k mod , H:= H(k) is the order of the zero at the cusp h/k, given by
G is the weight of Z S , and
a j e 2πiτ j/ . (3.
3)
The modular transformation law for generalized Dedekind η functions found in Chapter 8 of [15] allows us to write Z * (τ ) as a quotient of infinite products. Using this, one can calculate a j via a simple product expansion.
Since Z S (ζ r , 1; τ ) is modular on Γ ( ), we deal with the multiple cusps in the spirit of Poincaré series by summing over all the Farey arcs near a given cusp, defining
from which it immediately follows that
Once we apply the transformation formula, substitute the series expansion for Z * ((iz −1 + h )/k), and then make the variable transformation w = N −2 − iθ, we obtain
Here,
is a Kloosterman sum. Integrating as in [14] , we find that
for some δ > 0, where we define the scaled modified Bessel function of the first kind
where v := 1 − G and s :
Thus, by (3.4), we see that taking N → ∞ in (3.6) yields an exact formula for ξ S (r, , 0, 1; n), proving theorem 1.7. Our use of S(ι 1 , ι 2 , N; n) to provide an exact formula for ξ S (r, , 0, 1; n) in (3.4) hints at the relationship between the circle method and Poincaré series. In the method of Poincaré series, one averages functions over a group action to get modular forms with prescribed principal part at a given cusp and then uses Poisson summation to get exact formulae for the coefficients of their Fourier expansions in terms of an infinite sum of products of Kloosterman sums and Bessel functions. Our application of the circle method provides a concrete way of seeing how terms in this sum arise from the contribution of the integral near each cusp representative for the cusp under consideration.
Remark 3.2. The proof of theorem 1.7 differs most from the proof of the corresponding statement in [14] in the establishment of the Kloosterman sum bound
where h is restricted to an interval 0 ≤ σ 1 ≤ h < σ 2 ≤ k and χ (S) = σ (S). The proof is a modification of the method originally proposed by Lehner in [19] .
(b) Sketch of the proof of theorem 1.10: equidistribution
Our main tool for proving theorem 1.10 is an asymptotic formula for ξ S (r 1 , 1 , r 2 , 2 ; n). We obtain this using theorem 1.7 by the same process as in the proof of Corollary 7.2 in [14] . This formula shows that min{Λ(kj 1 / 1 , kj 2 / 2 )/k 2 } determines the dominant exponential term in the asymptotic description of ξ (
If equality holds, a sequence dominates asymptotically if its corresponding modular form is of strictly larger weight. If these modular forms are of the same weight, then
for some α > 0. Thus one can see by (1.10) that if Λ(0, 0) < Λ(j 1 / 1 , j 2 / 2 ) for all (j 1 , j 2 ) ≡ (0, 0), then we have ( 1 , 2 )-equidistribution for R = Z/ 1 Z × Z/ 2 Z. This, along with manipulations of (1.10), allows one to prove that S has ( 1 , 2 )-equidistribution in all five cases in theorem 1.10.
If ξ (0, 1 , 0, 2 ) = o(ξ (j 1 , 1 , j 2 , 2 )) for some (j 1 , j 2 ) ≡ (0, 0), then S does not have ( 1 , 2 )-equidistribution. To prove this claim, choose (j 1 , j 2 ) so that ξ (j 1 , 1 , j 2 , 2 ; n) = o(ξ (j 1 , 1 , j 2 , 2 ; n)) for all (j 1 , j 2 ). If equidistribution held, then we would have
for some α * > 0, which is false by our assumption that ξ (0, 1 , 0, 2 ) = o(ξ (j 1 , 1 , j 2 , 2 )). This fact allows us to prove that S does not have ( 1 , 2 )-equidistribution in the cases not included in theorem 1.10. The cases with χ (S) < 0 require Theorem 15.1 in [5] .
The most difficult case is where min{Λ(
, where one must prove that the weight of Z S (ζ
2 ; τ ) is greater than that of Z S (1, 1; τ ). To accomplish this task, one must first make use of the equality h 0,0 = 1 to show that in this case we must have gcd( 1 , 2 ) = 1. One must prove that in this case h 1,0 > 0 and χ (S) + σ (S) > 0, and thus conclude that Λ(j 1 / 1 , j 2 / 2 ) never obtains its minimum for j 1 ≡ 0, j 2 ≡ 0. It follows that 2 = 1. Also, one can now produce a uniform description of the weight of all While theorem 1.7 furnishes an infinite sum in k, in tables 3 and 4 we approximate our exact formula by summing k up to N, where N is 2 and 75, respectively. Tables 5 and 6 show the asymptotic equidistribution of the Hodge numbers of CP 2 , which falls into case (4) in theorem 1.10. For this purpose, we define the following proportions ( j 1 , 1 , j 2 , 2 ; n) .
In table 5, where gcd( 1 = 3, 2 = 2) = 1, we see asymptotic equidistribution, while in table 6, where gcd( 1 = 2, 2 = 4) = 2, we get asymptotic equidistribution when r 1 ≡ r 2 mod 2 and 0 otherwise. These numerics also suggest many underlying equalities that exist among the γ S (r 1 , 1 , r 2 , 2 ) for different values of (r 1 , r 2 ) as a result of the symmetries of Z S (ζ ; τ ).
