Mapping quantitative trait loci (QTL) using ascertained sibships is discussed. It is shown that under the standard normality assumption of variance components analysis the efficient scores are unchanged by ascertainment, and two different schemes of ascertainment correction suggested in the literature are asymptotically equivalent. The use of conditional maximum likelihood estimators derived under the normality assumption to estimate nuisance parameters is shown to result in only a small loss of power compared to the case of known parameters, even when the distribution of phenotypes is non-normal and/or the ascertainment criterion is ill defined.
Introduction
The basic theory associated with standard linkage methods for QTL mapping usually presupposes the pedigrees are randomly sampled, although many linkage studies involve more complicated sampling schemes. The sampling procedure consists of two main steps. First is recruitment of pedigrees; second is phenotyping and genotyping of individuals from the recruited pedigrees. Both the first and second step can involve selective sampling. Roughly speaking there are three possible sampling schemes. Under one scheme we randomly sample pedigrees from the population under study, then phenotype and genotype all individuals recruited. This random sampling produces a random sample of trait values. Sample-based estimates of unknown segregation parameters (e.g., trait mean, variance, covariance of sibs) are typically consistent regardless of distributional assumptions. However, random sampling does not favour pedigrees carrying large amounts of linkage information, so a large number of pedigrees must be screened with many individuals phenotyped and genotyped. We can modify random sampling by genotyping only those pedigrees that satisfy certain phenotypic rules. This is selective * E-mail: jie@wald.ucdavis.edu genotyping. For example, after randomly sampling pedigrees we might only genotype pedigrees with at least one member having a phenotype greater than a threshold b, or we can genotype only pedigrees with at least one pair of relatives having discordant phenotypes. See, for example, Risch & Zhang (1995) , Tang & Siegmund (2001) , or T. Cuenco et al. (2003) . This second sampling scheme typically requires that we screen very large samples to find enough pedigrees meeting the rule. Compared to random sampling it costs more to recruit pedigrees, but saves costs of genotyping. Since we still have a population sample of the phenotype, segregation parameters can be consistently estimated as before.
The last procedure is ascertained sampling. For many studies pedigrees are sampled on the basis of phenotypes of one or more members, called probands, and phenotypes are determined only for ascertained pedigrees. The criteria to identify a set of probands are ascertainment criteria. The above examples for selective genotyping can be modified to serve as examples for ascertained sampling, if we replace the word 'genotype' by 'ascertain' in their definitions. In practice the actual ascertainment procedure could be very complicated and not completely clear. For example, we may sample from patients listed in hospital records and recruit the sampled individuals' relatives. Those sampled individuals are probands and the ascertainment criterion involves the procedure for a person being listed, which may be unclear to us. Another example arises if we have affected sibpairs from a previous study for a certain disease. We may use these affected sib pairs as probands, and recruit their family members to study related quantitative traits.
With ascertained sampling it is often easier to recruit pedigrees, and the required sample sizes are smaller than with random sampling since we over-sample pedigrees carrying more linkage information, e.g. pedigrees with members having extreme phenotypes. Hence recruiting, phenotyping and genotyping are less expensive. However, since we do not have a population sample of the phenotype, it may be difficult for us to get consistent estimates of the segregation parameters. One possibility is to use estimates from previous studies (e.g. Sham et al. 2002) . However this could be troublesome since it is difficult to be confident that populations in the different studies have the same segregation parameters. For example, two populations could have different covariate effects that causes different population mean values. In this paper, following suggestions of (for example) Hopper & Mathews (1982) and Beaty & Liang (1987) , we propose to use the conditional maximum likelihood estimates under the normality assumption given the phenotypes of probands. A concern with this approach is that the procedure depends heavily on the normality assumption, which cannot be expected to be satisfied in general. Another concern is that it may be difficult to define a proper ascertainment correction, Table 1 power of the robust score statistic at the 0.05 genome-wide significance level. (The population parameters are μ = 0, σ Y = 1, ρ = 0.25, and the linkage parameters are α 0 = 0.1, δ 0 = 0. Four hundred sibtrios are ascertained. The ascertainment rule A-sample has parameters η = 0.2, p = 0.2. The multivariate-t trait has degrees of freedom k = 20 and the multivariate gamma trait has a 'shape' parameter c = 100. There are 31 equally spaced, fully informative markers with spacing = 5cM, and the trait locus is on the 16th marker. Evaluation of the power of the statistic (10) using the true nuisance parameters, the CMLE, and the uncorrected MLE is based on 5000 iterations.)
Model
Estimates since in many situations the ascertainment procedure is unclear. An outline of the paper is as follows. We first assume the ideal situation of normality and well-defined ascertainment criteria and study the score statistic and its relative efficiency. We show that two ascertainment corrections proposed in the literature (Hopper & Mathews, 1982; Elston & Sobel, 1979) are asymptotically equally efficient. A special case of this result when there is only one proband was given by Peng & Siegmund (2004) , but the argument here is quite different as a reflection of the greater generality. We then discuss various more complicated ascertainment procedures and describe the effect of misspecification of nuisance parameters. Finally, we discuss the robustness of the power of the score statistic when the distribution of the phenotype is mildly non-normal and/or the ascertainment criteria are ill-defined.
The reader more interested in the conclusions than our justification for reaching those conclusions may want to turn first to the results section and Tables 1  and 2 . There s/he will find evidence, under a variety of less than ideal conditions concerning the phenotype distribution and precision in specification of the ascertainment rule, that an ascertainment correction based on normal theory and conditioning on the phenotypes of probands is effective in preserving the power to detect linkage, whereas failure to make a correction leads to a considerable loss of power. 
Methods

Variance-Component Model
We first introduce the variance component model for mapping QTL and derive the efficient score based on this model when there is ascertainment. We assume Hardy-Weinberg equilibrium and linkage equilibrium throughout. Therefore, for both markers and QTL, haplotypes within the same locus and genotypes among different loci are stochastically independent. Our model goes back to the classic paper of Fisher (1918) for the case of diallelic genes; the general case was discussed by Kempthorne (1957) . The basic model for the phenotype Y having a mean value μ is
where α x = α x (τ ) denotes the additive genetic effect of allele x at locus τ , and δ x,y denotes the dominance deviation of alleles x, y. The subscript m( f ) denotes the allele contributed by the mother (father). By standard analysis of variance arguments we may assume that
By the assumption of Hardy-Weinberg equilibrium m and f are independent (unless the parents are inbred), so the different genetic effects in the model (1) are uncorrelated. We also assume the residual term e, which may include the genetic effects from other QTL, is uncorrelated with the explicitly modelled genetic effects from τ . It follows that σ
are the additive variance, dominance variance and residual variance, respectively. We later discuss briefly the possibility that the model also allows covariates in the mean value.
Although the analysis below can be applied to more general pedigrees in this paper we focus on sibships of the same size, s, because of their simplicity and the possibility to derive explicit formulae. Under model (1) it is easy to calculate variance components, as well as covariance matrices.
Consider a pair of siblings satisfying model (1). Denote by ν = ν(τ ) the number of alleles identical by descent at τ . Letting Y i denote the phenotypic value of the ith sibling (i = 1, 2), we have
where r = corr (e 1 , e 2 ) accounts for the correlation between sibs that arises from other QTL and from a shared environment, while
If there are gene-gene interactions (2) still holds, but α 0 , δ 0 will also include interaction variance components (Tang & Siegmund, 2002) . Note that 0 ≤ δ 0 ≤ α 0 .
Efficient Scores
The null hypothesis we want to test is α 0 = 0 (which implies that δ 0 = 0 as well). The working assumption for the variance-component model is that the conditional distribution of the phenotypes in a pedigree, given the pairwise IBD sharing at a QTL, is multivariate normal. The usefulness of this assumption is due to the mathematical tractability of the multivariate normal distribution. It cannot be expected to be exactly true, so it is important to check that the procedures we obtain are reasonably robust. For a given sibship let Y T = (Y 1 , . . . , Y s ) denote the vector of phenotypes and M denote the matrix of all marker genotypes. The observed data for a sampled sibship is (Y, M). Also let A ν denote the s × s matrix with entries ν ij − 1 for i = j and zeroes along the diagonal. Let L = P(Y, M) denote the likelihood of a randomly sampled sibship. Let (α 0 ) denote ∂log (L)/∂α 0 . Under the normality assumption, when the markers are fully informative, i.e, the IBD sharing matrix A ν is observable, the efficient score at a putative trait locus t, evaluated with α 0 = 0, is (Tang & Siegmund, 2001) 
where
is the phenotypic covariance matrix. When markers are not fully informative the likelihood can be written as
where the summation is taken over all possible configurations of the IBD sharing matrix A ν and we use the fact
it is easy to see that the efficient score for α 0 is obtained by replacing A ν with its conditional expectation
Now let A denote the event that a particular sibship is ascertained. We assume the following measurable ascertainment assumption: each pedigree is ascertained through its phenotypes, and possibly some additional randomization, but not its genotypes. The conditional likelihood of the data given A is
where I(.) is the indicator function. The following proposition shows that the efficient score of the conditional likelihood L A is the same as the efficient score of the unconditional likelihood L, given by (4). In what follows we shall also be interested in a version of Proposition 1 and its companion, Proposition 2 below, when we condition on the value of a subset of the coordinates of Y rather than on the event of ascertainment. In this case P (A) would be the joint probability density of that subset of coordinates. Slight variants of the proofs of Propositions 1 and 2 hold in this case as well.
Under the normality assumption and the measurable ascertainment assumption,
Proof. By (5) it suffices to show that ∂log[P(A)]/∂α 0 equals zero when it is evaluated at α 0 = 0. Let E 0 denote expectation when α 0 = 0. Then
where (α 0 ) = ∂log [L(α 0 )]/∂α 0 . By the measurable ascertainment assumption,
Since by (4) and E 0 (Aν) = E 0 (A ν ) = 0, we see that E 0 ( (0)|Y) = 0, and hence E 0 ( (0); A|Y) = 0.
This implies that ∂log [P(A)]/∂α 0 equals zero when α 0 = 0. The preceding discussion also applies to δ 0 with the efficient score with respect to δ 0 under the fully informative case given by
where D ν is a matrix similar to A ν with off-diagonal elements 1/2 − I (ν i j = 1). The corresponding efficient scores δ (0) of the likelihood L and L A are the same, and are given by replacing I (ν i j = 1) with P(ν i j = 1| M) in the preceding display. Proposition 1 says that the efficient scores for the linkage parameters are the same for all three sampling schemes if the segregation parameters μ and are given. Estimation of these parameters is discussed below. Remark. Wang (2005) obtained a decomposition of the efficient score under ascertainment into the sum of two terms, but did not point out that this sum reduces to the efficient score under random sampling. It has been shown by Tang & Siegmund (2001) that, under the assumptions of normality and fully informative markers, the segregation parameters are orthogonal to the linkage parameters α 0 , δ 0 under the null hypothesis of no linkage: α 0 = 0. The reason is that the efficient scores for the nuisance parameters under the null hypothesis do not involve the identity by descent counts ν ij − 1, and the efficient scores for the linkage parameter α 0 , (0), is linear in ν ij − 1, while E(ν i j − 1) = 0. When markers are partially informative the same properties hold if we replace ν ij − 1 byν i j − 1. Therefore, for the unconditional likelihood L, we have the nuisance parameters orthogonal to the linkage parameter α 0 under the null hypothesis of no linkage. By a similar argument to Proposition 1 we now show this is true for the conditional likelihood L A . Proposition 2. Under the normality assumption and the measurable ascertainment assumption, for the conditional likelihood L A , the nuisance parameters are orthogonal to the linkage parameters under the null hypothesis of no linkage, i.e, with θ denoting one of the segregation parameters μ, σ
and λ denoting either of the linkage parameters α 0 , δ 0 , we
Proof. We only prove the result for α 0 ; the result for δ 0 can be proved similarly. Observe that
By the discussion above for the unconditional likelihood L,
By Proposition 1, since ∂log[P(A)]/∂α 0 equals zero under α 0 = 0, so does ∂ 2 log[P(A)]/∂α 0 ∂θ, which completes the proof.
An important consequence of Proposition 2 follows from standard likelihood theory: if we estimate segregation parameters by (conditional) maximum likelihood, in the evaluation of noncentrality parameters for the asymptotic theory to follow these segregation parameters can be regarded as known.
Test Statistics
By Proposition 1, at a putative trait locus t the efficient score for one ascertained sibship is given by (4). To use this score as a test statistic we will standardize it to have unit variance under the null hypothesis, and substitute estimates for the unknown segregation parameters μ, . The variance of the efficient score (0) under the null hypothesis is given by
Therefore at a putative locus t, for a sample of ascertained sibships, the standardized score is
where the summation is taken over all ascertained sibships. A second statistic involving δ (0) can be defined similarly.
, a two dimensional statistic rarely has more power than (7) unless the dominance effect σ 2 D is quite large. Therefore for the following discussion we only consider (7). For a more detailed discussion of the two dimensional statistics see Tang & Siegmund (2001) and Wang & Huang (2002) . Since we do not know the location of the QTL τ we can scan the genome by the test statistic
where the maximum is taken over all marker loci t throughout the genome. The expectation of the score statistic at the trait locus τ is the noncentrality parameter
This quantity is calculated by Tang & Siegmund (2001) under the assumptions of random sampling and fully informative markers.
Explicit formule can be obtained for sibships of size s which are ascertained through r ≤ s siblings. However, the formula is quite complicated and will not be presented here. See Peng (2004) Appendix A.3 for a complete discussion.
When markers are fully informative it is easy to see that at a marker t, E(Z t |A) = ξ (1 − 2φ), where under the Haldane model for recombination, 1 − 2φ = exp(− 0.04|t − τ |) and |t − τ | is the distance in centiMorgans (cM) between the marker t and the trait locus τ . In the case of complete marker polymorphism the testing process {Z t } is asymptotically an OrnsteinUhlenbeck process. An approximation to the genomewide false positive rate, P 0 (Z max ≥ z), is given by Feingold et al. (1993) . When markers are only partially informative the process is still approximately a Gaussian process, but its p-value is slightly smaller. One can use the fully informative approximation, which is slightly conservative, or a Monte Carlo method to approximate the p-value. Remark. In (1) we consider a model without covariate effects. The simplest generalization of (1) is the model
where w is the covariate under consideration. In this model we still keep assumptions of the model (1) and in addition assume that w is independent of the residual term e and the IBD sharing matrix A ν . For the phenotype Y of a pedigree we assume a multivariate normal distribution after conditioning on the matrix w = (w 1 , . . . , w s ) of covariates and the IBD sharing matrix A ν . The observed data consists of the phenotypes Y, the covariates w and the genoptypes M. The likelihood is
The measurable ascertainment assumption is that A is determined by conditions on the phenotype Y and covariates w ; then the efficient score with respect to α 0 when α 0 = 0 is still given by (4), with Y replaced by Y − b w T . It follows that E 0 ( (0)|Y, w ) = 0. Proposition 1 continues to apply, and the nuisance parameters (now including the regression coefficient b) are orthogonal to the linkage parameters under the null hypothesis of no linkage. The analysis becomes much more complicated if there is gene-covariate interaction (cf. Peng et al. 2005 ).
Two Ascertainment Corrections
Two different ascertainment corrections have been suggested in the literature in order to estimate the segregation parameters. Elston & Sobel (1979) suggest conditioning on the event of ascertainment, while Hopper & Mathews (1982) suggest conditioning on the exact phenotypic values of the probands. Andrade & Amos (2000) compared these methods by simulation and found them to be comparable. Here we show that under the normality and measurable ascertainment assumptions they are asymptotically equivalent when the sample size is large, so the results obtained by simulation are exactly as expected.
Suppose a sibship of size s is ascertained on the basis of phenotypic values of a specific subset of r siblings defined independently of the phenotypes with r < s . In other words, we sample those sibships satisfy- (8) of that paper. Ewens & Green (1988) reach the conclusion that under single ascertainment both (4) and (8) give consistent estimates of the parameters. Below we show that these two approaches give asymptotically the same noncentrality for general r < s . Let
be the normalizing factors for the two conditional likelihoods. Then the standardized score statistics for N ascertained sibships are
respectively. Let θ = (μ, ) denote the vector of segregation parameters, and letθ H M andθ E S denote the maximum likelihood estimators under the condition α 0 = 0 derived from L V and L A , respectively. By Proposition 2, the law of large numbers, and standard likelihood theory we find that these two statistics evaluated at their corresponding maximum likelihood estimators have the same asymptotic noncentrality parameter. Proposition 3. Under the normality and measurable ascertainment assumptions, for local alternatives, so α 0 is inversely proportional to N 1/2 , the two statistics Z HM τ , Z ES τ evaluated atθ H M andθ E S , respectively, have the same asymptotic noncentrality parameter,
as N → ∞ . (A similar result holds for δ 0 .) A proof of Proposition 3 for the special case of single ascertainment is sketched by Peng & Siegmund (2004) . Given Propositions 1 and 2 the proof in the general case is similar. For more details see Peng (2004) .
Although these two ascertainment corrections are asymptotically equivalent, they involve different estimates of the nuisance parameters,θ H M andθ E S . Moreover, when conditioning on the exact phenotypic values of the probands the number r of the probands must be less than the sibship size s, while in principal r can equal s if one conditions on the event of ascertainment. Although Elston & Sobel's correction can theoretically be applied to any ascertainment procedure it does require a clear definition of the procedure, since we need to calculate the probability of ascertainment, P 0 (A), in order to obtain efficient scores for the nuisance parameters. However, in practice we might not know how a pedigree is ascertained. Since Hopper & Mathews' suggested correction requires only that we know through whom the pedigree is ascertained, i.e., the probands, we propose to use this correction for parameter estimation while remaining aware of its limitations.
In practice an ascertainment rule can be ill-defined. Alternatively each member of a pedigree can be eligible to become one of the probands, and the proband may be determined by the phenotypes of the entire pedigree. For example, a sibship may be ascertained if at least one sibling has a phenotypic value exceeding some level, and the proband is selected at random from among those eligible (This ascertainment rule is called A-max in the results section and complete ascertainment in Ewens & Green, 1988) . However, if the ascertainment is stringent in the sense that it is unlikely that two or more different subsets of the pedigree satisfy the ascertainment criterion, then L V ∼ L A under some mild distributional assumptions, and conditioning on the phenotypic values of the probands often gives reasonable results. For instance, in the case of A-max, when the threshold T goes to infinity, L V ∼ L A . A theoretical discussion of this point for general r < s is given by Peng (2004) . Our conclusion agrees with that of Ewens & Green (1988, p. 442) who write "when the threshold T is high, it is unlikely that more than one phenotypic value will exceed T, so that conditioning on the maximum phenotype is approximately the same as conditioning on a unique proband phenotype." In this paper we use numerical examples in the results section to demonstrate this point. We also observe that, as T becomes larger, the bias caused by incorrectly using L V becomes smaller, and even when the bias is not so small (for example, when T is the 75th quantile) the effect on power is still very small (cf . Tables 1 and 2 ).
Remark. An appealing design for some traits that avoids some of these fundamental difficulties is to ascertain nuclear families through the parent(s). It can be shown that the noncentrality parameter is of the same form as that of a randomly sampled sibship, but with the sibling correlation ρ replaced by the conditional correlation and the phenotypic variance σ 2 Y replaced by the conditional variance (Peng, 2004) . However, since these noncentralities do not depend on phenotypes, compared with randomly sampled nuclear pedigrees, there is no gain in genotyping efficiency by ascertainment through parent(s). Hence selective genotyping has no advantage, and the advantage of ascertained sampling is only in the possible ease of recruiting pedigrees.
Conditional Maximum Likelihood Estimates
When the size of the proband set r is less than the size of the pedigree s the conditional likelihood can be used to derive the maximum likelihood estimates. Suppose the nth pedigree has size s n and a proband-set of size r n < s n , and let Y n,(1) denote the phenotypes of the probands. Then the conditional likelihood under the null hypothesis of no linkage is
where C is independent of the nuisance parameters. Under the normality assumption log (L V (0)) and its derivatives are all easily calculable. Therefore, we can find the maximum likelihood solution to (9) by iterative algorithms such as Fisher's scoring or Newton-Ralphson. See Andrade et al. (1999) for a detailed discussion. For several special cases there is an explicit solution to (9), so no numerical search for maxima is needed. For example, if s n = s , r n = r for all n then there exist explicit expressions for the maximum likelihood estimators for L V (0) (cf. Peng, 2004) .
In what follows we refer to the (C)MLE to mean the (conditional) maximum likelihood estimate derived under the normality assumption, although it may not be the true (C)MLE when the normality assumption does not hold.
Robustness of the Test Statistics
When the normality assumption is violated the standardization of the statistics discussed above is, in general, incorrect, and leads to the possibility of an inflated false positive error probability. This problem can be mitigated by using the conditional variance of (0), given the phenotypic values Y 1 , · · ·, Y N for all the ascertained sibships. Then the normalized score at marker t becomes
(This quantity has been evaluated explicitly by Tang & Siegmund (2001) for sibships and Peng (2004) for nuclear families.) If the estimatorθ is a function (only) of the phenotypes, the statistic (2.10) is asymptotically normally distributed with mean zero, variance one, and the testing process {Z(t)} is approximately a Gaussian process. In the case of fully informative markers it is a discretely observed OrnsteinUhlenbeck process. In the following we call this statistic the robust score statistic. If the normality assumption is in fact true, andθ is the CMLE, (10) has the same asymptotic noncentrality as (7).
Suppose the data consist of N sibships of the same size s which are ascertained through r(<s) probands. Then the CMLE are functions of various moments. Hence by the law of large numbers, as the sample size N becomes infinitely large, the CMLEθ N converges to a limit θ * in probability. It is not hard to show that, under local alternatives, the asymptotic distribution of the robust score statistic (10) withθ N is the same as that of (10) with the limiting value θ * . Actually for any estimator θ that converges to a limiting value θ * and is N 1/2 -consistent for this limit, the asymptotic distribution of the robust score statistic underθ is the same as that under the limiting value θ * . This property is based on standard, albeit complicated, arguments that depend crucially on the fact that the derivative of the "efficient score" (α 0 ) with respect to the nuisance parameters, evaluated at α 0 = 0, is linear in Aν and hence has zero mean for any specifications of the nuisance parameters. It does not depend on the normality assumption. Therefore, if a N 1/2 -consistent estimate of the nuisance parameters is used, asymptotically we will not lose efficiency due to parameter estimation (although we may lose efficiency due to our choice of statistic, which was also based on the normality assumption).
Relative Efficiency and Sensitivity to Misspecification of Nuisance Parameters Under the Normality Assumption
We start with the simplest possible situation for ascertainment, where each sibship contains one proband which is the oldest sibling, with phenotypic value Y 1 , and ascertainment is based on a threshold T, so a sibship is ascertained if the proband's phenotype satisfies Y 1 ≥ T: single ascertainment. We discuss the behaviour of the asymptotic noncentrality parameter ξ as a function of sibship size and threshold level, and its sensitivity to possibly misspecified values of the nuisance parameters. Peng (2004) contains additional details. A Monte Carlo study of some related issues, including mild nonnormality, is given in the following section.
Suppose we have sibships of size s ascertained by S = {Y 1 ≥ T}. Under the normality assumption, and the ideal case of fully informative markers, the large sample noncentrality per ascertained sibship is calculable and given in Peng & Siegmund (2004) . For the special case of sibpairs it is given by the simple expression
Suppose there are two sampling schemes where the ith scheme ascertains N i sibships of size s i based on the ascertainment criterion
In order to achieve approximately the same power for linkage detection, the sample size N i of these two schemes should satisfy
, where ξ i is the large sample noncentrality per ascertained sibship for the ith scheme. Therefore ξ 2 i could be viewed as an indicator of the efficiency of scheme i. A smaller ξ means that a larger sample size is needed. Since the two schemes might have different sibship sizes s i it may be more appropriate to compare the number of individuals that are phenotyped and genotyped, which is G i = N i s i . Therefore to achieve the same power we should require
Thus we define E = ξ 2 /s as the efficiency for a sampling scheme.
Under single ascertainment E is a function of the sibship size s and the ascertainment threshold T: E = E(s , T). It can be shown that E is an increasing function of s and T (>0), which means that larger sibships and/or more stringent ascertainment rules lead to smaller phenotyping and genotyping costs Of course, it is possible that these sampling schemes lead to greater overall recruitment costs, since eligible pedigrees constitute a smaller proportion of the population. If we increase the threshold from T 1 to T 2 but the sibship size s remains unchanged the relative efficiency of the two sampling schemes E(s , T 2 )/E(s , T 1 ) can be shown to be a decreasing function of s. This implies that for larger sibships there is less gain in efficiency by increasing the ascertainment threshold. Similarly if we leave the threshold T unchanged, but increase sibship size from s 1 to s 2 , we can show E(s 2 , T)/E(s 1 , T) to be a decreasing function of T. Thus a more stringent ascertainment criterion gains less efficiency by using larger sibships. For example, when μ = 0, σ Y = 1, and ρ = 0.25, for sib pairs there is a 6.3-fold gain in efficiency by increasing T from − ∞ (i.e. random sampling) to 2.33; but there is only a 3-fold change when s = 5. For random sampling there is a 4.6-fold change of efficiency by changing from sib pairs to sibships of size s = 5, while there is only a 2.5-fold change when T = 1.64. Hence, whenever a large sibship is found, it should be retained even if it does not meet the ascertainment rule, because larger sibships are much more informative than smaller sibships (Tang & Siegmund, 2001) , and ascertainment will not increase their efficiency as much as for smaller sibships. Remark. Similar results hold for ascertainment of sibships with at least one extreme sib, i.e., S = {max Y i > T}; ascertainment through discordant sibpairs, i.e., S = {max 1≤ i, j ≤ s |Y i − Y j | >T}; or ascertainment through affected sibpairs, i.e., S = {Y (2) >T}, where Y (2) is the second largest phenotype in the sibship. For example, for discordant pair ascertainment, when μ = 0, σ Y = 1, and ρ = 0.25, for sib pairs there is an 8.4-fold gain in efficiency by increasing T from − ∞ to 2.33; but there is only a 2.3-fold change when s = 5. For random sampling there is a 4.7-fold change in efficiency by changing from sib pairs to sibships of size s = 5, while there is only a 1.3-fold change when T = 2.33.
Misspecification of the nuisance parameters is likely to occur when pedigrees are not randomly sampled, especially if one fails to correct for ascertainment or uses estimates obtained outside the current study. Let θ = (μ,σ ,ρ) denote possibly incorrectly specified (constant) values of the nuisance parameters θ. Letˆ (0) denote (0) given in (4) evaluated atθ. Under local alternatives, as α 0 ∼ 0 the large sample noncentrality parameter depends critically on
and hence equals
It is easy to see [∂ξ /∂θ] θ =θ = 0, and by the CauchySchwarz inequality [∂ 2 ξ/∂θ 2 ] θ =θ is negative definite. Therefore, asymptotically the true nuisance parameters (or their N 1/2 -consistent estimates) yield the largest noncentrality.
For an ascertainment scheme which samples sibships of a fixed size s with Y 1 >T, suppose the relative efficiency atθ is defined as
Note that R is a function of the relative errors (cf. Peng, 2004 for an explicit formula for R and other details). Numerical study as well as mathematical analysis shows that R is an increasing function of s and T. This means that larger sibships and/or more stringent ascertainment rules are more robust to misspecification. These findings again suggest the value of large sibships. We also find that the relative efficiency R is more robust to the specification of σ (Figure 1 ). On the other hand, if we setσ = 0.5, there is at most a 5% additional change of relative efficiency at eachμ,ρ, which suggests that as a function of e σ the relative efficiency R is quite flat (Figure 2 ). Therefore we need to be more careful about the specification of μ and ρ, which are in fact more difficult to estimate as we see below. Again, similiar results hold for ascertainment of sibships with at least one phenotype exceeding the threshold or for ascertainment based on two-extreme sibs.
Results
We have already mentioned that for a stringent ascertainment rule the Hopper-Mathews ascertainment correction of conditioning on the probands' phenotypes (i.e, use the conditional likelihood L V with Y (1) being the phenotype(s) of the proband(s)) should be adequate under some mild distributional assumptions. When applying this correction to estimate the nuisance parameters we also assume the multivariate normal distribution as the working model. In this section we use simulations to study the effect of violation of these two assumptions on the estimates and the power to detect linkage. We generate phenotypes of sibships from multivariate normal, multivariate-t and multivariate gamma distributions, and then use three different ascertainment procedures, all of which involve a single proband with an extreme phenotype, to ascertain the pedigrees falling into the sample. We compare the power of the robust score statistic (10) for three different estimates of the nuisance parameters: (a) the true values; (b) the CMLE based on an assumption of normality and the use of Hopper-Mathews conditional likelihood L V ; and (c) the ordinary MLE, as if there had been random ascertainment.
Ascertainment Procedures
We consider the following three ascertainment procedures:
1. A-first: Sample from sibships having the oldest sibling's phenotype above a threshold T, i.e., the ascertainment rule is S = {Y 1 >T}. For this scheme conditioning on the proband's phenotype is the correct ascertainment correction. 2. A-max: Sample from sibships with at least one sibling's phenotype above a threshold T, i.e., the ascertainment rule is S = {max Y >T}. If more than one sibling has phenotype above the threshold one of them is selected at random to be the proband. 3. A-sample: Sample from sibships with at least one "listed" member. Here "listed" means that first s/he is "affected ", which is defined as the following: for a given nominal threshold T, for each individual, an actual threshold T is sampled from N(T, η 2 ) and this individual is affected if Y >T . Then a random fraction p 0 of affected individuals are listed. If more than one sib qualifies as a proband (a "listed" individual), one of them is selected at random to be the proband.
In A-first and A-max "affected" is modelled as having a phenotype Y greater than the threshold T. In A-sample it is possible that different thresholds are used for different individuals. This same model for disease status is also proposed by Williams et al. (1999) , who give a different interpretation/motivation. When p 0 = 1, A-sample is essentially the same as A-max (except for the definition of affecteds) and when p 0 is very small, A-sample is very close to A-first (single ascertainment according to Ewens & Green, 1988) .
Phenotypic Distributions
To find out how the assumption of normality affects the resulting estimates and power we study phenotypic data generated from three different models. For all three models, given the sibship correlation ρ, the covariance of the phenotypes of a randomly sampled sibship is given
The first model is the Multi-N model, which is our working model. The second model is the Multi-T model, which assumes a multivariate T distribution of the phenotypes. The Multi-N model can be viewed as a special case of this second model with an infinite number of degrees of freedom. The last model is the Multi-G model, and under this model the marginal distribution of the phenotype is gamma (up to a location transformation).
For the Multi-G model we assume the major genetic effect α x and the residual effect e in the model (1) to be independent gamma random variables with a common scale parameter (before being standardized to have mean zero). The residual vector e = (e 1 , · · ·, e s )
T in a given sibship has a multivariate gamma distribution, defined as follows: 
The 'shape' parameter c controls the skewness of the phenotypic distribution.
The Multi-T model works as an example of heavytailed traits, where the kurtosis of the trait is controlled by an additional parameter: the degrees of freedom k. The Multi-G model serves as an example of skewed traits. For these experiments the parameters of the Multi-T and Multi-G models were chosen to provide some sense of the effects of non-normality on the ascertainment corrections, without departing so far from normality that it would obviously be necessary to use a different statistic. For a more detailed description of these models, see Peng (2004) .
Numerical Results
To generate phenotypic data we have simulated sib-trios under the above three phenotypic models with the population parameters μ = 0, σ Y = 1, ρ = 0.25, and the linkage parameters α 0 = 0.1, δ 0 = 0. Four hundred sib-trios are then ascertained according to the ascertainment rules A-first, A-max and A-sample (η = 0.2, p 0 = 0.2) with thresholds T being the 75th, 90th, 95th quantiles of the phenotypic distribution. For the Multi-T model the degrees of freedom are set to be k = 20, which results in a phenotypic kurtosis of 0.375. For the Multi-G model the "shape" parameter is set to be c = 100, which corresponds to a marginal distribution that is gamma (up to a location transformation) with shape parameter 125 and scale parameter 0.089, thus skewness 0.179 and kurtosis 0.048.
For genotypic data we use 31 equally spaced, fully informative markers on an idealized human chromosome of length 150cM, and locate the trait locus τ on the 16th marker. The maxima of the statistics (10) over all markers is taken as the test statistic for linkage. Power is defined as detection of linkage anywhere on the correct chromosome. It is calculated at a genome-wide 0.05 significance level, so the significance level for a single chromosome is about 0.05/23 ≈ 0.0022. The rejection threshold b = 3.809 comes from the approximation with adjustment for skewness given in Tang & Siegmund (2001) . This threshold has been checked for accuracy by simulations (data not shown).
After generating the data we apply three procedures: (a) true values, (b) CMLE, and (c) ordinary MLE for random ascertainment to estimate the nuisance parameters, which are plugged into (10) to get the test statistic. One thing we want to emphasize is that T, T , η and p 0 are model parameters which are only used to ascertain pedigrees, and are not used after data are generated. The information available for the CMLE procedure are the ascertained sibships, their phenotypes, and the identity of the proband. This is the information that we would have in practice.
As can be seen from Table 1 , for the multivariate normal trait, using the CMLE incurs essentially no loss of power for the ascertainment criteria A-first and Asample, while there is a small loss of power for A-max, especially when the ascertainment threshold T is small. This is consistent with our expectation, since under normality the CMLE is consistent when using A-first for ascertainment. A-sample is stringent when the value of p 0 is small, and hence it is well approximated by the ascertainment rule A-first. In contrast, A-max is not stringent unless the threshold T is large (e.g., when T is the 95th quantile of the phenotype distribution, the ascertainment rate for sib-trios under A-max is 13%); but we observe only a 1% − 3% loss of power. We also find that the CMLE does not cost additional loss of power for the two non-normal traits under these three ascertainment rules. We do observe a large drop of power when no ascertainment correction is made and the unconditional MLE is used.
In Table 2 we report the mean and standard deviation of the CMLEs, which are estimated via 5000 iterations.
As can be seen from Table 2 , for the multivariate normal trait, reasonably unbiased estimates are obtained under the ascertainment criteria A-first and A-sample. Under A-max an increase in the ascertainment threshold T results in a less biased estimate for the phenotypic mean μ, which is consistent with our expectation. Similar results are observed for the two non-normal traits.
We have also considered extremely non-normal versions of the Multi-T and Multi-G models. For the Multi-T model we use k = 4 to generate data, which gives a trait with kurtosis ∞ . We still find that using the CMLE results in only a small loss of power compared with using the true nuisance parameters. Similarly, for the Multi-G model if we use c = 0.1 we get a phenotypic distribution with skewness 5.66 and kurtosis 30, and again the statistic based on the CMLE has about the same power as if the segregation parameters had been known. However, in these cases the power of the score statistic (10) based on the working normality assumption is very low, so one would presumably want to find a more satisfactory statistic, perhaps by data transformation, before worrying about the issue of ascertainment. See Peng (2004) for references and a comparative study of a number of methods for transformations.
Discussion
In this paper we have discussed a variance component model of linkage analysis to map quantitative traits by using sibships ascertained through an arbitrary number of probands. The method can be applied to more general pedigrees.
We have proposed using an ascertainment correction by conditioning on probands' phenotypes (CMLE), and then using the score statistic (10) derived from the normality assumption. Exact conditions under which these corrections are successful are difficult to specify. We have introduced the informal criterion that an ascertainment rule is "stringent" if it is unlikely for there to be two different subsets of a pedigree eligible to serve as probands. Although ill-defined if the ascertainment rule involves all the members in the pedigree, when ascertainment is stringent the CMLE procedure leads to only a small bias in parameter estimation. Theoretical and simulation results have also been developed in Peng (2004) for more general situations involving multiple probands, such as ascertainment of pedigrees with at least r extreme members for 1 ≤ r < s , and ascertainment of pedigrees with at least one pair of discordant siblings, and similar conclusions have been obtained. When the ascertainment rule is less stringent CMLE estimators can be biased, but our test statistic still has approximately the same power as knowing the true values of the nuisance parameters, and substantially more power than estimating those parameters without an ascertainment correction.
Motivated by the analysis of Tang & Siegmund (2001) showing the rapidly increasing power of large sibships as a function of sibship size, we have shown through analysis of noncentrality parameters and numerical calculations that ascertainment through siblings having extreme phenotypes can increase the power per ascertained sibship, but that this beneficial effect decreases as the sibship size increases, while the power of randomly selected sibships increases with size. A reasonable overall strategy to minimize genotyping costs would involve obtaining large sibships having, say, four or more siblings, without regard to an ascertainment criterion, while applying an ascertainment criterion to sib pairs and trios.
We have assumed that, given the IBD sharing matrix and the covariates (if any), the phenotypes of siblings follow a multivariate normal distribution. This normality assumption yields the efficient score (4) and plays an important role in the ascertainment corrections, which involve the conditional distribution of the phenotypes of the non-probands given those of the probands. We have shown by simulation that for mildly non-normal phenotype distributions the ascertainment correction based on the assumption of normality has only a small effect on the power to detect linkage (Table 1) . We have also found that when the traits are very non-normal, so the power of the score statistic derived under the normal model is very low even when the nuisance parameters are known, the ascertainment correction based on the CMLE still yields comparable power. However, in this case one would ideally first of all want to find a suitable statistic for the non-normal data and then to consider adjustment for ascertainment.
We have also shown that the statistic (10) is robust in the sense that when an estimatorθ converges to a limit θ * as the sample size goes to ∞ , the statistic has the same limiting distribution as if the limiting value θ * is known and used. This result does not depend on the normality assumption. Therefore if a N 1/2 -consistent estimator of the nuisance parameters is used, asymptotically we will not lose efficiency due to parameter estimation. This consistent estimator is not required to be maximum likelihood.
