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Abstract
We attempt to discover closed form expressions to numerically evaluate
the capacity of multi-antenna wireless channels. We start from known re-
sults for the Gaussian (Rayleigh) channel where the numerical evaluation
of the capacity can be simplied by recent advances of random matrices
theory and involves the probability distribution of a Wishart matrix. Our
goal is to explore dierent than Rayleigh channels which as a result lead
to non-Wishart capacity formulas. Tools based on zonal polynomials and
their limitations will be explored.
1 Introduction - The Problem
1.1
In multi-antenna wireless channels under Additive White Gaussian Noise (AWGN),
the baseband equivalent at fading model of communication can be represented
by the following linear equation:
y = H x + n; E[xyx]  P
where y is a r1 vector, x, n are t1 vectors and H is the rt channel matrix
where the hij element corresponds to the channel between the i receiving and
j transmitting antenna.
The baseband model above can be derived by assuming that the t transmit-
ting antennas (or r receiving antennas) belong to the same user. In other words
the transmitter has t antennas (instead of 1) and the receiver has r antennas(instead of one). However, we will use the same model of communication for
the cases where the antennas are distributed in space, belong to dierent trans-
mitters but transmit the same information. This is the case of Simulcast Radio
where a large geographical area is covered by a set of transmitters broadcasting
the same data over the same frequencies. A passband model would be more
adequate but since we are interested in the estimation of capacity, the above
baseband model would suce.
Maximizing the mutual information between input x and output y and con-
sidering the fact that circular symmetric gaussian random variables are entropy
maximizers, the capacity of the multi-antenna channel for a particular realiza-
tion H of the wireless channel is given by the following formula:
CH = logdet(Ir + (P=t)HHy) = logdet(It + (P=t)HyH) (1)
Since the above applies for a particular realization of H and H is random,
the problem then becomes to calculate analytically the expected value of the
above expression for dierent probability distributions of H.
C = EH[logdet(Ir + (P=t)HHy) ] = EH[logdet(It + (P=t)HyH) ] (2)
After dening W;n;m,
W =

HHy if r < t;
HyH if r  t;
n = maxfr;tg; m = minfr;tg:
Capacity estimation then becomes the analytical evaluation of the following
expression for various probability distribution functions of W:
C = E[ logdet(Im + (P=t)W) ]
In the following sections, we will try to analytically estimate 1.1 for dierent
channel models. Note that W is a symmetric positive-semidenite matrix and
for W = QQy, then
det(Im + (P=t)W) = det(Im + (P=t)QQy) = (3)
det(Im + (P=t)) =
m Y
i=1
(1 + (P=t)i) (4)
where fig are the eigenvalues of W and in the above derivation we used the
identity det(I + AB) = det(I + BA).
2 Rayleigh Channel
When fhijg are i.i.d. complex Gaussian random variables (real and imaginary
parts are Gaussian i.i.d.), then fj hij jg are distributed according to a Rayleigh
2distribution, fj hij j2g according to an exponential distribution and f< hijg
according to a uniform distribution in [0;2 ]. For i.i.d. fhijg, there is no
\dominating eigenvalue", therefore we can write the following:
E[
m X
i=1
log(1 + (P=t) i) ] =
m X
i=1
E[log(1 + (P=t) i) ] = (5)
mE[log(1 + (P=t) 1) ]
Telatar in [3], numerically evaluates equation 6 using the closed form expres-
sion for the p.d.f. of the eigenvalues of a Wishart matrix from [1]
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and applying Gram-Schmidt orthogonalization in the corresponding Vander-
monde matrix (since j det(V andermonde) j = j
Q
i<j(i   j) j). From 1.1
capacity is equal to:
Z 1
0
log(1 + (P=t) )
m 1 X
k=0
k!
(k + n   m)!
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where L
n m
k (x) is the k-order Laguerre polynomial:
L
n m
k (x) =
1
k!
exxm n dk
dxk(e xxn m+k) (7)
This result could be directly derived considering that Laguerre polynomials
are associated with complex Wishart matrices with weight functions xe x.
Specically, according to the Cauchy-Binet theorem it can be shown that the
marginal density of an eigenvalue for a complex m  m Wishart matrix W =
HHy, where H is m  n complex gaussian (m  n), the marginal density of an
eigenvalue is
p(1) =
1
m
m X
k=0
2
k(1) =
1
m
m 1 X
k=0
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(k + n   m)!
[ L
n m
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where,
(1) = Pk(1)
p
(w(1))
and for the complex Wishart case
w(x) = xn me x;Pk(x) = L
n m
k (from (7))
Therefore, from equation (6) we have:
Z 1
0
m log(1 + (P=t) 1) p(1) d1  equation(6) (8)
3Figure 1: In the simulcast case, there might be a transmitter closer to the
receiver antennas and therefore, the channel coecient are not identically dis-
tributed.
2.1 The simulcast case
Notice that for r = t = m = n = 1 then equation (6) is simplied down to
Z 1
0
log(1 + (P=t) ) e d
which is correct since in that case j h11 j2 is exponentially distributed. When
fhijg are i.i.d. complex gaussians with zero mean and 1=2 variance per dimen-
sion, then j h11 j2 is exponential with parameter 1 and the above expression
provides for the capacity. But what happens when the elements of the channel
matrix are gaussian and independent but not identically distributed?
In simulcast broadcast radio, there might be one antenna closer to the re-
ceiver than the other transmitting antennas. In that case, what is the analytical
expression for the capacity?
3 Non-Rayleigh Channels
3.1 Log-normal Channels (Shadowing)
What happens to the capacity estimation when the channel elements j h11 j2
are distributed according to a lognormal distribution (instead of exponential)?
This is the case better suited for indoor wireless channels where \shadowing" is
more likely than fading.
3.2 Ricean Channels (The correlated case)
What happens when fhijg are correlated? This is the case when there is at
least one dominating path between transmitter and receiver and consequently
the Rayleigh fading model could not suce.
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Figure 2: Capacity for the simulcast case above. The channel coecients are
independent but not identically distributed.
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