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On the Discontinuous Galerkin Finite Element Method
for Reaction–Diffusion Problems:
Error Estimates in Energy and Balanced Norms
Helena Zarin1, Hans–Go¨rg Roos2
Abstract
A nonsymmetric discontinuous Galerkin FEM with interior penalties has
been applied to one–dimensional singularly perturbed reaction–diffusion prob-
lems. Using higher order splines on Shishkin–type layer–adapted meshes and
certain graded meshes, robust convergence has been proved in the corresponding
energy norm and in a balanced norm. Numerical experiments support theoretical
findings.
Keywords: singularly perturbed differential equation, discontinuous Galerkin
finite element method, layer–adapted mesh, balanced norm
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1 Introduction
Singularly perturbed problems have been extensively studied over the last few decades.
In a vast literature, different numerical methods for constructing robust numerical
approximations have been presented; see e.g. the books [9, 12, 14, 19], survey papers
[16, 21], and references therein. In the context of finite element methods, error bounds
have been usually derived in energy norms associated to corresponding bilinear forms.
However, in several recent papers [4, 7, 13, 18], the weakness of the energy norm to
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recognize characteristics of the layers has been addressed. Thus, a stronger balanced
norm has been introduced, in which both regular and layer solution components are
uniformly bounded.
Here we are interested in numerical solving of a reaction–diffusion problem using a
nonsymmetric version of the discontinuous Galerkin finite element method with interior
penalties (NIPG method, [6, 20]). The purpose of the paper is twofold. First, we
prove a parameter–uniform convergence in an energy norm extending the analysis from
[20] to higher order splines on a class of Shishkin–type meshes and graded meshes of
Duran–Lombardi type. Second and more important, we also prove error estimates in
a balanced norm. For reaction–diffusion problems, so far those error estimates exist
only for the Galerkin finite element method [18], certain mixed methods [7], and an hp
finite element method on a spectral boundary layer mesh [13].
In order to clearly present basic ideas, here we focus on a one–dimensional reaction–
diffusion problem, while at the end of the paper we address the questions of genera-
lizations to systems of reaction–diffusion equations and the two–dimensional case. Our
model problem is the following singularly perturbed differential equation

−ε2u′′(x) + c(x)u(x) = f(x), x ∈ Ω = (0, 1),
u(0) = u(1) = 0,
(1)
where 0 < ε≪ 1 is a perturbation parameter, c, f are smooth functions such that
c(x) ≥ γ˜2 > 0 for all x ∈ Ω := [0, 1], (2)
with some constant γ˜. The behaviour of the solution u to (1)–(2) and its derivatives
is already known, [9]: the solution has two boundary layers and there exists a solution
decomposition u = S + E, where
|S(k)(x)| ≤ C, |E(k)(x)| ≤ Cε−k
(
e−xγ/ε + e−(1−x)γ/ε
)
, (3)
for all x ∈ Ω, γ ∈ (0, γ˜), and k = 0, 1, . . . , q (the order q depends on the smoothness of
the data). Beside in error analysis, this a priori information on the solution influences
the construction of a discretization mesh that should adequately resolve the layers.
The paper is organized as follows. In the next section we describe the NIPG method
as well as layer–adapted meshes of Shishkin–type (S–type) and recursively defined
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graded meshes. In Section 3 we present the analysis of the method in both energy and
balanced norms, separately estimating interpolation and discretization errors. Section 4
contains the results of numerical experiments in order to illustrate theoretical bounds.
In the last section we comment on more general problems and analysis extensions.
Notation. With C we denote a generic positive constant independent of the per-
turbation parameter ε and the number of degrees of freedom N . For a set D ⊆ Ω, D
denotes its closure, and Pk(D) is the set of polynomials defined on D, of the highest
degree k ≥ 1. Moreover, on D we use the standard notation for Banach spaces Lq(D),
Sobolev spaces Hq(D), norms ‖ · ‖Lq(D), ‖ · ‖Hq(D) and seminorm | · |Hq(D). The scalar
product in L2(D) is denoted with (·, ·)D; we write (·, ·) when D = Ω.
2 Problem discretization
2.1 The NIPG method
Let N ≥ 4 be an even integer, and {x0, x1, . . . , xN} a general mesh on Ω that defines
elements Ii = (xi−1, xi) such that Ω =
⋃N
i=1 Ii. We take x0 = 0, xN = 1. Our
broken Sobolev space will be V =
{
v ∈ L2(Ω) : v|Ii ∈ H
1(Ii), i = 1, 2, . . . , N
}
. For
a function v ∈ V , a jump [v]i and an average 〈v〉i at the mesh node xi are defined
with [v]i = v(xi + 0)− v(xi − 0), 〈v〉i = (v(xi + 0) + v(xi − 0)) /2, i = 1, 2, . . . , N − 1,
[v]0 = 〈v〉0 = v(x0 + 0), [v]N = −〈v〉N = −v(xN − 0).
Now, the weak formulation related to the NIPG method for the problem (1)–(2) is:
find u ∈ V such that
a(u, v) = l(v), for all v ∈ V, (4)
where for functions w, v ∈ V ,
a(w, v) = aG(w, v) +
N∑
i=0
(
ε2〈w′〉i[v]i − ε
2[w]i〈v
′〉i + σi[w]i[v]i
)
, (5)
aG(w, v) =
N∑
i=1
∫
Ii
(
ε2w′(x)v′(x) + c(x)w(x)v(x)
)
dx,
l(v) =
N∑
i=1
∫
Ii
f(x)v(x)dx,
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with penalty parameters σi > 0 as constants for controlling the jumps of a discrete
solution.
If the finite element space V N ⊂ V consists of kth degree piecewise polynomials
defined on our general mesh, i.e. V N =
{
v ∈ L2(Ω) : v|Ii ∈ Pk(Ii), i = 1, 2, . . . , N
}
,
then the discrete problem reads: find uN ∈ V N such that
a(uN , vN) = l(vN), for all vN ∈ V N . (6)
Both (4) and (6) admit a unique solution due to the assumption (2), and the bilinear
form (5) defines an energy norm ‖w‖2dG := a(w,w).
If u∗ ∈ V N represents some interpolant (respectively projection) of the solution u,
the analysis of ‖u − uN‖dG will emanate from the triangle inequality applied to the
error decomposition
u− uN = η + χ, η := u− u∗, χ := u∗ − uN . (7)
In the sequel we will use as well the standard (globally continuous) Lagrange interpolant
uI as the (discontinuous) piecewise L2−projection upi.
2.2 Layer–adapted meshes
We consider as well Shishkin–type meshes, [9, 17, 19], as graded meshes due to Duran
and Lombardi, [3]. Remark that it would also be possible to handle modified S–type
meshes in the sense of [5], which include exponentially graded meshes from [2].
2.2.1 S–type meshes
For the given integer N ≥ 4 divisible by 4, let λ = (k + 1)ε/γ lnN < 1/4, be a mesh
transition parameter of Shishkin type and let us assume ε ≤ CN−1. Notice that the
layer component E of the solution in (3) has the property
max
{
|E(k)(λ)|, |E(k)(1− λ)|
}
≤ Cε−kN−(k+1).
In order to adequately resolve the layers of the solution of (1), we construct the
mesh such that it is equidistant on Ωc with the mesh step size 2(1 − 2λ)N
−1 and
4
Table 1: Mesh characterising functions ψ = e−φ
S–mesh pS–mesh BS–mesh mBS–mesh
ψ1(t) N
−4t N−(4t)
m
1− 4(1−N−1)t e−2t/(q−2t)
ψ2(t) N
−4(1−t) N−(4(1−t))
m
1− 4(1−N−1)(1− t) e−2(1−t)/(q−2+2t)
max |ψ′| C lnN C(lnN)1/m C C
max |φ′| C lnN Cm lnN CN C ln2N
gradually divided on Ωf , where
Ωc = (λ, 1− λ), Ωf = (0, λ) ∪ (1− λ, 1).
We choose transition points as xN/4 = λ, x3N/4 = 1−λ. Following [9], the layer–adapted
mesh on Ωf is defined using two mesh generating functions φ1,2 that are continuous,
piecewise continuously differentiable, φ1 (φ2) is monotonically increasing (decreasing),
φ1(0) = φ2(1) = 0, φ1(1/4) = φ2(3/4) = lnN . Finally, the mesh points are
xi =


(k + 1) ε
γ
φ1(iN
−1), i = 0, 1, . . . , N/4,
λ+ 2(1− 2λ)(iN−1 − 1
4
), i = N/4 + 1, . . . , 3N/4,
1− (k + 1) ε
γ
φ2(iN
−1), i = 3N/4 + 1, . . . , N.
(8)
In the sequel we assume the mesh generating functions satisfy
N−1max |φ′| ≤ C, min
k
(
φ
( k
N
)
− φ
(k − 1
N
))
≥ CN−1, (9)
and define mesh characterizing functions ψ = e−φ omitting indices for the mere of
simplicity. In Table 1 we present examples of ψ for different layer–adapted meshes from
[9, 17]: Shishkin mesh (S–), polynomial Shishkin mesh with m > 1 (pS–), Bakhvalov–
Shishkin mesh (BS–), and modified Bakhvalov–Shishkin mesh with q = 1/2+1/(2 lnN)
(mBS–mesh).
Following the technique from [17], the mesh step sizes hi = xi − xi−1 satisfy
C(k + 1)εN−1 ≤ hi ≤ C(k + 1)εN
−1max |φ′|, on Ωf ,
N−1 ≤ hi ≤ 2N
−1, on Ωc.
(10)
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2.2.2 Graded meshes
Recursively generated meshes appear relatively often in the literature. In 1D, recur-
sively generated meshes for a problem with a boundary layer characterized by the
parameter ε and a layer width of order ε, have the form
x0 = 0,
x1 = εH,
xi = xi−1 + g(ε,H, xi−1), i = 2, . . . ,M,
with some parameter H ∈ (0, 1).
Following a proposal of Duran and Lombardi [3], we take the simplest mesh of that
type
xi =


iHε, if 0 ≤ i < [ 1
H
] + 1,
(1 +H)xi−1, if [
1
H
] + 1 ≤ i ≤M − 1,
1/2, if i = M,
(11)
where M is such that
xM−1 < 1/2 and (1 +H)xM−1 ≥ 1/2. (12)
In [1/2, 1] we use the same (reflected) mesh, i.e. xM+i = 1− xM−i, i = 1, . . . ,M . The
total number of mesh subintervals is N = 2M . In case the last interval (xM−1, 1/2) is
too small compared to (xM−2, xM−1), we simply omit the mesh points xM−1, xM+1, cf.
[3].
Let ℓ = [ 1
H
]. The mesh step sizes hi = xi − xi−1, i = 1, 2, . . . , N , satisfy
hM+i = hM−i+1, 1 ≤ i ≤M,
hi = Hε, 1 ≤ i ≤ ℓ and N − ℓ+ 1 ≤ i ≤ N,
hi ≤ Hxi−1 ≤ Hx, ℓ+ 1 ≤ i ≤M, x ∈ I i,
hi ≤ H(1− xi) ≤ H(1− x), M + 1 ≤ i ≤ N − ℓ, x ∈ I i.
These properties can be easily derived; e.g. the last inequality for indices i = M + j,
1 ≤ j ≤M − ℓ, follows from
hi = hM−j+1 ≤ HxM−j = H(1− xM+j) = H(1− xi) ≤ H(1− x), x ∈ I i.
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Moreover, the mesh step sizes can be estimated with CHε ≤ hi ≤ H , i = 1, 2, . . . , N .
Remark 1 On recursively generated meshes, the number of degrees of freedom N is
not known in advance. On the Duran–Lombardi mesh it is determined from (12), and
together with the perturbation parameter ε and the mesh parameter H, satisfies
H ≤ C
ln(1/ε)
N
.
3 Error analysis
3.1 The interpolation error
Similarly to [17], we can prove the following assertion on different norms of the inter-
polation error, considering some of them elementwise. If the norm has to be considered
elementwise, we characterize it by some index d.
Lemma 1 For the projection error η = u − u∗ between the solution u of the problem
(1)–(2) and its interpolant u∗ ∈ V N , on the Shishkin–type mesh (8) it holds
‖η‖L∞(Ωc) ≤ CN
−(k+1), ‖η‖L∞(Ωf ) ≤ C
(
N−1max |ψ′|
)k+1
,
ε‖η′‖L∞
d
(Ωc) ≤ CN
−k, ε‖η′‖L∞
d
(Ωf ) ≤ C
(
N−1max |ψ′|
)k
,
‖η‖L2(Ωc) ≤ CN
−(k+1), ‖η‖L2(Ωf ) ≤ Cε
1/2
(
N−1max |ψ′|
)k+1
,
ε1/2|η|H1
d
(Ωc) ≤ CN
−k, ε1/2|η|H1
d
(Ωf ) ≤ C
(
N−1max |ψ′|
)k
.
Let us choose interior penalty parameters σi, i = 0, 1, . . . , N , as
σi =


ε, if xi ∈ {x0, xN},
εN, if xi ∈ Ωc,
εN (max |ψ′|)−1 , if xi ∈ Ω
∗
f := Ωf \ {x0, xN}.
(13)
From the previous Lemma it follows
‖η‖dG ≤ CN
−(k+1) + Cε1/2N−kmax |ψ′|k+1/2. (14)
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Remark 2 For a globally continuous Lagrange interpolant uI ∈ V N that satisfies
uI(xi ± 0) = u(xi ± 0), we easily get
‖η‖dG ≤ CN
−(k+1) + Cε1/2
(
N−1max |ψ′|
)k
,
without making any specific choice for the penalization parameters.
Next we consider the projection error on the graded mesh (11) that can be bounded
similarly to [1, 3].
Lemma 2 For the projection error η = u − u∗ between the solution u of the problem
(1)–(2) and its interpolant u∗ ∈ V N , on the Duran–Lombardi mesh (11) it holds
max
{
‖η‖L∞(Ω), ‖η‖L2(Ω)
}
≤ CHk+1,
max
{
ε‖η′‖L∞
d
(Ω), ε
1/2|η|H1
d
(Ω)
}
≤ CHk.
Choosing the penalty parameters as
σi =

ε, if xi ∈ {x0, xN},εH−1, if xi ∈ Ω, (15)
we get in the dG–norm
‖η‖dG ≤ CH
k+1 + Cε1/2N1/2Hk+1/2 ≤ CHk+1 + C (ε ln(1/ε))1/2Hk. (16)
Here we have used the relation between ε, H and N from Remark 1, cf. [3].
3.2 The discretization error
Next we estimate χ := u∗ − uN . The Galerkin orthogonality property of the bilinear
form (5) leads to ‖χ‖2dG = −a(η, χ). In the sequel we estimate each of the terms
participating in |a(η, χ)|, cf. (5).
We start with Shishkin–type meshes. Similarly to [20], the Cauchy–Schwarz in-
equality and Lemma 1 imply
|aG(η, χ)| ≤ C
(
ε1/2
(
N−1max |ψ′|
)k
+N−(k+1)
)
‖χ‖dG. (17)
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When the interior penalty parameters are chosen as in (13), then Lemma 1 yields
∣∣∣∣∣ε2
N∑
i=0
〈η′〉i[χ]i
∣∣∣∣∣ ≤
(
N∑
i=0
ε4σ−1i 〈η
′〉2i
)1/2
‖χ‖dG ≤ Cε
1/2N−kmax |ψ′|k+1/2‖χ‖dG. (18)
From the properties of hi from (10) and interpolation error estimates we get
N∑
i=1
ε2
hi
[η]2i ≤ C
∑
xi∈Ωc
ε2
hi
N−2(k+1) + C
∑
xi∈Ω∗f∪{x2N}
ε2
hi
(
N−1max |ψ′|
)2(k+1)
≤ CεN−2kmax |ψ′|2(k+1).
Now, using inverse inequalities for the function χ ∈ V N , we derive
∣∣∣∣∣ε2
N∑
i=0
[η]i〈χ
′〉i
∣∣∣∣∣ ≤ C


(
N∑
i=1
ε2
hi
[η]2i
)1/2
+
(
N−1∑
i=0
ε2
hi+1
[η]2i
)1/2 ‖χ‖dG
≤ Cε1/2N−kmax |ψ′|k+1‖χ‖dG. (19)
Finally,
∣∣∣∣∣
N∑
i=0
σi[η]i[χ]i
∣∣∣∣∣ ≤
(
N∑
i=0
σi[η]
2
i
)1/2
‖χ‖dG ≤ Cε
1/2N−kmax |ψ′|k+1/2‖χ‖dG. (20)
Collecting (17)–(20) into |a(η, χ)|, we obtain the estimate for the discretization error
‖χ‖dG ≤ CN
−(k+1) + Cε1/2N−kmax |ψ′|k+1. (21)
Remark 3 When the interpolant is continuous, i.e., [η]i = 0, i = 0, 1, . . . , N , previous
analysis simplifies to a great extent. While (17) remains, taking e.g. σi = N , i =
0, 1, . . . , N , (18) can be estimated with Cε (N−1max |ψ′|)
k
‖χ‖dG, implying
‖χ‖dG ≤ CN
−(k+1) + Cε1/2
(
N−1max |ψ′|
)k
.
The main result on the ε−uniform convergence of the NIPG method (6) in the
energy norm on the discretization mesh (8) immediately follows from (7), (14) and
(21).
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Theorem 1 Let u be the solution of the problem (1)–(2) and uN ∈ V N its numerical
approximation that solves the discrete problem (6) on the layer–adapted mesh (8). If
the penalty parameters are chosen as in (13), then
‖u− uN‖dG ≤ CN
−(k+1) + Cε1/2N−kmax |ψ′|k+1.
As previously mentioned, the energy norm appears to be inadequate for detecting
layer effects. For example, in our case one of the layer functions e−xγ/ε from (3) has
the property |e−xγ/ε|H1(Ω) ≤ Cε
−1/2. If in the energy norm we replace ε| · |H1
d
(Ω) with
ε1/2| · |H1
d
(Ω), we obtain the so–called balanced norm ‖ · ‖dG,b.
Considering (17)–(20), we observe that the term N−(k+1) without the factor ε1/2
arises from the estimate of (cη, χ) in the Galerkin part. But if we choose u∗ to be the
(generalized) L2−projection, defined by
(cupi, ξ) = (cu, ξ), for all ξ ∈ V N ,
that term disappears and we have
ε|χ|H1
d
(Ω) ≤ ‖χ‖dG ≤ Cε
1/2N−kmax |ψ′|k+1.
Consequently, we immediately get an error estimate in the balanced norm.
Corollary 1 Let u be the solution of the problem (1)–(2) and uN ∈ V N its numerical
approximation that solves the discrete problem (6) on the layer–adapted mesh (8). If
the penalty parameters are chosen as in (13), then
‖u− uN‖dG,b ≤ CN
−kmax |ψ′|k+1.
Next we consider the error estimation on a graded mesh. Here we expect a weaker
result (a weak dependence on ε in the final error estimate). But the graded mesh of
Duran–Lombardi has its advantages: it is not necessary to define some transition point
of the mesh; moreover, the mesh is robust in the sense that a mesh generated for a
certain value of ε can also be used for larger values of ε.
We proceed in the same way as on a Shishkin–type mesh. First the Galerkin part
yields
|aG(η, χ)| ≤ C
(
ε1/2Hk +Hk+1
)
‖χ‖dG.
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For the terms corresponding to (18)–(20) we get bounds of the structureO(ε1/2N1/2Hk+1/2).
Following (16), consequently we obtain
Theorem 2 Let u be the solution of the problem (1)–(2) and uN ∈ V N its numerical
approximation that solves the discrete problem (6) on the Duran–Lombardi mesh (11).
If the penalty parameters are chosen as in (15), then
‖u− uN‖dG ≤ CH
k+1 + C (ε ln(1/ε))1/2Hk.
The previous result can be restated in terms of the mesh node numbers N . Thus,
employing Remark 1 the previous inequality reads
‖u− uN‖dG ≤ CH
k ≤ CN−k (ln(1/ε))k . (22)
Clearly, the logarithmic dependence of the mesh parameter H deteriorates the order
of convergence as the polynomial degree increases.
Analogously as above we can also estimate the error in a balanced norm choosing
the L2−projection as interpolant.
Corollary 2 Let u be the solution of the problem (1)–(2) and uN ∈ V N its numerical
approximation that solves the discrete problem on the Duran–Lombardi mesh (11). If
the penalty parameters are chosen as in (15), then
‖u− uN‖dG,b ≤ CH
k (ln(1/ε))1/2 ≤ CN−k (ln(1/ε))k+1/2 .
4 Numerical results
In this section we present the results of numerical experiments for the NIPG method
(6) applied to layer–adapted meshes from Subsection 2.2. The test problem is

−ε2u′′(x) + (3− x2)u(x) = f(x), x ∈ (0, 1),
u(0) = u(1) = 0,
(23)
with the function f such that (23) has the exact solution
u(x) =
e−x/ε + e−(1−x)/ε
1 + e−1/ε
− 1 + x2(1− x)2.
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In all our experiments we take the perturbation parameter ε = 2−20. This choice
is sufficiently small to bring out the singularly perturbed nature of (23). Moreover, all
integrals are approximated with the 5−point Gauss–Legendre quadrature.
Let us first consider the meshes of Shishkin–type (8), with the mesh characterizing
functions from Table 1. For different values of N and polynomial degrees k = 1, 2, 3,
in Table 2 and Table 3 we present the errors in the energy norm eN := ‖u − uN‖dG
and in the balanced norm eNb := ‖u − u
N‖dG,b, together with the rates of convergence
estimated with the standard formulae
pN =
ln(eN/e2N)
ln 2
, pNb =
ln(eNb /e
2N
b )
ln 2
. (24)
Except for the polynomial Shishkin mesh with m > 1, all other meshes satisfy the
assumption (9) that allows to bound the mesh width in the layer regions from below.
Nevertheless, the numerical results confirm the order of convergence as proved in The-
orem 1 and Corollary 1. Comparison of the errors eN and eNb on selected meshes is
depicted on Figures 1–3.
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Table 2: Energy norm error and rate of convergence, ε = 2−20, k = 1, 2, 3, for Shishkin
(S–), polynomial Shishkin (pS–), Bakhvalov–Shishkin (BS–) and modified Bakhvalov–
Shishkin (mBS–) mesh.
N S–mesh pS–mesh (m = 3) BS–mesh mBS–mesh
k = 1 ‖u− uN‖dG p
N ‖u− uN‖dG p
N ‖u− uN‖dG p
N ‖u− uN‖dG p
N
24 1.369(−3) 0.970 8.984(−4) 1.660 9.072(−4) 1.670 8.850(−4) 1.707
25 6.991(−4) 0.859 2.843(−4) 1.327 2.850(−4) 1.372 2.710(−4) 1.400
26 3.855(−4) 0.832 1.133(−4) 1.065 1.101(−4) 1.131 1.026(−4) 1.126
27 2.165(−4) 0.829 5.415(−5) 0.972 5.027(−5) 1.034 4.702(−5) 1.015
28 1.219(−4) 0.838 2.761(−5) 0.952 2.454(−5) 1.007 2.327(−5) 0.987
29 6.818(−5) 0.851 1.427(−5) 0.951 1.221(−5) 1.001 1.174(−5) 0.983
210 3.781(−5) − 7.382(−6) − 6.099(−6) − 5.941(−6) −
k = 2 ‖u− uN‖dG p
N ‖u− uN‖dG p
N ‖u− uN‖dG p
N ‖u− uN‖dG p
N
24 5.940(−4) 1.014 1.489(−4) 1.899 1.493(−4) 2.020 1.237(−4) 2.075
25 2.942(−4) 1.251 3.994(−5) 1.871 3.680(−5) 1.968 2.937(−5) 1.942
26 1.236(−4) 1.438 1.092(−5) 1.864 9.407(−6) 1.972 7.647(−6) 1.926
27 4.562(−5) 1.557 3.000(−6) 1.875 2.398(−6) 1.983 2.012(−6) 1.938
28 1.550(−5) 1.630 8.179(−7) 1.888 6.065(−7) 1.991 5.252(−7) 1.950
29 5.008(−6) 1.679 2.210(−7) 1.899 1.526(−7) 1.995 1.359(−7) 1.960
210 1.564(−6) − 5.927(−8) − 3.827(−8) − 3.494(−8) −
k = 3 ‖u− uN‖dG p
N ‖u− uN‖dG p
N ‖u− uN‖dG p
N ‖u− uN‖dG p
N
24 3.331(−4) 1.330 4.069(−5) 2.546 4.294(−5) 2.781 2.874(−5) 2.800
25 1.325(−4) 1.734 6.967(−6) 2.756 6.246(−6) 2.913 4.125(−6) 2.848
26 3.982(−5) 2.085 1.031(−6) 2.786 8.294(−7) 2.962 5.729(−7) 2.882
27 9.387(−6) 2.322 1.495(−7) 2.810 1.065(−7) 2.982 7.771(−8) 2.907
28 1.877(−6) 2.457 2.132(−8) 2.831 1.347(−8) 2.989 1.036(−8) 2.924
29 3.419(−7) 2.534 2.996(−9) 2.848 1.697(−9) 2.937 1.365(−9) 2.867
210 5.905(−8) − 4.160(−10) − 2.216(−10) − 1.871(−10) −
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Table 3: Balanced norm error and rate of convergence, ε = 2−20, k = 1, 2, 3, for
Shishkin (S–), polynomial Shishkin (pS–), Bakhvalov–Shishkin (BS–) and modified
Bakhvalov–Shishkin (mBS–) mesh.
N S–mesh pS–mesh (m = 3) BS–mesh mBS–mesh
k = 1 ‖u− uN‖dG,b p
N
b ‖u− u
N‖dG,b p
N
b ‖u− u
N‖dG,b p
N
b ‖u− u
N‖dG,b p
N
b
24 6.967(−1) 0.400 3.483(−1) 0.871 3.680(−1) 0.931 3.290(−1) 0.926
25 5.279(−1) 0.592 1.905(−1) 0.904 1.931(−1) 0.973 1.732(−1) 0.948
26 3.502(−1) 0.721 1.018(−1) 0.924 9.834(−2) 0.988 8.980(−2) 0.960
27 2.125(−1) 0.788 5.364(−2) 0.935 4.959(−2) 0.994 4.616(−2) 0.969
28 1.230(−1) 0.824 2.805(−2) 0.943 2.489(−2) 0.997 2.358(−2) 0.975
29 6.950(−2) 0.846 1.459(−2) 0.949 1.247(−2) 0.999 1.199(−2) 0.980
210 3.866(−2) − 7.556(−3) − 6.242(−3) − 6.080(−3) −
k = 2 ‖u− uN‖dG,b p
N
b ‖u− u
N‖dG,b p
N
b ‖u− u
N‖dG,b p
N
b ‖u− u
N‖dG,b p
N
b
24 4.168(−1) 0.764 1.132(−1) 1.683 1.209(−1) 1.811 9.447(−2) 1.817
25 2.454(−1) 1.106 3.526(−2) 1.793 3.444(−2) 1.927 2.681(−2) 1.883
26 1.140(−1) 1.376 1.018(−2) 1.842 9.055(−3) 1.970 7.269(−3) 1.917
27 4.391(−2) 1.543 2.840(−3) 1.869 2.311(−3) 1.987 1.925(−3) 1.937
28 1.506(−2) 1.635 7.775(−4) 1.886 5.829(−4) 1.994 5.025(−4) 1.951
29 4.850(−3) 1.688 2.104(−4) 1.898 1.463(−4) 1.997 1.300(−4) 1.960
210 1.505(−3) − 5.643(−5) − 3.666(−5) − 3.342(−5) −
k = 3 ‖u− uN‖dG,b p
N
b ‖u− u
N‖dG,b p
N
b ‖u− u
N‖dG,b p
N
b ‖u− u
N‖dG,b p
N
b
24 2.499(−1) 1.124 3.728(−2) 2.478 4.047(−2) 2.699 2.753(−2) 2.734
25 1.146(−1) 1.608 6.693(−3) 2.695 6.231(−3) 2.886 4.137(−3) 2.827
26 3.761(−2) 2.019 1.033(−3) 2.764 8.431(−4) 2.954 5.832(−4) 2.876
27 9.276(−3) 2.291 1.521(−4) 2.803 1.088(−4) 2.980 7.944(−5) 2.906
28 1.895(−3) 2.444 2.179(−5) 2.829 1.379(−5) 2.988 1.060(−5) 2.923
29 3.484(−4) 2.529 3.066(−6) 2.848 1.737(−6) 2.937 1.398(−6) 2.868
210 6.037(−5) − 4.260(−7) − 2.268(−7) − 1.915(−7) −
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Figure 1: Errors eN and eNb on meshes from Table 1, ε = 2
−20, k = 1.
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Figure 2: Errors eN and eNb on meshes from Table 1, ε = 2
−20, k = 2.
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Figure 3: Errors eN and eNb on meshes from Table 1, ε = 2
−20, k = 3.
In order to show the robustness of the NIPG method on Shishkin–type meshes, we
fix the number of degrees of freedom and the polynomial degree, and measure errors
for various values of the perturbation parameter. Table 4 shows the results only for
Shishkin and Bakhvalov–Shishkin mesh with N = 210 and k = 2, with similar behavior
on other S–type meshes. We observe the energy norm error ‖u−uN‖dG decreases when
ε→ 0, unlike the error in the balanced norm ‖u− uN‖dG,b that remains constant.
The results on the Duran–Lombardi mesh (11) are presented in Table 5. Here we
choose ε = 2−20, k = 1, 2, 3, and H = 2−1, . . . , 2−6. The number of mesh subintervals
is denoted with NDL. The rate of convergence in this case is estimated with r
H and rHb
that are evaluated similarly to (24), now taking the errors with the mesh parameters H
and H/2. Figure 4 illustrates the influence of the logarithmic factor in error estimates
on graded meshes. The results refer to balanced norm errors with k = 2, NDL = 1024
and ε = 2−9, . . . , 2−23, where we notice similar slopes of the curves for ‖u − uN‖dG,b
and N−k ln(1/ε)k+1/2, cf. Corollary 2.
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Table 4: Errors ‖u − uN‖dG and ‖u − u
N‖dG,b, N = 2
10, k = 2, for Shishkin (S–) and
Bakhvalov–Shishkin (BS–) mesh.
S–mesh BS–mesh
ε ‖u− uN‖dG ‖u− u
N‖dG,b ‖u− u
N‖dG ‖u− u
N‖dG,b
2−10 5.048(−5) 1.520(−3) 2.263(−6) 7.077(−5)
2−11 3.549(−5) 1.511(−3) 1.101(−6) 4.773(−5)
2−12 2.505(−5) 1.507(−3) 6.594(−7) 3.983(−5)
2−13 1.770(−5) 1.506(−3) 4.422(−7) 3.754(−5)
2−14 1.251(−5) 1.506(−3) 3.080(−7) 3.691(−5)
2−15 8.846(−6) 1.505(−3) 2.169(−7) 3.674(−5)
2−16 6.254(−6) 1.505(−3) 1.532(−7) 3.669(−5)
2−17 4.422(−6) 1.505(−3) 1.083(−7) 3.667(−5)
2−18 3.127(−6) 1.505(−3) 7.654(−8) 3.666(−5)
2−19 2.211(−6) 1.505(−3) 5.412(−8) 3.666(−5)
2−20 1.564(−6) 1.505(−3) 3.827(−8) 3.666(−5)
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Table 5: Errors ‖u − uN‖dG and ‖u − u
N‖dG,b, and rates of convergence, ε = 2
−20,
k = 1, 2, 3, for the Duran–Lombardi mesh.
H NDL DL–mesh
k = 1 ‖u− uN‖dG r
H ‖u− uN‖dG,b r
H
b
2−1 70 4.933(−4) 0.711 1.505(−1) 0.969
2−2 128 3.014(−4) 1.887 7.688(−2) 0.981
2−3 240 8.146(−5) 1.502 3.895(−2) 0.989
2−4 468 2.876(−5) 1.359 1.962(−2) 0.994
2−5 920 1.121(−5) 1.156 9.852(−3) 0.997
2−6 1828 5.032(−6) − 4.937(−3) −
k = 2 ‖u− uN‖dG r
H ‖u− uN‖dG,b r
H
b
2−1 70 3.352(−5) 2.191 1.392(−2) 1.815
2−2 128 7.340(−6) 2.243 3.956(−3) 1.905
2−3 240 1.550(−6) 2.085 1.056(−3) 1.953
2−4 468 3.653(−7) 2.016 2.728(−4) 1.976
2−5 920 9.030(−8) 1.996 6.932(−5) 1.988
2−6 1828 2.263(−8) − 1.748(−5) −
k = 3 ‖u− uN‖dG r
H ‖u− uN‖dG,b r
H
b
2−1 70 1.689(−6) 2.107 7.900(−4) 2.652
2−2 128 3.920(−7) 3.767 1.257(−4) 2.792
2−3 240 2.879(−8) 3.183 1.815(−5) 2.885
2−4 468 3.171(−9) 3.183 2.456(−6) 2.918
2−5 920 3.491(−10) 2.612 3.250(−7) 2.495
2−6 1828 5.710(−11) − 5.764(−8) −
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Figure 4: Curve slopes for the balanced norm error ‖u − uN‖dG,b on DL–mesh and
N−k ln(1/ε)k+1/2, for N = NDL = 1024, k = 2 and ε = 2
−j.
5 Remarks to systems of reaction–diffusion
equations and the two–dimensional case
A system of s reaction–diffusion problems can be written in the form

−ε2u′′ +Au = f , in (0, 1),
u(0) = u(1) = 0,
(25)
where the coupling matrix A : [0, 1] → Rs,s is matrix–valued function and u, f :
[0, 1]→ Rs are vector–valued. The Galerkin finite element method for the discretization
of (25) with s = 2 was first considered in [11], while a more general theory was devised
in [10].
In a balanced norm, so far there exists only a result of Lin and Stynes [8]. Following
the basic idea from [7], but using C1−elements instead of mixed finite elements, they
introduce the bilinear form
ε2(w′, v′) + (Aw, v) + ε3(w′′, v′′) + ε((Aw)′, v′)
19
and analyse the finite element method for quadratic C1−elements. The analysis for
the Galerkin method with C0−elements is open [15].
For the discontinuous Galerkin method, however, our results can be extended to the
system of reaction–diffusion equations (25), as well as to the two–dimensional reaction–
diffusion problem, [20]. It is more or less a technical question to generalize the results
from [20] to more general meshes, including error estimates in a balanced norm.
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