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1 Einleitung
Krebs ist die zweithäufigste Todesursache weltweit und zählt damit zu den größten Pla-
gen der Menschheit [2]. Jährlich sterben Menschen an den Folgen bösartiger Tumore und
stellen Ärzte vor scheinbar unlösbare Aufgaben. Allein im Jahr 2012 gab es 14,1 Millionen
neuerkrankte Krebspatienten weltweit, sowie 8,2 Millionen Krebstote, und diese Zahlen
steigen jährlich an. Hochrechnungen gehen für das Jahr 2030 sogar von 21,6 Millionen
Neuerkrankungen und 13 Millionen Todesfällen aus. [3]
Während die Reduzierung der Neuerkrankungszahlen nicht primär in das Tätigkeitsgebiet
der Ärzte fällt, arbeiten diese gemeinsam mit Wissenschaftlern aus verschiedenen Diszi-
plinen intensiv daran die Todesrate zu senken, die aktuell weltweit und typübergreifend
noch bei über 50 Prozent liegt [3]. Um Krebsgeschwüre effizient bekämpfen oder sogar
vollständig beseitigen zu können, ist es jedoch enorm wichtig diese früh genug zu diagno-
stizieren. Oft stellt genau das ein großes Problem dar und Tumore werden erst dann als
solche erkannt, wenn das Zellwachstum schon sehr weit fortgeschritten ist. In diesen Fällen
ist eine Heilung meist nicht mehr möglich.
Eine große Chance für die frühzeitige Erkennung von Krebs bieten Deep Learning Algo-
rithmen. So diagnostizierte DeepMind, ein Deep-Learning-Projekt der Google Inc., im Jahr
2017 in kürzester Zeit 89 Prozent der untersuchten Brustkrebspatienten korrekt, während
ein erfahrener Pathologe mit den gleichen Bildern und unbegrenztem Zeitvolumen nur 73
Prozent erreichen konnte [4]-[5]. Ein ähnliches System einer Forschergruppe aus Deutsch-
land, den USA und Frankreich schlug 2018 unabhängig voneinander 58 Dermatologen aus
17 verschiedenen Ländern bei der Erkennung von schwarzem Hautkrebs. Das neuronale
Netz stufte 95 Prozent der untersuchten Bilder korrekt ein, während die Ärzte im Schnitt
nur auf 86,6 Prozent Genauigkeit kamen [6]-[7]. Damit ermöglicht der Einsatz von Deep
Neural Networks bei der Gewebeanalyse eine deutlich schnellere und zuverlässigere Dia-
gnose von Krebs, als mit herkömmlichen Methoden.
Diese Arbeit stellt Deep Learning Algorithmen und ihre Anwendung in der Krebsdiagno-
stik vor. Es wird hierbei genauer auf Convolutional Neural Networks eingegangen, die
besonders gut geeignet für die Analyse von Gewebebildern sind und unter anderem auch
im System von DeepMind zum Einsatz kommen. Ziel der Seminararbeit ist es, Chancen
und Risiken des Einsatzes von Deep Neural Networks bei der Diagnose von bösartigen
Tumoren zu analysieren und damit dem Leser einen Überblick über den Einsatz von Deep
Neural Networks im Bereich der Onkologie zu verschaffen.
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2 Vom Neuronalen Netz zum Deep Learning Algorithmus
Ein neuronales Netz allgemein bezeichnet eine Ansammlung einzelner Informationsverar-
beitungseinheiten, auch Neuronen genannt, die schichtweise in einer netzartigen Struktur
angeordnet sind. Bei natürlichen neuronalen Netzen bezieht sich das auf die Nervenzel-
lenvernetzungen in Gehirn und Rückenmark. In der Informatik und Robotik werden die-
se biologischen Strukturen nachgebildet, modifiziert und simuliert. Hierbei entsteht das
Modell des künstlichen Neuronalen Netzes, welches sich in den letzten Jahren zu einem
zentralen Themengebiet des Machine Learnings und der Künstlichen Intelligenz entwickelt
hat. Im Folgenden bezeichnen wir künstliche neuronale Netze der Einfachheit halber als
neuronale Netze oder auch englisch Neural Networks.
2.1 Grundlagen Künstlicher Neuronaler Netze
Der Inhalt dieses Abschnittes basiert im Wesentlichen auf den Quellen [1] und [8]-[13].
2.1.1 Allgemeiner Aufbau
Die untenstehende Abbildung zeigt vereinfacht den schematischen Aufbau eines neurona-
len Netzes. Hierbei werden Neuronen, die Grundelemente von neuronalen Netzen, mithil-
fe von Kreisen dargestellt und in verschiedenen Schichten (englisch: Layers) angeordnet.
Jedes Neuron einer Schicht kann eine Verbindungskante zu jedem Neuron der nächsten
Schicht besitzen. Die Kanten repräsentieren hierbei den Signalfluss durch das neuronale
Netz.
Abbildung 1: Schematische Darstellung eines Neuronalen Netzes
Quelle: www.towardsdatascience.com
Grundlegend wird in 3 verschiedene Arten von Neuronen unterschieden. Die Neuronen des
Input Layers empfangen Signale aus der Umwelt und leiten diese an die erste verarbeiten-
de Schicht weiter. Der Kern eines neuronalen Netzes besteht aus beliebig vielen Hidden
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Layers, welche als interne Repräsentation der zu simulierenden Außenwelt dienen und die
Informationen im Netz mehrfach parallel weiterverarbeiten. Diese gelangen schlussendlich
zu den Neuronen des Output Layers, der die Resultate des neuronalen Netzes an die Um-
welt ausgeben.
Bei der Benennung von Neuronalen Netzen wird der Input Layer nicht mitgezählt. Das
oben abgebildete Netzwerk ist damit ein 3-Layer Neural Network. Ein neurales Netz mit
vielen Hidden Layers wird als Deep Neural Network bezeichnet. Die genaue Grenze ist
hierbei nicht klar definiert, aber in verschiedener Literatur findet man Zahlen mit um die
10 bis 20 inneren Schichten.
2.1.2 Das Neuron als Grundbaustein
Um zu verstehen, wie neuronale Netze im Detail arbeiten, ist es nun wichtig sich deren
grundlegende Elemente etwas genauer anzusehen. Der Aufbau eines Neurons kann anhand
folgender Abbildung leicht erklärt werden:
Abbildung 2: Aufbau eines Neurons
Quelle: www.cbcity.de
Die Eingänge xi werden zunächst mit den Gewichten wi multipliziert und aufsummiert.
Dabei bestimmt die Höhe eines Gewichts, wie stark der zugehörige Eingang in die Berech-
nung des Ausganges y eingeht. Ein hohes Gewicht heißt viel Einfluss auf den Ausgabewert,
ein negatives Gewicht bedeutet der Einfluss des Einganges ist hemmender Natur. Gege-
benenfalls kann nun noch zur Summe ein Offset b hinzuaddiert werden.
Das Ergebnis dieser Rechnung wird als Aktivität z des Neurons bezeichnet und im An-
schluss durch eine Aktivierungsfunktion f geleitet. Diese Aktivierungsfunktion ist für eine
komplette vertikale Schicht gleich und muss so gewählt werden, dass sie monoton wachsend
ist. In der Praxis besonders häufig verwendet werden die Sigmoid Funktion, der Tangens
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Hyperbolicus oder auch die ReLU (Rectifier Linear Unit) Funktion, wobei jede der drei
Funktionen ihre eigenen Vor- und Nachteile besitzt. Diese sind nachfolgend im Koordina-
tensystem dargestellt:
Abbildung 3: Mögliche Aktivierungsfunktionen
Quelle: www.cbcity.de
Das Ergebnis der Aktivierungsfunktion ist gleichzeitig der Ausgang y des Neurons und
wird nun an alle verbundenen Neuronen der nächsten Schicht weitergeleitet.
2.1.3 Lernen in neuronalen Netzen
Das komplette Wissen eines neuronalen Netzes ist ausschließlich in seinen Gewichten ge-
speichert. Während das Netzwerk lernt, werden diese Gewichte nach und nach angepasst
(siehe 2.1.4). Zuvor muss das neuronale Netz jedoch zunächst mit zufälligen Gewichten in-
itialisiert werden, zum Beispiel auf Basis einer Normal- oder Gleichverteilung. Wäre diese
Initialisierung nicht zufällig, sondern an allen Kanten gleich (zum Beispiel 0), könnte das
dazu führen, dass mehrere Neuronen die gleiche Aktivierung besitzen und damit im Falle
eines Fehlers auch gleichermaßen korrigiert werden würden. Das neuronale Netz würde in
diesem Fall ein oder mehrere mögliche Stellschrauben verlieren und nicht mehr die opti-
male Lösung finden.
Für das Lernverfahren von neuronalen Netzen gibt es drei wesentliche Ansätze. Beim
Supervised Learning werden dem Netzwerk mehrere mögliche Eingabemuster, sowie de-
ren erwartete Ausgabemuster vorgegeben. Durch einen Vergleich zwischen Soll- und Ist-
Ausgaben kann nun auf die vorzunehmenden Änderungen an der Gewichtekonfiguration
geschlossen werden. Dies macht man häufig mit dem Backpropagation Algorithmus, der
den entstandenen Fehler auf die Neuronen zurückverteilt, die ihn verursacht haben.
Beim Unsupervised Learning hingegen werden dem Netz ausschließlich die zu lernenden
Eingabekonfigurationen vorgegeben. Das neuronale Netz orientiert sich an der Ähnlichkeit
der Inputwerte und adaptiert diese entsprechend. Ähnliche Eingänge des Netzwerks wer-
den hierdurch auch auf ähnliche Ausgänge abgebildet.
Das Reinforcement Learning wird angewandt, wenn es nicht möglich ist jedem Einga-
bemuster ein konkretes zugehöriges Ausgabemuster zuzuordnen, man aber dennoch die
Interaktion des Systems mit seiner Umgebung beobachten kann. Hierbei erhält das neu-
ronale Netz zu bestimmten Zeitpunkten Belohnungen und Bestrafungen für seine voran-
gegangenen Ausgaben. Anhand dieser versucht der Lernalgorithmus eine Nutzenfunktion
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zu berechnen, die angibt welchen Wert eine bestimmte Aktion besitzt, um schlussendlich
die Menge der Belohnungen zu maximieren.
Alle 3 Lernverfahren werden in der Praxis angewandt. Die Auswahl des Algorithmus hängt
maßgeblich vom Einsatzgebiet des neuronalen Netzes ab.
2.1.4 Loss Function und Optimizer
Egal wie das neuronale Netz letztendlich aufgebaut ist, das Verfahren der stetigen Ver-
besserung der Gewichte an den Kanten des Netzwerks folgt immer demselben Schema.
Die zwei essentiellen Bausteine hierfür sind zum Einen die Loss Function (auch Objective
Function) und zum Anderen der Optimizer [13]. Wie diese in den Optimierungsprozess
eingebunden sind, ist in folgender Abbildung vereinfacht dargestellt:
Abbildung 4: Allgemeines Schema für Deep Learning Algorithmen
Quelle: [1], S.11
Mit den im Abschnitt 2.1.2 beschriebenen Berechnungsvorschriften und auf Basis der Ge-
wichte an den Kanten des Netzwerkes werden in jeder Iteration die Vorhersagen Y ′ des
neuronalen Netzes ermittelt und über die Output Layer ausgegeben. Beim Supervised
Learning können diese direkt mit den reellen Zielwerten Y verglichen werden (beim Re-
inforcement Learning geschieht dies nachträglich über Belohnungen und Bestrafungen).
Diese Aufgabe übernimmt die Loss Function und berechnet auf Basis der Distanz von Y
und Y ′ einen sogenannten Loss Score. Sie misst damit die Qualität des neuronalen Netzes.
In einfachen Netzen bildet die Loss Function meist die mittlere quadratische Abweichung
(engl. mean squared error) von Y und Y ′. Die Loss Functions können jedoch auch komple-
xerer Natur sein und es kann bei mehreren Ausgaben des neuronalen Netzes (d.h. höhere
Dimension von Y und Y ′) mehrere Loss Functions geben.
Die Wahl der Loss Function hat einen Einfluss auf die Performance des Deep Learning
Algorithmus. Noch wichtiger ist allerdings, dass die Formulierung und Implementierung
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dieser Funktion auch korrekt ist, welches durch das nachstehende Zitat von Francois Chol-
let besonders deutlich wird:
”Choosing the right objective function for the right problem is extremely important: your
network will take any shortcut it can, to minimize the loss; so if the objective doesn’t fully
correlate with the success for the task at hand, your network will end up doing things you
may not have wanted” [1], S.60
Eine nicht exakt formulierte Loss Function kann also dazu führen, dass das System Aktio-
nen ausführt, die zwar der Minimierung des Loss Errors dienen, aber das eigentliche Ziel
des neuronalen Netzes verfehlen. Wenn diese Fehler zu spät erkannt werden, kann unter
Umständen großer Schaden angerichtet werden.
Nach dem Durchlauf der Loss Function und der Berechnung des Scores hat nun der Opti-
mizer die Aufgabe die Gewichte des neuronalen Netzes derart anzupassen, dass der Fehler
bei der nächsten Iteration kleiner wird. Der Loss Score dient dadurch als Feedback Si-
gnal für das komplette Netzwerk. Hierdurch bildet sich eine Trainingsschleife, die so lange
wiederholt wird bis die Vorhersagen des neuronalen Netzes Y ′ hinreichend genau an den
gewollten Ausgaben Y liegen. Ein Netzwerk mit minimiertem Loss Error wird als trai-
niertes Netz bezeichnet. Durch die fortgeschrittene Forschung auf diesem Gebiet, gibt es
bereits eine große Menge an fertigen Optimierern für die verschiedenste Anwendungsgebie-
ten. In den meisten Fällen, besonders im Bereich des Supervised Learning, implementiert
der Optimierer den Backpropagation Algorithmus. Dieser nimmt den Loss Error und ver-
teilt ihn auf auf die Neuronen zurück, die ihn verursacht haben, und wird an dieser Stelle
nicht weiter vertieft.
2.2 Convolutional Neural Networks
Die Forschung hat im Laufe der letzten Jahrzehnte einige Varianten neuronaler Netze her-
vorgebracht. Eine spezielle Form, die 1998 von Yann LeCun begründet wurde und große
Anwendung im Bereich der maschinellen Verarbeitung von Bild- und Audiodaten findet,
sind die Convolutional Neural Networks (deutsch: faltende neurale Netze). Im Folgenden
werden diese auch als CNN’s bezeichnet und anhand ihres wichtigsten Anwendungsgebie-
tes, der Bildanalyse, genauer erklärt. Der Inhalt dieses Abschnittes basiert imWesentlichen
auf den Quellen [14]-[19]. Der grundlegende Aufbau von CNN’s wird in nachfolgendem
Schema veranschaulicht:
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Abbildung 5: Grundlegender Aufbau von CNN’s
Quelle: www.medium.com
Convolutional Neural Networks besitzen drei verschiedene Arten von Hidden Layers: Con-
volutional Layers, Pooling Layers und Fully Connected Layers. Das Grundkonstrukt be-
steht hierbei aus einem (oder mehreren) Convolutional Layer, gefolgt von einem Pooling
Layer. Diese Einheit kann sich prinzipiell beliebig oft wiederholen. Bei ausreichend vielen
Wiederholungen spricht man von einem Deep Convolutional Neural Network, das in den
Bereich des Deep Learnings fällt. Nach Durchlauf der Convolutional und Pooling Layers
kann das CNN schließlich mit einem (oder mehreren) Fully Connected Layer abgeschlos-
sen werden. Im Folgendem werden die grundlegenden Aufgaben der einzelnen Schichttypen
beschrieben.
2.2.1 Convolutional Layer
In den meisten Fällen liegt bei Bilderkennungsproblemen als Input eine zweidimensiona-
le (Graubild) oder dreidimensionale (RGB-Bild) Matrix, bestehend aus mehreren Pixeln,
vor. Dementsprechend sind auch die Neuronen im Convolutional Layer angeordnet. Die
Aktivität z eines jeden Neurons wird durch eine diskrete Faltung mit vergleichsweise klei-
ner Faltungsmatrix [17] berechnet (siehe Abbildung unten). Dies ist ein mathematisches
Verfahren, welches bewirkt, dass zur Berechnung der Eigenschaft eines Pixels auch die
unmittelbar umliegenden Pixel mit geringerem Faktor einbezogen werden.
Abbildung 6: Diskrete Faltung mit einer 3×3-Faltungsmatrix
Quelle: www.cambridgespark.com
Eine weitere Besonderheit ist, dass alle Neuronen eines Convolutional Layers identische
Eingangsgewichte besitzen. Hierdurch wird sichergestellt, dass jedes Neuron im selben
Convolutional Layer die gleiche Eigenschaft eines bestimmten Bildbereichs, zum Beispiel
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zu welcher Intensität eine Kante vorliegt, kodiert.
In der Praxis fungiert ein Convolutional Layer als eine Ansammlung mehrerer Filter,
beispielsweise Filter zur Kantenerkennung. In tieferen Schichten steigt die Komplexität
der erkannten Features immer weiter an. Zum Beispiel können hier, anstatt bloßer Kanten,
Teile eines menschlichen Gesichts oder einer anderen komplexen Struktur erkannt werden.
2.2.2 Pooling Layer
Für die Objekterkennung in Bildern ist die exakte Positionsbestimmung einer Kante im
Bild nicht zwingend notwendig. Stattdessen reicht eine ungefähre Lokalisierung des Featu-
res aus. Die Pooling Layer ist nun dazu da überflüssige Informationen aus der Eingabema-
trix zu entfernen. Das hat den gewaltigen Vorteil, dass durch den geringeren Platzbedarf
im Folgenden eine höhere Berechnungsgeschwindigkeit möglich wird. Hierdurch können
neuronale Netze konstruiert werden, die um einiges tiefer sind und die es möglich machen
noch deutlich komplexere Aufgaben zu lösen.
Das am häufigsten angewandte Poolingverfahren ist das Max-Pooling. Nehmen wir den
Fall einer zweidimensionalen Eingabematrix an. Dann wird hierbei aus jeder ihrer 2×2-
Teilmatrizen nur der Eintrag mit dem stärksten Signal beibehalten. In der untenstehenden
Abbildung ist dieses Verfahren anhand eines einfachen Beispiels dargestellt.
Abbildung 7: Max-Pooling auf einer zweidimensionalen 4×4-Matrix
Quelle: de.wikipedia.org
Max-Pooling kann in der Praxis auch mit größeren Filtern als 2×2-Filtern angewandt
werden.
2.2.3 Fully Connected Layer
Eine Fully Connected Layer ist eine normale neuronale Netzstruktur, bei der alle Neuro-
nen mit allen Outputs aus der vorhergehenden und allen Inputs der nachfolgenden Schicht
verbunden sind. Das heißt in unserem Fall verknüpfen die Fully Connected Layers alle
Neuronen der letzten Pooling Layer mit allen Neuronen der Output Layer. Beispielsweise
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beinhalten sie bei der Klassifizierung von Bildern die Informationen zu den zu identifizie-
renden Objektklassen. Die Anzahl der Neuronen im letzten Fully Connected Layer korre-
spondiert also üblicherweise zur Anzahl der Klassen, die das CNN unterscheiden soll. Die
Output Layer gibt schlussendlich eine Wahrscheinlichkeit zu jeder dieser Klassen zurück.
2.2.4 Lernen und Aktivierung in CNN’s
Im Bereich der Bildanalyse ist es oft möglich Aussagen über zu erwartende Ausgaben der
neuronalen Netze zu treffen. Convolutional Neural Networks werden daher üblicherweise
mithilfe von Supervised Learning trainiert. Als Lernalgorithmus im Optimizer findet da-
her zumeist der Backpropagation Algorithmus Verwendung. Als Aktivierungsfunktion für
CNN’s wird in der Praxis typischerweise mit f(x) = ln(1 + ex) eine differenzierbare Ap-
proximation der ReLU Funktion verwendet. Dies ist notwendig, da der Backpropagation
Algorithmus die Berechnung des Gradienten der Aktivierungsfunktion verlangt.
Welche Loss Function bei Convolutional Neural Networks gewählt wird hängt hingegen
maßgeblich vom Ziel des Algorithmus ab [18]-[19]. Bei Klassifikationsproblemen wird meis-
tens mit den Ansätzen der mittleren quadratischen Abweichung (MSE) oder der Cross
Entropy Loss (CEL) gearbeitet. Für die Berechnung dieser Fehlergrößen wird hierbei
die gewollte Ausgabe Y durch einen Vektor repräsentiert, der nur eine 1 in der Spalte
enthält, zu deren Klasse das analysierte Bild gehört, und sonst überall mit 0 gefüllt ist
(z.B. Y = (1, 0, 0)T ). Die Vorhersage des neuronalen Netzes Y ′ enthält hingegen die Wahr-
scheinlichkeiten zu jeder der möglichen Klassen (z.B. Y ′ = (0.6, 0.1, 0.25)T ). Die mittlere
quadratische Abweichung berechnet sich dann folgendermaßen, wobei n die Anzahl der
möglichen Klassen darstellt:
MSE :=
1
n
n∑
i=1
(Yi − Y
′
i )
2
Die Cross Entropy zwischen zwei Wahrscheinlichkeitsverteilungen ist ein etwas fortge-
schritteneres Konzept und hängt mit dem Prinzip der Maximum Likelihood Estimation
aus der Statistik zusammen. Sie liefert meist eine etwas bessere Performance, als die mitt-
lere quadratische Abweichung, da bei zwei Klassifikatonsresultaten eine gleicheMSE nicht
automatisch immer gleiche Genauigkeit bedeuten muss. Die Cross Entropy Loss hingegen
zeigt auch schon bei kleinen Abweichungen der Klassifikationen verschiedene Fehlerwer-
te. Für die diskreten Wahrscheinlichkeitsverteilungen Y und Y ′ kann die Formel für die
Berechnung der CLE zu folgender Gleichung vereinfacht werden:
CLE := −
∑
i
Yi log(Y
′
i )
Denkbar sind auch Kombinationen aus MSE und CLE, sowie für ein Anwendungsgebiet
neu entworfene Loss Functions.
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3 DeepMind als Deep Learning Multitalent
DeepMind ist ein 2010 gegründetes, britisches Start-Up, was sich auf die Programmie-
rung einer künstlichen Intelligenz für verschiedene Anwendungsgebiete spezialisiert hat.
Im Jahr 2014 wurde das Unternehmen von Google Inc. übernommen und konnte seitdem
zahlreiche Erfolge im Bereich der Deep Learning Algorithmen verzeichnen. Im folgenden
Kapitel werden einige bereits bestehende Anwendungen der Algorithmen von DeepMind
kurz vorgestellt [20]-[21].
3.1 Bisherige Erfolge
Bereits 2015 veröffentlichte DeepMind Forschungsergebnisse nach denen die Künstliche In-
telligenz in der Lage ist, sich selbstständig die Spielregeln alter Atari-Spiele beizubringen
und daraus eigene Erfolgsstrategien zu entwickeln [21]. Zwei Jahre später demonstrierte das
Unternehmen in einem Kurzvideo, wie sich ein Strichmännchen nur aufgrund vorgegebener
physikalischer Gesetzmäßigkeiten selbst das Laufen und Springen in den unterschiedlichs-
ten Umgebungen beibringt [22]. In beiden Beispielen nimmt Deep Reinforcement Learning
(siehe 2.1.3) eine zentrale Rolle ein. Aufgrund von Belohnungen und Bestrafungen, in Form
von Spielscores bzw. Stürzen des Strichmännchens, werden die Gewichte neuronaler Netze
trainiert.
Die gleiche Lerntechnik findet auch im wohl bekanntesten Erfolg von DeepMind Anwen-
dung: AlphaGo [23]. Dies ist eine Künstliche Intelligenz, die das Spielen von Go, eines
der komplexesten Brettspiele der Welt, beherrscht. Im März 2016 konnte AlphaGo den
18-maligen Go-Weltmeister Lee Sedol schlagen und damit etwas erreichen, was zuvor noch
keinem anderen Computerprogramm gelungen war. AlphaGo kombiniert drei Deep Con-
volutional Neural Networks (siehe 2.2) miteinander und verknüpft hierdurch Techniken
des Supervised und Reinforcement Learnings. Im folgenden Bild sieht man das Spiel von
AlphaGo gegen Lee Sedol, welches weltweit großes mediales Interesse weckte:
Abbildung 8: AlphaGo gewinnt gegen Lee Sedol
Quelle: www.alphr.com
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Im Jahr 2017 veröffentlichte DeepMind schließlich AlphaGo Zero, eine Version von Alpha-
Go auf reduzierter Hardware, die außer den Regeln des Spieles keinerei Vorwissen besaß.
Diese Künstliche Intelligenz trainierte ausschließlich durch Spiele gegen sich selbst und
konnte schon nach wenigen Tagen, die Spielstärke der bis dahin besten AlphaGo-Version
übertreffen. Als wäre das noch nicht genug, stellte das Unternehmen wenige Monate später
die Künstliche Intelligenz AlphaZero vor, die sich innerhalb weniger Stunden kurz nachein-
ander die Spiele Schach, Go und Shogi beibrachte und darin stärker wurde als alle bisher
entwickelten Computerprogramme. Auch diese Software trainiert ausschließlich auf Basis
der ihr gegebenen Spielregeln und anhand von Spielen gegen sich selbst.
Google setzt die neuronalen Netze seines Tochterunternehmens jedoch auch für firmenei-
gene Zwecke ein. So erfolgt die Kontrolle der Google-Rechenzentren durch Rechner von
DeepMind. Hierdurch konnte beispielsweise der Energieverbrauch der Kühlsysteme um
rund 40 Prozent gesenkt werden [21].
3.2 DeepMind Health
Im Jahr 2016 verkündete DeepMind, dass das Unternehmen sich von nun an auch Pro-
blemstellungen im Gesundheitswesen widmen wolle. Den Anfang machte die mobile Ap-
plikation Streams, die Ärzten und Krankenschwestern frühzeitig Informationen über akute
Nierenschäden ihrer Patienten vermittelt [24]. Diese spart den Anwendern laut Angaben
der Firma bis zu 2 Stunden tägliche Arbeitszeit, nutzt jedoch noch keine fortschrittlichen
Techniken aus dem Bereich der Künstlichen Intelligenz.
Inzwischen arbeitet DeepMind auch an größeren Deep Learning Systemen für verschiede-
ne medizinische Anwendungsbereiche [25]-[26]. Obwohl sich das Unternehmen noch in den
frühen Stadien der Forschung befindet, konnten auch hier schon einige Erfolge vermeldet
werden. Eines der Systeme erkennt zum Beispiel Anzeichen von Augenkrankheiten anhand
von 3D-Scans der menschlichen Netzhaut [27]. Ein anderes optimiert die Strahlentherapie
zur Beseitigung von Kopf- und Halskrebs, indem es anhand von CT-Scans gutartiges und
bösartiges Gewebe segmentiert [28].
In dieser Arbeit möchte ich jedoch den Fokus auf ein Deep Learning System von Deep-
Mind legen, dass für die Früherkennung von Brustkrebszellen entwickelt wurde [29]-[30].
Frauen ab dem Alter von 50 Jahren, können sich in Deutschland aller zwei Jahre einer
prophylaktischen Mammographieuntersuchung unterziehen. Die entstehenden Mammogra-
phiebilder (siehe Abbildung unten), spezielle Röntgenbilder der weiblichen Brust, werden
dann von Radiologen auf Anzeichen von Brustkrebszellen untersucht. Der Befund dauert
üblicherweise eine Woche und ist derzeit noch oft fehleranfällig. Der Algorithmus von De-
epMind bewerkstelligt dieselbe Arbeit laut einer Studie (siehe 4.2) deutlich schneller und
mit einer geringeren Fehlerrate.
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Abbildung 9: Mammographiebilder einer weiblichen Brust aus verschiedenen Perspektiven
Quelle: www.esaote.com
Die Ansätze von DeepMind im medizinischen Bereich bezeichnet das Unternehmen häufig
als DeepMind Health. Besonders faszinierend ist es, dass diese Projekte auf derselben
globalen Infrastruktur arbeiten, wie der Algorithmus von AlphaGo. Laut Angaben der
Firma werden Convolutional Neural Networks verwendet, die den in AlphaGo verwende-
ten Strukturen sehr ähnlich sind. Die neuronalen Netze werden supervised, mithilfe reeller
anonymisierter Patientendaten, trainiert.
Die CNN’s von DeepMind werden mithilfe von stochastischen Gradientenabstiegsverfah-
ren unter Benutzung des Machine Learning Frameworks TensorFlow trainiert [31]. Als
Optimizer verwendet das Unternehmen den RMSProp Algorithmus [32].
Die genaue Struktur der verwendeten Loss Functions wird hingegen unter Verschluss gehal-
ten. Es ist allerdings anzunehmen, dass DeepMind auf der Basis von bereits vorhandenen
Konzepten, wie MSE, CEL, seine eigenen Loss Functions und Optimizer entworfen hat,
um die für den Anwendungsfall der Krebsdiagnostik höchsten Genauigkeiten zu erreichen.
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4 Chancen und Risiken in der Krebsdiagnostik
4.1 Aktueller Stand der Brustkrebsdiagnostik
Grundlegend gibt es zwei Arten von Fehldiagnosen, die ein Arzt treffen kann: False Posi-
tives sind Befunde, bei denen ein gesunder Patient eine positive Diagnose bekommt. Das
heißt in unserem Fall es wird ein Tumor identifiziert, der eigentlich gar keiner ist. False
Negatives hingegen bezeichnen eine negative Diagnose für einen eigentlich kranken Pati-
enten und sind damit das genaue Gegenteil der False Positives [33]. In unserem Beispiel
wäre dies das Nichterkennen von faktisch existierenden Krebszellen. Beide Fehler können
fatale Folgen für den betroffenen Patienten haben. Die folgende Grafik veranschaulicht
den Unterschied zwischen False Positives und False Negatives in einer einfachen Tabelle:
Abbildung 10: False Positives und False Negatives
Quelle: Adam Gibson, Josh Patterson: ”Deep Learning”, 2017
Heutzutage sind Deep Learning Algorithmen noch nicht gängige Praxis in der Brustkrebs-
diagnostik. Dennoch muss die Analyse der Mammographiebilder auch keinesfalls gänzlich
ohne technische Hilfsmittel auskommen. Neben der bloßen visuellen Überprüfung durch
den Arzt kommt seit einigen Jahren auch die Computerassistierte Detektion, kurz CAD,
zum Einsatz [34]. Das ist eine Methode, bei der die Mammographiebilder computergestützt
auf Abnormalitäten bezüglich Dichte, Masse oder Mikroverkalkungen untersucht werden.
Diese Anomalien werden für den untersuchenden Radiologen als auffällige Gebiete mar-
kiert.
Die CAD-Diagnosetechnik mag für unerfahrene Ärzte eine große Hilfe sein. Da jedoch
lediglich menschlich beobachtbare Charakteristiken geprüft werden, bewirkt sie keine große
Verbesserung gegenüber dem geschulten Auge eines erfahrenen Radiologen [36]. Auch wenn
diese Systeme die Untersuchungen beschleunigen und im Schnitt die Anzahl der falsch-
negativen Befunde leicht verringern, so führen sie auch zu einer deutlichen Erhöhung der
Vorkommen von False Positives. Das liegt daran, dass die Ärzte im Falle von unklaren
Befunden lieber auf Nummer sicher gehen wollen und die Patienten zu einer erneuten
Untersuchung einbestellen. Deswegen gibt es mittlerweile sogar Pathologen, die auf das
Hilfsmittel der CAD-Systeme gänzlich verzichten.
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4.2 Chancen von Deep Learning Algorithmen
Deep Neural Networks markieren nicht einfach nur bekannte auffällige Muster, sondern
entscheiden aufgrund selbstgelernter Merkmale, mit welcher Wahrscheinlichkeit und wo
genau ein Tumor auftritt. Damit erreichen sie im Gegensatz zu CAD-Systemen eine signi-
fikant höhere Genauigkeit als auf sich allein gestellte Ärzte. So erzielte der Deep Learning
Algorithmus von DeepMind bei der Erkennung von Brustkrebsmetastasen in den benach-
barten Lymphknoten einen FROC -Lokalisierungsscore von 89 Prozent [31]. Diese Metrik
basiert auf der Erstellung einer FROC -Kurve, die die Genauigkeit des Algorithmus auf
Basis der durchschnittlichen Anzahl falsch-positiver Fehler pro Scan darstellt [35]. In fol-
gendem Diagramm sind mehrere solcher Kurven (für ein anderes Anwendungsgebiet) unter
Verwendung einer logarithmischen x-Achse dargestellt:
Abbildung 11: Beisiel der Darstellung von FROC-Kurven
Quelle: [35], S.192
Zur Berechnung des Scores wird die Vorhersagegenauigkeit der sieben vordefinierten False
Positive Raten 1
8
, 1
4
, 1
2
, 1, 2, 4 und 8 (im Diagramm rot markiert) abgelesen und gemit-
telt. Bei der Erlaubnis von 8 False Positives pro Scan, betrug die Übereinstimmung des
Algorithmus sogar 92 Prozent. Zum Vergleich: Ein speziell dafür ausgebildeter, erfahre-
ner Pathologe erreichte mit denselben Bildern und ohne Zeitlimit nur einen FROC -Score
von 73 Prozent. Durch die Anwendung von Deep Learning im Bereich der Krebsdiagnose
wird somit eine deutliche Verbesserung der Erkennungsrate von Tumoren möglich. Für die
Patienten heißt das gleichzeitig eine höhere Chance auf vollständige Heilung von der oft
tödlichen Krankheit.
Ein weiterer Vorteil ergibt sich in der Größe der durch den Algorithmus auffindbaren
Tumore. DeepMind ist nach eigenen Angaben in der Lage Krebsgeschwüre verlässlich zu
erkennen, die auf den Mammographiebildern eine Größe von nur 100×100 Pixeln haben
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[31]. Bei solch kleinen Tumoren tun sich Ärzte zumeist schwer, was sich auch in den oben
aufgeführten Lokalisierungsscores widerspiegelt. Mithilfe von Deep Learning Algorithmen
können bösartige Geschwüre also merklich früher entdeckt und therapiert werden. Diese
Form der Frühdiagnose ist derzeit noch das wohl größte Problem der Krebsdiagnostik.
Die untenstehende Abbildung verdeutlicht die Ergebnisse der Diagnose von Brustkrebs-
zellen durch DeepMind anhand von zwei Beispielen. Das System wurde hierbei für die
Erkennung von Brustkrebsmetastasen in den benachbarten Lymphknoten angepasst. Auf
der linken Seite sind Bilder von Lymphknoten-Biopsien dargestellt, wie sie der Patholo-
ge selbst vorliegen hat. In der Mitte sieht man die Ausgabe der Deep Neural Networks
nach einer kurzen Lernphase, auf den rechten Bildern die Endresultate des über einen
längeren Zeitraum trainierten und angepassten Systems (Stand: März 2017) [30]. Man
kann erkennen, dass der Algorithmus jedem Pixel des Ausgangsbildes eine Wahrschein-
lichkeit zuordnet. Die letztendlich erkannten Tumore sind oftmals auch für Expertenaugen
nur nach langer, ausführlicher Untersuchung sichtbar (siehe untere Bildzeile):
Abbildung 12: Ergebnisse von DeepMind zur Erkennung von Brustkrebs-Metastasen in
den benachbarten Lymphknoten
Quelle: ai.googleblog.com
Wann immer man von der Anwendung von computergestützten Systemen redet, sollte ein
positiver Einfluss niemals außer Acht gelassen werden: Zeitersparnis. Heutzutage dauert es
in der Regel ungefähr eine Woche bis der Patient die Auswertung seiner Mammographie-
bilder erhält, was vor allem auch daran liegt, dass jeder Fall von mehreren unabhängigen
Ärzten geprüft werden muss. Gleichzeitig führte der Erfolg der Vorsorgeuntersuchungen
für Brustkrebs zu einem enormen Anstieg von deren Nachfrage. Es werden also tenden-
ziell immer mehr Radiologen benötigt, um mit der steigenden Anzahl an Brustscreenings
Schritt zu halten. Deep Learning Systeme können Mammographiebilder innerhalb sehr
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kurzer Zeit analysieren und Ärzten damit schon vor dem eigentlichen Anschauen der Bil-
der wertvolle Hinweise auf mögliche kritische Regionen geben. Die enorme Genauigkeit
hinsichtlich False Negatives beschleunigt die Arbeit der Radiologen, da diese lediglich
noch die hervorgehobenen Stellen auf falsch-positive Fehler untersuchen müssen. Lang-
fristig gesehen könnten Deep Neural Networks vielleicht sogar die Rollen der Zweit- und
Drittkontrolleure abschaffen und damit für eine immense Entlastung bei der Analyse von
Brustmammographien sorgen. Des Weiteren kann durch einen schnelleren Befund auch
schneller mit der Therapie der kranken Patienten begonnen werden, was wiederum die
Chancen auf eine vollständige Heilung des Krebses erhöht.
Alle oben aufgeführten Vorteile von Deep Learning Algorithmen in der Brustkrebsdiagno-
stik sprechen für eine dringende Einführung dieser Systeme in der gängigen Praxis. Für
diesen Schritt darf das dabei entstehende ethische Risikopotential jedoch keinesfalls außer
Acht gelassen werden.
4.3 Ethische Risiken
Grundlegend lassen sich zwei essenzielle Risikoklassen bei der Anwendung von Deep Lear-
ning Algorithmen in der Krebsdiagnostik identifizieren. Zum Einen resultieren Risiken
daraus, dass neuronale Netze Tumore an Stellen erkennen, wo es eigentlich keine gibt.
Andererseits kann der Algorithmus auch Krebsgeschwüre übersehen, die faktisch aber vor-
handen sind, was sogar noch gefährlichere Auswirkungen haben kann. Die im Abschnitt 4.1
vorgestellten Arten der Fehldiagnose, False Positives und False Negatives, sind also gleich-
zeitig die zwei treibenden Risikofaktoren bei der Früherkennung von Krebszellen mithilfe
von Deep Neural Networks. Beide werden im Folgenden getrennt voneinander analysiert.
4.3.1 False Positives
Eine falsch-positive Krebsdiagnose bedeutet für die Betroffenen häufig eine enorme psychi-
sche Belastung, die in manchen Fällen bis hin zur Depression führen kann. Es ist zusätzlich
möglich, dass durch unnötige und fehlerhafte Folgebehandlungen gesundheitliche Folgen
auftreten, die ohne den Algorithmus nicht zustande gekommen wären. Allerdings können
diese Fehldiagnosen heutzutage auch relativ schnell korrigiert werden. Bei einem positiven
Befund auf den Mammographiebildern wird der Patient üblicherweise zu einer Nachunter-
suchung einbestellt und der Krebsverdacht durch Biopsien oder chirurgische Inspektionen
bestätigt oder verworfen. Hierdurch ist es in den meisten Fällen möglich, falsch-positive
Befunde zu berichtigen. Das verbleibende Restrisiko und der psychische Stress sind den-
noch nicht wegzureden, weswegen das Schadenspotenzial insgesamt als mittelmäßig bis
hoch eingestuft werden muss.
Durch die Anwendung von Deep Learning Algorithmen kommt es, verglichen mit den blo-
ßen visuellen Mammographieuntersuchungen durch Ärzte, vermehrt zum Auftreten von
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False Positives (siehe 4.2). Die Risikowahrscheinlichkeit des auf sich allein gestellten Sys-
tems ist für falsch-positive Diagnosen also als hoch einzuschätzen. Worin der Algorith-
mus Schwächen hat, ist der geschulte Radiologe jedoch Spezialist und kann oftmals schon
frühzeitig durch eine Analyse der Systemausgaben fehlerhafte Befunde beseitigen. Kom-
biniert man den Deep Learning Algorithmus mit speziell ausgebildeten Ärzten, kann die
Risikowahrscheinlichkeit somit auf ein geringeres Maß reduziert werden.
Insgesamt stellen die False Positives von Deep Neural Networks in der Krebsdiagnostik
einen Risikofaktor dar, den man nicht vernachlässigen darf. Dieser kann jedoch durch
geeignete Gegenmaßnahmen, wie der Kombination mit pathologischer Fachkompetenz,
deutlich abgeschwächt werden. Der psychische Druck kann eventuell durch eine behutsame
Kommunikation etwas abgeschwächt werden. Hierbei ist es wichtig, dass der Arzt dem
Patienten klarmacht, dass ein positiver Befund auf Mammographiebildern ohne geeignete
chirurgische Nachuntersuchungen noch nicht viel zu bedeuten hat.
4.3.2 False Negatives
Betrachtet man die bloßen Folgen falsch-negativer Befunde, so haben diese gegenüber von
falsch-positiven Krebsdiagnosen das weitaus höhere Schadenspotenzial. Wird ein Tumor
nicht entdeckt, obwohl er eigentlich vorhanden ist, so kann das dazu führen, dass der Pati-
ent den Brustkrebs erst dann bemerkt, wenn sich die ersten stärkeren Symptome ausbilden.
Für eine vollständige Heilung der Krankheit ist es dann häufig schon zu spät. Selbst wenn
die Patienten den ersten Ausbruch des Krebses überleben sollten, so haben sie häufig im
Verlauf ihres weiteren Lebens mit der Beseitigung von Metastasen zu kämpfen. Schwere
gesundheitliche Folgen bis hin zum Tod sind das Resultat. Das Schadenspotenzial von
False Negatives ist damit als enorm hoch einzuschätzen.
Andererseits sind Deep Learning Algorithmen auch Spezialisten, wenn es um das Vermei-
den von falsch-negativen Fehldiagnosen geht. Wie bereits im Abschnitt 4.2 beschrieben,
können Charakteristiken von Tumoren eigenständig erlernt werden, die einem erfahrenen
Radiologen gar nicht als solche bekannt sind. Das sorgt für einen großen Vorteil gegenüber
den Ärzten und den bereits angewandten CAD-Systemen. Außerdem können die neurona-
len Netze sehr kleine Tumore identifizieren, die für auch für geschulte menschliche Augen
nur äußerst schwer erkennbar sind. Verglichen mit den Resultaten aktuell angewandter
Diagnosemethoden sind Deep Learning Algorithmen damit um ein Vielfaches besser, be-
zogen auf die Vermeidung von False Negatives. Die Wahrscheinlichkeit, dass ein Radiologe
einen Tumor erkennt, den ein ausführlich trainiertes System komplett übersieht, ist also
nur äußerst gering.
Man kann also sagen, dass das hohe Schadenspotenzial falsch-negativer Diagnosen von der
sehr kleinen Risikowahrscheinlichkeit ausgeglichen wird. Bezüglich der Vermeidung von
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False Negatives sind Deep Learning Algorithmen derzeit alternativlos. Es sollte allerdings
genau geprüft werden, dass die eingesetzten Deep Neural Networks anhand von korrekten
Trainingsdaten über einen längeren Zeitraum angelernt wurden, um sicherzugehen, dass
sie genaue und verlässliche Ergebnisse liefern.
4.4 Fazit der Risikoanalyse
Betrachtet man False Negatives und False Positives getrennt voneinander, so fällt auf,
dass bei der Anwendung von Deep Learning Systemen in der Krebsdiagnostik das größere
Risiko auf der Seite der falsch-positiven Befunde liegt. Dieses kann jedoch durch dafür
ausgebildete Ärzte, die die Resultate der Algorithmen gegenprüfen, abgeschwächt werden.
Falsch-positive Diagnosen kommen nur selten vor und wenn sie dennoch auftreten, sind
die existierenden Tumore ohnehin so schwer identifizierbar, dass auch mit CAD-Systemen
ausgestattete, erfahrene Radiologen die Resultate nicht verbessern würden.
Die Anwendungsumgebung der Brustkrebsdiagnostik ist für Deep Learning derweil wie
geschaffen [36]. Die Menge der Brustscreening-Programme stellt den neuronalen Netzen
eine Fülle von digitalisierten und gut dokumentierten Bilddaten zur Verfügung. Zusammen
mit den zugehörigen endgültigen pathologischen Ergebnissen bilden sie einen verlässlichen
Goldstandard, der problemlos zum Trainieren der CNN’s verwendet werden kann. Wenn
ein Mammographiebild einen Verdacht auf Krebs beinhaltet, so kann dies durch eine Biop-
sie oder chirurgische Inspektionen belegt werden. Gibt es keinen Krebsbefund, so bestätigt
dies die zwei bis drei Jahre später angesetzte nächste Mammographieuntersuchung. Auf-
grund dieser Wahrheitsdaten können sich die Systeme diejenigen Eigenschaften selbst er-
lernen, die erforderlich sind, um verdächtige Krebszellen aus einem Meer von normalen
Zellen herauszufiltern. Es muss sich also nicht mehr darauf verlassen werden, dass Men-
schen den bereits bestehenden CAD-Systemen, die Eigenschaften von Tumoren korrekt
beibringen.
Die Chancen, die sich durch Deep Neural Networks bieten sind zu groß, um sie zu ignorie-
ren. Es ist daher wichtig, dass diese Algorithmen, die jetzt schon deutlich bessere Ergeb-
nisse liefern als alle anderen Diagnosemöglichkeiten, anwendungsreif gemacht werden. Um
die Gefahr von möglichen False Positives zu minimieren, sollten Deep Neural Networks
allerdings in ihrer Entscheidung über das Vorhandensein von Tumoren niemals allein ge-
lassen werden. Vielmehr können sie als unterstützendes Werkzeug den Radiologen und
Pathologen dabei helfen, die Fehlerrate in der Krebsdiagnostik und damit letztendlich
auch die Sterberate von Krebspatienten in den nächsten Jahrzehnten deutlich zu senken.
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5 Ausblick
Die Forschung an Deep Learning Algorithmen für den Einsatz in der Krebsdiagnostik, ist
eine sehr junge Disziplin und birgt noch viel Potenzial für weitere Forschung in diesem Ge-
biet. So könnten die neuronalen Netze, wie die von DeepMind, auch problemlos auf auf die
Frühdiagnose von Tumoren in anderen Körperregionen angewandt werden. Hierbei sollte
jedoch darauf geachtet werden, dass bereits eine große Datenbasis existiert anhand derer
die Deep Neural Networks supervised trainiert werden können. Zudem ist es möglich, die
existierenden Algorithmen zur Frühdiagnose ebenso auf die Diagnostik von Metastasen in
Fremdgeweben anzuwenden. Hierdurch könnten sehr schnell und effizient Streuungen des
Krebses erkannt und in der Folge beseitigt werden, um dem Patienten eine vollständige
Heilung von der Krankheit zu ermöglichen.
Aktuell gibt der Algorithmus von DeepMind nur die Wahrscheinlichkeiten zurück, dass
an einer Stelle im Bild ein Tumor existieren könnte. Ein weiterer Forschritt wäre hier die
zusätzliche Ausgabe von Information zur Struktur des untersuchten Gewebes, damit der
zuständige Radiologe nachvollziehen kann, warum das System in einer bestimmten Region
Krebszellen erkennt und anhand dessen schneller mögliche False Positives auszusortieren.
Deep Convolutional Neural Networks haben allerdings so viele komplexe Schichten, dass
selbst die entwickelnden Experten kaum verstehen, wie genau sie arbeiten. Da das komplet-
te Wissen eines neuronalen Netzes ausschließlich aus den sich permanent ändernden Ge-
wichten besteht, ist dieses aus dem System praktisch nicht extrahierbar. Schlüsse darüber
warum genau eine Entscheidung getroffen wird, kann man mit den heutigen Mitteln noch
nicht ziehen. Damit die Menschheit das Handeln von Deep Neural Networks nachvollzie-
hen kann, muss die Forschung an genau dieser Stelle verstärkt ansetzen.
Neben DeepMind existieren auch noch andere intelligente Systeme im Bereich der Onkolo-
gie, die auf Basis von Deep Learning arbeiten. Watson von IBM beispielsweise analysiert
bestehende Patientenakten, um für Krebserkrankte die bestmögliche Therapie zu finden.
Eine Kaskadierung dieser Algorithmen könnte dazu führen das unter Eingabe von Mammo-
graphiebildern, nach Kontrolle der Zwischenergebnisse durch einen Arzt, direkt Behand-
lungsmethoden zur Bekämpfung des Brustkrebses vorgeschlagen werden. So könnte die
Entscheidung über eine mögliche Operation oder die Durchführung von Chemotherapien
in Zukunft ebenfalls neuronalen Netzen überlassen werden. Da Deep Learning Algorithmen
in vielen Bereichen den Menschen überlegen sind, würde die Behandlung von Patienten
dadurch deutlich zeiteffizienter und vermutlich auch sicherer werden.
Ganz abgesehen von gesetzlichen Einschränkungen fehlt es derzeit noch an der Genauigkeit
der Resultate bezüglich falsch-positiver Fehldiagnosen, um die Deep Neural Networks kom-
plett von menschlichen Entscheidungen trennen zu können. Wird dieses Problem zukünftig
so stark reduziert, dass es menschlichen Untersuchungen mindestens gleichwertig ist, so
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steht der medizinischen Diagnostik möglicherweise eine riesige Veränderung bevor. Bis
dahin bleiben kompetente Ärzte jedoch als finale Entscheidungsträger unumgänglich.
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[22] Zeit Online, Ëin Strichmännchen rennt um sein Leben”, 2017/07/20
https://www.zeit.de/digital/internet/2017-07/deepmind-googles-ki-
lernt-laufen
[23] Wikipedia, ”AlphaGo”
https://de.wikipedia.org/wiki/AlphaGo
[24] DeepMind, ”How we’re helping today - Streams in NHS hospitals”
https://deepmind.com/applied/deepmind-health/working-partners/how-
were-helping-today/
[25] DeepMind, ”Researching for tommorow - DeepMind Health and research collabora-
tions”
https://deepmind.com/applied/deepmind-health/working-partners/health-
research-tomorrow/
23
[26] entwickler.de, ”Machine Learning und künstliche Intelligenz in der Medizin”,
2016/05/30
https://entwickler.de/online/development/machine-learning-
kuenstliche-intelligenz-medizin-246715.html
[27] Financial Times, ”DeepMind develops AI to diagnose eye diseases”, 2018/02/04
https://www.ft.com/content/84fcc16c-0787-11e8-9650-9c0ad2d7c5b5
[28] DeepMind, ”Applying machine learning to radiotherapy planning for head and neck
cancer”, 2016/08/30
https://deepmind.com/blog/applying-machine-learning-radiotherapy-
planning-head-neck-cancer/
[29] DeepMind, ”Applying machine learning to mammography screening for breast can-
cer”, 2017/11/24
https://deepmind.com/blog/applying-machine-learning-mammography/
[30] Google AI Blog, ”Assisting Pathologists in Detecting Cancer with Deep Learning”,
2017/03/03
https://ai.googleblog.com/2017/03/assisting-pathologists-in-
detecting.html
[31] Yun Liu, Krishna Kumar Gadepalli, Mohammad Norouzi, George Dahl, Timo Kohl-
berger, Subhashini Venugopalan, Aleksey S. Boyko, Aleksei Timofeev, Philip Q. Nel-
son, Greg Corrado, Jason Hipp, Lily Peng, Martin Stumpe, ”Detecting Cancer Me-
tastases on Gigapixel Pathology Images”, 2017
https://arxiv.org/abs/1703.02442
[32] Geoffrey Hinton, ”Neural Networks for Machine Learning, Lecture 6e, rmsprop:
Divide the gradient by a running average of its recent magnitude”, 2014
http://www.cs.toronto.edu/~tijmen/csc321/slides/lecture_slides_lec6.
pdf, S.26ff
[33] Wikipedia, ”False positives and false negatives”
https://en.wikipedia.org/wiki/False_positives_and_false_negatives
[34] Wikipedia, ”Computerassisterte Detektion”
https://de.wikipedia.org/wiki/Computerassistierte_Detektion
[35] Meindert Niemeijer, Bram van Ginneken, Michael J. Cree, Atsushi Mizutani,
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