In this paper, we introduce two approaches to the generalized synchronized synchronization and the inverse generalized synchronization of fractional discrete-time chaotic systems with non-identical dimensions. The convergence of the proposed approaches is established by means of recently developed stability theory. Numerical results are presented based on well-known maps in the literature. Two examples are considered: a 3D generalized synchronization and a 2D inverse generalized synchronization.
Introduction
The theory of fractional calculus is old as its inception can be attributed to two of the most prominent figures of modern calculus, L'Hôpital and Leibniz, as early as 1695. The complete framework for this type of calculus was complete by the 1800s [1] . However, the same cannot be said about discrete fractional calculus, which has not seen the light of day until recently. Over the last decade, researchers have found interest in the theory as well as applications of discrete fractional calculus. In examining the theoretical literature, one observes a number of difficulties facing the subject. In fact, an exact definition of the fractional discrete operator itself has not yet been agreed upon. The general consensus seems to be restricted to the fact that unlike the integer operator, which is local, the fractional one has infinite memory. This is not at all unlike the Caputo operator in continuous time. A good description and analysis of this type of calculus can be found in [1] . Most of the notation adopted in our study is based on that of [1] . It is important to mention that discrete fractional calculus has been shown to provide more accurate models of natural phenomena. See, for instance, modeling the motion of a bead sliding on a wire [2] . The subject has also found application in optimal control [3] .
Among the interesting aspects of a discrete-time fractional system is its stability analysis. Obviously, the asymptotic stability of discrete fractional systems is an important subject since it brings us a step closer to establishing the existence of chaos and serves as a basis for proving the convergence of a system's states to zero (or some other equilibrium) as time approaches infinity. This is particularly important when dealing with the stabilization and synchronization of discrete fractional dynamical systems. Among the most interesting results reported in the literature are those of [4] , where the author establishes bounds on the arguments of the eigenvalues related to the linearized system in order to guarantee asymptotic stability. Another interesting study is [5] , where the authors established and proved a discrete fractional version of the well-known direct Lyapunov method. Some useful Lyapunov functions for Riemann-Liouville-like fractional difference equations can be looked up in [6] . More stability results can be found in [7, 8] .
Chaos refers to the high sensitivity of a dynamical system to small changes in the initial condition. Discrete chaotic systems have been around for a while. Perhaps the most commonly studied and applied discrete chaotic system is the Hénon map, which was introduced in 1976 [9] as a discretization of the Poincaré section of the famous continuous-time Lorenz system. Soon after, numerous other maps were proposed and became of interest to researchers in the fields of communications and control including the Lozi system [10] and the 2-component flow model [11] . Generalizations of these 2-component systems to higher dimensions were proposed at a later stage including, for instance, the generalized Hénon map [12] and the Stefanski system [13] . This type of chaotic systems has found applications in many fields including engineering and science [14] [15] [16] [17] .
One of the most studied aspects of chaos is the synchronization of chaotic systems, which aim to force a slave system to mimic the dynamics of a master one. Numerous synchronization types and control strategies have been proposed throughout the years since Pecora et al. [18] had their first breakthrough. The synchronization of discrete-time systems has been studied by some researchers [19] [20] [21] [22] [23] [24] [25] [26] [27] .
Fractional chaotic systems have recently become somewhat of a hot topic. Researchers have looked at the fractional counterparts for a number of conventional chaotic systems. Most recently, some advances have been made in relation to chaotic fractional discretetime systems and their applications [28] [29] [30] [31] [32] [33] [34] [35] . The theory related to this kind of systems makes them suitable for certain applications such as encryption [36, 37] . Researchers in the field of secure communications and data encryption have suggested that fractional maps are more suitable than integer order ones as they include a new degree of freedom in their dependency on the fractional order. In addition, it has been reported that fractional maps have simpler forms yet hold richer dynamical behaviors. The synchronization of this type of systems remains to this day a new and mostly unexplored field. The references on the subject are only a few [37] [38] [39] [40] [41] [42] [43] .
In this paper, we aim to propose control laws for two types of synchronization relating to fractional discrete-time systems, namely generalized synchronization (GS) and inverse generalized synchronization (IGS). GS is one of the most widely studied synchronization types. It refers to the existence of a functional relationship between the drive states and the response states [44] . Instead of the conventional definition of synchronization, which stipulates that the difference between the drive and response trajectories tends to zero as t → ∞, GS forces the difference between the slave states and a function of the master states to zero. IGS is the natural reversal of GS, i.e., the error is the difference between the master states and a function of the slave states. The importance of GS and IGS stems from the fact that they can enrich the behavior of chaotic systems. This allows for more flexibility and has proven useful in many applications including secure communications [45] . Exact definitions of the GS and IGS types will be given in Sects. 3 and 4, respectively.
Due to the many reported advantages of fractional chaotic maps [30, 33, 46] , we found ourselves compelled to examine their synchronization. It is not always possible or desirable to completely synchronize two chaotic systems but rather to introduce a more generalized synchronization [44] . Our aim in this paper is to establish the convergence of the proposed GS and IGS schemes for a pair of fractional discrete systems by means of asymptotic stability results reported recently in the literature. The next section of this study will highlight some of the necessary notation and theory related to discrete fractional calculus and stability. Section 3 proposes the control law for the generalized synchronization of two fractional discrete-time systems with non-identical dimensions. Section 4 presents the control law for the inverse generalized synchronization following a similar approach. Section 5 presents the numerical results related to two particular examples. Finally, Sect. 6 provides a general summary of the main findings of this study.
Basic concepts
In this section, we aim to recall some of the theory required for the analysis throughout our paper. In particular, we will present some of the notation and definitions related to discrete fractional calculus and the stability of fractional discrete systems. Throughout our study, we will be using the notation and definitions adopted in [42] for discrete fractional calculus. We start by defining the υth fractional sum of an arbitrary function u : N a → R in the same way as postulated in [47] , i.e.,
where υ > 0 and σ (s) = s + 1. The notation N a denotes the set of natural numbers starting from a and t υ denotes the falling function given by means of the gamma function as
We also need to define the υth order Caputo type delta difference of an arbitrary function u defined over N a . According to [48] , for υ / ∈ N, t ∈ N a+n-υ , and n = [υ] + 1, this may be given by
It is important to note that in the special case characterized by 0 < υ < 1, n = 1 and t ∈ N a+1-υ yielding
In order to be able to carry out the analysis and numerical simulations required in our paper, we need the following two theorems. The first theorem describes the equivalent discrete integral equation corresponding to a generic fractional discrete difference equation. This is needed to obtain the numerical formulas for the simulations. It is important to note that more recent work has been done on the subject of extending the well-known finite difference numerical method to fractional systems including, for instance, the work in [49] . The second theorem identifies the asymptotic stability condition for a generic fractional map.
where the initial iteration u 0 (t) reads
Theorem 2 ([4]) Given a vector-valued function X(t)
, and ∀t ∈ N a+1-υ , the zero equilibrium of the linear fractional discrete-time system
is asymptotically stable if
for all the eigenvalues λ of A.
Generalized synchronization
Let us consider the drive and response systems described by
where X(t) = (x 1 (t), . . . , x n (t)) T and Y (t) = (y 1 (t), . . . , y m (t)) T are the corresponding state
nonlinear function, and U = (u i ) 1≤i≤m is the vector controller to be determined by means of the synchronization process. In this section we are concerned with generalized synchronization, which is defined as follows.
Definition 1
The pair (10) is said to be generalized synchronized with respect to the vector map φ if there exists a controller U = (u i ) 1≤i≤m and a map φ :
Normally, in order to establish that a certain control law achieves a given type of synchronization, we must prove that the zero solution of the error system is asymptotically stable. Hence, the following theorem proposes a controller U aimed at forcing the synchronization errors defined in (11) to zero asymptotically, i.e., as t → ∞.
Theorem 3 Subject to
where t ∈ N a+1-υ ,
and
the pair (10) is globally generalized synchronized with respect to φ.
Proof The errors between the pair of systems (10) lead to
Substituting (12) into (15) yields the simplified form
where
It is easy to see that the eigenvalues of B -C, which are simply λ i = b ii -c ii , i = 1, 2, . . . , m, satisfy the conditions
It, therefore, follows immediately from Theorem 2 that the zero solution of (16) is asymptotically stable and the pair (10) is generalized synchronized.
Inverse generalized synchronization
Now, let us consider the drive and response chaotic systems of the form
where X(t) = (x 1 (t), . . . , x n (t)) T and Y (t) = (y 1 (t), . . . , y m (t)) 1≤i≤m . Note here that the master and slave systems in (18) are of non-identical dimensions given by n and m, respectively, such that n ≤ m. In this section, we aim to introduce a control strategy that forces the slave states to synchronize with the master ones. The type of synchronization considered here is known as inverse generalized synchronization, which was considered in [51] for continuous-time fractional chaotic systems.
Definition 2
The pair (18) is said to be inverse generalized synchronized with respect to ϕ if there exist a controller U = (u i ) 1≤i≤m and a map ϕ :
Suppose that ϕ can be written as
where H ∈ R n×m and h : R m → R n is a nonlinear function. The error dynamics between the drive and response systems (18) can be derived for t ∈ N a+1-υ as
For i > n, we can simply choose
This way, (21) can be written as follows:
whereÛ = (u 1 , . . . , u n ) T ,Ĥ is an invertible n × n matrix, (24) and L ∈ R n×n is a control matrix chosen such that all the eigenvalues λ i , i = 1, . . . , n, of A -L satisfy the conditions
R = LX(t) + (A -L)HY (t) + (A -L)h Y (t) + f X(t) -Hg Y (t) -
In order to achieve inverse generalized synchronization, our choice of the remaining control parameters can be made as follows:
whereĤ -1 ∈ R n×n is the inverse of matrixĤ. By substituting (26) into (23), the error dynamics can be described as
With this dynamic, we can follow the same steps as in the proof of Theorem 3 to establish the following result. (22) and (26) and by selecting the control matrix L according to (25) , the pair (18) is inverse generalized synchronized with respect to ϕ.
Theorem 4 Subject to control laws

Numerical results
In order to put the control laws proposed in Theorems 3 and 4 to the test, we will present two numerical examples for a pair of fractional chaotic systems with different dimensions. In [33] , the author introduced a complete fractional-order Hénon map based on the same discrete fractional calculus definitions adopted in our study. In addition, a fractional form of the 3D generalized Hénon map was proposed in [46] with the same notation used herein.
Before we go ahead and show our numerical results, let us first review some aspects of the drive and response systems. We consider as a drive system the 2D fractional Hénon map of the form
for t ∈ N a+1-υ , which exhibits a chaotic attractor, for instance, when (a 1 , b 1 ) = (1.4, 0.3), a = 0, and υ = 0.984. The resulting chaotic attractor is shown in Fig. 1 and its general shape is similar to that of the integer order one. 
As for the response system, we consider the 3D fractional generalized Hénon map. The system is described for t ∈ N a+1-υ as
where u 1 , u 2 , and u 3 are controllers. Subject to (a 2 , b 2 ) = (0.99, 0.2), a = 0, and υ = 0.984, the uncontrolled map (29) with u 1 = u 2 = u 3 = 0 is chaotic as shown in Fig. 2 . In the remainder of this section, we will put the findings of Theorems 3 and 4 to the test by considering two specific examples, a 3D generalized synchronization and a 2D inverse generalized synchronization.
3D generalized synchronization
It is easy to see that the linear part of the response system (29) is given by
Based on the proposed approach described in Sect. 3, the error system corresponding to the generalized synchronization strategy is defined as e 1 (t), e 2 (t), e 3 (t)
where According to Theorem 3, there exists a control matrix C, which can be chosen as
which clearly satisfies conditions (13) and (14), and by extension systems (28) and (29) are generalized synchronized in 3D. Now that matrices B and C and function φ are known, it is rather easy to construct the control law according to (12) . The resulting error system is of the form 
The time evolution of the errors is depicted in Fig. 3 . Clearly, synchronization is achieved as the errors converge to zero in sufficient time.
2D inverse generalized synchronization
For the 2D inverse generalized scenario, the linear part of the slave system is Figure 3 Time evolution of the generalized synchronization errors e 1 (t), e 2 (t), and e 3 (t) with υ = 0.984 and
Following the synchronization process described in Sect. 4, the error system is given by e 1 (t), e 2 (t)
The function ϕ can be written as
and h y 1 (t), y 2 (t), y 3 (t) = 0, y Figure 4 Time evolution of the inverse generalized synchronization errors e 1 (t) and e 2 (t) with υ = 0.984 and
Using the steps of Sect. 4, we havê
According to Theorem 4, the control matrix L can be selected as
which clearly satisfies condition (25) . Recall from (26) that the controller requires us to determineĤ -1 and R, which may be calculated using L as in (42) and A as in (35) . Constructing the controllers is, therefore, straightforward and is governed by (22) and (26) . As a result, systems (28) and (29) are inverse generalized synchronized in two dimensions. Figure 4 depicts the convergence of the errors, which belong to the fractional system
a e 1 (t) = -e 1 (t + υ -1) + e 2 (t + υ -1), C υ a e 2 (t) = e 1 (t + υ -1) -e 2 (t + υ -1).
(43)
Discussion of results
It is important to note that the novelty of the results reported in this paper stems from the fact that the GS scheme achieved in this paper is a generalization of a number of different synchronization types including complete synchronization, anti-synchronization, projective synchronization, matrix projective synchronization, and functional matrix projective synchronization. Similarly, a number of different types considered in the literature fall under the IGS type including inverse synchronization, anti-synchronization, inverse projective synchronization, inverse matrix projective synchronization, and inverse functional matrix projective synchronization. The literature related to the synchronization of fractional chaotic maps is still very limited. Perhaps the most relevant studies are [38] [39] [40] [41] . In [38] , the authors discuss the dynamics of the fractional logistic map and propose a simple synchronization scheme for a pair of identical maps. The work in [39] concerns identical synchronization, which is based on [18] , and uses the results reported in [52, 53] . Also, [40] deals with the chaotic synchronization of linearly coupled discrete fractional Hénon maps. The study considers identical drive and response systems and the synchronization scheme achieved is basic. As for [41] , the fractional difference operator employed is different from ours, which makes it difficult to compare the results except to say that the Caputo operator used here is more practical for most applications.
Unlike all of the previous studies, our work is more general both in terms of the drive/response pair considered and the types of synchronization achieved. The GS and IGS synchronization schemes proposed here are applicable to a wide range of fractional maps. In addition, the method used to establish asymptotic stability is the linearization scheme proved in [4] .
Conclusion and future works
In this paper, we have proposed control strategies for two distinct synchronization types dedicated to discrete-time fractional-order chaotic systems characterized by different dimensions. The first type is referred to as generalized synchronization and the second as inverse generalized synchronization. The proposed control parameters are nonlinear in nature. In order to ensure that the proposed schemes converge towards zero, we establish the asymptotic stability of the zero solution to the error system by means of the linearization method. In order to assess the validity of the findings, numerical results have been presented for a 2D master and a 3D slave. The discrete-time systems employed here are well known in the literature. Two distinct cases have been considered: a 3D generalized synchronization and a 2D inverse generalized synchronization. Matlab simulation results have confirmed the convergence of the error in sufficient time.
We note that the global asymptotic stability of controllers is usually established by means of the direct Lyapunov method. Unfortunately, since the method has yet to be proven for fractional discrete systems with delay, we were not able to use it in our study. We plan to address this in a future study. In addition, discrete-time fractional chaotic systems have received considerable interest in the field of data, image, and video encryption. It is common to use a large set of random or pseudo-random keys in a secret or public key encryption scenario. The basic idea is that chaotic maps can be used instead of conventional algorithmic key generators. It has been claimed in the literature that the dependence of fractional chaotic maps on changes in the fractional order adds a new degree of freedom, which makes them more suitable for encryption purposes. It is the intention of the authors to put this claim to the test in a future study by comparing the synchronization scheme discussed herein with previous results in a data encryption scenario.
