Abstract. The estimation of parametric global motion has had a significant attention during the last two decades, but despite the great efforts invested, there are still open issues. One of the most important ones is related to the ability to simultaneously cope with viewpoint and illumination changes while keeping the method accurate. In this paper, a Generalized least squared-based motion estimator model able to cope with large geometric transformations and illumination changes is presented. Experiments are made on a series of images showing that the presented technique provides accurate estimates of the motion and illumination parameters.
Introduction
Image registration could be defined as the process to transform an image to match another image as correctly as possible. This process is necessary when we want to compare or to integrate the data information from the two images (see [18] for a review of image registration methods). During image acquisition of a scene, many factors intervene: the position and the distance from the camera (or sensor) to the scene, the illumination, the nature of the objects to be imaged, etc. Any change in these factors implies that the data in the corresponding images are not directly comparable. During the last few years, a special interest has emerged in relation to the need to cope with simultaneous viewpoint and illumination changes ( [11] , [13] , [1] , [2] , to cite a few works). Interesting examples could be found in image databases where we can obtain images of the same place acquired with different cameras and with different acquisition conditions.
In general, the direct geometric registration problem can be solved minimizing an error function in relation to the difference in the pixel values between an image that may be called Test image and the Reference image. In particular, it can be formally written as:
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where I 1 and I 2 are two input images, q i = (x i , y i ) T are the pixel coordinates, g is the vector of motion parameters and G is the function to transform the pixel coordinates from one image to the other. The function G is expressed, for instance, in an affine motion (Eq. 2) as follows:
If photometric changes are also considered, these may be modeled by a transformation P with parameter vector p and the minimization would therefore be:
To solve the problem shown in Eq. 3, Bartoli developed the Dual Inverse Compositional (DIC) estimation technique [2] considering Eq. 3 and then applying an inverse compositional update rule for both the geometric and photometric transformations. See [2] for details on the steps of the algorithm used to assess the geometric registration and illumination compensation parameters. In this paper a generalized least squares-based non-linear motion estimation technique that incorporates the capability to deal with color illumination changes is presented (it will be called the GLSIC method), where illumination changes are modeled considering an affine transformation framework. The method is based on the Generalized Least Squares (GLS) motion estimation method introduced by Montoliu and Pla in [12] , and where a new criterion function is proposed, incorporating these illumination changes. The GLS method is applied on this criterion function, deriving a new set of equations whose solutions allow the simultaneous assessment of the geometric and affine illumination transformation parameters. It is shown that the proposed method provides better results than the method recently described in [2] . This method is used since it is, for the best of our knowledge, the most relevant technique that simultaneously estimates the motion and the illumination transformation parameters in color images.
The rest of the paper is organized as follows: Section 2 justifies the use of a complete affine transform to model illumination changes. In Section 3, the GLS for general problems is briefly introduced. Section 4 presents the GLSIC method. Section 5 shows the experiments and results obtained by the proposed method. Conclusions are drawn in Section 6.
Illumination Compensation Model
Illumination compensation is closely related to chromatic adaptation in human colour vision. The first chromatic adaptation experiments started in the late 1940s. A few years later, Wyszecki and Stiles proved in a human asymmetric matching experiment [16] that a diagonal linear matrix transform would be enough to reproduce the experiment of asymmetric matching. However, West and Brill [15] and others proved later that for a given set of sensor sensitivities a diagonal transform could only cover a restricted group of object colours and illuminant spectra. Finlayson et al [3] argued that a diagonal transform would be enough for the modeling of an illumination change if the camera has extremely narrow-band sensors, which is often not the case. There are other cases where diagonal illumination compensation can fail, for instance, if there are other processes happening like bias in the camera, or saturated colours in the scene. In the latter case, some colours would fall in (and outside of) the camera gamut boundary [4] . This is the reason why the use of a complete (full) affine transform in the form Ω · I(q) + Φ is justified (see, for example, [6] , [9] , [17] , to cite a few), where Ω ∈ R 3×3 is a full matrix, with elements ω kl , (k, l = 1, . . . , 3) , and Φ ∈ R 3 , a vector with elements φ k , (k = 1, . . . , 3).
Generalized Least Squares Estimation for General Problems
In general, the GLS estimation problem can be expressed as follows (see [12] for more details):
where:
-υ is a vector of r unknown residuals in the observation space, that is, υ = γ −γ, where γ andγ are the unperturbed and actually measured vector of observations, respectively.
T , each one is an observation vector with n components
T , each one is, in general, a set of f functions that depend on the common vector of parameters χ and on an observation vector
T . Those functions can be non-linear.
Thus, the solution of (4) can be addressed as an iterative optimization process starting with an initial guess of the parameters χ(0). At each iteration j, the algorithm estimates Δχ(j) to update the parameters as follows: χ(j) = χ(j − 1) + Δχ(j). The process is stopped if the improvement Δχ(j) is lower than a threshold. The improvement Δχ(j) can be expressed as follows:
where
can also be expressed as:
and finally e i is an R f vector with elements Table 2 . Ai matrix for affine and projective motion. Second part.
Function ∂α11 ∂α12 ∂α13 ∂α21 ∂α22 ∂α23 ∂α31 ∂α32 ∂α33 ∂β1 ∂β2 ∂β3
GLS-Based Color Motion Estimation under Illumination Changes
In the GLSIC formulation of the motion estimation problem, the function ξ i (χ, γ i ) is expressed as follows:
with
T , where q i has been introduced to simplify notation as: q i = G(q i ; g). Note that in this case the number of functions f is 3. Eq. 7 can also be writen in a more convenient way as follows:
where R 1 (q i ), G 1 (q i ) and B 1 (q i ) are the R, G and B, components of the first color image in the sequence (Reference image) at the point q i , and R 2 (q i ), G 2 (q i ) and B 2 (q i ) are the R, G and B, components of the second color image in the sequence (Test image) at the transformed point q i = G(q i ; g). In this case, each observation vector γ i is related to each pixel q i , with r being the number of pixels in the area of interest.
Let us define the observation vector as
The vector of parameters is defined as follows: χ = (g, p)
T . Due to the high dimensionality of the parameter vector it is difficult to describe A i , B i using matrix form. Tables will be used instead. For affine motion, A i is shown in Tables 1 and 2 ; B i is shown in Tables  3 and 4 . For projective motion, A i is shown in Tables 5 and 2 ; B i is shown in Tables 3  and 6 .
In Tables 1 to 6 , R 
T Output: χ, the vector of estimated motion parameters. 1. Calculate image gradients.
Update matrices Ai, Bi and ei using χ(j − 1).
8.
Estimate Δχ(j). 
The estimation process is summarized in Algorithm 1. A Feature-based
Step is used to initialize the motion estimator (whenever the deformation between images is quite large a good initial vector of motion parameters is needed). It mainly consists of a SIFTbased technique [10] to detect and describe interest points, where for each interest point belonging to the first image a K-NN search strategy is performed to find the k-closest interest points in the second image. Finally, for estimating the first approximation of the motion parameters a random sampling technique is used [14] . Regarding the illumination parameters at χ(0), they have initially been set to: Ω = I and Φ = (0, 0, 0) T . Table 5 . Ai matrix for projective motion. First part.
Function ∂a1 ∂b1 ∂c1 ∂a2 ∂b2 ∂c2 ∂d ∂e Table 6 . Bi matrix for proyective motion. Second part. 
Experiments and Results
In order to test the accuracy of the proposed motion estimation technique, several experiments were performed using a set of challenging images (some of them are shown in Fig. 1 4 . The first three images in the first row of Figure  1 were acquired by ourselves using a conventional digital camera and varying the illumination conditions. In all image pairs there exists a simultaneous geometric and photometric transformation. The GLSIC method was tested against the DIC method [2] . For each image pair, first, the Feature-based step was performed to obtain a good inital motion parameters vector. Then, both algorithms were applied using this initialization, obtaining two output parameters χ GLSIC and χ DIC . With the estimated parameters, the Test image can be geometrically and photometrically transformed. Then if the parameters have been correctly estimated, the resulting images (I GLSIC and I DIC ) should be very similar to the corresponding reference images. Figure 2 shows the results obtained with the proposed technique for Bartoli's image, used in [2] . The first two images are the Test and the Reference image. The third is a panoramic image with the result of the registration. Note how the motion and the illumination parameters have been correctly estimated. Four image similarity measures were used to assess the quality of the estimation: the Normalized Correlation Coefficient (N CC [5] ), the Increment Sign Correlation coefficient (ISC [7] ), the Selective Correlation Coefficient (SCC [8] ) and the Normalized Average of Absolute Errors (N AAE) defined as:
where aae is the average of the absolute errors for all the corresponding pixels in the images, and T H is a constant. The four measures produce values from 0 (low similarity) to 1 (high similarity). Table 7 shows the average of the values obtained for all experiments. Note how the proposed estimation technique overcomes Bartoli's method [2] for all similarity measures.
Conclusions
In this paper, a new method able to assess the geometric and photometric transformation between image pairs has been presented. It uses a Generalized Least Squares estimation framework combined with an affine transform illumination model. It has been tested in a series of images from different sources overcoming what is considered the reference method for registration with color illumination compensation [2] .
