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Uncertainty propagation (UP) in physical systems governed by PDEs is a chal-
lenging problem. This thesis addresses the development of a number of inno-
vative techniques that emphasize the need for high-dimensionality modeling,
resolving discontinuities in the stochastic space and considering the computa-
tional expense of forward solvers. Both Bayesian and non-Bayesian approaches
are considered. Applications demonstrating the developed techniques are in-
vestigated in the context of flow in porous media and reservoir engineering
applications.
An adaptive locally weighted projection method (ALWPR) is firstly devel-
oped. It adaptively selects the needed runs of the forward solver (data collec-
tion) to maximize the predictive capability of the method. The methodology
effectively learns the local features and accurately quantifies the uncertainty in
the prediction of the statistics. It could provide predictions and confidence in-
tervals at any query input and can deal with multi-output responses.
A probabilistic graphical model framework for uncertainty quantification
is next introduced. The high dimensionality issue of the input is addressed
by a local model reduction framework. Then the conditional distribution of
the multi-output responses on the low dimensional representation of the input
field is factorized into a product of local potential functions that are represented
non-parametrically. A nonparametric loopy belief propagation algorithm is de-
veloped for studying uncertainty quantification directly on the graph. The non-
parametric nature of the model is able to efficiently capture non-Gaussian fea-
tures of the response.
Finally an infinite mixture of Multi-output Gaussian Process (MGP) mod-
els is presented to effectively deal with many of the difficulties of current UQ
methods. This model involves an infinite mixture of MGP’s using Dirichlet pro-
cess priors and is trained using Variational Bayesian Inference. The Bayesian
nature of the model allows for the quantification of the uncertainties due to the
limited number of simulations. The automatic detection of the mixture compo-
nents by the Variational Inference algorithm is able to capture discontinuities
and localized features without adhering to ad hoc constructions. Finally, corre-
lations between the components of multi-variate responses are captured by the
underlying MGP model in a natural way.
A summary of suggestions for future research in the area of uncertainty
quantification field are given at the end of the thesis.
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CHAPTER 1
INTRODUCTION
Uncertainty Quantification (UQ) is vital in studying physical problems in all en-
gineering and scientific fields. UQ is a broad topic involving many aspects, for
example, representation of uncertainty, propagation of uncertainty across scales,
validation and verification for predictive computational science, visualization
of uncertainty in high-dimensional spaces and so on [42, 22, 69, 68, 76]. The
focus of this thesis is to develop efficient methodologies for investigating the
propagation of uncertainty in general physical problems with stochastic inputs.
These stochastic input conditions mostly arise from uncertainties in boundary
and initial conditions as well as from inherent random material heterogeneities.
To accurately predict the performance of physical systems, it becomes essential
for one to include the effects of input uncertainties into the model system and
understand how they propagate and alter the final solution.
Generally, the deterministic physical system can be described by governing
equations in the form of ordinary/partial differential equations (ODEs/PDEs).
The presence of uncertainties can be modeled in the system through reformula-
tion of the governing equations as stochastic ordinary/partial differential equa-
tions (SODEs/SPDEs). The particular physical problem of interest in this the-
sis is the porous media flow problem in reservoir domain, which is also called
reservoir simulation. This problem involves multiscale/multiphysics effects
that have attracted the attention of a numerous researchers during the past few
decades. Modern reservoir characterization and geostatistical modeling tech-
niques aim at integrating information from different scales to build high resolu-
tion models with multi-million cells that describe the heterogeneous reservoir
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properties in great detail. Multi-phase flow through these highly detailed reser-
voirs is then studied using either Finite Element (FEM) or Finite Volume (FVM)
methods. However, simulation times are typically prohibitively large for uncer-
tainty propagation or inversion tasks. To decrease the computational costs one
resorts to multiscale methods [50, 70, 48]. These exploit the separation of scales
and result in accelerated simulations.
Randomness in reservoir modeling is not intrinsic. That is, the permeability
or porosity fields required for the construction of a reservoir are very specific
physical quantities. However, we are unable to fully resolve these quantities
experimentally. This is exactly why we are forced to treat them as uncertain.
That is, the uncertainties involved represent a knowledge gap. The goal of un-
certainty propagation is to quantify how this input uncertainty propagates (UP
task) to the quantities of interest such as the pressure or the velocity response
fields. There are three main difficulties associated with the representation of un-
certainties in field quantities for reservoir modeling. Firstly, getting subsurface
experimental measurements is very expensive. Therefore, only a limited num-
ber of observations is available for this purpose. Secondly, both field quantities
are very high-dimensional in nature. This mandates the use of dimensionality
reduction techniques. Hence, the problem is to quantify the fields’ uncertainty
based on a limited set of experimental observations with as few variables as
possible. Towards this goal, we employ the well-known Karhunen-Loe`ve ex-
pansion [62]. Thirdly, due to the heterogeneous nature of the reservoir proper-
ties, there is high probability of the existence of strong local features or disconti-
nuities in the response surface. Such features could not be easily discovered or
modeled. Therefore, in this thesis, we will try to address such difficulties for the
UP problems starting from simple stochastic elliptic problems and to proceed-
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ing reservoir simulation problems.
Over the past few decades, many methods and algorithms have been devel-
oped to address such UP problems. The most traditional one is the Monte Carlo
(MC) method. Its wide acceptance is due to the fact that it can compute the
complete statistics of the solution, while having a convergence rate that is in-
dependent of the input dimension. Nevertheless, it quickly becomes inefficient
in high dimensional and computationally intensive problems, where only a few
samples are available.
Another well-known approach for the UP task is the spectral finite element
method [39, 39]. It involves the projection of the response on a space spanned
by orthogonal polynomials of the random variables and the solution of a sys-
tem of coupled deterministic equations involving the coefficients of the expan-
sion in these polynomials. The scheme was originally developed for Gaussian
random variables which correspond to Hermite polynomials (polynomial chaos
(PC)). It was later generalized to include other types of random variables (gen-
eralized PC (gPC)) [117], and then expanded to the multi-element case. The
multi-element generalized polynomial chaos (ME-gPC) method [109, 110] de-
composes the stochastic space in disjoint elements and then employs gPC on
each element. The coupled nature of the resulting equations that determine the
coefficients of the polynomials make the application of the method to high input
dimensions rather difficult [33].
Stochastic collocation methods extend upon the ideas of the SFEM, but do
not require any intrusive changes to the simulator since they are approximat-
ing the PC coefficients by numerical integration. The response is represented
as an interpolative polynomial of the system response (output) in the random
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input space constructed by calls to the computer code at specific input points.
In [6, 74], a Galerkin based approximation was introduced alongside a collo-
cation scheme based on a tensor product rule using one-dimensional Gauss
quadrature points. These methods, however, suffer from the curse of dimen-
sionality, albeit they can deal with higher dimensions than SFEM. To address
high dimensionality problems, various sparse grid collocation (SGC) method-
ologies were developed based on the Smolyak algorithm [92]. In [64], the au-
thors developed an adaptive hierarchical sparse grid collocation algorithm and
considered a number of applications with non-smooth behavior in the stochas-
tic space. However, the piecewise local linear nature of the scheme performed
poorly when only a few data points were used while interpolation of adverse
functions was shown that it can trick the adaptive algorithm into stopping prior
to convergence.
We have found that a local approach to uncertainty propagation is efficient
to capture localized features in the stochastic space, assuming that one selects
within each local model the most informative input to maximize predictive ca-
pability. In [41, 9], the authors developed such kind of method, specifically, a
treed Gaussian process model where on each leaf of the tree, Bayesian Experi-
mental Design techniques were used to learn a multi-output Gaussian process.
The active learning aspects of these Bayesian approaches was shown to lead to
better convergence than interpolation-based methods such as adaptive sparse
grids [9].
Locally weighted projection regression (LWPR) is an algorithm for incremen-
tal nonlinear function approximation in high-dimensional spaces [21, 86, 83]. At
its core, it employs nonparametric partial least squares regression to locally ap-
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proximate the relationship between input and output. This methodology has
several merits including no need to memorize the training data, adjusting the
local models only by the local information, an ability to deal with high dimen-
sional correlated data, and providing a confidence interval for each prediction.
However, there still exist several problems that limit its application to uncer-
tainty quantification tasks, for example, (1) the accuracy of this approach cannot
be guaranteed, (2) the training data points are randomly sampled, and (3) the
learning process is not optimized. Hence, in this work, we propose an adaptive
way to improve the learning process of the LWPR method, in order to solve the
aforementioned problems with emphasis on uncertainty quantification tasks.
For brevity, we name the method as the adaptive locally weighted projection regres-
sion (ALWPR) method.
This new framework demonstrated that ASGC can be outperformed. Similar
conclusion were obtained in [9] by a tree of Gaussian processes (tGP) and in [10]
using a tree based on Relevance Vector Machines (RVM) with gPC basis func-
tions. The local features or discontinuities could be efficiently captured under
an active learning scheme. The selection of new sample input is based on the
predictive variance and an additional distance penalty term. The method works
for any input distribution and can provide predictions with error-bars at any
query point. This framework has excellent performance in the low-dimensional
stochastic elliptic problem, nevertheless, it still suffers from the curse of dimen-
sionality, which prevented us from applying it to real flow problems. Therefore,
we further construct a new UQ framework from a completely different perspec-
tive, inspired by the work in [58, 56]. The framework is widely referred to as
probabilistic graphical models.
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Probabilistic graphical models [58] provide a powerful framework that effec-
tively interprets complex probabilistic relations between many inter-correlated
variables. The two basic elements of a graphical model are its nodes and edges.
The nodes represent the random variables and edges linking nodes represent
correlations between them. The joint probability distribution can be accessed by
decomposing the complex network into local clusters defined by connected sub-
sets of nodes. Then, by applying appropriate inference algorithms, the marginal
and conditional probabilities of interest can be effectively calculated.
Probabilistic graphical model has been used in a range of application
domains, which include web search [59], medical and fault diagnosis [5],
speech recognition [13], robot navigation [102], bioinformatics [7], communica-
tions [18], natural language processing [56], computer vision [54], and many
more. Most of these applications involve discrete random variables or low-
dimensional continuous random variables. However, for problems involving
high-dimensional continuous variables, the number of efficient and accurate al-
gorithms is limited.
The general procedure of studying a graphical model problem can be sum-
marized as follows: (1) Study the problem and design the structure of the graph-
ical model; (2) Select suitable model reduction techniques to reduce the dimen-
sionality of the inputs; (3) Prepare the training data; (4) Learn the parameters
of graphical model with the training data; (5) Solve an inference problem, that
is, find the conditional or marginal probabilities of interest. In this framework,
we consider solving a single phase flow through porous (heterogeneous) media.
The stochastic input comes from the permeability field, while the responses of
interest are the velocity and pressure. The goal is to construct a probabilistic
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graphical model to capture the probabilistic relationship between the stochastic
input to the responses.
In the designed framework, the structure of the probabilistic graphical
model is derived from the FEMmesh, with the node on the FEMmesh replaced
by the random variables and the deterministic relationship between nodes re-
placed by the correlation functions. The correlations are modeled nonparamet-
rically correlations (non-Gaussian). All the unknown parameters of the graph-
ical model can be learned locally via techniques such as maximum likelihood
(MLE), or maximum a posterior probability (MAP). With all the parameters
completely known, the proposed framework allows us to investigate the UP
problem by running an inference algorithm directly on the graph. In addition,
it can also act as a surrogate model to the deterministic solver, that is, for any
realization of the input permeability, it can give us the predictions of physical
responses as well as the confidence on these predictions (induced by the lim-
ited data used to train the graphical model). There exists a number of inference
algorithms, but they can be divided into two groups, sampling based inference
or variational inference. Since the designed graphical model is nonparametric,
a sampling-based nonparametric belief propagation [88, 93] algorithm is em-
ployed in this work to carry out the inference task.
In [108], the authors proposed a probabilistic graphical model for multiscale
stochastic partial differential equations (SPDEs) that focuses on the correlation
between physical responses. The distribution of physical responses conditioned
on stochastic input was approximated using conditional random field theories.
Different physical responses (such as flux and pressure in flows in heteroge-
neous media) are correlated in such a way that their interactions are assumed to
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be conditioned on fine-scale local properties. No model reduction of fine-scale
properties was involved in this process. The influence of fine-scale properties
on coarse-scale responses was modeled through a set of hidden variables. The
approach in this thesis is significantly different in multiple fronts: (1) the graph-
ical model considers output responses that are independent of each other; (2)
an explicit model reduction scheme is considered to reduce the dimensional-
ity of the random permeability field without the need for introducing hidden
variables; and (3) the graph structure and graph learning scheme are imple-
mented in a completely different algorithmic approach based on the Expectac-
tion/Maximization (EM) algorithm and a sampling based approach to nonpara-
metric belief propagation.
In this approach, a relatively high-dimensional problem can be solved while
at the same time it can represent non-trivial correlations between various vari-
ables. However, we notice that this approach remains computationally expen-
sive and hard to implement while problems are observed when applying it to
problems with localized features or discontinuities. Also,the correlations be-
tween different responses could not be captured by this approach. These draw-
backs will be further addressed next by a mixture of Gaussian Processes (GPs)
model that would allows to address realist flow problems.
In most studies of porous media flow, only the uncertainty of the permeabil-
ity field is taken into account [66, 11]. The other important quantity, the porosity
of the rock, is usually assumed to be constant. This is, partly, justified because
of the uncertainty in porosity is at least one order of magnitude smaller than the
uncertainty in permeability [23]. In addition, including both fields practically
doubles the dimensionality of the uncertainty propagation problem. To the best
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of our knowledge, [40] is the first effort to simultaneously treat as random fields
both permeability and porosity. In this thesis, we do the same. However, we
construct a realistic model that is based on data instead of a synthetic one.
The issue of limited data is best captured by the ideas outlined in [11]. The
authors use a fully Bayesian framework and are able to quantify the epistemic
uncertainty induced by the limited number of simulations to the statistics of
interest. The model they adopt for this purpose is the multi-output Gaussian
process (MGP) of [26]. The added benefit of using MGP is that it is able to cap-
ture the linear part of the correlations between distinct outputs (e.g., pressure
and the velocity field) in a natural way. The use of a separable covariance func-
tion in a random, spatial and time component makes possible the utilization of
linear algebra tricks that avoid the construction and inversion of large covari-
ance matrices.
In order to be able to capture non-stationary effects such as localized fea-
tures and discontinuities, we extend the MGP model in a non-trivial way. In
particular, we consider an infinite mixture of MGP’s. Similar ideas have been
used in various fields, e.g. La´zaro-Gredilla et al. [61] solve with a similar model
a multi-target tracking problem, Ross and Dy [80] solve the lung disease sub-
type identification problem, Yuan and Neubauer [118] learn robot kinematics
and Sun and Xu [95] study a traffic flow problem. The first step in a mixture
model, is to assign a label to each observation indicating to which one of the
components of the mixture it belongs to. This label is treated as a latent ran-
dom variable. Then, observations with the same label are grouped together in
a single MGP model. To allow for an arbitrary number of mixture components,
we make use of a Dirichlet process (DP) prior [97, 98, 15]. The posterior of all
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the parameters of the model is constructed by employing Variational Inference
(VI) techniques [14, 95]. VI techniques approximate the posterior byminimizing
its Kullback-Leibler divergence (information loss) from a parametrized family
of candidate distributions. In our case, we derive fast approximation schemes
that lead to a convergence rate that is orders of magnitude faster than tradi-
tional Markov Chain Monte Carlo (MCMC) sampling of the posterior. After
approximating the posterior with VI, the UP problem can be solved by using
the probabilistic surrogate. As in [11], the Bayesian nature of our model allows
for the quantification of the uncertainty due to limited simulations.
The thesis is organized as follows. In Chapter 2, the adaptive locally
weighted projection regression method is introduced. In Chapter 3, the proba-
bilistic graphical model is discussed in details. In Chapter 4, an infinite mixture
of Gaussian process model is constructed, and an variational inference algo-
rithm is developed to approximate the posterior distribution. Finally, in Chap-
ter 5, conclusions of this thesis work and suggestions for future research are
summarized.
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CHAPTER 2
ADAPTIVE LOCALLYWEIGHTED PROJECTION REGRESSION
METHOD FOR UNCERTAINTY QUANTIFICATION
In the chapter, the mathematical framework of the stochastic problem is firstly
introduced followed by a brief review of the LWPRmethod in Section 2.1.1. The
ALWPR algorithm is described in detail in Section 2.1.2. Various examples are
given in Section 2.2 demonstrating the accuracy and efficiency of the ALWPR
methodwhen applied to UQ tasks. Brief conclusions are provided in Section 2.3.
2.1 Methodology
Let us define a complete probability space (X,F ,P) with sample space Xwhich
corresponds to the outcomes of some experiments, F is theσ−algebra of subsets
ofX andP : F → [0, 1] is the probability measure. We assume that the stochastic
problem has been formulated in such a way that X is a compact subset of RK for
some K ≥ 1:
X = ×Kk=1[ak, bk], (2.1)
with −∞ ≤ ak < bk ≤ +∞ as the upper and lower bounds of each dimension. The
underlying σ − algebra is then:
F = {B ∩ X : ∀B ∈ BK}, (2.2)
where BK is the Borel σ−algebra of RK . Then, we let P be absolutely continuous
(with respect to the underlying Lebesgue measure), i.e. there exists a density
function p : X → R s.t. for any A ∈ F we have
P(A) =
∫
A
p(x)dx. (2.3)
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Let us now consider the multi-output function f : X → RM representing the
result of a deterministic solver modeling a physical system, i.e. at a given input
point x ∈ X the predicted response of the system is f(x). We will write
f = ( f1, . . . , fM), (2.4)
where fr is the r − th output of the response function, r = 1, . . . , M. In this work,
we assume there is no modeling error. The input distribution induces a prob-
ability distribution on the output. The UQ problem involves the calculation
of the statistics of the output y = f(x). Quantities of particular interest are the
q-moments mq = (mq
1
, . . . ,m
q
M
) for q ≥ 1 and r = 1, . . . , M:
mqr :=
∫
X
f qr (x)p(x)dx. (2.5)
In particular, the mean m = (m1, . . . ,mM):
µr := m
1
r =
∫
X
fr(x)p(x)dx, (2.6)
and the variance v = (v1, . . . , vM):
vr :=
∫
X
( fr(x) − µr)2 p(x)dx = m2r − (m1r )2. (2.7)
In this work, we build a surrogate model f˜(·) to approximate the nonlinear
output function f(·), and the aforementioned UQ problem will be investigated
using the surrogate model. As it is typical with other UQ methods (e.g. sparse
grids [64]), we concentrate on building a surrogate of individual responses (i.e.
for each given r) without considering correlations between the output variables.
2.1.1 Local Weighted Projection Regression
The core of the LWPR [83] method is to find piecewise low-dimensional linear
approximations to the nonlinear output function f(·) (Eq. (2.4)). For the multi
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output case, we assume independence of each dimension. Thus for the r-th
output, we build a separate LWPRmodel to approximate fr. The LWPRmethod
combines Local Weighted Regression (LWR) and Partial Least Squares (PLS)
that are briefly discussed next.
Local Weighted Regression Framework
The LWPR regression function for the r− th output is constructed by blending S
local linear models (so called receptive fields) φ(s)r (x) in the form
f˜r(x) =
1
W(x)
S∑
s=1
ws(x)φ
(s)
r (x), W(x) =
S∑
s=1
ws(x). (2.8)
Here, ws(x) is a measure of locality for each data point, which is usually
modeled by a Gaussian kernel
ws(x) = exp
{
−1
2
(x − cs)T Ds(x − cs)
}
, (2.9)
where cs is the center of the s
th local model and Ds is positive semi-definite dis-
tance metric that determines the size and shape of the local model. The depen-
dence of the weights on s is not shown here to simplify the notation.
The local linear model φ(s)r (x) can be built by various linear regression meth-
ods [43], such as ordinary least squares [73], principal component regres-
sion [46, 55], ridge regression [29, 96], and partial least squares [34, 84]. In gen-
eral, the local linear model φ(s)r (x) can be expressed as:
y˜
(s)
r
(x) = φ
(s)
r
(x) = φ
(s)
r
(x; βs), (2.10)
where βs are the regression associated parameters. Given a set of training data,
the learning process includes the calculation of the regression parameters βs
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and the distance metric Ds. In this work, for mathematical convenience, we
use the Cholesky decomposition of Ds, where Ds = M
T
s Ms, and learn the upper
triangular matrix Ms instead of Ds. With S predictions from all the local models,
y˜
(s)
r (xq), at query point xq, the final output of LWPR for the r− th output is simply
given as follows:
y˜r(xq) =
1∑
s ws(xq)
∑
s
ws(xq)y˜
(s)
r (xq). (2.11)
Partial Least Squares
In LWPR [83], Partial Least Squares (PLS) is chosen as the basis for the local
linear models φ(s)r (x) (Eq. (2.10)). PLS is a regression technique that predicts the
dependent response y (here taken as scalar) in terms of the K-th dimensional
input x [34, 84, 4] (note that in this section, we work with a generic output y and
all subscripts r are dropped). Let us denote with y (n × 1) and X (n × K) the cen-
tered training output and input data, respectively. PLS regression computes the
directions u (K × 1) in the input space (also called latent vectors) that maximize
the covariance between X and y. The score vectors z (n × 1) are then formed as
a linear combination of the columns of X with weights u (in some sense provid-
ing the best linear combination of the columns of X for predicting y). Ordinary
linear regression is then performed of y on the score vectors. The residuals after
regressing y and X are defined such that orthogonality of the latent vectors is
enforced. This ensures that the multiple regressions of y on the score vectors
can be obtained one column at a time. The algorithm iteratively reveals more
and more information about the connection between y and X.
The basic algorithm is summarized below [83]:
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1. Initialization: X1 = X, y1 = y.
2. For i = 1 to R (number of latent variables) do
(a) Find the direction that maximizes the correlations between Xi and yi:
ui = X
T
i yi.
(b) Compute the latent variables (also called scores): zi = Xiui.
(c) Compute the regression coefficient: βi = z
T
i
yi/(z
T
i
zi).
(d) Update the residual after regressing yi on zi: yi+1 = yi − βizi.
(e) Update the residual after regressing Xi on the score vector zi: Xi+1 =
Xi − zipTi , where pi = XTi zi/(zTi zi) (transpose of the vector of regression
coefficients obtained from linear regression of the columns of Xi on
zi). This step enforces the orthogonality condition Xi+1ui = 0.
R is often automatically determined by tracking the mean square error of the
prediction [83]. The prediction for a new input xnew is performed by essentially
retracing the steps of the algorithm above. Let x¯ and y¯ be the mean of the inputs
and output. The prediction process goes through the following steps:
1. Initialization: x1 = xnew − x¯.
2. For i = 1 to R do
(a) Compute the latent variables: zi = xiui.
(b) Update the residual of x: xi+1 = xi − zipTi .
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The predicted output of the local model is then formed by a linear combina-
tion of the latent variables as
φs(xnew) = y¯ +
R∑
i=1
βizi. (2.12)
Updating the Distance Metric of Each Receptive Field
The distance metric Ds, controls the shape and size for the local model φ
(s)
r (x)
(Eq. (2.10)). In LWPR [83], the distance metric of each local model starts from
a predefined value, and then can be adjusted according to the observed data.
Specifically, the distance metric for each local model can be learned individu-
ally by stochastic gradient descent using a penalized cross-validation cost func-
tion [86]:
Js =
1∑n
i=1 ws(xi)
n∑
i=1
ws(xi)(yr(xi) − y˜(s)r (xi))2
(1 − ws(xi)xTi Pxi)2
+
λ
K
K∑
i, j=1
(Ds)
2
i j, (2.13)
where n denotes the number of data points in the training set and K denotes
the dimension of the distance metric Ds (same as the dimension of the input),
ws(xi) is defined in Eq. (2.9), P corresponds to the inverted weighted covariance
matrix of the input data (defined in [83]), y˜(s)r (xi) is the local prediction given by
the sth local model for the r − th output, and λ is the trade-off parameter that
determines the strength of the penalty term. The first term of the cost function
Js is the mean leave-one-out cross-validation error of the local model which
ensures proper generalization [86]. The second regularization term penalizes
the sum of squared coefficients of the distance metric Ds to allow smoother local
predictions for the model [86]. Some details on the derivation of Eq. (2.13) are
provided in Appendix A.1. Based on the cost function, the distance metric can
be learned via:
Mn+1s = M
n
s − α
∂Js
∂Ms
, (2.14)
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where Ds = M
T
s Ms, and Ms is an upper triangular matrix, α is the step size [86,
83]. The gradient of Js can be computed analytically in terms of several sufficient
statistics.
Note that the adjustment of the distance metric described above is not capa-
ble of modeling alone local features. In Section 2.1.2, we address how to adap-
tively define the initial Ds and subsequently control its size.
Adding a Receptive Field
In LWPR [83], if a training sample (x, y) does not activate any of the existing
receptive fields by more than a threshold wgen, i.e., maxs ws(x) < wgen, then a new
receptive field is created (wgen is defined by the user, here wgen = 0.2). The center
of the new receptive field is taken as c = x and the initial distance metric D is
set to a default value, Ddef (usually, Ddef is a diagonal matrix, as Ddef = aIK×K,
where a is problem dependent). Ddef determines the initial size and shape for
the local model. It can be understood as the inverse of the covariance matrix of
the Gaussian kernel, as shown in Eq. (2.9).
All other regression associated parameters (β, the sufficient statistics to cal-
culate β, and P (Eq. (2.13))) are initialized to predefined values (zero except the
matrix P). A suitable initialization of P is a diagonal matrix with Pii = 1/r
2
i
,
where the parameters ri take very small value, e.g., 0.001 [83].
This approach has been shown to be robust but not very accurate. As shown
in [83], although the mean squares error (MSE) for all examples considered
eventually converges, it actually converges to a rather large value. Furthermore,
a large amount of training data were often required to achieve convergence. In
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addition, it is not appropriate to set the distance metric of each new receptive
field to a default value Ddef . For example, in problems with strong local fea-
tures, the default size of the local model is much larger than the span of the
local features. One needs to select the initial distance metric based on the local
environment. Given a set of training data, we discuss in Section 2.1.2 when we
need to add a local model and how to select the initial distance metric.
Computing Confidence Intervals
LWPR has the ability to give us a confidence interval for the prediction at a
query point [83]. The prediction for a query point xq is taken as a noisy obser-
vation of the true response, where the noise comes from two sources. The first
noise source models the predictive error of local models, in this work, the error
bar given by the local PLS method. The second noise process accounts for the
difference between predictions of local models. This term comes into the picture
because of the Local Weighted Regression framework, since the final prediction
is obtained by averaging all the local predictions. The overall predictive vari-
ance can be approximated as (see Appendix A.2):
σ2pred =
∑
s ws(xq)σ
2
pred,s
(
∑
s ws(xq))
2
+
σ2∑
s ws(xq)
. (2.15)
The first term on the righthand of the equation accumulates the predicted vari-
ances for all the local models, where σ2
pred,s is the local predicted variance for
the sth model [83]. The second term calculates the predicted variance due to the
overlap of local models, here σ2 is defined by
σ2 =
∑
s ws(xq)(y˜(xq) − y˜(s)(xq))2∑
s ws(xq)
. (2.16)
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Substituting this into Eq. (2.15) results in the following:
σ2pred =
1
(
∑
s ws(xq))
2
S∑
s
ws(xq)[(y˜(xq) − y˜(s)(xq))2 + σ2pred,s]. (2.17)
2.1.2 Adaptive LWPR
Given a set of training data, one can build the LWPR model as summarized
in Algorithm 1. wgen is the main parameter of this algorithm controlling when
a sample point xi is to be sent to a particular local model s via the criterion
ws(xi) > wgen. In this paper, our interest is on developing an adaptive LWPR
algorithm (Algorithm 2). Based on the standard LWPR model, the following
question needs to be addressed: If we are to choose the next observation, what
is the most informative input we should select from the input distribution? This
is the classical experimental design or active learning problem [36, 72]. In [60],
the authors concluded that the most informative data point is the one that max-
imizes the error bar (predictive variance). In this work, we adaptively select the
sample which has the maximum predictive variance. However, if the response
surface has a local feature (e.g. a discontinuity), then the largest predictive vari-
ance always occurs around the local feature. This results in a cluttering of points
in the training set around the local features with insufficient observations at
other locations. This situation can be avoided by adding a distance penalization
factor η(xi) [67] (Eq. (2.18)) to prevent samples from lying too close to the cur-
rent training data set. The scaling γ in the definition of the penalization factor
attempts to balance the goal of sampling in areas of large predictive variance
with the ability to detect unexplored (less-sampled) areas.
The penalty function η(xi) is introduced with the following properties (Al-
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Algorithm 1: The complete LWPR algorithm
Initialize LWPR model with no local models
for i = 1, . . . , l0 do
for s = 1, . . . , S curr (S curr is the number of current local models) do
Calculate the weight ws(xi) from Eq. (2.9)
if ws(xi) > wgen then
Update the PLS regression parameters to include xi (Section 2.1.1)
Update the distance metric Ds to include xi (Section 2.1.1)
end if
end for
if no current local model was activated by more than wgen then
Create a new local model centered at xi with an initial distance metric
Ddef (Section 2.1.1)
end if
end for
gorithm 2). At first, it should give a very small value when there exists a data
point in the training set that is very close to the candidate sample xi. In that way,
this candidate point will not be selected simply because the predictive variance
at this point is large. Secondly, η(xi) should take a relatively large value if no
points in the training set are close to the candidate sample. In this work, the
penalty function contains a parameter γ that controls its strength. After several
tests, we here select γ = 10−2. We can now select as a candidate sample for
our regression scheme the sample h out of N samples from the distribution p(x)
that maximizes the weighted predictive variance (Eq. (2.19)). Therefore, one can
build an adaptive version of LWPR (ALWPR) by selecting the most informative
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input samples from the input space X (Eq. (2.1)) biased by the input probability
distribution.
The convergence criterion ξ < δ (with δ a given tolerance that defines a stop-
ping criterion for the Algorithm 2) is chosen with ξ defined in Eq. (8) as the
average weighted predictive variance σ2
i
ηi over the whole domain biased by the
input distribution. As we know, the predictive variance around local features
is higher than in other regions, however, the probability that candidate sam-
ples go to the local feature region is relatively small (discontinuities have zero
probability measure). As the number of data points observed increases, ξ will
gradually decrease leading to higher reliability of the prediction over the whole
domain.
The Algorithm 2 starts with l0 training points and constructs an initial LWPR
model (see Algorithm 1). The value of l0 is selected based on the input dimen-
sionality (e.g., in this work, we set l0 = 50 for K = 2, and l0 = 100 for K = 4).
Then N candidate points (here N = 1000) are sampled from the input distribu-
tion p(x). From them, we add to the training data set the input point xnew that
maximizes the weighted predictive variance (Eq. (2.19)). The next algorithmic
step is updating the LWPRmodel using the new training set {xnew, ynew}. This step
includes the creation of a new receptive field if maxsws(xnew) < wgen, or otherwise
updating all neighboring local models. These calculations were discussed in the
earlier sections.
If a new receptive field is created at a point at xnew, the prediction error at that
point will be close to zero (not exactly zero owing to the contribution from other
local models). Let us assume now that no new receptive field was created at xnew.
In this case, we will need to check if the update of neighboring local models
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Algorithm 2: The complete Adaptive LWPR framework
Start with l0 initial training points, construct a LWPR model (Algorithm 1).
while ξ > δ do
Randomly sample N data points from p(x).
Calculate the predictive variance σ2(xi) for each sample xi.
Calculate the distance factor η(xi) as
η(xi) = 1 − exp
{
−γmin
j
(xi − x( j))T (xi − x( j))
}
, (2.18)
where x( j) is one point in the training set.
The one that maximizes the weighted predictive variance is chosen,
xnew = xh, where h = arg max
i
(σ2(xi)p(xi)η(xi)), (2.19)
Calculate ξ =
∫
σ2(x)η(x)p(x)dx ≈ 1
N
∑N
i=1 σ
2(xi)η(xi)p(xi).
Update the LWPR model with the new training data {xnew, ynew}.
if |˜ynew − ynew| > ǫ then
for s = 1, ..., S curr do
Calculate the weights ws(xnew) = exp{−12(xnew − cs)T Ds(xnew − cs)}.
if ws(xnew) > we then
Relearn the local model s and reset the distance metric as:
Ds =
1
α2s
IK×K , where αs =
1
2
√
(xnew − cs)T (xnew − cs). (2.20)
end if
end for
Create a new receptive field centered at xnew
end if
end while
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provides a reasonable prediction ynew at xnew. The parameter ǫ is introduced to
control this error. In particular, when |˜ynew − ynew| > ǫ (with y˜new the estimate at
xnew before the update), a new receptive field will be introduced centered at xnew
with an appropriate distance metric. A user-defined parameter we is introduced
to control the update of the neighboring local models. In particular, the models
s for which ws(xnew) > we are updated. The parameter we controls in certain way
the overlap of these neighboring to xnew local models. The updated distance
metric for these models s is taken as in Eq. (2.20) and is such that the influence
of local models at the point xnew is decreased, i.e., the weight ws(xnew) reduces
from some large value to 0.135. This value is obtained from the definition of the
weight in Eq. (2.9) using the distance metric given in Eq. (2.20).
Now suppose we < ws(xnew) < 0.135. This means that the current model s
needs to be updated. Thus the weight ws(xnew) will increase to 0.135. With a
fixed center of the local model s and fixed xnew, the only way for this to happen
is by increasing the size of the local model s, which of course is not desirable.
This implies that we need to choose we > 0.135. For we close to 1, only the local
models that are very close to xnew will be updated. From numerical experimen-
tation, we found that the optimal choice for all the examples reported in this
paper is we = 0.3.
Yet another consideration is relearning of the neighboring local models s
after the update of the new distance metric. This is because several points that
were previously included in model s may not satisfy the condition ws(x) > wgen.
Thus we need to remove these points from model s (i.e. clean the sufficient
statistics of local model s) and recalculate its regression parameters. Lastly, note
that in order to allow reasonable local predictions, at least K + 1 points need to
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be observed at each local model.
Depending on the input distribution p(x), the ALWPR algorithm will result
in the creation of new models for many of the added points in the non-smooth
regions of the stochastic space. In general for smooth stochastic responses, this
will not be the case and the ALWPR algorithm will preferably refine the param-
eters in current local models than adding new local models.
For the multi-output case, we assume that the output dimensions are inde-
pendent from each other. Thus we construct M independent K-inputs-to-single-
output ALWPRmodels. All ALWPRmodels share the same training input data.
When calculating the predictive variance for a sample input xi, we accumulate
the predictive variances of all the outputs, σ2(xi) =
∑M
r=1 σ
2
r (xi), where σ
2
r (xi) is
the predictive variance at input xi for the r
th output. The convergence criterion
in Eq. (8) is then adjusted with ξ defined as follows:
ξ =
∫
σ2(x)η(x)p(x)dx ≈ 1
N
N∑
i=1
M∑
r=1
σ2r (xi)η(xi)p(xi). (2.21)
To accelerate the data selection process, instead of taking one input sample
with the largest weighted predictive variance, we can take the first n input sam-
ples with the highest weighted predictive variance. Using these input points,
we can run the deterministic solver independently using different processors.
After all the calculations are completed, we gather all the outputs, and include
these new observations into the training set to update the model. Note that for
the M multi-output case, all the M LWPR models share the same input training
data, but they do not have the same local models.
For q+n+1 processors available, we take one processor (P0) as the root node,
q processors (P1 to Pq) to build the LWPR model for the M-output problem, and
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n processors (Pq+1 to Pq+n) to run the deterministic solver. At first, the root node
sends the training data set to processors P1 to Pq. After the model has been built,
the root node will receive a signal from P1 to Pq, then it will start to sample N
points from the input distribution p(x). These samples are going to be sent to P1
to Pq to calculate the predictive variance for each output, while the root node is
calculating the value of the distance penalty function for each sample. After all
the predictive variances for all the outputs have been calculated and sent back
to the root node, the root node sums them up, finds the first n largest weighted
predictive variances, and calculates ξ using Eq. (2.21). Finally, the new selected
n inputs will be sent to processors Pq+1 to Pq+n to run the deterministic solver.
For each output, we check the prediction for the newly added points. If it is
not satisfying the set accuracy requirements at a newly added point, a local
model centered at this point will be added and the size of the neighboring local
models will manually be changed. The process is repeated until convergence.
The calculated responses are sent to the root node and added to the training set.
2.2 Numerical Examples
The examples considered here are designed to demonstrate that ALWPR has
the ability to learn local features in the stochastic space such as discontinuities,
adaptively choose the inputs for the model (active learning/experimental de-
sign), and accurately provide predictions with uncertainty for a new input.
All the examples are run on massively parallel computers at the National
Energy Scientific Computing Center (NERSCC) [37].
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2.2.1 Kraichnan-Orszag (K-O) problem
The transformed Kraichnan-Orszag three-mode problem is expressed as the fol-
lowing dynamical system [109, 64]
dy1
dt
= y1y3,
dy2
dt
= −y2y3, (2.22)
dy3
dt
= −y21 + y22,
subject to initial conditions
y1(0) = Y1(0;ω), y2(0) = Y2(0;ω), y3(0) = Y3(0;ω). (2.23)
The problem exhibits a bifurcation on the parameters y1(0) and y2(0), in particu-
lar a discontinuity occurs when the initial conditions cross the planes of y1 = 0
and y2 = 0. The deterministic solver we use is a 4-th order Runge-Kutta method
as implemented in the GNU Scientific Library [37]. We solve the system for the
time interval [0, 10] and record the responses at time step interval of ∆t = 0.01.
This results in a total of M = 300 outputs (100 for each of the three dimensions of
the response). The error of the statistics will be evaluated using the (normalized)
L2 norm of the error in variance defined by:
EL2 =
1
M
M∑
r=1
(vr,MC − v˜r)2, (2.24)
where vr,MC is the Monte Carlo estimate of the variance using 10
6 samples, and
v˜r is the predictive variance, r = 1, . . . , M.
For brevity, we only consider here the two dimensional case. The initial
conditions for the problem are taken as:
y1 = 0,
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y2 = 0.1x1,
y3 = x2,
where
xi ∼ U([−1, 1]), i = 1, 2. (2.25)
This problem has a line discontinuity at x1 = 0. The algorithm starts with 50 ran-
dom samples. Figs. 2.1-2.3 show the comparison of the prediction of y3(t = 10)
with the true response at tolerance levels δ = 10−5, 10−7 and 10−9, respectively. As
shown in these figures, with decreasing δ, most of the new samples selected by
the algorithm are placed near the discontinuity that is gradually being resolved.
Fig. 2.4 depicts the mean weighted predictive variance and L2 norm of the error
in variance as a function of the number of observations. Here, we also compare
the results obtained from the ALWPR with those of the Adaptive Sparse Grid
Collocation Method (ASGC) [64] and Monte Carlo method. As shown in the
figure, for this KO-2 problem, for the same number of samples, ALWPR leads
to higher accuracy than ASGC. Fig. 2.5 plots the predictive mean and variance
of y3(t) as a function of time t and compares it with the MC prediction. Finally,
using 105 samples, Fig. 2.6 provides the kernel density estimation of the PDF
of y2(t = 10) and y3(t = 10). This example is run in parallel with 24 processors
(q = 20 and n = 4).
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Figure 2.1: KO-2: (a) The prediction of y3(t = 10) at δ = 10
−5. (b) The true
response of y3(t = 10). (c) Final Receptive fields. (d) Initial
data (red squares) and new samples selected by ALWPR (green
squares).
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Figure 2.2: KO-2: (a) The prediction of y3(t = 10) at δ = 10
−7. (b) The true
response of y3(t = 10). (c) Final Receptive fields. (d) Initial
data (red squares) and new samples selected by ALWPR (green
squares).
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Figure 2.4: KO-2: (a) The mean weighted predictive variance as a function
of the number of samples observed. (b) The L2 norm of the
error in variance as a function of the number of samples ob-
served for ALWPR, Sparse Grid Collocation (SGC), Adaptive
Sparse Grid Collocation (ASGC), and Monte Carlo (MC).
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2.2.2 Horn Problem
In this section, we apply the ALWPR method to the planar acoustic horn prob-
lem [100, 105, 101], in the form of the two-dimensional Helmholtz equation in
random media. The structure of the horn is depicted in Fig. 2.7. The incom-
ing wave comes from the left end, and propagates to the right end through a
horn-like tunnel. The walls of the tunnel are built by sound-hard material. The
governing equations for the (complex) pressure are:
∇2 p(x, y, ω) + k2(1 + n2(x, y, ω))p(x, y, ω) = 0, (2.26)
with boundary conditions
∂p
∂~n
− ikp = 0, on Γ1,
∂p
∂~n
= 0, on Γ2,
p(x, y, ω) = f (x, y), on Γ3,
where ~n is the unit outer-pointing normal of the boundary, k is the wave number
and n2(x, y, ω) is the random reflectivity of the media. Γ1 is the outer boundary,
Γ2 is the boundary of the tunnel (horn), and Γ3 is the source boundary for the
incoming wave (inlet of the horn). In this example, the random reflectivity of
the media is chosen to be [116]
n2(x, y, ω) =
4∑
i=1
ξi(ω)ψi(x, y), (2.27)
where {ξi(ω)} are i.i.d. uniformly distributed random variables in [0, 1] and the
functions {ψi(x, y)} are given by
ψ1(x, y) = sin
2(2πx) sin2(2πy),
ψ2(x, y) = sin
2(4πx) sin2(4πy),
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ψ3(x, y) = sin
2(6πx) sin2(4πy),
ψ4(x, y) = sin
2(6πx) sin2(6πy).
The deterministic problem is solved by using the FreeFEM++ software [47]
with f (x) = 1 and k = 0.7. We consider a circular domain discretized with
triangular elements with totally 3942 nodes, as shown in Fig. 2.8. In the context
of the ALWPR method, this is a regression problem with 3942 outputs. In this
example, the geometric parameters (see Fig. 2.8) are chosen as follows: a = 1.6,
b = 4, l = 4, d = 4, R = 9.6 (the radius of the circular domain).
Figure 2.7: The structure of the horn, the incoming wave comes from the
left end, and propagates to the right end through a horn-like
tunnel, where the walls of the tunnel are built by sound-hard
material.
The horn problem is studied with a four-dimensional random input using
100 initial samples. The convergence plots of the mean weighted predictive
variance and L2 norm of the error in variance are shown in Fig. 2.9. The ob-
tained results are compared with the results of ASGC andMCmethod. Fig. 2.10
compares the predictive mean and variance given by ALWPR with the corre-
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Figure 2.8: The FEM mesh used in the horn problem (3942 nodes).
sponding MC estimates obtained with 106 samples. Notice that as the threshold
δ decreases, the predictive variance is almost identical to the MC estimates. In
order to see the predictive capabilities of ALWPR for this problem, we plot the
prediction at δ = 10−9 on two random input samples, and compare them with
the true responses, as shown in Figs. 2.11 and 2.12. One can notice that the
predictions agree very well with the true responses. Also to better examine the
performance of ALWPR, we compare the predictive PDFs for the outputs at two
specific nodes, p(−4, 1.6), the junction point of the throat and horn flare, where
the incoming wave first enters the divergent region of the horn, and p(0, 4), the
end of the horn flare where the wave leaves the horn. Fig. 2.13 provides the ker-
nel density estimation of the PDFs at these two points by using 105 samples. We
can see that the predicted PDFs agree well with the MC estimates. This example
is run in parallel with 205 processors (q = 200 and n = 5).
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Figure 2.9: Horn (4 input dimensions): (a) The mean weighted predictive
variance as a function of the number of samples observed. (b)
The L2 norm of the error in variance as a function of the number
of samples used by ALWPR, ASGC and MC.
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(a)                                                                                (b)                                       
(c)                                                                                (d)                                       
(e)                                                                                (f)                                       
(g)                                                                                (h)                                       
Figure 2.10: Horn (4 input dimensions): Comparison of the predictive
variances using ALWPR with the MC estimates using 106
samples. The first row provides the MC mean (a) and the MC
std (b). The next three rows are the predicted mean and pre-
dicted std with δ = 10−5, 10−7 and 10−9, respectively.
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(a)            (b)
(c)                                     (d)
Figure 2.11: Horn (4 input dimensions): Comparison of the prediction at
a random input point with the true response. (a) prediction
given by ALWPR, (b) true response, (c) difference between the
prediction and the true response, and (d) predictive variance
given by ALWPR.
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(a)            (b)
(c)                                     (d)
Figure 2.12: Horn (4 input dimensions): Comparison of the prediction at
a random input point with the true response. (a) prediction
given by ALWPR, (b) true response, (c) difference between the
prediction and the true response, and (d) predictive variance
given by ALWPR.
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Figure 2.13: Horn (4 input dimensions): Comparison of the predictive PDF
at two different spatial points using ALWPR with the corre-
sponding MC predictions.
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2.2.3 Elliptic Problem
In this section, we consider a benchmark stochastic elliptic problem:
− ▽ ·(aK(x, ·) ▽ u(ω, ·)) = f (·), in D, (2.28)
u(ω, ·) = 0, on ∂D,
where the physical domain is D = [0, 1]2. In order to avoid confusion with the
physical dimension x = (x, y), ω is used to denote the random variables instead
of x. We choose a smooth deterministic load
f (x, y) = 100 cos(x) sin(y), (2.29)
and work with homogeneous boundary conditions. The deterministic problem
is solved with the finite element method using a 20 × 20 grid of bilinear quadri-
lateral elements. The random diffusion coefficient aK(ω, x) is constructed as
log(aK(ω, x, y) − 0.5) = 1 + ω1
( √
πL
2
)2
+
K∑
k=2
ξkφk(x)ωk, (2.30)
where
ξk := (
√
πL)1/2 exp
−(⌊ k2⌋πL)2
8
 , for k ≥ 2, (2.31)
and
φk(x) :=

sin
(
⌊ k
2
⌋πx
Lp
)
, if k is even,
cos
(
⌊ k
2
⌋πx
Lp
)
, if k is odd.
(2.32)
We choose ωk, k = 1, . . . , K to be independent identically distributed random
variables
ωk ∼ Beta([2, 5]). (2.33)
While this problem has been studied before with polynomial chaos and sparse
grid approaches using uniform random variables, we select variables following
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the Beta distribution in order to demonstrate the ability of the algorithm to bias
the sample selection based on the input probability distribution. Hence, the
stochastic input space is Ω = [0, 1]K. Finally, we set
Lp = max{1, 2Lc} and L = Lc
Lp
, (2.34)
where Lc is called the correlation length. The expansion Eq. (2.30) resembles the
Karhunen-Loe`ve expansion of a two-dimensional random field with stationary
covariance
Cov[log(aK − 0.5)]((x1, y1), (x2, y2)) = exp
{
−(x1 − x2)
2
L2c
}
. (2.35)
In this example, we set the correlation length to Lc = 0.6 and study the problem
with K = 40 input dimensions. The number of initial samples is chosen to be
1000. The convergence plots of the mean weighted predictive variance and L2
norm of the error in variance are shown in Fig. 2.14. A comparison with the re-
sults obtained using the ASGC method and MC method is also shown. Fig 2.15
plots the predicted variance of the response for K = 40 against the MC esti-
mate with 106 samples. Notice that as the threshold δ decreases, the predicted
variance becomes indistinguishable from the MC estimates. Figs. 2.16 and 2.17
show the predictive capabilities of ALWPR for K = 40 at δ = 10−7 on two random
input points. The predictions agree very well with the true responses. Also, by
using 105 samples, we compare the predictive PDFs for two randomly selected
outputs, u(0.4, 0.15) and u(0.5, 0.5), as shown in Fig. 2.18. It can be seen that
the predicted PDFs are in good agreement with those obtained from MC. This
example was run in parallel with 300 processors (q = 200 and n = 100).
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Figure 2.14: Elliptic example (40 input dimensions): (a) The mean
weighted predictive variance as a function of the number of
samples observed. (b) The L2 norm of the error in variance as
a function of the number of samples used by ALWPR, ASGC
and MC.
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Figure 2.15: Elliptic example (40 input dimensions): Comparison of the
predictive variances using ALWPR with (a) δ = 10−5, (b) δ =
10−7 and (c) a MC simulation using 106 samples.
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Figure 2.16: Elliptic example (40 input dimensions): Comparison of the
prediction at a random input point with the true response. (a)
Prediction given by the ALWPR, (b) True response, (c) Dif-
ference between the prediction and the true response and (d)
Predictive variance given the ALWPR.
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Figure 2.17: Elliptic example (40 input dimensions): Comparison of the
prediction at a random input point with the true response. (a)
Prediction given by the ALWPR, (b) True response, (c) Dif-
ference between the prediction and the true response and (d)
Predictive variance given the ALWPR.
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Figure 2.18: Elliptic example (40 input dimensions): Comparison of the
predictive PDF at two different spatial points using ALWPR
with the MC predictions.
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2.3 Conclusions
An adaptive implementation of the locally weighted projection regression
method was considered and applied to uncertainty quantification problems.
The method works for any input distribution and provides predictions with
error-bars at any query point. It can deal with multi-outputs and uses active
learning in the selection of new sample input points. The selection of new input
points is based on the predictive variance and an additional distance penalty
term. Also, the method is capable of assigning a proper initial value of the dis-
tance metric for each local model depending on the local environment. Once
the model is successfully built, it can provide rapid predictions at new query
points thus making the ALWPR framework an inexpensive surrogate of the di-
rect solver.
Various examples were considered to study the accuracy and efficiency of
the developed ALWRP method. It was shown that the method is capable of
predicting the correct statistics in the presence of discontinuities in the stochas-
tic space. In the high-dimensional elliptic problem considered, the scheme cap-
tured well the first- and second-order statistics, and also provided reasonable
predictions of the PDFs of the outputs. It is clear that at higher dimensions
the performance of the method will be limited from issues related to the curse-
of-dimensionality. The presented methodology treats multiple outputs in an
independent fashion thus it cannot accurately predict correlations among them.
This certainly can be a promising direction for expanding the framework. Fi-
nally, a complete Bayesian treatment of locally weighted progression regression
if of current interest and work in this area will be reported in future works.
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CHAPTER 3
A NONPARAMETRIC BELIEF PROPAGATIONMETHOD FOR
UNCERTAINTY QUANTIFICATIONWITH APPLICATIONS TO FLOW IN
RANDOM POROUSMEDIA
This chapter is organized as follows. First, the problem definition is given in
Section 3.1. Then the basic procedure of how to construct an appropriate graph-
ical model and all the associated algorithms are discussed in Sections 3.2, 3.3
and 3.4. In Section 3.5, we introduce the porous media flow problem and pro-
vide various examples demonstrating the efficiency and accuracy of the graph-
ical model approach. Brief discussion and conclusions are finally provided in
Section 3.6.
3.1 Problem definition
Consider a random field {Ax}x∈D, where D ⊂ Rd, d = 1, 2, 3 is the spatial domain
of interest (physical space), x = (x1, . . . , xd) ∈ D is a spatial point. We think of
a realization of this random field as being the input to a deterministic solver
that models a physical problem of interest. In this way, we may define the re-
sponse random field {Yx}x∈D. In particular, we investigating the problem of flow
through random porous media. In this case, the input random field is the rock
permeability field.
In practice, the physical domain is decomposed into fine-elements on which
the permeability is defined. In particular, consider a partition, T f , of the domain
D in N f non-overlapping elements ei, i.e., T f =
⋃N f
i=1
ei. The random input field
is approximated in a piece-wise linear fashion over the fine grid. We denote the
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resulting random vector by A, where:
A = (A1, A2, . . . , AN f ). (3.1)
Usually, we are only interested in the responses on a coarser grid than T f .
Therefore, let us define a coarser partition of the same domain D. Denote this
partition as Tc =
⋃Nc
i=1
Ei, where Nc is the number of coarse-elements. Fig. 3.1
shows a fine-grid (finer lines) and a corresponding coarse-grid (heavier lines).
Let NG denote the number of nodes on the coarse-grid. The response field is
approximated by the random vector of responses on the coarse nodes:
Y = (Yx1 , Yx1 , . . . , YxNG ). (3.2)
( )a ( )b
Figure 3.1: Schematic of the domain partition: (a) fine- and coarse-scale
grids and (b) fine-scale local region in one coarse-element.
Consider the multi-output nonlinear function f : RN f → RNG modeling the
physical problem of interest (deterministic solver), i.e., Y = f(A). In uncertainty
quantification tasks, one specifies a probability density on the input A, p(A),
and is interested in quantifying the probability measure induced by it on the
response. Formally, the marginal distribution of the responses Y given the de-
terministic solver f(·) can be obtained by:
p(Y|f(·)) =
∫
δ(Y − f(A))p(A)dA
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=∫
p(Y|A, f(·))p(A)dA. (3.3)
The above equation is based on the knowledge of the stochastic input model
and the dependence between output and input. In theory, the mapping from A
to Y is deterministic given the deterministic model f(·). In this work, we learn
this relationship between input and output completely from training data set
D = {A(n),Y(n)}. Our state of knowledge after observing the simulations D, is
neatly captured in a Bayesian way by p(Y|A,D), i.e. conditioning on the data
instead of the solver. Eq. (3.3) can now be replaced by
p(Y|D) =
∫
p(Y|A,D)p(A)dA. (3.4)
The challenging part of representing p(Y|A,D) is due to the high-
dimensionality of A. We deal with this issue by: 1) Reducing the dimension-
ality of A; 2) Localizing the connections of A and Y. These developments are is
discussed in the next section.
3.2 Model reduction
Let us assume that a set of realizations of the random input vector A are
given. Using this data in conjunction with the Empirical Karhunen-Loe`ve ex-
pansion [39], we construct a reduction map Rg:
ξ = Rg(A), (3.5)
where ξ is a reduced set of variables. In [64, 9], the authors constructed different
models to build a map from ξ to Y. The uncertainty propagation problem in
Eq. (3.4) can now be re-formulated as:
p(Y|D) =
∫
p(Y|ξ,D)p(ξ)dξ. (3.6)
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where p(ξ) =
∫
δ(ξ − Rg(A))d(A)A. However, even ξ has less dimension than
the real input A, it is still difficult to capture p(Y|ξ,D). Therefore, we propose
to a way to localize the problem. The underlying assumption we made is a
physically reasonable assumption for many problems that the response at one
coarse-grid node correlates strongly on the input permeability in the underlying
nearest coarse-elements, and that the influence by the permeability at all other
coarse-elements can be ignored, as shown in Fig. 3.2.
Figure 3.2: An illustration of the model reduction framework considered
in this paper. The response at each coarse-node depends on the
permeability field at the neighboring coarse-elements.
Let Γi ⊂ {1, . . . , Nc} be the set of neighboring coarse-elements correspond-
ing to the coarse-node i. Let ⌊A⌋Γi denote the input vector over the neighboring
coarse-elements close to coarse-node i (see Fig. 3.2), where ⌊·⌋ is the restriction
operator. Based on the given realizations of the input vector ⌊A⌋Γi , one can per-
form a Karhunen-Loe`ve expansion and obtain the reduced representation si of
the permeability field over Γi that encodes most of the information relevant to
the response at coarse-node i as:
si = RΓi(⌊A⌋Γi), (3.7)
where RΓi is the reduction map for the input in the elements Γi. si should be
52
correlated to its neighboring reduced representation s j due to the overlapped
inputs considered, as shown in Fig. 3.2.
The connection between this local model reduction and the global model
reduction in Eq. (3.5) is given as follows: Let Cg be the global reconstruction
map such that:
Rg(Cg(ξ)) = ξ, (3.8)
and letCΓi be the local reconstruction map corresponding to themodel reduction
for the ith coarse-grid node defined as:
⌊A˜⌋Γi = CΓi(si), (3.9)
where ⌊A˜⌋Γi is the reconstructed local random field on the coarse-elements Γi.
We can write the following:
si ≈ RΓi([Cg(ξ)]Γi), (3.10)
where [·]Γi is the restriction of a˜ = Cg(ξ) over Γi. Similarly, we can write,
ξ ≈ Rg{H [CΓ1(s1), . . . , CΓNG (sNG)]}, (3.11)
where H is a function that approximates the global reconstruction function Cg
using all input realizations obtained from local reduction models. Note that the
local reconstructions have overlaps, an example of overlapped region of input
is shown in Fig. 3.2, as the overlapped region of the red square and blue square.
The above equation defines how the local reduced input si is correlated to ξ
through the reduction/reconstruction maps. The better the choice of H is, the
closer the local/global approximations we obtain. In this work, we simply take
the average of the all the reconstructions over the overlapped regions, so the
functionH is given as:
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⌊H(·)⌋Ei =
1
Noverlap
Noverlap∑
j=1
⌊CΓ j(s j)⌋Ei , (3.12)
where Noverlap is the number of reconstructions over the overlapped regions by
different local reduction models over coarse-element Ei, and ⌊·⌋Ei is the restric-
tion of a˜Γ j = CΓ j(s j) over the Ei element.
Remark 1: The reduced variables si affiliated with different locations i are differ-
ent random variables. For a stationary permeability random field, local features
have the same distribution on coarse-elements, therefore, the localized reduced
random variables si are going to follow the same distribution for all i (not con-
sidering boundary effects). However, notice that one can not say these si are
the same random variables even if they follow the same distribution. Given
a realization of stationary stochastic input a(n), the local features a(n)
k
and a(n)
l
on coarse-elements Ek and El are in general different. For nonstationary ran-
dom permeability field, the si variables at different locations i follow different
marginal distributions.
The localization of the input model reduction outlined above can be im-
plemented with literally any model reduction technique including linear and
nonlinear dimension reduction algorithms. For linear dimension reduction,
the most famous and the most widely used method is the Principal Compo-
nent Analysis (PCA) [115] method. The first version of PCA method appeared
half a century ago and it has been shown since then to be a reliable reduction
method forming the basis of many other more advanced mathematical reduc-
tion methodologies. In the last decade, a large number of nonlinear dimen-
sional reduction techniques have been proposed (e.g., [20, 89, 111]). Most of
the nonlinear techniques are not as well studied and have been shown often
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to provide better performance than PCA for artificial than physical nonlinear
datasets [103]. These methods perform not better (sometimes much poorer)
than PCA for natural datasets [103]. Therefore, here for simplicity of the presen-
tation, we choose PCA as the dimension reduction technique. This will allow us
to emphasize the graph theoretic approach for solving the underlying stochastic
flow problem of interest.
Up to now, we have completely defined the relationship between ξ and
S = {s1, . . . , sNG}, which means we don’t need the complete input information
anymore. Given the distribution of ξ, it is straightforward to use Monte Carlo
method to find the distribution of S, p(S). The map from A to Y can be now
reexpressed by the map from S to Y. Then computing p(Y|D) requires to com-
pute the conditional p(Y|S,D), instead of p(Y|A,D). Indeed, we can write the
following:
p(Y|D) =
∫
p(Y|A,D)p(A)dA
≈
∫
p(Y|S,D)p(S|ξ,D)p(ξ)dSdξ. (3.13)
As discussed in Chapter 1, probabilistic graphical models [58] can be used
to systematically explain the probabilistic relationship between S and the re-
sponses Y. Their joint distribution can be partitioned in a way the accounts
for the local nature of the dependence/correlation of the response to the input
variables. The details of such approach are introduced in Section 3.3.
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3.3 Probabilistic graphical model
We are given a number of realizations of the global reduced input random
variables ξ, localized reduced input random variables S and corresponding re-
sponses Y, and also the input distribution of p(ξ). The relationship between ξ
and S is deterministic, therefore, our main objective is building a probabilistic
graphical model between S and Y, based on the given set of realizations. We
next plan to use an inference algorithm on the probabilistic graph to address
uncertainty quantification problems.
3.3.1 Brief introduction to probabilistic graphical models
A graphical model aims to represent the joint probability distribution of many
random variables efficiently by exploiting factorization [58]. The twomost com-
mon forms of graphical models are directed graphical models and undirected
graphical models, based on directed graphs and undirected graphs, respec-
tively. The dependence relationship is visible directly from the graph for the
directed graph model, while the dependence relationship is hidden in the undi-
rected graph. In this work, the dependence relationships between the response
random variables are not clear, so we focus on the undirected graph, which is
also called pairwise Markov Random Field (MRF) [56].
Let G(V,E) be an undirected graph, where V are the nodes (random vari-
ables) and E are the edges of the graph (correlations). Let {XV : xi ∈ V} be a col-
lection of random variables indexed by the nodes of the graph and let C denote a
collection of cliques of the graph (i.e., fully connected subsects of nodes). Asso-
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ciated with each clique c ∈ C, let φc(Xc) denote a nonnegative potential function,
which implicitly encodes the dependence information among the nodes within
the clique. The joint probability p(XV) is defined by taking the product over
these potential functions and normalizing,
p(XV) =
1
Z
∏
c∈C
φc(Xc), (3.14)
where Z is a normalization factor.
The graphical model representation makes the inference problem easier. The
general algorithm of probabilistic inference is that of computing the marginal
probability p(XH ) or conditional probability p(XH |XO), where V = O ∪ H for
given subsets O andH . The belief propagation algorithm (inference) is then ap-
plied to find the marginal or conditional probabilities of interest. Notice if an
event {XO = xO} is observed, the original clique potentials need to be modified,
that is, for {Xi, i ∈ O}, we multiply the potential φc(Xc) by the Kronecker Delta
function δXi(xi) for any clique c ∈ C such that {i ∈ c ∩ O}, where xi is the observa-
tion of node i. The detailed inference algorithm will be discussed in Section 3.4.
3.3.2 The structure of the graph
To find an efficient structure of the graph, let us start from the joint distribution
of (Y, S, ξ|D),
p(Y, S, ξ|D) = p(Y|S,D)p(S|ξ,D)p(ξ). (3.15)
The above decomposition is based on the assumption that S contains all in-
formation ξ contains for the calculation of Y. The probabilistic relationship be-
tween S and ξ is discussed in Section 3.2. Each variable si ∈ S has a deterministic
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relationship with ξ, therefore, all the si’s should be directly linked with ξ. The
correlation among the si variables is then reflected via their connections with ξ.
The corresponding structure between S and ξ is given in Fig. 3.3.
( )1,ny ( ),n ny( )2,ny
. . .
s ss
( ) ( ) ( ) ( )( )1,1 1,2 1,1 1,2, , ,y yψ s s ( ) ( )( ), ,,n n n nyϕ s
( )2,2y( )1,2y
( )2,1y( )1,1
y ( ),2ny( ),1ny
. . .
. . .
( )1,n
( ),2ns
( ),n n( )2,n
( )1,1s
( )2,1s
( )2,2s( )1,2s ( ),1ns
ξ
Figure 3.3: The general graph structure for the problem of interest. The
y variables represent the response of the system (velocities
and/or pressure on a coarse-grid), ξ represents the reduced set
of random variables defining the random permeability over the
whole domain D and s(i, j) is the reduced set of random vari-
ables defining the random permeability on the patch of coarse-
elements that share the coarse-node (i, j). Note here in this
two-dimensional framework, we identify our nodes with two
indices (i, j) rather than the single indices 1, 2, . . . , NG used be-
fore. The red squares are the factor nodes that represent the
potentials.
To find the structure between Y and S, we need to find an approximate de-
composition of p(Y|S,D) in Eq. (3.13),
p(Y|S,D) = p(y1, y2, . . . , yNG |s1, s2, . . . , sNG ,D). (3.16)
In this work, we consider only the pairwise correlations between the re-
sponse random variables y, among which, only correlations between neighbor-
ing response variables are considered. So the conditional distribution p(Y|S,D)
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can be decomposed as
p(Y|S,D) ≈
NG∏
i=1
p(yi|S,D)
∏
j∈Γ(i)
p(yi, y j|S,D), (3.17)
where Γ(i) denotes the set of neighboring nodes of node i.
Remark 2: This decomposition is inspired by the general treatment to the con-
ditional random field representation of a Gibbs distribution, where in principle
the explicit expansion of the conditional distribution involves one-body term
and two-body interaction terms to n-body interaction term. In practice, we
ignore higher-order interactions and only keep the first two terms [106, 81].
In [108], the authors also apply a similar idea in factorizing the complex con-
ditional probability distribution.
To further simplify the dependencies in the factorization of p(Y|S,D), we
further assume that the response at one coarse-grid node is strongly dependent
on the inputs in its underlying nearest coarse-elements, thus the influence by
all other inputs is ignored. In other words, we are assuming that yi only de-
pends on its underlying localized reduced input si. This is in analogy to various
multiscale methods (e.g. the MsFEM method [30]) where in the calculation of
the local multiscale basis functions only the local permeability is considered. In
addition, we assume that the correlations between the physical responses are
only dependent on the affiliated local features, which is different from the work
in [108], where the authors assumes the correlation terms depend on the whole
input field. Hence, the above equation can be further decomposed as
p(Y|S,D) ≈
NG∏
i=1
p(yi|si,D)
∏
j∈Γ(i)
p(yi, y j|si, s j,D). (3.18)
The constructed structure of the undirected graph is shown in Fig. 3.3. If we
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write Eq. (3.18) as a product of potential functions in the graphical model, we
can obtain
p(Y|S,D) ∝
∏
k∈V(y)
ϕk(yk, sk)
∏
(i, j)∈E(y)
ψi, j(yi, y j, si, s j). (3.19)
There are two kinds of potential functions in Eq. (3.19), one is cross potential
functions, ϕ(∗), which interprets the relationship between the reduced input
variables si and response variables yi; the other one is correlation potential func-
tions, ψ(∗), that model the correlation between neighboring response variables.
In the potential functions, the unknown parameters will be learned by using the
training data D, the learning process is discussed in Section 3.3.3. In Eq. (3.19),
we only put the affiliated random variables in the bracket, and we omit D for
math convenience. In the following, we denote with V(s) the set of the local-
ized reduced input nodes (coarse-grid nodes), and with E(y) the set of the edges
between the response variables (edges of the coarse-elements).
In this work, the potential functions between si and ξ are difficult to model
due to their high dimensionality nature. However, S and ξ are explicitly known
to us, so is the relationship between them. Therefore, we do not have to learn
these potential functions explicitly. In Section 3.4, we will discuss how we per-
form the inference problem without using the potential functions between si
and ξ.
3.3.3 Learning the graphical model
Since we are considering a nonparametric graphical model, the potential func-
tions should have Gaussian mixture forms. As discussed above, there are two
types of potential functions, the cross potential function for response variables
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and localized reduced input variables, ϕ(∗), and the correlation potential func-
tion for the response variables, ψ(∗), as given in Eq. (3.19). In this work, both
potential functions are designed to have the following form,
ψi, j(zi, z j) =
M∑
m=1
ω(m)N
(
(zi, z j); µ
(m),Σ(m)
)
, (3.20)
where zi and z j denote the random variables on node i and node j and N(·)
is the Gaussian distribution. The unknown parameters in the above potential
functions are {ω(m), µ(m),Σ(m),m = 1, . . . , M}, where ω(m) is the weight (scalar) for
component m, µ(m) is the mean for component m (the size of the mean vector is
equal to the sum of dimensions of zi and z j), and Σ
(m) is the covariance matrix.
In this work, the unknown parameters in the potential functions are learned
bymaximizing the log-likelihood. DenoteΘ =
{
θi, j : (i, j) ∈ E
(y) and θi : i ∈ V
(y)
}
as the set of all the unknown parameters, where θi, j =
{
ω(m)
i, j , µ
(m)
i, j ,Σ
(m)
i, j ; m = 1, . . . , M
}
and θi =
{
ω(m)
i
, µ(m)
i
,Σ(m)
i
; m = 1, . . . , M
}
. These parameters can be calculated lo-
cally in the coarse-grid. For specific i, j such that i ∈ V(y) and (i, j) ∈ E(y), let
us consider given N observations of {(s(n)
i
, s(n)
j
), (y(n)
i
, y(n)
j
)} for n = 1, . . . , N. The
log-likelihood can then be calculated as,
L(θi, θi, j|D) =
N∑
n=1
[
log p
(
y
(n)
i
, s
(n)
i
|θi
)
+ log p
(
s
(n)
i
, s
(n)
j
, y
(n)
i
, y
(n)
j
|θi, j
)]
. (3.21)
By maximizing the log-likelihood, we obtain
(̂θi, θ̂i, j) = arg maxθi,θi, jL(θi, θi, j|D). (3.22)
Notice that maximizing the log-likelihood is equivalent to maximizing each
component of Eq. (3.21) separately, therefore, the graph learning problem can
be divided into a number of local learning problems. For example, to learn θi,
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we only need to maximize
∑N
n=1 log p(y
(n)
i
, s(n)
i
|θi) using the local training data set
{y(n)
i
, s(n)
i
; i = 1, . . . , N}.
Remark 3: The parameters θi, j define the correlation between the response vari-
ables, whereas θi interpret the dependence relation between a response variable
and its underlying localized reduced random input. Both of these parameters
are computed locally using the training data. Thus the computational cost affil-
iated with the estimation of the parameters that define the probabilistic depen-
dencies in the graph is minimal. Note that the approach used here is different
from that in [108] where local estimation problems are only posed to compute
the dependencies on the input permeability permeability of the local potentials.
In this work, the effect of the input permeability is introduced via the local ran-
dom variables si and the potentials considered are Gaussian mixtures with un-
known parameters. The potentials in [108] are simple Gaussians. In general
case, all the θi, j and θi are different across the graph (i.e. for different i and j).
Remark 4: For a stationary permeability case, the variables si follow the same
distribution but this does not imply that θi are the same parameters. Taking
simultaneous realizations of si and s j leads to different local permeability re-
alizations and thus different response fields y(n)
i
and y(n)
j
, n = 1, . . . , N. In the
calculation of θi, the training data set {y(n)i , s(n)i , i = 1, . . . , N} that we use vary with
the location i and therefore θi differs with location. Similar argument can be
made about the location dependence of the parameters θi, j.
The Expectation Maximization (EM) algorithm is chosen to maximize the
local log-likelihood. Note that in the EM algorithm employed, the number of
mixture components M is predefined. A discussion of how to choose M is pro-
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vided in Section 3.5.1.
3.4 Inference problem
The general inference problem in a graphical model is to find the marginal or
conditional probabilities of interest in the graph. This task is usually performed
by using the belief propagation (BP) algorithm [58]. In this work, after all the
unknown parameters in the graph are successfully learned, the inference prob-
lem can be performed. In the following, we first provide a brief introduction to
the general belief propagation algorithm, and then we discuss in detail how to
apply the belief propagation algorithm into our framework.
3.4.1 General belief propagation
Belief propagation (BP) is a general inference algorithm for graphical mod-
els [56]. In the BP algorithm, each node iteratively solves the global inference
problem by integrating information from the local environment, and then trans-
mits a summary message to all its neighbors along the edges. The information
flow during this process is called the message, or belief, which is a function
containing sufficient information of the “influence” that one variable exerts on
another.
Consider a general factor graph in Fig. 3.4. Let Γ(yq) denote all the factor
nodes directly linked to variable yq. At iteration t of the BP algorithm, the mes-
sage from yq to factor node f is a function of yq, as shown in Fig. 3.4(a), the
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update rule [56, 58] is
m
(t)
yq→ f (yq) ←
∏
fpq∈Γ(yq)\ f
m
(t−1)
fpq→yq(yq). (3.23)
Let us use Y f to denote neighboring variables directly linked to factor node
f , the message from a factor node f to variable yq is also a function of yq which
is recursively updated by
m
(t)
f→yq(yq) ←
∫
Y f \yq
f (Y f )
∏
yr∈Y f \yq
m
(t)
yr→ f (yr)dY f \ yq. (3.24)
When the factor graph contains loops, the messages must be updated it-
eratively until convergence is achieved. Although until now there is no strict
mathematical justification that the loopy belief propagation converges to the
true marginals, in many applications, the resulting LBP algorithm exhibits ex-
cellent performance [94, 35, 114, 71]. Recently, several theoretical studies have
provided insights into the approximations made by LBP, establishing connec-
tions to other variational inference algorithms and partially justifying its ap-
plication to graphs with cycles [107, 112]. An estimate of the posterior marginal
distribution of yq at each iteration is obtained by gathering all the messages com-
ing from neighboring factor nodes [56, 58]:
p(t)(yq) ∝
∏
f∈Γ(yq)
m
(t)
f→yq(yq). (3.25)
3.4.2 Inference approach for the problem of interest
In this section, suppose p(ξ) is known. The objective is then to find the posterior
marginal distribution of p(Y|D) via the belief propagation algorithm. In the
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Figure 3.4: Message-passing recursions in a factor graph: (a) message
passing from a variable node to a factor node, (b)message pass-
ing from a factor node to a variable node.
particular problem of interest, there are two main challenges with regards to
the inference algorithm: (1) how to represent and calculate the message from ξ
to S (discussed in Section 3.4.2), and (2) how to calculate the message update in
the form of a Gaussian mixture (discussed in Section 3.4.2).
( )1, 1i jy + +
( )1,i jy +( ),i jy
( ), 1i jy +
( ) ( ), , , 1i j i jf +
( ),i js
( )1,i j+s
( )1, 1i j+ +s( ),i j
f
ξ
( ), ,i jfs ξ
Figure 3.5: Message flow in the present graphical model framework. We
assume a two-dimensional response with response variables
(velovity components/pressure indicated by the blue nodes).
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Detailed inference algorithm
The illustration of the message flow in the current graphical model framework
is given in Fig. 3.5. Note that in this two-dimensional framework, we identify
our nodes with two indices (i, j) rather than the single indices 1, 2, . . . , NG used
in our earlier analysis. From the graph, we can see that there are three kinds
of variable nodes in the graph, response nodes y(i, j), localized reduced input
random variable nodes s(i, j) and the global input random variable node ξ. Fur-
thermore, there are three kinds of factor nodes in our framework, correlation
factor nodes f(i, j),(k,l) = ψ(y(i, j), y(k,l), s(i, j), s(k,l)), cross factor nodes f(i, j) = ϕ(y(i, j), s(i, j)),
and the factor nodes that link s(i, j) and ξ, fs(i, j),ξ, which in practice don’t have to
be known explicitly. As discussed in the previous section, two types of mes-
sages need to be updated recursively in a factor graph, as shown in the Fig. 3.5,
(1) messages from variable nodes to factor nodes; and (2) messages from factor
nodes to variable nodes.
For the first case, since we have three different kinds of variable nodes in the
graph, let’s discuss them one by one. Starting from the response nodes, there
are two types of outgoing messages, my(i, j)→ f(i, j) and my(i, j)→ f(i, j),(k,l) , which can be cal-
culated directly using Eq. (3.23). Since the relationship between the localized
reduced random variable s(i, j) and ξ is deterministic, there is no need to find the
message sending from ξ to s(i, j), and reverse versa. In other words, we don’t
need to calculate the message from s(i, j) to fs(i, j),ξ, and the message from ξ to fs(i, j),ξ.
However, to update the message from s(i, j) to f(i, j),(k,l) and the message from s(i, j)
to f(i, j), we need to know the message from fs(i, j),ξ to s(i, j) from the definition. This
message is hard to obtain because both ξ to s(i, j) are high dimensional, and in
addition we need to know the messages from all the factor nodes connected to
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ξ except m fs(i, j) ,ξ→ξ. To bypass these difficulties, we use a different way to con-
struct the unknown message from the information that is already known to us
as follows. According to Eq. (3.25), we can write the following:
p(s(i, j)) ∝ m fs(i, j) ,ξ→s(i, j)(s(i, j))
∏
f∈Γ(s(i, j))\ fs(i, j) ,ξ
m f→s(i, j)(s(i, j)). (3.26)
Since S is known, we also know p(s(i, j)), and the message coming from the
cross factor node f(i, j) and the message coming from the correlation factor node
f(i, j),(k,l) can be computed from the previous iteration, where y(k,l) ∈ Γ(y(i, j)). Then
we can write:
m
(t)
fs(i, j) ,ξ→s(i, j)
(s(i, j)) ∝
p(s(i, j))∏
f∈Γ(s(i, j))\ fs(i, j) ,ξ m
(t−1)
f→s(i, j)(s(i, j))
. (3.27)
As a result, the message sent from fs(i, j),ξ to s(i, j) is updated using the known
marginal distribution of s(i, j) and m
(t−1)
f(i, j)→s(i, j)(s(i, j)) and m
(t−1)
f(i, j),(k,l)→s(i, j)(s(i, j)). In this
work, this message is calculated by sampling from Eq. (3.27) using theMetropo-
lis Hastings algorithm [45]. The details of how to calculate m(t)
fs(i, j) ,ξ→s(i, j)
(s(i, j)) are
given in B.1.
For the second case, to update themessages from the factor nodes to the vari-
able nodes, except the one from fs(i, j),ξ to s(i, j), which is discussed above, and the
one from fs(i, j),ξ to ξ, which we don’t really care, all the others can be calculated
via Eq. (3.24).
Remark 5: If a realization of the stochastic input, a, is given, then all the mes-
sage update is going to be held among the response nodes because S and ξ can
be exactly known from the model reduction scheme. All the message update
involving s(i, j) terms is going to be replaced by δs(i, j)(s
(n)
(i, j)), where the Delta func-
tion only takes value when s(n)
(i, j) equals to the given realization. After the belief
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propagation algorithm is completed, we obtain the marginal distribution of the
physical responses conditioned on the given input, e.g. p(y(i, j)|a). Let the ex-
pectation E[y(i, j)|a] be the predicted values of the physical responses and use the
variance to measure the confidence about the mean prediction. We thus obtain
a surrogate model based on the graphical model that for an any input realiza-
tion provides us the response of the system as well as our confidence on this
prediction.
In the uncertainty quantification problem, one exerts a known distribution
on the input A, p(A), and is interested to quantify the probability induced by it
on the response. Using the model reduction techniques discussed in Section 3.2,
we can explicitly compute the distribution of ξ and S, p(ξ) and p(S), respectively,
given p(A) or a set of realizations of A. Then, by executing the inference prob-
lem discussed above, we can obtain an explicit representation of the marginal
distribution of all the responses by gathering all the messages coming from the
neighbors (as in Eq. (3.25)). The statistics of interest can be calculated directly
from the posterior marginal distribution.
Nonparametric belief propagation
In the nonparametric graphical model, each message is represented by a Gaus-
sian mixture. Then the belief update Eq. (3.24) becomes analytically intractable.
Currently there are two possible approximations for performing the belief up-
date. The first one is using a variational method [44]. The basic idea of the varia-
tional method is using a much simpler form (user defined) to obtain an approx-
imation that is as close as possible to the target message. The second approach
is using a sampling method [88]. The idea of the sampling method comes from
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Algorithm 3: The complete inference algorithm
1: Initialization: With given p(Ξ) and the deterministic relationship between
S and ξ, p(S) can be obtained via MC method as discussed in Section 3.2.
We set the initial message as m(0)ξ (s(i, j)) = p(s(i, j)), and all other messages as a
standard Gaussian N(0, 1).
2: Iterate: At step t,
1. Update message from variable nodes to factor nodes as in Eq. (3.23).
2. Update message from factor nodes to variable nodes as in Eq. (3.24).
3. Update m(t)
fs(i, j) ,ξ
as in Eq. (3.27).
3: Convergence: the algorithm stops when,
ǫ =
1
NV(y)
∑
y(i, j)∈V(y)
‖µ(t)(y(i, j)) − µ(t−1)(y(i, j))‖22 < δ, (3.28)
where µ(t)(y(i, j)) denotes the estimated mean of posterior marginal distribu-
tion of y(i, j) at step t.
particle filters. In [93], it was extended to graphs containing continuous, non-
Gaussian variables leading to the so called “Nonparametric belief propagation
(NBP) method”. In this work, we utilize the NBP algorithm to perform the in-
ference problem. Specifically, we use the NBP algorithm to approximately find
the update of Eq. (3.24). In the following, we clearly demonstrate how to apply
the NBP algorithm into our framework. The NBP algorithm approximates the
belief update Eq. (3.24) using a sampling method [93]. It circumvents sampling
directly from Eq. (3.24) (which is rather difficult task) by decomposing the pro-
cess into two steps. For math convenience, denote y−q = Y f \ yq. In the first step,
we draw N independent samples y˜(n)−q from a partial belief estimate combining
69
the marginal influence function of the potential function f (Y f ) on y−q and all the
other incoming messages to the factor node f . The marginal influence function
ζ(y−q) is defined by
ζ(y−q) =
∫
f (Y f )dyq. (3.29)
In this work, f (Y f ) is a Gaussian mixture, so ζ(y−q) is simply the Gaussian mix-
ture obtained by marginalizing each component.
In the second step, for each of these auxiliary particles y˜(n)−q, we make samples
y˜
(n)
q from the normalized conditional potentials proportional to f (yq, y−q = y˜
(n)
−q).
The detailed algorithm of NBP is summarized in Algorithm 4.
Remark 6: Since we are using a Gaussian mixture to represent all messages, an
inevitable problemwill arise with the increase of the number of mixture compo-
nents. For example, assume that all the messages are M-component Gaussian
mixtures, and the BP belief update of Eq. (3.24) is defined by a product of h
mixtures. The product of h Gaussian mixtures, each containing M components,
is itself a mixture of Mh Gaussian distributions. While in principle this belief
update could be performed exactly, the exponential growth in the number of
mixture components quickly becomes intractable. Therefore, in this work, we
use Gaussian mixture reduction via clustering (GMRC) method to reduce the
number of mixture components whenever the number of mixture components
of the beliefs exceed M. The details of GMRC algorithm are given in B.2.
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Algorithm 4: The detailed algorithm for nonparametric belief propagation
Require: Input message m(t)
yr→ f (yr) = {ω
(m)
yr→ f , µ
(m)
yr→ f ,Σ
(m)
yr→ f }Mm=1 for each yr ∈ Y f \ yq.
Ensure: Construct an output message m(t)
f→yq(yq).
1: Determine the marginal influence ζ(y−q) by Eq. (3.29).
2: Draw N independent, weighted samples from the product,
y˜
(n)
−q ∼ ζ(y−q)
∏
yr∈Y f \yq
m
(t)
yr→ f (yr). (3.30)
GMRC (A Gaussian mixture reduction technique discussed in B.2) is first
adopted to reduce the components of the product and then exact sampling
method [53] is applied.
3: For each y˜(n)−q, sample from,
y˜(n)q ∼ f (yq, y−q = y˜
(n)
−q). (3.31)
4: Construct m(t)
f→yq(yq) from y˜
(n)
q by taking y˜
(n)
q as realizations of message
m
(t)
f→yq(yq). Specifically, assume m
(t)
f→yq(yq) ∝
∑M
m=1 ω
(m)
f→yqN(µ
(m)
f→yq ,Σ
(m)
f→yq), where
the unknowns are {ω(m)
f→yq , µ
(m)
f→yq ,Σ
(m)
f→yq}Mm=1. These can be learned using the EM
algorithm by taking y˜(n)q as training samples.
3.5 Numerical examples
In this paper, we construct a probabilistic graphical model to study two-
dimensional, single phase, steady-state fluid flow through random heteroge-
neous porous media. A review of the mathematical models of flow through
porous media can be found in [2]. The spatial domain D is chosen to be the
unit square [0, 1]2, representing an idealized oil reservoir. Let us denote with p
and u the pressure and the velocity fields of the fluid, respectively. These are
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connected via the Darcy law:
u = −K∇p, in D, (3.32)
where K is the permeability tensor that models the easiness with which the liq-
uid flows through the reservoir. Combining the Darcy law with the continuity
equation, it is easy to show that the governing PDE for the pressure is:
−∇ · (K∇p) = q, in D, (3.33)
where the source term q may be used to model injection/production wells. In
this example, we consider square wells: an injection well on the left-bottom
corner of D and a production well on the top-right corner. The particular math-
ematical form of the source term q is as follows:
q(x) =

−r, if |xi − 12w| < 12 w, for i = 1, 2,
r, if |xi − 1 + 12w| < 12w, for i = 1, 2,
0, otherwise,
(3.34)
where r specifies the rate of the wells, w their size (chosen here to be r = 10
and w = 1/8), and x = (x1, x2) ∈ D. Furthermore, we impose no-flux boundary
conditions on the walls of the reservoir:
u · n˜ = 0, on ∂D, (3.35)
where n˜ is the unit normal vector to the boundary. These boundary conditions
specify the pressure p up to an additive constant. To assure uniqueness of the
boundary value problem defined by Eqs. (3.32), (3.33) and (3.35), we impose the
constraint [16]: ∫
D
p(x)dx = 0. (3.36)
The boundary value problem is solved using a mixed finite element formu-
lation. We use first-order Raviart-Thomas elements for the velocity [79], and
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zero-order discontinuous elements for the pressure [19]. The permeability is
defined on a 64 × 64 fine-grid and we are interested in the physical responses
on a 8 × 8 coarse-grid. The solver was implemented using the Dolfin C++ li-
brary [63]. The eigenfunctions of the exponential random field used to model
the permeability were calculated via Stokhos which is part of Trilinos [49].
In this work, the final responses taken into consideration include x−velocity,
ux, y−velocity, uy and pressure, p. We assume independence of the multiple out-
put responses sowe can build an independent graphical model for each of them.
This is typical of many uncertainty quantification methods but methodologies
where correlations are accounted can be considered as well [108]. As previously
discussed, the constructed graphical model is a nonparametric model. Then
naturally an important question arises as to what the proper number is of the
mixture components considered. One should avoid to choose a large number
due to the exponential increase for the computational cost, especially at the loop
belief propagation step. A large number of mixture components does not nec-
essarily lead to better results and for some cases may lead to over-fitting. In
the context of the examples presented below, three mixture components were
shown to provide an adequate choice for the accuracy desired.
3.5.1 Stationary random field
In this example, the log-permeability is considered as a stationary random field.
We restrict ourselves to an isotropic permeability tensor:
Ki j = Kδi j. (3.37)
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K is modeled as
K(x) = exp{G(x)}, (3.38)
where G is a Gaussian random field:
G(·) ∼ N(m, cG(·, ·)), (3.39)
with constant mean m and an exponential covariance function given by
cG(x
(1), x(2)) = v2G exp
−|x
(1)
1
− x(2)
1
|
l
− |x
(1)
2
− x(2)
2
|
l
 . (3.40)
The parameter l represents the correlation lengths of the field, while vG > 0 is its
variance. In order to obtain a finite dimensional representation of G, we employ
the Karhunen-Loe`ve expansion [39] and truncate it after kξ terms:
G(ξ; x) = m +
kξ∑
k=1
ξkφk(x), (3.41)
where ξ = (ξ1, . . . , ξkξ) is a vector of independent, zero mean and unit variance
Gaussian random variables and φk(x) are the eigenfunctions of the exponential
covariance given in Eq. (3.40) (suitably normalized).
The values we choose for the parameters are m = 0, l = 0.1 and vG = 1 in
Eq. (3.40), and kξ = 50 in Eq. (3.41). In the following, we first verify the model
reduction framework in Section 3.5.1 and then we move to the inference tasks
on the graph: 1) given the input distribution of ξ, investigate how the uncer-
tainty propagates to the response in Section 3.5.1; 2) given a new permeability
field, find the prediction of unobserved responses with proper error bars in Sec-
tion 3.5.1.
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Model reduction
As discussed in Section 3.2, PCAmodel reduction technique is applied to reduce
the dimensionality of the input permeability field. Fig. 3.6 shows the normal-
ized eigen-plot and energy-plot for the PCA reduction for the input permeabil-
ity over the corresponding coarse-elements to two random coarse-nodes. Here,
“normalized” means that each eigenvalue is divided by the sum of all the eigen-
values. As shown on these plots, by using less than ten eigenvectors, the cumu-
lative preserved energy is almost one, which means a ten-dimensional random
variable representation is enough to describe the original data set.
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Figure 3.6: Stationary random field: Normalized eigenspectrum and en-
ergy plot for the input permeability in two random subdo-
mains.
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Figure 3.7: Stationary random field: Comparison of the reconstructed in-
put permeability field with the original given sample. (a) with
different number of training data for k = 10, where k is the di-
mensionality of the reduced space; (b)(d)(f) The reconstructed
input permeability using N = 200, 1000, and 4000 training data,
respectively; (c)(e)(g) The error between the reconstructed per-
meability field and the original sample.
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Figure 3.8: Stationary random field: Comparison of the reconstructed in-
put permeability field with the original given sample. (a) with
different k for N = 1000; (b)(d)(f) The reconstructed input per-
meability using k = 5, 10, and 30, respectively; (c)(e)(g) The er-
ror between the reconstructed permeability field and the origi-
nal sample.
Then, we compare the reconstruction error of the input permeability field
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with different number of training data and different reduced dimensionality k
(Fig. 3.9). The reconstruction error is computed by
e =
1
NgN
N∑
n=1
‖A(n) − A˜(n)‖22, (3.42)
where A = [a1, a2, . . . , aN f ], N f is the number of elements on the fine-mesh
and A˜ = [˜a1, a˜2, . . . , a˜N f ] where a˜i is the reconstructed permeability on the fine-
element ei. The superscript (n) denotes the n-th sample and N is the total number
of samples used. The given figure indicates that the number of reduced dimen-
sionality k has a higher impact on the final performance of the reconstruction
than the number of training data. The reduced dimensionality k is chosen as 10
in this problem.
5k =
10k =
20k =
30k =
Figure 3.9: Stationary random field: Comparison of the reconstruction er-
ror of the input permeability field with different number of
training data, and different reduced dimensionality k.
Uncertainty propagation
In this section, we are going to investigate how the uncertainties propagate from
the input permeability to the output (velocity and pressure) response. After the
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graphical model is completely learnt by the training data, we send the distri-
bution of S, p(S), which is calculated from the known input distribution p(ξ),
to the graphical model as the input message, and then run the nonparamet-
ric belief propagation algorithm. After all the messages in the graph converge,
we compute the conditional marginal distribution of the response variables by
combining all the messages coming into the response variable as in Eq. (3.25).
Fig. 3.10 compares the predicted mean of ux with a Monte Carlo estimate
using 105 observations. We can clearly see that as the number of training data
increases, the prediction gets more and more accurate. The same statistic for uy
and p is reported in Figs. 3.11 and 3.12, respectively.
Fig. 3.13 compares the predicted variance of ux to a Monte Carlo estimate us-
ing 105 observations. Also, the predicted variance converges to the MC results
with the increase of the number of the training data. The same statistic for uy
and p is given in Figs. 3.14 and 3.15, respectively. We can see that N = 400 train-
ing samples can already give rather accurate predictions for the marginal mean
and variance of the responses. Notice that in this work, the predicted marginal
probability is given in a Gaussian mixture form with three components. For
example, the response at one coarse-grid node, y(i, j) (random variable) can be
represented as y(i, j) =
∑M
m=1 ω
(m)
(i, j)
y
(m)
(i, j)
, where y(m)
(i, j)
∼ N(µ(m)
(i, j)
, (σ(m)
(i, j)
)2). The first-
order and second-order statistics can be obtained by E[y(i, j)] =
∑M
m=1 ω
(m)
(i, j)µ
(m)
(i, j) and
Var[y(i, j)] =
∑M
m=1(ω
(m)
(i, j)
)2(σ(m)
(i, j)
)2, respectively.
The error of the statistics is evaluated using the (normalized) L2 norm of the
error in variance defined by:
EL2 =
√
1
NG
NG∑
i=1
(vi,MC − v˜i)2, (3.43)
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Figure 3.10: Stationary random field: Mean of ux. (a) MC estimate us-
ing 105 observations; (b)(c)(d) The predicted mean of ux using
50, 100, and 400 training samples, respectively.
where vi,MC is the Monte Carlo estimate of the variance of the response on the
i-th coarse-node using 105 samples, and v˜i is the predictive variance given by the
graphical model. In Fig. 3.16, we plot the L2 norm of the error as a function of
the number of samples for ux, uy and p and a comparison with the MC results is
shown. In addition, we compare the predicted probability densities of ux, uy and
p at physical positions (0.429, 0.429) and (0.571, 0.571), with the PDFs obtained
from the MC estimate using 105 observations, as shown in Figs. 3.17 and 3.18,
respectively. From the figures, we can see that the PDFs do not have symmetric
tails, so obviously, they are not Gaussian distributions. This is especially true
for the velocity components that should be positive. As the number of observa-
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Figure 3.11: Stationary random field: Mean of uy. (a) MC estimate us-
ing 105 observations; (b)(c)(d) The predicted mean of uy using
50, 100, and 400 training samples, respectively.
tions increases, we can observe that the graphical model prediction gradually
captures the major key features of the PDFs.
Response Prediction
In this section, we will show that the constructed graphical model is also ca-
pable of acting as a surrogate model of the deterministic solver. The problem
can be described as follows: Given a new observation of the permeability field,
a, the objective is to obtain the conditional distribution p(Y|A = a). With a new
realization of the permeability field a, we first compute the localized reduced in-
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Figure 3.12: Stationary random field: Mean of p. (a) MC estimate using 105
observations; (b)(c)(d) The predicted mean of p using 50, 100,
and 400 training samples, respectively.
put variables S(a). After that, instead of using the distribution of S, p(S), we use
a Kronecker Delta function δS(S(a)) as the input message, and we send it to the
pre-learned graphical model to execute the nonparametric belief propagation
algorithm. Notice that now, all the potential functions involving the S variable
need to be multiplied by the Kronecker Delta function δS(S(a)), as discussed in
Section 3.4.2. Fig. 3.32 shows a comparison of the predicted ux, uy and p fields,
with the results of the deterministic solver for given a new input permeability
field a, using N = 400 training samples. This permeability sample was gener-
ated from the same process as the training data. As shown from the figures, the
predictions capture the main features of the responses.
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Figure 3.13: Stationary random field: Variance of ux. (a) MC estimate using
105 observations; (b)(c)(d) The predicted variance of ux using
50, 100, and 400 training samples, respectively.
3.5.2 Non-stationary random field
In the previous example, it was assumed that the porous media considered was
stationary such that the covariance between any two points in the domain de-
pends on their distance rather than their actual locations. However, hydraulic
properties may exhibit spatial variations at various scales. Therefore, it is im-
portant to extend the probabilistic graphical model to non-stationary random
fields. In this example, we use a non-stationary random field as stochastic input.
The log-permeability on the k-th coarse-element is still a Gaussian random field
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Figure 3.14: Stationary random field: Variance of uy. (a) MC estimate using
105 observations; (b)(c)(d) The predicted variance of uy using
50, 100, and 400 training samples, respectively.
with mean zero and an exponential covariance function, as given in Eq. (3.40):
cG
(
x(1), x(2)
)
= v2G exp
−|x
(1)
1
− x(2)
1
|
lk,1
− |x
(1)
2
− x(2)
2
|
lk,2
 . (3.44)
However, the correlation length in the non-stationary case is not a constant
anymore. Since the coarse-grid has Nx = 8 rows and Ny = 8 columns of elements,
we define the coordinate of the k-th element as (ik, jk) where ik is the index in
row and jk is the index in column. Then the correlation length is set to be lk,1 =
0.1+ 0.4
Ny−1 jk and lk,2 = 0.1+
0.4
Nx−1 ik. The source term q is set to zero. Flow is induced
from left to right side with Dirichlet boundary conditions p¯ = 1 on x = 0, p¯ = 0
on y = 1. No−flow Neumann boundary conditions are applied on the other two
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Figure 3.15: Stationary random field: Variance of p. (a) MC estimate using
105 observations; (b)(c)(d) The predicted variance of p using
50, 100, and 400 training samples, respectively.
sides of the square domain.
In this example, we investigate the non-stationary problem in a similar way
as the previous stationary case. First, we verify the model reduction framework
in Section 3.5.2 and then we investigate the uncertainty propagation from the
inputs to the responses in Section 3.5.2. Finally, we use the graphical model to
predict the responses given a new permeability field, in Section 3.5.2.
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Figure 3.16: Stationary random field: The L2 norm of the error as a func-
tion of the number of samples observed for graphical model
framework.
Model reduction
In this section, we first compare the reconstructed input permeability field with
the original one for different k, where k is the dimensionality of the reduced
space, as shown in Fig. 3.20. Fig. 3.21 shows the comparison of the reconstructed
input permeability field with the original given sample for different number of
training samples N. In comparison with the reconstruction results in the pre-
vious example in Section 3.5.1, a higher k is needed here to obtain a relatively
good reconstruction. This is expected because the non-stationary permeability
field is much more complicated than the stationary case. We obtain the similar
conclusions from these figures as in the earlier example. As the reduced di-
mensionality k increases, the reconstructed permeability field gets closer to the
original permeability. Also as the number of training data N used increases, the
reconstructed permeability becomes closer to the original realization.
We compare the reconstruction error of the input permeability field with dif-
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Figure 3.17: Stationary random field: Comparison of the predicted PDFs
using different training data with the MC estimate at physical
position (0.429, 0.429) (a) ux, (b) uy, (c) p.
ferent number of training data N and different reduced dimensionality k using
Eq. (3.42) in section 3.5.1, as shown in Fig. 3.22. In comparison with the recon-
struction results in the previous example in Section 3.5.1, a higher k is needed
here to obtain a relatively good reconstruction. This is expected because the
non-stationary permeability field is much more complicated than the stationary
case. In this example, k is chosen as 20, that is, the dimensionality of each s
variable is 20.
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Figure 3.18: Stationary random field: Comparison of the predicted PDFs
using different training data with the MC estimate at physical
position (0.571, 0.571) (a) ux, (b) uy, (c) p.
Uncertainty propagation
In this section, we are also going to investigate how the uncertainty propagate
from the input permeability to the output (velocity and pressure) response, as in
Section 3.5.1. Fig. 3.23 compares the predicted mean of ux with aMonte Carlo es-
timate using 106 observations. We can clearly see that as the number of training
data increases, the prediction gets more and more accurate. The same statistic
for uy and p is reported in Figs. 3.24 and 3.25, respectively.
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Figure 3.19: Stationary random field: Comparison of the predicted phys-
ical responses given a realization of stochastic input perme-
ability with the true response. (a) The new observed input
permeability field; (b)(d)(f) The true responses for the given
permeability realization, from top to bottom, ux, uy and p, re-
spectively; (c)(e)(g) The predicted means for ux, uy and p by
graphical model using N = 400 training data, respectively.
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Figure 3.20: Non-stationary random field: Comparison of the recon-
structed input permeability field with the original given sam-
ple (a) With different k for N = 2000; (b)(c)(d) The recon-
structed input permeability using k = 10, 30, and 50, respec-
tively.
Fig. 3.26 compares the predicted variance of ux to a Monte Carlo estimate us-
ing 106 observations. Also, the predicted variance converges to the MC results
with the increase of the number of the training data. The same statistic for uy
and p is given in Figs. 3.27 and 3.28, respectively. We can see that in this exam-
ple, N = 2000 training samples can only provide a reasonable predictions for the
marginal mean and variance of the responses, while in the previous stationary
example in section 3.5.1, N = 400 training samples can already give rather accu-
rate predictions. The predictions of the pressure, compared to the predictions of
velocity, are muchmore accurate, this is because the pressure has less variability
than the velocity in porous media flow problem.
Similarly, in Fig. 3.29, we plot the L2 norm (Eq. (3.43)) of the error as a func-
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Figure 3.21: Non-stationary random field: Comparison of the recon-
structed input permeability field with the original given sam-
ple (a) With different number of training data for k = 30,
where k is the dimensionality of the reduced space; (b)(d)(f)
The reconstructed input permeability using N = 1000, 2000,
and 4000 training data, respectively.
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Figure 3.22: Non-stationary random field: Comparison of the reconstruc-
tion error of the input permeability field with different num-
ber of training data, and different reduced dimensionality k.
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Figure 3.23: Non-stationary random field: Mean of ux. (a) MC estimate us-
ing 106 observations; (b)(c)(d) The predicted mean of ux using
200, 800, and 2000 training samples, respectively.
tion of the number of samples for ux, uy and p and compare with the MC results.
In addition, we compare the predicted probability densities of ux, uy and p at
physical positions (0.429, 0.429) and (0.571, 0.571), with the PDFs obtained from
the MC estimate using 106 observations, as shown in Figs. 3.30 and Fig. 3.31,
respectively. From the figures, we can see that as the number of observations
increases, the graphical model prediction gradually captures the major key fea-
tures of the PDFs.
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Figure 3.24: Non-stationary random field: Mean of uy. (a) MC estimate us-
ing 106 observations; (b)(c)(d) The predicted mean of uy using
200, 800, and 2000 training samples, respectively.
Response Prediction
In this section, we also provide an example to demonstrate that the constructed
graphical model is capable of acting as a surrogate model for the determinis-
tic solver, as in section 3.5.1. Fig. 3.32 shows a comparison of the predicted ux,
uy and p fields, with the results of the deterministic solver for given a new in-
put permeability field a, using N = 2000 training samples. As shown from the
figures, the predictions capture the main features of the responses.
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Figure 3.25: Non-stationary random field: Mean of p. (a) MC estimate us-
ing 106 observations; (b)(c)(d) The predicted mean of p using
200, 800, and 2000 training samples, respectively.
3.6 Discussion and Conclusions
A probabilistic graphical model framework was developed to address the un-
certainty propagation problem for flows in porous media. The framework could
quantify the uncertainties propagating from the random input to the multi-
output system response. The high dimensionality nature of the relationship
between the inputs and responses was addressed by breaking the global prob-
lem into small local problems posed over coarse-elements. The whole frame-
work was designed to be nonparametric (Gaussian mixture), so it was capable
of capturing non-Gaussian features and thus it should have a wider applicabil-
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Figure 3.26: Non-stationary random field: Variance of ux. (a) MC estimate
using 106 observations; (b)(c)(d) The predicted variance of ux
using 200, 800, and 2000 training samples, respectively.
ity to other multiscale problems. The graphical model was shown that it can
serve as a surrogate model for predicting the responses for any new observed
permeability input.
Various examples were considered to study the accuracy and efficiency of
the probabilistic graphical model framework and inference algorithms. It was
shown that this framework is capable of predicting the correct output statistics
with rather limited number of observations. In the provided examples, it was
shown to capture well the first- and second-order statistics, and also provided
reasonable predictions of the PDFs of the outputs. The framework can be used
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Figure 3.27: Non-stationary random field: Variance of uy. (a) MC estimate
using 106 observations; (b)(c)(d) The predicted variance of uy
using 200, 800, and 2000 training samples, respectively.
to address inverse problems (e.g. from limited output data predict unobserv-
able permeability information). Such inverse problems and extending the ap-
plicability of the framework to other critical engineering applications are topics
of current research interest.
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Figure 3.28: Non-stationary random field: Variance of p. (a) MC estimate
using 106 observations; (b)(c)(d) The predicted variance of p
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Figure 3.32: Non-stationary random field - Comparison of the predicted
physical responses given a realization of stochastic input per-
meability with the true response: (a) The new observed input
permeability field; (b)(d)(f) The true responses for the given
permeability realization, from top to bottom, ux, uy and p, re-
spectively; (c)(e)(g) The predicted means for ux, uy and p by
graphical model using N = 2000 training data, respectively.
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CHAPTER 4
UNCERTAINTY PROPAGATIONUSING INFINITE MIXTURE OF
GAUSSIAN PROCESSES AND VARIATIONAL BAYESIAN INFERENCE
This chapter is organized as follows. In Section 4.1, we start by briefly present-
ing the core structure of our model and pay attention to each of the two main
constituents: the MGP model (Section 4.1.1) and the DP prior (Section 4.1.2).
In Section 4.1.4, we apply the VI methodology to our model and derive a fast
approximation algorithm. Finally, in Section 4.1.5, we apply the constructed
probabilistic surrogate surface to solve the UP problem. Numerical examples
are presented in Section 4.2 demonstrating the high-accuracy and efficiency of
the proposed framework. We conclude this work in Section 4.3.
4.1 Methodology
In general, the response of a physical model can be represented as a multi-
output nonlinear function, f : X → Rq, where X denotes the input space and
q is the number of output dimensions. The input space, X, usually contains
three distinct components: one for stochastics of the model, one for the spatial
location, and one for time. The stochastics will be denoted by ξ ∈ Xξ ⊂ Rdξ ,
and are treated as uncertain. The spatial location and the time variables will
be denoted by s ∈ Xs ⊂ Rds with ds = 1, 2 or 3 and t ∈ Xt = [0, T ] with T > 0,
respectively. That is, the input space, X, is the Cartesian product:
X = Xξ × Xs × Xt. (4.1)
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For notational convenience, we will refer to all the variables collectively by:
x = (ξ, s, t). (4.2)
The total dimensionality of the input space, X, is d = dξ + ds + 1. The output,
y ∈ Rq, of the response function, f(·), at input x = (ξ, s, t),
y = f(x) = f(ξ, s, t), (4.3)
is thought as the value of the model at the spatial location s and time t when the
generic uncertain inputs have the value ξ. The number q of the distinct outputs
depends on the model. For example, when modeling a dynamical system, q
would be equal to its dimension. For the 2D two-phase flow problem we will
consider, the distinct outputs are the pressure, the x-velocity, the y-velocity, and
the saturation of the two phases, i.e. q = 4. This framework is general enough
to be applicable to most important problems.
In an UP problem, one assigns a probability density function (PDF) on the
stochastic input, ξ, and wishes to quantify its effect on the output, y, at some
specific spatial locations and time instants. We will denote this PDF on ξ by p(ξ).
As noted in the introduction, this PDF usually represents our lack of knowledge
about the true value of ξ, rather than intrinsic randomness. Now, the output of
the model becomes a random field whose “randomness” corresponds to our
uncertainty about the model’s predictions. The goal of UP is to characterize the
statistics of the output random field such as the mean,
m f (s, t) =
∫
f(ξ, s, t)p(ξ)dξ, (4.4)
the covariance,
C f (s, t, s
′, t′) =
∫ (
f(ξ, s, t) − m f (s, t)
) (
f(ξ, s′, t′) − m f (s
′, t′)
)T
p(ξ)dξ, (4.5)
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the PDF of the output at a particular spatial location s0 and time instant t0:
p(y|s = s0, t = t0) =
∫
δ (f(ξ, s0, t0) − y) p(ξ)dξ, (4.6)
where δ(·) is Dirac’s delta function, and so on.
Because of the computational complexity associated with evaluating the
model, f(·), the statistics outlined above cannot be computed directly. To remedy
this situation, we resort to the usual two-step procedure of most UP method-
ologies. First, we construct a surrogate of f(·), and, subsequently, we use it
for the calculation of the statistics. The surrogate construction will be based
on a set of observations D = (X,Y), where X = (x1, . . . , xN)T ∈ RN×d and
Y = (y1, . . . , yN)
T ∈ RN×q are the observed inputs and corresponding outputs,
respectively. In particular, we consider a set of nξ observations of the stochastic
inputs, Ξ = (ξ1, . . . , ξnξ), drawn from their PDF, p(ξ). For each observed ξ, the
model is evaluated on a preselected set of ns spatial locations, S = (s1, . . . , sN),
and nt time instants, t = (t1, . . . , tnt). That is, we have a total of N = nξnsnt obser-
vations inD available for the surrogate construction.
Our surrogate is going to be a Gaussian process [78], albeit a non-trivial one.
Therefore, it can be thought of as a Bayesian surrogate, i.e. a probability measure
on the space of plausible models that is compatible with the data D. As shown
in [11], the Bayesian nature of the surrogate can be exploited to derive error bars
for any computed statistic. These error bars correspond to the epistemic uncer-
tainty induced by the limited amount of data in D. Similar ideas, can be used
to solve inverse problems with very limited forward model evaluations [12].
This is one of the most important features of the Bayesian approach that makes
it stand out from the traditional UP methodologies. This point will be further
clarified in Section 4.1.5.
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In an effort to capture non-stationary effects, such as localized features and
discontinuities, we assume that the observed data are generated by an infinite
number of different latent MGP’s,
{
f(m)(·)
}∞
m=1
. Each latent MGP, f(m)(·), explains a
subset of the data. A Dirichlet process (DP) prior is used to generate the compo-
nents of the infinite MGP mixture prior to observing any data. In practice, this
mixture is truncated to M components. Our objective has three parts: find the
optimal number of latent functions needed to explain a given set of data, cluster
each data point on one of these models and train the m-th latent function, f(m)(·),
using the data assigned to the m-th cluster. To achieve this, each observation is
assigned a hidden variable zi ∈ {1, 2, . . .} that classifies it. We collectively denote
all these variables as z = (z1, . . . , zN) ∈ NN . Based on the assigned DP prior [80],
each zi follows a multinomial distribution. Finally, we are approximating the
posterior of the model parameters by deriving a variational inference (VI) algo-
rithm.
The outline of the remaining of this Section is as follows. In Section 4.1.1, we
introduce the MGP model used for each one of the latent functions, f(m)(·). The
Dirichlet process is discussed in Section 4.1.2 and the variational inference algo-
rithm for the model is presented in Section 4.1.4. Finally, Section 4.1.5 discusses
the integration of the model with uncertainty quantification tasks.
4.1.1 Multi-output Gaussian process regression
As mentioned earlier, each one of our latent functions, f(m)(·), is going to be a
MGP [26, 11]. In this section, we briefly outline the specifics of this model. To
keep the notation uncluttered, we will not be using the label m. It is implied on
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every parameter used in this section.
The prior measure on latent functions Prior to seeing any data, the latent
function, f(·), is modeled as a q-dimensional Gaussian process:
f(·)|B,Σ, θ ∼ Nq (f(·)|µ (·; B) , c (·, ·; θ) Σ) , (4.7)
conditional on the hyper-parameters B, Σ, and θ. The symmetric, positive def-
inite matrix Σ ∈ Rq×q, models the linear part of the correlations between the q
distinct outputs. The mean function, µ (·; B), is given by:
µ (x; B) = BTh(x), (4.8)
where h(·) = (h1(·), . . . , hp(·)) are regression functions common to all outputs and
B ∈ Rp×q. For our numerical examples, we simply use linear regression func-
tions:
h(·) =
(
1, xT
)
.
The covariance function, c (·, ·; θ), is taken to be:
c
(
x, x′; θ
)
= exp
−12
d∑
l=1
(
(xl − x′l)2
(rl)
2
) + ǫδ (x − x′) , (4.9)
where θ = (r1, . . . , rd, ǫ) ∈ Rd+1+ . The parameters rl can be interpreted as the length
scales of the input dimension l, l = 1, . . . , d. The parameter ǫ is known as the
“nugget” and can be thought of as the variance of the noise of our model. Equa-
tion (4.7) defines a probability measure on the space of surrogates that corresponds
to our prior beliefs.
The prior of the parameters To keep the notation concise, let us denote all the
parameters of a latent function by φ:
φ = (B,Σ, θ) . (4.10)
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The parameters φ take values in the space Ωφ:
Ωφ = R
p×q × Pq(R) × Rd+1+ , (4.11)
where Pq(R) is the space of q-dimensional positive-definite matrices with real
coefficients. Following [26], we assign an uninformative prior on the pair (B,Σ) of
the form:
p(B,Σ) ∝ |Σ|−
q+1
2 , (4.12)
and, following [11], an exponential prior on each of the components of θ:
p(θ|γ) =

d∏
i=1
E (ri|γr)
E (ǫ|γǫ) , (4.13)
where γ = (γr, γǫ) are the hyper-parameters of the exponential distribution E(·|γ).
The prior on φ is given by the product rule assuming that (B,Σ) and θ are a priori
independent:
p(φ|γ) = p(B,Σ)p(θ|γ). (4.14)
The likelihood of the data Now, assume that n observations have been classi-
fied to belong to the m-th cluster. Let X and Y be the corresponding inputs and
outputs, respectively, of these n observations corresponding to the m-th cluster.
They are collectively denoted byD = (X,Y). The likelihood of Y under our model
(Eq. (4.7)) is given by the matrix-normal [27]:
Y|X, φ ∼ Nn×q (Y|HB,A,Σ) , (4.15)
where H ∈ Rn×p is the design matrix,
Hi j = h j(xi), (4.16)
and A ∈ Rn×n is the covariance matrix,
Ai j = c
(
xi, x j; θ
)
. (4.17)
107
The posterior of the parameters The posterior of the parameters (conditioned
on γ) is given by:
p (φ|D, γ) = p (Y|X, φ) p (φ|γ)
p (D|γ) , (4.18)
where p (Y|X, φ) is the likelihood given in Eq. (4.15) and p (D|γ) is the evidence
given by:
p (D|γ) =
∫
p (Y|X, φ) p (φ|γ) dφ. (4.19)
The derivation of the posterior p (B,Σ, θ|D) is given in Appendix C.1.
The posterior probability measure on latent functions With the prior proba-
bility measure of Eq. (4.7) and conditioning on the observed data D, we derive
the posterior probability measure on the space of surrogates:
f(·)|φ ∼ Nq (f(·)|µ
∗ (·; B) , c∗ (·, ·; θ) Σ) , (4.20)
where the posterior mean function is given by:
µ∗ (x; B) = BTh (x) + (Y − HB)T A−1a (x) , (4.21)
and the posterior covariance function by:
c∗
(
x, x′; θ
)
= c
(
x, x′; θ
) − a (x)T A−1a (x′) , (4.22)
with a(·) = (c (·, x1; θ) , . . . , c (·, xn; θ)) ∈ Rn. Eq. (4.20) can be used to draw samples
of candidate surrogates that are compatible with the dataD as well as our prior
beliefs if all the hyper-parameters are known. Alternatively, its mean function
could be used as surrogate surface in the classical way.
Integrating out B and Σ If n ≥ p + q (p is the number of regression functions
and q the number of output dimensions), then the choice of prior we made
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in Eq. (4.12) for the pair (B,Σ) allows us to integrate it out from the posterior
(see [26] for the details). In particular, multiplying Eq. (4.20) with Eq. (4.18)
and integrating out B and Σ, yields the posterior measure conditioned only on θ
which is a q-dimensional student-T process:
f(·)|θ,D ∼ Tq
(
f(·)|µ∗∗
(
·; B̂
)
, c∗∗ (·, ·; θ) Σ̂; n− p
)
, (4.23)
with the mean and covariance functions:
µ∗∗ (x) = µ∗
(
x; B̂
)
, (4.24)
c∗∗(x, x′; θ) = c∗(x, x′; θ) +(
h(x) −HT A−1a(x)
)T
(HT A−1H)−1
(
h(x′) −HT A−1a(x′)
)
, (4.25)
where
B̂ =
(
HT A−1H
)−1
HT A−1Y, (4.26)
Σ̂ =
1
n − p
(
Y −HB̂
)T
A−1
(
Y −HB̂
)
. (4.27)
This approach will be used for making predictions with each one of our latent
models.
The posterior of (B,Σ) conditioned on θ The posterior of (B,Σ) has an analytic
form:
p(B,Σ|D, θ) = Np×q
(
B|B̂, (HTA−1H)−1,Σ
)
W−1q
(
Σ|(n − p)Σ̂, n − p
)
, (4.28)
whereW−1q (·|W, ν) is the Inverse-Wishart distribution [57] with scale matrix W ∈
Pq(R) and ν degrees of freedom. This result would be useful in the variational
formulation because it specifies the form that a candidate posterior for the pair
(B,Σ) should take, as dicussed in Section 4.1.4. The derivation of Eq. (4.28) and
also of p (B|D,Σ, θ), p (Σ|D, θ), and p (θ|D), are given in Appendix C.1.
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Remark 1. Alternative choices to the prior in Eq. (4.12) can be selected. For
example, a conjugate prior for B and Σ can be taken as p(B|Σ) = Np×q(B; 0, Ip,Σ)
and p(Σ) = W−1q (Σ; Iq, q), where Ip is the identity matrix q × q matrix. With this
prior choice, the posterior of (B,Σ) conditional on θ can be shown to be:
p(B,Σ|D, θ) = Np×q
(
B|B̂, (HTA−1H + Ip)
−1,Σ
)
W−1q
(
Σ|(n + q)Σ̂, n + q
)
, (4.29)
where
B̂ =
(
HT A−1H + Ip
)−1
HT A−1Y, (4.30)
Σ̂ =
1
n + q
[(
Y −HB̂
)T
A−1
(
Y −HB̂
)
+ B̂T B̂ + Iq
]
. (4.31)
In comparison to Eq. (4.28) that was derived using the prior in Eq. (4.12), note
that the posterior above differs by the presence of some additional bias terms
in B̂ and Σ̂ (compare Eqs. (4.30) and (4.31) to Eqs. (4.26) and (4.27), respectively)
and a different degree of freedom for the Inverse-Wishart distribution for Σ. The
additional bias terms ensure non-singularity in the affiliatedmatrix calculations,
e.g., HT A−1H is a singular matrix if n < p, but (HT A−1H + Ip) can always be
inverted regardless of the number of observations for each component f(m)(·).
However, the existence of the additional bias terms affects the accuracy of local
models with few observations. Therefore, we choose not to use such kind of
priors in this paper.
4.1.2 The Dirichlet process
A DP [32] defines a probability measure on a space of probability measures. In
particular, let Ω be a set and F be a σ-algebra on Ω. The space of probability
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measures on (Ω,F ) is denoted by:
P(Ω,F ) =
{
G : F → R+ is a probability measure
}
. (4.32)
A DP defines a probability measure on P(Ω,F ). That is, a sample G(·) from a
DP is in P(Ω,F ).
Let G0(·) ∈ P(Ω,F ) and α0 > 0 some constant. Then G(·) is a sample from the
DP induced by G0(·) and α0, i.e.
G(·) ∼ DP (G0(·), α0) , (4.33)
if and only if for any partition {A1, . . . , Ak} ⊂ F of Ω we have:
(G(A1), . . . ,G(Ak)) ∼ Dirk (G(A1), . . . ,G(Ak)|α0G0(A1), . . . , α0G0(Ak)) , (4.34)
where Dirk(·, . . . , ·|a1, . . . , ak) denotes the Dirichlet distribution with parameters
a1, . . . , ak.
The “stick-breaking” construction The “stick-breaking” construction of [90]
allows us to define the DP in a generative way by the use of some intermediate
random variables. In particular, let G0(·) and α0 be as before and define the
random variables ν = (ν1, ν2, . . .) ∈ [0, 1]∞ by:
ν|α0 ∼
∞∏
m=1
Beta (νm|1, α0) , (4.35)
the sequence of numbers:
πm(ν) = νm
m−1∏
i=1
(1 − νi), (4.36)
and the random variables ω = (ω1, ω2, . . .) by:
ω|G0(·) ∼
∞∏
m=1
G0(ωm). (4.37)
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Then, that the random probability measure on (Ω,F ) defined by:
G(·; ν, ω) =
∞∑
m=1
πm(ν)δωm(·), (4.38)
where δωm(·) is Dirac’s delta function centered at ωm, is a sample from the DP
defined in Eq. (4.33).
4.1.3 An infinite mixture of MGP’s using the Dirichlet Process
According to the discussion of Sec. 4.1.1, each latent MGP model is character-
ized uniquely by choosing its parameters φ ∈ Ωφ. The DP concept is used to
define a prior probability measure on the space of probability measures of the
model space Ωφ. The role of this DP is to generate the components of the MGP
mixture prior to observing any data.
Let α0 be as before, Fφ be a σ-algebra on Ωφ, and Pφ,0(·|γ) be the probability
measure on (Ωφ,Fφ) induced by the prior p(φ|γ) of Eq. (4.14), i.e. for each A ∈ Fφ
we have:
Pφ,0(A|γ) =
∫
A
p(φ|γ)dφ. (4.39)
The Dirichlet processDP(·|Pφ,0(·; γ), α0) is used to define a prior probability mea-
sure on P(Ωφ,Fφ). A sample Pφ(·) from DP(·|Pφ,0(·; γ), α0) is then used to gener-
ate the mixture components. Let ν and πm(ν),m = 1, 2, . . . be as in Eq. (4.35) and
Eq. (4.36), respectively, and, as in Eq. (4.37), let
Φ = (φ1, φ2, . . .) (4.40)
be given by:
Φ|γ ∼
∞∏
m=1
Pφ,0(φm|γ) =
∞∏
m=1
p(φm|γ). (4.41)
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Notice that, because the measure Pφ,0 is absolutely continuous (see Eq. (4.39)), it
is guaranteed that all the φm’s generated in Eq. (4.41) are distinct. Making use of
the “breaking-stick” construction, we see that a sample from DP(·|Pφ,0(·; γ), α0)
can now be represented (see Eq. (4.38)) as:
Pφ(·; ν,Φ) =
∞∑
m=1
πm(ν)δφm(·). (4.42)
Each observation (x, y) is generated by sampling one of the models m = 1, . . . ,∞.
Eachmodelm is uniquely characterized by the parameters φm. These parameters
need to be sampled from Eq. (4.42) (the sample from the GP). Because Eq. (4.42)
is degenerate, we will necessarily obtain one of the φm’s we draw from the prior
in Eq. (4.41). Thus to assign a model to (x, y), one needs to simply pick a number
m = 1, . . . ,∞ by sampling the multinomial distribution with probabilities πm(ν).
Rather than doing this directly, is is more convenient to introduce a latent (indi-
cator) variable z whose sole role is to pick a number from m = 1, . . . ,∞ with the
right probabilities (Eq. (4.42)). Then, if we draw a z, we can say that φz (the φm’s
are coming from Eq. (4.41)) is the model associated with (x, y).
For N observations, we thus introduce indicator variables zi ∈ N, for each i =
1, . . . , N. Let z ∈ NN be the vector of indicator variables, called the indicator vector:
z = (z1, . . . , zN). (4.43)
The prior assigned to z (following Eq. (4.42)) is taken as:
p(z|ν) =
N∏
n=1
∞∑
m=1
πm(ν)
1[zn=m]
=
N∏
i=1
Multi (zn|π1(ν), π2(ν), . . .) =
N∏
n=1
πzn(ν), (4.44)
whereMulti(·|π1, π2, . . .) stands for the multinomial probability distribution with
probabilities π1, π2, . . .. Observe that there are not necessarily N distinct latent
models as φ∗n = φzn are distributed according to Pφ(·; ν,Φ)(·) of Eq. (4.42).
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Following the developments of the gating network in [77], we consider the
indicator vector to be dependent on the input:
p(z|X,m,R, ν) =
N∏
n=1
∞∏
m=1
 p(xn|mm,Rm)πm(ν)∑∞
j=1
p(xn|m j,R j)π j(ν)

1[zn=m]
, (4.45)
where πm(ν) is the prior on z defined above in Eq. (4.36) and p(xn|mm,Rm) is de-
fined by a Gaussian function as [95]:
p(xn|zn = m,mm,Rm) = Nd(xn|mm,R−1m ), (4.46)
with mm, Rm its mean and precision matrix, respectively. We denote m =
{m1,m2, . . .} and R = {R1,R2, . . .} the mean and precision for all mixture com-
ponents. Conjugate priors to mm and Rm are assigned as
mm = Nd
(
u0,R
−1
0
)
, (4.47)
Rm = Wd (W0, υ0) . (4.48)
Remark 2. In addressing the input clustering problem, we consider a full preci-
sion matrix Rm that governs the size and shape of each local model m. With such
a choice, both the inner- and inter-correlations between the different input di-
mensions (ξ, s, t) are considered. A simplification of the clustering model above
can be introduced by considering a diagonal precision matrix Rm with each di-
agonal element related to the correlation length parameters of the MGP model
(Eq. (4.9)).
To finalize the description of the model, we define an operator that looks at
z and clusters the data D = (X,Y) according to the latent function that explains
them. Towards this goal, define the selection operator for any matrix W ∈ Rn×ℓ by:
Sm (W; z) := {wn : if zn = m} , (4.49)
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where wn is the n-th row of W. Sm (W|z) is to be thought of as a matrix with
|zn = m| rows and ℓ columns (|B| is the number of elements of the set B). Using
this definition, the inputs and outputs associated with the latent function m are
Sm (X; z) and Sm (Y; z), respectively.
The likelihood of the full model can be described as:
p (Y, z|X,Φ) = p (Y|X, z,Φ) p(z|X,m,R, ν), (4.50)
where p (Y|X, z,Φ) is given as:
p (Y|X, z,Φ) =
∏
{m: |{zn=m}|>0}
p (Sm (Y; z) |Sm (X; z) , φm) , (4.51)
where the product is over latent functions that are associated with at least
one observation. The likelihood term pertaining to the m-th latent function,
p (Sm (Y; z) |Sm (X; z) , φm), is given by Eq. (4.15) with Sm (X; z) ,Sm (Y; z), and φm
instead of X,Y, and φ, respectively.
The prior of the full model is:
p(Φ, ν,m,R|I ) = p(Φ|γ)p(ν|α0)p(m|u0,R0)p(R|W0, υ0), (4.52)
where we define the hyper-parameters as I = (γ, α0, u0,R0,W0, υ0). p(Φ|γ), and
p(ν|α0) are given by Eqs. (4.41) and (4.35), respectively, and p(m|u0,R0) and
p(R|W0, υ0) are given by Eqs. (4.47) and (4.48), respectively.
The posterior of the full model is:
p(Φ, z, ν,m,R|D, I ) =
p (Y|X, z,Φ) p(z|X,m,R, ν)p(Φ, ν,m,R|I )
p(D|I )
, (4.53)
where p (Y|X, z,Φ) , p(z|X,m,R, ν) and p(Φ, ν,m,R|I) are given in Eqs. (4.51), (4.45)
and (4.52), respectively, and the evidence is:
p(D|I ) =
∑
z
∫
p (Y|X, z,Φ) p(z|X,m,R, ν)p(Φ, ν,m,R|I )dΦdνdmdR. (4.54)
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A probabilistic graphical model representation of this model is given in Fig. 4.1.
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Figure 4.1: Graphical model representation of the introduced framework.
The input variable X is determined by ξ, S and t. xn and
yn, n = 1, . . . , N are the observations. f
(m) denotes the m-th MGP
model, νm, θ
(m), B(m), and Σ(m) are the affiliated parameters to f(m),
and α0, γr and γǫ are the hyperparameters. mm and Rm are pa-
rameters used to determine the clustering of observations, and
u0,R0,W0, and υ0 are the corresponding hyperparameters. zn is
the hidden variable that classifies each observation. Based on
the classification, f(m) is constructed using only the m-th data
subset.
4.1.4 Variational inference
VI aims at obtaining an approximation of the posterior (see Eq. (4.53)) by trans-
forming the inference problem to an optimization problem. In particular, it in-
volves minimizing the “distance” between the true posterior of Eq. (4.53) from
a family of candidate probability distributions [14].
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To simplify the notation, let us denote both the latent variables z and ν, the
input parameters m,R, and the parameters of the model Φ as follows:
Ψ = {z, ν,m,R,Φ} . (4.55)
We seek an approximation q(Ψ) to the true posterior of the model p(Ψ|D,I)
(see Eq. (4.53)) by minimizing the Kullback–Leibler (KL) divergence:
KL[q ‖ p] =
∫
q(Ψ) ln
q(Ψ)
p(Ψ|D, I )
dΨ. (4.56)
The KL divergence can be thought of as a “distance” between two probability
distributions. It is always greater than or equal to zero and is exactly zero when
the two distributions coincide. Dealing with the posterior directly is impossible
because the evidence p(D|I) of Eq. (4.54) is not known. However, notice that
(see Appendix C.2):
ln p(D|I) = KL[q ‖ p] +L[q], (4.57)
where L[q] is given by:
L[q] =
∫
q(Ψ) ln
p(D,Ψ|I )
q(Ψ)
dΨ. (4.58)
L[q] is a lower bound to the logarithm of the evidence and depends only on
the joint distribution of Ψ and D, p(D,Ψ|I). Therefore, minimizing Eq. (4.56) is
equivalent to maximizing L[q]. Solving this maximization problem is the goal
of the remaining of this section.
The joint distribution p(D,Ψ|I) is represented as:
p(D,Ψ|I) = p (Y|X, z,Φ) p(z|X,m,R, ν)p(Φ, ν,m,R|I)
=
∞∏
m=1
p (Sm (Y; z) |Sm (X; z) , φm)
N∏
n=1
(
p(xn|mm,Rm)πm(ν)∑∞
j=1 p(xn|m j,R j)π j(ν)
)1[zn=m] p(Φ, ν,m,R|I)
=
∞∏
m=1
p (Sm (Y; z) |Sm (X; z) , φm)
N∏
n=1
(
p(xn|mm,Rm)πm(ν)
Cn(m,R, ν)
)1[zn=m] p(Φ, ν,m,R|I),
(4.59)
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where we define Cn(m,R, ν) =
∑∞
j=1 p(xn|m j,R j)π j(ν). The normalization constant
depends on the parameters m,R, and ν and contributes to the variational up-
dates of the posterior distributions. However to simplify the variational infer-
ence algorithm, we follow the spirit of the EM algorithm [14] by using Ĉn(m̂, R̂, ν̂)
to approximate Cn(m,R, ν), where m̂, R̂, and ν̂ are the means of the correspond-
ing posterior distributions. In practice, these values are obtained from the ap-
proximated posterior distributions in the previous iteration step of the varia-
tional inference algorithm.
Remark 3. Another possible way of approximating this normalization term is
by finding an upper bound of it [17]. In the context of mixture of expert mod-
els, these bounds have been shown to allow straightforward implementation
of variational inference for computing approximations to the posterior of the
model parameters. However, application of such bounds to our infinite mixture
of MGP models using Eq. (4.45) (note the presence of the πm(ν) term inside the
summation in the normalization factor) leads to non-standard distributions that
can only be approximated by sampling or non-parametric (Gaussian mixture)
forms. In addition to the unknown parameters m,R, these bounds depend in
a complicated manner on ν thus not allowing closed form approximations or a
computationally efficient implementation.
Following [95, 15], we are looking for solutions that factorize as follows:
q(Ψ) =
N∏
n=1
q(zn)
M∏
m=1
q (νm)
M∏
n=1
q(mm)q(Rm)
M∏
m=1
q (Bm,Σm) q (θm) . (4.60)
In the equation above and in the remaining of the paper, we introduce a maxi-
mum number M in the number of models. This can be seen as introducing for
implementation reasons a truncation level in the stick-breaking representation
of the underlying DP. It must be noted at this point, that M does not alter the
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infinite mixture prior. It is just part of the variational approximation of the true
posterior and required to make the underlying calculations feasible.
One now proceeds by iteratively maximizing Eq. (4.58) with respect to each
one of the factors of Eq. (4.60) until a self-consistent solution is found. In par-
ticular, for any ω ∈ Fψ = {z1, . . . , zn, ν1, . . . , νM,m1, . . . ,mM,R1, . . . ,RM, (B1,Σ1), . . .,
(BM ,ΣM), θ1, . . . , θM}, the update equation for q(ω) is given as:
ln q(ω) = EFψ\ω
[
ln p(Ψ,D|I)] + const , (4.61)
where the “const” denotes the normalization factor to the corresponding distri-
bution, and the expectation is with respect to q(Ψ) over all variables in F except
ω. For a proof of Eq. (4.61), see Appendix C.3. All of these updates have an
analytical form except the ones involving θm,m = 1, . . . , M. In what follows, we
derive them one by one and also discuss how to perform the θm updates in an
approximate non-parametric manner.
Update of q (νm)
To compute the update of q (νm), we start with Eq. (4.61), use Eq. (4.59) and keep
only the terms that depend on νm:
ln q (νm) = ln p (νm|α0) +
N∑
n=1
EFψ\νm[ln p(zn|X,m,R, ν)] + const , (4.62)
where using Eqs. (4.36) and (4.44)
EFψ\νm[ln p(zn|X,m,R, ν)]
= EFψ\νm
ln

M∏
i=1
 p(xn|mm,Rm)Ĉn(m̂, R̂, ν̂) νi
i−1∏
j=1
(
1 − ν j
)
1[zn=i]


= EFψ\νm
q(zn = m) ln νm + M∑
i=m+1
q(zn = i) ln (1 − νm)
 + const
= Ezn[q(zn = m)] ln νm + Ezn[q(zn > m)] ln (1 − νm) + const .
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Note here Ĉn(m̂, R̂, ν̂) is calculated using the mean of the approximated posterior
distribution from the previous iteration step, i.e. it is taken as constant that does
not contribute to the update of q(νm).
Finally using Eq. (4.35):
ln p (νm|α0) = (α0 − 1) ln (1 − νm) .
Thus, we can write:
ln q (νm)
= (α0 − 1) ln (1 − νm) +
N∑
n=1
{
Ezn[q(zn = m)] ln νm + Ezn[q(zn > m)] ln (1 − νm)
}
+ const
=
 N∑
n=1
Ezn[q(zn = m)]
 ln νm +
α0 − 1 + N∑
n=1
Ezn[q(zn > m)]
 ln (1 − νm) + const .
From the above equation, we conclude that q (νm) follows a Beta distribution:
νm ∼ Beta
1 + N∑
n=1
Ezn[q(zn = m)], α0 +
N∑
n=1
Ezn[q(zn > m)]
 . (4.63)
Update of q(mm)
To update of q(mm), again, we use Eq. (4.61) and Eq. (4.59) and keep only the
terms that depend on mm, so we have:
ln q(mm) = ln p(mm|u0,R0) +
N∑
n=1
EFψ\mm[ln p(zn|X,m,R, ν)] + const . (4.64)
The first prior term gives:
ln p(mm|u0,R0) = −1
2
(mm − u0)T R0(mm − u0) + const . (4.65)
The second term can be calculated as:
EFψ\mm[ln p(zn|X,m,R, ν)]
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= EFψ\mm
ln
 M∏
i=1
 p(xn|mi,Ri)πi(ν)Ĉn(m̂, R̂, ν̂)
1[zn=i]


= EFψ\mm
ln
 M∏
i=1
p(xn|mi,Ri)1[zn=i]

 + const
=
M∑
j=1
{
Ezn[q(zn = i)]EFψ\mm
[
ln p(xn|mi,Ri)
]}
= Ezn[q(zn = m)]EFψ\mm
[
ln p(xn|mm,Rm)
]
= Ezn[q(zn = m)]
(
−1
2
(xn −mm)TERm[Rm](xn −mm)
)
+ const.
Substituting in Eq. (4.64), we obtain:
ln q(mm) = −
1
2
(mm − u0)T R0(mm − u0)
−1
2
N∑
n=1
{
Ezn[q(zn = m)](xn −mm)TERm[Rm](xn −mm)
}
+ const
= −1
2
mTmR0mm − 2mTmR0u0 + N∑
n=1
Ezn[q(zn = m)]m
T
mERm[Rm]mm
−2
N∑
n=1
Ezn[q(zn = m)]m
T
mERm[Rm]xn
 .
For notational convenience, let us denote Rm1 =
∑N
n=1 Ezn[q(zn = m)]ERm[Rm]
and Rm2 =
∑N
n=1 Ezn[q(zn = m)]ERm[Rm]xn. It can easily be shown now that q(mm)
follows a Gaussian distribution:
mm ∼ Nd
(
um, (R0 + Rm1)
−1) , (4.66)
where um = (R0 + Rm1)
−1(R0u0 + Rm2).
121
Update of q(Rm)
To update of q(Rm), we similarly keep only terms that are dependent on Rm, thus
obtaining:
ln q(Rm) = ln p(Rm|W0, υ0) +
N∑
n=1
EFψ\Rm[ln p(zn|X,m,R, ν)] + const . (4.67)
The first prior term gives:
ln p(Rm|W0, υ0) = υ0 − d − 1
2
ln |Rm| − 1
2
tr
(
RmW
−1
0
)
+ const . (4.68)
The expectation term can be calculated as:
EFψ\Rm[ln p(zn|X,m,R, ν)]
= EFψ\Rm
ln
 M∏
i=1
 p(xn|mi,Ri)πi(ν)Ĉn(m̂, R̂, ν̂)
1[zn=i]


= EFψ\Rm
ln
 M∏
i=1
p(xn|mi,Ri)1[zn=i]

 + const
= Ezn[q(zn = m)]Emm
[
ln p(xn|mm,Rm)
]
+ const
=
1
2
Ezn[q(zn = m)]
(
ln |Rm| − Emm
[
(xn −mm)T Rm(xn −mm)
])
+ const.
Since (xn −mm)T Rm(xn −mm) is a scalar, we can write:
tr
[
(xn −mm)T Rm(xn −mm)
]
= tr
[
Rm(xn −mm)(xn −mm)T
]
, (4.69)
and thus simplify as:
EFψ\Rm[ln p(xn|zn,mzn ,Rzn)]
=
1
2
Ezn[q(zn = m)]
(
ln |Rm| − tr
(
RmEmm
[
(xn −mm)(xn −mm)T
]))
+ const.
Finally, we can write:
ln q(Rm)
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=∑N
n=1 Ezn[q(zn = m)] + υ0 − d − 1
2
ln |Rm|
−1
2
tr
Rm
W−10 + N∑
n=1
Ezn[q(zn = m)]Emm
[
(xn −mm)(xn −mm)T
]
 + const.
Thus Rm follows a Wishart distribution:
Rm ∼ Wd(Wm, υm), (4.70)
where
υm =
N∑
n=1
Ezn[q(zn = m)] + υ0, (4.71)
W−1m = W
−1
0 +
N∑
n=1
Ezn[q(zn = m)]Emm
[
(xn −mm)(xn −mm)T
]
. (4.72)
Update of q(zn)
Similarly to find the update of q(zn), we start with Eq. (4.61), use Eq. (4.59) and
keep only the terms that depend on zn:
ln q(zn) = EFψ\zn
[
ln p(zn|X,m,R, ν) + ln p(yn|xn, zn,Φ,D)
]
+ const
= EFψ\zn
ln
 M∏
m=1
 p(xn|mm,Rm)πm(ν)Ĉn(m̂, R̂, ν̂)
1[zn=m]
 + ln p(yn|xn, zn,Φ,D)
 + const.
(4.73)
The first term of the right-hand side of the above equation using Eqs. (4.36)
and (4.44) gives the following:
EFψ\zn
ln
 M∏
m=1
 p(xn|mm,Rm)πm(ν)Ĉn(m̂, R̂, ν̂)
1[zn=m]


=
M∑
m=1
{
1[zn = m]
(
Eν[πm(ν)] + EFψ\zn[ln p(xn|mm,Rm)] − ln
(
Ĉn(m̂, R̂, ν̂
))}
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=M∑
m=1
1[zn = m]
Eνm[ln νm] +
m−1∑
j=1
Eν j
[
ln(1 − ν j)
]
+
1
2
ERm[Rm]
−d
2
ln(2π) − 1
2
Emm ,Rm
[
(xn −mm)T Rm(xn −mm)
]
− ln
(
Ĉn(m̂, R̂, ν̂)
))}
, (4.74)
where Emm ,Rm
[
(xn −mm)T Rm(xn −mm)
]
is calculated as [14]:
Emm ,Rm
[
(xn −mm)T Rm(xn −mm)
]
= υm(xn − um)T Wm(xn − um). (4.75)
Here um, υm, and Wm are given by Eqs. (4.66) and (4.70). Note here that even
though Ĉn(m̂, R̂, ν̂) is taken as a constant, it still contributes to the update of q(z).
For computing the second term of Eq. (4.73), we consider the predictive dis-
tribution with B and Σ integrated out (Eq. (4.23)):
p(yn|xn, zn = m, θm,Dm) = Tq(µ∗∗(xn), c∗∗(xn, xn; θm)̂Σm; nm − p),
= cm|Λm|−1/2
∣∣∣∣∣Iq + 1nm − p (yn − µ∗∗(xn))T Λ−1m (yn − µ∗∗(xn))
∣∣∣∣∣−(nm−p+q)/2 ,
where we defined cm = (π(nm − p))−q/2 Γ[(nm−p+q)/2]Γ[(nm−p)/2] and Λm = c∗∗(xn, xn; θm)Σ̂m.
We can now compute the third term of the right-hand side of Eq. (4.73) as:
EFψ\zn[ln p(yn|xn, zn,Θ,D)]
=
M∑
m=1
{
1[zn = m]EFψ\zn
[
ln p(yn|zn = m, xn, θm,Dm)
]}
=
M∑
m=1
{
1[zn = m]
(
ln cm −
1
2
Eθm [ln |Λm|]
−nm − p + q
2
Eθm
[
ln
∣∣∣∣∣Iq + 1nm − p (yn − µ∗∗(xn))TΛ−1m (yn − µ∗∗(xn))
∣∣∣∣∣
])}
.(4.76)
Remark 4. The terms above that involve the expectation, Eθm[·], are computed
as follows. We first approximate q(θm) by a Gaussian mixture as
q(θm) =
1∑L
l=1
ω2
l
L∑
l=1
ω2
l
N (θm; ml, σ
2
l
Id+1). (4.77)
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Let us denote the function inside of the expectation operator as h(θm). We can
approximate h(θm) around each center of the Gaussian mixture ml using a first-
order Taylor series expansion as follows [38]:
h(θm) ≈ hˆl(θm) = h(ml) + ∇h(ml)(θm − ml). (4.78)
Then Eθm[h(θm)] can be approximated as
Eθm[h(θm)] ≈
1∑L
l=1 ω
2
l
L∑
j=1
∫
θm
ω2lN(θm; ml, σ2l Id+1)hˆl(θm)dθm
=
1∑L
l=1 ω
2
l
L∑
j=1
ω2l h(ml).
Note that the first derivative of h(θm), ∇h(θm) does not enter this calculation.
However, if a second-order Taylor expansion with respect to θm is used instead
of Eq. (4.78), one would need to compute ∇2h(ml).
Combining the terms in Eqs. (4.74) and (4.76), the variational update for zn is
given by
q(zn) =
M∏
m=1
[̂
ρn,m
]1[zn=m] . (4.79)
Here, ρ̂n,m =
(
ρn,m∑M
m=1 ρn,m
)
is the normalized responsibility, and ρn,m is given as:
ρn,m = Eνm[ln νm] +
m−1∑
j=1
Eν j
[
ln(1 − ν j)
]
+
1
2
ERm[Rm] −
d
2
ln(2π)
−1
2
Emm ,Rm
[
(xn −mm)T Rm(xn −mm)
]
− ln
(
Ĉn(m̂, R̂, ν̂)
)
+ ln cm −
1
2
Eθm [ln |Λm|]
−nm − p + q
2
Eθm
[
ln
∣∣∣∣∣Iq + 1nm − p (yn − µ∗∗(xn))TΛ−1m (yn − µ∗∗(xn))
∣∣∣∣∣
]
.
Remark 5. Upon convergence of the VI algorithm and computation of the re-
sponsibilities ρ̂n,m, the classification of the observation data D is based on the
maximum responsibilities. For example, we assign (xn, yn) to the i−th model if
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argmax
m
ρ̂n,m = i, i.e., each mixture component is taken to completely model a
subset of the observation data. The clustering process is similar to the works
in [95] and [15] and simplifies the training of the algorithm by having each
model explaining only a small portion of the data set.
Remark 6. The number of data points assigned to each model has to be larger
than p + q in order to ensure a proper posterior distribution for the covariance
matrix Σm (see also Section 4.1.4). Therefore, any model that is assigned less
than p + q points is removed and the corresponding data are re-assigned to the
models with the next greatest responsibility in explaining them.
Update of q(Bm,Σm)
Once our data D are classified using q(z), we proceed to update independently
the hyper-parameters of each model. Let us consider the m-th model as an ex-
ample. We first discuss the update of q(Bm,Σm), and then proceed to the update
of q(θm).
From the results of Appendix C.1 (Eq. (C.3)), we can directly write the update
of q(Bm|Σm) as:
q(Bm|Σm) = Np×q
(
Bm|B̂m,Eθm
[
(HTmA
−1
m Hm)
−1
]
,Σm
)
, (4.80)
where from Eq. (4.26)
B̂m = Eθm
[
(HTmA
−1
m Hm)
−1HTmA
−1
m Ym
]
. (4.81)
Similarly, from Appendix C.1 (Eq. (C.5)), we can write the update of q(Σm)
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as:
q(Σm) =W
−1
q (Σm|(nm − p)Σ̂m, nm − p), (4.82)
where from Eq. (C.6), we define: Σ̂m =
1
nm−pEθm
[
(Ym −HmB̂m)T A−1m (Ym −HmB̂m)
]
.
The expectation values are approximated here using the first-order Taylor
series approximation discussed earlier in Remark 4.
Remark 7. The updates above require the inversion of the local covariance ma-
trices. This scales as the cube of the number of data points assigned to a cluster.
For a single MGP, the scaling is O(N3) where N is the size of the data set. For a
M-mixture MGP model, the average scaling is O(Mm3) where m is the average
number of points per cluster. Assuming that m ∼ N/M, one obtains a scaling of
O(N3/M2) which is much better than O(N3) (with one cluster). Thus the mixture
model scales much better than using a single MGP. In addition, these calcu-
lations can be done in parallel and fast especially if the separable covariance
function approach in [11] is exploited.
Update of q(θm)
The update of q(θm) is slightly more complex. This is due to the fact that the tar-
get posterior p(θm|Bm,Σm,Dm) and thus q (θm) cannot be represented by any of the
standard distributions (see Appendix C.1). A recently developed nonparamet-
ric variational inference algorithm [38] provides us a nonparametric approach
for approximating q (θm) via Gaussian mixtures.
Let us denote the m-th data subset as Dm. The lower bound of the local
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evidence ln p(Dm) can be expressed as:
L[q] = Eq
[
ln
p(θm,Dm)
q(θm)
]
= H [q] + Eq[g(θm)], (4.83)
whereH[q] is the entropy of q(θm),
g(θm) = EΨ\θm
[
ln π (θm|γ) + ln p (Sm (Y; z) |Sm (X; z) , φm)
]
+ const
= ln π (θm|γ) + EBm ,Σm
[
ln p (Sm (Y; z) |Sm (X; z) , θm,Bm,Σm)
]
+ const,
(4.84)
and using Eq. (4.15) (also Eq. (C.1)):
EBm ,Σm
[
ln p (Sm (Y; z) |Sm (X; z) , θm,Bm,Σm)
]
= EBm ,Σm
ln exp
(
−1
2
tr
[
Σ
−1
m (Sm (Y; z) −HmBm])T A−1m (Sm (Y; z) −HmBm)
])
(2π)nmq/2|Σm|nm/2|Am|q/2

≈ −1
2
tr
[
E[Σ−1m ] (Sm (Y; z) −HmE[Bm])T A−1m (Sm (Y; z) −HmE[Bm])
]
− ln
(
(2π)nmq/2E[|Σm|]nm/2|Am|q/2
)
. (4.85)
Following [38] (see also Remark 4, we choose the distribution of q(θm) to be
a weighted Gaussian mixture with isotropic covariance as in Eq. (4.77).
Next, we compute the lower bound of the entropy termH[q], and then max-
imize the new lower bound of the local evidence. The lower bound of the en-
tropy can be found using Jensen’s inequality [52],
H[q] = −
∫
θm
q(θm) ln q(θm)dθm
= −
∫
θm
1∑L
l=1 ω
2
l
L∑
l=1
ω2lN(θm; ml, σ2l Id+1) ln q(θm)dθm
= − 1∑L
l=1 ω
2
l
L∑
l=1
ω2l
∫
θm
N(θm; ml, σ2l Id+1) ln q(θm)dθm
≥ − 1(∑L
l=1 ω
2
l
)2
L∑
l=1
ω2l ln ql, (4.86)
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where ql =
∑L
j=1 ω
2
jq
′
l j
, q′
l j
= N(ml; m j, (σ2l + σ2j)Id+1). The proof can be found in
Appendix C.4.
We now look at the expected log local joint g(θm),
Eq[g(θm)] =
1∑L
l=1
ω2
l
L∑
j=1
ω2
l
∫
θm
N (θm; ml, σ
2
l
Id+1)g(θm)dθm. (4.87)
The local joint g(θm) can be approximated around each site of the proposals
ml with a second-order Taylor series expansion,
g(θm) ≈ gˆl(θm) = g(ml) + ∇g(ml)(θm − ml) +
1
2
(θm − ml)
THl(θm − ml), (4.88)
whereHl = ∇2θmg(θm) is the Hessian matrix. The approximate expectation can be
then written as:
Eq[g(θm)] ≈ 1∑L
l=1 ω
2
l
L∑
j=1
∫
θm
ω2lN(θm; ml, σ2l Id+1)gˆl(θm)dθm.
=
1∑L
l=1 ω
2
l
L∑
j=1
ω2l
{
g(ml) +
σ2
l
2
tr(Hl)
}
. (4.89)
The proof can be found in Appendix C.5. Finally, combined with the bound
of the entropy term in Eq. (4.86), we derive the following approximation of the
lower bound of the local evidence,
L2[q(θ)] =
1∑L
l=1
ω2
l
L∑
j=1
ω2
l
g(ml) +
σ2
l
2
t r(Hl)
 − 1(∑L
l=1
ω2
l
)2
L∑
l=1
ω2
l
ln ql. (4.90)
The variational parameters ωl, ml and σl are learnt by a gradient ascent
method. Following [38], in the update of ml, we only use the first-order ap-
proximated lower bound of the local evidence to avoid the calculation of the
gradient of the Hessian trace tr(Hl). The first-order approximation is given by
L1[q(θm)] =
1∑L
l=1
ω2
l
L∑
j=1
ω2
l
g(ml) −
1
(
∑L
l=1
ω2
l
)2
L∑
l=1
ω2
l
ln ql. (4.91)
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The nonparametric variational inference procedure is summarized in Algo-
rithm 5 (η1, η2, η3 appropriate learning rates). The final forms of the needed
derivatives ∂L1[q]
∂ml
, ∂L2[q]
∂σl
and ∂L2[q]
∂ωl
are given in Appendix C.6.
Algorithm 5: Nonparametric variational inference for MGP model
Input: training data setDm, number of kernels L.
Initialize: {ωl,ml, σl}Ll=1 randomly. Set t = 0.
repeat
for l = 1, . . . , L do
(ml)
(t+1)
= (ml)
(t)
+ η1
∂L1[q]
∂ml
.
end for
for l = 1, . . . , L do
(σl)
(t+1)
= (σl)
(t)
+ η2
∂L2[q]
∂σl
.
end for
for l = 1, . . . , L do
(ωl)
(t+1)
= (ωl)
(t)
+ η3
∂L2[q]
∂ωl
.
end for
set t = t + 1.
until change of L2[q(θm)] is less than δ.
Finally, with ς1, ς2 given tolerances, we summarize the overall variational
inference approach in Algorithm 6.
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Algorithm 6: Computing the approximation q(Ψ) to the posterior
p(Ψ|D, γ, α0)
Given: D = {X,Y}, α0, γr, γǫ and tolerances ς1, ς2, and δ.
Set t1 = 0 and the truncation level M
Initialize q(Ψ) using the prior distribution
Randomly set q0(Z) by sampling from the prior distribution of the DP using
Eq. (4.44)
while |Lt1+1(q,D) − Lt1(q,D)| < ς1 do
Cluster the observations based on qt1(Z) as discussed in Section 4.1.4. Let
Mr be the number of remaining clusters.
for m = 1, . . . , Mr do
Update of qt1+1(mm) using Eq. (4.66)
Update of qt1+1(Rm) using Eq. (4.70)
Set t2 = 0
while |Lt2+1
2
(qm,Dm) − Lt22 (qm,Dm)| < ς2 do
Update of qt2+1(Bm|Σm) using Eq. (4.80)
Update of qt2+1(Σm) using Eq. (4.82)
Update qt2+1(θm) using Algorithm 5 in Section 4.1.4.
Set t2 = t2 + 1.
end while
end for
Update qt1+1(ν) by maximizing Lt1(q(ν),D) using Eq. (4.63).
Update qt1+1(z) by maximizing Lt1(q(z),D) using Eq. (4.79).
Calculate Ĉn(m̂, R̂, ν̂) in Eq. (4.59) for all observations.
Set t1 = t1 + 1.
end while
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4.1.5 Application to uncertainty quantification
As discussed in Chapter 1, the problem of UP is to propagate the uncertainty
of the random variables ξ through f(·) and characterize the statistics of the re-
sponse such as the mean (see Eq. (4.4)), the covariance (see Eq. (4.5)), the PDF
of the output at a particular location and time (see Eq. (4.6)), and so on. We
will exploit the Bayesian nature of the surrogate we built to derive error bars
for any computed statistic. These error bars correspond to the epistemic uncer-
tainty induced by the limited amount of data in D which is, in turn, captured
by the approximate posterior over the parameters q(Ψ) of Eq. (4.60). The key
idea is that every sample from q(Ψ) yields a sample response surface f̂(·;Ψ,D)
which may be interrogated for the statistics. Mathematically, let Q[·] be a statis-
tic of interest, i.e. a functional of the response surface. Then, we can obtain a
probabilistic estimate for this statistic as follows:
p(Q|D) =
∫
q(Ψ)δ
(
Q
[̂
f (·;Ψ,D)
]
− Q
)
dΨ. (4.92)
The uncertainty in p(Q|D) is due to the limited number of observations con-
tained inD.
The predictive distribution
In general, the prediction is desired to be made on a denser spatial points
S∗ ∈ Rns×ds and/or time steps t∗ ∈ Rnt . Let ξ∗ be one sample from the known
distribution p(ξ), s∗ ∈ S∗, and t∗ ∈ t∗, and we denote y∗ as the corresponding
unknown output at the point x∗ = (ξ∗, s∗, t∗).
Then, the joint distribution of y∗ and the hidden variables z∗ given the new
132
input x∗, all the observations and the parameters Ψ can be written as:
p(y∗, z∗|x∗,Ψ,D) = p(y∗|x∗, z∗, z,Φ,D)p(z∗|x∗,m,R, ν)
= p(y∗|x∗,Sz∗(X; z),Sz∗(Y; z), φz∗)p(z∗|x∗,m,R, ν).
The first term of the right hand-side of the above equation is the predictive dis-
tribution of the z∗-th latent MGP given by Eq. (4.20). The second term represents
the predictive responsibility that is given by Eq. (4.45):
p(z∗|x∗,m,R, ν) = p(x
∗|z∗,mz∗ ,Rz∗)p(z∗|ν)∑
z˜∗ p(x
∗|z˜∗,mz˜∗ ,Rz˜∗)p(z˜∗|ν)
,
where p(x∗|z∗,mz∗ ,Rz∗) is given by Eq. (4.46), p(z∗|ν) is given by Eq. (4.44).
We may first multiply the joint distribution with the approximate posteriors
q(Bm,Σm), q(m), q(R), and q(ν), and integrate them out. We have:
p(y∗, z∗|x∗, z,Θ,D)
=
∫
p(y∗|x∗, z∗, z,Φ,D)p(z∗|x∗,m,R, ν)q(Bz∗ ,Σz∗)q(m)q(R)q(ν)dBz∗dΣz∗dmdRdν.
=
∫
p(y∗|x∗, z∗, z,Φ,D)q(Bz∗,Σz∗)dBz∗dΣz∗
∫
p(z∗|x∗,m,R, ν)q(m)q(R)q(ν)dmdRdν.
Here recall Θ = {θ1, . . . , θM}.
The first integral term can be calculated as
p(y∗|x∗,Sz∗(X; z),Sz∗(Y; z), θz∗)
=
∫
p(y∗|x∗,Sz∗(X; z),Sz∗(Y; z), φz∗)q(Bz∗ ,Σz∗)dBz∗dΣz∗
= p(y∗|x∗,Sz∗(X; z),Sz∗(Y; z), θz∗ , B̂z∗ , Σ̂z∗),
where B̂z∗ and Σ̂z∗ are the posterior mean given by Eq. (4.80) and Eq. (4.82), re-
spectively, and they are depending on θz∗ .
The second integral term is analytically intractable, so we simply approxi-
mate it using the mean of q(m), q(R) and q(ν). Mathematically, we take q(m) =
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δ(m̂ − m), where m̂ is the posterior mean of m. For R and ν, we do the similar
trick. Then, we can write
p(z∗|x∗) =
∫
p(x∗|z∗,mz∗ ,Rz∗)p(z∗|ν)∑
z˜∗ p(x
∗|z˜∗,mz˜∗ ,Rz˜∗)p(z˜∗|ν)
q(m)q(R)q(ν)dmdRdν
≈ p(x
∗|z∗, m̂z∗ , R̂z∗)p(z∗ |̂ν)∑
z˜∗ p(x
∗|z˜∗, m̂z˜∗ , R̂z˜∗)p(z˜∗|ν̂)
,
Now the joint distribution p(y∗, z∗|x∗,Ψ,D) can be simplified as
p(y∗, z∗|x∗, z,Θ,D) = p(y∗|x∗,Sz∗(X; z),Sz∗(Y; z), θz∗)p(z∗|x∗).
We can further multiply q(z) and integrate z out. Here, as discussed in Re-
mark 5, we choose ẑ to be the MAP estimate of z as
ẑ = arg max
z
q(z). (4.93)
Then, we take q(z) ≈ δ (̂z − z). Making use of this approximation, we have:
p(y∗, z∗|x∗,Θ,D) = p(y∗|x∗,Sz∗(X; ẑ),Sz∗(Y; ẑ), θz∗)p(z∗|x∗).
Finally, we may integrate out z∗ to obtain:
p(y∗|x∗,Θ,D) ≈
∑
z∗
p(y∗, z∗|x∗,Θ,D)
=
∑
z∗
p(y∗|x∗,Sz∗(X; ẑ),Sz∗(Y; ẑ), θz∗)p(z∗|x∗).
From Eq. (4.23), the predictive distribution p(y∗|x∗,Sm(X; ẑ),Sm(Y; ẑ), θm) fol-
lows a q-dimensional student-T distribution:
p(y∗|x∗,Sm(X; ẑ),Sm(Y; ẑ), θm) = Tq
(
y∗
∣∣∣M(m) (x∗, θm) ,C(m)(x∗, θm); nm − p) ,
(4.94)
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with the mean and covariance functions given:
M(m)(x∗, θm) = h(x
∗)B̂m + am(x
∗)T A−1m (Ym −HmB̂m),
C(m)(x∗, θm) = c
∗∗(x∗, x∗; θm)̂Σm,
with B̂m, Σ̂m, and c
∗∗(·) defined in Eq. (4.23).
Note the mean function M(m)(x∗, θm) is taken as the sampled surrogate model
that will be further used to calculate the statistics of interest. C(m)(x∗, θm) is the
sampled covariance function, which essentially does not contribute to the cal-
culation of the statistics.
A graphical illustration of calculating p(y∗|x∗,Θ,D) is given in Fig. 4.2.
*ξ
*
z
*y( )mf*x*s
1:m M=
m
θ
*
t
Figure 4.2: Graphical model illustration of doing predictions using the
proposed framework. f(m) and θm are known to us from the vari-
ational inference algorithm discussed above. Bm,Σm,mm,Rm
and νm are integrated out from the framework. x
∗ denotes the
new input, z∗ gives the predictive responsibilities for each mix-
ture components, and then y∗ is calculated as a weighted com-
bination of the predictions given by each mixture component,
as in Eq. (4.94).
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Analytic first- and second-order statistics
For one sample Θ′, the first and second-order statistics of interest can then be
evaluated analytically using the sampled surrogate model M(m)(x∗, θ′m). From
now on, we ignore the dependence on θ′m in order to lessen the notational bur-
den. The mean at the spatial locations s∗ and time t∗ is:
M∗(s∗, t∗) :=
M∑
m=1
∫
M(m)(x∗)p(z∗ = m|x∗)p(ξ∗)dξ∗. (4.95)
Recall that x∗ = (ξ∗, s∗, t∗) and the integration is over only the stochastic inputs
ξ∗. This can also be written as:
M∗(s∗, t∗) =
M∑
m=1
[
ζ(m)
T
h
B̂m + ζ
(m)T
a A
−1
m (Ym −HmB̂m)
]
, (4.96)
where
ζ(m)
h
=
∫
h(x∗)p(z∗ = m|x∗)p(ξ∗)dξ∗,
ζ(m)a =
∫
am(x
∗)p(z∗ = m|x∗)p(ξ∗)dξ∗.
Now let i, j ∈ {1, . . . , q} be two arbitrary outputs. The covariance matrix be-
tween all spatial and time test points is defined by:
C∗i j(s
∗, t∗) :=
∫
(Y∗i −M∗i )(Y∗j −M∗j)T p(ξ∗)dξ∗,
=
∫  M∑
m=1
M
(m)
i
(x∗)p(z∗ = m|x∗) −M∗i

 M∑
r=1
M
(r)
j
(x∗)p(z∗ = r|x∗) −M∗j

T
p(ξ∗)dξ∗,
=
∫  M∑
m=1
M∑
r=1
βmβrM
(m)
i
(x∗)M(m)
T
j
(x∗)
 p(ξ∗)dξ∗ −M∗i (M∗j)T , (4.97)
where βm = p(z
∗
= m|x∗) and βr = p(z∗ = r|x∗), and the subscripts i and j indicate
columns of the associated matrices. This covariance matrix can be evaluated by:
C∗
i j
(s∗, t∗) =
M∑
m=1
M∑
r=1
[κmr
hh
+ κmr
ha
+ κmr
ah
+ κmraa ] − M
∗
i
(M∗
j
)T, (4.98)
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where
κmrhh =
∫
βmβr
(
h(x∗)B̂m
)
i
(
B̂Tr h(x
∗)T
)
j
p(ξ∗)dξ∗,
κmrha =
∫
βmβr
(
h(x∗)B̂m
)
i
(
Y˜Tr A
−1
r ar(x
∗)
)
j
p(ξ∗)dξ∗,
κmraa =
∫
βmβr
(
am(x
∗)T A−1m Y˜m
)
i
(
Y˜Tr A
−1
r ar(x
∗)
)
j
p(ξ∗)dξ∗,
where Y˜m = Ym −HmB̂m and κmrah = (κmrha )T .
Higher-order statistics can be obtained via Monte Carlo method. By gath-
ering all the sampled response surfaces, one can obtain a probabilistic measure
of any statistics of interest with not only mean predictions but also additional
error bars. The whole algorithm is summarized in Algorithm 7.
Algorithm 7: Sampling the posterior of statistics of interest.
Require: Observed dataD, and approximated posterior q(Θ),
Ensure: Repeatedly sample from the posterior of statistics
Sample Θ′, from the approximated posterior distribution
Sample a response surface and calculate the first and second-order statistics
Interrogate the obtained response surface (analytically or via MC)
4.2 Numerical Examples
In this section, we first study the benchmark Kraichnan-Orszag (KO) problem to
demonstrate the unique features of the proposed framework. Then, we continue
with the study of a heterogeneous oil reservoir problem. All examples consid-
ered are run on massively parallel computers at the National Energy Scientific
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Computing Center (NERSCC) [37]. The tolerance δ in Algorithm 5 is taken as
δ = 0.0001. The additional tolerances in Algorithm 6 are taken as ς1 = 10
−3,
and ς2 = 10
−3. In the numerical examples considered, the variational inference
algorithm converges in no more than 1000 iterations, whereas for similar exam-
ples using MCMC [11] more than 100, 000 samples were required to explore the
posterior distribution of the parameters.
4.2.1 Kraichnan-Orszag problem
The transformed Kraichnan-Orszag three-mode problem is expressed as the fol-
lowing dynamical system [64, 109]
dy1
dt
= y1y3,
dy2
dt
= −y2y3, (4.99)
dy3
dt
= −y21 + y22,
subject to random initial conditions at t = 0. A discontinuity in the solution
occurs when the initial conditions y1(0) and y2(0) cross the plane y1 = 0 and
y2 = 0. The deterministic solver we use is a 4-th order Runge-Kutta method as
implemented in the GNU Scientific Library [37].
One-dimensional case
Let us first consider the one-dimensional case with initial conditions as
y1(0) = 1,
y2(0) = 0.1ξ,
y3(0) = 0,
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where ξ ∼ U([−1, 1]). This problem has a discontinuity at ξ = 0.
The stochastic input ξ, plus the time variable t, determine the input dimen-
sion of our model as d = dξ + dt = 2. The responses are recorded at 40 equidis-
tant time steps in between the time interval [0, 10], i.e., nt = 40. The hyper-
parameters are selected as α = 1, γr = 5, γǫ = 10
−6, u0 = 0d, R0 = 10−3Id,
W0 = 10
−3
Id and υ0 = d. The truncation level M is set to 200. The model is
trained with nξ = 51 and nξ = 98 observations. The observations are initially ran-
domly classified. The variational inference algorithm gradually obtains the op-
timal clustering by maximizing the lower bound of the evidence. Figure 4.3(a)
shows the initial random clustering of the input data. Figure 4.3(b) shows the
computed clustering at an intermediate stage of the algorithm. It can be seen
that this clustering is not optimized because there are clusters formed with data
across the discontinuity (ξ = 0). Recall that these clusters not only decompose
the stochastic space but also the temporal space. The final clustering pattern
obtained is shown in Fig. 4.3(c). Eventually twelve groups are left after run-
ning the variational inference algorithm, six on the left side of the discontinuity,
and another six on the right side. Note that there is no decomposition of the
time space after the algorithm converges. The convergence of the variational
inference algorithm can also be seen by plotting the number of clusters at each
iteration step (Fig. 4.4). From this figure, we can see that increasing the size of
the training data set increases the number of the mixture components. Finally,
note that the number of clusters decreases with iteration with some minor oscil-
lation that is possibly due to the local adjustments of the constructed model.
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Figure 4.3: KO1 - demonstration of the evolution of the clustering with
nξ = 51 observations: (a) the initial clustering; (b) the clustering
at an intermediate iteration of the variational inference algo-
rithm; (c) the final clustering. The number of iterations and the
number of clusters selected are shown above each figure.
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Figure 4.4: KO1 - convergence of the number of clusters with respect to the
iteration step for nξ = 51 and nξ = 98 observations.
To show the convergence of the posterior distribution, q(z) (Eq. (4.79)), we
randomly pick two observations at input points, (−0.01, 0.8) and (0.9, 6), and plot
the corresponding normalized responsibilities with respect to all the mixture
components (in this example, 200) at each iteration step, as in Fig. 4.5. At the
early iterations and for the point (−0.01, 0.8) very close to the discontinuity, note
that a number of clusters are taking responsibility in explaining it but eventually
only one dominant cluster is selected. For the point (0.9, 6) close to the boundary,
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one dominant cluster is selected from the very beginning of the algorithm. This
implicitly shows that the approximation of the normalization term Ĉn(m̂, R̂, ν̂) in
Eq. (4.79) does not affect the convergence of the variational inference algorithm.
The convergence of the lower bound of the model evidence is given in Fig. 4.6.
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Figure 4.5: KO1 - convergence of the responsibility for nξ = 51 observa-
tions: (a) for input point (−0.01, 0.8); (b) for input point (0.9, 6).
We start with M = 200 components, and as the variational in-
ference algorithm proceeds most of the components vanish and
therefore do not contribute to the responsibility of the corre-
sponding component for a query point. The algorithm eventu-
ally provides one dominant component for each query point.
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Figure 4.6: KO1 - convergence of the lower bound for the model evidence.
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The variational inference algorithm converges fast because the update equa-
tions for the proposed posterior distributions q(ν) (Eq. (4.63)) and q(z) (Eq. (4.79))
are analytical. The update of q(θ) is a bit more complex but it does not deterio-
rate the performance of the variational inference algorithm due to the nature of
the gradient descent algorithm.
From the variational inference algorithm, the approximated posterior distri-
bution of parameters of interest can be obtained. Then we draw 100 samples
from the approximated posterior distribution and we make predictions of the
statistics of interest. For each parameter sample, the predictions are made at
100 equidistant time steps (n∗t = 100) in [0, 10]. The statistics of interest can be
calculated semi-analytically, using Eqs. (4.96) and (4.98). We then calculate the
mean of the statistics as well as the 95% confidence intervals (error bars). With
nξ = 98 observations, the constructed model can capture the mean and also the
variance of each output quite accurately, as shown in Fig. 4.7.
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Figure 4.7: KO1 - The blue curve is the mean of the statistic of interest
(mean and variance) predicted by the model while the gray
area shows 95% confidence intervals. The red curve is the MC
result using 106 samples. The first row provides the predictive
means for y1, y2 and y3 with nξ = 98. The second row shows the
corresponding predictive variances.
We further evaluate the probability density functions (PDFs) of the responses
at certain time steps. The predictive PDFs are obtained in a similar way as dis-
cussed above: (1) we sample 100 parameters from the approximated posteriors;
(2) for each set of the parameters, we draw 50, 000 samples from p(ξ); (3) we pre-
dict the response for each of these ξ; and (4) we use kernel density estimator to
approximate the desired PDF [75]. The mean of the predicted PDFs with nξ = 98
for each output at various time locations as well as the error bars are compared
to the MC results obtained with 106 samples as shown in Fig. 4.8.
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Figure 4.8: KO1 - Comparison of the predicted PDFs with nξ = 98 to the
PDFs obtained with MC. Each row depicts the PDFs of y1, y2
and y3 for time t = 6, 8, 10, respectively. The blue curve is the
mean of the statistic predicted by the model while the gray area
shows 95% confidence intervals. The red curve is the MC esti-
mate obtained using 106 samples.
In comparison with the multi-element GP approach in [9], the present
method can automatically cluster the observations, and the discontinuities can
be discovered without explicitly decomposing the stochastic space. Due to the
nature of the variational inference algorithm, the posterior distributions of in-
terest are more efficiently approximated than using MCMC [11]. Also by the
nature of the mixture model, less data are assigned to each GP component thus
avoiding forming large size covariance matrices.
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Two-dimensional case
Let us now consider the two-dimensional case. The initial conditions for the
problem are taken as:
y1(0) = 0,
y2(0) = 0.1ξ1,
y3(0) = ξ2,
where
ξi ∼ U([−1, 1]), i = 1, 2.
The input dimension for the 2D problem is d = dξ + dt = 3. The responses are
also recorded at 40 equidistant time steps in between the time interval [0, 10],
i.e., nt = 40. The hyper-parameters are selected as for the 1D case. The trunca-
tion level M is set to be 800. The model is trained with nξ = 100, 200 and 400
observations and the algorithm stops at 52, 85, and 112 clusters, respectively.
The decomposition of the time space has been observed around the discontinu-
ity when the algorithm converges. Figure 4.9 shows the comparison of the mean
predictions of the mean of each output as well as the error bars with nξ = 200
to the MC estimates with 106 samples. As shown from the figure, the mean
of each output is very accurately captured using the constructed model with
nξ = 200. The variance of each output is gradually captured with an increase of
the number of observations, and the corresponding error bars are also shrink-
ing, as shown in Fig. 4.10. The predicted probability density functions (PDFs)
for the responses are obtained in a similar way to that described in the 1D exam-
ple. Here, we only compare the predicted PDFs for y2 at various time locations
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to theMC results. The mean predictions as well as the error bars for each output
at various times are compared to the MC estimates, as shown in Fig. 4.11. From
these figures, even with few numbers of observations, the discontinuity can be
discovered, and as expected increasing the number of observations results in
more accurate predictions.
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Figure 4.9: KO2 - Comparison of predictive means for each output with
the MC computed means for nξ = 200. The blue curve is the
mean of the statistic predicted by the model while the gray area
shows 95% confidence intervals. The red curve is the MC esti-
mate obtained using 106 samples.
146
0.15
0.2
0.25
0.3
V
a
ri
a
n
c
e
 o
f 
y 1
(t
)
 
95% CI
mean
MC
0.4
0.6
0.8
1
V
a
ri
a
n
c
e
 o
f 
y 2
(t
)
 
95% CI
mean
MC
0.4
0.6
0.8
1
V
a
ri
a
n
c
e
 o
f 
y 3
(t
)
 
95% CI
mean
MC
(a) (b) (c)
0 2 4 6 8 10
0
0.05
0.1
Time (t)
V
a
ri
a
n
c
e
 o
f 
y
 
0 2 4 6 8 10
0
0.2
Time (t)
V
a
ri
a
n
c
e
 o
f 
y
 
0 2 4 6 8 10
0
0.2
Time (t)
V
a
ri
a
n
c
e
 o
f 
y
 
0.1
0.15
0.2
V
a
ri
a
n
c
e
 o
f 
y 1
(t
)
 
95% CI
mean
MC
0.6
0.8
1
V
a
ri
a
n
c
e
 o
f 
y 2
(t
)
 
95% CI
mean
MC
0.4
0.6
0.8
V
a
ri
a
n
c
e
 o
f 
y 3
(t
)
 
95% CI
mean
MC
(d) (e) (f)
0 2 4 6 8 10
0
0.05
Time (t)
V
a
ri
a
n
c
e
 o
f 
y
 
0 2 4 6 8 10
0
0.2
0.4
Time (t)
V
a
ri
a
n
c
e
 o
f 
y
 
0 2 4 6 8 10
0
0.2
Time (t)
V
a
ri
a
n
c
e
 o
f 
y
 
Figure 4.10: KO2 - Comparison of predictive variances for each output
with the MC computed means. The top row provides the
results with nξ = 200, and the bottom row gives the predic-
tions with nξ = 400. The blue curve is the mean of the statistic
predicted by the model while the gray area shows 95% confi-
dence intervals. The red curve is theMC result obtained using
106 samples.
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Figure 4.11: KO2 - Convergence plots of PDFs for y2 at different time
steps and different numbers of observations. The first col-
umn corresponds to nξ = 100, the second to nξ = 200, and
the third to nξ = 400. Each row depicts the PDF of y2(t) at
times t = 4, 6, 8, 10. The blue curve is the mean of the statistic
predicted by the model while the gray area shows 95% con-
fidence intervals. The red one is the MC estimates with 106
samples.
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Three-dimensional case
Finally, let us consider themore difficult and computationally demanding three-
dimensional case. The initial conditions for the problem are:
y1(0) = ξ1,
y2(0) = ξ2,
y3(0) = ξ3,
where
ξi ∼ U([−1, 1]), i = 1, 2, 3.
The hyperparameters are set as in the previous cases, the truncated level M is
set to 2000. The model is trained with nξ = 1000, and nξ = 4000 observations.
For this case, the algorithm stops at 376, and 982 clusters for nξ = 1000 and
nξ = 4000, respectively. The decomposition of the time space has also been ob-
served at convergence. Again, the constructed models can capture themean and
variance of the statistics of interest very well. As shown in Fig. 4.12, the increase
of the number of observations results in a better predictive performance of the
constructed model. Similarly, we compare the predictive PDFs for y2 and y3 at
t = 8, 10 with nξ = 4000 to the MC results with 10
6 samples. From Fig. 4.13, we
can see that the predicted PDFs agree well with the MC estimates as expected.
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Figure 4.12: KO3 - Comparison of predictive variances for y1(t), y2(t), and
y3(t) with nξ = 1000 and 4000 to the MC variances with
nξ = 10
6. The blue curve is the mean of the predicted vari-
ance while the gray area shows 95% confidence intervals. The
red curve is the MC result.
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Figure 4.13: KO3 - Comparison of predictive PDFs for y2 and y3 at t = 8, 10
with nξ = 4000. The first row corresponds to t = 8, the second
to t = 10. The blue curve is the mean of the statistic predicted
while the gray area shows 95% confidence intervals. The red
curve is the MC estimate with 106 samples.
4.2.2 Flow through porous media
In this section, we study a heterogeneous oil reservoir flow problem in a con-
fined domain Λ in Rds . A standard quarter-five spot problem with one injection
well on the bottom left and one production well on the top right is considered.
The flow is taken as an immiscible two-phase system with water and oil that is
incompressible [40, 3, 2]. The capillary pressure and gravity are not included in
the model.
From Darcy’s law, we can first write the pressure equation for the flow as:
∇ · v = q, where v = −(λo + λw)K∇p, (4.100)
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where the subscripts o,w represent oil phase and water phase, respectively. v
is the total velocity, i.e., v = vo + vw. q = qw + qo is the source/sink term, which
models the injection/production well in this problem. No-flow boundary con-
ditions are considered. K is the location-dependent permeability tensor. p is the
pressure, and here we take po = pw = p due to the assumption of no capillary
pressure. λα, with α = o,w, is the phase mobility given by λα = krα/µα, where
krα(s) is the relative permeability depending on the saturation sα (fraction of the
void occupied by phase α), and µα is the viscosity of phase α. The relative per-
meability models the reduced conductivity of a phase due to the presence of
other phases, and is, according to common practice, assumed to be a function of
the saturation only [3]. In this work, we use
krw =
(
s′
)2
, kro =
(
1 − s′)2 , s′ = s − swc
1 − swc − sor
, (4.101)
with swc = sor = 0.2 and initial saturation s0 = swc. Also, sor is the irreducible
oil saturation, i.e., the lowest oil saturation that can be achieved by displacing
oil by water, and swc is the connate water saturation, i.e., the saturation of water
trapped in the pores of the rock during formation of the rock.
By introducing the concept of fractional flow fα = λα/λ, where λ = λo + λw
is the total mobility, we can write the phase velocity vα = fαv. Note fα is also
dependent on the saturation sα. Then, combinedwith the conservation equation
of mass for each phase α, we may write the saturation equation (fluid transport),
as follows:
φ
∂sα
∂t
+ ∇ · ( fαv) = qα, (4.102)
where φ is porosity, which is modeled as a random field in this problem rather
than a constant as in [66, 11]. The porosity has been shown to have a strong
correlation with the permeability, as discussed in Chapter 1. Since so + sw = 1,
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only the water saturation sw is considered below.
The fraction of water/oil in the produced fluid as a function of time, F(t), is
of great interest [66, 40], and it known as the water-cut curve defined as
F(t) =
∫
∂Λout
fw(v · n)dx∫
∂Λout
(v · n)dx , (4.103)
where ∂Λout is the outflow boundary, n is the normal to the boundary. Also note
that here t is measured in days. This is different from the traditional learning
of the water-cut curve [66], where t is considered as a dimensionless time (PVI,
pore volume injected). PVI is not considered in this paper since the porosity is
also modeled as a random field (thus, for different realizations, if we consider
the same amount of water injected, the corresponding PVI will be different).
Discretizing the pressure equation
The pressure equation is discretized with a mixed FEM method [24, 3]. Recall
in this work, we consider no flow boundary condition, i.e., v · n = 0 and an
extra constraint,
∫
Λ
pdx = 0, is added to close the system. To derive the mixed
formulation, we first define the Sobolev space
Hdiv0 (Λ) =
{
v ∈
(
L2(Λ)
)ds
: ∇ · v ∈ L2(Λ) and v · n = 0 on ∂Λ
}
. (4.104)
The mixed-finite element discretization in domain Λ seeks a pair (v, p) ∈
U × V , where U and V are finite-dimensional subspaces of Hdiv
0
(Λ) and L2(Λ),
respectively, such that,∫
Λ
v · (λK)−1udx −
∫
Λ
p∇ · udx = 0, for all u ∈ U, (4.105)∫
Λ
l∇ · vdx =
∫
Λ
lqdx, for all l ∈ V. (4.106)
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Now, let us partition the domain Λ into mutually disjoint grid cells as Λ =
{Λm}. The basis functions χm and ψi j on a cell Λm and edge γi j = ∂Λi ∩ ∂Λ j are
defined respectively by:
χm = { 1 , if x ∈ Λm, 0, elsewise, (4.107)
and
ψi j · nkl|γkl = { 1 , if γi j = γkl, 0, elsewise . (4.108)
Thus, we can write p =
∑
pmχm and v =
∑
vi jψi j, where vi j =
∫
γi j
v · ni jdx,
where ni j is the unit normal to γi j from Λi to Λ j. This allows us to rewrite the
pressure equation as a linear system in p = {pm} and v = {vi j}. This system takes
the following form:

B −CT
C 0


v
p
 =

0
q
 . (4.109)
Here, the B and C blocks are defined as follows:
bi j,kl =
∫
Λ
ψi j · (λK)−1 ψkldx, (4.110)
cm,kl =
∫
Λ
χm∇ · ψkldx, (4.111)
qm =
∫
Λ
χmqdx. (4.112)
Discretizing the saturation equation
The saturation is evolved in time with a finite-volume scheme and an implicit
time discretization. Consider a cell Λi with edges γi j, then the finite-volume
scheme takes the following form:
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sn+1i = s
n
i +
∆t
φi|Λi|
Qi(sn+1) −∑
j,i
Fi j(s
n+1)vi j
 , (4.113)
where ∆t denotes the time step and |Λi| is the measure of grid cell Λi. φi is the
porosity in Λi and is a constant on the cell. Qi(s
n+1) =
∫
Λi
qw(s
n+1
w )dx is the source
contribution in Λi, and
Fi j(s
n+1) = max
{
sign(vi j) fw(s
n+1
i ),−sign(vi j) fw(sn+1j )
}
(4.114)
is the upstream-weighted fractional flow function at γi j, where s
n+1
i
is the satu-
ration in Λi at time step tn+1.
A Newton-Raphson iterative method is employed to solve the implicit sys-
tem of Eq. (4.113) as in [1]. The initial guess is chosen to be the saturation field
from the previous time step.
Following [3], the system of Eqs. (4.100) and (4.102) is solved by a sequen-
tial splitting method (IMPES) [31]. The algorithm in brief is as follows: first,
the saturation from the previous time step is used to compute the saturation-
dependent variables, then the pressure equation of Eq. (4.100) is solved with the
mixed FEM method. Next, the velocity is kept as a constant and used to evolve
the saturation to the next time step with an upstream-weighted finite-volume
method. The whole algorithm is summarized in Algorithm 8.
In the numerical example to follow (Section 4.2.2), we take µw = 0.3 cP, µo =
3.0 cP, swc = sor = 0.2 and initial saturation s0 = swc. Note, that in general, we set
two time steps ∆tp and ∆ts, one for the evolution of p and v, and the other one for
updating the saturation s, respectively. The pressure and velocity evolve slower
than the saturation, therefore, in practice, we often set ∆tp ≫ ∆ts.
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Algorithm 8: IMPES for solving the two-phase flow problem
Initialize: Set t = 0, swc, sor, s0 = swc, µw, µo
Set ∆tp and ∆ts
while t ≤ T do
Calculate λtw and λ
t
o using Eq. (4.101)
Solving pt and vt from Eq. (4.109)
Set t1 = 0
while t1 ≤ ∆tp do
Solving st+t1w from Eq. (4.113) using v
t
Set t1 = t1 + ∆ts
end while
Set t = t + ∆tp
end while
Parametrization of uncertainty
In this work, we consider that the input uncertainty comes from both the per-
meability and porosity of the oil reservoir. In earlier studies [66, 11, 9], only the
random permeability was considered. In general, the permeability and porosity
are strongly correlated. This is apparent from the SPE-10 data set [25], as shown
in Fig. 4.14.
156
35
40
45
50
55  
0.25
0.3
0.35
0.4
35
40
45
50
55  
-19
-18
-17
-16
-15
10
15
20
25
30
y
0.1
0.15
0.2
10
15
20
25
30
y
-23
-22
-21
-20
(a) (b)
10 20 30 40 50 60
5
x
 
0.05
10 20 30 40 50 60
5
x
 
-24
Figure 4.14: Porous media flow - one measurement from the SPE-10 data
set, layer one: (a) log-permeability; (b) porosity.
To parameterize the uncertainty, we need to construct a stochastic input
model based on available observations. Here, we use the SPE-10 data set [25],
which is measured in the range of 1200 × 2200 × 170 (ft3) and discretized in a
regular Cartesian grid with 60 × 220 × 85. In this work, we decompose the ob-
servations into 340 reservoir domains with each one in a 60 × 54 grid. Each ob-
servation includes the log-permeability and log-porosity on the 60×54 grid. We
assume that these 340 observations follow a second-order random field G(x, ω).
The Karhunen-Loe`ve expansion (KLE) [62] is employed to approximate this ran-
dom field with a finite-dimensional representation:
G(x, ω) = E[G(x)] +
N∑
i=1
√
λiφi(x)ξi, (4.115)
where {ξi}Ni=1 are uncorrelated random variables here taken to follow the stan-
dard normal N(0, 1) distribution. E[G(x)] is the mean of the 340 observations.
The covariance function is obtained from these observations as well and then a
eigenvalue problem is solved to compute the eigenfunctions φi(x) and eigenval-
ues λi.
We select the first 100 dimensions to describe the SPE-10 measurements,
157
which preserves a total of 91% energy from Fig. 4.15. Fig. 4.16 gives an exam-
ple of simultaneously sampled permeability and porosity generated from the
constructed stochastic input model.
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Figure 4.15: Porous media flow - The normalized energy plot for the SPE-
10 measurements. Here,“normalized” means that each eigen-
value is divided by the sum of all eigenvalues.
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Figure 4.16: Porous media flow - Sampled permeability and porosity
field by the constructed stochastic input model: (a) log-
permeability; (b) porosity.
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Numerical results
The input stochastic dimension is set as 100. For a 2D problem, ds = 2 and
the input dimension of the model is d = dξ + ds + dt = 103. The responses un-
der consideration are the velocity components, the pressure and the saturation.
As discussed above, our deterministic flow solver is the source driven model,
with an injection well at the bottom left and production well at the top right.
Therefore, the source term q in the pressure equation (Eq. (4.100)) is defined as a
vector with only two non-zero components, one on the bottom left cell and the
other one on the top right cell. These two values can be freely set in principle
as they will only affect the speed of saturation in the reservoir domain. In the
SPE10 projection [25], the water injection rate was set as 5000 fluid barrel per
day and the reservoir domain was fully saturated around 2000 days. Therefore,
in this paper, we set q = ±2 for injection/production wells to mimic this process.
The time range considered is [0, 2100] days. For each stochastic input ξ, the
response is observed on 30×27 square spatial grid, and recorded every 30 days,
i.e., nt = 70. The hyper-parameters are selected as α = 1, γr = 10, γǫ = 100,
u0 = 0d, R0 = 10
−3
Id, W0 = 10
−3
Id and υ0 = d. The truncation level M is set to be
20, 000. The model is trained with nξ = 40, 80 and 160 observations, where the
stochastic input ξ is randomly sampled fromN(0, 1)nξ . The approximated poste-
rior distribution of the Dirichlet process converges at thousands of clusters. This
agrees with the findings in [97, 98] that with a large number of observations, the
DP tends to converge at a state with a larger number of clusters (some of simi-
lar sizes). Decomposition over the spatial domain and temporal domain is also
observed as expected. Due to the high-dimensionality of the input, it is hard to
plot the decomposition of the space. One could only observe certain patterns
159
in the data clustering. For the spatial region around the source (bottom-left),
the algorithm tends to decompose the spatial domain rather than the temporal
domain, and for other regions, it is the opposite. No specific patterns of the
stochastic space were observed.
Remark 8. Several computational improvements can be considered in the way
the local covariance matrix is calculated. For example, the separable framework
in [11] can be easily integrated with this work to simplify the calculation of the
local covariance matrix. This requires certain modifications in the calculation of
the posterior distribution of θm and in the calculation of statistics.
Remark 9. To avoid a memory leak problem, a parallelized structure is needed.
Given a certain number of computer nodes, the remaining mixture components
at each variational inference step are equally distributed among these nodes.
The update of q(θ(m)) for the m-th component is done within its storing node,
while the update of q(ν), q(m), q(R) and q(z) is done on the root node. The pre-
dictions given by each component is done locally in parallel while the assembly
of all of these predictions is executed on the root node. This parallelized algo-
rithm requires constant communication between the core node and other nodes,
but it accelerates the prediction speed and resolves the memory issue.
After obtaining the approximations to the posterior distributions of inter-
est from the variational inference algorithm, we draw 100 samples from them
and construct the corresponding 100 surrogate models. For each sampled sur-
rogate, the predictions are made on a 60× 54 grid and every 20 days. The statis-
tics of interest can be calculated semi-analytically, using Eqs. (4.96) and (4.98).
The mean and the standard deviation of the statistics of interest could be cal-
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culated by using the 100 sampled surrogates. The predictions are compared to
the Monte Carlo estimates with 105 observations. Fig. 4.17 compares the mean
predictions of the mean of the saturation with different sizes of the training
data set at T = 1000 days to the MC estimate. Two standard deviations (er-
ror bars) of the mean of the saturation for the case of nξ = 160 is provided in
Fig. 4.17(d). Fig. 4.18 compares the mean predictions of the variance of the sat-
uration at T = 1000 days to the MC estimate. The error bars for nξ = 160 are
also provided. The same statistics are reported for the saturation at T = 2000
days in Figs. 4.19 and 4.20. Also, Figs. 4.21-4.24 show the mean predictions of
the mean and standard deviation for the velocity components at T = 2000 days
and compare them to the MC estimates. To allow reasonable visualization of
the highly heterogeneous nature of the shown fields, the natural logatirhm of
the velocity components is plotted.
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Figure 4.17: Porous media flow - comparison of mean predictions of the
mean of the saturation at T = 1000 days provided by the
model with (a) nξ = 40; (b) nξ = 80; (c) nξ = 160, to the MC
result with (e) N = 100, 000. Subfigure (d) shows the two stan-
dard deviations (error bars) of the mean of the saturation at
T = 1000 days for nξ = 160 observations.
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Figure 4.18: Porous media flow - comparison of mean predictions of the
std of the saturation at T = 1000 days provided by the model
with (a) nξ = 40; (b) nξ = 80; (c) nξ = 160, to the MC result
with (e) N = 100, 000. Subfigure (d) shows the two standard
deviations (error bars) of the std of the saturation at T = 1000
days for nξ = 160 observations.
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Figure 4.19: Porous media flow - comparison of mean predictions of the
mean of the saturation at T = 2000 days provided by the
model with (a) nξ = 40; (b) nξ = 80; (c) nξ = 160, to the MC
result with (e) N = 100, 000. Subfigure (d) shows the two stan-
dard deviations (error bars) of the mean of the saturation at
T = 2000 days for nξ = 160 observations.
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Figure 4.20: Porous media flow - comparison of mean predictions of the
std of the saturation at T = 2000 days provided by the model
with (a) nξ = 40; (b) nξ = 80; (c) nξ = 160, to the MC result
with (e) N = 100, 000. Subfigure (d) shows the two standard
deviations (error bars) of the std of the saturation at T = 2000
days for nξ = 160 observations.
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Figure 4.21: Porous media flow - comparison of mean of the mean of the
natural log of the x-velocity component at T = 2000 days pro-
vided by the model with (a) nξ = 40; (b) nξ = 80; (c) nξ = 160, to
the MC result with (e) N = 100, 000. Subfigure (d) shows the
two standard deviations (error bars) of the mean of the natu-
ral log of x-velocity component at T = 2000 days for nξ = 160
observations.
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Figure 4.22: Porous media flow - comparison of mean predictions of the
std of the natural log of the x-velocity component at T = 2000
days with (a) nξ = 40; (b) nξ = 80; (c) nξ = 160, to the MC
result with (e) N = 100, 000. Subfigure (d) shows the two stan-
dard deviations (error bars) of the std of the natural log of
x-velocity component at T = 2000 days for nξ = 160 observa-
tions.
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Figure 4.23: Porous media flow - comparison of mean of the mean of the
natural log of the y-velocity at T = 2000 days provided by
the model with (a) nξ = 40; (b) nξ = 80; (c) nξ = 160, to the
MC result with (e) N = 100, 000. Subfigure (d) shows the two
standard deviations (error bars) of the mean of the natural log
of the y-velocity at T = 2000 days for nξ = 160 observations.
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Figure 4.24: Porous media flow - comparison of mean predictions of the
std of the natural log of the y-velocity at T = 2000 days pro-
vided by the model with (a) nξ = 40; (b) nξ = 80; (c) nξ = 160, to
the MC result with (e) N = 100, 000. Subfigure (d) shows the
two standard deviations (error bars) of the std of the natural
log of the y-velocity component at T = 2000 days for nξ = 160
observations.
The calculation of the predicted probability densities is the same as for the
KO problem. Figs. 4.25 and 4.26 show the predicted PDFs of the saturation at
T = 1000 and T = 2000 days, respectively, at various spatial locations with dif-
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ferent number of training data, and compare them to the MC estimates with 105
observations. Subfigures (a) show the probability densities at location (10, 10)
on the spatial grid. We can observe that the two distinct tails of the distribution
are gradually captured by increasing the number of observations. This demon-
strates that the proposed framework has a better performance in the prediction
of PDFs compared to the results in [11]. Subfigure (b) plots the densities in the
middle of the mesh. Note that there are no negative saturation values in the
samples. A small peak around zero in Fig. 4.25(b) is simply given by the kernel
density estimator which tends to provide a smooth representation. One can ob-
serve that with only nξ = 160 observations, the PDFs can be accurately captured.
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Figure 4.25: Porous media flow - comparison of mean predictions of the
PDFs of the saturation at various locations at T = 1000 days
provided by the model to the MC results, (a) at location
(10, 10); (b) at location (30, 22).
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Figure 4.26: Porous media flow - comparison of mean predictions of the
PDFs of the saturation at various locations at T = 2000 days
provided by the model to the MC results, (a) at location
(10, 10); (b) at location (30, 22); (c) at location (5, 50).
The water-cut curve represents how much oil is produced at each time in
the form of the fractional flow F(t) defined in Eq. (4.103). The prediction of the
water-cut curve is calculated from the predicted velocity and saturation. The
process of obtaining the predictions is the same as above. For each sampled
surrogate, we calculate the mean and variance of the water-cut curve. This step
is time consuming since the velocity and saturation at every t = 20 days needs to
be predicted for the fractional flow calculation. Fig. 4.27(a) provides a compari-
son of the mean prediction of the mean water-cut curve with various number of
observations to the MC estimates with 105 observations. The comparison with
MC of the standard deviation of the water-cut curve is given in Fig. 4.27(b).
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From these two figures, we can conclude that the mean of the water-cut curve
can be easily captured, whereas the variance can be gradually captured as we
increase the number of observations.
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Figure 4.27: Porous media flow - comparison of the predictions of the wa-
ter cut curve with different number of observations to the MC
results, (a) mean predictions of mean water cut and MC esti-
mate; (b) mean predictions of std water cut and MC estimate.
4.3 Discussion and Conclusions
A Bayesian framework based on an infinite mixture of multi-output Gaussian
processes was developed to address uncertainty propagation in various prob-
lems governed by differential equations. In the flow in random media problem,
the input uncertainty was assumed to come from the subsurface permeability
and porosity. The outputs of interest were the flow and pressure responses. The
input variables considered in the proposed framework involved not only the
stochastic variables, but also the spatial and time variables. The framework had
the ability to capture the non-Gaussian or local features due to the nature of
the mixture model. The optimal number of mixture models could be automati-
cally found by assigning a Dirichlet process prior. Eachmixture component was
one multi-output Gaussian process model which explained the local nonlinear
relationship between the inputs and responses. The posterior distribution of in-
terest was approximated by a variational inference algorithm. A probabilistic
surrogate model was then constructed to give predictions for the statistics of
interest.
Various examples were considered to study the accuracy and efficiency of
the proposed framework. It was shown that this framework was capable of
providing reliable predictions for the statistics with rather limited number of
observations. In the provided examples, it was demonstrated that this frame-
work could correctly provide the mean predictions of the first- and second-
order statistics and reasonable error bars as well. The non-Gaussian feature
of the PDFs was correctly captured. It was also shown that the evolution of
the uncertainty propagation over time could be efficiently predicted. Various
tasks remain to be further considered including (i) approaches that narrow the
predicted error bars; (ii) exploring efficient decompositions of the covariance
function for each GP in the mixture; (iii) more efficient treatment of the normal-
ization constant in the calculation of responsibilities; and (iv) integrating this
work with inverse problems solving (e.g. use limited output data to predict
unobservable input information).
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CHAPTER 5
CONCLUSION AND SUGGESTIONS FOR FUTURE RESEARCH
In this thesis, we dealt with three important problems relevant to generic uncer-
tainty quantification of complex physical systems - (i) how to resolve the discon-
tinuity or local features in the stochastic space, (ii) how to address the problem
of curse of dimensionality and (iii) how to extract the uncertainty information
from limited number of observations. To resolve all these issues, three distinct
UP frameworks were developed and demonstrated with application on physi-
cal problem governed by SPDEs. The achievements of this thesis can be sum-
marized as: (1) constructed an efficient local framework (ALWPR) to accurately
capture the local features by an actively learning scheme and quantify the un-
certainty propagated to the response regardless of the form of the input uncer-
tainty; (2) introduced a nonparametric probabilistic graphical model framework
that addresses the UP problem bymapping the stochastic physical problem onto
a well designed graph. A localized model reduction approach was integrated
into the graphical model to extract the major uncertainty information and re-
duce the dimensionality of the input; (3) constructed a fully Bayesian infinite
mixture of MGP model using Dirichlet process priors, which has the ability to
quantify the output uncertainty, learn local discontinuities or local features, and
capture the correlations between responses, with limited number of observa-
tions.
Although the three UP frameworks developed in this thesis work well for
the numerical examples examined, there are still several areas where further
developments and research are required. Suggestions for the continuation of
this study are provided next.
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5.1 Hierarchical Bayesian inference for inverse problem
The three frameworks presented above were all designed for the forward prob-
lem. With some modifications, we believe they can be extended to solve the
inverse problem as well.
In general, a forward physical problem can be modeled by a nonlinear func-
tion as f : X → Rq, where X ⊂ Rd is the input space. Let use x ∈ X to denote the
input random variables, f(x) be the prediction of the model about the physical
phenomenon, and y ∈ Rq to denote the corresponding experimental observa-
tion. Typically, y will differ from the theoretical prediction due to a variety of
factors, e.g, measurement noise, model errors and etc, but most of the time,
only the measurement noise will be considered [12]. The likelihood function is
assumed to depend only on the forward solver at x, i.e.,
p(y|x, f(·)) = p(y|x, f(x)). (5.1)
With the observation y, our state of knowledge about the input x can be updated
simply by Bayes rule:
p(x|y, f(·)) ∝ p(y|x, f(x))p(x). (5.2)
This is the posterior distribution and it is the formal solution to the inverse prob-
lem. The objective is to design an efficient framework to solve the Bayesian
inverse problem based on a finite set of observations. This can be achieved by
replacing the forward solved with a Bayesian surrogate.
Assume we have N number of random observations
D = {(x(i), y(i))}Ni=1. (5.3)
We can make use the information contained in D to construct a Bayesian
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surrogate model for the forward solver f(·). Let z represents a q-dimensional
random variable corresponding to the output of the forward model of an input
x. Then, a general Bayesian predictive distribution for z conditional on x and D
is:
z|x,D ∼
∫
p(z|x, θ,D)p(θ|D)dθ, (5.4)
where θ are the hyper-parameters and p(z|x, θ,D) is the predictive distribution.
p(θ|D) is the posterior distribution of θ givenD.
The solution of the inverse problem follows the Bayes’ rule:
p(y|x,D) =
∫
p(y|x, z)p(z|x,D)d(z)
∝
∫
p(y|x, z)
(∫
p(z|x, θ,D)p(θ|D)dθ
)
d(x). (5.5)
This distribution, encodes all information about the input x w.r.t the experimen-
tal measurements y based on the observations D. The objective is to develop
efficient frameworks to find this distribution. Typically, there are two possible
ways of achieving our goal: (1) through sampling based techniques [12]. An es-
timation of the target distribution could be obtained by directly sampling from
it and analyzing those sample. Potential candidates for the sampling strategies
are Gibbs sampling orMCMC. (2) through variational inference [14]. Variational
inference algorithm has been shown in Chapter 4 to be an efficient approxima-
tion methodology for the target distribution. It over-beats both the speed and
accuracy of sampling-base methods. The Bayesian surrogate model p(z|x,D)
could be built using any of the above three frameworks discussed in this thesis.
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5.2 Multi-orthogonal model reduction
In our studies of UP problems on physical problems of interest, the biggest
headache is the curse of dimensionality. For most of physical problems, the
high-dimensional representation of the random field is believed to have a way
to bemapped to a lower dimensional manifold, linearly or nonlinearly. Over the
past few decades, a large number of dimensionaltiy reduction techniques have
been proposed, see [104] for a review of current developments on dimension-
ality reduction methods. Nonlinear techniques exceed the linear techniques on
certain aspects and can be in general divided into three groups: (1) techniques
that attempt to preserve global properties of the original information, such as
Isomap [99], BOD [113] and kernel PCA [65]; (2) techniques that attempt to pre-
serve local properties of the original data, such as LLE [82], Laplacian Eigen-
maps [8] and Hessian LLE [28]; (3) techniques that perform global alignment
of a mixture of linear models. Among all of these, to the best of our knowl-
edge, the bi-orthogonal decomposition (BOD) method developed by [113] is a
promissing model reduction technique, especially for multiscale data. It de-
composes the random field by two sets of orthogonal basis, one explains the
stochastic correlations, and the other explains the spatial correlations. Potential
improvement of the BOD approach is to consider a further decomposition of the
random field, explicitly or implicitly, to a multiple set of orthogonal basis, with
each of them explaining only partial correlations of the random field. This ex-
tension can capture the major correlations with an optimal number of random
variables.
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5.3 Study of UP problems with incomplete observations
In all of the above studies, we are constructing the UP framework based on
fully observed data, so all the parameters, even the hidden ones, can be evalu-
ated with nicely derived mathematical equations. But for several problems, the
observation data may not be complete due to a number of reasons, e.g., incapa-
bility of measuring, highly cost of measuring and etc. Suppose X = (x1, x2, ..., xd)
denotes all the variables of interest, X(i) denotes the i-th set of observation, here
we give an example of incomplete set of observations given as follows: for each
X(i), a random element x(i)
j
is missing for j = 1, ..., d. For such cases, we cannot
even write the likelihood function explicitly, let alone a complete description of
the UP problem. This is going to be an extremely challenging but very inter-
esting problem. The probabilistic graphical model has the ability to solve such
problems. The potential procedure is described as follows: (1) understand the
meaning of all the affiliated variables and design a reasonable prior probabilis-
tic graphical model; (2) based on the incomplete data, update the structure of
the graph and compute the hyper-parameters recursively (like in the EM algo-
rithm) until certain convergence is achieved; (3) infer the missing observations
based on the optimal graphical model at convergence to complete the observa-
tion data set; (4) solve the UP problem on the graph using the complete data set
as what we did in Chapter 3.
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APPENDIX A
APPENDIX OF CHAPTER 2
A.1 Update of the distance metric
In Section 2.1.1, the penalized cross-validation cost function Js (Eq. (2.13)) is
defined as the leave-one-out cross-validation error J augmented with a penalty
term. We can write the first term J in Eq. (2.13) as:
J =
1∑n
i=1 wi
n∑
i=1
wi‖yi − y˜i,−i‖2 = 1∑n
i=1 wi
n∑
i=1
wie
2
i,−i, (A.1)
where y˜i,−i denotes the prediction at the input location xi of the i − th data point
calculated from training themodel with the i−th data point (xi, yi) excluded from
the training set. Also, ei,−i denotes the leave-one-out error. In the following,
we use the subscript ()i,−i to denote the corresponding variables to the model
without using the i − th data point.
In the weighted linear regression system, the parameter β can be calculated
by:
β = (XTWX)−1XTWy = PXTWy, (A.2)
where P is the inverted weighted covariance matrix of the input. For mathemat-
ical convenience, let C = XT WX = P−1, and d = XT Wy. In order to obtain y˜i,−i,
we should first compute the regression coefficient βi,−i. Similarly to Eq. (A.2), we
can write:
βi,−i = (X
T
i,−i
Wi,−iXi,−i)
−1XT
i,−i
Wi,−iyi,−i = C
−1
i,−i
di,−i, (A.3)
where
Ci,−i = C − xTi wixi,
di,−i = d − wixTi yi. (A.4)
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To obtain the inverse of Ci,−i, we use the Sherman-Morrison-Woodbury The-
orem [86]. A special case for the theorem is given below:
Sherman-Morrison-Woodbury Theorem [91] Given an invertible matrix A and
column vector v, then assuming 1 + vT A−1v , 0,
(A + vvT )−1 = A−1 − A
−1vvT A−1
1 + vT A−1v
. (A.5)
Using the above theorem, we can thus write:
C−1i,−i = (C − xTi wixi)−1 = C−1 +
C−1xT
i
wixiC
−1
1 − wixiC−1xTi
= P +
PxTi wixiP
1 − wixiPxTi
. (A.6)
Using this result and Eq. (A.3), we can express βi,−i as:
βi,−i =
[
P +
PxT
i
wixiP
1 − wixiPxTi
] [
d − wixTi yi
]
,
= Pd − PwixTi yi +
PxTi wixiPd
1 − wixiPxTi
− Px
T
i wixiPwix
T
i yi
1 − wixiPxTi
= β +
1
1 − wixiPxTi
[Pwix
T
i yiwixiPx
T
i
−PwixTi yi + PxTi wixiPd − PxTi wixiPwixTi yi]
= β − Pwix
T
i
1 − wixiPxTi
(yi − xiβ). (A.7)
Here, xiβ = y˜i is the prediction of the linear model. By multiplying the above
equation by xi and substracting by yi, we obtain,
ei,−i = yi − xiβi,−i = yi − xiβ +
xiPwix
T
i
1 − wixiPxTi
(yi − xiβ)
=
1
1 − wixiPxTi
(yi − y˜i). (A.8)
Hence, we can write the following:
J =
1∑n
i=1 wi
n∑
i=1
wi‖yi − y˜i,−i‖2 =
1∑n
i=1 wi
n∑
i=1
wi
‖yi − y˜i‖2
(1 − wixiPxTi )2
. (A.9)
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In ALWPR, the above cost function can be formulated in terms of the PLS
projected inputs zi as
J =
1∑n
i=1 wi
n∑
i=1
wi
‖yi − y˜i‖2
(1 − wiziPzzTi )2
, (A.10)
where Pz corresponds to the inverse covariance matrix computed from the pro-
jected inputs zi. The proof of xiPxi = ziPz
T
i can be found in Appendix A in [83].
A.2 Combined Prediction Variance
In LWPR, for each individual local model, we assume that the local prediction
is a noisy observation of the true response with two independent noise pro-
cesses [83]:
y˜(s)(xq) = y(xq) + ǫ1 + ǫ2,s, (A.11)
where ǫ1 ∼ N(0, σ2/ws(xq)), ǫ2,s ∼ N(0, σ2pred,s/ws(xq)) and y(xq) = fr(xq) is the true
response for the output r. Recall from Eq. (2.11) that:
y˜(xq) =
1∑
s ws(xq)
∑
s
ws(xq)y˜
(s)(xq). (A.12)
To simplify the notation, we denote in the following ws(xq) simply as ws, and
similarly y˜(xq) as y˜, and y˜
(s)(xq) as y˜
(s). The combined predictive variance can now
be derived as
σ2pred = E[y˜
2] − (E[y˜])2 = E

(∑
s wsy˜
(s)∑
s ws
)2 − (E[y˜])2
=
1
(
∑
s ws)
2
E

∑
s
wsy

2
+
∑
s
wsǫ1

2
+
∑
s
wsǫ2,s

2
 − (y˜)2
=
1
(
∑
s ws)
2
E

∑
s
wsǫ1

2
+
∑
s
wsǫ2,s

2

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=
1
(
∑
s ws)
2
var
∑
s
wsǫ1
 + var
∑
s
wsǫ2,s


=
1
(
∑
s ws)
2
∑
s
w2s
σ2
ws
+
∑
s
w2s
σ2
pred,s
ws

=
∑
s wsσ
2
(
∑
s ws)
2
+
∑
s wsσ
2
pred,s
(
∑
s ws)
2
=
σ2∑
s ws
+
∑
s wsσ
2
pred,s
(
∑
s ws)
2
. (A.13)
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APPENDIX B
APPENDIX OF CHAPTER 3
B.1 Metropolis Hastings algorithm
The Metropolis Hastings (MH) algorithm can draw samples from any probabil-
ity distribution, especially, it can generate samples without knowing the nor-
malization constant [45]. Therefore, in this work, we use MH algorithm to gen-
erate samples from the righthand side in Eq. (3.27). In the following, for math-
ematical convenience, we use x to denote the random variable s(i, j), and P(x) to
denote the target distribution.
The detailed steps are given in Algorithm 9. The main disadvantage of the
MH algorithm is that the samples generated are correlated. Even though over
the long term they do correctly follow P(x), a set of nearby samples will be corre-
lated with each other and not correctly reflect the distribution. This means that
if we want a set of independent samples, we have to throw away the majority
of samples and only take every n − th sample, for some value of n (in this work,
we set n = 5). In addition, although the Markov chain eventually converges to
the desired distribution, the initial samples may follow a very different distribu-
tion, especially if the starting point is in a region of low density. So a “burn-in”
period is needed, where an initial number of samples (e.g. the first 1, 000) are
thrown away.
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Algorithm 9: The Metropolis Hastings Algorithm
1: Pick an arbitrary probability density Q(x′|xt), where Q is the proposal jump-
ing distribution, which suggests a new sample value x′ given a sample value
xt. Here, we choose a widely used symmetric jumping distribution – Gaus-
sian distribution centered at xt.
2: Start with some arbitrary point x0 as the first sample.
3: To generate a new sample xt+1 given the most recent sample xt, proceed as
follows:
1. Generate a proposed new sample value x′ from the jumping distribu-
tion Q(x′|xt).
2. Calculate the acceptance ratio as:
r =
P(x′)
P(xt)
. (B.1)
3. If r ≥ 1, accept x′ by setting xt+1 = x′.
4. Else, accept x′ with probability r. That is, pick a uniformly distributed
random number u ∼ U[0, 1], and if u ≤ r set xt+1 = x′, else set xt+1 = xt.
B.2 Gaussian Mixture Reduction
Given a N-components Gaussian mixture, we want to find an effectively re-
duced Gaussian mixture form without losing too much information from the
original Gaussian mixture. The problem can be defined as follows:
f˜ (x) =
N∑
i=1
w˜i · N(x; µ˜i, Σ˜i) =⇒ f (x) =
M∑
j=1
w j · N(x; µ j,Σ j). (B.2)
General approaches dealing with the problem of Gaussian mixture reduc-
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tion can be classified into two fields. Bottom-up approaches start with a single
Gaussian function and iteratively add additional components until the original
mixture density is approximated appropriately (e.g. PGMR [51]). Top-down ap-
proaches take the original Gaussian mixture density and iteratively decrease the
number of mixture components, either by removing single unimportant compo-
nents or by merging similar components (e.g. Salmond’s algorithm [85]). In ad-
dition, these algorithms can be further divided into local and global methods.
Gaussian mixture reduction via clustering (GMRC [87]) method can be classi-
fied as a top-down algorithm using global information. The interested reader
can refer to [87] for the detailed algorithm.
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APPENDIX C
APPENDIX OF CHAPTER 4
C.1 Derivation of the posterior of hyper-parameters
We sketch the proof of the posterior of hyper-parameters (Eq. (4.18)). We con-
sider the m-th data subset but for mathematical convenience, the subscript m is
not shown. From Eq. (4.15), we write:
p(D|B,Σ, θ) = Nn×q (Y|HB,A,Σ)
= (2π)−
nq
2 |Σ|− n2 |A|− q2 exp
{
−1
2
Tr[Σ−1(Y −HB)T A−1(Y −HB)]
}
.
(C.1)
Using the priors for B, Σ and θ, π(B,Σ, θ) ∝ π(B,Σ)π(θ) and π(B,Σ) ∝ |Σ|− q+12 ,
the posterior of B, Σ and θ can be written as:
p(B,Σ, θ|D) ∝ p(D|B,Σ, θ)π(B,Σ, θ)
∝ π(θ)|Σ|− n+q+12 |A|− q2 exp
{
−1
2
Tr[Σ−1(Y −HB)T A−1(Y −HB)]
}
.
(C.2)
Now let us define Φ = (Y − HB)T A−1(Y − HB). Introducing B̂ =
(HT A−1H)−1HT A−1Y, we can simplify Φ as follows:
Φ = (Y −HB̂)T A−1(Y −HB̂) + (B − B̂)T (HT A−1H)(B − B̂).
Substitution of this expression into Eq. (C.2) results in:
p(B,Σ, θ|D) ∝ π(θ)|Σ|− n+q+12 |A|− q2 exp
{
−1
2
Tr[Σ−1(Y −HB̂)T A−1(Y −HB̂)]
}
exp
{
−1
2
Tr[Σ−1(B − B̂)T (HT A−1H)(B − B̂)]
}
.
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From this expression, we can immediately conclude Eq. (4.28) and also show
that
B|D, Σ, θ ∼ Np×q
(
B|B̂, (HTA−1H)−1,Σ
)
(C.3)
where B̂ is given by Eq. (4.26).
Integrating B out of Eq. (C.2) gives:
p(Σ, θ|D) ∝ π(θ)|Σ|− n+q+12 |A|− q2 exp
{
−1
2
Tr[Σ−1(Y −HB̂)T A−1(Y −HB̂)]
}
∫
exp
{
−1
2
Tr[(B − B̂)T (HT A−1H)(B − B̂)]
}
dB
∝ π(θ)|Σ|− n+q+12 |A|− q2 exp
{
−1
2
Tr[Σ−1(Y −HB̂)T A−1(Y −HB̂)]
}
|Σ| p2 |HT A−1H|− q2
∝ π(θ)|Σ|− n−p+q+12 |HT A−1H|− q2 |A|− q2
exp
{
−1
2
Tr[Σ−1(Y −HB̂)T A−1(Y −HB̂)]
}
. (C.4)
From the above expression, we can verify that the posterior of Σ follows an
inverse-Whishart distribution with q dimensions and n degrees of freedom:
Σ|D, θ ∼ W−1q ((n − p)Σ|W, n − p), (C.5)
where
W =
1
n − p (Y −HB̂)
T A−1(Y −HB̂). (C.6)
The posterior p(θ|D,B,Σ) can be computed as p(θ)p(D|B,Σ, θ), where the
likelihood p(D|B,Σ, θ) is computed from Eq. (4.15) and the prior p(θ) from
Eq. (4.13). This is a computionally non-tractable posterior that in Section 4.1.4
is approximated by variational inference. The posteriors p(B|D,Σ, θ), p(Σ|D, θ)
and p(θ|D,B,Σ) are essential in the implementation of the variational inference
algorithm of Section 4.1.4.
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C.2 Variational Inference: Proof of Eq. (4.57)
We want to show that: ln p(D) = KL[q(Ψ)‖p(Ψ|D)] + L(q,D). Following simple
algebra, one can show:
ln p(D) = ln p(D,Ψ)
p(Ψ|D)
=
∫
q(Ψ) ln
p(D,Ψ)
p(Ψ|D) dΨ
=
∫
q(Ψ) ln
(
p(D,Ψ)
p(Ψ|D)
q(Ψ)
q(Ψ)
)
dΨ
=
∫
q(Ψ)
(
ln
q(Ψ)
p(Ψ|D) + ln
p(D,Ψ)
q(Ψ)
)
dΨ
=
∫
q(Ψ) ln
q(Ψ)
p(Ψ|D)dΨ +
∫
q(Ψ) ln
p(D,Ψ)
q(Ψ)
dΨ
= KL[q(Ψ)‖p(Ψ|D)] + L(q,D).
C.3 Variational Inference: Proof of Eq. (4.61)
We are interested to compute a distribution of the form q(Ψ) =
∏
k qk(ωk) that
maximizes the lower bound L(q,D). Denoting for simplicity qk(ωk) = qk, we can
write:
L(q,D) =
∫ ∏
k
qk
ln p(Ψ,D) −∑
k
ln qk
 dΨ
=
∫ ∏
k
qk ln p(Ψ,D)
∏
k
dωk −
∑
k
∫ ∏
j
q j ln qkdω j
=
∫
q j
ln p(Ψ,D)∏
k, j
(qkdωk)
 dω j
−
∫
q j ln q jdω j −
∑
k, j
∫
qk ln qkdωk
=
∫
q j ln
expEFψ\ω j[ln p(Ψ,D)]
q j
dω j −
∑
k, j
∫
qk ln qkdωk
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= −KL(q j ‖ expEFψ\ω j[ln p(Ψ,D)]) −
∑
k, j
∫
qk ln qkdωk.
Clearly, the lower bound L(q,D) is maximized when the Kullback-Leibler dis-
tance becomes zero, which is the case for ln q j(ω j) = EFΨ\ω j[ln p(Ψ,D)]. The nor-
malized distribution is finally given as follows:
q∗j(ω j) =
exp
(
EFψ\ω j[ln p(Ψ,D)]
)
∫
exp
(
EFψ\ω j[ln p(Ψ,D)]
)
dω j
. (C.7)
C.4 Variational Inference: Proof of Eq. (4.86)
We start by using the Gaussian mixture approximation for q(θm):
H[q] = − 1∑L
l=1 ω
2
l
L∑
l=1
ω2l
∫
θm
N(θm; ml, σ2l Id+1) ln q(θm)dθm
= − 1∑L
l=1 ω
2
l
L∑
l=1
ω2l
∫
θm
N(θm; ml, σ2l Id+1) ln
 1∑L
j=1 ω
2
j
L∑
j=1
ω2jN(θm; m j, σ2jId+1)
 dθm.
Since − ln(x) is concave in x, using Jensen’s inequality, we can write
− ln(E[x]) ≤ E[− ln x]. Using this result, one can show the following:
H[q] ≥ − 1∑L
l=1 ω
2
l
L∑
l=1
ω2l ln

∫
θm
N(θm; ml, σ2l Id+1)

L∑
j=1
ω2jN(θm; m j, σ2jId+1)∑L
j=1 ω
2
j
 dθm

= − 1(∑L
l=1 ω
2
l
)2
L∑
l=1
ω2l ln

∫
θm
L∑
j=1
ω2jN(θm; m j, σ2jId+1)N(θm; ml, σ2l Id+1)dθm

= − 1(∑L
l=1 ω
2
l
)2
L∑
l=1
ω2l ln ql.
The argument in the log function above is denoted as ql and it can be shown
that it takes the following simplified form: ql =
∑L
j=1 ω
2
j
q′
l j
, q′
l j
= N(ml; m j, (σ2l +
σ2
j
)Id+1). Indeed, we can prove this using the normalization of the multivariate
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Gaussian and simple algebra:
ql =
∫
θm
L∑
j=1
ω2jN(θm; m j, σ2jId+1)N(θm; ml, σ2l Id+1)dθm
=
L∑
j=1
ω2j
∫
θm
1
(2πσ2
j
)(d+1)/2
exp
− 1
2σ2
j
(θm −m j)T (θm −m j)

1
(2πσ2
l
)(d+1)/2
exp
(
− 1
2σ2
l
(θm −ml)T (θm −ml)
)
dθm
=
L∑
j=1
ω2j
∫
θm
1
(2πσ jσl)(d+1)
exp
−12
σ2j + σ2l
σ2
j
σ2
l
θ(m)
T
θm
−2θ(m)T
ml
σ2
l
+
m j
σ2
j
 +
mTl ml
σ2
l
+
mT
j
m j
σ2
j


 dθm
=
L∑
j=1
ω2
j
(2π(σ2
j
+ σ2
l
))(d+1)/2
exp
− 12(σ2
j
+ σ2
l
)
[
mTl ml − 2mTl m j +mTj m j
]
=
L∑
j=1
ω2jN(ml; m j, (σ2l + σ2j)Id+1).
C.5 Variational Inference: Proof of Eq. (4.89) (Multivariate
Delta Method for Moments)
Substituting Eq. (4.88) into Eq. (4.87) results in the following:
Eθm[g(θm)] ≈
1∑L
l=1 ω
2
j
L∑
l=1
ω2j
∫
θm
N(θm; ml, σ2l Id+1)gˆl(θm)dθm
=
1∑L
l=1 ω
2
l
L∑
l=1
ω2j
∫
θm
N(θm; ml, σ2l Id+1) (g(ml) + ∇g(ml)(θm −ml)
+
1
2
(θm −ml)THl(θm −ml)
)
dθm
=
1∑L
l=1 ω
2
l
L∑
l=1
ω2j
{
g(ml) +
∫
θm
N(θm; ml, σ2l Id+1)
1
2
(θm −ml)THl(θm −ml)dθm
}
. (C.8)
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Introducing θ¯ = θm −ml, we can rewrite the second term as:
Eθm
[
1
2
(θm −ml)THl(θm −ml)
]
= Eθ¯
[
1
2
θ¯THlθ¯
]
=
1
2
∑
i
Eθ¯
[
θ¯iHl,iiθ¯i
]
+
1
2
∑
i, j
Eθ¯
[
θ¯iHl,i jθ¯ j
]
=
1
2
∑
i
Hl,iiEθ¯
[
θ¯iθ¯i
]
+
1
2
∑
i, j
Hl,i jEθ¯
[
θ¯iθ¯ j
]
. (C.9)
Due to our representation in Eq. (4.77), we can derive that Eθ¯
[
θ¯iθ¯i
]
= σ2
l
, and
for i , j, Eθ¯
[
θ¯iθ¯ j
]
= 0. Substitution of these results in Eqs. (C.9) and (C.8) gives
Eq. (4.89).
C.6 Variational Inference: Derivation of the Derivatives ∂L1[q]
∂mk
,
∂L2[q]
∂σk
, and ∂L2[q]
∂ωk
of the Lower Bound
Starting from Eq. (4.91), we first calculate ∂L1[q]
∂ml
,
∂L1[q]
∂ml
=
1∑L
k=1 ω
2
k
ω2l
∂g(ml)
∂ml
− 1
(
∑L
k=1 ω
2
k
)2
L∑
k=1
ω2
k
qk
∂qk
∂ml
. (C.10)
Using the definition in Eq. (4.84) and Eqs. (C.1) and (4.13), we can write:
g(θm) = ln p(θm,Dm)
= ln π(θm|γ) + EBm ,Σm
[
ln p (Dm|θm,Bm,Σm)
]
≈ −γθm − 1
2
ln |Am| − 1
2
tr
[(̂
Σm
)−1 (
Ym −HmB̂m
)T
A−1m
(
Ym −HmB̂m
)]
+ const .
Let Y˜m = Ym − HmB̂m. Taking the derivative of g(θm) w.r.t each component of
θ ∈ θm, where θm = {rm,1, . . . , rm,d, ǫm}, results in:
∂g(θm)
∂θ
∣∣∣∣∣
mk
= −γθ −
q
2
tr
(
A−1m
∂Am
∂θ
)
+
1
2
tr
[(̂
Σm
)−1
Y˜TmA
−1
m
∂Am
∂θ
A−1m Y˜m
]
,
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and
∂g(θm)
∂mk
=
(
∂g(θm)
∂rm,1
, . . . ,
∂g(θm)
∂rm,d
,
∂g(θm)
∂ǫm
)∣∣∣∣∣∣
mk
.
Now, let us look at the second term of Eq. (C.10). Recall that qk =
∑L
j=1 ω
2
jq
′
k j
was defined in Eq. (4.86), where q′
k j
= N(mk; m j, (σ2k + σ2j)I),
∂qk
∂ml
=
∂
∑L
j=1 ω
2
jq
′
k j
∂ml
=

−∑Lj=1 ω2jq′l j ml−m jσ2
l
+σ2
j
, l = k
−ω2
k
q′
kl
ml−mk
σ2
l
+σ2
k
, l , k.
This completes the calculation of all the terms needed in Eq. (C.10) to evalu-
ate ∂L1[q]
∂mk
. Next, let us discuss how to calculate ∂L2[q]
∂σk
. Starting from Eq. (4.90), we
can derive that:
∂L2[q]
∂σk
=
1∑L
l=1 ω
2
l
ω2kσktr(Hk) −
1
(
∑L
l=1 ω
2
l
)2
L∑
l=1
ω2
l
ql
∂ql
∂σk
. (C.11)
For the first term, we can write:
tr(Hk) =
∂2g(θm)∂ǫ2m +
d∑
i=1
∂2g(θm)
∂r2
m,i

∣∣∣∣∣∣∣
mk
.
Each term of θ ∈ θm in the above equation is calculated as follows:
∂2g(θm)
∂θ
∣∣∣∣∣∣
mk
= −q
2
tr
(
A−1m
∂2Am
∂θ2
− A−1m
∂Am
∂θ
A−1m
∂Am
∂θ
)
+
1
2
tr
[(̂
Σm
)−1 (
Y˜TmA
−1
m
∂2Am
∂θ2
A−1m Y˜m − 2Y˜TmA−1m
∂Am
∂θ
A−1m
∂Am
∂θ
A−1m Y˜m
)]
.
The second term in Eq. (C.11) can be obtained as:
∂ql
∂σk
=
∂
∑L
j=1 ω
2
j
q′
l j
∂σk
.
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If l , k, then
∂ql
∂σk
=
∂(ω2
l
q′
lk
)
∂σk
= ω2l
∂
∂σk
[
(2π)−
d+1
2 (σ2k + σ
2
l )
− d+1
2 exp
(
−(mk −ml)
T (mk −ml)
2(σ2
k
+ σ2
l
)
)]
= ω2k
(2π)− d+12 ∂(σ2k + σ2l )−
d+1
2
∂σk
exp
(
−(mk −ml)
T (mk −ml)
2(σ2
k
+ σ2
l
)
)
+(2π)−
d+1
2 (σ2k + σ
2
l )
− d+1
2
∂
∂σk
exp
(
−(mk −ml)
T (mk −ml)
2(σ2
k
+ σ2
l
)
)]
= ω2k
[
(2π)−
d+1
2
(
−d + 1
2
(σ2k + σ
2
l )
− d+3
2 2σk
)
exp
(
−(mk −ml)
T (mk −ml)
2(σ2
k
+ σ2
l
)
)
+(2π)−
d+1
2 (σ2k + σ
2
l )
− d+1
2 exp
(
−(mk −ml)
T (mk −ml)
2(σ2
k
+ σ2
l
)
) ‖mk −ml‖22σk
(σ2
k
+ σ2
l
)2
]
= ω2k
[
−q′lkσk
d + 1
σ2
k
+ σ2
l
+ q′lkσl
‖mk −ml‖22
(σ2
k
+ σ2
l
)2
]
= −ω2kq′lkσk
[
d + 1
σ2
k
+ σ2
l
− ‖mk −ml‖
2
2
(σ2
k
+ σ2
l
)2
]
.
Similarly, we can derive the l = k case:
∂qk
∂σk
=
∂
∑L
j=1 ω
2
jq
′
k j
∂σk
= −
L∑
j=1
ω2jq
′
k jσl
 d + 1σ2
k
+ σ2
j
− ‖mk −m j‖
2
2
(σ2
k
+ σ2
j
)2
 .
Finally, to calculate ∂L2[q]
∂ωk
, we proceed as follows:
∂L2[q]
∂ωk
=
2ωk∑L
l=1 ω
2
l
[
g(mk) +
σ2
k
2
tr(Hk)
]
− 2ωk
(
∑L
l=1 ω
2
l
)2
L∑
l=1
ω2l
[
g(ml) +
σ2
l
2
tr(Hl)
]
+
4ωk
(
∑L
l=1 ω
2
l
)3
L∑
l=1
ω2l ln ql −
1
(
∑L
l=1 ω
2
l
)2
L∑
l=1
∂ω2
l
ln ql
∂ωk
,
where
∂ω2
l
ln ql
∂ωk
=

2ωk ln qk, l = k
ω2
l
q′
lk
ql
, l , k.
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