Using the recently introduced concept of homogeneous indices, we obtain a generalization to descriptor systems of the Brasch-Pearson Theorem for pole placement by dynamic compensation.
I. INTRODUCTION
This paper is an abridged version of [9] . Complete proofs can be found in this reference.
There has been a continuing interest in descriptor systems, i.e. generalized linear models of the form
EZ(t) = A z ( t ) + Bu(t) y(t) = C z ( t ) (1)
where E , A , B, C are constant matrices of dimensions n x n, n X n, n X m, p x n, and E is possibly singular. (See e.g. where 6 is a real parameter and F is a gain matrix. Analogous CRPD output feedback is obtained by replacing x and z with y and y in (2).
The purpose of the present paper is to show how the approach in 141 can be extended to include dynamic compensation. Recently, we introduced the concept of homogeneous indices [5] , a generalization of the concept of Kronecker indices. Using the homogeneous indices, we will derive a generalization to descriptor systems of the well-known result of Brasch and Pearson [6] concerning pole placement by dynamic compensation for regular state-space systems:
Theorem [Brasch-Pearson [6b: Let ( A , B , C) be controllable and observable, and let u denote the observability index of ( C , A ) .
Let A be a self-conjugate set of n + u -1 complex numbers. 
BACKGROUND
We briefly review terminology and results from [4] and [5] which will be needed in the sequel. However, some of the notation to be used differs from that in these references. We refer to (1) as a regular system if E is nonsingular, a singular system if E is singular, and an admissible system if I sE -A I$ 0. A regular system is always admissible, but a singular system may or may not be admissible.
Let g(n) := { ( E , A ) E r t n X n X a n x n ) ,~( n ) x n t p X n , C(n) x RnXm x Rpxn, and Ce(n) X IRnxm X I R p X n respectively. Note that Co(n,m,p) consists of those systems (1) which are regular.
Next, we define a group of symmetries of the covering {Ee (n)}, transformations which map these subsets into each other.
For each 4 E R, define a mapping Rg : c ( n ) + c ( n ) by
Rg ( E , A ) := (cos 4E + sin +A, -sin 4 E + cos 4A). It is easy to check that (Rg)-' = R-g. The set E ( . ) of admissible systems is invariant under Rg, and Rg maps Ce(n) isomorphically onto Ce++(n).
For our purposes, it is useful to have a definition of system eigenvalue which treats all the points in the extended complex plane in a symmetric manner. This leads us to a definition given in [4] for the multiplicity of 03 as a system eigenvalue which is different from that which is commonly used. It is usual to say that a is a finite eigenvalue of multiplicity q of ( E , A ) E E ( . ) if 0 is an eigenvalue of algebraic multiplicity q of the matrix aE -A. If E is singular, then 03 is an eigenvalue of ( E , A ) , and its multiplicity is defined to be rank E -deg det (8E -A ) -i.e. the number of independent impulsive modes. Thus, according to these usual definitions, ( E , A ) has rank E eigenvalues, counting multiplicities.
To understand the different definition which we employ, it is useful to recall the identification of the extended complex plane, 
6)
Let ( E , A ) E E(.). We will say that [(X,p)] E GP(1) is a system eigenvalue of ( E , A ) if and only if 0 is an eigenvalue of the matrix XE-pA. In this case, we define the multiplicity of [ ( X , p ) ] to be the flgebraic multiplicity of 0 as an eigenvalue of XE-pA. If ( X , p ) -(X,P), then 0 is an eigenvalue of XE-pA of multiplicity q if and only if 0 is an eigenvalue of AE-PA of multiplicity q. Thus, the system eigenvalues and their multiplicities are well-defined.
Since [(X, p)] is identified with the extended complex number a = X/p, we will also refer to a as a system eigenvalue of multiplicity q when ((X, p)] is such. I f p # 0, then a is a (finite) complex number and is a system eigenvalue of multiplicity q if and only if 0 is an eigenvalue of a E -A of multiplicity q. This coincides with the usual definition of a finite eigenvalue of a generalized linear system. If p = 0, then Q = 00 and is a system eigenvalue of multiplicity q if and only if 0 is an eigenvalue of E of multiplicity q. It follows easily (for example, using the Weierstrass decomposition) that the total number of system eigenvalues (according to our definition) is n regardless of the value of rank E. If E is singular, this is greater than the number of independent dynamic modes. However, this alternative definition of system eigenvalue is very useful for control synthesis Let 2 2 be a minimal degree solution which is linearly independent over R[A,p] of 11. Let ZQ be a minimal degree solution which is linearly independent of ( z 1 , z z ) . Proceeding in this way, we obtain a sequence z1, ... , zp ( q < n + m ) of solutions, which we refer to as a fundamental series of solutions of ( 5 ) . The degrees 61 < . 5 6, of z 1 , . -, zq are independent of the choice of fundamental series. We refer to ( 6 1 , . , 6,) as the homogeneous indices of the system ( E , A , B ) . ( E , A , B ) and ( E , A , B ) have the same set of homogeneous indices.
Proposition 3 !51: Let ( E , A , E ) f $(n,rn) and let (&,A) :=

Rd(E,A). Then
ProDosition 4 !51: Let ( E , A, B ) be a controllable regular system.
Then the homogeneous indices of ( E , A , B ) are equal to the Kronecker indices of ( E -' A , E -' B ) .
Let (C, A ) be an observable pair. The observability index of ( C , A ) is defined [8] 
III. MAIN RESULTS
To motivate the generalization which will be derived, we make the following three observations on the nature of the BraschPearson Theorem: (1) It concerns systems belonging to the set Co(n, m , p ) of regular systems, an open and dense subset of the space x ( n , m , p ) of admissible systems. (2) It establishes pole-assignability on the extended complex plane with one point deleted, namely the point at infinity: (3) The upper bound on the order of the dynamic compensator is one less than the observability index of ( C , A ) -i.e., one less than the largest homogeneous index of the system ( I , A', C').
Our first result establishes pole placement using a generalized dynamic compensator and constant-ratio proportional and derivative connections. the resulting closed-loop composite system has A as its set of eigenvalues.
Remark 2: For each fixed choice of 0 , the result in Theorem 1 is analogous to the Brasch-Pearson Theorem: It establishes pole assignment for the controllable and observable systems belonging to the open and dense subset z e ( n , m , p ) , and the poles can be placed anywhere in the extended complex plane with one point deleted (namely ctnB). The upper-bound on the dimension of the compensator is one less than the largest homogeneous index of the dual system. In the special case when B = 0, Theorem 1 reduces to the Brasch-Pearson Theore'm. Since { C e ( n , m , p ) : covering of C ( n , m , p ) , Theorem 1 applies t o every admissible generalized linear system which is controllable and observable. In fact, since an admissible system ( E , A, B, c)   belongs to C s ( n , m , p ) for all but at most finitely-many values of 0 in [O,r), we can always choose 0 to be arbitrarily small, in which case the derivative terms in the CRPD connections in (6) can be regarded as small perturbations.
For a given 6 (such that ( E , A ) E C e ( n ) ) , the closed-loop system eigenvalues can be placed arbitrarily in the extended complex plane except at the point ctn 6. In particular, we can require that all the closed-loop eigenvalues be finite. Then the closed-loop composite system is a regular system. However, it is conceivable that the compensator
could turn out to be a singular system, even when the closed-loop composite system is regular. We will show that it is possible to achieve approximate eigenvalue assignment with arbitrary me-& subject to the additional condition that the compensator dynamics (8) be regular. In order to prove this, we need a preliminary result which establishes that the system eigenvalues, as we have defined them, depend continuously on the system matrices.
We begin by describing the natural topology on the space of all possible sets of system eigenvalues. For each ( E , A ) E C ( n ) , o ( E , A ) denotes the set of system eigenvalues (counting multiplicities), an unordered set of n extended complex numbers, with repetitions allowed. Consequently, it is the space of all such sets which we must topologize.
Let ( X , p x ) be a metric space, and let X, denote the set consisting of all sets (21, * -, z, J of n possibly repeated elements from X. Define a metric i on X,, by The standard gap metric on CP(1) [8] induces a metric on X by the requirement that the map i be an isometry.
We are now prepared to prove that the set u ( E , A ) of system eigenvalues depends continuously on the admissible generalized linear system ( E , A ) .
Lemma 1: The map u : E(.) + X, is continuous.
The preceding result illustrates one of the motivations for our unconventional definition of the multiplicity of 03 as a system eigenvalue. (See the discussion in Section 2). With the conventional definition, even the cardinality of the set of system eigenvalues (which would be rank E ) is discontinuous at every singular system ( E , A ) .
We will now show that approximate eigenvalue assignment with arbitrary precision is possible while satisfying the additional requirement that the compensator dynamics be regular. Given any positive integer k, let p' denote the induced metric on Xk.
Theorem 2: Let ( E , A , B, C) E C e ( n , m , p ) be controllable and observable, and let Y be the largest homogeneous index of (E', A', C'). Let A be a self-conjugate set of n + v -1 numbers from ~U { C Q } -{ctn e}, and let e > 0 be given. Then there exists 6 > 0 such that for every 4 satisfying 0 </ 4-6 )< 6, there exists a (Y -1)-dimensional dynamic compensator --
