The vertex boundary-width problem (for short VBWP) is to determine the value of vbw(G) = max 1
Introduction
The vertex boundary-width problem (for short VBWP) is to determine the value of the following function for a given graph G = (V , E):
|N(S)|,
where N(S) = {v / ∈ S|v is a neighbor of u for some u ∈ S}. In this paper, we show that
where T (k, d) denotes the complete k-ary tree of depth d (The depth of complete k-ary tree is the length of a path from the root to a leaf.).
Relations to other topics
VBWP is a branch of the discrete isoperimetric problem which can be described as follows: suppose that we are given:
• a set A of ground objects, • a set B of boundary objects, and • a boundary function : 2 A → 2 B .
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0012-365X/$ -see front matter © 2007 Elsevier B.V. All rights reserved. doi:10.1016/j.disc. 2007 .05. 014 The discrete isoperimetric problem is to minimize | (U )| over all subsets U ⊆ A of size , for a given integer , that is, in discrete isoperimetric problems ideally we would like to get the function f (G, ) = min
S⊆V , |S|= | (S)|,
however, when it is hard to obtain the function, we would like to have a lower bound function
Such an inequality is called an isoperimetric inequality.
Example.
1.
• The ground objects: the set B n of all n-dimensional vectors in {0, 1} n .
• The boundary objects: the set B n .
• The boundary function: for a subset S ⊆ B n , (S) is defined as {v / ∈ S|∃u ∈ S s.t. d(v, u) = 1}, where d(v, u) denotes the Hamming distance between v and u. 2.
• The ground objects: the power set P (X) of a set X with n elements (i.e. P (X) = 2 X ).
• The boundary objects: the power set P (X).
• The boundary function: for a subcollection S ⊆ P (X), (S) is defined as the collection {T / ∈ S|∃S ∈ S s.t. |T S| = 1}, where T S denotes the symmetrical difference of S and T. 3.
• The ground objects: the vertex set V of the n-dimensional hypercube.
• The boundary objects: the vertex set V.
• The boundary function: for a subset S ⊆ V , (S) is defined as {v / ∈ S|v is a neighbor of a vertex in S}.
Clearly those examples are essentially the same as each other although they have different appearances. As shown in the example, a discrete isoperimetric problem has appeared in a number of different contexts such as vectors, sets, or graphs. Discrete isoperimetric problems in the context of graphs can be classified into two types depending on their boundary objects. One is vertex isoperimetric problem and the other is edge isoperimetric problem. VBWP is strongly related to the vertex isoperimetric problem. The vertex isoperimetric problem and their isoperimetric inequality have been studied for several classes of graphs, mainly product graphs such as hypercubes (Cartesian product of K 2 ) [6, 8] , grids (Cartesian product of a path) [3, 16] , and hamming graphs (Cartesian product of a complete graph) [9] , and a number of techniques have been developed (for surveys see, e.g. [1, 10, 13] and also Appendix in [9] ).
Relations to other graph parameters
The graph parameter vbw can be often found in the literature on the bandwidth minimization problem. The bandwidth minimization problem is, for a given graph
The bandwidth of a graph G, denoted by bw(G), is defined as bw(G) = min f bw f (G). It is known that vbw(G) bw(G) for any graph G, and the relation vbw(G) bw(G) is referred as Harper's bound [5, 17] . The relation, however, can be refined by using another graph parameter vs(G), into a relation vbw(G) vs(G) bw(G). 1 The graph parameter vs(G) is called vertex separation number of G and defined as minimum of vs f (G) over all bijections f : V → {1, . . . , |V |}, where vs f (G) denotes max 1 i |V | |{u ∈ V |f (u) i and ∃v ∈ V such that {u, v} ∈ E and i < f (v)}|.
To see the relation between vbw and vs intuitively, we extend the notion of vertex separation number to that of k-weak vertex separation number as follows: the k-weak vertex separation number of G, denoted by k-wvs(G), is defined as minimum of wvs (u) i and ∃v ∈ V such that {u, v} ∈ E and i < f j (v)}|. So 1-wvs(G) is just vs(G) and |V |-wvs(G) is just vbw(G), and from this definition, we can easily see that vbw(G) is a lower bound of vs(G). In a similar fashion, we can see a relation between edge boundary-width ebw(G) (which is defined analogously to vbw) and cutwidth cw(G), i.e. ebw(G) cw(G) (see [2] ).
To consider a situation where vbw(G) = vs(G), we review the notion of nested solutions which can be found in the literature on discrete isoperimetric problems in the context of graphs (see e.g. [2, 9] ). A set S ⊂ V is called an -solution (or simply solution) if |S| = and S minimizes the boundary function (S) (over all sets of vertices). Let {S 1 , . . . , S n } be a set of solutions such that S be an -solution for each ∈ {1, . . . , |V |}. Such an set {S 1 , . . . , S n } is said to be nested solutions if S 1 ⊂ S 2 ⊂ · · · ⊂ S n holds. It is easy to see that if G has a nested solutions then vbw(G) = vs(G). From this simple observation, for example, since any hypercube has a nested solutions (see [8] ), we have that vbw(H ) = vs(H ) for any hypercube H (cf. [4] ).
Definitions and notation
Let G be a graph. The set of vertices of G is denoted by V (G) and the set of edges is denoted by E(G). Throughout the paper, we omit G when it is clear from the context, for example,
prefer to use (S) rather than N(S).
Let R be an equivalent relation on a set A. In this paper we denote the equivalence class of an element a of A with respect to R by [a] R . For trees we denote isomorphism, root preserving isomorphism, root and color preserving isomorphism by ∼, ∼ r , and ∼ r,c , respectively.
Results
In this section, we show the following theorem:
How many integers can be realized by a representative tree?
Let S be a subset of V (T (k, d) ). Color the vertices in (S) with red and the remaining vertices with blue. A colored and rooted subtree A S of T (k, d) is the associated tree of S if A S is the minimum subtree spanning the root and all the vertices in (S). For an associated tree A S , we consider the equivalence class [A S ] ∼ r,c as a rooted and colored tree T such that T∼ r,c A S , and we call T the representative tree of [A S ]. To denote such a representative tree, we use sans serif letters such as T, T 1 and T . We refer to the number of red vertices in T as the cost of T.
Example. Fig. 1 illustrates an example for associated trees and a representative tree, in the case of d = 3 and k = 2. For the sets S and U (both are marked with the dotted boxes), A S ∼ r,c A U holds (note that |S| = |U |). T is the representative tree of A S and also of A U , and its cost is 3.
For a positive integer , a subset S of V (T (k, d) ) is a realizer of on T if |S| = and A S ∼ r,c T. We say that a representative tree T can realize an integer if there exists a realizer S of on T. Note that A S ∈ [A U ] does not imply |S| = |U |, so T can realize many integers in general. We denote the set { |T can realize } by I T .
Example. The representative tree T depicted in Fig. 2 can realize integers I T = {3, 4, 5, 10, 11, 12} in the case of d = 3 and k = 2. A vertex marked with a square (diamond) indicates a vertex in a realizer.
For a subset S of V (T (k, d)), let C S denote the set of connected components of the graph obtained from T (k, d) by deleting the vertices (S).
Let I S denote the set {i ∈ N + |∃D ⊆ C S such that i = C∈D |C|}.
Remark 1. Let S and U be subsets of V (T (k, d)) such that A U ∈ [A S ].
Then there exists a one-to-one correspondence between the sets C U and C S such that C S i ∼ C U i holds for every element C S i in C S and its corresponding element C U i in C U . Thus I U = I S holds. Example. In Fig. 3 , C S is the set 
Proof. Let S be a realizer on T. Then | (S)| (i.e. the number of red vertices) is c.
Since |I S | is at most 2 |C S | and from Proposition 2, we have that
How many integers can be realized by a representative reduced tree?
We refer to the following operation on representative trees as reduce operation: for a non-root blue vertex u of degree 2, delete u, and add the edge between the two neighbors of u. Let T be a representative tree. A colored and rooted tree R T is the minimum reduced tree of T if R T can be obtained from T by applying reduce operations until no more reduced operations are applicable. For a reduced tree R T , we consider the equivalence class [R T ] ∼ r,c as a rooted and colored tree T such that T∼ r,c R T , and we call T the representative reduced tree of R T . To denote such a representative reduced tree, we use calligraphic letters such as T, T 1 and T . We refer to the number of red vertices in T as the cost of T. Note that T is associated with k and d implicitly. We say that a representative reduced tree T can realize an integer if there exists a representative tree T such that T can realize and T∼ r,c R T , where R T is the minimum reduced tree of T.
Example. The representative reduced tree T depicted in Fig. 4 can realize the integers {1, 2, 3, 4, 5, 8, 9 , 10, 11, 12} in the case of d = 3 and k = 2. Proof. Let T T denote the set {T|T is the representative reduced tree of R T , R T is the minimum reduced tree of T}. In order to restore T to a representative tree T in T T , one can insert at most d − 1 blue vertices into the edges. (Note that no vertex could be inserted into some edges.) Hence, from Proposition 3, there are at most d 2c−1 ways for the restoration. Thus the lemma follows from Lemma 1.
How many integers can be realized by all the representative reduced trees with cost c?
Lemma 3. The total number of integers that can be realized by all representative reduced tree with cost c is at most
Proof. Let us count how many representative reduced trees with cost c there are. From Proposition 3, such trees have at most 2c vertices. It is known that the number of ordered rooted trees of n edges is given by the n-th Catalan number cat(n) = 2n n /(n + 1) 2 (see e.g. [7, 14] ). Thus there are at most such trees. Hence from Lemma 2, the number of integers each of which can be realized by a representative reduced tree with cost c is at most 2 6c
For simplicity, denote vbw(
, there exists a realizer of with at most cost x. So can be realized by a representative reduced tree of cost at most x. Therefore, from Lemma 3, we have the following inequality:
As a result, by solving the inequality, we have Theorem 1.
A naive upper bound
From the observation discussed in the following example, we can see that d vbw (T (k, d) ). Example. The Algorithm greedyVBW outputs the size of a realizer of . For example, greedyVBW returns 3 for = 90, k = 3, d = 4. A realizer obtained indirectly from the calculation process and its boundary are indicated by black vertices and gray vertices marked with circles in Fig. 5 , respectively. It is not difficult to see that we can take such a 2 It is known that c 1 n n −3/2 and c 2 4 n n −3/2 are asymptotic approximations of rooted unordered trees of n vertices and rooted ordered trees of n vertices, respectively, where = 2.955765 . . ., c 1 ≈ 0.4399, c 2 ≈ 0.1410 (see [15, Chapter5] ). So there is no significant improvement even if we apply the asymptotic approximations of rooted unordered trees instead of that of rooted ordered trees. boundary (like gray vertices marked with circles in Fig. 5 ) from a path between the root and a leaf. Thus the output of greedyVBW must be at most the depth d.
Algorithm

