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Introduction
Bayesian probability is an interpretation of the concept of probability, in which, instead of frequency or propensity of some phenomenon, assigned probabilities represent states of knowledge or belief [1] .
The Bayesian interpretation of probability can be seen as an extension of propositional logic that enables reasoning with hypotheses, i.e., the propositions whose truth or falsity is uncertain. In the Bayesian view, a probability is assigned to a hypothesis, whereas under frequentist inference, a hypothesis is typically tested without being assigned a probability [1] .
Bayesian probability belongs to the category of evidential probabilities; to evaluate the probability of a hypothesis, the Bayesian probabilist specifies some prior probability, which is then updated to a posterior probability in the light of new, relevant data (evidence). The Bayesian interpretation provides a standard set of procedures and formulae to perform this calculation [1] .
The term "Bayesian" derives from the 18th century mathematician and theologian Thomas Bayes, who provided the first mathematical treatment of a non-trivial problem of Bayesian inference. Mathematician Pierre-Simon Laplace pioneered and popularized what is now called Bayesian probability [1] .
Broadly speaking, there are two views on Bayesian probability that interpret the probability concept in different ways. According to the objectivist view, the rules of Bayesian statistics can be justified by requirements of rationality and consistency and interpreted as an extension of logic. According to the subjectivist view, probability quantifies a "personal belief" [1] .
My first impression when I wrote this paper was to do what I said I was going to do which is produce a Bayesian parameter estimation algorithm combined with Markov Chain, Monte Carlo global search [3] - [6] to defeat interference and/or jamming and significantly improve the performance of a double-dwell structure; i.e., focus more or less on the mechanics of the problem which is more or less what my co-author (Matthew Bromberg and I have done in the past) [3] - [6] .
What was the main weakness with this approach; i.e., with the approach that we took in the past?
First, I believe that our approach in the past lacked tremendous insights. Hence, I changed the focus of the approach from focusing on the mechanics of the problem to focusing on obtaining tremendous insights and then evaluating the mechanics and the results of the past approaches [3] - [6] .
Second, should the assumptions of the noise distribution change, the previous approach will require the researcher, scholar, scientists under frequentist inference to reproduce new mechanics and interpret the results solely from the point of view of the mechanics of the problem. On the other hand, the new approach presented in this paper, should the assumptions of the noise distribution change, the new approach will provide tremendous insights even before the mechanics have been fully understood and developed. This is even more important when the mechanics of the problem require very difficult numerical computations resulting from extremely difficult analytical derivations.
The main purpose of this paper is to provide insights as to whether a Bayesian parameter estimation algorithm combined with Markov Chain, Monte Carlo global search [3] - [6] is a suitable algorithm to improve the performance of a double-dwell structure (DDS) [7] against interference and/or jamming.
The Bayesian parameter estimation consists of producing a Journal of Geolocation, Geo-information, and Geo-intelligence 73 posterior probability density function (pdf) for a scalar argument or a posterior complex matrix variate pdf (or cumulative distribution function (cdf)) based on certain hypothesis or assumptions of prior distributions [8] in our case the noise interference distribution.
In our previous approach of the Bayesian parameter estimation algorithm we made the assumption that the interference distribution was Complex Normal (or Gaussian) Matrix Variate Interference Distribution [3] - [6] . However, we were unable to produce the complex matrix variate Bayesian posterior distribution because it required full integration based on the distribution of the signal model that we did not have. In this paper we have produced the complex matrix variate signal distribution and then we have produced the complex matrix variate posterior distribution based on the assumption (or hypothesis) of Complex Gaussian (or Normal) Matrix Variate Interference Distribution.
Future simulation results will validate the theory and re-interpret the simulation results we produced in the past [3] - [6] . Hopefully, we can publish this paper soon. This is really the end of part 1.
In part 2 of this publication, as part of future work, we will show to how produce the complex matrix variate Bayesian posterior density based on the Complex Matrix Variate Signal Distribution that we have produced in this paper and either the
Complex Matrix Variate Bessel Interference Distribution or

Complex Matrix Variate Parabolic Function Interference
Distribution.
This paper is organized as follows: Brief introduction of DDS is discussed first. Signal model and complex matrix variate signal distribution is present second. Complex Bessel or parabolic function interference distribution is depicted third.
Complex normal interference distribution is analyzed fourth.
Conclusion is given in afterwards along with a list of references.
At the end of the paper Appendix A discusses the equivalence of the MLE with the Bayes parameter estimation and Appendix B contains derivation of (167).
Brief introduction of DDS
In this section, a brief introduction of DDS in GPS signal acquisition is discussed because of the obvious advantage of DDS lies in reducing the average acquisition time by lowering "penalty" time caused by false alarm (FA) and tracking loss (TL) [7] . DDS consists of a 2-tier GPS signal detection structure that works simultaneously because the probability of a 2-tier detection structure encountering FA is much smaller than that of a single structure; i.e., one detection structure works effectively even if FA or TL happens in the other structure. [7] .
By comparing and contrasting the two combination methods (or subsystems), the hardware resource in module is not utilized. Therefore, parallel method (or subsystem) is preferred in this paper [7] . Figure 1 illustrates the parallel block diagram of a DDS based GPS signal acquisition; i.e., the DDS without interference and/or jamming [7] .
The traditional (or conventional) DDS is not a good solution to acquire GPS signal. The unfitness of conventional structure lies in two aspects: considering the discussions on GPS signal pseudorandom code carrier phase domain search in Fig. 1 , the carrier frequency domain search was not considered; the cascade form is studied in the existed DDS [7] with coherent accumulation (CAC) structure taken as the first tier and non-coherent accumulation (NCAC) as the second one. What is the man issue with the conventional DDS? Since, the first tier of the conventional DDS is CAC then conventional CAC is sensitive to both large Doppler shift and data bit transition.
In order to overcome this issue, in this section, the mixed parallel DDS is proposed which consists of differential coherent accumulation (DCAC) and NCAC, which enables small probability of miss detection and a significant reduction of the average acquisition time [7] ; because DCAC based GPS signal acquisition scheme possesses better Doppler shift tolerance than NCAC, which means that the detection statistics of DCAC based acquisition scheme outperforms the ones of NCAC: at huge Doppler shift and due to lack of sensitivity to data bit transition or the carrier phase transition. On the other hand, when encountering small Doppler shift, NCAC based acquisition scheme can generate higher accumulation gain in SNR producing a difference in detection performance as illustrated in Fig. 1 [7] .
Due to advantages in different aspects of the detection performance, DCAC and NCAC based GPS signal acquisition schemes are employed in the two modules respectively [7] .
In the environment with huge Doppler shift, DCAC module can achieve coarse GPS signal acquisition; afterwards, NCAC module performs accurate acquisition on GPS signal in the condition of small Doppler shift [7] .
So far we briefly discussed the main advantages of the mixed parallel DDS. What are the main disadvantages of the mixed parallel DDS? There appear to be two main disadvantages.
The first disadvantage has to do with the unequal complexity of the noise model [7] . If we compare and contrast the noise model of NCAC and CAC with DCAC, they vary significantly both in terms of simplicity vs. complexity in notation (or closed form expression) and numerical computation [7] . The noise models of CAC and NCAC can be described very easily by means of closed form expressions of well-known functions such a normal distribution, Rayleigh, Rician, Logonormal, etc.
[9]- [11] ; hence, they can be computed easily by means of commercially available software such as MATLAB 2017a or earlier versions. The description of noise models of DCAC;
however, requires significantly more complicated closed-form expressions of PFA or PMD by means of Bessel function distribution models [12] or parabolic function distribution models [13] whose cdf are currently not well understood because they require the computation of functions such as Kampé de Fériet functions of scalar or matrix argument and even Jack functions of scalar or matrix argument. The level of expertise required performing the noise modeling and processing for DCAC modules is much higher than for both/either NCAN and/or CAC.
Even if we were able to manage the first disadvantage it is the second disadvantage that is even more problematic. The second disadvantage has to do with the unequal susceptibility against interference and/or jamming [7] , [9] - [26] . With this paper we make the first attempt trying to exploit this unequal susceptibility against interference and/or jamming which will produce a revolutionary understanding both in terms of the analytically explained and understood mathematics or notation [20] .
The main purpose of the this paper is to produce an understanding from the Bayes theorem by means of constructing a linear signal model and then producing the complex matrix variate signal distribution. Further details of the Bayes theorem and its understanding are discussed later in the paper.
Linear Signal Model
The statistical linearized DDS signal model of our proposed Bayesian receiver takes the form of [3] , [15] ( ) = ∑ ( ) ( )
where is the number of satellite emitters, is the complex, The GPS C/A-code waveform transmitted from a kth GPS satellite ( ) is given by Progri 2017 [16] 
where is the time of transmission of the kth GPS signal and is given by [20] 
is the receiver time and is the time of flight, is the sampling period, ( ) is pseudorandom code at time , is pseudorandom sequence repetition period, which for the GPS L1 or L2 [11] is the C/A code with code repetition sequence period at 1 ms, , are integers, is the residual code phase, L is the carrier frequency which for GPS is L1 = 1575.42 MHz, L2 = 1227.6 MHz, or L5 = 1176.42
MHz, (⌊ ⌋ D ) is the data bit transition for satellite k spread by the code (⌊ ⌋ ) [16] and is the period when a data bit transition occurs (for the GPS L1 data case, it is equal to 20 ms), 0 is some initial carrier phase of the signal; and the index k changes from {1,2, ⋯ , }. Furthermore [ ] C and [ ] D are given by [20] 
Substituting (4) through (7) into (3) then we obtain
Or
where ( , ) is the total phase given by
where is a component of the total phase due to carrier frequency minus the contribution from the code repetition cycles = 2πL ( − ) (11) where ∆ ( , ) is the fractional phase given by
This is just to show that what we did in the past was the use of a wrong model because it ignored other contributions. Next, we assume that the carrier frequency L can be modeled as
where is the frequency offset of the kth satellite which is also an unknown parameter.
In this publication we are going to compute the distribution of the phase signal ( , ) not the distribution of ( , )
This concludes the discussion of the signal model.
Complex Matrix Variate Signal Distribution
In order to produce the Complex Matrix Variate Signal Distribution we need first to produce an understanding of the Complex signal distribution which is presented next.
Complex Signal Distribution
The first task is producing a distribution for the complex signal [ , , ( )] based on the prior distributions of , , and ( ).
For our prior distributions we choose to be uniformity distributed between [0, ], which symbolically can be written
where is the defined as the chipping period and since we can only determine our propagation delay modulo the time duration of a GPS CDMA spreading code [20] ; ∈ unif[− , ] Hz and ( ) is uniformly distributed among the members of the QPSK constellation. The coarse propagation delay can be decoded from the information symbols [5] . The Doppler frequency is typically in the range of 5,000 or some other constant value.
Let us produce the distribution of the total phase ( , )
based on the prior distributions of ∈ unif[0, ] and
- [6] we have considered special cases of the fractional phase model given by (12) .
Next, if we define a variable as = − (15) then we have the distribution of the time of transmission, , and carrier frequency, , of the kth GPS signal as follows
Furthermore, let be defined as = (17) we get
One can easily produce a sketch of the integration limits as follows:
where, 0⋯3 , are defined as follows
Finally, Φ ( ) can be obtained from
Where and take on the following values based on the interval of
where
Since, L is the dominant factor then Φ ( ) is really
Hence, for most practical purposes the distribution of Journal of Geolocation, Geo-information, and Geo-intelligence 77 ( , ) it is equal to the distribution of 0 ; hence, the distribution of the complex signal is reduced to a distribution of a real signal amplitude. This result is actually revolutionary.
Based on the derivations of G.R. Cooper, C.L. McGillem 1999 [41] pp 95-97 we obtain the pdf of the signal amplitude or the probability of the code as
Hence, the probability of the signal is equal to the probability of the signal code ([ ] ) as we have ignored the probability of the data ([ ] ) as = and an integer much greater than one; i.e., ≫ 1.
Finally, we are able to produce for the first time the probability of the signal as ( , , ) as follows:
From where we can compute the cdf of the signal ( , , ) 
Complex Matrix Variate Signal Distribution
The GPS satellite complex matrix signal consists of code division multiple access (CDMA) modulated, quadrature phase shift keying (QPSK) symbols that are assumed to be both time and frequency shifted. In general we can model this signal can be written in matrix form as [3] -
where is an × element complex matrix whose nth row is given by H ( ) from (1), is an × signal matrix whose ( , ) th entry is given by * ( ) , is an × complex matrix whose kth row is ( ) and is the × complex interference matrix whose nth row is given by H ( ).
Since, the distribution of the signal values is real, not complex, then the complex matrix variate signal distribution, ( ) , is really the real matrix variate signal distribution,
, whose elements take only two real values {−1, +1}. Hence, the complex matrix variate signal pdf, ( ),
is the product of all the signal pdfs of the complex value , ( ), as follows
Let us define with as the following 2 × 2 diagonal
And as the following 2 × 2 diagonal matrix
Hence, substituting (37) and (38) into (36) we obtain
where ⊗ denotes the Kronecker or Tensor Product (see Progri 2018 [14] ) and where ∏ ⊗ =1 is defined as
Using the properties of the Kronecker product we can write
which is equivalent with
Substituting (43) and (44) 
Next, we define the Dirac delta function of matrix argument as follows Zhang 2016, pg. 11, [43] :
Based on the definition of (46) we can easily obtain the following
where × ≡ is a matrix that contains all 1's. In general we make the following definition
where × is an × matrix that contains × {+1} elements and × − × {−1} elements in rows and columns as defined by the indices and .
Hence, based on the above definition of (48) we can write (45) as follows
such that ( ), ( ) are integers whose relation as a function of integer index is determined from ( ) + ( ) = × ≡ (50)
And ( ), ( ) are also integers whose relation as a function of integer index is as follows ( = 1) = , ( = ) = 0 (53)
The exact closed form expression of integers ( ), ( ), ( ), and ( ) is not important for now. We can investigate those details later. What is important is that we define the prior complex matrix variate signal cdf as follows:
Substituting (49) into (55) and then changing the order of summation and integration produces
Next, we define the Heaviside unit step function of matrix argument, ( ), as follows:
Substituting (46) into (57) and then changing the order of summation and integration produces
Equation (58) is closer to the definition of Heaviside unit step function of matrix argument given by Liu 2016, pg. 12 [44] if the signal matrix is Hermitian [26] . We have generalized the definition for any matrix as follows
Finally, substituting (58) into (56) produces for the first time the closed form expression of the prior complex matrix variate signal cdf as follows:
Equation (60) can be written much in the same way as we wrote the cdf of the complex signal distribution as follows:
Next, let us explore, ( ) more precisely let us exploit [ − ( )× ( ) ] for − ≤ < . From (59) [ − ( )× ( ) ] can be written as
However, since − ≤ < then
Next, substituting (63) into (61) yields
Equation (64) 
Complex Normal Interference Distribution
In this section we are going to discuss two important topics: (1) 
For estimation purposes we model as zero mean, complex
Gaussian noise, with variance 2 . The pdf for the interference random variable is given by ( ) [3] - [6] , [46] - [48] ( ) = (π 2 ) −1 e − −2 | | 2
This expression is called "circularly-symmetric" normal distribution because the pdf depends only on the magnitude of or | | but not on its argument arg( ) . As such, the magnitude | | of standard complex normal random variable will have the Rayleigh distribution and the squared magnitude | | 2 will have the exponential distribution, whereas the argument will be distributed uniformly on arg( )~[− , ) [49] .
Furthermore the relation to the real scalar normal distribution is as follows
Then if we make the substituting 
Complex Normal Matrix Variate Interference Distribution
For estimation purposes we model as zero mean, complex Gaussian noise, with autocovariance matrix : × . The pdf for the interference matrix is given by [3] - [6] , [46] - [48] ( ) = det(π ) − etr(− −1 H ) vvi 
If we allow differing from the identity matrix, then it is possible to derive algorithms that excise interference, including un-modeled satellite emitters, or hostile jammers. For this study, we initially consider white noise interference, and model as a scalar multiple of the identity matrix [3] .
Since we will largely employ Bayesian estimation to estimate, ( ), and , we provide the following pdf of the conjugate prior for the steering matrix :
where ̅ : × is a Bayesian nuisance hyper parameter which represents the mean matrix of the steering matrix .
and AA : K × K
The two-sided density for the steering vectors is needed in order to model spatial cross correlation via and inter-emitter correlation via AA . The covariance matrix is deliberately chosen to be the same as the interference covariance in (85), since the steering vector spatial covariance always converges to a multiple of this, as the collect time → ∞. AA on the other hand can be initialized to 0, but converges to times the joint GPS satellite covariance matrix. 
Complex Normal Interference Distribution
Initially we rewrite (35) 
Which is identical to 
Next we define ′ 2 ( ) = | | 2 + 2 (92)
Substituting (92) 
Typically we make the linear substitution
Hence, the products * and * can be written as
Hence, the following quantity is equal to
Next, we add and subtract ′ 2 ( )| ′ ̅ | 2 ( ) on the right side of (99) and then after we perform factorization we obtain
Equation (100) is equivalent with
Finally, the joint conditional pdf between the received random data symbol, , and the random steering scalar, , given the random signal, .
In order to compute conditional pdf, | ( | ) we need to make a reasonable good assumption about the interference variance 2 ; i.e., 2 | 2 ( −2 | 2 ) which is unknown and then perform the integration all over 2 as depicted in (104).
Complex Normal Matrix Variate Interference Distribution
Initially we rewrite (35) for computing the interference matrix 
Multiplying the pdf's from (106) Typically we make the linear substitution
Hence,
Hence, the term can be written as 
This concludes the derivations of the Bayesian Estimation.
Next we proceed with the Computation of Interference parameters.
Computation of Interference Parameters
Computation of interference parameters includes : (1) 
Computation of Interference Variance
The best and easiest assumption we can make for the unknown interference variance, 2 , is the exponential distribution as 
Next, we define the following quantity ( )
Next, if we integrate over 2 then we obtain the following
Next, employing the table of integrals (see [45] pg. 337, ex. 
And is the initial variance given by = 2 (136)
Hence, the formulas for updating the Bayesian hyper-parameters can then be written as
This concludes the derivations of the computation of interference variance 2 .
Computation of Interference Auto-Covariance Matrix : ×
The form of (123) admits a conjugate prior for , suitable for Bayesian parameter estimation. Assume therefore that is distributed according to the complex inverse Wishart, distribution [51] , [52] , for a block of samples, this can be written as [4] , [49] , [ [26] ], and Γ ( ) is the complex multivariate gamma function [54] which is defined as
The complex matrix variate [inverse] Wishart distribution [46] , [51] , [52] , [56] - [58] is a generalization of the matrix variate exponential distribution which also makes a lot of sense.
The second reason that we mentioned in (124) and (125) gave us tremendous insights into the integrity of (139) but at the same time into the physical interpretation of the complex matrix variate [inverse] Wishart distribution [46] , [51] , [52] , [56] - [58] not found anywhere else.
We now multiply the prior (123) into the right hand side of (139) and we obtain This concludes the derivations of the Computation of Interference Parameters. Next, we discuss the Bayes Theorem.
Bayes Theorem
Bayes 
Complex Normal Interference Distribution
We will use Bayes Theorem [3] - [6] and a set of uniform priors for our unknown parameters, , and ( ) to obtain the posterior density
Substituting (31) and (134) into (152) and performing the integration via the property of the delta function [42] we obtain the posterior density in closed form expression
Since, it turns out that This result shows that the posterior cdf, | ( | ) , is actually identical to the prior cdf as long as the noise (or interference) is normal or Gaussian
Equation (158) can also be written in compact form as
This result does not contradict the results of the prior publications [3]- [6] ; in fact, it enhances the understanding that we did not have prior to this result, which is that we do not gain any new information on obtain the posterior cdf | ( | ).
Hence, the best way of obtaining the unknown parameter [ ] and then of the is via the estimation of the autocorrelation function or via the maximum likelihood estimation that employs the use of the joint optimization of the autocorrelation function [20] . 
Complex Normal Matrix Variate Interference Distribution
We will use Bayes theorem and a set of uniform priors for our unknown parameters, , and ( ) to obtain the posterior density [3]-[6]
Substituting (45) 
Due to the equivalence of (45) and (49) the denominator of (161) can be written as 
By changing the order of summation and integration we obtain Hence, substituting (167) into (166) we obtain the following
Or the above result can be written in compact format as follows
Again, (169) does not contradict the results of the prior publications [3]- [6] ; in fact, it enhances the understanding that we did not have prior to this result, which is that we do not gain any new information on obtain the posterior pdf | ( | ) or cdf | ( | ). Hence, the best way of obtaining the unknown parameter, [ ] , and from which we derive , is via the estimation of the autocorrelation function or via the maximum likelihood estimation that employs the use of the joint optimization of the autocorrelation function [20] .
Simulation
The acquisition process of a MLE GPS receiver is illustrated in Fig.1 (c) (Progri 2018, [21] ). As shown in Fig.1 (b) and (c) of [21] we assume that the IF GPS signal is employed to excite a two-dimensional maximum likelihood Doppler and Code estimator. The acquisition process contains the MLE model and the Doppler and delay offset estimation. The reader is reminded that in this paper we use interchangeably the terms Doppler estimation for Doppler search and delay offset estimation for Code search and vice versa [20] .
By treating all the signals in the environment jointly, it is possible to greatly outperform the "sliding correlator" technique especially in situations where the satellite signals are received with widely varying powers. For a simple numerical example, consider a simulated environment wherein one satellite signal is received at 20 dB and nine jamming signals at 15, 20, 25, 30, 35, 45, 50, 55 , and 75 dB signal to white noise power (SWNR) at 10 dB. The received environment is modeled at complex baseband assuming the reception of a 1 ms, 1023 chip Gold codes from one GPS satellite and three jammers. We have also assumed that a standard deviation on the GPS receiver clock error is half of the chipping period, .
We assume that the GPS Doppler frequency is normally distributed with 0 mean and 100 Hz standard deviation [20] .
The reason we have assumed very high jamming power is become there are already in place requirements to test anti-jam system in completely jammed environments [22] - [25] .
The U.S. Air Force 746th Test Squadron has declared Initial Operational Capability (IOC) for its new truth reference, the Even when GPS -or any other GNSS system -is being completely jammed, UHARS [23] provides extremely accurate positioning, navigation and time (PNT) over the large area that the system was designed to cover.
Therefore the assumptions made in this scenario are completely realistic and I believe that Giftet Inc. Indoor Geolocation System MATLAB Library will further enhance these already tighter requirements for system to operate in completely jammed environments.
The normalized CC for the weakest signal, at 20 dB is shown in Fig. 2 (top Fig. 2 (bottom left) , can detect the weakest signal more than fifty percent of the time (see Fig. 4 (top left) ). Because the strong GPS satellite codes have been cancelled, the MLE can still pick up a clear peak at the correct delay more than fifty percent of the time [20] . 
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Appendix A: Equivalence of the MLE with the Bayes Parameter Estimation
In this appendix we derive the equivalence of the MLE and BPE.
It is already known that a MLE coincides with the most probable Bayesian estimator given a uniform prior distribution on the parameters [2] . Indeed, the maximum a posteriori estimate is the parameter that maximizes the probability of given the data, given by Bayes' theorem: [2] .
where ( ) is the prior distribution for the parameter and where ( ∈ ) is the probability of the data averaged over all parameters. Since the denominator is independent of , the Bayesian estimator is obtained by maximizing | ( | ) ( ) with respect to . If we further assume that the prior ( ) is a uniform distribution, the Bayesian estimator is obtained by maximizing the likelihood function | ( | ) . Thus the Bayesian estimator coincides with the MLE for a uniform prior distribution ( ) [2] .
What if the prior distribution ( ) is identical to the posterior distribution | ( | ) . In this case the Bayesian estimator will maximize the likelihood function | ( | ) so that it is equal to the ( ∈ ) is the probability of the data averaged over all parameters which can be written as This concludes the discussion on appendix A : the equivalence of the MLE with the BPE. Next we discuss Appendix B: the derivations of (167).
Appendix B: Derivations of (167)
Since it is not intuitive for most readers; we are providing the details for the derivations of (167).
Let us substitute (142), (149), and (150) into (167) we obtain
