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a b s t r a c t 
This work explores the effects of both temperature and dose-rate on the nanostructural evolution under 
irradiation of the Fe-9%Cr –C alloy, model material for high-Cr ferritic/martensitic steels. Starting from an 
object kinetic Monte Carlo model validated at 563 K, we investigate here the accumulation of radiation 
damage as a function of temperature and dose-rate, attempting to highlight its connection with low- 
temperature radiation-induced hardening. The results show that the defect cluster mobility becomes high 
enough to partially counteract the material hardening process only above ∼290 °C, while high ﬂuxes are 
responsible for higher densities of defects, so that an increase of the hardening process with increasing 
dose-rates may be expected. 
© 2016 The Authors. Published by Elsevier Ltd. 
This is an open access article under the CC BY-NC-ND license 
( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 
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2. Introduction 
High-chromium ferritic/martensitic (F/M) steels are regarded as
he main candidate structural materials for the breeding blanket of
uture fusion reactors [1] , as well as, in a medium-term perspec-
ive, for fuel cladding and other core components in GenIV reac-
ors [2,3] . The reason for this choice is that, in addition to enabling
he long-term activation to be minimized by choosing appropri-
te alloying elements, they present superior thermal and mechan-
cal properties as compared to austenitic steels, such as higher re-
istance to radiation-induced swelling [4–6] . However, they also
xhibit low-temperature irradiation hardening and embrittlement:
ven though the choice of 9%Cr was made to minimize this ef-
ect [7] , it may make their use problematic at temperatures below
00 °C [5] . 
Both hardening and embrittlement in irradiated materials are
elieved to be due to the accumulation of radiation damage: the
ux of fast neutrons impinging on the metal leaves behind a large
mount of point-defects that, throughout the irradiation process,∗ Corresponding author at: SCK •CEN, Nuclear Materials Science Institute, Boere- 
ang 200, B-2400 Mol, Belgium. Tel.: + 32-14-333181. 
E-mail address: monica.chiapetto@gmail.com , mchiapet@sckcen.be (M. Chia- 
etto). 
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http://dx.doi.org/10.1016/j.nme.2016.04.009 an migrate and interact with each other, forming voids and dislo-
ation loops, or interact with pre-existing features inside the ma-
erial, like dislocation lines, grain boundaries and solute atoms,
eading to segregation and precipitation processes. The inﬂuence
f Cr content, together with that of different environmental vari-
bles such as irradiation temperature and dose-rate, are known to
ave an important inﬂuence on the nanostructural evolution under
eutron irradiation of F/M steels. Unfortunately, no fully exhaustive
ecord of irradiation campaigns on F/M steels neutron-irradiated at
ifferent tem peratures and dose-rates exists, due to the diﬃculty
nd cost of obtaining such a variety of irradiation conditions in ex-
sting facilities. Computer simulation models offer in this context
n effective and inexpensive way to explore the effect of these pa-
ameters and try to understand the degradation processes that oc-
ur in these materials. 
In this work, using a validated object kinetic Monte Carlo
OKMC) model for neutron irradiated Fe –Cr –C alloys [8] , we stud-
ed the effect of both irradiation temperature and dose-rate on the
e-9%Cr –C model alloy. This was done with a twofold purpose:
rst, to test the validity of the model outside its range of calibra-
ion (i.e. 563 K and 10 −7 dpa/s [9] ) and, secondly, assuming reason-
ble validity of the model, to try to make conclusions on the not
et fully predictable dependence of the defect cluster nanostruc-
ural evolution upon external variables like irradiation temperature
nd dose-rate in F/M steels. nder the CC BY-NC-ND license ( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 
nanostructural evolution under irradiation in Fe-9 % Cr-C al- 
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i  2. Method and parameterization 
For all our simulations we used the OKMC code LAKIMOCA,
thoroughly described in [10] . The approach we adopted is ex-
plained in detail in [8,11,12] . For convenience, we highlight here the
fundamental ideas. The OKMC is a stochastic method used to de-
scribe the evolution of defects and their clusters in materials sub-
jected to irradiation, disregarding the detail of processes directly
involving atoms and focusing instead only on the properties of
defects, treated as objects. Neutron irradiation produces point de-
fects, namely vacancies (V) and self-interstitial atoms (SIA), which
may form clusters. The objects we consider are therefore V and
SIA clusters or any other nanostructural feature that needs to be
included, like carbon (C) atoms or carbon-vacancy (C 2 V, see [11] )
complexes. All objects are located in a simulation volume in which
their coordinates are known and tracked. Speciﬁcally, in our model
C atoms and C 2 V complexes act as immobile spherical traps for
mobile defects (V and SIA clusters) and are characterized, respec-
tively, by a binding energy of 0.6 and 1.3 eV towards clusters > 4
SIA [13,14] , while V clusters bigger than size 6 are trapped with an
energy of 0.35 eV [8] . 
It is important to note that Cr atoms are not introduced explic-
itly in our model, but their presence is reﬂected in the change of
the mobility of SIA objects, i.e. applying a "grey alloy" approach
(see [8] for further details). This choice was dictated by the need
to avoid the introduction of an unnecessarily large number of ob-
jects in the system, that would have slowed down enormously our
simulations. 
Every object introduced in the system has an associated spher-
ical reaction volume, with the exception of large dislocation loops
( > 150 SIA) which are represented by toroids: when the reaction
volumes of two objects overlap a predeﬁned reaction, like cluster-
ing between two vacancy clusters or annihilation between a V and
an SIA, takes place. SIA and V single defects and clusters are the
only objects that can migrate within our system and the probabil-
ities that deﬁne the occurrence of events such as defect migration,
recombination, clustering, detrapping or emission of single defects
from bigger clusters are pre-deﬁned in terms of Arrhenius frequen-
cies for thermally activated processes: 
i = νi exp 
(
−A i 
k B T 
)
(1)
Here ν i is the attempt frequency (alias the prefactor) of the
event i; A i is the corresponding activation energy, which must em-
body both the thermodynamics and the kinetics of the system be-
ing studied; k B is the Boltzmann’s constant and T is the irradia-
tion temperature expressed in K . For every simulation step, among
all the possible events N , only one is chosen, based on the corre-
sponding probabilities deﬁned by the parameterization and accord-
ing to the stochastic Monte Carlo algorithm [15] . Time elapses ac-
cording to the residence time algorithm, where at each simulation
step the time increase is obtained as inverse of the sum of all the
frequencies i associated with each of the N possible independent
events [16] : 
t ∝ 1 
N 
1 
i 
(2)
When simulating the damage production from neutron irradia-
tion, debris of cascades containing V and SIA objects of different
sizes or residual Frenkel pairs (i.e. simple SIA–V pairs) are ran-
domly introduced in the system. The impinging neutron ﬂux is
thus transformed into a production rate, directly corresponding to
a well-deﬁned dpa rate, of randomly distributed displacement cas-
cades of different energies (5 keV, 10 keV, 20 keV, …, 100 keV) or
simple SIA–V pairs [10] : at every simulation of neutron irradia-
tion each of them has the same probability to be picked. The cas-Please cite this article as: M. Chiapetto et al., Simulation of 
loys: An object kinetic Monte Carlo study of the effect of temp
http://dx.doi.org/10.1016/j.nme.2016.04.009 ade defect populations are chosen from a database [17–19] of dis-
lacement cascades that were simulated using molecular dynamics
MD) for different ener gies and the accumulated dpa is calculated
sing the NRT formula [13] . 
In the model, grain boundaries act as a spherical surface sink
or defect clusters of all sizes and the absorption of defects is taken
nto account by applying the algorithm described in [20] : each ob-
ect has two sets of coordinates, one, subjected to periodic bound-
ry conditions, that expresses its position in the simulation box,
nd a second one, not subjected to periodicity, that expresses its
istance from the center of a supposedly spherical grain. If the
bject in its migration inside the simulation system happens to
nteract with grain boundaries it is immediately absorbed and re-
oved from the system. Furthermore, in the case it covers a dis-
ance longer than the radius of the grain it disappears irrespec-
ive of its position inside the box. The grain size for the Fe-9%Cr–C
odel alloy used as reference is 20 μm [21] . 
A second kind of sinks in irradiated materials are dislocations,
hich are reproduced here by immobile spherical sinks randomly
istributed in the simulation volume: their number and size are
hosen in such a way that the sink strength associated with them
quals the corresponding material dislocation density [8,22] . The
islocation density of the reference Fe-9%Cr –C model alloys was
eported to be 6.3 ×10 13 m −2 [23] . However, since SIA clusters are
ften observed by transmission electron microscopy (TEM) to dec-
rate dislocations in the alloys of interest here [23–25] , meaning
hat they are not absorbed if large enough, we only allow de-
ect clusters smaller than the core of dislocations, i.e. size 1–4, to
e absorbed by the spherical sinks: the latter are transparent to
igger defect clusters. Finally, the C concentration in the matrix,
hich also determines the concentration of traps for point defect
lusters, was assumed to be 20 appm, based on experimental indi-
ations [8,26] . All other parameters were chosen to be exactly the
ame as in [8] . 
All simulations were performed in a non-cubic box of size
0 0 ×750 ×10 0 0 a 0 3 ( a 0 =2.87 ×10 −10 m the lattice parameter of α-
e) in order to avoid potential anomalies from 1D-migrating SIA
lusters (i.e. clusters > ∼5 SIA) entering a migration trajectory loop
27] and periodic boundary conditions were applied in all three di-
ections. 
. Results 
.1. Effect of irradiation temperature 
Fig. 1 shows the evolution with irradiation temperature of both
IA and V cluster population number densities (upper and lower
eft) and mean sizes (upper and lower right). All simulation re-
ults are reported at 0.6 dpa. The lower temperature range anal-
sed here is relevant for the water-cooled design of DEMO, while
he upper bound of 350 °C was dictated by simulation time limits. 
SIA loops that are big enough to be seen in TEM, i.e. with a
adius larger than ∼1.3 nm, and SIA clusters containing between
0 and 90 SIA, i.e. corresponding to sizes below the TEM visibil-
ty threshold, have been reported separately. By increasing the ir-
adiation temperature, the number density of bigger SIA clusters
ecreases by almost two orders of magnitude when going from
50 to 350 °C, while the number density of SIA defects non visible
n TEM in the same temperature range decreases only by about
ne order of magnitude. At the same time, the mean size of this
EM-invisible population remains almost constant, while the aver-
ge size of TEM-visible SIA clusters decreases by a factor two when
he irradiation temperature increases from 270 to 330 °C. Accord-
ng to our OKMC model, despite the number of detrappings sig-
iﬁcantly increases with the irradiation temperature, this results
n a signiﬁcant increase of defects that interacts with sinks (i.e.nanostructural evolution under irradiation in Fe-9 % Cr-C al- 
erature and dose-rate, Nuclear Materials and Energy (2016), 
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Fig. 1. Number density and mean size evolution with irradiation temperature of both SIA (above) and V (below) cluster populations at 0.6 dpa. 
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around 40%. islocations and grain boundaries) rather than in an increase in the
umber of loop-loop interactions. The SIA cluster population num-
er density decrease can thus be ascribed to an increase of about
0% in the number of defects absorbed by sinks at 350 °C when
ompared to the lowest irradiation temperature; at the same time,
he lower mean size of TEM-visible SIA loops is a combined con-
equence of major loss of defects at sinks and increase of around
% in the amount of recombinations at 350 °C. 
The total amount of vacancies that is left in the system after
rradiation is also seen to gradually decrease with increasing irra-
iation temperatures: this trend is further enhanced in the case
f vacancy clusters bigger than ∼1 nm (i.e. more than 45 vacancy
er cluster), which are seen not to form any more already above
310 °C, meaning that the density to be expected in reality falls
elow 10 20 m −3 . At 310 °C the number of recombinations predicted
y our OKMC code had increased by about 3.5%, while even more
mportant was the increase in the number of vacancy objects that
ad been absorbed by sinks (more than ﬁve times more than at
50 °C). Vacancy clustering was also boosted by around 20% when
oving from 250 to 310 °C, making the void mean size increase
y almost a factor 4 in that range of temperatures. As a matter
f fact, small and medium size vacancy clusters become thermally
nstable in the higher temperature range and are thus more likely
o release single-vacancies which can, on the one side, erode the
nterstitial-type defect population and, on the other, increase the
imensions of the limited number of larger voids. 
.2. Study on the impact of dose-rate 
The evolution of both SIA and V cluster population number
ensities (upper and lower left) and mean sizes (upper and lower
ight), neutron irradiated with increasing dose-rates, are shown in
ig. 2 . All simulation results are reported at 0.2 dpa. The values
f dose-rates were chosen in order to cover a wide range, going
rom dose-rates typical of surveillance programmes in light wa-
er reactors ( ∼10 −9 dpa/s), to rates characteristic of irradiation in
aterials test reactors (MTR), as well as ﬁrst wall fusion systems
 ∼10 −7 -10 −6 dpa/s), up to values close to those reached under ion
rradiation ( ∼10 −3 dpa/s), which in reality are unattainable with
eutrons. Please cite this article as: M. Chiapetto et al., Simulation of 
loys: An object kinetic Monte Carlo study of the effect of temp
http://dx.doi.org/10.1016/j.nme.2016.04.009 Similarly to Section 3.1 , the analysis of the simulation results
as conducted dividing the SIA cluster population into two groups:
IA loops that are visible in TEM and SIA clusters corresponding
o sizes below the TEM visibility threshold. Our OKMC model pre-
icted an increase in the number densities of both TEM-visible and
invisible SIA defects with increasing dose-rates: this increase was
ore pronounced in the case of bigger loops (more than three or-
ers of magnitude difference between the lowest and the highest
ose-rate), while the number densities of the two classes of SIA
efect clusters converged towards the same value at 10 −3 dpa/s.
he reason for this effect is that, with increasing dose-rate, the
umber of absorptions at sinks decreases by almost two orders
f magnitude, which is close to the difference in number density
etween TEM-invisible and -visible SIA defects after irradiation at
0 −9 dpa/s: the amount of small SIA defects absorbed at the lower
ose-rates constitutes possible nucleation points for TEM-invisible
IA clusters at higher ﬂuxes. The mean size of TEM-visible SIA clus-
ers remained almost constant for all the investigated ﬂux values,
hile the mean size of smaller SIA clusters was seen to increase
lightly: since the number density of the latter stabilizes above
10 −7 dpa/s, a redistribution in size towards bigger SIA clusters
though still below TEM-resolution) clearly occurred at the higher
ose-rates. 
The number density of the vacancy cluster population was also
redicted to increase by about three orders of magnitude be-
ween the lower and the higher dose-rate, while no voids were
bserved after irradiation at the lowest neutron ﬂux, meaning
hat clusters did not manage to grow to suﬃcient size. Indeed,
he mean size of bigger voids decreased sharply with increas-
ng dose-rate. The reason for the results obtained lies in the fact
hat at lower dose-rate a smaller density of defects are intro-
uced per unit volume and unit time, thus the interaction be-
ween radiation induced defects occur less frequently. This results
n a smaller density of defect nucleation points (e.g. vacancy clus-
ers), with a larger number of defects migrating to each point,
eading to growth; the opposite becomes true when the dose rate
ncreases. The total number of recombinations was found to de-
rease by about 10% when moving from a dose-rate of 10 −9 dpa/s
o 10 −3 dpa/s, thereby explaining the increase in number density
bserved, while vacancy clustering was also seen to decrease bynanostructural evolution under irradiation in Fe-9 % Cr-C al- 
erature and dose-rate, Nuclear Materials and Energy (2016), 
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Fig. 2. Number density and mean size evolution with dose-rate of both SIA (above) and V (below) cluster populations at 0.2 dpa. 
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p  4. Discussion 
In the literature there is no record of Fe –Cr alloys or F/M steels
neutron irradiated under a variety of temperature and dose-rate
conditions similar to those studied here: a direct comparison be-
tween our OKMC simulation results and experimental observations
on irradiated materials is thus not possible and only trends can be
compared, with some caution about whether or not the real irradi-
ation conditions are reproduced by the model. For what concerns
the statistical representativeness of our results, the lower the sta-
tistical representativeness we have in our system, the bigger the
oscillations characterizing the predicted number densities. How-
ever, our experience shows that repeating more times the same
simulation and then extracting the average of the results in or-
der to increase the statistical representativeness of the calculations
brings to the same conclusion as taking the average of the oscilla-
tions. Thus, we believe that a single, but suﬃciently long, simula-
tion brings inherently the same representativeness as a number of
simulations of which the average is taken. Another way to obtain
better statistics would be to further increase the dimensions of our
simulation system, but unfortunately this solution in not applica-
ble here due to the necessity to limit the required computational
time. 
Our OKMC simulation results for visible SIA loops can be com-
pared with trends observed in TEM studies of alloys of this type;
those concerning vacancies may be compared with positron anni-
hilation spectroscopy (PAS) analysis in the case of small vacancy
clusters and TEM studies for the void population. More diﬃcult is
to make conclusions about trends in the case of the population of
TEM-invisible SIA clusters. Here we also assumed that small SIA
clusters below TEM resolution may be associated with the high
density of small NiSiPCr-rich solute clusters identiﬁed by atom
probe tomography (APT) in neutron irradiated Fe –Cr alloys [8,28] :
the leading idea is that these solutes may heterogeneously nucle-
ate on small SIA loops. This assumption is supported by the fact
that atomistic simulations have clearly shown that Cr tends to seg-
regate on dislocation loops [29] and that other solutes follow the
same trend, in particular Ni, Mn and Cu [30] . There is also unam-
biguous experimental evidence of segregation of Cr and other so-
lutes (Si, Ni, Cu, …) on loops in F/M steels from energy-dispersive
X-ray spectroscopy studies and also APT studies, e.g. [31] and, more 2  
Please cite this article as: M. Chiapetto et al., Simulation of 
loys: An object kinetic Monte Carlo study of the effect of temp
http://dx.doi.org/10.1016/j.nme.2016.04.009 ecently, [32] . Furthermore, in [28] it was also veriﬁed that NiSiPCr
lusters had an orientation compatible with the habit planes of the
islocation loops typical for bcc Fe based alloys, i.e. {111} and {110}.
onsistently, the number density of TEM-invisible loops predicted
y the OKMC model at ∼300 °C and 10 −7 dpa/s was found to be
f the same order of magnitude as the number density of solute
lusters found in APT experiments under corresponding irradiation
onditions [8] . However, since we applied a "grey alloy" approach
here solute atoms are not explicitly included, we can only verify
he agreement in number densities, in terms of order of magni-
ude, between the TEM-invisible loop population predicted by our
odel and the solute cluster concentration found in APT. More-
ver, the SIA loop sizes predicted by our model can only be taken
s lower bound reference because we did not consider the effec-
ive size increase due to the presence of solute atoms within their
train ﬁeld. 
.1. Effect of irradiation temperature 
According to our model, by increasing the irradiation temper-
ture the defect number density decreases; the mean size of SIA
oops also decreases, while the size of voids increases. Consis-
ently, an APT analysis reported in [33] suggests a lower density of
iSiPCr-clusters observed after high energy ion irradiation of the
e-9%Cr model alloy at 420 °C when compared to 300 °C. More-
ver, a decrease in dislocation loop density at higher irradiation
emperatures was also reported in data from TEM analysis on both
eutron and ion irradiated materials [34] , while in-situ TEM stud-
es on different ion-irradiated F/M model alloys revealed a simi-
ar behavior with increasing irradiation temperatures [35–38] . TEM
nalysis on Fe –C neutron irradiated to ∼1 dpa also showed a clear
endency to progressively lower SIA loop number densities at in-
reasing temperatures. However, their average size was concomi-
antly observed to increase, not decrease, especially above 350 °C
39] . This means that our OKMC model correctly describes the de-
rease in density, but somehow fails to reproduce the expected
ncrease in size. It is possible that this is the consequence of the
ypothesis that traps (related to the presence of C atoms) are im-
obile in our model. In a real irradiated system C should become
rogressively more mobile with increasing temperature, between
50 and 350 °C, and the fact that in our model this mechanism isnanostructural evolution under irradiation in Fe-9 % Cr-C al- 
erature and dose-rate, Nuclear Materials and Energy (2016), 
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Fig. 3. Hardening trends predicted by the OKMC model, as a function of irradiation 
temperature. 
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t  ot included may artiﬁcially reduce the effective mobility of loops,
reventing defect coalescence and therefore growth. In the same
eutron irradiated Fe –C alloys the density of voids is observed to
ecrease with increasing irradiation temperatures, while their size
ncreases [39] : in this case our model predictions agree with both
xperimental trends. PAS analysis on ion irradiated Fe –Cr model al-
oys at 10 0, 30 0 and 420 °C are also available in [34] : the second
ositron lifetime component was observed to have an extremely
ow intensity after irradiation at 420 °C, meaning that the materials
ere almost defect free, while between 100 and 300 °C the defect
oncentration was seen to drop by a factor two at the higher irra-
iation temperature, therefore suggesting that small and medium
ize vacancy clusters disappear more easily at higher temperatures.
igger voids ( ∼10 nm or bigger) were also observed to form more
ikely at higher temperature [34] , in agreement with the results of
ur model. 
To conclude, we make an attempt at estimating the irradiation
ardening trends stemming from radiation defects versus irradia-
ion temperature. A quantitatively correct prediction of the radi-
tion hardening induced by the combination of the different de-
ect populations is extremely diﬃcult and outside the scope of this
ork. However, as demonstrated and discussed in [40] , in a dis-
ersed barrier model framework the increase of the yield strength
ue to irradiation, τ irr , is always proportional to a quantity that
epends on the diameter d of the defects that hamper dislocation
otion, and on the distance l between defects on the dislocation
lide plane, as follows: 
τirr ∝ 
1 
l 
ln 2 D (3) 
Here D is the harmonic mean of d and l , D = dl 
d+ l , normalized
y 0.5 b (with b = 0.248 nm norm of the Burgers vector). In the case
f SIA clusters d is the mean diameter reported in Fig. 1 . For voids
 correction factor π /4 was applied to consider an average over
heir spherical shape, to include dependence on where the dislo-
ation glide plane cuts the void. In both cases, then, l is calculated
s l = 1 √ 
Nd 
− d, with N the number density reported in Fig. 1 . The
ardening trends for all defect categories ( Fig. 3 ) are seen to sig-
iﬁcantly decrease with the irradiation temperature. This suggests
hat, in terms of induced hardening, the density decrease wins
ver the size increase in the case of voids (see Fig. 1 ). The ﬁg-
re also suggests that a higher density of smaller SIA defects may
ontribute more to hardening in neutron-irradiated materials than
 lower amount of bigger loops. These results are in qualitative
greement with [41] , where the experimentally measured yield
tress in neutron-irradiated F/M steels was seen to decrease with
he irradiation temperature between 390 and 550 °C: the faster dif-
usion of defects with temperature facilitates radiation-induced de-
ects to anneal out and precipitates to coarsen [41] . A similar con-Please cite this article as: M. Chiapetto et al., Simulation of 
loys: An object kinetic Monte Carlo study of the effect of temp
http://dx.doi.org/10.1016/j.nme.2016.04.009 lusion could also be drawn from [42] , where the conventional
Cr –1Mo martensitic steel was neutron-irradiated up to 0.8 dpa
n the temperature range 250–450 °C: the radiation-induced hard-
ning was experimentally observed to rapidly decrease with in-
reasing irradiation temperatures, this effect being enhanced above
300 °C. 
.2. Study on the impact of dose-rate 
The dose-rate effect on the microstructural evolution and sub-
equent hardening under irradiation in steels is a debated issue
f high importance, in connection with the use of high ﬂux data
o assess the material behavior at high dose, as opposite to the
ow ﬂux received for long times during the operation of nuclear
ower plants. Neutron irradiation campaigns conducted at differ-
nt dose-rates to the same dose and on the same material are both
xtremely expensive and diﬃcult to run, due to a lack of appropri-
te irradiation facilities. The effect of dose-rate can, however, be
artly assessed by comparing neutron to ion irradiation. 
The number density of SIA loops observed by TEM in ion irra-
iated Fe-9%Cr [33] was found to be very close to that reported for
he same model material neutron irradiated at 10 −7 dpa/s up to 0.6
pa [23] : the remarkable increase of the SIA defect number den-
ity with the dose-rate predicted by our OKMC model was thus not
xperimentally observed. At the same time, the number density of
he small SIA cluster population representing the NiSiPCr-rich so-
ute clusters experimentally observed in APT was seen to increase
 bit under ion irradiation when compared to neutron irradiation
t 300 °C [23,33] , but not in a way comparable to what our sim-
lations suggest. The experimentally observed mean size, in con-
rast, was found to be very close to the values predicted by our
KMC model, i.e. ∼1.5 nm [33] . However, when appraising these
ifferences in number density evolution between model and ex-
eriment, one should keep in mind that ion irradiation does not
iffer from neutron irradiation only because of higher dose-rates.
nder ion irradiation damage is not uniformly distributed, there
re gradients in defect concentrations through the thickness of the
pecimen because of nearby free surfaces and of the progressive
lowing down of the ions, as well as a time dependence of the dis-
lacement rate (pulsed irradiation [43,44] ), together with possible
ifferences in the cascade morphology and defect production eﬃ-
iency [45] . Furthermore, the implanted ions can be considered as
n extra source of SIAs. None of these factors have been considered
n our model because what has been simulated here is a hypothet-
cal neutron irradiation in the bulk at very high ﬂux. It is therefore
ossible that the very moderate increase in density between neu-
ron and ion irradiation experiments comes from the fact that in
he latter case several loops are eliminated through the surface,
r that the existence of a gradient in the concentration of defects
eads to an averaging through the thickness. A second hypothesis
ight be that what leads to an overestimation of the density of
oops in our model is the treatment of traps, which are assumed
o be present since the very beginning while in reality they should
e created during the irradiation process, in the form of complexes
etween carbon atoms and vacancies. When the dose-rate is very
igh, there may be no time for all vacancies to end up attached
o carbon atoms: this means that the model may be overestimat-
ng the number of traps and thus excessively limit the mobility
f SIA clusters. At the same time, TEM analysis on Fe –Cr alloys
on irradiated at two different dose-rates during different irradia-
ion campaigns did show an increase in the SIA cluster population
umber density with increasing irradiation ﬂux [46] . This suggests
hat, when all other variables take the same value, an increase of
ose rate does lead to higher densities. Moreover, the number den-
ity of Cr-enriched regions identiﬁed by APT after irradiation at
he higher ﬂux was found to be just below the dislocation loopnanostructural evolution under irradiation in Fe-9 % Cr-C al- 
erature and dose-rate, Nuclear Materials and Energy (2016), 
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 density measured by TEM [46] , in agreement with what predicted
by our model. Finally, the average TEM-visible loop diameters were
reported to be about 6.5 nm at ∼0.3 dpa and not to increase sig-
niﬁcantly with the dose-rate [46] . 
5. Conclusions 
The OKMC model developed in [8] allowed us to make further
considerations on the nanostructural evolution of neutron irradi-
ated F/M model alloys under different irradiation conditions. How-
ever, the lack of experimental data on materials neutron irradi-
ated under otherwise similar conditions of temperature and dose-
rate did not allow a full validation of our results and globally in
this work only tendencies could be analyzed and compared. While
some of the trends predicted by our model are clearly correct, oth-
ers suggest that some of the simplifying assumptions made in it,
especially concerning the immobility of traps for SIA clusters and
their presence since the very beginning of the irradiation, might
not be fully adequate to account precisely for the effect of temper-
ature and dose-rate. Yet, the model has the advantage of providing
insight concerning the origin of the effects observed, potentially
providing clues about how to mitigate them. Within the limitations
stated, a signiﬁcant number density reduction for all defect cluster
populations could be observed above ∼290 °C, as a consequence
of defect enhanced mobilities (leading to increased absorptions at
sinks) with temperature. 
Defect number densities and mean sizes are assumed to control
hardening and embrittlement of materials subjected to neutron
irradiation: the model predicts trends which are consistent with
the experimentally observed progressive disappearance of irradi-
ation hardening when the irradiation temperature increases be-
tween 300 and 400 °C [5,41] . At the same time, high ﬂuxes were
seen to create a much higher density of SIA clusters, partly iden-
tiﬁable with the small NiSiPCr-rich solute cluster population ex-
perimentally observed in APT: since their average size was also
predicted to slightly increase with the irradiation ﬂux, the com-
bination of these two effects suggest a (moderate) increase of the
hardening with increasing irradiation ﬂuxes. Finally, a higher den-
sity of smaller SIA defects showed to potentially contribute more
to hardening in neutron-irradiated materials than a lower amount
of bigger loops. 
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