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MONOCHROMATIC SUMS EQUAL TO PRODUCTS NEAR
ZERO
SOURAV KANTI PATRA AND MD MOID SHAIKH
Abstract. Hindman proved that, whenever the set N of naturals is
finitely colored, there must exist non-constant monochromatic solution
of the equation a+ b = cd. In this paper we extend this result for dense
subsemigroups of ((0,∞),+) to near zero.
1. introduction
In Ref. [4], P. Csikva´ri, A. Sa´rko¨zy, and K. Gyarmati asked whether when-
ever the set N of naturals is finitely colored, there must exist monochromatic
a, b, c and d with a 6= b such that a+ b = cd. In Ref. [5], Hindman answered
this question affirmatively by showing in addition that one can demand that
a, b, c, d are all distinct and the color of a+b is that same as that of a, b, c and
d. In fact he proved considerably more stronger result using the algebraic
structure of βN, the Stone-C˘ech compactification of N.
Let (S, ·) be an infinite discrete semigroup. Now the points of βS are
taken to be the ultrafilters on S, the principal ultrafilters being identified
with the points of S. Given A ⊆ S, let us set A¯ = {p ∈ βS : A ∈ p}.
Then the set {A¯ : A ⊆ S} will become a basis for a topology on βS. The
operation · on S can be extended to the Stone-C˘ech compactification βS of
S so that (βS, ·) is a compact right topological semigroup (meaning that for
any p ∈ βS, the function ρp : βS → βS defined by ρp(q) = q · p is continu-
ous) with S contained in its topological center (meaning that for any x ∈ S,
the function λx : βS → βS defined by λx(q) = x · q is continuous). Given
p, q ∈ βS and A ⊆ S, A ∈ p · q if and only if {x ∈ S : x−1A ∈ q} ∈ p, where
x−1A = {y ∈ S : x · y ∈ A}.
A nonempty subset I of a semigroup (T, ·) is called a left ideal of T if
T · I ⊆ I, a right ideal if I.T ⊆ I, and a two-sided ideal (or simply an ideal)
if it is both a left and a right ideal. A minimal left ideal is a left ideal that
does not contain any proper left ideal. Similarly, we can define minimal right
ideal and smallest ideal. Any compact Hausdorff right topological semigroup
(T, ·) has the unique smallest two-sided ideal
K(T ) =
⋃
{L : L is a minimal left ideal of T}
=
⋃
{R : R is a minimal right ideal of T}
Key words and phrases. Algebra in the Stone-C˘ech compactification.
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Given a minimal left ideal L and a minimal right ideal R of T , L ∩ R is
a group, and in particular K(T ) contains an idempotent. An idempotent
that belongs to K(T ) is called a minimal idempotent.
In Ref. [7], authors introduced different notations of largeness for arbi-
trary semigroup and studied their combinatorial properties. From now we
use Pf (X) to denote the set of all finite subsets of a set X.
Definition 1.1 [7, Definition 3.1]: Let (S, ·) be a semigroup.
(a) A set A ⊆ S is syndetic if only if there exists G ∈ Pf (S) with
S ⊆
⋃
t∈G t
−1A.
(b) A set A ⊆ S is piecewise syndetic if only if there exists G ∈ Pf (S)
such that {y−1(
⋃
t∈G t
−1A) : y ∈ S} has the finite intersection property.
(c) A family A ⊆ P(S) is collectionwise piecewise syndetic if and only if
there exists a function G : Pf (A) −→ Pf (S) such that
{y−1(G(F))−1(∩F) : y ∈ S and F ∈ Pf (A)} has the finite intersection
property.
Theorem 1.2: Let (S, ·) be a semigroup and let A ⊆ P(S). Then there
exists p ∈ K(βS) with A ⊆ p if and only if A is collectionwise piecewise
syndetic. In particular, given A ⊆ S, K(βS) ∩ clA 6= Ø if and only if A is
piecewise syndetic.
Proof : See the proof [7, Theorem 3.2].
Furstenberg introduced a class of large sets in terms of notion from topo-
logical dynamics. There is a nice characterization of such sets in terms of
algebraic structure of βN.
We now recall the following definitions [8, Definitions 4.42 and 15.3]
Definition 1.3: Let (S, ·) be a semigroup and let A ⊆ S.
(a) A is called Central in (S, ·) if there is some idempotent p ∈ K(βS, ·)
such that A ∈ p.
(b) A is called Central* in (S, ·) if A ∩ B 6= Ø for every central set B in
(S, ·).
In Ref. [2], authors investigated the interplay between additive and mul-
tiplicative largeness. We need the following definition [5, Definition 1] to
state such results.
Definition 1.4: Let 〈xn〉
∞
n=1 be an infinite sequence of positive real num-
bers, let m ∈ N and let 〈yn〉
m
n=1be a finite sequence of positive real numbers.
Then
(a) FS(〈xn〉
∞
n=1) = {
∑
n∈F xn : F ∈ Pf (N)} and
FP (〈xn〉
∞
n=1) = {
∏
n∈F xn : F ∈ Pf (N)}.
(b) FS(〈yn〉
m
n=1) = {
∑
n∈F yn : Ø 6= F ⊆ {1, 2, .....,m}} and
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FP (〈yn〉
m
n=1) = {
∏
n∈F yn : Ø 6= F ⊆ {1, 2, .....,m}}.
(c) The sequence 〈xn〉
∞
n=1 has distinct finite sums if and only if whenever
F,G ∈ Pf (N) and F 6= G , one has
∑
n∈F xn 6=
∑
n∈G xn. The analogous
definition applies to 〈yn〉
m
n=1.
(d) The sequence 〈xn〉
∞
n=1 has distinct finite products if and only if when-
ever F,G ∈ Pf (N) and F 6= G , one has
∏
n∈F xn 6=
∏
n∈G xn. The analogous
definition applies to 〈yn〉
m
n=1.
(e) The sequence 〈xn〉
∞
n=1 is strongly increasing if and only if for each
n ∈ N,
∑n
t=1 xt < xn+1.
Clearly if 〈xn〉
∞
n=1 is strongly increasing, then it has distinct finite sums.
We also need to recall the following definition from Ref. [2].
Definition 1.5: Let A ⊆ N. Then A is said to be an IP0-set in (N,+) if
and only if for each m ∈ N, there exists a finite sequence 〈yn〉
m
n=1 such that
FS(〈yn〉
m
n=1) ⊆ A.
Theorem 1.6: For all A ⊆ N, if A is syndetic in (N, ·) then A is central
in (N,+).
Proof : See the proof [1, Lemma 5.11].
Theorem 1.7: For all A ⊆ N, if A is central in (N, ·) then A is an IP0-set
in (N,+).
Proof : See the proof [3, Theorem 3.5].
In the present paper we want to extend the Theorem 5 of Ref. [5] in
section 3 for a dense subsemigroup of ((0,∞),+). Let S be a dense sub-
semigroup of ((0,∞),+), then one can define
0+(S) = {p ∈ βSd : for all (ǫ > 0)((0, ǫ),∈ p)}, (Sd is the set S with the
discrete topology).
Theorem 1.8: Let S be a dense subsemigroup of ((0,∞),+) such that
S∩(0, 1) is a subsemigroup of ((0, 1), ·) and assume that for each y ∈ S∩(0, 1)
and each x ∈ S, x/y and yx ∈ S. Then 0+(S) is a two-sided ideal of
β(S ∩ (0, 1), ·).
Proof : See the proof[8, Lemma 13.29.(f)]
2. Additive and Multiplicative Largeness Near Zero
Hindman and Leader introduced different notions of large sets near zero.
In this section we study the interplay between additive and multiplicative
large sets near zero. We now recall some notions from Ref. [6].
Definition 2.1: Let S be a dense subsemigroup of ((0,∞),+).
(a) [6, Definition 3.2]: A set A ⊆ S is syndetic near zero if only if for ev-
ery ǫ > 0 there exist some F ∈ Pf ((0, ǫ) ∩ S) and some δ > 0 such that
S ∩ (0, δ) ⊆
⋃
t∈F (−t+A).
(b) [6, Definition 3.4]: A subset A of S is piecewise syndetic near zero if and
only if there exist sequences 〈Fn〉
∞
n=1 and 〈δn〉
∞
n=1 such that
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(1) for each n ∈ N, Fn ∈ Pf ((0, 1/n) ∩ S) and δn ∈ (0, 1/n) and
(2) for all G ∈ Pf (S) and all µ > 0 there is some x ∈ (0, µ) ∩ S such that
for all n ∈ N, (G ∩ (0, δn)) + x ⊆
⋃
t∈Fn
(−t+A).
Theorem 2.2 [6, Theorem 3.5]: Let S be a dense subsemigroup of
((0,∞),+) and let A ⊆ S. Then K(0+(S)) ∩ A¯ 6= Ø if and only if A is
piecewise syndetic near zero.
Definition 2.3: Let S be a dense subsemigroup of ((0,∞),+). A sub-
set A of S is said to be an IP -set near zero if and only if for each ǫ > 0
there exists some sequence 〈xn〉
∞
n=1 in S such that
∑
∞
n=1 xn converges and
FS(〈xn〉
∞
n=1) ⊆ A ∩ (0, ǫ).
Theorem 2.4: Let S be a dense subsemigroup of ((0,∞),+) and let
A ⊆ S. Then A is an IP -set near zero if and only if there is some idempo-
tent p in 0+(S) such that A ∈ p.
Proof : See the proof [6, Theorem 3.1].
Definition 2.5: Let S be a dense subsemigroup of ((0,∞),+). Define
Γ0(S) ={p ∈ βS : if A ∈ p then A is an IP -set near zero}
Lemma 2.6: Let S be a dense subsemigroup of ((0,∞),+) such that
S∩(0, 1) is a subsemigroup of ((0, 1), ·) and assume that for each y ∈ S∩(0, 1)
and each x ∈ S, x/y and yx ∈ S. Then Γ0(S) is a left ideal of β(S∩(0, 1), ·).
Proof : Note that Γ0(S) = cl{p ∈ 0
+(S) : p + p = p}, and therefore is
non-empty. Let p ∈ Γ0, and q ∈ β(S ∩ (0, 1), ·), and let A ∈ q · p. Then
{y ∈ S ∩ (0, 1) : y−1A ∈ p} ∈ q, so pick y ∈ S ∩ (0, 1) such that y−1A ∈ p.
Thus y−1A is an IP -set near zero. Take some sequence 〈xn〉
∞
n=1 in S such
that FS(〈xn〉
∞
n=1) ⊆ (y
−1A) ∩ (0, ǫ) and
∑
∞
n=1 xn converges.
Let zn = yxn for all n ∈ N. Then FS(〈zn〉
∞
n=1) ⊆ A∩ (0, ǫ) and
∑
∞
n=1 zn be
a convergent series in S. Therefore p · q ∈ Γ0(S) which completes the proof.
Theorem 2.7: Let S be a dense subsemigroup of ((0,∞),+) such that
S∩(0, 1) is a subsemigroup of ((0, 1), ·) and assume that for each y ∈ S∩(0, 1)
and each x ∈ S, x/y and yx ∈ S. Let r ∈ N and let S ∩ (0, 1) =
⋃r
i=iBi.
Then there is some i ∈ {1, 2, ....., r} such that Bi is an IP -set near zero and
Bi is central in (S ∩ (0, 1), ·).
Proof : By Lemma 2.6, Γ0(S) is a left ideal of β(S ∩ (0, 1), ·). Pick a
minimal left ideal L of β(S ∩ (0, 1), ·) with L ⊆ Γ0(S) and pick p = p ·p ∈ L.
Note that p ∈ K(β(S ∩ (0, 1), ·)) with p = p · p so all of its member are
central in (S ∩ (0, 1), ·)) Pick i ∈ {1, 2, ....., r} such that Bi ∈ p. Then Bi is
central in (S ∩ (0, 1), ·) and, since p ∈ Γ0(S), Bi is an IP -set near zero.
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Definition 2.8: Let S be a dense subsemigroup of ((0,∞),+). Define
M0(S) = {p ∈ βS : if A ∈ p then A is a central set near zero}.
Lemma 2.9: Let S be a dense subsemigroup of ((0,∞),+) such that
S∩(0, 1) is a subsemigroup of ((0, 1), ·) and assume that for each y ∈ S∩(0, 1)
and each x ∈ S, x/y and yx ∈ S. ThenM0(S) is a left ideal of β(S∩(0, 1), ·).
Proof : See the proof [6, Theorem 5.6].
Theorem 2.10: Let S be a dense subsemigroup of ((0,∞),+) such that
S∩(0, 1) is a subsemigroup of ((0, 1), ·) and assume that for each y ∈ S∩(0, 1)
and each x ∈ S, x/y and yx ∈ S. Let r ∈ N and let S ∩ (0, 1) =
⋃r
i=iBi.
Then there is some i ∈ {1, 2, ....., r} such that Bi is central near zero and Bi
is central in (S ∩ (0, 1), ·).
Proof : See the proof [6, Theorem 5.6].
Theorem 2.11: Let S be a dense subsemigroup of ((0,∞),+) such that
S∩(0, 1) is a subsemigroup of ((0, 1), ·) and assume that for each y ∈ S∩(0, 1)
and each x ∈ S, x/y and yx ∈ S. If A is syndetic in (S ∩ (0, 1), ·) then A is
central near zero.
Proof : Since A is syndetic in (S∩(0, 1), ·), there exists G ∈ Pf ((0, 1)∩S)
such that S ∩ (0, 1) =
⋃
t∈G t
−1A. Now take an idempotent p in K(0+(S)).
Choose t ∈ G such that t−1A ∈ p. Thus t−1A is central near zero. So by [6,
Lemma 4.8], A is central near zero.
Theorem 2.12: Let S be a dense subsemigroup of ((0,∞),+) such
that S ∩ (0, 1) is a subsemigroup of ((0, 1), ·) and assume that for each
y ∈ S ∩ (0, 1) and each x ∈ S, x/y and yx ∈ S. If A is piecewise syndetic
in (S ∩ (0, 1), ·) then for each ǫ > 0, l ∈ N there exist a, d ∈ S such that
{a, a+ d, ....., a + (l − 1)d} ⊆ A ∩ (0, ǫ).
Proof : Le I = {p ∈ βS : if A ∈ p then for each l ∈ N, there exist
a, d ∈ S such that {a, a + d, ....., a + (l − 1)d} ⊆ A}. By [6, Theorem 4.11],
E(K(0+(S)) ⊆ I (where for a semigroup S, E(S) = {x ∈ S : x is an idem-
potent}). Let I0 = I ∩ 0
+(S) . Then clearly I0 6= Ø. By theorem 1.8,
0+(S) is a two-sided ideal of β(S ∩ (0, 1), ·). To show that I0 is a two-sided
ideal of β(S ∩ (0, 1), ·), it is enough to prove that I is a two-sided ideal of
β(S ∩ (0, 1), ·). To this end let p ∈ I and q ∈ β(S ∩ (0, 1), ·) . Suppose
A ∈ q · p then {x ∈ S : x−1A ∈ p} ∈ q. Choose x ∈ S ∩ (0, 1) such that
x−1A ∈ p. Pick a, d ∈ S such that {a, a + d, ....., a + (l − 1)d} ⊆ x−1A.
Then {ax, ax + dx, ....., ax + (l − 1)dx} ⊆ A. Thus q · p ∈ I. Also let
A ∈ p · q. Then B = {x ∈ S : x−1A ∈ q} ∈ p. Pick a, d ∈ S such that
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{a, a+d, ....., a+(l−1)d} ⊆ B. Then
⋂l−1
i=0(a+id)
−1A ∈ q. Take s ∈ S∩(0, 1)
such that s ∈
⋂l−1
i=0(a+ id)
−1A. Then {as, as+ ds, ....., as+ (l− 1)ds} ⊆ A.
Thus p · q ∈ I. Therefore I is a two-sided ideal of β(S ∩ (0, 1), ·).
Let A be a piecewise syndetic set in (S ∩ (0, 1), ·). Now by Theorem 1.2
K(β(S ∩ (0, 1), ·))∩ clA 6= Ø. Since I0 is a two-sided ideal of β(S ∩ (0, 1), ·)),
K(β(S ∩ (0, 1), ·)) ⊆ I0 and hence clA ∩ I0 6= Ø. Now Choose p ∈ I0 such
that A ∈ p. Therefore for each ǫ > 0, l ∈ N there exist a, d ∈ S such that
{a, a+ d, ....., a + (l − 1)d} ⊆ A ∩ (0, ǫ).
We can define IP0-set near zero for a dense subsemigroup of ((0,∞),+)
as is defined on (N,+)
Definition 2.13: Let S be a dense subsemigroup of ((0,∞),+) and
A ⊆ S. Then A is siad to be an IP0-set near zero if for each m ∈ N
and ǫ > 0 there exists a finite sequence 〈yn〉
m
n=1 of positive reals such that
FS(〈yn〉
m
n=1) ⊆ A ∩ (0, ǫ).
Theorem 2.14: Let S be a dense subsemigroup of ((0,∞),+) such that
S∩(0, 1) is a subsemigroup of ((0, 1), ·) and assume that for each y ∈ S∩(0, 1)
and each x ∈ S, x/y and yx ∈ S. If A is central in (S ∩ (0, 1), ·) then A is
an IP0-set near zero.
Proof : Let J0 = {p ∈ βS : if A ∈ p then A is an IP0-set near zero}.
Notice that Γ0(S) ⊆ J0 and therefore J0 6= Ø. We now claim that J0 is a
two-sided ideal of β(S∩(0, 1), ·). To this end let p ∈ J0 and q ∈ β(S∩(0, 1), ·).
Suppose A ∈ q · p. Then B = {x ∈ S : x−1A ∈ p} ∈ q. Choose x ∈ S ∩ (0, 1)
such that x−1A ∈ p. Then for each m ∈ N and ǫ > 0 there exists a finite
sequence 〈yn〉
m
n=1 of positive reals such that FS(〈yn〉
m
n=1) ⊆ x
−1A ∩ (0, ǫ).
Thus FS(〈xyn〉
m
n=1) ⊆ A ∩ (0, ǫ) and therefore q · p ∈ J0. Also let A ∈
p · q. Then B = {x ∈ S : x−1A ∈ q} ∈ p. So for each m ∈ N and
ǫ > 0 there exists a finite sequence 〈yn〉
m
n=1 of positive reals such that F =
FS(〈yn〉
m
n=1) ⊆ B. Then
⋂
y∈F y
−1A ∈ q. Choose x ∈
⋂
y∈F y
−1A ∩ (0, 1).
Then FS(〈xyn〉
m
n=1) ⊆ A∩(0, ǫ). Therefore p ·q ∈ J0. Thus J0 is a two-sided
ideal of β(S ∩ (0, 1), ·). Let A be central in (S ∩ (0, 1), ·). Then there exists
an idempotent p ∈ K(β(S ∩ (0, 1), ·)) such that A ∈ p. Also since J0 is a
two-sided ideal of β(S∩(0, 1), ·), p ∈ J0. Therefore A is an IP0-set near zero.
3. Monochromatic Solution To
∑n
t=1 xt =
∏n
t=1 yt Near Zero
In Ref. [5], author generalized the affirmative answer to the question of
P. Csikva´ri, A. Sa´rko¨zy, and K. Gyarmati regarding the monochromatic so-
lution of a+ b = cd, whenever the set of naturals N is finitely colored.
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Theorem 3.1: Let r ∈ N and let N =
⋃r
i=iAi.There exists i ∈ {1, 2, ....., r}
such that for each m ∈ N,
(1) there exists an increasing sequence 〈yn〉
∞
n=1 with distinct finite prod-
ucts such that FP (〈yn〉
∞
n=1) ⊆ Ai and whenever F ∈ Pf (N), there exists
a strongly increasing sequence 〈xn〉
m
n=1 such that FS(〈xn〉
m
n=1) ⊆ Ai and∑m
n=1 xn =
∏
n∈F yn and
(2) there exists a strongly increasing sequence 〈xn〉
∞
n=1 such that
FS(〈xn〉
∞
n=1) ⊆ Ai and whenever F ∈ Pf (N), there exists an increasing se-
quence 〈yn〉
m
n=1 with distinct finite products such that FP (〈yn〉
m
n=1) ⊆ Ai
and
∏m
n=1 yn =
∑
n∈F xn.
Proof : See the proof [5, Theorem 5].
In this section we extend this result for a dense subsemigroup of ((0,∞),+)
to near zero.
To establish the main result we need the following lemma.
Lemma 3.2: Let S be a dense subsemigroup of ((0,∞),+) such that
S∩(0, 1) is a subsemigroup of ((0, 1), ·) and assume that for each y ∈ S∩(0, 1)
and each x ∈ S, x/y and yx ∈ S. Let 〈wt〉
∞
t=1 be a sequence in S ∩ (0, 1)
such that
∑
∞
t=1 wt converges. Then there exist sequences 〈xt〉
∞
t=1 and 〈yt〉
∞
t=1
such that 〈xt〉
∞
t=1 is strictly decreasing (and therefore it is distinct), 〈yt〉
∞
t=1
is decreasing and has distinct finite products, FS(〈xt〉
∞
t=1) ⊆ FS(〈wt〉
∞
t=1)
and FP 〈yt〉
∞
t=1 ⊆ FP (〈wt〉
∞
t=1)
Proof : We construct the sequence 〈xt〉
∞
t=1 inductively. Since
∑
∞
t=1 wt
converges, 〈wt〉
∞
t=1 converges to 0. Hence we can construct a strictly de-
creasing subsequence of 〈wt〉
∞
t=1 in the following way. Let x1 = w1. Then
clearly (0, w1/2) contains infinitely many points of the sequence 〈wt〉
∞
t=2.
Let us take x2 = wl such that wl ∈ (0, w1/2). Then clearly x1 > x2. In-
ductively, let 〈xt〉
k
t=1 be a strictly decreasing sequence such that for each
t, xt = wpt and xt ∈ (0, xt−1/2) for some pt ∈ N and xt > xt+1 for
t ∈ {1, 2, ....., k − 1}. Clearly FS(〈xt〉
k
t=1) ⊆ FS(〈wt〉
∞
t=1). Now (0, xk/2)
contains infinitely many points of the sequence 〈wt〉
∞
t=1 hence we can choose
min{t ∈ N : wt ∈ (0, xk/2)} = q. Let xk+1 = wq.
By similar arguments, we construct the sequence 〈yt〉
∞
t=1 inductively. Let
〈yk〉
n
k=1 be a strictly decreasing subsequence of 〈wt〉
∞
t=1 such that yk = wtk
with t1 < t2..... < tn. Let E = FP (〈yk〉
n
k=1) also let µ = min E ∪ {u
−1v :
u, v ∈ E}. Now (0, µ) contains infinitely many points of 〈wt〉
∞
t=tn+1
. Let
min{t ∈ N : t ≥ tn + 1, wt ∈ (0, µ)} = r. Let yn+1 = wr. Therefore,
FP 〈yt〉
∞
t=1 ⊆ FP (〈wt〉
∞
t=1). This completes the proof.
Theorem 3.3: Let S be a dense subsemigroup of ((0,∞),+) such that
S∩(0, 1) is a subsemigroup of ((0, 1), ·) and assume that for each y ∈ S∩(0, 1)
and each x ∈ S, x/y and yx ∈ S. Let r ∈ N, ǫ > 0 and let S ∩ (0, 1) =
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⋃r
i=iAi. There exists i ∈ {1, 2, ....., r} such that for each m ∈ N,
(1) there exists a decreasing sequence 〈yn〉
∞
n=1 with distinct finite products
such that FP (〈yn〉
∞
n=1) ⊆ Ai ∩ (0, ǫ) and whenever F ∈ Pf (N), there exists
a strictly decreasing sequence 〈xn〉
m
n=1 such that FS(〈xn〉
m
n=1) ⊆ Ai ∩ (0, ǫ)
and
∑m
n=1 xn =
∏
n∈F yn and
(2) there exists a strictly decreasing sequence 〈xn〉
∞
n=1 such that
FS(〈xn〉
∞
n=1) ⊆ Ai ∩ (0, ǫ) and whenever F ∈ Pf (N), there exists a decreas-
ing sequence 〈yn〉
m
n=1 with distinct finite products such that FP (〈yn〉
m
n=1) ⊆
Ai ∩ (0, ǫ) and
∏m
n=1 yn =
∑
n∈F xn.
Proof : Pick p ∈ β(S ∩ (0, 1), ·) such that, for every A ∈ p there exist se-
quences 〈xn〉
∞
n=1 and 〈yn〉
∞
n=1 with FS(〈xn〉
∞
n=1) ⊆ A∩(0, ǫ) and FP (〈yn〉
∞
n=1) ⊆
A ∩ (0, ǫ) (In section 2 we have proved the existence of such a p). Pick
i ∈ {1, 2, ....., r} such that Ai ∩ (0, ǫ) ∈ p.
Letm ∈ N be given. Let B0 = {z ∈ Ai∩(0, ǫ) : there exists a strictly decreas-
ing sequence 〈xn〉
m
n=1 such that FS(〈xn〉
m
n=1) ⊆ Ai∩(0, ǫ) and z =
∑m
n=1 xn}.
Let C0 = {z ∈ Ai∩(0, ǫ) : there exists a decreasing sequence 〈yn〉
m
n=1 with dis-
tinct finite products such that FP (〈yn〉
m
n=1) ⊆ Ai∩(0, ǫ) and z ==
∏m
n=1 yn}
We claim that B0 ∈ p. If possible, let B0 /∈ p, in which case
(Ai ∩ (0, ǫ))\B0 ∈ p. Pick a sequence 〈xn〉
∞
n=1 with
FS(〈xn〉
∞
n=1) ⊆ (Ai∩(0, ǫ))\B0. By Lemma 3.2 we may assume that 〈xn〉
∞
n=1
is strictly decreasing. But then
∑m
n=1 xn ∈ B0, a contradiction. Similarly
C0 ∈ p.
For conclusion (1) pick a decreasing sequence 〈yn〉
∞
n=1 with distinct finite
products such that FP (〈yn〉
∞
n=1) ⊆ B0. For conclusion (2) pick a strictly de-
creasing sequence 〈xn〉
∞
n=1 with distinct finite products such that FS(〈xn〉
∞
n=1) ⊆
C0.
Corollary 3.4: Let S be a dense subsemigroup of ((0,∞),+) such that
S∩(0, 1) is a subsemigroup of ((0, 1), ·) and assume that for each y ∈ S∩(0, 1)
and each x ∈ S, x/y and yx ∈ S. Let r ∈ N and let N =
⋃r
i=iAi. There
exists i ∈ {1, 2, ....., r} and a, b, c, and d in S such that {a, b, c, d} ⊆ Ai∩(0, ǫ)
with a+ b = cd and a 6= b.
Proof : It is the special case of the above theorem when n = 2
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