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計算機上での文章の意味表現におけるBayesianBeliefNetwork
による語の共起情報の統合化の試み
中 挾 知延子’
1. は じめ に
自然言語処理における，形態素解析・構文（統語）解析は，文の構造を解析するもので，意味的
側面にはあまり言及していない．しかし，昨今意味解析がますます重要となっており，文章の意味
内容を表現した構造をコンピュータに持たせることは重要な課題である．著者は，コンピュータ上
に，自然科学分野の論文文章から意味構造を表現し，これらを参照することにより，ユーザとして
の自然科学研究者が，真に得たいデータや文章の適確な要約，意味内容の把握・参照ができる研究
支援システムの開発を進めている［Nakabasami99]. 現段階では，金属材料設計分野の論文に焦点
をおいている．材料設計研究は未知の物質を設計・開発する分野であり，研究者は研究を行ってい
く上でさまざまな過去の文献，とりわけ既存の研究論文を参照する．その際，膨大な数にのぼる論
文の中から，研究者の要求に応じて論文を検索し，その論文の内容に関して応答できるシステムを
用いることで，よりよい研究支援が提供できると考えられる．論文は曖昧性の少ない自然言語であ
ることが要求されるために，自然言語処理の解析対象とされることが多いが，日々生成されその数
は増大し，無数に存在する．これに対応していくためには，コンピュータによって自動的に論文の
内容を可能な限り厳密に把握し，抽出できるようにすることが必要となる．
文章における語についての意味構造は，語彙意味論（LexicalSemantics) の分野などにおける研
究から提案されているが［Pustejovsky93,95], 文に対する意味構造を扱ったものはない．それに対
して本研究では，自然言語文章から自動的に生成可能な，統語・意味の両面を取りこんだ文の意味
表現として，構文解析された語に，意味役割を考慮した意味タグを付与した文の意味構造データを
提案している．論文の意味内容を把握するためには，語のレベルだけではなく，文の意味内容を把
握することが重要となる.文の内容把握のためには統語情報（syntax）と意味情報(semantics) が不
可欠の要素であり，文の記述内容の表現はお互いに補い合って表現できる［Jackendoff92].
しかし，文に出現する語に意味タグを付与したものを合わせたデータだけでは情報が十分である
とはいえない．文に共起する語の相互作用から，文の意味内容が変化することも考えられる．その
ため本論文ではBayesianBeliefNetwork （BBN ）を用いて，文中に共起する語の意味タグの関係を
検証，評価する.BBN は，実世界における現象の因果関係を記述し，ある事象の確からしさが変化
*東洋 大学 国際 地域学 部 ；Faculu'ofRegionalDevelopmentStudies.ToyoUniversity
54 国際地域学研究 第3 号2000 年3 月
した時に，関係する他の現象の確からしさの変化を反映するネットワークである［Jensen96,Mit-chell97].BBN
を用いて語の共起情報を意味構造データに統合することで，適確な意味表現をシス
テムに取り込めると期待される．本稿では，そのためのBBN に関する検証と評価を行うと共に，従
来共起情報の抽出や語の多義性解消に用いられてきたNaiveBayes ［Domingos96 ］ による推定方
法との比較を行っている．
以下2 章では意味構造データについて述べる.3 章ではBBN について概観したあと，意味構造
データ中の意味タグの推定に関し,BBN に情報エントロピーの考えを取り入れた手法について述べ
る.4 章ではサンプルデータに本手法を適用した実験結果について報告する.5 章では実験結果につ
いてNaiveBayes の手法を用いた場合と比較し，結果を考察する．最後に6 章でむすびとする．
2. 意 味 構造 デ ータ2.1
概要
意味構造データは(2.1.1）のリスト構造で表現される.
（2Λ.1)((ENTITY)(EVENT)(PROPERTY))
意味構造データでは，統語情報でのカテゴリだけではとらえられない語の持つ潜在的な文での役
割を考え，文を構成 する要素をENTITY,EVENT ，PROPERTY という3 つの大きなカテゴリに分
けている.構文解析された語は付与 された意味タグに基いてこれらのカテゴリごとにまとめられる。ENTITY
は文 において事象（EVENT ）を行 う，あるいは事象が起こされる実体である.EVENT は
事象そのものである.PROPERTY はENTITY が持つさ まざ まな性質，特徴であり，ENTITY をさ
まざ まな側面から記述する．構文解析結果 （統語情報）で動詞とされた語は事象を表し ている限 り
文の意味表現においてはEVENT とし，名詞とされた語でも意味役割により事象を表しているもの
であればEVENT に含 める．これら3 つはさらに【2.】.2）のリスト構造を持つ．
(ENTITY) →((tag,ternji)… μ昭itermj)(2.1.2)(EVENT)
→ 印昭iterm,).‥(tagj・termj)(PROPERTY)
→((tag,termよ‥(tag,.termJ)
上記のリスト構造において，i，j，k はENTITY,EVENT,PROPERTY に分類されたterm の個
数を示すインデックスである。各term は文での意味役割を示す意味タグtag が付与されている。
2.2 意味タグ
意味タグは自然言語処理研究においては語の多義性解消に用いられている［Yarowsky921. 本研
究での意味タグは，構文解析された文におけるNP,VP 等の統語情報と，専門家の手による［ASM88]
を加工した材料設計分野のシソーラスならびに基本用語の意味タグデータに基づいて付与され
る．付与する意味タグの種類については，従来さまざまな提案が語の意味役割とともになされてい
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る［Fillmore75,Saint-Dizier95]. 本研究では今までに提案されている意味役割を参考にして，対
象文章とする材料設計論文の内容に沿うように設定している．意味タグとその説明およびカテゴリ
を表 目こ示す．
表1 意味タグ一覧
意味タグ 説明 カテゴリ
MAT(material) 実験に用いる材料 ENTITY
ALY(alloy) // 合金 ENTITY
ATO(atom) 材料を構成する物質名 ENTITY
PART(part) 材料の一部 ENTITY
SOU(source) 実験に用いる補助材料 ENTITY
PRD(product) 実験の結果生じる副産物 ENTITY
ACT(action) 実験者によって行われる作用，補助作業 EVENT
EVE(event) 実験における事象を記述するデフォルトのタグ EVENT
MAN(manipulation) 実験者が行う実験に用いる材料の前処理 EVENT
TRAN(transition) 実験中の材料の状態変化 EVENT
TRANS(transformation) μ 形状の変化 EVENT
EVA(evaluation) 実験者の評価 EVENT
MES(measuremenl) II 測定 EVENT
PHE(phenomenon) 実験材料の引き起こす現象 EVENT
QAL(quality) 実験結果 として得られる質的なもの PROPERTY
QAN(quantity) μ 量的なもの PROPERTY
APA(apparatus) 実験に用いる装置 PROPERTY
TOL(tool) II 小道具 PROPERTY
CON(container) μ 容器 PROPERTY
MET(method) μ 方法，手法 PROPERTY
LAW(law) μ 法則，原理 PROPERTY
CDT(condition) 実験条件 PROPERTY
PRO(property) 材料の外見の特徴 PROPERTY
COMP(composition) I) 化学組成 PROPERTY
STRU(structure) ノ 物理構造 PROPERTY
表1 で記した意味タグ付与を行うsemantic_tagging関数のアルゴリズムを示す．アルゴリズム中
のthesaurus とは，材料設計分野のシソーラス,termdata とは基本用語の意味タグデータを指す．
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semantictagging(term)
－Input:
構 文 解析 さ れ た文 の 統 語 タ グ が 付 い た 各 語 （term ）Output:
意 味 タ グ を 付 与 し た 各 語semantictag
＜-"UNKNOWN"Foreachentryintermdata//entry:(semantic_tag2termZ
）if(termI==term2
）||(term2isthelastwordofterm!)thensemantictag
＜－semantictag2
－ －unlesssemantictag2
＝＝"UNKNOWN"then
－returnsemant!c_tagForeachentryinthesaurus//entry:(sublrelterm2term3
）//
（subxy):Xissub-conceptofy//(relxy
）:Xissynonymofyif
（term)==term2)&& （termlissub-conceptofterm3 ）thensemantictag
＜－seinantic_tagging(term3)unlesssemantictag==-'UNKNOWN"thenreturnsemantic_tagif
（terml ＝=term2 ）&&(termlissynonymofterm3 ｝thensemantictag
＜-semantictagging （term3 ）returnsemantictag
ア ル ゴ リ ズ ムI.semantictagging 関 数
－
2.3 意味構造データの自動生成
意 味 構 造 データ を自動 生 成 す る関 数addsemantics の し く みを アル ゴ リズ ム2 に示 す.add
－semantics
関数は前節におけるsemantictagging 関数を呼び出し, 得られた意味タグの種類 によって
（2.1.2）で示 したENTITY ，EVENT ，PROPERTY の3 つの意味ブロックのいずれかに分類す る.
（2.1.2）で示 した文中の語の意味役割 は統語情報を保持しつつ意味内容を持たせているが，例 えば表
層の統語情報では名詞であっても，意味的には事象を表す語もある.addsemantic 関数はその よう
ー
な情報 も考慮して分類する．3 つの意味ブロックに分類 された後，それらは一文単位で結合され，（2.1.2
）のリスト構造を形成 する．アルゴリズム1,2 は,CommonLisp ［Steele90,Norvig92,Graham96
］ を用いて実装されている．
なお,LISP のプログラムでは構文解析 を施したサンプル文章の先頭から一文ずつ読み込 み,addsemantics
関数を適用し，出力 としての意味構造データを順にファイルに蓄 えていく．また，意味タ
グが決定で きなかった語についてぱunknown" を示ず‘unk ”クグが付与されている．
中挟：計算機上での文章の意味表現におけるBayesianBeliefNetwork による語の共起情報の統合化の試み
addsemantics(parsedsentence)
Input: 統語解析を行った一文Output:
意味構造データForeachblockinparsed_sentence//block:(syntacticjag,term)semantictag
く－semantic_tagging(term)Casesyntactic_tagnpInpl:Casesemantic_tagMATlALYlATOlPART:addtoENTITYblockACT|MANlTRAN|TRANS|EVA|MES|PHE:addtoEVENTblockother:addtoPROPERTYblockVP:Casesemantictag
“UNKNOWN":semantictag ＜-"EVE",addtoEVENTblockother:addtoEVENTblockreturnENTITY
＋EVENT ＋PROPERTY
アルゴリズム2.addsemantics 関数
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3.BayesianBeliefNetwork （BBN ）3.1
概要BBN
はベイズの定理［Bernardo93,Casella90 ］ に基づく不確実な情報の表現と確率推論の枠組
である．ベイズの定理は(3.1.1）で表される.(3.1.1
）BayesTheorem:
P(h ＼D)＝ P(h|D)P(h}
P(D)
P(h|D):posteriorprobability
P(h).P(D):priorprobability
P(D ＼h):conditionalprobabilityofDgivenh
BBN ではネットワークの各ノートを事象とし, ノート間のアークは接続されたノート間に因果関
係が存在することを表している。各ノートにはその親ノ- トの確率変数に対する条件付き確率が与
えられる,BBN を用いることで，対象領域で起こる事象の間の因果関係を完全かつコンパクトに記
述できる［Heckerman96,Nishida99]. 本研究では，共起する語にはそれらが持つ意味役割すなわ
ち付与された意味タグ間に相互作用が存在するとして，結果から原因を推定する診断的推論の一つ
としてBBN を適用する.BBN の各メードを各語に付与された意味タグとして，統語の階層構造に
したがってノートを結んでいく.BBN における各ノート間に成立する関係は(3.1.2）のように表さ
れる。
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=n/ 削 戸αr回心削刀
(3工2) において，y,(i≦i ≦n ）はBBN の各ノートを示し，P（y.,…,y
≪)
はそれらに特定の値を指
定した時の共起確率を示している.Parents（Y,）はノートy バこ対する直接の親ノートの集合を示し
ており,P（y,|Parents（y,）は親ノートに特定の値を定めた時のy, の起こる条件付き確率を指す.BBN
の各ノートにはあらかじめ主観的に生起確率が与えられており，あるメードについて事実が判明し
た時,BBN 内でその事実を伝播させ，他のノートに対応する事象の確率を更新させる.BBN におけ
る各ノートの確率が変化する様子を図 目こ示す．図 目こおいて,ev ＋,ev はノートV の上流，下流
にある事象，λ（V ）はV が観測されたときのV の下流にある事象ev の生起確率，λμU) はノートV
から親ノートU に伝達されるメッセージ，π（V）はV の上流にある事象ev＋が観測されたときのV
の生起確率, πVjm はノートV から子ノートV バこ伝達されるメッセージを表している．以上の
設定によってBBN は上流・下流から流れてきたメッセージに基づいて目的のノートV の条件付き
確率P（V|ev→,ev-）を計算し，その結果を上流・下流に伝播する．
7rv(U)=P(UIev)
λv(V) ＝P(evj ‾IV)
7t(V) ＝P(VIcv) ，λ(V) ＝P(evlV)
図IBBN における確率伝播のしくみ
本研究ではBBN の各ノートを文中に出現する意味タグとし,ENTITY に属する意味タグが出現
したときに,EVENT に属する意味タグ，PROPERTY に属する意味タグが出現することは因果関係
が成立すると仮定してノート（タグ）間のBBN を構成する．これにより各カテゴリに属する意味タ
グの共起関係が表される．つまり,2 つの意味タグが共起しやすいほどそれらのノートの伝播後の確
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率は高くなる．これ以降ENTITY ，EVENT ，PROPERTY カテゴリに属する意味 タグをそれぞれENTITY
タグ，EVENT タグ,PROPERTY タグと記す．例として，文I をあげる．
(文1)Lowdensityinclusionssuchasoxidesandnitridesareallowedtorisetothesurfaceinthehearthandaretheneithersweptbackbythebeamand/orphysicallyrestrainedbyamechanicalbarrierfromreachingthesolidifyingingotattheotherend.
文I を構文解析した結果は以下になる。
(文1 の構文解析結果)(S(S(NP(NPLLowdensityinclusions)(ADJPsuch(PPas(NPLoxidesandnitrides))))(VPare(VPallowed(TOINF(VPto(VPrise(PPto(NPLthesurface))(PPin(NPLthehearth))))))))and(S(VPare(ADVPthen){NP(NPLeithersweptback)(PPby(NPLthebeam)))))(S(NPLand/orphysically)(VPrestrained(PPby(NPLamechanicalbarrier))(SBARfrom(SS(VPreaching(NPLthesolidifyingingot)(PPat(NPLtheotherend))))))))
文1 に対応する自動生成された意味構造データは以下のようになる。
(文1 の意味構造)(((MATSOLIDIFYINGINGOT)(ATOOXIDESANDNITRIDES)(PARTSURFACE)(SOUBEAM))((EVEALLOWED)(EVERESTRAINED)(EVESWEPTBACK))((QALLOWDENSITYINCLUSIONS)(CONHEARTH)(TOLMECHANICALBARRIER)(UNKOTHEREND)))
ここ でENTITY ，EVENT ，PROPERTY に分 けて記 述 する と，以 下 の よう にな る．
ENTITY ：({MATSOLIDIFYINGINGOT)(ATOOXIDESANDNITRIDES)(PARTSURFACE)(SOUBEAM))EVENT
：((EVEALLOWED)(EVERESTRAINED)EVESWEPTBACK))PROPERTY:((QALLOWDENSITYINCLUSIONS)CONHEARTH)(TOLMECHANICALBARRIER)(UNKOTHEREND)))
文1 の意味 クグから図2 のBBN を構成する．図2 にお いて,EVE ノート とCON ノート間 には
“in" という前置詞によってより強 い関係が保た れている，すな わぢin" の出 現によって2 つの
メード の共 起す る確 率が高 まってい る と考 える．図1 と対 応さ せて 図2 を説 明 す る．図2 で はENTITY
，EvENT ，PRoPERTY の順で ノートに親子関係を持たせ ている．図2 において太線で囲
まれたノートについて説明する．まず，親ノートから子 ノートへ伝達される確率 πについて考 える.
πeve(^) はENTITY カ テ ゴ リ に 属 す る 意 味 タグ の 中 でMAT タ グの 出 現 す る 確 率P(M ／T
＼ENT汀T ）であ りENTITY ノートからEvENT ノートへ伝達されるメッセージ となる.7tpro(EVE.
“in")はEVE タグど'in" が共起してい る時の確率でCON ノ- トへ伝達される．次に子 ノートから
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親 ノートへ伝達されるメッセージを考える。λ。皿fAT ＼EVENT) はEVENT タグとMAT タグの共
起 する確率である。λ，ro(CON) ＝P( でON ＼EVE,"m' バ よPROPERTY タグの中でCON タグの出現
す る確率 を示す。
πeve(MAT) ＝P(MATENTITY)
PROPERTY
λ，r。(CON)=P(CON:EVE,"in"
図2 意味タグのBBN における表現
以上のBBN の設定に基づいて，以下に場合についての共起情報が得られると考えられる.(1)PROPERTY
タグが,EVENT タグと前置詞との共起によって変化する場合.(2)PROPERTY
カテゴリに属するUNK タグぱ'unknown" を表しており，シソーラス等の知識
から意味タグを決定できなかったことを示している．それらのUNK タグを付与された語の最
も確からしい意味タグをENTITY,EVENT カテゴリの意味タグとの共起から推論する場合．2
つともPROPERTY タグの決定に関わるものである．これらは実際の研究者の設計支援環境を
考えた場合，材料や実験方法はある程度明確になっているのに対して，材料の持つ性質や，実験条
件，実験結果における内容は研究者の抽出したい対象になることが多いので，本研究の目的に沿っ
たものであるといえる.BBN を用いた時，図2 のPROPERTY に属するノートにおけるPROP-ERTY
タグの中で,EVE タグがBBN 伝播後に最も高い生起確率をとる意味タグが適切な意味タグ
になる．
3.2BBN での実装
本研究ではBBN における確率の算出をHUGIN ［Huein96 ］ のデモ版を用いて行った．最初に
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各ノート には，親ノートである意味タ グが文中に出現した場合の条件付 き確率を与 えなければなら
ない． ここで条件付き確率を（3.2.1）で定義する．エントロピ （ーEntropy ）とは，情報理論で頻繁に
用いられる概念であり，任意のサンプ ルの集合における不純度つ まりサンプルデータがどの くらい
不規則に混じり合っているのかを示すものである． また，サンプルデータを分類するために必要と
するビット量を表している． エントロピ ーが少ないと， サンプ ルデータを分類しやすく，多い と分
類し にくいことを示す.n び,y) はx,y が共起する頻度を示す.a,b は重み付けのための定数である.
（3.2.1）において，tag の条件付き確率を，tag が親ノートの意味 クグと共起する情報だけから得る
のではなく，エントロピーを取 り入れてa,b によって重 みをつけて算出する．本研究ではエントロ
ピ ーを，語に対して意味タグを付与 する作業 における容易 さの目安 として用いる．あ る状況に対し
てある意味タグが少しの場合 にしか付与されないならば，エ ントロピーは少ないが，逆にそのよう
な場合に別の意味タグを付与 することは許 されないこともありうる． これは少ない語についての貴
重度を無視できないことを表しており，それに対 する重みを備える必要がある．一 方で，ある状況
に対してほとんどの場合一つの意味タグが付与されることが適しているならば，その意味タグは受
容度が大きく，付与する作業も容易であ る． これら二つの場合に対 する重みとしてエントロピーを
導入し，貴重度 と受容度 を考慮する.（3.2.i）における1 ―Entropy(tag) は，貴重度と受容度が大 き
い意味タグについて， より条件付き確率に多 くの値が加 えられるように設定している．
（3.2.1）
(tag＼Parent_tag)=aX 匹O-Entropy(tag))
Entropy(tag) ＝ －（pリlog2P-）－（p－logiPつp*=n(tag,Parenttag),p
－＝n( ¬tag,Parenttag)
(3.2.1)で,P(tag ＼Parenリ αg)は候補となる意味タグが文中の目的の位置にParenttag と共起する
条件付き確率，戸 はサンプルデータ中で，tagが親ノートにおける意味タグと共起する割合，P- は
同じカテゴリのtag以外の意味タグが親ノートと共起する割合を示す．
4 ．BBN を用いた意味 タグの推定4.1EVENT
タグと前置詞との共起によるPROPERTY タグの推定
例として文2 とその意味構造をあげる．
(文2)Itwasthenfilledintomildsteelcansundervacuumandextrudedto130mmdiameterbars.
(文2 の意味構造)(((MAT130mmdiameterbars))((EVEfilled)(EVEextruded))((CONmildsteelcans)(CDTvacuum)(QNT130mm)))
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構文解析の結果から得られる係り受けを考慮すると文2 のBBN は図3 になる．文2 で前置詞と
共起している語の一つに“vacuum" がある.サンプルデータから図3 のBBN を構築した場合の初期
確率を算出し，PROPERTY タグがEVE ならびに前置詞“under" と共起した場合,BBN における
メッセージの伝播によって，最もEVE タグの確率が高くなるPROPERTY クグを求める．
PROPERTY
図3 文2 のBBN 表現
図3 のBBN において, ノートに与える初期確率を以下に示す.n(x,y) はx,丿が共起する頻度を
示す．
山MAT ノートに与える初期確率P(MAT
＼ENTITY)-/7+
＝n(MAT ＼ENTITY),p- ＝n( 訂AT,ENTITY)ENTITY={MAT.ALY,jTO,PART.SOU,PRD](2)EVE
ノートに与える初期確率P(EVE|
肘／T)
ー
ρ゛ ＝n(EVE,MAT),p- ＝n(EVE.MAT)(3)cDT
ノートに与える初期確率P(CDT|EVE,
¨under")
-
坦 ＝n(CDT,EVE,“under"）,p-＝n(CDT,EVE グ'under¨)
サンプルデータとして材料設計に関する論文100件を用いた．一論文あたり英文で平均8 ページ，
約3,500ワードである．出 ～(3) に示した確率をPROPERTY タグについて計算し,BBN を用いて
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生起確率を求めた．サンプルデータにおけるPROPERTY タグの出現頻度，エントロピー，伝播前
の生起確率,BBN による確率伝播後のEVE タグの生起確率を表2 に示す．
表2PROPERTY タグの出現頻度とEVE タグのBBN 伝播後の生起確率
tagk n(tagk,EVE,"under") Entropy P(tagjEVE ，"under") P(EVE|MAT."under",laeJ
QAL 18 .569 .1941.222
QAN 35 .828 .243 .264
APA 0 .000 .000 .000
TOL 0 .000 .000 .000
CON 2 ．目I .190 .219
MET 9 .355 .183 .212
LAW 0 .000 .000 .000
CDT 66 .999 .394 .367
PRO 4 .629 .185 .214
COMP 0 .000 .000 .000
STRU 0 .(X〕0 .000 .000
n(MAT ）=10,238,n(ENTITY) こ28、657.n(EVE.M.M)=7.147 ，n(EVENT)=26.943a
ニ0.8.b=0.2
4.2PROPERTY タグがUNK である語の意味タグの推定
文2 で“vacuum" の意味タグが未知であるとして実験を行う.BBN を用いてEVE タグの生起確
率が最大になるPROPERT タグを設定することは,文2 で適切な意味タグに変更することと同じで
ある．よって,BBN により，“under" と共起する場合，CDT タグを用いることでEVE タグの生起
確率が最大になるので,"vacuum" の意味タグはCDT に設定される．5
． 評 価
5.1NaiveBayesDecisionRule
意味タグの推定には，共起情報の抽出でよく用いられるNaiveBayes の手法があげられる［Gale92,Michie94,Russell95,Mitchell97
］。NaiveBayes では, （5.1.1）で示される式により，意味タグ
が決定される.（5.1.1）からtag を推定した結果を表3 に示 す.
（5.□）
tag ＝argmax[log,/ ］(tagj＋ ＼o^^P(EVE＼tag丿 ＋ ＼o%^P("under¨＼tagJ)PROPERTY
＝{OAL,OAN.AP ふTOL,CON,MET.LAW.CDT.PRO,COMP.STRU]
OagJ ル
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表3NaiveBayes によるPROPERTY タグの推定
tagk n(ta乱) n(EVE,tag,) n(“under",tag,,) NaiveBayes
QAL 9,486 834 20 -14.717
QAN 8,346 932 40 -13.372
APA 2,074 146 0 -8.342
TOL 2,056 352 0 -7.072
CON 355 16 2 －19.003
MET 4,105 354 10 -15.745
LAW 433 12 0 一川.947
CDT 7.208 491 82 -13.050
PRO 6,678 491 6 -16.712
COMP 3,523 221 0 -7.744
STRU 3,105 179 0 -8.048
n（PROPERTY) ＝47,369
5.2 本手法とNaiveBayes との比較
本研究で用いたBBN とエントロピーによる手法と,NaiveBayes の決定規則による手法とを比較
する.NaiveBayes での結果は表3 にあるように，TOL が最大になっているが，TOL のP “'under"
面gk) はO である．これはTOL どunder" がまったく共起していないことを示しており，本論文
で目的とする直前の前置詞を手がかりに意味タグの推定を行うことから外れている.NaiveBayes
では,P(“un冶er"＼tagJで表される条件付き確率に対する底が2 の対数を計算するために,n(tagj に
比べてn（'under",tagiJ が非常に小さい場合には対数の値が小さくなる．そのため表3 の一部の意
味タグにあるようなデータがO の場合には，意味タグど'under" が共起していないにも拘わらず，
対数の値がNaiveBayes に影響しない．よってPC'unde 川・昭j の値がO の意味タグは無視して考
えることにする．
そうした場合，CDT が-13.050と最大値をとる．一方で本手法でも，表2 からEVE タグのBBN
伝播後の生起確率を最大にするのはCDT の0.367である．次に大きい値はNaiveBayes ではQAN
の-13.372 であり，本手法ではQAN の0.264である.NaiveBayes では他の値と比べるとCDT とQAN
の値は接近しており，文章の意味構造を作成する以前の構文解析のエラーを考慮すると，値が
最大であってもCDT が最適であると決定するためには有意か否かの判定が必要である．それに対
して本手法では，CDT とQAN の値は他の意味タグの値も考えた場合でもCDT の方が顕著に大き
く，最適な意味タグとしてCDT を決定できる.NaiveBayes
の欠点として，文中で近接する語の間に強い依存関係が存在する場合，それらの関係
をうまく量的に表せないことがある.NaiveBayes が“BagofWordsModel"[Manning99] を
ベースにした推定手法であることからも明らかであろう．本稿で推定の目的とする対象が，前置詞
とその直後の語の意味タグという，位置に関する強い依存関係があるために,NaiveBayes で適切な
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結果が得られなかったとも考えられる．
別の問題 として，本手法で は 可¬tag,Pαrenしtag) を求 める際 に，tag以外のPROPERTY タグと
共起するParenttag に こで はEVE タグと前置詞“under" ）をカウントしている．文章データの中
にはPROPERTY タグと共起しないParenttag も存在する．本手法で はPROPERTY タグの推定
という限定し たタスクに適用するた めにそのように設定し,PROPERTY タグ以外はノイズとして
無視した形になっているが， この設定が妥当であるか否かはさらなる検証 を要する．6.
む す び
本論文ではまず，文章の意味表現のために提案した意味構造データについて述べた．それらに付
与されている意味タグの説明を行い，意味タグを自動付与するアルゴリズムを示した．アルゴリズ
ムはCommonLisp を用いて実装されている．次に付与した意味タグの中で，特定の前置詞と共起
する語に対して,BBN を用いて意味タグの推定を行う手法を提案した.BBN に与える条件付き確率
は，共起頻度とエントロピーの値から重みを付けて決定した．提案した手法と,NaiveBayes の決定
規則で行った意味タグの推定結果を比較し考察した．
今後の課題として，対象データの充実と,BBN による意味タグの推定手法の精緻化と拡張が考え
られる．
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Abstract
Intheprocessingofnaturallanguage,itiscriticaltograspwholemeaningsthatare
conveyedviasentences.Sophisticatedsemanticrepresentationisnecessaryforthe
automaticconstructionofsentencestructure.Forthesemanticrepresentationof
sentencestructure,thispaperproposesa “semanticblock"inwhichboththesyntacticinformationandthethematicrolesofwordsappearinginsentencesaretakenintoaccount.Thisstudyfocusesontechnicalpapersonmaterialdesign.Thesentencestructureiscomposedofthreesemanticblocks:
“ENTITY,"
“EVENT,"and “PROPERTY グTheENTITYblockrepresentsphysicalobjectsandagentsthatcauseevents.TheEVENTblockrepresentstheeventsthemselves.ThePROPERTYblockrepresentsthepropertiesofobjectsintheENTITYblock.Thesemanticblockisimplementedbyaliststructure.Thispaperreportstheresultsobtainedafterapplyingthismethodtoextractinformationfrompapersonmaterialdesign.Inaddition,BayesianBeliefNetworks(hereafterBBN
）areusedinordertoincorpo-rateco-occurringinformationofsemantictagsintothesemanticblock.ThispaperdiscussespossiblewaystouseBBNforthesemanticrepresentationofasemanticblock.ThestochasticquantificationestimatedbyBBNenablesthesemanticblocktointegrateco-occurringinformationintothesemanticrepresentationofwordsappearinginit.
KeyWords:semanticrepresentation,semantictagging,bayesianbeliefnetwork
