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Abstract
Mobile systems are equipped with a diverse collection of
I/O devices, including cameras, microphones, sensors,
and modems. There exist many novel use cases for al-
lowing an application on one mobile system to utilize
I/O devices from another. This paper presents Rio, an
I/O sharing solution that supports unmodified applica-
tions and exposes all the functionality of an I/O device
for sharing. Rio’s design is common to many classes of
I/O devices, thus significantly reducing the engineering
effort to support new I/O devices. Our implementa-
tion of Rio on Android consists of 6700 total lines of
code and supports four I/O classes with fewer than 450
class-specific lines of code. Rio also supports I/O shar-
ing between mobile systems of different form factors,
including smartphones and tablets. We show that Rio
achieves performance close to that of local I/O for au-
dio, sensors, and modems, but suffers noticeable perfor-
mance degradation for camera due to network through-
put limitations between the two systems, which is likely
to be alleviated by emerging wireless standards.
1. INTRODUCTION
A user nowadays owns a variety of mobile systems, in-
cluding smartphones, tablets, smart glasses, and smart
watches, each equipped with a plethora of I/O devices,
such as cameras, speakers, microphones, sensors, and
cellular modems. There are many interesting use cases
in which an application running on one mobile system
accesses I/O on another system, for three fundamental
reasons. (i) Mobile systems can be in different physical
locations or orientations. For example, one can control a
smartphone’s high-resolution camera from a tablet cam-
era application to more easily capture a self-portrait.
(ii) Mobile systems can serve different users. For ex-
ample, one can a play music for another user if one’s
smartphone can access the other device’s speaker. (iii)
Certain mobile systems have unique I/O devices due to
their distinct form factor and targeted use cases. For
example, a user can make a phone call from her tablet
using the modem and SIM card in her smartphone.
Unsurprisingly, solutions exist for sharing various I/O
devices, e.g., camera [1], speaker [2], modem (SMS) [3],
and graphics [4]. However, these solutions have three
fundamental limitations. (i) They do not support un-
modified applications. For example, IP Webcam [1] and
MightyText [3] do not allow existing applications to use
a camera or modem remotely; they only support their
own custom applications. (ii) They do not expose all the
functionality of an I/O device for sharing. For exam-
ple, IP Webcam does not support remote configuration
of various camera parameters, such as depth of focus,
exposure, resolution, and white balance. MightyText
supports SMS and MMS from another device, but not
phone calls. Wi-Fi Speaker [2] does not support config-
uring equalizer effects on the speaker. (iii) They are I/O
class-specific, requiring significant engineering effort to
support new I/O devices. For example, IP Webcam [1]
can share the camera, but not the modem or sensors.
In this paper, we introduce Rio (Remote I/O), an I/O
sharing solution for mobile systems that overcomes all
three aforementioned limitations. Rio adopts a split-
stack I/O sharing model, in which the I/O stack, i.e.,
all software layers from the application to the I/O de-
vice, is split between the two mobile systems at a certain
boundary. All communications that cross this bound-
ary are intercepted on the mobile system hosting the
application and forwarded to the mobile system with
the I/O device, where they are served by the rest of
the I/O stack. Rio uses device files as its boundary of
choice. Device files are used in Unix-like OSes, such as
Android and iOS, to abstract many classes of I/O de-
vices, providing an I/O class-agnostic boundary. The
device file boundary supports I/O sharing for unmodi-
fied applications, as it is transparent to the application
layer. It also exposes the full functionality of each I/O
device to other mobile systems by allowing processes
in one system to directly communicate with the device
drivers in another. Rio is not the first system to exploit
the device file boundary; our previous work [5] uses de-
vice files as the boundary for I/O virtualization inside
a single system. However, sharing I/O devices between
two physically separate systems engenders a different
set of challenges regarding how to properly exploit this
boundary, as elaborated below.
The design and implementation of Rio must address
the following fundamental challenges that stem from the
I/O stack being split across two systems. (i) A pro-
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cess may issue operations on a device file that require
the driver to operate on the process’s memory. With
I/O sharing, however, the process and the driver reside
in two different mobile systems with separate physical
memories. In Rio, we support cross-system memory
mapping using a distributed shared memory (DSM) de-
sign that supports access to shared pages by the process,
the driver, and the I/O device (through DMA). We also
support cross-system memory copying with collabora-
tion from both systems. (ii) Mobile systems typically
communicate through a wireless connection that has a
high round-trip latency compared to the latency be-
tween a process and driver within the same system. To
address this challenge, we reduce the number of round
trips between the systems due to file operations, mem-
ory operations, or DSM coherence messages. (iii) The
connection between mobile systems can break at any
time due to mobility or reliability issues. This can cause
undesirable side-effects in the OSes of all involved sys-
tems. We address this problem by properly cleaning
up the residuals of a remote I/O connection upon dis-
connection, switching to a local I/O device of the same
class, if present, or if not, returning appropriate error
messages to the applications.
We present a prototype implementation of Rio for
Android systems. Our implementation supports four
important I/O classes: camera, audio devices such as
speaker and microphone, sensors such as accelerometer,
and cellular modem (for phone calls and SMS). It con-
sists of about 6700 Lines of Code (LoC), of which less
than 450 are specific to I/O classes. It also supports
I/O sharing between heterogeneous mobile systems, in-
cluding tablets and smartphones. See [6] for a video
demo of Rio.
We evaluate Rio on Galaxy nexus smartphones and
show that it (i) supports existing applications, (ii) al-
lows remote access to all I/O device functionality, (iii)
requires low engineering effort to support different I/O
devices, and (iv) achieves performance close to that of
local I/O for audio devices, sensors, and modem, but
suffers noticeable performance degradation for camera
sharing due to Wi-Fi throughput limitation in our setup
and test systems. With emerging wireless standards
supporting much higher throughput, we posit that this
degradation is likely to go away in the near future.
2. DESIGN
In this section, we describe the design of Rio, includ-
ing its architecture and the guarantees it provides to
mobile systems using it.
2.1 Split-Stack Architecture
Rio adopts a split-stack model for I/O sharing be-
tween mobile systems. It intercepts communications at
the device file boundary in the I/O stack on one mobile
system and forwards them to the other system to be
executed by the rest of the I/O stack.
Unix-like OSes, such as Android and iOS, use device
files to abstract many classes of I/O devices. Figure 1(a)
shows the typical I/O stack in Unix-like OSes. The de-
vice driver runs in the kernel, manages the device, and
exports the I/O device functions to user space processes
through device files. A process in user space then issues
file operations on the device file in order to interact with
the device driver. The main advantage of using device
files as the I/O sharing boundary is that it is common to
many classes of I/O devices, reducing the engineering
effort required to support various I/O classes. More-
over, such a boundary is transparent to the application
layer and immediately supports existing applications.
It also allows processes to directly communicate with
the driver, hence exposing all I/O device functionality
to other mobile systems.
Figure 1(b) depicts how Rio splits the I/O stack. It
shows two mobile systems: the server and the client.
The server system has an I/O device that the client
system wishes to use. Rio creates a virtual device file
in the client that corresponds to the actual device file
in the server. The virtual device file creates the illusion
to the client’s processes that the I/O device is present
locally on the client. To use the remote I/O device, a
process in the client executes file operations on the vir-
tual device file. These file operations are intercepted
by the client stub module, which packs the arguments
of each file operation into a packet and forwards it to
the server stub module. The server stub unpacks the
arguments and executes the file operation on the actual
device file. It then sends back the return values of the
file operation to the client stub, which returns them to
the process. Note that Figure 1(b) only shows one client
using a single I/O device from a single server. The de-
sign of Rio, however, allows a client to use multiple I/O
devices from multiple servers. It also allows multiple
clients to use an I/O device from a server.
In Rio, the client process is always the initiator of
communications with the server driver. This is because
communications between the process and driver are al-
ways initiated by the process via a file operation. When
an I/O device needs to notify a process of events, the no-
tification is done using the poll file operation. To wait
for an event, a process issues a blocking poll file oper-
ation that blocks in the kernel (and hence, in the server
kernel in Rio) until the event occurs. Or, it periodically
issues non-blocking polls to check for the occurrence
of an event.
Some file operations, such as read, write, ioctl,
and mmap require the driver to operate on the process
memory. mmap requires the driver to map some memory
pages into the process address space. For this, Rio uses
a DSM design that supports access to shared pages by
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Figure 1: Rio splits the I/O stack at the device file boundary. The process that remotely uses the
I/O device resides in the client system and interacts with a virtual device file. The actual device file,
device driver, and I/O device all reside in the server system. Rio forwards file operations between
the client and server. The wireless link can either be through an AP or a device-to-device connection.
the client process as well as the server driver and device
(through DMA) (§3.1). The other three file operations
ask the driver to copy data to or from the process mem-
ory. The server stub intercepts the driver’s requests for
these copies and services them with collaboration from
the client stub (§3.2).
2.2 Guarantees
Using I/O remotely at the device file boundary im-
pacts three expected behaviors of file operations: relia-
bility of connection, latency, and trust model. That is,
remote I/O introduces the possibility of disconnection
between the process and the driver, adds significant la-
tency to each file operation due to wireless round trips,
and allows processes and drivers in different trust do-
mains to communicate. Therefore, Rio provides the fol-
lowing guarantees for the client and server.
First, to avoid undesirable side-effects in the client
and server resulting from an unexpected disconnection,
Rio triggers a cleanup in both systems upon detecting a
disconnection. Rio guarantees the server that a discon-
nection behaves similar to killing a local process that
uses the I/O device. Rio also guarantees the client will
transparently switch to a local I/O device of the same
class, if possible; otherwise, Rio returns appropriate er-
ror messages to the application (§5).
Second, Rio reduces the number of round trips due
to file or memory operations and DSM coherence mes-
sages (§4) in order to reduce latency and improve per-
formance. Moreover, it guarantees that the additional
latency of file operations only impacts the performance,
not the correctness, of I/O devices. Rio can provide
this guarantee because most file operation do not have
a time-out threshold, but simply block until the device
driver handles them. poll is the only file operations for
which a time-out can be set by the process. In §6.3, we
explain that poll operations used in Android for I/O
devices we currently support do not use the poll time-
out mechanism. We also explain how Rio can deal with
the poll time-out, if used.
Finally, processes typically trust the device drivers
with which they interact using the device file interface.
To maintain that trust, we intend the current design
of Rio for I/O sharing between trusted mobile systems
only. In §10, we discuss how the current design can be
enhanced to maintain this guarantee while supporting
I/O sharing between untrusted mobile systems.
3. CROSS-SYSTEM MEMORY SUPPORT
In order to handle file operations, the device driver
often needs to operate on the process memory by exe-
cuting memory operations. However, these operations
pose a challenge for Rio because the process and the
driver reside in different mobile systems with separate
physical memories. In this section, we present our solu-
tions.
There are three types of memory operations. The
first one is map_page, which the driver uses to map sys-
tem or device memory pages into the process address
space. This memory operation is used for handling
the mmap file operation and its supporting page_fault.
Note that the kernel itself performs the corresponding
unmap_page memory operation and not the driver. The
other two types of memory operations are copy_to_
user and copy_from_user1, which the driver uses to
copy a buffer from the kernel to the process memory
and vice-versa. These two memory operations are typi-
cally used for handling the read, write, and ioctl file
operations.
3.1 Cross-System Memory Map
Cross-system memory map in Rio supports the map_
page memory operation across two mobile systems us-
ing Distributed Shared Memory (DSM) [7–12] between
them. At the core of Rio’s DSM is a simple write-
1We refer to these operations using the names of existing
Linux functions.
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Figure 2: (a) Memory map for local I/O device.
(b) Cross-system memory map in Rio.
invalidate protocol, similar to [11]. The novelty of the
DSM in Rio is that it can support access to the dis-
tributed shared memory pages not only by a process,
but also by kernel code, such as the driver, and also by
the device (through DMA).
Figure 2 illustrates the cross-system memory map-
ping in Rio. When intercepting a map_page operation
from the server driver, the server stub notifies the client
stub, which then creates a shadow memory page in the
client (corresponding to the actual memory page in the
server) and maps that shadow page into the client pro-
cess address space. The DSM modules in these two
stubs guarantee that the process, the driver, and the
device have consistent views of these pages. That is,
updates to both the actual and shadow pages are con-
sistently available to the other mobile system.
We choose a write-invalidate protocol in Rio’s DSM
for efficiency. Compared to update protocols that proac-
tively propagate the updates to other systems [10], in-
validate protocols do so only when the updated data is
needed on the other system. This minimizes the amount
of data transmitted between the client and server, and
therefore minimizes the resource consumption, e.g., en-
ergy, in both systems. With the invalidate protocol,
each memory page can be in one of three possible states:
read-write, read-only, or invalid. Although the invali-
date protocol is the default in Rio, we can also use an
update protocol if it offers performance benefits; §6.2
explains one such scenario.
We use 4KB pages (small pages) as the coherence
unit because it is the unit of the map_page memory
operation, meaning the driver can map memory as small
as a single small page into the process address space.
When many pages are updated together, we batch them
altogether to improve performance (§4.3).
To manage a client process’s access to the (shadow)
page, we use the page table permission bits, similar to
some existing DSM solutions [7]. When the shadow
page is in the read-write state, the page table grants
the process full access permissions to the page, and all
of the process’s read and write instructions execute na-
tively with no extra overhead. In the read-only state,
only write to these pages cause page faults, while both
read and write cause page faults in the invalid state.
Upon a page fault, the client stub triggers appropriate
coherence messages. For a read fault, it fetches the page
from the server and retries the process’s operation. For
a write fault, it first fetches the page if in invalid state,
and then sends an invalidation message to the server.
To manage the server driver’s access to the page, we
use the page table permission bits for kernel memory
since the driver operates in the kernel. However, unlike
process memory that uses small 4KB pages, certain re-
gions of kernel memory, e.g., the identity-mapped region
in Linux, use larger pages, e.g., 1MB pages in ARM [13],
for better TLB and memory efficiency. When the driver
requests to map a portion of a large kernel page into
the process address space, the server stub dynamically
breaks the large kernel page into multiple small ones
by destroying the old page table entries and creating
new ones. With this technique, the server stub can en-
force different protection modes against kernel access to
each small page, rather than enforcing protection at the
granularity of large pages. To minimize the side-effects
of using small pages in the kernel, e.g., higher TLB con-
tention, the server stub immediately stitches the small
pages back into a single large page when the pages are
unmapped by the process.
To manage the server I/O device’s access to the page
through DMA, the server stub maintains an explicit
state variable for each page, intercepts the driver’s DMA
request to the device, updates the state variable ac-
cordingly, and triggers appropriate coherence messages.
Note that it is not possible to use page table permission
bits for a device’s access to the page since devices’ DMA
operations bypass the page tables.
Rio supports sequential consistency for two reasons.
First, the DSM module triggers coherence messages im-
mediately upon page faults and DMA completion, and
maintains the order of these messages in each system.
Second, processes and drivers use file operations to co-
ordinate their own access to mapped pages.
3.2 Cross-System Copy
Cross-system memory copy in Rio supports the copy_
from_user and copy_to_user memory operations be-
tween two mobile systems. We achieve this through col-
laboration between the server and client stubs. When
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operation requires more memory operations.
intercepting a copy_from_user or copy_to_user oper-
ation from the driver, the server stub sends a request
back to the client stub to perform the operation. In the
case of copy_from_user, the client stub copies the data
from the process memory and sends it back to the server
stub, which copies it into the kernel buffer determined
by the driver. In the case of copy_to_user, the server
stub copies and sends the data from the kernel buffer to
the client stub, which then copies it to the correspond-
ing process memory buffer. Figure 3 (b) illustrates the
cross-system copy for a typical ioctl file operation.
When handling a single file operation, the driver may
execute several memory copy operations, thus causing
as many round trips between the mobile systems be-
cause the server stub has to send a separate request per
copy. Large number of round trips can degrade the I/O
performance significantly. In §4.1, we explain how we
reduce these round trips to only a single one per file op-
eration by prefetching the copy data in the client stub
for copy_from_user operations, as well as batching the
data of copy_to_user operations in the server stub.
4. MITIGATING HIGH LATENCY
The connection between the client and the server typ-
ically has high latency. For example, Wi-Fi and Blue-
tooth have about 1-2 ms round-trip latency at best [14],
which is significantly higher than the few nanoseconds
of latency typical of native communications between a
process and device driver (e.g., system calls). In this
section, we discuss the challenges resulting from such
high latency and present our solutions to reduce its
effect on I/O performance by reducing the number of
round trips due to copy memory operations, file opera-
tions, and DSM coherence messages.
4.1 Round trips due to copies
Round trips due to copy_from_user and copy_to_
user memory operations present a serious problem to
Rio’s performance since a single file operation may exe-
cute several copy memory operations in succession. For
example, a single ioctl in Linux’s PCM audio driver
may execute four copy_from_user operations. To solve
this problem, we use the following two techniques. (i)
In the client stub, we determine and prefetch all the
data needed by the server driver and transmit it to-
gether with the file operation. With this technique, all
copy_from_user requests from the driver are serviced
locally inside the server. (ii) In the server stub, we
buffer all data that the driver intends to copy to the pro-
cess memory and transmit it to the client along with the
return values of the file operation. With this technique,
all copy_to_user operations can be executed locally in
the client. Figure 3 (c) illustrates these techniques.
Prefetching the data for driver copy_from_user re-
quests requires the client stub module to determine in
advance the addresses and sizes of the process mem-
ory data buffers needed by the driver. This is trivial
for the read and write file operations, as this informa-
tion is embedded in their input arguments. However,
doing so for ioctl is non-trivial as the ioctl input
arguments are not always descriptive enough. As men-
tioned in [5], many well-written drivers embed informa-
tion about some simple driver memory operations in one
of the ioctl input arguments, i.e., the ioctl command
number. In such cases, we parse the command num-
ber in the client stub to infer the memory operations.
There are cases, however, that the command number
does not contain all necessary information. For these
cases, we use a static analysis tool from our previous
work that analyses the driver’s source code to extract
a small part of the driver code, which can then be ex-
ecuted either offline or at runtime in the client stub to
infer the parameters of driver memory operations. [5]
provides more details on our static analysis tool.
To maintain a consistent view of the process memory
for the driver, it is important to update the prefetched
data in the server stub upon buffering the copy_to_
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user data if the memory locations overlap. The follow-
ing code segment shows a relevant example from the
Linux PCM audio driver. The driver first updates a
data structure field in the process memory (using the
put_user() function, essentially a copy_to_user mem-
ory operation) before copying the whole data structure
from the process memory to the kernel). Updating the
prefetched data when handling copy_to_user ensures
that the copy_from_user data does not come form the
stale prefetched data and hence guarantees consistency.
struct snd_xferi xferi;
struct snd_xferi __user *_xferi = arg;
...
if (put_user(0, &_xferi->result))
return -EFAULT;
if (copy_from_user(&xferi, _xferi,
sizeof(xferi)))
return -EFAULT;
4.2 Round trips due to file operations
File operations are executed synchronously by each
process thread, and therefore, each file operation needs
one round trip. To optimize performance, the process
should issue the minimum number of file operations pos-
sible. Changing the number of file operations is not
always possible or may require substantial changes to
the process source code, e.g., the I/O service code in
Android, which is against Rio’s goal of reducing engi-
neering effort. However, minimal changes to the process
code can occasionally result in noticeable reductions in
file operation issuance, justifying the engineering effort.
§6.3 explains one example for Android audio devices.
4.3 Round trips due to DSM coherence
As mentioned in §3.1, we use 4 KB small pages as the
DSM coherence unit in Rio. However, when there are
updates to several pages at once, such a relatively small
coherence unit causes several round trips for all data
to be fetched. In such cases, transmitting all updated
pages together in a single round trip is much more effi-
cient. §6.2 explains one example for Android camera.
4.4 Dealing with poll time-outs
poll is the only file operations for which the issuing
process can set a time-out. Since Rio adds noticeable
latency to each file operation, it can break the semantics
of poll if a relatively small time-out threshold is used.
So far in our Android implementation, all I/O classes
we support do not use poll time-out (i.e., the process
either blocks indefinitely until the event is ready or uses
non-blocking polls). If poll is used with a time-out,
the time-out value should to be adjusted for remote
I/O devices. This can be done inside the handler for
poll-related syscalls, such as select. Using the heart-
beat round trip time (§5), the client stub can provide a
best estimate of the additional latency that the syscall
handler needs to add to the requested time-out value.
Processes typically rely on the kernel to enforce the re-
quested poll time-out; therefore, this approach guaran-
tees that the process function will not break in the face
of high latency. In rare cases that the process uses an
external timer to validate its requested time-out, the
process must be modified to accommodate additional
latency for remote I/O devices.
5. HANDLING DISCONNECTIONS
The connection between the client and the server may
be lost at any time due to mobility. If not handled prop-
erly, the disconnection can cause the following prob-
lems: render the driver unusable, block the client pro-
cess indefinitely, or leak resources, e.g., memory, in the
client and server OSes. When faced with a disconnec-
tion, the server and client stubs take appropriate ac-
tions, as described below.
We use a time-out mechanism to detect a discon-
nection. At regular intervals, the client stub transmits
heartbeat messages to the server stub, which immedi-
ately transmits back an acknowledgement. If the client
stub does not receive the acknowledgement before a cer-
tain threshold, or the server does not hear from the
client, they both trigger a disconnection event. We do
not use the in-flight file operations as a heartbeat be-
cause file operations can take unpredictable amounts of
time to complete in the driver. Determining the best
heartbeat interval and time-out thresholds to achieve
an acceptable trade-off between overhead and detection
accuracy is part of future work.
Handling a disconnection in the server: From
the perspective of the server, network disconnection is
equivalent to killing a local process that is communicat-
ing with the driver. Therefore, just as the OS cleans up
the residuals of a killed process, the server stub cleans
up the residuals of the client process after a disconnec-
tion. For each mmaped area and each open file descrip-
tor, the server stub invokes the driver’s close_map han-
dler and release file operation handler respectively, in
order for the driver to release the allocated resources.
Finally, it closes the file descriptors and releases its own
bookkeeping data structures as well.
Handling a disconnection in the client: We take
two actions in the client upon disconnection. First, we
clean up the residuals of the disconnected remote I/O
in the client stub, similar to the cleanup process in the
server. Next, we try to make the disconnection as trans-
parent to the application as possible. If the client pos-
sesses a local I/O device of the same class, we transpar-
ently switch to that local I/O device after the discon-
nection. If no comparable I/O device is present, we re-
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Type Total Component LoC
LoC
Generic 6291
Server stub 2801
Client stub 1651
Shared between stubs 647
DSM 1192
Supporting Linux kernel code 327
Class-
specific
431
Camera:
- HAL 36
- DMA 134
Audio device 64
Sensor 128
Cellular modem 69
Table 1: Rio code breakdown.
turn appropriate error messages supported by the API.
These actions require class-specific developments, and
§6.3 explains how we achieve this for sensors. Switch-
ing to local I/O is possible for three of the I/O classes we
currently support, including camera, audio, and sensors
such as accelerometer. For the modem, the disconnec-
tion means that a phone call will be dropped or not
initiated, or that an SMS will not be sent; all are be-
haviors understandable by existing applications.
6. ANDROID IMPLEMENTATION
We have implemented Rio for Android OS and ARM
architecture. The implementation currently supports
four classes of I/O devices: sensors (including accelerom-
eter), audio devices (including microphone and speaker),
camera, and cellular modem (for phone calls and SMS).
It consists of about 6700 LoC, fewer than 450 of which
are I/O class-specific as shown in Table 1. We have
tested the implementation on Galaxy Nexus Android
smartphone running Android 4.2.2 with Linux kernel
3.0, and on Samsung Galaxy Tab 10.1 tablet running
Android 4.2.2 with Linux kernel 3.1. The implementa-
tion can share I/O between systems of different form
factors: we have demonstrated this for sharing sensors
between a smartphone and a tablet.
Figure 4 shows the architecture of Rio inside an An-
droid system. In Android, the application processes do
not directly use the device files to interact with the
driver. Instead, they communicate to a class-specific
I/O service process through class-specific APIs. The
I/O service process loads a Hardware Abstraction Layer
(HAL) library in order to use the device file to interact
with the device driver. Rio’s device file boundary lies
below the I/O service processes, forwarding its file op-
erations to the server. As we will explain in the rest of
this section, we need small modifications to the HAL or
I/O service process, but no modifications is needed to
the applications.
6.1 Client & Server Stubs
The client and server stubs are the two main compo-
nents of Rio and constitute a large potion of Rio’s im-
plementation. Each stub has three modules. The first
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Figure 4: Rio’s architecture inside an Android
system. Rio forwards to the server the file oper-
ations issued by the I/O service process through
HAL. Rio supports unmodified applications but
requires small changes to the class-specific I/O
service process and/or HAL.
module supports interactions with applications and de-
vice drivers. In the client stub, this module intercepts
the file operations and packs their arguments into a data
structure; in the server stub, it unpacks the arguments
from the data structure and invokes the file operations
of the device driver. The second module implements
the communication with the other stub by serializing
data structures into packets and transmitting them to
the other end. Finally, the third module implements
Rio’s DSM, further explained in §6.2.
We use in-kernel TCP sockets for communication be-
tween the client and server stubs [15]. We use TCP
to ensure that all the packets are successfully received,
otherwise the device, driver, or the application might
break.
To handle cross-system memory operations, the server
stub intercepts the driver’s kernel function calls for mem-
ory operations and forwards them to the client stub.
This includes intercepting 7 kernel functions for copy_
to_user and copy_from_user and 3 kernel functions
for map_page. Intercepting the kernel functions sup-
ports memory operations from unmodified drivers.
6.2 DSM Module
Rio’s DSM module is shared between the client and
the server. It implements the logic of the DSM proto-
col, e.g., triggering and handling coherence messages.
The DSM module is invoked in two cases: page faults
and DMA. We instrument the kernel fault handler to
invoke the DSM module when there is a page fault. Ad-
ditionally, the DSM module must handle device DMA
to DSM-protected pages. We monitor the driver’s DMA
requests to the device and invoke the DSM module upon
DMA completion.
To monitor the driver’s DMA requests to devices, we
instrument the corresponding kernel functions. These
functions are typically I/O bus-specific, e.g., I2C, and
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will apply to all I/O devices using that I/O bus. Spe-
cialized instrumentation is needed if the driver uses non-
standard interfaces. For example, the camera on the TI
OMAP4 SoC inside Galaxy Nexus smartphones uses
custom messages between the driver and the Imaging
Subsystem (ISS) component, where the camera hard-
ware resides [16]. We instrumented the driver respon-
sible for communications with the ISS to monitor the
DMA requests, only with 134 LoC.
When we receive a DMA completion notification for
a memory buffer, we may use a DSM update protocol
to immediately push the updated buffers to the client
an optional optimization. Moreover, we update the
whole buffer in one round trip. These optimizations
can improve performance as they minimize the number
of round trips between mobile systems (§4.3), and hence
we used them for camera frames.
As described in §3.1, certain regions of the kernel’s
address space, namely the identity-mapped region, use
large 1MB pages known as Sections in the ARM archi-
tecture. To split these 1MB Sections into smaller 4KB
pages for use with our DSM module, we first walk the
existing page tables to obtain a reference to the Sec-
tion’s first-level descriptor (a PGD entry). We then
allocate a single new page that holds 512 second-level
page table entries (PTEs), one for each page; altogether,
these 512 PTEs reference two 1MB Sections of virtual
memory. We populate each second-level PTE with the
correct page frame number and permission bits from
the original Section. Finally, we change the first-level
descriptor entry to point to our new table of second-
level PTEs and flush the corresponding cache and TLB
entries.
6.2.1 Support for Buffer Sharing using Android ION
Android uses the ION memory management frame-
work to allocate and share memory buffers for multi-
media applications, such as those using the GPU, cam-
era, and audio [17]. The sharing of ION buffers creates
unique challenges for Rio, as demonstrated in the fol-
lowing example.
The camera HAL allocates buffers using ION and
passes the ION buffer handles to the kernel driver, which
translates them to the physical addresses of these buffers
and asks the camera to DMA new frames to them. Once
the frames are written, the HAL is notified and for-
wards the ION buffer handle to the graphics framework
for rendering. Now, imagine using a remote camera in
Rio. The same ION buffer handles used by the camera
HAL in the client need to be used by both the server
kernel driver and the client graphics framework, since
the camera frames from the server are rendered on the
client display.
To solve this problem, we provide support for global
ION buffers that can be used both inside the client and
the server. We achieve this by allocating an ION buffer
in the server with similar properties (e.g., size) to the
one allocated in the client; we use the DSM module to
keep the two buffers coherent.
6.3 Class-Specific Developments
Most of Rio’s implementation is I/O class-agnostic;
our current implementation only requires under 450 class-
specific LoC.
Resolving naming conflicts: In case the client
has an I/O device of the same class that uses device
files with similar names as those used in the server, the
virtual device file must assume a different name (e.g.,
/dev/foo vs. /dev/foo_rio in Figure 1(b)). How-
ever, the device file names are typically hard-coded in
the HAL, necessitating small modifications to use a re-
named virtual device file for remote I/O.
Optimizing performance: As discussed in §4, some-
times small changes to the HAL can boost the remote
I/O performance significantly by reducing the number
of file operations. For example, the audio HAL ex-
changes buffered audio segments with the driver us-
ing ioctls. The HAL determines the size of the au-
dio segment per ioctl. For local devices (with very
low latency), these buffered segments contain about 3
ms of audio each, less that a round trip time in Rio.
Therefore, we modify the HAL to use larger buffering
segments for remote audio devices. Although this in-
creases the audio latency, it improves the audio rate for
remote devices. §8 provides measurements to quantify
this trade-off. This modification only required about 30
LoC.
Support for hot-plugging and disconnection: Re-
mote I/O devices can come and go at any time; in this
sense, they behave similarly to hot-plugging/removal of
local I/O devices. Small changes to the I/O service
layer may be required to support hot-plugging and dis-
connection of remote I/O devices. For example, the
Android sensor service layer opens the sensor device
files (through the HAL library) in the phone initial-
ization process and only uses these file descriptors to
read the sensor values. To support hot-plugging a set
of remote sensors, we modified the sensor service layer
to open the virtual device files and use their file de-
scriptors too when remote sensors are present. Upon
disconnection, we switch back to using local sensors to
provide an application-transparent mechanism.
Avoiding duplicate I/O initialization: Some HAL
libraries, including sensor and cellular modem’s, per-
form initialization of the I/O device upon system boot.
However, since the I/O device is already initialized in
the server, the client HAL should not attempt to ini-
tialize the I/O device. Not only this can break the I/O
device, it can also break the HAL because the server
device driver rejects initialization-based file operations.
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Therefore, the HAL must be modified in order to avoid
initializing a device twice. Achieving this was trivial for
the sensor HAL: we only needed to comment out one
LoC. However, since the modem’s HAL is not open-
source, we had to employ a workaround that uses a
second SIM card in the client to initialize the its mo-
dem’s HAL. We are developing a small extension to the
modem kernel device driver (which is open-source) in
order to fake the presence of the SIM card and allow
the client HAL to initialize without a second SIM card.
6.4 Sharing between heterogeneous systems
Because the device file boundary is common for all
Android systems, Rio’s design readily supports sharing
between heterogeneous systems, e.g., between a smart-
phone and a tablet. However, the implementation has
to properly deal with the HAL library of a shared I/O
because it may be specific to the I/O device or to the
SoC used in the system. Our solution is to port the HAL
library used in the server to the client. Such a port is
easy for two reasons. First, Android’s interface to the
HAL for each I/O class is the same across Android sys-
tems of different form factors. Second, all Android sys-
tems use the Linux kernel and are mostly shipped with
ARM processors. For example, we managed to port
the Galaxy Nexus smartphone sensors HAL library to
the Samsung Galaxy Tab 10.1 tablet by compiling the
smartphone HAL inside the tablet source tree.
7. USE CASES
In this section, we present two sets of use cases of
Rio: the first set leverages unmodified applications with
a remote I/O device instead of a local one, and are im-
mediately demonstrable with Rio (See [6] for a video
demo); the second set requires new or modified appli-
cations and may need upgrades to the OS I/O stack
components, e.g., the Android I/O service process (§6).
7.1 Use Cases Demonstrated with Rio
Multi-system photography: With Rio, one can
use a camera application on one mobile system to take
a photo through a camera on another system. This
capability can be handy in many different scenarios, es-
pecially when taking self-portraits, as it decouples the
camera hardware from the camera viewfinder, capture
button, and settings. Several existing applications try
to assist the user in taking self-portraits using voice
recognition, audio guidance, or face detection [18]. How-
ever, Rio has the advantage in that the user can (i)
see the camera viewfinder up close, (ii) comfortably
configure the camera settings, and (iii) press the cap-
ture button whenever ready, even if the physical cam-
era is dozens of feet away. Alternatively, one can use
the front camera on smartphones and tablets to cap-
ture self-portraits, but front cameras capture photos at
noticeably lower resolutions compared with rear-facing
cameras.
Multi-system gaming: Larger mobile systems, such
as tablets, provide a superior screen for gaming, but
are bulky compared to pocket-sized smartphones. In
addition, games that use sensors as input, e.g., a rac-
ing game, require tilting the mobile system, making it
harder to concentrate on the content of the display.
However, with Rio, a second mobile system, e.g., the
smartphone, can be used as a mobile game controller
while the larger tablet screen remains stationary.
One SIM card, many systems: Despite many ef-
forts [19], users are still tied to a single SIM card for
making and receiving phone calls or SMS, mainly be-
cause the SIM card is associated with a unique number.
With Rio’s I/O sharing, the user can make and receive
phone calls and SMS from any of her mobile systems
using the modem and SIM card in her smartphone. For
example, if a user forgets her smartphone at home, she
can still receive phone calls on her tablet at work.
Music sharing: A user might want to allow a friend
to listen to some music via a music subscription applica-
tion on her smartphone. With Rio, the user can simply
play the music on her friend’s smartphone speaker with
any existing music playing application.
Multi-system video conferencing: When a user
is video conferencing on her tablet, she can use the
speaker or microphone on her smartphone by moving
them closer to her mouth for better audio quality in a
noisy environment. In a related scenario, she can use
the camera of the smart glasses as an external camera
for the tablet to provide a different viewpoint.
7.2 Future Use Cases of Rio
With Rio, new applications can be developed to use
the I/O devices available on another system.
Multi-user gaming: The multi-system gaming use
case explained in the previous subsection combined with
modifications to the application can enable novel forms
of multi-user gaming across mobile systems. For exam-
ple, two players can use their smartphones to wirelessly
control a racing game on a single tablet in front of them.
The smartphones’ displays can even show in-game con-
text menus or game controller keys, similar to those
on game consoles, providing a familiar and traditional
gaming experience for users.
Music sharing: If supported by the audio service
process and HAL, a user can play the same music on
her and her friend’s smartphones simultaneously. With
proper application support, the user can even play two
different sound tracks on these two systems at the same
time.
Multi-system video conferencing: A video con-
ferencing application can be extended to show side-by-
side video streams from the smart glasses and the tablet
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Figure 5: Evaluation setup.
simultaneously. In this fashion, the user can not only
share a video stream of her face with her friend, but she
can also share a stream of the scenes in front her at the
same time.
Multi-camera photography: By using cameras
available on multiple mobile systems, one can realize
various computational photography techniques [20]. For
example, a user can employ the cameras of her smart-
phone and smart glasses simultaneously to capture pho-
tos with different exposure times in order to remove mo-
tion blur [21], or to double the temporal/spatial resolu-
tion of video by interleaving/merging frames from both
cameras [22, 23]. One can even use the smartphone as
an external flash for the smart glasses camera.
8. EVALUATION
We evaluate Rio and show that it (i) supports legacy
applications, (ii) allows access to all I/O device func-
tionality, (iii) requires low engineering effort to support
different I/O devices, and (iv) achieves performance close
to that of local I/O for audio devices, sensors, and mo-
dem, but exhibits performance drops for the camera due
to throughput limitations. We further discuss that fu-
ture wireless standards will eliminate this performance
issue.
All experiments are performed on two Galaxy Nexus
smartphones. We use two connections of differing la-
tency between the phones for the experiments. The first
connection (Figure 5(a)) is over wireless LAN between
mobile systems that are close to each other, e.g., both
carried by a user or in the same room. We connect both
phones to the same Wi-Fi access point with a median
and an average latency of 4.4 ms and 13.8 ms and 14.3
Mbps throughput. The second connection (Figure 5b)
is between mobile systems at different geographical lo-
cations, one at home and one 20 miles away at work.
We connect these two phones through the Internet us-
ing external IPs from commodity Internet Providers.
This connection has a median and average latency of
55.2 ms and 56.9 ms and 1.2 Mbps throughput. All
reported results use the first LAN connection, unless
otherwise stated.
8.1 Non-performance Properties
First, Rio supports existing unmodified applications.
We have tested Rio with various default and third-party
applications using different classes of I/O devices.
Second, unlike existing solutions, Rio exposes all func-
tionality of remote I/O devices. For example, the client
system can configure every camera parameter, including
resolution, exposure, focus, and white balance. Simi-
larly, an application can configure the speaker with dif-
ferent equalizer effects.
Supporting new I/O devices in Rio requires low en-
gineering effort. As shown in Table 1, we only needed
128, 64, 170, and 69 LoC to support sensors, audio de-
vices (both speaker and microphone), camera, and the
modem (for phone calls and SMS), respectively.
8.2 Performance Benchmarks
In this subsection, we measure the performance of
different I/O classes in Rio and compare them to local
performance.
Audio devices: We evaluate the performance of the
speaker and microphone by measuring the audio sam-
ple rate at different buffering sizes, and hence, differ-
ent audio latency. Using larger buffering sizes reduces
the interactions with the driver but increases the au-
dio latency. Audio latency is the average time it takes
a sample to reach the speaker from the process (and
vice-versa for microphone), and is directly determined
by the buffering size used in the HAL.
Figure 6 shows the achieved rate for different buffer-
ing sizes (and hence different latencies) for the speaker
and microphone when accessed locally or remotely through
Rio. We use a minimum of 3 ms for the buffering size
as it is the smallest size used for local speakers in An-
droid in low latency mode. The figure shows that such a
small buffering size degrades the audio rate in Rio. This
is mainly because the HAL issues one ioctl for each 3
ms audio segment, but the ioctl takes longer than 3
ms to finish in Rio due to the network’s high round-
trip time. However, the figure shows that Rio is able to
achieve the desired 48 kHz audio rate at a slightly larger
buffering size of 6-7 ms. We believe that Rio achieves
acceptably low audio latency because Android uses a
buffering size of 308 ms for high latency audio mode for
speaker, and uses 22 ms for microphone.
We also measure the performance of audio devices
with Rio when mobile systems are connected via the
aforementioned high latency connection, e.g., for mak-
ing a phone call remotely at work using a smartphone
at home. Our measurements show that Rio achieves the
desired 48 kHz for the microphone using buffering sizes
as small as 85 ms. However, for the speaker, Rio can
only achieve a maximum sampling rate of 25 kHz using
a 300 ms buffer (other buffer sizes performed poorly).
While this is insufficient for stereo audio (which requires
48 kHz), it is adequate for mono audio.
Camera: We measure the performance of both a
real-time, streaming camera preview and the capture of
a photo. In the first case, we measure the frame rate
(in frames per second) that the camera application can
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Figure 6: Performance of speaker (a) and microphone (b). In both figures, the X axis shows the
buffering size in the HAL. The larger the buffer size, the smoother the playback, but the larger the
audio latency. The Y axis shows the achieved audio rate.
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Figure 7: Performance of a real-time streaming camera preview (a) and photo capture (b) with a
14.3 Mbps wireless LAN connection between the client and server. Future wireless standards with
higher throughput will improve performance without requiring changes to Rio.
achieve, averaged over 1000 frames. We ignore the first
50 frames to avoid the effects of camera initialization
on performance.
Figure 7(a) shows that Rio can achieve acceptable
performance (i.e., >15 FPS) at low resolutions. The
performance at higher resolutions is bottlenecked by
network throughput between the client and server. Rio’s
efficient design spends most of its time transmitting
frames rather than file operations. However, stream-
ing camera frames are uncompressed, requiring 612 KB
of data per frame even for VGA (640×480) resolution,
necessitating about 72 Mbps of throughput to maintain
15 FPS.
We believe that the lower resolution camera preview
supported by Rio is acceptable given that Rio supports
capturing photos at maximum resolutions. Rio will sup-
port higher real-time camera resolutions using future
wireless standards; for example, 802.11n, 802.11ac, and
a 802.11ad can achieve around 200 Mpbs, 600 Mbps,
and 7 Gbps of throughput respectively [24, 25]. Such
throughput capabilities can support real-time camera
streaming in Rio at 15 FPS for resolutions of 1280×720
and 1920×1080, which are the highest resolutions sup-
ported on Galaxy Nexus.
To evaluate photo capture, we measure the time from
when the capture request is delivered to the camera
HAL from the application until the HAL notifies the
application that the photo is ready. We do not include
the focus time since it is mainly dependent on the cam-
era hardware and varies for different scenes. Figure 7(b)
shows the capture time for local and remote cameras us-
ing Rio. The figure shows the average over 10 captured
photos for each resolution. It shows that Rio adds no-
ticeable latency to the capture time, mostly stemming
from the time taken to transfer the raw images from
the server to the client. However, the user only needs
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to point the camera at the targeted scene very briefly
(similar to when using a local camera), as the image
will be immediately captured in the server. It is impor-
tant to note that the camera HAL in Galaxy Nexus uses
the same buffer size regardless of resolution, hence the
capture time is essentially resolution-independent. The
buffer size is 8 MB, which takes about 4.5 seconds to
transfer over our 14.3 Mbps connection. As with real-
time camera streaming, future wireless standards will
eliminate this overhead, providing latency on par with
local camera capture.
Sensors: To evaluate remote sensor performance, we
measure the average time it takes for the sensor HAL to
obtain a new accelerometer reading. Our measurements
over 10000 samples show that the sensor HAL obtains a
new local reading in 65 ms on average and a new remote
reading via Rio in 71 ms. The sensor HAL obtains a new
reading by issuing a blocking poll operation that waits
in the kernel until the data is ready, at which point the
HAL issues a read file operation to read the new value.
Rio causes overhead in this situation because one and
a half round trips are required since the blocking poll
returns until the read is completed. Fortunately, this
overhead is negligible in practice and does not impact
the user experience.
Modem: We measure the time it takes the dialer
and messaging applications to start a phone call and
to send an SMS, respectively. We measure the time
from when the user presses the “dial” or “send SMS”
button until the notification appears on the receiving
phone. Our measurements show that local and remote
modems achieve similar performance, as the majority
of time is spent in carrier networks (from T-Mobile to
AT&T). For local and remote modems, The phone call
takes about 7.8 and 7.9 seconds while SMS takes about
6.2 and 5.9 seconds, respectively.
9. RELATED WORK
The value of I/O sharing has been recognized by oth-
ers for both mobile and non-mobile systems. However,
existing solutions have limitations: They do not sup-
port unmodified applications, do not expose all the I/O
device functions to the client, or are I/O class-specific.
I/O sharing for mobile systems: Existing I/O
sharing solutions for mobile systems all suffer from three
fundamental limitations described above. For example,
IP Webcam [1] turns the camera on an Android sys-
tem into an IP camera, which can then be viewed from
another mobile system through a custom viewer appli-
cation. The client system cannot configure most cam-
era parameters, if any; all configurations must be done
manually on the server. The client cannot take photos
either. Wi-Fi Speaker [2] allows one to play music on
a smartphone from a PC. It does not allow the client
to configure the speaker parameters, e.g., the equalizer
effects. MightyText [3] allows the user to send SMS and
MMS messages from a PC or a mobile system using the
SIM card and modem in another system. It does not
support phone calls.
Screen sharing: Applications like Miracast [4] al-
low one system to send its screen for display on an-
other. Thin client solutions also display content re-
ceived from a server machine on a client. Examples
are the X window system [26], THINC [27], Microsoft
Remote Desktop [28], VNC [29], Citrix Metaframe [30],
and Sun Ray [31]. None of these solutions uses the de-
vice file boundary and their choices of boundary are usu-
ally graphics-specific or even application-specific. For
example, X sets the boundary between the application
and X server. As a result, these solutions will not sup-
port other classes of I/O devices
Other I/O sharing solutions: Remote file sys-
tems [32–34], network USB devices [35–39], Wireless
Displays [40], and IP cameras [41] support I/O shar-
ing as well. These solutions are also specific to one
I/O class, e.g., storage. Participatory sensing systems
collect sensor data from registered mobile systems [42].
These systems use custom applications installed on mo-
bile systems, and therefore, are more limited than Rio,
which supports various I/O devices.
Computation offloading: There is a large body of
literature regarding offloading computation from mobile
systems [43], e.g., Cyberforaging [44], MAUI [45] and
COMET [46]. I/O sharing as is concerned in this work
invites a very different set of research challenges and a
focus on system support rather than programming sup-
port. Nevertheless, both computation offloading and
I/O sharing benefit from known techniques from dis-
tributed systems. For example, both COMET and Rio
employ DSM albeit with very different designs.
10. CONCLUDING REMARKS
We presented Rio, an I/O sharing solution for mobile
systems that adopts a split-stack model at the device
file boundary. We demonstrated that Rio overcomes
the limitations of existing solutions by supporting un-
modified applications, exposing all I/O device function-
ality to clients, and reducing development effort. We
presented an implementation of Rio for Android and
showed that it achieves adequate performance for var-
ious sharing scenarios and that it supports heteroge-
neous mobile systems. We next offer some insights into
the limitations of the current design and implementa-
tion of Rio and our plans to overcome some of them.
Supporting more classes of I/O devices: Our
current implementation supports four classes of I/O de-
vices. We plan to extend it to support graphics, touch-
screen, GPS, and FM radio, since they also use the
device file interface. There are, however, two classes
of I/O that Rio’s design cannot support: network and
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block devices. This is because these I/O devices do not
use the device file interface for communications between
the process and the driver. Network devices use sock-
ets along with the kernel networking stack and block
devices use file systems.
Sharing I/O with untrusted systems: In this
paper, we assumed that the systems sharing I/O through
Rio trust each other not to be malicious (§2.2). Sup-
porting untrusted systems creates new challenges for
Rio, which fall into two categories. (i) Protecting the
server. As also discussed in [5], device drivers are buggy
and malicious applications can abuse these bugs through
the device file interface to compromise the driver pro-
tection domain [47, 48]. In Rio, this means that a ma-
licious process in the client can compromise the server,
e.g., through privilege escalation. In order to solve this
problem, the device driver and the device need to be
sandboxed in a protection domain in the server, using
techniques similar to [5], Nooks [49], and VirtuOS [50].
(ii) Protecting the client. An untrusted server can is-
sue spurious copy memory operations to the client in
order to compromise the client. The client stub can
simply protect against this threat by strictly checking
the copy memory operations requested by the server,
similar to [5]. Note that the server can also snoop the
client’s data that are shared with the I/O device, e.g.,
the audio buffers. Since the server is completely un-
trusted, we cannot provide any isolation for the client’s
data. This is indeed an inherent problem to any I/O
sharing systems, and not specific to Rio.
Energy use by Rio: Using an I/O device remotely
via wireless obviously incurs much more energy con-
sumption than using a local one. The device file bound-
ary used by Rio is reasonably abstract that most of
the energy use by Rio comes from transporting the I/O
data. Due to the space limitation, we are not able to
elaborate the energy optimizations for Rio. Rather we
note that most of the performance optimizations by Rio,
e.g., those described in §4 lead to more efficient use of
the wireless and therefore to reduced energy consump-
tion. We also note that the paramount quest to reduce
latency also rules out the use of standard 802.11 power-
saving mode with I/O sharing. On the other hand,
many known techniques that trade a little latency for
much more efficient use of wireless can benefit Rio, e.g.,
data compression [51] and µPM [52].
Supporting iOS: iOS also uses device files and
hence can be supported in Rio. Sharing I/O devices
between iOS systems should require similar engineering
effort reported in this paper for sharing I/O devices be-
tween Android systems. However, sharing I/O devices
between iOS and Android systems require potentially
non-trivial engineering effort, mainly because these two
systems have different I/O stack components and hence
different I/O device API.
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