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We demonstrate from a system design perspective, that nonlinearity can be exploited, to minimize the
impact of system margins on the system performance, both for point-to-point links and elastic optical
networks. A nonlinear interaction causes a 2 dB reduction in launch power to be reduced to <0.25 dB
signal-to-noise ratio (SNR) penalty and likewise, a 2 dB peak-peak (pk-pk) perturbation to the output
power of an optical amplifier incurs <0.25 dB SNR penalty (for 5, 10 and 20 spans). Extending this to a gain
ripple of 1 dB pk-pk with an internode spacing of 5x80 km, 10x80 km and 20x80 km the penalty is 0.4 dB,
1.5 dB and 5.1 dB, respectively, with pre-emphasis reducing this to 0.01 dB, 0.3 dB and 1.2 dB respectively.
In elastic optical networks we consider the nonlinear relationship between SNR, margin and the fraction
of capacity available. We consider scaling internode distances of a 9-node German scale network (DT9)
such that the initial network diameter increases from 1,120 km to 6,720 km (six-fold scaling). We generate
1,000 different topologies based on the scaled DT9 node locations to quantify the impact of margin. For
the unscaled DT9 network a 3 dB margin results in, on average, a 21% reduction in network throughput,
however when the internode spacing is increased six-fold to a continental scale network, the network
throughput is reduced by 40%, on average, for the same 3 dB margin. © 2019 Optical Society of America
http://dx.doi.org/10.1364/jocn.XX.XXXXXX
1. INTRODUCTION
As optical networks are pushed to their limits there is a need
to reduce the margins allocated in order to ensure an installed
system operates satisfactorily over its lifetime[1]. Likewise as
systems are pushed to their limits, elastic optical networks are
pushed into the nonlinear regime, operating at the optimum
launch power to maximize the available signal to noise ratio[2].
There is however an interaction between system perturbations
and the nonlinear system response[3]. In this paper we will
aim to highlight some of the key interactions that occur in non-
linear elastic optical fiber networks. One aspect is the interac-
tion between the margins and the variation in system perfor-
mance which we will discuss in the background section, before
moving on to discussing the effect of moving to elastic optical
networks where the data transmitted by a fixed symbol rate
transceiver will varying according to the available signal-to-
noise ratio (SNR). Following on from these introductory ele-
ments, we discuss two areas where the interaction between
margins and performance warrants further discussion. The first
of these is concerned with the effect of optical amplifier gain
ripple on system performance, highlighting that through careful
design in the nonlinear regime the impact of this is significantly
minimized. The second concerns the impact of system margins
on the throughput of a 9-node mesh network, exploring multiple
scales and one thousand different options for connectivity. At
the end of the paper we draw our conclusions.
2. EXPLOITING SYSTEM NONLINEARITIES
In general system nonlinearities are considered detrimental, for
example in a transmission system the nonlinear Kerr effect limits
the maximum signal to noise that can be achieved. Nonetheless
from the perspective of design, nonlinearities can be exploited
in order to minimize the effect of uncertainty as highlighted in
Jim Morrison’s seminal 1957 paper on the study of variability on
engineering design[4]. In the context of an optical fiber commu-
nication system, numerous nonlinear relationships exist which
from a design perspective can be exploited, in order to minimize
the variability of unknown inputs on the resulting performance.
To illustrate this concept, let us consider the SNR of a system,
which for a nonlinear fiber transmission system is of the form[5]
SNR =
P
a+ bP3
(1)
where a and b are constants that depend on the system configu-
ration (a is proportional to the total linear noise and b gives an
indication as to the strength of the fiber nonlinearity). Initially as
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the power is increased the SNR increases linearly, but eventually
the SNR decreases as the inverse square of the power. Between
these two extremes a maximum signal to noise ratio denoted
SNR0 is observed at a power of P0. If we define a normalized
power p = P/P0 then with a little algebra it is straightforward
to show that s = SNR/SNR0 being a normalized SNR is:
s =
3p
2 + p3
(2)
The conventional interpretation of Fig.1, which plots the nor-
malized SNR (s) as a function of the normalized power (p) is to
observe that the nonlinearity of the fiber presents a considerable
detriment to increasing the SNR by increasing the launch power,
placing a limit on the maximum achievable SNR. While this
is indeed true, from the perspective of robust systems design,
this same nonlinearity can be exploited to minimize the impact
on the system performance to variations in the performance of
system components.
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Fig. 1. Normalized SNR versus normalized launch power
(normalized to the SNR at the optimum launch power and to
the optimum launch power respectively)
In order to demonstrate the interaction of perturbations with
the nonlinearity, we consider the case whereby the transmitted
power decreases by 3 dB due to aging over its lifetime such that
PBoL/PEoL = 2, where PBoL is the launch power at the beginning
of life (BoL) and PEoL is the launch power at the end of life
(EoL). If the corresponding normalized parameters are pBoL,
pEoL = pBoL/2, sBoL and sEoL, then as illustrated in Table 1 there
is a solution such that sBoL = sEoL, with pBoL = +1.4 dB.
pBoL (dB) sBoL (dB) pEoL sEoL (dB) ∆SNR (dB)
-3 -1.5 -6 -4.3 2.8
0 0 -3 -1.5 1.5
+3 -2.2 0 0 2.2
+1.4 -0.5 -1.6 -0.5 0
Table 1. Impact of provisioning with the nonlinear perfor-
mance from Fig. 1 on SNR over life with a 3 dB degradation in
power
Consequentially a 3 dB variation in power has been reduced
to a 0.5 dB variation in the SNR highlighting improvement af-
forded by the nonlinearity with regards to the interaction be-
tween variations and the system performance. More generally if
pEoL = pBoL/M then sBoL = sEoL for some optimum pˆBoL is:
pˆBoL =
3
√
2M2
M+ 1
(3)
and corresponding optimal SNR is given by sˆ being equally to
sBoL = sEoL which is given by
sˆ =
3
2
3
√
2M2(M+ 1)2
M2 + M+ 1
(4)
As can be seen in Fig. 2 if the optimum bias points are used such
that pBoL = pˆBoL, the impact of the power variation in decibels
given by 10 log10(M) on the SNR penalty is significantly less
than might have been expected from a linear analysis1.
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Fig. 2. Optimized SNR penalty versus power variation over
life 10 log(PBoL/PEoL) = 10 log10(M) at the optimal pˆBoL such
that sEoL = sBoL has solution sˆ
The aim of this introductory section is to highlight, that while
nonlinearities are detrimental in terms of overall performance
from a design perspective there are significant benefits in terms
of reducing the variation of performance in the presence of
uncertainty.
3. EXPLOITING NONLINEARITIES TO REDUCE THE IM-
PACT AMPLIFIER OUTPUT POWER UNCERTAINTY
To quantify issues due to margins associated with optical ampli-
fiers, we first consider the unperturbed ideal case in the nonlin-
ear regime. For this unperturbed case we calculate the received
SNR based on the model described in the Appendix with the
parameters of table 6 and plot in Fig. 3 the worst case SNR across
all WDM channels as a function of the uniform launch power
per channel. As expected a 3 dB reduction in SNR is observed
each time the number of spans are doubled, with an optimum
launch power of approximately -1.3 dBm per channel.
In order to investigate the interaction between nonlinearity
and margins we first consider the case where the launch powers
are perturbed by a fixed multiplier. Such an error may occur
due to inaccurate power monitors or VOA settings. Fig. 4 shows
the minimum SNR across all channels as a function of the in-
tended launch power for different power perturbations from
0 to 1 dB, with 1 dB corresponding to a ±1 dB perturbation to
the output power, i.e. 2 dB peak-peak (pk-pk). It can be seen
that the received SNR shows a spread of ≈1 dB in the linear
transmission regime, ≈2 dB in the highly nonlinear regime but
at the optimal launch power show a much reduced spread of
≈0.25 dB. Fig. 5 shows the SNR penalty as a function of the
power perturbation at the optimum flat launch power. The SNR
penalty is independent of the number of transmission spans.
1If we define MdB = 10 log10(M) then for 0 ≤ MdB ≤ 3 the SNR penalty
∆SNRdB in decibels varies as ∆SNRdB = ln(10)M2dB/40
Research Article Journal of Optical Communications and Networking 3
-10 -5 0 5
Launch Power [dBm/channel]
5
10
15
20
25
M
in
 R
ec
ei
ve
d 
SN
R 
[dB
] 5 spans10 spans
20 spans
Fig. 3. Minimum channel SNR vs launch power for a spec-
trally flat launch power and ideal ripple free EDFAs. 5, 10 and
20 span transmission are shown.
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Fig. 4. Minimum channel SNR vs launch power for a spec-
trally flat launch power. The launch powers are perturbed by
0 to 1 dB to reflect the uncertainty of equipment. 5, 10 and 20
span transmission are shown.
4. EXPLOITING NONLINEARITIES TO REDUCE THE IM-
PACT OF EDFA GAIN RIPPLE ON TRANSMISSION
PERFORMANCE
We also wish to understand the effect of EDFA gain ripple on
the minimum transmission performance across channels in the
nonlinear regime and investigate launch power optimization
to mitigate the effect of channel power excursions. Sun et al.
considered only linear transmission and a spectrally flat launch
power and showed the OSNR penalty versus number of spans
transmitted for different EDFA gain ripple[6]. The penalty rises
slightly faster than linear in terms of ripple times spans prod-
uct. While Barboza et al. looked at adapting the operating
conditions of all the EDFA within a link to minimize the trans-
mission penalty by operating the EDFA in a good gain ripple
and noise figure regime[7]. The gain ripple can be mitigated by
pre–emphasis of the launch powers as developed by Forghieri
et al. for the linear transmission regime[8]. Here we consider
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Fig. 5. SNR penalty vs power perturbation for a spectrally flat
launch power. 5, 10 and 20 span transmission are shown.
the nonlinear transmission regime where modern optical coher-
ent communications systems operate. We choose to perform
a link level optimization maximizing the minimum SNR of all
channels and effectively giving all channels the same SNR degra-
dation through the link. This approach separates the physical
layer link optimization from the network routing and spectrum
assignment. The result will be sub-optimal from a network per-
spective but more tractable than a global optimization of power,
routing and spectrum assignment.
For a given EDFA ripple, 2A, the SNR of all the channels
at the output after N spans was calculated assuming a launch
power into the 1st span given by 1) a flat spectral power across
all channels optimized to maximize the lowest SNR, and 2) in-
dividually optimized power for each channel to maximize the
lowest SNR and effectively maximize a flat constant SNR of
all the output channels. For the case 1) the launch power was
optimized by an enumerated search while for case 2) the indi-
vidual channel powers were optimized by gradient descent to
achieve a target SNR and this target SNR was maximized by an
incremental search. The gradient of SNR with channel power
used is given by
Grdw = sign
[
1
SNRASEw
− 2 1
SNRSCIw
]
(5)
and the launch power iterative update given by
Pw,1 = Pw,1
(
SNRtarget
SNRw
)Grdw
(6)
where SNRtarget is the target SNR for the launch power opti-
mization and this itself was maximized by an incremental search.
Equation Eq. (6) describes a simple gradient descent optimiza-
tion in the log domain where convergence has been explored by
other authors[9]. To ensure convergence to the lowest launch
power that achieves the target SNR the launch power iteration
was initialized with a low power and post convergence Grdw
was confirmed as 1 for all channels w.
Fig. 6 shows two examples of this pre–emphasis, for an ideal
gain flat EDFA and for an EDFA gain profile with pk-pk ripple
of 1 dB. The optimum launch power spectrum to maximize the
lowest SNR along with the received power spectrum and the
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Fig. 6. Illustration for 10 span transmission with EDFAs having ideal flat gain (left) and gain with a pk-pk ripple of 1 dB (right).
Individual launch powers optimized to maximize the lowest SNR.
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SNR performance, the linear SNR, nonlinear SNR and the total
SNR for transmission through 10 spans are also shown.
Fig. 7 shows the minimum received SNR across channels as a
function of the pk-pk EDFA gain ripple for different numbers
of transmission spans. For the optimum spectrally flat launch
power the minimum SNR decreases with increasing ripple times
spans product. However this decrease is slower than that ex-
pected from the signal power excursions since the nonlinear
transmission mitigates the effect on the SNR. For individually
optimized launch powers, the pre–emphasis of the launch power
attempts to mitigate the power excursions to give a spectrally
flat transmission performance as illustrate in Fig. 6. The reduc-
tion of minimum SNR with EDFA gain ripple increases more
quickly than linear with ripple times number of spans, but this
means for a small ripple or limited number of spans the effect
can be almost completely mitigated.
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Fig. 7. Minimum channel SNR vs EDFA gain ripple for 5, 10
and 20 span transmission. The minimum channel SNR for an
optimum spectrally flat launch power and for individually
optimized launch powers are shown.
EDFA gain ripple [pk-pk dB] 0.0 0.5 1.0
SNR penalty after 5 × 80 km [dB] 0.0 0.2 0.4
SNR penalty after 10 × 80 km [dB] 0.0 0.5 1.5
SNR penalty after 20 × 80 km [dB] 0.0 1.6 5.1
Table 2. SNR penalty caused by EDFA gain ripple for a spec-
trally flat launch power.
EDFA gain ripple [pk-pk dB] 0.0 0.5 1.0
SNR penalty after 5 × 80 km [dB] 0.0 0.0 0.0
SNR penalty after 10 × 80 km [dB] 0.0 0.0 0.3
SNR penalty after 20 × 80 km [dB] 0.0 0.3 1.2
Table 3. SNR penalty caused by EDFA gain ripple for an indi-
vidual channel optimized launch power.
Table 2 and table 3 show the SNR penalty for different num-
bers of transmitted spans and for different EDFA gain ripple
under a spectrally flat launch power and for individual chan-
nel optimized launch powers. These shows that for a EDFA
with 1 dB of pk-pk ripple a link of 20 spans would have an
SNR penalty of over 5 dB if a spectrally flat launch power is
employed. This penalty can be mitigated and reduced to 1.2 dB
by pre-emphasizing the launch power. The penalty appears to
grow quadratically with number of spans limiting the maximum
number of spans for pre-emphasis. In metropolitan networks
with ROADM nodes spaced by less than 10 spans, 800 km, pre–
emphasing the launch power following each ROADM node
reduces the link penalty to <0.3 dB. Thus even for a multi-hop
route up to 2500 km, SNR penalties of <1 dB can be expected
across channels. For smaller metro networks larger EDFA gain
ripple can be accepted whilst maintaining a <1 dB penalty.
In the preceeding analysis the wavelength dependence of the
fibre attenuation and stimulated Raman scattering (SRS)[10–12]
have been ignored. These effects will slightly tilt the received
power spectrum across the transmission band and as a secondary
effect alter the strength of NLI generation. Assuming the EDFA
gain tilt can be adjusted to compensate this received power tilt
the power deviations will not accumulate in subsequent spans.
Pre-emphasize of the launch power can be used to mitigate the
received power tilt[10, 12] and the EDFA noise figure variations
both will lead to a penalty, this is left for further study.
5. EXPLOITING THE NONLINEARITY OF THE SHAN-
NON CAPACITY RELATIONSHIP
Thus far we have focused on the nonlinearity associated with
the Kerr effect in an optical fiber. In the subsequent sections we
wish to exploit a different nonlinear relationship, namely the
logarithmic relationship between SNR and the Shannon capacity,
as approached by a transceiver in an elastic optical network. Let
us begin by considering the idealized case such that the capacity
per polarization is given by the Shannon capacity for the additive
white Gaussian noise channel[13]
C = B log2(1 + SNR) (7)
where B is the bandwidth and SNR is the signal to noise ratio.
If we apply a system margin M which in decibels is denoted by
MdB = 10 log10(M) then we can write the capacity as a function
of margin M such that
C(M) = B log2
(
1 +
SNR
M
)
(8)
Hence we can deduce that the fraction of the capacity avail-
able with a margin M is given by
C(M)
C(1)
=
log2
(
1 + SNRM
)
log2 (1 + SNR)
(9)
If we define SNRdB = 10 log10(SNR) then C(MdB), the capacity
as function of the margin in decibels MdB is
C(MdB)
C(0)
=
log2
(
1 + 10
SNRdB/10
10MdB/10
)
log2
(
1 + 10SNRdB/10
) (10)
As illustrated in Fig. 8 it can be seen that for systems op-
erating with high SNR the impact on the overall capacity is
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Fig. 8. Effect of margin on the fraction of capacity available for
a range of SNR values
significantly reduced to lower SNR systems. In order to pro-
vide further insight if we assume SNR  1 and noting that
10× log10(2) ≈ 3 we can write
C(MdB) ≈ B3 (SNRdB −MdB) (11)
therefore
C(MdB)
C(0)
≈ 1− MdB
SNRdB
(12)
This indicates that the throughput relative to the case for 0 dB
margin falls off approximately linearly with the margin MdB
given in decibels, in agreement with that observed in Fig. 8. As
we shall see in Section B this approximately linear relationship
is observed for the network throughput albeit the SNRdB takes
into account the ‘effective SNR’ for the network when using
practical modulation formats.
6. QUANTIFYING THE RELATIONSHIP BETWEEN NET-
WORK MARGIN AND CAPACITY
A. Simulation Parameters
In the following, we use the modelling procedure from [2] which
we outline here for completeness. Transceivers are assumed to
be capable of high order modulation formats with the required
SNR for each given in Table 4. This assumes symbols are only
mistaken for their nearest neighbours and that the forward error
correction is capable of correcting a 1.5 % BER — we use a
hard–decision staircase BCH code with 20 % overhead, although
similar performance can be achieved with soft–decision. From
this we see that a 3 dB margin will move most lightpaths to a
lower order modulation format. The absolute effect is the same,
a 50G reduction in bandwidth, but the transition from QPSK to
BPSK is a 50 % reduction whilst 512–QAM to 256–QAM results
in only a 11 % reduction in bandwidth.
To estimate QoT, we use the Gaussian Noise model with
coherent SCI and incoherent XCI whilst neglecting FWM. This
is a simplified version of the model detailed in the Appendix
where each lightpath has the same launch power and amplifiers
are flat across the C–band. If the launch power is the same
Format Min SNR Data Rate Reach
(dB) (Gb/s) (# spans)
PM–BPSK 3.7 50 240
PM–QPSK 6.7 100 123
PM–8QAM 10.8 150 49
PM–16QAM 13.2 200 29
PM–32QAM 16.2 250 14
PM–64QAM 19.0 300 7
PM–128QAM 21.8 350 4
PM–256QAM 24.7 400 2
PM–512QAM 27.4 450 1
Table 4. Minimum SNR required for the modulation formats
used with the post–FEC data rate and reach (with 1 amplifier
per span)
for every transceiver we should choose the optimum however
this is ambiguous because transmissions of different lengths
have different NLI due to coherent SCI. Fortunately, from Fig.
3, we see that the optimum power is similar across a range of
transmission distances with these assumptions. This allows us
to use a single launch power across all lightpaths on any network
without sacrificing much performance. To this end, we found the
optimum launch power for a single span and used this optimum
power for every transceiver on every network considered. The
SNR of a single span is:
SNR =
P
NASE + P3 ∑w′∈{1..W} Xww′
, (13)
where the nonlinear term is taken from equation Eq. (26) with
the number of spans, N, set to 1. Differentiation with respect to
P gives the optimum launch power as
Popt =
3
√
NASE
2 ∑w′∈{1..W} Xww′
, (14)
which gives a result of 0.74 mW or −1.3 dBm. This achieves the
optimum SNR to within 0.1 dB for a fully loaded link of any
transmission distance.2
B. Effects of Margin on a Variety of Topologies
To find the capacity of a network — defined here as the maxi-
mum traffic possible subject to uniform traffic between nodes
— we must combine QoT estimation, see above, with routing
and spectrum assignment [14]. For each request, this entails
finding a path connecting the relevant nodes in combination
with a wavelength that is unused along entirety of this path;
this {path,wavelength} tuple is known as a lightpath. A trivial
problem for a single lightpath, the complexity of RSA increases
rapidly when we attempt to assign many lightpaths at once with
each one ‘competing’ for resources; indeed the problem is analo-
gous to graph coloring and is therefore NP–hard [15]. To make
2The optimum power for a fully loaded 240 span link, the maximum reach of
BPSK, is −1.8 dBm which results in a 0.07 dB SNR improvement over the value
we use. We feel this difference is small enough to warrant the significant decrease
in complexity gained by having a single output power for every transceiver.
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the problem tractable, even on large networks, lightpaths can
be assigned sequentially rather than all at once. This obviously
introduces the possibility of arriving at a sub–optimal solution
however this can be mitigated with a forward looking RSA strat-
egy [16]. We use the the FF–kSP algorithm with the number of
route options k set to 5 — further details found in [17].
A test topology, DT9, is shown in Fig. 9. Link lengths were
calculated using a great circle distance adjusted to a realistic
fibre distance in accordance with [18]. We shall compare the
effect of network margin by scaling this topology such that the
connectivity stays the same but the absolute distances between
nodes changes. The diameter, i.e. the longest shortest path, on
DT9 is 1,120 km or 14 spans. From Table 4 we see that if we
were using basic shortest path routing, all lightpaths would be
capable of 32QAM or above. By comparison, we would need to
scale DT9 to approximately 1:6, i.e. 1 km 7→ 6 km, to make it a
similar size to NSFnet.
Fig. 9. Topology of DT9 within Germany [19]. While links are
shown as straight lines they are assumed to deviate somewhat
due to geography and are therefore slightly longer, as per [18].
We plot the effect of increasing network margin on DT9 in Fig.
10 in addition to the effect on the same topology scaled to larger
sizes of 1:2, 1:4, and 1:6, with diameters of 2,240 km, 4,480 km,
and 6,720 km, respectively. This allows us to compare networks
in the regime of 32 QAM and above, for the true scale or 1:1, and
an identical topology using QPSK and above. We can see that,
as expected, an increase in network margin results in a larger
proportional reduction in throughput for the larger topologies.
Indeed, a 5 dB margin on the original topology is roughly equiv-
alent to a 3 dB margin on the same topology with 6 times longer
links. We fit data with a single variable, a, in the form y = 1− ax.
This results in a reasonable approximation although the overall
trend is not linear, indeed when the margin increases to the point
at which even BPSK is not achievable on the longest paths the
throughput will crash to almost zero. This happens with the
largest network, 1:6, with a 5 dB margin: this data point is not
seen in the figure because the maximally separated node pair
could not be connected, violating the uniform traffic require-
ment almost immediately. An important note is that with very
low margin, i.e. 0–2 dB, the difference is minimal. This contrasts
with the clear difference, especially between 1:1 and 1:6, when
using more significant margins such as 3–5 dB. Here we see a
performance penalty of using a given margin that is over 10
percentage points lower on a large network. Despite its limita-
tions, the gradient of the linear fit, a, gives the mean percentage
penalty per dB of margin for the 1:1, 1:2, 1:4, and 1:6 scales
this value was 6.58±0.05, 9.10±0.05, 9.79±0.06, and 12.24±0.04,
respectively. To test the goodness–of–fit we use the standard
reduced chi–squared test where a value of χ2red ≈ 1 indicates
the fit is representative, lower values indicate over–fitting, and
higher values indicate a poor model for the data. From this we
can take the fits for 1:1 and 1:2 as representative however the
larger χ2red for the fits for 1:4 and 1:6 indicate that the linear fit,
and hence the gradient, should be used with caution. This is
especially true for 1:6 because the fit does not include the data
for 5dB margin.
Fig. 10. Effect of margin on the throughput on the DT9 topol-
ogy illustrated in Fig. 9 scaled from 1:1 up to 1:6 for a diameter
ranging from 1,120 to 6,720 km. We see that for the scaled DT9
topologies, a larger network is more affected by increasing
margin, especially for 3 dB and up. The linear fits forced the
intercept to 1 and resulted in χ2red of 0.8, 1.6, 3.4, and 4.3 for
scales 1:1, 1:2, 1:4, and 1:6, respectively.
We can extend this approach to the set of 1,000 networks, in-
troduced in [16], generated with a genetic algorithm that selected
the set of links connecting the nodes in Fig. 9 that minimized the
product of graph diameter and total fibre length. This approach
provided typical network topologies in which each link either
connected nodes or reduced the maximum distance between
nodes. Some example topologies are given in Fig. 11.
For each network topology we can generate an identical plot
to that of Fig. 10. For clarity, we shall show the effect of a given
margin on a range of topologies in the form of a histogram of the
mean throughput relative to the optimum, i.e. with 0 dB margin;
this can be seen in Fig. 12. We show the relative performance
with margins from 1 to 5 dB and see that the effect of margin
varies with both topology and scale. Different topologies can
behave quite similarly, for instance 1:1 with 3 dB margin with
79.5 ± 0.7 % performance, whereas in other cases, say 1:6 with
2 dB margin with 79 ± 4 %, the effect ranges about 20 percent-
Research Article Journal of Optical Communications and Networking 8
Fig. 11. Example topologies from the DT9TEST set of net-
works based on the node locations of DT9 in Fig. 9. Network
ID numbers are 1, 10, 100, and 1,000, for the top–left, top–right,
bottom–left, and bottom–right topologies, respectively.
age points different from the best– to worst–case. This is to be
expected because we do not know which combination of light-
paths dictate performance for each network and each of these
lightpaths will have different overheads and hence will not react
to a given margin in the same way. This creates significant un-
certainty when generalizing between multiple topologies even
when those topologies are similar in some particular metrics.
The effect of margin on different scales behaves broadly in
line with what we outlined above, namely that larger networks
are more effected by a given margin, however the effect is not as
consistent as its theoretical underpinnings might suggest. We see
that a larger margin produces a larger performance penalty in
most cases, although there is significant overlap especially when
the difference between margins is just 1 dB. The more interesting
result is the comparison between topologies of different scales.
We see in Table 5 that the performance on 1:1 with a 5 dB system
margin results in a smaller penalty than the networks scaled
to 1:6 with a 3 dB margin. We also see that as we are using a
relative metric we expect small differences with 1 dB margin but
significant differences with large margins such as 5 dB.
This suggests two clear design rules: first, utilising more
complicated modulation formats that take advantage of high
SNR lightpaths allows a network operator to run a higher margin
with less impact on network traffic. And second, when operating
in lower SNR regimes, i.e. on larger networks, closer attention
must be paid to optimizing performance. This follows because
a reasonable operating margin, such as 3 dB, is likely to cost
perhaps 40 % of network capacity on a network the size of the
USA compared to just 20 % on a network the size of Germany.
7. CONCLUSIONS
We have investigated the relationship between system margin
and performance for elastic optical networks operating in the
Margin
Scale 1 dB 3 dB 5 dB
1:1 93± 1 79± 1 65± 1
1:2 90± 2 69± 2 58± 1
1:4 87± 3 71± 3 50± 2
1:6 87± 2 60± 2 N/A
Table 5. Mean Performance on DT9TEST networks for dif-
ferent length scales and margins (% capacity relative to zero
margin performance)
nonlinear regime. Two areas were considered, the margins asso-
ciated with cascaded optical amplifiers and also the throughput
of an elastic optical network as a function of margin.
For the case of cascaded optical amplifiers with uncertainty
in the output power of the optical amplifier we concluded that
nonlinearity offered a significant advantage, reducing a 1 dB
penalty over 5, 10 and 20 spans to less than 0.25 dB variation
in received SNR. For the case of gain ripple, assuming gain
equalization at network nodes we concluded that the scale of the
network has a significant impact on the resulting penalty, with a
1 dB peak-peak gain ripple the penalty being 0.4 dB, 1.5 dB and
5.1 dB for 5x80 km, 10x80 km and 20x80 km respectively. This
penalty can be significantly reduced by applying pre–emphasis
to the launch powers, such that after 5x80 km there is a negligible
penalty (0.01 dB), increasing to 0.3 dB and 1.2 dB for 10 and 20
spans respectively. This leads us to conclude that metropolitan
scale networks are inherently more robust than long-haul scale
networks to system margins.
A similar conclusion regarding the relative robustness of
metropolitan scale networks compared to long-haul scale net-
works is also drawn when investigating the impact of system
margin on network throughput. For example in the DT9 net-
work, when the network is not scaled and so covered Germany
with a 3 dB margin the capacity is 79% whereas when the inter-
node spacing is increased by a factor of six (corresponding to a
continental scale network) the capacity reduces to 60% due to
the 3 dB margin.
APPENDIX
We assume that all sources of noise can be modeled by Gaussian
noise and as such the overall SNR for a link is given by
SNR =
P
PASE + PNLI
(15)
where P is the signal power, PASE is the ASE noise power and
PNLI is the nonlinear interference noise, and all noise powers are
measured within the receiver matched filter bandwidth. We also
assume here that the transceiver noise sources are negligible.
In this work to assess the effect of amplifier gain ripple, the
SNR model is extended to allow different launch powers for each
channel into each span along the light path. We use a model
based on the GN model [20] with uniform span lengths of 80 km
and system parameters as described in Table 6. We assume
each fiber span is followed by an EDFA to compensate for the
fiber loss. Nonlinearity from self–channel interference (SCI) is
assumed to be coherent whilst cross–channel interference (XCI)
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Fig. 12. Relative network throughput on the 1,000 DT9TEST
networks scaled to 1:x whilst maintaining their topological
structure for various margins. Data for a 5 dB margin on
networks scaled to 1:6, i.e. equivalent size to NSFnet, is not
shown because the longest lightpaths on many networks
where unable to achieve even BPSK subject to Table 4 which
we deem an unrealistic operating scenario.
is assumed incoherent; multi–channel interference is negligible
due to relativity large guardbands.
Observations of ten similar gain flattened EDFAs in our lab-
oratory show a pk-pk gain ripple of 0.8 dB across the C–band
while the gain variation between EDFAs was less than 0.3 dB
pk–pk across at a single channel. This suggests that for a single
EDFA design the gain ripple is highly correlated between ED-
FAs. We thus model all the EDFAs as having an average gain
equal to the span loss, 10(αL)/10, with similar gain ripple, ∆G
[dB], described by the following heuristic
∆Gw = A sin
[
4pi
w
W
]
(16)
where w is the DWDM channel number, w ∈ 1 . . .W and 2A is
the peak to peak gain ripple. The choice of two ripple cycles
across the C-band was influenced both by our observations of ten
gain flattened EDFAs and to avoid possible equalization of the
NLI by a single cycle. Trials with 2, 3 and 4 cycles and different
phases of the profile gave similar penalties, within 0.1 dB, to
those shown in tables 2 and 3. The EDFAs were assumed to
have a constant noise figure across all DWDM channels. While
the EDFA gain ripple has considerable structure the noise figure
depends on the population inversion of Erbium ions and the
ratio of absorption to emission cross section. The former is
a constant while the latter is a smooth function following the
Parameter Value Units
Span length (L) 80 km
Attenuation coefficient (α) 0.22 dB·km−1
Group-velocity dispersion (β2) -21.3 ps2·km−1
Dispersion coefficient (D) 16.7 ps·nm−1·km−1
Nonlinear coefficient (γ) 1.3 W−1·km−1
Symbol rate (B) 32 GBd
DWDM grid spacing 50 GHz
Number DWDM channels (W) 80
EDFA noise figure (NF) 5 dB
Table 6. List of simulation parameters assumed.
McCumber relation [21]. A small variation in noise figure across
the transmission band is expected and the effects of this are left
for further study.
For a light path of N spans supporting W, DWDM channels
we define Pw,s as the signal power launched into span s for
channel w. The signal power after a single span is given by
Pw,s+1 = Pw,s10−
αL
10 10
αL+∆Gw
10 (17)
and the ASE noise is given by
aw,s = 10
NF
10 hν10
αL+∆Gw
10 B (18)
where NF is the amplifier noise figure and B is the receiver
matched filter bandwidth equal to the symbol rate. The ratio of
ASE noise generated in span s to the output signal power is:
1
SNRASEw,s
=
aw,s
Pw,s+1
=
10
NF
10 hν10
αL
10 B
Pw,s
(19)
As the ASE noise and output signal power both depend on ∆G
the gain ripple has no effect on SNRASEw,s for a single span. For
multi-span transmission the gain ripple affects the launch power
into subsequent spans changing the ratio of ASE noise to signal
power generated for those spans. The accumulation of ASE
noise through the, N, spans leads to a linear contribution to the
overall SNR, SNRASE given by
1
SNRASEw
= 10
NF
10 hν10
αL
10 B ∑
s∈1...N
1
Pw,s
. (20)
We break the nonlinear noise term into XCI and SCI separately.
For the XCI the nonlinear noise for each span is assumed to add
incoherently leading to
1
SNRXCIw
= ∑
s∈1...Ns
∑
w′∈1...W\w
Xw,w′P2w′ ,s (21)
where Xw,w′ has been defined in [equations (6) and (7) 22] and
describes the nonlinear interference caused by channel w′ on
channel w. The SCI nonlinear noise term was accumulated
coherently such that
1
SNRSCIw
= Xw,w ∑
s∈1...Ns
∑
s′∈1...N
Pw,sEs,s′Pw,s′ (22)
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where the matrix E describes the coherence addition factor, re-
lated to the correlation between the SCI generated in any two
spans. Es,s = 1 while Es,s′ < 1 ∀ s 6= s′ and Es,s′ → 0 as
|s− s′| → ∞. Following [equations (17)–(19) 20] we can find,
Es,s′ =
∫ ∫ ∫
q( f1, f2, f )r(s, s′, f1, f2, f )d f1d f2d f∫ ∫ ∫
q( f1, f2, f )d f1d f2d f
(23)
where
q( f1, f2, f ) = g( f1)g( f2)g( f1 + f2 − f )g( f )ρ( f1, f2, f )
and
r(s, s′, f1, f2, f ) = cos
[∣∣s− s′∣∣ 4pi2β2L( f1 − f )( f2 − f )]
where g(.) represents the signal spectral shape a rectangular
function with full width R and height 1, ρ( f1, f2, f ) is given in
[20] equation (2), β2 is the fibre dispersion coefficient and L the
span length. Es,s′ is a function of |s− s′| and in this work for
|s− s′| = 0, 1, 2 was calculated to be 1, 0.2243, 0.1019 while for
|s− s′| > 2 was well approximated by 0.2019|s− s′|.
The SNR of a signal in channel w, SNRw is given by the
accumulation of ASE, XCI and SCI noise terms as,
1
SNRw
=
1
SNRASEw
+
1
SNRXCIw
+
1
SNRSCIw
(24)
For the network capacity simulation the EDFAs were as-
sumed to be ripple free and a spectrally flat constant signal
power, P, launched for each channel into each span. The SCI
coherent approximation from [23] was used. Under these sim-
plifying assumptions we find the worst case SNR from
1
SNR
=
N a+ PNLI
P
(25)
where
PNLI = P3
Xw,wN1+e + N ∑
w′∈{1..W\w}
Xw,w′
 (26)
where w =
⌈
W
2
⌉
the worst case central channel, N is the num-
ber of spans, a is the ASE noise generated in a single span see
equation Eq. (18) and e was calculated to be 0.2186.
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