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Abstract
This thesis descriiies the application of statistical techniques to natural iniaRCs 
as a means of gaining insight into the operation of low level vision. First, the 
statistical technique of principal component analysis is applied to a collection 
of natural images: a match with psychophysical data is found; ami a solti- 
tion to the dynamic range problem proposed. The problem o f learning and 
calibrating psychological and physiological representations o f space is t hen in­
vestigated. The grey level correlations in natural images are meastiretl and 
their physical causes investigated. The resulting correlations are related both 
to psychological distortions o f space and to the cortical representation o f space 
in \T in macaque monkey. The interpretation in terms of a system calibrating 
itself using the correlations in the input signals is shown to produce accurate 
psychological and physiological predictions. Lastly the problems o f creating 
low level models of the visual input is looked at using a framework originally 
proposed by Hinton and Sejnowski (1983). The way in which phase coherence 
of (neuronal) firing in a network can label the probability of an interpreta­
tion is demonstrated. A new search technique, inspireil by the different time 
courses of inhibition and excitation in the cortex, is proposed for searching for 
the most likely visual interpretation. It is concluded that statistical techniques 
can provide insight into the operation o f low level vision.
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Chapter 1 
Introduction
S U M M A R Y  This thesis examines low-level biological vision using »  sta­
tistical approach. It attempts to gain insight into three separate low-level 
processes using this framework: the extraction o f “ features", the orgaiii.sa- 
tion of the spatial relationships between these features, aucl the capture of 
a statistical model of the features. These three processes are h.osely iden­
tified with the creation of receptive fields, the maintainance o f topographic 
organisation, and the action of the horizontal connections within the cortex. 
These processes and their relevance to low-level vision are outlined in the 
first half o f this chapter.
One common and strong argument against approaching low-level vision from 
a statistical point of view, is that it ignores the behavioral significance of 
objects. For some amphibians, the visual system is highly specialised to 
recognise the objects it needs to react to in order to survive: for example 
flies. If this were true of primates, then a statistical approach that treated 
the whole of the visual signal as important would be mi.sguidcHl. The second 
half of this chapter argues that for an adaptive and general-purpose visual 
system, there are a number of reasons why low-level vision could act in 
ignorance of l>chavioural significance. The question then bcTomes an em­
pirical one: does treating low-levcl vision as a statistical process produce 
insight into its oi>eration? The rest of this thesis attempts U» answer this 
question for the three problems o f  the extraction of representations, the 
maintenance of spatial relations, and the maintaining of a statistical nu»del 
of the relationship between elements in the representation.
1.1 What is low-level vision?
In many psychological theories of perception, between the outside world and ‘ object 
recognition” , lies an intermediate stage of processing; low-level vision. A simple defini­
tion is that this is the stage of visual processing where the elements of the representation 
are not “objects” , but lower level constituents. Examples o f such proposed representa­
tional elements are lines, edges, or zero crossings. For many years it has been known 
that certain neocortical areas are involved in this visual computation. This may or 
may not provide additional constraints on the form of this computation, but allows an 
alternative working definition; the area of interest in this thesis is the form of compu­
tation potentially carried out in or before areas V2 and in the cortex, the first two 
neocortical visual areas (Zeki, 1978).
What forms of computation is being performed at this level? O f these, for which 
could insight be gained from a statistical perspective? This thesis will concentrate 
on three forms of computation that are probabaly general across the imxlalit les of 
perception, important to perception, and able to be related to both to psycbologiial/ 
psychophysical and physiological phenomena.
1.1.1 Receptive field/feature extraction
The most striking aspect of the computation in V I/V2 is that it is iiiiderst amiable. 
Thirty years after Hubei and Wiesel’s first reports (Ilubel k  \\ iesel, 19o9), it .seems 
clear that the neurons in early visual cortex can be, at least roughly, characterised in 
terms o f their receptive fields. This is highly understandable in contrast to potential 
and previously proposed forms of computation. Even if this simple framework misst's 
many o f the details, it does capture something o f the operation of these early visual 
neurons.
What is leas clear is why the receptive fields are o f this form. Why orientation 
sensitivity? W hy spatial differentials? There is no lack of hypotheses: for example 
(Marr, 1982) proposed that the neurons are acting as edge/zero crossing detectors. 
(Koenderink & van Doom, 1987) that they are for approximating the image tisiiig a local 
Taylor series approximation , (Campbell & Robson, 19GG) that these cells perform a 
local Fourier analysis, or that both spatial and frequency Viased attributes are important 
and should be optimally represented (Daugman, 1984). In this thewis yet another 
hypothesis is proposed, that receptive fields are the way they are liecaiise they are tuned 
to maximise the amount of information conveyed about the visual world. .Although this
8
proposal may not be incompatible with previous proposals, it has the strong advantage 
that it is testable. The statistics of visual images can be estimated, the corresponding 
“optimal” alters calculated, and these Hlters can be compared to those found Vmtli 
psychophysically and physiologically. This is described in chapters 2, ami 3.
1.1.2 The topographic organisation of visual representations
Another striking aspect o f the representation occurring in the early visual areas is its 
topographic organisation. Theoretically, there could l>e no relationship between the 
physical location of a neuron, and the location in the visual world represented b\- that 
neuron. In mammalian vision this is definitely not the ca.se. Neurons that represent 
nearby features in the world are physically close in the cortex: the representation and
the world is in topographic correspondence.
There are a number o f questions that can be asked about the inaji-Iike eliaracter of 
the cortex. How is it set up? How is the map kept in correspondence with the world 
in the face o f changing optics? What kind o f signals are u.sed in forming the map. and 
what determines the final form of the map? There has Vieen much neurophysiological 
work on these maps, and a number o f neural network algorithms have been proposed. 
This thesis examinees whether knowledge of the visual input statist ics, a potential source 
of calibration signals, can provide insight into the structure of these cortical maps.
A related problem is that o f keeping our psychological representation of space in 
registration with the world. I f the eye changes shape or is damaged, if .someone puts 
on glasses, or if there is neural damage, then the mapping between the world and our 
representation of the world changes. Again the statistics of the world could provide 
a set of calibration signals much as the test card allows the calibration of television 
sets. Chapter 4, investigates the possibility that at least part of the calibration of 
psychological space is achieved using the statistics of naturally encountered imagi's.
1.1.3 Modelling the relationship between features
The last aspect of potential computation in Vl/V'^2 that will be descril>ed is the creation 
of models o f the relationship between features. Orientation information is integrated 
from “line detectors” more elTiciently than if the line detectors were treate<l as inde­
pendent (Andrews, 19G7a), and Gestalt psychologists have createrl a number o f demon­
strations where the percept is understandable only if there are interact ioitK l>et ween t he 
parts. Cells in V2 respond to “ illusory contours” , lines that have been inferre<l to be
present, although there is only limited evidence for this inference occurring in in \'l 
(see for instance (von der Heydt & Baumgartner, 1984)).
It is worth considering whether many of these perceptual completion phenomena 
can be captured via the application of simple rules, such as: if in previous experience 
the presence of two collinear line elements increases the probability of a third, then if 
I am sure of the presence of two such line elements, my estimate o f  the probability of 
a third should be increased. Th is kind o f inference can be treated as the application 
of a probabilistic model. The conditional probabilities o f various feature combinations 
can be estimated from images, and a network can be used to apply tins knowle<lge 
to the estimated scene characteristics. The horizontal connections in ciirtex provi.le a 
potential substrate for implementing such a model. These connections are of the form 
required: strong connectivity between similar orientations. The responses of \ 'l/\ ’2 
cells show context sensitivity, as does human psychophysical performance. Inferences 
of this type are (thus) a potentially important aspect of low-level vision.
If this behaviour is seen in a statistical inference framework, then a number of dilfer- 
ent questions can be a.sked. W hat kind of networks can perforin such inference? Given 
the vast number of possible combinations of features, how can we find the most prol,- 
able? Does the neurophysiology provide any clues as to how this search is iierformed.' 
This thesis looks at how one aspect of the neurophysiology, the slow time-course of 
one of the inhibition systems, can be used to improve such a searrh in a way that 
produces reasonable answers throughout the search, in contrast tr» previous techniques
that produce unusable answers during most of the search.
When applying previous knowledge to a visual input, identifying the most probable 
state o f the world is the primary interest. Also o f interest is the probability of this 
interpretation relative to others. An interpretation made at very low light levels for 
instance may be the most probable but still not be very goorl. If we have sources of more 
reliable information, then the lack of confidence must l>e signallerl. Chapter f. argues 
that one way that the cortex could signal both what the mc«t probable interpretation, 
and how probable it is. is to code the probability in terms of the pha.se coherence of 
neuronal spiking. This means o f  signalling is then tested for plausibility in a simplified 
network model of spiking neurons. It is argued that this gives a way of interpreting 
the observed coherent activity in cortex.
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1.2 Is a behaviourally ignorant approach relevant?
Given that the three processes (finding of "features” , maintaining the topograpic or­
ganisation, and modeling the relationships within a representation), are potentially im­
portant components of low-level vision, and that a statistical perspective is applicable, 
there is an important theoretical consideration that needs clearing up. This thesis treats 
visual experience as unlabelled data, and applies statistical methods to this data in the 
hope that this will shed light on the processing occurring in early mammalian vision. 
The relationship between this process and the tasks of vision, recognising a friend or 
guiding a walk along a rocky path for instance, is sometimes obscure. What is required 
of vision is a system that allows the manipulation of the world, and the identifica­
tion of behaviourally relevant inputs. Can an approach that ignores the bcdiavioiiral 
importance of the world be valid?
Vision is surely for finding behaviourally relevant information in the world. For a 
fly that can only land on something, eat and avoid being eaten, reirre.sent ing all the 
characteristics o f the visual world is o f little use. The requirements o f vision in the fly 
are different from those of image reconstruction or inverse optics as studied in machine 
vision. In image reconstruction, all the input is treated as important and the task is to 
use knowledge to infer the most likely image. In the fly, the only aspects o f the visual 
world that need to be represented are those that make a difference to its behaviour. 
Exactly recovering the colour of an object is pointless if the only difference that it 
makes to a fly is whether the object is green or not. Surely, then, statistics is only a 
useful approach if we know which elements of the signal are important? For humans 
this is a daunting task.
In this thesis, repre.sentations are determined by the statistical form o f the input: 
little attention is paid to its Viehavioural relevance. For studying the fly this approach 
is surely wrong. Nothing in the signal specifies that the optic flow is the important 
aspect o f the signal- this only Incomes clear with knowlwlge of the behaviour of the 
fly. I f  low-level vision in higher anamals is to be treated as being largely determined 
by the structure o f the inptit, then this has to be justified for reasons other than the 
pragmatic one o f having little quantitative knowledge of what is behavioiirally relevant.
One can argue that representations in higher anamals can be treated as predomi­
nantly determined 1^ ’ the signal because these creatures have much richer behaviour. 
A fly has a very limited repertoire for interacting with the world, so its representa­
tion only has to deal with few behaviourally relevant differences. The world inodcds of
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man, monkeys, and cats are much richer and many more visual world differences are 
behaviourally relevant. This implies that ignoring behavioural relevance can possibly 
be justified. At a low-level, all variations in the signal are of potential interest, and 
therefore should be represented. The richer the models used bj’ the behaving agent, 
the better this approximation holds, and for humans and monkeys, w ith behaviour that 
takes into account much richer aspects of the signal than the fly, the approximation 
that any regularity and any structure in the signal is important, is more reasonable. 
This argument, how-ever, seems unsatisfactory and for more ronvinciiiR snppi)rt we have 
to look to learning.
1.2.1 Why adaptation is important in low-level vision
Learning of concepts, and words, is always recognised as important by cognitive science. 
Within visual science, and especially vision studied psychophysically, the visual system 
is often modeled as pre-determined and static. On viewing an ohjt'ct, the system 
performs a pre-determ ined set o f operations on the input, and coinmunicaies a useful 
symbolic representation to higher and more flexible levels of cognition. .-Mthough this 
may be a useful fiction when studying higher aspects of vision, this is neither good 
engineering for a system, nor consistent with observed behaviour.
Even the simple visual system of the Limulu.s displays adaptat ion to tin* en\ iron- 
ment: continued stimulation decreases the response of the eye to stimulation, \ariation 
in the visual diet o f cats changes its visual representations (Blakemore K’ Cooper, 1970). 
A human with amblyopia, even if corrected, will not have the informâti(jii to learn the 
exact structure of a .stereo representation. When the visual fiehl alters due to age 
related changes in the eye, the wearing of glasses, or the simple shilting ol rods and 
cones in the eye, the system has to learn the new meanings of the measurements.
1.2.2 Simple learning
If a snail (eg He.lix albolabris) is placed on a wooden platform, which is jerked back 
and forth, the snail retreats into its shell. I f this procedure is repeated a number of 
times, slowly the snail’s reaction becomes smaller and smaller (Carthy, 19o8). This is 
not spectacular learning: never-the-less it is useful. Note how this simple process can 
separate out behaviourally relevant stimuli: the snail learns that even large variations 
in the world can be ignored if they suffer no harmful effects. Continued use o f this 
method will selectively remove representations of variations that are not behavioiirally 
relevant.
12
This typ)C of learning can be extended to more complicated things. Samuel designed 
a draughts playing program that learned to improve its performance and eventually 
to beat him (Samuel, 1967). The program’s “vision” consisted of a number of posi­
tion evaluation systems; it had to learn which o f these was useful in finding out if 
it was winning: i.e, it had to use experience to create a representation o f what was 
behaviourally relevant. This problem is a credit assignment problem: if the program 
wins, which of the evaluation systems should be rewarded. This problem was solved 
by rewarding all the experts that had been used a lot when it won, and penalising the 
experts used when it lost. This form of learning, known now as reinforcement learning 
(Barto et ai, 1983; Sutton & Barto, 1991) was sufficient to allow the system to learn 
to play a reasonaVde game of draughts. It would also be good enough to allow a bee 
to learn different shapes with a reward o f food, or a worm to navigate a maze.
1.2.3 The credit assignment problem
Reinforcement learning is very useful, and will allow the crafting of representations 
that directly mirror the behaviourally relevant aspects of the world. The trouble is 
that such a system does not scale well. For example, if we had two layers of experts, 
one looking at the draught board and one looking at the results of these e.xperts, the 
credit assignment problem becomes much harder. How do wo know how to reinforce 
the lower layer experts? This problem held back neural network research for many 
years until two methods, Boltzmann machines and back-propagation, i)rovided at least 
partial answers. By allowing the approximate calculation o f the contribution of the 
low-level experts to the behaviour; credit, and therefore a training signal, could be 
given to networks with a number o f different levels.
For systems with a highly accurate description o f the errors, this provides a method 
for creating intermediate representations that are tailored to the recitiire<l behaviour. 
Even when there are a immber of intermediate representations between the rewards and 
the input, the form of the intermerliatc representations can be calculate<l, and this allows 
the simple of networks with one intermediate level of representation. Two intermediate 
levels can also be learnt with more time and more accurate measures o f the errors. With 
three intermediate levels, huge amounts o f computation sometimes allows t he generat ion 
of appropriate lower-level representations. For greater numbers of interme<liate levels 
between the input and the source of reinforement (reward or punishment), learning 
determined purely by errors is plagued with great difficulties, and the human visual 
system is clearly o f this sort. In the human visual system, the signal pass«>s through
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at least four representations (LG N , V I, V2, V4) before it reaches areas witli access to 
the objects’ identity, and therefore reward and punishment. Even ignoring the po.ssibly 
inaccurate representation of the errors, the credit assignment problem is very great if we 
want direct behavioural relevance to determine the intermediate representations. The 
error signals after being passed down through the intermediate levels are too diffuse 
and the learning signal to the low levels in a system with noise becomes effectively 
random.
This problem is not just a quirk of back-propagation or Boltzmann machines. If 
changes in a companies profitability were used by a company clerk to determine if he 
kept his records on paper or on computer, then because so many other factors will 
effect the companies profitability, his decision will effectively be random. Many factors 
affect profitability and the effect of this one change would be drowned out. \’ l is 
going to receive little reinforcement from behavioural relevance if deciding whether to 
use long or short ’’ line detectors” . The further from the representations that tlieir 
behavioural relevance can be as.sessed, the worse this problem is. .-Mthougli genetics 
can provide intermediate representations that are approximately correct , if any adaptive 
behaviour is required of these low-level representations, the credit assignment problem 
means that the behavioural relevance signal will be very diffuse and jiractically useless. 
Either we abandon adaptation in all but the highest levels of reprc*sentat ion, or we find 
an alternative learning signal to supplement behavioural reinforcement in early visual 
processing.
1.3 Simplifying complex problems: informational ac­
countancy
The company clerk can make decisions on the form of his filing sy.stem, and the visual 
system can calibrate its retinotopic representation o f space and the form of its re<eptive 
fields. I f  a signal based purely on behavioural relevance is too noisy and unstable to 
be useful at this low-level, some other signal must be use<l. learning in networks 
that generate representations without a reinforcement signal is known as unsupervised 
learning. Networks of this type form representations based on internally generaletl rules, 
rather than those determineil by the requirements o f  a particular task. Inherent in th(*se 
rules is some notion of what is a good representation: rules of informational house­
keeping. These allow the system to create a representation with (good) chararteristics 
defined with respect to a particular input.
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One action a clerk can perform on information is to summarise, to order and struc­
ture. I t  may be that this information, when passed up to higher levels is never used, 
but if it is needed, then expression in a succinct form, ordered, and with irrelevancies 
removed, will make its use much easier. Statistical information can be used to represent 
in many fewer variables a signal that has redundancies. For a higher level, with better 
knowledge of what features of the signal are important, a representation that abstracts 
the data and expresses it succinctly will be useful.
The system can also make guesses as to which measurements are important. I f the 
government finds that indu.strial output is down, employment is down, and the value of 
the pound is down, then it is reasonable to suppose that there is some deep underlying 
cause for all these things and should be noted. Again, if something is detected using 
touch, sound, and vision, then the measurements probably refer not to some random 
fluctuation in the environment but some underlying cau.se, and this again can he used 
to modify representations.
Another useful operation is to give measurements a context. I f  a local manager is 
told that a workshop used 400 resistors last week, this means little. If al.so told that on 
an average week only 10 are used, then he can tell that something is probably wrong. 
Statistical history can provide an intrinsic scale for measurements, in its simplest form 
bv expressing measurements in terms of standard deviations from the mean.
The inputs can also be sorted for relevance. If no other information that the clerk 
was using changerl whenever a red truck drove past, then this should not be reported. 
I f every time this happenetl 390 resistors went missing, then it should be. Even withotit 
detailed knowledge, if some measurements arc known to be importatit, then this can 
be used to guide the weight given to other measurements based on their statistical 
relationship to the ones of known importance. This concept will be api>lied to the 
formation of cortical maps where it is assumed that the system is interested m what it 
is fixated on. This is then used as an organisational princii>le to arrang«> the geometry 
of measurements from the periphery.
1.3.1 Forming a model of the input
After working at a job for a long time, a clerk will build up a model o f all the 
measurements he works with. Although he may not know the significance of what he is 
recording, as he is exposetl to large amounts of data, he becomes mu<rh more likely to 
notice if one of the measurements has a mistake in it an<l therefore be able to correct it. 
I f  a particular file went missing, then asking the clerk the prrJmble number o f resistors
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used is more likely to get an accurate answer than asking the area manager.
Model forming is also proposed to have a role in low-level vision. In a noisy envi­
ronment the best place to guess about the presence or absence o f a line is at a low-level 
with its access both to vast experience o f lines and to more information about other 
lines currently in view. Even with no knowledge o f the impKjrtance of various measure­
ments, low-level vision can form models of these measurements, provide guesses when 
not all information is present, and label inputs as like or unlike what has been seen 
before.
1.4 The statistical approach
There are many ways of studying the operation o f the visual system. Even if low- 
level vision partly uses statistical processes to develop its representations, wh\- should 
this be of interest? Many other ways have been found to study vision, which do not 
require assumptions about the lack o f a behavioural relevance signal. The rei)ic'sentation 
develops in a certain way; we can find out what this final repre.sentat ion is, and we can 
study how it is used. How does viewing low-level vision as a statistical i)rocc»ss helj).'
This thesis does not report any tests on the representations which wotdd demonstrate 
whether or not a particular form of representation helped the learning o f visual ta.sks. 
However the data is at lea.st similar to that encountered in the visual world. Much 
of computer vision uses a single picture of a model (I^ena), a book of te,\turcis (the 
Brodatz book), or collections of crosses and T ’s as representatives of visual experience. 
These may well be good “toy world” problems containing tnany of the characteristics 
of real world images, but previous work in A.I. has found that many scrutions to toy 
problems arc not robust.
Computer vision, viewed as a way of inferring the structttre of the world from a 
static image, proposes that in order to use such information as stercx). .shading, and 
texture, assumptions alxnit the form o f surfaces need to l>e made: e.g.,the surfaces have 
locally bounded difTcrentials, or can be approximated as low order i)olytiomials (Poggio 
et al., 1985; Horn Schunck, 1981). This can lead to impressive computer modcds for 
performing inverse optics, but inherent within these models is a regtilariser ol how the 
world usually is. The assumptions may or may not l>e gc>ocl, but testing on synthetic 
images, or a few real ones, will not tell you how good they are.
By keeping the models verj’ simple, parallel, and fast, it is pcjssible to expose* them to 
large numbers o f real images. This means that they can complement more complicated
IG
models for which the time to analyse a single image runs into hours. Even if they 
contain extreme simplifications (e.g., the universal use o f correlation as a measure of 
relatedness), exposure to large numbers of images can reveal information that could 
not be found from the more limited number o f images that can be studied with more 
complete and complicated models. The statistical models proposed are all very simple. 
The analysis o f 1,000 images can regularly be i>erformed in the time many models take 
to analyse one.
Another reason that models o f this form are worth studying is the propostnl ig­
norance about low-level representations o f behavioural significance. This makes them 
inherently testable. A model that proposes very good performance is difficult to test. 
A model that proposes that many of the characteristics o f low-level vision are generated 
through ignorance will make mistakes. I f  a book .store shelves quantum field theories 
under gardening, and gauge theories under metal work, it can be inferreil that the 
sorting is not being performed by someone with knowle<lge of the books' contents. If 
a visual system constantly overestimates some distances, and underestimates others, 
it can be inferred that the system does not “know” aVjout distance, but is inferring 
it from some other characteristic. I f some characteri.stic is found that gives the .same 
distortions, then this is evidence that the system might not be using distance, but this 
other characteristic.
1.5 The structure of this thesis
The question “are the representations for low-level vision beitig ttiotilded by stati.st ical 
constraints” is an empirical one. The hypothesis might lie wrotig for two reasotis, 
the low-level representations used could be entirely genetically pre<letermitied, or the 
brain might have a good solution to the multiple-level cre<lit assigtitnetit problem. This 
would render inferences made after ignoring the behaviotjral relevance of the itiptits 
very suspect. The rest of this thesis consists o f a numl>er of investigations to detertnitie 
whether this approach prodticcs reasonable and testable restilts. It is split itito three 
sections, as follows.
Chapters 2 and 3 considers statistical feature extraction. After discussing sotne of the 
desirable characteristics o f representations, one particular form of statistical atialysis is 
investigated: principal component analysis (PC A ). Although this has srnne limitatioits, 
it is mathematically well understood and has many of the characteristics tlesired of a 
good representational techniqtie. It also has the virtue o f having a fast, sitnple netiral
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network implementation which allows large numbers o f natural images to be analysed. 
The results are compared to measured human performance in judging orientation, and 
the problems of variable illumination are investigated.
Chapters 4, and 5, investigates how the psychological and physiological correlates of 
distance can be approximately learned. I f the structure of cortical maps is determined 
by the need to represent the point of fixation, and the periphery is represented in 
proportion to its measured relevance to this fixation point, then correlation can be used 
to define the metric. After sampling from a large collection of images, the geometry of 
the resulting representation is inferred on the assumption that correlation is used as the 
metric. This is compared quantitatively to empirical measurements on the g«'ometry of 
V I  in the macaque monkey.
Finally, problems associated with forming and applying statistical mo<lels in low- 
level vision are addres.se<l. The problem o f  signalling how probable a possibly noisy 
input is to higher levels is looked at, and the propo.sed solution is compared to the 
neurophysiological evidence. Then the problem of performing the ma.ssivel\ parallel 
search required to fit a model to the data, and the requirement o f communicating useful 
intermediate interpretations are addressed. The solution to these problems, inspired by 
biologj', is compared to earlier computational techniques and psychophysical results.
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Chapter 2
The Principal Components of 
N atura l Images
S U M M A R Y
The principal components of 40 real world images are found using a neu­
ral network technique. The initial components are a Gaussian fcjllowe«! by 
directional, first derivative operators strongly aligne<l to the vertical and 
horizontal, then moving to successively higher order operators. The use (jf 
these principal components both for representation, and for insight into the 
statistics o f scenes is discuased. Two of the operators resemble oriented 
bar detectors and the orientation tuning curves match very closely those 
found psychophysically bj’ Foster and Ward (1991). This is showti to be 
consistent with the orientation sensitivities being determined by a measurfHl 
vertical-horizontal anisotropy in the image statistics'.
2.1 Introduction
Principal component analysis (PC A ) is a technique tliat has found widespread tise in 
signal processing, data compression and statistics. It is a dimension reduction technique 
where rather than use all N variables in a data set X, we use a smaller nuinl>er d 
(where d < N ) o f  new variables that are formed as standardised'* linear combinations 
of the original varialdes. The first principle component (PC ) is the stanclardised linear 
combination o f the variables that has the largest variance. The second PC  is the 
standardised linear combination o f the data variables that has the largest \ariante
‘ This work was carried out In collaboration with Peter Hancock and was pul»lislieil in two paiwra 
(Daddeley tc Hancock. 1091; Hancock et oi., 1992).
*The weightings of all \'arial»le* are normalised to length one.
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whilst being uncorrelated with the first component, and the k’th component is the 
the standardised combination that has the largest variance whilst being uncorrelated 
with the previous k-1 components. I f we wish to reduce the number of variables used 
to represent an image, but wished to capture as much of the variance in the image 
as possible, then the linear combinations o f variables we should chose should be the 
principle components.
Mathematically, this problem of finding linear projections that maximise the variance 
accounted for, is identified with an eigen-vector problem. Si>ecificaliy the principle 
components are the eigen-vectors o f the covariance matrix o f the image measurements, 
and the order of the principle components is determined by the order of t he eigen-vahies 
associated with the eigen-vectors. I f
Q  =  [C ovar(x i,x j)] =  [<  (xj -  x ,)(x j — i j )  > ] (2 .1 )
with Xi being the i’ th element o f x, <  ... >  being the average value across sam­
ples, and Xi being the average value of x^, then the principal components (P C s ) of a 
distribution are defined as the solutions a to the equations :
(Q  -  AI)a =  0
again with the weighting matrixes standardised to unit length 
Hall =  1
(2 .2 )
(2.3)
here, the A’s are the eigenvalues, and a  are the principal components. Those i)rin- 
cipal components (PCs) can then be ordered in terms of decreasing A.
Principal components can provide a new representation of an image. Rather than 
representing an image in terms o f the original grey level measurements, we can describe 
an image in terms o f its projection onto the PCs. As a new repres<*ntation, this has a 
number o f virtues, as follows,
• I f  we measure 4000 different image locations, it is unlikely that we are measuring 
4000 independent processes. A reasonable heuristic (Occams razor) is therefore 
to describe as much variation in the image in as succinct a form as ptassihle. It 
is hoped that a description in terms o f these fewer variables will better capture 
the structure o f the underlying image generation processes. Unfortiietly this is 
purely a heuristic and there is no garantee that that the re<luced representation 
will make the underlying structure any clearer.
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• The information (conditional entropy) of a Gaussian variable with independent 
identically distributed gaussian noise added is a simple monotonicaly increasing 
function of the signal to output noise ratio. Therefore, in this Gaussian ca.se, by 
maximising the variance o f projections, we also maximise the transmited informa­
tion. Therefore, given a limitted number of variables n, and Gaussian a.ssumptions, 
the principle components (and rotations of them) are the linear combinations of 
the variables that maximise transmitted information.
• The PC's are orthogonal and uncorrelated. The lack of correlation between the 
variables is important because the speed of many network coinptitations is deter­
mined by the off-diagonal elements in the correlation matrix. Examples iticlude 
the operation of surface interpolation networks (Pentland, 1993). and s\ipervised 
neural networks (Foldiak, 1992).
• Given data that is clustered, it may be desirable to use vaiables that capture 
between cluster differences. If we assume that between-clu.ster variation is greater 
than within-cluster variation, finding directions of high variance is also likely to 
produce directions that allow the discrimination between clusters. Therelore PC.A 
that finds projections o f large variation will, heuristically, also capture projections 
that distinguish between clusters (Friedman, 1987).
• PCA can also be seen as a noise-removal technique. I f the noi.se on all variables is 
independent but the signal displays higher order correlations, capturing projections 
of consistent variation will suppress noise and einphasi.se signal.
• If looking for higher or<ler statistical regularities, these will be confounded by 
the simple second order statistical structure. By expressing the data in terms 
of the PCs, all first and second order structure is removed from the data. This 
process, known as sphering the data, potentially makes the finding of higher onler 
structure simpler (e.g., (Friedman, 198<)).
• The distance (scaletl by the standard deviation) o f a sample from the average 
sample is not a good way of describing how different this sample is from the 
mean; it confounds likely variations with unlikely ones. By transforming to the 
axis given by PC.A (and dividing by each PCs standard deviation), this becoiiH*s 
a more sensible measure, the Mahalanobis distance (Dmla K’ Hart, 1973).
• PCA is also interesting Imcause it has a number o f simple, parallel, neural network
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implementations (Oja, 1982; Sanger, 1989a; Sanger, 1989b; Leen, 1991). These 
systems have two parts: simple Hebbian learning (Hebb, 1949), ■and a mechanism 
for ensuring the orthogonality of the components. The simplicity o f these systems, 
means that biologically possible Hebbian implementations exist (Foldiak, 1992).
PC A  has drawbacks as well. In natural images most of the variance is in the low 
spatial frequencies. PCA by attempting to account for the variance, emphises the low 
spatial frequencies at the expense o f the higher spatial frequencies.
Bossomaier and Snyder (Bossomaier & Snyder, 1986) suggest that the respon.se proi>- 
erties of simple cells are similar to those generated by PCA and give this a.s a possible 
explanation for the spatial frequency organisation of the cortex . Daugmann (1990) 
gives as a virtue of the Gabor representation® its resemblance to PC.A. However both 
these claims are based on theoretical considerations rather than the analysis o f natural 
images. Plumbley (1991) found Information-theoretic, optimal, linear representations 
and suggests neural network implementations. In the case of equal Gaussian noi.se on 
all inputs, as assumed here for simplicity, this reduces to PC.'X.
Field (1987) analysed the statistics o f six images of rocks and tre<*s using Fourier 
techniques, revealing a 1//® power spectrum. He suggests that PCA  will suppre.ss 
high frequency information and therefore is inappropriate for image representation. Ati 
alternative log Gabor“* representation is propo.sed that equally repre.sents low and high 
frequency. Atick et al (Atick et of., 1990; Atick Redlich, 1992) tise<l the statistics 
found by Field, the chromatic correlations induced by the spectrally overlapping red 
and green receptors, together with information-theoretic meastires, to derive optimal 
spatial and chromatic ttmitig curves. The results match well with the observe<l htimati 
contrast sensitivity funct ion, and the chromatic organi.sation o f gatiglioti cells in goldfish 
and primates.
Linsker (Linsker, 1986) presents a multiple layer model o f the development o f cells in 
the visual cortex. Given initially random input, he shows that both center sttrrotind atul
^Gabor considered the problem of measuring both the spatial location ami frequency of a one 
dimensional signal (Galjor, 1946). He showed that if we wished to n>easuie l>oth sinniltaneously. 
then we came across a fundamental uncertainty. Accurate knowledge of the position implierl an 
inaccurate estimate of the frequency and vice versa. The filter that minimises this uncertainty in 
position and frequency is a sine (or cosine) multiplied by a Gaussian envelope and this is known by 
his name. Daugman (Daugman, 1985) extended the concept to two dimensions, and fIns has lHH«n 
Influential, mainly because the two dimensional Gabor resembles receptive fields in \’ l.
*The Gabor filter Is a Gaussian In the frequency domain. Because the spectral |K>wer in natural 
scenes as measured by Field was constant in log frequency space, Fiehl projiosed that a filter that 
was gausslan In log frequency space would be more appropriate for image analysis. Tills filter he 
named the log-Gabor.
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Figure 2.1: The 15 natural images used in Experiment 1.
diagonalisation techniques to examine the computational characteristics ol the neural 
network technique. Proofs exist both of convergence and stability of the final results o f 
Sanger’s network (been. 1991). Despite this, there were potential problems associated 
with a large scale implementation (e.g., convergence speed, stability with a finite learn­
ing set, the required precision of parameters, and problems with the particular data set 
used). I f  the brain operates in a manner similar to the proposed algorithm, then these 
would also be problems that it would face. By using the neural network, any such 
deficiencies might be revealed. When I wrote the code I believed also that this method 
would be both faster and more memory efficient for the very high dimensional inputs 
used here. There are claims to this effect in the original Sanger Thesis. This has proved 
not to be true. Current methods for extracting eigenvectors are highly developed and 
if only the first few are required, very fast and memory efficient .
Oja (1982) shows that if a single unit performed a weighted sum o f its inputs, and 
updates its weights with both a Hebbian term and a weight decay term ( -y v '. )  hs
follows
N
t>l
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1Figure 2.2: The 15 scenes taken in and around the ofTice.
then given a long enough exposure to the input statistics the weight vector of h 
single unit will converge to the direction of the first PC  (the Hehbian term), and he 
o f length one (the weight decay term).
This rule was generalised (Sanger, 1989a) to multiple units hy replacing the update 
rule in equation 2.4 by
}
Autij = -'51 ykWik)
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With this method, a good approximation to the first 15 PCs was fotind in tractable 
time®. The weights were initially set by drawing from a uniform random di.stnbution, 
centred on zero, and having a small width to break symmetry.
Training proceetled by first choosing a random image from the image set, then 
choosing a random 64 x 64 sample from within that image. After preprocessing (de­
scribed above), this sample was used as an input to a network consisting of 15 tinits. 
The weights were updaterl accordingly. This process was repeated 120.000 limes at 
which point, the weight vectors were stable. Convergence is assisted by annealing’ the 
learning rate: typically it began at 1.0 and was halved every 20,000 i)resetitations.
2.2.2 Results
The results o f the network’s computations on a particular image set are 15 PCs. These 
can be visualised by plotting the weights as a 64X64 grey level image, the weight size
»For a more detailed description of why thU will converge, (tee (Hertr. et nl.. 1900). For rtetniled 
proof Include the neceenary ntabillty calculations, see (been, 1991)
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being represented by grey level. The 15 PCs extracted from the entire 40 image set 
are shown in Figure 2.3. The first component is a slightly anisotropic blob and is 
well approximated as a Gaussian. The least squares fitting Gaussian has a standard 
deviation 9.1 in the vertical direction, and 9.8 in the horizontal. That this component 
is not determined entirely by the windowing function but also by the statistics is shown 
both by this anisotropy and by other studies on pages of text where the first component 
is no longer even approximated by a Gaussian (Hancock el al., 1992).
Figure 2.3: Experiment l;The first 15 principal components of our images.
Components two and t hree resemble directional derivat ives o f a Gau.ssian. The order 
of the components is not random; the vertical operator was always first, followed by 
the horizontal operator. It was confirmed that this was not an artefact of the digitising 
process by rescanning the images oriented at 45». The orientation of the operators 
moved around with the images as shown for the first six components in Figure 2.4. It 
was also confirmerl that the components were not caused by the part icular scale tested 
by performing the same analysis, this time on samples o f 128x128 and 32x32. The
gross structure of the components was unaffected.
As a test for sensitivity to the particular image set chfjsen, the subset of images 
shown in 2.1 was tested and again the results were similar.
The fourth and fifth components resemble oriented *’ liar-detectors". Based on psy­
chophysical experiments on the detectability o f oriented line segments in a backgrotmd 
of other line segments, Foster and Ward (1991) also proposed the existence of two 
oriented “bar-detectors". These two detectors centred on the vertical and horizontal 
have different orientation tuning curves. The orientation tuning curves of the two bar 
detectors producer! by PCA were measured and compared to those fourni by (Foster A'
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Figure 2.4: Experiment l:The first 6 PCs o f 15 images, when rotated by 45 degrees on 
the scanner.
Ward, 1991). As can be seen in Figure 2.5, the match is very good.
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Figure 2.5: The orientation sensitivity model o f Foster and Ward (1991) (thick lines) 
with “bar-detector” components from (a) the subset o f 15 images (thin lines) and (b) 
the full image set. Vertical units are arbitrary.
2.3 Discussion
2.3.1 The Anisotropy in the orientation tuning curves and the 
visual statistics
The PCs are determined by the eigenvectors o f the correlation matrix: the statistical 
structure o f the natural images is reflected in the structure of the PCs fotind. The first 
principal component has greater extent in the horizontal direction than the vertical: the 
second PC for both image sets was firmly aligned as a vertical operator. This indicates 
that there is an anisotropy of the statistics of images in the vertical relative to the 
horizontal direction, i.e., the correlations decay more slowly in the horizontal direction 
than the vertical.
To investigate whether this anisotropy was the reason for the different orientation 
tuning curves of the vertical and horizontal bar detectors, the following was tried. 
A  number o f fractals were generated which were Brownian in the luminance domain.
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We used fractals because they have information at all scales and the correlations will 
be approximately similar to those encountered across the ensemble of natural images. 
Therefore we could see what effect a vertical horizontal anisotropy in these correlations 
has on the PCs, independent of the effects o f the exact spatial frequency spectrum of
natural images.
These fractals were generated by dropping edges on an image at random angles; the 
statistics can be made anisotropic by biasing the orientation o f the edges. This was 
achieved by drawing the edges from a rectangular distribution, allowing the biasing of 
lines in the horizontal direction. The vertical to horizontal ratio of the distribution was 
varied between 0.9 and 0.3 in steps of 0.1. A t each of these seven levels o f anisotropy, 
the first seven PCs were calculated and the orientation tuning curves found. The results 
are shown in Figures 2.6 and 2.7.
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Figure 2.6: First seven PCs from Brownian fractals, varying the vertical to horizontal 
ratio from 0.9 (top) to 0.3 in steps o f 0.1.
As can be seen, the ratio of the orientation tuning curves varies systematically with 
the anisotropy o f the images. The ratio that produces the oliserved anisotropy in the 
orientation tuning curves is about 0.55. An analysis of the correlation structure of the 
images using techniques outlined in Chapter 4 shows that there is an anisotropy o f 
the decay in correlation in the vertical to horizontal direction of about 0.6. This leads 
to the interesting hypothesis that the observed anisotropy found [isycliophysically is
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Figure 2.7: Orientation sensitivity o f vertical ‘bar-detectors’, varying tlie anisotropy of 
Brownian fractals, adjusted such that the matching horizontal component has a peak 
output of one. Foster and W ard’s model is included for compari.son (thick line).
caused by the representations u.sed by the brain tuning themselves to the statistics of 
natural images.
A  second interpretation is that it is not the orientation tuning ctirves that are 
dependent on the image statistics but the image geometry itself. By changing this 
geometry, the orientation tuning o f units will also change. The implications o f this 
have not been investigated.
2.3.2 The orthogonality constraint
The receptive fields generated by PCA , and those inferred from short e.xposnre duration 
psychophysics, are orthogonal, whilst those o f receptive fields measured in cortex are 
certainly not orthogonal. Daugman (1988) addresses this problem from the opposite 
direction where he proposes a non-orthogonal Gabor representation. This better re­
sembles the orientation tuning curves of cells with long duration simulation, but in its 
simplest form does not possess the advantages o f orthogonality.
To gain the advantages o f orthogonality Daugman proposed a neural network. Given 
a non orthogonal set o f Gabor filters and an image, this network finds the coefficients 
that represent the image so that projecting the coefficients back gives the best recon­
struction of the image in terms o f least mean squared error. These coefficients have 
advantages over the simple multiplication of the filter with the image. They prjssess 
some o f the advantages o f orthogonality, and the code exploits the redundancy in the 
image. An over-complete basis set can produce sparse codes which are easier to work
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with in neural networks, and the image is represented by the nearest matched filter, 
which gives signal-to-noise advantages over representations using orthogonal filters'^.
Unfortunately finding these coefficients takes time for the gradient descent on the 
reconstruction, and during this search the coefficients are not correct. Only filters that 
are orthogonal will give the correct coefficients in the first pass through the system and 
this suggests a possible alternative method for finding the correct coefficients. The filters 
initially used are both broad and orthogonal, allowing instant discovery o f the correct 
coefficients. The filters then decrease their orientation bandwidth and intermediate 
filters are used. The rough orthogonal solution is found, and this is used as a gui<le to 
finding the non orthogonal solution.
This suggestion is at least consistent with neurophysiology': in cats the cells that 
fire on the presentation of an input show an excess o f horizontal and vertic al detectors: 
84 out of 116 cells are within 20° of horizontal or vertical. While cells firing later .show- 
no such anisotropy (\*idya.sagar &: Henry, 1990)). In 50% o f cells in \ 1 the orientation 
tuning curves start broad and then become progressively more tightly tuned. Witliin 
some of these cells the preferred orientation also changes over time (Dinse iSj Best., 
1990). The initial broad orientation bandwidth and preference for the horizcmtal and 
vertical directions could be what was being measured by Fcjster and Ward sinc'e they 
used very short presentation times.
2.4 Conclusion
In conclusion, the PCs have a number o f advantages as a representation of a signal. 
That psychophysics on very short exposure duration stimuli is well modelcHl by two 
orthogonal filters with the same orientation tuning curves as produced by PC  A is 
intriguing. For longer exposure times, both psychophysically and neiirophysiologically, 
orientation tuning curves are much tighter and non-orthogonal (Daugman, 1990).
This opens up an interesting possibility. Watt (1987) has suggested that the vi.sual
•The matched filter is a useful concept from linear filtering theory. It is relevant when we are 
trying to detect the presence of a signal In the presence o f noise. What is requirerl is s filter that 
is maximally sensitive to the signal, whilst being minimally sensitive to the noise and this can lx- 
quantified as the signal to noise ratio. Under certain conditions on the noise, and only allowerl 
linear filters, the optimal filter (with the highest signal to noise ratio). Is known as the mafchoil 
filter. The impulse response (the shape of the weights) o f this filter resembles the object that is 
searched for. Put more simply, the matched filter concept states that if we wish to detect a sine 
wave in a signal, the optimal filter is a sine wave shaped one, and not a square wave (or any other 
form). Here the searched for signal is not known, but by representing this signal by the nearest 
filter, we gain the signal to noise advantages o f matched filtering.
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system scans from course to fine spatial scales over time . This scanning, it is argued, 
makes optimization simpler; it may be the case that orientation space is scanned in 
addition to scale space. This could speed up the finding o f the correct coefficients in a 
network such as Daugman’s. I f  we were to scan in orientation space, the PCs would be 
a good starting point, they are orthogonal allowing the coefficients to be found purely 
by finding the dot product w ith the image, and PCs contain the most information for a 
limited number o f coefficients. It is not suggested that PC  type receptive fields operate 
in the cortex, but that such an analysis offers a good approximation to the system 
when starting with the initial rough orientation specificity.
31
Chapter 3
Illumination and the importance of 
angular information
Sum m ary
In natural scenes, the strength o f the illumination can change over a range of 
15 orders o f magnitude. This means that the same scene, with probably the 
same behavioral relevance, can generate images that vary greatly. Changing 
the illumination will change the absolute values of measurements, but it 
will not change the differences between the logarithms of image intensity 
measurements. Therefore a logarithmic transform is propasetl as a i>art of 
the preprocessing stage to eliminate problems o f input dynamic range. The 
PCs of logarithmically transformed images are found and shown to be very 
similar to tho.se resulting from straight PCA.
The preprocessing o f the images by taking logs, then normalising, is similar 
to the preprocessing performed in a form of statistical analysis. This anal­
ysis, known as log contrast principal component analysis (I^CPC.A), is alsi) 
performed on images and again produces very similar components. The ori­
entation tuning curves are also similar to those found in the previous chai)ler 
indicating that the form o f the components is not the restilt o f the j)artic- 
ular non linearities or preprocessing used, but a robust result o f the image 
statistics. A theoretical framework from Mackay and Miller (1990) prodtices 
similar components allowing the empirical components to Vk* classifier] within 
a framework. Doing this shows that with the anisotropic statistics o f the 
natural images, increasing orientation resolution accounts for more image 
variation, than increasing spatial scale resolution. The human visual system 
also shows relatively greater resolution for orientation than scale.
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3.1 Introduction
PC A  was described in chapter 2. This chapter proposes that because of tiie nature 
of the visual world, there are very large multiples o f the measured brightness (caused 
by changes in the illumination) that have little or no relevance to the identification of 
objects in the world. This leads to the proposal o f an alternative form o f statistical 
analysis based on the contrast (ratios o f measured brightness), rather than the measures 
themselves. This simply translates to performing our processing upon the normalise<l 
logarithm (log) of the measured grey levels, rather than on the measured grey levels 
themselves.
The problems of using the covariance (the measure o f relatedness often used in PC.A) 
are first described, and the rest o f the chapter explores the additional olwervat ions that 
can be made if our analysis is based upon the measured image contrasts, rather than 
on simply the measured luminace.
3.2 Problems with covariance as a measure of corre­
lation
At a given light level I\, the interrelatedness of two pixels (a and b) as measured by 
the covariance (the measure sometimes used in P C A ) is proportional to;
Covar (¡ iflo  ci>s . f\ fos 9b) (3.1)
Since lighting is constant, this measured the average correlation o f t wo measurements 
of / icos(i), an interesting measurement that relates to the .spatial structure of the world 
measured from.
Problems start occurring when we want to improve these statistical estimates V)y 
taking more measurements. Now the illumination is Although the world is the same, 
our new measurements are now based on a different illumination and the covariance 
is then multiplied by a factor of (/a//i)®. If we average over the two samplings, we 
does not improve our cwtimate of the relationship within the ensemble o f scenes, hut 
get a more complicated measurement, dominated by the brighter lighting condition, 
with the lesser lighting condition acting purely as noise to our estimates. If there are 
many lighting conditions, as is common even within a scene, then the problem l)ecomes 
acute. Although we can make good estimates of the correlation o f the incoming light, 
these are dominated bv the effects of illumination, which varies by a many orders o f
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magnitude, and has little relevance to spatial correlations in the world that generated 
them.
To circumvent this problem, we need a measure of correlation that is sensitive to 
differences in the world, but is constaint under different illuminants. Since changes 
in illumination correspond to different multiplication of the measurements, we need a 
measure of correlation that is invariant over the multiplication of all values within a 
sample. I f two pixels are close spatially, and we assume that they receive the same 
illumination within each .sample, then since the illuminant is constant, the ratio o f the 
values will be invariant over different lighting conditions.
One way obtain such a measure is by finding the covariance of the ratios but if 
there is a large numbers of measurements, N, this requires the storing of N'^/2 ratios. 
Alternatively we can convert ratio relationships to difference relationships by taking 
logs. This means that the differences between values are now representative, but each 
has a constant added to it, proportional to the log of the illumination:
log {IRa COS^a) =  log ( /?a COSffa) +  log (/) (3.2)
To convert differences to absolute values, we just express them relative to the mean 
of the log values within a sample:
x ' =  log (x/ff(x)) 
equivalently
x ' =  log(x,) -  rr7eon(log(x))
(3.3)
(.3.4)
where x ' are the transformed variables, m ean(x) is the average within the sample 
and ^ (x ) is the geometric mean of the values in a .sample x. This produces samples 
that are invariant with respect to multiplication and hence invariant over changes in 
illumination.
Converting the values to the new form and calculating the covariance o f the.se mea­
sures can be thought of as using an alternative measure o f covariance that is sensitive 
to ratios rather than differences. This measure o f correlation is known as the cen­
tred log-ratio covariance F (Aitchison, 1986). Th is will Ite sensitive to regidarities of 
reflectance structure in the world, not Just the illumination created by this struct tire.
More formally if
Fjj =  Conor(log(x<) -  mcon(log(x)),log(x^) -  mecn(log(x)))
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(3.3)
where x  is the vector of measurements from one sample, x„ is the n’th sample, and 
m eon (log (x )) is the average log value within that sample. r< j is then the centred log 
ratio covariance.
If we replace the covariances Q , with the centered log ratio covariances T:
( r  -  A I)a  =  0 (3.G)
the solutions for a correspond to those of log contrast principal components (LCPCs) 
(Aitchison, 1986), the ratio equivalent to PCA. For the visual system, trying to analyse 
regularities in the reflectance, not in the incoming light, this is a more ai)propriate 
analysis.
3.3 Experiment 2: Log contrast PCs of natural im­
ages
A  neural network was used to find the log contrast principal components of natural 
images. Thirty images were randomly chosen from the 40 images used in chapter 2. 
These consisted of a number of natural outdoor and indoor images, each of size 266 
by 256 pixels, each normalised so that the grey level are between 1 ami 256. Details 
o f  the images can be found in chapter 2.
Sanger’s (Sanger, 1989a) version of Oja’s (Oja, 1982) principal component net was 
used. When exposed to mean zero data this creates a set o f units corresimnding to the 
principal components o f the inputs. The data for this net was preproces.se<l so that the 
net was performing LCPC.A in the following manner:
• A randomly cho.sen 64 x 64 sul)section was extracterl from an image randomly 
selected from the 30.
• The natural log of all the intensity values w'ithin a sample was found.
• The within-sample average log value was calculated and subtracted from every 
value.
• To remove edge effects, the input data was then windowerl with a Gaussian of 
standard deviation ten pixels.
The network was rtin for 80,000 iterations at wliich point the projections ceased to 
change.
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3.3.1 Results and Discussion
The results of this computation are shown in Figure 3.1. For comparison the original 
PCs are also shown in Figure 3.2. Note that the polarity of the components is not 
meaningful.
Figure 3.1: The first 15 log contrast principal components extracte<] from 30 natural 
images.
k»->v
Figure 3.2: The first 15 principal components (with each sample normalised to variance 
one) extracted from 40 natural images. These are the same as in (Bafldeley and Hancock 
1991) and are presented for comparison.
Bossomaier and Snyder (1986) propose that one of the strategies us<*<l l>y the visual 
system is redundancy reduction. This lead them to propose PC.A as an (»iit iinal rei>-
Figure 3.3: The 15 log contrast PCs. The components are numbered in terms o f 
descending eigenvalue. The estimated average variance found when convolved with the 
log-contrast normali.sed samples is also shown. This is proportional to the coinpojient s 
eigenvalue. The number of angular and radial modes is a description o f the operator 
in terms of the quantum mechanical scheme as proposed in (Mackay and M iller.1990) 
(see text and figure). With components 4 and 5 the plus .sign refers to the fact that 
these two components are formed out o f mixtures o f two components from MacKay s 
scheme, one of structure 0,2 and one of 1,0. The a weighterl sum refers to a sum over 
the angular and radial modes weighted by the standard deviation (proportional to the 
square root of the eigen value), o f  each component. Note that both the rat io of angular 
to radial nodes, ami the ratio weighted by standard deviation is very roughly 2:1.
resentation, and a local Fourier expansion to be a good approximation to this. Whilst 
the principal components of a translation invariant one-dimensional process are sines 
and cosines of different frequencies, the two dimensional project ions as found here aiul 
produced by a sampling technique that ensures that the input statistics are translatioji 
invariant, are definitely not all spatially localised Fourier basis functions.
Daugman (1990) also suggests that the principal components will be api>roximated 
by a localised Fourier analysis and uses this as an argument for the Gabor represen­
tation scheme. Although some o f  the projections seem to bo spatially localised si>atial 
frequency operators (Gabors), the “cartwheel” like projections (0.9.10, 15 in Figure 3.1
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and 8,9,10,12,13,14, and 15 in Figure 3.2) are not, having a more complicated structure 
incompatible with a Gabor type interpretation.
3.3.2 The principal components of isotropic Gaussian corre­
lated images
The insight into the presence o f the problem components can be found from some 
€malytical work on Linsker’s (Linsker, 1986) simulations of receptive field growth per­
formed by (MacKay k  Miller, 1990b). Although not specifically interested in PC.\, 
there results depended on finding the eigen-vectors (and hence principle components) 
o f samples from “image.s ’ . These “images” were not real images, but were analyt ically 
defined two dimensional arrays where the correlation between any two points in the 
image depended only on a Gaussian function o f the distance between the i)oints'. .As 
in this .study, samples from these “ images” were windowed using a Gaussian. For this 
system, it is possible to analytically calculate the form if not the exact or<lering o f the 
P C ’s and these are shown in Figure 3.4.
The first PC  is always a Gaussian, the next component is then constrained to be 
orthogonal. This can be achieved in two ways. Firstly the next component can radially 
symmetrically increase its spatial frequency resolution, the next orthogonal component 
o f this form is the second differential of a Gaussian (see Figure 3.4). .Alternatively 
it can increase its resolution in the orientation domain. For the Gaussian correlated 
case studied, this was of the form rcos (^ )exp - ’’*''”  where (9 and r are the polar coordi­
nates o f the receptive field. Each step again can expand a previous one by increasing 
the orientation resolution (increased angular nodes; cart wheel detectors), or increased 
isotropic spatial frequency (increased radial nodes). Figure 3.4 .shows the possible ex­
pansions. The eigenvalue o f any component is then constrained to be lower than any 
components higher in the tree.
The P C A s  and L C P C A s  relative to the analytic components
Although the rigid constraint of rotational invariance is not met for natural images 
the PCs approximately fit into this scheme. Possibly because o f the noise int roduced by 
the variance normalisation o f the samples, the later components aj>pear as admixtures 
o f the analytic components. The LCPCs fit very neatly into the scheme (the number of
*Note therefore that the rorrelation is the same In all dlrertlonn: It 1« inotropir.
*The correlation« are flattened due to foreahortenlng, and «how pronoumwl «tnicture In the 
vertical and horlsontal direction«. See later.
38
iijitrwnMTifiiw itiiTOTiiTfnfrn rr rf..........r r r **" ............' " i r ................
1 .
CO:
CD
o angle 
O radial
1 angla 
0 radial
0 angla
1 radial íÍ:íSí
3.
2 angla 
0 radial
Ú
1 angla 
1 radial
o angla j 
2 radial ;i
Ï
¡ I
Figure 3.4: The pyramid of PCs o f a translationally and rotationally invariant corre­
lation matrix. Because the correlation matrix has this .symmetry, so do the resulting 
PCs. The “Gaussian” receptive field is always the first principal component. One of 
the two receptive fields directly 1h*1ow it has the second highest eigenvalue. Generall\ a 
receptive field type will always have an eigenvalue lower (and hence he a higher order 
PC) than all receptive fields above it in the tree (3,1 > 2 ,1  >  1 ,1 ) hut not necc»s.saril\ 
all receptive fields above it (2,0 < >  0,1). In MacKay’s analysi.s the eigenvalues are 
similar for each level decreasing by a multiplicative constant as each level in the tree 
is descended. Although the conditions are not met for an analytic derivation of the 
PCs of natural images, these components provide a framework for understanding the 
empirically derived components.
angular and radial nodes for each component is given in table 3.3). The only e.xceptions 
are components 4 and 5 which arc mixtures o f a radial and an angular uo<le component.
The constraints o f rotational and translational invariance only si>ecify that a com­
ponent will have an eigenvalue lower than the ones aVjove it in the tree. In the images 
studied, the amount of variance accounted for was not equal for radial expansions and 
angular expansions. With n components and generating component n-l- 1, this compo­
nent is constrained to orthogonal. I f  the system is similar to the Gaussian correlate<l 
case studied by MacKay and Miller, this can be achieved either by increasing the angu­
lar resolution, or by increasing the radial resolution. In the images Ktudie<l, the system
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always expanded angularly before it expanded radially. Qualitatively this indicates that 
angular information is more informative (in that it allows for more of the signal to he
accounted for).
I f the goal o f  a representation is to capture as much of the variation in a portion 
of an image as possible, then if the image statistics are similar to those o f the images 
measured here, orientation (angular nodes) information is more important to represent 
than spatial frequency (radial nodes).
It is possible to approximately quantify this difference in a number o f ways. For 
the 15 components calculated, the sum o f the angular and radial node number of the 
component weighted by the eigenvalue (variance of the component) can be fouinl. This 
gives a value o f 52 for the angular nodes, 35 for the radial nodes, and a ratio o f fs 1.5. 
The sum of the angular and radial nodes can be calculated for the first 15 nodes: this 
gives a ratio o f 1.8. The ratio of the node numbers weighted by the .standard deviation 
can be calculated, this gives a ratio of 2.1 (see Table 3.3). \\ ithout a theor\ of how the 
information from different channels is combined, the meaning of these ratios is unclear. 
Despite this, all measures give preference to the orientation expansion and ratio of this 
to spatial scale of roughly 1.5-2.0. Note this is not a characteristic of PC.^ but a 
characteristic o f  the statistics of the world.
The importance of angular information provides an explanation for the ••cartwheel" 
detectors. Since orientation variation accounts for more variation, but the i)rojections 
are constrained to be orthogonal, the receptive fields form cart wheel detectors. In 
the Gabor representation scheme, where the constraint is not maximising information 
and hence the receptive fields can be non orthogonal, this constraint can be met b\ 
having multiple non orthogonal oriented projections. Unfortunately the aut hor knows no 
technique for creating optimal non-orthogonal receptive fields relat ive to some stati.stical 
environment®.
The importance of orientation resolution as opposed to spatial frequency information 
has also been found both physiologically: Jones and Palmer (1987) found a spectral 
trade off o f 2:1 for angular frequency against spatial, Movshon (1979) found a ratio 
of 1.7:1, and psychologically; Daugman (1984) again found a ratio 2:1. These Figures 
relate to the aspect ratio o f the filter response in the Fourier domain and are not directly 
related to the what is found here. Despite this, that when LCPC.A when is exposetl to 
natural images gives preference to orientation and the difference is in the correct range,
>Two poMible motliodfi are thoae o f exploratory projection pursuit which has lM»eii Investigatwl 
by the author, and the technique of noise dependent information maxinilaatlon develoiMsl by Unsker 
(Lineker, 1992)
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may begin to provide an insight as to why the brain also displays additional angular 
resolution.
3.4 Experiment 3: an image transform approxima­
tion to LC PC A
The sample preprocessing inherent in LC PC A  (the taking of logs then the ‘ centering” 
each sample to mean zero), is shown to be well approximated as an image transform. 
The image transform LCPCAs of a difTerent set o f natural images are then found. .An 
image transform equivalent o f the variance normalisation u.sed in previous studies is 
also derived allowing a comparison of the pre-processed images.
A different set o f 25 randomly chosen images were used. These consisted of natural 
scenes such as mountains, animals in natural environments, and vegetation. These 
images were again size 256x256 and the grey levels were nortnalised to lie between 1 
and 256.
The preprocessing used in LCPCA is sample based. This has limitations both for 
implementation (requiring separate preprocessing for each sample), and for visualising 
the effects o f the preprocessing. Taking the logarithm o f the .sample can be replace<l 
by a global log transform o f the image. The “centering” or normalising of each sample 
to mean zero retptires an approximation.
Normalising each sample to mean zero rests on the a.s.sumption that the entire 
sample has the .same illuminant. Alternatively we can estimate the weightetl local 
mean at every location and remove it. This leaves the problem o f what do we mean by 
local? Ideally we want to include in our measurements all pixels that share the .same 
illuminant. Unfortunately this area would be different each time. Another altertiative 
would be to use a Gatissian weighting function to estimate the local mean. This would 
be appropriate if there was one scale (<r) that illumination changes took place over, 
but in a world that cati be viewed from many different distances, this is not the case. 
Ideally we want to treat nearby and far images in the same manner, we would want a 
filter that has no intrinsic scale. Instead of a Gaussian weighting function, the mean 
was estimated via an exponential of time constant a  =  10.
This created the following process for transforming the itnages:
A/ =  D X log / ('''•")
/;  ^ =  lo g (A j ) - A A ^  (3.8)
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Where /<j is the original image intensity at i j ,  7-j is the transformed intensity, M ij  
is the locally weighted mean log at point i j i  and x indicates convolution ^  The loral 
weighting function D has the form:
w '
(3.9)
This preprocessing results in log transformed images that are locally (in terms of 
D) mean zero. This process was applied to all 25 images, the results o f this were then 
processed by a Sanger network. The only preprocessing used in the Sanger net was a 
Gaussian windowing of the input data to remove edge effects. A  sample size of 32x32 
was used to speed convergence.
In Chapter 2, the problem of variable sources o f illumination was addressed by 
normalising each sample to mean zero and unit variance. This has been widely u.sed 
both implicitly (expressing filter outputs in terms of standard deviations from the mean 
is effectively normalising the whole image for variance for example (Watt. 1991)), and 
explicitly (see for instance (Caelli & Moraglia, 1986)).
To allow a direct comparison to the LC P C A  preproceasing, an image transform 
equivalent of locally nortnalising to mean zero, variance 1 was created:
First the image was transformed to locally mean 0 by subtracting the local mean 
as estimated via a Gau.s.sian:
/ '(x ,y ) =  /(X,y) -  ^ c x p ( - ^^  - ) T ( t + i,y-oo 27rcr2 • ' (ji
Then by normalising all values to local unit variance.
/"(x, y) =  /'(x, y) / ^  exp +  », y +  j f d id j
(3.10)
(3.11)
-OO J-00 27rCT'^  ■ '
The results of performing straight PCA on the log contrast pre-proces.sed images is 
shown in Figure 3.5.
The two forms of normalisation
To compare the results of the two image transformation techniques, the two techniques 
were applied to two images with verj’ different illumination within the picture. The 
results are shown in Figure 3.G.
^The images were assumed to have reflected copies attached at the edges for the purposes of 
convolution. This results in superior results than toroidal boundary rontlitlons.
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Figure 3.5: The image transform log contrast PCs based on 25 images.
3.4.1 The relationship of “real” and image transform log con­
trast PCs
Although the image based preprocessing will be equivalent to a dilTcrent high pass 
transform of the (logarithm o f) the image, the resulting PCs are near identical. The 
first 11 are all equivalent (save for some distortions possibly introduced by the smaller 
image set), the differences in the last four components are small and are j)ossibly due 
to differences in the two image sets or to sampling variability.
The relation to biology o f the image transform
Whereas the sample based normalisation used in the straight LCPC.A has no obvious bi­
ological interpretation, the image V>ased normalisation process - / 'j =  log(/ ,j) — A/(.r, y) 
now has a very simple interpretation: an on-centre off-surround filter operating on the 
log of the image values. The retinal receptors are known to have an approximately 
log transform for a large part of their range®. The propo.sal that the lateral inhibition 
is used to remove the amount of activity that can be predicted from the illuminant 
is similar to the proposal of that the role o f the inhibition in the retina is to remove 
predictable variation from the signal (Srinivasan et al., 1982). Since mtich o f the pre­
dictable variation will be caused by common illuminant, the resulting inhibitory region 
will be similar and (Sriniva.san ei al., 1982) provide evidence that the center surround 
ganglion cells in the fly are well modeled by such an assumption.
®The approximately log transform region of response occurs around the level^of illnriiiiiation the 
eye is currently adapted to (Bavlor Ic Fuortes. 1970; Normann ¿i Pereliiian. 10i9).
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Figure 3.6: The result of applying the two preprocessing techniques to two images 
with very variable illumination within the images. The images to the left show the 
original images, the two center images show the effect o f normalising the images to 
local mean zero/variance 1, the two images to the right show the effect o f i)erformmg 
the log-contrast preprocessing.
Log contrast preprocessing versus using the raw or variance normalised im ­
ages
Figure 3.6 shows the results of performing the two kinds of normali.sation on the images. 
Both images have two similar parts containing images under different illuminations: the 
two sides of the head, and the bird and its reflection. Doth sides of the head contain 
the same information and it would be desirable if both sides were treated similarl\.
The first two images are the raw unprocessed images. .Although Imth sides of the 
head, and the bird atul its reflection have similar structure, they have very different 
illumination and hence brightness. For a system ba.sed on simple intensity, such as 
PCA, the bright parts of the image will be treated differently from the <lark. The 
resulting components will be dominated by the extreme intensities.
The second two pictures show the result of variance normalisât ion using two different 
scales. Both do a good job o f making all parts of the image etpially relevant for the 
calculation of the correlation structure. In both, the lirightness of both halves o f
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the face, and the bird and its reflection are very similar. Unfortunately as well a.s 
normalising this structure, additional structure is introduced. Areas where there is a 
lot of visual structure (such as the bird’s body, around the eye brows) have had this 
structure suppressed. More importantly, in areas of almost uniform brightness such as 
the sand around the bird, the prescription that all areas are of equal variance turns 
these areas into noise. In the previous studies, since many of the images contained 
such uniform regions (for example sections of sky), the PCs found will be distorted 
by the effects of the preprocessing induced noise. This may explain why the resulting 
components did not fit into angular/radial classification scheme as well as the results of 
the LCPCA. Local variance normalisation rests on the assumption that all areas of the 
image are of equal interest. When this is not so, as in areas of uniform intensity such 
as the sky, by forcing them to have equal variance, random fluctuations are enhanced 
increasing the noise.
The last two pictures show the effects of applying the log-contrast prc'processing. 
Although in both images there is evidence of ringing o f the filters the removal ol
the illumination effect/? is good (both sides of the face are similar, as is tin- bird and 
its reflection). In the regions of low illumination (the birds reflection, tlu* right side ol 
the face), the image and therefore the statistics have been normalised to be the same 
as the bright equivalent. More importantly, in the regions o f little grey level strnetun'. 
false structure has not been introduced.
The comparison of ‘ neural images” is not meant to imply a picture in the head 
hypothesis but is used purely as a means of comparing the form of information made 
explicit using different forms of preprocessing. Using raw images creates problems of 
gain control, only the brightest and darkest parts of the image contribute significantly 
to estimates of the correlation. Variance normalisation overcomes this problem but 
at the expense of suppressing .structure in “interesting” regions and amplifying noiw 
in unstructured regions (the .same argument can be appliinJ to whole image variance 
normalisation). Although log contrast preprocessing is not perfect, it appears to intro­
duce less artifacts than the other two techniques and performs well at removing the 
confounding effects of variable illumination in images.
«False atnicture introdure<l by an initppropriMtP assumption o f common liKliting; romlitions across 
illumination boundaries
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3.5 Experiment 4: Finding “significant” features in 
images
One of the claimed virtues o f expressing data in terms of the PC A  derived coordinate 
system is that, if each axis is scaled down by its variance, then because the axes are 
orthogonal and projections uncorrelated, the Euclidean distance from the mean becomes 
a reasonable measure of unlikeliness, the Mahalanobis distance (Duda k  Hart, 1973). 
This is analogous to measuring a single value in terms o f the numV>er of standard 
deviations from the mean.
This could potentially label any sample by its scaled distance from the mean (in 
the PCA based coordinates) and hence a measure o f the samples significance in the 
statistical sense. This possibly could be related to visual significance since based on 
the second order statistics, the samples furthest from the mean would also be t he most 
information rich, (the most uidikely if from a multidimensional normal distribution, and 
hence informative). Given this, it was decided to explore this as a potential scheme for 
directing saccades to informative parts o f the scene.
The full PC A  (or LC PC A ) expansion o f a sample is both infeasible and undesirable. 
Given any independent noise, this will be concentrated in the lower components of low 
variance and V>y .scaling by the variance, this will be amplified. Therefore only the first 
15 LCPCs were used, these having been generated already. The following was then 
performed on an image to find areas of significance:
• The logarithm of the image was found and this was then high passed filtered: con­
volved with the high-pas.s-filt.er to reduce the effects of illumination, and making 
the image mean zero.
•  Fifteen new images were produced, the convolutions of the tran.sformed image 
with the first 15 LC PC ’s.
•  For each of these 15 images, every pixel value was .squared, then divided by the 
generating components variance.
• All 15 images were addetl, the pixel values divided by 15, aiul the stjuare root 
taken.
This resulted in an image, the “brightness” corresponding to the scaUsl distance 
from the mean and two example results are shown in Figure 3.7. The system ilo<*s 
label as significantly different most o f the areas that subjectively wouhl be of interest.
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Figure 3.7: Two images and the corresponding “interest” of tlie various parts. T lic toj) 
right images was formed using LCPCs of size 32 by 32, the bottom ripilit V)v components 
of size 64 by 64. T lie higli “ interest” at the bottom right corner o f tdie toji picture was 
caused because tlie convolution software assumed perio<lic boundary conditions.
Unfortunately this is all that can be said: that the system produces reasonable results.
This system differs from standard models for the generat ion of .saccades in using not 
just low frequency information but edge information as well, there is limited evidence 
that this is occuring in human vision (Findley personal communication). Without more 
work, little more can be said.
3.6 Experiment 5: Comparing orientation tuning curves
The orientation tuning curves of two “bar detector” LCPCs (component nutnbers 4 and 
5) were calculated and compared both to those found found psychopliysically iti (Foster 
& Ward, 1991).
3.6.1 Results
As can be seen in Figure 3.8, although the match to the psychopliysical data is not 
quite as good as found with variance normalisation PCA , given the lim ited set o f images
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Figure 3.8: The orientation tuning curves of the two oriented “bar" detector (coini)o- 
nents number 4 and 5 solid line) as compared to the data of Foster and \Var<l (1991) 
(dashed line).
it is still impres.sive. The preprocessing is quite different, but the result approximately 
still holds. >
3.7 Summary and general conclusions
I f image interpretation rather than image representation is attempted, the features 
that are used should reflect the reflectance structure o f the world, rather than just the 
incoming light which is dominated by the the effects o f different illumination. PC.A is 
a method of feature extraction that has a strong theoretical basis, unfortunately when 
applied to raw grey levels the results are dominated by lighting conditions and the 
effects o f the structure of the world are masked. By using a related statistical metho<l 
based on ratios; LCPCA, the feature extraction becomes lighting invariant in a way 
that doesn’t amplify noise as variance normalisation o f the inputs would.
The removal o f  the noise introduced by the previous variance normali.sation tech­
nique results in a set of components that is more easily interpretable in terms o f the 
analytically derived components o f transformationally and rotational invariant correla­
tions structures. Interpretation in this framework shows that with natural images, more 
of the image variance is accounted for bj’ an orientation expansion o f the image, rather 
than a spatial scale expansion. Although not directly comparable since the cortex uses
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a non orthogonal expansion, this provides a possible insight into the physiologically and 
psychophysically observed additional resolution for angle rather than spatial frequency.
I f  PC A  is intended as a metaphor for the generation of the representation in cortex, 
then these feature extractors will not be working on the raw intensities but on intensities 
transformed by retinal preprocessing. Exact LC PC A  requires unrealistic preprocessing 
of the individual samples, but can be well approximated by performing simple PCA 
(with its simple Hebbian implementation (Foldiak, 1992)) not on the raw grey levels 
but on images transformed in a manner similar to that achieved in the retina.
Lastly the observed match of the orientation tuning curves of PCs to Iniman psy­
chophysical data was replicated for the LCPCs. This lends weight to the match not 
being caused by some artifact of the exact preprocessing used, but by the combination 
of “optimal” feature extraction and the anisotropic statistics of natural scenes.
The information theoretic framework which both PCA and LCPC.A come from has 
drawbacks. The goal o f vision is not to represent the visual input in a more and more 
compact form but to provide a representation that allows decisions t.o be made and 
actions to be performed. But with the extreme credit assignment problem inherent 
in low-level vision: does my success in getting food allow me to reinforce vertical bar 
detectors; information rather than decision theoretic criteria may be very u.seful. The 
expressing of the input in a form that makes redundancies explicit and allows efficient 
representation of inputs may well be useful in low-level vision where a more explicit 
training signal is not pre.scnt. The success of the information theoretic framework in 
providing not only qualitative but quantitative matches to data: not only the orientat ion 
tuning curves as shown here, but to the colour sensitivities of ganglion cells (Atick 
et al., 1990) and the contra.st .sensitivities of cells under different illuminations (Atick 
& Rodlich, 1992), adds weight to this hypothesis.
3.8 General Conclusions on PC A  and LC PC A
If little information is available as to the behavioural significance o f visual input, how 
can the statistics o f the input be used to learn? The previous ttvo chai>ters presented 
one method o f using the input to determine the representation: redtittdaiicy reduction 
and specifically PC.A. In the previous two chapters, what evidence was presenteil that 
a process like this is used in the brain?
The first result of PC A : that the resulting operators resembled various orderetl 
directional derivatives, is not unique to PCA. A number of other justifications for
49
approximate directional derivatives have been proposed that have nothing to do with 
the signal. Two siich proposals are the minimum joint entropy argument for Gabors, 
and the differential geometry argument for JETS (Koenderink k  van Doom, 198.).
If when analysing some signal, both the frequency and the location of events are of 
interest, then because of problems similar to those of Heisenburg’s uncertainty principle, 
an exact estimate o f the location means a vague estimate o f the frequency and vice 
versa. Gabor showed that for a one dimensional signal, the optimal representation as 
a compromise between the spatial and frequency resolution is a Gabor. Daugmann 
generalised this concept to three dimensions, and showed that the optimal filters, m 
terms of the greatest simultaneous resolution in the frequency and spatial domain, were 
sines and cosines multiplied by a Gaussian. The receptive fields found in cortex resemble 
some of the early PCs, but more closely they resemble Gabors. This could possiblx he 
because the brain is also trying to optimise the joint spatial/frerpiency resolution.
JETS propose the role of receptive fields is function approximation (Koenderiiik 
van Doom, 1987). The image is seen as a two dimensional surface and the techniques 
of differential geometry are used to approximate this surface. Specifically, the receptive 
fields are used to perform a Taylor series approximation o f the signal, and consist of 
directional partial differentials o f different orders. The.se operators are smoothed with 
a Gaussian. For instance if the desire is to represent the signal with a second order 
expansion, then the six receptive fields would be G Gx Gy Gxt Gxy Gyy, where G 
is a Gaussian, and a subscript represents a partial differential in that direction (G „.„ 
represents the second differential of a Gaussian in the x direction, the first in the y 
direction.) The general form of the receptive fields produced by this scheme is very 
similar to those produced by PGA. For LC PC A  all 15 can be approximately captured 
as different ordered JETS. The general form and the (very) apprcixiniate similarity to 
the receptive fields found in cortex, is therefore not a utiique prediction o f PCA.
As well as the general form of the components, the PC.A's matched the* Foster and 
Ward data. Components 4 and 5 were strongly aligned to the horizontal and verti­
cal (as were the other components), and the receptive fields for the two bar detectors 
were different (and the difference in orientation tuning curves matched the p.sychophys- 
ical data.) Both these characteristics are much more difficult for a system where the 
representation is determined by constraints other than the signal it is to represent.
W ith JETS, two “bar detectors” exist (Gxx and G „ )  but the directions that the 
differentials are taken in is completely arbitrary. Traditionally the operators are aligne<l 
to the vertical and the horizontal axes, but this is purely convention. Nothing in the
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theory specifies that it is vertical and horizontal that are important. In the Foster and 
Ward data, these axes have privileged status. The same holds for Gabors, although the 
vertical and horizontal axes are possible directions of analysis (and often used through 
convention), there is no reason motivated by the resolution for this to be this way.
The problems for Gabors, JETS, and other representations which are generated 
independently o f the signal, becomes worse when the anisotropy is considered. In both, 
you would predict the analysis to be identical in both directions. Not only is the 
measured anisotropy between horizontal and vertical matched by PC.A, i)Ut also the 
degree of anisotropy between horizontal and vertical. For any représent ât ion created 
independently o f the world statistics, these differences must V)e difficult to explain.
Redundancy reduction in general, and PCA (or LCPC.A) in particular, will not be 
unique in the prediction of a representation firmly aligned to the vertical and horizontal, 
and an anisotropy for these two directions. Because of the action of gravity, there 
w ill be more horizontal edges (because of horizons, man made objects), and vertical 
edges (again man made objects), therefore many representational schemes that use the 
visual environment to tune its representation, will be firmly aligned to the horizontal 
and vertical. Because of foreshortening, there will more horizontal edges thati vertical 
edges (see chapter 4) and an anisotropy would not be unexpected. Therefore it is not 
unlikely that in a representation-scheme tuned to the visual diet , the representation will 
be aligned to the vertical and horizontal, and more resolution would be given to given 
to horizontal lines. PC.\ is one .such scheme, and the exact match to the anisotropy is 
possibly unexpected.
The Foster and Ward (1991) is very well matched by the PC.A o f nattirai images, and 
the data presents problems for any representation-scheme generated independently o f 
the the signal, but PCA is probably not unique, and other signal-basetl repre.sent at ion- 
schemes will also probably match this data. The one mes.sage is not that redtindancy 
reduction, PC A , or any particular method is Ireing used, but that whatever the method 
is, it seems likely that it is refined, learneil, or defined in terms o f the signal is has to 
represent.
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Chapter 4
The correlational structure of natural 
images
Sum m ary
An analysis of the spatial grey level correlations in a large miinber of differ­
ent images was carried out. The structure o f the correlations is uiidersiaml- 
able in terms of three different effects: self-similarity across the ensemble 
of images, foreshortening, and a predominance of horizontal and vertical 
structure. These correlations are first used to provide insight into previous 
work on the principal components (PC ’s) o f natural images (Paddeley S: 
Hancock, 1991). The correlations are then related to models of topographic 
map formation. These topographic mapping networks work by using spatial 
correlations in the input to create a new representation that captures the 
topographic relationship between inputs. Therefore any di.stortions in input 
statistics should be refiected in the final output representation. A com­
parison with previous psychophysical results provides a strong match to the 
theory proposerl. Lastly an analysis of the uncertainty of the représent ât ions 
caused by both noise and limited sampling is ¡nvestigate<l. The variability 
in the representation of distance is shown to be proportional to distance: 
this function is similar to Weber’s law.
4.1 Introduction
In this chapter, an attempt is made to understand one of the simplest visual regularities, 
the way that measurements made at one location in the image are predictable from 
others, that is, how image grey levels are correlated. Although this is a simple n«gulariiy,
52
it can provide insight into the operation of various mechanisms, explanations of various 
psychological phenomena, and potential tests for various physiological models.
In unsupervised learning, linear models of feature extraction have been proposed such 
as principal component analysis (P C A ) (Foldiak. 1992). Even in some non linear neural 
network models, their behavior can be understood in terms of a linear approximation 
(MacKay & Miller, 1990a; M iller, 1990). In such models the resulting features are
determined by the input correlations.
For adequate spatial orientation an animal must also maintain a representation of 
retinotopic space. Physiologically this is analogous to the cortical “ inaps" of retinotopic 
space found in most higher animals. Although these are probably initially formed 
using genetically predetermined chemical gradients, fine tuning reriuires rorrelate<l input. 
Computational models have been proposed which perform this recalibrat ion using locally 
correlated activity in the input, and if there are distortions in the input statistics 
caused by the nature of the visual world, then these will be renected in the resulting 
representations generaterl by the mapping networks and hence the representation of
retinotopic space. This can be tested for psychophysically.
Further, if a system operates, not with fixed structure, but constantly recalibrates 
itself based on statistical measures, then this system will display an uncertainty common 
to all statistical proces.ses. This uncertainty will translate into an uncertainty of position 
estimates made by the system and hence into thresholds for distance discrimination. 
Again, this should be testable empirically.
4.2 Previous work
4.2.1 Statistical analysis of natural images
Gibson (1979) was the most famous exponent of the view that understanding the 
structure o f the visual environment is necessary in order to understand percept ion. Field 
(1987) carried out a study o f the spatial scale characteristics o f six •'natural images. 
This spatial frequency analysis is related to the image correlations (as measured here) 
via the Wiener-Khinchine theorem (Connor, 1982). The analysis was of a limit,e<l set of 
six images (all o f trees and rock), and the analysis averagetl over all orientations, hiding 
much of the structure. Interestingly, the two power spectra in Figure 7 of the paper (see 
Field (1987)), shows pronounced vertical and horizontal structure. The power spectra 
revealed a dependence o f energy versus spatial frequency and this was used
to justify as alternative to the standard Gabor front end a log Gabor pre-processing
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stage. Later Atick (1992) used these characteristics to explain contrast sensitivity in 
the retina at various different levels of illumination.
The correlations present in one natural scene were also analysed by Srinivasan. 
Laughlin and Dubs (1982) but the scene was unrepresentative (a reed bed), and the 
measure of correlation did not take into account the mean level o f luminance >. The 
measured correlation together with estimates of the signal-to-noise ratio of neurons was 
used to accurately predict the receptive field characteristics of fly retinal ganglion cells.
4.2.2 Models of the representation of retinotopic space
Psychological phenomena
Andrews (1964) raised the problem of finding the inverse cortical transfer function in 
order to create veridical representations o f space. He proposed the u.se of various sta­
tistical regularities in the visual world to constantly recalibrate spatial representations, 
and claimed that a number of visual illusions could be explained in terms of the u.se of 
these regularities. Illusions of distance could be understood in terms of tlie mechanism 
used to set up and recalibrate representations of space. The proposal was that this 
constant recalibration o f the representation of space is required to cope not only with 
damage to the system, but also with the changing geometry of the eye. «hstortKitts 
caused by the wearing o f glasses, or the changing of head shape with age.
Craven and Watt (1989) showed that this approach lead to reasotiable predtctiotis 
involving a distance illusion. Ross (1990) showed that children brought ttp in different 
environments (such as the flat Fenlands, Scottish Islands, Inner city) atul hettce with dif­
ferent input statistics showed different length illusions, specifically different horizontal- 
vertical illusions.
Also relevant to this study is the observation that distance discrimination thresholds 
are usually proportional to the distance to be judged (the famous Weber s law (see Levi 
and Klein (1992) for a review). These discrimination thresholds po.ssibly arise from an 
uncertainty in the position estimates.
>A large amount of confusion in the literature centres on two di^rent definitions of rorrelation. 
In engineering, correlation often refers to a normalised measure of I > y .  In statwtirs. tl^  
of c o lla t io n  take, into acmunt the mean level of the signal and refers to a
of T . ( z  -  i ) { y  - g )  and therefore i. not effected by the absolute value of the mgnal. Sriimasaii 
et al (1982) used an engineering type measure. In the present study, the statistiial «leftnifioii o 
correlation is used.
54
Physiological phenomena
Work on the formation of topographic map« is also relevant to the view that the metric 
of visual space reflects the way that it is set up and recalibrated. Topographic maps 
consist o f representations in the brain, the structure o f which reflects the structure o f 
the input domain. Representations o f visual space are organised spatially, and auditory 
representation is organised in terms o f frequency. The way that these systems develop 
may help to explain the way that psychological representations develop.
Although the initial structure o f these maps is probably sj>ecified genetically via 
chemical gradients, fine tuning o f these maps depends on correlated input activity. 
There is evidence that there is constant recalibration of these maps, bot h from the si>ec- 
tacular regeneration in fish and amphibians after gross lesion of the inputs (Fawcett iw: 
O ’Leary, 1985), and the le.ss sp>ectacular phenomenon of recalibration of representations 
after local input lesions in cats and primates (Gilbert Torsten, 1992) Evidence of 
this recalibration can be found on the time scale of minutes and complete recalibration 
within months. The system responsible for this recalibration is dep)endent not on the 
inherent structure o f the representations, but on the characteristics of the input. For 
example visual input redirected via MGN^ to the auditory cortex result.s in the forma­
tion of a topographically organised representation of visual space, not a rei>resentation 
of pitch.
Computational models
Hebb originally proposed a theory of the ’’ learning” of space perception (Ilcbb, 1949). 
He proposed that one principle would allow representations to self organise- that init ially 
large numbers of possible connections exist, and that a given path is facilitated by use. 
He then proposed that eye movements are responsible for locating imi)ortant features 
and acting as a reference frame. Unfortunately it is far from obvious if or how such a 
system could work and hence is o f mainly o f historical interest.
Willshaw, Prestige, and V'bn der Malsburg constructed a number of models insi)ired 
by diflerent proposals for the induction of topographic maps in the opt ic tect um (Pres­
tige ¿c Willshaw, 1975; Willshaw L  von der Malsburg, 1976: von der Malsburg k  W ill­
shaw, 1977; Willshaw k  von dcr Malsburg, 1979). Moreover, the model were specifi€*d 
sufficiently that they could lie implemented on computers, allowing their predictions 
to be bested. Kohonen also investigated topographic mapping networks (Kohonen,
*The MON ii the part of the lateral geniculate nucleus that Is devote<l tn auditory iiiptit. niurh 
as the more studied hGN is the the thalamic relay for the visual cortex.
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1982) but with more emphasis on engineering applications o f which there have been a 
great number. Lastly Amari and co-workers have used tools from statistical physics to 
understand the behavior o f such nets (Amari, 1980).
Although all are different in the details, they all operate on a similar principle. 
The basic idea is that there is some quantity in the pattern o f the input that is more 
similar for nearby inputs than distant ones . Usually it is proposed that the activity of 
nearby units is more likely to have arisen from some common feature o f the input, and 
therefore closer inputs should be more correlated (alternatively they are labeled with 
similar chemical markers). The networks operate by exploiting this correlated activity 
in the inputs by a two stage process. The dynamics of the output layer are constrained 
so that nearby outputs are correlated and more distant outputs are forced to be anti­
correlated. These representing units are then connected to the ini>ut via modifiable 
weights that learn instances where the dynamics make the unit a '‘winner". This 
induces competition to represent the inputs, but forces nearby units to represent more 
’’similar” inputs, and distant units to learn dissimilar inputs. Because o f the .si>atial 
correlation in the image, nearby inputs are more similar so the network is stable when 
it is in topographic correspondence with the input (providing problems involving local 
minima are avoided). Network models working on these principles have also been used 
to model the physiological phenomenon o f ocular dominance (Goodhill. 1992). and the 
development of orientation maps (Obermayer &: Schulten, 1990).
4.2.3 The plan of this chapter
Firstly, two models will be outlined, one of feature extraction, and one o f the formation 
of the representations of retinotopic space. It is shown that the results f)f these mo<lels 
depend critically on the correlations present in the visual world.
Next, the pixel intensity correlations are then estimated empirically from a large 
collection of natural images. It is shown that by averaging over large numbers, despite 
all the images being very different, a simple statistical structure emerges.
This statistical structure is then investigated. Firstly the decay of correlation with 
distance is modeled. This decay is shown to be lawful and det.eriniiie<l by the fact that 
we view the world at many different distances. Its form explains the ordering of the 
“features” produced by proposed neural network models, and this form, combined with a 
model o f topographic map formation, also explains the oliserved distance discriminat ion 
thresholds.
The structure o f  the correlations at different angles is then invest igale<l and shown
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to be understandable in terms o f simple physical causes. This anisotropic structure is 
again related to feature extraction networks and provides an explanation of the close 
match o f these models to psychophysical data. The structure of these statistics is shown 
not only to provide qualitative explanations o f observed distance distortions, but also 
to provide accurate quantitative predictions of the size of these distortions in children 
raised in different environments.
4.3 Models
In order to show’ the potential relevance o f the statistical analysis o f the natural images, 
two models are outlined: one o f automatic feature generation, and one an idealisation 
of neural networks for topographic mapping.
Principal component analysis
In chapters 2 and 3, we performed principle components analysis on natural images 
(PC A ). The results of PC A  are purely determined by the input correlations. We 
inferred earlier that the results we found were probably due to the anisotropic nature 
of the input statistics. By measuring these statistics directly, it should be jiossible to 
better understand the results found in that previous section.
Formation of the representation of space
As described previously, the brain creates and constantly recalibrates maps in topo­
graphic correspondence w'ith the outside world, and phj’siological evidence indicates 
that correlated input acUivity is u.sed to fine tune this representation. Again, a number 
of models have been proposed to account for the development of these maps, all varying 
in detail but all similar in that they rely on locally correlate«! input activity to produce 
topographically organise«! representations.
Rather than opt for any model in particular (most can only «leal with l«>cali.se«l input 
activity), an abstraction is proposed. Given that the only way these .systems ” kn«nv 
that two measurements arc close or far apart is that the activity of these measurements 
is highly correlated or uncorrelated, then we assume that any tw«) measurements made 
from the world o f equal correlation are treated by the system as being the same distance 
apart. Stated more formally:
Any pair o f measurements made from the world that are of «Hpial cf>rrel«t ion
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are represented as being an equal distance apart in the representation o f 
these nrieasurements.
This role of correlation as the currency of the brain is not new (Singer, 1990). To 
directly quote Goodhill on the relationship between correlation and distance:
In order to identify the model derived • • • it is necessary (Yuille i :  Lee, 1991) 
to explicitly identify distances with correlation: in particular their analysis 
suggests that the correlation between x< and Xj should he k — |xj — Xj| ,^ 
where /c is a constant. This agrees with the interpretation of distances as 
correlations we have adopted here(Goodhill, 1992).
This is all that is required, given correlations that decay with distance, to create a 
topographically organised representation. Previous neural network theories can be seen 
as implementation level descriptions of this algorithm (in the sen.se of Marr (1982) ). 
Rather than study the implementation level, we can study the system at the algftrilhmic 
level.
By empirically finding the relationship between correlation and distance.wc can test 
the plausibility o f these models and generate potential predictions. If the correlat ions 
decay both isotropically and equally across the visual field, then this will generate a 
veridical representation. I f the relationship between distance and correlation is not 
isotropic, and the correlations decay at a different rate in different directions, then a 
system working on the assumption of equal correlations repre.senting erjiial distances 
will induce distortions in the representation of distance. This .should be testable exjier- 
imentally.
Correlations and distance discrimination thresholds
I f  the metric used to calibrate representations of retinotopic space is ci)rrelat ion and 
the measured correlation has noise or some source o f  variability, then variability and 
hence uncertainty in the representation of retinotopic space will be caused. If a system 
with this uncertainty is used to estimate distances, then this will indtice a limit to the 
accuracy of distance discriminations.
More explicitly, we have a function F  relating correlation p to distance d: d =
If then the correlation has some uncertainty Ap, we want to be able to calculate the 
uncertainty in distance Ac/. To do this we make a first order Taylor series expansion 
about d:
d - » -A d =  F (p - f  A p ) «  F (p ) +  A p r  +  0 ( O  (4.1)
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Therefore to calculate the uncertainty in the estimate o f distance At/, all we need is 
an estimate of the function F  relating correlation to distance, and an estimate o f Ap, 
the uncertainty in the estimate o f correlation. F can be found empirically from the 
data. The uncertainty in estimating correlation (A p ) could come from internal noise, 
or from the variability induced by a non stationary environment. The fornjer can be 
modeled as a Gaussian noise source, the later can be empirically measured from the 
variability o f correlation across different environments. The form o f the errors induced 
by both will be found.
4.4 Computational Experiments
4.4.1 General Methods
T h e  images
The images consisted of a collection o f pictures of natural scenes. Pictures were taken 
on a 35mm camera with a 50mm lens (unless otherwise specified). The photographs 
were then digitised using a Hewlett Packard ScanJet Plus at the /5 dpi setting. The 
central 256 by 256 pixel region was then sampled and the grey levels normalised .so 
that the lowest value was 1 and the largest was 256. No attempt was made to account 
for non linearities in the processing. This process was used to create the following 81 
images:
•  15 images taken from the office environment consisting mainly o f office scenes 
(people at work, furniture, corridors etc). This image set was known as the 
indoor subset.
•  15 images from the flat flood plain surrounding Stirling including river scenes, 
fields and country roads. This set was known as the country subset.
•  15 images taken within the city centre of Stirling including the insides o f shops, 
super markets, and city housing. This set was known as the city subset.
•  36 miscellaneous scenes. These came from a large number of previous experiments 
and included pictures o f text, faces, mountain scenes, cars and sculptures. Some 
of these images were taken with a 35-70 zoom lens making exact focal length 
unknown. This set was known as the miscellaneous subset.
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Within the first three sets, it was attempted to remove effects o f composition otlier 
than ensuring correct vertical alignment by the following techniques: The camera view 
finder was not used, the camera was pointed at random, and pictures were taken at 
set time intervals. This procedure produced three sets of 36 exposures. Out of focus 
pictures were removed together with pictures including lens obstructions. Fifteen from 
each set were then selected by shuffling and selecting the top 15. Equivalent angles 
were calculated by taking a picture o f a ruler at a distance o f 1 meter then digitising 
it with the other images. From this, it was calculated that 1° Rs 10.9 pixels.
Correlation of images, or correlation o f samples from images
There are two potential meanings o f ’’ the correlation within samples from a collection 
of images” . This could be concerned with just as the statistics of the images. In this 
case each image could be considered as an ’’ independent” sample from the world, am) 
we can calculate useful things such as the variability of the correlation between images. 
Unfortunately this is not the quantity that we are interested in. What we are more 
interested in is not the statistics of images, but the statistics o f these images as sampled 
by the eye, and this is confounded by the fact that a person would sample a single 
image many times.
To get the statistics o f images as sampled by the eye, we would need to sample the 
eye movements as well as the images seen. Equipment in the advertising industry is 
available for doing such thing, but is incredibly expensive. An alternative is to study 
a creature with few eye movements (such as a cat), and use a head mounted camera. 
The samples seen by the eye are not independent: we look in ihe .same area for a 
length o f time and sample many times from different parts o f a scene. Unfortunately 
we have only access to the scenes, not saccade locations. I f  samples cannot be treated 
as independent, he simplicity o f the question of the statistics o f natural images is h<st, 
and we have to make somewhat arbitrary decisions about where in an image such 
samplings would occur.
The choice made here is that the action of saccades is to fixate all locations within 
every image. Unfortunately this somewhat arbitrary decision will both make a fairly 
large contribution to the statistics, and also render any estimates o f such things as 
the variability of the estimate o f correlation unreliable as these are dependent on the 
number o f times we view a single scene.
This, combined with the fact that both the choice o f images is somewhat arbitrary, 
means that quantitative results (such as the exact ratio o f the correlation in the ver-
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tical to horizontal) should be interpreted with caution. Also measures of variability 
can be misleading. The variability in correlation caused by sampling could be much 
less than the variability caused by choosing one particular image set as opposed to an­
other. Despite this, to the extent that the assumption that all locations are fixated is 
approximately correct, we we can obtain qualitative and quantitative results of intere.st.
The calculation o f the correlation structure
To calculate estimates of the spatial correlation within samples from a collection of 
images, the following technique was used. Every possible 64xG4 pixel sample from the 
image set was taken (for each image this resulted in 36864 samples). For each sample 
the centre pixel value was found (33,33), and the relevant values measured to allow 
the calculation o f the correlation of all other pixels with it. The correlation (Pearson’s 
product-moment), calculated from all the samples w-as calculate<l using the following 
formula:
Ci was the pixel grey level value of the <
Px.y —
where centre pixel within sami^lc /, N was 
the number o f samples, and /x.v.i was the value o f the of the pixel at location x,y 
again in the sample r. This resulted in an “image” o f size 64 by 64, with each location 
containing the value of the correlation o f that point in the sample with tlie centre. 
This direct estimation technique avoided edge effects that cau.se problems in F F T  (fast 
Fourier transform) based techniques.
4.4.2 Experiment 6: The general correlational structure
M ethod
The entire image set was analysed. Every possible 64x64 sample (that did not cross 
the edges) from all 91 images was found. This resulted in (256 — 64) x (250 — 64) x 91 =  
3,354,624 samples. From the these samples a new 64x64 "image” was calculated with 
the value of a pixel at a given location being the correlation within the samples, of 
the measurements made at this location and one made at the centre i>ixel (location 
33,33). Therefore the value at pixel 33,33 was always 1 (since the value at the centre 
was always perfectly correlated with itself, and the value at location 44,17 was the 
correlation within the samples o f the pixel measurement maile at the centre with the 
pixel 11 pixels (««  1°) to the right, and 16 pixels (tss 1.5”) above.
For ease of visualisation, slices through the correlation were alsr> found. Starting at
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the centre, three lines were plotted through the correlation image. The first started at 
the centre (33,33) and continued to the top o f the image (33, 64) and was known as the 
vertical slice. The second started at the centre and went to the right in a horizontal 
direction to location (64,33) and was known as the horizontal slice. Lastly a 45® slice 
was made in the north west direction to location 64,64 and was known as the 45° slice®. 
Along these slices, the correlation was found resulting in estimates of the correlation 
versus eccentricity in these three directions.
Results
Figure 4.1 shows the results o f the correlations calculated for all the images. Note that 
the correlations are remarkably regular and decay away monotonically from the centre, 
in fact each of the samples has quite complicated but different structure. Dy averaging 
over the samples, what is left is the simple and intuitive observation that measurements 
made close together are on average more similar than measurements made at a distance.
Apart from the monotonic decay of correlation with distance, there are two other 
notable aspects o f the the correlation. Firstly correlation decays faster in the vertical 
direction than the horizontal: the correlations appear squashed. Secondly there is 
also limited evidence for correlations extending further in the vertical and horizontal 
directions than would be expected just from the effect of the .squashing (in the .slices 
through the correlations [.see figure 4.1], despite the squashing o f the correlations, they 
extend at the same rate for both vertical and 45° slices).
Discussion
As can be seen, although the individual images are very different, the picture that 
emerges from the average correlation has a much simpler structure. The correlat ion of 
the ensemble has three kinds of obvious structure: 1) they decay monotonically with 
distance, 2) they extend further in the horizontal direction than the vertical, and 3) 
they are more pronounced along the cardinal axis. The form and cause o f this structure 
is investigated.
4.4.3 Experiment 7: The decay of correlation with distance
One major structural feature of the correlations is that they decay with distance. The 
form o f the decav is fitted with a number o f functions and the cause o f this flecay
’ Because of the square sampling geometry, this slice was ^/i longer.
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Figure 4.1: The correlations present in the entire image set. A  shows a contour plot 
showing the structure of the correlations B  shows three slices althoiigh the correlat ions. 
The solid line is the correlations in the vertical direction, the short da.shed line the 
correlations in the horizontal direction, and the long dashed line the correlations at 
45°.
hypothesized.
M eth od
The decay of correlation was measured over larger angles than previously. The vari­
ability o f the correlation over different image subsets was also measured (so that the 
variability could be used in the function fitting). This was done by repeatedly rinding 
the correlation in subsets o f the image set. This allowed the calculation of both the 
average correlation and the relative variability in correlation at different eccentricities.
More precisely, from the entire set of images, a subset of 8 random images was found. 
From these 8 images, 400 random horizontal samples o f length 129 pixels (ss 12“ ) were 
taken. These were used to calculate the correlation o f each pixel in the sample with the 
one furthest to the left within the sample. This process of subsampling 8 images was 
repeated 40,000 times, and from the resulting 40,000 correlation estimates, the average 
correlation and the standard deviation of the correlation estimates was calculaterl. This 
process was repeated with the samples being taken in the vertical direction.
To characterise the form o f the decay, four power type functions were fitted of the 
form 1 — p =  f{9 ).  The criterion used was the squared deviation at each point on the 
graph, with this divided by the empirically found standard deviation o f the correlation
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at this 0. The first point at angle zero was ignored^. The power law type functions 
were:
• 1 — p =  m log(0) +  c
• 1 — p =  mexp(0) +  c
• 1 -  p =  cO”'
• p =  o9+
where p is the correlation, 9 is the angle (calculated using the 10.9 pixels equal one 
degree), and the fit was for the two parameters c and m.
Results
Figure 4.2 shows a horizontal slice through the measured correlations together with the 
four fits. Note that the plot is of distance against 1 — correlation. Table 4.1 .sliows t he 
parameters o f the fit and the of the various fits.
Note except for the earlj’ points, the decay with correlation is well modeled as a 
logarithmic function of distance. This is also true of other image sets experimente<l 
with, and if another free parameter is used (1 — p =  m log(^ +  c2) +  c l ), the fit is near 
perfect (see Figure 5.4).
Discussion
The correlations decay in an approximate logarithmic fashion. W'hy should this he? 
One possibility is that the individual images are fractal. Field (1987) claimed, base<l 
on six images, that images can be characterised as fractal, and that they they have 
power spectrum o f the form power oc 1/frequency* . Whilst this may he t rue o f the 
six images Field studied, this is not true of all images. The sky, faces, a wall, books, a 
book; all these images have a characteristic scale, and therefore these are not fractal.
One reason for this form o f decay o f correlation with distance is found could be 
for the following reason: Consider images consisting of random sized one dimensional
^The correlation at distance 0 is always one since it is the correlation o f a measurement with 
itself. This is somewhat artificial because both the signal and the noise are forced to l>e correlated 
with each other and this is not the case for all other measurements. Ideally we would make 
two measurements w ith , the camera of this central pixel value, then it would be possible for the 
correlation at 0 to differ from one. Since the fits are weighted by the empirical variance of the 
measurement, and this would be zero for distance 0, sJI fits would be constrained to |iass through 
pa* l , ( f B 0 .  This is artificial and to avoid this problem of perfectly correlated nois<  ^ we renumvi 
this point from the calculation.
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Figure 4.2: 
fits.
The correlation.s in tlie horizontal direction together with four power family
Table 4.1: The x* fits o f the four investigated fitting functions to the data in order of 
descending fit. Since the X'* values are based on arbitrary scaled standard deviations, 
the absolute value of the x* fit >s uninformative, only the relative value is of interest.
uniform patches. All measurements made with the patch are identical (and hence 
correlated). A ll measurements made beyond the patch are entirely random and hence 
uncorrelated. For an individual view of an patch, the correlation will be constant (equal 
to 1) for the size of the object, and zero beyond the object boundary. I f  now the patch 
is viewed from a different distance, or a different sized patched is viewed, then the 
correlation across both images will be the average o f the correlation as foutid in these 
two images. To find what the correlation would look like in this case over a large 
number of images, the following computational experiment was performed:
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• The size X  o f a patch was generated from a uniform probability distribution of 
width 10,000.
• Ten samples were generated from this distribution (from a uniform distribution 
range ±  X ).
• This process was repeated 10,000 times.
• The resulting probability distribution was estimated by normalising the distribu­
tion to standard deviation 1, and binning into bins of size 0.1 .sd.
This process resulted in the probability distribution that would occur from adding a 
large number of different sized uniform distriljutions where the size of the distributions 
is also from a uniform distribution.
This distribution is shown in Figure 4.3. As can be seen, the resulting i)robability 
distribution decays as an approximately logarithmic function of distance. The di.scrcte 
sized patch assumption is obviously a simplification. The experiment was rei)eated, this 
time the samples being drawn from a Gaussian distribution, (the .standard deviation 
chosen again from a uniform distribution). Again the resulting distribution decayetl 
approximately logarithmically.
To summarise, the result of adding large numbers o f uniform distributions of width 
drawn from a uniform distribution, is a distribution which decays approximately loga­
rithmically with distance. Translating back to our idealisation, if the world consiste<l 
of patches of uniform intensity'^, but with the size of each patch being random, and the 
intensity o f neighboring patches being random, then the correlation will again decay 
approximately logarithmically.
This provides a potential explanation for the logarithmic decay in correlation. It 
is not that in any one single image or sample the correlation decays logarithmically, 
but rather that the images are viewed at many distances, and there are many <lifferent 
sized objects in them. Integrating over them generates the logarithmic structttre that 
is found. The real situation is obviously much more complicated, but the essence is 
captured by this simple model of many different objects o f  many different sizes. This is 
done without the need to propose that images have self similar structure, or are fractal, 
and only requires that they are o f many different sizes. This seems a much simpler 
explanation.
*Th*t is all measurements within a patch being perfectly correlated
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Figure 4.3: The results of combining a large number o f numbers o f zero mean distribu­
tions, each with a different characteristic scale drawn frdm a uniform distribution. The 
solid line is of summed Gaussian distributions, the dashed line is formed out o f uniform 
distributions (see text). Both are straight lines when plotted on log-linear coordinates 
indicating that the decay is a logarithmic function of distance as found with the images.
4.4.4 Experiment 8: The shape of the correlations
As well as the decay of correlation with distance, the correlations pas.ses.sed additional 
structure. The correlations extended further in the horizontal direction than in the 
vertical, and were "peaked”’ (extending further in the horizontal and vertical directions 
than in others). Experiment 8 attempts to identify both the nature o f this structure 
and its physical causes.
M ethod
The correlations for both the country subset and the city suVjset were individually 
analysed using the technique described in the general method (section 4.4.1).
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Results
The correlations for the country set are shown in Figure 4.4. The-correlations for the 
city subset are shown in Figure 4.5. As can be seen, the correlations from the country 
set decay in what appears to be a squashed circular fashion (they are oval in shape). 
A t least plausibly they could be due to the correlations originally being isotropic, then 
being subjected to an affine transformation.
Horizontal Angle (deg)
Figure 4.4; The correlations in the country image subset. Again the '’ image” is a 
contour plot o f the correlations with the central point, and the graph repre.sents the 
correlation as found in three slices through these correlations (in the vertical, horizontal 
and vertical direction- see experiment 6).
The correlations from the city subset are definitely not oval and could not have 
resulted from a simple affine transformation of originally isotropic correlations. The 
correlations do extend further in the horizontal direction as opposed to the vertical, but 
much more dramatic is that they extend much further in the vertical and horizontal 
directions rather than in other directions. The structure o f these two images .sets 
appears different and unlikely to be caused by a single process.
Discussion
Besides the decay with distance, a second component of the structure is the flattened 
nature o f the correlations. The reason for this becomes clearer in the correlations o f just
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Figure 4.5: The correlations in the city image subset.
the country image set (Figure 4.4). This shows a much more pronounced flattening of 
the correlations. Within the country set, there are large numbers of landscapes with the 
texture of the ground plane being foreshortened. Foreshortening will cause squashing 
of the correlational structure in the direction o f foreshortening, a fact iisetl by some 
shape from texture algorithms ((Brown & Shvaytser, 1990) contains a mor(> technical 
description of this process).
The reason foreshortening will cause the ’’ squashing” o f correlations can be under­
stood in terms of a simple generative model. Consider again a world with patches of 
uniform brightness, this time with all the patches being o f the same size as for example 
are the squares of a chess board. I f  the chess board is viewetl from directly above, 
then the correlation will decay equally in the vertical and horizontal directions. I f we 
now tilt the chess board away from us, then even although the stpiares (patches) are 
the same size, due to foreshortening they will appear wider than they are tall. The 
correlation will therefore decay quicker in the vertical direction rather horizontal, with 
the degree of tilt determining the anisotropy in correlation.
Most o f the scenes in the country subset are foreshortenetl in the vertical direc­
tion. The correlations will therefore be squashed in this direction and by an amotint 
dependent on the amount o f foreshortening contained in the image set- wide open land- 
scap>e8 will produce highly anisotropic correlations, while those from within a house
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will contain very few foreshortened parts (and these will be foreshortened in random 
directions), and will therefore produce much more isotropic correlation.
The second aspect of the structure o f the general correlations was the peaked na­
ture o f the correlations in the vertical and horizontal directions. This is much more 
pronounced in the correlations that come from the city image set (Figure 4.5). Cor­
relation in images is caused because measurements from an object are likely to be 
statistically related. This will be lessened by transitions between objects. Especially in 
man-made environments, there is a predominance o f objects with vertical (lamp posts, 
tall buildings, doors), and horizontal structure (shelves, cars, pillars, horizons). This is 
reflected in the correlations from the city scenes and man-made environments in general 
(and some others such as forests), with objects aligned in the vertical and horizontal 
directions having correlations that are peaked in the horizontal and vertical directions.
These two physical causes provide an explanation both o f the strongly aligned nature 
of the PC ’s and the relative orientation tuning curves of the two bar detecting PC's 
(in chapter 2). The PC ’s o f isotropic fractals are randomly oriented, whereas the PC ’s 
for natural images are strongly aligned to the horizontal and vertical. Foreshortening 
provides an explanation o f this, since it causes far more variability in the vert ical than 
the horizontal direction. In a system that is trying to account for as much variability 
as possible, accounting for the vertical variations is most important.. In terms o f PC.\, 
the second principle component is thus vertically oriented, rather than horizontal.
Foreshortening is also the cause o f the observed difference in orientation tuning 
curves of the bar detectors found in Chapter 2. In that chapter, it was shown that 
the difference was cau.sed by the anisotropy in the correlations. I f  this was cau.sed by 
foreshortening, one prediction is that if it is the environmental statistics that are catising 
the difference in orientation tuning curves, then children brouglit up in rural and hence 
more foreshortened environments should show a larger difference in orientat ion tuning 
curves than those raised in the (less foreshortened) urban environment. This has not 
yet been tested.
The observed distortion of the correlations also has relevance to the model of the 
formation of topographic maps. I f  equal correlation is representetl as equal distance, 
and the correlations decay faster in the vertical direction than in the horizontal, then 
a set physical distance will be represented as larger in the vertical direction than the 
horizontal. This effect has been widely observed in humans stibjects and is known 
as the horizontal-vertical illusion*. To generate quantitative predictions of the size of
•To observe the horieontal-vertiral illueion. view a pen In the vertical and horl/.ontAl direrfionH.
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the horizontal vertical illusion, estimates o f people’s visual diets are needed. No child 
observes only city scenes or country scenes and in experiment 9 below, an attempt to 
use more realistic visual diets was made in order to compare the distortions in the 
correlations with observed distortions in human retinotopic space.
4.4.5 Experiment 9: Environmentally determined horizontal 
vertical distance estimation differences
Since the structure o f the spatial correlations is determined by the environment, and it 
is hypothesized that distortions in these correlations would be reflected a.s distortions 
in the representation of space, the extent of distortion for different environments was 
measured in order to be able to relate it to observed spatial distortions in people.
The proposed theory states that any two points of equal correlation will perceived 
as appearing of equal distance. In order to make comparisons with the p.sycliopliysical 
data, the visual angle required to get a level of correlation of 0.9 was found in both 
the vertical and horizontal directions. The ratio of these two distances was calculated. 
The same process was repeated for correlation levels of 0.8 and 0.7 and the geometric 
mean was found. This mean ratio should, if the theory is correct, correspond to the 
ratio of perceived distances in the two directions.
M eth od
Two separate image sets were analysed. The first image set, intended to be representa­
tive of a Fenland child’s environment consisted of the indoor image set combined with 
the country image set. The country image set consisted of a number o f flat countryside 
landscapes typical of the Fenlands; this was combined with the indoor set to approxi­
mately mirror indoor life. The second image set again consisted of the indoor set , this 
time combined with the city set. This was meant to mirror Glasgow children's visual 
diet. Again the correlations o f these two image subsets were found, slices taken in the 
vertical and horizontal direction, and the visual angle newJed to get a correlation of 
0.9, 0.8, and 0.7 in both horizontal and vertical direction was found.
Results
Table 4.2 shows the results obtained. Th e geometric mean o f the estimates was used, 
since these are ratios. For comparison, results from a study on environmental influences 
In most subjecu, the pen appears longer In the vertical direction.
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Table 4.2: The predicted and measured horizontal vertical illusion for childrcMi in urban 
and rural environments.
on the extent of horizontal-vertical illusions are also presented. The match between 
the estimate from theory (1.3 and 1.56) is very close to that from the exi)eriment (1.27 
and 1.58).
Working out the ’’ statistical significance” o f this result is both difficult and probably 
irrelevant. The study by Ross quotes only standard deviations of the perceived vertical 
and horizontal lengths, not the variability of the ratios. The values found here are 
definitely within a rough ’’ worst ca.se” calculation of the variability o f her results.
The ratios derived from image correlation have two sources of variability: sampling 
variability, and variability caused by the choice, and more importantly, the ratio of 
indoor scenes to the country and city sets. Sampling variability could be calculateil, 
but unfortunately it is likely that the variability caused by the choice and ratio of 
images from the two different image sets will dominate. Without any meatis to calculate 
what a reasonable ratio is, or a means to sample representative images frcmi these two 
environments, calculating the sampling variability seems irrelevant.
Discussion
Elstimating the exact structure of the visual input is a difficult operation. The chosen 
mix of 50% indoor life to 50% outdoor is arbitrary, but without continuous sampling of 
a child’s visual environment better estimates are hard to come by. It w'as alsrj the first 
attempt. Despite this, the quantitative match to the psychophysical results is close.
Even if the image set is very unrepresentative, we must have a qualitative match. 
There must be a horizontal vertical distortion In the statistics f>ecBUSc in any reasonalile 
environment there will be more foreshortening in the vertical direction. Therefore
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a system calibrating using correlations will show a horizontal-vertical illusion. The 
degree of foreshortening will also be much greater in the more landscape rich country 
environments than in the city ones. This would account for the larger illusion in tlie 
children reared in the country environment.
It  is intriguing to note that the match is not only qualitative but quantitatively 
correct to less than 2% error. However, without estimates o f the visual diet o f the 
children that we can trust, and estimates o f their variability, it is difficult to say 
anything more quantitative about the match (which is tantalising since the match is 
so close).
4.4.6 Experiment 10: The horizontal-vertical illusion at differ­
ent angles
The combination of foreshortening, together with an increased predominance of hor­
izontal and vertical lines, should result in the correlations decaying faster when tlie 
orientation of the measurement deviates slightly o ff vertical rather than exactly vert i­
cal. The extent o f this effect is found and compared to previous existing iisychojiliysical 
data.
»
M ethod
The correlations from the image set described in experiment 12 were found. Those 
correspond to a distance of 1.5® ( «  16 pixels) for all angles were found aiul the difference 
between this and perfect correlation (1.0) calculated. In terms o f the theory where 
correlation is used to calibrate estimates of distance, angular variations will translate 
into angular variations in estimated distance. It is therefore interesting to see exactly 
how correlation varies with angle.
Results
The results of this operation are shown in Figure 4.6. Again note that a point in the 
horizontal direction has the highest correlation (±90®), the correlations is lower in the 
vertical rather than the horizontal direction, and the least correlations are at about 45® 
to 20® from vertical.
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Vertical
Figure 4.6; The contour o f 1-correlation at a distance o f 1.5° as measurwl for a nuiTiV)er 
of different angles. Things to note from this diagram are that the correlations extend 
the least distance in the horizontal direction (±90°), further in the vert ical direction, but 
furthest at an angle o f «  ±30°. Note also that the correlations are slightly anisotropic 
extending further to the left of vertical than to the right, and that the correlations at 
45° are closer to those at the vertical than those in the horizontal. If correlations are 
used to calibrate the retinotopic representation of space, all these will cause measurable 
distortions in space.
Discussion
Inspection of the correlations reveals that if they were used to caliV)rate a repre.sentat ion, 
then other illusions than the horizontal-vertical would take place. The angle with largest 
correlation would be the horizontal; a line at this angle would appear slu)rtest, but 
the angle with greatest correlation is not vertical, but about 20 -  45° away. As well 
as fínding the existence of the horizontal vertical illusion, a number of workers have 
investigated the effects o f orientation on the perceived size of the ilhision (Cormack ic 
Cormack, 1974; Underwood, 1966; Pollock k  Chapais, 1952).
The first effect found is that the horizontal vertical illusion is not at its greatest 
extent at 90°. Cormack and Cormack (1974) tested a large number of stimulus con­
figurations and found ” Ihal in no case did the true vertical standanl ffive the largest
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illusion.^” . The largest illusion was usually found when a horizontal line was compared 
to one about 20° from the vertical. This was also found by Pollock and Chapatiis 
(1952). This matches the data from the correlations.
Explaining a larger horizontal vertical illusion at horizontal vs 20° — 30° would cause 
considerable problems for models that rely purely on compensating for foreshortening. 
For such models, surely the greatest illusion would be found for a vertical line compared 
to a horizontal one, not a line «  20° off vertical as found by Cormack and Cormack 
(1974). Again, the exact point o f the maximum illusion cannot be reliably calculated 
because of uncertainty in the choice of image set, but that the maximum illusion will not 
be for a comparison of horizontal with vertical is reliable. Any image set that contains 
both foreshortened images, and images with more horizontal and vertical structure, 
will have the fastest decaying correlations either side o f vertical. Despite uncertainty in 
the actual diet, it is rea.sonably certain that the visual diet of humans will have these 
characteristics.
4.4.7 Experiment 11: The relationship between distance dis­
crimination threshold and distance
If correlation is used to calibrate the representation of retinot.oi)ic si>ace, but the es­
timates of correlation are noisy, then this will cause distortion and variat ions in the 
representation o f space. These variations will add random fluctuations to distance 
measurements, thereby limiting the distance discrimination resolution.
Th e effects o f two kinds of noise in correlation on the thresholds for distance di.s- 
crimination will be examined: simple Gaussian random noise, and noise from limited 
sampling. These noise models were used to estimate the relationship o f distance esti­
mation thresholds to visual angle (see equation 4.1).
M ethod
The relationship between visual angle and (a ) correlation, (b) the variability in corre­
lation, and (c) the differential o f the correlation function was estimated for distances 
up to 6° in the horizontal and vertical direction using the following techniques:
•  Eight images were randomly drawn from the complete image set. From these 
images, 400 one dimensional samples o f length 7° were taken in the horizontal 
and vertical direction. These samples were used to calculate the correlation of
^Cormack and Cormark 1074 p 210.
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image grey levels at different distances in the vertical and horizontal and vertical 
directions for this image subset.
• The above process was rei>eated 40,000 times. From the samples, average corre­
lation as a function of distance was calculated. Also calculated wa.s the standard 
deviation of the correlation as a function of distance.
• In order to calculate the uncertainty in distance estimates, we need an estimate 
of one over the differential of this function and this is unstable. Therefore we 
smoothed the estimated correlations using a second order moving average (each 
correlation estimate was replaced by the average o f it with its neighbour).
• The differential o f the smoothed correlation function was approximat etl as the 
difference of the correlation at one point and its neighbor. The inverse of this 
function was found, resulting in a number proportional to Mtisiux,
• To find the form o f errors if the variability o f the estimate of distance was hasetl 
on limited sampling, the estimate of the variability o f correlation was multiplied 
by the estimate of
This resulted in the following estimated functions: 1) the function of correlation 
versus distance; 2) a function proportional to the standard deviation of the correlat ion 
estimates with distance; 3) one over the differential of the function of correlation with 
distance; 4) and the result of the standard deviation of the estimates o f
correlation.
Results
The results of this computation are shown in Figure 4.7. The correlations decay ap­
proximately in the logarithmic fashion as found previously in both the horizontal and 
vertical directions (A )  The inverse o f the differential is approximately a straight line 
(B ) I f the variability in correlation is constant (caused for instance by constant noi.sc), 
then the threshold for estimating a distance will be determined by this function and it 
will be an approximate linear function of distance.
The standard deviation of the correlation estimates is shown in C  It is zero at 
zero distance (the correlation is always 1.0) and increases w'ith distance. Somewhat 
surprising is that It is very similar in both the horizontal and vertical direct ions, even 
although the correlation at each distance is different. Lastly, the result of multiplying
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Figure 4.7: The estimate o f the distance discrimination threshold. A  show.s the mea­
sured correlation in the vertical and horizontal direction. B  This shows the estimate 
o f Mtianst; this would be the estimated threshold if the variability in correlation wa.s 
caused by a set amount of noise. C  This shows the estimate of the variability in the 
correlation found by repeatedly taking different samples. These were used in D  to 
find the estimates of the threshold that would result from constant recalibration o f the 
system where the estimate in the correlation will vary depending on the images seen.
the inverse of the differential of correlation by the variability of correlation is shown in 
D  This will be the distance discrimination threshold if the noise in correlation is caused 
by estimating the correlation over a limited number o f samples. Again the result is 
approximately a straight line.
Discussion
The most striking result is that the threshold for distance estimation for both sources 
o f correlation variation is a linear function of the distance for a large range of angles. 
The reason for this is that p fs m log distance c so distance. Even if the
variability of correlation is not constant, this term dominates the predicted thresholds: 
the distance discrimination thresholds are determined by the form of the correlations 
much more than their variability.
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This relationship o f threshold being proportional to distance has been widely mea­
sured in human psychophysical performance and is consistent with Webers law (Levi 
&¿ Klein, 1992). While a Weber-type relationship might be expected for such mea­
surements as luminance estimation (possibly caused by receptor log compression), for 
distance estimation, it is harder to explain. I f distance estimations are made by com­
bining a number o f intermediate measurements (with the errors on these measurements 
independent), then this would predict a square root law relationship. This has not 
been found. It should be noted that the error predictions are not just determined by 
the model but also by the statistics o f the world. For animals raised in em ironments 
with different statistics, the predicted errors would be different.
4.5 Summary
4.5.1 Correlations in the world
The first portion o f this study consisted of an investigation of the correlational structure 
of the world. The images analysed all had very different grey level structures. Despite 
these large differences, when viewed in terms o f the correlations over the ensemble, 
a much simpler structure emerges. Identifying the physical causes for the three main 
structural features allows both an understanding and a limited predictive power for the 
structure of correlations in new and unsampled image sets.
The majority o f the correlational structure can be accounted for by three different 
effects: 1) The correlations decay in an approximately log law fa.shion. This is not 
caused by the fractal nature of the individual images (some are fractal, others are not), 
but occurs because we are averaging over images viewed at many different distances 
and therefore the en.semble is by necessity self similar. 2) The correlations detray more 
slowly in the horizontal direction than the vertical: this is causetl by the fact that the 
foreshortening in the images compresses the image statistics*. 3) The correlat ions decay 
slower than expected in the vertical and horizontal directions. This was suggested to 
be caused by the presence of a bias in the (man made) world for objects in these two 
directions.
*Thls has relevance to theories such Atick's that one role of retinal processing is to whiten the 
signal (make all spatial frequencies equal, and hence remove redundancy. Since the correlations are 
different in the vertical and horizontal direction, so will be the spatial frequency, and hence to 
whiten the signal the ganglion cells should have predictable anisotropic recaptive fields. This should 
be testable.
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4.5.2 Correlations and optimal feature extraction
The measured correlations also allow an understanding of the P C ’s derived from natural 
images. Because it is reasonable to assume that samples from images are stationary, the 
PC ’s can be understood purely in terms of the autocorrelation function. The decay in 
PC  operator standard deviation obeys a power law, which is caused by the approximate 
power law correlations in the image. The operators are firmly aligned to the vertical 
and horizontal because foreshortening causes most variation in the vertical direction, 
and least in the horizontal direction. Lastly, the degree of anisotropy in t he correlational 
statistics, and hence the anisotropy in the orientation tuning curves, is caused by the 
amount of foreshortening in the visual diet. The match to the psychophysical data 
relies on the image set used being representative of the human visual diet. I f this 
account of the formation of orientation tuning is correct, then the measured orient ation 
tuning anisotropy in cultures living in highly foreshortened environments should be 
larger. This has been found for distance estimation, but orientation has not yet been 
tested.
4.5.3 Correlations and the representation of space
Topographic mapping networks have been widely propased for modeling many of the 
phenomena associated with topographic maps, and have provided a rea.sonable model 
for phenomena such as the development o f ocular dominance stripes, the development 
of topographic representations, the development of the smooth variation of orientation 
sensitivity and the results of various deprivation experiments (see next chapter). De.spite 
this, no serious p.sychological tests have been made on them. By abstracting away from 
the implementation (needed if they are to be tested physiologically), and concentrating 
on the algorithm they are implementing - that correlation equates with <listance, it has 
been shown that they can generate psychological predictions.
The foreshortening of correlations, given their use to estimate distance, will cause a 
horizontal-vertical illusion. This will be robust across different environments and pro­
vides an implementable and parsimonious explanation of the psychological phenomenon. 
That it not only qualitatively, but also quantitatively predicts the size of the illusion 
in children raised in different environments, is striking.
Lastly, an analj'sis of the variability in distance estimates caused by variation in 
the correlation, showed that this would produce a system with uncertainty in distance 
estimates. This in turn leads to distance discrimination thresholds, which are linear
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functions o f distance. This is consistent with a Weber type law for distance. Any 
{Wticular implementation may cause distortions in the representation o f a particular 
form but one m ajor and consistent source o f error must be error in the calibrating 
signal. Thus what was previously a difficult problem (why do we show Weber type 
behavior in distance discrimination?) becomes evidence in favour o f a system which is 
calibrating itself based on correlation.
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Chapter 5
Correlation and the Functional 
Geom etry o f Striate Cortex
Sum m ary
It is proposed that tlie mapping between the world and cortical coordinates 
in V I matches that which would be expected if the cortex was calibrated 
using correlation. Specifically, a neuron representing a measurement tnade 
at a give eccentricity is represented in cortex a. distance from the fovea 
proportional to one minus the correlation o f the luminance measured at 
this point, and that measured at the fovea. Given an estimate of the the 
input correlations, this proposal predicts a specific mapping between the 
world and cortex. The correlation of image grey levels was estimated from 
random samples within a set o f 72 images. This allowed the inferring of 
the shape o f  a map if this map was based on this correlation based tnetric. 
This inferred map was then compared to that measured in in Macaque 
(Van E^ ssen Maunsell, 1984; Tootell et ai, 1982). The match o f the 
two geometries was very good: 1) The form and the parameters o f the 
cortical magnification function matched. 2) The ratio of cortical distance 
devoted to the representation o f the horizontal to vertical meridians were 
very similar. 3) The form of the variability in the geometry of \T within 
species is consistent with a correlation based metric. It was attempt<*d to 
interpret this match in terms o f the system being primarily* interested in 
the point o f  fixation, and the average correlation with the point of fixation 
being a reasonable estimate of how relevant an eccentric measurement is to 
the identification of the foveated object. This interpretation avoids many of 
the problems of the approach of Schwartz who proposeil that the form o f
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the representation is determined by required invariance properties.
5.1 Introduction
Vision can be seen as an active dynamic process. Rather than create a representation 
of the whole visual field and hope that areas o f interest are well represented, a more 
flexible behavior is to identify the areas of interest and actively foveate them (Gibson, 
1979). Although it is possible to direct attention to areas not in the fovea, for most of 
the time eyes are directed to the object of interest. I f  the identity of tlie object is still 
not clear, another saccade is performed revealing more information about the object’s 
identity.
The standard representation proposed in vision (usually implicitly) is that o f the 
image or a transformed version of it. In a passive computer ba.sed recognition system, 
the whole visual field can be scanned (theoretically in parallel), and features extracted 
from the whole image. The mathematical tools (convolution, histogram equali.sation 
etc) are image based, and for a system that derives its information from a single view, 
a representation with a geometry that reflects that o f the world is useful. From it 
distances can be easily found, and angles in different parts of the image easily compare<l.
Although this static form o f representation is a useful tool to investigate perceptual 
mechanisms; observing your eye movements whilst reading this page, or walking, or 
looking around the room, is enough to convince most people that this is not the 
predominant mode of the visual system. For the majority o f the time, if something 
is o f interest, you do not observe it out the corner of your eye, but yon fixate it. 
The low-level representations used in vision should be optimiseil not for the single all 
encompassing view, but for this active sampling o f the image. For such a system, a 
representation other than a simple image may be more appropriate.
There is a fair amount o f empirical data on the geometry o f the representation of 
visual space in V I and this shows that the representation is far from a simi)le image. 
Important for the proposal here, there is also evidence that input correlations are im­
plicated in the formation of this representation in V’’! .  A theory o f the structure o f t his 
representation should not only taken into account the geometry o f the representation 
in V I, but what this representation is used for, and how it is formed.
After reviewing the data on the structure o f one particular representation of space in 
cortex, that in V I, previous mathematical characterisations of this map ho summarised. 
A number o f models o f the development have been proposed, and although they do
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result in topographic maps, it is argued that they both fail to cope with the distributed 
activity present in the input (in an image, there is activity throughout the image). They 
also fail to deal with the fact that the function mapping from the retinotopic world to 
the the cortex is not the identity map.
Inspired by observations that correlated input activity is implicated in the formation 
o f topographic maps, and that in the resulting map the fovea is vastly over represented, 
a model o f cortical map formation is proposed. The resulting map propo.sed by this 
theory is determined by the input correlations, and by measuring these correlations, the 
exact form o f the resulting map can be found. The structure o f this resulting map is 
then compared against the form of the map of V I in cortex as inferre<l physiologically. 
Finally the reason the model matches the data so well is discus.sed in term of the need 
for a map that is optinii.sed not for statically viewing the world, Vjiit actively .sampling 
from it.
5.2 Previous work on topographic maps and their for­
mation
5.2.1 The geometry of Striate cortex
The visual area V I has a very noticeable topographic organi.sation. Cells that are 
close together in cortical space have receptive fields that represent measurements that 
are close together in retinotopic space. This mapping seems in maintains topographic 
relationships, but is not the identity mapping; the geometry of the input is not the 
same as the geometry of retinotopic space. This leads to the question, what is the form 
o f the function that maps the geometry of input space to that in cortex? Although 
very time consuming experimentally requiring the recording from large numbers o f cells, 
the identification of their receptive fields, and anatomically locating the cells in \’ l, a 
number o f studies have both experimentally measured this relationship, and attempted 
mathematical characterisations o f this mapping.
Daniel and Whittcridge (19G1) introduced the concept of the cortical magnification 
factor (M ), the number of millimeters traversed in the cortex divided by the number of 
degrees of visual angle in the visual field traversed by moving this distance in cortex. M 
was shown to depend on the degree o f eccentricity (E ) getting smaller as eccentricity 
increases (Daniel Whitteridge, 1961; Hubei & Weisel, 1974). This was measureil 
and it was found that the magnification factor scaled approximately with 1/E and 
therefore eccentricity in the cortex corresponded to a log function of eccentricity in
83
world coordinates.
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Figure 5.1: The theoretical map o f three different circles (eccentricities 1®,2.4®, and 
5.66°) as modeled by the complex function log( E -f 0.3) proposed by Schwartz (1985). 
A  The structure of the complex function log( E +  0.3) B  The actual representation of 
these equal eccentric circles in Macaque V I found by Tootle et al (1982). C  The fit of 
the model (the function log( E+0.3 )) to the data. Note that the fit is approximately 
correct, but the model overestimates the represented distance in the horizontal meridian 
(the center), and underestimates the distance in the vertical meridian (the upper and 
lower part o f the visual field). The simple complex logarithm map cannot account for 
these differences, but the correlational model proposed here can. (from Schwartz, 1985).
Tootell et al (1982) measured the representation o f the retinotopic distance in \’ l, 
for the representation of the central part o f the visual field (1° to 5.66°). They found an 
approximate logarithmic transform from retinotopic coordinates to cortical coordinates, 
but found that the represented distance along the vertical meridian was represented as 
approximately 1.25 times longer than that of the horizontal one. They also argued t hat 
the representation was non-conformal', that is, angles were not pre.served in the cortex 
as would be expected if the expansion was purely a complex logarithm as proposed 
by Schwartz (1980) . This was a source of controversy. Schwartz argued that distor­
tions from conformal were cau.sed by stretching o f the samples (Schwartz, 1985), whilst 
Tootell (1985) claimed that the representation was non-conformal, and argued for an 
explanation in terms o f the need to interlace ocular dominance columns. Later both 
accepted that the logarithmic approximation was approximately correct, but that the 
structure o f V I probably had considerable shear and hence was non-conformal (Landau 
& Schwartz, 1992).
‘ O f functions that map one geometry to another, one that has proved ueeful in otlier areas is 
the claas of conformal mappings. A conformal mapping is one where, e^ ’en although the distances 
in the two representations are changed, local angles are preeerved. This would mean that a right 
angle in the world would map locally to right angle in the representation. One particular clans of 
conformal maps is the logarithmic maps that go from a a point (with polar coordinates t .B) in the 
world, to a point m  log(r -f c), theta. This was used by Schwartz to mridel the transforn) from 
retinotopic coordinates to cortical ccmrdinates.
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Van E^ ssen et al. (1984) also measured the representational geometry o f \ 'l, but 
using a different technique measured it for a much larger part o f the visual field (2.5° 
to 80°). They again found an approximate logarithmic transform, but pointed out a 
number of anisotropies in the representation. Again the representation o f an angle in 
the vertical direction extended for an increased distance, more cortex was also found 
to be devoted to lower than upp>er visual fields, and more cortical area assigned to the 
±45° around horizontal, as opposed to the vertical meridians (see Figure 5.2).
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Figure 5.2: The lines o f constant eccentricity as founc) experimentally by \an Es.sen 
et al (1984). Note that although eccentricities increase by a multiple o f two, the dis­
tance between contours is approximately constant indicating an approximate logarithmic 
mapping between eccentricity and represented distance. Note also that the horizontal 
meridian is represented as closer to the fovea than the vertical meridians.
Their study was extended to a number o f different monkeys and considerable vari­
ability was found between representations. This could not be accounted for purely 
by the different sizes of V I between the macaque monkej’s u.sed: the ’’ error bars” of 
this variability were found to be approximately constant in cortical space and therefore 
approximately proportional to the eccentricity in real space (a.s.suining an api>roximate 
complex logarithm mapping).
Schwartz (1985) took the data from the Tootle study, and using the logarith­
mic approximation, explicitly fitted a function of the form: represented distance oc 
log(eccentricity +  c). The free variable c was found empirically to l>e 0.3 for the 
macaque monkey. Mallot (1985) proposed an alternative mapping function, a complex 
power law with an exponent o f p =  0.43 for V I . This was argued to have more general­
ity than the complex logarithm transform usually proposed (Mallot Giannakopoiilos, 
1990).
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5.2.2 The role of correlated activity in map development
The initial connection from the lateral geniculate nucleus (LG N ) to V I possesses only 
crude topographic ordering, and the initial representation is not activity dependent 
(Meister et al., 1991), but depends on a chemical gradient system. The subsequent 
refinement o f the representation requires correlated input activity (Shatz ¿z Stryker, 
1978). Blocking input activity from the retina using tetrodotoxin blocks the refinement 
of the representation. Inducing correlated activity via electrodes changes the form of 
the representation (Fawcett &z O ’Leary, 1985).
Waves o f correlated activity have been observed sweeping across the retina at about 
100 microns per second then followed by a period o f inactivity. These iiave been 
implicated in the formation o f topographic maps pre-natally (Shatz, 1992). Continuous 
modification of the representation has also been observed in adult cats. By changing 
the input statistics by suppressing the activity presentetl to a small part of the input, 
the receptive field sizes can be made to reversibly expand in the order of ten minutes 
(Pettet ¿z Gilbert, 1992). Selective lesioning o f the retina using lasers can also change 
the topography within V’ l. Over a period of 2 months, the cortical area that is used to 
represent the lesioned area is reorganised to represent unlesioned areas (Gilbert, 1992: 
Gilbert ¿z Torsten, 1992).
5.2.3 Models of the activity based formation of the maps
Andrews (1964) propo.sed that various statistical redundancies within the visual world 
could be used to learn the metric for the psychological representation of space. Tw o of 
these proposed regularities were that contours are equally spaced throughout the visual 
field, and these contours are on average straight. These were proposed to be us<h1 by the 
cortex to learn the correct metric for a system which w-as in initial correct toi>oltjgical 
correspondence with the world (the representation had no twists, kinks or tears), but 
the distances were not correctly represented. By changing the representation until the 
measured statistics had these characteristics, the world could be usetl to calibrate the 
representation.
It was hypothesized that the statistics would vary across the visual field. Fixations 
would often be on edges (the center o f the visual field), edges would be sparse in the 
upper field (because there would be few objects), and an intermediate number o f edges 
would occur in the t>ott.om o f the visual field. I f  these distorted statist ics were use<l, 
this would induce distortion in the representation causing compression in the ufiper and
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lower visual field. This was related to the psychological evidence that the representation 
of space is supposedly approximately hyperbolic.
Another paradigm has concentrated on computational models of the formation of 
topographic maps. Prestige and Willshaw (1975) produced a network that formed 
topographic maps based on two proposed chemical marker systems. Willshaw and von 
der Malsburg (1976) implemented a network that used spatially correlated activity in 
the form o f dipoles to form a topographic map, given a network with a small degree 
of initial order. Von der Malsburg and Willshaw (von der Malsburg L  Willshaw, 1977: 
Willshaw von der Malsburg, 1979) implemented a model that used induction of 
chemical markers from the retina, and Cowan (Whitelaw Cowan, 1981: Cowan tV 
Friedman, 1991) proposed a model that combined both spatially correlated activity and 
a chemical marker system.
Only one model however, has attempted to account for the distortetl representation 
of space. Amari and later Zhang (Amari, 1983; Zhang, 1991) performed a mathe­
matical analysis on a self organising map. Assuming that the input to the net was 
spatially localised (limited spatial extent o f auto-correlation), the magnification factor 
and receptive field sizes of cells in different parts of the map w'ere calculated. Under 
the conditions studied it was shown that areas of the representation that received more 
input would be represented in more detail, and that predictions on the relationship 
between the magnification factor and the size of the receptive fiehls match tho.se fotind 
in cortex.
Despite this, the analysis only had a limited applicability. Only localised groups of 
input and output activity could be dealt with. The map expansion and magnification 
factor predictions came from assuming that simply more ’’ events” happetietl in the fovea 
than the periphery and no mechanism for this was proposed.
In summary, the cortical area V I  is in topographic correspondence to the world. This 
mapping can at least approximately captured in terms of a logarithmic transformation 
between retinal eccentricity and cortical eccentricity. Despite this, there are a ntimber 
o f characteristics that do not fit this characterisation: the different representation of 
the vertical and horizontal, the upper and lower visual field, and the parameters used 
to fit the map are entirely arbitrary. Correlated input activity has been implicated in 
the fine tuning of these maps, and there exist a number of models that given correlated 
input activity, can form maps in topographic correspondence with the world. Despite 
this, all these models usually assume only local input activity (natural images have 
activity throughout the image), and although they can produce topograjihic mai>s, the
87
maps produced are usually identity functions not the approximate logarithmic maps as 
found in cortex. What is required is a theory that can use the input to recalibrate its 
representation and generates not an identity mapping, but one that is approximately 
logarithmic. This mapping should not be precisely logarithmic, but deviate from the 
exact logarithmic function in the way that has been observed empirically. The param­
eters of this function should also not be arbitrary, but in some form determined by 
the nature of the model. Lastly this model should be plausibly applied not just to 
isolated "events” as most topographic mapping models assume, but an input where all 
the input is active at any one time. The next section details a model that attemfits to 
answer these questions.
5.3 A model of the relationship between cortical rep­
resentation and input correlation
As well as the obvious topographic organisation o f the representation, it is obvious 
from the experimental data that the representation of the fovea is privileged. This 
location is functionally more important (i f  something is o f interest, it is fixated). It is 
also physiologicallj’ more important, with the amount o f cortex devoted to rei>resent.ing 
the fovea enormously greater than that devoted to representing eccentric locations. 
Therefore any theory that ignores the privileged nature of the representation of the 
fovea cannot possibly account for the function mapping from the world to \’ l becau.se 
experimentallj’, the mapping is so different at the fovea than at eccentric locations.
Another important factor to be taken into account is the implication of input cor­
relation in the formation of spatial representations. As seen in the previous chapter, 
an assumption that distances in psychologically inferred spatial representations are cal­
ibrated using input correlations produces reasonable predictions. This assumption of a 
correlation based metric has also has l>een seen to be inherent in the operat ion of many 
models of cortical map formations (Goodhill, 1992), and although these nunlels fail to 
account for the geometry of the representation, they provide reasonable (and testable) 
accounts of other mapping phenomena such as the development o f ocular dominance.
As argued previously, models simply using input correlation can account for the 
structure o f psychological space, but because no privileged status is given to the repre­
sentation to the fovea (or any location), it cannot possibly l>e used to understand the 
structure of cortical mafts. This suggests a very simple modification to the correlation 
based metric theory proposed in the previous chapter. Rather than using correlation
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to calibrate the representation o f the distance between any two arbitrary points, we 
propose that the representation of fovea is privileged, and that correlation is used to 
calibrate the represented distance of a given measurement from the fovea.
To be more specific, if is a neuron representing a measurement at the fovea,
and NotherLocation is a neuron representing another location, then in V I in the cortex, 
the neuron Nottür Location  is represented a distance from the fovea proportional to one 
minus the correlation o f the measurements made at these two locations:
Ek — correlution{Mk, A//) (5.1)
where Ek is the eccentricity o f the neuron k in cortical space, and A/* are the .set 
of measurements made by this location k, and A// is the set of measurements made 
at the fovea. I f  a scheme such as this was used, a measurements made l>\- a neuron 
that was highly correlated with measurements made at the fovea, then in cort ical sjjace 
the neuron making these measurement is represented as very close to the fovea. If 
alternatively the measurements made by a neuron have a very low correlation with 
measurements made of the fovea, then this neuron will be represented as far from the 
fovea. This therefore specifies a relationship between input correlation and the function 
relating eccentricity in the world to eccentricity in a representation and therefore a 
potential signal that could l>e u.sed to calibrate a visual representation.
This also constitutes at least a component o f a model o f the structure o f the repre­
sentation in V I. Although there is no algorithm to implement this mapping^, for a given 
input correlation structure, we can infer the form o f the function relat ing eccentricity in 
the world to representetl eccentricity in cortex. This model has the virtue o f simplicity. 
It also proposes a privileged status for the representation of the fovea and therefore 
has the potential to account for the observed maps. It works on the input correlations, 
and therefore is commensurate both with the psychological phenomena presented in 
the previous chapter, and the implied role o f input activity in cortical map formation. 
Lastly it is inherently very testable. Given the form o f input correlations as found in 
the world, the theory predicts the form o f the function mapping from world to cortical 
space. This function can then be compared to the empirically observe<l map and this 
is done in the next section.
*One is currently being developed using a probabilistic framework, m’here priors are exi>resse<l on 
the inter "hidden” unit correlations.
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5.4 Experiment 12: the spatial correlations of the world 
revisited
As in the previous chapter, the predictions of the model depend crucially on the spatial 
correlations in the world. This being so, we again sample from a set o f natural images, 
but this time the samples taken are larger, the exact set of images is different, and the 
ways we view the resulting correlation structure is different.
5.4.1 The images
The images again consisted o f a collection of pictures of natural scones intended to 
roughly mirror natural visual experience. The pictures were taken on a 35inin camera 
with a 50mm lens (unle.ss otherwise specified). The photographs were then digiti.sed 
using a Hewlett Packard Scanjet-plus at the 75 dpi setting. The central 25G by 250 
pixel region was then sampled and the gray levels normalised so that the lowest value 
was 1 and the largest was 256. No attempt was made to account for non linearities 
in the processing. This process was used to create the following 87 images, many of 
which were used in the experiments in the previous chapter;
• 15 images taken from the office environment (people, car parks, furniture, corridors 
etc).
• 15 images from a flat flood plain area (river scenes, fields, and country roads).
• 14 images taken within a city center (crowds, houses, shopping centers.).
• 14 images of plants and vegetation (heather, ro.ses, trees).
• 12 scenes from hills and mountainous countrj’side.
• 10 images of peoples faces (male and female).
• 4 pictures of animals in natural surroundings (a  bird, sheep, cats).
• 1 man made sculpture.
• 1 image o f a page of text.
• 1 view out to sea.
Esquivaient angles were calculated as in the previous chapter by taking a picture of 
a ruler at a distance of 1 meter, then digitising it w ith the other images. From this, it 
was calculated that 1° »  10.9 pixels.
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5.4.2 Finding the spatial correlation .
T h e  same technique was used to find the correlations as described in section 4.4.1. This 
consisted o f taking large number o f samples from the image set, and then using these to 
calculate the correlation of all points with the central pixel across all the samples. The 
main difference here is that the sample size chosen was not 64x64, but 128x128. By 
using this larger window size, not only can we estimate the correlations over a longer 
distance, but this naturally constrains the fixation point (the center o f the sample) to 
the center half of the image^. This larger sample size therefore prevents samples of 
the sky, the bottom corners o f the image, and other locations that are pro>>ably less 
representative of the image statistics as sampled by monkeys (and man).
5.4.3 The results: the correlation structure viewed in a differ­
ent way
Th is sampling and correlation calculation produces an estimate of the correlation of 
eccentric locations with the central location in a sample. This is similar to the correla­
tions found in the previous chapter except for the larger samples size. The physiological 
observations are expressed in terms of contours o f constant retinotopic eccent ricity i)lot- 
ted in cortical coordinates. To facilitate comparison with this experimental data, the 
correlations as measured can be used to plot what these contours would look like ac­
cording to the model (equation 5.1) and the measured correlation in the images. This 
is shown in Figure 5.3. Here the contours for seven different eccentricities are plotted 
as they would be if the cortex was organised in the manner proi)o.sed by the moilel 
(see figure legend).
5.4.4 What can be see from the correlations?
Even without quantitative measurements, two aspects o f the measured correlations, 
and hence the inferred mapping between retinotopic and cortical space, qualitatively 
match the experimentally measured maps. In Figure 5.3, each circle in ret.inotopic 
space has a radius that is a constant multiple larger than the last. The circles plotted 
in ” corticar’ space are not multiples further apart, but at least approximately constant 
shifts and this corresponds approximately to the experimentally observed logarithmic 
mapping. The circles also do not map to straight lines in "cortical’’ space but extend
*The central pixel of the sample or fixation point can only exist in the region x »  04 - 102. y< 
64 - 102, and therefore samples are only taken from the center o f the image
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Figure 5.3: The correlations as measured in the 87 image set but displayed in a manner 
that aids comparison of the model predictions and the empirically observed map in \ 'l 
of the Macaque. Along the x axis is plotted the angle from the center o f the sample 
with 0 degrees being the horizontal direction (east by compass direction), -fOO degrees 
being directly downwards (south), and -90 degrees being north. Along the y axis is 
plotted the value of 1-the correlation. The seven different lines then corresjiond to 
seven circles in retinotopic space as they would be seen in the simulated "cortex*’ , the 
first circle has a raditis of 0.7 degrees and the subsequent circles are each root 2 times 
greater in radius. I f the correlations measured in the world were i.sotropic, then these 
circles in retinotopic space would map to straight lines in this graph, Vmt since the 
correlation varies with angle, they are in fact far from straight lines. The correlation 
is plotted in this way because if it is true that eccentricity in cortex is jiroitortional to 
correlation, these lines will correspond to the contours oltservetl in cortex. This means 
that comparison with exr>erimcntal data is simplified.
further in the vertical direction than in the horizontal direction and this was observed 
in both the Van Essen and Tootle studies. In the next sections, it is attempted to turn 
these qualitative observations into quantitative results by comparing parameters f»f the 
inferred map with those measured in the physiological studies.
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5.5 Experiment 13; the parametric form of the func­
tion mapping from retinotopic to cortical space 
in both model and cortex
The relationship between eccentricity from the fovea in the world, and the represented 
distance from the fovea in the V I hits been explicitly modeled by two functions. Firstly, 
it is widely agreed that the function is approximately logarithmic (Schwartz, 1985; 
Schwartz, 1980; Tootell et ai, 1985). This suggests using a parametric logarithmic 
functions to fit the macaque data and this was done by Schwartz using a function of 
o f the form;
R  oc log (E  +  c) (0.2)
where R  is the distance from fovea in cortex, E is the eccentricity in retinotopic- 
coordinates, and c is an experimentally fitted constant. For the Macaque, this constant 
was found to be 0.3 (Schwartz, 1985). Mallot et al (1990,p247) argue that using power 
law functions of the form / ? « £ ’'* is more appropriate (fitting p). For the Macaque, 
Mallot et al found the best fitting value of r to be 0.43. Given the estimate o f the 
spatial correlations in the world, it is possible to find the best fitting parameters for 
the map implied by the model and this was done.
5.5.1 Finding the best fitting parametric fit to the correlations
To find the best fitting parameters to the function mapping retinal eccentricity to 
cortical eccentricity, the correlations in the vertical and horizontal directions were found. 
In the previous chapter, we used the observed variability in the correlations to weight 
this functional fitting, but since this was not done in either the Schwartz or the Mallot 
study, this was not done here. Instead the flexible function fitting capabilities o f the 
KaleidaGraph package were used to  find a minimum squared error fit o f functions of 
the form:
R  (X I — 4> =  rn\ log (E  4- c) +  m 2 
and
R  (X \p ■= m \E ^  m2
(5.3)
(5.4)
with m l and m2 being arbitrary parameters, and c and p being the i>aratneters 
found in the previous studies by Schwartz and Mallot. The gradient descent method
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Fit m l m2 c
horizontal 0.46 0.25 0.32 0.0004
vertical 0.35 0.22 0.25 0.002
Table 5.1: The logarithmic function fit to a vertical and horizontal slice through the 
correlations. This is an extremely good fit to the empirical data where c is estimated 
to be 0.3, especially as the log fit to the empirical data is much better to the horizontal 
meridian (see Figure 1 in Schwartz (1985)).
used by KaleidaGraph was started at a number o f different start locations insuring local 
minima were not a problem. The best fitting parameters together with the machine 
generated chi^ were then recorded.
Figure 5.4: A  plot o f correlation versus eccentricity for the vertical and horizontal 
direction. The line through the data is a log( E + c  ) fit to the correlations. This 
line faithfully captures the trend in the data with c =  0.32 for the horizontal slice. 
Schwartz (1985) fitted a logarithmic function to the relationship between eccentricity 
and cortical distance and found a Figure o f c=  0.3 for macaque. This fit together with 
a power law fit to the model (see text), are very close to those found emi)irically by 
Schwartz (1985) and Mallot (1990).
The result o f logarithmic law fit as proposed by Schwartz is shown in Figure 5.4 
with the parameters being given in Table 5.1. As can be seen the fit is excellent with 
the fit in the horizontal direction, giving a value o f c/it  ^ o f 0.0004, and in the vertical 
direction 0.002. The best fitting value o f c was found to be 0.32 for the horizontal
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direction and this is extremely close to the value inferred from physiology by Schwartz 
of 0.3. For the logarithmic function fit, the model and experimental results are in very
close agreement.
A  power law fit o f the form E " was also made to compare to the fit for the macaque 
given by Mallot (1990). Again the fit was very good to the data w ith the best estimate 
of p being 0.42 for the horizontal and p =  0.46 for the vertical (compared to p=0.43 
found empirically by Mallot et al (1990)). In conclusion, the form of the function 
inferred from the model (approximately logarithmic), fits that found experimentally very 
well. Not only this, but parameters that were completely arbitrary under the previous 
models are also fitted reasonably and certainly within the realms o f  experimental error.
5.5.2 The different representation of the two meridians in model 
and experiment
One aspect o f the experimentally inferred maps that has caused a lot of controversy 
is that in the maps measured in cortex, the representation for vertical and horizontal 
is different (see Figures 5.1 and 5.2). This on the surface seems awkward for the 
interpretation given by Schwartz that the maps are conformal a.s such shears in a map, 
as pointed out by Tootel et al (1982) is not conformal. To explain such effects, it is 
proposed that this is cau.sed by the ocular dominance stripes being interlaced in this 
direction.
This slightly ad hoc explanation is not required in the correlation calibration frame­
work. As can be readily seen in figure 5.3, the map as generated from correlation would 
also represent the two meridians differently. O f interest then is whether the ratio of 
represented length in the vertical to horizontal direction generated by the morlel is sim­
ilar to that found in cortex. Schwartz (1985) states that the ratio of the represented 
length o f the vertical meridian is longer than the horizontal meridian by a ratio of 
1.25. Using the correlations shown in Figure 5.3, the ratio o f the represente<l distance 
in the vertical and horizontal directions was calculated for circles o f 5 eccentricities. 
The results are given in table 5.2. As can be seen, the ratio that wottld be oViserved 
(if the image set used is representative) from the model is roughly 1.23. This again 
is very close to that found empirically o f 1.25. Note also, that although it is a small 
effect, the circles in Figure 5.3 extend further in the upward direction (-90), than in 
the downward direction (+90 ). This again corresponds to an anisotropy ol>served by 
Van Essen et al in the experimental data where they observetl that the representat ion 
of upper meridian is represcntetl as further away than the lower meriilian.
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Table 5.2: The ratio of the represented distance in the vertical and horizontal direction 
as predicted by the model. The average value found was 1.23, this compares very well 
with the empirically measured value o f 1.25 (Schwartzl985).
5.5.3 The within species variability of the representation
The last aspect o f  the representation that can be looked at is the variability between 
different macaque monkeys. The initial data was based on the intensive study of a single 
monkey. In addition, a number of other monkeys were studied in less detail. .Although 
each monkey showed little variation between represehtations o f the two hemispheres, 
there was large variation between monkeys (see Figure 5.5). The estimated location 
of the represented points for 2.5“ , 5“ , 10°, 20“ , and 40“ eccentricity was plotted. The 
spread of these w'as approximately constant (see Figure 5.5). This will cause problems 
for networks where the topographic mapping is induced by the local interaction. In 
such a scheme it would be expected that the variability would increase through the 
representation (Th at is, it would be cumulative). For the system proposed where the 
measure is not local, the form of variability is simply explained as a constant variat ion 
in the estimate o f  the correlation. As seen in chapter 4, this leads to a variability in 
real space proportional to the distance, and therefore a constant error in the logarithm 
of the distance.
5.6 Discussion
5.6.1 V I as a representation optimised for active sampling from 
the world
The simplest way mapping between the world and cortical coordinates would l>e an 
identity mapping, but very obviously this is not the case for the mapping found in
OG
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Figure 5.5: The variability in the representation o f different eccentricities a.s found by 
Van Essen (1985). Note that the scatter for each eccentricity i.s approximately equal 
for all eccentricities.
V I. Why? As described earlier, Schwartz proposed that the mapping wa.s a conformal 
complex logarithmic mapping and argued against the reliability o f evidence against this 
proposal. The reason for this was his elegant proposal that a complex logarithmic- 
mapping gives good invariance properties. I f  a given object was fixated in the center, 
then if the object changed size (because for instance it moved nearer of further away), 
then in cortical representation this would correspond to a simple shift in cortical co­
ordinates. This converting a desired invariance to change in size to a simple cortical 
transformation w-as proposed to make invariant recognition much simpler.
Whilst it is true that the complex logarithmic mapping will map size changes of 
centrally fixated objects to shifts, as an explanation of the form o f repre.sentation, this 
has many problems. Firstly, if the object is not quite centrally fixated, then a size 
transformation causes a very different representation to result. The map as observed 
is also not pure complex logarithmic, apart from the different representations of the 
vertical and horizontal meridians, the map in V I is different for the upper and lower 
visual field and it is very difficult to interpret this in terms o f Schwartz’s proposal. 
Lastly, it is far from clear why recognition o f a shifted representation is any easier than 
the recognition o f an expanded object. I f  this is not easier, then the whole justification 
of Schwartz’s proposal seems suspect.
The observation that cortical representation scales with input correlation suggests 
a much simpler interpretation. In an animal that actively fixates its environment, the 
fixated point is o f far more interest than eccentric locations. Despite this, the identifi­
cation o f a fixated location is often aided by local context and information about more 
eccentric measurements made form the fixated object. When viewing a single object, 
rather than an image o f the whole scene, what would often V>e more useful would be 
a representation o f just this object, excluding all other locat ions. Unfortunately ol>-
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jects vary greatly in size, and a representation that was appropriate for small objects 
would be useless for fixating larger objects (or at least require far more fixations). As 
a compromise, we could devote representational power to eccentric locations that was 
proportional to the average chance that they were relevant to the identification o f the 
fixated object. Although not always true, a single object will often have similar charac­
teristics, and therefore the correlation of eccentric characteristics gives an approximate 
estimate of, on average, how relevant a measurement made eccentrically is relevant to 
the identification o f the centrally fixated object. It is therefore proposed that the rejv 
resentation in V I  is therefore organised approximately logarithmic simply becau.se we 
want to devote more representational power to the point o f fixation, but still repre.sent 
eccentric locations as they often come from the same object and therefore aid identifi­
cation o f this object. The correlation of these two measurements gives some indication 
of how' often these two measurements are made from the .same ’’ object".
5.6.2 Conclusion
The preceding chapter included an investigation o f the possibility that correlation with 
the fovea is used to calibrate the early cortical representations o f space. The following 
were proposed:
• In a system that actively foveates the world, what is of interest ami therefore 
represented are measurements relating to the fovea.
• One way to estimate the average relevance o f a measurement in the perij>hery to 
measurements for the fovea is to find the correlation between the two measure­
ments.
• The relevance as measured by correlation can be used as a metric for organising 
the representation. Highly relevant measurements are represented close to the 
fovea while irrelevant ones are represented as far awaj*.
• The correlations were measured from a large number o f images, and the form of 
the representation for these scenes is calculated given that the proi>o.seil model is 
true.
• A  qualitative comparison o f the model to the functional geometry o f the macaque 
striate cortex shows a very good match. M ost importantly, not only the form 
o f the relationship between eccentricity and represented distance, but alsr> the
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parameters match. The ratio of horizontal to vertical meridians also matches 
that found in cortex.
Previous proposals for the formation o f topographic maps have been of two tj'pes. 
Some concentrate on the development o f the map, and have avoided the problem that 
the map has a different topology from that of the input. Others such as Schwartz 
(1980) have concentrated on the computational advantages given by a complex loga­
rithmic representation, whilst not concentrating on either the non-conformal nature of 
the representation, or how the representation is formed. The model presented here has 
many of the advantages of both approaches in that, the mechanism is sufficiently sim­
ilar to those previously proposed so as to possibly have implementations using simple 
biological mechanism. It also gives a reason for the form of the representation, not 
that scale relationships are treated as shifts, but that when sj mpling from the workl, 
what is o f interest is what is foveated. This simple assumption gives accurate quan­
titative predictions o f the form o f representation, providing evidence in favour of this 
interpretation.
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Chapter 6
The estimation o f posterior 
probability o f interpretations using 
phase coherence in neural networks
Summary
As well as inter-layer connections, the visual cortex has a large number of 
intra-layer connections. It is proposed that the purpose of these connections 
is to represent a probabilistic model o f previous experience, with the B oltz­
mann machine learning algorithm being one method o f con.structing s>ich a 
model. A model of this form has a number of potential uses. It can be 
used to find out how probable a particular interpretation o f an input was 
in the light of previous experience. It can be also u.sed to find aspects of 
the signal that do not correspond to the model, and if the input as a whole 
was probable, then the model can be used to ’’ correct” these exceptions.
In a model such as the Boltzmann machine, one quantity of great importance 
is the energj- o f a given state (combinations of features). This quantity is 
proportional to the log o f the probability of the state, and is t herefore useful 
for conveying a states probability to later levels. It can also l>e tise<l whilst 
searching to determine whether a good state has been founrl yet, and to 
assess whether the model is for this particular input.
Here it is argued that if a network is constructed out o f biologically realistic 
spiking neurons, which can communicate both via a firing rate and by using 
the timing of the spikes, then there is a simple relationship between the 
coherence in the spiking times and the energy o f the state. Computational 
experiments arc presentetl allowing a regular relationship between spike train
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coherence and the energy o f the state o f the network. This result means that 
an estimate o f the probability of a state of a network can be assessed within 
the second spike transmitted by a neuron (in the case studied here). This 
it is argued give an alternative explanation to the observed phase locking 
behavior observed in cortex (Singer, 1990). The degree o f phase locking 
between units is not used to  link features, but used to communicate the 
probability of an interpretation of an input to later levels. In conclusion 
it is argued that given an indirect estimate o f the energy of a network 
state, this can be used to communicate the probability o f an interpretation, 
control the temperature if a simulated annealing type search method is u.sed, 
and moderate the application of the model to the data dependent on how 
appropriate the prior is to the data.
6.1 Introduction
The most widespread framework for understanding the operation of recurrently con­
nected neural networks is that o f  the Hopfield network. Implicitly the role of such 
networks is that of auto-association. In auto-association, previous knowlwlge of the 
input is represented as a number o f  memories and the role of such a network is, given 
an input, to find the previous memory that is closest to the given ini)ut. Much o f 
the within area connectivity of the brain is recurrent: a given neuron is connected to 
other neurons, which are in turn connected back to the original neuron. The archi­
tectural similarities of this to the Hopfield network could possibly suggest the role o f 
auto-association for these connections (as for instance in (Am it, 1989)).
As well as the auto-a.ssociative model prevalent in research on recurrent neural 
networks, there is another framework that uses a recurrent architecture. Here the role 
is not the storing o f memories, but that o f modeling the probability distribution o f 
the input. This model can be used to regularise an input: if given an image which is 
ambiguous in its interpretation, the model can be used to choose the most probable 
amongst the many interpretations. Whilst understanding the computation o f areas such 
as the hippocampus, modeling in terms of the storage o f memories may be ajipropriate, 
it is argued here that in low-level vision, forming and using a probabilistic model o f 
the the input is much more relevant operation than the storing o f a limited number o f 
memories (whatever these would be  in the case of low-level vision).
Such probabilistic models can be implemented using a recurrent architecture of the
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same form as the Hopfield model such as the Boltzmann machine, but this is not with­
out problems. In a system with many potential sources o f information as to the state of 
the world, we have have not only to convey the most probable state o f the world, but 
also need to label the particular interpretation as to how probable it is. The Boltzmann 
machine provides a mechanism for doing so (it  signals all possible interpretations with 
the probability that a given state is signaled being directly proportional to the proba­
bility o f that state given the model), but this method is unfeasibly slow as a metaphor 
for the operation o f a biological system. Also, if the model is to be used to ’’ correct*' 
an input, we first must in some way check that there is previous experience appropriate 
to such situations. I f the input is very improbable under the model, then this indicates 
that it is unlike the data that was used in forming the model, and therefore will not 
be o f much use in correcting the input. One method o f avoiding such problems is to 
only use the model to correct an input if the input was probable under the model.
Lastly, unlike in the traditional auto-associative role where the the memories are 
stored in terms of local minima of the energ>' function (see later), in the probability 
distribution modeling framework of the Boltzmann machine, local minima are not of 
interest because we would like to signal the most probably interpretation and not just 
a local minima. Therefore some method to avoid the w’orst minima is required. This 
avoiding of most local minima is difficult even in computer vision applications of such 
models, and for such models to be plausible as biological metaphors, .some method has 
to be found to avoid the worst o f the local minima.
The next two chapters address p>otential solutions to these problems. The main 
thesis o f this chapter is that partial solutions for the above problems can be found if at 
any given state, w'e have some indirect estimate o f the probability o f the current slate. It 
is proposed that if instead of the simple probabilistically firing neurons o f the standard 
Hopfield and Boltzmann machine networks, we use more biologically accurate neuronal 
approximations, then computational experiments can show that in the configurations 
studied, the probability of the current network state is directly represented in the 
entropy o f the spike emission times (a measure o f spike time coherence or degree of 
phase locking). A measure of the probability o f a given state in this form can then be 
used to signal this probability in a usable form to later levels, moderate the application 
of the model, and possibly control the application of the model.
The rest o f this chapter has the following structure: the Ilopfield network is de­
scribed together with reasons why this is not a practical framework for motleling low- 
level vision. The alternative framework o f forming and using a probabilistic model is
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then discussed together with its advantages. The Boltzmann machine, a neural network 
that forms probabilistic models using an architecture almost identical to that o f the 
Hopfield is described. Some o f the the problems in using such as system when there 
is not enough time to observe the outputs over a long period o f time (as would be 
the case in a biological system), are discussed. Computational experiments are then 
performed showing how the energy of a given state (described later), and hence its 
relative probability, can be found in simple cases by just measuring the degree o f co­
herence in the spike trains between the different neurons. The discussion then argues 
that a measurement in this form is very useful in a biological system to communicate 
the confidence in a solution to later levels, to control the ’’ temperature” u.sed when 
performing search, and in choosing how strongly to apply the model to the <lata.
6.2 Hopfield networks
Hopfield’s finding that a network o f simple idealised neurons, symmetrically connected 
can operate as an auto-associative memory (Hopfield, 1982) has been tremendously 
influential. This network consists o f a large number o f binary thre.shold units each 
connected both to the outside world and to all other units via real valued weights. The 
operation o f this sy.stem then ju.st consists of randomly choosing a unit and rei-alculat ing 
its input:
/j — ^ ! ^ij^ j "h Vi (0 .1)
Where is the output state o f unit i, Wa =  tCj, are the symmetrical weights 
between units, B is the threshold o f the unit, and r? is the external input from the 
outside world. The output is then updated either deterministically: 
if /< >  0 then 5* =  1 else S* =  0 
or stochastically:
P{Si =  1) =  1 -  P{Si =  - lo rO ) =
1
( 0 .2 )
(1 -f e x p -/ j/ T )
This is a potentially interesting procedure because, using methods from statistical 
physics, for any state of the network (combination of individual units states), an energy 
(E ) can be associated with that state:
E =  —-  53 S (0.3)
i
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For the deterministic network (one where the output is determined purely on whether 
the input sum is above 0), the dynamics always leave the energy the same or reduce 
it. For the stochastic network, the probability o f being in any state at equilibrium 
is proportional to e x p -E / T . This means that if the weights, thresholds, and inputs 
from the outside world can be set to values that make E an important quantity for 
the system to reduce, this architecture can be used to combine information from the
outside world and the model in a principled way.
In the Hopfield network, the energy is used in the following way. We have some 
’’ memories” which consist o f a number k, o f binary valued vectors M (either having 
values of +1,-1 or 1,0) of length N. I f  the weights are then set to <  Mi, M j >  where the 
expectation is over all the memories, then if the network size (N ) is large, the patterns 
are nearly orthogonal, and the number o f memories (k) is small, then these memories 
become local minima in the energy function of the network and hence stable points in 
the network dynamics (for a very much more detailed account see (.Aniit, 1989)). This 
means that if the state of the the network is initialised with an input from the world, 
then the dynamics will change the system until it is in one o f these memory states. 
Often this state will also be the nearest memory state to the input (but especially m 
small networks, this is certainly not always the case). This means that the network 
can act as an auto-as.sociative memory.
This ability to assign an energj' function to any state o f the net has allowed the 
techniques of statistical mechanics to be applied. This has made the Ilopfield auto- 
associative network one of the best understood analytically. This analytic tractability 
has allowed detailed studies of the storage capacity (Gardner, 1987), the effects o f noise, 
and modifications that extend the biological plausibility o f these admittedly simple 
models (Amit, 1989). Despite this, the practical applications o f such nuidels have been 
extremely limited, as has its use as a biological model.
This has primarily l>een for two different reasons. Firstly, as an aiito-aasociative 
memory, the Hopfield prescription is not very good. The storage capacity of these 
networks is very lim ited at about 0.14 times the numl>er o f units in a fully connected 
system, and this is only true when the network size is very big. When run at anything 
other than an optimal temperature ‘ , a large number of "spurious” attractors are present
>In a system run with no noise (called zero temperature), m  well aa the memories, a numbw 
of non-memories become sUble states of the network. If run at high noise (or high temperature), 
many of the memorie« cease to be stable. The finding of the correct level of noise in a system is 
difficult, especially as experience o f the author with non infinite sized nets indicates that often the 
"optimal” temperature found empirically is different from that given analytically.
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as the memories. These correspond to combinations of various memories. Although 
these are potentially useful, in the auto-associative framework these can only be viewed 
as spurious ((A m it, 1989) p 199). Even this limited storage capacity relies on the 
memories being completely uncorrelated. Very few interesting data sets consist of data 
with no internal correlational structure, and even such simple regularities as the average 
chance o f a bit being true not being 50% can cause problems.
The second and more fundamental problem is that for the majority o f problems, 
including that o f modeling low-level vision, auto-association is not a useful operation. 
Expressing all previous knowledge of the world in terms of a limited number of ” memo­
ries” , then replacing any signal encountered in the world with one o f them is not a good 
metaphor for perceptual processing. Given an input unlike any previously encountered, 
the resulting output is going to be an arbitrary previous memory, and if the input 
is unlike anything in previous experienced, then the system will convey essentially no 
information about the input.
Again we have problems when we encounter an input similar to two different store<l 
patterns. The most sensible approach would seem to be to use information on the 
similarities to both patterns in order to decide what to do with the input. This is not 
the behavior prescribed by the auto-associative paradigm. In this we find the closest 
pattern and just signal this: all knowledge gained by its similarity to other stored 
memories is lost. If the input is equally close to two patterns, information from l)oth 
should be used in restoring the input, and signaling one o f the memories arbitrarily is 
not sensible. The relationship between individual features and more local structure is 
important, not just the actual memories that we find this structure from.
6.2.1 Régularisation theory.
An alternative method of using knowledge of previous inputs that has provetl of far 
more practical value is statistical régularisation. In many perceptual problems (eg 
deconvolution, shape from shading, shape from texture), the problem is ill posed, the 
information in any particular input is insufficient to determine a solution unicjuelj . To 
solve these problems additional prior information about the world is userl and this prior 
information or preference for some solutions over others is known as a regulariser(Poggio 
et of., 1985). Usually this model or prior is analytically defined, for example that the 
world is on average smooth (Horn & Schunck, 1981): it has a Imtindeil aiul limite<l
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differential^. Alternatively our model may be based on previous experience o f the 
relationships between the measured variables in low noise cases. If we measured images 
in very favorable situations, and were certain that our measurements were correct, then 
based on a large amount o f experience o f this low noise data, we can form a model of 
the characteristics o f accurate signals. I f  later, measurements are made in much worse 
conditions, then this knowledge o f good solutions can be useful.
This model can then used in the interpretation o f measurements which either have 
uncertainty, or where there are many possible interpretations of these measurements. 
This can be done by choosing out o f the many possible potential .solutions, t he one that 
is most compatible with our model. Consider the case o f di.stance estimates obtained 
from an analysis o f stereo information. Often stereo only gives information as to the 
depth at a very few locations within an image, but sometimes, as when a surface is 
clearly textured, depth information is available through out an image of an ol)ject. If 
in all the cases where we have a information as to  the depth throughout, the image, 
we find that the depth varies smoothly, we can use this fact to infer that the depth 
will also vary smoothly in the cases where we only have limited depth information. By 
assuming smooth variation of depth between the sparse points, we can t.herefore infer 
probable depths for all the locations where there is in fact no data as to the depth: 
the model can be u.sed to infer the state of the unmeasured world.
Consider another case where we have noisy pixel intensity estimates. This time, 
when the pixel intensity was measured in known low  noise cases (usually when we have 
bright illumination), say we found that the local intensity varies only slowly within 
the image. W ith a noisy image, at least some noise can V>e removed by changing the 
estimated local intensity so as to force the local intensity to vary slowly as well. This 
means as well as l>eing able to infer un.seen measurements, a inoflel can be u.sed to 
remove noise.
Often the prior model is combined with a method so that no regulari.sation occurs 
where parts of the prior model are incompatible with a particular inj>ut (if the rég­
ulariser is that the world is smooth but the data says that there i.s a discontinuitj 
at a particular location then don’t smooth over that discontinuity (see (Terzopoulos, 
1986),(Terzopoulos, 1988), (Geman Geman, 1984)). Techniques base<l on régularisa­
tion have become widespread both in image reconstruction and in the computer vision
>This ia a mathematical way of saying that we believe that the world 1« nmootli. The differential 
meaauree how quickly eomething is chMging, and if sonjething changes in a diarontimiity, then the 
differential will be infinite. By stating that we will only except interpretations where the differential 
is finite, we rule out all interpretations that include discontinuities and are therefore smooth
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literature (Poggio et aJ., 1985).
6.3 Régularisation as probabilistic inference
As well as acting as an auto-associative memory, the Hopfield architecture can be used 
to perform régularisation (Hinton è¿ Sejnowski, 1983). To do this, we need both a 
method to represent a model o f the world, and a means to combine this model wit.h 
the input. One way we can view this is problem is probabilistically. I f  the world is 
represented in terms o f the state of a number of binary features, then a model o f the 
probability o f every possible combination o f feature states also constitutes a model of 
the world. I f  then as input, we get estimates of the probability o f each individual 
features being present in the world, then we can combine the model and the input 
just using the laws of probability: the probability o f any given combination of feattires 
is the probability of a combination o f features given by the model nmltiplied by the 
probability o f this combination based on the input.
Conceptually, this framework of assigning a probability to every combination of 
features based both on the its prior probability and the evidence for the features from 
the measured world allows both desired forms of régularisation. I f  we art* certain of 
the state o f a few o f the variables, the model can be used to infer the most probaVde 
state o f the other variables. I f  we have uncertain knowledge of the states o f all the 
variables, the model can be used to estimate the most likely combination or state of 
these variables. Despite this, if we have a number o f binary features N, the number 
of possible combinations of variables the we have to assign a prior probability to is 
2^ .^ For even small visual problems, this is an unrealistic number to explicitly assign 
probabilities to, let alone to exhaustively search through. It is in this role o f assigning 
probabilities to combinations o f features, and searching for highly probable ci)mbinations 
that the Hopfield model can be of use.
6.4 Hopfield type networks for probabilistic régular­
isation
The process of probabilistic régularisation requires that a probability can be assigned 
to every combination features. This probability then has to be multiplied by the 
probability o f this combination given an input (consisting of measurements o f t he world). 
Lastly we need a mechanism for finding probable combinations given both the model
107
and the input. The next section describes how this can all be done using the Hopfield 
network by using a different specification o f the weights, and a different interpretation 
of its dynamics.
6.4.1 The Boltzmann machine learning algorithm: a method 
for learning a model of the world
The key to implementing probabilistic inference using the Hopfield network lies in the 
fact that when the update rule is not deterministic but probabilistic, then the network 
at equilibrium does not settle to a single state. Instead the probability of a given state 
(combination of features being true or false) conforms to a Boltzmann distribution 
where the probability of a given state is proportional to exp —E/T wliere E is the 
energy o f the state (equation 6.3), and T  is the temperature, a measure of the noise in 
the system (Hopfield, 1982). As can be seen from equation 6.3, the energy of the state 
is dep>endent on the weights and thresholds of the system. By manii)ulating the.se we 
can change the energies o f all the feature combinations. By changing the weights in 
the network until the probability o f each state o f the network corresponds as closely as 
possible to the probability of the state being observed in the world, the network can 
be seen to be a model o f the probability of each possible comVjination of features. How 
then do we find weights and thresholds that will make the probability of a st.ate in the 
model correspond as clo.sely as possible to that observed in the world? One method 
that does this is the Boltzmann machine learning algorithm (Ackley et al., 1985).
A  measure of the difference between the observed probability distribution of states 
P ( S ) in the world (where S is one configuration o f output values for the feature 
detectors/neurons Si, and the probability distribution o f inherent in the ino<lel P ( S ) 
is the Kulback Leiber distance:
G  =  Y . s  P ( S ) \ o g ( P ( S ) / P { S ' ) )
To find a good model, one method is to perform gradient descent in the measure 
G. To perform gradient descent in G is at least in theory simple. To do this we 
make measurements for the world in low noise situations and run the system twice. 
Firstly we set the outputs o f the neurons in the network to their measured values ami 
run the system to equilibrium using the Hopfield dynamics but with a probabilist ic 
update rule (equation 6.2).. A t equilibrium, we then collect statistics of the pair-wise 
correlations between the units: P(5<, S^). Tliis process is then repeated but this tim e 
without freezing the the activity o f the units representing measurements from the world. 
Again we collect the pair-wise correlations P'(5<,5^). I f  now the inter tinil weights are
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upxlated by an amount proportional to P {S i,S j)  — P '{S i,S j)  then this will perform 
gradient descent in G. Barring local minima this will eventually result in a model of 
the world as close as possible to that observed. Therefore if we have access to a large 
number of measurements from the world that we trust, we can use this algorithm to 
set the weights in a Hopfield network so that the probability of any given combination 
o f variables matches as closely to that observed in the world. The Boltzmann machine 
algorithm also works with "hidden” units, neurons involved in the dynamics but not 
directly associated with measurements from the world. Given enough hidden units, 
enough time, and enough samples from the world, it is potentially i>ossible to model 
any probability distribution*.
6.4.2 Using the Hopfield dynamics to combine a model with 
mezisurements from the world
Having a model o f the world inherent in the network provides half the .solution to 
performing régularisation. We also need to combine this model with measurements from 
the world, and to find the most probable solution. The desired behavior is that the 
probability of a state is just the probability of that state given our model o f the world 
/ V » o r (5 )  multiplied by the probability of it being generated given the measurements 
from the world /’worid(5) giving out final estimate o f the states probabili 'y  P [KiMerior {sy.
P p o .te r io r (5 ) OC P p r io r (5 ). Pworld ( 5 )  (C - * )
OC e "® ' ’' ‘* ' ‘ ^ ^ P w o r ld (5 )
g“ p^ri«r('5) (G.C)
QÇ (G. < )
This translates to adding a term to the energy o f the network, representing the prior, 
so that the probabilities as determined by the new energy are equal to the i>osterior 
probability: that is the prior multiplied by the measured probability.
Given weights as set by a network such as the Boltzmann machine, estimates o f the 
probability o f the presence of features from the world (and hence an external inptjt of 
T), and with the network initialised in a random state, the standard Hopfield dynamics 
are given a new interpretation. Since the dynamics always reduce (or leave constant)
*Fbr awkward probability distribution! with large number* of \mrlable«, the time till the end of 
the univeree may be a problem for such a direct approach.
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the energy, the system will always move to more probable interpretations: the Hopfielcl 
model can act as a probabilistic régulariser.
In this way of viewing the Hopfield net, the previous inputs are viewed not as 
memories but as information to estimate the input probability distribution. The role 
is not to recall a single memory, but to use all o f the previous experience to regularise 
the input. This provides a powerful framework for understanding recurrent nets.
6.5 Problems of the régularisation framework
Under the interpretation of the Hopfield net as a statistical régulariser, some of the 
old problems disappear. In the Hopfield network, there is the a .severe problem o f 
memory over load. I f  we attempt to store more patterns than the limited capacity 
of the network, then the network instantly ceases to operate as an auto-a.ssociative 
memory: the so called palimpset catastrophe. This problem can he seen as a virtue 
in the régularisation framework. The memories generated in the auto- as.sociation are 
generated from a random distribution. When enough samples have been .seen so as 
to ascertain this, the correct behavior is to have no attractors (since because they are 
random, there are no more probable interpretations. Therefore the failure of t he network 
to act as an auto-associative memory signals that it has ascertained the underlying 
statistical structure in the input: a virtue not a limitation. The '’ spurious" minima 
also cease to be a problem and can be seen as well motivated generalisations from 
the input statistics (MacKay, 1991b), and correlated non random inputs become u.seful 
rather than things to be avoided. Unfortunately these are replaced by three problems 
all relating to the relationship o f the prior to the input.
6.5.1 Labeling the probability of an interpretation
In the "memory" formalism, all terminal attractors are assumed to he memories and 
therefore of equal status with no need to label the output as good or had. In the 
régularisation framework, an output may be the most likely interpretation, hut hecatise 
the input is incompatible with the prior model, it may still be improbable, and the 
output should be contrasted with cases where the input is compatible with previous ex­
perience. The régularisation framework gives an explicit expression for the log posterior 
probability o f a state S:
log p^aMDrk>r(‘^ ) OC ~ ^ w o r i d i ' S ' ) (0 .8 )
no
the log of the probability of an interpretation, given evidence from the world and 
the prior model o f the world, is proportional to the network state’s total energy-. If 
the régularisation interpretation is used the probability (or estimate o f it) needs to 
be know. This is especially true if the network’s output is to be integrated with the 
outputs from more and less reliable networks.
Avoiding local minima
Secondly in the memorisation framework, it is the energj' local minima that arc of 
interest (these correspond to the memories). In the regularisation framework, where 
energy is directly related to the probability o f interpretation, global minima are desired. 
Finding these is not generally po&sible in any realistic time and the global minimum 
for the given input is not required to make this system u.seful, but some technique to 
remove the worst o f the local minima is required.
One minima avoidance heuristic is not to use the Hopfield dynamics at zero tem­
perature, but use initiall}’ use a finite temperature (T ) to search with. Because 
P {S )  oc exp (—E /T ), when T  is very large, all states are of near equivalent proba­
bility and there are no local minima. By slowly lowering the temperature, a proce.ss 
called simulated annealing, we can in theory avoid the worse local minima (given a lot 
o f time (Geman Geman, 1984)), and hence find solutions of high probability. This 
still leaves us the problem o f choosing an appropriate temperature. This annealing can 
be speeded up if there are no hidden units in the system, by the so called mean field 
annealing. Here, instead of each unit firing on or off, each unit outputs a number 
between 0 and one ba.sed on its expected output (Sj =  1/(1 -f exp (/ )) not 1 or 0). 
I f  there are no hidden uniLs, the approximation is exact with the minima o f a search 
based on the expected values being the same as that for the stochastic search. This 
can speed up the search by an order o f magnitude.
One important difference from standard simulated annealing is that for regulari.sa- 
tion, we wish to anneal only the model energy component based on the model. The 
energy component from the measurements has no local minima, and annealing this term 
would only add needless noise to it and hence slow the search. Instead it is better to 
only anneal the non-convex prior:
^ p « l . r l o r ( 5 )  OC (G.9)
This still leaves the two problems for these methods: some means is needed to select 
an appropriate temperature at any given time, and and some method is required to
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communicate this temperature to the neurons.
6.5.2 Regularising only if the model is appropriate
Lastly, no matter how good the model is, there will be inputs that are new or different 
from previous experience. This is esp>ecially true is the model is simple. If we are 
confident of the data, but this data is incompatible with our model, then this indicates 
that the model is inappropriate for this data. Practical experience with regularisers 
has shown that when an input is presented that is very improbable under the model, 
but we are confident of the input, then that input should not be regularised since the 
result will tell you a lot aV>out the model but little aVjout the actual input. In the 
literature there are examples of methods to detect incompatibilities with the model 
and therefore prevent its application. Geman and Geman ((Geman ¿c Geman, 1984)) 
use a simple model that states that nearby pixels are usually similar, but include a 
method for detecting areas in the image where this is not true (line proces.ses) and u.se 
these to swdtch o ff the application of the model at these points. Terzopoulos (1980) ) 
has a model that the depth of objects can be well approximated by smoothing splines, 
but again also has a method to detect where this model in inappropriate and therefore 
to not apply the model.
The probabilistic frame work can provide an alternative way of doing this. One 
measure of how appropriate the model is to the data is the probability of the currently 
estimated best state given just the model: f^nodei(*5)- I f  this is low, then it is probable 
that the model is inappropriate for this data. Since T  controls the relative contribution 
of the model and the data to the final probability, only if /’modci(-S’) is high should we 
anneal to the T = l .  By controlling the final temperature based on a measure of the 
compatibility of the model to the data, we can avoid applying inappropriate models to 
the data. For this to be achieved, we need some measure accessible to all the neurons of 
^mod.i(‘5) or equivalently E'modei(-S’) of the current state. For computer implementations 
this is easy, for a biological model it is not so obvious how this would be achieve«!.
6.6 Experiment 14
The preceding part o f this chapter has argued that for regtilarisation, it is imp«>rtant to 
know the probability o f a state or equivalently its energy. The aim o f next experiment 
is to show that in a biologically plausible system constructed o f spiking neurons, the 
energy o f the system is «lirectly represented in the temporal characteristics o f the units'
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output spikes. Specifically, if a network is in a low energy state and hence all firing 
neurons are connected via strong positive connections, the the neurons will tend to all 
fire at the same time: they will be phase locked. I f the system is in a low energy state, 
with the neurons not connected strongly, the firing times will be essentially random. A 
measure o f this phase locking (the amount of synchrony in the firing) can therefore be 
used as a measure of the systems energy.
6.6.1 Method
Architecture
In studying the effects o f the energj' on the degree of phase-locking, we have two effects 
that confuse the results. Firstly when being modified by the Hopfield dynamics, the 
energy of the network is constantly changing with each unit update. This effect can be 
removed by assuming units are either o ff or “clamped” strongly on. Since units that 
are off have no effect on the system^, we need only simulate those units that are active. 
Here we model 100 such units which we assume are very probable given measurements 
from the world (they have large rj, see equation ??), so that they are frozen on.
A second problem is that in cortex, the dynamics o f the excitatory and inhibitory 
systems are very different having different time scales. To remove this complication, 
only the effect of the excitatory units was modeled (positive weights). This was justified 
partly because the time constants for the effects of the inhibitory system are longer, 
making them less significant to the phase responses o f the cells Al.so the structtire 
and connectivity of the cortex makes it likely that the second order statistics of the 
inputs are stored in terms of these excitatory connections, the inhibitory connections 
storing the first order statistics (a sort o f local automatic gain control, see chapter 7, 
also (Am it et al., 1987)). This is because the excitatory system both contains far more 
connections, and is much more specific in its connectivity. Since we are only interest(*d 
in the model of second order statistics, only the excitatory system was modeU*d.
Since the input from the world (coming from the r7 terms) is constant: the units 
were "clamped’ external input to each modeled unit was constant and all units stiulied 
were on, the only variable contribution to the energy o f the system state is the size of 
the lateral weights, those contributing to the prior energ}' component which eqtials:
^modd =  ~  2 ^ijSiSj
*In a ■ystem with a 0-1 representation
‘ The Gaba^ receptor, one of the receptors responsible for cell inhibition, is still offertivc aftiM- 
100ms, not a good signal to coordinate locking on the scale o f 6nis.
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since in the net studied, all =  1 (because o f  the the assumed evidence from the 
world, Emodei =  -  To set a net to have a particular model energy, all weights
were initially chosen from a uniform distribution between 0 and 1, under the constraint 
that all w „  =  0 and all tt;*„ =  tUy* ®. To set E^oá»\ to some level C, the sum of all 
the lateral weights E  tUy was found, and then each weight was divided by 2 E  Wij/C. 
This meant that the the model energy of the system was o f a known value C.
In all experiments, 100 units were used. T w o  conditions were examined, full con­
nectivity where every unit was connected to every other unit (but no self connectivity), 
and a more realistic diluted case where 90% of all connections were removed symmet­
rically (if the connection from unit 1 to unit 2 was removed, so was the connection 
from 2 to 1).
The units
The classical model of the action potential generation based on synaptic input is based 
on Hodgkin and Huxley’s analysis of the operation of ionic channels in the netiron. 
Unfortunately to simulate such a system requires the simultaneous .solution o f a large 
number o f non-linear differential equations, and simulating 100 such units o f a length of 
time would be infeasible slow.. As a compromise between the realism of a full Hodgkin 
Huxley channel model of a neuron and the computational efficiency (with as.sociated 
lack of realism) o f the analogue Hopfield model (Hopfield, 1984), a two channel aj)- 
proximation proposed for biological reasons by Morris and Lecar was used (Rinzel 
Ermentrout, 1989)). This model was used both because o f its biological platisibility and 
because previous studies have shown it to have particularly good behavior for phase­
locking (Cairns et ai, 1993). Both the author’s unpublished studies, and previotis work 
with similar models (Abbott, 1990) has shown that these models can implement char­
acterised as performing descent in energy. The model was run under the parameter 
regime given in Rinzel ((Rinzel ir Ermentrout, 1989) see appendix).
To aid interpretation, a time scale was associated with the net. .An excited model 
neuron fires approximately every 150 time steps. I f  a highly excitetl neuron is a.ssume<l 
to fire at about 70hz, then this makes 1 ms equal to almut 10 steps. This scale was 
only used to aid interpretation and has no functional significance.
«This w u  done becaune it is n requirement for assigning an energ>- fwnrt.ional to the Hopfiehl 
dynamics (Hopfield, 1982).
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Units output
Biological cells in cortex mainly communicate through spikes. The Morris-Lecar model 
is a reasonable model of a biological neuron’s membrane potential (with spiking behav­
ior). We therefore communicate only spikes rather than the full membrane potential 
(see appendix).
Input integration
The effect o f an excitatory input can be realistically modeled by an alpha^ function 
with lambda equal to 2.5 ms ((Shephard, 1990) p 75). For computational efficiency, the 
finite rise time component o f the alpha function was ignored, and was approximated as 
an exponential of time constant 2.5 ms (25 time steps) which is very fast to implement. 
On receiving a spike the input voltage is raised by an amount given by the connecting 
weight, it then decays back to zero in an exponential fashion.
For each unit there are two sources of input, the input r/ from the world, and the 
internal input via the lateral weights w. The external input is a.s.sumed to be a random 
process with a spike of weight 0.071 arriving with probability of 1/3 each time step. 
This is sufficient to clamp all units on with near to maximum activity (average input 
o f voltage o f 0.85), but with a reasonable variation in firing rate. This approximately 
corresponds to each neuron receiving input from 50 receptors, each firing in random 
phase at 70hz. The internal inputs come via the spikes o f the other units moderated 
by the lateral weights.
Quantifying the spike arrival coherence: entropy as a measure o f the spike 
arrival time probability distribution
To measure the coherence o f the resulting spikes, the entropy of the spike emi.ssion 
times was used. This has the advantage over spectral methods in that it doesn’t as­
sume periodicity in the spike arrival, and over Gabor fitting to correlation maps as it 
avoids some o f the biases introduced by such techniques. The entropy is an appropriate 
measure as it quantifies the uncertainty in the probability distribution: complete coher­
ence (all spikes arriving at the same time) will give zero entropy. Complete randomness
^On receiving a ipike, the membrane potential initially rises and this takes a finite time. After 
reaching its maximum. It then decavs s^jain. One function that also has this characteristic of initially 
rising and then falling is the alpha function; / (x ) «  x*e~ '/ * where the first tem> dominates initially 
causing the function to rise, and then the second term comes to dominate causing the system to 
fall.
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will give the maximal system entropy.
To calculate the spike arrival time entropy, the first 100 spike arrival times were 
recorded (each unit firing once), and these times were binned into 100 equal sized bins“ . 
W ith the system continuing operation, the next spike from each neuron (a further 100 
spikes) was recorded and the entropy of these calculated. This was repeated for the 
third group o f hundred spikes (the third spike o f each neuron). This allows the progress 
o f coherence over time to be measured.
These estimates of the probability distribution will be confounded both by the 
effects o f small sampling, and quantisation errors caused by being binne<l. To alleviate 
these problems, the smoothed binned distribution B was estimated from the binned 
estimates B{x) using a symmetrical exponential smoothing kernel. The value ^  was 
chosen experimentally so as to remove the random fluctuations in the completely random 
(unconnected) case. Periodic boundary conditions were u.sed: time 0 was assumed to 
be close to time 99. This was done to remove phase effects dependent on when the 
main spike volley arrived (this is reasonable because the system is normalised to the 
average period of the .system). The exact form o f this smoothing is:
100
B(x i) = (G.IO)
100 E.'“  e " ” '
where \x — t| is the shortest distance between x and i assuming periodic boundary 
conditions, B (x i )  is the number o f spike measured in bin i, and /5(jj) is the smoothed 
binned estimate. The total sum of all the bins was found, and was fouml P (.rJ  =
The entropy o f the smoothed binned probability distribution was then estimateil as
5 = - E l  P{Xi)log,P(X i)
Since this expression is based on approximating the entropy of the continuous dis­
tribution via V)ins, there is an arbitrary constant, based on the size of the bins. To 
calculate the entropy of a completely phase-locked system, and a completely random 
one, these probability distributions were artificially created. The first was created by 
assuming all spikes arrive within the same time bin. The second was created by as­
suming that each bin contained only one spike. The gave an entropy of a completely 
random system o f 4.61, and for a completely phase-locked system 2.60.
*The bin dze was not Bpedfied in terms of time ticks because a measure of spike roherenre that 
was independent of the spiking rate was desired By specifying the bin size in terms of the average 
firing rate, the measured coherence would therefore be the same Independent of the firing rate.
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Running the system
A  trial consisted of selecting an energy =  E. The weights were randomly generated 
and set to appropriate values as described previously. A ll units were run connected 
only to the external input for a random time between 100 and 600ms (equivalent to 
100ms to 600ms time steps). Th is was done to randomise phase and remove start-up 
effects since the differential equations took some time to stabilise. The system was 
then connected and the entropy of the first, second, and third hundred spike arrival 
times was calculated. The system was run at energies between 0 and -80.0 at 0.25 
intervals. For each energj' level, we wish to ascertain how different weights and initial 
conditions effect the degree o f phase coherence. To  do this, for each energy level the 
system was run 64 times allowing both the average entropy and the standard deviat ion 
o f the entropy to be calculated (a measure of the effect o f different initial conditions 
and weights).
6.6.2 Results
The dependence of spike arrival time entropy on system energy was calculated for two 
systems, one with complete connectivity, and the other with 909( symmetrical dilution. 
The results are shown in figure 6.1.
To illustrate the phase-locking, two cases from the fully connected network were 
taken. One with a relatively high energy (figure 6.2), and one with a relatively low 
energy (figure 6.3).
The result of all these observations is that for a large range of energies, the degree 
o f phase locking of the system is determined by the energy of the .system, that the 
relationship is not that effected by either the initial conditions or the particular way 
the weights are configured (just there sum). This means that if a neural system has 
access to the degree of phase locking in the neurons, it also has acce.ss to a reliable 
measure o f the systems energy.
6.7 Discussion
6.7.1 Output evaluation
In the régularisation framework described previously, the probability o f a state given 
just the model Pmod*i(5) oc and this probability is, as descrilwil before, an
extremely useful quantity to know, especially if the output is to be combine«! with the
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Figure 6.1: The entropy o f the spike arrival time probability distribution plotted against 
the energy o f the network. The entropies for the first, second and third spike arrival 
time are plotted (since there are 100 neurons, this is the entropy of the first 100 spikes). 
Figure A  is for the completely connected network and B for the network with only 109i 
connectivity. An entropy o f 4.61 represents completely random pha.se and an entropy of 
2.60 represents complete coherence. The error bars correspond to 1 standard deviation 
of the distribution of entropies, and are only shown for every other data point for clarity. 
As can be seen from the diagram, as energy goes down (and under the regulari.sation 
framework, the probability of an interpretation goes up), the entropy also goes down 
(indicating that the system is phase locking). The small error bars indicate that the 
phase locking entropy is a reliable measure o f energy, and is not highly dependent on 
the configuration of the weights: a system at energy -40 to be reliaVdy discriminated 
from one at 35 within the second spike of the neurons. Note also the spee<l o f phase 
locking: by the time the second spike arrives, most of the phase locking has already 
happened.
results o f other nets. A module should always give its liest interpretation (its most 
probable), but when the input is totally unlike any encountered before, due to noise, 
or due to coming from a previously stimulus completely unlike that encountered before, 
less weight should be given to this information. An interpretation that is improbable 
given previous experience is likely to be caused by noise or at least inferenccis made 
from it are likely to be suspect. By using phase coherence to communicate this, higher 
levels can weight the information appropriately.
A  second interpretation o f the energy is in terms o f goodness o f form: in Gestalt 
terms Prägnanz. The Gestalt laws o f form : continuation, closure, proximity ..., can all 
be seen in terms of the input features obeying laws. I f  these laws are caiisetl because
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Figure 6.2: The evolution of spike arrival times with time in the fully connected network 
of moderate energj- (-40.0). A ) shows the evolution of the membrane potentials with 
time. B) shows the measured spike arrival time histogram for the first 100 spikes (from 
a different run). The entropy, S, measured from this distribution was 4.32. C ) shows 
the probability histogram measured for the third 100 spikes, entropy 3.38.
these are common events in the world, then the energy o f the system is a goo<l measure 
of the coherence of the input, the Prägnanz. This experiment shows that the energy, 
and hence the probability of an interpretation is readily available in both a local form, 
in a form that is readily transmissible between network^(Ex-khorn e.l ai, 1989), and in 
a form which neurons are sensitive to (Abeles, 1991).
6.7.2 Phase coherence for simulated annealing
The second problem with the régularisation framework is the need to avoid the worst 
local minima. The usual solution to the problem of finding global minima in nets is 
simulated annealing. Two problems with this scheme for a biological system are the 
need for an external temperature controlling homunculus to vary the units’ noise (and 
hence effective temperature), and a scheme to choose an appropriate cooling schedule. 
Phase-locking provides a partial solution to these problems.
I f  each neuron has some intrinsic noise so that the net has a fixed T , then sim­
ulated annealing can he achieved by varying the effective contrilmtion o f the lateral
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Figure 6.3: T h e  evolution of membrane potential for the first 60 units in the fully 
connected network. The network was clamped to a state of low energy (-<0.0). A 
shows the evolution of the membrane potentials w-ith time. B shows the measured spike 
arrival time histogram for the first 100 spikes (from a different run. The entropy, S, 
measured from this distribution was 4.25. C ) shows the probability histogram measurerl 
for the third 100 spikes (S=3.35). Notice that they are far more phase-locked than in 
the energy equals 40.0 case.
weights component (see equation 6.9). Phase-locking provides a means of doing this. 
Coherent activity is more effective in exciting a neuron than random activity ((.'Xbeles, 
1991) chapter 7). Therefore in the phase locked case the weights are effectively larger 
increasing their effective size. In the random phase case, the contribution o f the weights 
is less and the dynamics are dominated by the noise, giving a higher effc^ctive temiier- 
ature (see appendix). Therefore the degree o f phase—locking can lie u.sed to control the 
effective size o f  the lateral weights and hence act as a temperature control.
The entropy o f the phase-locking also provides a reasonable candidate for this tem­
perature control. Setting the temperature to some quantity proportional to the (log) of 
the probability o f interpretation seems intuitively sensible given a very limite<l anneal­
ing time. I f  the solution is already very good, adding noise will only make it worse. 
W ith a bad solution, adding noise could get you out of a local minimum. This is also 
done in a local manner, lx)th in that the temperature is available locally at each unit, 
and In that there may be different levels o f phase-locking (and hence tlifferent effective
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temperature) at different parts o f the net. Locally variable temperatures have proved 
useful in speeding convergence (Leinbach, 1989).
6.7.3 Appropriate application of the prior
The last problem is that if  the input is very unlike the model o f the world as expressed 
by the prior, then regularising it by the model will not improve matters. I f our model 
assumes that the world is smooth and the input is o f a very rough surface, then 
regularising it will just introduce distortions to the input: onlj' if the input was likely 
to come from our model of the world should we use this model to clean up or regulari.se 
it.
Again by the method of doing simulated annealing by keeping the noi.se set and 
varying the effect o f the weights, we achieve this. Since the effective strength o f the 
prior is determined by the (log) o f the probability of the interpretation (because unlikely 
models will not pha.se lock and hence will have a low effective contribution o f the 
weights), then inputs unlikely to come from the model will not be regularised strongly 
by it. In standard simulated annealing, the output of the net at high temperatures is 
uninteresting. In this framework high effective temperature just means that the inj)ut.s 
have not been moderated by previous experience.
6.8 Conclusion
The cortex has large numbers o f lateral connections and it is hypothesi/ed that these 
are used to create a model o f the world basctl on previous experience. Net works using 
lateral connections to store information about previous experience have traditionally 
been understood in terms o f an auto-associative memory metaphor, but it is argued 
that régularisation provides a richer metaphor for the way knowledge o f the model is 
applied to the input.
Given any model, one is interested in how compatible a particular input is with this 
model of previous experience. I f  an input is at variance with the model or there is just 
very little evidence for one interpretation over another, then this could indicate noise 
or just that the input is unlike anything encountered before (and therefore inferences 
are less likely to be true). Either way, a measure o f the input’s likelihood o f occurring 
based on previous experience is useful.
The régularisation framework gives a way of quantifying this likelihood. The (log) 
likelihood turns out to l>e proportional to the energy o f the system, tinforliinately a
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global quantity not directly accessible to the system. What has been shown is that 
in the system studied, the energy is directly reflected in the temporal coherence of 
the spike arrival times. Intuitively, this should be true o f most phase locking systems 
(although not in such a simple form): a system with a large amount o f excitatory 
connectivity will phase-lock quicker than one w ith little, and the amount o f excitatory 
activity is directly related to the energy o f the system.
This means that phase-locking can be viewed as a measure of the system’s confidence 
in its output provided in a form that is locally accessible and capable o f long range 
communication. It is also in a form that is useful for solving more technical problems 
relating to régularisation, the finding of good minima, and only regularizing inputs that 
are likely to have come from the model.
One of the functional roles usually assigned to the observed spiking coherence is 
that of feature linking (Singer, 1990). This places strong constraints on the activity. 
It requires identification o f each unit with a particular phase and needs for this to be 
a reliable rather than statistical effect. Also for multiple labels, multiple independent 
phases are required and simulation studies show that getting more than three stable 
independent coherent groups is near impossible in the presence o f noise.
The requirements for the probability communication hypothesis are much less strong. 
Most non linear oscillators will show stronger phase-locking when connected strongly 
together. By interpreting this not as a binary effect (phase locked or not) but as 
a variable effect, this opens up a very useful functional role for phase- locking, the 
communication o f the confidence in a state, even if the requirements from the feature 
linking hypothesis are not met.
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Chapter 7
A  variable inhibition search 
algorithm for perceptual statistical 
inference
Summary
It has Vjeen proposed that inference based on previous experience is in­
volved in low-level perception (Helmholtz, 1962; Nakayama Shimojo, 1990; 
Nakayama i: Shimojo, 1992; Barlow, 1990). If this inference is framed in 
the language o f Bayesian statistical inference, as describe<l in the previous 
chapter, this can be performed using simple binary neural networks (Hinton 
¿c Sejnowski, 1983; MacKay, 1991b). This chapter addresses three i>roblems 
within this framework: the mapping of inference to the excitatory/inhibitory 
system found in cortex, the search technique used to find good stilulions, 
and the communication o f interim solutions. It is shown that if a modified 
covariance prescription is a used as an approximation for the weights. This 
form can be mapped simply onto an excitatory/inhibitory system with simi­
lar constraints to those found physiologically. The excitatory and inhibitory 
systems in cortex have two different time scales and this is used to suggest a 
method of search: variable inhibition search. This is tested on a number of 
sparse coded inference problems and shown to produce better (more proba­
ble interpretations) than Hopfield search (as proposed bj' MacKay), ami is 
comparable or I>etter than simulated annealing with a slow annealing time 
(as proposer! by Hinton and Sejnowski). Whilst searching, interim estimates 
are communicaterl in a more usable form than ly  either the Hopfielrl or 
simulated annealing techniques.
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7.1 Introduction
In a perceptual system, either man or machine based, that is trying to estimate the 
presence or absence of features in the world, using a model based on previous experience 
to perform inference is very useful. Even at the level o f low-level features, edge detectors 
or disparity detectors, at least two particular forms o f inference will be useful. When 
we have only sparse data, such as is often the case in estimating depth from stereo, 
then with a model of how depth varies with space based on previous experience with 
more complete data, we can infer the most probable depths of intermediate points 
(Nakayama Sc Shimojo, 1992). Model based inference is also useful in noisy situations, 
inferring the presence of edges in low lighting conditions for instance. Again, combining 
the noisy and incomplete estimates o f the presence or absence of edges, together with 
a statistical model of lines (in the past they tend to be continuous, smoothly varying 
or whatever), allows the system to infer the most probable location o f lines even when 
based on very limited evidence from the world. This process the Gestalt psychologists 
called completion.
The observation that the cells as early as V2 respond to the illusory contours in 
the Kanizsa triangle indicates that some inference is performed at a low-level (von dcr 
Heyt and Peterhans cited in (Zeki, 1992), see also Gilbert (1992b) ). It has also been 
shown that in many illusions, low-level inferences predominate over high level inferences 
(Kanisza, 1979), and it has been suggested that low-level inference can explain stereo 
interpolation effects (Nakayama Sc Shimojo, 1992), and subjective contours (Nakayama 
¿C Shimojo, 1990).
In the previous chapter, it was shown that the.se problems of percept ual inference can 
be expressed in terms of probabilistic inference, and can l>e mapped on to a network 
of simple computational units. This chapter addresses the problems of mapping of 
the networks to more biologically plausible architectures, and finding a mechanism for 
performing the search for the best (most probable) solutions whilst conveying reasonable 
solutions throughout this search.
7.2 The prior or statistical model: approximations 
to the Boltzmann machine prescription
The previous chapter stated that one way to encode a probabilistic model in to the 
weights was to run the Boltzmann machine learning algorithm. This has the advantage
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of being able to learn not only a model based purely on visible units, but to infer hidden 
units that are useful for modeling the distribution o f visible units. It is also in theory an 
exact formulation of the gradient (although in practice, the finite time spent sampling to 
find the inter statistics introduces quite large sampling errors). Unfortunately it is also 
an extremely slow method o f learning. There are a number o f methods to speed up this 
learning, by making simplifying assumptions about the input probability distributions. 
Although often the assumptions inherent in these calculations are incorrect, they at least 
usually provide an improved starting point for learning with the correct dynamics.
One set of simplifying assumptions is that the measured correlation between any 
two units is independent of the correlation as measured between any other units. This 
approximation, originally proposed by Hinton and Sejnow.ski (1983), allows the calcula­
tion o f appropriate weights using only one pass through the data a.s long as the system 
has no hidden units. I f the probability distribution is reasonably unstructured, this 
approximation can be quite good. An approximation o f this form is al.so inherent in 
the mean field learning algorithm (Galland, 1993), and although this algorithm fails on 
some problems that the Boltzmann machine succeeds, it does works for many prol)- 
lems. Therefore, this approximation is worthy of study, if only as the weights found 
by such a system would make a reasonable starting point for later searching using 
the true Boltzmann machine learning algorithm’ This approximation and the result­
ing weight prescription arc also very similar to that later proposetl by MacKay (1991) 
based on maximum entropy a.ssumptions (the weight prescription is the same barring 
and additional additive term.
Given that an assumption based on the correlations between units being indepen­
dent, to what value should we set the weights. Consider a network of binary fea­
ture detectors (5 í. i ...at), each measuring from the world whether the feature is present 
(5, =  1), or not {Si =  0). Consider also we have a collection o f examples of the world 
that we wish to use as the basis o f our model. I f  we then calculate for each pair of 
units in the network i and j, the probability of each combination o f pair-wise events 
{P{Si =  l.S j =  \),{Si =  1.5> =  0),{Si =  0,Sj =  1),(5< =  0,5, =  0)), then by mak-
>This learning algorithm is a propoMi for perceptual learning and in the learning o f low-level 
psychophysical tasks as studied by Sagi, there appears to be two forms of learning. The first is ver>- 
fast and usually most of the improvement occurs within 3-4 minutes. The second is slow, a’ith it 
appearing that sleep and in particular REM sleep in between training sessions is required for this 
learning to occur. Previously Crick and Mitchison (1983), have proposed that REM sleep can be 
used to craft the structure of Hopfield memories and Hinton and Sejnowski (1980) pro|>osed that 
this process could also be implicated in the operation of a Boltzmann machine. This initially rather 
implausible hypothesis at least siwns more plausible in the light o f Sagi's recent work on |>erceptual 
learning.
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ing the independence assumption, the weights between the units should be (Hinton i: 
Sejnowski, 1983):
_  1 P(Sj =  1 , =  l ) P (S j  =  0,5, =  0) 
Wij -  2 *og p(5,  =  1 , =  0)P(Si =  0,Sj =  1)
and the threshold of the unit should be:
, P(S i)
2 (1 -  P{Si ) )
(7.1)
(7.2)
This leads to a very simple way o f performing inference. Numerous detectors are 
applied to the image and the probability o f each feature being present (ignoring context ) 
is estimated. This is used to apply an external input 77 to each unit (see previous 
chapter). The effects of prior knowledge are then applied by updating the units in 
the net in random order with this guaranteeing at least finding a local maxima of 
the probability of an interpretation. Alternatively the units are updated with noise, 
implementing simulated annealing in an attempt to find the solution of maximum 
posterior probability. This process will set to 5^  =  1 on all features that are probable 
given both the input and previous experience and provides a simple, parallel and vaguely 
neural metaphor for low-level perceptual inference.
7.2.1 Problems for this as a biological system
Despite this, there are a number o f problems of this system as a metaphor for the 
operation o f the intra-area connections in the cortex:
1) T h e  nature o f  the com p u ta tion a l units. In the system all units have both 
excitatory and inhibitory connections. The cortex has a different structure: units are 
either excitatory with all connections increasing the activity o f other units, or they 
are inhibitory with all connections inhibiting other units. This is at variance with the 
requirements that the weight between any two units having either a positive or negative 
effect dependent on the measured correlation between the two unibs.
2) Search. I f the Ilopfield dynamics are used for search (de.scent based search), 
then in the highly non-convex energy surfaces found in inference, the sfdutions will 
often be local minima. Mackay (M acKaj’, 1991b) p241 states of local minima that:
Such states have been inferred to be probable states by the maximum en­
tropy’s generalisation from the measured statistics.
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This is not true. The maximum entropy can infer as most probable states that 
have never been seen before, but, with the probability of a state being proportional 
to these unseen states should be global minima o f the energy, the states with
maximum probability. The local minima are dependent on the method o f search, which 
the optimal solution (i f  unique) should not be. The maximum entropy connection 
proposed by MacKay is between the systems energy and the measured probability, 
and local minima o f this energy may be more probable than near by states, but are 
not inferred to be probable (as we will see later, if the probability of a feature being 
true (P (S )  < <  1), then the local minima is often a solution with all units off. Given 
information from the world, this is not sensible).
The search method implicitly suggested in (Hinton Sejnowski, 1983) is simulated 
annealing. This has the virtue o f eventually avoiding local minima. Although this 
method has the virtue o f generality, this form of search is notoriously- slow. More 
importantly for much of the search time (when operating at high temijeratures) the 
state signaled to higher levels will be essentially random. This is e.specially a i)roblem 
when, as is likely in cortex, the prior probability o f a feature being i)resent is much 
less than 0.5 (sparse coding, only «10%  o f units are on (Abeles, 1991)).
Simulated annealing can be thought o f as replacing the deterministic search on E 
by a search of the probability distribution measured by F, the free energy. The free 
energy is defined for the equilibrium probability distribution as F =  E - IIT  (where 
E is the energy H is the entropy of the states probability distribution and T  is the 
temperature). This means that for high temperatures, solutions of high ciitroi>y are 
favored, and this translates to solutions with an equal number o f units on and off.
W ith sparse coding and finite temperature, the system will therefore spend a lot o f 
its time in states with far too many units on^.
3 ) C om m un ication  to  o th er system s. I f Hopfield dynamics are used, then the 
current most probable solution is what is communicated to other levels. .Although rea­
sonable this gives a very limited communication. Other states o f  near etptal j)robability 
are never communicated to higher levels. In light of higher level context these may in 
fact be more plausible. The answer proposed in (Hinton L  Sejnowski, 1983) of running 
the system at finite temperature also has limitations. The system will be continually 
changing its mind as to the most probable solution, and the other system will have to
^Thit can be understood with analogy to magnetism. Magnetization is caused by a l>ins in the 
orientation of the atoms spins. By heating the magnet, increasing the noise, the system is movisl 
towards a state of high entropy with equal number of spins in both directions. It is consecinently 
demagnetised.
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observe the output over a while to find the networks most probable interpretation and 
even more to find the relative probability of different interpretations.
What is required is a system that while searching and not “sure” o f the solution 
communicates all plausible predicates. As the search continues and better estimates of 
how probable each feature is present are found, the less probable predicates cease to 
be signaled. This would give the best o f both worlds.
7.3 Mapping inference to excitatory and inhibitory 
units
7.3.1 The covariance approximation
The weight specification given in equation 7.1 is a non-linear function o f the four 
conditional probabilities (although only three degrees o f freedom). This will be com­
plicated to implement as a synapse that expressed this weight could Vjoth be positive 
and negative, and need to store the 4 conditionals. This needs to be simplified.
To make further progress, it is proposed that we make two further assumptions about 
the probability distribution o f the features. The first is that the average i)robability o f a 
unit firing across the data set is (approximately) the same for all units (P (S , )  ss P {S j) 
for all i and j). The second is that the correlation between any two units is neither 
very high or verj’ low (under the Boltzmann prescription, the weight between any two 
perfectly correlated or anti-correlated units should be infinite; obviously a problem for 
a biological system). Give these two assumptions, a further approximation is propo.sed: 
that the weights (rr',j) should be approximately equal to the covariance o f the two units 
outputs;
w,j «  =  \,Sj =  \ )~  P{Si =  \ )P {S j =  1))) (7.3)
The quality o f  this approximation to the weight prescription given in efiuation 7.1 
is shown for four different levels o f bit probability (P (iS i) =  0.5,0.4,0.3,0.2, for all i) in 
Figure 7.3.1.
7.3.2 Separating the two terms of covariance into the two bio­
logical systems
Given the covariance approximation, it is now possible to map the system to an excita­
tory and inhibitory system. Considering just the activation contribution by the lateral
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Figure 7.1: The match of the covariance approximation to tlie weiglit prescription given 
by by Hinton and Sejnowski (1983). P ( a = l ) and P ( b = l  ) are the probability of each 
unit being on, and are fixeid at four different levels (0.5,0.4,0.3, and 0.2), for the four 
diagrams. For each diagram, P ( a,b ) was varied and the resulting weight calculated 
both using the Hinton and Sejnowski prescription and the covariance approximation. 
The Hinton and Sejnowski prescription corresponds to the curved line, the covariance 
approximation corresponds to the straight line. In the Hinton and Sejnowski prescrijv 
tion, when the two units are always simultaneously on, the weight goes to infinity whilst 
that o f the covariance approximation remain finite. Apart form this difference the two 
prescriptions are remarkably similar. Notice that for a given feature probability, the 
covariance can only vary between - P (A ) *  to P { A ) - P { A Y .  In these diagrams, K was
P ( o = l )
weights (ignoring thresholds and external biases) this will be
Y . ( < S i S j > -  <  Si > <  Sj > )S j (7.4)
=  $ ( ! : ( <  S<Sj >)Sj)  r  <  s,  >  S,) (7.5)
Where K  was empirically found to be just and N was the number o f patterns 
that the statistics were collected over.. The first term (<  SiSj > )S j in a 1,0 repre­
sentation is always non negative, this can be conveyed by the excitatory weights. The 
second term ( -  <  Si >  Z j  <  Sj >  S j) can be separated into two components. The sum 
o f all unit activities weighted by their average activation is calculatetl. This will be
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Figure 7.2: The two architectures. A  The standard Hopfield network wliere all weights 
are proportional to the covariance (not all connections are shown). B  The architecture 
implemented in terms of excitatory unit’s together with a single inhibitory unit. The 
inhibitory unit sums all the units activities times the probability of them firing. This 
linear unit then inhibits all units again with a weight proportional to its probability o f 
firing. Notice that in this scheme each unit w ill inhibit itself, an unwanted term. This 
disappears as the number o f units —► oo. Alternatively it can be removetl by reducing 
the activity o f the inhibitory unit by a small amount as done in the simulations.
the same for all units and can be calculated by one single linear inhibitory unit. This 
then inhibits every unit by an amount proportional to its activity as shown in <liagram 
7.3.2, it acts as a .system wide automatic gain control.
7.3.3 Learning rules
Given this simple form for the weights, all can be learnerl with the .same post-synaptic 
learning rule. As.suming that because of its high average activity, the inhibitory unit is 
always assumed to be on, this leads to the post-synaptic rule:
Sw — O a (I  — u>) (7.0)
where O =1  if the post-synaptic unit is active (else 0), I equals 1 if the input unit 
is active (else 0) and a  is the learning rate. This will make the weights converge to a 
smoothed estimate of the appropriate quantities. Notice that even if the weight change 
parameter is tlie same for all weights, the <  SiSj >  will be on average <  5  >  times
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Real excitatory 
system.
Real inhibitory 
system.
Model excitatory 
system.
Model .inhibitory 
system.
Relative
number
80% 20 % large small
Response non-linear fa linear non-linear linear
spontanous 
firing rate
low high low high
(5 w / w ?? ?? large small
Effective 
weight size
low high low ocP(on)‘' high ocP(on)
Comunication fast (5ms) medium (10ms) 
or slow (100ms)
??
Table 7.1: The different cliaracteristics o f the excitatory an inhibitory .sy.stpins in tlie 
model and as experimentally found. <5 w / w refers to the relative size of a weight 
change to the size of the weight.
smaller than those for Vjoth the inhibitory weights. This means that the ratio of the 
weight change to weight size will be much bigger for the excitatory-excitatory, than 
for the either the inhibitory-excitatory or excitory-inhibitory systems. This will make 
changes of the excitatory-excitatory much easier to detect. Whilst there have been 
many reports o f synaptic modification in the excitatory-excitatory synap.ses, very few 
have been observed operating in the inhibitory system.
7.3.4 Similarities to observed physiology
Although the specifications of the weights and dynamics o f the two model systems 
were specified only to be able to approximate statistical inference, the re<iuirements 
are similar to the physiology as summarised in table 7.1. In the cortex, the ratio of 
excitatory to inhibitory units is alx>ut 4:1, For the model run with no noise, the ratio 
can be more extreme, theoretically only one inhibitory unit is required for the whole 
net. Given noise, and a limited linear dynamic range, more than one unit would be 
required. Despite this more excitatory feature units would be required than inhibitory 
level control units and a ratio of 4:1 is not unreasonable.
The model requires that the inhibitory units be linear, the excitatory units to >>e 
either threshold or sigmoid (for mean field annealing). Again the response o f the 
inhibitory units as found in cortex is far more linear than the excitatory »inits. The 
spontaneous activity o f the inhibitory neurons tends to V>c higher than that o f the
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excitatory units, again the inhibitory units in the model will be more active since they 
will fire when any o f the excitatory units are firing.
The last aspect is the different time courses of the excitatory and inhibitory systems. 
In the model, the effect o f the inhibition is negative. O f the two Gabageric inhibitory 
systems only one is subtractive, the Gaba6 system. Unlike the Gabao system which 
operates at medium to fast time scales (time to peak ( t t p ) »  10ms) and is shunting or 
divisive, the subtractive inhibition caused by the Gaba« receptor operates on a much 
longer time scale than the excitation between cells (T T P  «  100ms as opposed to T T P  
w 5ms). This contrasts strongly with the account of the role o f inhibition presented 
by Amit and Treves (Amit & Treves, 1989) where the inhibition operates on a tnucli 
faster time scale than the excitation. In our model the opposite occurs, initially the 
inhibition will be too low and many features that eventually will V>e turned off by 
inhibition will fire at the beginning o f an inference. On initial exposure to  a perceptual 
scene, a large number of units will fire many representing features not very probable 
to be present. Only after 100ms, when the Gaba« receptors have fully taken effect , will 
only the feature detectors representing features with a high probability be left.
The rest o f this chapter explores this behavior, not as a handicap for the .system, 
but as a possible solution to the problem o f the search for a probable interpretation 
and the communication of this solution to later levels.
7.4 Experiment 15: variable inhibition for search
The next section describes a number o f experiments to as.se.ss whether for systems wit h 
sparse representations, by reflecting the inferred biology and running tlie  .system with 
the initial inhibition too low, an effective search for inferences of high probability can 
be found. This form of .search is compared to both Hopfield dynamics and simulate<l 
annealing.
7.4.1 Method
The architecture and model
The network consisted o f 200 fully connected feature units, each having two states 0 
and 1. The network implementing variable inhibition also had a single linear inhibition 
unit (see figure 7.3.2).
To perform statistical inference, a model based on previous experience is required. 
This was created by generating 50 random patterns. In each pattern the jirobability
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of each feature being true (P (5 ) )  was 0.25®. This created a probability distribution 
with some structure for the net to use to infer from. The thresholds for each feature 
unit were set using equation ??. For both the HopBeld and simulated annealing search 
techniques, the lateral weights were set to the covariance (equation 7.3). For the variable 
inhibition model, the excitatory connections were set to <  SiSj > . A  connection to 
and from the inhibitory unit was set to <  5< >.
To test the model for ability to infer the presence o f features the following scheme 
was used. The system was told o f the presence o f twenty features. This was done by 
setting the estimated probability of that feature to 1 (from equation ?? tliis means 
that an external field o f oo was applied: the unit was frozen on). The system was 
then asked to infer the most probable state of the other 180 features. Since the log 
posterior probability o f  a solution is proportional to -E (equation G.3, the quality of 
a solution can be directly assessed by the solution states energy). The same set of 
weights and frozen units was u.sed (an inquiry) with all three search techniques and 
the energy of the final solution as.sessed using the weights for the Hopfield model but 
ignoring external input.
7.4.2 The search methods
Three alternative search methods were used to find minima o f the energy.
Hopfield descent m ethod
The simplest technique: initially all unfrozen feature units were randomly set to be true 
with probability 0.5^ The search was carried out by asynchronously updating all units 
in a random order. Each unit above its threshold was turned on, all others ttirned off. 
This was repeated 50 times, each time in a different random order.
The Hopfield dynamics enstires that the energy o f the state always either stays the 
same or gets lower ensuring that the final state is at least a local minima. This usually 
occurred within 10 iterations.
•This mean« that the coding syiiteni ia sparse, for any given stimulus only a few features would 
be present. This has strong computational advantages in the amount of experience required to 
reliably sp«dfy the model (Gardener-Medwln & Barlow, 1992), it also appears that the cortex uses 
sparse coding (Abeles, 1991).
*They were set at P (S ) =  0.5 to give the network a chance, if set with probability 0.25 as in the 
input patterns, then the network often settled to a state with all units off ((Buhmann & Sclmlten. 
1989) shows this is an attractor for such a system). Usually this is a state of high energy.
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Simulated annealing
The simulated annealing search is similar to that o f the Hopfield model but with a 
non-deterministic update rule. This was performed in the following manner. The net­
work was updated twice using the Hopfield dynamics. The average root mean squared 
activation of the units was calculated. This value was set to the initial temperature (T ) 
ensuring that it was in a reasonable range. Each iteration was run as in the Hopfield 
model but the deterministic ufKlate rule was replaced with:
P(5< =  1) =  1 -  P(S i =  0) =  1/(1 -h e x p {-I/ T )) (7.7)
where I  is the summed input to the unit.
For each temperature the network was run for 3 iterations, tlien the temperat ure was 
divided by \/2. This process was repeated 15 times resulting in 45 simulated annealing 
runs over a temperature range of two orders of magnitude. Finally the network was 
run for 6 iterations with T = 0  (the Hopfield dynamics) to ensure that the final state 
was at least a local energj' minima. This resulted in 53 iterations of the network, a 
reasonably long annealing schedule to compare to variable inhibition .search.
Variable inhibition search
The variable inhibition search was meant to mirror the slower time .scale o f the inhibitory 
system compared to the excitatory system. This was achieved in the following manner:
• The net was initiali.sed and run once with Hopfield dynamics to put it in a stable 
configuration.
• The activation o f the inhibitory unit was calculated as the weightetl sum of the 
activities. Its value was multiplied by a value to make it smaller. This value was 
initially 0.9. estimated activation.
• A ll units were updated in random order using the excitatory weights minus the 
modified inhi)>itory weight. After each update the value of the inhibitory weight 
was updated.
• A fter update cycle the value o f the inhibitory unit multiplier was increased by
0.01. This was repeated 45 times till the final inhibitory multiplier was 0.945
• The system was finally run for 5 iterations with the inhibitory nmltiplier set to 
0.945, this left the net at an approximately stable state.
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This resulted in 50 optimization step». Because of the splitting of the excitatory and 
inhibitory systems, detailed balance is not maintained and it is not guaranteed that 
this system will always p>erform descent, oscillatory behavior is possible. The starting 
inhibition multiplier was chosen such that the stable states had 50% o f unfrozen unit.s 
on. The final inhibition multiplier was not 1.0 because excitatory units inhibit them­
selves, an unwanted term. By setting the final inhibition to 0.945 it was empirically 
found that the effects of this interaction were avoided.
7.4.3 Results.
T h e  t im e  evo lu tion  o f  th e search
The three networks were all given the same model and same set o f frozen units and the 
temporal evolution of both the energj' and the systems average activation was calcnlate<l 
for one problem. The results are shown in figure 7.3.
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Figure 7.3: The evolution o f the activation and energ>' (oc \og{P(interpre.iation))) for 
one problem using the three different search techniques.
Three things can be seen from the graphs:
a W ith  simulated annealing, for the majority of the time the quality o f the srjlutions 
is very bad. This is because simulated annealing p>erforms descent on free energy 
(E  - TS  where E is the energy, T  is the temp>erature, and S is the entropy). All 
the good solutions in this sparsely coded network have low activity ami hence low
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entropy. Simulated annealing at a finite temperature, by emphasizing solutions of 
high entropy, moves the system away from good solutions.
•  Although the number o f units on with the variable inhibition search is large, the 
energy is comparable to that o f the Hopfield through out the .search.
•  The final solutions found by both simulated annealing and variable inhibition 
search are better than that found by the plain Hopfield.
Results on a single problem
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Figure 7.4: The probability density o f the difference from the energj- minima for one 
problem using the three different search techniques. A difference in energy corresponds 
to the ratio o f the probability o f each interpretation. Notice that the solutions for the 
Hopfield method are far more dispersed, this is because they are very iloi)endent on 
initial conditions. Notice also that the only search technique that finds Ikr minimum 
is the variable inhibition V>ascd search.
To get an idea o f the relative characteristics o f the thri*e 5»earch techniques, one random 
inference was generated :a model together with a set o f 20 true predicates, the model 
has to  infer the most probable configuration o f the other features. The three search 
techniques were applied to the problem 300 times. This gave us a reastjiiable estimate 
of the best solution (the minimum o f 900 searches), the results o f all three techniques 
could then be expressed as the difference from this minima. The results from two runs 
with different problems are shown in table 7.2. The probability distributif)ii o f estimates 
is shown in figure 7.4.
Things to be noted from the data are:
136
Table 7.2: The results for two different problems averaged over 300 runs. For the first 
problem the best energy found was -1.24 by inhibition search; for the second the best 
solution found was 1.7056 again by inhibition search. This pattern of the Hopfield net 
performing better on low energy problems was repeated in other runs.
• The only method that found the most probable interpretation in both cases was 
the variable inhibition search.
• The average differences in energj’ are proportional to the geometric mean ratio 
o f the probabilities of the solutions (from equation 6.3). This means that for 
problem 1, the solutions found by the variable inhibition method are 1.8 times 
more probable on average as those found by the Ilopfield type search.
• The standard deviation of the Hopfield based estimates is much larger. It is not 
as important to find the best (most probable) interpretation as to always find a 
good one. The Hopfield method occasionally produces very bad solutions. This 
is because it is much more sensitive to initial conditions.
Results on multiple problems
The above results show that Hopfield based search produces results very dependent on 
initial conditions, and simulated annealing w ill communicate bad results for much of its 
search time. To see both if this is a result o f the limited number o f examples tried, and 
if there is a significant difference between the solutions found by simulaterl annealing 
and variable inhibition search, the three search techniques were tried on a larger number 
of problems in the following way: One hundred different models (collections o f random 
patterns were generated. For each model, 25 different enquiries were made (randomly 
20 units were frozen on) and each search technique w’as used to find the liest solution. 
The quality of the scdutions was again assessed via the final energy. The results are
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Table 7.3: The resulting energies and activations for 100 different sets o f random pat­
terns each test, with 25 different enquiries using the 3 different forms of search. Again 
the energy is oc the log of the probability o f an interpretation.
shown in table 8.3.
There are two things to note from this data:
• The variable inhibition search produces lower energy states than the simulated 
annealing schedule used here.
• The final activation for the variable inhibition network is the .same as that ex­
pected from the patterns (Expected activity =  20 (because o f the unit clamping) 
-I- 180/4 (because in the patterns, 25% of units are on) =  65). This indicates 
that the model is working correctly, it is inferring states that are similar to those 
it has seen before.
7.5 Discussion.
7.5.1 Why variable inhibition works
The variable inhibition based search appears to be better than the Hopfield descent 
based search and at least comparable to the limited time simulated annealing .schedule 
used here. One reason for better than Hopfield performance could be that for such 
sparse coded networks, when started with low activity levels, there is a large basin 
o f attraction for the state o f the network with all units off (Buhmann i :  Schulten, 
1989). This was claimed to be useful behavior for an auto-associative memory system. 
For statistical inference this would be disastrous resulting in bad solutions for many 
inquiries dependent only on the random initial conditions o f the unknown predicates. 
This behavior was found when the network was initialised with the bit probabilities 
the same as that o f the input pattern, all unfrozen units often ended off. When the 
network was started with 0.5 bit probabilities this problem did not occur often as can 
be seen by the similar average final activities of the three networks in table 7.3.
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The variable inhibition search can also be seen as similar to simulated annealing. 
By operating at an inappropriate activation, units that should be o ff are on introduc­
ing noise into the activations o f all the units. By slowly decreasing the number o f 
inappropriate units on, this noise term decreases. This is not the fast noise needed 
for simulated annealing, but the use of a variable level o f signal to noise in a search 
technique is similar to simulated annealing.
7.5.2 Variable inhibition as a solution to the communication 
problem
As stated earlier, both Hopfield and simulated annealing systems have problems with 
communicating interim solutions whilst searching. The Hopfield model only communi­
cates the currently estimated most probable solution and conveys no information about 
other plausible solutions during search. Simulated annealing not only communicates 
initially very improbable solutions (see diagram 7.3), but constantly changes its inter­
pretation giving an initially very noisy estimates o f potential solut.ions. In contra.st, 
variable inhibition provides a reasonable solution to the problem o f communication o f 
interim results.
When search starts and the prior has not been applied, many features are poten­
tially plausible. Since we don’t know which will eventually be the most probable, and 
information from higher levels may make other interpretations more probable, we have 
to communicate all plausible predicates. As time continues, with the prior taking effect 
and higher levels having had access to other potential solutions, the network will have 
more confidence in which features are present or not. The threshohl for being signalcMl 
as present can then l>e raised until only the features deemed to l>e most probable are 
signaled. This successive removal o f plausible features as the networks estimate of the 
presence of afjsence of features gets better is what the variable inhibition search will 
do.
7.6 Conclusion
It has been shown that with sparse coding and moderate sized feature activity correla­
tions, the weights required by a system to perform statistical inference are well modelwl 
as the modified covariance. Adopting this simpler prescription allows the mapping o f 
the inference architecture to an excitatory-inhibitory system. In the cortex these tw’o 
systems operate at two different time scales. Rather than V>eing a problem, this pri>-
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Chapter 8
Summary and conclusions
This thesis has present€*d a number of ways in which representations can >)<> generated, 
and models can be formed and searched. Each has been presentetl in i.solatioii. In this 
concluding chapter all the previous findings will be reviewed. In conclusion it will be 
speculated on how these different problems can be integrated.
8.1 Principal components and the statistics of images
Chapters 2 and 3 on P C A  and the related log contrast components started with the sim­
ple question: what are the principal components o f natural images like? This question 
produced a number o f findings, as follows,
1. The form of the early principal components.
2. An interesting match between the orientation tuning curves of two early “bar 
detectors” and measttred human psychophysical performance.
3. The anisotropy in the components’ tuning curves was shown to be caused by an 
anisotropy in the statistics o f the world.
4. A related form o f  statistical analysis was proposed that avoide<l the problems o f 
a large input dynamic range, and took into account that contrast is important, 
not the absolute measurements.
5. An analytical framework allowed an understanding o f the form of the components.
6. A possible statistical reason was proposed for the increased orientation resr.»Iution 
as (opposed to scale) found psychophysically.
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The first point is interesting because the components found were at variance witli 
the form o f the components predicted previously. It has been argued that all the com­
ponents would resemble oriented spatial frequency filters (Daugman, 1990; Bossomaier 
& Snyder, 1986), and filters of this form had been “extracted” for a single image (Gon­
zalez Wintz, 1977). The components found here did not all resemble those previously 
predicted. Whilst the early components do indeed resemble Gabors, the “cart wheel 
detectors” (filters that are radially symmetric as opposed to having reflection symme­
try), are awkward for justifications of the Gabor preprocessing based on the Gabors 
supposed resemblance to PCA based operators.
The psychophysical match is interesting as it could indicate that low-level perception 
is tuned to the statistics of the images it processes. Other explanations could be fojiml 
for the differences in horizontal relative to vertical sensitivity, the requirements of stereo, 
but this would argue for increa.sed vertical resolution rather than horizontal as found.
The probable rea.son for this ani.sotropy is that the components 4 and T) are the result 
of an admixture of three components, a vertical second derivative operator (horizontal 
bar detector), a horizontal .second derivative operator (vertical bar detector), and a 
circular symmetric operator. Because o f foreshortening there is more variance in the 
vertical direction and therefore this operator has a Ihrger eigen-value. Therefore it is 
less mixed with the isotropic filter, giving it a more pronouncerl orientation tuning.
An anisotropy in the statistics of the world has been found because o f foreshorten­
ing. The relative orientation tuning o f the two “optimal” filters is determine<l by the 
anisotropy of the input statistics when tested on synthetic images. When the degree 
of anisotropy o f the input statistics matches the ani.sotropy measured in the world, 
the anisotropy in the orientation sensitivities matches that found psychoidiysically by 
Foster and Ward (1991). That the filters in early vision are “tuned” by the stali-stics 
of the world provides a very simple explanation of this match. This is the main finding 
of Chapter 2.
The work on log contrast has one assumption built in, i.e., that there are global 
multiplications of the image (caused by illumination changes) which are not of interest. 
This simple observation results in a new preprocessing stage that provitles a partial 
solution to the dynamic range problem. The resulting components are “simpler", and 
this technique could potentially be applied as pre-processing to other filtering schemes. 
The measured pre-processing in the retina holds out the possibility that a similar 
technique is also used in the brain.
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8.2 The Statistical models of retinotopic space
8.2.1 The psychological representation o f space
The simplest prop>osal is that if behavioral relevance was the driving force in the gener­
ation o f topographic maps, then the perceived representation of space would correctly 
mirror that o f the world. That we experience robust illusions shows that this is not true 
(the represented world has obvious anisotropies). Despite this the correlational theory 
is by no means unique in its prediction o f such illusions as the horizontal-vertical il­
lusion. Theories range from the proposal that it is an attempt to coini>ensate for the 
foreshortening o f the three dimensionality of the world, to  the more fanciful explanat ion 
that at an early age, the father is both the most powerful thing in the child's world, 
and is (usually) viewed vertically (referenced in Underwood, 19G6)).
What separates the correlational account from previous accounts of distance judg­
ment distortions, is that it not only predicts an illusion, but also gives quantitative 
estimates of its size that match experiment. The observation that conipari.scins to 
20* — 30° from vertical to horizontal give a larger distortion than a coinpari.son of 
vertical to horizontal, is very awkward to explain in terms of a simple foreshortening 
argument*. The correlational account not onlj' predicts this effect, hut api)roxiiiiately 
the point of maximum illusion.
I f the representation generated by the correlation was wildly inaccurate, then an\- 
creature using it would die. That small distortions cause little or no problems can 
be inferred from the way we cope. Accurately comparing lines o f different lengths 
and orientations cannot be something that we do often otherwi.se we wouldn’t have 
such steep learning curves for this task, and we would not initially V>e so had at it as 
found in the F>erformance of untrained observers (unpublished results hy the author). 
By using assumed statistical regularities in the input, we lose the perfect mirroring 
of the structure of the world, but gain robustness and simple adaptability. Whilst 
flies, spiders, and snails, may have a hard-wired representation, for higher mammals, 
evolution may have opted for the virtues of robustness and arlaptahility rather than 
that of remaining faithful to the world.
8.2.2 The physiological model
The model with possibly the closest fit to empirical data found in this thesis was 
provided the correlation based model of the geometry o f  \ 'l. The complex logarithm
‘ Poosibly the Freudian argument predicta thi* effect, if father was often drunk.
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type representation has a number of good computational characteristics other than 
simply putting more representational emphasis on the point o f fixation^. Therefore 
the logarithmic representation is not a unique prediction of the correlation theory. 
IDespite this, the map cannot be purely logarithmic, as this would require an infinite 
representation o f the fovea. This can be avoided (Schwartz, 1985) by adding a constant 
to the eccentricity before taking the log, but the author can see no way that in terms 
of invariance properties, this constant can be anything other than completely arbitrary.
Th is is not so with the correlation based theory, which produces a prediction of this 
value that is accurate to within 10%. Again the steepness of the logarithmic function is 
arbitrary from an invariance point of view, but is specified by the correlation proposal, 
and when matched against the power law exponent, the fit is within 10%. Lastly, the 
empirically found maps in cortex appears to be non conformal, the upper and lower 
fields are represented differently, with the vertical and horizontal meridians represenUnl 
as different lengths. This non-conformal nature o f the representation again can.ses 
problems for any purely invariance based theory. The correlation ba.sed theory i)re<licts 
the degree o f anisotropy o f the lengths o f the two meridians to within 5%.
The non-conformal nature o f the representation should not be taken as an argu­
ment that the invariance properties o f the approximate complex logarithm are not 
useful. Rather if the system is to be adaptable to the changing shape of the eye, using 
an explicit objective of creating a representation that pos.ses.ses invariance properties 
presents problems. By implementing the system in terms of low-level input statistics, 
the problem becomes much easier. Fast and robust adaptation to the simple changes 
in space as occur for instance when you put your glasses on, becomes po.s.sible. For the 
sacrifice of an exact and conformal representation with perfect invariance properties (if 
these are useful), a robust, adaptable, and simple system is gained. It is i>ro[)o.se<l that 
this second choice is the natural one.
8.3 The computational uses of phase locking
Chapter 6 started with a simple oixservation that if things are strongly coiinecte<l, 
they tend to behave similarly. Given this, it is not surprising given the strongly 
inter-connected nature o f the cortex that cells tend to fire together. In vision this 
phenomenon tends to have I>een interpreted as a all-or-nothing phenomenon; the cells
^Both rotation and icallng are converted to tranilation, this hae lead to tlie rnmpipx logaritliinir 
representation being uMd in machine vision (Baloch ¿¿ Waxman, 1001)
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are either firing together or not. Here, the computational consequences of synchrony 
being a continuous phenomenon were investigated.
One framework where we would want to differentiate between strongly and weakly 
inter-connected states is that o f Hopfield networks. Even i f  the system was working as 
an auto-associative memory, then because there often exist spurious memories (undesir­
able local minima) and these will be less strongly inter-connected than true memories, 
a continuous valued measure o f the degree o f connectedness o f the final solution would 
give some warning that the state was not a true memory.
Despite this, as a framework for understanding low-level vision, auto-a.s.sociation 
seems an inappropriate metaphor and it is in the areas o f cortex responsible for low- 
level vision that phase locking has mainly been reported. In this thesis, an alternative 
approach was proposed, that o f forming and applying probabilistic models, ^ '^llilst it 
seems unlikely that the brain is in fact performing probabilistic inference, as a metai)lior 
it is proposed as a better way o f understanding its behavior. The proi>osal is also 
inherently testable. One such test would be to show two sets o f stimuli; stereograms 
would seem an obvious choice. The first set would be consistent with being generated 
from an object smoothly varying in depth, the second set would be consistent with 
being generatetl by an object rapidly varying in depth. Since it is probable that most 
objects in the world are smooth, then the measured phase locking in cortex should be 
greater for the first stimulae than the second, and the degree o f phase locking for a 
slightly less smooth object should be less than that for smooth stimuli but greater than 
that for the set varying rapidly in depth.
8.4 Variable inhibition search
The chapter on variable inhibition search was demonstrated on an abstract optimiza­
tion task. Given enough time, simulated annealing will reach the Iwst srjlution with
probability 1 (Geman Gcman, 1984). The annealing schedtilc was ahso not highly 
optimized for the problem. The virtues of the proposed search technique were therefore 
not its absolute performance (although this was reasonable), but:
•  Choosing an appropriate schedule is easy. For a sparse representation, if the 
inhibition is started so that 50% o f the units are on, then decreaserl until the
appropriate number of units are on, then tliis will be an appropriate annealing
schedule. For simulated annealing, the points o f phase transit ion should be found 
and this is very problem dependent.
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• The output of the system is reasonable throughout the search process. .This 
again contrasts with simulated annealing when for much o f the time inappropriate 
solutions will be output.
•  The search technique has a very simple implementation, only requiring the in­
hibitory units to have a slower time course than the excitator3' units. This is 
consistent with known physiology.
The basic physiological requirement for the search is known to be present: the 
inhibitory system does take longer to operate than the excitatory system (Douglas i: 
Martin, 1991). For evidence that this type of search is not just possible, but is used 
in cortex, we have to look at what would happen under a particular representation 
scheme. For low level perception, a representation in terms of oriented lines .seems 
appropriate.
Andrews (19C7a,1967b) investigated the perception o f oriented lines with different 
presentation times. He proposed that his results could be understood in terms of a sim­
ple scheme using oriented filter units. Specifically', based on psychophysical experiments 
on the perception of small line segments, he proposed that:
Units vary in selectivity for orientation, being most selective when “tuned'' 
near the horizontal and vertical.
and that
Units integrate their outputs by a process of mutual inhibition which has a 
time-constant of the order second. Perceived orientation corresponds to 
maxima in the resulting pattern of inhibition*.
In the work on princii>al components, the resulting filters were horizontal and ver­
tical. In the measured statistics of nature images, it was found that the correlation 
extended further in the horizontal and vertical axis than elsewhere. W ith these obser­
vations, i f  the visual system is tuning self to  the statistics of images, then an increasetl 
sensitivity for horizontal and vertical is not unexpected: horizontal and vertical lines 
are more common than other orientations. What is o f interest is what hapjiens when 
this representation is used with variable inhibition.
What Andrews points out is that in such a system, when the inhibition is low 
and a large number o f filters are on, the estimated orientation will suffer a systematic
*AiKlrews(1967a), p 995.
^AndrewsOMlTa), p 995.
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bias. I f  the line element was at *10® then units with optimal tuning both clockwise and 
anti-clockwise will initially also respond, but because the orientation tuning curves are 
tighter for the filters near 0", more units with orientotion maxima >10® will respond 
than those with orientation <  10®. This means that before the mutual inhibition has 
fully taken effect, the distribution o f perceived orientation will be wide (a variation of 
perceived orientation of up to 30® was found for very short presentation times), and 
biased away from the horizontal and vertical axes (again this bias was found). This
change in bias is precisely what would be expected if variable inhibition search is being 
used.
Again Andrews finds that the time course o f this .search is o f the order of - - r  
seconds. The time course for the effect o f the Gaba* as measured in vivo in the cats 
primary visual cortex is 200-400ms (Berman et al., 1991). Although Andrews gives this 
inhibition no functional role, he does make an observation that is compatible with its 
proposed role m this thesis. When integrating the outputs o f a number o f filters, the 
accuracy of combination is better than would be expected by purely logical combination, 
but can understood if:
The more accurate selection of response occurs only when the. stimulus cor­
responds to a coincidence whose statistics have been .stored.’’
To paraphrase, the use o f statistical knowledge based on previous experience can be 
used to improve the interpretation o f the outputs of the filter units. There .seems no 
intrinsic reason that the inhibitory proce.ss should take so long, the brain lias inhibitory 
receptor systems that operate much faster (Gaba» has a time course o f ss 50ms). These 
experiments by Andrews are evidence that variable inhibition is operating. It also gives 
It a functional role. The combining o f previous knowledge with an input using the 
technique proposed here is a non-convex optimization problem«. As shown in chapter 
7, by using variable inhibition, good solutions can be found to such problems. The 
brain is possibly sacrificing the quality o f the initial solution, .sr, that prior knowledge 
can be applied, and the eventual solution found is better.
8.4.1 Adaptation in cortex: the violent policeman algorithm
Andrews also makes an oliservations about adaptation between the oriente<l filters:
*Andrewi(19C7b). p 1012.
•The problem containn k>ral minima.
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The relation between presented and perceived orientation is subject to adap­
tation which tends to equalize the incidence of perceived contour orientation 
around the clock. The storage period supporting this adaptation is a matter 
o f days^.
For practical purp>oses, Gram-Schmidt orthogonalisation is usually used in neural 
network implementations of PCA. It is stable and converges better than alternative 
methods. The feature extraction component of PCA, (Hebbian learning together with 
some form of weight normalisation) is biologically attractive; a biological implementa­
tion o f Gram-Schmidt orthogonali.sation is less straight-forward. Th is led a number 
of researchers independently to propose an alternative means o f orthogonali.sation us­
ing inhibitory weights between the feature units (Rubner &¿ Schulten, 1990: Rubiier 
Tavan, 1989; Földiak, 1989).
Although at first sight this scheme is more plausible, the number of inhibitory 
connections required scales badly with the number of feature units. This led to a 
proposal o f the violent policeman algorithm*. This is a way of implementing PCA type 
representations without using Gram-Schmitt orthogonalisation, and without the ne<Hl 
for very large numbers o f inhibitory units and connections®.
An attempt was made to remove the need for fully connected inhibitory weights. The 
network studied was one developed by Foldiak for deriving interesting information rich 
binary features. These only fired a small percentage of the time, thus producing a sparse 
representation (Foldiak, 1992; Toombs, 1992). The original demonstration u.sed Hebbian 
learning o f the weights, and an adaptive threshold. This was effectively applied to the 
multiple lines benchmark (Rumelhart Zipser, 1985) but using biologically problematic 
fully connected inhibitory weights to prevent all units representing the .same thing, or 
in other words, a form o f orthogonalisation.
The requirement for fully connected inhibitory weights was removed by replacing 
them with a single inhibitory unit. This monitored the activity o f the input units and 
extracted the most correlated group of units. This inhibitory unit, the •‘Policeman” 
unit, then pushed these inhibitory units apart.
The most correlated group o f units was extracted using the Oja rule which, given 
zero mean inputs, extracts the first principal component. The “ feature” units, V>eing 
binary were not zero mean, but this process was sufficient to fiiul the optimal .solution
^Andrews(1967a), p 905.
*The credit for the intereeting name goes to Graeme Mitchiaon.
*In the cortex, there are far more excitatory units and connections than inhibitory ones.
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for the lines benchmark in about 75% o f runs. This then provides a possible method 
for implementing the orthogonalisation required for feature extraction, and the behavior 
found by Andrews is consistent with such a mechanism operating.
8.5 Combining the three approaches: feature extrac­
tion and topographic map formation as model for­
mation
This thesis deals with three different systems. One concerns the relation.ship between 
an image and a representation, one concerns the relationship between elements in a 
representation, and one concerns modeling in general. It is to be hoped that all three 
areas can be modelled using the same framework, and some progess has been made 
towards this.
Consider a neural network model where the hidden units are represented on a two 
dimensional grid, and each hidden unit is connected to all the input units, and to nearby 
hidden units. Such a network can be used to extract a topographic map if it is traine<l 
to find the weights o f  maximum posterior probability subject to the prior that units 
close together are highly correlated. The weights of maximum posterior probabilitj’ can 
be found using a simple modification o f the Boltzmann machine learning algorithm. The 
only modification required is in the calculation o f the estimated correlation Ixuween the 
hidden units in the clamped phase: this is now calculated using a prior that nearby 
units are more highly correlated. Imposing this prior on the model means that if the 
inputs are locally correlated (as natural images are), then the representation found will 
be topographically organised.
As a model o f topographic map formation, this framework has a number of strengths: 
1) It relaxes the usual competitive assumption used previously in modeling these phe­
nomenon, and allows not only winner-takes-all representations, but also distributed 
representations. 2) Th e framework is a general one, in which winner-takes-all, and dis­
tributed representation systems are special cases. It also makes clear what the network 
is doing: it is maximising the posterior probability of the weights. 3) By introduc­
ing controlled redundancy into the representation, it makes it more robust to internal 
noise. 4) The high local correlations make searching for good interpretations simple: 
the attractors are both deep and wide. 5) Although slow, the learning is simple, local, 
and approximately Hebbian.
A  network of this form has been applied to  1 dimensional stimuli and has indet'd
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resulted in topographic maps (when the input statistics are locally correlated). When 
the network is also forced to fínd solutions where the probability of an individual 
neuron being on is small, then the receptive Helds o f indivual units resemble on-center 
off surround cells. Despite this, the network results in topographic maps where with a 
geometry that resembles that o f the world (the mapping found is an identity mapping). 
As pointed out in chapter 5, the mapping in cortex is far from an identity mapping. The 
author is currently pursuing methods by which this problem can be solved. Hopefully a 
model that can potentially extract features, find topographic maps, and simnltaneiionsly 
find a probabilistic model of the world. There is still a lot o f work to be done on 
this. The network has only V>een tested on one dimensional synthetic images, and 
the proposed modifications required to make it extract non-topographic maps require 
some crude segmentation of the images. Despite this, it is hoped that the probabilistic 
modelling approach can lead to a unifying of the three themes in this thesis.
8.6 Conclusion
In this thesis, it was attempted to both investigate the u.se of simple statistical met li- 
anisms in vision, and to find evidence for these mechanisms operating in cortex. How 
successful was this enterprise? The first two chapters investigate«! the u.se of simple 
dimensionality reduction schemes for image description. Although it is nt>t clear that 
a process exactly like PCA  or LC PC A  is used in low-level vision (in fact it .seems un­
likely), by using the statistics o f natural images the results of Foster and Ward IxK'ome 
very simple to explain. The two filters are aligned to the vertical and horizontal and 
vertical. Morover the horizontal bar detector has increased resolution over the vertical 
bar detector, and the ratio of the sensitivities is matched. All these aspects of the em­
pirical data are easily explained with the simple premise that the operators are tuned to 
the signal they are to describe. That Andrews (1967a,1967b) reports that the statistics 
of testing appear to change the representation lends weight to this interpretation.
It could be that the operators are genetically predetermined, and the representation 
used by low-level vision fixe<l and unvarying. It could be that there are just by chance 
different sensitivities for the vertical and horizontal angle Judgements. Such explana­
tions are necessarily extremely ad hoc. It seems that any explanation that ignores the 
statistics o f the world, but tries to account for such data, will be forced.
Previously physiological data has implied that correlation in the input is rcqiiircHl 
to refine the representation of topographic maps. Previous mcnlels of toftographic map
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formation have assumed correlated input activity in order to learn maps in topographic 
correspondence with the input. Despite this, no previous work has looked at what 
the correlations in the world actually look like, and the implications for these corre­
lation based models o f the representation of space (with the exception of the thought 
experiments of Andrews (1964)).
In chapter 4, the correlation hypothesis is extended to psychological space with 
success. The horizontal-vertical illusion, its dependence on the environment, the max­
imal illusion not being for vertical but just off vertical, and the uncertainty in the 
representation being proportional to distance (Webers law); all these have been found 
experimentally in subjects, and all follow naturally from the correlation hypothesis. 
Other explanations have been given for individual effects, but none of the alterna­
tive explanations produce quantitative predictions, or are computationaly specifiable. 
Neither do they attempt to explain all the phenomenon, nor relate the ¡diysiological 
evidence to the explanation o f psychological space.
It may not be Pearsons correlation that is used to recalibrate the low level represen­
tations. Craven (personal communication) has been using the number of zero cro.ssings 
in the image when filtered with a Laplacian o f a . Gaussian filter as the measure of 
distance. This produces very similar predictions. Again, as with the first two chapters, 
it is not the exact method o f using the statistics (correlation or zero cro.ssings), but 
the idea of using image statistics at all. Doing so provides a very sitnple explanation 
for a number o f phenomenon.
Chapter 5 turns the problem around. Previous network models have ti.se<l correlated 
input statistics to create a representation that has the same geometry as the input. 
This is reasonable for modeling psychological space. For physiological maps stich as in 
striate cortex, this is inappropriate as the geometry does not reflect that of the worhl. 
The main finding is that the correlations from the images studied match the strticttire 
o f the striate cortex in macaque very well. This may be coincidence, but the match is 
very good. A comparison showed that the fall w ith distance is matched both in the 
form o f the function but two parameters o f the fall o f this function. Interpreting this 
match is more diflicult.
The proposal is that it is the point o f fixation that is o f interest, and points are 
represented only as far as they are relevant (correlated) to the point o f fixation. This is 
possible but by no means completely satisfactory. As pointed out by Schwartz (1980), 
the complex logarithmic mapping has other advantages such as limited invariance proi>- 
erties. In animals that need to identify objects, more emphasis shotdd be put on the
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point of fixation. It could be that the exact form of the map is not important, V>ut 
by using correlation, a usable signal is available to recalibrate the map. It may not 
be the exact form o f the map that is important, but having a system that is robust. 
B y calibrating using correlation with the point o f fixation, the geometry can easily be 
recalibrated after damage, and robustness o f the system could be more important to 
survival than any distortions induced by such a scheme.
The last two chapters discuss two aspects o f using models to perform low-level 
inferences about the input. The first rests on a very simple property of interacting 
systems: if the components parts are strongly connected, the behavior of the parts will 
be strongly related (in this case the timing o f the neurons spiking); if the components 
are weakly connected, the properties of the parts will be unrelated. The previous 
interpretation of coherence in the firing of cells is that it is a binary phenomenon: if 
the cells fire at the same time, the are representing features from the same "object’’ . 
W hat is was propo.sed is that coherence can be more powerfully used >us a gratluatcd 
phenomenon, representing not the binary predicate belonging to Ihvi object, but the 
probability o f the event given a model of low level features basetl on previous e.xperience.
Whether this is actually occuring in cortex will require more experimental work, 
but it addresses an important problem in much neural network research. .A neural 
network given an input, will always give an interpretation. Sometimes this will be 
good, sometimes bad. If a system has multiple sources o f information, then it needs 
to  know how reliable each interpretation is. For engineering ba.sed networks, there now 
exist methods for assigning approximate error bars to interpretations, but this is very 
computationally expensive (MacKay, 1991a). In a learning .system, inferences ma<le in 
regions where we have large amounts of data are going to be more reliable than those 
made from regions with little data. By signaling how likely the input was ba.sed on 
previous experience, and how often data has been received on inferences of this form, 
we will signal something related to the reliability o f this interpretation. By signaling it 
in terms o f the cells firing coherence, it is communicated in a form that can easily be 
interpreted by later cortical areas.
Chapter 7 addresses a problem if statistical models o f this form are to be u.se<l in 
cortex. I f  a model is to be useful, it has to be applied quickly, ami by the nature 
o f  these models, the search will be plagued by local minima. The solution proposetl 
here was inspired by known physiology: the inhibitory Gaba6 system takes a long time 
to  settle (250-400ms), and is used in the visual cortex even although faster inhibitory 
neurotransmitters are present (Gabag). There is also limited evidence for variable
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inhibition o f the time course o f 250-500ms from psychophysics (Andrews, 1967b). If 
the system was purely feed-forward and trying to communicate its solution as quickly 
as possible, then this can only be seen as bad engineering.
I f instead the system is using a low-level statistical model to perform inference, 
then variable inhibition can be seen to have a role. This was demonstrated for a 
particularly difficult inference problem: given the model and told of the state o f 20 
o f the features, infer the most likely state of the other 180. For this problem it was 
shown that indeed the variable inhibition search helped over simple gradient descent. 
It also didn’t have the drawback of simulated annealing, where the initial estimates 
were essentially random. This process therefore gives a po.ssible interpretation for the 
slowness of inhibition: by performing search in this way, we avoid local minima. .Again 
whether search of this form is operating in cortex will require further exi>erimentat ion, 
but the fact that the brain uses a slower time scale than neces.sary is suggestive.
This thesis started out with the hypothesis that because o f the credit assignment 
problem, metaphors for computation based on simple .statistical techniques would he 
important if low-level vision was to be learnt. It is hoped that the work which has 
been presented has indeed shown this. Even although the statistics u.sed were simple, 
and each model had limitations, the results presented here are strongly stiggestive of 
such processes operating.
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Appendix
The Morris-Lecar neuronal model
The Morris-Lecar model is a two channel approximation to the dynamics of a single
neuron where the membrane voltage v is dependent on the external input / in time
dependent manner according to the following equations (Rinzel Ermentront, 1989):
^  = - i i o n ( v , w )  +  i  (8 .1)
dw ^  (wooCu) -  u;] 
dt T « ,(v )
»ion =  ^Co»«oo(w)(w -  /) -t- gK^liv ~  Vk ) gL(v -  Vu) (8-3)
moo(v) =  0.5 ♦[/-!- tanh{{v — V/)/vj}] (8.4)
t"oo(w) =  0.5 *[1  +  tanh{{v — vs)/v  ^} ]  (8.3)
T„(v) =  1 /cosh{{v — vs)/(2 * t;^)} (8.G)
where
V Voltage gca =  1-0 Ui =  —0.01 <i> =  0.3333.3
w Fraction o f A'"*" channels open Sk =  2.0 xj^  =  0.15 v^ - =  —0.7
/ Input Sc =  0.5 U3 =  0.1 ut =  -0 .5
V4 =  0.145
The differential equations were integrated using a two step trapezoidal rule with a 
time step size St of 0.09.
For the purpose of defining the spike train entropy and communication between 
cells, a definition of when a spike occurred was needed. This was define<l a.s the first 
point where the differential of the membrane potential was negative after being positive, 
and that the potential was above 0.25 and had been below 0.0 sine the last spike. This 
complicated definition is required to avoid problems o f the simulation equations ringing 
causing false spikes.
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Simulated annealing via variably effective weights
The deterministic HopBeld model can be modified to perform simulated annealing by 
replacing the individual update rule by the following:
1
P{output =  1) =
1 -  e x p { - I / T )
(8.7)
where P (  output =  1) is the probability of the output, I is the input, and T  is the 
effective temperature (Hinton 1984). This can be achieved by just ad<ling Gaussian noi.se 
to the input (because the logistic function is very similar to the cumulative normal) of 
the deterministic Ilopfield network.
Traditionally the temperature o f the system, the amount o f noi.se added is varie<l, 
but since all that is o f interest is the signal to noi.se ratio we can vary the signal keeping 
the noise constant. The signal I is:
e f  fe c tiv e
Vi (8 .8 )
where u;*^^*'*” '* is the effective value o f the i’th weight, and Vi is the output o f the 
i ’th unit.
I f  instead of varying the magnitude o f the noise source, we vary , then we
vary the effective contribution o f the signal. If is dependent not only on the
weights size, but on its temporal relationship with other arriving spikes, then this can 
be used to vary the effective temperature o f the system. Pha.se locking can be use<l as 
the temperature control for simulated annealing.
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