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Zusammenfassungen
Diese Arbeit behandelt einen Ansatz zur Algorithmenvisualisierung von zeigerba-
sierten Programmen. Während traditionell die Programmausführung für konkrete
Daten visualisiert wird, stützt sich dieser Ansatz auf die abstrakte Programmaus-
führung. Dazu wird vorab mittels Shapeanalyse, einer auf Logik basierenden para-
metrischen statischen Programmanalysetechnik, eine Beschreibung der an den Pro-
grammpunkten auftretenden abstrakten Heapstrukturen berechnet. Diese Shape-
graphenmengen sind jedoch in der Regel für eine direkte Visualisierung zu groß. Ein
zentrales Thema dieser Arbeit ist die Entwicklung von Methoden, die Analyseaus-
gabe vor der eigentlichen Visualisierung aufzubereiten. Sie führen sowohl zu einer
Reduktion der Komplexität als auch zu einer gesteigerten Wirksamkeit der Visuali-
sierung. Im Vordergrund stehen Methoden zur Strukturierung der Analyseausgabe.
Ein Ähnlichkeitskonzept gestattet es, bezüglich verschiedener parametrischer Ähn-
lichkeitsbegriﬀe zu abstrahieren. Auf diese Weise werden ähnliche Heapstrukturen
und ähnliche Programmausführungen identiﬁziert und zusammengefasst. Mit glei-
cher Absicht wird ein Konzept zur Ausnutzung von Symmetrie eingeführt. Ergän-
zend werden Methoden vorgestellt, welche die in einer Menge von Shapegraphen
enthaltenen Informationen verdichten. Zu den darüber hinaus behandelten Themen
gehören Methoden, die Hilfestellungen bei der Traversierung durch die abstrakte
Programmausführung bieten.
*
This work presents an approach to algorithm visualisation of pointer based pro-
grams. While traditionally the execution of a program is visualised for concrete
data, our approach is based on abstract program execution. Using shape analysis,
which is a logic based parametric static program analysis technique, a description
of the abstract heap situations that can occur at each program point is computed
in advance. However, the resulting sets of shape graphs are generally too large to
be visualised directly. A central topic of this work is the development of methods
for preparing the analysis output before the actual visualisation. This results in
complexity reduction as well as in increased eﬃciency with respect to visualisation.
The focus lies on methods for structuring the analysis output. A similarity concept
allows abstraction with respect to various parametric similarity notions. This way
similar heap structures and similar execution paths are identiﬁed and summari-
sed. With the same purpose in mind, a concept of taking advantage of symmetry
is introduced. Additionally, methods are presented that condense the information
contained in sets of shape graphs. Further topics include methods that assist in the
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1 Einleitung
Ich höre und vergesse. Ich sehe und
erinnere. Ich tue und verstehe.
(Konfuzius)
Diese Arbeit beschäftigt sich mit der Visualisierung von Algorithmen beziehungs-
weise Programmen. Den Begriﬀ Visualisierung kann man ganz allgemein als bild-
liche Formulierung verstehen, als Aufbereitung von Informationen für die visuelle
Wahrnehmung. Von den menschlichen Sinnen ist der Sehsinn derjenige, den die
meisten Menschen als den primären menschlichen, als ihren primären Sinn anse-
hen werden. Er ist auch derjenige, der mit Abstand die meisten Informationen pro
Zeiteinheit aufnehmen kann. Eine Form von Informationsaufbereitung, die den Seh-
sinn anspricht, bietet daher eine gute Grundlage, so dass die Informationen von uns
gut aufgenommen und verarbeitet werden können. Im Zuge der fortschreitenden
Entwicklung der Leistungsfähigkeit von Computern und den daraus resultierenden
Möglichkeiten hat sich auch die Informatik dem Themenbereich Visualisierung zu-
gewandt. Anfangs waren primär (mehrdimensionale) Daten der Gegenstand, den es
zu visualisieren galt. Später wurde er auf andere Objekte ausgeweitet. Einer der
Gegenstände der Visualisierung sind Algorithmen.
Bei den Algorithmen  fürs Erste wollen wir nicht zwischen Algorithmus und Pro-
gramm unterscheiden und die Worte als Synonyme ansehen  geht es uns konkret
um imperative, zeigerbasierte Programme. Die verwendeten Daten beziehungswei-
se Datenstrukturen werden also im Heap gehalten. Zugriﬀe auf die Daten erfolgen
über Zeiger, und Änderungen an der Struktur der Daten im Heap bedeuten eine
Manipulation von Zeigern (beziehungsweise Zeigervariablen). Zeiger sind proble-
matische Objekte. Von einem theoretischen Standpunkt aus sind sie unangenehm,
weil Zeiger semantisch zu den am schwierigsten erfassbaren Programmiersprachen-
konstrukte gehören. Von einem praktischen Standpunkt aus sind sie unangenehm,
weil die Verwendung von Zeigern leicht und häuﬁg zu Fehlern führt; typisch sind
die Dereferenzierung von NULL-Zeigern und der Zugriﬀ auf bereits freigegebene
Heapbereiche. Demgegenüber bietet die Verwendung von Zeigern nicht zu vernach-
lässigende Eﬃzienzvorteile, was sie für die Praxis überaus bedeutsam macht. So
sind Veränderungen an der Datenstruktur nicht nur möglich, sie erfordern häuﬁg
auch nur lokale(re) Änderungen. Daher bieten zeigerbasierte Implementierungen ein
hohes Maß an Dynamik und führen zu speicher- und zeiteﬃzienten Implementierun-
gen. Aus diesen Gründen zeichnen sich zeigerbasierte Algorithmen als interessante
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und wichtige Klasse aus, die auch in Bezug auf Visualisierung ein eigenständiges
Interesse verdient.
Die konkreten Beweggründe, warum sich jemand Algorithmenvisualisierung zunutze
machen möchte, können im Einzelfall recht verschieden sein. Unter anderem sind
folgende Anwendungssituationen möglich: Ein Anwender kann als Lernender den
Algorithmus verstehen wollen. Ein Anwender kann sich als Programmierer von der
Abwesenheit gröberer Fehler überzeugen lassen wollen. Ein Anwender kann als Pro-
grammierer an einer Verbesserung des Programmcodes interessiert sein und nach
ungeschickt programmierten Codeteilen Ausschau halten. All diesen Anwendungs-
motiven ist gemeinsam, dass mit Hilfe der Visualisierung ein Zuwachs an Erkenntnis
über den Algorithmus beziehungsweise über das Programm angestrebt wird. Daher
wollen wir den Umgang mit Algorithmenvisualisierung ganz allgemein als Lernsi-
tuationen interpretieren. Dementsprechend wollen wir Algorithmenvisualisierung als
ein Mittel zur Unterstützung von Lernvorgängen auffassen.
Für die folgende Explikation bedienen wir uns eines konkreten Beispieles. Als zu-
grunde liegende Datenstruktur betrachten wir einen binären Suchbaum, den wir uns
gerne auch balanciert vorstellen können. (Der Datentyp Baumelement besitze einen
ausgezeichneten Datenwert, einen Schlüssel, bezüglich dem die Sortierung erfolgt.)
Als Beispielalgorithmus betrachten wir das Einfügen eines Elements in einen solchen
Baum. Der erste Schritt eines solchen Algorithmus ist das Suchen des einzufügen-
den Elements im Baum, also die Suche nach einem Element im Baum mit gleichem
Schlüssel. Wenn ein solches im Baum vorhanden ist, dann werden wir das neue Ele-
ment gewöhnlich nicht einfügen wollen, üblicherweise erlaubt man keine Elemente
mit gleichem Schlüssel, und werden den Algorithmus mit einer Fehlermeldung be-
enden. Im anderen Fall haben wir mit der Suche die Position im Baum gefunden, an
der das neue Element einzufügen ist, so dass der resultierende Baum ebenfalls wieder
ein Suchbaum ist. (Nach dem Einfügen muss man sich gegebenenfalls noch darum
kümmern, dass die Balancierung wiederhergestellt wird.) Im Folgenden verbleiben
wir der Einfachheit halber beim Suchalgorithmus.
Wir haben oben Visualisierung ganz allgemein als Aufbereitung von Informationen
für die visuelle Wahrnehmung charakterisiert. Folglich ist Algorithmenvisualisierung
die Aufbereitung von Algorithmen (beziehungsweise Programmen) für die visuelle
Wahrnehmung. Streng genommen fällt hierunter auch schon ein Ausdruck des Pro-
grammcodes. Dies rechnet man jedoch noch nicht zur Algorithmenvisualisierung.
Üblicherweise verwendet man den Begriﬀ nur für visuelle Aufbereitungen, die deut-
lich über eine bloße Präsentation des Codes hinausgehen.
Der übliche Ansatz bei der Algorithmenvisualisierung besteht darin, die Ausführung
eines Programms anhand konkreter Daten zu visualisieren. Diesen Ansatz bezeich-
nen wir im Folgenden auch als traditionelle Algorithmenvisualisierung. Dabei wird
die im Heap beﬁndliche Datenstruktur, jeweils als Momentaufnahme, in einer geeig-
neten Weise dargestellt. Die Visualisierung besteht dann aus einer oder mehreren
Sequenzen solcher Darstellungen. Jedes Paar aufeinanderfolgender Darstellungen
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einer Sequenz zeigt die Heapsituation vor und nach Ausführung einer Programmak-
tion. Die Reihenfolge der Aktionen, genauer der Kantenzug durch den Kontrollﬂuss-
graphen, ist dabei neben dem Programm implizit durch den im Voraus festgelegten
konkreten Eingabedatensatz bestimmt. Ein klassischer Vertreter dieses Ansatzes ist
das Softwarepaket TANGO und dessen Nachfolger POLKA, vergleiche [TANGO
1990], für weitere Referenzen und ein Überblick über verschiedene Entwicklungs-
tendenzen kann [Kerren u. Stasko 2002] konsultiert werden. Ein Anwender dieser
Art von Algorithmenvisualisierung entwickelt sein Verständnis über das Programm
beziehungsweise den Algorithmus aus dem Verhalten des Programms bezüglich der
betrachteten Datensätze. Diese Form des Lernens, die vom Konkreten oder Spezi-
ellen auf das Allgemeine schließt, heißt induktives Lernen.
root
cur
Abbildung 1.1: Konkrete Darstellung eines Suchbaums
In unserem Beispiel handelt es sich bei der Datenstruktur um einen Baum. Er wird
üblicherweise in für Informatiker vertrauter Baumgestalt präsentiert. Dem Betrach-
ter werden Darstellungen angeboten, die derjenigen in Abbildung 1.1 ähneln oder
entsprechen. (Auf die Angabe konkreter Datenwerte wurde verzichtet.) Normaler-
weise erfüllen sie folgende Charakteristiken: Der Baum wird als Ganzes dargestellt,
das heißt jede Heapzelle ist (im Prinzip) in der Darstellung vorhanden. Seine Ecken
sind so angeordnet, dass ihre Aufzählung entlang der x-Achse eine Sortierung der
Datensätze (nach dem Schlüssel) ergibt. Einzelne Baumelemente sind ausgezeich-
net; hierzu gehören die Ecken, auf die Zeigervariablen zeigen, also in unserem Fall
die Wurzel des Baums und das aktuelle Element, welches als Vergleichselement
dient.
Eine wesentliche Charakteristik der traditionellen Algorithmenvisualisierung, der
11
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Visualisierung der Programmausführung mit konkreten Daten, ist ihr Fokus auf
Veränderungen. Nach der Ausführung einer Programmaktion werden unmittelbar
die neue Heapsituation und die neuen Werte der Zeigervariablen präsentiert, also
die Auswirkung der Aktion. Wenn wir von Paaren aufeinanderfolgender Darstellun-
gen, also von einzelnen Programmaktionen, zu Sequenzen von Aktionen und da-
mit auch zu ganzen Programmen übergehen, dann nehmen wir vornehmlich einen
sich durch die Programmaktionen verändernden Heap wahr. Auch wenn wir Vi-
sualisierungen mit verschiedenen Datensätzen durchführen, konzentriert sich die
Aufmerksamkeit des Betrachters auf die Unterschiede zwischen den Darstellun-
gen.
In dieser Fokussierung auf Veränderungen ist eine grundlegende Beschränkung des
traditionellen Ansatzes zur Algorithmenvisualisierung begründet. Sie impliziert, dass
Unveränderliches, also Gemeinsamkeiten und Ähnliches, dass Invarianten nicht ex-
plizit herausgearbeitet, nicht explizit visualisiert werden können. Gemeinsamkeiten
zwischen zwei aufeinanderfolgenden Darstellungen, sofern sie existieren, sind in der
Visualisierung natürlich implizit vorhanden. Der Betrachter muss sie sich aber selbst
erarbeiten. Diese Tatsache gilt auch für die Gemeinsamkeiten, die zwischen Pro-
grammausführungen mit verschiedenen Datensätzen bestehen.
Prinzipiell gibt es unendlich viele Datensätze, die ein Algorithmus als Eingabe erhal-
ten kann. Beim Einfügealgorithmus kann die Eingabe variieren in der Größe des Bau-
mes, in seiner (Zeiger-)Struktur und in den konkreten Werten der Datenelemente.
Bei der traditionellen Algorithmenvisualisierung wird jede dieser Möglichkeiten als
eigenständige Instanz behandelt. Wenn wir beispielsweise zwei Bäume betrachten,
die dieselbe Zeigerstruktur haben und sich nur in Datenwerten unterscheiden, dann
werden die Abarbeitungen des Einfügealgorithmus gleich verlaufen, die den Abarbei-
tungen korrespondierenden Kantenzüge im Kontrollﬂussgraphen sind gleich. Auch
die im Verlauf der Abarbeitungen entstehenden Heapsituationen sind ihrer Struktur
nach paarweise gleich. Des Weiteren gibt es normalerweise viele Eingabeinstanzen,
die (in einer gewissen Weise) zueinander ähnlich sind und zu einer ähnlichen Abar-
beitung führen. Wir können uns zum Beispiel vorstellen, dass der eine Baum tiefer
als der andere ist und dass sich dadurch die Länge des Suchweges vergrößert, was
eine höhere Anzahl an Schleifeniterationen impliziert. Wenn aber Abarbeitungen
ähnlich sind, dann stellen sie im Grunde genommen nichts wesentlich Verschiedenes
(bezüglich dieses Ähnlichkeitsbegriﬀs) dar.
Wir interpretieren den Umgang mit Algorithmenvisualisierung als Lernsituation.
Um ein größeres Verständnis über einen Algorithmus zu erlangen, ist es wenig för-
derlich, sich Dutzende von Visualisierungen zeigen zu lassen, die alle gleich oder
ähnlich zueinander sind. Hierin liegt ein großes Maß an Redundanz und sogar Ineﬃ-
zienz. Man wird ganz im Gegensatz dazu lieber möglichst viele wesentlich verschiede-
ne Abarbeitungen visualisiert bekommen wollen. Für einen vollständigen Überblick
über den Algorithmus ist dies in jedem Fall unerlässlich. Ob gleiche oder ähnli-
che Abarbeitungen entstehen, ist durch die Eingabeinstanzen bedingt. Aber gerade
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ein Anwender mit wenig Vorkenntnissen über den Algorithmus wird das schwerlich
im Vorfeld beurteilen können. Der Qualität der (mitgelieferten) Eingabeinstanzen






Abbildung 1.2: Abstrahierte Darstellungen eines Suchbaums
Wenn man den Einfügealgorithmus von einem Lehrer vorgeführt bekommt, dann
wird man andere Darstellungen zu sehen bekommen als diejenigen, die Abbildung 1.1
ähneln. In einer realen Lernsituation wird ein Lehrer den Blick auf wichtige und we-
sentliche Bereiche der Datenstruktur lenken und diese herausheben, die übrigen
Bereiche werden in den Hintergrund gedrängt. Auf diese Weise wird die Aufmerk-
samkeit des Lernenden gelenkt. Als Resultat ergeben sich Darstellung, die deutlich
abstrakter ausfallen: Große Bereiche des Heaps werden zu Einheiten zusammen-
gefasst sein. Dabei ist es für die Lernsituation normalerweise förderlich, wenn die
Darstellung des abstrahierten Heaps nicht zu stark vom Gewohnten abweicht. Ab-
bildung 1.2 zeigt zwei Beispiele.
Zugriﬀe auf die Datenstruktur im Heap ﬁnden über Zeigervariablen statt. Daher
sind nur diejenigen Heapzellen von der aktuellen Programmaktion betroﬀen, auf die
Variablen zeigen, gegebenenfalls noch deren Nachfolger. In unserem Beispiel sind
dies die Wurzel, sie dient als Eingang zum Baum, und das aktuelle Baumelement,
das als Vergleichselement dient. Auf diesen Heapzellen liegt der Fokus. (Bei einzel-
nen Programmaktionen oder kürzeren Sequenzen dürften oft sogar nur einige von
diesen Heapzellen betroﬀen sein, der Fokus liegt also im Grunde genommen nur auf
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einer Teilmenge dieser Zellen.) Da die anderen Heapelemente nicht (direkt) von der
Aktion betroﬀen sind, können sie zusammengefasst dargestellt werden. Man wird
sie üblicherweise in Gruppen einteilen, so dass sich Heapzellen, die eine gemein-
same Charakteristik hinsichtlich des Algorithmus aufweisen, in derselben Gruppe
beﬁnden.
Betrachten wir zur Verdeutlichung das Suchbeispiel. Dabei nehmen wir an, dass das
aktuelle (Vergleichs-)Element kein Blatt des Baumes sei. Die Heapzellen, die zu den
Teilbäumen gehören, die am aktuellen Element herabhängen, unterscheiden sich von
allen anderen dadurch, dass sie den Teil des Baumes beschreiben, in dem die Suche
fortgesetzt werden kann, der noch zu explorieren ist. Gegebenenfalls ist es ange-
bracht, zwischen dem linken und rechten Teilbaum zu diﬀerenzieren. Alle anderen
Baumteile wurden entweder bereits besucht oder sie wurden als nicht examinations-
würdig erkannt. Bei diesen Heapzellen kann gegebenenfalls zwischen den besuchten
und nicht besuchten Baumelementen diﬀerenziert werden. Erstere formen einen Weg
von der Wurzel zum aktuellen Element, letztere gehören zu Teilbäumen, die von
diesem Weg herabhängen. In Abbildung 1.2 sehen wir zwei Beispieldarstellungen.
In der linken Darstellung wurde zwischen dem linken und rechten Teilbaum, die
am aktuellen Element herabhängen, unterschieden. (Teilbäume sind durch Dreiecke
dargestellt.) Auch wurde zwischen dem Suchweg und den an ihm herabhängenden
Teilbäumen unterschieden. In der rechten Darstellung wurden beide Unterscheidun-
gen nicht durchgeführt.
Dieser Ansatz zum Lernen kontrastiert das induktive Lernen der traditionellen Al-
gorithmenvisualisierung, welches vom Einzelnen auf das Allgemeine schließt. Hier
werden, ganz allgemein gesprochen, Begriﬀe verwendet, die für eine allgemeine, ab-
strakte Situation stehen. Wie das Baumbeispiel verdeutlicht, nehmen die Begriﬀe im
Umfeld der Algorithmenvisualisierung einen visuellen Charakter an, weswegen wir
auch von abstrahierten oder abstrakten Darstellungen sprechen. Ein Begriﬀ ist einer-
seits durch charakterisierende Eigenschaften determiniert, andererseits umfasst er
eine Menge von konkreten Objekten, die diese gemeinsame Charakteristik aufweisen.
Ausgehend von einem Verständnis der Begriﬀe, der abstrahierten Situationen, kann
in der Regel leicht auf die unter den Begriﬀ fallenden konkreten Situationen geschlos-
sen werden. Wir haben es mit einer Lernform zu tun, die vom Allgemeinen auf das
Spezielle oder Einzelne schließt, sie heißt deduktives Lernen.
In dieser Arbeit behandeln wir einen Ansatz zur Algorithmenvisualisierung, der de-
duktives Lernen ermöglicht und unterstützt. Anstelle von Darstellungen von konkre-
ten Heapsituationen verwenden wir Darstellungen von abstrakten Heapsituationen,
anstelle einer konkreten Programmausführung visualisieren wir eine abstrakte Pro-
grammausführung. Zu diesem Zweck benötigen wir als Basis einen Mechanismus, um
Heapabstraktionen und Darstellungen von ihnen herstellen zu können. Wir wollen
uns dabei nicht mit einer beliebigen Methode zufriedengeben. Stattdessen wünschen
wir, dass sie eine Reihe von Kriterien gut erfüllt: 1. Damit die Visualisierung den
14
aktuellen (Lern-)Zielen angepasst werden kann, erwarten wir Einﬂussmöglichkei-
ten auf die abstrahierten Darstellungen. Es muss einen Beschreibungsmechanismus
geben, der entweder die Art der Abstraktion oder das gewünschte Aussehen der
resultierenden Darstellungen bestimmt. (Beides hängt eng zusammen: Die Abstrak-
tion steuert das Aussehen der Darstellungen.) 2. Die Berechnung der abstrakten
Heapsituationen soll automatisch auf der Grundlage einer Speziﬁkation geschehen.
(Die Terminierung der Berechnung impliziert auch, dass die Anzahl der abstrak-
ten Heapsituationen und deren Größe endlich ist.) 3. Der Prozess der Berechnung
der abstrakten Heapsituationen soll eine theoretische Fundierung besitzen und die
abstrakten Heapsituationen sollen eine klare semantische Bedeutung haben. 4. Die
berechneten abstrakten Heapsituationen sollen sich für eine Visualisierung eignen,
das heißt aus ihnen sollen sich Darstellungen ableiten lassen, die eine hohe erkläre-
rische Qualität aufweisen.
Eine Methode, welche diese Kriterien zu unserer vollen Zufriedenheit erfüllt, ist
Shapeanalyse, weswegen wir sie für unsere Zwecke verwenden. Dabei handelt es sich
um einen der zurzeit mächtigsten Mechanismen zur statischen Programmanalyse. Sie
basiert auf dreiwertiger Logik. Zuzüglich zum zu analysierenden Programm erhält
sie als Eingabe eine logische Sprache, bezüglich derer die Analyse erfolgt. Heapsitua-
tionen, die sich hinsichtlich speziﬁzierter Eigenschaften nicht unterscheiden, werden
zusammengefasst. Die so berechneten abstrakten Heapzustände sind logische Struk-
turen und heißen Shapegraphen. Die Analysemethode stellt sicher, dass nur endlich
viele von ihnen existieren (können). Alle konkreten Heapsituationen werden auf eine
endliche Menge von Shapegraphen abgebildet. Den konkreten Programmaktionen
werden Programmaktionen gegenübergestellt, die auf abstrakten Heapsituationen
operieren. Jede Ausführung einer Programmaktion auf einer konkreten Heapsitua-
tion wird auf eine Transition zwischen Shapegraphen abgebildet. Damit wird eine
konkrete Programmausführung auf eine abstrakte abgebildet.
Durch eine Abstraktion entsteht naturgemäß ein Informationsverlust, was sowohl
Vorteil wie Nachteil sein kann. Da Details wegabstrahiert werden, liegt der Fokus
auf dem, was sonst gleich und beständig bleibt. Die Menge der Shapegraphen eines
Programmpunktes beschreibt alle an diesem Programmpunkt auftretenden Heap-
situationen bezüglich der zugrunde liegenden Speziﬁkation. Damit handelt es sich
bei ihnen um Invarianten, und ihr explizites Vorliegen wird zumindest ein Algorith-
mentheoretiker stets begrüßen. Sollten durch die Abstraktion Details, die man bei
der Visualisierung zu betrachten wünscht, verloren gegangen sein, kann man eine
neue Shapeanalyse mit veränderter, feinerer Speziﬁkation durchführen. Im Vergleich
zur traditionellen Algorithmenvisualisierung benötigt die Shapeanalyse eine zusätz-
liche Speziﬁkation, was einen Mehraufwand bedeutet. Es ist jedoch zu beachten,
dass die Speziﬁkation der Datenstruktur für jede Datenstruktur nur einmal vorge-
nommen werden braucht. Die Speziﬁzierung des Algorithmus verhält sich wie seine
Kodierung für eine konkrete Ausführung. Auf der anderen Seite spart man die Zu-
sammenstellung einer Menge von guten Eingabeinstanzen ein.
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Wir benutzen die Shapeanalyseausgabe als Basis für die Visualisierung. Bei den
Shapegraphen handelt es sich zunächst einmal um logische Strukturen, für die Visua-
lisierung benötigen wir visuelle Darstellungen. Shapegraphen erlauben eine relativ
intuitive Darstellung als beschrifteter gerichteter Graph, so dass hier keine zusätz-
liche Aufgabe eingeführt wird. Ein zentrales Problem liegt jedoch in der Größe der
Analyseausgabe. Wenn man zum Beispiel nur eine geringe oder mäßige Abstraktion
wünscht, dann wird man nicht ernsthaft erwarten können, dass sich die potenziell
unendlich vielen konkreten Heapsituationen auf nur einige wenige abstrakte redu-
zieren lassen. Die Shapeanalyse muss sie alle berücksichtigen, um die Korrektheit
der Analyse und des Ergebnisses zu garantieren. Die entstehende Vielfalt und der
Detailreichtum sind aber für die darauf aufsetzende Visualisierung nicht immer von-
nöten. Auch kann die Shapeanalyseausgabe Redundanz enthalten. Aus praktischer
Sicht zeigt sich bei Verwendung sinnvoller Abstraktionen, dass bei Algorithmen,
die einfache Datenstrukturen wie einfach oder doppelt verkettete Listen verwen-
den, noch keine Probleme hinsichtlich der Ausgabegröße auftreten. Aber schon bei
(binären) Bäumen wird das Problem akut.
Wir stehen in der Regel also der Situation gegenüberstehen, dass die Shapeanalyse-
ausgabe zu groß ist, als dass sie direkt visualisiert werden sollte. Wohlgemerkt geht
es hier nicht darum, ob oder inwieweit man (sehr) große Datenmengen visualisieren
kann. Wir interpretieren den Umgang mit Algorithmenvisualisierung als Lernsituati-
on. Die neurophysiologischen Gegebenheiten und Beschränkungen des menschlichen
Gehirns bedingen, dass ein Anwender nur eine bestimmte Menge an Informationen,
also auch nur eine bestimmte Komplexität der abstrakten Programmausführung,
handhaben kann. Eine große Analyseausgabe stellt also ein Problem dar. Ein ange-
strebter Lernerfolg kann einfacher realisiert und eﬀektiver gestaltet werden, wenn
die Shapeanalyseausgabe vor der eigentlichen Visualisierung im Hinblick auf das
Lernziel aufbereitet wird.
In dieser Arbeit elaborieren wir Methoden, die Shapeanalyseausgabe für eine Vi-
sualisierung aufzubereiten. Themen, die sich mit der konkreten Darstellung, also
unter anderem dem Zeichnen, von Shapegraphen beziehungsweise von Sequenzen
von Shapegraphen befassen, sind nicht Gegenstand dieser Arbeit. Wir sind also
gewissermaßen zwischen der Shapeanalyse und der eigentlichen Visualisierung posi-
tioniert. Auf die Fragen, welche Shapegraphen einer Analyseausgabe für eine Visua-
lisierung besonders wichtig sind und welche nicht, welche sich besonders gut eignen
und welche weniger oder welche eine besonders signiﬁkante Aussage enthalten und
welche nicht, wird man wohl kaum eine allgemeingültige Antwort ﬁnden können.
Eine solche Beurteilung hängt nicht zuletzt von der konkreten Zielsetzung einer
Visualisierungssitzung ab. Wir verfolgen einen anderen Zugang. Es werden diver-
se Ähnlichkeitskonzepte eingeführt und untersucht. Diese erlauben uns, den Grad
von Ähnlichkeit und Verschiedenheit sowohl von Shapegraphen als auch von ab-
strakten Ausführungen genauer beurteilen zu können. Diese Methode unterstützt
uns zum Beispiel auch bei der Beurteilung, ob Shapegraphen beziehungsweise ab-
strakte Programmausführungen allgemeinere Fälle oder speziellere Fälle beschrei-
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ben. Aufbauend auf diesen Klassiﬁkationen versehen wir die Shapeanalyseausga-
be mit zusätzlicher Struktur. Dies resultiert in einer deutlichen Erleichterung bei
der Navigation durch die abstrakte Programmausführung. Insgesamt kann auf die-
se Weise der durch die Visualisierung unterstützte Lernprozess eﬀektiver gestaltet
werden.
Auch bei der klassischen Visualisierung war man bemüht, von konkreten Darstellun-
gen der Datenstruktur zu abstrahierteren Darstellungen überzugehen. Dem Thema
Abstraktion hat man sich auch systematisch genähert, in [Cox u. Roman 1992] wer-
den beispielsweise Typen von Abstraktionen klassiﬁziert. Die Idee, Abstraktionen
von Heapsituationen für eine Visualisierung zu nutzen, wurde aber bisher kaum
verfolgt. Der einzige uns bekannte Ansatz ist Michails visuelles Programmiersys-
tem OPSIS, die Projektseite ist [OPSIS 1996], das zum Zwecke des Unterrichtens
binärer Bäume entwickelt wurde, vergleiche [Michail 1996]. Auch dort werden Baum-
elemente, die bestimmte Eigenschaften teilen, zusammengefasst. Jedoch ermangelt
sein Ansatz einer semantischen Fundierung. Das führt beispielsweise dazu, dass
Schleifeninvarianten vom Programmierer gefunden und formuliert werden müssen.






Tantum scimus, quantum memoria
tenemus. (Wir wissen soviel, wie wir
im Gedächtnis haben.)
(Römisches Sprichwort)
Visualisierung kann ganz allgemein als bildliche Formulierung, als Aufbereitung von
Informationen für die menschliche Wahrnehmung verstanden werden. Damit rücken
die physiologischen Gegebenheiten der menschlichen visuellen Wahrnehmung und
die psychologischen Aspekte der Informationsaufnahme und -verarbeitung in den
Blickpunkt des sich mit Visualisierung beschäftigenden Informatikers. Je besser die-
se Aspekte bei der Visualisierung berücksichtigt werden, desto eﬀektiver kann sie
gestaltet werden. Jedoch scheint es, dass Informatiker diese Aspekte eher zögerlich
in ihre Arbeit integrieren. In neueren Büchern über Visualisierung, [Schumann u.
Müller 2000] sei als Beispiel angeführt, wird ihnen aber schon ein beachtenswerter
Teil des Platzes zugestanden. Allerdings werden gewöhnlich lediglich die physiolo-
gischen Aspekte des menschlichen Sehsinns behandelt.
Diese Arbeit behandelt einen Ansatz zur Visualisierung von Algorithmen. Grund-
sätzlich dient Algorithmenvisualisierung zur Unterstützung und Hilfe beim Prozess,
einen Algorithmen besser zu verstehen. Daher fassen wir Algorithmenvisualisierung
in einem weiten Sinn als lernunterstützendes Mittel auf. Aus diesem Grund soll
auch den (psychologischen) Aspekten des Lernens Aufmerksamkeit zukommen, was
in diesem Kapitel geschieht. Lernen ist ein komplexer Vorgang: Er beinhaltet Aspek-
te der Wahrnehmung, das heißt der Aufnahme von Informationen. Auch beinhal-
tet er ein Verarbeiten von Informationen, sie werden unter anderem in das Bezie-
hungsgeﬂecht des Bekannten eingeordnet. Dann beinhaltet Lernen auch den Aspekt
des Erinnerns, des Abrufens eingespeicherter Informationen. Er beinhaltet mentale
Prozesse wie Erkennen und Verstehen sowohl von Sachverhalten als auch von Bezie-
hungen zwischen ihnen. Schließlich beinhaltet er das Speichern von Informationen,
damit auf sie in der Zukunft zurückgegriﬀen werden kann.
2.1 Gedächtnis und Lernen
Manfred Spitzer beginnt sein Buch über das Lernen [Spitzer 2003] mit den Worten:
Wenn es etwas gibt, was Menschen vor allen anderen Lebewesen auszeichnet, dann
ist es die Tatsache, dass wir lernen können und dies auch zeitlebens tun. Damit
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wird Lernen als ein wesentlicher Aspekt der menschlichen Existenz, als eine wichtige
Fähigkeit des Gedächtnisses ausgezeichnet. Es kann hier natürlich kein dem The-
ma gerecht werdender Überblick präsentiert werden, die Auswahl der behandelten
Aspekte erfolgte hinsichtlich ihres Zusammenhangs und ihrer Relevanz für unser
Thema. Die Literatur zum Themenkomplex Gedächtnis und Lernen ist reichhaltig,
ihre Schwerpunkte und Betrachtungswinkel hängen stark vom fachlichen Hinter-
grund der Autoren ab. Die hier dargestellten Zusammenhänge entstammen [Squire
u. Kandel 1999], [Markowitsch 2002] und [Spitzer 2003].
Gedächtnis
Grundsätzlich ist es nützlich, zwei Ebenen zu unterscheiden. Die erste Ebene be-
schreibt die materiellen Aspekte. Man spricht vom Gehirn, wenn das biologische
Organ gemeint ist. Die zweite Ebene beschreibt die immateriellen Aspekte, man
spricht dann vom Geist und von geistigen oder mentalen Prozessen. Die Darstellung
des Themenkomplexes Lernen und der dazugehörenden Vorgänge wie Wahrnehmen,
Erkennen, Erinnern oder Vergessen erfolgt primär auf der mentalen Ebene. Die ma-
terielle Grundlage der mentalen Prozesse ist das Gehirn, daher versteht man unter
dem Gehirn auch den Sitz der mentalen Prozesse.
Wegen dieses Zusammenhangs ist es plausibel zu glauben, dass zwischen Gehirn
und Geist eine deutliche Verbindung besteht. Das haben auch viele Gehirnforscher
der letzten Jahrhunderte so gesehen. Heutzutage ist diese Hypothese in der Ge-
hirnforschung allgemein akzeptiert. Lediglich die Vorstellung, wie die Verbindung
aussieht, ist Gegenstand der Diskussion. Das Spektrum der Ansichten reicht von
der Vorstellung, dass sich geistige Vorgänge (zu einem gewissen Grad) im Gehirn
widerspiegeln, bis zu der Ansicht, dass (alle) geistigen Prozesse Funktionen des
Gehirns sind, sich also letztendlich vollständig aus der (biologischen) Funktion des
Gehirns erklären lassen.
Das Gehirn und seine mentalen Prozesse können unter funktionalen Aspekten be-
trachtet werden. Derjenige Teil, der sich mit der Aufnahme von Informationen,
ihrer Be- und Verarbeitung, ihrer Speicherung und ihrer Wiederabrufung befasst,
ist das Gedächtnis. Somit ist Lernen eine Fähigkeit des Gedächtnisses. Allgemein
gesprochen ist unser Gedächtnis die Instanz, die uns den Alltag gestalten lässt.
Sie holt (unsere) Vergangenheit in die Gegenwart und verleiht ihr dadurch einen
Kontext, eine Bedeutung. Sie ermöglicht ein an die Situation und an die Verhält-
nisse angepasstes Verhalten und Handeln und seine Ausrichtung auf die Zukunft.
Ein Verlust des Gedächtnisses bedeutet häuﬁg ein Verlust des Ichs, der Lebensge-
schichte, und führt häuﬁg zu einer dauerhaften Störung der Beziehungsfähigkeit zu
Mitmenschen.
Die Inhalte, die wir im Gedächtnis speichern, stammen aus zwei Quellen. Zum einen
handelt es sich um Informationen, die wir über die uns umgebene Welt und über uns
aufnehmen. Primär sind das Sinneseindrücke, aber es kommen auch Informationen
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vom peripheren Nervensystem (z. B. Schmerz- und Temperaturempﬁndungen), vom
Gleichgewichtssystem sowie vom Zeitempﬁnden hinzu. Wir fassen diese zusammen
und bezeichnen sie als Wahrnehmung. Der Verarbeitung von Wahrnehmungsinfor-
mationen im Gedächtnis kommt eine wichtige Bedeutung zu. Sie bestimmt, wie wir
die Welt sehen. Zum anderen handelt es sich um eigene Gedanken und (Ergeb-
nisse von) Überlegungen, die wir als neues Wissen speichern. Ihre Quelle ist das
Gedächtnis selbst.
In den frühen Untersuchungen erscheint das Gedächtnis häuﬁg als Einheit. Im Zu-
ge der fortschreitenden Ausdiﬀerenzierung anatomischer Strukturen im Gehirn er-
wies sich auch eine Diﬀerenzierung der darauf aufsetzenden geistigen Strukturen als
sinnvoll und notwendig. Aufgrund medizinischer Erfahrungen wurde klar, dass das
Gehirn und auch das Gedächtnis zwischen kurzfristigem und langfristigem Behalten
unterscheidet. Deshalb wurden Modelle vorgeschlagen, die das Gedächtnis hinsicht-
lich des Kriteriums Zeit unterteilen. Das wohl einﬂussreichste dieser sogenannten
Mehrspeichermodelle wurde 1968 von Richard. C. Atkinson und Richard Shiﬀrin
vorgestellt. Es teilt das Gedächtnis in drei Komponenten ein: Ultrakurzzeitgedächt-
nis, Kurzzeitgedächtnis und Langzeitgedächtnis. Der Informationsﬂuss vollzieht sich
in dieser Reihenfolge. Die Kapazitäten von Ultrakurzzeit- und Kurzzeitgedächtnis
sind beschränkt und die Informationen haben nur eine kurze Speicherdauer, was ins-
gesamt zu einer Filterung der eingehenden Information führt.
An dieser Art Modelle kann eine Reihe von Kritikpunkten gefunden werden. An der
grundsätzlichen Einteilung des Gedächtnisses in ein Kurzzeit- und in ein Langzeitge-
dächtnis hält man heute fest. Das Kurzzeitgedächtnis sieht man aber umfassender.
Man teilt es in zwei, zeitlich hintereinander liegende Teile: in das unmittelbare Ge-
dächtnis, welches das Kurzzeitgedächtnis des Mehrspeichermodells ist, und in ein
zeitlich daran anschließendes Arbeitsgedächtnis. Das Arbeitsgedächtnis kann man als
die durch Wiederholung entstehende zeitliche Ausdehnung des unmittelbaren Ge-
dächtnisses auffassen. Man hält das Arbeitsgedächtnis für grundlegend für Sprach-
verständnis, für Denken und für Lernen. Von funktionaler Seite gesehen, handelt es
sich beim Arbeitsgedächtnis um den Teil des Gedächtnisses, der unsere Präsenz in
der Gegenwart und damit unsere Aufmerksamkeit mit den passenden gespeicherten
Informationen der Vergangenheit zusammenbringt und somit unser Verhalten und
unser Handeln lenkt.
Damit Informationen behalten werden, müssen sie vom Arbeits- ins Langzeitge-
dächtnis gelangen, sie müssen eine dauerhafte Langzeitform annehmen. Die Herstel-
lung der dauerhaften Form nennt man Konsolidierung und sie benötigt einige Zeit,
wahrscheinlich vollzieht sich der Prozess auch in mehreren Stufen. Die Zeitspanne
zwischen dem Verlassen des Arbeitsgedächtnisses und einer stabilen Verankerung
im Langzeitgedächtnis ist eine Übergangszeit. Bis die Konsolidierungsphase voll-
ständig abgeschlossen ist, sind die Informationen störanfällig. Wie lange die Konso-
lidierungsphase genau dauert, ist noch nicht vollständig geklärt, allerdings ist der
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Großteil der Prozesse wohl nach mehreren Stunden abgeschlossen. Nach der Kon-
solidierung schließen sich Stabilisierungsprozesse an, die unter Umständen Jahre
dauern können.
Heutzutage sieht man auch das Langzeitgedächtnis nicht mehr als Einheit an. Es
wird nach dem Inhalt von Gedächtnisleistungen ausdiﬀerenziert. Es herrscht weitge-
hend Einigkeit darüber, dass eine solche Gliederung möglich und sinnvoll ist. Über
die genaue Einteilung wird noch diskutiert. Zunächst wird zwischen einem dekla-
rativen und einem nichtdeklartiven Gedächtnis unterschieden.  Das nichtdeklara-
tive Gedächtnis umfasst Systeme, die einer bewussten Erinnerung nicht zugänglich
sind. Hier werden zum Beispiel mechanische und motorische Fähigkeiten und Hand-
lungsabläufe gespeichert, also beispielsweise Fertigkeiten wie Autofahren oder die
Bewegungsabläufe beim Sport. Das Erlernen solcher Inhalte ist (mit Ausnahmen)
relativ langsam. Der Umgang mit den Inhalten ist unﬂexibel, andererseits sind diese
Gedächtnissysteme äußerst zuverlässig. Das nichtdeklarative Gedächtnis teilt sich
ebenfalls in verschiedene Gedächtnissysteme, die wir aber nicht unterscheiden wol-
len.
Das deklarative Gedächtnis kann dadurch charakterisiert werden, dass seine Inhal-
te einer bewussten Erinnerung zugänglich sind. Es werden Repräsentationen von
Objekten der Welt und deren Beziehung zueinander gespeichert. Die Inhalte haben
einen verbalen oder bildhaften Charakter. Sie sind nicht als Einzelinformationen
abgespeichert, sondern sie sind konzeptionell verbunden und organisiert. Lernen sol-
cher Inhalte geht relativ schnell und der Umgang mit den Inhalten ist sehr ﬂexibel.
Dafür sind die gespeicherten Inhalte nicht immer zuverlässig. Sie sind oft unvoll-
kommen und anfällig für Ungenauigkeiten und Verzerrungen. Details, die man zum
Zeitpunkt des Lernens für wenig wichtig hielt, werden häuﬁg nicht mitgespeichert
und bei der Wiederabrufung sinngemäß rekonstruiert. Andererseits ist das deklara-
tive Gedächtnis in dem Sinne zuverlässig, dass es allgemeine Kenntnisse, allgemeine
Bedeutungen, das Wesentliche sicher abspeichert. Es wird weiter in das Wissens-
gedächtnis und in das episodische Gedächtnis unterteilt. Das Wissensgedächtnis,
gelegentlich wird es auch semantisches Gedächtnis genannt, ist ein Faktengedächt-
nis und enthält unser Wissen über die Welt und über generelle Zusammenhänge. Das
episodische Gedächtnis, welches auch autobiographisches Gedächtnis genannt wird,
speichert Informationen, die uns unmittelbar betreﬀen. Dabei handelt es sich sowohl
um Informationen über die Vergangenheit als auch um solche über die Zukunft, bei-
spielsweise wenn wir uns etwas vorgenommen haben. Seine Inhalte enthalten Raum-
und Zeitinformationen. In diesem Sinne ist es ein Quellengedächtnis, wir merken uns
darin, wann und wo wir uns unser Wissen angeeignet haben.
Die Lehr- und Lerninhalte der Informatik sind kognitiver Art, in erster Linie han-
delt es sich um deklaratives Wissen. Beim Lernenden sind die Lerninhalte jedoch
unter Umständen mit episodischen Informationen angereichert. Es ist häuﬁg für den
Lernerfolg förderlich, wenn der Lernende die Begleitumstände beim Lernen mitspei-
chert. Diese episodische Anreicherung ist eine Folge des Lernprozesses, des eige-
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nen Beteiligtseins beim Lernen, sie ist nicht integraler Bestandteil des behandelten
Stoﬀes. Häuﬁg verlieren sich bei erneuter Bearbeitungen die episodischen Anteile.
Das Themengebiet Algorithmen fügt sich in diesen Rahmen ein, bei der Visuali-
sierung von Algorithmen handelt sich um deklaratives Wissen, das kommuniziert
wird.
Lernen
Wenden wir uns nun konkreter dem Lernen zu. Die ersten universellen Lernmodel-
le, die gefunden beziehungsweise entwickelt wurden, entstammen der Tradition des
Behaviorismus. Diese Richtung vertritt die These, dass Verhalten mit (natur)wissen-
schaftlichen Methoden untersucht und erklärt werden kann. Lernbedingte Verände-
rungen werden als Verhaltensänderungen angesehen und interpretiert. Eines dieser
Modelle, die klassische Konditionierung, geht auf Iwan P. Pawlow zurück. Sie bietet
eine angemessene Beschreibung von Lernsituationen, bei denen die Reaktion unwill-
kürlich auf den Reiz erfolgt, wie dies beispielsweise bei Reﬂexen der Fall ist. Zeitlich
parallel begann Edward L. Thorndike Lernsituationen mit willkürlichem Verhalten
zu untersuchen. Das Lernmodell, dass sich daraus entwickelt hat und heute stark
mit dem Namen Burrhus F. Skinner verknüpft ist, wird operante Konditionierung
genannt. Sie stellt den Zusammenhang zwischen Verhalten, zwischen der Aktivi-
tät des Organismus, und den darauf folgenden Konsequenzen in den Vordergrund.
(Ein Versuchstier kann dadurch trainiert werden, dass erwünschtes Verhalten mit
Futter belohnt wird, auch kann unerwünschtes bestraft werden.) Aspekte, die den
Untersuchungsmethoden nicht zugänglich sind, werden außer Acht gelassen. Daher
berücksichtigen behavioristische Lernmodelle in der Regel keine mentalen Faktoren,
insbesondere lassen sie deklaratives Wissen außer Acht. Die behavioristische Sicht
von Lernvorgängen hatte bis in die 1960er Jahre starke Bedeutung. In diesem Zeit-
raum setzte eine Wende ein und man wandte sich vermehrt kognitiven Aspekten
zu.
Unter den Modellen, die mentale Aspekte einbeziehen, erlangte die sozial-kognitive
Theorie von Albert Bandura große Bedeutung. Sie wurde mehrfach ergänzt und er-
weitert, heute stellt sie sich als eine tragfähige Synthese des behavioristischen und
kognitiven Standpunktes dar. Derjenige Aspekt, der das Lernen beschreibt, heißt
Beobachtungslernen oder Modelllernen. Die behavioristische Tradition betont die
Rolle der eigenen Erfahrung beim Lernvorgang. Das Beobachtungslernen geht von
der Beobachtung aus, dass eigene, unmittelbare Erfahrung für das Lernen nicht
zwingend erforderlich ist. Lernen kann auch durch die Beobachtung fremden Ver-
haltens und dessen Konsequenzen, durch die Beobachtung eines Modells erfolgen.
Vermutlich beruht sogar der Großteil der menschlichen Lernvorgänge auf Beobach-
tungslernen, sicher aber der Großteil des deklarativen Wissens. Das beobachtete
Modell kann real sein, etwa eine Person. So wusste beispielsweise bereits die griechi-
sche Pädagogik um die Wirkungen eines Vorbildes. Das beobachtete Modell kann
aber auch auf einer abstrakteren Ebene, symbolisch, etwa in einem Buch, vorliegen.
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In der symbolischen Schilderung können Verhaltensmuster und die darauf folgenden
Reaktionen der Umwelt mittelbar erfahren werden.
Wenn man beim Lernen Aspekte mitberücksichtigen möchte, die über das Reagieren
auf Reize, über das Bilden von Assoziationen und über das Reagieren auf die Konse-
quenzen des eigenen Verhaltens hinausgehen, dann spricht man häuﬁg vom Komple-
xen Lernen. In diesem Lernmodell sind auch Denkprozesse und die Verwendung von
Problemlösungsstrategien mit eingeschlossen. Ein Charakteristikum dieses Modells
besteht in der Einführung einer neuen, mentalen Abstraktionsebene: Als Erstes wird
aus den Wahrnehmungen ein mentales Abbild erzeugt. Als Zweites werden verschie-
dene Verhaltensmöglichkeiten durch Manipulation des mentalen Abbildes simuliert
und mögliche Konsequenzen abgeschätzt. Schließlich und Drittens wird eine Ver-
haltensweise ausgewählt und in die Praxis umgesetzt. Auf Wahrnehmungen wird
nicht mehr unmittelbar, sei es reﬂexartig oder erlernt, reagiert, sondern das mögli-
che eigene Verhalten wird zuerst reﬂektiert. Das mentale Abbild repräsentiert die
verschiedenen Aspekte der Realität in unterschiedlichem Maße: einige sind stark
ausgeprägt, andere können ganz vernachlässigt sein. Die Herstellung des mentalen
Abbildes schließt Auswahl und Priorisierung von (Aspekten der) Wahrnehmung ein.
Wir können das mentale Abbild ebenfalls als Abstraktion auffassen, seine Herstel-
lung als Abstraktionsprozess.
Grundsätzlich gibt es zwei Möglichkeiten für die Herstellung einer Abstraktion: Sie
kann induktiv oder deduktiv gebildet werden. Mit Induktion bezeichnet man all-
gemein eine Methode, die vom Einzelnen, vom Besonderen auf etwas Allgemeines,
Gesetzmäßiges schließt [Schmidt 1982]. In der Philosophie und Erkenntnistheorie
ist sie als Methode der Erkenntnisgewinnung schon Sokrates und den Epikureern
bekannt. Aus einzelnen Beobachtungen wird eine Vermutung über den Zusammen-
hang der betrachteten Phänomene abgeleitet. Diese Vermutung kann dann, haupt-
sächlich durch planmäßige Beobachtungen und Experimente, anhand der Tatsachen
überprüft werden. Bei guter Übereinstimmung kann die Vermutung zur Gewissheit
erhoben werden. Problematisch ist dieses Vorgehen immer dann, wenn die Verall-
gemeinerung auf der Basis von nur wenigen Beobachtungen erfolgt. Dann ist die
Gefahr gegeben, dass Wichtiges in dem vermuteten Zusammenhang nicht mitbe-
rücksichtigt ist. Gleiches gilt, wenn die Überprüfung der aufgestellten Vermutung
nur oberﬂächlich erfolgt. Im Gegensatz zur Induktion steht die Deduktion. Sie be-
zeichnet die Ableitung des Besonderen aus dem Allgemeinen. Die Anwendung der
Deduktion setzt die Kenntnis des Allgemeinen voraus. Daher eignet sie sich nur für
solche Situationen und Phänomene, für die allgemeine Beschreibungen existieren.
Aus ihnen kann dann auf das Besondere geschlossen, deduziert werden. Die Dedukti-
on hat als Methode der Erkenntnisgewinnung in denjenigen Wissenschaftsbereichen
ein hohes Ansehen, die über allgemeine Modelle verfügen. Traditionell sind das die
Mathematik und die Naturwissenschaften, aber auch die (theoretische) Informatik
reiht sich hier ein.
Alle Lebewesen können Reize von der Umwelt aufnehmen. Wenn wir uns auf Tie-
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re beziehen, dann sind die Sinnes- und Körperwahrnehmungen die primären Reiz-
quellen. Aus ihnen bildet sich ein Großteil des Wissens und des Verständnises der
(Um-)Welt. Aus diesem Grund stellt sich die Induktion als eine sehr natürliche
Lernmethode dar. In der evolutionären Entwicklung des Menschen hat sie sich als
Methode gefestigt und ausgeprägt. Menschen sind bei der Anwendung der indukti-
ven Methode sehr leistungsfähig, vergleiche [Stangl 2009].
Induktives Lernen benötigt allerdings für eine genaue Grenzziehung bei Abstraktio-
nen in der Regel viel Zeit. Betrachten wir dazu ein Beispiel zum Kategorienlernen:
Wir wollen die Kategorien Blumenschale und Blumenvase lernen, wobei wir uns auf
die beiden Aspekte Größe der Grundﬂäche und Höhe des Gefäßes beschränken. Wir
betrachten dazu eine Reihe von Gefäßen, welche die funktionalen Voraussetzungen
erfüllen. Ist die Höhe eines Gefäßes im Vergleich zu seinem Durchmesser klein, so
werden wir es als Blumenschale ansehen; ist der Quotient groß, dann werden wir es
als Vase ansehen. Dazwischen gibt es einen Bereich, wo die Zuordnung unklar ist,
Zweifelsfälle können wir nur schwer beurteilen. Dieser Sachverhalt zeigt sich auch
in Experimenten: Wenn Objekte vorgelegt werden und entschieden werden soll, ob
sie zu einer bestimmten Kategorie gehören, dann gelingt die Zuordnung bei typi-
schen Vertretern der Kategorie schneller als bei untypischen. Die Grenzziehung wird
genauer, je mehr zweifelhafte Gefäße beurteilt werden müssen.
Da sich eine genaue Grenzziehung bei der Induktion als langwierig herausstellt, ist
es gewöhnlich eine gutes Vorgehen, an eine induktive Lernlektion möglichst bald ei-
ne deduktive anzuschließen. Nach der induktiven Lektion wurde ein grundlegendes
Verständnis für die zu lernende Abstraktion, also eine Basisabstraktion, entwickelt.
Typische Vertreter können (sicher) zugeordnet und typische Nicht-Vertreter können
(sicher) abgelehnt werden. Eine deduktive Lektion vervollständigt die Abstraktion,
insbesondere wird die Grenzziehung genauer. Die schon entwickelte Basisabstrak-
tion erleichtert zudem das Verständnis des präsentierten Modells (der Abstrakti-
on).
Das Gedächtnis ist kein isolierter Teil des Gehirns, es ist auf vielfältige Weise mit
anderen Gehirnprozessen verknüpft, die auch auf das Lernen wirken. Zwei Beispiele
sollen das erläutern. Es besteht eine sehr enge Verknüpfung zwischen dem Gedächt-
nis und Emotionen. Der Großteil der deklarativen Informationen passiert auf dem
Weg ins Langzeitgedächtnis Gehirnbereiche, die diese Informationen mit emotiona-
len Zuständen integrieren, sie mit Emotionen anreichern. Der emotionale Kontext,
bei dem Informationen eingespeichert (und abgerufen) werden, hat einen Einﬂuss
auf die Erinnerungsleistung, was in zahllosen Experimenten nachgewiesen werden
konnte. Wenn Informationen in einem positiven emotionalen Kontext gespeichert
werden, dann können sie leichter erinnert werden. Ein weiteres Beispiel ist die Auf-
merksamkeit, die zwei verschiedene Phänomene zusammenfasst. Zum einen beinhal-
tet er die Vigilanz, d. h. die Wachheit, die den Grad der allgemeinen Aktivierung des
Gehirns beschreibt. Hiervon zu unterscheiden ist die selektive Aufmerksamkeit. Sie
beschreibt die Zuwendung zu einem bestimmten Sachverhalt und die Ausblendung
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anderer Sachverhalte, also die Fähigkeit, bestimmte Reize vorrangig zu bearbei-
ten. Selektive Aufmerksamkeit ist ein Prozess, der steuert, welche Informationen
aus dem Ultrakurzzeitgedächtnis ins Arbeitsgedächtnis gelangen. Dieser Begriﬀ be-
schreibt Konzentration.
Der Themenkomplex Lernen ist bei weitem noch nicht befriedigend genug verstan-
den. Lernbedingte Verhaltensänderungen lassen sich angemessen beschreiben und
erklären. Sobald es aber um die beim Lernen stattﬁndenden kognitiven Prozesse
geht, herrscht Unklarheit. So können viele wichtige Fragen bezüglich des Lernens
bisher nicht abschließend beantwortet werden. Ungeachtet der teilweise unklaren
wissenschaftlichen Kenntnislage lassen sich einige allgemeine Prinzipien und Hin-
weise zum Lernen herauskristallisieren. Lernen ist auch keine Erﬁndung unserer
Zeit, deshalb können wir auf die Lernerfahrungen vieler Generationen zurückgreifen.
Sie treten uns als Lernstrategien oder Lernhinweise in mehr oder weniger konkre-
ter Form entgegen. Einige Faktoren werden häuﬁg genannt, weswegen man ihnen
einen allgemeinen Charakter zugestehen kann. Von diesen erscheinen uns die fol-
genden besonders bedeutend: 1. Je mehr wir dem Lernstoﬀ eine Bedeutung (für
uns) geben können, je mehr wir Grund haben ihn zu lernen, desto eﬀektiver ist
der Lernprozess. 2. Je ganzheitlicher der Lernprozess gestaltet wird, das heißt je
mehr man von sich einbringen kann, desto eﬀektiver ist er. Aktivität ist förderli-
cher als Passivität. Die Nutzung vieler Sinne ist vorteilhaft, insbesondere bildhafte
Vorstellungen. Auch lässt sich etwas leichter lernen, wenn man den Lernkontext,
die Begleitumstände beim Lernen mitspeichert. 3. Eine Strukturierung des Stoﬀes
verbessert die Gedächtnisleistung. Die einzelnen Teile können in ein Gesamtkon-
zept eingeordnet werden, ihnen kann eine Bedeutung für das Ganze zugeschrieben
werden. Die einzelnen Lerneinheiten sollten in Quantität und Qualität überschau-
bar sein, der Schwierigkeitsgrad ansteigend. 4. Je mehr Assoziationen wir bei einem
Lernstoﬀ herstellen können, desto stärker ist die Vernetzung im Gedächtnis. Diese
vergrößert die Abrufemöglichkeiten. 5. Rechtzeitiges Wiederholen unterstützt eine
dauerhafte Einspeicherung. Die Wiederholungsphasen sollen im Vergleich zu den
Lernphasen eher kurz sein und die Abstände zwischen zwei Wiederholungseinheiten
dürfen sich vergrößern. 6. Feste Lerngewohnheiten sind förderlich, dazu gehören: fes-
te Lernzeit, fester Lernort, bei Unkonzentriertheit besser die Lerneinheit abbrechen
und so weiter.
2.2 Computerunterstütztes Lernen von
Algorithmen
Im vorangegangenen Teilabschnitt haben wir den Themenkreis Lernen behandelt.
Das war durch die Tatsache motiviert, dass wir Algorithmenvisualisierung in ei-
nem weiten Sinn als ein Mittel zur Unterstützung von Lernvorgängen verstehen.
Nachdem dort einzelne Aspekte zum Lernen in eher allgemeiner Weise dargestellt
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wurden, soll in diesem Teilabschnitt konkreter auf Lernsoftware und Algorithmenvi-
sualisierung eingegangen werden. Ausgehend von der Frage, welche Rolle technische
Medien im Allgemeinen und Computer im Besonderen bei Lernvorgängen spielen
(können), diskutieren wir die Rolle, die Algorithmenvisualisierung beim Lernprozess
einnehmen kann. Auch behandeln wir die Art, wie bei der Nutzung der Algorithmen-
visualisierung die Abstraktionsbildung beim Anwender erfolgt.
In den letzten fünfzig Jahren wurden eine Reihe neuer, gewöhnlich technischer, Me-
dien entwickelt, die sich uns heute als ein Bestandteil unseres alltägliches Lebens
darbieten. Man begann sich auch für die ihnen innewohnenden Möglichkeiten in Be-
zug auf Lernvorgänge zu interessieren. Dabei hat sich die Überzeugung herauskris-
tallisiert, dass ihnen eine Rolle beim Lernen zuzugestehen ist. Allgemein gesprochen
sind sie geeignet, eigene Erfahrung vorzubereiten, womit sie sich in das Modell des
Beobachtungslernens einordnen, oder sie zu vertiefen, fortzuführen oder zu diﬀeren-
zieren. Computer bieten ein reiches Potential an Flexibilität und Interaktion, was sie
für Lernzwecke besonders interessant erscheinen lässt. Spätestens seit dem Aufkom-
men und der größer werdenden Verbreitung von Personal Computern gewann auch
das computerunterstützte Lernen an Interesse und Bedeutung.
Diese Zeit war von einer recht großen Technikgläubigkeit im Hinblick auf das Thema
Lernen geprägt. Neue Medien und Techniken wurden enthusiastisch gefeiert oder zu-
mindest freudig begrüßt, so als läge in ihnen der Schlüssel zur Lösung existierender
Lernprobleme. Sollte eine neue mediale Technologie doch einmal die in sie gesteckten
Erwartungen nicht erfüllen, dann richtete sich das Augenmerk auf einen Nachfolger.
In der öﬀentlichen Diskussion in Deutschland gewann man den Eindruck, besonders
in der Folge der PISA-Studien, dass der Schule im Allgemeinen und den Lehrern
im Besonderen immer weniger an Kompetenz zugestanden wurde. Und dieses un-
geachtet der Tatsache, dass es sich bei Lehrern um über viele Jahre ausgebildete
Fachkräfte handelt. Daher erscheint es als sehr erstaunlich, dass man Lernsoftware
ein solches Maß an Qualiﬁkation zuzugestehen bereit ist.
Viele der in den anfänglichen Jahrzehnten geäußerten Ansichten über die Rolle
und Bedeutung medialer Lernformen haben sich inzwischen als überzogen oder so-
gar falsch herausgestellt. Kritische Sichtweisen, stellvertretend sei auf [Dillon 1996]
verwiesen, klassiﬁzieren sie sogar als Mythen. Damit sind natürlich auch viele Hoﬀ-
nungen unrealistisch, die man in den neuen Medien gesehen hat. Diese prinzipielle
Einschätzung gilt auch für computerunterstützte Lernmethoden. Mittlerweile dürf-
te (wenigstens unter Fachleuten) die Euphorie einer realistischeren Einschätzung
gewichen sein. Die Beurteilung und Bewertung von (medialen) Lernmethoden ist
im Allgemeinen schwierig und die Ergebnisse sind äußerst kontrovers. Das Haupt-
problem dürfte darin begründet liegen, dass der eigentliche Lernvorgang nicht be-
obachtbar ist. In [Schulmeister 2002] wird die derzeitige Situation sehr prägnant
zusammengefasst: Die meisten experimentellen Vergleiche von Unterrichtsmetho-




Ungeachtet des kontroversen Kenntnisstandes lassen sich einige allgemeine Bewer-
tungen abgeben. Unter den positiven können als wichtig hervorgehoben werden:
1. Computerunterstütztes Lernen kann mehrere Sinne ansprechen, an der Verarbei-
tung der zu lernenden Informationen sind dann mehrere Gehirnregionen beteiligt.
2. Es kann von Zwängen befreien, die durch Lehrinstitutionen oder Lehrer bedingt
sind. 3. Es erlaubt die Umsetzung didaktischer Prinzipien, die bei traditionellen
Lehrmethoden nicht oder nur schwer zu realisieren sind. (Ungeachtet der Bewer-
tung spezieller didaktischer Prinzipien ist allein die Möglichkeit ihrer Verwendung
positiv zu werten.) Auf der negativen Seite wird hauptsächlich zu bedenken gege-
ben, dass computerunterstütztes Lernen im Vergleich zu anderen Lernformen zu
einer Reduktion der sozialen Beziehungen führen kann.
Der Begriﬀ Visualisierung ist allgemein ausgedrückt eine Bezeichnung für die bildli-
che Aufbereitung, Darstellung und Kommunikation von Informationen. Die Aufnah-
me visualisierter Informationen erfolgt über den Sehsinn. Gemessen an der Anzahl
Nervenfasern, die von den Sinnesorganen zum Gehirn führen, und an der Anzahl
Neuronen1, die mit der Verarbeitung dieser Sinnesreize befasst sind, ist der Sehsinn
der dominierende Sinn. Visualisierung spricht als Methode also den auf materieller
Ebene am besten ausgebauten Eingangskanal an.  An dieser Stelle könnte einge-
wandt werden, dass hieraus nicht per se eine positive Charakterisierung der Visua-
lisierung folgt. In den letzten Jahren ist die Vorstellung sehr populär, dass sich, je
nach bevorzugten Wahrnehmungskanälen, Lerntypen charakterisieren lassen. Eine
dieser Lerntypentheorien (nach J. Hüholdt) postuliert neun Lerntypen: den visu-
ellen, den auditiven (hörsinnorientiert), den audiovisuellen, den haptischen (tast-
sinnorientiert), den olfaktorischen (geruchssinnorientiert), den abstrakt-verbalen,
den kontakt- bzw. personenorientierten, den mediumorientierten und den einsicht-
bzw. sinnanstrebenden Lernenden. Diese Lerntypen sollen nicht für sich allein son-
dern nur in Mischformen auftreten, auch sollen sie sich zu einem gewissen Grad
an die jeweiligen Gegebenheiten anpassen können. Solche Lerntypentheorien sind
aber keineswegs unumstritten, vergleiche beispielsweise [Stangl 2009]. Zusammen-
fassend lässt sich ungeachtet persönlicher Präferenzen bei Wahrnehmungskanälen
festhalten, dass Visualisierung den bei Menschen dominierenden Wahrnehmungska-
nal verwendet.
Bei oberﬂächlicher Sicht kann man Visualisierung als eine alternative Form der
Präsentation von Informationen ansehen. Als solche wird sie den Anspruch erhe-
ben, wichtige Sachverhalte deutlicher und klarer als konkurrierende Methoden zu
kommunizieren. Ihre weiterreichende Bedeutung zeigt sich, wenn es um die Dar-
stellung großer Datenmengen geht, wie sie zum Beispiel als ökonomische Daten in
Unternehmen, als Messwerte aus Experimenten oder als meterologische Daten aus
Wetterbeobachtungen auftreten. Solch große Datenmengen können wir symbolisch
nicht komplett erfassen, da die Kapazitäten unseres Arbeitsgedächtnisses sehr klein
sind. Traditionelle Methoden der Datenaufbereitung ﬁltern wichtige Daten heraus
1. Neuronen sind diejenige Zellart, die die informationsverarbeitenden Prozesse bewerkstelligen.
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oder verdichten sie durch Ableiten von Kennzahlen. Visualisierung ist eine Methode,
die auch große Datenmengen für Menschen erfassbar macht. Sie eignet sich damit
auch allgemein für die Darstellung komplexer Sachverhalte.
Für Visualisierung am Computer zum Zwecke des Lernens gilt sowohl das über
computerunterstütztes Lernen als auch das über Visualisierung Gesagte. Sind Algo-
rithmen der Gegenstand der Visualisierung, dann spricht man von Algorithmenvi-
sualisierung. Wir unterscheiden zwei Arten: Bei der klassischen Algorithmenvisuali-
sierung wird die Ausführung des Programms für konkrete Eingabedaten visualisiert,
das heißt der Programmablauf wird Schritt für Schritt durchgegangen und die ak-
tuellen Datenwerte werden präsentiert. Da in der Regel immer nur ein Datensatz
betrachtet wird, ist die Datengröße normalerweise überschaubar. In dieser Arbeit
beschreiben wir einen alternativen Ansatz zur Algorithmenvisualisierung. Wir visua-
lisieren die abstrakte Ausführung eines Programms. In einem Vorberechnungsschritt
werden mittels statischer Programmanalyse Invarianten für jeden Programmpunkt
berechnet. Als Ergebnis erhalten wir für jeden Programmpunkt eine (textuelle) Be-
schreibung der an diesem Programmpunkt möglichen Datenkonﬁgurationen. Die
Größe und Komplexität dieser Beschreibungen hängt von zwei Faktoren ab: Je kom-
plizierter die Datenstruktur ist, desto komplizierter ist die Analysespeziﬁkation und
desto umfangreicher sind die resultierenden Beschreibungen. Je feiner die Analyses-
peziﬁkation gestaltet wird, das heißt je mehr Aspekte berücksichtigt werden sollen,
desto umfangreicher sind die resultierenden Beschreibungen. Im Gegensatz zur Vi-
sualisierung der konkreten Programmausführung hat der hier beschriebene Ansatz
dem Problem Rechnung zu tragen, dass große Datenmengen vorliegen. Auch unter
diesem Aspekt bietet sich Visualisierung als Methode an.
Bei beiden Ansätzen zur Algorithmenvisualisierung erzeugt der Lernende ausgehend
von der Visualisierung ein mentales Abbild, eine Abstraktion (von Aspekten) des
Algorithmus. Allerdings ist die Methode der Abstraktionsbildung in beiden Fäl-
len verschieden: Traditionelle Algorithmenvisualisierung führt zu einer induktiven
Abstraktionsbildung, der hier beschriebene Ansatz führt zu einer deduktiven Ab-
straktionsbildung. Wir Menschen sind bei der Anwendung der induktive Abstrakti-
onsbildung sehr leistungsfähig. Allerdings erlaubt sie uns kaum, in vertretbarer Zeit
eine genaue Grenzziehung vornehmen zu können. Dieser Aspekt ist bei Algorithmen
aber wichtig. Ein Algorithmus muss für alle Eingaben die an ihn gestellte Aufgabe
lösen, er muss immer eine korrekte Ausgabe produzieren. Das Verständnis eines Al-
gorithmus impliziert, dass wir für jede Eingabe seine Aktionen verstehen und sicher
sind, dass dieses Vorgehen die Aufgabe löst. Konkret müssen wir also verstehen,
warum er für bestimmte Eingaben, in bestimmten Fällen, dieses tut, während er
für andere jenes tut. Wünschenswerterweise sollten wir auch verstehen, welche Ei-
genschaften der Daten es sind, die solche Unterscheidungen bedingen. Es ist also
eine klare Grenzziehung zwischen den auftretenden Fällen vonnöten. Die deduktive




Zu Beginn dieses Abschnittes haben wir drei positive Charakterisierungen für media-
le Lernformen angeführt. Sie gelten natürlich auch in Bezug auf Algorithmenvisua-
lisierung. Wir greifen die Punkte der Reihe nach wieder auf und ergänzen sie durch
konkrete Anmerkungen. Dass Visualisierung den dominierenden Sinn anspricht, ha-
ben wir schon dargelegt. Die Befreiung von durch Institution und Lehrer bedingte
Zwänge und Restriktionen ist weitreichend. Voraussetzung für die Nutzung von Vi-
sualisierungssoftware ist der Zugang zu einem geeigneten Computer. Größtmögliche
Flexibilität wird bei Verfügbarkeit eines eigenen Computers erreicht. Dann kann
der Lernzeitpunkt und die Länge der Lerneinheit ﬂexibel gewählt werden und un-
ter anderem auch dem eigenen Tagesrhythmus und den eigenen Lerngewohnheiten
angepasst werden.
Als Student ist man mit speziﬁschen Lehr- und Lernsituationen konfrontiert. Die
vorherrschende Lehrform an der Universität ist die Vorlesung. Sie besteht primär
aus monologischer Vermittlung. Eine weitere typische Veranstaltungsart ist das Se-
minar, dass sich als gemischt monologisch und dialogisch bezeichnen lässt. Eine
Lernsituation mit dialogischem Charakter sind Arbeitsgruppen. Eine andere Mög-
lichkeit zur Klassiﬁkation (universitärer) Lernsituationen besteht im Grad der Akti-
vität des Lernenden. Vorlesungen sind in dieser Hinsicht passiv, es werden vorrangig
kognitive Prozesse wie Aufmerksamkeit, Einspeichern und Erinnern angesprochen.
Demgegenüber haben Arbeitsgruppen einen aktiven Charakter. Schulunterricht wird
bezüglich dieser Kriterien häuﬁg nicht homogen gestaltet, Phasen der monologi-
schen Vermittlung wechseln mit Phasen der Kommunikation oder Aktivität ab. Di-
daktische Prinzipien nutzen also häuﬁg eine Mischung verschiedener Lernmethoden
(Lernsituationen). Wenn eine Visualisierungssoftware den Anspruch erheben möch-
te, didaktische Prinzipien umsetzen zu können, dann sollte sie in der Lage sein,
verschiedene Lernsituationen zu modellieren. Für eine universitäre Zielgruppe ist es
sicherlich nicht verkehrt, wenn sie die Möglichkeit einer monologischen Vermitt-
lung im Sinne einer Vorführung von Fakten und Zusammenhängen bietet. Außerdem
sollte sie Möglichkeiten zur Exploration des Lernstoﬀes anbieten, damit sie in den
Übungsbetrieb eingegliedert werden kann und der Lernende sich mit dem Stoﬀ auf
aktive Weise beschäftigen kann.
Nachdem wir typische Lernsituationen beschrieben haben, wenden wir uns der Rolle
von Lernsoftware beim Lernprozess zu. Trotz vieler Unterschiede halten wir Lern-
software in vielen Aspekten mit einem Buch vergleichbar. Für eine Reihe von Lern-
faktoren verhalten sie sich ähnlich: Aspekte der individuellen Sinngebung liegen
außerhalb beider Medien, das heißt sie geben in der Regel keine Antwort auf die
Frage, warum man sich mit ihnen beschäftigen soll. Auch das Gedächtnis modu-
lierende Prozesse wie Emotionen oder Motivation liegen ebenfalls außerhalb des
Mediums. Vielleicht möchte man auf die These entgegnen, dass Papier ein lineares
Medium sei, was eine (große) Einschränkung darstellt, während dies bei Software-
produkte nicht notwendigerweise der Fall ist. Dieses Argument ist zweifelhaft, der
lineare Charakter von Papier wird beispielsweise in [Dillon 1996] als Mythos cha-
rakterisiert. Diese Einschätzung ist auch konsistent mit den Empfehlungen vieler
30
2.2 Computerunterstütztes Lernen von Algorithmen
Lesetechniken, die Lesen eher als einen dialogischen Prozess ansehen. (Sie inter-
pretieren Lesen als eine Phase, in der man vom Text Fragen beantwortet haben
möchte, die man sich vorher nach einer Phase des Textüberﬂiegens gestellt hat.)
Natürlich hat jedes Medium spezielle, ihm eigene Ausdrucksmöglichkeiten. Softwa-
re kann unter anderem Texte, Tabellen, Graﬁken und Bilder anzeigen; damit sind im
Medium Software die Möglichkeiten des Mediums Buch (im Wesentlichen) enthal-
ten. Software kann Eigenschaften zur Verfügung stellen, die ein Buch nicht anbieten
kann, denken wir beispielsweise an Interaktionsmöglichkeiten. Aber ob ein mehr an
Möglichkeit auch ein mehr an Lernqualität bedeutet, ist nicht gesichert. Auch mit
Notizzettel und Schreibstift kann man aktiv und kreativ mit dem Lernstoﬀ umge-
hen.
Wir sehen unseren Ansatz der Algorithmenvisualisierung als ein Mittel zum Ler-
nen von Algorithmen. Dabei fassen wir den Begriﬀ Algorithmenlernen in einem
weiten Sinne auf. Zum einen meinen wir damit das Algorithmenlernen im engeren
Sinn, das Erlernen, das Verstehenwollen eines Algorithmus, zum Beispiel im Rah-
men einer Vorlesung über Algorithmen und Datenstrukturen. Als Benutzergruppe
sehen wir in erster Linie Studenten. Zum Anderen kann unser Ansatz auch ande-
ren Benutzergruppen neue und nützliche Sichtweisen bieten, zum Beispiel kann er
beim Debuggen und Optimieren von Programmen hilfreich sein. Solche Nutzer wol-
len letztendlich ihr Verständnis des Programms im Hinblick auf ihre Zielsetzung,
etwa Fehler zu ﬁnden oder bestimmte Aspekte eﬃzienter programmieren zu wol-
len, verbessern. Deshalb subsumieren wir diese Nutzung ebenfalls unter den Begriﬀ
Lernen. Bei solchen Benutzern wird es sich ebenfalls um, gegebenenfalls fortge-
schrittene, Studenten oder um Personen mit ähnlichem Wissensstand handeln. In
Kapitel 9 behandeln wir die verschiedenen Rollen, die eine Person im Umgang mit
der Visualisierungssoftware einnehmen kann, mit ihren jeweiligen Zielsetzungen und
Anforderungen detaillierter.
Da wir den hier vorgestellten Ansatz zur Algorithmenvisualisierung in einem weiten
Sinn als lernunterstützendes Mittel verstehen, sahen wir es als angebracht, ausge-
wählte Aspekte des Lernens zu besprechen. Im ersten Teilabschnitt dieses Kapitels
waren das Gedächtnis und das Lernen unter einem allgemeineren Gesichtspunkt der
Gegenstand der Diskussion. In diesem Teilabschnitt wurde auf die Algorithmen-
visualisierung fokussiert. Es wurde die Rolle der Algorithmenvisualisierung beim
Lernen behandelt und bezüglich einzelner Aspekte besprochen. Als computerbasier-
te Visualisierung ordnet sie sich in den Bereich des computerunterstützten Lernens
ein, der diskutiert wurde. Ein Hauptaugenmerk lag auf der Art, wie beim Anwender
die Abstraktionsbildung erfolgt: Bei der traditionellen Algorithmenvisualisierung






Mit der Logik allein ist die mensch-
liche Natur nicht zu besiegen. Die
Logik sieht drei Möglichkeiten, dabei
gibt es ihrer eine Million!
(Fjodor M. Dostojewski)
3.1 Einleitung
In dieser Arbeit behandeln wir einen Ansatz zur Visualisierung von Algorithmen
beziehungsweise Programmen. Bei diesen beziehen wir uns auf imperative, zeigerba-
sierte Algorithmen. Das übliche Vorgehen bei der Algorithmenvisualisierung besteht
darin, die Ausführung eines Programms anhand konkreter Daten zu visualisieren.
Demgegenüber verwenden wir einen Ansatz, der die abstrakte Programmausfüh-
rung visualisiert. Anstelle von konkreten Heapinstanzen verwenden wir abstrakte
Heapzustände. Dazu benötigen wir einen Mechanismus, der solche Abstraktionen
herstellt. Die im Programm enthaltenen Aktionen operieren nicht mehr auf konkre-
ten Heaps, sondern auf deren Abstraktionen. Natürlich müssen die Abstraktionen
der Heapinstanzen und ihr Zusammenspiel mit den Programmaktionen miteinander
harmonisieren. Zudem wünschen wir von Seiten der Visualisierung Einﬂussmöglich-
keiten auf die Abstraktion, damit sie und damit auch die Visualisierung den aktuel-
len Zielen der Visualisierungssitzung angepasst werden kann. Es wird also auch ein
Speziﬁkationsmechanismus für die Abstraktion gewünscht.
Als Mechanismus zur Herstellung der Abstraktionen verwenden wir die sogenannte
Shapeanalyse, wie sie unter anderem in [Reps u. a. 2002; Sagiv u. a. 2002] beschrieben
ist. Dabei handelt es sich um eine allgemeine Methode zur statischen Programm-
analyse von großer Universalität und Mächtigkeit. Als statische Analysemethode
wird sie ausschließlich auf der Basis des Programms durchgeführt, konkrete Daten-
werte werden nicht berücksichtigt. Dies korrespondiert mit unseren Wünschen von
Seiten der Visualisierung. Es sind nicht die konkreten Werte von Variablen, seien
sie numerischer Art oder Zeichenketten, sondern es ist primär die Zeigerstruktur im
Heap und der Zeigervariablen, auf die wir unsere Aufmerksamkeit lenken. Statische
Programmanalyse wird als Technik beim Compilerbau eingesetzt. Dort interessiert
man sich traditionell zum Beispiel für die Tatsache, ob ein Zeiger (Variable oder
Zeigerkomponente eines Heapelements) NULL ist oder ob zwei Zeigerausdrücke auf
die gleiche Heapzelle zeigen (aliasing). Wenn man die Blickrichtung von Zeigern auf
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Heapzellen wechselt, dann interessiert man sich beispielsweise dafür, ob auf eine Zel-
le mehrere Zeiger zeigen (sharing) oder ob die Datenstrukturen, auf die zwei Zeiger
zeigen, zueinander disjunkt sind.
Shapeanalyse ist eine statische Programmanalysemethode, die sehr viel umfassende-
re Antworten anstrebt. Anstelle nur auf die Zeiger und deren Struktur zu fokussieren,
werden Aussagen über die Form (shape) der Datenstruktur abgeleitet. Dazu zählen
Aussagen über die Erreichbarkeit von Heapzellen, beispielsweise von Zeigervaria-
blen, aber auch untereinander, oder über Zyklizität, also das Vorhandensein oder
Nichtvorhandensein von Kreisen in einem Heapbereich. Überdies zählen hierzu auch
nichtstrukturelle Eigenschaften, also Aussagen, die sich nicht auf die Zeigerstruktur
beziehen. Wenn man zum Beispiel ein neues Element in einen Suchbaum einfügen
will, dann muss man dabei sicherstellen können, dass nach dem Einfügen wieder
ein Suchbaum vorliegt; dazu sind Sortierinformationen über den Baum und einzelne
Teilbäume nötig.
Shapeanalyse basiert auf dreiwertiger Logik. Als Analyseeingabe erhält sie neben
einer logischen Speziﬁkation der Datenstruktur, die auch die Abstraktion bestimmt,
eine Codierung des Programms und der Eingabeinstanzen. Daraus berechnet sie au-
tomatisch die abstrakte Programmausführung. Es wird zu jedem Programmpunkt
die Menge der an diesem Programmpunkt vorkommenden abstrakten Heapzustände
berechnet. Jede Menge kann als Invariante des entsprechenden Programmpunktes
verstanden werden, wobei sie im Vokabular der Analysespeziﬁkation formuliert ist.
Ein einzelner dieser abstrakten Heapzustände heißt Shapegraph. Des Weiteren liegen
die abstrakte Übergänge gemäß den Programmaktionen in Form eines Transitions-
graphen vor. Als Methode besitzt Shapeanalyse eine theoretische Fundierung. Damit
hat insbesondere ihre berechnete Ausgabe eine klare semantische Bedeutung, was
auch aus Sicht der Visualisierung als Vorteil zu bewerten ist.
Die Shapeanalyseausgabe dient als Eingabe für die Visualisierung. Eine Visualisie-
rungssitzung erfolgt im Hinblick auf eine bestimmte Zielsetzung. Die Analyseausga-
be soll daher auf die Zielvorgabe zugeschnitten sein. Dies impliziert, dass eine be-
stehende Analysespeziﬁkation gegebenenfalls abgeändert oder gar eine neue erstellt
werden muss. Daher müssen wir uns mit der Speziﬁkation von Shapeanalysen und
dem Shapeanalysealgorithmus beschäftigen. Im praktischen Umgang ist in erster
Linie ein Verständnis der Speziﬁkationsmechanismen wichtig. Ein Verständnis des
Shapeanalysealgorithmus bietet hierfür Grundlagenkenntnisse, die besonders dann
wichtig sind, wenn eine Speziﬁkation stark angepasst oder neu erstellt werden muss.
Wir trennen beide Themenbereiche: In diesem Kapitel behandeln wir den Shape-
analysealgorithmus und die logischen Grundlagen, im folgenden Kapitel 4 widmen
wir uns der Speziﬁkation von Shapeanalysen. Ziel dieses Kapitels ist, ein prinzipi-
elles Verständnis des Algorithmus zu vermitteln; es geht nicht darum, die Theorie
der Shapeanalyse in vollem Detailreichtum auszubreiten. Dabei werden wir die logi-
schen Aspekte insgesamt ausführlicher besprechen, da wir sie im Verlauf der Arbeit
benötigen.
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3.2 Logik als Beschreibungsmittel
Logik hat sich im Laufe ihrer Geschichte für viele Anwendungsfälle als ein probates
Mittel erwiesen. Unsere abendländische Logik hat ihren Ursprung in der Antike.
Wenn man ihn an eine Person knüpfen möchte, dann wird gewöhnlich Aristoteles
(384 v. u. Z.  322 v. u. Z.) als ihr Gründungsvater angeführt. Ein zentrales Thema
seiner logischen Untersuchungen ist das korrekte Schließen, also die Frage, wie aus
richtigen Aussagen wieder richtige Aussagen folgen. Die ganze Aristotelische Logik
kreist um einen Begriﬀ: dem Syllogismus (vergleiche [Smith 2007]). Dabei handelt
es sich um eine Schlussﬁgur, um einen Typ eines logischen Arguments. Syllogismen
haben alle das gleiche Muster: Aus zwei Aussagen (Prämissen) wird eine andere
(neue) Aussage (Konklusion) abgeleitet. Die Syllogismen unterscheiden sich unter-
einander in ihrer Struktur, also im Typ der Prämissen und der Konklusion. Diese
allgemeine Schlussmethode benutzt er in zwei Bereichen. Zum Einen wendet er sie
in seiner Theorie der Beweisführung an. Einen Beweis (apodeixis) charakterisiert er
dadurch, dass er ein Schluss ist, der Wissen produziert. Eine wichtige Voraussetzung
ist hierbei, dass die Prämissen wahr sind. Zum Zweiten wendet er sie in der Dia-
lektik und Rhetorik an. Erstere ist die Theorie des (konsistenten) Argumentierens.
Letztere ist die Theorie der Überzeugung; neben der glaubwürdigen Argumentation
spielt die redetechnische Überzeugung, insbesondere die Fähigkeit, bei jeder Sache
das möglicherweise überzeugende zu betrachten, hier hinein. In diesem Bereich wird
von den Prämissen nur gefordert, dass sie allgemein akzeptiert sind.  Das Gedan-
kengut der Antike hatte eine deutliche und oft starke Wirkung auf die Entwicklung
der westlichen Gedankenwelt in den nächsten zwei Jahrtausenden. So gehörte zum
Beispiel im Mittelalter die Logik (neben Rhetorik und Grammatik) zum Trivium des
in der Antike entstandenen Kanons der Sieben Freien Künste.
In der Informatik erscheint die Logik in formaler, mathematischer Gestalt. Schon
ab dem 17. Jahrhundert machen sich zunehmend mathematische Denkformen in
der Logik bemerkbar, Gottfried Wilhelm Leibniz sei als Beispiel genannt (vergleiche
[Schmidt 1982]). Dennoch muss man sie als eine Folge der Entwicklungen ansehen,
die in der zweiten Hälfte des 19. Jahrhunderts einsetzten. Um dessen Mitte begann
die Formalisierung der Logik. Beachtenswerte Arbeiten dieser Zeit stammen von
George Boole und Augustus De Morgan. Ein zentrales Werk der zweiten Hälfte des
19. Jahrhunderts ist Gottlob Freges Begriﬀsschrift aus dem Jahre 1879, in der
die Logik axiomatisch entwickelt wird. Damit stellte zu diesem Zeitpunkt die fre-
gesche Logik neben der Syllogistik das einzige formal aufgearbeitete Teilgebiet der
Logik dar. Als sehr einﬂussreich erwies sich die in den Jahren 19101913 erschie-
nene Principia Mathematica von Bertrand Russell und Alfred North Whitehead.
Dieser Stand der Entwicklung der Logik ist nicht nur geeignet, sondern auch aus-
reichend, um die konkrete Programmausführung zu beschreiben, was für den Fall
der Heapbeschreibung im folgenden Abschnitt illustriert wird. Auf der Basis des
in dieser Zeitperiode entstandenen Fundaments fand im 20. Jahrhundert eine rege
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Weiterentwicklung der Logik statt, wir kommen in Abschnitt 3.4 kurz darauf zu
sprechen.



















Abbildung 3.1: Konkrete Darstellung eines Suchbaums
Wir verwenden Logik zur Beschreibung von Heapzuständen, also von Eigenschaften
der Datenstruktur im Heap. Shapeanalyse verwendet abstrakte Heapzustände, und
die Abstraktion wird durch die logische Beschreibung bestimmt. Im Folgenden de-
monstrieren wir die Methode informal an einem Beispiel. In der Einleitung haben
wir das Einfügen eines Elementes in einen Suchbaum betrachtet. Wir kehren hierauf
zurück. Wir fokussieren auf den Suchalgorithmus und betrachten eine spezielle Ein-
gabeinstanz. Der Baum und damit auch die Struktur der Datenstruktur im Heap
sei wie in Abbildung 3.1. (Er unterscheidet sich von demjenigen in der Einleitung
nur dadurch, dass das aktuelle Element, auf das der Zeiger cur zeigt, ein anderes
ist.)
Als Erstes müssen alle relevanten Eigenschaft des Heaps mittels logischer Prädikate
beschrieben werden. Zunächst muss die Zeigerstruktur erfasst werden. Für jede der
vorkommenden Zeigervariablen führen wir ein einstelliges Prädikat ein. In unserem
Fall sind dies root und cur. Eine Zeigervariable kann nur auf eine Adresse verweisen.
Deshalb können wir für jedes dieser Prädikate p zusätzlich verlangen, dass es höchs-
tens eine Heapzelle u geben darf, für die p zu wahr auswertet, für die p(u) = 1 gilt;
diese ist die Heapzelle, auf die der Zeiger verweist. Um die Zeigerstruktur zwischen
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Heapelementen zu codieren, führen wir für jede Zeigerkomponente des verwende-
ten Datentyps ein zweistelliges Prädikat ein. Ein Baumelement enthält zwei Zeiger,
in unserem Beispiel führen wir die zwei Prädikate left und right ein. Für ein sol-
ches Prädikat q und zwei Heapzellen u1 und u2 bedeute q(u1, u2) = 1, dass u2
von u1 aus mittels des q-Zeigers erreichbar ist. Da eine Zeigerkomponente nur auf
höchstens eine Heapzelle zeigen kann, können wir von diesen Prädikaten q ebenfalls
zusätzlich verlangen, dass es zu jedem u1 höchstens ein u2 mit q(u1, u2) = 1 geben
darf.
Anstelle von konkreten Heaps verwenden wir abstrahierte beziehungsweise abstrak-
te Heaps. Bei ihnen sind Heapzellen, die sich in bestimmten Eigenschaften nicht
unterscheiden, zu Einheiten zusammengefasst. Eigenschaften von Heapzellen wer-
den durch einstellige Prädikate ausgedrückt. Wir zeichnen eine Teilmenge Pa der
einstelligen Prädikate als Abstraktionsprädikate aus. Zwei Heapzellen u1 und u2 wer-
den zusammengefasst, wenn für jedes Abstraktionsprädikat pa ∈ Pa die Bedingung
pa(u1) = pa(u2) gilt. Diese Form der Abstraktion heißt kanonische Abstraktion.
Wenn wir eine beliebige konkrete Heapinstanz auf diese Weise abstrahieren, dann
hat sie höchstens 2|Pa| viele abstrakte Heapzellen.
Im Suchbeispiel haben wir bisher root und cur als unäre Prädikate eingefügt. Um das
Prinzip der Abstraktion klarer zu verdeutlichen, führen wir ein weiteres einstelliges
Prädikat td (to do) ein. Für ein Heapelement u gelte td(u) = 1, wenn sich u in dem
Teilbaum mit Wurzel cur beﬁndet. Wir setzen Pa = {root, cur, td} und berechnen
die kanonische Abstraktion bezüglich Pa von der Heapinstanz, die in Abbildung 3.1
dargestellt ist. Bei der Abstraktion entstehen höchstens acht abstrakte Heapele-
mente. Im betrachteten Beispiel treten jedoch nicht alle auf: Es gibt beispielsweise
kein (konkretes) Heapelement u, das sowohl root(u) = 1 als auch td(u) = 1 oder
alternativ cur(u) = 1 erfüllt. Im Beispiel entstehen vier abstrakte Heapzellen: die
Wurzel, das aktuelle Vergleichselement, eine, die aus den zwischen der Wurzel und
dem aktuellen Element beﬁndlichen Zellen samt der an ihnen herabhängenden Teil-
bäume besteht und eine, die für die Teilbäume steht, die am aktuellen Element
herabhängen. Es sind dieselben, die in der rechten Darstellung von Abbildung 1.2
auf Seite 13 zu sehen sind.
Die Elemente des abstrakten Heapzustandes haben wir bestimmt. Es müssen noch
die Prädikate übertragen werden. Im Grunde genommen ist schon klar, wie die Prä-
dikate aus Pa beschaﬀen sind. Sie erhalten denjenigen Wahrheitswert, den alle zu
dem abstrakten Heapelement zusammengefassten (abstrahierten) konkreten Heap-
zellen besitzen. In unserem Beispiel müssen noch die zweistelligen Prädikate left und
right ins Abstrakte übertragen werden, oft existieren aber auch nullstellige Prädikate
oder einstellige Prädikate, die keine Abstraktionsprädikate sind. Die generelle Idee
ist wieder, als Wahrheitswert den gemeinsamen Wert aller korrespondierenden
konkreten Wahrheitswerte zu verwenden.
Da die Stelligkeit eines Prädikats keine Auswirkung auf die Methode hat, genügt
es, wenn wir das Vorgehen an einem Prädikat als Beispiel demonstrieren. Wir be-
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trachten left, und es bezeichne u die abstrakte Heapzelle, welche für die am aktu-
ellen Element herabhängenden Teilbäume steht. Das ist das untere Heapelement in
der rechten Darstellung von Abbildung 1.2 (Seite 13). Welchen Wahrheitswert soll
left(u, u) erhalten? Betrachten wir dazu in Abbildung 3.1 die zu u abstrahierten kon-
kreten Heapzellen, mit uk1 und uk2 seien zwei von ihnen bezeichnet. Unter diesen
gibt es sowohl welche mit left(uk1, uk2) = 0 als auch welche mit left(uk1, uk2) = 1.
Beide Festlegungen, left(u, u) = 0 und left(u, u) = 1 wären überaus problematisch:
In beiden Fällen gäbe es zu u gehörende konkrete Heapzellen, für die left den kon-
trären Wahrheitswert hätte.
Dieses Problem wird dadurch gelöst, dass man von einer zweiwertigen Logik, also
einer Logik mit zwei Wahrheitswerten, zu einer dreiwertigen übergeht. Dort existiert
neben den bisherigen, klassischen Wahrheitswerten 0 und 1 ein dritter Wahrheits-
wert. Wir schreiben ihn als 12 und verstehen ihn als unbestimmt, unklar oder
Wahrheitswert nicht bekannt. In unserem Beispiel setzen wir left(u, u) = 12 . Für zu
u gehörende konkrete Heapzellen uk1 und uk2 kann dann entweder left(uk1, uk2) = 0
oder left(u1, u2) = 1 gelten.
Kommen wir noch einmal auf die Heapzellen zu sprechen. Eine abstrakte Heap-
zelle korrespondiert entweder zu einer einzelnen konkreten Heapzelle oder zu einer
mehrelementigen Menge von konkreten Heapzellen. Für die Präzision der Shapeana-
lyse ist es vorteilhaft, diese Unterscheidung aufrechterhalten zu können. Zu diesem
Zweck wird vom Shapeanalysealgorithmus automatisch zu jeder Anaylsespeziﬁka-
tion das einstelliges Prädikat sm (summary) hinzugefügt. Es repräsentiert die Ei-
genschaft, dass es sich bei einer abstrakten Heapzelle um mehr als eine konkrete
Heapzelle handeln kann. Für eine (abstrakte) Heapzelle u bedeutet sm(u) = 0,
dass u eine einzelne konkrete Heapzelle bezeichnet; sm(u) = 12 bedeutet, dass u
für mindestens eine konkrete Heapzelle steht. Der Fall sm(u) = 1 ist nicht möglich
und führt zu logischen Inkonsistenzen, vergleiche beispielsweise [Sagiv u. a. 2002,
S. 244].
Wir repräsentieren die von der Shapeanalyse berechneten logischen Strukturen als
(beschriftete) Graphen. Die Elemente des Universums sind seine Ecke. Deswegen
nennen wir Individuen, die Elemente des Universums, gewöhnlich gemäß ihrer gra-
phentheoretischen Entsprechung Ecken. Ein Individuum u mit sm(u) = 12 heißt
Summary-Ecke. Ein Individuum u mit sm(u) = 0 heißt Individuenecke, wobei das
Wort Individuum hier auf seine Wortbedeutung (unteilbar) anspielt. Die Kanten
des Graphen sind die zweistelligen Prädikate.
3.4 Erweiterung der klassischen Logik
Gegenstand der (formalen) Logik sind bestimmte Sprachen. Das Wort Sprache ist
dabei, wie in der Informatik üblich, als formale Sprache zu verstehen. Damit ist eine
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Logik zunächst einmal eine Menge von Wörtern1  also Zeichenketten  über einem
vorgegebenen Alphabet. Eine Klasse dieser Sprachen sind die Sprachen der Prädika-
tenlogik über einer vorgegebenen Symbolmenge. Sie wurden erstmals von Frege in
seiner Begriﬀsschrift eingeführt, wo er Prädikatenlogik zweiter Stufe betrachtete. Die
Prädikatenlogik hat sich im letzten Jahrhundert zum vorherrschenden logischen Sys-
tem entwickelt. Zum einen erweist sie sich, was logische Fragestellungen anbetriﬀt,
als eine reiche und fruchtbare Struktur. Zum anderen lassen sich viele in Anwen-
dungen auftretende Fragestellungen durch sie formalisieren und logisch behandeln.
Wegen dieser Universalität dürften sie wohl der am ausführlichsten untersuchte und
der am meisten verwendete Typ von Logik sein.
Die Entwicklung der Logik bis hin zu Prädikatenlogik bezeichnen wir als klassische
Logik. In anderen Darstellungen wird hierunter oft nur die vorformale Logik verstan-
den. Uns geht es mit der Begriﬀsfestsetzung jedoch mehr darum, die Abgrenzung
zwischen Prädikatenlogik und den auf ihr fußenden Entwicklungen im 20. Jahrhun-
dert zu betonen.  Allgemein wollen wir unter einer klassischer Logik eine formale
Logik verstehen, die das Prinzip der Zweiwertigkeit und der Extensionalität erfüllt.
Das Prinzip der Zweiwertigkeit bedeutet, dass es genau zwei Wahrheitswerte gibt,
dass jeder logische Ausdruck (genau) einen von zwei Wahrheitswerten annimmt.
(Hierin drückt sich auch der Satz vom ausgeschlossenen Dritten, tertium non datur,
aus.) Das Prinzip der Extensionalität, das auch Kompositionalitätsprinzip genannt
wird, bedeutet, dass sich der Wahrheitswert eines zusammengesetzten Ausdrucks
funktional durch die Wahrheitswerte seiner primären Teilausdrücke bestimmt. Wenn
wir zum Beispiel an den logischen Ausdruck ϕ∨ψ denken, dann bestimmt sich sein
Wahrheitswert durch eine Funktion, die in diesem Fall Disjunktion genannt wird,
deren Argumente die Wahrheitswerte von ϕ und ψ sind.
Oben haben wir das Prinzip der Abstaktion von Heapzuständen demonstriert. Da-
bei sind wir zunächst im Rahmen der klassischen Logik verblieben, am Ende sind
wir aber auf Probleme gestoßen. Das Phänomen, dass die klassische, zweiwertige
Logik ihre Grenzen hat und nicht immer ein adäquates Modell für die zu beschrei-
bende Realität ist, stellt weder etwas Neues noch etwas Überraschendes dar. Schon
Aristoteles war sich Grenzen bewusst. So betrachtet er in seiner Peri hermeneias (De
interpretatione) Aussagen, die sich auf Zukünftiges beziehen. In Anlehnung an seine
Ausführungen bilden wir den Satz Morgen wird es zu einer Seeschlacht kommen.
Was soll sein Wahrheitswert sein? Man könnte natürlich einen Tag abwarten und die
Ereignisse beobachten. Aber was hat das Auftreten oder Nichtauftreten der Schlacht
mit dem Wahrheitswert der Aussage zu tun? Nicht nur hat Aristoteles die Proble-
matik der Aussagen über zukünftige Ereignisse aufgezeigt, er hat auch beschrieben,
wie man in einem solchen Kontext schließen kann, in dem es neben Gewissheit und
Ungewissheit um Notwendigkeit und Möglichkeit geht. (Bemerkenswerterweise ha-
ben diese Überlegungen keinen nachhaltigen Einﬂuss auf die Ausgestaltung seiner
1. Auch wenn viele deutschsprachige Logikbücher dem Leser anderes glauben machen, handelt es




Betrachten wir als Nächstes den Satz Die größte ganze Zahl ist eine Primzahl.
Wir sprechen über die größte ganze Zahl, also über ein Objekt, das nicht existiert.
Kann eine Aussage, die sich auf etwas nicht Existierendes bezieht, wahr sein? Oder
sollten wir mit der Tatsache, dass wir über die größte ganze Zahl sprechen, ih-
re Existenz schon implizit postuliert haben? Wie kann andererseits der Satz falsch
sein, wenn das Objekt, auf das sich die Aussage bezieht, nicht existiert? Wir tun uns
oﬀensichtlich schwer, Aussagen, die sich auf nichts beziehen, einen Wahrheitswert
zuweisen.  Bleiben wir daher besser bei Existierendem. Betrachten wir den von
Rudolf Carnap stammenden Beispielsatz Cäsar ist eine Primzahl.2 Dabei bezeich-
ne das Subjekt Cäsar die historische Person. Die Eigenschaft Primzahl sein (oder
Primelement sein) ist üblicherweise nur deﬁniert für Elemente von Integritätsrin-
gen. In dem Satz wird fälschlicherweise versucht, die Eigenschaft auf ein Objekt
einer anderen Kategorie anzuwenden. (Solcherart Fehler heißen üblicherweise Kate-
gorienfehler, Carnap spricht von Sphärenvermengung). Wenn wir diesem Satz einen
Wahrheitswert zuweisen wollen, so stehen wir im Grunde genommen vor den gleichen
Problemen wie beim Beispielsatz zuvor. Wie kann eine Eigenschaft für ein Objekt
wahr oder falsch sein, wenn sie sich auf das Objekt nicht anwenden lässt?  Des
Weiteren können auch vage oder unscharfe Begriﬀe problematisch sein. Bei einem
Satz wie Die Antarktis ist bewohnt. muss zuerst geklärt werden, was bewohnt
bedeutet.
Auch die Mathematik ist vor solchen Problemen nicht gefeit. In der zweiten Hälfte
des 19. Jahrhunderts entwickelte sich ein deutliches Unbehagen über die Grundla-
gen der Mathematik. Spätestens zum Ende des Jahrhunderts setzte ein beachtliches
Interesse und Bemühen ein, sie neu zu ordnen. Diese Phase nennt man häuﬁg die
Grundlagenkrise der Mathematik, was ihre Bedeutung für die Mathematik deut-
lich genug betont. Bei der Fundierung der Grundlagen der Mathematik sind Logik
und Mengenlehre zwei Grundpfeiler. Hier fanden sich schnell Paradoxien, die für
beträchtliche Aufregung sorgten. Eine ist das Lügnerparadoxon, es bezeichnet die
Aussage Dieser Satz ist falsch. Wenn dieser Satz wahr ist, dann muss er nach der
Aussage des Satzes falsch sein; wenn er hingegen falsch ist, dann besagt der Satz,
das dies falsch sei, mithin der Satz wahr ist. Ein weiteres Beispiel ist die Russel'sche
Antinomie. Wir betrachten die Menge aller Mengen, die sich nicht selbst als Ele-
ment enthalten, also A = {M : M /∈ M}, und bilden die Aussage A ∈ A. Wäre sie
wahr, dann gälte nach Deﬁnition von A aber A /∈ A; andererseits impliziert A /∈ A
gemäß obiger Deﬁnition A ∈ A. Keiner der beiden Beispielaussagen können wir
einen Wahrheitswert zuweisen, da stets ein Widerspruch entsteht. Eine Ursache der
Problematik liegt darin begründet, dass beide Aussagen von Objekten handeln, die
sich selbst referenzieren.
2. Rudolf Carnap: Überwindung der Metaphysik durch logische Analyse der Sprache. Erkenntnis
2 (1931), S. 219241.
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In der Vergangenheit wurde gelegentlich schon auf die Grenzen der (klassischen) Lo-
gik hingewiesen, aber eine tiefere Auseinandersetzung setzte erst in der 20er Jahren
des 20. Jahrhunderts ein. Die dort untersuchten logischen Sprachen sind normaler-
weise Verallgemeinerungen der Prädikatenlogik. Es ist diese Art von Logik, die wir
als nichtklassische Logik bezeichnen. Bei dieser Entwicklung geht es nicht darum, die
beste oder die wahrste Logik zu ﬁnden und zu beschreiben, sondern darum, wel-
che Logik für den beabsichtigten Anwendungsgegenstand gut geeignet ist. So haben
sich mehrere Typen von Logiken herausgebildet, die alle ihre Berechtigung haben.
Unter einem abstrahierenden Blickwinkel kristallisieren sich zwei Grundprinzipien
der Erweiterung der klassischen Logik heraus.
Ein Ansatz beruht darauf, die klassische Logik so zu erweitern, dass Modalitä-
ten berücksichtigt werden können. Modalität bezeichnet im philosophischen und
logischem Sprachgebrauch das Wie des Seins oder Geschehens, den Grad der Be-
stimmtheit, also ob es sich beispielsweise um Wirklichkeit, um Möglichkeit oder um
Notwendigkeit handelt. Der Aspekt der Wirklichkeit wird von der klassischen Logik
abgedeckt, die angestrebte Erweiterung muss also Aussagen über Möglichkeiten und
Notwendigkeiten handhaben können. Der so entstehende Typ von Logik heißt daher
treﬀenderweise Modallogik.Modalitäten lassen sich auf unterschiedliche Weise inter-
pretieren. Wenn man sie in Bezug auf Zeit interpretiert, dann kann man Notwendig-
keit dahingehend verstehen, dass etwas (ab jetzt) immer gelten muss, Möglichkeit
dahingehend, dass etwas zu irgendeinem Zeitpunkt gelten wird. Erweiterungen der
Logik, die den Aspekt Zeit explizit berücksichtigen, heißen temporale Logiken. Eine
modallogische Sicht impliziert also schon eine einfache temporale Logik. Modallogik
ﬁnden unter anderem in der Informatik bei der Programmveriﬁkation und in der
künstlichen Intelligenz ein vielfältiges Anwendungsfeld.
Der zweite Ansatz besteht darin, die Anzahl der Wahrheitswerte, die klassische
Logik kennt nur die Wahrheitswerte wahr und falsch, zu vergrößern. Der auf
diese Weise entstehende Typ von Logik heißt mehrwertige Logik. Die erste Arbeit
zu diesem Thema stammt von dem polnischen Mathematiker (und Philosoph) Jan
Łukasiewicz, der im Jahre 1920 eine Arbeit zur dreiwertigen Logik veröﬀentlichte.
Praktisch gleichzeitig dazu führte der amerikanische Mathematiker Emil Post 1921
bei seinen Studium zur Repräsentierbarkeit von Funktionen zusätzliche Wahrheits-
werte ein. Die Beweggründe für ihre Beschäftigung mit Erweiterungsmöglichkeiten
der klassischen Logik waren verschiedenen. Während Łukasiewicz vornehmlich philo-
sophische Motive hatte, waren es bei Post mathematische. Es ist diese Richtung der
nichtklassischen Logik, welche die Grundlage von Shapeanalyse bildet. Sie verwendet
eine Logik, die auf den amerikanischen Mathematiker Stephen Kleene zurückgeht.
Er stellte 1938 eine dreiwertige Logik zur Behandlung von partiellen Funktionen
vor. Der neue, zusätzliche Wahrheitswert erhielt dabei die Bedeutung undeﬁniert
oder unbestimmt. Auf die weitere geschichtliche Entwicklung brauchen wir nicht
eingehen. Eine Zusammenfassung, auf die wir uns hier auch bezogen haben, ﬁndet
sich beispielsweise in [Gottwald 2004]. Im Unterschied zur klassischen Logik gibt
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die mehrwertige das Prinzip der Zweiwertigkeit auf, sie hält jedoch am Prinzip der
Extensionalität fest.
3.5 Prädikatenlogik erster Stufe mit transitiver
Hülle
Bisher haben wir Logik benutzt, um Heapzustände zu beschreiben. Sie wird bei
der Shapeanalyse aber auch an anderer Stellen verwendet, beispielsweise bei der
Beschreibung der Semantik von Programmaktionen. Aus diesen Gründen wäre es
eigentlich sinnvoll mit der Semantik zu beginnen, zumal dies für Menschen vielleicht
auch der intuitivere Zugang ist. Logik als Theorie trennt sehr deutlich zwischen Syn-
tax und Semantik, wobei diese erst nach jener behandelt werden kann. Aus diesem
Grunde folgen wir dem üblichen Vorgehen der Logik und beginnen mit der Syntax.
Shapeanalyse verwendet für all ihre Belange nur eine logische Sprache: Prädikaten-
logik erster Stufe mit transitiver Hülle. In dieser Arbeit geht es um Visualisierung.
Daher genügt es, Shapeanalyse auf einem Niveau zu verstehen, welches es ermög-
licht, die für die Visualisierung gewünschte Eingabe als Analyseausgabe zu erhalten
beziehungsweise sie zu verstehen, sie lesen zu können. Für weitergehende detail-
liertere Ausführungen sei auf [Sagiv u. a. 1999, 2002] verwiesen. Bei der Notation
weichen wir ab und folgen eher einer in der mathematische Logik, wie etwa in [Eb-
binghaus u. a. 1996], gebräuchlichen.
Syntax der Prädikatenlogik erster Stufe mit transitiver
Hülle
Zuerst legen wir das verwendete Vokabular, das Alphabet der Sprache fest. Es be-
steht wie üblich aus zwei Teilen. Zum einen enthält es Zeichen oder Symbole, die
Bestandteil jeder Logik sind, und zum zweiten enthält es Zeichen für Prädikate (Re-
lationen), die beliebig, also im Hinblick auf die beabsichtigte Anwendung, gewählt
werden können. Zum ersten Bestandteil gehören die Zeichen
0, 1,¬,∧,∨, ), (,∀,∃,=,TC,
wobei TC für transitive closure steht; außerdem gehören hierher eine Menge von
Variablen, deren Elemente wir üblicherweise als v1, v2, . . . schreiben. Zum zweiten
Bestandteil gehören Prädikate, die zur Beschreibung von Heapeigenschaften, der im
Heap enthaltenen Datenstruktur und der Zeigervariablen verwendet werden. Für
spätere Betrachtungen ist es hilfreich, wenn wir sie gemäß ihrer Stelligkeit n, n ∈ N,
in Mengen Pn zusammengefassen. Diese Menge dürfen leer sein. Des Weiteren set-
zen wir P = ∪n∈NPn. Üblicherweise verlangt man in der Logik, dass diese (und alle
ansonsten vorkommenden) Mengen abzählbar seien. Da es uns letztendlich um eine
softwaremäßige Verarbeitung der auftretenden Objekte geht, verlangen wir gleich
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einschränkender, dass all diese (und ansonsten vorkommenden) Mengen endlich sei-
en und dass es nur endlich viele von ihnen gebe.
3.1 Vereinbarung. Alle in dieser Arbeit und insbesondere im Folgenden auftre-
tenden Objekte seien, sofern nicht explizit etwas anderes vorausgesetzt wird, stets
von endlicher Größe.
Üblicherweise werden bei der Deﬁnition der prädikatenlogischen Sprachen neben
Prädikaten auch Konstantenzeichen und Funktionszeichen verwendet (beispielswei-
se in [Ebbinghaus u. a. 1996]). Das stellt keine Einschränkung dar, da Konstanten
(Konstantensymbole) durch einstellige Prädikate (Prädikatssymbole) und n-stellige
Funktionen durch (n + 1)-stellige Prädikate ausgedrückt werden können. Auf der
anderen Seite hat dieses Vorgehen den Vorteil, dass die folgende Deﬁnition der
Wörter der Sprache einfacher ausfällt. (Terme brauchen nicht explizit deﬁniert zu
werden.) Außerdem vereinfacht sich dadurch auch die Formalisierung der Seman-
tik.
Die Wörter einer logischen Sprache heißen Ausdrücke oder Formeln. Wir deﬁnieren
sie induktiv. Gleichzeitig zeichnen wir eine Teilmenge der in ihnen vorkommenden
Variablen als freie Variablen aus. Es sei P eine (endliche) Menge von Prädika-
ten. Die Ausdrücke (Formeln) bezüglich des Alphabets P sind genau diejenigen
Wörter, die sich durch endlichmalige Anwendung der folgenden Regeln erzeugen
lassen:
1. Die Zeichen 0 und 1 sind Ausdrücke ohne freie Variablen.
2. Für jedes Prädikatssymbol p ∈ P von Stelligkeit n ist p(v1, . . . , vn) ein Aus-
druck mit freien Variablen {v1, . . . , vn}.
3. Sind v1 und v2 zwei Variablen, dann ist (v1 = v2) ein Ausdruck mit freien
Variablen {v1, v2}.
4. Ist ϕ ein Ausdruck mit freien Variablen V, dann ist ¬ϕ ein Ausdruck mit freien
Variablen V .
5. Ist ϕ ein Ausdruck mt freien Variablen Vϕ und ψ ein Ausdruck mit freien
Variablen Vψ, dann sind (ϕ∧ψ) und (ϕ∨ψ) Ausdrücke mit freien Variablen
jeweils Vϕ ∪ Vψ.
6. Ist ϕ ein Ausdruck mit freien Variablen V und v ∈ V, dann sind (∀v : ϕ) und
(∃v : ϕ) Ausdrücke mit freien Variablen V \ {v}.
7. Ist ϕ ein Ausdruck mit freien Variablen V und v1, v2 ∈ V sowie v3, v4 6∈ V,
dann ist (TC v1, v2 : ϕ)(v3, v4) ein Ausdruck mit freien Variablen V \{v1, v2}∪
{v3, v4}.
Die Menge dieser Ausdrücke nennen wir die Sprache der Prädikatenlogik erster Stufe
mit transitiver Hülle bezüglich des Alphabets P .  Neben den in der Deﬁnition der
Ausdrücke benutzten Zeichen verwenden wir einige abkürzende Schreibweisen. So
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stehe (v1 6= v2) für ¬(v1 = v2), außerdem stehe (ϕ⇒ψ) für (¬ϕ∨ψ) und (ϕ⇔ψ)
für (¬ϕ∨ψ)∧(ϕ∨¬ψ). Des Weiteren verzichten wir oft auf Klammern, wenn dies
der intuitiven Erfassbarkeit des Ausdrucks dienlich erscheint.
Semantik der Prädikatenlogik erster Stufe mit transitiver
Hülle
Logik beschäftigt sich in einem umfassenden Sinne mit dem Wahrheitsgehalt von
Aussagen, also mit dem Wahrheitsgehalt von Ausdrücken. Ein weiterer Grundbau-
stein der Logik besteht folglich darin, jedem Ausdruck auf konsistente Weise einen
Wahrheitswert zuzuweisen. Ausdrücke sind zunächst einmal nur Wörter, und für
die Wahrheitswertzuordnung erweist sich die syntaktische Ebene in der Regel als
nicht ausreichend. Dieses Phänomen wollen wir an einem Beispiel verdeutlichen.
Dabei greifen wir allerdings voraus, wir verlassen die rein syntaktische Ebene und
interpretieren Ausdrücke in einem Kontext: Wir legen konkrete Objekte zugrunde,
auf die sich ein Ausdruck bezieht, und wir assoziieren Prädikatssymbole mit realen
Prädikaten über diesen Objekten. Wir betrachten den Ausdruck p(v1, v2)⇔ p(v2, v1)
wobei p ein zweistelliges Prädikatssymbol, sowie v1 und v2 Variablen bezeichnen. Wir
interpretieren im Folgenden die Variablen als (reelle) Zahlen. Wenn p die Gleich-
heitsrelation bezeichnet, dann ist der Ausdruck stets, also für jede Belegung der
Variablen mit Zahlen, wahr. Die Gleichheitsrelation ist eine Äquivalenzrelation und
folglich symmetrisch. Bezeichnet p hingegen die Kleinerrelation, dann ist der Aus-
druck stets falsch. Eine Striktordnung ist asymmetrisch und kann somit den obigen
Ausdruck für kein Paar von Zahlen erfüllen. Wiederum anders verhält es sich, wenn
p die Kleinergleichrelation bedeutet. Dann gibt es Variablenbelegungen, für die der
Ausdruck wahr ist (wenn beide Variablen gleiche Zahlen repräsentieren) und solche,
für die der Ausdruck falsch ist (wenn beide Variablen verschiedene Zahlen repräsen-
tieren). Der Wahrheitswert des Ausdrucks hängt demzufolge stark von dem realen
Prädikat ab, das durch p bezeichnet wird, und üblicherweise auch von den Zahlen,
die durch v1 und v2 bezeichnet werden.
Wenn wir also den Wahrheitswert eines Ausdrucks bestimmen beziehungsweise fest-
legen wollen, dann kann das nur geschehen 1. in Bezug auf einen Kontext, also
bezüglich konkreter Objekte sowie konkreter Prädikate über diesen Objekten, und
2. in Bezug auf konkrete Instanzen des Ausdrucks, also bezüglich einer Belegung
der Variablen mit konkreten Werten. Das Teilgebiet der Logik, das sich damit be-
schäftigt, Ausdrücken einen Wahrheitswert zuzuordnen, ist die Semantik. In der
klassischen Logik gibt es zwei Wahrheitswerte. Der eine heißt wahr und wir schrei-
ben ihn als 1, der andere heißt falsch und wir schreiben ihn als 0. Es ist praktisch sie
als (rationale) Zahlen zu aufzufassen. Auf diese Weise können auch Rechenopera-
tionen auf ihnen durchgeführt werden, was gelegentlich elegantere Formulierungen
ermöglicht.
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Als Erstes werden Objekte benötigt, auf die sich ein Ausdruck beziehen soll. Dazu
sei eine nicht leere Menge, ein Universum U gegeben. (Wir setzen zudem wieder
voraus, dass es endlich sei.) Die Elemente von U nennen wir auch Individuen.  Des
Weiteren muss festgelegt werden, was Prädikate im Realen sein sollen. Im obigen
Beispiel haben wir nicht ganz korrekt Relationen verwendet und so vielleicht eine
unterschwellige Assoziation hergestellt. Die realen Entsprechung eines Prädikatsym-
bols sei eine Wahrheitswertfunktionen, eine Funktion gleicher Stelligkeit über dem
gewählten Universum, die in die Menge der Wahrheitswerte abbildet.  Ferner wird
eine Abbildung υ benötigt, die jedem Prädikatssymbol eine Wahrheitswertfunktion
gleicher Stelligkeit über U zuordnet. Das Paar S = (U, υ) nennen wir eine Struktur.
Folgende Notation hat sich eingebürgert: Für ein Prädikatssymbol p schreibt man
anstelle von υ(p) häuﬁg pS .
Nachdem der Kontext geschaﬀen ist, müssen auch einzelnen Instanzen eines Aus-
drucks ﬁxiert werden können. So wie der Wert einer Funktion von seinen Argumen-
ten abhängt, so bestimmt sich der Wahrheitswert eines Ausdrucks funktional durch
seine (freien) Variablen. Folglich müssen die Variablen konkreten Objekten zuge-
ordnet werden. Eine Abbildung β von der Menge der Variablen in das Universum
U heiße eine Variablenbelegung (in der Struktur S). Das Paar I = (S, β) nennen
wir eine Interpretation. Aus technischen Gründen werden wir ebenfalls die Spezia-
lisierung β[ vu ] benötigen: Sie bildet die Variable v auf das Element u ∈ U ab und
stimmt für alle anderen Variablen mit β überein.
Jetzt haben wir alle Hilfsmittel beisammen, um Ausdrücke bezüglich einer Inter-
pretation auswerten zu können, ihnen einen Wahrheitswerte zuzuordnen. Die Zu-
ordnung eines Wahrheitswertes zu einem Ausdruck bezüglich einer Interpretation
I = (S, β) wird mit einer Funktion, der Wahrheitswertzuordnefunktion WS,β be-
werkstelligt. Sie folgt in ihrer Deﬁnition dem syntaktischen, strukturellen Aufbau











































































3.6 Dreiwertige Prädikatenlogik und
Einbettung
Bei der Berechnung der abstrakten Programmausführung werden Heapabstraktio-
nen verwendet. Oben haben wir am Beispiel gesehen, dass sich für eine zweiwertige
Logik hierbei schnell Grenzen auftun. Deshalb soll eine dreiwertige Logik verwendet
werden. Neben den beiden klassischen Wahrheitswerten gibt es einen dritten, den
wir als 12 schreiben und als undeﬁniert verstehen. Die Erweiterung der zweiwerti-
gen Logik um einen weiteren Wahrheitswert erfordert nur einen geringen Aufwand.
Im Syntaxteil muss zunächst das Alphabet um ein Zeichen 12 erweitert werden. Fer-
nen wird die Deﬁnition der Ausdrücke dahingehend erweitert, dass 12 ein Ausdruck
ohne freie Variablen ist. Die Semantik, die verwendet werden soll beruht auf Klee-
ne. Bei der Wahrheitswertauswertung muss WS,β(12) :=
1
2 ergänzt werden. Wenn
man die Wahrheitswerte als (rationale) Zahlen ansieht, dann kann der Rest beste-
hen bleiben, wenn man jeweils nur die deﬁnierenden Formeln verwendet, die mittels
Minimum und Maximum verwenden.
Auf der Menge der Wahrheitswerte ist in natürlicher Weise eine Ordnung durch den
Grad der Wahrheit deﬁniert. Wir verstehen Wahrheitswerte als (rationale) Zahlen,
damit stimmt diese Ordnung mit der üblichen Ordnung auf den (rationalen) Zahlen
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überein, weswegen wir dasselbe Zeichen verwenden können. Es gilt dann 0 ≤ 12 ≤ 1.
Die Menge der Wahrheitswerte lässt sich noch auf eine andere Weise ordnen. Die
Wahrheitswerte 0 und 1 sind klassische Wahrheitswerte und haben einen bestimm-
ten Wahrheitswert, sie heißen deshalb deﬁnite Wahrheitswerte. Den Wahrheitswert
1
2 verstehen wir als undeﬁniert, als noch nicht bestimmt, er heißt deshalb indeﬁ-
nit. Der Grad an Bestimmtheit deﬁniert die zweite Ordnung auf der Menge der
Wahrheitswerte, die wir als v schreiben. Bezeichnet wird sie oft als Informations-
ordnung. Für sie gilt 12 v 0 und 12 v 1, die beiden deﬁniten Wahrheitswerte 0 und
1 sind bezüglich v nicht vergleichbar.
Im Syntaxabschnitt haben wir beim Vokabular eine Menge P von Prädikatssymbo-
len eingeführt. In einer logischen Struktur S werden sie auf reale Prädikate über
dem Universum abgebildet, genauer auf Wahrheitswertfunktionen. Diese charakteri-
sieren Eigenschaften für U , die wir zu beobachten wünschen. Wenn in einer Struktur
S für jedes p ∈ P die Wahrheitswertfunktion pS als Wertebereich die Wahrheits-
wertemenge {0, 1} hat, dann heiße S eine zweiwertige (logische) Struktur. Haben all
diese Wahrheitswertfunktionen als Wertebereich die Wahrheitswertemenge {0, 12 , 1},
dann heiße S eine dreiwertige (logische) Struktur.
In dieser Arbeit haben wir stets von Shapegraphen geredet, ohne bisher explizit
erklärt zu haben, was darunter zu verstehen sei. Das Wort wird in zwei Bedeutun-
gen verwendet. In beiden Fällen geht es um die Beobachtung oder Beschreibung
von Heapzuständen unter dem Blickwinkel vorgegebener Eigenschaften. Die erste
Bedeutung von Shapegraph bezeichnet die allgemeine Idee, den Heap bezüglich die-
ser Beobachtungseigenschaften zu sehen beziehungsweise auszudrücken. Diese all-
gemeine Idee ist gänzlich unabhängig von irgendeiner speziellen Repräsentation.
Jetzt haben wir mit den logischen Strukturen einen Begriﬀ zur Beschreibung von
Heapzuständen vorliegen. Als Basis dient ein Vokabular von Beobachtungsprädika-
ten, unter dessen Blickwinkel der Heap gesehen wird. Eine logische Struktur ist eine
Realisierung der allgemeinen Idee des Ausdrücken. Der in dieser Arbeit beschriebene
Ansatz zur Visualisierung stützt sich auf diese logische Strukturen, es werden keine
anderen verwendet. Des Weiteren repräsentieren wir diese logische Strukturen als
beschriftete gerichtete Graphen. Daher nennen wir auch eine logische Struktur, be-
ziehungsweise seine Repräsentation als Graph, einen Shapegraphen. Das ist diejenige
der beiden Bedeutungen, in der das Wort in dieser Arbeit hauptsächlich verwendet
wird, als Synonym zu logische Struktur.
Mit den zweiwertigen und den dreiwertigen Strukturen haben wir zwei Welten
von Heapbeschreibungen. Wir benötigen einen Mechanismus um beide Welten mit-
einander in Beziehung zu setzen. Dazu deﬁnieren wir den Begriﬀ der Einbettung.
Formal stellt sie sich als eine binäre Relation auf der Menge der logischen Strukturen
dar.
3.2 Deﬁnition. Es seien S = (US , υS) und T = (UT , υT ) zwei logische Strukturen.
Die Struktur S heiße einbettbar in T , wenn es eine Abbildung f von US auf UT gibt
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 es handele sich bei f also um eine Surjektion , so dass die folgenden Bedingungen
erfüllt sind:
1. Für jedes Prädikat (Prädikatssymbol) p, es habe Stelligkeit n, und für alle
u1, . . . , un ∈ US gelte
pS(u1, . . . , un) v pT
(
f(u1), . . . , f(un)
)
,
wobei v die Informationsordnung auf der Menge der Wahrheitswerte bezeich-
ne.
2. Für jedes uT ∈ UT gelte
(|{u ∈ US : f(u) = uT }| > 1) v smT (uT ).
Ist S in T einbettbar, so schreiben wir S v T .
In der Deﬁnition wird die Surjektivität der die Einbettung vermittelnden Funktion
verlangt. Hierauf können wir nicht verzichten. Wir werden in den späteren Unter-
suchungen in Abschnitt 7.1.2 auf die Einbettung zurückgreifen. Dort werden die
Gründe genauer erläutert. Auch werden dort Beispiele zur Verdeutlichung angege-
ben und einige Eigenschaften der Einbettung herausgestellt.  Mittels des Begriﬀs
der Einbettung lässt sich zeigen (Beweis in [Sagiv u. a. 2002]):
3.3 Satz. (Einbettungssatz). Es seien S = (US , υS) und T = (UT , υT ) zwei drei-
wertige Strukturen mit S v T , wobei f : US → UT die die Einbettung vermittelnde
Surjektion sei. Dann gilt für jeden Ausdruck ϕ und jede vollständige Variablenbele-
gung β für ϕ die Ausage WS,β(ϕ) vWT,f◦β(ϕ).
Eine 2-wertige Struktur kann als 3-wertige aufgefasst werden, schließlich vergrößert
sich nur der Wertebereich der Wahrheitsertefunktionen. Daher ist der Einbettungs-
satz auch richtig, wenn es sich bei der Struktur S um eine 2-wertige Struktur handelt.
 Der Satz besagt, dass jede Information, die mittels einer Formel ϕ aus T heraus-
extrahiert wird, eine konservative Approximation der Information ist, die mittels ϕ
aus S herausextrahiert wird. Wertet ϕ in S zu einem deﬁniten Wahrheitswert aus,
dann wertet ϕ in T zu demselben deﬁniten Wahrheitswert oder zu 12 aus, wertet ϕ
in S zu 12 aus, dann auch in T .
Ein dreiwertiger Shapegraph ist eine Beschreibung eines abstrakten Heapzustandes,
zweiwertige Shapegraphen beschreiben konkrete Heapzustände. Wir setzen:
3.4 Deﬁnition. Es sei S ein Shapegraph. Es bezeichne k(S) die Menge alle zwei-
wertigen Strukturen S(2) mit S(2) v S.
Für einen Shapegraphen S kann die Menge k(S) interpretiert werden als die Menge
aller konkreten (zweiwertigen) Strukturen, die unter die Beschreibung von S fal-
len. Für einen zweiwertigen Shapegraphen S gilt k(S) = {S}.  Es seien S und
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T zwei Shapegraphen mit S v T . Wir werden in Abschnitt 7.1.2 zeigen, dass die
Einbettungsrelation transitiv ist. Bei Ausnutzung der Transitivität gilt für jeden
Shapegraphen S(2) ∈ k(S) damit S(2) v T , folglich besteht k(S) ⊆ k(T ). Die-
se Aussage lässt sich informal so interpretieren, dass die Beschreibung von T die
Beschreibung von S umfasst.
3.7 Semantik von Programmaktionen
Bisher haben wir in erster Linie einzelne Heapzustände betrachtet. Bei der Vi-
sualisierung der Programmausführung hat man es mit einer durch das Programm
bestimmten Folge von Heapzuständen zu tun. Für jedes Paar (h1, h2) aufeinander-
folgender Heapzustände ist der Übergang von h1 zu h2 durch eine Programmakti-
on bestimmt. Daher muss die Semantik von Programmaktionen ausgedrückt wer-
den, wozu ebenfalls Logik verwendet wird. Betrachten wir zunächst die Situation
für konkrete Heaps, also den zweiwertigen Fall. Die Heapzustände werden mittels
logischer Strukturen beschrieben, für h1 sei dies etwa S1. Shapeanalyse arbeitet
mit solchen logischen Strukturen, den Shapegraphen. Die Aktionen des Programms
transformieren Shapegraphen in andere Shapegraphen. Der Shapegraph S1 wird
in einen Shapegraphen S2 transformiert, der eine logische Beschreibung von h2
ist.
Eine logische Struktur besteht neben dem Universum aus Prädikaten, wobei die
Menge der Prädikate für alle Shapegraphen einer Analyse gleich ist. Die Transfor-
mation kann dadurch realisiert werden, dass man jedem Prädikat(ssymbol) p eine
Funktion (gleicher Stelligkeit) zuordnet, die die Auswirkung der Aktion für das
Prädikat p beschreibt. Diese Funktion wird durch eine logische Formel deﬁniert und
heißt Prädikat-Update-Formel für p. Die Situation im dreiwertigen Fall ist im Grun-
de genommen dieselbe wie im zweiwertigen. Es zeigt sich, dass dieselben Update-
Formeln auch hier verwendet werden können. Um die Qualität der Analyse zu ver-
bessern, um eine größere Präzision zu erhalten, ist es aber angeraten, die abstrakte
Semantik zu verfeinern. Dies kann dazu führen, wie wir später sehen werden, dass
die abstrakte Anwendung einer Aktion auf einen Shapegraphen eine Menge von
Shapegraphen erzeugt.
Um eine Shapeanalyse durchführen, sind verschiedene Speziﬁkationen erforderlich:
Zunächst benötigt man die Menge der Prädikatssymbole und für jede verwendete
Aktion die Speziﬁkation der Transformation. Zweitens benötigt man eine Kodierung
des Programms in Form eines Kontrollﬂussgraphen und drittens eine Menge von
Startshapegraphen, die die Heapzustände bei Programmstart codieren. Shapeana-
lyse berechnet für jeden Programmpunkt die Menge, der an diesem Programmpunkt
auftretenden Shapegraphen. Zusätzlich können die abstrakten Übergänge mit ausge-
geben werden, so dass die abstrakte Programmausführung in Form eines Transitions-
graphen vorliegt. Bei Analysestart ist die zum Startprogrammpunkt gehörige Menge
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Für jeden Programmpunkt n tue:
Mn := ∅
Iteriere bis sich die Familie der MengenMn nicht mehr verändert:
Für jeden Programmpunkt n tue:
Für jede TVLA-Aktion  n aktion n′  tue:
Für jeden Shapegraphen S ∈Mn tue:
 Wende den zu aktion gehörenden Transformator auf S an,
dieser erzeugt eine MengeMS von Shapegraphen.
 Für jedes S′ ∈MS tue:
Ist S′ 6= T bzw. S′ 6' T für alle T ∈Mn′ , dann:
Mn′ :=Mn′ ∪ {S′}
Abbildung 3.2: Schematische Darstellung des Shapeanalyse-Algorithmus
mit den Startshapegraphen initialisiert, alle anderen Mengen sind leer. Die Berech-
nung lässt sich algorithmisch wie in Abbildung 3.2 darstellen.
Die einzige Art von Änderung, die der Algorithmus an den Shapegraphenmengen
durchführt, ist das Hinzufügen von Shapegraphen. Ist man nicht nur an Shapegra-
phen, sondern an den abstrakten Übergängen interessiert, so speichere man jeweils
(n1, S) und (n2, T ). Wenn wir die äußere Schleife betrachten, dann wird in jeder
Iteration wenigstens ein Shapegraph hinzugefügt. Der Algorithmus iteriert, bis kei-
ne Änderung mehr bei dem Mengensystem vorkommt, bis ein (kleinster) Fixpunkt
erreicht ist. Die Terminierung der Analyse wird dadurch sichergestellt, dass bezüg-
lich der Analysespeziﬁkation nur eine endliche Anzahl von Shapegraphen existieren.
Diese maximale Anzahl wird durch die Anzahl der Prädikate und durch die Ab-
straktion bestimmt. Sie ist insbesondere eine obere Schranke für die Anzahl der
Shapegraphen an jedem Programmpunkt, also für die Größe jeder Shapegraphen-
menge.
Für die abstrakte Ausführung einer Aktion auf einen Shapegraphen können im
Prinzip dieselben Update-Formeln wie im konkreten Fall verwendet werden, also
diejenigen, die in der Analysespeziﬁkation angegeben sind. Jedoch führt dies in der
Regel zu einem Qualitätsverlust: Beispielsweise können Wahrheitswerte ihre Deﬁ-
nitheit verlieren, was einen geringeren Informationsgehalt (bezüglich der Informa-
tionsordnung) bedeutet. Aus diesem Grund wurden Mechanismen eingeführt, um
die abstrakte Semantik präziser zu erfassen; die wichtigsten sind die Fokus- und die
Coerce-Operation.
Fokus-Operation
Die zugrunde liegende Idee soll anhand eines Beispiels erläutert werden. Wir greifen
auf das Einfügen eines Elements in einen Suchbaum zurück. Wir beﬁnden uns in
der Suchschleife und wollen vom aktuellen Element zu seinem linken Kind verzwei-
gen. Als Erstes behandeln wir die Situation im konkreten, zweiwertigen Fall. Dazu
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betrachten wir einen konkreten Suchbaum, etwa den in Abbildung 3.1 oder den in
Abbildung 1.1 auf Seite 11. Der konkrete Heapzustand sei mittels einer zweiwertigen
logischen Struktur S ausgedrückt. Das Individuum uc sei dasjenige, für welches das
Prädikat cur wahr ist, also diejenige Ecke, auf die der Zeiger cur zeigt; das linke
Kind von uc sei ul. Die bei der Suche durch den Übergang zum linken Kind resul-
tierende Heapstruktur unterscheided sich von der ursprünglichen nur dadurch, dass
cur auf eine andere Heapzelle zeigt. Um dafür eine logischen Repräsentation T zu
erhalten, braucht in S nur das Prädikat cur modiﬁziert zu werden. Dazu genügt













= 1 gilt. Formal wird eine solche Modiﬁkation durch eine Update-
Formel (für das Prädikat cur) realisiert.
Shapeanalyse verwendet abstrakte Heapzustände. Behandeln wir daher jetzt den
gleichen Vorgang im dreiwertigen Fall. Eine visuelle Darstellung des abstrakten
Heaps könnte wie in Abbildung 1.2 aussehen. Der abstrakte Heapzustand sei durch
eine dreiwertige logische Strukturen S repräsentiert. Die Ecke, auf die der Zeiger cur
zeigt, sei wieder mit uc bezeichnet, es handelt sich bei ihr um eine Individuenecke.
Ihr linkes Kind ist in einer Summary-Ecke us enthalten. Genauso wie im konkre-
ten Fall soll der bei der Suche durch den Übergang zum linken Kind resultierende
Heapzustand T dadurch erhalten werden, dass in S die Wahrheitswerte von cur
(für die beiden Ecken uc und us) angepasst werden. Die Modiﬁkation für uc stellt







möglich, ein deﬁniter Wahrheitswert wäre falsch. Die abstrakte Heapsituation T
umfasst (im Sinne der Einbettung) alle konkreten Heapzustände, in denen eine
Ecke existiert, die das linke Kind von uc ist, also führte 0 zu einem Widerspruch.
Andererseits kann es und in vielen dieser konkreten Heapzustände wird es weite-
re Ecken in dem Teilbaum geben, die natürlich nicht das linke Kind von uc sind,
also führte 1 zu einem Widerspruch. Die Anpassung der Wahrheitswerte für cur
erfolgt durch eine Update-Formel, und das Problem liegt darin, dass sie für us zu 12
auswertet.
Während im Shapegraphen S das Prädikat cur stets zu deﬁniten Wahrheitswerten
auswertet, würde jetzt in T ein undeﬁniter Wahrheitswert auftreten. In diesem Sinne
entsteht ein Informations- oder Präzisionsverlust. Um einen solchen zu verhindern,
muss dafür Sorge getragen werden, dass cur für alle Ecken zu deﬁniten Wahrheits-
werten auswertet. Die Fokus-Operation dient dazu, in solchen Fällen die Präzision
aufrechtzuerhalten. Bei diesem Beispiel bewirkt sie bildlich gesprochen, dass das lin-
ke Kind aus dem Summary-Ecke herausmaterialisiert wird. Die ursprüngliche Sum-
mary-Ecke us wird aufgespalten und eine der entstehenden Ecken wird das linke
Kind. Bei dem so entstehenden Shapegraphen lässt sich der Update der Prädikats-
werte nun ohne Informationsverlust bewerkstelligen.
Weiter soll das Beispiel nicht vertieft werden, der interessierte Leser ﬁndet weiter-
führende, detaillierte Erklärungen in [Sagiv u. a. 2002] oder [Reps u. a. 2002]. Zu-
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sammenfassend dient die Fokus-Operation also dazu, einen Update ohne Informati-
onsverlust zu ermöglichen. Dies wird dadurch erreicht, dass man für eine angegebene
Formel (für alle Variablenbelegungen) ihre Auswertung zu deﬁniten Wahrheitswer-
ten erzwingt. Wir erklären formal:
3.5 Deﬁnition. Es sei S die Menge alle dreiwertigen Strukturen bezüglich einer
zugrunde liegenden Analysespeziﬁkation. Eine Funktion fFokus : S → P(S) in die
Potenzmenge von S heiße eine Fokusoperation für eine Formel ϕ, wenn
1. Der Shapegraph S und die Menge fFokus(S) repräsentieren dieselben konkreten
(zweiwertigen) Strukturen.
2. Für alle T ∈ fFokus(S) gilt: Für jede Variablenbelegung β werte ϕ zu deﬁniten
Wahrheitswerten aus, also WT,β(ϕ) ∈ {0, 1}.
Sie heiße eine Fokusoperation für eine Menge F von Formeln, wenn sie für jede
Formel ϕ ∈ F eine Fokusoperation für ϕ ist.
Details des Algorithmus brauchen uns, die wir in Bezug auf Shapeanalyse eine An-
wenderposition innehaben, nicht zu interessieren. Einzelheiten können in [Sagiv u. a.
2002] nachgesehen werden, ein verbesserter Fokusalgorithmus ist in [Lev-Ami 2000]
beschrieben. Ein Punkt muss jedoch erwähnt werden, da er bei der Speziﬁkati-
on von Shapeanalysen zu berücksichtigen ist. Wenn eine Fokusoperation auf einen
Shapegraphen S angewendet wird, dann kann der Fall eintreten, dass die Bildmen-
ge fFokus(S) unendlich viele Shapegraphen enthalten kann. So etwas ist software-
mäßig nicht handhabbar. Daher wird die Fokusoperation auf eine Teilklasse der
Formeln eingeschränkt, für die sichergestellt werden kann, dass die resultierenden
Bildmengen endlich sind. Für die Anwendung bedeutet das, dass nicht jede Formel
als Fokusformel verwendbar ist. Wenn wir später die Analysespeziﬁkation von Lis-
ten und Bäumen entwickeln, werden wir diesem Problem begegnen. Oft lässt es sich
durch das Umformulieren der Fokusformeln unter Hinzunahme geeigneter weiterer
Prädikate zur Analysespeziﬁkation umgehen. Wir werden dort aus diesem Grund
beispielsweise für die Prädikate, welche die Zeiger der Heapelemente repräsentieren,
explizit eine transitiv-reﬂexive Hülle als Prädikat formulieren.
Coerce-Operation, Instrumentationsprädikate
Bei den Ausführungen zu Beginn dieses Kapitels, vergleiche Abbildung 3.1, wollten
wir den Teilbaum mit Wurzel cur auszeichnen. Dazu hatten wir ein zusätzliches
Prädikat td (to do) verwendet. Natürlich kann es jedesmal, wenn es benötigt wird,
explizit als reﬂexiv-transitive Hülle der Formel left(v1, v2)∨ right(v1, v2) formuliert
werden. Es ist aber oft hilfreich, solche abgeleiteten Prädikate explizit in die Speziﬁ-
kation aufzunehmen. Solche Prädikate zeichnen sich dadurch aus, dass sie durch ei-
ne Formel deﬁniert sind, und sie heißen Instrumentationsprädikate (instrumentation
predicates). Sie erlauben, Eigenschaften (des Heaps) in Form eines Prädikats präg-
nant zu erfassen. Zudem kann häuﬁg verhindert werden, dass sie bei der Anwendung
52
3.8 TVLA
einer Aktion an Präzision verlieren. Die Prädikate, die wir bisher verwendet haben,
heißen zur Unterscheidung Basisprädikate (core predicates).
Allgemein gesprochen können Abhängigkeiten zwischen den im Shapegraphen ge-
speicherten Eigenschaften, also in den Prädikaten, vorliegen, die aber nicht not-
wendigerweise in den Update-Formeln für die Prädikate miteingeschlossen sind. Der
Coerce-Mechanismus ist ein systematische Methode diese Abhängigkeiten zwischen
Prädikaten zu erfassen und zu nutzen. Er beinhaltet unter anderem die Verwendung
von Instrumentationsprädikaten, so wie sie oben vorgestellt wurden. Die Methode
beruht auf dem folgenden
Verschärfungsprinzip. Es sei S ein Shapegraph, p ein n-stelliges Instrumentati-
onsprädikat und u1, . . . , un Ecken von S.
1. Der in S gespeicherte Wahrheitswert pS(u1, . . . , un) sollte mindestens so prä-
zise sein wie er sich durch Auswerten der p deﬁnierenden Formel ϕ ergibt,




ϕ(v1, . . . , vn)
)
.




ϕ(v1, . . . , vn)
)
verschiedene deﬁnite Wahr-
heitswerte, dann werden durch S keine konkreten Strukturen repräsentiert.
Tritt in einem Shapegraphen S für ein Prädikat p und Ecken u1, . . . , un der erste Fall





ϕ(v1, . . . , vn)
)
verschärft werden. Tritt der zweite Fall ein, dann kann
der gesamte Shapegraph S als unzulässig verworfen werden. Dieses Prinzip wird
bei der Shapeanalyse systematisch verwendet. Zu Analysebeginn werden aus der
Speziﬁkation automatisch Kompatibilitätsbedingungen (compatibility constraints)
abgeleitet, die gemäß dem Verschärfungsprinzip verwendet werden. Neben den de-
ﬁnierenden Formeln von Instrumentationsprädikaten werden weitere speziﬁzierbare
Charaktierisierungen berücksichtigt. Beispielsweise kann bei einem einstelligen Prä-
dikat explizit festgelegt werden, dass es nur für höchstens eine Ecke wahr sein kann;
dies korrespondiert zu der Tatsache, dass Zeiger auf höchstens eine Heapzelle zei-
gen können. Für weiterführende Details zum Coerce-Mechanismus sei der Leser auf
[Sagiv u. a. 2002] verwiesen.
3.8 TVLA
Zur Durchführung von Shapeanalysen existiert die Software TVLA, siehe [TVLA
2007], die den Shapeanalysealgorithmus umsetzt. Bei der Realisierung dieses Soft-
wareprodukts wurden einige Einschränkungen vorgenommen:
 Es werden nur Prädikate bis zur Stelligkeit zwei unterstützt.
 Alle Programme müssen intraprozedural sein.
Als Eingabe für die Analyse benötigt TVLA:
53
3 Shapeanalyse
 eine Speziﬁkation, die die logische Beschreibung der Prädikate und Programm-
aktionen umfasst
 eine Codierung des Programms in Form eines Kontrollﬂussgraphen
 Startshapegraphen, welche die Heapzustände bei Programmstart angeben
Wir werden uns in Kapitel 4 dem Aspekt der Speziﬁkation ausführlicher widmen
und dort auch Aspekte besprechen, die beim praktischen Umgang mit TVLA zu
beachten sind.
Die Ausgabe von TVLA besteht standardmäßig aus einer Menge von Shapegraphen
für jeden Programmpunkt. Für einen Programmpunkt n bezeichne Sn die Menge
der zum Programmpunkt n berechneten Shapegraphen. Formal besteht die Ausgabe
aus einer Liste von Paaren (n,Sn) so, dass zu jedem Programmpunkt n ein Paar
(n,Sn) enthalten ist. Die Mengen Sn können gegebenenfalls leer sein.  Alterna-
tiv ist auch die zusätzliche Ausgabe der (abstrakten) Übergänge, der Transitionen,
in Form eines Transitionsgraphen möglich. Bisher haben wir normalerweise Shape-
graphen an einem festen Programmpunkt betrachtet. Wenn wir es mit Shapegra-
phen zu tun haben, die zu verschiedenen Programmpunkten gehören, dann muss
sich die Zugehörigkeit zum Programmpunkt auch formal widerspiegeln. Wir set-
zen:
3.6 Deﬁnition. Tritt bei der Shapeanalyse am Programmpunkt n der Shapegraph
S auf, dann nennen wir das Paar (n, S) einen abstrakten Zustand der Programm-
ausführung.
Alternativ könnten wir die Standardausgabe auch als eine einzelne Menge von ab-
strakten Zuständen ansehen, beide Repräsentationen sind zueinander isomorph. 
Wenn wir in der Analyseausgabe Transitionsinformationen benötigen, dann verwen-
den wir die Ausgabe in Form eines Transitionsgraphen.
3.7 Deﬁnition. Der Transitionsgraph zu einer Shapeanalyse sei ein mit Kanten-
beschriftungen versehener gerichteter Graph. Seine Ecken seien die bei der Analyse
auftretenden abstrakte Zustände (n, S). Zwei abstrakte Zustände (n, S) und (n′, S′)
seien durch eine gerichtete Kante miteinander verbunden, wenn es eine Programm-
aktion zwischen den Programmpunkten n und n′ gibt und bei der abstrakten Pro-
grammausführung ein Übergang von (n, S) zu (n′, S′) stattfand. Die Kante sei mit
der TVLA-Aktion beschriftet.
Genauere technische Details, die über das Verständnis der Analysemethode und
der Anwendung der Software hinausgehen, brauchen im Hinblick auf eine Visua-
lisierung der Ausgabe nicht zu interessieren. Der interessiserte Leser ﬁndet Start-
punkte für weiterführende Darstellungen in [Lev-Ami u. a. 2007; Lev-Ami u. Sa-
giv 2000; Lev-Ami 2000].  Es soll an dieser Stelle noch einmal die Anwendung
einer Programmaktion auf einen Shapegraphen S angesprochen werden. Sie setzt
54
3.8 TVLA
sich aus einer Reihe von Teilaktionen zusammen. Diese sind Fokus, Precondition,
Update, Coerce und Blur, die defaultmäßig in dieser Reihenfolge angewendet wer-
den.
Fokus: Zu jeder Aktion kann eine Menge von Fokusformeln angegeben werden. Ist
diese Menge nicht leer, dann wird auf den Shapegraphen S die Fokusoperation
angewendet. Es wird eine endliche Menge von Shapegraphen berechnet, die
1. die gleichen konkreten Heapzustände wie S beschreibt und in der 2. jede
Fokusformel (für alle Variablenbelegungen) zu einem deﬁniten Wahrheitswert
auswertet.
Precondition: Sie verhält sich wie ein Filter. Es besteht die Möglichkeit, einer
Aktion eine Formel als Bedingung mitzugeben. Handelt es sich um eine ge-
schlossene Formel, die zu 0 auswertet, dann wird die Anwendung der Aktion
auf den aktuellen Shapegraphen abgebrochen, bei 1 wird sie normal fortge-
setzt. Hiermit können Verzweigungen realisiert werden.
Update: An dieser Stelle werden die Prädikatswerte geändert. In der Speziﬁkation
(der Programmaktionen) ist zu jedem Prädikat(ssymbol) eine Update-Formel
angegeben. Sie werden hier (für alle Variablenbelegungen) ausgewertet und als
neue Prädikatswerte zugewiesen.
Coerce: Es werden Kompatibilitätsbedingungen ausgewertet. Damit könnenWahr-
heitswerte verschärft werden. Auch werden nicht zulässige Shapegraphen ver-
worfen, welche bei der Fokusoperation entstehen können.
Blur: Die Anwendung der Fokusoperation führt oft dazu, dass Summary-Ecken in
mehrere Ecken aufgespalten werden, es entstehen also gewissermaßen neue
Ecken. Bei der Anwendung der Update- und Coerce-Operation können sich
Prädikatswerte ändern. Dies kann dazu führen, dass der Shapegraph nicht
mehr die korrekte Abstraktion besitzt. Bei der Erklärung der Abstraktion von
Heapzuständen haben wir die kanonische Abstraktion vorgestellt. Sie ist auch
diejenige, die wir im Rahmen der Visualisierung normalerweise verwenden,
jedoch sind in TVLA zusätzlich noch weitere Abstraktionsoperatoren imple-
mentiert. Im Falle der kanonischen Abstraktion können nach Anwendung der
Fokus-, Update- und Coerce-Operation jetzt also Ecken u1 und u2 existieren,
so dass alle Abstraktionsprädikate für u1 und u2 zum gleichen Wahrheitswert
auswerten. Die Blur-Operation stellt die korrekte Abstraktion durch Anwen-
dung des Abstraktionsoperators wieder her.
Das Softwareprojekt TVLA wird stetig gepﬂegt und weiterentwickelt. Verbesserun-
gen und Erweiterungen, sowohl der Analysemaschine als auch von Aspekten, die
mit der Analyse einhergehen, wirken sich auch auf unsere Anwendung positiv aus.
Eine Übersicht über den Stand der Dinge im Jahr 2004 gibt [Lev-Ami u. a. 2004],
weitere und neuere Entwicklungen sind auf der Projektseite [TVLA 2007] vermerkt.
So beschäftigt man sich beispielsweise mit der automatischen Generierung von In-
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strumentationsprädikaten und mit der Analyse nebenläuﬁger Programme, auch hat
man sich der interprozedurale Shapeanalyse angenommen.
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4 Praktische Aspekte der Shapeanalyse
Die Praxis sollte das Ergebnis des
Nachdenkens sein, nicht umgekehrt.
(Hermann Hesse)
Im vorangegangenen Kapitel 3 haben wir uns den logischen Aspekten der Shapeana-
lyse, insbesondere den logischen Grundlagen, gewidmet. In diesem Kapitel ergänzen
wir die Erläuterungen zur Shapeanalyse um Aspekte ihrer Anwendung. Dabei kon-
zentrieren wir uns auf solche, die im Hinblick auf die Visualisierung relevant sind.
Zur Durchführung von Shapeanalysen existiert das Softwarepaket TVLA. Primär
behandeln wir Aspekte, die um die Speziﬁkation von Shapeanalysen für TVLA zen-
triert sind. Unter einem anwendungsorientiertem Blickwinkel können diese Teile
auch als praktische Erläuterung und ausführliches Beispiel zur Shapeanalyse gele-
sen werden. Dabei waren wir bestrebt, sie möglichst ohne allzu großen Rückgriﬀ auf
die logischen Grundlagen zu formulieren.
In dieser Arbeit betrachten wir in den Beispielen in erster Linie Algorithmen, die auf
Bäumen operieren. Daher behandeln wir in Abschnitt 4.1 die Speziﬁkation der Da-
tenstruktur Baum und als Vorstufe die der Datenstruktur Liste. Im darauf folgenden
Abschnitt betrachten wir Analyseausgaben, die sich ergeben, wenn man Shapeana-
lysen mit den vorgestellten Speziﬁkationen durchführt, unter einem quantitativen
Blickwinkel. Bei der Algorithmenvisualisierung geht es um die Visualisierung der
Programmausführung, wobei diese durch das Programm bestimmt ist. Damit wirkt
das Programm auch auf die Visualisierung. Die Kodierung des Programms beein-
ﬂusst, wie gut die mit der Visualisierung angestrebten Ziele erreicht werden können.
Aus diesem Grund deﬁnieren wir in Abschnitt 4.3 eine Normalform von TVLA-
Programmen.
4.1 Speziﬁkation von Shapeanalysen
Eine Analysespeziﬁkation besteht aus mehreren Teilen. Sie besteht zum einen aus
einer Menge von Prädikaten, die Eigenschaften des Heaps, der Heapzellen und zwi-
schen Heapzellen beschreiben. Diese Prädikate bestimmen die verwendete Abstrak-
tion der Datenstruktur, beziehungsweise deren konkreten Instanzen, und damit die
Abstraktion des Heaps. Sie bestimmen, welche Eigenschaften in den Shapegraphen
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ausgedrückt und unterschieden werden. Weiter enthält die Speziﬁkation Operatio-
nen  in TVLA-Terminologie actions , sie transformieren Shapegraphen in andere
und entsprechen den Anweisungen und Ausdrücken in Programmen.1 Schließlich
sind Startshapegraphen erforderlich, sie beschreiben die Heapsituationen zu Beginn
der Programmausführung. Unser Hauptaugenmerk liegt auf der Abstraktion. Sie be-
stimmt, wie Shapegraphen aussehen, was für Visualisierungszwecke ein dominanter
Aspekt ist.
Um uns im Folgenden auf die speziﬁzierenden Elemente für eine Shapeanalyse zu
beziehen, verwenden wir die Wörter Abstraktion und (Analyse-)Speziﬁkation. Das
Wort Abstraktion bezeichnet gemäß seiner durch die Wortherkunft gegebenen Be-
deutung sowohl einen Vorgang für das Weglassen von Einzelheiten und der Über-
führung in etwas Allgemeine(re)s als auch das Resultat dieses Vorgangs. Die bei der
Shapeanalyse berechneten Shapegraphen sind das Resultat eines solchen Prozesses,
sie verstehen wir deshalb als Abstraktionen von Heapzuständen. Wie sich im voran-
gegangenen Absatz vielleicht schon andeutete, verwenden wir das Wortes Abstrakti-
on in diesem Kapitel allgemeiner als es in der Shapeanalyseterminologie gewöhnlich
üblich ist. Wir verstehen hier darunter auch die zugrunde liegende Beschreibung,
welche die abstrakte Beschreibung der Heapsituationen bestimmt, also letztendlich
die Prädikate. Dies beinhaltet sowohl die Eigenschaften, bezüglich derer der Heap
betrachtete wird, als auch die Auswahl, bezüglich welcher Eigenschaften Heapzellen
zusammengefasst werden (Abstraktionsprädikate). Gelegentlich sprechen wir auch
von der Abstraktion einer Datenstruktur, um klarzustellen, dass wir uns auf alle Prä-
dikate und nicht nur auf die Abstraktionsprädikate beziehen. Wenn wir im Folgenden
von einer Speziﬁkation sprechen, dann meinen wir je nach Kontext die Gesamtheit
der Elemente, die der Speziﬁkation der Datenstruktur dienen, also Prädikate und
Aktionen, oder alle für eine Shapeanalyse benötigten Elemente. Dann gehören auch
der Kontrollﬂussgraph des zu analysierenden Programms und die Startshapegra-
phen dazu. Wenn Unklarheiten zu befürchten sind, sprechen wir in ersterem Falle
auch von der Speziﬁkation der Datenstruktur.
4.1.1 Listen
In diesem Abschnitt soll ein konkretes Verständnis für die Abstraktion von zeiger-
basierten Datenstrukturen und der Speziﬁkation von Analysen für Programme, die
auf ihnen operieren, gewonnen werden. Listen, und speziell einfach verkettete Listen,
1. Genaugenommen enthält eine Speziﬁkation auch Konsistenzregeln. Sie dienen bei der Coerce-
Operation zum Verschärfen von Wahrheitswerten und zum Verwerfen von bei der Fokusope-
ration erzeugten unzulässigen Shapegraphen. Aus den zwischen den Prädikaten bestehenden
Abhängigkeiten werden Konsistenzregeln automatisch abgeleitet. Es besteht darüber hinaus die
Möglichkeit, von Hand weitere hinzuzufügen. Da sie auf die Qualität der Analyse und damit auf
die Qualität der produzierten Shapegraphen wirken, nicht jedoch auf deren (durch die Prädikate
bestimmte) Struktur, wollen wir sie hier unberücksichtigt lassen.
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stellen die einfachsten zeigerbasierten Datenstrukturen dar. Kompliziertere zeiger-
basierte Datenstrukturen lassen sich häuﬁg als Erweiterung von Listen auffassen;
bei Bäumen ist dies der Fall. In diesem Sinne stellen Listen eine (gemeinsame) Ba-
sis der zeigerbasierten Datenstrukturen dar. Für uns dient dieser Teilabschnitt also
auch schon als Einführung in die Speziﬁkation von Shapeanalysen für Program-
me, die auf Bäumen operieren; ihnen werden wir uns im folgenden Teilabschnitt
zuwenden.
Bei der Entwicklung der Shapeanalyse und von TVLA war die Untersuchung von
Algorithmen, die auf Listen operieren, ein beliebter Forschungsgegenstand. Die
Gründe sind aus dem einleitenden Absatz ersichtlich. Insbesondere ist es angera-
ten, Listen verstanden zu haben, bevor man sich komplizierteren, von Listen ab-
geleiteten Datenstrukturen (und Algorithmen auf ihnen) zuwendet. Die Untersu-
chung von Listen im Kontext der Shapeanalyse beginnt mit den Arbeiten [Sagiv
u. a. 1996, 1998] und setzt sich, um nur einige Arbeiten beispielhaft anzuführen,
über [Sagiv u. a. 1999; Reps u. a. 2002; Sagiv u. a. 2002; Reps u. a. 2004; Manevich
u. a. 2005] fort. Diese Untersuchungen und damit auch die dort entwickelten und
verwendeten Analysespeziﬁkationen waren von theoretisch geprägten Zielsetzungen
motiviert.
Es war ein grundlegendes Anliegen nachzuweisen, dass in einem Programm kei-
ne NULL-Zeiger dereferenziert werden und dass keine Löcher im Heap (memory
leakage) entstehen, das heißt, dass keine Heapelemente von den Zeigervariablen un-
erreichbar werden. Ein weiteres Anliegen war festzustellen, ob mehrere Zeiger auf
ein Heapelement zeigen, ob Heapelemente shared sind. Später, siehe zum Beispiel
[Lev-Ami u. a. 2000], begann man Prädikate zu studieren, die Ordnungseigenschaf-
ten der in den Heapelementen enthaltenen Datenwerte beschreiben. Damit ist es
beispielsweise möglich nachzuweisen, dass die Ausgabe eines Algorithmus eine Liste
ist, deren Datenelemente aufsteigend oder absteigend sortiert sind, und dass die
Ausgabeliste eine Permutation der Eingabeliste ist. Die so gewonnenen Aussagen
sind stark genug, um die partielle Korrektheit von Sortieralgorithmen, die einfach
verkettete Listen verwenden, nachzuweisen.
Die Struktur der Heapzellen wird in einer Programmiersprache durch die verwen-
dete Datenstruktur bestimmt. Wir setzen hier voraus, dass alle Listenelemente die-
selbe Struktur besitzen. Ein Listenelement enthalte zum Ersten einen Datenwert
eines festen Datentyps und zum Zweiten einen Zeiger auf ein Listenelement. Auf
die Datenkomponente verweisen wir mit dem Wort(teil) data und auf den Zeiger
mit next. Beim Typ des Datenwertes denken wir am besten an einen Zahlentyp,
damit wir sofort eine intuitive Vorstellung haben, was eine Ordnungsrelation auf
diesem Typ bedeuten soll. Anstelle von einer Heapzelle sprechen wir auch von ei-
nem Heapelement. Heapzellen stellen die feinsten Einheiten dar, die wir auf dem
Heap unterscheiden.
Im Folgenden entwickeln wir eine Abstraktion für einfach verkette Listen. Bei den zu
speziﬁzierenden Prädikaten lassen wir uns von einem Beispielalgorithmus inspirieren
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cur := start
while cur 6= NULL do




cur := cur .next
od
return NULL
n1 Copy_Var_L(cur, start) n2
n2 Is_Null_Var(cur) notfound
n2 Is_Not_Null_Var(cur) n3
n3 Equal_Data_L(cur, el) found
n3 Not_Equal_Data_L(cur, el) n4
n4 Get_Next_L(cur, cur) n2
Abbildung 4.1: Algorithmus zur Suche eines Elements in einer einfach verketteten
Liste: Pseudocode (links) und TVLA-Programm (rechts)
und von unseren Vorstellungen und Wünschen leiten, wie Shapegraphen in diesem
Beispiel aussehen sollen. Wir betrachten dazu die Suche nach einem Element in einer
(einfach verketteten) Liste. Der Algorithmus ist in Abbildung 4.1 abgebildet; links
sehen wir ihn als Pseudocode, rechts als TVLA-Kontrollﬂussgraphen. Die Syntax
des Kontrollﬂussgraphen kann in [Lev-Ami u. a. 2007] nachgesehen werden. Beim
Startelement beginnend durchläuft der Zeiger cur den vom Startelement aus er-
reichbaren Teil des Heaps und vergleicht den Datenwert des aktuellen Heapelements
mit dem eines Referenzelements, auf das der Zeiger el zeigt. Das Programm endet,
wenn entweder ein Element mit gleichem Datenwert gefunden wurde oder wenn der
vom Startelement aus erreichbare Teil des Heaps (erfolglos) durchlaufen wurde. Der
Listensuchalgorithmus gehört zu den einfachsten Algorithmen (auf Listen), da die
Struktur des Heaps nicht verändert wird. Ist der vom Startelement aus erreichbare
Teil des Heaps zu Beginn des Programmlaufes eine Liste, dann ist er es auch bei
Terminierung des Algorithmus. Solch ein Algorithmus stellt keine übermäßig hohen
Anforderungen an eine Shapeanalyse. Für unsere Zwecke ist er aber ausreichend. Er
erlaubt uns, auf Charakteristiken hinzuweisen, die im Zuge der Visualisierung auf
der Basis von Shapegraphen zu berücksichtigen sind.
Wie wir oben dargestellt haben, war die Motivation für die Entwicklung der Heapab-
straktionen und der Anaylsespeziﬁkationen in den zuvor genannten Arbeiten eine
theoretische. Unsere Prioritäten sind andere: Für uns steht die Aussagekraft der
resultierenden Shapegraphen im Hinblick auf die Visualisierungsziele, also zum Bei-
spiel im Hinblick auf lernunterstützende Prozesse, im Vordergrund. Häuﬁg drücken
Prädikate aus Speziﬁkationen, die aus theoretischen motivierten Zielsetzungen ent-
wickelt wurden, starke und signiﬁkante Eigenschaften aus, die auch im Hinblick auf
die Visualisierungsziele eine starke Aussagekraft haben. Im Falle von Listen stimmt
die aus theoretischen Motiven entwickelte Speziﬁkation gut mit der von uns für die
Visualisierung gewünschten überein. Daher ist die hier präsentierte Abstraktion der
in den Listenbeispielen von TVLA mitgelieferten Standardspeziﬁkation sehr ähn-
lich. Allerdings verwenden wir unter anderem zum Teil andere Bezeichnungen. Die
Teile der Speziﬁkation, die wir in dieser Beschreibung übergehen, können aus den
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oben genannten Arbeiten ergänzt werden.
Ein Anwender kann den in dieser Arbeit präsentierten Ansatz der Algorithmenvi-
sualisierung mit ganz verschiedenen Zielsetzungen verwenden. Er kann zum Beispiel
über keine oder nur geringe Vorkenntnisse in Datenstrukturen und Algorithmen ver-
fügen und die Visualisierung zum Zwecke des Lernens, des Verstehenwollens eines
Algorithmus verwenden. Er kann auch tiefe Vorkenntnisse haben und bei einem feh-
lerhaften Algorithmus den Fehler ﬁnden wollen. Oder er kann etwa eine neue Analy-
sespeziﬁkation entwickeln und austesten wollen. Sowohl der Stand der Vorkenntnisse
als auch die konkrete Absicht kann variieren. Wir gehen in diesem und in den meis-
ten Beispielen in dieser Arbeit davon aus, dass wir eine Speziﬁkation im Hinblick
auf Lernvorgänge für einem Anwender mit höchstens leicht fortgeschrittenen Kennt-
nissen der zugrunde liegenden Datenstruktur und der Algorithmen wünschen. Ein
fortgeschrittener Anwender, der spezielle Aspekte eines Algorithmus untersuchen
will, mag ganz andere Abstraktionen wünschen. Für die intentionierte Zielgruppe
und Anwendungszweck hat sich die folgende Eigenschaft als verheißungsvoller Aus-
gangspunkt erwiesen:
4.1 Vereinbarung (Strukturerhaltungsforderung). Eine Analysespeziﬁkation
werde strukturerhaltend genannt, wenn für jeden Shapegraphen bezüglich dieser Spe-
ziﬁkation gilt, dass die graphentheoretische Struktur des Shapegraphen, der zuvor
auf die den Zeigern entsprechenden Prädikate eingeschränkt wird, die Zeigerstruktur
des Heaps widerspiegelt.
In dieser Forderung haben wir keine präzise Eigenschaft formuliert, die eine zwei-
felsfreie Zuweisung der Strukturerhaltungseigenschaft, oder gar eine quantitative
Beurteilung des Grades, erlaubte. Auch beinhaltet sie eine subjektive Komponente:
Es hängt vom Kenntnisstand eines Betrachters ab, ob er in einem Shapegraphen die
Zeigerstruktur eines konkreten Heaps angemessen repräsentiert sieht. Daher haben
wir diese Forderung nicht als Deﬁnition notiert. Sie ist als qualitative Charakteri-
sierung gemeint, die bei der Erstellung und Auswahl von Analysespeziﬁkation leiten
soll.
Ein Shapegraph besteht aus einem Universum sowie aus null-, ein- und zweistel-
ligen Prädikaten (samt ihrer Belegung mit Wahrheitswerten).2 Die Elemente des
Universums, seine Ecken, repräsentieren einzelne konkrete Heapzellen oder im Falle
von Summary-Ecken Mengen von konkreten Heapzellen. Zu welcher Ecke im Shape-
graphen eine (konkrete) Heapzelle gehört, wird durch die Wahrheitswerte der ein-
stelligen Prädikate für diese Ecke bestimmt. Wir verwenden bei der Shapeanalyse
2. Im Kapitel 3 haben wir logische Strukturen als Paare erklärt, die aus einem Universum und
einer Funktion bestehen. Die Funktion bildet Prädikatssymbole auf Wahrheitswertfunktionen
ab. Üblicherweise wird auf die explizite Angabe der Funktion verzichtet und es werden statt-
dessen die Wahrheitswertfunktionen direkt angegeben, die Funktion wird also mit ihren Bildern
identiﬁziert.
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üblicherweise die kanonische Abstraktion. In diesem Fall bestimmen die Wahrheits-
werte der Abstraktionsprädikate die Ecke. Zu jeder Belegung der Abstraktionsprä-
dikate mit (deﬁniten) Wahrheitswerten gibt es in jedem Shapegraphen höchstens
eine Ecke. Gibt es zu einer (potentiellen) Belegung keine konkrete Heapzelle, die sie
erfüllt, dann existiert keine diese Belegung repräsentierende Ecke im Shapegraphen.
Existiert genau eine Heapzelle, die sie erfüllt, dann handelt es sich im Shapegraphen
um eine Individuenecke, sind es mehrere Heapzellen, dann ist sie eine Summary-
Ecke.
Die nullstelligen Prädikate beschreiben Eigenschaften des ganzen Shapegraphen; in
unserer Speziﬁkation werden wir sie nicht benötigen. Einstellige Prädikate beschrei-
ben Eigenschaften von Heapzellen, hier also der Listenelemente. Defaultmäßig sind
alle einstelligen Prädikate Abstraktionsprädikate. Das ist auch bei der hier darge-
stellten Speziﬁkation der Fall. Ob in einem Shapegraphen eine Ecke eine Individuen-
oder eine Summary-Ecke ist, wird durch das unäres Prädikat sm (von summary oder
summarisation) angezeigt: es ist für Individuenecken 0 und für Summary-Ecken 12 , es
ist aber niemals 1. Die zweistelligen Prädikate beschreiben Eigenschaften zwischen
Heapzellen, zwischen den Listenelementen. Diejenige (binäre) Eigenschaft, die wir
in jedem Fall repräsentieren müssen, ist die Zeigerstruktur der Heapelemente wie sie
durch die next-Komponenten der Listenelemente bestimmt ist. Daher führen wir ein
binäres Prädikat next ein, das diese Zeigerstruktur ausdrückt. Andere zweistellige
Prädikate benötigen wir im Prinzip nicht.
TVLA erlaubt in den Formeln die Verwendung eines Operators ∗, der die reﬂexiv-
transitive Hülle eines Prädikats repräsentiert. So ist zum Beispiel in einem Shape-
graphen next∗(v1, v2) für zwei nicht notwendig verschiedene Ecken v1 und v2 wahr,
wenn es in dem Shapegraphen einen (gerichteten) Weg von v1 zu v2 gibt, der nur
aus next-Kanten besteht, oder wenn v1 = v2 gilt. Aus technischen Gründen ist
es oft wünschenswert, hierfür ein eigenes Prädikat zur Verfügung zu haben. Wenn
bei der Anwendung von TVLA-Aktionen während der Shapeanalyse auf Formeln,
die den Hüllenoperator verwenden, fokussiert wird, dann führt dies sehr häuﬁg zu
einem Abbruch der Analyse. Daher deﬁnieren wir zusätzlich ein binäres Instrumen-
tationsprädikat nextStar durch nextStar(v1, v2) := next∗(v1, v2) mit der beigefügten
Eigenschaft reﬂexive transitive.
Zunächst ist es ausgehend von der Strukturerhaltungsforderung wünschenswert,
dass die Heapzellen, auf die Zeiger deuten, Individuenecken sein sollen. Daher füh-
ren wir für jede im Programm auftretende Zeigervariable ein einstelliges Prädikat
mit der zusätzlichen Eigenschaft unique, es kann nur für höchstens eine Ecke wahr
sein, ein. Auf diese Weise erhalten wir die Prädikate start, cur und el3. Um die
3. Das Prädikat el benötigen wir nur aus technischen Gründen. Auf diese Weise benötigen wir nur
einen Gleichheitstest für die Datenkomponenten von Listenelementen. Ansonsten müssten wir
den Wert einer Komponente eines Listenelements mit einer Programmvariablen vergleichen, was
insgesamt weniger konsistent ist und zusätzlichen Speziﬁkationsaufwand verlangt.
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weiteren einstelligen Prädikate einzuführen, stellen wir uns vor, dass der Suchalgo-
rithmus bereits einige (wenigstens drei) Iterationen der Schleife vollführt hat. Die
(konkrete) Liste hat dann folgende Struktur: Der Zeiger start zeigt auf den Anfang
der Liste; es folgen einige Listenelemente, danach folgt das Listenelement auf das
der Zeiger cur zeigt und es folgt der Rest der Liste. Letzteres sind die Listenelemen-
te, die noch nicht (von cur) besucht wurden. Durch diese Eigenschaft unterscheiden
sie sich vom Anfang der Liste. Dort sind die Elemente, die (von cur) schon besucht
wurden. In diesem Sinn repräsentieren sie die Geschichte der Programmausführung.
Daher ist es wünschenswert, wenn schon besuchte und noch nicht besuchte Listen-
elemente im Shapegraphen durch verschiedene Ecken dargestellt werden. Es gibt
für uns aber keine Gründe, die noch nicht besuchten Listenelemente voneinander zu
unterscheiden. Sie können zu einer Summary-Ecke zusammengefasst werden. Eben-
so brauchen wir die schon besuchten Listenelemente zwischen start und cur nicht zu
unterscheiden.
Als aussagestarke Prädikate für diese Unterscheidung haben sich Prädikate her-
ausgestellt, die Erreichbarkeitseigenschaften ausdrücken. Für jede Zeigervariable z
führen wir generisch ein einstelliges Instrumentationsprädikat reach[z] ein, wir deﬁ-
nieren reach[z](v) := ∃v1 : z(v1)∧ nextStar(v1, v). Es ist genau für diejenigen Heap-
zellen v wahr, die von der Zeigervariablen z aus unter Verwendung der next-Zeiger
erreichbar sind. Auf diese Weise erhalten wir die Prädikate reach[start], reach[cur]
und reach[el]. In unserem Beispiel in von ihnen nur reach[cur] wirklich aussagestark.
Alle Elemente der Liste sind von start aus erreichbar, aber nur das aktuelle Element
und der Rest der Liste sind von cur aus erreichbar. Damit können der Anfangs- und
der Endteil der Liste unterschieden werden.
Ändern wir nun unseren Blickwinkel. Wir haben eine Reihe von Prädikaten ein-
geführt und wollen überprüfen und untersuchen, welche Listenteile unterschieden
werden. Dazu durchlaufen wir die Wahrheitswertbelegungen der Abstraktionsprä-
dikate und untersuchen, welche Eigenschaften die ihnen entsprechenden Ecken der
Shapegraphen haben. Wir interessieren uns dabei nur für die Liste, für die von start
aus erreichbaren Heapzellen. Alle mit el zusammenhängenden Prädikate lassen wir
unbeachtet. Des Weiteren ist reach[start] für alle diese Listenelemente wahr, weswe-
gen wir hierauf auch verzichten. Es verbleiben die Prädikate start, cur und reach[cur].
In der folgenden Auflistung notieren wir die Wahrheitswertbelegungen als Tripel,
wobei deren Komponenten in dieser Reihenfolge stehen. Für alle Belegungen, die
nicht dargestellt sind, kann es keine (konkreten) Listenelemente geben, die zu diesen
Wahrheitswerten auswerten.
(1,−,−): das Listenelement, auf das der Zeiger start zeigt, der Listenanfang; es gibt
zwei Fälle:
(1, 1, 1): der Zeiger cur zeigt ebenfalls auf dieses Listenelement
(1, 0, 0): der Zeiger cur zeigt nicht auf den Listenanfang
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(−, 1, 1): das Listenelement, auf das der Zeiger cur zeigt, das aktuelle Listenelement;
es gibt zwei Fälle:
(1, 1, 1): cur zeigt auf den Listenanfang, siehe oben
(0, 1, 1): cur ist vom Listenanfang verschieden
(0, 0, 1): die Listenelemente, die vom Zeiger cur aus erreichbar sind, aber nicht das
Element, auf das cur zeigt; der noch nicht besuchte Teil der Liste
(0, 0, 0): alle Listenelemente, auf die keiner der beiden Zeiger start und cur zeigt




Abbildung 4.2: Drei Shapegraphen, die bei Listen auftreten
In Abbildung 4.2 sehen wir drei der Shapegraphen, die am Programmpunkt n2, das
ist der Schleifeneingang, vergleiche hierzu Abbildung 4.1, auftreten. Genaugenom-
men sind die abgebildeten Shapegraphen unvollständig. Aus technischen Gründen
wird ein Vergleich von Datenwerten auf die Weise realisiert, dass die Datenwerte
zweier Heapelemente miteinander verglichen werden. Aus diesem Grund existiert
zusätzlich stets eine einzelne Heapzelle für das Vergleichselement, auf sie zeigt die
Zeigervariable el. Da es uns primär um die eigentliche Datenstruktur geht, lassen
wir der Übersichtlichkeit halber solche Komponenten weg:
4.2 Vereinbarung. Bei allen Abbildungen von Shapegraphen wird auf die Dar-
stellung von Komponenten verzichtet, die nicht zur Datenstruktur gehören. Insbe-
sondere werden Vergleichselemente fortgelassen.
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In den Darstellungen der Shapegraphen sind Summary-Ecken durch eine doppelte
Berandung als solche gekennzeichnet. Der Wahrheitswert einstelliger Prädikate wird
in der Ecke notiert: Ist er gleich 1, so steht nur der Name des Prädikats; ist er 0, so
fehlt er. (Der Wahrheitswert 12 wird in der Form Prädikatsname =
1
2  dargestellt.)
Der Wahrheitswert p(u1, u2) eines zweistelligen Prädikats wird durch eine gerichtete
Kanten [u1, u2〉 repräsentiert: Durchgezogene Kanten bedeuten 1, gestrichelte 12 und
fehlende 0. In S3 sind alle in der vorangegangenen Auflistung genannten Listenteile
als Ecken vorhanden, während in S1 und S2 einzelne Listenteile nicht vorkommen.
In diesem Sinne beschreibt S3 einen allgemeineren Fall als S1 und S2. In der Dar-
stellung aller Shapegraphen haben wir das Prädikat nextStar der Übersicht halber
weggelassen.
Eine Shapeanalyse benötigt als Eingabe eine Analysespeziﬁkation, den Kontroll-
ﬂussgraphen des zu untersuchenden Algorithmus und Startshapegraphen. Die Spe-
ziﬁkation setzt sich zusammen aus den Prädikaten, die die Abstraktion beschreiben,
und Aktionen, also Transformationen von Shapegraphen in andere Shapegraphen,
die Anweisungen und Ausdrücken im Programm entsprechen. Letztere haben wir
hier nicht behandelt. Der Kontrollﬂussgraph unseres Beispielalgorithmus ist in Ab-
bildung 4.1 rechts gezeigt. Als Startshapegraphen kommen drei Shapegraphen in
Betracht. Als Erstes kann die Liste leer sein, der Shapegraph ist dann die leere
Struktur. Als Zweites kann es sich um eine einelementige Liste handeln. Der Shape-
graph ist dann eine Struktur mit einem Universum, das aus einem einzigen Indivi-
duum besteht. Die Prädikate start und reach[start] sind für dieses Individuum wahr.
Als Drittes kann die Liste aus mehr als einem Element bestehen. Dieser Shapegraph
sieht fast wie S1 in Abbildung 4.2 aus, er unterscheidet sich von diesem nur dadurch,
dass cur und reach[cur] stets 0 sind, also insbesondere cur nicht auf das Startelement
zeigt. Er besteht aus zwei Ecken: eine repräsentiert das Listenelement, auf das start
zeigt, während alle weiteren Listenelemente zu einer Summary-Ecke zusammenge-
fasst sind. Dieser Startshapegraph beschreibt eine allgemeinere Liste als die beiden
erstgenannten. (Des Weiteren enthält jeder dieser Shapegraphen eine zweite nur aus
einer Ecke bestehende Komponente, auf die der Zeiger el zeigt.)
4.1.2 Bäume
In diesem Abschnitt entwickeln wir eine Shapeanalysespeziﬁkation für Algorith-
men, die auf binären Bäumen operieren. Dazu erweitern wir die zuvor vorgestellte
Listenspeziﬁkation. Wie zuvor konzentrieren wir uns auf die Abstraktion der Da-
tenstruktur und besprechen die TVLA-Aktionen, die den Anweisungen und Aus-
drücken im Programmcode entsprechen, nur am Rande. Für sie sei erneut auf die
bei TVLA mitgelieferten Beispiele verwiesen, siehe [TVLA 2007]. Als Erstes be-
handeln wir Prädikate, die (in einem weiten Sinne) die Zeigerstruktur der Baum-
elemente betreﬀen. Danach ergänzen wir Prädikate, die Ordnungseigenschaften auf
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den Datenwerten beschreiben. Beides zusammen ergibt die Abstraktion für (binäre)
Suchbäume.
Neben doppelt verketteten Listen stellen (binäre) Bäume wohl die einfachste Er-
weiterung von einfach verketteten Listen dar. Des Weiteren sind Bäume eine sehr
wichtige und universell einsetzbare Datenstruktur. Daher ist es natürlich und na-
heliegend, dass man bestrebt ist, Shapeanalyse auf sie anzuwenden. Jedoch sind
Arbeiten rar, die sich ausschließlich mit der Speziﬁkation und Analyse von Baum-
algorithmen beschäftigen, [Loginov u. a. 2006] ist eine der wenigen Ausnahme. In
anderen Arbeiten wie zum Beispiel [Lee u. a. 2005] werden Bäume neben anderen
Datenstrukturen angesprochen. In [Parduhn 2005] wird eine Speziﬁkation für AVL-
Bäume vorgestellt und das Einfügen eines Elementes in einen AVL-Baum unter-
sucht. In anderen Arbeiten, [Reineke 2005, 2006], geht es um abstrakte Datenstruk-
turen, die durch Bäume realisiert werden. Wieder andere Arbeiten, [Johannes u. a.
2005], behandeln Shapeanalyse von Baumalgorithmen im Hinblick auf Visualisie-
rungszwecke.
Die Struktur der Heapzellen wird durch die Datenstruktur bestimmt. Im Falle von
Bäumen sprechen wir von Baumelementen. Wir setzen wieder voraus, dass alle
Baumelemente dieselbe Struktur haben. Sie enthalte drei Komponenten: einen Da-
tenwert eines festen Typs und zwei Zeiger auf Baumelemente. Die Datenkomponente
sprechen wir mit demWort(teil) data an, die beiden Zeiger nennen wir left und right.
Das Baumelement, auf das der left-Zeiger zeigt, nennen wir das linke Kind, beim
right-Zeiger entsprechend das rechte Kind. Bei dem Typ der Datenkomponente kön-
nen wir wieder an einen Zahlentyp denken; allerdings ist für uns nur wichtig, dass
wir eine Ordnungsrelation auf ihm deﬁnieren können. Die Baumelemente stellen die
kleinste Einheit dar, die wir in der Analyse und (damit auch) in der Visualisierung
im Heap unterscheiden.
cur := root
while cur 6= NULL do
if cur .data = el .data
then
return cur
if el .data < cur .data
then
cur := cur .left
else
cur := cur .right
od
return NULL
n1 Copy_Var_T(cur, root) n2
n2 Is_Null_Var(cur) notfound
n2 Is_Not_Null_Var(cur) n3
n3 Equal_Data_T(el, cur) found
n3 Not_Equal_Data_T(el, cur) n4
n4 Less_Data_T(el, cur) n5
n4 Greater_Data_T(el, cur) n6
n5 Get_Sel_T(cur, cur, left) n2
n6 Get_Sel_T(cur, cur, right) n2
Abbildung 4.3: Algorithmus zur Suche eines Elements in einem binären Suchbaum:
Pseudocode (links) und TVLA-Programm (rechts)
Wir entwickeln die Abstraktion auf der Grundlage der schon bei Listen diskutierten
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Aspekte. Wir haben wieder eine Speziﬁkation zum Ziel, die sich zur Unterstützung
von Lernvorgängen bei Algorithmen, die auf Bäumen operieren, eignen. Die intentio-
nierte Anwendergruppe habe wieder wenig bis leicht fortgeschrittene Kenntnisse in
Algorithmen und Datenstrukturen. Deshalb sollen die entstehenden Shapegraphen
wieder der Strukturerhaltungsforderung von Seite 61 genügen: Die graphentheore-
tische Struktur eines jeden Shapegraphen soll die Zeigerstruktur der Baumelemente
auf dem Heap widerspiegeln. Des Weiteren lassen wir uns wieder von einem Bei-
spielalgorithmus inspirieren. In Analogie zum Vorgehen bei Listen betrachten wir die
Suche nach einem Element in einem binären (Such-)Baum. Dieser Suchalgorithmus
ist in Abbildung 4.3 sowohl als Pseudocode als auch als TVLA-Kontrollﬂussgraph
dargestellt. Ausgehend von der Wurzel, auf die der Zeiger root zeigt, durchlaufen wir
mit cur Teile des Baumes solange, bis wir entweder das gesuchte Element gefunden
haben (eines, das den gleichen Datenwert wie das Referenzelement el hat) oder wir
über ein Blatt des Baumes hinausgelaufen sind.
Um eine bessere Vorstellung zu erhalten, welches Aussehen der Shapegraphen wir
wünschen, betrachten wir, wie schon bei Listen, die Struktur des Baumes nach
einigen (wenigstens drei) Schleifeniterationen. Bei Listen hatten wir uns von der
Unterscheidung von schon besuchten und noch nicht besuchten Listenelementen
leiten lassen. Wenn wir beim Baumsuchalgorithmus einige Schleifeniterationen aus-
führen, dann ist der besuchte Teil des Baumes ein Weg, diese Baumzellen bilden
also eine Liste. Der nicht besuchte Teil besteht zum einen aus den Teilbäumen, die
entlang des Suchweges herunterhängen und aus dem Teilbaum, dessen Wurzel das
aktuelle Element ist. Dieser Teilbaum ohne seine Wurzel entspricht dem noch zu
explorierenden Teil, während wir die herabhängenden Teilbäume gar nicht durch-
suchen werden, wir sie sozusagen links (und rechts) liegen (oder besser hängen)
lassen.
Die Unterscheidung des noch zu explorierenden Baumteils vom Rest ermöglichen
wieder Prädikate, die Erreichbarkeitseigenschaften ausdrücken. Bei Listen haben wir
sie mittels der reﬂexiv-transitive Hülle des next-Prädikats deﬁniert. Bei Bäumen ge-
hen wir analog vor. Im Gegensatz zu Listen hat jedes Heapelement aber zwei Zeiger,
left und right, mit denen man in der Datenstruktur voranschreiten kann. Aus tech-
nischen Gründen ist es wieder hilfreich, die reﬂexiv-transitive Hülle von left∨ right
durch ein eigenes Prädikat auszudrücken. Zuerst erklären wir daher ein binäres Prä-
dikat down durch down(v1, v2) := left(v1, v2)∨ right(v1, v2). Damit deﬁnieren wir das
binäre Prädikat downStar und setzen downStar(v1, v2) := down∗(v1, v2). Darauf auf-
bauend erklären wir generisch für jede Zeigervariable z ein unäres Prädikat reach[z]
durch reach[z](v) := ∃v1 z(v1)∧ downStar(v1, v). Sie werden als Abstraktionsprädi-
kate ausgezeichnet.
Wir benötigen noch Prädikate, die eine Unterscheidung des Weges von der Wur-
zel zum aktuellen Element und den an diesem Weg herabhängenden Teilbäumen
ermöglichen. Dazu führen wir Prädikate ein, die diesen Weg charakterisieren. Für
jede Zeigervariable z führen wir generisch ein unäres Prädikat anc[z] (von ancestor)
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ein, das deﬁniert sei durch
anc[z](v) := ∃vr, vc v 6= vc ∧ root(vr)∧ cur(vc)∧ downStar(vr, v)∧ downStar(v, vc).
Es ist für diejenigen Baumzellen wahr, die Ahnen von z sind, die also auf dem Weg
von der Wurzel zur Ecke von z liegen (aber nicht die Ecke ist, auf die z zeigt).
Diese Prädikate sind Abstraktionsprädikate. Sie werden generisch für jede Zeigerva-
riable eingeführt, für das Suchbeispiel hat aber nur anc[cur] eine wirkliche Aussage-
kraft.
Wir veriﬁzieren, dass diese Prädikate schon das gewünschte Aussehen der Shape-
graphen liefern. Dazu wechseln wir unseren Blickwinkel. Wir durchlaufen alle Be-
legungen der Abstraktionsprädikate mit (deﬁniten) Wahrheitswerten und untersu-
chen, welche Baumelemente (Baumteile) diesen Belegungen entsprechen. Die für
den Suchalgorithmus signiﬁkanten Abstraktionsprädikate sind root, cur, anc[cur] und
reach[cur]. Wir notieren die Wahrheitswertbelegungen dieser Prädikate in der folgen-
den Auflistung als Quadrupel, wobei die Reihenfolge der Wahrheitswerte die Rei-
henfolge der Prädikate im vorangegangenen Satz entspricht. Belegungen, die in der
folgenden Auflistung nicht erwähnt werden, sind nicht möglich.
(1,−,−,−): das eindeutige Baumelement, auf das der Zeiger root zeigt; die Wurzel
des Baumes; es gibt zwei Fälle:
(1, 1, 0, 1): falls auch der Zeiger cur auf die Wurzel zeigt
(1, 0, 1, 0): falls cur nicht auf die Wurzel zeigt
(−, 1, 0, 1): das eindeutige Baumelement, auf das cur zeigt; das aktuelle Element;
es gibt zwei Fälle:
(1, 1, 0, 1): cur zeigt auf die Wurzel, siehe oben
(0, 1, 0, 1): cur zeigt auf ein von der Wurzel verschiedenes Baumelement
(0, 0, 1, 0): Ahnen des aktuellen Elementes, aber weder die Wurzel noch das aktu-
elle Element; Baumelemente im Inneren des Suchweges von der Wurzel zum
aktuellen Element
(0, 0, 0, 1): wenn wir mit u dasjenige Baumelement bezeichnen, auf das der Zeiger
cur zeigt, dann handelt es sich um diejenigen Baumelemente, die von u aus
erreichbar sind (aber ohne u); der Teilbaum mit Wurzel u ohne die Ecke u
Ein Suchbaum ist ein Baum, bei dem eine Präordertraversierung eine sortierte Auf-
listung der Datenwerte ergibt. Dazu äquivalent gilt für jedes Baumelement: Der
Datenwert seines linken Kindes ist kleiner oder gleich dem eigenen, und der eigene
Datenwert ist kleiner oder gleich dem seines rechten Kindes. Um solche Charakteri-
sierungen in der Analyse vornehmen zu können, benötigen wir Prädikate, die Ord-
nungseigenschaften der in den Baumelementen enthaltenen Datenwerte beschreiben.
Darum ergänzen wir die Speziﬁkation als Erstes um ein binäres Prädikat (core pred-
icate) dle, von data less or equal, mit der zusätzlichen Charakterisierung reﬂexive
68
4.1 Speziﬁkation von Shapeanalysen
transitive. Die Eigenschaft, dass der Datenwert eines Baumelements zwischen dem
seines linken und rechten Kindes liegt, wird durch ein unäres Instrumentationsprä-
dikat inOrder[dle] ausgedrückt. Es wird letztendlich durch
inOrder[dle](v) :=
(∀vl : left(v, vl)⇒ dle(vl, v))∧ (∀vr : right(v, vr)⇒ dle(v, vr))
deﬁniert. Die durch inOrder ausgedrückte Eigenschaft eines Baumelementes soll eine
ergänzende Eigenschaft sein, eine Baumecke kann sie haben oder nicht. Die Eigen-
schaft soll aber keine Unterscheidung von Ecken im Shapegraphen herbeiführen.
Deshalb deﬁnieren wir das Prädikat als Nichtabstraktionsprädikat. Es verwundert
sicher nicht, wenn wir erwähnen, dass aus technischen Gründen und zum Zwecke
einer harmonischen Speziﬁkation gewöhnlich noch weitere Prädikate zur Beschrei-
bung von Ordnungseigenschaften hinzugefügt werden  hierauf spielt das obenste-
hende letztendlich an ; diese brauchen uns für unserer Beispiel aber nicht zu
interessieren.
S1 S2
Abbildung 4.4: Zwei Shapegraphen, die bei Bäumen auftreten
In Abbildung 4.4 sehen wir zwei Shapegraphen bezüglich der hier vorgestellten Ana-
lysespeziﬁkation, die am Programmpunkt n2, das ist der Eingangspunkt der Such-
schleife, auftreten. Auf die Darstellung des Vergleichselements wurde, wie verein-
bart, verzichtet. Der linke Shapegraph, S1, entsteht, wenn der Programmﬂuss das
erste Mal n2 erreicht. Der rechte Shapegraph, S2, zeigt eine Heapsituation, wie sie
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S2
Abbildung 4.5: Shapegraph mit Prädikaten für Ordnungseigenschaften
nach einigen Schleifeniterationen auftritt. Prädikate, die Ordnungseigenschaften be-
schreiben, sowie Prädikate wie downStar, die vornehmlich aus technischen Gründen
eingeführt wurden, haben wir der Übersichtlichkeit halber fortgelassen. In Abbil-
dung 4.5 sehen wir S2 erneut, diesmal ist auch das Prädikat dle mit dargestellt. Die
Menge der Kanten erschwert die Erfassung der Struktur und der Eigenschaften des
Graphen deutlich. Es erfordert nun keine große Fantasie sich auszumalen, wie der
Shapegraph aussehen würde, wenn wir auch die anderen Prädikate wie down und
downStar mit darstellen lassen. Daher verzichten wir in dieser Arbeit üblicherweise
auf die Darstellung der technischen Prädikate und der Prädikate, die Ordnungsei-
genschaften beschreiben.
Als Startshapegraphen kommen, wie schon bei Listen, drei Graphen in Betracht:
zum Ersten ein eineckiger Graph, der nur aus der Wurzel des Baumes besteht;
zum Zweiten ein Graph, der aus zwei Individuenecken besteht und zum Dritten ein
zweieckiger Graph mit einer Summary-Ecke für den von der Wurzel verschiedenen
Teil des Baumes. Dieser Graph ähnelt S1 in Abbildung 4.4, lediglich das Prädikat
cur und alle mit cur zusammenhängenden Prädikate sind 0.
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In diesem Abschnitt haben wir die Speziﬁkation von Shapeanalysen von Algorith-
men, die auf Listen oder Bäumen operieren, behandelt. Sowohl Listen als auch
Bäume sind sehr universelle Datenstrukturen mit vielfältiger Anwendung. Bäume
dienen in dieser Arbeit als Beispiel und Untersuchungsgegenstand. Uns ging es hier
hauptsächlich um die Abstraktion der Datenstruktur. Sie soll dergestalt beschaf-
fen sein, dass die von der Shapeanalyse berechneten Shapegraphen im Hinblick
auf die Visualisierungszwecke aussagekräftig sind. Dazu haben wir eine Struktur-
erhaltungsforderung formuliert und die Abstraktion nach ihr ausgerichtet. Nach-
dem die Speziﬁkation behandelt ist, stellt sich die Frage nach der Beschaﬀenheit
der sich ergebenden Analyseausgaben. Damit fahren wir im folgenden Abschnitt
fort.
4.2 Quantitative Aspekte der
Analyseausgaben
Im vorangegangenen Abschnitt haben wir uns mit der Speziﬁkation von Listen und
Bäumen beschäftigt. Jetzt schreiten wir in der Reihe vom Algorithmus über die
Shapeanalyse zur Visualisierung einen Schritt weiter und wenden uns den Analyse-
ausgaben zu, wobei wir die vorgestellten Speziﬁkationen zugrunde legen. An dieser
Stelle interessiert uns die Größe der erzeugten Analyseausgaben. Diesen quantitati-
ven Aspekt beurteilen wir im Hinblick auf die Visualisierung.
Als Erstes betrachten wir Listen. Wir führen mit der in Teilabschnitt 4.1.1 behan-
delten Speziﬁkation und den dort angeführten Startshapegraphen eine Shapeanalyse
für einige Listenalgorithmen durch und betrachten die Ausgabe. Wir untersuchen
zunächst Algorithmen wie die Suche nach einem Element, das Einfügen eines Ele-
mentes, das Löschen eines Elementes oder das Invertieren einer Liste. Wir können
sie in einem weiteren Sinn als Basisoperationen für Listen auffassen. Für jeden dieser
Algorithmen entstehen für jeden Programmpunkt maximal 15 Shapegraphen. (Diese
und die folgenden statistischen Angaben beziehen sich auf die bei TVLA mitgeliefer-
ten Listenbeispiele, siehe [TVLA 2007].) Das ist eine überschaubare und übersichtli-
che Ausgabe und jeder Shapegraph beschreibt einen signiﬁkanten Heapzustand, der
auch im Rahmen einer Visualisierung zu berücksichtigen ist. Die Analyseausgabe
kann unmittelbar der Visualisierung übergeben werden.
Dieser Sachverhalt ändert sich, was wenig verwundert, wenn wir feinere Speziﬁkatio-
nen verwenden und kompliziertere Algorithmen (auf Listen) betrachten. Wir können
der Speziﬁkation Prädikate hinzufügen, die Ordnungseigenschaften der in den Lis-
tenelementen enthaltenen Datenwerte beschreiben, und mit dieser erweiterten Spe-
ziﬁkation Sortieralgorithmen wie Bubble- oder Insertionsort untersuchen, vergleiche
[Lev-Ami u. a. 2000] und [TVLA 2007]. In diesem Fall erhalten wir deutlich größere
Analyseausgaben. Bei Bubblesort werden an den 31 Programmpunkten insgesamt
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4153 Shapegraphen berechnet, das sind im Schnitt fast 134 Shapegraphen pro Pro-
grammpunkt, die maximale Anzahl Shapegraphen pro Programmpunkt liegt bei
541. Bei Insertionsort werden an den 29 Programmpunkten insgesamt 6938 Shape-
graphen berechnet, das sind im Schnitt 239,2 Shapegraphen pro Programmpunkt,
die maximale Anzahl pro Programmpunkt liegt bei 446. (Die Startshapegraphen
repräsentieren unsortierte Listen.)
Mit einer gröberen Analyse (tvla.joinType = part) lassen sich diese Anzahlen verrin-
gern. Bei Bubblesort werden dann nur noch insgesamt 488 Shapegraphen berechnet,
das sind im Schnitt 15,7 Shapegraphen pro Programmpunkt; bei Insertionsort er-
halten wir insgesamt 689 Shapegraphen, was im Schnitt 23,8 Shapegraphen pro
Programmpunkt sind. Diese gröberen Analysen sind noch stark genug, die partielle
Korrektheit der Algorithmen zu zeigen. Jedoch genügen die resultierenden Shape-
graphen der Strukturerhaltungsforderung, die wir auf Seite 61 formuliert haben,
viel weniger als die der ursprünglichen Analyse. Deshalb erscheint die Verwendung
solcher Analysen für den intentionierten Anwendungszweck und die intentionier-
te Anwendergruppe als nicht sehr vorteilhaft. Es scheint sich das Problem anzu-
deuten, dass feine(re) Abstraktionen und komplizierte(re) Algorithmen zu einer
Analyseausgabe führen, die für eine direkte Visualisierung als zu groß anzusehen
ist. Zusammenfassend kann aber festgehalten werden, dass im Großen und Ganzen
nicht zu komplizierte Algorithmen auf Listen bei nicht zu feinen Abstraktionen ei-
ne kleine bis mäßig große Analyseausgabe erzeugen, die direkt visualisiert werden
kann.
Gehen wir nun zu Bäumen über. Wir verwenden die in Teilabschnitt 4.1.2 ein-
geführte Speziﬁkation und führen eine Shapeanalyse für den Suchalgorithmus aus
Abbildung 4.3 durch und betrachten die berechnete Ausgabe. Je nachdem wie der
Gleichheitstest speziﬁziert ist, variiert die (Größe der) Analyseausgabe. Bei einem
schwachen Gleichheitstest erhalten wir an den 8 Programmpunkten insgesamt 1339
Shapegraphen, das sind im Schnitt 167,4 Shapegraphen pro Programmpunkt, die
maximale Anzahl Shapegraphen pro Programmpunkt liegt bei 235. Wenn wir den
Gleichheitstest in der Speziﬁkation stärker ausformulieren, dann erhalten wir ins-
gesamt 1556 Shapegraphen, was einem Durchschnitt von 194,5 entspricht, das Ma-
ximum liegt bei 434 Shapegraphen. Zum Vergleich betrachten wir noch den Einfü-
gealgorithmus für AVL-Bäume aus [Parduhn 2005]. Dort werden an 192 Programm-
punkten insgesamt 6248 Shapegraphen berechnet, was einen Durchschnitt von 32,5
ergibt, das Maximum der Anzahl Shapegraphen pro Programmpunkt liegt bei 217.
Die im Vergleich zum Suchalgorithmus insgesamt doch recht geringe Größe der Ana-
lyseausgabe erklärt sich daraus, dass beim Suchalgorithmus jeder Shapegraph, der
am Schleifeneingang auftritt, im Prinzip auch die gesamte Suchschleife, und damit
fast den gesamten Algorithmus, durchläuft, während der Algorithmus für das Ein-
fügen eines Elementes in einen AVL-Baum eine ganze Reihe Fallunterscheidungen
durchführt, wobei die den einzelnen Fällen entsprechenden Programmteile dann nur
von einer Teilmenge der Shapegraphen durchlaufen werden.
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Diese statistischen Angaben zeigen, dass selbst einfache Baumalgorithmen wie die
Suche nach einem Element eine große Analyseausgabe erzeugen. Das gilt also ins-
besondere schon für Algorithmen, die Basisoperationen zur Verwaltung der Daten-
struktur darstellen. Für Algorithmen, die auf ihnen aufbauen beziehungsweise sie
verwenden, ist die Situation noch prägnanter. Bei einem erfahrenen Benutzerkreis
mag man noch argumentieren können, dass eine Analyseausgabe im Umfang wie wir
sie für den Suchalgorithmus erhalten, handhabbar ist. Jedoch sehen wir unseren An-
satz als ein universelles Mittel zur Unterstützung von Lernvorgängen. Insbesondere
wollen wir auch die Nutzergruppe mit keinen oder wenig Vorkenntnissen anspre-
chen können. Für diese ist eine direkte Visualisierung einer Analyseausgabe dieser
Größenordnung schwerlich geeignet. Und wenn wir an den Einfügealgorithmus für
AVL-Bäume denken, dann erscheint allein wegen der Größe der Ausgabe eine direk-
te Visualisierung auch für einen erfahrenen Benutzerkreis als wenig geeignet. Wir
stehen vor der Herausforderung und Notwendigkeit, die Analyseausgabe vor der ei-
gentlichen Visualisierung in einer zweckdienlichen Form aufzubereiten. Aufbereitung
kann dabei vielerlei bedeuten: Beispielsweise kann es bedeuten, dass man ähnliche
Shapegraphen zusammenfasst oder dass man interessantere Shapegraphen von
weniger interessanten unterscheidet. Dieser Themenkomplex der Aufbereitung der
Analyseausgabe im Hinblick auf die Visualisierung ist der Hauptgegenstand dieser
Arbeit.
In diesem Abschnitt haben wir quantitative Aspekte von Analyseausgaben bespro-
chen. Eine Shapeanalyse von Listenalgorithmen, insbesondere von Algorithmen, die
zur Verwaltung der Datenstruktur verwendet werden, erzeugt in der Regel eine
kleine bis mäßig große Ausgabe. Diese Ausgabe kann direkt für eine Visualisierung
genutzt werden. Dieser Sachverhalt ändert sich erst bei komplizierteren Algorithmen
auf Listen. Bei Bäumen ist die Situation sogleich eine andere. Selbst bei einfachen
Algorithmen, also auch bei Algorithmen, die Basisoperationen für Bäume darstel-
len, erzeugt eine Shapeanalyse eine große Ausgabe. Diese ist für eine direkte Vi-
sualisierung eher ungeeignet. Es entsteht das Bedürfnis und die Notwendigkeit, die
Analyseausgabe vor der eigentlichen Visualisierung aufzubereiten, sie etwa weiter zu
strukturieren oder Shapegraphen, die interessantere Heapsituationen beschreiben,
herauszuﬁltern.
4.3 Richtlinien für Analysespeziﬁkationen: Normalform
des Kontrollﬂussgraphen
Im einleitenden Abschnitt 4.1 dieses Kapitels haben wir uns mit der Speziﬁkation
von Shapeanalysen beschäftigt. Die verwendeten Prädikate beschreiben Eigenschaf-
ten, unter deren Blickwinkel der Heapzustand betrachtet wird. Damit bestimmen
sie auch dessen Abstraktion. Das wirkt sich letztendlich auch stark auf die Visuali-
sierung aus. Sie erfolgt auf der Basis der von der Shapeanalyse berechneten Shape-
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graphen. Damit kann auch nur das visualisiert werden, was in den Shapegraphen
ausgedrückt ist. Wir sehen unseren Ansatz zur Visualisierung in einem weiten Sin-
ne als ein lernunterstützendes Mittel. Mit dieser Zielsetzung muss die Speziﬁkation
harmonisieren. Auch die Art und Weise wie das Programm speziﬁziert ist, beinhal-
tet große Relevanz. Wenn beispielsweise eine Sequenz von Aktionen durch Sprünge
unmotiviert auseinandergerissen wird, dann dürfte, im Vergleich zu einer Kodie-
rung als Folge, die Lerneﬃzienz als beeinträchtigt anzusehen sein. Eine Bewertung
von Analysespeziﬁkationen im Hinblick auf den Grad, wie stark eine Speziﬁkati-
on als lernunterstützend zu bewerten ist, wird sich sicherlich nur schwerlich formal
und quantitativ fassen lassen. Jedoch ist eine qualitative Beurteilung bis zu einem
gewissen Grad möglich. Im Folgenden sollen einige allgemeine Richtlinien für die
Speziﬁkation von Programmen angegeben werden.
Eine Shapeanalyse erfordert verschiedene Eingaben: eine Analysespeziﬁkation, einen
Kontrollﬂussgraphen und Startshapegraphen. Der Kontrollﬂussgraph speziﬁziert den
Programmﬂuss des zu analysierenden Algorithmus. Da wir unseren Ansatz zur Algo-
rithmenvisualisierung in einem Lernumfeld verstehen, können wir keine beliebigen,
willkürlichen, undurchsichtigen, undidaktischen Kontrollﬂussgraphen erlauben. Sie
sollen stattdessen sowohl die Struktur des eigentlichen Algorithmus klar darstellen
als auch Programmen in Programmiersprachen, an ihre Struktur sind die meisten
Anwender gewöhnt, nachempfunden sein. Daher zeichnen wir in diesem Abschnitt
eine Klasse von wohlgeformten Kontrollﬂussgraphen aus, wir deﬁnieren eine Nor-
malform.
Der (TVLA-)Kontrollﬂussgraph ist ein beschrifteter gerichteter Graph. Seine Ecken
heißen Programmpunkte. Seine Kanten sind mit TVLA-Aktionen beschriftet, die den
Anweisungen und Ausdrücken (beispielsweise in Vergleichen) in Programmierspra-
chen entsprechen. In Anlehnung an den üblichen Sprachgebrauch im Gebiet Pro-
grammiersprachen bezeichnen wir einen Kontrollﬂussgraphen auch als ein (TVLA-)
Programm.  Die TVLA-Speziﬁkation des Kontrollﬂussgraphen erlaubt die Anga-
be eines beliebigen Graphen. Damit ist auch die Umsetzung beziehungsweise Wie-
dergabe einer völlig unstrukturierten, assemblernahen Programmierung möglich.
Es können zum Beispiel Sprünge von jedem Programmpunkt zu jedem (anderen)
Programmpunkt durchgeführt werden. Darüber hinaus können zwischen zwei Pro-
grammpunkten beliebig viele Kanten mit unterschiedlichen Beschriftungen (TVLA-
Aktionen) existieren, es können nichtdeterministische Programme angegeben wer-
den. Diese Vielfalt wollen wir einschränken.
Die zu speziﬁzierenden TVLA-Programme entstammen üblicherweise einer realen,
deterministischen, Zeiger unterstützenden Programmiersprache, wie etwa Pascal
oder C, oder sie entstammen einer Algorithmenbeschreibung in Pseudocode, die
in ihrer Struktur solchen Programmiersprachen nachempfunden ist. Diese (den Ur-
sprung bildenden) Programme sind also in einem durch die Syntax der jeweiligen
Sprache beschriebenen Sinne wohlgeformt. Wir sehen unseren Ansatz zur Algorith-
menvisualisierung als ein lernunterstützendes Mittel. Kontrollﬂussgraphen, die dem
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geltenden Konsens von gutem oder wenigstens normalem Programmﬂuss widerspre-
chen, dürften einem Lernprozess wenig förderlich sein. Wir werden uns deshalb dar-
auf beschränken, nur solche TVLA-Kontrollﬂussgraphen zuzulassen, die Strukturen
vorhandener und als gut strukturiert anerkannter Programmiersprachen nachemp-
ﬁnden.
TVLA unterstützt (zur Zeit) nur intraprozedurale Analysen. Die Programme, die
wir nachempﬁnden wollen, sind also Prozeduren oder Funktionen. In den gängigen
Programmiersprachen bestehen sie aus den folgenden drei Arten von Programm-
strukturen:
Anweisungsfolge: eine einzelne Anweisung oder eine Folge von Anweisungen, de-
ren Anfang und Ende gewöhnlich durch Schlüsselwörter (zum Beispiel durch
BEGINEND oder Schweifklammern) markiert sind
Verzweigung: eine Anweisung der Form IFTHENELSE (oder ähnliche Schlüs-
selwörter), nach IF steht eine Bedingung, nach THEN und ELSE Anweisungs-
folgen (allgemeiner: Programme), je nach Wert der Bedingung wird entweder
der Teil nach THEN oder nach ELSE ausgeführt, der ELSE-Teil ist optional;
manche Programmiersprachen unterstützten Mehrfachverzweigungen (hierun-
ter fällt zum Beispiel die SWITCH-Anweisung in C)
Schleife: verschiedene Varianten: die Anzahl der Iterationen kann beim Schleifen-
eintritt feststehen oder nicht, Schleifenabburchbedingung kann am Anfang
oder Ende stehen; gängige Programmiersprachen verwenden Schlüsselwörter
wie FOR, WHILE, DOUNTIL
Im Folgenden zeichnen wir eine Teilmenge der Menge aller möglichen Kontroll-
ﬂussgraphen aus. Wir charakterisieren die dazugehörenden Graphen durch struk-
turelle Eigenschaften. Ein Programm, dass diesen Bedingungen genügt, nennen wir
ein (TVLA-)Programm in Normalform. Die Speziﬁkation ist ﬂexibel genug, um die
oben genannten, in üblichen Programmiersprachen vorkommenden Strukturen ge-
treu wiederzugeben. Andererseits ist sie einschränkend genug, um eine klare Struk-
tur zu gewährleisten und uns, falls wir über den Kontrollﬂuss von Programmen
argumentieren, vor allzu viel Sonderfällen und Spezielbetrachtungen zu bewah-
ren.
Blöcke und ihre Konkatenation
Wir werden die Normalform von TVLA-Programmen, also von Kontrollﬂussgra-
phen, durch Zusammensetzen, durch Konkatenation von Teilprogrammen (Teilgra-
phen) bestimmter Form deﬁnieren. Da wir im Folgenden stets über (Teilgraphen
eines) Kontrollﬂussgraphen reden, sind, auch wenn wir es einmal nicht explizit be-
tonen, alle Graphen, die im Rest des Abschnitts auftreten, gerichtete Graphen,
dessen Kanten mit TVLA-Aktionen beschriftet sind. Es gibt drei Formen von Teil-
programmen: solche, die linearen Sequenzen von Anweisungen entsprechen, solche,
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die Verzweigungen entsprechen, und solche, die Schleifen entsprechen. Diese Teilgra-
phen sollen eine geregelte Verbindung zum Rest des Graphen haben: Alle Kanten
aus einem Teilgraphen heraus starten in einer ausgezeichneten Ausgangsecke, alle
Kanten in einen hinein münden in einer ausgezeichneten Eingangsecke. Wir forma-
lisieren dies:
4.3 Deﬁnition. Es sei B ein gerichteter Graph dessen Kanten mit TVLA-Aktio-
nen beschriftet sind. Ferner seien e und a zwei nicht notwendig verschiedene Ecken
von B. Das Tripel (B, e, a) heiße ein Block, e heiße Eingangsecke und a heiße
Ausgangsecke des Blocks.
e1 a1 e2 a2






Abbildung 4.6: TVLA-Kontrollﬂussgraph: Konkatenation von Blöcken
Als Nächstes widmen wir uns dem geregelten Zusammensetzen von Blöcken. Von
den beteiligten Blöcken setzen wir stets voraus, dass sie disjunkt sind, dass sie al-
so keine gemeinsamen Ecken haben. Abbildung 4.6 zeigt ein Beispiel. Wir wollen
die zwei Blöcke der ersten Zeile zusammenfügen. Der Einfachheit halber bestehen
sie jeweils nur aus einer Aktion. Dazu verbinden wir die Ausgangsecke des ersten
Blocks mit der Eingangsecke des zweiten und versehen diese Kante mit einer leeren
TVLA-Aktion, die wir concat nennen, als Beschriftung. Eine leere Aktion ist eine
TVLA-Aktion, die jeden Shapegraphen, auf den sie angewendet wird, unverändert
lässt, sie ist die Identität. Gewöhnlich enthält jede TVLA-Speziﬁkation bereits eine
solche Aktion, wir verwenden im Grunde genommen also nur einen anderen Namen
für unsere Darstellung. Auf diese Weise können wir anhand der Kantenbeschriftung
erkennen, ob eine Kante zu einem Block gehörte oder beim Zusammenfügen ent-
standen ist. Diese Art der Konkatenation ist in der zweiten Zeile von Abbildung 4.6
dargestellt. Die neue Kante ist unter programmiertechnischen Gesichtspunkten re-
dundant, kein Programmierer würde sie einfügen. Er würde stattdessen die beiden
Endecken miteinander identiﬁzieren, so wie es in der dritten Zeile von Abbildung 4.6
dargestellt ist. Diese Art der Konkatenation betrachten wir als zweite Art der Zu-
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sammensetzung. Sie entsteht aus der ersten Art, indem die neue Kante kontrahiert
wird: Der entstehende Graph verliert die Ecken a1 und e2 und erhält eine neue
Ecke, die als [a1, e2〉 bezeichnet sei. Kanten, die vorher in a1 und e2 begannen oder
endeten, tun dies nun in der neuen Ecke [a1, e2〉. Wir setzen:
4.4 Deﬁnition. Das Wort concat werde in der Speziﬁkation einer TVLA-Analyse
nicht verwendet. Wir ergänzen im Vorfeld die Analysespeziﬁkation um die Aktion
concat, welche die Identität auf der Menge aller Shapegraphen sei.
Die TVLA-Aktion concat bildet als Identität jeden Shapegraphen auf sich ab. Ihre
formale Deﬁnition besteht aus einem leeren Rumpf {}, daran angelehnt nennen
wir eine solche Aktion deshalb auch eine leere Aktion.  Wir formalisieren das
Zusammensetzen von Blöcken:
4.5 Deﬁnition. Es seien (B1, e1, a1) und (B2, e2, a2) zwei disjunkte Blöcke. Der
Graph B sei die Vereinigung von B1 und B2 vermehrt um die (gerichtete) Kante
k = [a1, e2〉 mit Beschriftung concat(). Wir nennen den Block (B, e1, a2) die kan-
tenverbundene Konkatenation von B1 und B2. Kontrahieren wir die neue Kante k,
dann heiße (B/k, e1, a2) die verschmolzene Konkatenation von B1 und B2.
Wir werden Aktionenfolgen, Verzweigungen und Schleifen als Blöcke deﬁnieren und
sie gemäß Deﬁnition 4.5 zu größeren Einheiten zusammensetzen. Programme in
Normalform werden sich aus diesen drei Arten von Blöcken zusammensetzen. Je-
der Block hat (genau) eine Eingangs- und eine Ausgangsecke. Verzweigungen und
Schleifen werden wir aus Teilkomponenten zusammensetzen. Diese sind verallge-
meinerte Blöcke, sie dürfen mehrere Ausgangsecken und in einem Fall auch mehrere
Eingangsecken haben. Was die Art ihrer Konkatenation angeht, verhalten sie sich
wie Blöcke, sie erfolgt in einer Deﬁnition 4.5 entsprechenden Weise; daher kön-
nen wir auf eine Formalisierung verzichten. Für jeden der drei Blocktypen deﬁnie-
ren wir, analog zur Konkatenation, zwei Formen: eine kantenverbundene und eine
verschmolzene. Die kantenverbundene Variante erlaubt die Struktur der einzelnen
Komponenten klarer zu formulieren, dafür enthält sie eine Reihe Verbindungskan-
ten, die mit concat() beschriftet sind. In einem konkreten Programm wird man
sie vermeiden. Die verschmolzene Variante ist diejenige, die (normalerweise) einem
realen Programm entspricht.
Aktionenblöcke
Die einfachste Form, mehrere Anweisungen miteinander zu verbinden, ist die An-
weisungsfolge. In ihr werden die Anweisungen in linearer Folge als Sequenz hinter-
einander angereiht. Wir setzen:
4.6 Deﬁnition. Es sei W ein gerichtete Weg von e nach a, dessen Kanten mit
TVLA-Aktionen beschriftet sind. Dann heiße (W, e, a) ein Aktionenblock in Nor-
malform.
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Wir können in dieser Deﬁnition zulassen, das e und a gleich sind. Der Weg besteht
dann nur aus einer Ecke. Dies entspricht einem leeren, nur aus einem Programm-
punkt bestehenden TVLA-Programm. Ist umgekehrt (G, v, v) ein Aktionenblock,
dann besteht G nur aus der Ecke v: Als Aktionenblock ist G ein Weg von v nach
v, aber Ecken eines Weges sind paarweise verschieden. Im Allgemeinen, also wenn
e 6= a gilt, ist ein Aktionenblock ein Graph, so dass es eine Benennung der Ecken
e = v1, v2, . . . , vn = a, n ≥ 2, gibt mit δaus(vi) = 1, δein(vi+1) = 1 und [vi, vi+1〉 ∈W
für alle 1 ≤ i ≤ n − 1. Hierbei bezeichnet δaus(v) den Ausgangsgrad einer Ecke v,
also die Anzahl der gerichteten Kanten mit Anfangsecke v, analog bezeichnet δein(v)
ihren Eingangsgrad.  Trivialerweise gilt:
4.7 Satz. Die kantenverbundene und die verschmolzene Konkatenation zweier Ak-
tionenblöcke ist wieder ein Aktionenblock.
Verzweigungen
Neben Aktionenblöcken stellen Verzweigungen einen wichtigen Hauptbestandteil
von (imperativen) Programmiersprachen dar. Wenn wir Schlüsselwörter außer Acht
lassen, dann beginnen sie mit einen Programmteil, in dem Ausdrücke ausgewertet
werden. Je nach ausgewertetem Wert, beziehungsweise Werten, wird in verschiedene
Blöcke verzweigt und das Programm dort fortgesetzt. Die verschiedenen Wege durch
die Verzweigung werden abschließend wieder zusammengeführt. Ausgenommen sind
solche Wege, die zu einer Beendigung der Prozedur führen.
Wir modellieren diese Struktur. Abbildung 4.7 zeigt das Blockdiagramm einer (ein-
fachen) Verzweigung. Sie ist aus mehreren Teilblöcken aufgebaut, und diese werden
in einer bestimmten Art und Weise miteinander verbunden. Diese Verbindungskan-
ten erhalten die Beschriftung concat(), die wir in der Abbildung der Übersicht-
lichkeit halber aber fortgelassen haben. Im Einzelnen gelte:
 Der Teilgraph, welcher der Auswertung der Ausdrücke entspricht und die Ver-
zweigung vorbereitet und einleitet, heiße der Verzweigungsblock, und wir be-
zeichnen ihn mit BV . Er habe die Eingangsecke e(V ), die auch die Eingangsecke
der Verzweigung wird. Seine Ausgangsecken seien a(V )1 , a
(V )
2 , . . . , a
(V )
n , n ≥ 2.
(Hätte er weniger als zwei Ausgangsecken, dann läge schwerlich eine Verzwei-
gung vor.) Wir nennen ihn auch genauer einen Verzweigungsblock mit n Aus-
gängen. Der Verzweigungsblock selbst sei ein (binärer) Baum mit Wurzel e(V ),
seine Blätter seien die Ausgangsecken a(V )1 , a
(V )
2 , . . . , a
(V )
n . Die Kanten von BV
sollen mit Aktionen beschriftet sein, die Auswertungen von Ausdrücken ent-
sprechen und nicht mit solchen, die Anweisungen entsprechen. Das lässt sich
kaum konkreter formalisieren, da TVLA keine solche Unterscheidung kennt,
alles sind Aktionen. Wir können uns auch nicht damit behelfen, Aktionen, die
Ausdrucksauswertungen entsprechen, dadurch charakterisieren zu wollen, dass
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Abbildung 4.7: TVLA-Kontrollﬂussgraph: Blockdiagramm einer (einfachen) Ver-
zweigung
sie Shapegraphen unverändert lassen. Häuﬁg enthalten diese Aktionen Fokus-
formeln: eine Anwendung der Aktion auf einen Shapegraphen kann eine Men-
ge (neuer) Shapegraphen produzieren. Andererseits gibt es auch Aktionen, die
Anweisungen entsprechen, und (in einem bestimmten Kontext) Shapegraphen
unverändert lassen.4
 Die Teilgraphen, in die verzweigt wird, seien B1, B2, . . . , Bm, 1 ≤ m ≤ n. Die
Eingangsecke von Bj sei ej und ihre Ausgangsecke aj . Jeder dieser Blöcke sei
ein Aktionenblock, weshalb wir die resultierende Verzweigung einfach nennen.
 Es gebe einen abschließenden Block, der die verschiedenen Wege durch die
Verzweigung wieder zusammenführt. Wir nennen ihn den Ausgangsblock der
Verzweigung und bezeichnen ihn mit BA. Er bestehe nur aus einer Ecke a(A),
4. Wir haben schon die leere TVLA-Aktion kennen gelernt. Ein weiteres kurzes Beispiel soll den
besagten Sachverhalt verdeutlichen. Wir betrachten das zweizeilige TVLA-Programm
n1 Copy_Var_T(cur , root) n2
n2 Copy_Var_T(cur , root) n3
Das zweite Aktion hat nach der ersten keine Auswirkung; an dieser Stelle verhält sie sich wie
die Identität.
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die auch die Ausgangsecke der Verzweigung bilden wird.
 Wir fügen einzelne, neue Kanten hinzu, jede mit der (leeren) TVLA-Aktion
concat() beschriftet. In Abbildung 4.7 haben wir diese Kantenbeschriftung
der Übersichtlichkeit halber fortgelassen. Die Kanten gliedern sich in drei Ar-
ten:
 Kanten der Art [a(V )i , ej〉, wobei 1 ≤ i ≤ n, 1 ≤ j ≤ m ist. Diese Kanten
dienen dazu, die einzelnen Ausgänge des Verzweigungsbaumes mit den
Blöcken, in die verzweigt werden soll, zu verbinden.
 Kanten der Art [a(V )i , a
(A)〉, wobei 1 ≤ i ≤ n ist. Mittels dieser Kanten
können wir ein IF-THEN-Konstrukt simulieren. Wertet die einleitende
Bedingung zu falsch aus, dann müssen wir direkt zum Ende der Verzwei-
gung springen können, ohne dass irgendein Block abgearbeitet werden
muss.
 Kanten der Art [aj , a(A)〉, wobei 1 ≤ j ≤ m ist. Nachdem ein Zweig
einer Verzweigung abgearbeitet wurde, kann der Fall eintreten, dass ein
Endpunkt des entstehenden Programms erreicht ist. Gewöhnlich soll das
Programm aber fortgesetzt werden, daher muss es möglich sein, von den
Ausgangsecken aj der Blöcke die Ausgangsecke der Verzweigung a(A) zu
erreichen.
Insgesamt müssen nach Hinzufügen der neuen mit concat() beschrifteten
Kanten die folgenden Bedingungen erfüllt sein:







= 1. Nach der Auswertung der Ausdrücke im Verzwei-
gungsblock wird die Programmausführung deterministisch fortgesetzt,














= 0 erlauben wir nicht. Soll das entstehende Pro-
gramm an dieser Stelle einen Endprogrammpunkt erreichen, dann muss
ein leerer Aktionenblock verwendet werden.
 Für jede der Eingangsecken ej der Aktionenblöcke sei der Eingangsgrad
δein (ej) ≥ 1. Gälte δein (ej) = 0 für eine solche Ecke, dann wäre sie von
der Eingangsecke der Verzweigung e(V ) nicht erreichbar. Der entstehende
Kontrollﬂussgraph würde in Komponenten zerfallen, was nicht erwünscht
ist. Die Möglichkeit δein (ej) > 1 wollen wir nicht ausschließen.
 Wir erlauben δaus (aj) = 0 für 1 ≤ j ≤ m. Eine Verzweigeung darf in
einem (inneren) Block beendet werden. Damit simulieren wir RETURN-
Anweisungen innerhalb einer Verzweigung.5
5. Wenn man sich im Rahmen der Semantik von Programmen für Normalformen von Kontrollﬂuss-
graphen interessiert, dann wird man es üblicherweise vermeiden, eine solche Art der Terminierung
zu erlauben. Die Beweggründe sind für uns nur bedingt relevant. Unser Absicht besteht primär
darin, reale Programme möglichst getreu in einen Kontrollﬂussgraphen umsetzen zu können.
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 Es gelte δein
(
a(A)
) ≥ 1. Die Ausgangsecke der Verzweigung a(A) muss
von ihrer Eingangsecke e(V ) erreichbar sein. Andernfalls würde der ent-
stehende Kontrollﬂussgraph wieder in Komponenten zerfallen, was wir
nicht wünschen.
Wir fassen die vorstehende Konstruktion zusammen:
4.8 Deﬁnition. Es sei BV ein Verzweigungsblock mit n ≥ 2 Ausgängen, ferner
seien B1, B2, . . . , Bm, m ≤ n, Aktionenblöcke, und weiter sei BA ein Ausgangs-
block. Setzen wir die Blöcke gemäß den vorstehenden Angaben und Bedingungen
zusammen, so heiße der entstehenden Block eine einfache Verzweigung in kanten-
verbundener Normalform. Seine Eingangsecke ist e(V ) und seine Ausgangsecke a(A).
Kontrahieren wir alle Kanten mit Beschriftung concat(), dann heiße der resultie-
rende Graph eine einfache Verzweigung in verschmolzener Normalform.
Schleifen
Der noch verbleibende Grundbaustein imperativer Programmiersprachen ist die
Schleife. In Programmiersprachen tritt sie in unterschiedlichen Erscheinungsfor-
men auf. Stets besteht sie aus zwei Komponenten: einem Schleifenrumpf, der die
zu wiederholenden Anweisungen enthält, und einem Rahmen zur Verwaltung und
Kontrolle des Wiederholvorgangs. Der Verwaltungsteil kann (nahezu) vollständig
zu Beginn der Schleife stehen. In den gängigen Programmiersprachen werden sol-
che Schleifen gewöhnlich mit dem Schlüsselwort WHILE eingeleitet. Danach folgt
ein Ausdruck, der den Abbruch der Schleife bestimmt. Am Schleifenende erfolgt
dann nur ein Rücksprung an den Schleifenanfang. Der Verwaltungsteil kann auch
vollständig am Ende der Schleife stehen. Für diese Art von Schleifen verwenden
Programmiersprachen oft die Schlüsselwörter DOUNTIL, die den Schleifenrumpf
umschließen. Nach WHILE folgt ein Ausdruck, der den Schleifenabbruch bestimmt.
Der Verwaltungsteil kann sich auch auf beide Schleifenenden verteilen. Wenn bei-
spielsweise ein Schleifenzähler verwaltet werden muss, dann erfolgt im vorderen Teil
seine Initialisierung und es wird eine Bedingung für den Schleifenzähler überprüft,
im hinteren Teil des Schleifenrahmens erfolgt oft eine Wertänderung des Schleifen-
zählers. In Programmiersprachen werden solche Schleifen üblicherweise durch das
Schlüsselwort FOR eingeleitet.
Im Folgenden modellieren wir diese Struktur. Wir werden ﬂexibel genug vorgehen,
um die verschiedenen Arten von Schleifen erfassen zu können. Abbildung 4.8 zeigt
das Blockdiagramm einer einfachen Schleife. Es ist wieder aus verschiedenen Teilblö-
cken aufgebaut, die in einer bestimmten Art und Weise miteinander verbunden sind.
Diese Kanten erhalten wieder die Beschriftung concat(), auf die wir im Diagramm
der Übersichtlichkeit halber verzichtet haben. Im Einzelnen gelten die folgende Be-
dingungen:
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Abbildung 4.8: TVLA-Kontrollﬂussgraph: Blockdiagramm einer (einfachen) Schlei-
fe
 Die Schleife beginne mit einem Teilgraphen, den wir den Eingangsblock des
Schleifenrahmens nennen und mit RE bezeichnen. Er kann verschiedene For-
men annehmen:
 Der Eingangsblock ist eine Konkatenation eines Aktionenblockes mit Ein-
gangsecke e(E) und eines Verzweigungsblockes mit Eingangsecke e(E)v und
den zwei Ausgangsecken a(E)1 und a
(E)
2 . Dieser Fall ist in Abbildung 4.8 il-
lustriert. (Der vorangestellte Aktionenblock kann zur Initialisierung eines
Schleifenzählers verwendet werden.)
 Der Eingangsblock ist ein Verzweigungsblock mit der Eingangsecke e(E)v
und den zwei Ausgangsecken a(E)1 und a
(E)
2 . In diesem Fall setzen wir
e(E) = e(E)v .
 Der Eingangsblock ist eine Aktionenfolge mit Eingangsecke e(E) und Aus-













1 . (Die Ecke a
(E)
2 existiert dann nicht.)






Schleife nennen wir daher wieder einfach.
 Den Teilgraph hinter dem Schleifenrumpf nennen wir den Ausgangsblock des
Schleifenrahmens, wir bezeichnen ihn mit RA. Er kann dieselben Formen wie
der Schleifenrahmeneingangsblock annehmen. Ist er ein Verzweigungsblock
oder eine Konkatenation eines Aktionenblocks mit einem Verzweigungsblock,
dann sei seine Eingangsecke e(A) und seine zwei Ausgangsecken seien a(A)1 und
a
(A)
2 . In den einzelnen Fällen gelten die analogen Eckengleichsetzungen wie
oben. (Die Eingangsecke des Verzweigungsblockes brauchen wir nicht explizit
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zu benennen.)
 Genau einer der Blöcke RE und RA des Schleifenrahmens enthalte einen Ver-
zweigungsblock.6
 Danach folge der Schleifenausgangsblock (BA, a, a). Er bestehe aus (genau)
einer Ecke a. Er dient zum Zusammenführen der verschiedenen Wege durch die
Schleife. Die Ecke a wird die Ausgangsecke der entstehenden Schleife werden.
 Wir fügen einzelne, neue Kanten hinzu. Jede wird mit der (leeren) TVLA-
Aktion concat() beschriftet. Im einzelnen sind dies:
 die Kante [a(E)1 , e
(R)〉. Sie verbindet den Eingangsblock des Schleifenrah-
mens mit dem Schleifenrumpf.
 die Kante [a(R), e(A)〉. Sie verbindet den Schleifenrumpf mit dem Aus-
gangsblock des Schleifenrahmens.
 die Kante [a(A)1 , e
(E)
v 〉. Sie führt zum Schleifenrahmeneingangsblock zu-
rück und erzeugt so die Wiederholung. (Ein eventuell vorhandener Ak-
tionenblock im Schleifenrahmeneingangsblock wird übersprungen.)
 die Kante [a(E)2 , a〉, falls der Schleifenrahmeneingangsblock mit einem
Verzweigungsblock endet. (Nur dann existiert die Ecke a(E)2 .) Sie erlaubt
durch einen Sprung zum Schleifenabschlussblock ein Beenden der Schlei-
fe.
 die Kante [a(A)2 , a〉, falls der Schleifenrahmenausgangsblock mit einem
Verzweigungsblock endet. (Nur dann existiert die Ecke a(A)2 .) Sie ermög-
licht ein Beenden der Schleife.
Da genau einer der Blöcke des Schleifenrahmens einen Verzweigungsblock
enthält, existiert von den beiden Kanten [a(E)2 , a〉 und [a(A)2 , a〉 genau eine.
Wir fassen die vorstehende Konstruktion zusammen:
4.9 Deﬁnition. Es sei RE ein Schleifenrahmeneingangsblock und RA ein Schleifen-
rahmenausgangsblock, so dass wenigstens einer von ihnen einen Verzweigungsblock
enthalte. Des Weiteren sei BR ein Aktionenblock und BA ein Schleifenausgangsblock.
Werden die Blöcke gemäß den vorstehenden Angaben konkateniert, so heiße der ent-
stehende Block eine einfache Schleife in kantenverbundener Normalform. Werden
alle Kanten mit Beschriftung concat() kontrahiert, dann heiße der resultierende
Graph eine einfache Schleife in verschmolzener Normalform.
Programme in Normalform
Wir haben für jeden der drei Hauptbestandteile eines Programms, Aktionenfol-
ge, Verzweigung und Schleife, eine Normalform deﬁniert. Bei Verzweigungen und
6. In den gängigen Programmiersprachen sind die Schleifen derart, dass der Test auf das Schlei-
fenende entweder am Anfang oder am Ende der Schleifeniteration erfolgt, aber er ist nicht auf
beide Stellen verteilt.
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Schleifen haben wir als Basisbestandteile nur Aktionenblöcke zugelassen und sie
deshalb einfach genannt. Damit haben wir alle Voraussetzungen beisammen, um für
(TVLA-)Programme, (TVLA-)Kontrollﬂussgraphen, eine Normalform deﬁnieren zu
können.
4.10 Deﬁnition. Ein (TVLA-)Kontrollﬂussgraph  alternativ sprechen wir auch
von einem (TVLA-)Programm  in kantenverbundener Normalform entstehe durch
endlichmalige Anwendung der folgenden Regeln:
1. Jeder Aktionenblock sei ein Programm in kantenverbundener Normalform.
2. Bilden wir eine Verzweigung in kantenverbundener Normalform gemäß Deﬁni-
tion 4.8, wobei wir anstelle der Aktionenblöcke Programme in kantenverbunde-
ner Normalform erlauben, dann entstehe ein Programm in kantenverbundener
Normalform.
3. Bilden wir eine Schleife in kantenverbundener Normalform gemäß Deﬁniti-
on 4.9, wobei wir anstelle des Aktionenblocks für den Schleifenrumpf ein Pro-
gramm in kantenverbundener Normalform erlauben, dann entstehe ein Pro-
gramm in kantenverbundener Normalform.
4. Es seien P1 und P2 zwei Programme in kantenverbundener Normalform.
a) Sind P1 und P2 disjunkt, dann sei ihre kankenverbundene Konkatenation
gemäß Deﬁnition 4.5 ein Programm in kantenverbundener Normalform.
b) Sind P1 und P2 nicht disjunkt, dann sei P ′2 ein zu P2 isomorpher Graph
so, dass P1 und P ′2 disjunkt sind.7 Die kantenverbundene Konkatenation
von P1 und P ′2 gemäß Deﬁnition 4.5 sei ein Programm in kantenverbun-
dener Normalform.
Wenn wir in den obenstehenden Regeln stets die verschmolzenen Varianten verwen-
den, dann entstehe ein (TVLA-)Kontrollﬂussgraph in verschmolzener Normalform.
Damit haben wir zwei Normalformen für (TVLA-)Programme ausgezeichnet, bei ei-
ner wird immer die kantenverbundene Variante, bei der anderen stets die verschmol-
zene Variante verwendet. Wenn man einen Algorithmus als Kontrollﬂussgraph ko-
diert, dann wird man gewöhnlich die verschmolzene Variante wählen. Daher verste-
hen wir unter einem (TVLA-)Programm in Normalform gewöhnlich ein Programm
in verschmolzener Normalform.  Aus dem Konstruktionsprozess der Blöcke ist der
Zusammenhang zwischen kantenverbundener und verschmolzener Form schon her-
vorgetreten. Wir formulieren ihn abschließend noch einmal für Programme, wobei
wir auf den formalen Beweis verzichten.
4.11 Satz. Das TVLA-Programm Gk entstehe gemäß Deﬁnition 4.10, wobei stets
die kantenverbundene Konkatenation verwendet wird. Das Programm G entstehe aus
Gk indem alle mit concat() beschrifteten Kanten kontrahiert werden. Das TVLA-
7. Der Graph P ′2 entsteht also aus P2 durch Umbenennung der Ecken.
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Greater_Data_T(el , cur)Less_Data_T(el , cur)
Copy_Var_T(cur , root)
Get_Sel_T(cur , cur , right)
Get_Sel_T(cur , cur , left)
Abbildung 4.9: TVLA-Kontrollﬂussgraph in kantenverbundener Normalform zur
Suche eines Elements in einem binären Suchbaum
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Programm Gv entstehe durch denselben Konstruktionsprozess wie Gk, wobei aber
stets die verschmolzene Version benutzt wird. Dann sind G und Gv isomorph.
Das Suchbeispiel in Normalform
Die Normalform soll an einem Beispiel illustriert werden. Wir betrachten wieder die
Suche nach einem Element in einem binären Suchbaum. In Abbildung 4.3 auf Seite
66 haben wir den Suchalgorithmus als Pseudocode formuliert. Wir wollen daraus
einen TVLA-Kontrollﬂussgraph in Normalform ableiten. In der Abbildung haben
wir ebenfalls schon einen Kontrollﬂussgraphen präsentiert. Ist er vielleicht schon
in Normalform? Er enthält keine Aktion concat. Wenn er in Normalform ist, dann
muss er auf jeden Fall in verschmolzener Normalform sein.
Der Suchalgorithmus ist relativ einfach aufgebaut. Nach einem nur aus einer Opera-
tion (Kopieranweisung) bestehenden Aktionenblock folgt eine Schleife. Der Schlei-
fenrumpf besteht aus zwei aufeinanderfolgenden Verzweigungen. Diese können auf
zwei Arten realisiert werden: Es kann ein Verzweigungsblock konstruiert werden,
in dem der Verzweigungsblock drei Ausgangsecke hat, oder es kann für die erste
Verzweigung ein Verzweigungsblock konstruiert werden, der die zweite enthält. Wir
entscheiden uns für die zweite Variante. Die Return-Anweisung hat keine Entspre-
chung als TVLA-Aktion. Wir simulieren diese Anweisung indem wir das Programm
an diesen Stellen terminieren: Die beiden Programmpunkte, wir nennen sie found
und notfound erhalten keine Nachfolger. (Alternativ könnte man an diesen Stel-
len auch einen Aktionenblock einfügen, der aus jeweils einer leeren TVLA-Aktion
besteht, die der Return-Anweisung entsprechen soll.)
Wegen der Einfachheit des Algorithmus verzichten wir darauf, die einzelnen Be-
standteile und den iterativen Zusammensetzungsprozesses explizit vorzuführen. Der
resultierende Kontrollﬂussgraph in kantenverbundener Normalform ist in Abbil-
dung 4.9 dargestellt. Alle unbeschrifteten Kanten müssen wir uns mit der (leeren)
Aktion concat() beschriftet denken, in der Abbildung haben wir der Übersicht-
lichkeit halber auf sie verzichtet. Die Namen der Ecken haben wir in Anlehnung
an den TVLA-Kontrollﬂussgraphen aus Abbildung 4.3 gewählt. Wenn wir alle mit
concat() beschriftete Kanten kontrahieren, dann erhalten wir einen Kontrollﬂuss-
graphen in verschmolzene Normalform. Bis auf die Benennung der Ecken stimmt er




Wer gute Arbeit leisten will, schärfe
zuerst das Werkzeug.
(Chinesisches Sprichwort)
Der in dieser Arbeit beschriebene Ansatz zur Algorithmenvisualisierung basiert auf
der Visualisierung von Shapegraphen. Es zeigt sich, dass die Analyseausgabe in der
Regel zu groß ist, um sie direkt der Visualisierung zu übergeben. In dieser Arbeit
beschäftigen wir uns mit Mechanismen, die Analyseausgabe vor der Visualisierung
aufzubereiten. Ganz allgemein heißt dies, dass wir etwas mit den berechneten Shape-
graphen machen. Da es sich bei ihnen um logische Strukturen handelt, ist es na-
türlich, wenn wir uns der Logik als Methode bedienen. In diesem Abschnitt haben
wir logische Aspekte gesammelt, die wir später benötigen und auf die wir Bezug
nehmen.
Wir haben den Gegenstand der Arbeit als eine Aufbereitung der Shapeanalyse-
ausgabe im Hinblick auf die Visualisierung charakterisiert. Damit stehen wir also
gewissermaßen zwischen der Shapeanalyse und der eigentlichen Visualisierung. Un-
sere Eingabe ist die berechnete Analyseausgabe und prinzipiell auch derjenige Teil
der Analysespeziﬁkation, der sich auf die Prädikate bezieht. Beides ist für uns fest.
Wir können natürlich immer eine neue Analyse durchführen, aber es ﬁndet kei-
ne Interaktion zwischen unseren Mechanismen und der Shapeanalyse statt. Daher
setzen wir in der ganzen Arbeit stets voraus, dass die Analysespeziﬁkation fest
ist.
5.1 Vereinbarung. Die Speziﬁkation einer Shapeanalyse sei fest und nicht Gegen-
stand von Veränderungen.
5.1 Shapegraphen mit kanonischem
Universum
Ein Shapegraph ist eine logische Struktur bestehend aus einem Universum und
einer Belegung aller Prädikate der Analysespeziﬁkation mit Wahrheitswerten. Wir
berechnen sie mittels einer Shapeanalyse. Die Elemente des Universums eines Shape-
graphen, wir nennen sie auch Ecken oder Individuen, haben in der Regel beliebige
Namen. Daher haben die Ecken zweier Shapegraphen syntaktisch oft nichts mitein-
ander gemein. Zum einen wechseln die verwendeten Namen des Öfteren von TVLA-
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Version zu TVLA-Version. Zum anderen haben Ecken in verschiedenen Shapegra-
phen oft verschiedene Name, selbst wenn sie gleiche Teile der Heapstruktur be-
zeichnen, wenn sie also für die unären (Abstraktions-)Prädikate zu gleichen Wahr-
heitswerten auswerten. Jedoch können wir Individuen mit ihren kanonischen Namen
identiﬁzieren.
Es sei eine Analysespeziﬁkation festgelegt. Die Menge der einstelligen Prädikate sei
mit P1 bezeichnet. Das (einstellige) Prädikat sm ist Bestandteil jeder Speziﬁkati-
on, es wird von TVLA automatisch hinzugefügt. Damit ist insbesondere P1 nicht
leer. Wir wollen eine Ecke mit den Wahrheitswerten ihrer einstelligen Prädikate
identiﬁzieren, dazu setzen wir:
5.2 Deﬁnition. Es bezeichne P1 die Menge der einstelligen Prädikate einer zuvor
festgelegten Analysespeziﬁkation. Ferner sei S ein Shapegraph und u eine seiner
Ecken. Das Tripel({





























heiße der kanonische Name von u in S.
Diese Deﬁnition weicht leicht von der üblicherweise in der Shapeanalyseliteratur
verwendeten ab, vergleiche zum Beispiel [Sagiv u. a. 2002].  In den kanonischen
Namen werden die einstelligen Prädikate gemäß ihrem Wahrheitswert für eine Ecke
in Mengen eingeteilt. Da wir eine dreiwertige Logik verwenden, kann jedes Prädi-
kat zu insgesamt drei Wahrheitswerten auswerten, es kann sich also in jeder der drei
Mengen beﬁnden. Folglich gibt es zu einer gegebenen Analysespeziﬁkation 3|P1| viele
kanonische Namen. Wir fassen alle bezüglich einer gegebenen Analysespeziﬁkation
möglichen kanonischen Namen in einer Menge zusammen, sie heiße das kanonische
Universum bezüglich der zugrunde liegenden Analysespeziﬁkation. In den von uns
zum Zwecke der Visualisierung mittels TVLA berechneten Shapegraphen existieren
keine Ecken mit gleichen kanonischen Namen, daher ist 3|P1| auch eine obere Schran-
ke für die Anzahl der Ecken dieser Shapegraphen. (Genauer: Ist A ⊆ P1 die Menge
der (einstelligen) Abstraktionsprädikate, dann hat jeder Shapegraph höchstens 3|A|
viele Ecken.)
Mit Hilfe kanonischer Namen identiﬁzieren wir Ecken in Shapegraphen mit den
durch die Wahrheitswertbelegung beschriebenen Eigenschaften. Dies erlaubt eine
Zuordnung zwischen Ecken und den durch die Eigenschaften beschriebenen Heaptei-
len. Auf diese Weise können wir Ecken in verschiedenen Shapegraphen miteinander
in Beziehung setzen: Haben zwei Ecken gleiche kanonische Namen, dann bezeichnen
sie gleiche Heapteile. Wir können auch davon sprechen, dass in einem Shapegraphen
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eine Ecke fehlt. Wir meinen damit, dass keine Ecke (und damit auch keine konkre-
ten Heapzelle) mit den durch den kanonischen Namen beschriebenen Eigenschaften
existiert.
Wir benennen die Klasse der Shapegraphen, deren Ecken kanonische Namen tra-
gen:
5.3 Deﬁnition. Es sei eine Analysespeziﬁkation gegeben. Wir nennen einen Shape-
graphen einen Shapegraphen mit kanonischem Universum, wenn sein Universum
eine Teilmenge der kanonischen Namen der Analysespeziﬁkation ist.
Im Hinblick auf die Visualisierung wird bei der Shapeanalyse stets die kanonische
Abstraktion verwendet. Damit sind die von TVLA berechneten Shapegraphen der-
gestalt, dass es zu je zwei seiner Ecken ein (unäres) Prädikat gibt, das für diese
Ecken zu verschiedenen Wahrheitswerten auswertet. Je zwei Ecken eines solchen
Shapegraphen haben damit verschiedene kanonische Namen. Wenn wir die Indivi-
duen durch ihre kanonischen Namen ersetzen, dann entsteht ein zum ursprünglichen
Shapegraphen isomorpher Shapegraph mit kanonischem Universum; auf den forma-
len Nachweis können wir verzichten. Folglich gilt:
5.4 Satz. Eine Analysespeziﬁkation sei gegeben. Es sei S ein Shapegraph (bezüglich
dieser Speziﬁkation), so dass es für je zwei seiner Ecken ein einstelliges Prädikat ge-
be, das für diese Ecken zu verschiedenen Wahrheitswerten auswertet. Dann existiert
ein zu S eindeutig bestimmter isomorpher Shapegraph mit kanonischem Universum
(bezüglich dieser Speziﬁkation).
5.2 Eine Beschreibungslogik für
Shapegraphen
Gegenstand dieser Arbeit ist die Aufbereitung einer Shapeanalyseausgabe zum Zwe-
cke einer Visualisierung. Dazu werden wir zum Beispiel in Kapitel 6 ein Ähnlich-
keitskonzept für Shapegraphen einführen: Zwei Shapegraphen werden als ähnlich
bezeichnet, wenn sie in bestimmten Merkmalen oder Eigenschaften übereinstim-
men. Ähnliche Shapegraphen können dann als gleich angesehen werden und brau-
chen nicht gesondert visualisiert zu werden. Bei Shapegraphen handelt es sich um
logische Strukturen. Daher ist die Logik eine probate Methode, Shapegraphen auf
ihre Eigenschaften hin zu befragen. Für diesen Zweck deﬁnieren wir eine Logik, die
wir Beschreibungslogik für Shapegraphen nennen. Sie bildet den Gegenstand dieses
Abschnitts. Unser Vorgehen bei ihrer Deﬁnition ist dasselbe wie bei einer klassischen
Logik, weswegen wir uns hier kurz fassen können.
Shapegraphen sind dreiwertige logische Strukturen. Daher benötigen wir eine drei-
wertige Logik: In ihr wird es drei Wahrheitswerte geben und sie wird dem Exten-
sionalitätsprinzip genügen. Als wir in Kapitel 3 Shapeanalyse und TVLA behan-
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delten, haben wir die für die Shapeanalyse verwendete (dreiwertige) Logik ken-
nengelernt. Ihre Syntax (in mathematischer Notation) und Semantik, beides soweit
sie für die formale Entwicklung der Shapeanalyse relevant sind, werden in den in
Kapitel 3 genannten Arbeiten beschrieben, beispielsweise in [Sagiv u. a. 2002]. Ih-
re (vollständige) Syntax in TVLA-Notation ist in [Lev-Ami u. a. 2007] beschrie-
ben.
Die hier deﬁnierte Logik weicht in einer Reihe von Punkten ab. TVLA kennt für
binäre Prädikate die Operatoren + und ∗ zur Berechnung der transitiven und
der reﬂexiv-transitiven Hülle. Besonders die reﬂexiv-transitive Hülle ist häuﬁg nütz-
lich. Es hat sich aber herausgestellt, dass eine Analyse in der Regel verschärft wer-
den kann, indem man eigens Instrumentationsprädikate für die (reﬂexiv-)transitiven
Hüllen einführt. In Abschnitt 4.1 verwenden wir bei Listen das Prädikat nextStar
und bei Bäumen das Prädikat downStar. Da wichtige, häuﬁg verwendete reﬂexiv-
transitive Hüllen als Prädikate formuliert sind, haben sich diese Hüllenoperatoren
für unsere Zwecke als bisher nicht notwendig erwiesen, weswegen sie auch keinen
Eingang in die Beschreibungslogik ﬁnden. (Sollten sie sich in der Zukunft doch als
unverzichtbar herausstellen, kann die Deﬁnition der Beschreibungssprache leicht er-
weitert werden.) Des Weiteren erlaubt TVLA die Verwendung eines Operators für
die Bildung der transitive Hülle einer (allgemeinen) binären Formel, dies benötigen
wir ebenfalls nicht. Auf programmiertechnische Konstrukte wie (ϕ1 ? ϕ2 : ϕ3) für ein
IF-THEN-ELSE-Konstrukt verzichten wir ebenso. Dafür führen wir als Erweiterung
Vergleiche ein: Wir erlauben, den Wahrheitswert eines Prädikats (für eine bestimmte
Variablenbelegung) mit einem Wahrheitswert zu vergleichen.
Syntax der Beschreibungslogik
Eine Logik ist zunächst eine formale Sprache, eine Menge von Wörtern über ei-
nem Alphabet aus Symbolen. Daher beginnen wir als Erstes mit der Deﬁnition des
Alphabets. Es bestehe aus:
 Zeichen:
 0, 12 , 1
 ¬, ∧, ∨, ⇒, ⇔, ), (, ∀, ∃
 =, 6=
 ≤, ≥
 einer endlichen, eventuell leeren Menge von Variablen, die wir üblicherweise
als v, v1, v2 schreiben
 Prädikatssymbolen:
 eine endliche, eventuell leere Menge P0 von nullstelligen Prädikatssym-
bolen
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 eine endliche, eventuell leere Menge P1 von einstelligen Prädikatssymbo-
len
 eine endliche, eventuell leere Menge P2 von zweistelligen Prädikatssym-
bolen
Natürlich seien je zwei der in Liste genannten Zeichen verschieden, insbesondere
seien die Prädikatsmengen paarweise disjunkt. Der Großteil der Zeichen stimmt
mit den üblicherweise verwendeten überein. Wenn wir die Semantik der Beschrei-
bungslogik erklären, werden wir sehen, dass die Symbole 0, 12 und 1 Zeichen für
die Wahrheitswerte sind. Die anderen neuen Zeichen werden sich als Vergleiche
herausstellen. Da die für die Shapeanalyse verwendete Prädikatenlogik auf Kon-
stantensymbole (für Individuen) und Funktionssymbole verzichtet, brauchen wir sie
ebenfalls nicht einzuführen.
Mit diesen Zeichen setzen wir die Wörter der Logik zusammen, wir nennen sie
Formeln. Wegen des Verzichts auf Konstanten- und Funktionssymbolen können wir
sie direkt deﬁnieren und brauchen keinen Umweg über Terme zu beschreiten. Sie
seien erklärt durch:
1. 0, 12 , 1 sind Formeln.
2. Für ein (nullstelliges) Prädikatssymbol p ∈ P0 ist p eine Formel.
3. Für ein (einstelliges) Prädikatssymbol p ∈ P1 und eine Variable v ist p(v) eine
Formel.
4. Für ein (zweistelliges) Prädikatssymbol p ∈ P2 und nicht notwendig verschie-
denen Variablen v1 und v2 ist p(v1, v2) eine Formel.
5. Sind v1 und v2 nicht notwendig verschiedene Variablen, dann sind (v1 = v2)
und (v1 6= v2) Formeln.
6. Ist ϕ eine Formel, dann ist ¬ϕ eine Formel.
7. Sind ϕ und ψ Formeln, dann sind (ϕ∧ψ), (ϕ∨ψ), (ϕ⇒ψ) und (ϕ⇔ψ) For-
meln.
8. Ist ϕ eine Formel und v eine Variable, dann sind (∀v : ϕ) und (∃v : ϕ) Formeln.
9. Es sei α eine Formel gemäß Punkt 1, sie sei also von der Form 0, 12 oder 1. Des
Weiteren sei pi eine Formel gemäß den Punkten 24, sie sei also von der Form
p, p(v) oder p(v1, v2). Dann sind (pi=α), (α=pi), (pi 6=α), (α 6=pi), (pi ≤ α),
(α ≤ pi), (pi ≥ α) und (α ≥ pi) Formeln.
Die Menge aller Formeln, die durch endlichmalige Anwendung dieser Regeln ent-
stehen, heiße die Beschreibungslogik bezüglich des verwendeten Alphabets. Die un-
ter dem Punkt Zeichen genannten Symbole und im Prinzip auch die Menge der
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Variablen1 sind für jede Beschreibungslogik gleich. Nur die Prädikatssymbole sind
variabel. Wir verwenden stets die Prädikatssymbole einer vorgegebenen Shapeana-
lysespeziﬁkation, wobei wir sie gemäß ihrer Stelligkeit auf die Prädikatsmengen
P1, P2 und P3 verteilen. Insbesondere ist damit P1 nicht leer, da stets sm ∈ P1
gilt. Wir nennen die Beschreibungslogik auch eine Beschreibungslogik für Shapegra-
phen.
Wir verwenden das Gleichheitszeichen einmal zum Vergleich von Variablen und zum
anderen zum Vergleich von Wahrheitswerten. Im Hinblick auf die Verarbeitung sol-
cher Formeln, beispielsweise bei der Implementierung eines Parsers, wird man es
sicherlich bevorzugen, zwei verschiedene Symbole zu verwenden. Wir bevorzugen
jedoch eine mathematisch intuitive Notation und verwenden deshalb in beiden Fäl-
len das Gleichheitszeichen, Missverständnisse sind nicht zu erwarten. Wir werden
später die Semantik der Implikation und der Äquivalenz durch andere Junktoren
erklären, außerdem führen wir die meisten Vergleiche auf Gleichheit und Kleiner-
Gleich zurück. In diesem Sinne sind viele Operatoren logisch redundant, ihre Ver-
wendung ist eine Sache der Bequemlichkeit.
Bei der Deﬁnition der Syntax einer Logik hat man bei der Festlegung der Klam-
merung einige Wahlmöglichkeiten, sie unterliegt einer gewissen Willkür. Wir haben
uns für die obenstehende Variante entschieden. Diese Entscheidung wird sich (in der
Darstellung) nicht übermäßig stark auswirken. Wenn wir Formeln einer Beschrei-
bungslogik angeben, dann werden wir die Klammerung nicht immer syntaktisch
exakt einhalten. Wir folgen bei der Angabe von Formeln den gebräuchlichen mathe-
matischen Konventionen und versprechen uns dadurch eine intuitivere Erfassbarkeit
der Formeln. So verzichten wir generell bei alleinstehenden Formeln auf eventuell
umschließende Klammern, wir schreiben ϕ1 ∧ϕ2 anstelle von (ϕ1 ∧ϕ2). Auch ver-
meiden wir bei Junktoren gleicher Art die Paarbildung, anstelle von ((ϕ1 ∧ϕ2)∧ϕ3)
schreiben wir (ϕ1 ∧ϕ2 ∧ϕ3) oder im Falle einer alleinstehende Formel ganz ohne
Klammern.
5.5 Vereinbarung. Logische Formeln werden mit mathematisch gebräuchlicher
Formatierung und Klammerung notiert.
Das Gleichheitszeichen darf in Formeln auftreten. Um Unklarheiten zu vermeiden,
setzen wir:
5.6 Vereinbarung. Formeln werden mittels des Symbols := deﬁniert.
1. Verschiedene Beschreibungslogiken können sich in der Anzahl der verwendeten Variablen unter-
scheiden. Wir hätten in der Deﬁnition des Alphabets alternativ eine höchstens abzählbare Menge
von Variablen erlauben können, dann ist die Aussage korrekt. Es war jedoch unser Anliegen, die
Endlichkeit des Alphabets zu betonen.
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Semantik der Beschreibungslogik
Die Semantik beginnt mit der Erklärung, worauf sich eine Formel bezieht, in wel-
chem Kontext sie zu interpretieren ist. Dazu deﬁniert man ein Universum und ei-
ne Abbildung, welche die Prädikatszeichen auf (reale) Prädikate gleicher Stellig-
keit über dem Universum abbildet. Beides zusammen heißt eine logische Struktur.
Wir werten Formeln stets in, beziehungsweise für Shapegraphen aus. Diese sind
die Strukturen. (Genaugenommen handelt es sich bei den von TVLA berechneten
Shapegraphen bloß um Beschreibungen von Shapegraphen bezüglich einer verein-
barten Syntax, wir identiﬁzieren jedoch diese Beschreibung eines Shapegraphen mit
dem Shapegraph selbst.) Die besagte Abbildung bildet jedes Prädikatszeichen aus
dem Alphabet der Beschreibungslogik auf ein Prädikat im Shapegraphen ab. Nun
haben wir im Alphabet die Prädikatssymbole aus der Analysespeziﬁkation über-
nommen. Sie bildet also ein Prädikatssymbol auf das gleichlautende Prädikat (Prä-
dikatssymbol) im Shapegraphen ab. Wenn p ein Prädikatssymbol der Logik ist, dann
bezeichnet pS das Prädikat im Shapegraphen.
Da wir eine dreiwertige Logik deﬁnieren, benötigen wir drei Wahrheitswerte: Die-
se seien 0, 12 und 1. Wir bezeichnen sie in dieser Reihenfolge als falsch, unbe-
stimmt oder undeﬁniert und wahr. Wir fassen sie als Elemente des Intervalls
[0, 1] der reellen (beziehungsweise rationalen) Zahlen auf. Damit übertragen sich ins-
besondere alle Ordnungsrelationen auf die Wahrheitswerte. (Wollten wir die Wahr-
heitswerte nicht als reellen Zahlen ansehen, dann könnten wir natürlich die benö-
tigte Ordnungsrelationen auf der Menge der Wahrheitswerte auch explizit deﬁnie-
ren.)
Bei einer zweiwertigen Logik können wir ein Prädikat als eine Relation auffassen.
Gehört ein Argumenttupel zur durch die Relation ausgezeichneten Teilmenge, dann
wird der Wahrheitswert für dieses Argumenttupel als wahr angesehen, sonst als
falsch. Im dreiwertigen Fall ist diese Sicht nicht mehr möglich. Stattdessen sehen
wir Prädikate als (totale) Funktionen mit Wertebereich {0, 12 , 1} an. Der Deﬁniti-
onsbereich eines Prädikates mit Stelligkeit n ist Un, wobei U das Universum der
Struktur (des Shapegraphen) bezeichne.
Wir wollen Formeln einen Wahrheitswert zuordnen. Dazu bezeichne β eine Varia-
blenbelegung, also eine Abbildung von der Menge der Variablen in das Universum
der Struktur. Des Weiteren sei β[ vu ] die Spezialisierung von β, sie bilde die Variable
v auf das Individuum u ab und stimme ansonsten mit β überein. Für die Auswer-
tung einer Formel ϕ in einem Shapegraphen mit der Variablenbelegung β deﬁnieren
wir die Wahrheitswertauswertefunktion WS,β(ϕ). Sie folgt in ihrer Deﬁnition dem













Wir verwenden 0, 12 und 1 einmal als Symbole der Logik und zum anderen als
Wahrheitswerte. Es sind aber keine Missverständnisse zu befürchten, da aus dem

























































1, falls WS,β(pi) = WS,β(α)
0, sonst
Das Gleichheitszeichen auf der linken Seite ist ein Symbol der Logik, das Gleichheits-
zeichen auf der rechten Seite ist ein Vergleich auf der Menge der Wahrheitswerte.
Entsprechendes gilt für die folgenden beiden Zeilen.
WS,β
(




(pi ≥ α)) := {1, falls WS,β(pi) ≥WS,β(α)
0, sonst













(ϕ⇔ψ)) := WS,β(((¬ϕ∨ψ)∧(¬ψ ∨ϕ)))
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(pi 6=α)) := WS,β(¬(pi=α))
WS,β
(
(α 6=pi)) := WS,β((pi 6=α))
WS,β
(
(α ≤ pi)) := WS,β((pi ≥ α))
WS,β
(
(α ≥ pi)) := WS,β((pi ≤ α))
Wertet eine Formel ϕ (in einem Shapegraphen bezüglich einer Variablenbelegung)
zu 1 aus, dann sagen wir auch abkürzend, dass ϕ wahr ist. Wertet ϕ zu 0 aus,





6 Ähnlichkeit von Shapegraphen
This classiﬁcation is not arbitrary
like the grouping of the stars in con-
stellations.
(Charles R. Darwin)
6.1 Vom Nutzen einer Strukturierung
Der Gegenstand unseres Ansatzes zur Algorithmenvisualisierung sind Shapegra-
phen. Wir berechnen sie mittels einer statischen Programmanalyse. Sie erzeugt für
jeden Programmpunkt eine Beschreibung der an diesem Programmpunkt möglichen
Heapkonﬁgurationen, sie erzeugt für jeden Programmpunkt eine Menge von Shape-
graphen. In der Regel erhalten wir große Mengen mit vielen Shapegraphen. Bei einer
sofortigen, unmittelbaren Visualisierung führt dies schnell zu Unübersichtlichkeit,
was unter didaktischen Gesichtspunkten als kritisch zu bewerten ist. Außer in den
Fällen, dass die dem Algorithmus zugrunde liegende Datenstruktur sehr einfach ist,
wie etwa eine einfach verkettete Liste, oder, dass eine grobe Analyse durchgeführt
wurde, ist es normalerweise wünschenswert, die Analyseausgabe vor der eigentlichen
Visualisierung in einer geeigneten Weise aufzubereiten.
Wir realisieren dies dadurch, dass wir die Shapegraphenmengen strukturieren, sie
mit zusätzlicher Struktur versehen. Wir fassen ähnliche Shapegraphen, also Shape-
graphen, die sich durch bestimmte gemeinsame Eigenschaften auszeichnen, in Teil-
mengen zusammen. Dieses Vorgehen bietet eine zweifache Anwendungsmöglichkeit:
Zum einen können wir auf diese Weise Shapegraphen in ausgewählten Teilmengen,
also Shapegraphen mit bestimmten gemeinsamen Eigenschaften, gesondert betrach-
ten. In diesem Sinne verhält sich die Methode wie ein Filter. Zum anderen können
wir uns von der Detailsicht der einzelnen Shapegraphen lösen und stattdessen die
Unterschiede zwischen verschiedenen Shapegraphen, zwischen verschiedenen Teil-
mengen, zwischen Shapegraphen verschiedener Teilmengen studieren. In diesem Sin-
ne verhält sich die Methode wie ein Abstraktionswerkzeug.
Für einen festen Programmpunkt wollen wir die von der Shapeanalyse zu diesem
Programmpunkt berechnete Shapegraphenmenge in disjunkte Teilmengen zerlegen,
sie also als disjunkte Vereinigung darstellen, und zwar in einer Weise, dass die Shape-
graphen in jeder Teilmenge einander ähnlich sind. Allerdings gehen wir dabei an-
ders herum vor. Wir formalisieren den Begriﬀ der Ähnlichkeit und benutzen ihn,
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um ähnliche Shapegraphen in Teilmengen zusammenzufassen. Dies wird uns eine
Partition der Shapegraphenmenge erzeugen.
Die Existenz einer absolut gültigen Deﬁnition von Ähnlichkeit bei Shapegraphen
dürfen wir nicht erwarten. Was Ähnlichkeit bedeuten soll, kann von Visualisierung
zu Visualisierung verschieden sein. In der Regel wird es von der Datenstruktur, viel-
leicht auch vom Algorithmus, vom Vorwissen des Benutzers und von der konkreten
Zielsetzung der aktuellen Visualisierung abhängen. Gefragt sind also keine starren
Ähnlichkeitsdeﬁnitionen, sondern ﬂexible Konzepte, die sich einfach und praktikabel
den Wünschen und Anforderungen des Benutzers anpassen lassen. Wir verstehen
unseren Ansatz zur Visualisierung in einem weiten Sinn als ein Mittel zum Lernen,
zum Gewinnen von größerem Verständnis über Algorithmen. Mithin benötigen wir
Konzepte von Ähnlichkeit, die im Hinblick auf Lernvorgänge sinnvolle und aussage-
kräftige Partitionen erlauben.
In den nächsten Abschnitten entwickeln wir zwei Ähnlichkeitskonzepte. Beide sind
parametrisch, sie werden jeweils durch einen sich auf die zur Analyse verwende-
ten Prädikate stützenden Speziﬁkator deﬁniert. Damit erfüllen sie das Kriterium
größtmöglicher Flexibilität, die Ähnlichkeitsvorstellung lässt sich in weitem Maße
den Wünschen und Anforderungen des Anwenders anpassen. Den beiden Konzepten
liegt eine unterschiedliche Sicht der Shapegraphen zugrunde. Bei der ersten Methode
sehen wir Shapegraphen als logische Strukturen an und stützen uns bei der Forma-
lisierung der Ähnlichkeit stark auf diese logische Sicht. Bei der zweiten Methode
verwenden wir einen stark visuellen Zugang. Wir sehen Shapegraphen als (beschrif-
tete gerichtete) Graphen an und entwickeln eine Ähnlichkeitsvorstellung, die sich
auf diese Sicht als Graphen stützt. Beide Methoden stimmen in bestimmten ma-
thematischen Gesetzmäßigkeiten überein. Sie erlauben uns, die Partition auf jeweils
dieselbe Art und Weise zu erzeugen, der Prozess der Herstellung der Partition aus-
gehend vom Ähnlichkeitsbegriﬀ ist in beiden Fällen derselbe.
Bei der Entwicklung und Diskussion der Konzepte berücksichtigen wir sowohl theo-
retische als auch praktische Aspekte. Unter theoretischem Blickwinkel streben wir
eine in sich geschlossene, homogene Diskussion der Begriﬀe an. Um nur ein Beispiel
zu nennen: Uns interessiert stets die Mächtigkeit einer Partitionierungsmethode,
also die Frage, ob sich jede, oder zumindest fast jede, Partition einer Shapegraphen-
menge mit der vorgestellten Methode erzeugen lässt. Wir streben insgesamt aber
keine alles erschlagende Tiefe an. Unter praktischem Blickwinkel untersuchen wir,
wie sich die vorgestellten Methoden im Hinblick auf die Visualisierung eignen. Jede
Sache hat ihre eigenen Charakteristiken, damit resultieren im Hinblick auf eine An-
wendung üblicherweise bestimmte Vor- und Nachteile. Dieser Sachverhalt gilt auch
für die vorgeschlagenen Ähnlichkeitsbegriﬀe. Anhand von ausführlichen Beispielen
demonstrieren wir sowohl die jeweiligen Vorzüge und bevorzugten Anwendungswei-
sen als auch die Problembereiche der jeweiligen Methoden.
Eine Partition der Shapegraphenmenge eines Programmpunktes entspricht einem
bestimmten Grad an Abstraktion und einem Fokus auf bestimmte Eigenschaften
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oder Zusammenhänge der möglichen Heapsituationen dieses Programmpunktes. Ein
Benutzer wird während einer Visualisierungssitzung nicht immer denselben Grad
an Abstraktion betrachten und nicht immer denselben Fokus einstellen wollen. Zu
Beginn möchte er vielleicht eine grobe Sicht ohne speziellen Fokus, um sich eine
Übersicht zu verschaﬀen, dann möchte er vielleicht zu gradweise feineren Sichten
übergehen, vielleicht möchte er eine bestimmte Eigenschaft genauer studieren und
wünscht sich eine Sicht, die diese Eigenschaft in größerem Detailreichtum zeigt,
vielleicht möchte er danach eine andere Eigenschaft untersuchen und wünscht eine
Sicht, welche die neue Eigenschaft detailliert zeigt. Während einer typischen Vi-
sualisierungssitzung besteht also häuﬁg der Wunsch, den Fokus und den Grad an
Abstraktion zu verändern. Das bedeutet mit anderen Wörtern, dass ein Wechsel der
Partition gewünscht wird. Daher ist es angeraten, wenn wir uns mit diesem Thema
beschäftigen. Wenn wir zwei Partitionen vorliegen haben, von denen die zweite durch
Veränderung aus der ersten hervorgegangen ist, dann untersuchen wir, in welchen
Zusammenhang, in welchem Verhältnis, die beiden Partitionen und die sie erzeugen-
den Ähnlichkeitsbegriﬀe zueinander stehen. Unser Hauptaugenmerk gilt dabei einer
bestimmten Art der Änderung von Partitionen, die wir der intuitiven Vorstellung
folgend als Verfeinerung und Vergröberung bezeichnen.
In der einleitenden Motivation haben wir uns vorgestellt, dass die Shapegraphen-
mengen einer statischen Programmanalyse entstammen und es sich um die Mengen
der Shapegraphen handelt, die an den einzelnen Programmpunkten des untersuch-
ten Algorithmus auftreten. Von dieser Sicht können wir uns lösen. Für die folgende
theoretische Entwicklung können wir allgemeiner eine beliebige nicht leere und end-
liche Menge von Shapegraphen voraussetzen. Dass wir die leere und unendliche
Mengen ausschließen, ist durch die praktischen Gegebenheiten motiviert. Die leere
Menge ist einfach genug, so dass wir sie ohne große Anstrengung visualisieren kön-
nen, ganz davon zu schweigen, dass wir ihr kaum eine zusätzliche Struktur geben
können. Unendliche Mengen lassen sich mit Computern nur schwer bearbeiten, zu-
dem liefert die Shapeanalyse, deren Analyseausgabe die Eingabe der Visualisierung
ist, natürlich stets eine endliche Ausgabe. Bei den Shapegraphen der betrachteten
Menge soll es sich selbstverständlich um Shapegraphen bezüglich derselben Analyse-
speziﬁkation handeln. Zur Erinnerung sei erneut auf die Vereinbarung 5.1 zu Beginn
des Kapitels 5 verwiesen: Die Analysespeziﬁkation ist fest, allen (in diesem Kapi-
tel) auftretenden Shapegraphen und Ausdrücken liegt dieselbe logische Speziﬁkation
zugrunde.
6.2 Partitionieren von Shapegraphenmengen mittels
Formeln
Unser Ansatzes der Algorithmenvisualisierung beruht auf Shapegraphen, die wir
mittels einer statischen Programmanalyse berechnen. Diese wird bezüglich einer
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vorgegebenen Speziﬁkation, bezüglich einer vorgegebenen logischen Beschreibung,
bezüglich vorgegebener Prädikate durchgeführt. Die resultierenden Shapegraphen
sind logische Strukturen bezüglich ebendieser Prädikate. Etwas überspitzt formuliert
sind es diese Prädikate, die visualisiert werden. Wir können sie in diesem Sinne
als eine zugrunde liegende Basis auffassen. Daher ist es naheliegend, sich bei der
Partitionierung von Shapegraphenmengen ebenfalls auf diese Prädikate zu stützen
und den Prozess ihrer Herstellung auf sie zu beziehen.
6.2.1 Formelbasierte Ähnlichkeit
Als Ausgangspunkt sei eine endliche, nicht leere Menge von Shapegraphen gegeben.
Unser Ziel besteht darin, sie in disjunkte Teilmengen zu zerlegen. Shapegraphen ei-
ner Teilmenge sollen einander ähnlich sein. Die Bedeutung von ähnlich speziﬁzieren
wir durch Formeln. Dieses Vorgehen bietet in mehrfacher Hinsicht große Flexibilität.
Durch Ändern der Formeln können unterschiedliche Ähnlichkeitsvorstellungen um-
gesetzt und somit unterschiedliche Partitionen erzeugt werden; wir sind damit in der
Lage, die Partitionierung nicht nur der Datenstruktur, sondern auch dem gewünsch-
ten Betrachtungswinkel anzupassen. Auch lässt sich die Anzahl der Teilmengen der
Zerlegung, die Größe der Partition, auf diese Weise steuern.
Wir gehen bei diesem Ansatz wie folgt vor: Wir speziﬁzieren eine endliche Menge
F von Formeln. Wir sehen zwei Shapegraphen als ähnlich (bezüglich F ) an, wenn
wir sie bezüglich F nicht unterscheiden können, das heißt, wenn jede Formel aus
F für beide Shapegraphen zum gleichen Wahrheitswert auswertet. Alle bezüglich
F nicht unterscheidbaren Shapegraphen fassen wir in (Teil-)Mengen zusammen. Sie
werden sich als disjunkt herausstellen und bilden damit eine Partition der gegebenen
Shapegraphenmenge.
Für die Auswertung von Formeln, also für die Zuordnung von Formeln zu Wahrheits-
werten, haben wir in Abschnitt 3.5 die Funktion WS,β eingeführt. Dabei bezeichnet
S = (U, υ) eine logische Struktur. Sie besteht aus einem Universum U und einer
Abbildung υ, die jedem Prädikatssymbol eine Wahrheitswertfunktion gleicher Stel-
ligkeit über U zuordnet. Shapegraphen sind Strukturen in diesem Sinn, allerdings
werden der Einfachheit halber anstelle von υ gleich die Wahrheitswertfunktionen
angegeben. Des Weiteren bezeichnet β eine Variablenbelegung, also eine Abbildung
der Variablensymbole in das Universum U .
Der Wahrheitswert einer Formel hängt normalerweise sowohl von der Struktur als
auch von der Variablenbelegung (der freien Variablen) ab. Für unsere Zwecke ist
es nicht sinnvoll, wenn die Auswertung einer Formel für einen Shapegraphen von
der Variablenbelegung abhängt. Deshalb verlangen wir, dass die verwendeten For-
meln keine freien Variablen enthalten, dass sie geschlossen sind. Es besteht dann
keine Abhängigkeit mehr von der Variablenbelegung β. Für die Auswertung einer
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geschlossenen Formel f bezüglich eines Shapegraphen S schreiben wir einfacher
WS(f).
6.1 Deﬁnition. Ist F eine endliche Menge von geschlossenen Formeln (bezüglich
der verwendeten Analysespeziﬁkation), dann nennen wir F einen Formelpartitio-
nierer.
Der Fall F = ∅ ist in dieser Deﬁnition mit eingeschlossen.  Aufbauend auf dem Be-
griﬀ des Formelpartitionierers erklären wir, unter welchen Bedingungen zwei Shape-
graphen einander ähnlich sein sollen:
6.2 Deﬁnition. Es sei F ein Formelpartitionierer, ferner seien S und T zwei
Shapegraphen (bezüglich derselben Analysespeziﬁkation). Dann heißen S und T ähn-
lich bezüglich F , wenn jede Formel aus F für beide Shapegraphen zum gleichen
Wahrheitswert auswertet, also wenn ∀f ∈ F : WS(f) = WT (f) gilt. Wir schreiben
in diesem Fall S ∼F T .
Ist F = ∅ die leere Menge, dann ist die in Deﬁnition 6.2 geforderte Bedingung tri-
vialerweise erfüllt. Je zwei Shapegraphen sind bezüglich der leeren Menge ähnlich.
In diesem Fall besteht die Zerlegung der Shapegraphenmenge nur aus einer einzigen
(Teil-)Menge, der gegebenen. Aus praktischer Sicht kann man dies so interpretie-
ren, als würde man dieses Ähnlichkeitskonzept nicht benutzen. Formal hat man es
aber ursprünglich mit einer Menge von Shapegraphen und nun mit einer Menge, die
als einziges Element die ursprüngliche Menge enthält, zu tun. Wenn man an eine
Nichtnutzung dieses Ähnlichkeitskonzeptes denkt, dann erwartet man vermutlich
eher eine Klasseneinteilung, bei der jede Klasse aus einem einzigen Shapegraphen
besteht. Eine solche Partition lässt sich erzeugen, wir werden weiter unten sehen,
wie dies bewerkstelligt werden kann. Die Methode wird sich aber als nicht über-
mäßig praktikabel erweisen. Zusammenfassend können wir aber festhalten, dass das
formelbasierte Ähnlichkeitskonzept die Möglichkeit seiner Nichtnutzung mit ein-
schließt.
Die in Deﬁnition 6.2 deﬁnierte Ähnlichkeit bezüglich einer Formelmenge ist formal
eine binäre Relation (auf der Menge aller Shapegraphen über der zugrunde liegenden
Speziﬁkation). Wir haben sie auf die Gleichheitsrelation in einem Wahrheitswerte-
raum zurückgeführt. Dort ist die Gleichheitsrelation eine Äquivalenzrelation. Diese
Eigenschaft überträgt sich, was man leicht explizit nachrechnet, auf obige Ähnlich-
keitsrelation. Damit erhalten wir:
6.3 Satz. Für jeden Formelpartitionierer F ist die Relation Ähnlichkeit bezüglich
F eine Äquivalenzrelation.
Eine Äquivalenzrelation auf einer Menge induziert eine Partition dieser Menge. (Um-
gekehrt induziert auch jede Partition einer Menge eine Äquivalenzrelation auf dieser
Menge.) Wie zuvor bezeichne F einen Formelpartitionierer, des Weiteren heiße die
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(endliche und nicht leere) Menge der Shapegraphen M. Für einen Shapegraphen
S ∈ M deﬁniert [S]∼F = {T ∈ M : S ∼F T} eine Teilmenge von M, sie heißt
die durch S repräsentierte Klasse. Wenn der Zusammenhang zur Relation klar ist,
schreiben wir anstelle von [S]∼F kürzer [S]. Wir interessieren uns für die Familie
{[S] : S ∈M} der Klassen. Da stets S ∈ [S] gilt, ist ⋃S∈M[S] = M, auch kann
es keine leeren Klassen geben. Aus der Tatsache, dass ∼F eine Äquivalenzrelation
ist, lässt sich leicht die Aussage S ∼F T ⇔ [S] = [T ] zeigen. Daraus folgt insbe-
sondere [S] 6= [T ] ⇒ [S] ∩ [T ] = ∅. (Ein Element im Schnitt wäre sowohl zu S als
auch zu T ähnlich, wegen der Transitivität von ∼F , mit Verwendung der Symme-
trieeigenschaft, wären dann auch S und T ähnlich, woraus [S] = [T ] folgte.) Zwei
Klassen sind also entweder identisch oder sie sind disjunkt. Damit bildet die Familie
{[S] : S ∈ M} der Klassen eine disjunkte Zerlegung von M. Wir nennen sie die
durch F induzierte Partition und schreiben für sieM/∼F .
Wir schätzen ab, aus wievielen Klassen eine solche Partition besteht. Wir betrach-
ten dazu einen Formelpartitionierer F , der aus n Formeln bestehe. Unsere zugrunde
liegende Logik ist dreiwertig, eine Formel kann zu den drei Wahrheitswerten 0, 12
oder 1 auswerten. Wir denken uns F als geordnete Menge, als n-Tupel. Die Wahr-
heitswertzuordnungsfunktion WS kann in natürlicher Weise auf n-Tupel von (ge-
schlossenen) Formeln fortgesetzt werden und induziert so eine Abbildung von der
Menge der n-Tupel aus (geschlossenen) Formeln in die Menge Z = {0, 12 , 1}n. Be-
züglich F ähnliche Shapegraphen werden auf das gleiche Bild in Z abgebildet, nicht
ähnliche Shapegraphen auf verschiedene Bilder. Es existiert also eine Injektion von
den Klassen der Partition in Z. Die Anzahl der Klassen ist identisch mit der Anzahl
Bilder in Z. Die Abbildung braucht nicht surjektiv sein; die Shapegraphenmenge
kann so gewählt sein, dass nicht jedes Element von Z als Bild auftritt. Wegen der
Existenz der Injektion kann es nicht mehr Klassen als Elemente in Z geben. Die
ganze Überlegung ist zudem unabhängig von der Reihenfolge der Funktionen im
n-Tupel. Damit erhalten wir:
6.4 Satz. Wird eine (endliche) Menge von Shapegraphen bezüglich eines Formel-
partitionierers F partitioniert, dann hat die resultierende Partition maximal 3|F |
Klassen.
Unter der Größe einer Partition wollen wir die Anzahl ihrer Klassen verstehen. Ist
M eine Menge von Shapegraphen und P eine Partition vonM, dann enthält jede
Klasse von P wenigstens einen Shapegraphen. Damit ist die Größe von P auch
durch |M| beschränkt. Betrachten wir Partitionen, deren Größe deutlich kleiner
als |M| ist. In diesem Fall wird, wie der vorangegangene Satz zeigt, die Größe der
Partition in erster Linie durch die Anzahl der Formeln in F bestimmt. Wir können
natürlich immer Formeln formulieren, die für (fast) alle Shapegraphen zum gleichen
Wahrheitswert auswerten und somit keine oder nur eine sehr geringe Auswirkung
auf die Anzahl der entstehenden Klassen haben. Jedoch kann das Hinzufügen einer
weiteren Formel zu einem Formelpartitionierer die Anzahl der Klassen höchstens
verdreifachen.
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Als nächstes untersuchen wir die Mächtigkeit dieser Partitionierungsmethode. Lässt
sich jede denkbare Partition auf diese Weise erzeugen? Gibt es (Arten von) Partitio-
nen, die sich auf diese Weise nicht erzeugen lassen? Die Antwort hierauf gibt:
6.5 Satz. Es seiM eine endliche und nicht leere Menge von Shapegraphen und es
sei P eine Partition von M, so dass isomorphe Shapegraphen zu derselben Klasse
gehören. Dann gibt es einen Formelpartitionierer F, so dass M/∼F = P gilt, die
von F induzierte Partition also gleich P ist.
Beweis. Die Grundidee besteht darin, Shapegraphen, also logische Strukturen,
durch Formeln bis auf Isomorphie eindeutig zu beschreiben. Aus diesen Formeln
setzen wir dann den Formelpartitionierer zusammen. Unsere Konstruktion ist in
den Details deutlich technischer Natur. Daher erlauben wir uns, an einigen Stellen
auf den Formalismus zu verzichten und es dabei zu belassen, unser Vorgehen zu
beschreiben.
Wie üblich sei die Analysespeziﬁkation fest und alle im Folgenden auftretenden
Objekte seinen Objekte bezüglich dieser Speziﬁkation. Wie in der Bedingung des
Satzes seiM eine endliche und nicht leere Menge von Shapegraphen. (Die Aussage
gilt selbstverständlich auch fürM = ∅, aber dieser Fall ist trivial.) Wir verwenden
den folgenden
Hilfssatz. Es sei S ein Shapegraph. Dann existiert eine geschlossene Formel fS
mit folgenden Eigenschaften: Es gilt WS(fS) = 1 und für jeden Shapegraphen T mit
WT (fS) = 1 ist S isomorph zu T .
Es sei PM eine Partition der Menge M so, dass isomorphe Shapegraphen zu der-


























Mittels des Hilfssatzes konstruieren wir einen Formelpartitionierer aus k Formeln.
Dabei drücken wir die Enthaltenseinrelation von Shapegraphen in Klassen durch
Formeln aus. Jede dieser k Formeln entspricht einer Klasse. Sie sind jeweils Dis-
junktionen von Formeln fS , wobei die Shapegraphen S die Shapegraphen der ent-







Die Formel fi wertet für alle Shapegraphen der Klasse i zu wahr aus. Ebenso wertet
sie für alle Shapegraphen zu wahr aus, die zu diesen isomorph sind; sie beﬁnden sich
nach Voraussetztung aber in der Klasse. Für alle anderen Shapegraphen, also für
alle Shapegraphen, die nicht in Klasse i enthalten sind, wertet die Formel zu einem
von wahr verschiedenen Wahrheitswert aus. Damit wertet die Formel fi genau für
die Shapegraphen der Klasse i zu wahr aus.
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Anschließend setzen wir F = {f1, f2, . . . , fk}. Es ist nun leicht einsichtig, dass die
von F induzierte Partition gleich PM ist.
Wir müssen noch den Hilfssatz beweisen. Dazu konstruieren wir zu einem Shape-
graphen S eine Formel fS , die (genau) für S und für zu S isomorphe Shapegraphen
zu wahr auswertet. Die Idee ist, die Wahrheitswerte aller Prädikate für alle Argu-
mente vorzuschreiben. Ein Shapegraph ist eine logische Struktur. Er besteht erstens
aus einem Universum, das sei in unserem Falle für den Shapegraphen S die Menge
U = {u1, u2, . . . , un}. Zum Zweiten besteht er aus der Angabe der Wahrheitswerte
aller Prädikate. Man beachte, dass in der TVLA-Notation üblicherweise nur die von
0 verschiedenen Wahrheitswerte notiert werden, wir speziﬁzieren alle.
Die Formel fS ist zweiteilig und hat die Gestalt













∧ f ′S .
Als Erstes wird die Existenz von n Variablen (Ecken) gefordert. Die erste Klammer
fordert, dass diesen Variablen paarweise verschiedene Ecken entsprechen, es sich
also um n verschiedene Ecken handelt. (Mit der Formulierung fordern meinen wir:
Wertet die Formel zu wahr aus, dann impliziert der bisher beschriebene Teil der
Formel, dass die genannte Aussage gilt.) Die zweite Klammer fordert, dass jede
Ecke des Shapegraphen eine der bisherigen n ist. Damit wird sichergestellt, dass der
Shapegraph aus genau n Ecken besteht.






die Wahrheitswerte für alle Prädikate und alle Argumente
ﬁxiert. Wir verdeutlichen dies an einem Beispiel. Die Analysespeziﬁkation enthalte
das unäres Prädikat p. Die Wahrheitswerte von p seien: p(u1) = a1, p(u2) = a2, . . . ,
p(un) = an, wobei die ai konkrete Wahrheitswerte meinen. Wir bilden zu diesem
Prädikat die Teilformel
∧
1≤i≤n p(vi) = ai. Solche Teilformeln bilden wir für jedes
Prädikat der Analysespeziﬁkation. Die Formel f ′S entstehe aus der Konjunktion aller
dieser Teilformeln.
Aus der Konstruktion der Formel fS ist einsichtig, dass sie bezüglich der Struktur S






dabei die einzig mögliche. Eine Ecke in einem Shapegraphen ist durch die Angabe
der Werte der Abstraktionsprädikate eindeutig bestimmt. In jedem Shapegraphen
gibt es zu jeder Belegung der Abstraktionsprädikate höchstens eine Ecke, die diese
Belegung erfüllt. Und da wir die Belegung aus der Speziﬁkation von S übernommen
haben, gibt es in S auch stets eine Ecke mit der vorgegebenen Belegung.
Es sei T ein Shapegraph für den die Formel fS zu wahr auswertet. Wegen der Kon-
struktion von fS hat T dann ebenfalls n Ecken. Des Weiteren gibt es genau eine
Variablenbelegung βT , für die fS zu wahr auswertet. Die (eindeutige) Variablenbe-
legung, die die Formel in S erfüllt, sei βS . Dann ist βT ◦ β−1S eine Bijektion vom
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Universum von S auf die Ecken von T . Man rechnet leicht explizit nach, dass sie
die Prädikate invariant lässt. Die Shapegraphen S und T sind damit isomorph. 
Bei der Formulierung des vorangegangenen Satzes mussten wir auf Isomorphie Rück-
sicht nehmen. Es lässt sich also nicht jede Partition mittels dieser Methode erzeugen,
es bestehen (leichte) Beschränkungen. Das ist von der Methode her auch insofern
verständlich, als Formeln für isomorphe Shapegraphen zu gleichen Wahrheitswerten
auswerten und diese Shapegraphen somit zwangsläuﬁg derselben Klasse angehö-
ren werden. Für uns ist diese Einschränkung nicht relevant und wir können sie
unberücksichtigt lassen. Zum einen beschreiben isomorphe Shapegraphen dieselbe
Heapstruktur und wir werden sie deshalb schwerlich verschiedenen Klassen zugewie-
sen sehen wollen. Zum anderen produziert TVLA für jeden Programmpunkt sowieso
eine Liste paarweise nicht isomorpher Shapegraphen.  Im Hinblick auf Visualisie-
rung können wir mit der Formelpartitionierungsmethode jede wünschenswerte und
gewünschte Partition erzeugen, sie erweist sich damit als eine mächtige und univer-
selle Technik.
Im Anschluss an Deﬁnition 6.2 hatten wir folgende Frage aufgeworfen: Ist es mit
dieser Partitionierungsmethode möglich, jede gegebene Menge von Shapegraphen
so zu partitionieren, dass jede Klasse genau einen Shapegraphen enthält. Die vor-
angegangenen Erörterungen haben gezeigt, dass es für jede von TVLA erzeugte
Shapegraphenmenge Formelpartitionierer gibt, die solche Partitionen induzieren.
Die Frage kann also bejaht werden. Der obige Beweis liefert auch eine Methode,
einen solchen Formelpartitionierer zu konstruieren. Der Konstruktionsprozess kann
automatisiert werden und erfordert nicht zwangsläuﬁg menschliche Interaktion. Der
so entstehende Formelpartitionierer ist im Verhältnis zur Klassenanzahl sehr groß.
Um eine Partition mit k Klassen zu erzeugen sind nach Satz 6.4 wenigstens dlog3 ke
viele Formeln nötig. Obenstehende Konstruktion erzeugt einen Formelpartitionierer
mit k Formeln.
6.2.2 Anwendungsbeispiele
Wie haben die formelbasierte Partitionierungsmethode theoretisch entwickelt. Jetzt
sollen einige Beispiele zeigen, wie sie angewendet werden kann. Ihre Auswahl erfolgt
dabei im Hinblick auf die Visualisierung. Anhand der Beispiele werden wir sowohl
bevorzugte Anwendungsfälle als auch Beschränkungen dieses Ansatzes kennenler-
nen.
Als Rahmen für unsere Beispiele betrachten wir wieder die Suche nach einem Ele-
ment in einem binären Suchbaum. Wir beﬁnden uns an einem Programmpunkt in
der Suchschleife, beispielsweise am Schleifenanfang. Bei der Visualisierung können
wir an der Struktur des Weges von der Wurzel des Baumes zur aktuellen Ecke in-
teressiert sein. Dieser Weg repräsentiert die bisherige Ausführung des Programms,
gewissermaßen die Geschichte des aktuellen Programmzustandes. In diesem Fall
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können wir an Partitionen interessiert sein, welche die verschiedenen Strukturen
dieser Wege oder Eigenschaften dieser Wege widerspiegeln.
Abbildung 6.1: Zwei bezüglich ∃v : cur(v) ∧ ∀v1 : ¬down(v, v1) ähnliche Shapegra-
phen
Wir können daran interessiert sein, unser Augenmerk auf Situationen zu lenken, die
zu einem Verlassen der Suchschleife führen. Sie wird in zwei Situationen beendet:
Das gesuchte Element wurde (gerade) gefunden oder wir sind in einem Blatt des
Baumes angekommen. Der erste Fall kann immer eintreten, er ist unabhängig von
der (Zeiger-)Struktur des Baumes (Shapegraphen). Wir beschränken uns daher auf
strukturbedingte Abbruchfälle. Wir können also an Partitionen interessiert sein, die
Schleifenabbruchfälle von Nichtabbruchfällen unterscheiden. Wir bilden dazu einen
Formelpartitionierer F mit der einzigen Formel
∃v : cur(v) ∧ ∀v1 : ¬down(v, v1).
Diese Formel wertet für die Shapegraphen zu wahr aus, in denen es eine Ecke v
gibt, auf die der Zeiger cur zeigt und keine  insbesondere keine andere  Ecke
ein Kind von v ist.1 Dies sind die strukturbedingten Schleifenabbruchfälle, und
sie werden in einer Klasse gesammelt. In Abbildung 6.1 sehen wir zwei bezüglich
F ähnliche Shapegraphen. Bei der verwendeten Analysespeziﬁkation werten alle
erzeugten Shapegraphen für diese Formel zu einem deﬁniten Wahrheitswert aus.
Die entstehende Partition besteht also aus zwei Klassen.
Die normalerweise verwendeten Analysespeziﬁkationen weisen ein deutliches Maß
an Redundanz auf. Obige Eigenschaft lässt sich auch auf andere Weise formulieren:
1. Bisher haben wir Variablen syntaktisch immer von Heapzellen unterschieden: Für Erstere haben
wir den Buchstaben v verwendet, für Letztere u. Der Einfachheit halber identiﬁzieren wir in
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Wir können beispielsweise die Teilformel v1 6= v (per Konjunktion) hinzufügen oder
das Prädikat down durch left und right oder alternativ durch reach[cur] ausdrücken.
Dieses Beispiel zeigt, dass ein Formelpartitionierer durch die Angabe einer Partition
nicht eindeutig bestimmt ist.
Abbildung 6.2: Zwei Shapegraphen, bei denen der Suchweg aus (wenigstens) drei
Ecken besteht
Wir können an Wegen interessiert sein, deren Struktur einen allgemeinen Charakter
hat. Das könnte zum Beispiel bedeuten, dass der Weg außer der Wurzel und der ak-
tuellen Ecke noch weitere Ecken enthalten soll. Das lässt sich durch einen Formelpar-
titionierer bewerkstelligen, welcher die folgende Formel enthält:
∃v1, v2, v3 : v1 6= v2 ∧ v1 6= v3 ∧ v2 6= v3 ∧
root(v1)∧ anc[cur](v1)∧ anc[cur](v2)∧ cur(v3).
Sie schreibt die Existenz von drei Ecken auf dem Suchweg mittels der sie charakte-
risierenden Prädikate vor. Die im vorangehenden Beispiel genannten Bemerkungen
hinsichtlich der Nichteindeutigkeit des Formelpartitionierers und der Anzahl der
Klassen der Partition treﬀen hier selbstverständlich auch zu. Alternativ hätte man
zum Beispiel auch folgende Formel verwenden können:
∃v1, v2 : cur(v1) ∧ v1 6= v2 ∧ ¬root(v2) ∧ downStar(v2, v1).
Sie wertet zu wahr aus, wenn es eine Ecke v1 gibt, auf die der Zeiger cur zeigt, und
wenn es eine weitere Ecke gibt, die auf dem Weg von der Wurzel des Baumes zu v1
liegt aber nicht die Wurzel ist.
Wir verfolgen diese Anwendung weiter. Wir können die Menge der Shapegraphen so
in disjunkte Teilmengen zerlegen wollen, dass in jeder Teilmenge die Shapegraphen
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mit gleicher Wegstruktur enthalten sind. Das Vorhaben lässt sich mit diesem Ansatz
realisieren. Eine Möglichkeit besteht darin, die Formeln des Formelpartitionierers
auf folgende Weise aufzubauen:
 ∃v1 : root(v1)
 ∃v1, v2 : root(v1) ∧ cur(v2)
 ∃v1, v2 : v1 6= v2 ∧ root(v1) ∧ cur(v2)
 ∃v1, v2, v3 : v1 6= v2 ∧ v1 6= v3 ∧ v2 6= v3 ∧ root(v1) ∧ cur(v2) ∧ reach[root](v3)
 . . .
Die erste Formel speziﬁziert, dass es ein Heapelement geben soll, auf das der Zei-
ger root zeigt, der Baum also eine Wurzel hat und damit nicht leer ist. Mit die-
ser Formulierung soll Folgendes ausgedrückt werden: Die Partition, die durch die
erste Formel induziert wird, besitzt eine Klasse, in der alle Shapegraphen enthal-
ten sind, die eine Ecke besitzen, für die das Prädikat root zu wahr auswertet. Sie
besitzt eine Klasse, welche die Shapegraphen enthält, für die diese Bedingung (de-
ﬁnitiv) falsch ist. (Normalerweise werten die Formeln zu einem deﬁniten Wahr-
heitswert aus, es gibt also normalerweise keine Klasse, die dem Wahrheitswert 12
entspricht.)
Die zweite Formel speziﬁziert, dass es ein (nicht notwendig von der Wurzel verschie-
denes) Element geben soll, auf das der Zeiger cur zeigt. Die dritte Formel speziﬁziert,
dass diese beiden Heapelemente außerdem verschieden sein sollen. Die vierte For-
mel speziﬁziert, dass es ein weiteres, von den bisherigen verschiedenes Heapelement
geben soll, dass von der Wurzel aus erreichbar ist. Die Formeln in diesem Beispiel
sind so aufgebaut, dass in jeder Formel die Situation der Vorgängerformel wieder-
hergestellt und durch weitere Bedingungen ergänzt wird. Nach diesem Prinzip kann
die Formelmenge erweitert werden, bis die durch sie induzierte Partition als Klassen
die gewünschten Wegstrukturen aufweist.
Die Zusammenstellung eines solchen Formelpartitionierers erweist sich als recht um-
ständlich und schwerfällig. Um eine geeignete Formelmenge zu speziﬁzieren, benötigt
man klare Vorstellungen über das Aussehen der Wegstrukturen. Diese Arbeit kann
der Visualisierungsinszenator im Vorfeld der Visualisierung erledigen, er wird über
die nötigen Hintergrundkenntnisse verfügen. Einem wenig erfahrenen Benutzer wird
es allerdings in der Regel schwerfallen, während der Visualisierung Änderungen an
der Partitionierung vorzunehmen. In jedem Fall sollte man auch den Zeitbedarf für
das Zusammenstellen des Formelpartitionierers nicht außer Acht lassen. Bei die-
ser Anwendung kann man der formelbasierten Partitioniermethode schwerlich das
Prädikat praktisch zusprechen.
Unsere Absicht war, eine Menge von Shapegraphen so in disjunkte Teilmengen zu
zerlegen, dass für jede Teilmenge die Shapegraphen dieser Teilmenge einander ähn-
lich sind. Dabei haben wir Ähnlichkeit über Formeln deﬁniert und die Partitio-
nierung auf diese Formeln gestützt. Wir haben Shapegraphen primär als logische
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Strukturen angesehen und behandelt. Diese logische Sicht resultiert in einer ﬂe-
xiblen und mächtigen Partitionierungsmethode. Allerdings haben wir gesehen, dass
es für Visualisierungszwecke wünschenswerte Partitionen gibt, die sich auf diese
Weise nur umständlich speziﬁzieren lassen, unter diesem Blickwinkel oﬀenbart der
Ansatz Schwächen. Die formelbasierte Methode ist praktikabel, aber nicht immer
praktisch.
6.3 Partitionieren von Shapegraphenmengen mittels
Teilstrukturen
In diesem Kapitel werden Themen in Bezug auf die Partitionierung von Shapegra-
phenmengen behandelt. Im vorangegangenen Abschnitt 6.2 haben wir Shapegraphen
als logische Strukturen, als Objekte der Logik, behandelt und bei der Partitionierung
diese logische Sichtweise betont. Bei dem dort zuletzt betrachteten Anwendungsbei-
spiel wollten wir die Klasseneinteilung hinsichtlich der Wegstruktur, hinsichtlich der
Gestalt des Suchweges von der Wurzel zur aktuellen Ecke, vornehmen. Die Klassen
sollen also Shapegraphen mit ähnlichen Suchwegen zusammenfassen. Hier ließ die
Klasseneinteilung mittels Formelpartitionierer etwas an Praktikabilität zu wünschen
übrig.
Bei diesem Anwendungsbeispiel ist es vorteilhafter, Shapegraphen stattdessen als
(beschriftete) Graphen aufzufassen. Bei hinreichend präziser Analysespeziﬁkation,
die normalerweise gegeben ist, entsprechen diesen Wegen von der Wurzel zur aktu-
ellen Ecke ebenfalls Wege im Shapegraphen. Ein Weg in einem Graphen ist ein Teil-
graph dieses Graphen. Unser Anwendungsbeispiel bedeutet in graphentheoretischer
Formulierung, dass wir die Klasseneinteilung hinsichtlich der Struktur von bestimm-
ten Teilgraphen vornehmen wollen. In jeder Klasse sind also die Shapegraphen mit
gleichen beziehungsweise ähnlichen Teilgraphen zusammengefasst.
6.3.1 Auszeichnung von Teilstrukturen
Die Teilgraphen zeichnen wir durch Bezugnahme auf die zur Analyse verwendeten
Prädikate aus. Diese sind null-, ein- oder zweistellig. Nullstellige Prädikate beschrei-
ben Eigenschaften von (des ganzen) Shapegraphen, für die Charakterisierung von
Teilstrukturen sind sie daher nicht geeignet. Einstellige Prädikate beschreiben Ei-
genschaften von Heapzellen, also von Ecken des Shapegraphen. Zweistellige Prä-
dikate beschreiben Beziehungen zwischen Heapzellen, somit zwischen Ecken des
Shapegraphen. Folglich spiegeln sich in der Stelligkeit eines Prädikats strukturell
verschiedene Eigenschaften eines Shapegraphen wider. Das wirkt sich auf die (Mög-
lichkeiten zur) Deﬁnition der Teilstruktur aus. Bei der Auswahl der Ecken des aus-
zuzeichnenden Teilgraphen wird man sich primär auf die unären Prädikate stützen
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wollen, die Kanten wird man primär durch die binären Prädikate charakterisieren
wollen.
Wenden wir uns als Erstes den Ecken zu. Wir wünschen eine Methode, die in Shape-
graphen die Auswahl von Ecken erlaubt und sich dabei auf die unären Prädikate
stützt. Wir bewerkstelligen dies mit Hilfe einer vom Anwender zu speziﬁzierenden
Formel. Es mag hilfreich sein, wenn wir dabei zunächst an eine Formel denken, die
nur einstellige Prädikate enthält. Für einen gegebenen Shapegraphen werten wir
die Formel für jede Ecke aus, und wir nehmen eine Ecke in die Teilstruktur (des
Shapegraphen) auf, wenn die Formel für diese Ecke zu wahr auswertet. Bevor wir
uns mit der Auswahl der Kanten beschäftigen, diskutieren wir einige Aspekte des
Themas Eckenauswahl und des vorgeschlagenen Verfahrens.
Unser Vorgehen impliziert eine Bedingung, die wir an die Eckenauswahlformel stel-
len müssen: Sie muss für jede Ecke (jedes Shapegraphen) auswertbar sein. Dazu
verlangen wir, dass die Formel höchstens eine freie Variable enthalten soll. Wenn
ϕ die Formel und v die freie Variable bezeichnen, dann schreiben wir ϕ(v) um die-
sen Sachverhalt zu verdeutlichen. Enthält ϕ keine freie Variable, dann sei v ein
Variablensymbol, dass in ϕ nicht auftritt. Die Teilstruktur, die wir in einem Shape-
graphen S auszeichnen, besteht dann genau aus den Ecken u mitWS,β[ vu ]
(ϕ(v)) = 1.
Ist ϕ(v) eine geschlossene Formel, dann ist die Auswertung unabhängig von v und
damit unabhängig von der Ecke. In diesem Fall werden entweder alle Ecken oder
keine in die Teilstruktur aufgenommen. Die Auswertbarkeit ist die einzige Bedin-
gung, die wir an die Formel ϕ(v) stellen. Wir brauchen nicht zu fordern, dass sie nur
unäre Prädikate enthalten solle. Beispielsweise besteht keine Veranlassung, binäre
Prädikate auszuschließen, denn eines (oder auch beide) der Argumente kann durch
einen Quantor gebunden sein.
Es stellt sich die Frage nach der Mächtigkeit der hier vorgeschlagenen Auswahlme-
thode. Wir diskutieren diesen Aspekt sogleich unter einem eingeschränkten Blick-
winkel. Kann man auf diese Art überhaupt jede Teilmenge von Ecken auswählen?
Wir fragen dazu noch spezieller: Ist es damit überhaupt möglich, jede beliebige Ecke
einzeln anzusprechen? Rufen wir uns zur Beantwortung der Fragen erneut ins Ge-
dächtnis, wie die Ecken von Shapegraphen entstehen. Zum Zwecke der Visualisierung
verwenden wir bei der Shapeanalyse kanonische Abstraktion. Ecken repräsentieren
damit Äquivalenzklassen von Heapzellen. Alle Heapelemente einer Klasse werten für
jedes Abstraktionsprädikat zum gleichen Wahrheitswert aus. Insbesondere existiert
zu je zwei Ecken also ein (Abstraktions-)Prädikat, so dass das Prädikat für beide
Ecken zu verschiedenen Wahrheitswerten auswertet. Eine Ecke ist somit durch An-
gabe der Wahrheitswerte auf den Abstraktionsprädikaten eindeutig bestimmt. Im
Prinzip sind diese Wahrheitswerte der kanonische Name der Ecke. Um mittels ei-
ner Formel eine bestimmte Ecke auszuwählen, kann man wie folgt vorgehen: Man
schreibt für jedes Abstraktionsprädikat pabs seinen Wert mittels einer Teilformel
der Gestalt pabs(v) = a vor, wobei a ein Wahrheitswert ist, und bildet anschließend
deren Konjunktion. Eine Teilmenge von Ecken kann dann mittels einer Disjunktion
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solcher Formeln charakterisiert werden. Auf die aufgeworfene Frage kann also eine
positive Antwort gegeben werden.
Wir bewerkstelligen die Eckenauswahl durch eine einzige Formel. Man könnte an-
fangs versucht sein, diese Methode als (unnötig) restriktiv anzusehen. Man könnte
sich stattdessen vorstellen, eine Menge von Formeln zu verwenden. Dann würde
man sicher verlangen, dass eine Ecke zur Teilstruktur gehören soll, wenn wenigs-
tens eine der Formeln für diese Ecke zu wahr auswertet Dass die Beschränkung auf
eine einzige Formel keine Einschränkungen hinsichtlich der Möglichkeiten zur Aus-
wahl von Eckenteilmengen mit sich bringt, haben wir oben bereits gesehen. Auch
unter praktischen Gesichtspunkten entsteht keine Beeinträchtigung. Beide Metho-
den sind äquivalent. Dazu müssen wir nur zeigen, dass sich jede Instanz der einen
Möglichkeit in eine Instanz der anderen transformieren lässt. Wollen wir die Ecken-
auswahl mittels einer Menge von Formeln vornehmen, dann können wir alternativ
die Disjunktion dieser Formeln bilden. Gegebenenfalls ist vorher eine Variablenum-
benennung vorzunehmen, so dass in allen Formeln das gleiche Symbol für die freie
Variable steht (und die übrigen Variablensymbole alle verschieden sind). So erhalten
wir eine Instanz der Auswahlmethode mittels einer einzigen Formel. Die Umkehrung
ist trivial.
Die Ecken der Teilstruktur  in logischer Terminologie sind das die Elemente des
Universums  sind jetzt ausgewählt. Es müssen noch die Prädikate hinzugefügt wer-
den. Dazu verwenden wir eine Teilmenge der Prädikate der Analysespeziﬁkation.
Die Teilstruktur übernimmt alle Prädikate des Shapegraphen, die in der Teilmen-
ge enthalten sind; dabei werden sie auf die ausgewählte Eckenmenge, auf das neue
(Teil-)Universum, eingeschränkt. Bei nullstelligen Prädikaten besteht natürlich kei-
ne Veranlassung, sie auf das neue Universum einzuschränken. Für die binären Prä-
dikate bedeutet das in graphentheoretischer Terminologie, dass wir den von den
ausgewählten Ecken bezüglich der binären Prädikate aufgespannten Untergraphen
bilden.
Unser Vorgehen bei der Auswahl der Prädikate der Teilstruktur lässt sich durchaus
allgemeiner gestalten, auf jeden Fall für die ein- und zweistelligen Prädikate. Man
könnte zum Beispiel nur die Werte von unären Prädikaten für bestimmte Ecken,
sowie die Werte von binären Prädikaten für bestimmte Paare von Ecken, in der Teil-
struktur vorschreiben wollen. Für diese Ecken, beziehungsweise Paare von Ecken,
übernimmt man die Werte aus dem Shapegraphen, und für die anderen Ecken, be-
ziehungsweise Paare von Ecken, setzt man den Wert des Prädikats auf 12 , also gewis-
sermaßen auf nicht relevant. In graphentheoretischer Sichtweise bedeutet das für
ein binäres Prädikat, dass wir nicht die Kanten des von den ausgewählten Ecken (be-
züglich des binären Prädikats) aufgespannten Untergraphen, sondern nur bestimmte
Kanten daraus aufnehmen wollen. Die Ecken, beziehungsweise die Eckenpaare, für
die wir die Prädikatswerte übernehmen wollen, können dabei natürlich von Prädikat
zu Prädikat verschieden sein. Man könnte dazu jedem Argument eines unären und
binären Prädikat eine Formel mit höchstens einer freien Variablen zuordnen. Der
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Prädikatswert eines unären Prädikats wird für eine Ecken genau dann in die Teil-
struktur übernommen, wenn die zugeordnete Formel für die Ecke zu wahr auswertet.
Der Prädikatswert eines binären Prädikats wird für ein Eckenpaar genau dann in die
Teilstruktur übernommen, wenn die zugeordneten Formeln für die Ecken zu wahr
auswerten. Mit dieser Verallgemeinerung lassen sich sowohl mehr als auch feinere
Teilstrukturen realisieren, es entstehen mehr Möglichkeiten mit diesem Ansatz Un-
terscheidungen herbeizuführen. Ob dieses Mehr an Möglichkeit und Flexibilität zu
einem Mehr  im Sinne von Mehrwert  bei der Visualisierung führt, ist ungewiss.
Unsere bisherige Erfahrung deutet darauf hin, dass diese zusätzlichen Möglichkeiten
den Mehraufwand bei der Speziﬁkation nicht rechtfertigen. Daher verzichten wir auf
eine Formalisierung dieser Verallgemeinerung.
Nachdem wir unser Vorgehen erläutert und einige damit zusammenhängende Aspek-
te besprochen haben, formalisieren wir den Ansatz. Wie zuvor sei die Analysespeziﬁ-
kation fest, und alle Objekte, die im Folgenden vorkommen, seien Objekte bezüglich
dieser Speziﬁkation. Wir beginnen mit:
6.6 Deﬁnition. Es sei ϕ(v) eine Formel, die höchstens eine freie Variable enthal-
te. Ferner sei P eine Teilmenge der Analyseprädikate. Dann nennen wir das Paar
(ϕ(v), P ) einen Teilstrukturdeﬁnierer.
Im vorangegangenen Abschnitt haben wir Formeln, die mit Formelpartitionierern in
Verbindung stehen, mit lateinischen Buchstaben bezeichnet. Für Formeln in Teil-
strukturdeﬁnieren verwenden wir griechische Buchstaben. Auf diese Weise ist durch
den visuellen Eindruck des Formelnamens sogleich eine verwendungsbezogene Zu-
ordnung vorgegeben. Wie wir zuvor bereits erläutert haben, erlauben wir in der
Formel ϕ(v) eines Teilstrukturdeﬁnierer Prädikate beliebiger Stelligkeit. In der Pra-
xis wird man sie aber häuﬁg so aufbauen, dass alle vorkommende Prädikatssymbole
einstellig sind.
Mit Hilfe von Teilstrukturdeﬁnierern zeichnen wir in Shapegraphen Teilstrukturen
aus:
6.7 Deﬁnition. Es sei S ein Shapegraph und (ϕ(v), P ) ein Teilstrukturdeﬁnierer.
Die durch (ϕ(v), P ) in S deﬁnierte Teilstruktur S(ϕ(v),P ) hat als Universum alle
Individuen u aus S mit WS,β[ vu ]
(ϕ(v)) = 1. Sie übernimmt von S alle Prädikate,
die in P enthalten sind, wobei sie auf das Universum der Teilstruktur eingeschränkt
werden.
Alternativ sprechen wir von S(ϕ(v),P ) auch als der durch (ϕ(v), P ) in S induzierten
Teilstruktur oder nennen sie die bezüglich (ϕ(v), P ) reduzierte Teilstruktur.  Ist
ϕ(v) = ϕ eine geschlossene Formel, dann enthält die Teilstruktur eines Shapegra-
phen entweder alle seinen Ecken oder keine. Im letzteren Fall entsteht, falls P keine
nullstelligen Prädikate enthält, die leere (Teil-)Struktur.
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S Sred
Abbildung 6.3: Ein Shapegraph und seine durch den Teilstrukturdeﬁnierer
(cur(v)∨ anc[cur](v), {root, cur, sm, left, right}) bestimmte Teilstruk-
tur
Wir betrachten ein Beispiel. In Abbildung 6.3 sehen wir links einen Shapegraphen
S, wie er bei der Suche nach einem Element in einem Suchbaum auftritt. Wir
wollen den Suchweg, den Weg von der Wurzel des Baumes zur aktuellen Ecke, als
Teilgraph auszeichnen. Für die Ecken auswählende Formel verwenden wir ϕ(v) :=
cur(v)∨ anc[cur](v). Sie wertet für die aktuelle Ecke und für alle ihre Vorfahren zu
wahr aus. Von den Prädikaten übernehmen wir P = {root, cur, sm, left, right}. Der
Graph Sred in Abbildung 6.3 zeigt die reduzierte Teilstruktur.
Das Verfahren, Mengen von Shapegraphen unter Bezugnahme auf einen Begriﬀ von
Ähnlichkeit in disjunkte Teilmengen zu zerlegen, wurde in [Johannes u. a. 2005]
vorgeschlagen. Auch dort basiert der Ähnlichkeitsbegriﬀ auf einer Ähnlichkeit hin-
sichtlich der Gestalt von (Teilen eines) Shapegraphen. Das Konzept der Teilstruktur
wird dort ebenfalls eingeführt. Ihre Deﬁnition erfolgt in ähnlicher Weise, die Aus-
wahl der Ecken wird allerdings restriktiver mittels einer (eventuell leeren) Menge
von einstelligen Prädikatssymbolen vorgenommen. Eine Ecke u wird in die Teilstruk-
tur (eines Shapegraphen) aufgenommen, wenn es wenigstens ein Prädikat p dieser



















zur leeren Menge korrespondiert die Formal ϕ(v) := 0.
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6.3.2 Teilstrukturbasierte Ähnlichkeit
Das Ziel dieses Abschnitts ist, eine Menge von Shapegraphen in Klassen einzuteilen.
Die Einteilung soll auf der Gestalt der Shapegraphen, auf der Gestalt ausgewählter
Bestandteile, beruhen. Shapegraphen innerhalb einer Klasse sollen in der Struk-
tur von Teilgraphen übereinstimmen oder sich darin ähneln. Wir haben dazu den
Begriﬀ der Teilstruktur eingeführt, um dies formal zu konkretisieren. Nun werden
wir daraus einen Ähnlichkeitsbegriﬀ ableiten. Ein naheliegendes Vorgehen ist, zwei
Shapegraphen ähnlich (bezüglich eines Formelpartitionierers) zu nennen, wenn ihre
(durch den Formelpartitionierer deﬁnierten) Teilstrukturen isomorph sind. Aber ist
das wirklich, was wir wollen?
Sol Sred
Sul Sur
Abbildung 6.4: Drei Shapegraphen (Sol, Sul, Sur) mit bezüglich (1, {root, cur, sm})
isomorphen Teilstrukturen (Sred )
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Wir vergegenwärtigen uns die Situation an einem Beispiel. Dazu greifen wir wie-
der das Suchbeispiel auf, wobei wir uns für die Struktur des Weges von der Wurzel
zur aktuellen Ecke interessieren. Wir beﬁnden uns an einem Programmpunkt in der
Suchschleife. Der Shapegraphen Sol, der oben links in Abbildung 6.4 gezeigt ist, tritt
dort auf. Wir wählen als Teilstrukturdeﬁnierer (1, {root, cur, sm}). Unter praktischen
Gesichtspunkten wirkt er recht gekünstelt, aber er führt uns direkt zum Kern des
Problems. Bestimmen wir die durch den Teilstrukturdeﬁnierer in Sol ausgezeichnete
Teilstruktur. Die Ecken auswählende Formel ist 1, sie wertet für jede Ecke zu wahr
aus; damit enthält die Teilstruktur alle Ecken des Shapegraphen. Von den Prädi-
katen werden nur root und cur übernommen. Die Teilstruktur Sred ist oben rechts
in Abbildung 6.4 gezeigt. In der unteren Zeile in Abbildung 6.4 sind zwei weitere
Shapegraphen, Sul und Sur, gezeigt, die ebenfalls am selben Programmpunkt auftre-
ten. Ihre durch den Teilstrukturdeﬁnierer bestimmten Teilstrukturen sind ebenfalls
(isomorph zu) Sred , folglich gilt
Sol(1,{root,cur}) ' Sul(1,{root,cur}) ' Sur(1,{root,cur}) ' Sred .
In allen drei Shapegraphen gibt es (genau) eine Summary-Ecke. In jedem Graphen
repräsentiert sie einen anderen Teil eines Baumes: in Sol ist sie ein Teil des Such-
weges, in Sul ist sie der Teil des Baumes, der noch nicht traversiert wurde und in
Sur der Teilbaum der Wurzel, in dem der Suchweg nicht verläuft. In der/den Teil-
struktur(en) ist dieser Ursprung verloren gegangen. Alle drei Shapegraphen haben
isomorphe Teilstrukturen, aber wollen wir sie als ähnlich ansehen? Die Struktur
des Suchweges ist jedenfalls in allen drei Graphen verschieden, die Antwort ist so-
mit ein klares Nein. Ganz allgemein dürfte in den meisten (Anwendungs-)Fällen die
Antwort negativ ausfallen.
Wenn wir die ursprünglichen Shapegraphen miteinander vergleichen, dann sind die
Summary-Ecken durchaus voneinander unterscheidbar. Das lässt sich auf mehrere
Arten zeigen. Wir können die Wurzel und die aktuelle Ecke als Referenzecken ver-
wenden und anhand der Zeigerstruktur (mittels der Prädikate left und right) argu-
mentieren, dass es sich bei den Summary-Ecken um verschiedene Teile des Baumes
handelt. Alternativ können wir die Wahrheitswerte der (Abstraktions-)Prädikate
anc[cur] und reach[cur] für die Summary-Ecken betrachten. In Sol sind sie, wenn
wir sie in dieser Reihenfolge als Tupel schreiben, (1, 0), für die Summary-Ecke in
Sul sind sie (0, 1) und in Sur sind sie (0, 0). Die kanonischen Namen der drei Ecken
(in ihren Ursprungsshapegraphen) sind also verschieden, sie repräsentieren unter-
schiedliche Teile des Baumes, unterschiedliche Teile in Relation zum Suchweg. Bei
der Speziﬁkation des Teilstrukturdeﬁnierers haben wir diejenigen unären Prädikate
weggelassen, für die sich die kanonischen Namen der Summary-Ecken unterscheiden.
Ebenso haben wir die Prädikate fortgelassen, die die Zeigerstruktur beschreiben.
Deshalb können die Summary-Ecken in den Teilstrukturen nicht mehr voneinander
unterschieden werden. In den meisten (Anwendungs-)Fällen wünschen wir aber, dass
die Shapegraphen nicht nur isomorph sind, sondern die Isomorphie auch kanonische
Namen invariant lässt.
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Wir verwenden das Konzept der Teilstruktur, um auf Mengen von Shapegraphen
eine (Ähnlichkeits-)Relation zu deﬁnieren:
6.8 Deﬁnition. Es sei (ϕ(v), P ) ein Teilstrukturdeﬁnierer, ferner seien S und T
zwei Shapegraphen.
1. Wir nennen S und T schwach ähnlich bezüglich (ϕ(v), P ), wenn ihre durch
(ϕ(v), P ) deﬁnierten Teilstrukturen isomorph sind, wenn S(ϕ(v),P ) ' T(ϕ(v),P )
gilt.
2. Wir nennen S und T ähnlich bezüglich (ϕ(v), P ), wenn:
a) Die Shapegraphen S und T sind schwach ähnlich bezüglich (ϕ(v), P ).
b) Es existiert ein Isomorphismus f von S(ϕ(v),P ) auf T(ϕ(v),P ) so, dass für
jede Ecke v von S(ϕ(v),P ) der kanonische Name von v in S derselbe wie
der kanonische Name von f(v) in T ist.
Sind S und T ähnlich bezüglich (ϕ(v), P ), dann schreiben wir S ∼(ϕ(v),P ) T .
Ähnliche Shapegraphen sind auch schwach ähnlich, die Forderung nach Ähnlich-
keit ist eine stärkere, eine einschränkendere. Im Hinblick auf die Visualisierung von
Shapegraphen erweist sie sich als nützlicher. Daher werden wir uns im Folgenden
auf diesen Ähnlichkeitsbegriﬀ beschränken.
Wir betrachten wieder unser Suchbeispiel, wir beﬁnden uns an einem Programm-
punkt in der Suchschleife. In Abbildung 6.5 sehen wir vier Shapegraphen, die dort
auftreten. Der Weg von der Wurzel zur aktuellen Ecke hat in allen Graphen diesel-
be Struktur, sie ist als Sor oben rechts gezeigt. (Wir kennen diesen Shapegraphen
bereits aus Abbildung 6.4.) Wir wollen einen Formelpartitionierer speziﬁzieren, der
genau diesen Weg als Teilstruktur in den Shapegraphen auszeichnet. Für die Aus-
wahl der Ecken verwenden wir ϕ(v) := cur(v)∨ anc[cur](v), und von den Prädikaten
übernehmen wir diejenigen aus P = {root, cur, reach[root], reach[cur], sm, anc[cur],
left, right}. Die von diesem Teilstrukturdeﬁnierer in den vier Shapegraphen ausge-
zeichneten Teilgraphen sind jeweils (isomorph zu) Sor. (Beim Shapegraphen Sor
stimmt der ausgezeichnete Teilgraph also mit dem Graphen überein.) Alle hier-
zu ähnlichen Shapegraphen haben dieselbe Suchwegstruktur. Sie unterscheiden sich
(nur) in den anderen Baumteilen: Es kann wie in Sol, Sul und Sur eine Summary-
Ecke geben, die die am Suchweg herabhängenden Teilbäume repräsentiert. Hierbei
gibt es verschiedene Möglichkeiten: Es kann sich um Teilbäume der Wurzel, um Teil-
bäume der inneren Ecke des Weges (Sol, Sul) oder um Teilbäume von beiden Ecken
(Sur) handeln, im zweiten (und dritten) Fall kann es sich um linke, rechte (Sol)
oder sowohl um linke und rechte Teilbäume (Sul, Sur) handeln. Weiterhin kann es
wie in Sol und Sur eine Summary-Ecke geben, die den noch nicht traversierten Teil
des Baumes, die Teilbäume der Kinder von cur, repräsentiert.  Der angegebene
Teilstrukturdeﬁnierer ist mitnichten eindeutig. Wir hätten dasselbe Resultat auch
anderes erhalten können, was einige Beispiele zeigen sollen. Wir hätten root(v) per
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Sol Sor
Sul Sur
Abbildung 6.5: Vier bezüglich des Teilstrukturdeﬁnierers (cur(v)∨ anc[cur](v),
{root, cur, sm, reach[root], reach[cur], anc[cur], left, right}) ähnliche
Shapegraphen
Disjunktion in ϕ(v) aufnehmen können. Wir hätten ϕ(v) auf andere Art formulie-
ren können, beispielsweise ϕ(v) := ∃v1cur(v1)∧ downStar(v, v1) ≥ 12 (die Ecke, auf
die cur zeigt, ist von v aus erreichbar). Wir hätten in P das Prädikat reach[root]
fortlassen oder anc[root] hinzufügen können.
Unsere Vorstellung von Ähnlichkeit von Shapegraphen haben wir letztendlich un-
ter Zuhilfenahme des Isomorphiekonzepts formalisiert. Den Begriﬀ der schwachen
Ähnlichkeit haben wir durch Isomorphie von ausgezeichneten Teilstrukturen aus-
gedrückt. Isomorphie (von logischen Strukturen) ist eine Äquivalenzrelation. Diese
Eigenschaft überträgt sich unmittelbar auf die Relation der schwachen Ähnlichkeit.
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Bei dem Begriﬀ der Ähnlichkeit tritt eine weitere Bedingung hinzu. Sie hat aber,
wie man leicht nachrechnet, keinen Einﬂuss auf die Reﬂexivität, Symmetrie und
Transitivität der schwachen Ähnlichkeit. Damit gilt:
6.9 Satz. Es sei (ϕ(v), P ) ein Teilstrukturdeﬁnierer. Ähnlichkeit bezüglich (ϕ(v), P )
ist eine Äquivalenzrelationen auf der Menge aller Shapegraphen bezüglich der gewähl-
ten Analysespeziﬁkation.
Mittels dieser Äquivalenzrelation erzeugen wir eine Partition. Methodisch ist es das
gleiche Vorgehen wie im vorangegangenen Teilabschnitt, in dem wir Partitionen
durch Verwendung von Formelpartitionierer erzeugt haben. Es seiM eine (endliche
und nicht leere) Menge der Shapegraphen, ferner sei (ϕ(v), P ) ein Teilstrukturde-
ﬁnierer. Für einen Shapegraphen S ∈ M bezeichnet wie üblich [S]∼(ϕ(v),P ) = {T :
T ∈ M ∧ T ∼(ϕ(v),P ) S} die durch S repräsentierte Klasse. Wir schreiben wieder
einfacher [S], wenn nicht die Gefahr einer Verwechselung besteht. Genauso wie im
vorangegangenen Abschnitt sehen wir, dass die Familie {[S] : S ∈ M} der Klassen
eine Partition der Menge M bildet. Wir nennen sie die durch ∼(ϕ(v),P ) induzierte
Partition und schreiben sie alsM/∼(ϕ(v),P ) .
Es gibt zwei extreme Partitionen: alle Shapegraphen werden in einer einzigen Klas-
se gesammelt, die Partition besteht also aus genau einer Klasse, und jeder Shape-
graph gehört zu einer anderen Klasse, jede Klasse besteht also aus genau einem
Shapegraphen. Wir untersuchen, ob und wie wir diese Partitionen mittels der teil-
strukturbasierten Methode erzeugen können.  Wenn die Partition nur aus einer
Klasse bestehen soll, dann müssen alle Shapegraphen einander ähnlich sein. Wir
suchen einen Teilstrukturdeﬁnierer, so dass alle Shapegraphen (bezüglich der ver-
wendeten Analysespeziﬁkation) denselben reduzierten Teilgraphen haben. Das wird
insbesondere dann erreicht, wenn wir den Teilstrukturdeﬁnierer so wählen, dass für
jeden Shapegraphen als Teilstruktur die leere Struktur entsteht. Dazu setzen wir
ϕ(v) = 0. Für jeden Shapegraphen gilt, dass keine seiner Ecken in die reduzierte
Teilstruktur aufgenommen wird. Die zu speziﬁzierende Prädikatsmenge kann recht
beliebig gewählt werden, es dürfen aber keine nullstelligen Prädikate enthalten sein.
Wir können P = ∅ wählen. Dann entsteht für jeden Shapegraphen als Teilstruktur
die leere Struktur.
Im anderen Extrem soll jeder Shapegraph in (s)einer eigenen Klasse enthalten sein.
Je zwei Shapegraphen dürfen sich also nicht ähnlich sein. Das lässt sich erreichen,
wenn für jeden Shapegraphen gilt, dass er mit seiner reduzierten Struktur überein-
stimmt. Dazu müssen wir in jedem Shapegraphen alle Ecken auswählen, wir verwen-
den ϕ(v) = 1. Des Weiteren müssen wir alle Prädikate übernehmen, wir setzen P
gleich der Menge der Analyseprädikate (einschließlich sm). Wenn zwei (oder mehr)
Shapegraphen in einer Klasse enthalten sind, dann müssen sie (paarweise) isomorph
sein. Dieser Fall tritt nicht auf, da TVLA als Ausgabe für jeden Programmpunkt eine
Liste nicht isomorpher Shapegraphen erzeugt.  Diese Partition entspricht dem Fall,
dass wir die teilstrukturbasierte Partitionierung nicht anwenden: Es werden keine
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Shapegraphen als ähnlich zusammengefasst, jeder steht für sich. Die teilstruktur-
basierte Partitionierungsmethode schließt in harmonischer Weise ihre Nichtnutzung




Abbildung 6.6: Verschiedene Strukturen des Suchweges
6.3.3 Anwendungsbeispiele
Nachdem wir die Methode formal entwickelt haben, greifen wir das Suchbeispiel
wieder auf. Wir beﬁnden uns am Programmpunkt n2, das ist der Eingangspunkt
der Suchschleife. Unser Augenmerk gilt wieder der Struktur des Weges von der Wur-
zel zur aktuellen Ecke. Wir wollen die Shapegraphenmenge dieses Programmpunktes
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nach der Struktur des Suchweges in Klassen einteilen. Die Shapegraphen jeder Klasse
sollen in der Gestalt des Weges übereinstimmen. Dazu müssen wir einen Teilstruk-
turdeﬁnierer ﬁnden, der in einem Shapegraphen gerade diesen Suchweg als Teilstruk-
tur auszeichnet. Wir beginnen mit der Speziﬁkation der Eckenauswahlformel. Wir
benötigen (unäre) Prädikate, die zur Charakterisierung des Suchweges geeignet sind.
Sicher gehört, sofern vorhanden, das Heapelement, auf das der Zeiger cur zeigt, zu
demWeg, weiterhin alle seine Ahnen. Wir benutzen deshalb neben cur auch das Prä-
dikat anc[cur]. Für den Fall, dass es kein Element gibt, auf das cur zeigt, soll der Weg
leer sein; dies ist bei einer eventuellen Verwendung des Prädikats root zu berücksich-
tigen. Eine adäquate Eckenauswahlformel ist folglich ϕ(v) := cur(v)∨ anc[cur](v).
Als Zweites müssen wir die Prädikate festlegen. Die Teilstruktur soll auf jeden Fall
die Zeigerstruktur, sowohl des Heaps als auch der Variablen, widerspiegeln. Die diese
Zeigerstruktur widerspiegelnden Prädikate zusammen mit sm genügen bereits. Wir
setzen P = {root, cur, sm, left, right}.
In Abbildung 6.6 sehen wir vier Beispiele für Wegstrukturen der von dem Teilstruk-
turdeﬁnierer induzierten Partition. Sie lassen sich leicht anhand eines Programm-
laufes nachvollziehen. Wir können uns am Anfang des Programmablaufes beﬁnden,
der Zeiger cur wurde gerade auf die Wurzel gesetzt. Der Shapegraph Sol zeigt diese
Situation. Nach einer Iteration ist cur ein Kind der Wurzel, entweder das linke oder
das rechte. Der Graph Sor zeigt ersteren Fall. Hier entstehen zwei Klassen. Nach
einer weiteren Iteration ist cur ein Enkel der Wurzel, der Graph Sul ist ein Beispiel.
Bei den beiden Kanten des Weges kann es sich jeweils um left oder right handeln,
hier entstehen vier Klassen. Nach einer weiteren und allen folgenden Iterationen
erscheint im Inneren des Suchweges eine Summary-Ecke, der Graph Sur ist ein Bei-
spiel für diesen Fall. Die Kanten des Suchweges können wieder jeweils mit left oder
right beschriftet sein, die Schleife der inneren Summary-Ecke auch mit beidem, hier
entstehen 12 Klassen. Des Weiteren gibt es noch den Fall, dass cur in der letzten Ite-
ration auf ein Blatt des Baumes zeigte und nun der Nullzeiger ist. Insgesamt enthält
die Partition 20 Klassen. Im Vergleich zu den 235 am Programmpunkt n2 auftre-
tenden Shapegraphen ist dies eine viel übersichtlichere Anzahl.
Die in diesem Abschnitt betrachtete Partitionierungsmethode erweist sich für diese
Beispielanwendung als sehr geeignet. Dies gilt allgemein, wenn die Partitionierung
im Hinblick auf der Gestalt von Teilstrukturen, von Teilgraphen, erfolgen soll. Die
Partitionierungsmethode unterstützt eine visuelle Sichtweise von logischen Struktu-
ren. Viele Anwender werden sie als intuitiver als die formelbasierte Partitionierme-
thode empﬁnden. Die Speziﬁkation des Teilstrukturdeﬁnierers ist einfach und geht
schnell, sowohl relativ im Vergleich zur Speziﬁkation eines Formelpartitionierers als
auch absolut. Eine weitere positive Eigenschaft ist, dass man im Vorfeld keine über-
mäßig konkreten Vorstellungen besitzen muss, wie die Partitionierung am Ende
aussehen soll. Damit ist diese Partitionierungsmethode auch für einen ungeübten
Benutzer verwendbar.
Am Ende von Abschnitt 6.2 haben wir diverse Beispiele betrachtet, um den Nut-
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zen der formelbasierten Partitioniermethode zu demonstrieren. Wir greifen sie hier
wieder auf und zeigen, dass und wie diese Partitionierungen mit der teilstruktur-
basierten Methode realisiert werden können. In einem Beispiel waren wir an struk-
turbedingten Abbruchfällen interessiert. Wir können die Suchschleife in zwei Fällen
verlassen: Wir können das gesuchte Element ﬁnden, was in jeder Schleifeniteration
geschehen kann; dies ist unabhängig vom der Zeigerstruktur des Heaps und der Va-
riablen, also unabhängig vom Shapegraphen. Wir können uns auch in einem Blatt
des Baumes beﬁnden, die aktuelle Ecke cur hat keine Kinder. Dann beenden wir
die Schleife und haben das gesuchte Element nicht gefunden. Das sind die struktur-
bedingten Abbruchfälle. Es geht also darum zu unterscheiden, ob die aktuelle Ecke
Kinder hat oder nicht. Wir müssen also denjenigen Teilgraphen auszeichnen, der
dem Teilbaum mit Wurzel cur entspricht. Dazu gehören genau diejenigen Ecken, die
von cur aus erreichbar sind. Bei der Speziﬁkation der Prädikate kommt es nicht son-
derlich drauf an, was wir wählen. Der Teilstrukturdeﬁnierer (reach[cur](v), ∅) leistet
das Geforderte. Wünscht man Teilstrukturen mit mehr Information, kann man auch
Prädikate übernehmen. (Solange wir nicht root verwenden, erhalten wir mit der üb-
lichen Analysespeziﬁkation dieselbe Partition.) Es entsteht eine Partition mit drei
Klassen: Eine Klasse enthält die Shapegraphen, deren induzierte Teilstruktur die
leere Struktur ist; dies ist nur der Startshapegraph. Die zweite Klasse enthält die
Shapegraphen, deren induzierte Teilstruktur aus einer Ecke, auf die dann notwen-
digerweise cur zeigt, besteht. Das sind die Schleifenabbruchfälle. Die dritte Klasse
enthält die Shapegraphen, deren induzierte Teilstruktur aus zwei Ecken besteht, cur
und denen, die von ihr erreichbar sind. Bei unserer Analysespeziﬁkation handelt es
sich dabei zwangsläuﬁg um eine Summary-Ecke. (Wäre root in der Prädikatsmenge
enthalten, dann entstünden vier Klassen: Die Klasse, die der zweieckigen Teilstruk-
tur entspricht, teilt sich; die Zeiger root und cur können auf dieselbe Ecke zeigen
oder nicht.)  In Abschnitt 6.2 haben wir eine Klasseneinteilung mit zwei anstelle
von drei Klassen erhalten. Auch dies lässt sich realisieren. Dazu können wir für den
Teilstrukturdeﬁnierer ϕ(v) := ∃v1 : cur(v1)∧ v 6= v1 ∧ reach[cur](v) und eine nahezu
beliebige Menge von Prädikaten (keine nullstelligen), beispielsweise wieder P = ∅,
verwenden.
Ein anderes Anwendungsbeispiel bestand darin, Shapegraphen, deren Suchweg einen
allgemeinen Charakter hat, in einer Klasse zu sammeln. Die Bedingung hatten wir
dahingehend konkretisiert, dass der Suchweg aus (wenigstens) drei Ecken bestehen
soll. (Er besteht dann aus genau drei Ecken.) Die Eckenauswahlformel muss ge-
nau für die Ecken des Suchweges zu wahr auswerten, zum Beispiel leistet ϕ(v) :=
cur(v)∨ anc[cur](v) das Gewünschte. Für die Prädikatsmenge kann P = ∅ gewählt
werden. Die entstehende Partition hat vier Klassen. Die jeweiligen reduzierten Teil-
strukturen sind die leere Struktur, ein Graph mit einer Ecke, ein Graph mit zwei
isolierten Ecken und ein Graph mit drei isolierten Ecken. Die Klasse, die dem letzten
Teilgraphen entspricht, enthält alle Shapegraphen mit dem gewünschten allgemei-
nen Charakter.
In Abschnitt 6.2 haben wir eine solche Partition mit zwei Klassen realisiert. Man
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könnte vermuten, dass dies mit der teilstrukturbasierten Methode nicht möglich sei.
Wenn wir den Suchweg als Teilgraphen auszeichnen, also eine Eckenauswahlformel
verwenden, die genau für diese drei Ecken zu wahr auswertet, dann wertet sie auch
für  jede Teilmenge dieser drei Ecken zu wahr aus. Ein Shapegraph, in dem der
Suchweg kürzer ist, erzeugt also einen anderen reduzierten Teilgraphen. Es entstehen
also mindestens so viele Klassen, wie der Suchweg lang sein kann. Diese Feststellung
ist richtig. Allerdings ist a priori nicht klar, das wir den Suchweg als Teilstruktur
auszeichnen müssen. Wir werden sogleich sehen, dass es auch anders geht. Dazu
werden wir die in Abschnitt 6.2 verwendete Eckenauswahlformel missbrauchen.
Wir übernehmen sie leicht modiﬁziert und setzten
ϕ(v) := ∃v1, v2, v3 : v1 6= v2 ∧ v1 6= v3 ∧ v2 6= v3 ∧
root(v1)∧ anc[cur](v1)∧ anc[cur](v2)∧ cur(v3)∧
v = v1
sowie P = ∅. (Die ϕ(v) deﬁnierende Formel kann vereinfacht werden, die Varia-
ble v1 ist nicht nötig.) Mit der Formel ϕ(v) schreiben wir die Existenz von drei
Ecken auf dem Suchweg vor. Bei Shapegraphen, die keinen solchen Suchweg enthal-
ten, wertet die Formel damit zwangsläuﬁg für jede Ecke zu 0 aus. In diesem Fall
entsteht die leere Struktur. Bei Shapegraphen mit einem Suchweg aus drei Ecken,
wertet die Formel genau für die Wurzel zu 1 aus. Die induzierte Teilstruktur ist in
diesem Fall immer eine einzelne Ecke. Es ist also durchaus möglich, mit der teil-
strukturbasierten Partitionierungsmethode derartige Partitionen zu erzwingen. Die
benötigten Teilstrukturdeﬁnierer sind zumeist ausgesprochen unintuitiv, da sie der
Idee der Methode zuwider stehen.
Wir kommen noch einmal auf die theoretische Mächtigkeit dieser Partitionierme-
thode zurück. Zu Beginn dieses Abschnittes haben wir die Eckenauswahl für die
auszuzeichnende Teilstruktur schon unter diesem Blickwinkel untersucht. Wir ha-
ben dort festgestellt, dass für die Auszeichnung der Teilstruktur jede Teilmenge
des durch die Analysespeziﬁkation bestimmten Universums selektiert werden kann.
Bei der Festlegung der Prädikate der Teilstruktur haben wir uns aus praktischen
Erwägungen für eine Methode entschieden, die Einschränkungen beinhaltet. Diese
Aussagen beziehen sich aber nur auf die Möglichkeiten, Teilstrukturen auszuzeich-
nen. Sie sagen über die möglichen Partitionen im Grunde wenig aus. Jede auf diese
Weise erzeugbare Partition hat die Eigenschaft, das die Shapegraphen jeder Klasse
in einer wie auch immer gearteten Teilstruktur übereinstimmen. Von der Methode
her, ist es überhaupt nicht klar, dass sich jede Partition auf diese Weise erzeugen
lässt. Es ist wahrscheinlicher, dass mit durch die Methode bedingten Einschrän-
kungen zu rechnen ist. Allerdings ist die Angabe einer nicht erzeugbaren Partition
nicht trivial, in den vorangegangenen Beispielen haben wir einige unintuitive Mög-
lichkeiten kennengelernt. Wir wollen auf eine tiefere theoretische Untersuchung des
Ansatzes in Bezug auf seine Mächtigkeit verzichten. Sie ist unserem Vorhaben wenig
förderlich. Es ging uns bei der teilstrukturbasierte Partitioniermethode um Prak-
tikabilität und nicht um ihre Mächtigkeit im Hinblick darauf, wieviele Partitionen
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erzeugt werden können. Dafür steht die formelbasierte Methode bereit. Zudem ent-
wickeln wir im folgenden Abschnitt ein Verfahren, beide Partitionierungsmethoden
miteinander zu verschmelzen.
Das Ziel dieses Abschnittes war es, eine Menge von Shapegraphen zu partitionieren,
sie in disjunkte Teilmengen zu zerlegen. Shapegraphen innerhalb einer Teilmenge
sollen einander ähnlich sein. Dabei haben wir Shapegraphen als beschriftete Gra-
phen interpretiert und diese graphentheoretische Sichtweise bei der Partitionierung
betont. Ähnlichkeit haben wir als Ähnlichkeit im Aussehen, als Übereinstimmung
in der Gestalt bestimmter (beschrifteter) Teilgraphen ausgedrückt. Die vorgestellte
Methode spricht den visuellen Sinn und das visuelle Vorstellungsvermögen an. Auf
diese Weise harmonisiert sie mit der Intention und Zielsetzung von Visualisierung.




In den beiden vorangegangenen Abschnitten haben wir zwei Verfahren zur Parti-
tionierung von Shapegraphenmengen vorgestellt. Beide Methoden haben ganz ver-
schiedene Charakteristiken, dementsprechend haben beide ihre speziﬁschen Vorzüge
und Unzulänglichkeiten. Eine Methode basiert auf der Auswertung von Formeln, die
andere auf der Ähnlichkeit in der Gestalt von Teilstrukturen. Trotz dieses Unter-
schiedes bestehen strukturelle Ähnlichkeiten. In beiden Fällen haben wir die Ähn-
lichkeit auf eine Art und Weise deﬁniert, dass sie sich mathematisch als Äquiva-
lenzrelation darstellt. Die Äquivalenzrelationen induzieren jeweils eine Partition der
Shapegraphenmenge. In diesem Abschnitt führen wir beide bisher nebeneinander
stehenden Methoden zu einem einheitlichen Ganzen zusammen. In einem weiteren
Schritt verallgemeinern wir diesen Prozess und beschreiben, wie sich weitere Ähn-
lichkeitsbegriﬀe integrieren lassen.
Das Zusammenführen kann auf vielerlei Arten geschehen, kreativen Naturen sind
hier kaum Grenzen gesetzt. So viel Freiheit können wir uns nicht erlauben. Wir
untersuchen, welche Forderungen wir stellen sollen. Die Ausgangssituation ist diese:
Wir haben eine MengeM und zwei Äquivalenzrelationen ∼1 und ∼2 aufM gege-
ben. Wir können bei der Menge gerne an eine Menge von Shapegraphen und bei den
Äquivalenzrelationen gerne an die formelbasierte und die teilstrukturbasierte Ähn-
lichkeit denken. Die folgende Überlegung ist aber unabhängig von der speziellen Art
der Elemente und der Äquivalenzrelationen.
Die Ähnlichkeitsbegriﬀe, die wir zur Partitionierung verwenden, haben wir als Äqui-
valenzrelationen formuliert. Diese erzeugen uns Partitionen. In diesem strukturellen
Rahmen wollen wir verbleiben. Das Resultat der Zusammenführung soll wieder eine
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Äquivalenzrelation sein. Dies ist unsere erste Forderung.  Natürlich ist das noch
nicht ausreichend. Für das Folgende bezeichnen wir die neue Relation mit ∼. Sie soll
die ursprünglichen Äquivalenzrelationen respektieren: Wenn zwei Elemente bezüg-
lich ∼ äquivalent sind, dann sollen sie es auch bezüglich der beiden ursprünglichen
sein; wir fordern a ∼ b⇒ (a ∼1 b)∧(a ∼2 b) für alle a, b ∈M. Das ist unsere zweite
Forderung.
Betrachten wir für ein x ∈ M die durch x repräsentierte Klasse [x]∼, dazu sei
y ∈ [x]∼. (Natürlich gilt x ∈ [x]∼, also ist [x]∼ nicht leer.) Die ursprünglichen Rela-
tionen sollen respektiert werden, es gilt folglich y ∼1 x und y ∼2 x, was in Partitions-
schreibweise y ∈ [x]∼1 und y ∈ [x]∼2 , also y ∈ ([x]∼1 ∩ [x]∼2), bedeutet. Somit folgt
[x]∼ ⊆ ([x]∼1 ∩ [x]∼2). Prinzipiell sind zwei Fälle möglich: [x]∼ = ([x]∼1 ∩ [x]∼2)
oder [x]∼1 ∩ [x]∼2 zerfällt in mehrere Klassen, von denen [x]∼ eine ist. Für Letzteres
gibt es keine Motivation, eine feinere Teilung ist durch ∼1 und ∼2 weder erklärbar
noch begründbar. Daher verlangen wir außerdem, dass die Klassen, der durch ∼
induzierten Partition, größtmöglich seien. Das ist unsere dritte Forderung. Dann
gilt für je zwei Elemente x, y ∈ [x]∼1 ∩ [x]∼2 auch x ∼ y. Die Klassen der durch
∼ erzeugten Partition von M sind damit die nichtleeren Schnitte der Klassen von
M/∼1 mit den Klassen vonM/∼2 .
Wir schreiten zur Formalisierung. Wir fassen die Speziﬁkatoren der formel- und
der teilstrukturbasierten Ähnlichkeit zusammen. Der kombinierte Ähnlichkeitsbe-
griﬀ basiert auf:
6.10 Deﬁnition. Es sei F ein Formelpartitionierer und (ϕ(v), P ) ein Teilstruktur-
deﬁnierer. Wir nennen D = (F,ϕ(v), P ) einen Partitionsdeﬁnierer.
Zur Erinnerung seien die konkreten Bedingungen an die Elemente eines Formel-
partitionierers (F,ϕ(v), P ) noch einmal zusammengefasst: Die Menge F ist nach
Deﬁnition 6.1 eine endliche Menge von geschlossenen Formeln. Nach Deﬁnition 6.6
ist ϕ(v) eine Formel mit höchstens einer freien Variable v, des Weiteren ist P ei-
ne Teilmenge der Prädikate der Analysespeziﬁkation.  Mittels dieses Speziﬁkators
erklären wir, wann zwei Shapegraphen ähnlich sind:
6.11 Deﬁnition. Es sei D ein Partitionsdeﬁnierer. Zwei Shapegraphen S und T
heißen ähnlich bezüglich D, wenn S ∼F T und S ∼(ϕ(v),P ) T gilt, wenn sie also
ähnlich bezüglich F und ähnlich bezüglich (ϕ(v), P ) sind. Wir schreiben in diesem
Fall S ∼D T .
Wenn keine Unklarheiten oder Verwechselungen zu befürchten sind, verzichten wir
wie gewöhnlich auf die explizite Nennung des Partitionsdeﬁnierers und schreiben
anstelle von S ∼D T einfacher S ∼ T . Um auszudrücken, dass zwei Shapegraphen
nicht ähnlich sind, schreiben wir S 6∼ T .
Wir kommen an dieser Stelle, gewissermaßen als Einschub, noch einmal kurz auf
das Thema Isomorphie zu sprechen. Wir hatten vereinbart, dass alle auftretenden
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Shapegraphen paarweise nicht isomorph sind. Isomorphe Shapegraphen beschreiben
dieselbe Heapsituation, verwenden dazu nur andere Bezeichnungen. Im Hinblick
auf die Visualisierung wollen wir keine isomorphen Shapegraphen zulassen: Jede
Heapsituation soll sinnigerweise nur einmal als Shapegraph beschrieben sein. Im Zu-
ge der formalen Entwicklung der Theorie, fügen wir einen Zusammenhang zwischen
Isomorphie und Ähnlichkeit an. Auf den Beweis können wir dank seiner Einfachheit
verzichten. Es gilt:
6.12 Satz. Isomorphe Shapegraphen sind ähnlich bezüglich jedes Partitionsdeﬁnie-
rers.
Nach diesem kurzen Ausﬂug widmen wir uns wieder der Ähnlichkeitsrelation. Die
Relationen ∼F und ∼(ϕ(v),P ) sind Äquivalenzrelationen. Diese Eigenschaft überträgt
sich auf die Relation ∼D:
6.13 Satz. Für einen Partitionsdeﬁnierer D ist Ähnlichkeit bezüglich D eine Äqui-
valenzrelation.
Der Beweis ist sehr einfach, die Äquivalenzeigenschaft folgt unmittelbar aus der
Deﬁnition. Für einen Partitionsdeﬁnierer D = (F,ϕ(v), P ) und zwei Shapegraphen
S und T ist S ∼D T ⇔ (S ∼F T )∧ (S ∼(ϕ(v),P ) T ). Dabei sind sowohl ∼F als auch
∼(ϕ(v),P ) Äquivalenzrelationen.
Eine Äquivalenzrelation auf einer Menge induziert eine Partition dieser Menge. Für
eine (endliche und nicht leere) MengeM von Shapegraphen bildet die Familie der
KlassenM/∼D = {[S] : S ∈M} eine disjunkte Zerlegung vonM. Wenn der Bezug
zum Partitionsdeﬁnierer klar und keine Verwechselung zu befürchten ist, schreiben
wir für die Partition kürzerM/∼.
Damit haben wir den einzelnen Ähnlichkeitsbegriﬀen einen Rahmen gegeben, in den
wir sie integrieren. Wir fassen die bisherigen Überlegungen zusammen:
6.14 Satz. Es seiM eine endliche und nicht leere Menge von Shapegraphen, ferner
sei D ein Partitionsdeﬁnierer. Ähnlichkeit bezüglich D induziert als Äquivalenzrelati-
on eine PartitionM/∼D der MengeM. Sie heiße die durch D induzierte Partition.
Die Shapegraphen einer Klasse sind bezüglich D ähnlich.
Bei der formel- und der teilstrukturbasierten Ähnlichkeit haben wir stets untersucht
ob und wie die extremen Partitionen erzeugt werden können. Darunter verstehen
wir in diesem Zusammenhang solche Partitionen, die nur aus einer einzigen Klas-
se bestehen, und solche, wo jede Klasse nur einen einzigen Shapegraphen enthält.
Wir setzen diese Untersuchung hier fort. Wenn wir eine Partition mit genau einer
Klasse erhalten wollen, dann müssen alle Shapegraphen einander ähnlich sein. Bei
der formelbasierten Ähnlichkeit leistet F = ∅ das Gewünschte. Das Gleiche für das
teilstrukturbasierte Ähnlichkeitskonzept liefert die Wahl von ϕ(v) = 0 und einer
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Prädikatsmenge P , die keine nullstelligen Prädikate enthält. Dabei ist die Wahl von
P = ∅ wohl am elegantesten. (In diesem Fall entsteht als Teilstruktur für jeden
Shapegraphen die leere Struktur.) Bei der Wahl des Partitionsdeﬁnierers (∅, 0, P ),
wobei die Teilmenge P der Analyseprädikate keine nullstelligen Prädikate enthalten
darf, sind je zwei Shapegraphen einander ähnlich und die resultierende Partition
besteht aus nur einer Menge. Das andere Extrem besteht darin, dass jede Klasse
genau einen Shapegraphen enthält, dass keine zwei Shapegraphen einander ähnlich
sind. Hier genügt es, wenn wir diese Bedingung bei einer der Ähnlichkeitsrelationen
erzwingen, die andere kann beliebig sein. Die formelbasierte Methode erwies sich
in dieser Hinsicht als nicht sehr praktikabel. Bei der teilstrukturbasierten können
wir ϕ(v) = 1 setzen und für P die Menge aller Analyseprädikate wählen. (In die-
sem Fall stimmt jeder Shapegraph mit seiner reduzierten Teilstruktur überein.) Der
Formelpartitionierer F kann dann beliebig sein.
Im Abschnitt 6.2 über die Partitionierung mittels Formeln haben wir die Mächtigkeit
der Formelpartitioniermethode untersucht. In Satz 6.5 wurde gezeigt, dass mit ihr
jede Partition einer Shapegraphenmenge erzeugt werden kann. Diese Aussage gilt
auch für den kombinierten Ähnlichkeitsbegriﬀ:
6.15 Satz. Es seiM eine endliche und nicht leere Menge von Shapegraphen, weiter
sei P eine Partition vonM. Dann gibt es einen Partitionsdeﬁnierer D, so dass die
durch D induzierte Partition vonM gleich P ist, so dass alsoM/∼D = P gilt.
Beweis. Wir verwenden die Bezeichnungen des Satzes. Es sei P eine Partition der
Shapegraphenemenge M. Dann existiert nach Satz 6.5 ein Formelpartitionierer F
so, dass die durch ihn induzierte Partition gleich P ist. Wir betrachten den Teil-
strukturdeﬁnierer (0, ∅). Der reduzierte Teilgraph jedes Shapegraphen (ausM) ist
der leere Graph, je zwei Shapegraphen (ausM) sind ähnlich bezüglich der Teilstruk-
turähnlichkeit. Wir setzen D = (F, 0, ∅). Aus der Deﬁnition des Partitionsdeﬁnierers
folgt dann unmittelbar: Je zwei Shapegraphen (ausM) sind genau dann bezüglich
∼F ähnlich, wenn sie bezüglich ∼D ähnlich sind. 
Wir haben gesehen, wie sich die beiden in den vorangegangenen Abschnitten dar-
gestellten Begriﬀe der Ähnlichkeit von Shapegraphen zu einem einheitlichen Ähn-
lichkeitsbegriﬀ zusammenfassen lassen. Dieses Vorgehen kann problemlos auf wei-
tere Ähnlichkeitsbegriﬀe erweitert werden. Als einzige Voraussetzung müssen wir
fordern, dass sie als Äquivalenzrelationen formuliert werden können. Das ist keine
gravierende Einschränkung. Normalerweise sind alle (binären) Relationen, die man
umgangssprachlich mit Begriﬀen wie gleich, äquivalent oder ähnlich bezeichnet,
Äquivalenzrelation.
Auf der Menge der Shapegraphen bezüglich der zugrunde liegenden Analysespeziﬁ-
kation seien die Äquivalenzrelationen ∼1,∼2, . . . ,∼n, n ≥ 1, gegeben. Wir deﬁnieren
wie oben eine Relation ∼. Zwei Shapegraphen sind genau dann ähnlich bezüglich
∼ sein, wenn sie für jedes i, 1 ≤ i ≤ n, ähnlich bezüglich ∼i sind. Damit ist ∼
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eine Äquivalenzrelation. (Das ist sofort einsichtig, wenn wir die an Satz 6.13 ange-
schlossene Beweisskizze als Induktionsschluss einer vollständige Induktion lesen, der
Induktionsanfang, n = 1, ist trivial.) Für jede Menge von Shapegraphen (bezüglich
der zugrunde liegenden Analysespeziﬁkation) induziert ∼ als Äquivalenzrelation ei-
ne Partition dieser Menge. Alle Shapegraphen in einer Klasse sind äquivalent, sie
sind bezüglich jedes des durch ∼i, 1 ≤ i ≤ n, ausgedrückten Ähnlichkeitsbegriﬀs
ähnlich. Jede Partition einer Menge lässt sich auf diese Weise erzeugen, Satz 6.15
gilt ebenfalls.
An dieser Stelle fügen wir eine Plausibilitätsbetrachtung ein. In den vorangegange-
nen beiden Abschnitten dieses Kapitels haben wir zwei Ähnlichkeitsbegriﬀe einge-
führt: die formelbasierte Ähnlichkeit in Abschnitt 6.2 und die teilstrukturbasierte
Ähnlichkeit in Abschnitt 6.3. In diesem Abschnitt haben wir beide Partitionier-
methoden kombiniert. Dazu haben wir in Deﬁnition 6.10 den Partitionsdeﬁnierer
eingeführt. Alle drei Speziﬁkatoren wurden benutzt, um Äquivalenzrelationen zu
erklären (Deﬁnitionen 6.2, 6.8 und 6.11). Diese Äquivalenzrelationen haben wir
stets auf der Menge aller Shapegraphen bezüglich der vorgegebenen Analysespe-
ziﬁkation deﬁniert. Die Visualisierung stützt sich auf die von der Shapeanalyse zu
jedem Programmpunkt berechneten Shapegraphenmengen. Dabei handelt es sich je-
weils um eine Teilmenge der Menge aller Shapegraphen (bezüglich der vorgegebenen
Analysespeziﬁkation), und es sind diese Teilmengen, die partitioniert werden. Wir
untersuchen, wie die Partition einer Menge und die Partition einer ihrer Teilmengen
zusammenhängen:
6.16 Satz. Es sei M′ eine endliche und nicht leere Mengen von Shapegraphen be-
züglich der vorgegebenen Analysespeziﬁkation und D ein Partitionsdeﬁnierer. Die
von D aufM′ induzierte Partition sei mit P ′ bezeichnet. Für eine nicht leere Teil-
mengeM⊆M′ gilt für die von D induzierte Partition
M/∼D =
{K′ ∩M : K′ ∈ P ′ ∧ K′ ∩M 6= ∅} .
Beweis. Wir verwenden die Bezeichnungen des Satzes. Seine Voraussetzungen seien
erfüllt. Wir betrachten einen beliebigen Shapegraphen S ∈ M. InM/∼D sei K die
Klasse, die S enthält. Sie besteht aus genau den Shapegraphen T ∈M mit T ∼D S.
In P ′ sei K′ die Klasse, die S enthält. Es gilt K ⊆ K′. Für einen Shapegraph T ′ ∈
K′ \K gilt ebenfalls T ′ ∼D S. Wegen T ′ 6∈ K folgt T ′ 6∈ M. Damit gilt K = K′ ∩M.
Diese Überlegung gilt für jedes S ∈ M. Um den Beweis zu komplettieren, müssen
wir nur noch anmerken, dassM/∼D = {[S]∼D : S ∈M} ist. 
In den vorangegangenen Abschnitten haben wir zwei Ähnlichkeitsbegriﬀe für Shape-
graphen vorgestellt. Beide bedienten sich verschiedener Sichtweisen von logischen
Strukturen, beiden Begriﬀe standen unverbunden nebeneinander. In diesem Ab-
schnitt haben wir einen Rahmen geschaﬀen, in dem wir sie integriert und zusam-
mengeführt haben. Es resultierte der Begriﬀ des Partitionsdeﬁnierers. Das Konzept
ist erweiterbar, andere Ähnlichkeitsbegriﬀe können auf harmonische Weise hinzuge-
fügt werden.
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6.5 Verfeinerung von Partitionen
In den vorangegangenen Abschnitten dieses Kapitels haben wir die Partitionierung
von Shapegraphenmengen behandelt. Dazu haben wir als zentralen Begriﬀ den Par-
titionsdeﬁnierer eingeführt. Seine Speziﬁkation beruht auf den zur Analyse verwen-
deten Prädikaten. Wir benutzen ihn, um eine gegebene Menge von Shapegraphen
zu partitionieren. Unser Augenmerk galt dem Herstellen der Partition, dem Prozess
der Partitionierung. Unterschiedliche Partitionen stehen bisher jedoch beziehungs-
los nebeneinander. Mit diesem Zustand wollen wir uns nicht zufrieden geben. Wir
wollen Aspekte herausarbeiten, die beschreiben, wie sich Partitionen (einer Shape-
graphenmenge) zueinander verhalten.
Vergegenwärtigen wir uns erneut die Motivation, die uns zum Partitionierungskon-
zept geführt hat. Als Eingabe für die Visualisierung verwenden wir die Ausgabe einer
Shapeanalyse. Die zur Analyse verwendete Speziﬁkation weist üblicherweise einen
höheren Grad an Detailliertheit auf. Wenn wir bestimmte Eigenschaften eines Algo-
rithmus visualisieren wollen, dann müssen diese auch in der Analyse berücksichtigt
werden, sie muss hinreichend viele Details berücksichtigen. Die erzeugte Ausgabe
ist dann üblicherweise groß. Somit stehen wir vor der Notwendigkeit, diese Masse
an Daten für die Visualisierung aufzubereiten. Die Art der Aufbereitung, um die es
uns in diesem Kapitel methodisch geht, ist eine Strukturierung. Shapegraphen, die
hinsichtlich zu speziﬁzierender Eigenschaften übereinstimmen, werden in Klassen
zusammengefasst. Die Klassen stellen eine vergröberte, eine abstraktere, Sicht der
auftretenden Heapsituationen dar.
Üblicherweise wird ein Benutzer innerhalb einer Visualisierungssitzung nicht dau-
ernd denselben Grad an Abstraktheit verwenden wollen. Mal möchte er eine Über-
sicht und wird dafür eine grobe Sicht, eine Partitionierung mit wenigen Klassen,
eine grobe Partitionierung, wünschen. Mal wird er einen bestimmten Aspekt detail-
liert untersuchen wollen und dafür eine feine(re) Sicht, eine feinere Partitionierung,
hinsichtlich dieses Aspektes wünschen. Mal wird er sich einem anderen Aspekt zu-
wenden wollen, die dafür gewünschte Partitionierung wird ebenfalls eine feine Sicht
bieten sollen, aber diesmal hinsichtlich des neuen Aspekts. Somit ist es angeraten,
dass wir uns mit dem Thema Veränderung oder Ändern von Partitionen beschäfti-
gen.
6.5.1 Das Konzept der Verfeinerung
In diesem Abschnitt diskutieren wir den Wechsel von einer Partition zu einer ande-
ren. Unser Augenmerk liegt dabei sowohl auf dem, was bei den Partitionen gleich
bleibt, als auch auf dem, was sich ändert. Wir untersuchen, wie die ursprüngliche und
die veränderte Partition miteinander in Beziehung stehen. Da in unserer Anwendung
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alle Partitionen durch Partitionsdeﬁnierer erzeugt werden, weiten wir unsere Unter-
suchung auf die Partitionsdeﬁnierer aus und klären, auf welche Art sich ein Wechsel
der Partition in den Partitionsdeﬁnierern widerspiegelt.
Zunächst einmal gibt es verschiedene Arten von Partitionswechseln. Wenn man von
einer feinen Sicht, die einen bestimmten Aspekt detailliert widerspiegelt, zu einer
anderen feinen Sicht, die einen anderen Aspekt detailliert zeigt, wechselt, dann wer-
den die beiden Partitionen wahrscheinlich wenig miteinander zu tun haben. Diese
Art von Wechsel werden wir hier nicht betrachten. Wir untersuchen den Wechsel
von einer groben zu einer feinen Partition und umgekehrt. Wir sehen den hier be-
schriebenen Ansatz zur Algorithmenvisualisierung in einem Lernumfeld, Ziel der
Visualisierung ist ein Zuwachs an Verständnis. Daher interessieren wir uns nur für
Partitionswechsel, die diesem Ziel nicht zuwiderstehen. Haben die grobe und die
feine Partition nichts oder nur wenig miteinander zu tun, dann wird dies dem Vi-
sualisierungsziel wenig dienlich sein. Besser sind Wechsel, die möglichst viel von der
Struktur der ursprünglichen Partition aufrechterhalten. Wir werden diese Art des
Wechsels von Partitionen als Verfeinerung beziehungsweise Vergröberung bezeich-
nen.
Zunächst werden wir die beiden Begriﬀe für Partitionen deﬁnieren. Da Partitionen
bei uns mittels Partitionsdeﬁnierer entstehen, widmen wir uns anschließend der Fra-
ge, was der Begriﬀ der Verfeinerung auf der Ebene der Partitionsdeﬁnierer bedeutet.
Wir beginnen mit:
6.17 Deﬁnition. Es seien P und P ′ zwei Partitionen einer endlichen und nicht
leeren Menge von Shapegraphen. Wir nennen P ′ eine Verfeinerung von P, wenn
zu jeder Klasse K ′ ∈ P ′ eine Klasse K ∈ P mit K ′ ⊆ K existiert. Ist P ′ eine
Verfeinerung von P, dann nennen wir P alternativ eine Vergröberung von P ′.
In dieser Deﬁnition haben wir uns darauf beschränkt, den Begriﬀ der Verfeinerung
für Partitionen von Shapegraphenmengen zu deﬁnieren. Es ist aber nicht wesentlich,
dass die Elemente Shapegraphen sind, die deﬁnierende Bedingung nimmt keinen
Bezug auf die Art der Elemente. Wir haben uns für diese Einschränkung entschieden,
da wir den Begriﬀ der Verfeinerung auf Partitionsdeﬁnierer übertragen, die nur auf
Shapegraphen anwendbar sind.  Mit der Festsetzung in obiger Deﬁnition ist jede
Partition eine Verfeinerung von sich selbst. Manchmal ist es sinnvoll, eine etwas
diﬀerenziertere Bezeichnung zu verwenden: Ist P ′ eine Verfeinerung von P und gilt
P 6= P ′, dann sprechen wir von einer echten Verfeinerung. Unmittelbar aus der
Deﬁnition erschließt sich das folgende Korollar: Ist P ′ eine Verfeinerung von P,
dann gilt |P| ≤ |P ′|.
Wir untersuchen genauer, was die Bedingung in Deﬁnition 6.17 bedeutet. Wir ver-
wenden die Bezeichnungen der Deﬁnition und setzen voraus, dass P ′ eine Verfei-
nerung von P sei. Wir betrachten eine Klasse K ∈ P der gröberen Partition. Zu
jedem Shapegraphen S ∈ K gibt es eine Klasse K ′ ∈ P ′ der feineren Partition
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mit S ∈ K ′. Die Klasse K wird also vollständig durch Klassen von P ′ überdeckt.
Da P ′ eine Verfeinerung von P ist, gilt K ′ ⊆ K für jede dieser Klassen. Das heißt
aber nichts anderes, als dass K eine disjunkte Vereinigung von Klassen von P ′ ist.
Die Umkehrung gilt ebenfalls, was direkt aus der Deﬁnition folgt. Damit haben wir
gezeigt:
6.18 Satz. Es seien P und P ′ zwei Partitionen einer endlichen und nicht leeren
Menge von Shapegraphen. Die Partition P ′ ist genau dann eine Verfeinerung von
P, wenn für jede Klasse K ∈ P eine Familie FK ⊆ P ′ von Klassen von P ′ existiert,
so dass FK eine Partition von K ist.
An dieser Stelle soll kurz eine strukturelle Eigenschaft von Verfeinerungen bespro-
chen werden. Dazu sehen wir sie als binäre Relation auf der Menge aller Partitionen
der Menge aller Shapegraphen (bezüglich der zugrunde liegenden Analysespeziﬁka-
tion) an. Im Anschluss an Deﬁnition 6.17 haben wir festgestellt, dass jede Partition
eine Verfeinerung von sich selbst ist; die Verfeinerungsrelation ist also reﬂexiv. Zur
Deﬁnition des Begriﬀs der Verfeinerung verwenden wir die Mengeninklusion, die ei-
ne symmetrische und transitive Relation ist. Beide Eigenschaften übertragen sich.
Daher gilt: Die Verfeinerungsrelation ist eine Ordnungsrelation auf der Menge aller
Partitionen einer Shapegraphenmenge.
Jetzt wechseln wir unseren Blickwinkel von Partitionen zu (den sie deﬁnierenden)
Partitionsdeﬁnierern. Wie stellt sich das Konzept der Verfeinerung und Vergröbe-
rung von Partitionen für Partitionsdeﬁnierer dar? Wir untersuchen sie unter diesem
Blickwinkel. Wir beginnen mit:
6.19 Deﬁnition. Es sei A die Menge aller Shapegraphen bezüglich der vorgegebe-
nen Analysespeziﬁkation. Des Weiteren seien D und D′ zwei Partitionsdeﬁnierer.
Wir nennen D′ eine Verfeinerung von D, wenn die durch ∼D′ induzierte Partition
von A eine Verfeinerung der durch ∼D induzierten Partition von A ist, wenn also
A/∼D′ eine Verfeinerung von A/∼D ist.
Betrachten wir als ein einfaches Beispiel den Partitionsdeﬁnierer D = (∅, 0, ∅). Der
Formelpartitionierer ist die leere Menge, je zwei Shapegraphen sind formelähnlich.
Der Teilstrukturdeﬁnierer wählt mit seiner Eckenauswahlformel ϕ(v) = 0 niemals
eine Ecke aus und es werden wegen P = ∅ auch keine Prädikate in die Teilstruktur
aufgenommen, für jeden Shapegraphen entsteht die leere Struktur als Teilstruktur.
Damit sind je zwei Shapegraphen auch teilstrukturähnlich. Zusammengenommen
sind also je zwei Shapegraphen bezüglich D ähnlich. Wenn wir eine (endliche und)
nicht leere Menge M von Shapegraphen betrachten, dann induziert D eine Parti-
tion P von M, die aus genau einer Klasse besteht. Jede Partition von M ist eine
Verfeinerung der einklassigen Partition P. Folglich ist jeder Partitionsdeﬁnierer eine
Verfeinerung von D.
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In Satz 6.15 haben wir gezeigt, dass es zu jeder Partition einer Menge von Shape-
graphen einen Partitionsdeﬁnierer gibt, der gerade diese Partition erzeugt. Wenn
wir diesen Satz umformulieren, dann erhalten wir:
6.20 Satz. Es seiM eine endliche und nicht leere Menge von Shapegraphen. Ferner
sei D ein Partitionsdeﬁnierer und P = M/∼D die durch D induzierte Partition
von M. Zu jeder Verfeinerung P ′ von P existiert eine Verfeinerung D′ von D mit
M/∼D = P ′.
Deﬁnition 6.19 stützt sich bei der Festsetzung des Begriﬀs der Verfeinerung für Par-
titionsdeﬁnierer auf eine Eigenschaft der induzierten Partitionen. Oft ist es hilfreich,
sich stattdessen auf die von den Partitionsdeﬁnierern induzierten Ähnlichkeitsrela-
tionen zu beziehen. Es gilt:
6.21 Satz. Ein Partitionsdeﬁnierer D′ ist genau dann eine Verfeinerung eines Par-
titionsdeﬁnierers D, wenn für je zwei Shapegraphen S und T (bezüglich der zugrunde
liegenden Analysespeziﬁkation) die Implikation S ∼D′ T ⇒ S ∼D T gilt.
Beweis. Wir verwenden obige Bezeichnungen. Es gelte die Implikation und es sei
S ein beliebiger Shapegraph. Des Weiteren sei K ′ = [S]∼D′ die Klasse der von
D′ induzierten Partition, die S enthält; entsprechend sei K = [S]∼D . Für jeden
Shapegraph T ∈ K ′ gilt T ∼D′ S und damit nach Voraussetzung T ∼D S, also
T ∈ K. Dies zeigt K ′ ⊆ K. Nach Deﬁnition ist D′ damit eine Verfeinerung von
D. Die Umkehrung ist oﬀensichtlich: Für je zwei Shapegraphen S, T ∈ K ′ gilt per
Deﬁnition S ∼D′ T , und aus der Inklusion K ′ ⊆ K folgt S ∼D T . 
Zur Illustration betrachten wir ein Beispiel. Wir examinieren wieder die Suche nach
einem Element in einem binären Suchbaum. Wir setzen voraus, dass wir uns an
einem Programmpunkt am Anfang der Suchschleife beﬁnden. Als Erstes betrachten
wir den Partitionsdeﬁnierer
D = (∅, root(v), {root}).
Der Formelpartitionierer ist die leere Menge, je zwei Shapegraphen sind bezüglich
der leeren Menge ähnlich. Der Formelpartitionierer hat damit keinen Einﬂuss auf die
Partitionierung, sie erfolgt ausschließlich auf der Basis gemeinsamer Teilstrukturen.
Betrachten wir einen beliebigen Shapegraphen. Seine durch D deﬁnierte Teilstruk-
tur besteht genau aus den Ecken (der Ecke), auf die der Zeiger root zeigt, für die
dieses Prädikat wahr ist. Sie enthält auch nur das Prädikat root. Wenn wir alle
Shapegraphen (bezüglich der verwendeten Analysespeziﬁkation) durchlaufen und
die durch D induzierten Teilstrukturen berechnen, dann erhalten wir zwei (mögli-
che) Graphen. Zum einen können wir den leeren Graphen erhalten. Er ist als S(1)red
in Abbildung 6.7 gezeigt. Zum anderen können wir den Graphen erhalten, der nur
aus der Ecke besteht, auf die root zeigt, samt dem Prädikat root. Dies ist S(2)red
in Abbildung 6.7. In unseren Anwendungen tritt die leere Struktur normalerweise
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nicht als induzierter Teilgraph auf, da wir als Ausgangsshapegraphen der Analyse
normalerweise keine leeren Bäume verwenden. Die Shapegraphen in unseren An-
wendungen haben also üblicherweise immer eine Wurzel. Damit besteht die durch
D induzierte Partition üblicherweise aus genau einer Klasse. Im Hinblick auf die
Strukturierung der Analyseausgabe ist diese Partition natürlich nicht sonderlich in-












Abbildung 6.7: Reduzierte Teilstrukturen, die durch den Teilstrukturdeﬁnierer
(root(v)∨ cur(v), {root, cur}) induziert werden (∅ bedeutet die lee-
re Teilstruktur)
Als Zweites betrachten wir den Partitionsdeﬁnierer
D1 = (∅, root(v)∨ cur(v), {root, cur}).
Der Formelpartitionierer ist wieder die leere Menge. Die durch D1 induzierte Teil-
struktur eines Shapegraphen besteht aus den Ecken, auf die die Zeiger root und
cur zeigen, für die wenigstens eines diese Prädikate wahr ist. Sie enthält auch nur
diese beiden Prädikate. Damit bestehen die folgenden vier Möglichkeiten, die in
Abbildung 6.7 dargestellt sind:
S
(1)
red Der Shapegraph enthält weder eine Ecken, auf die der Zeiger root zeigt, noch




red Der Shapegraph enthält eine Ecke, auf die der Zeiger root zeigt, aber keine,
auf die cur zeigt.
S
(3)
red Der Shapegraph enthält eine Ecke, so dass die Zeiger root und cur beide auf
sie zeigen.
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S
(4)
red Der Shapegraph enthält eine Ecken, auf die der Zeiger root zeigt, und eine
davon verschiedene, auf die cur zeigt.
Wie eben bereits geschildert, tritt der Fall der leeren Teilstruktur in unseren An-
wendungen üblicherweise nicht auf. Damit besteht die durch D1 induzierte Parti-
tion (üblicherweise) aus drei Klassen. In der durch D induzierten Partition waren
alle Shapegraphen mit eventueller Ausnahme des leeren Graphen in einer Klasse
enthalten. Diese Klasse ist in der durch D1 induzierten Partition in drei Klassen
zerfallen. Damit ist gezeigt, dass es sich bei D1 um eine Verfeinerung von D han-
delt.
Als Drittes betrachten wir den Partitionsdeﬁnierer. D2 = ({f1, f2, f3}, 0, ∅), wobei
die im Formelpartitionierer auftretenden Formeln durch
f1 := ∃v1 : root(v1)
f2 := ∃v1, v2 : root(v1)∧ cur(v2)
f3 := ∃v1, v2 : root(v1)∧ cur(v2)∧ v1 6= v2
gegeben seien. Den Teilstrukturdeﬁnierer (0, ∅) haben wir schon besprochen. Für
jeden Shapegraphen ist die durch ihn deﬁnierte Teilstruktur die leere Struktur. Je
zwei Shapegraphen sind damit bezüglich (0, ∅) teilstrukturähnlich. Die Partitionie-
rung einer Shapegraphenmenge mittels D2 erfolgt ausschließlich auf der Basis des
Formelpartitionierers. Wir untersuchen, aus welchen potentiellen Klassen die indu-
zierte Partition besteht. Dabei argumentieren wir über die möglichen Wahrheits-





. Zwei Beobachtungen helfen bei der Untersu-
chung:
1. Bei der von uns verwendeten Analysespeziﬁkation und Shapeanalyse werten
die Formeln f1, f2 und f3 für jeden Shapegraphen zu einem deﬁniten Wahr-
heitswert aus. Der Wahrheitswert 12 tritt also (in den Wahrheitswertetupeln)
nicht auf.
2. Die Formeln sind so aufgebaut, dass die Situation der Vorgängerformeln, der
Formeln mit kleinerem Index, wiederhergestellt wird. Ist eine Formel wahr,
dann müssen es auch die Vorgängerformeln sein. Wir veriﬁzieren diesen Sach-
verhalt exemplarisch für f2 und f1, die anderen Fälle lassen sich analog zei-
gen. Gilt WS(f2) = 1 (für einen Shapegraphen S), dann existieren zwei nicht
notwendigerweise verschiedene Ecken v1 und v2, so dass der Zeiger root auf













= 1.) Insbesondere gibt es dann
die Ecke v1, auf die root zeigt; damit gilt WS(f1) = 1. Einige Wahrheitswerte-
tripel wie zum Beispiel (1, 0, 1) sind deshalb nicht möglich, die entsprechenden
Klassen sind leer.
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Wenn wir von allen möglichen Wahrheitswertetripeln diejenigen streichen, die nicht
möglich sind, dann verbleibenden vier Tripel: (0, 0, 0), (1, 0, 0), (1, 1, 0) und (1, 1, 1).
Diese vier potentiellen Klassen entsprechen den (potentiellen) Klassen, die durch D2
induziert werden, die Zuordnung ist gemäß der folgenden Tabelle gegeben.
f1 f2 f3 reduzierter Teilgraph
0 0 0 S(1)red
1 0 0 S(2)red
1 1 0 S(3)red
1 1 1 S(4)red
Wir zeigen die Korrespondenz exemplarisch für einen Fall, der Nachweis der anderen
Fälle kann analog erfolgen. Dazu sei eine beliebige Menge von Shapegraphen gege-
ben. Die Klasse in der durch D2 induzierten Partition, die dem Wahrheitswertetripel
(1, 1, 1) entspricht, sei K2. Die Klasse in der durch D1 induzierten Partition, in der
jeder Shapegraph als reduzierten Teilgraphen S(4)red hat, sei K1. Wir zeigen K1 = K2.
Als Erstes sei S ∈ K1. Wie auch immer S beschaﬀen ist, er enthält S(4)red als Teil-
graphen. Um die Formeln f1, f2 und f3 auswerten zu können, genügt bereits diese
Teilstruktur. Die Wahrheitswerte ergeben sich zu (1, 1, 1), und somit ist S ∈ K2.
Als Zweites setzen wir S ∈ K2 voraus, es gilt also WS(f1) = WS(f2) = WS(f3) = 1.
Folglich existieren in S zwei verschiedene Ecken, so dass root auf die eine und cur auf
die andere zeigt. In der Analyse sind beide Prädikate als unique deklariert, es kann
also jeweils höchstens eine Ecke geben, für die diese Prädikate zu wahr auswerten.
Damit gibt es genau eine Ecke, auf die root zeigt, und genau eine, auf die cur zeigt.
Wenn wir die durch D1 deﬁnierte Teilstruktur berechnen, dann können wir also den
Rest des Graphen außer Acht lassen und es entsteht S(4)red, folglich ist S ∈ K2. Damit
haben wir gezeigt: Der Partitionsdeﬁnierer D2 erzeugt (für jede Menge von Shape-
graphen) dieselbe Partition wie D1. Insbesondere ist damit D2 eine Verfeinerung
von D.
Wir haben oben gezeigt, dass die Relation der Verfeinerung eine Ordnungsrela-
tion ist. Dabei haben wir Verfeinerung als eine (binäre) Relation auf der Menge
der Partitionen (der Menge aller Shapegraphen hinsichtlich der gegebenen Analy-
sespeziﬁkation) angesehen. Inzwischen haben wir den Begriﬀ der Verfeinerung auf
Partitionsdeﬁnierer übertragen. Jetzt können wir ihn auch als eine (binäre) Re-
lation auf der Menge aller Partitionsdeﬁnierer (hinsichtlich der gewählten Analy-
sespeziﬁkation) ansehen. In diesem Verständnis ist die Verfeinerungsrelation aber
keine Ordnungsrelation! Reﬂexivität und Transitivität gelten nach wie vor, diese
Eigenschaften übertragen sich von den Partitionen auf die Partitionsdeﬁnierer. Die
Antisymmetrie ist aber verletzt, wie das vorstehende Beispiel zeigt: Die Partitions-
deﬁnierer D1 und D2 induzieren dieselbe Partition, jeder Partitionsdeﬁnierer ist eine
Verfeinerung des anderen, aber es ist D1 6= D2.
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Während wir in den vorangegangenen Abschnitten die Erzeugung von Partitionen
einer Shapegraphenmenge behandelt haben, ging es in diesem Abschnitt um den
Wechsel, um den Übergang, von einer Partition zu einer anderen. Während einer
Visualisierungssitzung wird ein Anwender den Grad der Abstraktheit ändern wollen:
Mal möchte er eine grobe Sicht auf die möglichen Heapsituationen, mal möchte er
einzelne Aspekte detailliert betrachten und dazu eine feine Sicht einstellen wollen.
Ein solcher Wechsel zwischen grob und fein war Gegenstand der Diskussion. Wir
haben dazu den Begriﬀ der Verfeinerung (und Vergröberung) für Partitionen einge-
führt und ihn anschließend auf Partitionsdeﬁnierer übertragen.
6.5.2 Verfeinerungen bei der Visualisierung
Im vorangegangenen Teilabschnitt haben wir das Konzept der Verfeinerung dis-
kutiert. Bei seiner Deﬁnition haben wir uns auf die induzierten Partitionen ge-
stützt. Während einer Visualisierungssitzung erfolgt eine Veränderung von Parti-
tionen durch das Manipulieren von Partitionsdeﬁnierern. Daher interessieren Arten
von Manipulationen, die im Zusammenhang mit Verfeinerungen und Vergröberun-
gen auftreten und interessant sind. Insbesondere wäre es wünschenswert, einen sol-
chen Typ von Manipulation auszeichnen zu können, am besten sogar auf syntak-
tischer Ebene. Diese Aspekte sind Themen, die in diesem Teilabschnitt behandelt
werden.
Eigentlich bezieht sich der Begriﬀ der Verfeinerung auf Paare von Partitionsdeﬁ-
nierern, so wurde er deﬁniert. Aber jeder Partitionsdeﬁnierer kann als Verfeinerung
des Partitionsdeﬁnierers (∅, 0, ∅) aufgefasst werden. Insofern besagt der Begriﬀ der
Verfeinerung auch etwas über Partitionsdeﬁnierer selbst aus. Mathematisch-logische
Bedingungen, die in Bezug auf Verfeinerungen auftreten, sagen damit auch etwas
über den (strukturellen) Aufbau von Partitionsdeﬁnierern aus.  In Satz 6.21 haben
wir gezeigt, dass ein Partitionsdeﬁnierer D′ genau dann eine Verfeinerung eines Par-
titionsdeﬁnierers D ist, wenn S ∼D′ T ⇒ S ∼D T gilt. Diese Bedingung beschreibt
eine Eigenschaft der von den Partitionsdeﬁnierern abgeleiteten Ähnlichkeitsrelatio-
nen, beziehungsweise sie stellt eine Forderungen an sie. Die Bedingung sagt aber
wenig Konkretes über die (Struktur der) beteiligten Partitionsdeﬁnierer aus. Die
Implikation ist nach Deﬁnition äquivalent zu, die beiden Partitionsdeﬁnierer seien
durch D = (F,ϕ(v), P ) und D′ = (F ′, ϕ′(v), P ′) gegeben,(
S ∼F ′ T ∧S ∼(ϕ′(v),P ′) T
)⇒ (S ∼F T ∧S ∼(ϕ(v),P ) T ) .
Dies wiederum ist äquivalent zu den beiden Gleichungen(∀f ′ ∈ F ′ : WS(f ′) = WT (f ′))⇒ (∀f ∈ F : WS(f) = WT (f)) (6.1)
und (
S(ϕ′(v),P ′) ' T(ϕ′(v),P ′)
)⇒ (S(ϕ(v),P ) ' T(ϕ(v),P )) . (6.2)
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Auch aus diesen Gleichungen lässt sich wenig Konkretes über die Struktur der be-
teiligten Partitionsdeﬁnierer ablesen.
Bei dem Anliegen, Arten von Manipulationen von Partitionsdeﬁnierern auszuzeich-
nen, die im Zusammenhang mit Verfeinerungen interessant sind, stehen drei Krite-
rien im Vordergrund, deren Verwirklichung anzustreben ist:
1. Die Art der Manipulation (der Partitionsdeﬁnierer) soll mit der Art und Wei-
se harmonisieren, wie ein Anwender während der Visualisierung vorgeht, um
Partitionen zu verfeinern oder zu vergröbern. Wenn es einen typischen Mo-
dus gibt, dann sollen sich seine Charakteristiken in der auszuzeichnenden Art
widerspiegeln.
2. Wenn wir ein Paar von Partitionsdeﬁnierern (D,D′) vorliegen haben, wobei D′
eine Verfeinerung von D ist und D′ auf die auszuzeichnende Art und Weise aus
D hervorgeht, dann möchten wir wenn möglich (syntaktische) Bedingungen
formulieren, wie die Komponenten von D mit denen von D′ zusammenhän-
gen, also Bedingungen, die sich ohne Rückgriﬀ auf die induzierten Ähnlich-
keitsrelationen oder der induzierten Partitionen ausdrücken lassen. Auch wäre
es vorteilhaft, eine Teilklasse aller Partitionsdeﬁnierer auszeichnen zu können,
die bezüglich Manipulationen der auszuzeichnenden Art abgeschlossen ist.
3. Die auszuzeichnende Art von Manipulation soll hinsichtlich ihrer Partitionie-
rungsfähigkeit immer noch sehr mächtig sein. Wenn wir einen Partitionsdeﬁ-
nierer D mit induzierter Partition P betrachten, dann soll es zu jeder, oder
zumindest zu fast jeder, Verfeinerung P ′ von P einen Partitionsdeﬁnierer D′
geben, der auf die auszuzeichnende Art aus D hervorgeht und P ′ induziert.
Diese Forderung ist nicht nur im Kontext der theoretischen Entwicklung des
Konzepts zu sehen: Die Verwendung von Manipulationen der auszuzeichnen-
den Art soll in der Praxis keine allzu großen Restriktionen mit sich bringen.
Die erste Forderung hat ihren Ursprung in der Anwendung des Verfeinerungskon-
zepts bei der Visualisierung. Daher ist es sie, die es zuerst zu konkretisieren gilt.
Betrachten wir dazu den Fall, dass eine bestehende Partition verfeinert werden soll,
und versetzen wir uns in die Situation eines Anwenders während einer Visuali-
sierungssitzung. Beim Konzept der Verfeinerung von Partitionen wurde die Idee
umgesetzt, dass eine verfeinerte Partition die Struktur der Ausgangspartition be-
wahren soll, dass die einzelnen Klassen weiter strukturiert sein sollen. In der Praxis
besteht ein typisches Vorgehen darin, Speziﬁkationselemente zum Partitionsdeﬁnie-
rer hinzuzufügen. Dies geht einher mit der Erwartung, dass die Klassen der be-
stehenden Partition hinsichtlich des neuen Speziﬁkationselements weiter aufgeteilt
werden, dass sie bezüglich des hinzugefügten Elements speziﬁscher werden. Jeden-
falls erwarten wir keinen abrupten Wechsel der Partition. Diese Erwartungshaltung
gilt auch für die durch den Teilstrukturdeﬁnierer induzierten Teilstrukturen. Bei
der Hinzunahme von Speziﬁkationselementen zum Teilstrukturdeﬁnierer erwarten
wir speziﬁschere Teilstrukturen, keinesfalls erwarten wir komplett verschiedene. In
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graphentheoretischer Terminologie bedeutet diese Erwartungshaltung, dass für je-
den Shapegraphen die durch den ursprünglichen Teilstrukturdeﬁnierer induzierte
Teilstruktur ein Teilgraph der durch den neuen Teilstrukturdeﬁnierer induzierten
Teilstruktur sein soll.
Formalisieren wir diese Vorstellung. Dazu sei D = (F,ϕ(v), P ) ein Partitionsdeﬁ-
nierer. Wir beginnen die Diskussion mit dem Formelpartitionierer. Dazu setzen wir
voraus, dass die Teilstrukturdeﬁnierer gleich bleiben. Dann sind für jeden Shape-
graphen die induzierten Teilstrukturen gleich und Gleichung (6.2) ist trivialerweise
erfüllt. Wie lässt sich die intuitive Vorstellung vom Hinzufügen speziﬁzierender Ele-
mente bei gleichzeitigem Erhaltenbleiben der Struktur des Formelpartitionierers
realisieren? Ein mit dieser Vorstellung konformer Ansatz besteht darin, den neuen
Formelpartitionierer F ′ als Obermenge von F vorauszusetzen. Mit dieser zusätzli-
chen Forderung ist Gleichung (6.1) trivialerweise erfüllt: Wenn WS(f) = WT (f) für
alle Formeln f ∈ F ′ gilt, hierbei seien S und T zwei beliebige Shapegraphen, dann
gilt sie erst recht für jede Formel einer jeden Teilmenge von F ′, also insbesondere
für jede Formel aus F . Dies zeigt, dass D′ = (F ′, ϕ(v), P ) eine Verfeinerung von D
ist.
Aufgrund dieser Einsicht, lässt sich die dritte der aufgestellten Forderungen schon
erfüllen. Es sei D = (F,ϕ(v), P ) ein Partitionsdeﬁnierer und P die von ihm erzeugte
Partition einer beliebigen (endlichen und nicht leeren) Menge von Shapegraphen.
Des Weiteren sei P ′ eine Verfeinerung von P. Nach Satz 6.5 existiert ein Formel-
partitionierer F ∗, dessen induzierte Partition gleich P ′ ist. Wir bilden den Partiti-
onsdeﬁnierer D′ = (F ∪F ∗, ϕ(v), P ). Er ist von der oben betrachteten Art, und die
von ihm induzierte Partition ist gleich P ′. Dazu müssen wir S ∼F ∗ T ⇔ S ∼D′ T
für je zwei (nicht notwendig verschiedene) Shapegraphen S und T zeigen. Als Erstes
gelte S ∼D′ T . Dann werten alle Formeln aus F ∪ F ∗ für beide Shapegraphen zum
selben Wahrheitswert aus. Insbesondere werten damit alle Formeln aus F ∗ für S
und T zum selben Wahrheitswert aus, was nach Deﬁnition 6.2 aber nichts anderes
als S ∼F ∗ T bedeutet. Zum Nachweis der Rückrichtung gelte S ∼F ∗ T . Alle For-
meln aus F ∗ werten für S und T zum selben Wahrheitswert aus. Des Weiteren ist
die durch ∼F ∗ induzierte Partition P ′ eine Verfeinerung von P. Nach Satz 6.21 gilt
somit ebenfalls S ∼D T . Das heißt, alle Formeln aus F werten für S und T zum
selben Wahrheitswert aus und es gilt S(ϕ(v),P ) ' T(ϕ(v),P ). Beides zusammen zeigt
S ∼D′ T .
Als Nächstes wenden wir uns dem Teilstrukturdeﬁnierer zu. Er besteht aus einer
Eckenauswahlformel und einer Teilmenge der Prädikate der Analysespeziﬁkation.
Wir diskutieren beide Bestandteile getrennt, wobei wir mit der Prädikatsmenge
beginnen. Wie im Falle des Formelpartitionierers korrespondiert die Vorstellung
vom Hinzufügen speziﬁzierender Elemente gut mit dem Vereinigungsoperator. Es sei
D = (F,ϕ(v), P ) ein Formelpartitionierer. Des Weiteren sei P ′ eine Menge von Prä-
dikaten der Analysespeziﬁkation mit P ⊆ P ′ und D′ = (F,ϕ(v), P ′). Die Formelpar-
titionierer sind identisch, damit ist Gleichung (6.1) trivialerweise erfüllt. Für jeden
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Shapegraphen S bestehen die induzierten Teilstrukturen S(ϕ(v),P ) und S(ϕ(v),P ′) aus
denselben Ecken. Letztere besteht (gegebenenfalls) aus mehr Prädikaten als erstere.
In der Sichtweise als beschrifteter Graphen ist S(ϕ(v),P ) ein Teilgraph von S(ϕ(v),P ′).
Sind die durch D′ induzierten Teilstrukturen zweier Shapegraphen isomorph, dann
sind es erst recht die durch D induzierten. Dies zeigt, dass Gleichung (6.2) erfüllt
ist. Damit ist D′ eine Verfeinerung von D.
Als Letztes verbleibt die Eckenauswahlformel zu diskutieren. Die Vorstellung, dass
die Hinzunahme speziﬁzierender Elemente zu einem speziﬁscheren Teilgraphen füh-
ren soll, korrespondiert im Falle der Eckenauswahlformel damit, dass in jedem
Shapegraphen (gegebenenfalls) mehr Ecken ausgewählt werden. In den zuvor be-
sprochenen Fällen, wo wir es mit Mengen zu tun hatten, bot der Vereinigungsope-
rator eine angemessene Formalisierung. Hier haben wir es mit einer logischen Formel
zu tun und daher bietet sich der Disjunktionsoperator an. Es sei D = (F,ϕ(v), P )
ein Partitionsdeﬁnierer. Des Weiteres sei ϕ′(v) eine Formel mit höchstens einer freien
Variablen und D′ = (F,ϕ(v)∨ϕ′(v), P ). Für jeden Shapegraphen S, sein Universum
sei mit US bezeichnet, gilt{








u ∈ US : β[ vu ]
(
ϕ(v)∨ϕ′(v)) = 1} .
In graphentheoretischer Terminologie ist die induzierte Teilstruktur S(ϕ(v),P ) ein
Teilgraph von S(ϕ(v)∨ϕ′(v),P ). Dies hatten wir angestrebt. Bedauerlicherweise ist
aber die durch D′ induzierte Partition einer Shapegraphenmenge nicht notwendi-
gerweise eine Verfeinerung der durch D induzierten.
Wir demonstrieren diesen Sachverhalt anhand eines Beispiels, wobei wir wieder den
Suchalgorithmus für Suchbäume zugrunde legen und die ShapegraphenmengeM des
Programmpunktes am Schleifeneingang betrachten. Als Formelpartitionierer wählen
wir stets die leere Menge. Dann sind je zwei Shapegraphen formelähnlich und der
Formelpartitionierer hat keinen Einﬂuss auf die Partitionierung. Außerdem wählen
wir auch als Prädikatsmenge stets die leere Menge. Die Partitionierung erfolgt da-
mit ausschließlich auf der Basis der durch die Eckenauswahlformel ausgezeichneten
Ecken. Uns geht es in diesem Beispiel um die Unterscheidung zwischen strukturbe-
dingten Abbruchfällen und Nichtabbruchfällen. Wir haben dieses Ansinnen sowohl
bei der formelbasierten, vergleiche Seite 106, als auch bei der teilstrukturbasierten
Partitionierung, vergleiche Seite 121, untersucht.
Wir betrachten zunächst die geschlossene Formel
f := ∃v1, v2 : v1 6= v2 ∧ cur(v1)∧ reach[cur](v2).
Sie wertet für diejenigen Shapegraphen zu wahr aus, die eine Ecke besitzen, auf
die der Zeiger cur zeigt, und bei denen diese Ecke kein Blatt des Baumes ist, wenn
der Shapegraph also keinen strukturbedingten Abbruchfall darstellt. Beispielsweise
wertet die Formel für den Shapegraphen Sna in Abbildung 6.8 zu 1 aus, für den
Shapegraphen Sa dagegen zu 0.
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Sa Sna
Abbildung 6.8: Strukturbedingte Abbruch- und Nichtabbruchfälle
Den Partitionsdeﬁnierer, den wir als Erstes untersuchen, ist D1 = (∅, f ∧ root(v), ∅) .
Für alle Shapegraphen, die einen strukturbedingten Abbruchfall repräsentieren, wer-
tet die Eckenauswahlformel zu 0 aus und wegen P = ∅ entsteht in diesem Fall der
leere Graph als Teilstruktur. Für Shapegraphen, die keinen strukturbedingten Ab-
bruchfall darstellen, wertet sie genau für die Wurzel zu 1 aus, es entsteht der ein-
eckige Graph als Teilstruktur. Insgesamt entstehen zwei Teilstrukturen und somit
besteht die durch D1 induzierte Partition M/∼D1 aus zwei Klassen.  Als Zweites
betrachten wir den Partitionsdeﬁnierer D2 = (∅,¬ f ∧ root(v), ∅) . Er ist sehr ähn-
lich zu D1 und bewirkt auch sehr Ähnliches. Die PartitionM/∼D2 besteht ebenfalls
aus zwei Klassen: In einer sind die Shapegraphen gesammelt, die strukturbedingte
Abbruchfälle repräsentieren und in der anderen Klasse die strukturbedingten Nicht-
abbruchfälle. Allerdings sind die durch D2 deﬁnierten Teilstrukturen nicht dieselben
wie im Falle D1, sie sind vertauscht.
Beide Partitionsdeﬁnierer induzieren dieselbe Partition, es gilt M/∼D1 = M/∼D2 .
Insbesondere ist damit D2 eine Verfeinerung von D1. Wir betrachten zwei Shape-
graphen S und T aus M, die der Nichtabbruchklasse angehören. Für sie ist Glei-
chung (6.2) erfüllt: In beiden Partitionen sind S und T jeweils in einer gemeinsamen
Klasse enthalten. BezüglichD1 haben S und T den eineckigen Graphen als Teilstruk-
tur und hinsichtlich D2 den leeren Graphen. Der eineckige Graph ist kein Teilgraph
des leeren Graphen. Dies verdeutlicht, dass Gleichung (6.2) nicht automatisch einen
strukturellen Zusammenhang zwischen den durch die Partitionsdeﬁnierer induzier-
ten Teilstrukturen impliziert.
Der aufmerksame Leser hat sicherlich bemerkt, dass wir in diesem Beispiel davon
ausgegangen sind, dass die Formel f für die betrachteten Shapegraphen zu einem
deﬁniten Wahrheitswert auswertet. Diese Voraussetzung ist aber nicht notwendi-
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gerweise erfüllt, bei (sehr) groben Analysen wird sie nicht gelten. Im Grunde ge-
nommen müssen wir verlangen, dass die Analyseausgabe diese Eigenschaft erfüllt.
Dazu genügt es, wenn wir voraussetzen, dass cur und reach[cur] Abstraktionsprä-
dikate sind. Das ist bei der hier verwendeten Analysespeziﬁkation der Fall, und es
wird sogar üblicherweise für die im Hinblick auf Visualisierungen verwendeten Ana-
lysespeziﬁkationen gelten. Deswegen haben wir diesen Punkt anfangs nicht explizit
hervorgehoben.
Setzen wir das Beispiel fort. Die Eckenauswahlformel in D1 war ϕ1(v) := f ∧ root(v)
und in D2 war sie ϕ2(v) := ¬ f ∧ root(v). Als Drittes betrachten wir den Partitions-
deﬁnierer D′ = (∅, ϕ′(v), ∅) mit der Eckenauswahlformel ϕ′(v) := ϕ1(v)∨ϕ2(v). Sie
ist eine Disjunktion und entspricht damit dem gewählten Ansatz. Nun gilt  man be-




f ∧ root(v))∨ (¬ f ∧ root(v))
= (f ∨¬ f)∧ root(v)
= root(v).
Wenn wir in diesem Beispiel wie üblich voraussetzen, dass der leere Shapegraph
nicht auftritt, dann besitzt jeder Shapegraph wenigstens eine Wurzel. Für jeden
Shapegraphen ist die durch D′ deﬁnierte Teilstruktur der eineckige Graph ohne
Prädikate. Je zwei Shapegraphen sind bezüglich ∼D′ ähnlich, die durch D′ indu-
zierte Partition besteht aus genau einer Klasse. Diese Partition ist deﬁnitiv keine
Verfeinerung von den von D1 und D2 induzierten Partitionen, sie ist im Gegenteil
eine Vergröberung. Die Tatsache, dass eine um eine Teilformel disjunktiv erweiterte
Eckenauswahlformel für jeden Shapegraphen zu einer umfassenderen, speziﬁscheren
Teilstruktur führt, impliziert nicht, dass es sich bei der induzierten Partition um
eine Verfeinerung handelt.
Ein Grund dieses Phänomens liegt darin, dass Formeln große Freiheit bieten. Mit der
Eckenauswahlformel können nahezu beliebige Eigenschaften speziﬁziert werden. Auf
diese Weise können zum Beispiel Gruppen von Shapegraphen bestimmte Teilgraphen
zugewiesen bekommen, so sind wir im Beispiel vorgegangen. Syntaktisch spiegelt
sich diese Vielfalt an Möglichkeiten unter anderem im Erlaubtsein der All- und
Existenzquantoren wider. Aber auch eine Beschränkung auf quantorenfreie Ecken-
auswahlformeln führte zu keinem Erfolg: Es kann ja in der Analysespeziﬁkation
ein nullstelliges Prädikat geben, dass genau die Eigenschaft beschreibt, die in der
Eckenauswahlformel speziﬁziert werden soll. Eine Beschränkung der Eckenauswahl-
formel auf eine Disjunktion von Konjunktionen unärer Prädikate bringt auch keine
Abhilfe: Die Bedingung kann in der Analysespeziﬁkation formal als einstelliges Prä-
dikat formuliert worden sein und wir haben im vorangegangenen Beispiel gesehen,
dass schon eine einzige Disjunktion das Problem aufwerfen kann. (Auch eine einzige
Konjunktion kann zu dem Phänomen führen.)
140
6.5 Verfeinerung von Partitionen
In diesem Abschnitt behandeln wir Verfeinerungen, die bei der Visualisierung auftre-
ten. Eine typische Art ist das Hinzufügen speziﬁzierender Elemente zum Partitions-
deﬁnierer. Die Überlegungen dieses Abschnitts haben gezeigt, dass das Hinzufügen
von (geschlossenen) Formeln zum Formelpartitionierer zu einer Verfeinerung führt.
Ebenso führt die Hinzunahme von Prädikaten der Analysespeziﬁkation zur Prädi-
katsmenge des Teilstrukturdeﬁnierers zu einer Verfeinerung. Die Eckenauswahlfor-
mel ist jedoch problematisch. Wir lassen sie deshalb bei der syntaktischen Auszeich-
nung einer Art von Verfeinerung unverändert, das heißt wir behalten die Universen
der jeweiligen induzieren Teilstrukturen bei. Wir setzen:
6.22 Deﬁnition. Es sei D = (F,ϕ(v), P ) ein Partitionsdeﬁnierer, des Weiteren
sei F ′ eine Menge von geschlossenen Formeln und P ′ eine Teilmenge der Prädikate
der Analysespeziﬁkation. Der Partitionsdeﬁnierer D′ = (F ∪F ′, ϕ(v), P ∪P ′) heiße
eine aggregierte Verfeinerung von D.
In diesem Kapitel wurde ein parametrisches Ähnlichkeitskonzept für Shapegra-
phen entwickelt. Ein formelbasierter Ähnlichkeitsbegriﬀ betont die Sichtweise ei-
nes Shapegraphen als logische Struktur. Ein teilstrukturbasierter Ähnlichkeitsbe-
griﬀ betont die Sichtweise als Graph. Anschließend wurden beide Begriﬀe in ei-
nem einheitlichen Rahmen zusammengefasst. Das Ähnlichkeitskonzept erlaubt, die
Analyseausgabe bezüglich des gewählten Ähnlichkeitsbegriﬀs zu strukturieren, zu
abstrahieren. Während einer Visualisierungssitzung wird man üblicherweise nicht
dauernd den gleichen Grad an Abstraktion verwenden wollen. Daher haben wir uns
in diesem Abschnitt mit dem Verändern von Partitionen beschäftigt. Verfeinerungen
und Vergröberungen von Partitionen wurden als zentrale Begriﬀe eingeführt. Im ers-
ten Teilabschnitt wurde das Konzept entwickelt. Im zweiten Teilabschnitt wurden
Verfeinerungen untersucht, die im Umfeld der Visualisierung auftreten. Während
einer Visualisierungssitzung werden Verfeinerungen und Vergröberungen durch die
Manipulation des Partitionsdeﬁnierers erzeugt. Es wurde eine typische Art von Mo-
diﬁkation untersucht und syntaktisch beschrieben.
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7 Ergänzende Betrachtungen zum
Ähnlichkeitsbegriﬀ
Wie jedes gegen sich selbst einen
Bezug hat, so muss es auch gegen
andere ein Verhältnis haben.
(Johann Wolfgang Goethe)
Die hier behandelten Themen schließen an die des letzten Kapitels an. Im ersten
Abschnitt setzen wir die Betrachtungen zur Aufbereitung von Klassen zueinander
ähnlicher Shapegraphen im Hinblick auf die Visualisierung fort. Die dort behan-
delten Methoden setzen auf der Ähnlichkeitsvorstellung des letzten Kapitels auf,
sie folgen aber einer anderen Idee. Im zweiten Abschnitt gehen wir von Shapegra-
phen zu Sequenzen von Shapegraphen (abstrakten Zuständen) über. Wir betrachten
Kantenzüge im Transitionsgraphen und übertragen den Ähnlichkeitsbegriﬀ auf sie.
Auch führen wir einen reduzierten Transitionsgraphen ein. Bei der Navigation im
Transitionsgraphen, beim Voranschreiten im Kontrollﬂussgraphen, muss man vom
aktuellen Shapegraphen (abstrakten Zustand) zu einem geeigneten Nachfolgegra-
phen übergehen. Die Inhalte des dritten Abschnittes bietet hier Hilfestellung. Wir
entwickeln zwei Charakterisierungen von Shapegraphen, welche die Nachfolgeraus-
wahl unterstützen. Die erste stützt sich auf den Ähnlichkeitsbegriﬀ, während sich
die zweite davon methodisch unterscheidet.
7.1 Visualisierung von Klassen ähnlicher
Shapegraphen
7.1.1 Zur Extension des Begriﬀs Visualisierung
Dieser Abschnitt behandelt eine weitere Aufbereitung der Analyseausgabe. Im Grun-
de genommen handelt es sich nicht nur um eine weitere Aufbereitung, sondern um
eine weitere Form der Aufbereitung. Sie wird nicht direkt auf die Analyseausgabe
angewandt, vielmehr setzt sie auf dem in Kapitel 6 beschriebenen Ähnlichkeitskon-
zept auf. Es handelt sich also um eine Aufbereitung der Klassen einer (von einem
Partitionsdeﬁnierer) induzierten Partition im Hinblick auf die Visualisierung. In der
linearen Sequenz, die mit der Shapeanalyse beginnt und mit der eigentlichen Dar-
stellung von (Shape-)Graphen (beispielsweise am Bildschirm) endet, ist das hier zu
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Besprechende zwischen der Strukturierung und der eigentlichen Visualisierung, der
eigentlichen Darstellung lokalisiert.
Um auf das Thema, worum es in diesem Abschnitt geht, hinzuführen, soll an dieser
Stelle diskutiert werden, was alles im Kontext dieser Arbeit unter dem Begriﬀ Vi-
sualisierung verstanden werden kann. Dabei klären wir auch, was wir alles mit dem
Begriﬀ umfassen, welche Extension wir ihm zuerkennen. Auf die Frage, was allge-
mein unter Visualisierung zu verstehen sei, herrscht im Grundsätzlichen Einigkeit.
Jedoch unterscheiden sich die Antworten zum Teil deutlich darin, wie weitgefasst
der Begriﬀ verstanden wird. So wird in [Duden 2007] eine sehr enge Sicht ange-
geben: Visualisieren wird als optisch darstellen, veranschaulichen verstanden und
der Werbesprache zugeordnet. Demgegenüber beginnt das Lemma zu Visualisierung
in [Brockhaus 2006] sehr allgemein mit der Charakterisierung als Bezeichnung für
bildliche Formulierung und Kommunikation, das heißt für Aufbereitung von Infor-
mation mit vor allem bildlichen Mitteln wie auch für visuelle Wahrnehmung. Mit
einem solch weitgefassten Verständnis kann man zum Beispiel auch das Drehbuch
eines Films als Visualisierung ansehen. Wir beschäftigen uns weder mit Werbung
noch mit Filmen, sondern mit Algorithmenvisualisierung auf der Basis von Shape-
analyse. Was soll Visualisierung für uns, in unserem Rahmen bedeuten, wo soll sie
einsetzen, was soll sie umfassen?
Wenn wir den Begriﬀ Visualisieren (sehr) eng fassen, dann würden wir darunter
lediglich die Darstellung der Graphen (Shapegraphen, Transitionsgraph) am Bild-
schirm verstehen. Visualisierung bestünde dann aus den mit dieser Darstellung zu-
sammenhängenden Aspekten. Wir können grob drei Gruppen von Aspekten unter-
scheiden. Zum Ersten sind es Aspekte, die zur konkreten visuellen Repräsentation,
zur Darstellung, zum Zeichnen der Graphen gehören. Hiermit ist das Layout ge-
meint. Es umfasst die Gestaltung der Seite mit dem Graphen, sein Ausbreiten und
das Schema für die Anordnung seiner Teile. Konkret beinhaltet es die Festlegung
der Eckenpositionen, das Kantenlayout und der Beschriftungen. Auch abstrahier-
tere Formen des Layouts gehören hierher. Man kann beispielsweise die Zeichen-
dimensionen (Koordinatenachsen, Farbe, Form von Ecken und dergleichen) mit
Prädikaten verknüpfen, so dass ein Voranschreiten in der Dimension eine seman-
tische Bedeutung bezüglich des Prädikats hat. Verknüpft man beispielsweise eine
Koordinatenachse mit dem Prädikat dle (data less or equal), dann drückt die Achse
eine Sortierungsinformation aus. Zum Zweiten handelt es sich um Aspekte, welche
die Darstellung einer ganzen Sequenz von Graphen betreﬀen, die das Nacheinander
der Shapegraphen, das Voranschreiten im Programmﬂuss (in Animation) umset-
zen. Hierzu gehört die graphische Transformation eines (gezeichneten) Graphen in
einen Nachfolgegraphen wie sie beispielsweise in [Bieber 2001] mittels Inbetweening
graphs realisiert wurde. Zum Dritten handelt es sich um Aspekte, welche die Bedie-
nung des Visualisierungsprogramms, die Interaktion (Interaktionsmöglichkeiten) des
Programms mit dem Anwender betreﬀen. Ein Benutzer sollte auf viele Faktoren der
Visualisierung sinnvoll Einﬂuss nehmen können. Zu diesen Aspekten gehören zum
Beispiel die Navigation durch die Shapeanalyseausgabe oder die Einstellung unter-
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schiedlich abstrakter Sichten auf die Analyseausgabe. Wenn wir Visualisierung im
Folgenden in diesem engen Sinn meinen, dann sprechen wir auch von eigentlicher
Visualisierung.
Das andere Extrem ist eine weitgefasste Vorstellung des Begriﬀs Visualisierung. Wir
würden dann alle in dieser Arbeit behandelten Themen als Teile der Visualisierung
ansehen. Wenn man den Begriﬀ noch weiter fassen möchte, dann könnte man sogar
die Shapeanalyse selbst als Teil der Visualisierung ansehen. Schließlich berechnet
sie (für einen Algorithmus) zu jeden Programmpunkt eine als Graph auffassbare
Beschreibung der an diesem Programmpunkt möglichen konkreten Heapsituatio-
nen. Das entspricht der Vorstellung, dass ein Drehbuch, es handelt sich um eine
Vorstufe eines Films, schon Visualisierung ist. In dieser Analogie könnte man die
in dieser Arbeit behandelten Methoden zur Aufbereitung der Shapeanalyseausgabe
als dramaturgische Umgestaltung und Straﬀung der Drehbuchvorlage verstehen, die
wichtigen Wesenszüge der Beteiligten und die bedeutungstragenden Aktionen sollen
dem Betrachter deutlicher vor Augen geführt werden.
Wir wollen die Trennung, was wir im Rahmen dieser Betrachtungen normalerweise
mit dem Begriﬀ Visualisierung bezeichnen und was nicht, in der Mitte dieser beiden
Extreme vornehmen. Die Shapeanalyse ist für unseren Ansatz zur Algorithmenvi-
sualisierung nur insofern relevant, als uns ihre Ausgabe als Eingabe dient. Sie ist der
Startpunkt unser Bemühungen, aber kein integraler Bestandteil. Auch werden wir
das in Kapitel 6 entwickelte Ähnlichkeitskonzept mit seiner Klasseneinteilung noch
nicht als Visualisierung interpretieren. Demgegenüber werden wir die Art der Auf-
bereitung, die das Thema dieses Abschnitts bildet, dazuzählen.
Doch wo ist der Unterschied zwischen der Klasseneinteilung, der Form der Aufbe-
reitung, die wir auch als Strukturierung bezeichnen, und der Form der Aufberei-
tung, um die es hier gehen wird? Die Shapeanalyse liefert für jeden Progammpunkt
eine Menge von Shapegraphen; die Klasseneinteilung gibt dieser eine zusätzliche
Struktur, die es erlaubt, Ähnliches von nicht Ähnlichem zu unterscheiden. Das, was
Shapeanalyse ausmacht, bleibt erhalten: die Lesart der Shapegraphen, ihr Abstrak-
tionsniveau, ihr Informationsgehalt, der Informationsgehalt des Ganzen. Diese Art
der Umgestaltung der Shapeanalyseausgabe hat durchaus das Ziel, der (eigentli-
chen) Visualisierung (der konkreten Darstellung) einen höheren Wert in Bezug auf
Lernvorgänge und deren Eﬀektivität zu geben. Da sie aber Shapeanalyse invariant
lässt (beziehungsweise lassen soll), ist ihr Blick primär immer auf die Shapeanalyse
zurückgewandt.
Die Aufbereitung, um die es in diesem Abschnitt gehen soll, wendet den rückwärtsge-
wandten Blick von der Shapeanalyse auf die eigentliche Visualisierung. Unser Fokus
ist also nach vorne gerichtet. Wir begnügen uns nicht mehr nur mit einer Struk-
turierung der Analyseausgabe wie beispielsweise der Einprägung einer zusätzlichen
Struktur. Wir fassen Aufbereitung weiter, durchaus als eine Form von (leichter) Um-
gestaltung. Dabei lösen wir uns (ein wenig) von dem Fundament der Shapeanalyse.
Wir verlangen nicht mehr, dass das Resultat der Umgestaltung Shapegraphen sein
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müssen. Unser Fokus ist darauf ausgerichtet, die in der Analyseausgabe codierte
Information durch die Visualisierung eﬀektiver kommunizieren zu können. Der Un-
terschied zwischen der Strukturierung, zu der die Klasseneinteilung gehört, und der
in diesem Abschnitt betrachteten Form der Aufbereitung ist also in der Blickrich-
tung begründet. Wir sprechen von einer Methode als einer Visualisierungsmethode,
wenn sie primär auf die eigentliche Visualisierung und nicht auf die Shapeanalyse-
ausgabe ausgerichtet ist.
Nachdem wir nun die Trennlinie zwischen dem, was wir Visualisierung nennen wol-
len und was nicht, allgemein gezogen haben, benennen wir nun die Gegenstände, um
die es hier gehen soll, konkret. Um welche Art von Aufbereitung geht es hier? Die im
Folgenden vorgestellten Methoden sind zwischen Strukturierung (Klasseneinteilung)
und der eigentlichen Visualisierung angeordnet. Ihre Eingaben sind damit Klassen
einer induzierten Partition. (Es wird sich herausstellen, dass einige der im nächs-
ten Teilabschnitt vorgestellten Methoden auch auf beliebige Shapegraphenmengen
angewandt werden können, doch gehen wir grundsätzlich von Klassen aus.) Unsere
bisher einzige Methode zur Aufbereitung der Shapeanalyseausgabe war das Klas-
senkonzept; letztendlich wurde also jede Klasse direkt visualisiert. Die Anzahl der
Graphen in den Klassen und deren Größe bestimmen die Komplexität, sowohl die
der Visualisierung selbst, als auch die der visuellen Repräsentation (was sich der
Anwender betrachtet). Wir bezeichnen dies als Visualisierungskomplexität. Häuﬁg
wird man einen Graphen pro Bildschirmseite präsentieren. Die Anzahl der Graphen
stellt also einen eigenständigen Aspekt der Visualisierungskomplexität dar, wir nen-
nen ihn die primäre Visualisierungskomplexität. Die Größe eines Graphen wirkt sich
auf die (subjektive) Erfassbarkeit der im Graphen codierten Information aus, wir
nennen sie die sekundäre Visualisierungskomplexität.
Gegenstand dieses Abschnittes sind Methoden, die Visualisierungskomplexität einer
Klasse zu senken. Trivialerweise kann man natürlich jede Klasse zur leeren Menge
reduzieren, was ein Höchstmaß an Reduktion der Visualisierungskomplexität lie-
fert. Allerdings verbleibt nach dieser Reduktion überhaupt keine Information mehr
über die Klasse, beispielsweise darüber, was sie charakterisiert. Uns interessieren nur
Methoden, die eine brauchbare Repräsentation der Klasse erlauben, ihre charakteri-
sierenden und charakteristischen Merkmale müssen erhalten bleiben. Des Weiteren
soll sich diese Information leichter als vorher herauslesen lassen, dieser Punkt besitzt
eine deutlich subjektive Färbung.
Unser Visualisierungskonzept ist modular aufgebaut: Ein (erstes) Modul ist für die
Strukturierung der Shapeanalyseausgabe zuständig. Die Ausgabe wird an das Klas-
senvisualisierungsmodul übergeben, bei der eine (oder mehrere) Methoden ange-
wandt werden. Deren Ausgabe wird an das Modul übergeben, was die konkrete
Präsentation realisiert. Jedes Modul kann dabei um Methoden erweitert werden.
Für das Zusammensetzen der Methoden und Module ist wichtig, dass alle Ein- und
Ausgaben derselben Schnittstellenspeziﬁkation genügen. Die Methoden zur Klassen-
visualisierung sind als oﬀene Liste zu verstehen. Bei Bedarf können sie problemlos
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um weitere Methoden erweitert werden.
Konkret behandeln wir in diesem Abschnitt fünf Methoden zur Klassenvisualisie-
rung. Drei von ihnen (simultane Visualisierung sowie Einbettungs- und V-Ecken-
Visualisierung) wurden in [Johannes u. a. 2005] vorgestellt. Im nächsten Teilab-
schnitt präsentieren wir die verschiedenen Methoden. Durch die Beschreibung wird
auch die Berechnungsvorschrift deﬁniert. Anschließend gehen wir im folgenden Teil-
abschnitt von der deskriptiven Darstellung zu einer vergleichenden und evaluieren-
den Betrachtung über. Wir stellen Vor- und Nachteile der einzelnen Methoden dar.
Des Weiteren leiten wir daraus bevorzugte Anwendungssituationen und Anwen-
dungsmöglichkeiten der einzelnen Methoden ab.
7.1.2 Methoden der Klassenvisualisierung
Als Eingabe der Klassenvisualisierungsmethoden haben wir Klassen einer induzier-
ten Partition im Sinn. Es wird sich herausstellen, dass einige Methoden auch auf
beliebige Shapegraphenmengen angewandt werden können. Aus diesem Grund be-
zeichnen wir die Eingabe formal häuﬁg einfach nur als Shapegraphenmenge. Die
Shapegraphen einer Klasse einer durch einen Partitionsdeﬁnierer induzierten Par-
tition zeichnen sich in zweierlei Hinsicht aus. Wenn wir die Auswertung des For-
melpartitionierers für einen Shapegraphen als Wahrheitswertetupel ansehen, dann
werten alle Shapegraphen der Klasse zum selben Tupel aus, während alle Shape-
graphen des Programmpunktes außerhalb der Klasse zu anderen Tupeln auswerten.
Zweitens haben alle Shapegraphen der Klasse die gleiche induzierte Teilstruktur
und die reduzierten Teilgraphen aller Shapegraphen des Programmpunktes außer-
halb der Klasse haben eine davon verschiedene. Wir beschränken unsere Aufmerk-
samkeit auf die Shapegraphen und lassen den Formelpartitionierer in der folgenden
Diskussion unberücksichtigt.
Jede der im Folgenden beschriebenen Methoden lässt sich formal als eine Funktion
auffassen. Jede Methode erhält als Eingabe eine endliche und nichtleere Menge von
Shapegraphen. Die Forderung nach Endlichkeit ist zwingend, da die Funktion eﬀek-
tiv, also auch in endlicher Zeit, berechenbar sein muss. Die Forderung nach der Ver-
schiedenheit von der leeren Menge dient in erster Linie der Bequemlichkeit, da alle in
dieser Arbeit vorgestellten Strukturierungsmethoden der TVLA-Ausgabe nichtleere
Mengen liefern. Als Deﬁnitionsbereich der Funktion können wir die Potenzmenge
der Menge aller möglichen Shapegraphen bezüglich der gewählten Analysespeziﬁka-
tion oder gar die Potenzmenge der Menge aller überhaupt möglichen Shapegraphen
annehmen. Das Bild der Funktion ist eine Menge von gerichteten und mit Prädika-
ten und Prädikatswerten der Analysespeziﬁkation beschrifteten Graphen. Es soll an
dieser Stelle nicht darüber diskutiert werden, ob nicht nahezu jeder solche Graph als
Shapegraph interpretiert werden kann. Der entscheidende Punkt ist, dass die Gra-
phen in der Ausgabemenge nicht notwendigerweise Shapegraphen von der Art sein
brauchen, wie sie üblicherweise von TVLA erzeugt werden. Bei einer der Methode
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werden wir es mit Ausgabegraphen zu tun, die bei TVLA nicht auftreten können.
Um dies zu betonen sprechen wir deshalb anstelle von Shapegraphen allgemeiner
von Graphen oder von Visualisierungsgraphen.
Es bezeichne M eine endliche und nichtleere Menge von Shapegraphen, die als
Eingabe, als Argument der berechnenden Funktion, diene. Die von den einzelnen
Methoden berechneten Ausgabemengen N können in ihrer Art recht verschieden
sein. Einige der Methoden berechnen eine Teilmenge N ⊆ M als Ausgabe. Die
Shapegraphen in N sind dabei auf die eine oder andere Weise charakteristisch für
M. Worin diese Charakteristik besteht, hängt konkret von der jeweiligen Methode
ab. Die Diskussion im vorangegangenen Absatz hat schon anklingen lassen, dass
wir nicht immer so vorgehen. Einige Methoden berechnen eine Menge von Shape-
graphen beziehungsweise Graphen, die keine Teilmenge der Eingabe ist, aber eine
praktikable und für die Visualisierung geeignete Charakterisierung von M gestat-
tet.
Simultane Visualisierung
Es seiM eine (endliche und nichtleere) Menge von Shapegraphen. Die diese Metho-
de beschreibende Funktion f ist die Identität, es gilt also f(M) =M. Sie ist eine
der denkbar einfachsten und damit auch zeiteﬃzientesten Methoden. Dass konstante
Funktionen im Hinblick auf die Reduzierung der Visualisierungskomplexität keinen
Nutzen bieten, ist einsichtig. Die Benennung simultan soll nicht so sehr den tem-
poralen Aspekt der Gleichzeitigkeit betonen als vielmehr, dass alle Shapegraphen
inM zusammen und gemeinsam die graphische Präsentation vonM darstellen.
Ob diese zum selben Zeitpunkt oder beispielsweise nacheinander präsentiert werden,
soll dabei nicht von Bedeutung sein.
Einbettungsvisualisierung
Als Ausgangssituation zur Beschreibung dieser Methode sei eine Menge M von
Shapegraphen gegeben, bei der wir der Einfachheit wieder davon ausgehen, dass
sie endlich und nichtleer sei. Die hier zu entwickelnde Methode lässt sich als ei-
ne Funktion auf der Potenzmenge aller möglichen Shapegraphen auffassen, die eine
(endliche und nichtleere) ShapegraphenmengeM auf eine ihrer Teilmengen N ⊆M
abbildet. Sinnigerweise soll mitM 6= ∅ auch N 6= ∅ gelten. Die Methode der Einbet-
tungsvisualisierung folgt damit der Idee, einige Shapegraphen ausM auszuwählen
und die Übrigen unberücksichtigt zu lassen. Die ausgewählte Teilmenge N enthält
Shapegraphen, die in einer näher zu kennzeichnenden Weise als repräsentativ für
M angesehen werden können.
Ein Shapegraph ist eine formale und üblicherweise auch abstrahierte Beschreibung
von konkreten Heapsituationen. Sie erfolgt hinsichtlich der Analysespeziﬁkation,
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also insbesondere hinsichtlich der dort vereinbarten logischen Prädikate. Jede kon-
krete Heapsituation können wir mit einem konkreten Shapegraphen identiﬁzieren:
Seine Individuen sind die einzelnen Heapzellen, und er enthält alle Prädikate der
Analysespeziﬁkation, die für diese konkrete Heapinstanz ausgewertet werden. Die
Shapeanalyse benutzt abstrahierte Shapegraphen. Die Abstrahierung ist in erster
Linie ein Mittel, um die Terminierung der Analyse zu garantieren. Üblicherweise
gehen dabei Informationen über die Datenwerte und über die Anzahl von Heapzel-
len verloren. Daher beschreibt ein Shapegraph in der Regel unendlich viele konkrete
Heapsituationen.
Es ein S ein Shapegraph bezüglich der zugrunde liegenden Analysespeziﬁkation.
Wir bezeichnen mit k(S) die Menge aller konkreten Shapegraphen, also letztendlich
aller konkreten Heapsituationen, die durch S beschrieben werden. Wir gehen dabei
davon aus, dass alle diese konkreten Shapegraphen ein kanonisches Universum be-
sitzen, so dass wir sie einfacher miteinander in Beziehung setzen können. Für zwei
Shapegraphen S und T kann natürlich k(S) ∩ k(T ) = ∅ gelten. Wenn der Schnitt
nichtleer ist, dann sind die folgenden drei Fälle möglich:
 k(S) ⊆ k(T )
 k(T ) ⊆ k(S)
 k(S) ∪ k(T ) liegt weder vollständig in k(S) noch in k(T )
Uns interessiert der Fall der Inklusion, das sind die ersten beiden Möglichkeiten.
Wir beschränken uns in der Betrachtung auf den ersten Fall, der andere ist hierzu
symmetrisch. Es gelte also k(S) ⊆ k(T ). Das bedeutet nichts anderes, als dass alle
von S beschriebenen (konkreten) Heapsituationen auch von T beschrieben werden.
Gegebenenfalls, wenn die Inklusion echt ist, beschreibt T aber noch zusätzliche.
Wegen |k(S)| ≤ |k(T )| kann S als restriktiver gedeutet werden. Im Vergleich
zu T können wir den Shapegraphen S als speziﬁscher oder konkreter ansehen.
Demgegenüber können wir T als umfassender oder allgemeiner als S bezeich-
nen.
Betrachten wir zur Verdeutlichung als Beispiel die beiden Shapegraphen Sor und
T der ersten Zeile in Abbildung 7.1. Da sie bei der Analyse von Algorithmen für
binäre Bäume auftreten, ist der durch die Zeigervariablen und -komponenten in-
duzierte Graph ein binärer Baum, so dass wir anstelle von Heapsituation einfacher
und deutlicher von Baum sprechen. Der Shapegraph T beschreibt Bäume, bei de-
nen es eine Wurzel root und eine davon verschiedene Ecke cur gibt, die ein Blatt
des Baumes ist; der Weg von root zu cur besteht aus wenigstens drei Ecken und alle
(den Zeigerkomponenten entsprechenden) Kanten auf diesem Weg sind mit right be-
schriftet. An den inneren Ecken des Weges können noch Teilbäume hängen, und von
diesen ist wenigstens einer vorhanden. Der Shapegraph Sor ist ähnlich: Der einzige
Unterschied besteht darin, dass der Weg von der Wurzel root zum aktuellen Element
cur aus genau drei Ecken besteht. Wird ein Baum, eine konkrete Heapsituation von
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T Sor (Sor v T )
Sul (Sul 6v T ) Sur (Sur 6v T )
Abbildung 7.1: Einbettung von Shapegraphen
Sor beschrieben, dann wird sie damit auch zwangsweise von T beschrieben. Folglich
gilt k(Sor) ⊆ k(T ).
Diese Tatsache wollen wir für unsere Visualisierung nutzen. Wenn wir im Falle
k(S) ⊆ k(T )) anstelle von S und T nur den Shapegraphen T visualisieren, wenn
wir also etwa S aus M entfernen, dann erhalten wir immer noch eine korrekte,
konservative Beschreibung der durchM repräsentierten Heapsituationen. Die neue
Beschreibung ist höchstens gröber geworden. Wir können nun, wann immer für zwei
Shapegraphen S ∈ M und T ∈ M die Bedingung k(S) ⊆ k(T ) gilt, den Shape-
graphen S ausM entfernen. Auf diese Weise bleiben am Ende die allgemeinsten
Shapegraphen vonM übrig. Die Methode der Einbettungsvisualisierung bestimmt
die Ausgabemenge N ⊆M, indem sie aus der ShapegraphenmengeM diese allge-
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meinsten Shapegraphen auswählt.
Nach diesen einleitenden Betrachtungen schreiten wir zur formalen Explikation.
Die eben skizzierte Berechnungsvorschrift können wir so nicht umsetzen: Für einen
Shapegraphen S die Menge k(S) aller konkreten Heapsituationen zu berechnen, ist,
wenn nicht unmöglich, so doch wenigstens extrem ineﬃzient. Für zwei Shapegra-
phen S und T müssen wir die Gültigkeit von k(S) ⊆ k(T ) direkt aus S und T
bestimmen können. Hierzu bedienen wir uns des Konzepts der Einbettung, wie es in
Abschnitt 3.6, Deﬁnition 3.2 (Seite 47), vergleiche gegebenenfalls auch [Sagiv u. a.
2002], beschrieben ist. Formal stellt sich die Einbettung als eine binäre Relation auf
der Menge aller Shapegraphen (bezüglich der zugrunde liegenden Analysespeziﬁkati-
on) dar. Zur Charakterisierung von Eigenschaften wird auf der Menge der (dreiwerti-
gen) Wahrheitswerte die Informationsordnungv herangezogen.
In der Deﬁnition der Einbettung wird die Surjektivität der die Einbettung vermit-
telnden Funktion verlangt. Hierauf können (und wollen) wir nicht verzichten. Diesen
Sachverhalt demonstrieren wir gleich anhand eines Beispiels, auch werden wir noch
Beispiele zur Verdeutlichung betrachten. Doch zuvor diskutieren wir einige Aspekte,
die uns weitere Einsicht vermitteln.  Für jeden Shapegraphen S gilt S v S, die
identische Abbildung auf dem Universum von S leistet das Geforderte. Die Einbet-
tungsrelation ist also reﬂexiv. Gilt S1 v S2 und S2 v S3, wobei die die Einbettung
vermittelnden Funktionen f12 und f23 seien, dann zeigt die Konkatenation f23 ◦f12,
dass auch S1 v S3 gilt. Die Einbettungsrelation ist transitiv.
Der Shapegraph S sei in den Shapegraphen T einbettbar. Dann gibt es also eine die
Einbettung vermittelnde Surjektion f vom Universum von S auf das Universum von
T , die die in der Deﬁnition angegebenen Bedingungen erfüllt. Die in dieser Arbeit
verwendeten und skizzierten Analysespeziﬁkationen sind so beschaﬀen, dass in allen
von TVLA berechneten Shapegraphen alle Abstraktionsprädikate pa stets deﬁnite
Wahrheitswerte besitzen. (In [Manevich 2003], Kapitel 4.2, werden solche Shapegra-
phen deﬁnit genannt; dort ﬁndet sich auch ein alternativer Beweis für die folgende











. Mit anderen Worten bedeutet dies, dass f jedes Ab-
straktionsprädikat respektiert, sie bildet ein Individuum auf ein Individuum mit glei-
chem kanonischen Namen ab. Nun sind die von TVLA berechneten Shapegraphen
(im Normalfall) so beschaﬀen, dass es in jedem Shapegraphen zu jedem kanonischen
Namen höchstens eine Ecke mit diesem kanonischen Namen gibt. Die Surjektion f
ist dann folglich auch injektiv, insgesamt also eine Bijektion.
Nach dieser Betrachtung kehren wir zu der Forderung nach Surjektivität in der De-
ﬁnition der Einbettung zurück. Wir untersuchen, was geschehen würde, wenn wir
auf sie verzichten würden. Hierzu betrachten wir in Abbildung 7.1 die beiden Shape-
graphen T und Sul der linken Spalte. Wir wollen versuchen, Sul in T einzubetten.
Die Funktion, die die Einbettung vermitteln soll, sei mit f bezeichnet. Die in der
Deﬁnition geforderten Bedingungen an die Prädikate gilt auch für die Abstraktions-
prädikate. In beiden Shapegraphen sind alle Wahrheitswerte der Abstraktionsprädi-
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kate deﬁnit. Mithin muss die die Einbettung vermittelnde Funktion sie respektieren,
wodurch sie eindeutig bestimmt ist. Korrespondierende Ecken auf dem Suchweg von
der Wurzel root zur aktuellen Ecken cur werden aufeinander abgebildet. Die nicht
auf dem Suchweg liegende Summary-Ecke (in T ) tritt dann nicht als Bild auf. Die
von T beschriebenen Heapsituationen haben wir oben bereits erklärt. Für dieses
Beispiel ist es wichtig zu bemerken, dass von den inneren Ecken des Suchweges von
root nach cur wenigstens ein Teilbaum (zur linken Seite) herabhängt. Das bedeutet
insbesondere, dass es in allen durch T beschriebenen Heapsituationen wenigstens
ein Heapelement gibt, das nur von root (aber nicht von cur) erreichbar ist und das
kein Ahne des aktuellen Elementes (oder der Wurzel) ist. Bei allen Heapsituationen,
die durch Sul beschrieben werden, gibt es keine solche Heapzelle. In diesem Sinne
ist jede von Sul beschriebene Heapsituation von jeder von T beschriebenen verschie-
den. Es gilt k(T ) ∩ k(Sul) = ∅. Das widerspräche unserer eingangs beschriebenen
Intention. Die Forderung nach Surjektivität ist also notwendig.
Die angekündigte Vorstellung von Beispielen zur Einbettung steht noch aus. Dazu
betrachten wir die Shapegraphen in Abbildung 7.1. Wir hatten uns schon über-
legt, dass die Inklusion k(Sor) ⊆ k(T ) besteht. Jetzt überlegen wir uns, dass auch
k(Sor) v k(T ) gilt. Die die Einbettung vermittelnde Funktion muss eine Bijektion
auf den Universen sein, die kanonische Namen invariant lässt. Die Zuordnung ist
intuitiv und eindeutig. Es lässt sich leicht veriﬁzieren, dass die in Deﬁnition 3.2 ge-
forderten Bedingungen an die Prädikatswerte dann erfüllt sind, entweder stimmen
korrespondierende Werte überein oder der Wert in T ist 12 . Für Sul hatten wir schon
gesehen, dass er sich nicht in T einbetten lässt. Auch Sur kann nicht in T eingebettet
werden. Zum einen stimmt die Eckenzahl in Sur und T nicht überein, weswegen es
keine Bijektion zwischen ihren Universen geben kann. Zum anderen haben die Prä-
dikate left und right in Sur für einige Argumente1 den Wahrheitswert 12 , während sie
in T für die korrespondierenden Argumente den Wert 0 haben.
Wir betrachten erneut die Situation S v T , wobei die Funktion f die Einbettung
vermittele. Wie bisher habe jedes Abstraktionsprädikat in S und T nur deﬁnite
Wahrheitswerte. (Und natürlich gibt es in jedem Shapegraphen zu jedem kanoni-
schen Namen höchstens ein Individuum mit diesem Namen.) Des Weiteren gelte
T v S, die zugehörige Funktion sei g. Sowohl f als auch g sind Bijektionen, die
jeweils kanonische Namen invariant lassen. Daher sind f ◦ g und g ◦ f Identitä-
ten. Diese Tatsache hat Auswirkungen auf die Wahrheitswerte der Prädikate. Wir
demonstrieren dies anhand eines einstelligen Prädikates. Hierzu bezeichne u ein
beliebiges Individuum des Universums von S. Wenn beide Einbettungen hinterein-
ander ausgeführt werden, so ergibt sich pS(u) v pT (f(u)) v pS(g(f(u))) = pS(u),




folgt. Die Bijektion f respektiert also jedes Prädikat der
Analysespeziﬁkation. Gleiches gilt auch für g. Satz 8.4 zeigt, dass f und g deshalb
Isomorphismen sind, die Shapegraphen S und T sind isomorph. Die von TVLA
1. Man betrachte die Summary-Ecke, die das Innere des Suchweges repräsentiert, oder diese und
die Summary-Ecke, welche die am Suchweg herabhängenden Teilbäume repräsentiert.
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berechnete Ausgabe ist derart, dass zu jedem Programmpunkt des analysierten Al-
gorithmus eine Menge nichtisomorpher Shapegraphen berechnet wird. In diesem Fall
sind S und T gleich. Folglich ist die Einbettungsrelation dann antisymmetrisch. Wir
fassen zusammen:
7.1 Satz. Die Einbettungsrelation ist reﬂexiv und transitiv (auf jeder Menge von
Shapegraphen). Ist M eine Menge von paarweise nichtisomorphen Shapegraphen,
so dass für jeden Shapegraphen alle Abstraktionsprädikate deﬁnite Wahrheitswer-
te haben, so ist die Einbettungsrelation antisymmetrisch auf M; sie deﬁniert eine
(partielle) Ordnung aufM.
In der einleitenden Motivation hatten wir die Einbettungsvisualisierung dadurch
charakterisiert, dass sie aus einer MengeM von Shapegraphen die allgemeinsten
auswählt. Wann immer für zwei Shapegraphen S und T ausM die Menge der von S
beschriebenen (konkreten) Heapsituationen eine Teilmenge der von T beschriebenen
ist, wenn also k(S) ⊆ k(T ) gilt, so entfernen wir S aus M. Die verbleibenden
Shapegraphen bilden die Ausgabe. Diese Enthaltenseinrelation auf der Ebene der
konkreten Heapsituationen lässt sich auf der Ebene der (dreiwertigen) Shapegraphen
adäquat durch den Begriﬀ der Einbettung ausdrücken. Wann immer S v T für zwei
Shapegraphen S und T aus M gilt, entfernen wir S aus M. Es verbleiben genau
die bezüglich v maximalen Elemente2.
7.2 Deﬁnition. Es seiM eine Teilmenge der Menge der Shapegraphen eines Pro-
grammpunktes. Die Ausgabe der Einbettungsvisualisierung sei die Menge der be-
züglich der Einbettungsrelation v maximalen Elemente vonM.
Nach der formalen Speziﬁkation der Methode demonstrieren wir sie zur Verdeutli-
chung an einem Beispiel. Wir betrachten wieder die Suche nach einem Element in
einem binären Suchbaum, wobei wir unsere Standardspeziﬁkation verwenden. Wir
beﬁnden uns am Programmpunkt n2, das ist der Schleifeneingangspunkt. Da es in
dieser Arbeit um die Aufbereitung der Shapeanalyseausgabe für die Visualisierung
geht, strukturieren wir die Shapegraphenmenge zum Programmpunkt n2. Wir par-
titionieren sie mithilfe eines Partitionsdeﬁnierers, undM sei eine der Klassen. Der
Einfachheit halber setzen wir den Formelpartitionierer F = ∅, so dass er keine Aus-
wirkung bei der Partitionierung hat. Den Teilstrukturdeﬁnierer wählen wir so, dass
die induzierten Teilstrukturen jeweils die Suchwege von der Wurzel zur aktuellen
Ecke sind, vergleiche Abschnitt 6.3. Die Klassen repräsentieren also gerade die ver-
schiedenen Strukturen des Suchweges. Für dieses Beispiel betrachten wir diejenige
Klasse, bei der die reduzierte Teilstruktur aller Shapegraphen ausM der Graph in
Abbildung 7.2 ist.
2. Es seiM eine Menge undv eine Ordnungsrelation aufM. Ein Element Sm ∈M heißemaximales
Element von M, wenn ∀S ∈M : Sm v S ⇒ S = Sm gilt.
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Abbildung 7.2: Eine induzierte Teilstruktur (Suchbaum)
Zu dieser Klasse gehören zum Beispiel auch die vier Shapegraphen aus Abbil-
dung 7.1. Der Graph in Abbildung 7.2 ist nicht nur der reduzierte Teilgraph je-
des Shapegraphen dieser Klasse, er tritt auch selbst als Shapegraph auf. Insge-
samt sind in dieser Klasse 10 Shapegraphen enthalten. Wenn wir ihre maximalen
Elemente berechnen, dann erhalten wir derer vier. Sie sind in Abbildung 7.3 ge-
zeigt.
Sm1 : Der Shapegraph besteht nur aus dem Suchweg, der identisch mit dem indu-
zierten Teilgraphen ist.
Sm2 : Der Shapegraph ist ähnlich zu Sm1, jedoch ist die aktuelle Ecke cur kein
Blatt des Baumes. Es existiert ein Teil des Baumes, der noch nicht (oder
an dem noch nicht entlang) traversiert wurde. Er ist in einer Summary-Ecke
unterhalb von cur zusammengefasst.
Sm3 : Der Shapegraph besteht aus dem Suchweg, wobei die aktuelle Ecke cur ein
Blatt des Baumes ist. Entlang des Suchweges hängen Teilbäume  mindestens
einer  herab, die in einer Summary-Ecke zusammengefasst sind.
Sm4 : Der Shapegraph ist ähnlich zu Sm3, jedoch ist cur kein Blatt und es existieren
noch nicht besuchte Teile des Graphen, die wie bei Sm2 in einer weiteren
Summary-Ecke unterhalb von cur zusammengefasst sind.
Unser Verfahren zur Algorithmenvisualisierung baut auf einer von TVLA berech-
neten Shapeanalyse auf. Die verwendeten Analysespeziﬁkationen sind so beschaﬀen
und die Shapeanalyse wird so gestaltet, dass die Einbettungsrelation antisymme-
trisch auf der Analyseausgabe ist. Wir untersuchen, welche Konsequenzen entstehen,
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Sm1 Sm2
Sm3 Sm4
Abbildung 7.3: Bezüglich Einbettung maximale Shapegraphen der Klasse mit indu-
zierter Teilstruktur wie in Abbildung 7.2
wenn diese Bedingung nicht erfüllt ist. Der Sichtweise der Einbettung als Relation
wollen wir eine zweite Sichtweise, eine graphentheoretische, zur Seite stellen. Einer
Shapegraphenmenge, auf der die Einbettungsrelation erklärt ist, ordnen wir einen
gerichteten Graphen zu. Seine Ecken sind die Shapegraphen und er erhält eine Kante
von S nach T genau dann, wenn S 6= T und S in T einbettbar ist. (Die Reﬂexi-
vität der Einbettung würde sonst zu Schlingen führen, die nicht erwünscht sind.)
Die Transitivität bedeutet, dass, wenn immer es einen (gerichteten) Kantenzug von
S nach T gibt, es auch eine Kante von S nach T gibt. Betrachten wir als Erstes
den Fall, dass v nicht antisymmetrisch aufM ist. Dann existieren zwei Shapegra-
phen S und T mit S v T und T v S. Im Graphen existiert also eine Kante von S
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nach T und eine von T nach S. Der Graph enthält einen Kreis. Als Zweites setzten
wir die Existenz eines Kreises im Relationsgraphen voraus. Zwei seiner Ecken, die
zudem auch benachbart sein sollen, seien S und T . Damit existiert ein Kantenzug
von T nach S und wegen der Transitivität der Einbettungsrelation auch eine Kante
von T nach S. Es gilt also S v T und T v S, aber es ist S 6= T (auch S 6' T ).
Damit ist v nicht antisymmetrisch. Unter der Voraussetzung der Transitivität ist
die Antisymmetrie äquivalent zur Kreisfreiheit des schlingenbefreiten Relationsgra-
phen.
Für die Deﬁnition der Einbettungsvisualisierung haben wir die Antisymmetrie der
Einbettungsrelation auf der betrachteten ShapegraphenmengeM als Voraussetzung
verwendet. Die Einbettung ist damit eine (partielle) Ordnung aufM. Was kann ge-
schehen, wenn Antisymmetrie nicht besteht? Eine Möglichkeit besteht darin, dass
sich die Methode als nicht anwendbar erklärt. Das stellt eine potentielle Einschrän-
kung dar. Wir können die Methode aber auf Shapegraphenmengen verallgemeinern,
auf denen die Einbettungsrelation nicht antisymmetrisch ist. Wenn der (schlingen-
befreite) Relationsgraph einen Kreis enthält, dann kann jeder Shapegraph des Krei-
ses wegen der Transitivität der Einbettungsrelation in jeden anderen eingebettet
werden. Wir können daher den Kreis zu einer einzelnen Ecke kontrahieren. Dies ite-
rieren wir, bis der Graph kreisfrei ist. Das bedeutet aber nichts anderes, als dass wir
die starken Zusammenhangskomponenten berechnen und sie jeweils zu einer Ecke
kontrahieren. In dem so entstandenen Hilfsgraphen bestimmen wir die maximalen
Elemente und fügen sie zur Ausgabemenge zusammen.
Die Methode der Einbettungsvisualisierung wählt aus einer Menge M von Shape-
graphen einige repräsentative Vertreter aus. Diese werden so bestimmt, dass die
durch sie beschriebenen konkreten Heapsituationen alle von den Shapegraphen aus
M beschriebenen umfassen. Formal haben wir dies auf den Begriﬀ der Einbettung
zurückgeführt. Die Einbettungsvisualisierung berechnet die bezüglich der Einbet-
tungsrelation maximalen Elemente von M. Trivialerweise ist die Ausgabe damit
eine Teilmenge der Eingabe. Die Einbettungsvisualisierung führt in der Regel also
zu einer Verringerung der Visualisierungskomplexität.
Reduzierter-Teilgraph-Visualisierung
Es sei M eine Klasse der Shapegraphenmenge eines Programmpunkt eines Algo-
rithmus, die durch einen gegebenen Partitionsdeﬁnierer induziert sei. Damit istM
insbesondere von der leeren Menge verschieden und endlich. Jede Formel des For-
melpartitionierers wertet für alle Shapegraphen ausM zum gleichen Wahrheitswert
aus. Des Weiteren haben alle Shapegraphen ausM die gleiche reduzierte Teilstruk-
tur, vergleiche Deﬁnition 6.7 auf Seite 112. Den Formelpartitionierer wollten wir bei
der Betrachtung der Methoden außer Acht lassen, unser Augenmerk liegt auf den
Shapegraphen selbst. Nicht nur, dass alle Shapegraphen inM (bis auf Isomorphie)
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den gleichen reduzierten Teilgraphen R haben, kein Shapegraph zu diesem Pro-
grammpunkt außerhalb vonM besitzt R als Teilgraph. Damit ist der gemeinsame
Teilgraph R eine sinnvolle Charakterisierung der KlasseM.
Die Methode der Reduzierter-Teilgraph-Visualisierung berechnet für eine KlasseM
deren gemeinsame reduzierte Teilstruktur R, die als einziger Graph ihre Ausgabe
bildet. Wenn man die Tatsache explizit nutzt, dass es sich bei M um eine Klasse
einer induzierten Partition handelt, dann gestaltet sich die Berechnung sehr eﬃzi-
ent: Man braucht nur für einen Shapegraphen ausM seine induzierte Teilstruktur
zu berechnen.  Der Fall R ∈ M ist möglich, vergleiche das Beispiel aus den Ab-
bildungen 7.1, 7.2 und 7.3. Häuﬁg wird aber R 6∈ M gelten. Wir interpretieren
die Methode deshalb besser als eine Funktion, die aus einer Shapegraphenmenge
einen Visualisierungsgraphen ableitet. Da die Ausgabemenge nur aus einem einzi-
gen Shapegraph besteht, der zudem ein Teilgraph jedes Shapegraphen aus M ist,
ist die gesamte Visualisierungskomplexität, sowohl die Anzahl der Graphen in der
Ausgabe als auch deren Größe, in der Regel sehr gering.
Wir haben bei der Beschreibung dieser Methode explizit davon Gebrauch gemacht,
dass es sich bei der EingabemengeM um eine Klasse einer durch einen Partitions-
deﬁnierer induzierten Partition handelt. Wenn dies nicht der Fall ist, dann brau-
chen nicht alle Shapegraphen in M dieselbe reduzierte Teilstruktur zu besitzen,
sofern überhaupt ein Teilstrukturdeﬁnierer gegeben ist und wir von einer Teilstruk-
tur sprechen können. Und selbst wenn alle Shapegraphen ausM dieselbe induzierte
Teilstruktur besitzen, können auch Shapegraphen außerhalb von M diese haben.
In diesem Fall ist völlig unklar, was genau diese Teilstruktur in der Menge M im
Verhältnis zu anderen Shapegraphenmengen charakterisiert. Formal spricht nichts
dagegen, die Methode auf beliebige Shapegraphenmengen zu verallgemeinern: Als
Ausgabe berechnen wir die reduzierten Teilgraphen der Shapegraphen der Einga-
bemenge. Allerdings ist mit einer deutlich verminderten Aussagekraft der zurück-
gegebenen Menge mit den reduzierten Teilstrukturen zu rechnen.  Es ist auch
denkbar, die Methode dahingehend zu verallgemeinern, dass man den Durchschnitt
aller Graphen aus M berechnet, also die größte in allen Shapegraphen enthalte-
ne Teilstruktur. Dazu würden wir noch voraussetzen müssen, dass es sich bei M
um eine Menge von Shapegraphen mit kanonischem Universum handelt. Für eine
Klasse einer induzierten Partition ist der gemeinsame Teilgraph eine Teilstruktur
des Durchschnitts. Abgesehen von der Tatsache, dass uns diese Verallgemeinerung
ein gutes Stück von der ursprünglichen Idee fortträgt, ist auch dann wieder un-
klar, wie sich dieser Durchschnitt zu den Durchschnitten der Shapegraphen anderer
Shapegraphenteilmengen (des Programmpunktes) verhält.
Single-Structure-Visualisierung
Wieder bezeichneM eine endliche und nichtleere Menge von Shapegraphen. Die Sin-
gle-Structure-Visualisierung beruht auf der Idee, aus der Eingabemenge M einen
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einzigen Graphen zu berechnen. Dieser Graph wird, außer wennM nur aus einem
einzigen Shapegraphen besteht, kein bei den in dieser Arbeit betrachteten Analysen
vorkommender Shapegraph sein. Wir charakterisieren den berechneten Ausgabe-
graphen daher als Visualisierungsgraphen. In der Anfangszeit der Entwicklung von
TVLA, als die Berechnung von Shapeanalysen noch nicht so eﬃzient wie heutzutage
möglich war, wollte man trotzdem über die Möglichkeit verfügen, größere Analysen
durchführen zu können. Dafür war man gewillt, (stärkere) Informationsvergröberun-
gen in Kauf zu nehmen. Das hauptsächliche Ziel war eine Terminierung der Shape-
analyse in akzeptabler Zeit. Zu diesem Zweck wurde die Single-Structure-Analyse
in TVLA eingeführt. Alle an einem Programmpunkt auftretenden Heapsituatio-
nen werden durch einen einzigen (Shape-)Graphen repräsentiert. Genaugenommen
handelt es sich dabei um eine Join-Methode, die als Vereinigungsoperator realisiert
ist.
Abbildung 7.4: Ausgabe der Single-Structure-Analyse für den Schleifeneingangspro-
grammpunkt des Baumsuchalgorithmus
Wenn wir für den Suchalgorithmus auf Suchbäumen, er ist in Abbildung 4.3 auf
Seite 66 dargestellt, eine Single-Structure-Analyse durchführen, dann erhalten wir
für den Schleifeneingangsprogrammpunkt n2 den Graphen in Abbildung 7.4. Er re-
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präsentiert alle an diesem Programmpunkt auftretenden Heapsituationen. Es sticht
unmittelbar ins Auge, dass es mehrere potentielle Wurzeln, nämlich v1, v6 und v7,
gibt. Bei den mit Standardanalysen erzeugten Shapegraphen ist das undenkbar:
Zeigervariablen sind in der Analysespeziﬁkation mit dem Attribut unique verse-
hen, welches sicherstellt, dass es in einem Shapegraphen nur eine Ecke gibt, für die
dieses Prädikat wahr ist. Jede Ecke im Single-Structure-Graphen steht wie bisher
für konkrete Heapzellen, für welche die unären Prädikatswerte zu den zugehörigen
Wahrheitswerten auswerten. Wenn eine Ecke im Single-Structure-Graphen vorhan-
den ist, dann bedeutet dies, dass es wenigstens eine konkrete Heapsituation bei
diesem Programmpunkt gibt, in der Zellen mit den entsprechenden Eigenschaften
existieren. In dieser konkreten Heapsituation brauchen aber nicht zu jeder Ecke des
Single-Structure-Graphen Heapzellen existieren. Dieses Faktum erschwert das Lesen
eines Shapegraphen deutlich.
Untersuchen wir den Single-Structure-Graphen in Abbildung 7.4 genauer. Als Ers-
tes betrachten wir die Situationen, die beim erstmaligen Erreichen des Schleifenein-
gangspunktes vorliegen. Der Zeiger cur zeigt dann auf die Wurzel. Die zugehörige
Ecke im Graphen ist v7. Besteht der Baum aus weiteren Heapzellen, dann werden
diese durch v5 repräsentiert. Als Zweites betrachten wir Situationen, in denen der
Suchweg aus wenigstens drei Heapzellen besteht. Im Graphen ist dieser Weg durch
die Ecken v1, v2 und v3 repräsentiert. Die am Suchweg eventuell herabhängenden
Teilbäume sind durch v4, der noch nicht besuchte Teil des Baumes durch v5 reprä-
sentiert. Die Situationen, in denen der Suchweg nur aus der Wurzel und der (davon
verschiedenen) aktuellen Ecke besteht, sind dadurch eingeschlossen, dass es left- und
right-Kanten von v1 nach v3 gibt. Als Drittes betrachten wir den Fall, dass die Su-
che erfolglos war, der Zeiger cur ist dann NULL. Dann besteht der Baum entweder
nur aus der Wurzel, der Ecke v6, oder es gibt weitere Heapzellen, die durch v4 re-
präsentiert sind. Durch die Vereinigung ist auch eine Vergröberung entstanden: die
Ecken v1 und v6 sind Summary-Ecken.
Wir konnten den Graphen in Abbildung 7.4 derart leicht interpretieren, weil wir
die konkret auftretenden Heapsituationen kennen. Bei einer Visualisierung im Hin-
blick auf Lernziele ist aber die andere Richtung maßgebend. Wir sehen den Graphen
und wollen Aussagen über die konkreten Heapsituationen ableiten. Wenn wir nichts
über binäre Suche wüssten, würden wir dann mit diesem Graphen etwas anfangen
können? Würden wir überhaupt erkennen, dass es um Bäume geht? Daher verlan-
gen wir im Rahmen unseres Visualisierungsansatzes in der auf Seite 61 formulierten
Strukturerhaltungsforderung, dass die graphentheoretische Struktur eines Shape-
graphen die Zeigerstruktur der durch ihn repräsentierten konkreten Heapsituatio-
nen widerspiegelt soll. Diese Forderung wird von Single-Structure-Graphen (bis auf
Ausnahmen) verletzt.
Die Single-Structure-Visualisierung berechnet für eine gegebene Shapegraphenmen-
geM mittels der Single-Structure-Join-Methode eine einzelne Struktur fürM, die
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den einzigen Graphen der Ausgabemenge bildet: Wir initialisieren eine leere Struk-
tur A. Anschließend iterieren wir über alle Shapegaphen S ∈M, in jedem Iterations-
schritt vereinigen wir A mit S mittels der Single-Structure-Join-Methode. Zurückge-
geben wird als Ausgabe die Menge {A}. Es handelt sich zwar nur um einen einzigen
Graphen, die primäre Visualisierungskomplexität ist also gering, dieser ist aber im
Verhältnis zu den Eingabegraphen normalerweise relativ groß.
Abbildung 7.5: Single-Structure-Graph für die Klasse mit induzierter Teilstruktur
wie in Abbildung 7.2
Betrachten wir als Beispiel wieder die Klasse mit induzierter Teilstruktur wie in
Abbildung 7.2. Wenn wir die 10 Shapegraphen der Klasse als Eingabe der Single-
Structure-Methode verwenden, dann erhalten wir als Ausgabe den Graphen in Ab-
bildung 7.5. Wie wir in der vorangegangenen Diskussion dargestellt haben, braucht
es in einer konkreten Heapsituation nicht zu jeder Ecke des Graphen konkrete Heap-
zellen geben, die zu ihr korrespondieren. Diese Tatsache erschwert die Interpretation
des Graphen normalerweise stark. In diesem speziellen Fall ist die Situation jedoch
nicht dramatisch. Alle Shapegraphen der Klasse haben als induzierte Teilstruktur
den Graphen aus Abbildung 7.2. Lediglich die beiden Summary-Ecken, die für die
am Suchweg herabhängenden Teilbäume und für den noch nicht besuchten Teil des
Baumes stehen, können fehlen.
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V-Ecken-Visualisierung
Als Ausgangspunkt betrachten wir wieder eine nichtleere und endliche Menge von
Shapegraphen, die die Eingabe der Methode sei. Wir knüpfen an das Beispiel an,
das wir bei der Entwicklung der Einbettungsvisualisierung untersucht hatten. Dort
haben wir eine Klasse einer induzierten Partition für den Schleifeneingangspunkt des
Suchalgorithmus betrachtet. Die Shapegraphen dieses Programmpunktes hatten wir
hinsichtlich der Struktur des Weges von der Wurzel zur aktuellen Ecken partitio-
niert. Eine der Klassen  diejenige, bei der die induzierte Teilstruktur jedes Graphen
der Shapegraphen aus Abbildung 7.2 ist  haben wir genauer betrachtet. Alle Shape-
graphen dieser Klasse haben natürlich dieselbe Struktur des Suchweges. Entlang des
Suchweges können Teilbäume herunterhängen. Ist die aktuelle Ecke cur kein Blatt
des Baumes, dann können sich unterhalb cur bisher noch nicht betrachtete Teile
des Baumes beﬁnden. Diese beiden Arten von Baumteilen sind in den jeweiligen
Shapegraphen durch Summary-Ecken repräsentiert. Die Shapegraphen der Klasse
unterscheiden sich dadurch, dass diese Summary-Ecken vorhanden sind oder nicht;
auch können sich (zusätzlich) die Werte binärer Prädikate dort unterscheiden, wo
diese Summary-Ecken als Argument auftreten.
Für uns Menschen hat die Vorstellung von kann vorhanden sein oder nicht durch-
aus natürlichen Charakter. Insbesondere bei dieser Anwendung, wo das Hauptau-
genmerk auf der Struktur des Suchweges liegt, würde sich eine solche Sicht anbie-
ten; zudem würde damit die Klasse sehr kompakt beschrieben werden können. In
der Shapeanalyse und damit auch in TVLA werden nur zwei Arten von Indivi-
duen (Ecken) unterschieden: solche, die für genau eine konkrete Heapzelle stehen
(Individuen-Ecke), und solche, die für mindestens eine konkrete Heapzelle stehen
(Summary-Ecke). Es gibt aber keine Individuenart, die beispielsweise null oder mehr
konkrete Heapzellen repräsentiert.3 Da unsere Visualisierung auf einer Shapeanaly-
se basiert, müssen wir diese Gegebenheit respektieren. Dessen ungeachtet verbietet
es sich nicht, die Analyseausgabe nachträglich um eine weitere Eckenart anzurei-
chern. Wir zeichnen Ecken aus, von denen wir erlauben, dass sie keine konkrete
Entsprechung zu besitzen brauchen, diese Ecken stehen also für null oder mehr kon-
krete Heapzellen. Wir werden sie V-Ecken (auch V-Individuen) nennen. Den Namen
können wir als Visualisierungsecke lesen, schließlich werden sie im Hinblick auf die
Visualisierung eingeführt, oder wir können ihn als virtuelle Ecke lesen, was unter-
streicht, dass die Ecke gegebenenfalls gar nicht vorhanden ist, dass es gegebenenfalls
keine konkrete Heapzelle gibt, die ihr entspricht.
Methodisch wird sich die V-Ecken-Visualisierung als eine Verallgemeinerung oder
Erweiterung der Einbettungsvisualisierung darstellen. Anstelle der dort verwendeten
Einbettungsrelation v verwenden wir eine modiﬁzierte Art der Einbettung, die das
3. Die Single-Structure-Analyse stellt eine gewisse Ausnahme dar, sie ist aber keine Standardana-
lyse. Überdies ist ihre berechnete Ausgabe unvereinbar mit der Strukturerhaltungsforderung,
die wir auf Seite 61 im Hinblick auf die Visualisierung fordern.
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Konzept der V-Ecke mit einbezieht.  Wir beginnen damit, dass wir erklären, was
V-Ecken sind:
7.3 Deﬁnition. Es sei S ein Shapegraph. Eine Teilmenge VS seines Universums sei
ausgezeichnet. Die Elemente von VS bezeichnen wir als V-Ecken, den Shapegraphen
S nennen wir einen V-Ecken-Graph.
Diese Eckenmenge VS für jeden Shapegraphen S kann auf zweierlei Arten natürlich
verwaltet werden. Zum Einen kann sie als Teilmenge der Ecken explizit zu jedem
Shapegraphen gespeichert werden. Wir können aber auch nachträglich ein neues
einstelliges Prädikat einführen. Es erhält für eine Ecken in einem Shapegraphen den
Wahrheitswert 1, wenn die betreﬀende Ecken eine V-Ecke ist, und den Wert 0 an-
dernfalls. Das Konzept der V-Ecke benutzen wir in der Visualisierung. Es ist nicht
nötig, die Analysespeziﬁkation um dieses Prädikat zu ergänzen und die Analyse
damit durchzuführen. Das Hinzufügen braucht erst danach, in der Visualisierungs-
aufbereitung zu geschehen.
Durch Zulassen von V-Ecken schwächen wir den Begriﬀ der Einbettung ab. Wir
setzen:
7.4 Deﬁnition. Es seien S und T zwei Shapegraphen. In T sei eine Teilmenge VT
seines Universums als V-Ecken ausgezeichnet. Der Shapegraph S heiße V-einbettbar
in T , wenn es eine Abbildung f des Universums von S in das Universum von T gibt,
die folgende Bedingungen erfüllt:
1. Bis auf die Surjektivität erfüllt f die Bedingungen einer Einbettung aus Deﬁ-
nition 3.2, das heißt:
a) Für jedes Prädikat (Prädikatssymbol) p, es habe Stelligkeit n, und für alle
u1, . . . , un ∈ S gelte
pS(u1, . . . , un) v pT
(
f(u1), . . . , f(un)
)
,
wobei v die Informationsordnung auf der Menge der Wahrheitswerte be-
zeichne.
b) Für jedes uT ∈ T gelte
(|{u ∈ S : f(u) = uT }| > 1) v smT (uT ).
2. Für jedes uT ∈ T gelte: Ist uT nicht im Bild von f , dann ist uT eine V-Ecke,
also:
∀uT ∈ T : (∀u ∈ S : f(u) 6= uT )⇒ uT ∈ VT .
Ist S in T V-einbettbar, dann schreiben wir dafür S vV T .
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Unmittelbar aus der Deﬁnition ergibt sich S v T ⇒ S vV T . Jede Ecke von
T tritt hier bei einer Einbettung als Bild auf, daher ist die Menge der V-Ecken
in diesem Fall nicht von Bedeutung. Aus diesem Argument folgt auch, dass die
V-Einbettung reﬂexiv ist.  Die V-Einbettung gestattet noch eine zweite Sicht. In
der Deﬁnition verlangen wir, dass einige Ecken in T bei der Einbettung übrig
bleiben dürfen. Diese können wir aber auch vorher aus T entfernen und dann eine
(normale) Einbettung verwenden. In dieser Lesart gilt:
7.5 Satz. Es seien S und T zwei Shapegraphen. Ihre kanonischen Universen seien
US und UT , und es gelte US ⊆ UT . In T seien (wenigstens) alle Ecken aus UT \US
als V-Ecken ausgezeichnet. Der Shapegraph T ′ entstehe aus T indem alle Ecken aus
UT \US aus seinem Universum gelöscht und alle Prädikate auf das neue Universum
eingeschränkt werden. Dann gilt S vV T ⇔ S v T ′.
Abbildung 7.6: Visualisierungsgraph mit V-Ecken
Betrachten wir zur Veranschaulichung ein Beispiel. Es sei T der Graph aus Abbil-
dung 7.6. Als V-Ecken zeichnen wir die beiden Summary-Ecken aus, die nicht auf
dem Suchweg liegen; in der Abbildung sind sie eingefärbt dargestellt. Des Weite-
ren sei S der Shapegraph aus Abbildung 7.2, er besteht nur aus dem Suchweg. Jede
Funktion, die eine (V-)Einbettung vermittelt, muss kanonische Namen invariant las-
sen. Daher müssen korrespondierende Ecken des Weges von der Wurzel zur aktuellen
Ecke aufeinander abgebildet werden. Das bestimmt die Funktion eindeutig. Die nur
aus dem Suchweg bestehende Teilstruktur von T und S stimmen überein. Die Be-
dingungen in Deﬁnition 7.4 sind daher erfüllt, es gilt S vV T .
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Die V-Einbettung ist eine binäre Relation. Von ihrer Reﬂexivität haben wir uns
schon überzeugt. Wie verhält es sich mit ihrer Transitivität? Dazu betrachten wir
die drei Shapegraphen Sm1, Sm2 und Sm4 in Abbildung 7.3. In Sm2 erklären wir
die Summary-Ecke unterhalb von cur als V-Ecke. Dann gilt Sm1 vV Sm2. In Sm4
erklären wir die Summary-Ecke, die für die am Suchweg herabhängenden Teilbäume
steht, als V-Ecke. Es ist Sm2 vV Sm4. Aber es gilt Sm1 6vV Sm4. Würden wir in
Sm4 die beiden nicht auf dem Suchweg liegenden Summary-Ecken als V-Ecken aus-
zeichnen, dann würde auch Sm1 vV Sm4 gelten. Ob Transitivität besteht oder nicht,
hängt also mit der Wahl der V-Ecken zusammen. Im ersten Fall hatten wir in Sm2
die Summary-Ecke unter cur als V-Ecke ausgezeichnet, während wir dieselbe Ecke,
also die mit gleichem kanonischen Namen, in Sm4 nicht als V-Ecke ausgezeichnet
haben. Diese Inkonsistenz ist der Grund für die Nichttransitivität. Für eine Menge
von Shapegraphen wollen und werden wir daher die V-Ecken auf konsistente Weise
auszeichnen.
7.6 Deﬁnition. Es sei V eine Teilmenge der Menge aller kanonischen Namen be-
züglich der Analysespeziﬁkation. Des Weiteren sei M eine endliche und nichtlee-
re Menge von Shapegraphen, die ohne Beschränkung der Allgemeinheit kanonische
Universen besitzen. Für jeden Shapegraphen S ∈ M sei eine Teilmenge VS seines
Universums US als V-Ecken ausgezeichnet. Wir nennen die Auszeichnung konform
fürM, wenn VS = US ∩ V gilt.
Wenn wir den Gedankengang zur Transitivität im obigen Absatz formal ausformu-
lieren, dann erhalten wir:
7.7 Satz. Es seiM eine endliche und nichtleere Menge von Shapegraphen mit einer
konformen V-Ecken-Auszeichnung. Dann ist die V-Einbettung transitiv aufM.
Die gewünschte Konsistenz werden wir dadurch sicherstellen, dass wir eine konfor-
me Auszeichnung der V-Ecken durchführen. Dieses Vorgehen bietet sich aus didakti-
schen Gesichtspunkten an. Wir sehen unseren Ansatz zur Algorithmenvisualisierung
in einem weiten Sinn als ein lernunterstützendes Mittel. Es dürfte daher, speziell
für wenig fortgeschrittene Benutzer, wenig sinnvoll sein, von Programmpunkt zu
Programmpunkt oder gar von Klasse zu Klasse verschiedene Sätze von V-Ecken zu
verwenden. Methodisch werden wir die Speziﬁkation der V-Ecken durch eine Ecken-
auswahlformel ϕV vornehmen. Auf diese Weise sind wir methodisch konsistent mit
unserem Vorgehen in Abschnitt 6.3, wo wir die für einen Shapegraphen induzier-
te Teilstruktur auch unter Verwendung einer Eckenauswahlformel deﬁniert haben,
vergleiche Deﬁnition 6.7.
Da wir die Formel ϕV für die Ecken von Shapegraphen auswerten, verlangen wir
wieder, dass sie höchstens eine freie Variable habe. Dies machen wir durch die
Schreibweise ϕV (v) deutlich. In einem Shapegraphen S wird eine Ecke u genau






= 1 gilt. Wir nennen die For-
mel ϕV (v) konform für eine ShapegraphenmengeM, wenn die durch sie bestimmte
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Auszeichnung konform für M ist. Wir nennen sie konform, wenn sie konform für
jede Shapegraphenmenge ist.
Die Bedingung konform für jede Shapegraphenmenge ist äquivalent dazu, dass sie
für die Menge aller (möglichen) Shapgegraphen bezüglich der Analysespeziﬁkation
konform ist. Dies wird erfüllt sein, wenn die Formel ϕV (v) so beschaﬀen ist, dass
die Eckenauswahl unabhängig von etwaigen Eigenschaften einzelner Shapegraphen
ist. Daher sind Quantoren, sowie null- und zweistellige Prädikate problematisch. Die
Formel ϕV (v) soll letztendlich kanonische Namen auswählen, sie soll eine Teilmenge
der kanonischen Namen bezüglich der verwendeten Analysespeziﬁkation auszeich-
nen. Für eine syntaktische Auszeichnung von ϕV (v) stellen sich dieselben Probleme
wie in Abschnitt 6.5.2 bei der Eckenauswahlformel.
Jetzt haben wir alles beisammen, um die Methode formal deﬁnieren zu können.
Wir gehen dabei wie bei der Einbettungsvisualisierung vor, anstelle der Einbet-
tungsrelation verwenden wir die V-Einbettung. Auch in diesem Fall müssen wir
berücksichtigen, dass die Relation nicht antisymmetrisch zu sein braucht. Der ab-
geleitete Relationsgraph enthält dann Kreise. Wie zuvor berechnen wir die starken
Zusammenhangskomponenten, was in zur Größe des Graphen linearen Zeit möglich
ist, vergleiche [Cormen u. a. 2001, Abschnitt 22.5], und kontrahieren jede Zusam-
menhangskomponente zu einer einzelnen Ecke. Wir setzen:
7.8 Deﬁnition. Es seiM eine Menge von Shapegraphen und ϕV (v) eine konforme
Eckenauszeichnung. Die Methode der V-Ecken-Visualisierung sei durch folgenden
Algorithmus gegeben:
1. Berechne zu vV den schlingenbefreiten Relationsgraphen.
2. Berechne die starken Zusammenhangskomponenten und kontrahiere sie jeweils
zu einem Shapegraphen.
3. Bestimme unter den verbliebenen Shapegraphen die bezüglich vV maximalen
Elemente, dies sind die Ecken ohne ausgehende Kanten.
4. Ausgabe: Menge der maximalen Elemente.
Wir demonstrieren und untersuchen, wie sich die V-Einbettung bei dem Suchbeispiel
verhält. Dazu betrachten wir das Beispiel, das wir auch bei der Einbettungsvisua-
lisierung untersucht haben. Wir beﬁnden uns am Programmpunkt n2, dem Schlei-
feneingangspunkt, und haben die Shapegraphenmenge dieses Programmpunktes ge-
mäß der Struktur des Suchweges partitioniert. Wir betrachten die Klasse, in der alle
Shapegraphen als reduzierte Teilstruktur den Shapegraphen aus Abbildung 7.2 ha-
ben. Bei der Diskussion der Einbettungsvisualisierung haben wir gezeigt, dass diese
Klasse vier (bezüglich der Einbettungsrelation v) maximale Elemente hat, sie sind
in Abbildung 7.3 gezeigt. Darauf können wir aufbauen. Für je zwei Shapegraphen
S und T gilt S v T ⇒ S vV T . Daher genügt es, wenn wir für die bezüglich v
maximalen Shapegraphen V-Ecken-Graphen bestimmen.
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Als V-Ecken zeichnen wir in jedem Shapegraphen alle Ecken aus, die nicht auf dem
Suchweg liegen. Wir verwenden als Eckenauswahlformel
ϕV (v) := ¬ cur(v)∧¬ anc[cur](v).
Diese Formel ist die negierte Eckenauswahlformel, die wir zur Deﬁnition der indu-
zierten Teilstruktur jedes Shapegraphen verwenden. Damit ist klar, dass eine Ecke
genau dann eine V-Ecke ist, wenn sie nicht auf dem Suchweg liegt, wenn sie nicht in
der gemeinsamen induzierten Teilstruktur der Klasse liegt. Betrachten wir nun den
V-Ecken-Graph T aus Abbildung 7.6. Wir haben uns oben schon davon überzeugt,
dass Sm1 vV T gilt. Ebenso kann leicht veriﬁziert werden, dass jeder der vier maxi-
malen Shapegraphen V-einbettbar in T ist. Die 10 Shapegraphen der Klasse lassen
sich folglich durch einen einzigen V-Ecken-Graph repräsentieren. Das stellt eine er-
hebliche Reduzierung der Visualisierungskomplexität dar.
7.1.3 Vergleich der Methoden
Diese Arbeit handelt von der Aufbereitung der Shapeanalyseausgabe im Hinblick
auf ihre Visualisierung. Dazu haben wir mit dem Ähnlichkeitskonzept eine Methode
eingeführt, um die Analyseausgabe zu strukturieren. Dieser Abschnitt beschäftigt
sich mit einer weiteren, nachgeschalteten Form der Aufbereitung. Die Anwendung
der hier besprochenen Methoden erfolgt nach der Strukturierung, aber vor der ei-
gentlichen Visualisierung. Im vorangegangenen Teilabschnitt haben wir verschiedene
Methoden zur Visualisierung einer Klasse vorgestellt. Dort haben wir uns in erster
Linie auf die Beschreibung der Methode und die mit ihr zusammenhängenden und
benötigten theoretischen Konzepte konzentriert. Dieser Teilabschnitt behandelt die
Methoden unter einem pragmatischen Gesichtspunkt. Wir vergleichen sie miteinan-
der, und wir charakterisieren sie unter dem Gesichtspunkt, wie sie sich in Bezug auf
die Visualisierung verhalten.
Die Methoden, die wir im vorangegangenen Teilabschnitt besprochen haben, sind:
simultane Visualisierung, Einbettungsvisualisierung, Reduzierter-Teilgraph-Visuali-
sierung, Single-Structure-Visualisierung und V-Ecken-Visualisierung. In Bezug auf
die V-Ecken-Visualisierung ist anzumerken, dass sie (neben der Shapegraphenmen-
ge) eine weitere Eingabe benötigt: eine konforme V-Ecken-Auszeichnung. Deren
Festlegung ist Aufgabe des Visualisierungsinszenators, vergleiche Kapitel 9. Häuﬁg
stellt dies aber keinen zusätzlichen Aufwand dar: In vielen Fällen kann die Nega-
tion der Eckenauswahlformel für die V-Ecken-Auszeichnung verwendet werden. 
Unter einem strukturellen Gesichtspunkt basieren sie auf unterschiedlichen Prinzi-
pien. Eine Art wählt, beziehungsweise berechnet, aus der Shapegraphenmenge eine
Teilmenge aus, die sie als repräsentativ oder charakteristisch für die Menge erklärt.
Worin das Charakteristische besteht, hängt dabei von der Methode ab. Hierher ge-
hören die simultane Visualisierung und die Einbettungsvisualisierung. Eine andere
Art von Methode berechnet aus der Shapegraphenmenge als Ausgabe eine Menge
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von Graphen, die nicht notwendigerweise Shapegraphen (des Programmpunktes)
zu sein brauchen, aber trotzdem eine adäquate Repräsentation der Eingabemen-
ge erlauben. Wir sprechen dann allgemeiner von Visualisierungsgraphen. Hierher
gehören die Reduzierter-Teilgraph-, die Single-Structure- und die V-Ecken-Visuali-
sierung.
Der ersten Gesichtspunkt, hinsichtlich dessen wir die Methoden miteinander verglei-
chen, sind die Anforderungen an die Eingabe. Grundsätzlich handelt es sich dabei
stets um eine endliche und nichtleere Menge von Shapegraphen. Da wir die Me-
thoden als einen Zwischenschritt zwischen Klasseneinteilung und der eigentlichen
Visualisierung verstehen, haben wir natürlich in erster Linie Klassen als Eingabe-
mengen im Sinn. Jedoch ist dies bei einigen Methoden nicht zwingend. Die simultane
Visualisierung kann, ohne jedwede Einschränkung in Kauf nehmen zu müssen, belie-
bige Shapegraphenmengen als Eingabe erhalten. Das triﬀt im Prinzip auch auf die
Einbettungs- und V-Ecken-Visualisierung sowie auf die Single-Structure-Visualisie-
rung zu. Jedoch ist zu erwarten, dass die Qualität der berechneten (Visualisierungs-)
Graphen im Hinblick auf die Visualisierungsziele bei Klassen höher ist. Die Redu-
zierter-Teilgraph-Visualisierung ist (eigentlich) nur auf Klassen anwendbar, da nur
in diesem Fall die induzierte Teilstruktur eine sinnvolle Charakterisierung der Klas-
se erlaubt.  Auch wenn die Anwendung einzelner Methoden nicht auf Klassen
einer Partition beschränkt ist, sondern sie auch auf beliebige Shapegraphenmen-
gen angewandt werden können, so wollen wir uns in der restlichen Diskussion doch
wieder, wie auch grundsätzlich in diesem Abschnitt, auf den Fall der Klasse be-
schränken.
Ein weiterer Gesichtspunkt, hinsichtlich dessen wir die Methoden miteinander ver-
gleichen wollen, ist die Ausgabe. In den einleitenden Sätzen dieses Teilabschnitts
haben wir schon angemerkt, dass wir es in den Ausgabemengen mit verschiede-
nen Arten von Graphen zu tun haben. Es kann sich um normale Shapegraphen
handeln, die dann jeweils sogar eine Teilmenge der Eingabemenge bilden, um we-
niger normale Shapegraphen oder um abgeleitete Graphen, die wir dann neutral
Visualisierungsgraphen nennen. Uns soll an dieser Stelle die Größe der Ausgabe
interessieren, die wir zu der Größe der Eingabe in Beziehung setzen. Da die Aus-
gabe letztendlich das ist, was der eigentlichen Visualisierung übergeben wird, stellt
die Ausgabegröße ein brauchbares Maß für die Komplexität des zu Visualisierenden
dar. Wir unterscheiden zwei Größen, die Anzahl der Graphen und deren (maxi-
male) Größe, die wir auch als primäre und sekundäre Visualisierungskomplexität
bezeichnen.
Die simultane Visualisierung verhält sich neutral, was wenig überrascht: Sowohl
primäre als auch sekundäre Visualisierungskomplexität sind im Verhältnis zur Ein-
gabe gleich. Die Einbettungsvisualisierung bestimmt eine Teilmenge der Eingabe.
Damit ist die primäre Visualisierungskomplexität kleiner oder gleich im Vergleich
zur Eingabe. Das bei der Einführung der Methode betrachtete Beispiel hat gezeigt,
dass bei geeigneten Anwendungsbedingungen mit einer (deutlichen) Reduzierung
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zu rechnen ist. Des Weiteren bleibt die sekundäre Visualisierungskomplexität im
Vergleich zur Eingabe unverändert. Die V-Ecken-Visualisierung ist eine Verallge-
meinerung der Einbettungsvisualisierung. Die berechneten Shapegraphen sind nur
um eine Eckenauszeichnung bereichert, die sekundäre Visualisierungskomplexität
ist damit im Prinzip gleich geblieben. Die Anzahl der Shapegraphen in der Aus-
gabe ist höchstens so groß wie bei der Einbettungsvisualisierung. Das dort be-
trachtete Beispiel hat demonstriert, das bei geeigneten Anwendungsbedingungen
eine (beeindruckend) deutliche Reduzierung der primären Visualisierungskomple-
xität möglich ist. Die Reduzierter-Teilgraph-Visualisierung gibt eine einelementige
Menge zurück, der Graph ist zudem ein Teilgraph jedes Shapegraphen der Eingabe.
Die primäre Visualisierungskomplexität hat sich gewaltig verringert. Bei der se-
kundären Visualisierungskomplexität hängt es stark vom Partitionsdeﬁnierer ab; in
der Regel, bei nichttrivialen Partitionsdeﬁnierern, können wir eine Reduzierung er-
warten. Die Single-Structure-Visualisierung berechnet ebenfalls nur einen einzelnen
Graphen, die primäre Visualisierungkomplexität ist damit wieder äußerst gering.
Allerdings hat dieser Graph den Charakter einer Vereinigung (der Shapegraphen
der Eingabemenge), die sekundäre Visualisierungskomplexität ist deutlich angestie-
gen.
Eine kurze Erörterung des Berechnungsaufwandes soll an dieser Stelle angefügt wer-
den. Wir vereinfachen die Untersuchung und betrachten nur die Abhängigkeit von
der Größe |M| der Eingabemenge. Die simultane Visualisierung ist die identische
Funktion. Ihre Ausgabe ist die Eingabe, die Laufzeit ist konstant. Die Reduzierter-
Teilgraph-Visualisierung muss die gemeinsame reduzierte Teilstruktur aller Shape-
graphen aus M bestimmen. Da es sich bei M um eine Klasse handelt, genügt es,
die induzierte Teilstruktur eines Shapegraphen zu bestimmen. Die Berechnung der
reduzierten Teilstrukturen muss bei der Klasseneinteilung sowieso geschehen, da-
her liegt die Information im Grunde genommen schon vor. Der Zeitaufwand der
Methode kann also als konstant angesehen werden. Die Single-Structure-Visualisie-
rung iteriert über die Eingabemenge, daher geht |M| linear in die Laufzeit ein. Die
Einbettungs- und die V-Ecken-Visualisierung benötigen den Relationsgraphen. Da-
zu muss für jedes Paar von Shapegraphen ausM geprüft werden, ob sich der eine
in den anderen einbetten lässt. Die Größe der Eingabemenge geht damit als |M|2
in die Laufzeit ein.
Die vorgestellten Methoden zur Klassenvisualisierung transformieren eine Klasse in
eine in der Regel kleinere Menge von Graphen. Die in den Shapegraphen der Einga-
bemenge codierte Information über die konkreten Heapsituationen wird durch eine
kleinere Menge ausgedrückt. Dass dies zu einer Vergröberung des Informationsge-
haltes führen kann, beziehungsweise auch führt, ist daher nicht verwunderlich. Die
simultane Visualisierung führt zu keinem Informationsverlust, da die Ausgabe mit
der Eingabe übereinstimmt. Die Einbettungsvisualisierung führt (in der Regel) zu
einer geringen Vergröberung: Einzig die Information über das deﬁnitive Auftreten
von speziell(er)en Fällen geht verloren. Bei der V-Ecken-Visualisierung verhält es
sich genauso, jedoch ist der Informationsverlust (etwas) höher. Auch bei der Single-
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Vis.-Komplexität Informati- subjektive
Methode primär sekundär onsgehalt Aussagekraft
simultane Vis. ◦ ◦ ◦ ◦
Einbettungsvis. + ◦ − +
Reduzierter-Teilgraph-Vis. + + + + −−− −/+
Single-Structure-Vis. + + + −− −(−) −− /+
V-Ecken-Vis. ++ ◦ −(−) +
Abbildung 7.7: Vergleich der Methoden zur Klassenvisualisierung; + bedeutet Ver-
besserung, − bedeutet Verschlechterung im Vergleich zur Eingabe
beziehungsweise zur simultanen Visualisierung (Einträge sind pro
Spalte relativ zueinander)
Structure-Visualisierung tritt Informationsverlust ein. Es ist jedoch schwierig, diesen
mit dem bei den beiden vorangegangenen Methoden entstehenden in Beziehung zu
setzen. Die Reduzierter-Teilgraph-Visualisierung reduziert die Eingabeklasse auf die
gemeinsame induzierte Teilstruktur. Jede Information über die Situation außerhalb
dieser Teilstruktur geht verloren. Der Informationsverlust ist daher im Allgemeinen
(sehr) hoch.
Zum Abschluss wollen wir uns der Aussagekraft der Graphen der Ausgabemenge zu-
wenden. Damit meinen wir die Eigenschaft, wie gut sich die Graphen lesen lassen.
Das beinhaltet hauptsächlich den Aspekt, wie eﬃzient sich die in ihnen codierte In-
formation über die konkret möglichen Heapsituationen aus ihnen extrahieren lässt.
Die Beurteilung basiert nicht auf formalen Kriterien, sondern auf den Erfahrungen
im Umgang mit den Methoden, was der Einschätzung einen subjektiven Charakter
gibt. Auch bezieht sie sich auf die Visualisierung im Allgemeinen, spezielle Visuali-
sierungsziele können durchaus zu anderen Präferenzen führen. Die simultane Visua-
lisierung nimmt die neutrale Vergleichsposition ein. Die Einbettungs- und V-Ecken-
Visualisierung verhalten sich ähnlich. Wir stufen die Aussagekraft in beiden Fäl-
len als gut ein. Die Single-Structure-Visualisierung ist eine Form von Vereinigung.
Der entstehende Graph ist häuﬁg (extrem) unübersichtlich, was der Beispielgraph
in Abbildung 7.4 gezeigt (oder zumindest angedeutet) hat. In speziellen Anwen-
dungssituationen entsteht aber ein Graph mit deutlicher Aussage, wie der Graph
in Abbildung 7.5 für die dort betrachtete Klasse gezeigt hat. Die Spannweite der
Aussagekraft der resultierenden Graphen ist groß. Die Reduzierter-Teilgraph-Visua-
lisierung liefert eine im Vergleich zur Eingabe sehr kompakte, übersichtliche und gut
charakterisierende Ausgabe, was als positiv zu bewerten ist. Jedoch sind keine de-
taillierten Informationen in der Ausgabe präsent, sie gestattet deshalb kaum mehr
als einen ersten Überblick über die Klasse. Dieser Aspekt ist, je nach dem worauf
gerade Wert gelegt wird, als positiv oder negativ zu bewerten.
Um einen schnellen Überblick zu ermöglichen, haben wir die Ergebnisse der Ver-
gleiche in Tabelle 7.7 zusammengefasst. Allerdings haben wir dort nicht alle Eigen-
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schaften, hinsichtlich derer wir die Methoden miteinander vergleichen, aufgenom-
men. Ein Kreis bedeutet, dass sich die Ausgabe in der betrachteten Eigenschaft
wie die ursprüngliche Eingabe verhält, ein Minus steht für eine Verringerung der
Qualität der Eigenschaft und ein Plus steht für eine Erhöhung. Die Einträge sind
pro Spalte relativ zueinander zu lesen. Zum Beispiel bedeuten zwei Pluszeichen eine
stärkere Verbesserung als ein Pluszeichen; unterscheiden sich zwei Methoden bezüg-
lich zweier Eigenschaften um jeweils ein Pluszeichen, dann bedeutet das aber nicht
zwangsläuﬁg, dass die Verbesserung bei beiden Eigenschaften gleich stark ausge-
prägt ist.
Nachdem wir die charakteristischen Eigenschaften jeder Methode im Vergleich dis-
kutiert haben, sollen einige Ratschläge und Empfehlungen zu ihrer Anwendung an-
geführt werden. Unsere Sicht ist dabei pragmatisch. Für einen ersten Überblick über
eine Klasse oder für einen schnellen Vergleich mehrerer Klassen ist die Reduzierter-
Teilgraph-Visualisierung die Methode der Wahl. Sie repräsentiert eine Klasse auf
sehr kompakte Weise, allerdings enthält die Repräsentation wenig Information. Das
andere Extrem bildet die simultane Visualisierung. Sie bietet die gesamte verfüg-
bare Information und eignet sich daher für eine genaue Inspektion der Gegebenhei-
ten innerhalb einer Klasse. Die Einbettungs- und die V-Ecken-Visualisierung sind
dazwischen positioniert. V-Ecken-Graphen haben eine leicht andere Lesart als nor-
male Shapegraphen, was eine Eingewöhnungszeit verlangt; dafür ist die zu primäre
Visualisierungskomplexität in der Regel kleiner. Wir empﬁnden beide Methoden
als Allrounder. Die Single-Structure-Visualisierung ist problematisch. Bei der Be-
trachtung ihrer Ausgabe drängte sich uns des Öfteren das Wort konfus auf, andere
Male lieferte sie recht brauchbare Graphen. Bei dieser Methode muss im Einzelfall
beurteilt werden, inwieweit das Ergebnis im Hinblick auf die Visualisierungsziele
befriedigt.
In diesem Abschnitt haben wir die Visualisierung von Klassen behandelt. Diese
Arbeit beschäftigt sich mit Methoden, eine Shapeanalyseausgabe für die Visuali-
sierung aufzubereiten. Unseren Ansatz zur Algorithmenvisualisierung verstehen wir
als ein lernunterstützendes Mittel. Die Aufbereitung ist auf dieses Ziel ausgerichtet.
Ein wesentliches Prinzip besteht in der Strukturierung der Shapeanalyseausgabe.
Thema dieses Abschnitts ist eine weitere (Stufe der) Aufbereitung, die nach der
eben angesprochenen Strukturierung, aber vor der eigentlichen Visualisierung, er-
folgt. Konkrete Aspekte der Darstellung von Shapegraphen wie etwa das Zeichnen
waren nicht Gegenstand der Erörterung. Im vorangegangenen Teilabschnitt wurden
verschiedene Methoden behandelt. In diesem Teilabschnitt wurden die Methoden





In Kapitel 6 haben wir ein Ähnlichkeitskonzept für Shapegraphen entwickelt. Es ge-
stattet eine Menge von Shapegraphen im Hinblick auf die Visualisierung zu struk-
turieren. In Verbindung mit den Klassenvisualisierungsmethoden des letzten Ab-
schnitts dient dies zu Erhöhung der Aussagekraft der Visualisierung. Nun wird man
sich bei der Visualisierung aber nicht damit zufrieden geben wollen, nur die Shape-
graphen eines Programmpunktes visualisieren und betrachten zu wollen. Für ein
tieferes Verständnis über den Algorithmus ist es auch erforderlich, die (abstrakte)
Programmausführung zu studieren. Wir wollen also untersuchen, wie ein Shape-
graph eine Folge von (TVLA-)Aktionen durchläuft und wie er sich dabei verän-
dert. So kommen wir unweigerlich auf Folgen von Shapegraphen, wobei die Abfolge
der Programmpunkte durch den Kontrollﬂussgraphen bestimmt ist. Auch der Men-
ge dieser Shapegraphsequenzen wollen wir eine zusätzliche Struktur geben, auch
hier wollen wir einen Ähnlichkeitsbegriﬀ einführen. Zu diesem Zweck übertragen
wir in diesem Abschnitt das Ähnlichkeitskonzept für Shapegraphen auf Sequenzen
von Shapegraphen.
Ähnlichkeit für Ausführungspfade
Für das Konzept der ähnlichen Ausführungspfade legen wir einen Ähnlichkeitsbe-
griﬀ für Shapegraphen zugrunde, den wir auf Pfade im Transitionsgraphen über-
tragen werden. Ein alternativer Ansatz bestünde darin, sich nicht auf diese Basis
zu stützen, und sogleich eine Vorstellung von Ähnlichkeit für Pfade zu entwickeln.
Wir halten es für eine plausible Hypothese, dass die Ähnlichkeit zweier zusammen-
gesetzter Dinge auch die Ähnlichkeit korrespondierender Komponenten implizieren
sollte. Da wir unseren Ansatz zur Algorithmenvisualisierung in einem weiten Sinn
als lernunterstützendes Mittel ansehen, ist eine solche Forderung sicher gerechtfer-
tigt. Wenn wir nun zwei Pfade betrachten, die wir als ähnlich ansehen wollen, dann
sollten also korrespondierende Shapegraphen einander ähnlich sein. Unter diesem
Gesichtspunkt ist es daher keine Einschränkung, wenn wir mit einem Ähnlichkeits-
begriﬀ für Shapegraphen beginnen.
Bisher ging es um Strukturierungsmethoden für Shapegraphenmengen. Daher war
es bisher ausreichend, wenn wir die Shapeanalyseausgabe als Mengen von Shapegra-
phen vorausgesetzt haben. Für die Betrachtungen in diesem Abschnitt ist diese Art
der Ausgabe nicht hinreichend, wir benötigen zusätzlich Kontrollﬂussinformationen
in der Ausgabe. Daher setzen wir in diesem Abschnitt voraus, dass die Shape-
analyseausgabe als Transitionsgraph vorliegt. Seine Ecken sind abstrakte Zustände
(n, S), bestehend aus einem Programmpunkt n und einem Shapegraphen S; seine
Kanten sind mit TVLA-Aktionen beschriftet und korrespondieren mit denen des
Kontrollﬂussgraphen; vergleiche Deﬁnition 3.7. In der einleitenden Motivation ha-
ben wir von durch den Kontrollﬂussgraphen bestimmten Folgen von Shapegraphen
gesprochen. Das sind Pfade im Kontrollﬂussgraphen. Die Bezeichnung Pfad ist als
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Synonym zu Kantenzug gemeint, die in ihnen vorkommenden Ecken dürfen sich
wiederholen.
Wir sehen unseren Ansatz zur Algorithmenvisualisierung als ein lernunterstützendes
Mittel. Deshalb erlauben wir keine beliebigen Programme. In Abschnitt 4.3 haben
wir eine Normalform für TVLA-Kontrollﬂussgraphen deﬁniert. So verlangen wir,
dass TVLA-Programme deterministisch sind. Für je zwei Programmpunkte m und
n gibt es daher höchstens eine TVLA-Aktion von m nach n. Im Transitionsgra-
phen sind daher alle Kanten von abstrakten Zuständen mit Programmpunkt m zu
abstrakten Zuständen mit Programmpunkt n mit der gleichen TVLA-Aktion be-
schriftet. Des Weiteren folgt daraus auch, dass alle Kanten zwischen Shapegraphen
zweier Klassen mit der gleichen TVLA-Aktion beschriftet sind. Aus diesem Grund
ist es nicht erforderlich, dass wir jedes Mal explizit auf die Kantenbeschriftung ein-
gehen. Wir wollen sie im Folgenden unberücksichtigt lassen, bei Bedarf kann sie
aus dem Kontrollﬂussgraphen rekonstruiert werden. Einen Kantenzug notieren wir
durch die Angabe seiner Ecken (abstrakten Zustände).
TVLA-Programme in Normalform setzen sich durch Konkatenation aus drei Ar-
ten von Konstrukten, die wir Blöcke nennen, zusammen. Zum Ersten handelt es
sich um Aktionenblöcke. Ein Kantenzug im Transitionsgraphen, bei dem die Pro-
grammpunkte seiner abstrakten Zustände zu einem Aktionenblock gehören  wir
sprechen abkürzend von einem Kantenzug im Aktionenblock , ist zwangsläuﬁg ein
Weg. Zum Zweiten handelt es sich um Verzweigungsblöcke. Jeder Kantenzug in der
(beziehungsweise durch die) Verzweigung ist ebenfalls ein Weg. Wenn wir allerdings
zwei Wege durch dieselbe Verzweigung betrachten, dann können die besuchten Pro-
grammpunkte verschieden sein. Als Drittes handelt es sich um Schleifenblöcke. Ein
Kantenzug durch eine Schleife enthält normalerweise Kreise. Beinhaltet der Schlei-
fenrumpf eine Verzweigung als Teilblock, dann gehören bei zwei Kantenzügen durch
die Schleife korrespondierende Ecken ebenfalls nicht notwendigerweise zum gleichen
Programmpunkt.
Wir werden im Folgenden einen Ähnlichkeitsbegriﬀ für Kantenzüge formalisieren,
bei dem wir zugrunde legen, dass die Kantenzüge gleiche Programmpunkte durch-
laufen. Wir setzen:
7.9 Deﬁnition. Es sei T G der Transitionsgraph einer Shapeanalyseausgabe, fer-
ner sei D ein Partitionsdeﬁnierer und es gelte k ≥ 1. Zwei Kantenzüge ((m1, S1),




(n1, T1), (n2, T2), . . . , (nk, Tk)
)
in T G heißen ähnlich
bezüglich D, wenn für jedes i, 1 ≤ i ≤ k gilt:
1. mi = ni
2. Si ∼D Ti, das heißt Si und Ti sind ähnlich bezüglich D.
Ein triviales Beispiel ist das folgende: Sind S und T zwei bezüglich D ähnliche
Shapegraphen desselben Programmpunktes n, dann sind (n, S) und (n, T ) zwei be-
züglich D ähnliche Kantenzüge der Länge 0.  Wir betrachten zur Verdeutlichung
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n2, n3, n4, n5 n2, n3, n4, n5
n2, n3, n4, n5 n2, n3, n4, n5
n2, n3, n4, n5 n2, n3, n4, n5
Abbildung 7.8: Zwei bzgl. der Suchwegstruktur ähnliche Ausführungspfade, Teil 1
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n2, n3, n4, n6 n2, n3, n4, n6
n2, n3, n4, n6 n2, n3, n4, n6
n2, n3, found n2, n3, found
Abbildung 7.9: Zwei bzgl. der Suchwegstruktur ähnliche Ausführungspfade, Teil 2
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ein umfassenderes Beispiel. Hierfür ziehen wir die Suche in einem Suchbaum heran,
der Algorithmus ist in Abbildung 4.3 auf Seite 66 dargestellt. In den Abbildun-
gen 7.8 und 7.9 sind zwei Kantenzüge durch den Transitionsgraphen dargestellt,
jede Spalte zeigt einen Pfad. Sie beginnen beide im Programmpunkt n2, die erste
TVLA-Aktion des Programms (eine Zeigerzuweisung) haben wir ausgelassen, und
beide enden im terminalen Programmpunkt found. Jeder Kantenzug besteht aus
23 abstrakten Zuständen. Sind in einem Kantenzug die Shapegraphen zweier auf-
einanderfolgender abstrakten Zustände gleich, so fassen wir sie in der Abbildung
zusammen: Wir stellen nur einen Graphen dar und notieren dazu die aufeinander-
folgenden Programmpunkte. Wenn wir die Ecken beider Kantenzüge parallel durch-
laufen, dann stimmen die Programmpunkte korrespondierender abstrakter Zustän-
de überein. Die beiden Pfade entstehen, wenn wir bei der abstrakten Programm-
ausführung dreimal hintereinander vom aktuellen Element zu seinem linken Kind
verzweigen und danach zweimal zum rechten. Für unsere Ähnlichkeitsbetrachtung
wählen wir den Partitionsdeﬁnierer D so, dass Shapegraphen mit der gleichen Struk-
tur des Suchweges einander ähnlich sind. Wie in Kapitel 6 verwenden wir dazu D =
(∅, cur(v)∨ anc[cur](v), {root, cur, reach[root], reach[cur], sm, anc[cur], left, right}) .Der
Formelpartitionierer ist die leere Menge, er hat keinen Einﬂuss auf die Partitio-
nierung. Die Eckenauswahlformel wählt, falls vorhanden, das aktuelle Element cur
und seine Ahnen aus, das sind die Ecken des Suchweges. Ein eckenweiser (sha-
pegraphenweiser) Vergleich der beiden Kantenzüge in den Abbildungen 7.8 und
7.9 zeigt, dass korrespondierende Ecken die gleiche Suchwegstruktur haben und
damit bezüglich D ähnlich sind. Damit sind beide Kantenzüge bezüglich D ähn-
lich.
Wir setzen bei ähnlichen Pfaden voraus, dass sie paarweise die gleichen Programm-
punkte durchlaufen. Oben sind wir auf die Struktur von TVLA-Programmen ein-
gegangen. Bei einer Verzweigung kann man in Abhängigkeit vom Datenwert zu
verschiedenen Programmpunkten verzweigen. Es könnte also der Wunsch entste-
hen, auch von ähnlichen Kantenzügen zu reden, wenn die Forderung nach paarweise
gleichen Programmpunkten nicht erfüllt ist. Wenn man die bestehende Deﬁnition in
dieser Richtung hin abzuschwächen möchte, bieten sich zwei Möglichkeiten an. Zum
Ersten kann man in der Deﬁnition explizit formalisieren, dass, wenn es sich nicht
um paarweise dieselben Programmpunkte handelt, es korrespondierende Programm-
punkte in einer Verzweigung sein müssen. Ein solches Vorgehen erschwert in jedem
Fall die Deﬁnition. Die zweite Möglichkeit besteht darin, überhaupt keine Forderung
an die Programmpunkte zu stellen. Dann entsteht eine weite Fassung des Begriﬀs.
Wir würden (beziehungsweise können) dann auch ähnliche Kantenzüge erhalten, bei
denen korrespondierende abstrakte Zustände zu (völlig) verschiedenen Programm-
punkten gehören. Diese Weitgefasstheit kann nicht dadurch gemildert werden, dass
wir stattdessen zusätzlich fordern, dass bei ähnlichen Kantenzügen korrespondieren-
de Kanten gleiche Kantenbeschriftungen tragen müssen. Der Sinn einer Verzweigung
ist üblicherweise, dass verschiedene Aktionen ausgeführt werden. Wir brauchen nur
den Suchalgorithmus für Suchbäume, vergleiche Abbildung 4.3 auf Seite 66, zu be-
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trachten. Die Kanten, die vom Programmpunkt n4 zu den beiden Zweigen führen,
haben die Beschriftung Less_Data_T(el, cur) oder Greater_Data_T(el, cur). Diese
Variante der Verallgemeinerung des Ähnlichkeitsbegriﬀs ist insgesamt aber sicher zu
bevorzugen, da sie einem fortgeschrittenen Anwender der Visualisierungswerkzeuge
eine größere Flexibilität ermöglicht.
Wir haben in der Deﬁnition der Ähnlichkeit paarweise gleiche Programmpunkte ge-
fordert. Das hat den Vorzug, dass ähnliche Kantenzüge auch intuitiv in dem Sinne
ähnlich sind, dass auf die Daten(struktur) die gleichen Aktionen angewendet werden.
Es kann bei speziellen Visualisierungszielen aber hilfreich sein, eine abgschwächte
Variante zur Verfügung zu haben. Wenn wir in Deﬁnition 7.9 auf die Forderung nach
paarweise gleichen Programmpunkten, also auf die Bedingung mi = ni, verzichten,
dann nennen wir den so entstehenden Ähnlichkeitsbegriﬀ schwache Ähnlichkeit (be-
züglich D). Bei der ursprünglichen Ähnlichkeit können wir dann ergänzend von
starker Ähnlichkeit sprechen. Diese Verallgemeinerung werden wir in der folgenden
Diskussion nicht weiter verfolgen, wir verbleiben bei dem Ähnlichkeitsbegriﬀ wie er
in Deﬁnition 7.9 festgelegt ist.
In Satz 6.13 haben wir gezeigt, dass Ähnlichkeit für Shapegraphen eine Äquivalenz-
relation ist. Diese Eigenschaft überträgt sich auf Kantenzüge:
7.10 Satz. Die Ähnlichkeitsrelation für Kantenzüge ist eine Äquivalenzrelation.
Der reduzierte Transitionsgraph
Bei der Entwicklung des Ähnlichkeitskonzepts für Shapegraphen haben wir in Kapi-
tel 6 die von einem Partitionsdeﬁnierer induzierte Partition einer Shapegraphenmen-
ge eingeführt. Hier haben wir es formal nicht mehr mit Shapegaphen oder Shape-
graphenmengen zu tun, sondern mit abstrakten Zuständen und Transitionsgraphen.
Die Begriichkeit lässt sich leicht hierauf übertragen. Betrachten wir anstelle des
Transitionsgraphen als Analyseausgabe eine Menge von abstrakten Zuständen, also
gewissermaßen nur seine Ecken. Zwei abstrakte Zustände (m,S) und (n, T ) sei-
en genau dann ähnlich bezüglich eines Partitionsdeﬁnierers D, wenn m = n und
Si ∼D Ti gilt; sie müssen also zum gleichen Programmpunkt gehören. Für diese
Ähnlichkeitsrelation auf abstrakten Zuständen verwenden wir ebenfalls die Notati-
on ∼D. Die durch einen abstrakten Zustand (m,S) repräsentierte Klasse [(m,S)]∼D
ist die Menge aller zu (m,S) ähnlichen abstrakten Zustände. Die induzierte Parti-
tion ist dann die Menge aller dieser Klassen.
Wir sehen ähnliche abstrakte Zustände als nicht unterscheidbar an. Daher können
wir die abstrakten Zustände jeder Klasse zu einer Einheit zusammenfassen. Wenn
wir dies im Transitionsgraphen vornehmen, dann erhalten wir:
7.11 Deﬁnition. Es sei T G der Transitionsgraph einer Analyseausgabe, des Wei-
teren sei D ein Partitionsdeﬁnierer. Der bezüglich D reduzierte Transitionsgraph
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RT GD entsteht aus T G, indem bezüglich ∼D ähnliche abstrakte Zustände verschmol-
zen werden.
Im vorangegangenen Abschnitt, als wir uns mit der Visualisierung von Klassen be-
fassten, haben wir uns auch dem Aspekt der Visualisierungskomplexität von Klassen
gewidmet. Dabei haben wir zwischen der Anzahl, der primären Visualisierungskom-
plexität, und der Größe, der sekundären Visualisierungskomplexität, unterschieden.
Diese Begriﬀe wollen wir auch allgemein zur Charakterisierung der Ausgabe ver-
wenden. Hier haben wir es aber nicht mehr mit Shapegraphenmengen, sondern mit
Transitionsgraphen zu tun. Daher bedürfen die Begriﬀe einer Klärung. Wenn wir die
Anzahl der Shapegraphen als Anzahl abstrakter Zustände verstehen, dann wäre die
Eckenanzahl des Transitionsgraphen die geeignete Entsprechung. Wir wollen dar-
unter jedoch die strukturelle Größe der Ausgabe verstehen, wobei ein Shapegraph
als Einheit betrachtet wird. Die primäre Visualisierungskomplexität ist die Größe
des Transitionsgraphen. Unter der sekundären Visualisierungskomplexität verste-
hen wir die maximale Größe einer seiner Ecken, also die maximale Größe eines
Shapegraphen. Allgemein wollen wir unter Visualisierungskomplexität das Folgende
verstehen:
7.12 Deﬁnition. Die primäre Visualisierungskomplexität eines Graphen ist die
Anzahl seiner Ecken und Kanten, wobei wir seine gleichartigen Bestandteile als
Einheiten auffassen. Die sekundäre Visualisierungskomplexität eines Graphen ist
das Maximum der Größen seiner Bestandteile.
Der Übergang von einem Transitionsgraphen zu einem reduzierten Transitionsgra-
phen führt (bei nichttrivialen Partitionsdeﬁnierern) zu einer Verringerung der pri-
mären Visualisierungskomplexität (der Analyseausgabe). Die Ecken sind nun aber
keine Shapegraphen mehr, sondern Klassen, die sekundäre Visualisierungskomplexi-
tät ist damit angestiegen. Primäre Visualisierungskomplexität wurde in sekundäre
transformiert. Die Methoden zur Visualisierung einer Klasse in Abschnitt 7.1 erlau-
ben es, die Visualisierungskomplexität der Klassen zu verringern. Klasseneinteilung
und Klassenvisualisierung führen in Kombination zu einer Reduzierung der Visua-
lisierungskomplexität im Vergleich zur Shapeanalyseausgabe.
Wir sind von der ursprünglichen Analyseausgabe, dem Transitionsgraphen, zu einer
abgeleiteten Struktur, dem reduzierten Transitionsgraphen, übergegangen. Dabei
haben wir eine Reduzierung der Visualisierungskomplexität im Sinne. Wir müssen
noch untersuchen, wie sich die Informationen, die im Transitionsgraphen enthalten
sind, zu denen verhalten, die im reduzierten Transitionsgraphen enthalten sind. Für
das Folgende bezeichne T G den Transitionsgraphen einer Analyseausgabe. Ein Par-
titionsdeﬁnierer sei festgelegt, so dass wir von Ähnlichkeit sprechen können. Der
bezüglich dieses Partitionsdeﬁnierers reduzierte Transitionsgraph sei mit RT G be-
zeichnet.
177
7 Ergänzende Betrachtungen zum Ähnlichkeitsbegriﬀ
Jedem Kantenzug in T G entspricht ein Kantenzug in RT G, den wir auch als redu-
zierten Kantenzug bezeichnen. Ähnlichkeit für Kantenzüge ist eine Äquivalenzrela-
tion. Ähnliche Kantenzügen haben also denselben reduzierten Pfad, nichtähnliche
Kantenzüge haben verschiedene. In diesem Sinne sind Kantenzüge in RT G Ähn-
lichkeitsklassen von Kantenzügen in T G. Betrachten wir nun einen (reduzierten)
Kantenzug in RT G, etwa K ′ = (K1,K2,K3). Was können wir über die Kantenzüge
in T G sagen, die K ′ als reduzierten Pfad haben? Wegen [K1,K2〉 ∈ RT G existieren
in T G Ecken (n1, S1) ∈ K1 und (n2, S2) ∈ K2 mit [(n1, S1), (n2, S2)〉 ∈ T G. Wegen
[K2,K3〉 ∈ RT G existieren in T G ebenfalls Ecken (n2, S′2) ∈ K2 und (n3, S3) ∈ K3
mit [(n2, S′2), (n3, S3)〉 ∈ T G. Es ist aber denkbar und möglich, dass alle in Frage
kommenden S2 von allen in Frage kommenden S′2 verschieden sind. Folglich braucht
es in T G überhaupt keinen Kantenzug zu geben, dessen reduzierter PfadK ′ ist. Eine
solche Situation ist unbefriedigend, wenn wir für die Visualisierung den reduzierten
Transitionsgraphen anstelle des eigentlichen nutzen wollen.
Zu jeder Kante des reduzierten Transitionsgraphen existiert wenigstens eine Kante
im Transitionsgraphen, die zu ihr reduziert. Aber wenn es für zwei reduzierte Kan-
tenzüge aus RT G Urbilder in T G gibt, dann braucht dies für deren Konkatenation
nicht mehr zu gelten. Im Folgenden werden wir Situationen auszeichnen, in denen
auch die Konkatenation zweier Kantenzüge aus RT G ein Urbild besitzt. Sie sind
im Hinblick auf die Visualisierung interessant. Die Ursachen des Problems können an
zwei Stellen liegen: im Transitionsgraphen und im Partitionsdeﬁnierer. Wir werden
Konstellationen von Transitionsgraph(en) und Partitionsdeﬁnierern auszeichnen, die
sich im Hinblick auf Konkatenation gutartig verhalten. Dazu werden wir fordern,
dass sich Kantenzüge verlängern lassen. Wir setzen:
7.13 Deﬁnition. Es sei T G ein Transitionsgraph, D ein Partitionsdeﬁnierer und
RT G der bezüglich D reduzierte Transitionsgraph. Existiert zu jedem Kantenzug K ′
in RT G ein Kantenzug in T G, der zu K ′ reduziert, dann nennen wir D wohlig für
T G. In diesem Fall bezeichnen wir die Ähnlichkeitsrelation ebenfalls als wohlig und
sprechen von wohlähnlich.
Es sei T G ein Transitionsgraph und D ein für T G wohliger Partitionsdeﬁnierer.
Der bezüglich D reduzierte Transitionsgraph sei RT G. Wir gehen so vor, dass wir
ein Kriterium ableiten, welches den folgenden Schluss erlaubt: Zu jedem Kanten-
zug K ′ = (K1, . . . ,Kk) in RT G und zu jedem (nk, Sk) ∈ Kk existiert ein Kan-
tenzug in T G, der zu K ′ reduziert und dessen Endecke (nk, Sk) ist. Das wollen
wir mittels vollständiger Induktion zeigen.  Zuerst betrachten wir den Fall, dass
K ′ = (K1,K2) ein Kantenzug der Länge 1 ist. Zu jeder Kante in RT G, also auch
zu K ′, existiert per Deﬁnition wenigstens eine Kante in T G, die zu ihr reduziert.
(Ihre Anfangsecke liegt in K1 und ihre Endecke in K2.) Um die gewünschte Aus-
sage sicherzustellen, müssen wir folgende Bedingung fordern: Existiert eine Kante
[(m,S), (n, T )〉 im Transitionsgraphen, wobei (m,S) ∈ K1 und (n, T ) ∈ K2 ist,
dann existiert zu jedem (n, T ) ∈ K2 ein (m,S) ∈ K1, so dass [(m,S), (n, T )〉 ∈ T G
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gilt.  Jetzt sei K ′ = (K1, . . . ,Kk) ein Kantenzug in RT G der Länge k ≥ 2, fer-
ner sei (nk, Sk) ∈ Kk. Wir zerteilen K ′ in zwei Kantenzüge K ′1 = (K1,K2) und
K ′2 = (K2, . . . ,Kk). Nach Induktionsvoraussetzung existiert in T G ein Kantenzug
K2 =
(
(n2, S2), . . . , (nk, Sk)
)
mit der geforderten Endecke, der zu K ′2 reduziert. Mit
demselben Argument wie beim Induktionsanfang, oder unter erneuter Bezugnahme
auf die Induktionsvoraussetzung, sehen wir, dass auch eine Ecke (n1, S1) ∈ K1 mit
[(n1, S1), (n2, S2)〉 ∈ T G existiert. Die Konkatenation der beiden Kantenzüge ergibt
den gesuchten Pfad.
Bei dieser Überlegung haben wir (Teil-)Kantenzüge nach vorne hin verlängert. Wir
haben einen Kantenzug K ′ in zwei Teilkantenzüge K ′1 und K ′2 zerlegt. Die Induk-
tionsvoraussetzung sicherte, dass zu ihnen korrespondierende Kantenzüge K1 und
K2 in T G existieren. Sie sicherte ebenfalls, dass es einen zu K1 ähnlichen Kanten-
zug gibt, dessen Endecke gleich der Anfangsecke von K2 ist. Wir können aber auch
andersherum vorgehen. Wir beginnen mit K1 und wählen einen zu K2 ähnlichen
Kantenzug, dessen Anfangsecke gleich der Endecke von K1 ist. Dazu müssen wir
folgendes sicherstellen: Ist K ′ = (K1, . . . ,Kk) ein Kantenzug in RT G, dann exis-
tiert zu jedem abstrakten Zustand (m,S) ∈ K1 ein Kantenzug in T G, der zu K ′
reduziert und dessen Anfangsecke (m,S) ist. Die dazu nötige Bedingung ist sym-
metrisch zu der obigen.
Diese Überlegungen haben gezeigt:
7.14 Satz. Es sei T G ein Transitionsgraph, D ein Partitionsdeﬁnierer und RT G
der bezüglich D reduzierte Transitionsgraph. Jede der folgenden Bedingungen impli-
ziert, dass D wohlig für T G ist:
1. Existieren (m,S) ∈ K1 und (n, T ) ∈ K2 mit [(m,S), (n, T )〉 ∈ T G, dann gilt
∀(m,S) ∈ K1 ∃(n, T ) ∈ K2 [(m,S), (n, T )〉 ∈ T G.
2. Existieren (m,S) ∈ K1 und (n, T ) ∈ K2 mit [(m,S), (n, T )〉 ∈ T G, dann gilt
∀(n, T ) ∈ K2 ∃(m,S) ∈ K1 [(m,S), (n, T )〉 ∈ T G.
Wenn T G ein Transitionsgraph und D ein für T G wohliger Partitionsdeﬁnierer ist,
dann stellt der bezüglich D reduzierte Transitionsgraph eine brauchbare Alterna-
tivstruktur für die Visualisierung dar und kann gut anstelle von T G verwendet
werden.  Wenn wir den Algorithmus zur Suche eines Elementes in einem Such-
baum verwenden, eine Standardshapeanalyse mit der in Abschnitt 4.1 vorgestell-
ten Analysespeziﬁkation durchführen und den Partitionsdeﬁnierer so wählen, dass
Shapegraphen mit der gleichen Struktur des Suchweges einander ähnlich sind, dann
erhalten wir eine wohlige Ähnlichkeitsrelation.
Die Beachtung von Ähnlichkeit(en) ist bei Lernvorgängen oft vorteilhaft: Hat man
eine der zueinander ähnlichen Situationen verstanden, dann erschließen sich die an-
deren in der Regel leicht. Im vorangegangenen Kapitel haben wir deshalb ein Ähn-
lichkeitskonzept für Shapegraphen eingeführt und untersucht. In diesem Abschnitt
haben wir dieses Ähnlichkeitskonzept von Shapegraphen auf Ausführungspfade, auf
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Kantenzüge im Transitionsgraphen übertragen. Des Weiteren sind wir zu einem
reduzierten Transitionsgraphen übergegangen. Wir haben Bedingungen herausgear-
beitet und formalisiert, bei denen sich in der Visualisierung der reduzierte Transiti-
onsgraph gut anstelle des ursprünglichen verwendet lässt.
7.3 Navigation im Transitionsgraphen
Bei der Visualisierung einer Shapeanalyseausgabe wird man sich nicht mit der Be-
trachtung einzelner Shapegraphen zufrieden geben wollen, man wird auch Kan-
tenzügen im Transitionsgraphen folgen wollen. In diesem Abschnitt entwickeln wir
Charakterisierungen für Shapegraphen, welche Hilfestellung bei der Navigation im
Transitionsgraphen (und im reduzierten Transitionsgraphen) bieten. Will man ei-
nem Kantenzug im Transitionsgraphen folgen, dann hängt die Auswahl des Startpro-
grammpunktes und des Startshapegraphen auf der einen Seite und des jeweiligen
Nachfolgeshapegraphen auf der anderen Seite von vielen Gesichtspunkten ab, die
von den speziﬁschen Charakteristiken des Algorithmus bis zu den speziellen Zielen
der aktuellen Visualisierungssitzung, wobei hier auch der Kenntnisstand des Benut-
zers eingeht, reichen. Die Charakterisierungen, die wir hier behandeln, elaborieren
den Unterschied zwischen Shapegraphen, die spezielle(re) Heapsituationen beschrei-
ben, und Shapegraphen, die allgemeine(re) Heapsituationen beschreiben. Wir ent-
wickeln zwei Charakterisierungen. Die erste setzt methodisch auf dem Konzept der
Einbettung auf. Die zweite Charakterisierung zeichnet Shapegraphen aus, die sich
unter einer Folge von TVLA-Aktionen nicht verändern, die unter einer Folge von
TVLA-Aktionen ﬁx bleiben. Letztere wurde für Schleifen in [Johannes u. a. 2005]
eingeführt.
7.3.1 Allgemeine versus spezielle Shapegraphen
Dieser Abschnitt handelt allgemein von Charakterisierungen von Shapegraphen, die
während einer Visualisierungssitzung die Navigation im Transitionsgraphen erleich-
tern. Dabei liegt unser Augenmerk auf Aspekten der Visualisierung von Kanten-
zügen (des Transitionsgraphen). Als Ausgangssituation setzen wir voraus, dass die
Programmpunkte der Pfade gegeben sind, dass sie zuvor unter Verwendung des Kon-
trollﬂussgraphen ausgewählt worden sind. Uns geht es hier um eine Hilfestellung bei
der Auswahl der Shapegraphen an den einzelnen Programmpunkten. Hierzu gehört
als Erstes die Wahl eines Startshapegraphen für den Kantenzug. Ein abstrakter Zu-
stand im Transitionsgraphen kann einen oder mehrere Nachfolger haben. Im ersten
Fall kann in der Visualisierung sofort mit dem einzigen Nachfolger fortgefahren wer-
den. Existieren jedoch mehrere Nachfolger, so gabelt sich der Pfad, und wir müssen
einen geeigneten Nachfolger auswählen.
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Zum einen kann die Gabelung durch den Kontrollﬂuss induziert werden. (Wir setzen
voraus, dass TVLA-Programme in Normalform vorliegen, so wie sie in Abschnitt 4.3
beschrieben ist.) Bei Aktionenblöcken kann keine Gabelung auftreten, wohl aber bei
Verzweigungen und Schleifen. Bei Verzweigungen führt der Verzweigungsblock zu
der Gabelung, bei Schleifen besteht die Möglichkeit, sie entweder zu verlassen oder
vom Ausgangsblock des Schleifenrahmens zur Eingangsecke seines Eingangsblocks
zurückzuspringen. Diese kontrollﬂussbedingte Gabelung ist für unser Anliegen un-
problematisch. In jedem dieser Fälle gilt, dass die Nachfolgeecken (Nachbarecken
im Transitionsgraphen) zu verschiedenen Programmpunkten gehören. Wir haben
als Ausgangssituation vorausgesetzt, dass die Programmpunkte, die der Kantenzug
besuchen soll, im Voraus festliegen. Daher ist die Nachfolgeecke bei kontrollﬂussbe-
dingter Gabelung (in der Regel4) eindeutig.
Zum anderen kann die Gabelung auch durch die Shapeanalyse selbst bedingt sein.
Wir illustrieren dieses Phänomen anhand eines Beispiels, wobei wir uns der übli-
chen Analysespeziﬁkation für Bäume bedienen. Wir betrachten die TVLA-Aktion
Get_Sel_T, die im Suchalgorithmus auftritt, vergleiche Abschnitt 4.1.2. Wir wen-
den auf den Shapegraphen S aus Abbildung 7.10 die Aktion Get_Sel_T(cur, cur,
left) an, sie entspricht der Zuweisung cur := cur.left. Es resultieren fünf Shape-
graphen, nämlich T1, T2, . . . , T5 aus Abbildung 7.10. Das Phänomen, dass bei An-
wendung einer TVLA-Aktion auf einen Shapegraphen mehr als ein Shapegraph
resultieren kann, ist nicht baumspeziﬁsch. Es tritt zum Beispiel ebenfalls bei der
Aktion Get_Next_L bei Listen auf. Es ist also nicht immer korrekt, sich eine
TVLA-Aktion als eine Funktion vorzustellen, die einen Shapegraphen in einen an-
deren transformiert; das Ergebnis kann eine (endliche) Menge von Shapegraphen
sein.
Der Grund für dieses Verhalten liegt in der Fokussierung, die Bestandteil jeder An-
wendung einer TVLA-Aktion ist, vergleiche hierzu Abschnitt 3.7 oder [Lev-Ami u.
Sagiv 2000; Sagiv u. a. 2002]. Jeder Aktion kann eine Menge von Fokus-Formeln mit-
gegeben werden. Der Fokus-Algorithmus transformiert den Shapegraphen, auf den
die Aktion angewendet wird, in eine endliche Menge von Shapegraphen, so dass die
folgenden zwei Bedingungen erfüllt sind: 1. Sowohl der Ausgangsshapegraph als auch
die Shapegraphen der Ausgabemenge beschreiben dieselben konkreten Strukturen.
2. Jede Fokusformel wertet für jeden Shapegraphen der Ausgabemenge immer (für
jede Variablenbelegung) zu einem deﬁniten Wahrheitswert aus.
Bei der Aktion Get_Sel_T benötigt man eine Fokusformel. Werfen wir zur Ver-
deutlichung einen Blick auf den Shapegraphen S in Abbildung 7.10. Er besteht aus
4. Eine kontrollﬂussbedingte Gabelung ist (bei deterministischen Programmen) an eine Verzwei-
gung gebunden. Üblicherweise werden TVLA-Aktionen für Vergleiche als Filter realisiert: Shape-
graphen, die die Filterbedingung(en) erfüllen, dürfen passieren, die anderen nicht. Bei Anwen-
dung einer solchen Filteraktion existiert zu jedem Shapegrahen höchstens ein Nachfolger pro
Programmpunkt.
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Abbildung 7.10: Anwendung von Get_Sel_T(cur, cur, left) auf S ergibt die fünf
Shapegraphen T1, T2, . . . , T5
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zwei Ecken: der Wurzel, die auch gleichzeitig die aktuelle Ecke ist, und einer Sum-
mary-Ecke, die den Rest des Baumes repräsentiert. Um cur auf ein Kind der Wurzel,
beispielsweise auf das linke, zu setzen, muss dieses erst als Individuum aus der Sum-
mary-Ecke herausmaterialisieren werden. (Prädikate für Zeigervariablen erhalten
in der Analysespeziﬁkation das Attribut unique pointer und können deshalb nur
für Individuenecken wahr sein.) Die Summary-Ecke muss durch (mehrere) Ecken
ersetzt werden, die jeweils speziﬁschere Baumteile repräsentieren. Die Fokusformel,
die bei der Anwendung der Aktion Get_Sel_T(cur, cur, left) verwendet wird, ist
∃v1, v2 : cur(v1)∧ left(v1, v2)∧ downStar(v2, v), wobei v eine freie Variable bezeich-
net. Für den Shapegraphen S ist die Teilformel cur(v1) genau dann wahr, wenn v1
die Wurzel ist. Die Teilformel left(v1, v2) erzwingt, dass es entweder ein linkes Kind
der Wurzel gibt oder nicht. Die Teilformel downStar(v2, v) erzwingt eine Aufspal-
tung in einen linken und einen rechten Teilbaum der Wurzel. Die entsprechenden
Baumteile können jeweils vorhanden sein oder nicht, wobei einzelne Kombinationen
nicht möglich sind. Auf diese Weise resultieren die fünf Shapegraphen T1, T2, . . . , T5
in Abbildung 7.10.
Im ersten Abschnitt dieses Kapitels haben wir uns mit einer weiteren Form der
Aufbereitung von Shapegraphenmengen (Klassen) beschäftigt. Eine der behandel-
ten Methoden ist die Einbettungsvisualisierung. Sie wählt aus der Eingabemenge
einige Shapegraphen aus, die sie als repräsentativ für die Klasse erklärt. Dabei
handelt sich um die bezüglich der Einbettungsrelation maximalen Elemente. Ist
ein Shapegraph S in einen Shapegraph T einbettbar, dann ist die Menge der von
S beschriebenen konkreten Strukturen eine Teilmenge, der von T beschriebenen.
In diesem Sinne können wir T als allgemeiner und S als spezieller interpretieren.
Für beliebig gewählte Shapegraphen (eines Programmpunktes) verhält es sich aber
häuﬁg so, dass keine Einbettung vorliegt. Denken wir an den Suchalgorithmus für
binäre Suchbäume und betrachten beispielsweise die (Teil-)Menge der Shapegra-
phen aus den Abbildungen 7.8, 7.9 und 7.10. Diese Shapegraphen treten alle am
Programmpunkt n2, dem Schleifeneingangspunkt, auf. Aber nur wenige Shapegra-
phenpaare stehen bezüglich Einbettung in Relation. Die unmittelbare Nutzung der
Einbettungsrelation als Hilfestellung bei der Shapegraphenauswahl während der Vi-
sualisierung von Pfaden im Transitionsgraphen ist daher in der Praxis nur bedingt
hilfreich.
Im vorangegangenen Kapitel 6 haben wir ein Ähnlichkeitskonzept für Shapegraphen
eingeführt. Shapegraphen, die bezüglich (durch einen Partitionsdeﬁnierer) speziﬁ-
zierbarer Merkmale nicht unterscheidbar sind, sehen wir als ähnlich an. Uns beschäf-
tigt die Frage, ob ein Shapegraph T als allgemeiner als ein Shapegraph S bezeichnet
werden kann, und wir wollen dies mittels einer Einbettungsbeziehung ausdrücken.
Bei Verwendung des Ähnlichkeitskonzepts unterscheiden wir nicht zwischen ähn-
lichen Shapegraphen. Es sei S′ ein zu S und T ′ ein zu T ähnlicher Shapegraph.
Anstelle die Einbettungsbeziehung zwischen S und T zu betrachten, können wir
stattdessen auch die Einbettungsbeziehung zwischen S′ und T ′ betrachten. Wir
könnten also sagen, dass T allgemeiner als S sei, wenn es einen zu S ähnlichen
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Shapegraphen S′ und einen zu T ähnlichen Shapegraphen T ′ (in der aktuell be-
trachteten Shapegraphenmenge) gibt, so dass S′ in T ′ einbettbar ist. Allerdings
würden wir damit die Existenz der Shapegraphen S′ und T ′ fordern (müssen). Wir
werden demgegenüber eine schwächere Bedingung verwenden.
Der Ähnlichkeitsbegriﬀ beruht auf einem Partitionsdeﬁnierer. Er besteht aus zwei
Komponenten: einem Formelpartitionierer und einem Teilstrukturdeﬁnierer. Bei der
Motivation des Begriﬀs allgemeiner haben wir uns von der Idee der Einbettung
leiten lassen. Die Einbettungsrelation ist aber nur auf Shapegraphenmengen deﬁ-
niert. Bei der Formalisierung des Begriﬀs müssen wir auch den Formelpartitionierer
mit einbeziehen. Wir setzen:
7.15 Deﬁnition. Es sei D = (F,ϕ(v), P ) ein Partitionsdeﬁnierer. Ein Shapegraph
T heiße allgemeiner bezüglich D als ein Shapegraph S, wenn:
1. ∀f ∈ F : WS(f) vWT (f)
2. S(ϕ(v),P ) v T(ϕ(v),P )
Ist T allgemeiner bezüglich D als S, dann schreiben wir S 4D T . Alternativ nennen
wir S dann auch spezieller bezüglich D als T .
Man beachte, dass das Symbol v in der ersten Bedingung der Deﬁnition die Infor-




und in der zweiten Bedin-
gung die Einbettungsrelation für Shapegraphen bezeichnet. In der Deﬁnition fordern
wir für die Wahrheitswertetupel, dass das erste bezüglich der Informationsordung
allgemeiner als das zweite ist. Für die Shapegraphen fordern wir, dass sich die
induzierten Teilstrukturen ineinander einbetten lassen, dass also die eine induzierte
Teilstruktur allgemeiner als die andere ist.
Der obige Begriﬀ des Allgemeinerseins kann als eine abgeschwächte Form von Ähn-
lichkeit gesehen werden. Aus der Deﬁnition folgt:
7.16 Satz. Es sei D ein Formelpartitionierer, ferner seien S und T zwei bezüglich
D ähnliche Shapegraphen. Dann gilt S 4D T .
Wir untersuchen einige Beispiele, wobei wir jedes Mal die Shapeanalyseausgabe für
den Suchalgorithmus zugrunde legen. Als Erstes betrachten wir den Partitionsde-
ﬁnierer D = (∅, 1, P ), wobei P die Menge aller Prädikate der Analysespeziﬁkati-
on bezeichne. Da der Formelpartitionierer die leere Menge ist, hat er keine Aus-
wirkung auf die Partitionierung. Der Teilstrukturdeﬁnierer bestimmt jeweils den
ganzen Shapegraphen als induzierte Teilstruktur. Jede Klasse der induzierten Par-
tition der Shapegraphenmenge eines Programmpunktes enthält nur einen einzigen
Shapegraphen. (Wir setzen voraus, dass die Shapegraphen jedes Programmpunk-
tes paarweise nichtisomorph sind.) In diesem Fall stimmt die Relation 4D mit der
Einbettungsrelation v überein.  Als Zweites wählen wir den Partitionsdeﬁnierer
so, dass die Partitionierung hinsichtlich der Struktur des Suchweges erfolgt. Wir
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betrachten die beiden Shapegraphen T2 und T3 aus Abbildung 7.10, die beide am
Schleifeneingangspunkt n2 vorkommen. In beiden Shapegraphen hat der Weg von
der Wurzel zur aktuellen Ecke dieselbe Struktur, das heißt beide Shapegraphen
sind in derselben Klasse. Alle Formeln des Formelpartitionierers werten für beiden
Shapegraphen zum selben Wahrheitswert aus, außerdem stimmen ihre reduzierten
Teilstrukturen überein. Damit gilt T2 4D T3. Das gleiche Argument zeigt T4 4D T5.
 Als Drittes betrachten wir den unteren Shapegraphen in der rechten Spalte von
Abbildung 7.8, er sei mit S1 bezeichnet, und den oberen Shapegraphen in der lin-
ken Spalte von Abbildung 7.9, der S2 heiße. Wie man sich leicht überzeugt gilt
S1 4D S2.
Die Allgemeiner-Relation aus Deﬁnition 7.15 ist zunächst nur für Shapegraphen
deﬁniert. Im Folgenden haben wir es jedoch mit abstrakten Zuständen zu tun. Die
Allgemeiner-Relation lässt sich problemlos auf sie übertragen. Wir achten zusätzlich
nur darauf, dass die Programmpunkte übereinstimmen. Wir deﬁnieren: Ein abstrak-
ter Zustand (n, T ) heiße allgemeiner bezüglich eines Partitionsdeﬁnierers D als ein
abstrakter Zustand (m,S), wenn m = n und S 4D T gilt. Wir schreiben in diesem
Fall (m,S) 4D (n, T ).
Es sei ein Partitionsdeﬁnierer D = (F,ϕ(v), P ) gegeben. Wir partitionieren die
Eckenmenge des Transitionsgraphen, also die Menge der abstrakten Zustände der
Analyseausgabe, bezüglich D und betrachten zwei der entstandenen Klassen. Die-
se seien mit K1 und K2 bezeichnet, außerdem sei (m,S) ∈ K1 und (n, T ) ∈ K2.
Wir betrachten den Fall (m,S) 4D (n, T ). Dann gilt erstens m = n, zweitens
ist für jede Formel f des Formelpartitionierers WS(f) v WT (f) und drittens gilt
S(ϕ(v),P ) v T(ϕ(v),P ). Ist (m,S′) ∈ K1 ein beliebiger (anderer) abstrakter Zustand
aus K1, dann gilt per Deﬁnition ∀f ∈ F : WS′(f) = WS(f) und S′(ϕ(v),P ) ' S(ϕ(v),P ).
Wir setzen immer voraussetzen, dass alle pro Programmpunkt von der Shapeanalyse
berechneten Shapegraphen nichtisomorph sind; wenn wir uns zudem die Shapegra-
phen mit kanonischem Universum denken, dann gilt sogar S′(ϕ(v),P ) = S(ϕ(v),P ). Ist
(n, T ′) ∈ K2 ein beliebiger (anderer) abstrakter Zustand aus K2, dann gilt ana-
log ∀f ∈ F : WT ′(f) = WT (f) und T ′(ϕ(v),P ) ' T(ϕ(v),P ), beziehungsweise T ′(ϕ(v),P ) =
T(ϕ(v),P ). Wir setzen alles zusammen: Für jede Formel f ∈ F giltWS′(f) = WS(f) v
WT (f) = WT ′(f), und für die induzierten Teilstrukturen ist S′(ϕ(v),P ) = S(ϕ(v),P ) v
T(ϕ(v),P ) = T ′(ϕ(v),P ). Folglich gilt S
′ 4D T ′.
Existiert ein Paar abstrakter Zustände aus K1 × K2, das in Relation bezüglich der
Allgemeiner-Relation steht, dann besteht die Relationsbeziehung für alle Paare aus
K1×K2. Existiert umgekehrt ein Paar abstrakter Zustände aus K1×K2, für welches
die Relationsbeziehung nicht besteht, dann kann sie für kein Paar bestehen. Die
Relation 4D ist also unabhängig von den Repräsentanten der Klassen. Wir können
4D als eine Relation auf den durch D induzierten Klassen der Eckenmenge des
Transitionsgraphen interpretieren. Damit ist 4D eine (wohldeﬁnierte) Relation auf
den Ecken des bezüglich D reduzieren Transitionsgraphen.
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Fassen wir nun die Allgemeiner-Relation als Relation auf der Menge der Klassen
auf. Sie ist wegen Satz 7.16 reﬂexiv. Sie ist außerdem transitiv, was aus der Tran-
sitivität der Informationsordnung und aus Satz 7.1 folgt. Die Informationsordnung
ist antisymmetrisch. Ist der Transitionsgraph durch eine Standardanalyse entstan-
den, sind also die Shapegraphen jedes Programmpunktes paarweise nichtisomorph
und sind für jeden Shapegraphen die Wahrheitswerte aller Abstraktionsprädikate
deﬁnit, dann ist nach Satz 7.1 auch die Einbettungsrelation antisymmetrisch, was
dann die Antisymmetrie der Allgemeiner-Relation impliziert. Damit haben wir ge-
zeigt:
7.17 Satz. Es sei M eine Menge von abstrakten Zuständen, des Weiteren sei D
ein Partitionsdeﬁnierer. Die Relation 4D ist eine reﬂexive und transitive Relation
auf der Partition M/∼D . Sind für jeden Programmpunkt die Shapegraphen der ab-
strakten Zustände paarweise nichtisomorph und haben in jedem Shapegraphen alle
Abstraktionsprädikate deﬁnite Wahrheitswerte, so ist 4D eine Ordnungsrelation auf
M/∼D .
In diesem Abschnitt beschäftigen wir uns mit Techniken zur Hilfestellung bei der
Navigation im Transitionsgraphen. Konkret geht es um die Verlängerung von Kan-
tenzügen, um die Auswahl von Nachfolgeshapegraphen. In diesem Teilabschnitt ha-
ben wir die intuitive Vorstellung von einem allgemeineren versus einem spezielleren
Shapegraphen mathematisch umgesetzt. Wir haben uns dabei methodisch auf die
Einbettungsrelation gestützt. Sie alleine erweist sich aber nicht als ausreichend. Da-
her haben wir das Konzept der Einbettung mit dem Ähnlichkeitsbegriﬀ kombiniert,
woraus die Allgemeiner-Relation 4D resultiert. Sie ist unabhängig von den speziellen
Elementen der Klassen, sie ist eine Relation auf der durch den Partitionsdeﬁnierer
induzierten Partition der Menge der abstrakten Zustände. Damit erlaubt sie auch
eine Klassiﬁkation von Klassen hinsichtlich Allgemeinheit.
Die Allgemeiner-Relation erlaubt ein zweistuﬁges Vorgehen bei der Auswahl eines
Nachfolgeshapegraphen. Als Erstes werden die Klassen betrachtet, in denen die
Nachfolger liegen. Die Relation 4D ordnet die Klassen nach Allgemeinheit. Unter
diesem Gesichtspunkt wird zuerst eine Klasse ausgewählt, zum Beispiel eine be-
züglich 4D maximale. Existiert nur ein Nachfolgeshapegraph in der ausgewählten
Klasse, dann ist die Bestimmung des Nachfolgers schon abgeschlossen. Existieren
mehrere, dann gehen wir als Zweites zu der Klasse über und wählen hier einen
Nachfolger. Wir können beispielsweise die Einbettungs- oder V-Einbettungsrelation
verwenden und einen bezüglich einer dieser Relationen maximalen Shapegraphen
wählen. Auch die Methoden, die wir im nächsten Teilabschnitt behandeln, können
hierbei von Nutzen sein.
Betrachten wir als Beispiel das Szenario in Abbildung 7.10. Unser aktueller Shape-
graph ist S, und seine Nachfolger sind T1, T2, . . . , T5. Den Partitionsdeﬁnierer wählen
wir so, dass Shapegraphen mit derselben Struktur des Suchweges ähnlich sind. Die
Nachfolgegraphen liegen dann in zwei Klassen: Der Shapegraph T1 liegt in einer, die
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Shapegraphen T2, T3, T4, T5 in der zweiten. Zuerst müssen wir uns für eine dieser
Klasse entscheiden. Da es in T1 kein aktuelles Element (mehr) gibt, entscheiden wir
uns, diese Klasse zu verwerfen. Wir gehen zur zweiten Klasse über. In dieser ist
T5 das bezüglich der V-Einbettung maximale Element, und wir könnten uns des-
halb entschließen, es auszuwählen. In den Shapegraphen T2 und T3 ist das aktuelle
Element cur ein Blatt des Baumes. Wenn wir weitere Iterationen der Suchschleife
zu betrachten wünschen, wären sie eine schlechte Wahl. (Diese Art von Kriterien
werden wir im folgenden Teilabschnitt behandeln.)
7.3.2 Semistabile Shapegraphen
Will man Kantenzügen im Transitionsgraphen folgen, dann steht man sowohl vor
der Aufgabe, einen geeigneten Startshapegraphen als auch unter den Nachfolge-
shapegraphen einen passenden auszuwählen. Die speziellen Ziele der aktuellen Vi-
sualisierungssitzung können die Anzahl geeigneter Nachfolger einschränken, die Aus-
wahlaufgabe als solche besteht jedoch weiterhin. In diesem Abschnitt ist es unser
Anliegen, Shapegraphen hinsichtlich ihrer Allgemeinheit zu klassiﬁzieren und da-
durch Hilfestellung bei der Auswahl zu bieten. Im Gegensatz zum vorangegangenen
Teilabschnitt beziehen wir uns nicht auf den Ähnlichkeitsbegriﬀ. Der Ansatz dieses
Teilabschnitts basiert auf der Frage, inwieweit sich Shapegraphen bei Anwendung
von TVLA-Aktionen verändern.
Semistabilität
Zur Motivation des Ansatzes betrachten wir eine Schleife in einem TVLA-Pro-
gramm. Hier ist das Phänomen, um das es uns geht, deutlicher ausgeprägt als bei
Aktionenblöcken und Verzweigungen. Wir betrachten als Beispiel die Suchschleife
im Suchalgorithmus für Suchbäume, er ist in Abbildung 4.3 auf Seite 66 darge-
stellt. Wir berechnen den Transitionsgraphen und untersuchen einen Kantenzug,
der die (Programmpunkte der) Schleife mehrfach durchläuft. Wir verwenden hierzu
den Pfad, der sich aus den abstrakten Zuständen der rechten Spalten der beiden
Abbildungen 7.8 und 7.9 (Seite 173f.) zusammensetzt. Es genügt, wenn wir uns
darauf beschränken, jeweils die Situation am Programmpunkt n2 zu begutachten.
Wenn wir die Shapegraphen der Reihe nach betrachten, dann stellen wir fest, dass
sich am Anfang des Pfades ein Shapegraph recht stark von seinem Nachfolger un-
terscheidet, am Ende ist der Unterschied deutlich geringer. Der letzte Shapegraph,
bezeichnen wir ihn als Tru, unterscheidet sich von dem vorletzten nur im Wert des
Prädikats left für die Summary-Ecke, die das Innere des Suchpfades darstellt. Füh-
ren wir eine weitere Schleifeniteration durch, wobei wir vom aktuellen Element cur
wieder zu seinem rechten Kind verzweigen, dann kommt unter den Nachfolgegra-
phen auch Tru selbst vor. Wenn wir den Pfad auf diese Weise fortsetzen, dann bleibt
der Shapegraph also unverändert. Ein Shapegraph beschreibt eine Menge von kon-
kreten Strukturen. Wenn sich ein Shapegraph bei Anwendung einer Aktion nicht
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ändert, dann bedeutet dies, dass sich sowohl die abstrakte Situation als auch die
durch sie beschriebenen konkreten Situationen in einem gewissen Sinne stabil ver-
halten.
Wenn sich ein Shapegraph bei der Anwendung einer TVLA-Aktion stark ändert,
dann bedeutet das nicht zwangsläuﬁg, dass sich die von ihm beschriebenen konkre-
ten Strukturen stark ändern müssen. Beim Suchalgorithmus durchlaufen wir nur
einzelne Heapzellen, der Heap selbst, also die Zeigerstruktur und die Datenwerte,
bleibt unverändert. Was sich ändert ist der Blick auf den Heap. Bei den ersten
Schleifeniterationen ist die Ausgabe der Shapeanalyse präzise genug, um festzustel-
len, dass das aktuelle Element ein Kind oder ein Enkel der Wurzel ist. In folgenden
Iterationen liegt keine Information mehr über die Tiefe des aktuellen Elementes vor.
Die Shapegraphen der ersten Schleifeniterationen beschreiben (in diesem Sinne) spe-
ziﬁschere Heapsituationen, die der späteren unspeziﬁschere.
Das Phänomen, dass sich Shapegraphen in den ersten Iterationen von denen in
späteren unterscheiden, korrespondiert zum Verhalten bei konkreten Strukturen.
Die Situationen während der ersten Schleifeniterationen sind oft noch durch die
Schleifeninitialisierung und den Iterationsbeginns geprägt, sie sind häuﬁg speziﬁ-
scher Natur. Wenn man aus den in allen Iterationen auftretenden Situationen wel-
che auswählen soll, die man intuitiv als allgemeine Schleifeniterationen bezeichnen
würde, dann gehören die Situationen der Anfangsiterationen normalerweise nicht
dazu. Man wird eigentlich immer Situationen aus späteren Schleifeniterationen be-
nennen. Jedoch wird man wohl auch keine Situation der letzten Iterationen no-
minieren, beim Beenden der Schleife liegen häuﬁg wieder speziﬁschere Situationen
vor.
Wenn wir uns von dem obigen Beispiel führen lassen, dann zeichnen sich unspeziﬁ-
sche(re) Shapegraphen dadurch aus, dass sie sich unter einer Sequenz von TVLA-
Aktionen nicht oder nur wenig verändern, die sehr unspeziﬁschen sollten sich dann
gar nicht mehr ändern, sie sollten ﬁx bleiben. Diese Sicht ist so nicht (ganz) korrekt.
Wenn wir mit einem Shapegraphen S starten und einem Pfad durch die Schleife
folgen, dann kann eine shapeanalysebedingte Gabelung stattﬁnden. Beim Suchalgo-
rithmus ist dies bei den meistens Shapegraphen der Fall. Wenn wir eine komplette
Schleifeniteration betrachten, dann wird es häuﬁg mehrere Nachfolgeshapegraphen
für den Startshapegraphen S geben. Zu diesen kann S gehören oder nicht. Natürlich
ist es auch möglich, dass S der einzige Nachfolgeshapegraph nach einer Schleifeni-
teration ist. Wir werden sagen, dass unspeziﬁsche Shapegraphen solche sind, die in
einer Schleifenoperation in sich überführt werden können.
Bis zu einem gewissen Grad können wir das Begriﬀspaar speziﬁsch versus unspe-
ziﬁsch mit dem Begriﬀspaar speziell versus allgemein identiﬁzieren. Auf jeden Fall
sind die Begriﬀspaare korreliert. Shapegraphen, die auf die Art unspeziﬁsch sind,
wie wir sie in der obigen Diskussion motiviert haben, werden wir in der folgenden
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formalen Entwicklung semistabil nennen. Das Konzept der semistabilen Shapegra-
phen wurden in [Johannes u. a. 2005] eingeführt und speziell für Schleifen unter-
sucht.
Schreiten wir zur formalen Entwicklung des Begriﬀs des semistabilen Shapegraphen.
TVLA-Programme sind aus drei Arten von Konstrukten zusammengesetzt: Aktio-
nenblöcken, Verzweigungen und Schleifen, vergleiche Abschnitt 4.3. Der zu einem
Programm mittels Shapeanalyse berechnete Transitionsgraph sei im Folgenden je-
weils mit T G bezeichnet.  Als Erstes betrachten wir den Fall, dass das TVLA-
Programm ein Aktionenblock ist, dieser sei (B, e, a). Wir wählen unter den Pro-
grammpunkten von B zwei aus, nennen wir sie s und z. Uns interessieren Kan-
tenzüge von s nach z durch den Block B, sie sollen also nur Programmpunkte aus
B besuchen. Wir reduzieren den Transitionsgraphen auf die Programmpunkte des
Blocks: Der Graph T G(B) entstehe aus T G, indem alle Ecken (abstrakten Zustände)
samt inzidenter Kanten entfernt werden, deren Programmpunkt nicht zum Block B
gehören. Da es sich bei B um einen Aktionenblock handelt, ist jeder Kantenzug von
s nach z in T G(B) ein Weg. Die Abfolge der besuchten Programmpunkte ist durch
das TVLA-Programm bestimmt. Kommt z vor s, dann gibt es keinen Kantenzug
von s nach z. Der Fall s = z ist graphentheoretisch trivial, denn von jeder Ecke
existiert ein Weg der Länge null zu sich. Kantenzüge der Länge null wollen wir
aber nicht gelten lassen, den Grund werden wir bei der Behandlung von Schleifen
sehen.
Als Zweites betrachten wir den Fall, dass das TVLA-Programm eine einfache Ver-
zweigung ist, sie sei durch den Block (B, e, a) gegeben. (Einfach bedeutet, dass die
Äste der Verzweigung Aktionenblöcke sind.) Hier ist die Situation ähnlich wie beim
Aktionenblock, Jeder Kantenzug in T G(B) zwischen zwei Ecken ist ein Weg. Jedoch
brauchen bei zwei Wegen deren besuchte Programmpunkte nicht dieselben sein. Ein
weiterer Punkt, den wir im Auge behalten wollen, ist, dass Verzweigungen termi-
nale Programmpunkte enthalten dürfen. Sie dienen zur Simulation von RETURN-
Anweisungen in Funktionen. Deshalb können wir uns bei unserer Betrachtung nicht
darauf beschränken, nur Kantenzüge von der Eingangsecke e eines Blocks zu sei-
ner Ausgangsecke a zu betrachten.  Als Drittes folgt der Fall, dass das TVLA-
Programm eine einfache Schleife ist. (Der Schleifenrumpf besteht aus einem Ak-
tionenblock.) Durch den Rücksprung vom Ausgangsblock des Schleifenrahmens zu
seinem Eingangsblock entsteht ein Kreis im Kontrollﬂussgraphen, der normalerwei-
se Kreise im Transitionsgraphen impliziert. In den folgenden Erörterungen werden
wir einzelne Iterationen der Schleife gesondert betrachten, dazu ist es ebenfalls er-
forderlich, dass wir uns nicht auf Kantenzüge von der Eingangsecke einer Schleife
zu seiner Ausgangsecke beschränken.  Als Viertes folgt der Fall eines (allgemei-
nen) TVLA-Programms. Strukturell entsteht nichts Neues: Es können terminale
Programmpunkte im Inneren existieren, und Kantenzüge im Transitionsgraphen
können Kreise enthalten.
Wir haben die verschiedenen Arten von Blöcken betrachtet, aus denen ein TVLA-
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Programm besteht und auf die entstehenden Kantenzüge geschlossen. Wir erklären
jetzt, was wir unter einem semistabilen Shapegraphen verstehen wollen:
7.18 Deﬁnition. Es sei ein TVLA-Programms gegeben. Der mittels Shapeanalyse
berechnete Transitionsgraph sei T G. Es sei (B, e, a) ein (Teil-)Block des Programms,
ferner seien s und z zwei Programmpunkte von B. Wir nennen einen Shapegraphen
S semistabil bezüglich Bs→z, wenn gilt:
1. Der abstrakte Zustand (s, S) ist eine Ecke in T G.
2. Der abstrakte Zustand (z, S) ist eine Ecke in T G.
3. Es existiert in dem auf den Block B reduzierten Transitionsgraphen T G(B)
ein Kantenzug der Länge größer oder gleich eins von (s, S) nach (z, S).
Ist S semistabil bezüglich Be→a, dann heiße S semistabil bezüglich B.
Normalerweise werden TVLA-Aktionen für Vergleiche als Filter realisiert: Shape-
graphen, die die Filterbedingung(en) erfüllen, dürfen passieren, die anderen nicht.
Besitzt eine solche Filter-Aktion keine Fokusformel, dann führt die Anwendung der
Aktion zu keiner Veränderung des Shapegraphen. Wenn wir einen zweieckigen Block
betrachten, dessen beide Ecken mit einer Kante verbunden sind, die mit einer solchen
Filteraktion beschriftet ist, dann ist jeder passierende Shapegraph semistabil bezüg-
lich dieses Blocks.  Betrachten wir im Suchalgorithmus für Binärbäume den Block
B für die Suchschleife, der aus den Programmpunkten n2 bis n6 besteht. Der Shape-
graph Tru, der rechts unten in Abbildung 7.9 (Seite 174) dargestellt ist, tritt am
Programmpunkt n2 auf. Wenn wir von der aktuellen Ecke cur zu ihrem rechten Kind
verzweigen, dann ist einer der entstehenden Shapegraphen Tru. Folglich ist Tru semi-
stabil bezüglich Bn2→n2 (also sozusagen bezüglich einer Schleifeniteration). Ebenso
sehen wir, dass beispielsweise auch die oberen beiden Shapegraphen in Abbildung 7.9
semistabil bezüglich Bn2→n2 sind. Demgegenüber ist von den sechs Shapegraphen
in Abbildung 7.8 keiner bezüglich Bn2→n2 semistabil.
In der Deﬁnition 7.18 des Begriﬀs semistabil haben wir die Existenz von Kanten-
zügen gefordert. Wir können stattdessen auch verlangen, dass jeder Kantenzug in
dem Block von (s, S) zu einem abstrakten Zustand mit Programmpunkt z in (z, S)
endet. Dies entspricht der Vorstellung aus der einleitenden Motivation, dass ein
Shapegraph unter einer Folge von TVLA-Aktionen in sich transformiert wird, dass
er ein Fix-Shapegraph für diese Aktionenfolge ist. Solche Shapegraphen nennen wir
stabil bezüglich Bs→z. Wie wir oben dargelegt haben, ist die deﬁnierende Bedingung
sehr restriktiv, sie wird eher selten erfüllt. Daher werden wir den Begriﬀ des stabilen
Shapgegraphen nicht weiter verfolgen.
Ist ein Shapegraph S semistabil bezüglich B und ist B′ ein Teilblock von B, dann
ist S nicht notwendigerweise semistabil bezüglich B′. Wir zeigen dies durch Anga-
be eines Gegenbeispiels. Wir legen die Speziﬁkation für Binärbäume zugrunde. Der
Block Bl sei ein Aktionenblock und bestehe aus zwei Ecken. Sie seien durch eine
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Kante verbunden, die mit der TVLA-Aktion Get_Sel_T(cur, cur, left) beschriftet
sei. Der Block Br sei wie Bl, jedoch sei die TVLA-Aktion hier Get_Sel_T(cur, cur,
right). Wir betrachten wieder den Shapegraphen Tru, der rechts unten in Abbil-
dung 7.9 dargestellt ist. Er ist semistabil bezüglich Br. Aber er ist nicht semistabil
bezüglich Bl: Nach Ausführung der Aktion Get_Sel_T(cur, cur, left) gelangt man
zur aktuellen Ecke cur von der Wurzel kommend mit einer left-Kante. Der Block B
entstehe durch Konkatenation von Bl und Br. Der Shapegraph Tru ist semistabil
bezüglich B: Wenn wir in Tru erst zum linken und danach zum rechten Kind ver-
zweigen, dann resultiert auch der Shapegraph Tru. Aber wie schon festgestellt, ist
Tru nicht semistabil bezüglich des Teilblocks Bl.
Der Schleifentransitionsgraph
Der Begriﬀ eines bezüglich Bs→z semistabilen Shapegraphen kann auf beliebige
(Teil-)Programme angewendet werden. Es ist aus zwei Gründen jedoch nützlich,
Schleifen diesbezüglich genauer zu studieren. Ein Kantenzug durch eine Schleife
kann beliebig viele Iterationen enthalten, und es ist oft wünschenswert, jede Iterati-
on einzeln zu betrachten. Zum Zweiten ist es oft wünschenswert, Kantenzüge in der
Schleife zu verfolgen, die keine Schleifeniterationen sind. Wir erlauben in Verzwei-
gungen terminale Programmpunkte. Enthält der Schleifenrumpf solche Verzweigun-
gen, dann liegen in der Schleife terminale Programmpunkte vor. Im Suchalgorith-
mus für Suchbäume ist der Programmpunkt found ein solcher. Das Aufbrechen der
Schleife ermöglicht auch eine explizite Repräsentation solcher Pfade zu terminalen
Ecken.
Um eine bessere Untersuchung einer Schleife zu ermöglichen, leiten wir aus dem
Transitionsgraphen für die Schleife einen gerichteten Graphen als Hilfsstruktur ab.
Die Idee ist folgende: Die Eckenmenge des Hilfsgraphen wird die Menge M der
abstrakten Zustände eines geeignet gewählten Programmpunktes im Eingangsblock
des Schleifenrahmens vermehrt um zwei weitere Ecken E (Eingang) und A (Aus-
gang). Wir ziehen eine gerichtete Kante von einem abstrakten Zustand aus M zu
einem anderen, wenn dieser von jenem in genau einer Schleifeniteration erreichbar
ist. Alle von außen direkt erreichbaren abstrakten Zustände werden Nachfolger von
E. Alle abstrakten Zustände, aus denen heraus die Schleife in der nächsten Iteration
beendet werden kann, erhalten eine Kante zu A.
Wir formalisieren dies. Es sei (B, e, a) eine Schleife, wir können sie als eigenständi-
ges TVLA-Programm ansehen oder als Teil eines anderen Programms auffassen. Der
mittels Shapeanalyse berechnete Transitionsgraph sei T G. Mit T G(B) bezeichnen
wir wieder den auf die zu B gehörenden Programmpunkte eingeschränkten Transi-
tionsgraphen. Der geeignete Programmpunkt, von dem wir die abstrakten Zustände
verwenden, ist derjenige, zu dem der Rücksprung vom Ausgangsblock des Schlei-
fenrahmens erfolgt. Der Eingangsblock des Schleifenrahmens ist eine Konkatenation
eines Aktionenblockes, er dient zur Simulation von Schleifeninitialisierungen, und ei-
nes Verzweigungsblocks; vergleiche Abschnitt 4.3, etwa Abbildung 4.8 auf Seite 82.
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Die geeignete Ecke ist damit e(E)v . Beim Suchalgorithmus für Binärbäume benö-
tigt die Suchschleife keine Initialisierung, der Eingangsblock besteht nur aus dem
Verweigungsblock. Der Schleifenrücksprung erfolgt in so einem Fall zum Schleifen-
eingangspunkt. In diesem Beispiel ist also n2 als Programmpunkt zu verwenden,
was wir in den Beispielen bisher auch immer getan haben.
Es bezeichne M die Menge der abstrakten Zustände des Transitionsgraphen mit
Programmpunkt m = e(E)v . Die Eckenmenge des Hilfsgraphen seiM∪{E,A}. Seine
Kantenmenge setze sich aus drei Arten von Kanten zusammen:
 Für zwei Ecken (m,S) und (m,T ) aus M existiere genau dann eine Kante
[(m,S), (m,T )〉, wenn es in T G(B) einen Kantenzug von (m,S) nach (m,T )
gibt, der mindestens die Länge 1 hat5 und dessen innere Ecken nicht zum
Programmpunkt m gehören. (Das heißt, der abstrakte Zustand (m,T ) sei von
(m,S) in genau einem Schleifendurchlauf erreichbar.)
 Für jeden abstrakten Zustand (m,S) ∈ M der von der Eingangsecke e der
Schleife direkt6 erreichbar ist, existiere eine Kante [E, (m,S)〉.
 Für jeden abstrakten Zustand (m,S) ∈ M existiere eine Kante [(m,S), A〉,
wenn von (m,S) aus in der folgenden Iteration der Schleifenausgangspro-
grammpunkt a oder ein eventuell vorhandener terminaler (schleifenverlassen-
der) Programmpunkt erreichbar ist, wenn es also einen Kantenzug von (m,S)
zu einem abstrakten Zustand (n, T ) in T G(B) gibt, so dass n = a oder n ein
terminaler Programmpunkt ist und alle inneren Ecken von e(E)v verschieden
sind.
Wir fassen zusammen und benennen den Hilfsgraphen:
7.19 Deﬁnition. Es sei B eine Schleife eines TVLA-Programms und T G der für
das Programm berechnete Transitionsgraph. Der auf die vorstehende Weise entste-
hende (gerichtete) Graph heiße der Schleifentransitionsgraph für B bezüglich T G.
Man beachte, dass der Schleifentransitionsgraph in der Regel Schlingen besitzt. Im
Gegensatz zum Transitionsgraphen enthält der Schleifentransitionsgraph keine Be-
schriftungen.  Eine Schleife B hat genau eine Ausgangsecke, und sie kann im In-
neren terminale Programmpunkte enthalten. Es gibt also verschiedene Arten, die
Schleife zu beenden. In der obenstehenden Deﬁnition haben wir zwischen diesen
verschiedenen Arten nicht unterschieden. Möchte man jedoch mehrere Arten des
Schleifenendes unterscheiden, dann kann man anstelle der einen Ecke A für jede der
5. Eine einzelne Ecke ist ein Kantenzug der Länge null. Auf diese Art entstehende Schlingen sind
unerwünscht.
6. Direkt erreichbar soll hier ohne Schleifeniteration bedeuten. Formal: Es existiert in T G(B) ein
Kantenzug von der Eingangsecke e zu e(E)v , der nur Programmpunkte des dem im Eingangsblock
des Schleifenrahmens dem Verzweigungsblock vorangehenden Aktionenblockes enthält, dessen
(eventuell vorhandene) innere Ecken von e(E)v verschieden sind.
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Arten, die man zu unterscheiden wünscht, eine Ecke hinzunehmen und die Kanten
zu ihnen entsprechend ziehen.
Wir betrachten eine Ecke des Schleifentransitionsgraphen, die eine Schlinge besitzt.
Bei ihr kann es sich per Deﬁnition nicht um E oder A handeln. Sie ist ein abstrak-
ter Zustand des verwendeten Programmpunktes des Schleifenrahmens, nennen wir
ihn (m,S). Die Existenz der Schlinge ist äquivalent dazu, dass S in genau einer
Schleifeniteration in sich überführt werden kann. In diesem Fall ist S semistabil
bezüglich Bm→m. Es ist aber möglich, dass für einen bezüglich Bm→m semistabilen
Shapegraphen S mehr als eine Schleifeniteration nötig sind, um zu (m,S) zurückzu-
kehren. Dann liegt ein geschlossener Kantenzug im Schleifentransitionsgraphen vor
 es braucht sich aber nicht um einen Kreis zu handeln , von dem (m,S) eine Ecke
ist. Liegt umgekehrt (m,S) auf einem geschlossenen Kantenzug im Schleifentransi-
tionsgraphen, dann ist S semistabil bezüglich Bm→m. Damit haben wir Folgendes
gezeigt:
7.20 Satz. Es sei B eine Schleife eines TVLA-Programms, der Programmpunkt zu
dem der Schleifenrücksprung erfolgt sei m, des Weiteren sei T G der für das Pro-
gramm berechnete Transitionsgraph. Ein Shapegraph S ist genau dann semistabil
bezüglich Bm→m, wenn erstens der abstrakte Zustand (m,S) im Schleifentransiti-
onsgraphen existiert und zweitens (m,S) eine Schlinge besitzt oder auf einem ge-
schlossenen Kantenzug liegt.
Ineinander transformierbare Shapegraphen
Der Begriﬀ semistabil ist eine Charakterisierung für einen einzelnen Shapegraphen
beziehungsweise für einen abstrakten Zustand im Hinblick auf einen Block. Wir
ändern jetzt unsere Blickrichtung und betrachten anstatt eines einzelnen Shapegra-
phen Paare von Shapegraphen beziehungsweise von abstrakten Zuständen. Diese
neue Blickrichtung wird uns im Folgenden erlauben, einen abstrahierten Transiti-
onsgraphen abzuleiten, den wir für die Navigation im Großen verwendet werden.
Wir setzen:
7.21 Deﬁnition. Es sei B eine Schleife eines TVLA-Programms und m der Pro-
grammpunkt, zu dem der Schleifenrücksprung erfolgt, des Weiteren sei T G(B) der
auf B reduzierte Transitionsgraph. Zwei in T G(B) am Programmpunkt m vorkom-
mende, nicht notwendig verschiedene Shapegraphen S und T heißen ineinander
transformierbar, wenn gilt:
 Ist S = T , dann hat die Ecke (m,S) im Schleifentransitionsgraphen eine
Schlinge.
 Ist S 6= T , dann liegen S und T im Schleifentransitionsgraphen auf einem
geschlossenen Kantenzug.
Wir nennen dann auch die abstrakten Zustände (m,S) und (m,T ) ineinander trans-
formierbar.
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Sind für eine Schleife B zwei Shapegraphen des Rücksprungprogrammpunktes m
ineinander transformierbar, dann sind sie beide bezüglich Bm→m semistabil. Ist
umgekehrt ein Shapegraph S semistabil bezüglich Bm→m und existiert im Schlei-
fentransitionsgraphen ein geschlossener Kantenzug, auf dem S liegt, dann sind S
und jeder Shapegraph dieses geschlossenen Kantenzuges ineinander transformier-
bar. Beide Begriﬀe hängen sehr stark zusammen. Semistabile Shapegraphen wollten
wir als allgemeine Shapegraphen interpretieren. Mithin repräsentieren auch ineinan-
der transformierbare Shapegraphen allgemeine Shapegraphen.
Transformierbarkeit können wir auch als ein Form von Ähnlichkeit ansehen. Von die-
ser Ähnlichkeit wollen wir abstrahieren: Ineinander transformierbare Shapegraphen
wollen wir nicht unterscheiden. Sind im Schleifentransitionsgraphen zwei Shapegra-
phen S und T (abstrakte Zustände) ineinander transformierbar, dann verschmel-
zen wir sie. Der Fall, dass beide Shapegraphen gleich sind, ist trivial. Wir setzen
also verschiedene Shapegraphen voraus. In diesem Fall existiert ein geschlossener
Kantenzug auf dem S und T liegen. In graphentheoretischer Terminologie bedeu-
tet das nichts anderes, als dass beide Shapegraphen zu derselben starken Zusam-
menhangskomponente des Schleifentransitionsgraphen gehören. Wir berechnen die
starken Zusammenhangskomponenten und verschmelzen die Shapegraphen einer je-
den Komponente zu einer einzelnen Ecke und erhalten so einen weiteren (Hilfs-)
Graphen:
7.22 Deﬁnition. Gegeben sei eine Schleife und ein aus dem Transitionsgraphen
abgeleiteter Schleifentransitionsgraph. Werden die abstrakten Zustände einer jeden
starken Zusammenhangskomponente zu jeweils einer Ecke verschmolzen, dann ent-
steht ein gerichteter Graph, welcher der Reihenfolgegraph der Schleife (bezüglich
des Transitionsgraphen) heiße.
Der Reihenfolgegraph einer Schleife ist azyklisch. Wir können ihn als Graphen ei-
ner Ordnungsrelation (auf der Menge seiner Ecken) auffassen. Zwei Ecken stehen
in Relation, wenn sie entweder gleich sind, oder es einen Kantenzug von der ersten
zur zweiten gibt. Nach Deﬁnition ist diese Relation reﬂexiv. Da eine Konkatenati-
on zweier Kantenzüge ihre Endecken verbindet, ist die Relation transitiv. Aus der
Azyklizität folgt ihre Antisymmetrie. Diese Relation ist also eine Ordnungsrelation.
Sie, und damit auch der Reihenfolgegraph, codiert die Reihenfolge, in der nicht in-
einander transformierbare abstrakte Zustände bei Schleifeniterationen vorkommen.
Der Reihenfolgegraph stellt eine abstrahierte, und damit auch abstrakte, Sicht von
T G(B) dar. Er eignet sich damit für die abstrahierte Navigation durch die Schleife
(genauer durch T G(B)). Wenn wir während einer Visualisierungssitzung eine Schlei-
fe studieren und wir alle ihre unterschiedlichen Situationen betrachten wollen, dann
sollten wir den Reihenfolgegraphen komplett traversieren.
Die obigen Überlegungen, wobei besonders die Ausführungen zur Schleife zu berück-
sichtigen sind, lassen sich auf beliebige TVLA-Programme übertragen. Wir berech-
nen mittels einer Shapeanalyse einen Transitionsgraphen T G. Wenn wir nur einen
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Teil des Programms untersuchen wollen, dann schränken wir T G auf die zugehörigen
Programmpunkte ein. Dafür ist es nicht einmal nötig, dass es sich bei dem Teilpro-
gramm um eine Konkatenation von Teilblöcken handelt. Wir verallgemeinern Deﬁni-
tion 7.21 und nennen zwei abstrakte Zustände von T G ineinander transformierbar,
wenn es in T G sowohl einen Kantenzug der Länge größer gleich eins vom ersten zum
zweiten als auch vom zweiten zum ersten gibt. Ineinander transformierbare abstrak-
te Zustände fassen wir als ähnlich auf und wir wollen sie nicht unterscheiden. Wir
berechnen die starken Zusammenhangskomponenten von T G und schrumpfen jede
starke Zusammenhangskomponente zu einer Ecke zusammen. Der so entstehende
Reihenfolgegraph induziert eine Ordnungsrelation, die die Reihenfolge respektiert,
in der abstrakte Zustände auf Kantenzügen durch das Programm vorkommen. Er
dient uns zur abstrahierten Navigation im Transitionsgraphen.
In diesem Kapitel haben wir die Überlegungen zum Ähnlichkeitsbegriﬀ fortgeführt,
den wir in Kapitel 6 eingeführt haben. Im ersten Abschnitt haben wir Methoden ent-
wickelt, wie die einzelnen Klassen einer durch einen Ähnlichkeitsbegriﬀ für Shape-
graphen induzierten Partition (der Shapegraphenmenge eines Programmpunktes)
weiter für die Visualisierung aufbereitet werden können. Im zweiten Abschnitt sind
wir von Shapegraphen zu Pfaden im Transitionsgraphen übergegangen. Bei der Vi-
sualisierung (der Shapeanalyseausgabe) eines Algorithmus wird man nicht nur ein-
zelne Shapegraphen oder die Menge der Shapegraphen eines einzelnen Programm-
punktes studieren wollen, sondern auch Sequenzen von Shapegraphen. Im Hinblick
auf dieses Ziel haben wir den Ähnlichkeitsbegriﬀ von Shapegraphen auf Pfade im
Transitionsgraphen übertragen. Außerdem haben wir einen reduzierten Transitions-
graphen eingeführt und studiert. In diesem Abschnitt galt unser Augenmerk eben-
falls dem Transitionsgraph und seinen Kantenzügen. Wir haben Charakterisierungen
für Shapegraphen beziehungsweise für abstrakte Zustände entwickelt, die als Hilfe-
stellung bei der Navigation im Transitionsgraphen dienen. Im ersten Teilabschnitt
haben wir eine Charakterisierung im Hinblick auf die Unterscheidung spezieller ver-
sus allgemeiner Shapegraph entwickelt, die sich methodisch als Kombination von
Einbettung und Ähnlichkeit darstellt. In diesem Teilabschnitt haben wir allgemeine
Shapegraphen als solche verstanden, die unter einer Folge von TVLA-Aktionen in
sich transformiert werden können. Damit eng verwandt ist die Vorstellung, dass zwei
abstrakte Zustände allgemeiner Art sind, wenn sie ineinander transformiert werden
können. Durch Identiﬁkation ineinander transformierbarer abstrakter Zustände ha-
ben wir aus dem Transitionsgraphen einen Reihenfolgegraphen abgeleitet, der zur
abstrahierten Navigation im Transitionsgraphen dient.
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8 Symmetrie
Feinerer Art ist schon jene Freude,
welche beim Anblick alles Regel-
mäßigen und Symmetrischen [. . . ]
entsteht.
(Friedrich Nietzsche)
In dieser Arbeit sind wir stark an Ähnlichkeitsbegriﬀen für Shapegraphen interes-
siert. In Kapitel 6 haben wir mittels einer Klasseneinteilungen ein parametrisches
Ähnlichkeitskonzept entwickelt. Es gestattet, eine Menge von Shapegraphen, zum
Beispiel die eines Programmpunktes, zu strukturieren. Der Ähnlichkeitsbegriﬀ wird
unter Verwendung der für die Analyse verwendeten Prädikate speziﬁziert. Shape-
graphen, die hinsichtlich dieser Ähnlichkeitsvorstellung nicht unterscheidbar sind,
werden in Klassen zusammengefasst. Die Shapegraphen einer Klasse sind einander
ähnlich, wir fassen sie als nicht wesentlich verschieden auf. Bei der Visualisierung
kann die Aufmerksamkeit damit beispielsweise auf die Unterschiede zwischen Klas-
sen gelenkt werden, während die Gemeinsamkeiten der Shapegraphen innerhalb ei-
ner Klasse ausgeblendet werden (können). So reduziert sich die Komplexität der
zu betrachtenden Analyseausgabe. Eine Strukturierung der Analyseausgabe erweist
sich auf diese Art für die Visualisierung als hilfreich.
In diesem Kapitel entwickeln wir ein weiteres Ähnlichkeitskonzept. Im Gegensatz
zum vorgenannten fordern wir aber weder eine Übereinstimmung in Teilstrukturen
noch im Auswertungsverhalten von Formeln. Der Ansatz beruht auf einem zuein-
ander ähnlichen, einem zueinander symmetrischen Aussehen der Shapegraphen.
Wieder geht es nicht um ein starres Konzept. Wie schon bei der Klasseneintei-
lung beziehen wir den Symmetriebegriﬀ auf die Prädikate der Analysespeziﬁkati-
on. Damit kann auch die Symmetrievorstellung verändert werden, und sie kann
so ﬂexibel den Wünschen und Anforderung während einer Visualisierungssitzung
angepasst werden. Wir lassen uns bei diesem Ähnlichkeitsbegriﬀ vom (zueinander
symmetrischen) Aussehen der gezeichneten Shapegraphen inspirieren. Hierin liegt
die Ursache, weswegen wir über diese Art von Ähnlichkeit als Symmetrie spre-
chen.
Ein Shapegraph beschreibt eine Heapsituation, ein dazu symmetrischer Shapegraph
beschreibt eine dazu symmetrische Heapsituation. Beim Studium eines Algorithmus
ist es zweckmäßig, zunächst nur eine dieser zueinander symmetrischen Situationen
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zu betrachten. Dann kann aus der Tatsache, dass es sich um zueinander symmetri-
sche Heapsituationen handelt, die andere (in der Regel) leicht erschlossen werden.
Die Untersuchung des Algorithmus  und auch die Visualisierung  kann also besser
gesteuert werden, wenn wir zueinander symmetrische Heapsituationen erkennen und
herausﬁltern können. Dieser Eﬀekt verstärkt sich, wenn wir nicht nur Heapsituatio-
nen an Programmpunkten, sondern Kantenzüge im Transitionsgraphen betrachten.
Wenn wir die abstrakte Programmausführung entlang eines Kantenzuges verstan-
den haben, erschließt sich in der Regel auch die abstrakte Programmausführung
entlang eines dazu symmetrischen Kantenzuges.
Doch was bedeutet der Begriﬀ Symmetrie? Das Wort entstammt dem Griechischen
und bedeutet Ebenmaß, in adjektivistischem Gebrauch gleichmäßig. Das Deut-
sche Wörterbuch, das von Jacob und Wilhelm Grimm herausgegeben wurde, ver-
gleiche [Grimm 2004], schreibt unter anderem dazu: allgemein das ebenmäszige
verhältnis der teile eines körpers, eines kunstwerkes zueinander und zum ganzen,
die harmonische übereinstimmung der teile eines ganzen1 [. . . ] vielfältig erweitert
und übertragen auf die gestalt anderer kunstformen und erscheinungen, in denen
sich eine regelmäszigkeit, gleichartigkeit des aufbaus, harmonische gesetzmäszigkeit,
äuszere und innere ordnung, ein gleichgewicht der teile` u. dgl. kundtut. Dieses Zi-
tat sollte zum einen unsere intuitive Vorstellung des Wortes Symmetrie präzisieren,
zum anderen soll es uns ein wenig als Leitbild für dieses Kapitel dienen. Im nächsten
Abschnitt werden wir den Begriﬀ Symmetrie für Shapegraphen konkretisieren und
formalisieren.
8.1 Symmetrische Shapegraphen
In den einleitenden Absätzen dieses Kapitels haben wir eine allgemeine Vorstellung
des Begriﬀs Symmetrie angegeben. Es stellt sich nun sofort die Frage, was er für
Shapegraphen bedeuten solle. Im Symmetriebegriﬀ soll sich das zueinander symme-
trische Aussehen der gezeichneten Shapegraphen widerspiegeln. Wir haben schon
angedeutet, dass auch dieses Ähnlichkeitskonzept parametrisch sein soll: Es geht um
Symmetrie bezüglich eines auf die (Prädikate der) Analysespeziﬁkation Bezug neh-
menden Speziﬁkators. Wir werden das Konzept anhand eines Beispiels entwickeln
und es anschließend formalisieren.
Motivation
Wir betrachten als Beispiel wie gewöhnlich die Suche nach einem Element in ei-
nem binären Suchbaum. Der Suchalgorithmus ist in Abschnitt 4.1 auf Seite 66 be-
schrieben. Wir beschränken uns zunächst auf Basisprädikate, auf die grundlegen-
den Prädikate zur Beschreibung von Binärbäumen und verzichten insbesondere auf
Ordnungsprädikate. Zwei der Shapegraphen, die in der Suchschleife, genauer beim
1. Dieser erste Teil ist ein Zitat aus Christian Wolﬀs Mathematisches Lexicon (Leipzig, 1716).
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Schleifeneingangsprogrammpunkt n2, auftreten, sind in Abbildung 8.1 gezeigt. Ei-
ne Fokussierung auf die graphische Darstellung der Shapegraphen zeigt: 1. Beide
Shapegraphen sind an einer Vertikalen gespiegelt. 2. Die Beschriftungen der Kanten
mit left und right sind vertauscht. Wenn wir von der graphischen Darstellung abstra-
hieren  wir lassen insbesondere die Eckennamen außer Acht , dann unterscheiden
sich beide Shapegraphen nur dadurch, dass die Prädikate left und right vertauscht
sind. In diesem Sinne wollen wir die Shapegraphen als zueinander symmetrisch (be-
züglich left und right) auffassen.
Wir haben Symmetrie mit der Vertauschung von Prädikaten beziehungsweise Prä-
dikatswerten in Zusammenhang gebracht. Dies wird letztendlich auch die Weise
sein, wie wir Symmetrie für Shapegraphen deﬁnieren werden. Das mag zunächst
überraschen. Ein erster Ansatz, der als recht intuitives Vorgehen erscheint, wäre
die Negation der Wahrheitswerte der für die Symmetrie ausgewählten Prädikate.
Wir würden dann zwei Shapegraphen S und T zueinander symmetrisch nennen,
wenn für jedes der betrachteten Prädikate p die Wahrheitswerte von pS mit de-
nen von ¬ pT übereinstimmen. Wenn wir zum Beispiel in Abbildung 8.1 den linken
Shapegraphen betrachten und uns auf die Prädikate left und right für diejenigen
Argumente (Paare von Ecken) beschränken, die den Kanten im gezeichneten Shape-
graphen entsprechen, dann erhalten wir (für diese Argumente) durch Negieren der
Wahrheitswerte in der Tat die entsprechenden Prädikatswerte des rechten Shape-
graphen aus Abbildung 8.1. Doch im Allgemeinen, für beliebige Argumente, führt
eine Negation nicht zum gewünschten Ergebnis. Betrachten wir dazu wieder den
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linken Shapegraph aus Abbildung 8.1, den wir S nennen. Es bezeichne uroot seine
Wurzel, also die Ecke auf die der Zeiger root zeigt, und ucur diejenige Ecke, auf die
cur zeigt. Wenn wir die Wahrheitswerte der left- und right-Prädikate negieren, der












i(right(v1, v2)) = 1. Beides ist kei-
nesfalls erwünscht. Eine Negation von Wahrheitswerten führt somit nicht zu einem
angemessenen Symmetriebegriﬀ.
Fahren wir mit dem Suchbeispiel fort. Wir sind wieder an Symmetrie bezüglich
der Prädikate left und right interessiert. Jetzt haben wir die Shapeanalyse um Prä-
dikate ergänzt, die Ordnungseigenschaften der Datenelementen beschreiben. Wir
können uns vorstellen, dass wir binäre Prädikate dle (data less or equal) und dg
(data greater) hinzugefügt haben, vergleiche Abschnitt 4.1. (Wenn wir auch den
Fall erlauben wollen, dass im Baum gleiche Datenwerte vorhanden sein dürfen, dann
verwenden wir das Prädikat dge (data greater or equal) anstelle von dg.) Wenn wir
die Prädikate left und right vertauschen, dann werden linke Teilbäume zu rechten
und umgekehrt. Allerdings sind die Datenelemente der linken Teilbäume jetzt alle
größer als die der rechten. Uns schwebt jedoch vor, dass die normale Ordnung
eines Suchbaums erhalten bleibt, dass also eine Inorder-Traversierung des Baums
eine der Größe nach aufsteigend sortierte Aufzählung der Datenwerte ergibt. Wenn
zwei Shapegraphen bezüglich left und right zueinander symmetrisch sind, dann soll-
ten (müssen) Prädikate, die Ordnungseigenschaften beschreiben, mitvertauscht wer-
den.
Abbildung 8.2: Zwei bezüglich left und right zueinander symmetrische AVL-Bäume
Als Nächstes ergänzen wir die Analysespeziﬁkation um Prädikate, die zur Untersu-
chung von AVL-Bäumen benötigt werden, vergleiche [Parduhn 2005]. Zum Ersten
benötigen wir Prädikate, die Balancierungsinformationen beschreiben. Wir verwen-
den die unären Prädikate mtwo, mone, zero, pone und ptwo, die für jede Ecke die Hö-
hendiﬀerenz ihres linken minus ihres rechten Teilbaums repräsentieren. Die Prädika-
te mtwo und ptwo stehen für eine Höhendiﬀerenz von mindestens zwei. Sinnigerweise
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kann für jede Ecke von diesen Prädikaten höchstens eines wahr sein. Zum Zweiten
verwenden wir ein unäres Prädikat balanced, das für eine Ecke v angibt, ob der Teil-
baum mit Wurzel v AVL-balanciert ist. In Abbildung 8.2 sind zwei AVL-Bäume mit
jeweils vier Ecken abgebildet. Beide Bäume sind bezüglich left und right zueinander
symmetrisch. Jedoch haben korrespondierende Ecken in den beiden Bäumen zum
Teil unterschiedliche Balanceinformationen. Das bedeutet, dass wir die Prädikate für
Balancierungsinformationen ebenfalls mitvertauschen müssen.
In den vorangegangenen Beispielen haben wir eine Vorstellung von Symmetrie be-
züglich der Prädikate left und right entwickelt. Dabei haben wir gesehen, dass die
Prädikate der Analysespeziﬁkation hinsichtlich Symmetrie nicht unabhängig von-
einander sind. Wir können Prädikate, bezüglich derer wir Symmetrie betrachten
wollen, nicht beliebig auswählen; oft müssen weitere Prädikatenpaare hinzugenom-
men werden. Damit ist dieses Ähnlichkeitskonzept nicht so frei nutzbar wie das
Konzept der Klasseneinteilung. Für die Auswahl der Symmetrie deﬁnierenden Prä-
dikate ist ein Verständnis der (Abhängigkeiten in der) Analysespeziﬁkation nö-
tig.
In diesem Kapitel werden wir als Beispiel häuﬁg Symmetrie bezüglich der Prädikate
left und right betrachten, wobei wir uns aber nicht explizit auf eine bestimmte Analy-
sespeziﬁkation beziehen. Wir sagen dann, dass wir Symmetrie bezüglich (left, right)





grunde. Wir implizieren mit dieser Formulierung aber, dass der Symmetriedeﬁ-
nierer je nach Analysespeziﬁkation entsprechend sinnvoll ergänzt ist. Wir legen
fest:
8.1 Vereinbarung. Wenn wir in den folgenden Beispielen Symmetrie bezüglich
eines Prädikatenpaares (p, q) betrachten, dann denken wir uns den Symmetriedeﬁ-
nierer je nach Analysespeziﬁkation entsprechend sinnvoll ergänzt, so dass die beab-
sichtigte Symmetriebetrachtung möglich ist.
Wenn wir eine Teilmenge der Prädikate der Anaylsespeziﬁkation, bezüglich derer
wir Symmetrie betrachten wollen, auswählen, dann ist a priori überhaupt nicht si-
chergestellt, dass in der Analyseausgabe solcherart Symmetrie vorhanden ist. Wir
benötigen daher zusätzlich einen Mechanismus zur Beurteilung, ob und inwieweit die
Analyseausgabe Symmetrie bezüglich der ausgewählten Prädikate aufweist. Diesen
Aspekt werden wir in diesem Abschnitt qualitativ mitbehandeln. In Abschnitt 8.3
werden wir Symmetrieeigenschaften quantiﬁzieren. Damit kann praktikabel beurteilt
werden, wie ausgeprägt die Symmetrie bezüglich vorgegebenen Prädikate ist.
In den vorangegangenen Beispielen haben wir (primär) immer Symmetrie bezüglich
der Prädikate left und right betrachtet. Sie repräsentieren die Zeigerstruktur des
Heaps. Bei der Visualisierung von Shapegraphen gehen wir, solange keine speziel-
len Anforderungen ein anderes Vorgehen nahelegen, von der Prämisse aus, dass die
201
8 Symmetrie
graphentheoretische Struktur der Shapegraphen die Zeigerstruktur des Heaps wider-
spiegeln soll, vergleiche die Strukturerhaltungsforderung auf Seite 61. Daher widmen
wir den Prädikaten, die Zeiger repräsentieren, viel Aufmerksamkeit. Folglich hatten
wir auch in den Beispielen Symmetrien betrachtet, bei denen die Zeigerprädikate
beteiligt sind. Aber natürlich ist das Symmetriekonzept nicht auf sie beschränkt.
Fortgeschrittene Anwender können es auch gewinnbringend einsetzen, wenn sie an-
dere Prädikate für die Symmetriebetrachtung heranziehen.
Symmetrie für Shapegraphen
Nun wenden wir uns der Formalisierung des Symmetriekonzeptes zu. Wir betrachten
Symmetrie bezüglich ausgewählter Prädikate. Daher benötigen wir einen Speziﬁka-
tor. Wir setzen:
8.2 Deﬁnition. Es seien p1, q1, p2, q2, . . . , pn, qn, n ≥ 1, (verschiedene) Prädikate
der Analysespeziﬁkation so, dass für 1 ≤ i ≤ n die Prädikate pi und qi gleiche
Stelligkeit haben. Dann heiße DΣ =
{
(p1, q1), . . . , (pn, qn)
}
ein Symmetriedeﬁnierer.
In den einleitenden Beispielen haben wir Symmetrie mittels Vertauschung von Prä-
dikaten (beziehungsweise Prädikatswerten) motiviert. Diese Sichtweise benutzen wir
auch bei der formalen Deﬁnition. Was der Begriﬀ der Vertauschung bedeuten soll,
erklären wir zunächst gesondert, also ohne Bezugnahme auf den Symmetriebe-
griﬀ.
8.3 Deﬁnition. Es seien S und T zwei Shapegraphen; das Universum von S sei
US, jenes von T sei UT . Es existiere eine Bijektion f : US → UT vom Universum
von S ins Universum von T .
1. Es sei p ein Prädikat der Analysespeziﬁkation. Die Bijektion f respektiere p,
wenn:
a) Ist p ein nullstelliges Prädikat, dann gelte WS,β(p) = WT,β(p).

























Es sei P eine Menge von Prädikaten. Die Bijektion f respektiere P , wenn sie
jedes Prädikat p ∈ P respektiert.
2. Es seien p und q zwei Prädikate der Analysespeziﬁkation. Die Bijektion f
respektiere (p, q), wenn:






















































Zunächst notieren wir einige für die Respektierung gültige Aussagen. Die Beweise
folgen entweder unmittelbar oder mit nur leichtem technischen Aufwand aus der
Deﬁnition, weswegen wir auf sie verzichten können. Die Ausgangssituation sei wie
in der Deﬁnition. Es seien S und T zwei Shapegraphen, mit f bezeichnen wir ei-
ne Bijektion des Universums von S aufs Universum von T und es seien p und q
Prädikate der Analysespeziﬁkation. Es gilt:
1. Eine Bijektion respektiert (p, q) genau dann, wenn sie (q, p) respektiert. (Hier
nutzen wir die Tatsache, dass die Deﬁnition der Respektierung symmetrisch
formuliert ist.)
2. a) Respektiert f ein Prädikat p, dann respektiert auch die Umkehrabbildung
f−1 das Prädikat p.
b) Respektiert f ein Prädikatenpaar (p, q), dann respektiert auch die Um-
kehrabbildung f−1 das Paar (p, q).
Bevor wir mit dem Symmetriekonzept fortfahren, verweilen wir kurz bei der Respek-
tierung und untersuchen diesen Begriﬀ weiter. Wenn eine Bijektion f zwischen den
Universen zweier Shapegraphen alle Prädikate der Analysespeziﬁkation respektiert,
dann bedeutet das nichts anderes, als dass f ein Isomorphismus zwischen den beiden
Shapegraphen ist. Ist umgekehrt f ein Isomorphismus zwischen zwei Shapegraphen,
dann muss f notwendigerweise jedes Prädikat der Analysespeziﬁkation respektieren.
Dies zeigt:
8.4 Satz. Es sei S ein Shapegraph mit Universum US und T ein Shapegraph mit
Universum UT , des Weiteren sei f : US → UT eine Bijektion. Die Funktion f




Objekte gleicher Art vergleicht man oft hinsichtlich ihrer Ähnlichkeit beziehungs-
weise Verschiedenheit miteinander. Dabei bezeichnet man mit Gleichheit eine sehr
starke Ausprägung, einen sehr hohen Grad an Ähnlichkeit. Im Begriﬀ Isomorphie
drückt sich in der Mathematik ganz allgemein eine Gleichheitsvorstellung aus. Dies
triﬀt natürlich auch auf Shapegraphen zu. Wenn eine Bijektion zwischen den Univer-
sen zweier Shapegraphen alle Prädikate der Analysespeziﬁkation respektiert, dann
ist sie ein Isomorphismus. Wenn wir stattdessen nur verlangen, dass sie eine Teil-
menge der Prädikate respektiert, dann stellt dies eine schwächere Forderung dar.
Die Ähnlichkeit zweier Shapegraphen ist dann auch schwächer ausgeprägt, bezie-
hungsweise wir können sie als schwächer ausgeprägt auffassen.
Wir können diesen Ansatz nutzen, um einen parametrischen Ähnlichkeitsbegriﬀ zu
deﬁnieren. Als Speziﬁkator verwenden wir eine Teilmenge P der Prädikate der Ana-
lysespeziﬁkation. Wir nennen zwei Shapegraphen ähnlich bezüglich P , wenn es eine
Bijektion zwischen ihren Universen gibt, die P respektiert. Es ist nicht schwer zu
zeigen, dass die so deﬁnierte binäre Relation eine Äquivalenzrelation ist. Damit ord-
net sich dieser Ähnlichkeitsbegriﬀ in die Herangehensweise in Kapitel 6 ein. Wir
nehmen aber davon Abstand, dieser Art von Ähnlichkeit einen Namen zu gegeben.
Der Grund liegt darin, dass wir ihr schon begegnet sind.
Betrachten wir dazu zwei Shapegraphen S und T , die bezüglich P ähnlich seien. Wir
leiten aus S einen Shapegraphen S′ ab. Er habe das gleiche Universum wie S und
enthalte alle Prädikate aus P mit den Wahrheitswerten von S. Alternativ können
wir uns auch vorstellen, dass S′ aus S durch Entfernen aller Prädikate, die nicht
in P enthalten sind, hervorgeht. Ebenso leiten wir T ′ aus T ab. Die fortgelassenen
beziehungsweise entfernten Prädikate haben keinen Einﬂuss auf die Ähnlichkeit: Die
Shapegraphen S und T sind genau dann ähnlich (bezüglich P ), wenn es S′ und T ′
sind. Eine Bijektion f des Universums von S ins Universum von T ist selbstver-
ständlich auch eine (ebensolche) Bijektion für S′ und T ′. Wenn f alle Prädikate aus
P respektiert, dann bedeutet das, in S′ und T ′ sind keine anderen Prädikate vorhan-
den, dass f ein Isomorphismus von S′ auf T ′ ist. Andererseits ist S′ der durch den
Teilstrukturdeﬁnierer (1, P ) induzierte Teilgraph von S. Ebenso gilt T ′ = T(1,P ).
Insgesamt sind S und T also schwach ähnlich bezüglich (1, P ), vergleiche Deﬁniti-
on 6.8 auf Seite 116. Setzen wir für die Umkehrung voraus, dass S und T schwach
ähnlich bezüglich (1, P ) seien. Dann existiert nach Deﬁnition ein Isomorphismus
f von S(1,P ) auf T(1,P ). Unter Berücksichtigung von S
′ = S(1,P ) und T ′ = T(1,P )
zeigt dies, dass f alle Prädikate aus P respektiert. Diese Ähnlichkeitsvorstellung
ist folglich ein Spezialfall der schwachen Ähnlichkeit. Die Eckenauswahlformel ist
immer 1, sie wählt stets alle Ecken eines Shapegraphen aus. Wir fassen zusam-
men:
8.5 Satz. Es sei P eine Teilmenge der Prädikate der Analysespeziﬁkation. Zwei
Shapegraphen sind genau dann schwach ähnlich bezüglich des Teilstrukturdeﬁnierers
(1, P ), wenn es eine Bijektion zwischen ihren Universen gibt, die P respektiert.
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Wenden wir uns nach diesem Einschub jetzt der Symmetrie zu. Aufbauend auf den
vorangegangenen Begriﬀen erklären wir, wann Shapegraphen symmetrisch sind:
8.6 Deﬁnition. Es sei DΣ ein Symmetriedeﬁnierer. Zwei Shapegraphen S und T
heißen zueinander symmetrisch bezüglich DΣ, wenn:
1. Es existiere eine Bijektion f zwischen den Universen von S und T .
2. Die Bijektion f respektiere jedes (p, q) ∈ DΣ.
3. Die Bijektion f respektiere jedes Prädikat p der Analysespeziﬁkation, das nicht
in DΣ enthalten ist.
Die auf diese Weise erklärte binäre Relation schreiben wir als symDΣ.
Die beiden Shapegraphen in Abbildung 8.1 auf Seite 199 sind zueinander symme-




.  Wenn der Zusammenhang zum Symme-
triedeﬁnierer klar ist und keine Unklarheiten oder Verwechslungen zu befürchten
sind, dann schreiben wir anstelle von zueinander symmetrisch bezüglich DΣ kürzer
zueinander symmetrisch. Ebenso schreiben wir gelegentlich sym, was stellvertre-
tend für symDΣ steht. Im Folgenden gehen wir immer, wenn wir nicht explizit eine
Einschränkung formulieren, davon aus, dass symDΣ über (dem Kreuzprodukt) der
Menge aller Shapegraphen bezüglich der verwendeten Analysespeziﬁkation erklärt
ist. Gilt (S, T ) ∈ symDΣ für zwei Shapegraphen S und T , dann nennen wir T auch
den symmetrischen Partner von S.
In den Beispielen zu Beginn des Abschnitts haben wir gesehen, dass Prädikate bezüg-
lich Symmetrie oft nicht unabhängig voneinander sind und bei der Speziﬁkation von
Symmetriedeﬁnierern oft andere Prädikate mitberücksichtigt werden müssen. Wenn
wir eine Analysespeziﬁkation für Bäume verwenden, die neben den Strukturprädika-
ten auch Prädikate zur Beschreibung von Ordnungseigenschaften auf den Datenele-
menten enthält, dann müssen wir zusätzlich (dle, dg) in DΣ aufnehmen. (Erlauben
wir gleiche Datenwerte im Baum, dann müssen wir das Prädikat dge anstelle von dg
verwenden.) Im Falle von AVL-Bäumen müssen wir darüber hinaus die Prädikate zur
Beschreibung von Balanceinformationen mitberücksichtigen. Zur Betrachtung von
Symmetrieeigenschaften bezüglich left und right ist der vollständige Symmetriedeﬁ-
nierern dannDΣ =
{
(left, right), (dle, dg), (pone,mone), (ptwo,mtwo)
}
.
Wir betrachten normalerweise keine einzelnen Shapegraphen. Auch betrachten wir
nicht die Menge aller Shapegraphen bezüglich der verwendeten Analysespeziﬁkati-
on, sondern Teilmengen von ihr. Shapegraphenmengen mit einer stark ausgeprägten
Symmetrie, mit einem besonders hohen Anteil zueinander symmetrischer Shapegra-
phen, zeichnen wir aus:
8.7 Deﬁnition. Es sei DΣ ein Symmetriedeﬁnierer. Eine Menge M von Shape-
graphen heiße symmetrieabgeschlossen bezüglich DΣ, wenn für jeden Shapegra-
phen S ∈ M ein nicht notwendig von S verschiedener Shapegraph T ∈ M mit
(S, T ) ∈ symDΣ existiert.
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Betrachten wir als Beispiel die Suche nach einem Element in einem binären Such-





. (Bei einer erweiterten Analysespeziﬁkation ist der Symmetrie-
deﬁnierer geeignet zu ergänzen, vergleiche die Vereinbarung in diesem Abschnitt
hierzu.) Das TVLA-Programm sei jenes aus Abbildung 4.3 (Seite 66). Wir verwen-
den die bekannten Startshapegraphen und wir führen die übliche Shapeanalyse aus.
Dann ist die Shapegraphenmenge jedes Programmpunktes symmetrieabgeschlossen
bezüglich DΣ.
Aus praktischen Gesichtspunkten kann man es als wünschenswert erachten, den
Symmetriebegriﬀ allgemeiner zu formulieren. Denken wir zum Beispiel an Prädika-
te, die Ordnungseigenschaften auf den Datenelementen beschreiben. Dazu haben wir
die binären Prädikate dle (data less or equal) und dg (data greater) eingeführt. Für
eine befriedigende Speziﬁkation von Suchbäumen genügt bereits dle. Zur Nutzung
des Symmetriekonzepts im Zusammenhang mit (left, right) benötigen wir allerdings
das dazu symmetrische Prädikat dg. Es kann also der Fall eintreten, dass man
ein Prädikat p bei der Symmetriebetrachtung verwenden will, aber es kein zu p
symmetrisches Prädikat gibt. Man kann die Deﬁnition verallgemeinern und im
Symmetriedeﬁnierer neben Einträgen der Form (p, q) auch solche der Form (p,¬q)
erlauben. In diesem Fall fordert man, dass die Wahrheitswerte von p mit denen
von ¬q korrespondieren müssen. Im Falle von dle können wir dann (dle,¬ dle) in
den Symmetriedeﬁnierer aufnehmen. Diese zusätzliche Flexibilität kann sich (ins-
besondere für fortgeschrittene Anwender) als nützlich verweisen. Andererseits kann
man sich auf den Standpunkt stellen, dass alle benötigten Prädikate, die man in
der Visualisierung wünscht oder benötigt, bereits in der Analysespeziﬁkation ent-
halten sein müssen. Wir haben in diesem Kapitel darauf verzichtet, diese (und et-
waige andere) Verallgemeinerung mit in die Deﬁnition und Betrachtung aufzuneh-
men.
Eigenschaften der Symmetrierelation
Als Nächstes untersuchen wir Eigenschaften der Relation symDΣ . Wir beginnen
mit:
8.8 Satz. Für jeden Symmetriedeﬁnierer DΣ ist die Relation symDΣ symmetrisch.
Beweis. Es gelte (S, T ) ∈ symDΣ . Nach Deﬁnition existiert eine Bijektion f vom
Universum von S auf das Universum von T , die den Symmetriedeﬁnierer DΣ re-
spektiert. Die Umkehrabbildung f−1 bildet das Universum von T aufs Universum
von S ab. Sie respektiert ebenfalls DΣ. Damit gilt (T, S) ∈ symDΣ . 
Eine weitere wichtige Eigenschaft einer Relation ist die Reﬂexivität, und wir wollen
feststellen, ob sie auch für symDΣ zutriﬀt. Betrachten wir dazu ein Beispiel. Es sei





. Nehmen wir an, dass symDΣ reﬂexiv wäre. Dann gäbe es eine
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Bijektion f des Universums von S auf sich mit den in der Deﬁnition genannten
Eigenschaften. Da in DΣ keine Abstraktionsprädikate enthalten sind, respektierte f
jedes Abstraktionsprädikat. Damit wäre f die Identität. Bezeichnen wir mit u1 die














Die Wahrheitswerte sind aber 0 auf der linken Seite des Gleichheitszeichen und 12
auf der rechten. Wir erhalten einen Widerspruch. Dies zeigt (S, S) 6∈ symDΣ . Die
Relation symDΣ ist also in der Regel nicht reﬂexiv.
Es kann jedoch der Fall eintreten, dass für einen Shapegraphen S die Bedingung
(S, S) ∈ symDΣ gilt. Solche Shapegraphen wollen wir auszeichnen:
8.9 Deﬁnition. Ein Shapegraph S heiße symmetrisch bezüglich DΣ, wenn (S, S) ∈
symDΣ gilt.





Es sei S ein Shapegraph. Die Identität vom Universum von S auf sich respek-
tiert jedes Prädikat der Analysespeziﬁkation. Folglich ist jeder Shapegraph S be-





symmetrische Shapegraphen. Sie treten als (potentielle) Start-
shapegraphen bei den Analysen von Baumalgorithmen auf. Dabei ist der nur aus
einer Ecke bestehende Shapegraph trivial, die left- und right-Prädikate werten für
alle Argumente zum Wahrheitswert 0 aus.
In unseren Beispielen betrachten wir das Symmetriekonzept vorrangig für Sym-
metriespeziﬁkationen, die (left, right) enthalten. In diesem Fall sind symmetrische
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Shapegraphen selten. Für je zwei Ecken u1 und u2 eines symmetrischen Shape-











](right(v1, v2)). Wenn es
im Shapegraphen eine Individuenecke u gibt, so dass ihr linkes und rechtes Kind
zu verschiedenen Ecken des Shapegraphen gehören, dann kann S nicht symme-












](right(v1, v2)) = 0
wäre. Das stünde im Widerspruch zur Symmetrie. Diese Situation tritt bei Ver-
wendung der Standardspeziﬁkation häuﬁg auf. Sobald wir von der Wurzel ausge-
hend einen Baum traversieren, werden die Teilbäume, deren Wurzeln das linke und
rechte Kind der Baumwurzel sind, im Shapegraphen nicht durch dieselben Ecken
repräsentiert. Mit der gleichen Überlegung sehen wir, dass ein Shapegraph nicht
symmetrisch sein kann, wenn er neben der Wurzel eine weitere Individuumsecke
besitzt. Der dort hineinführende Strukturzeiger ist entweder ein left- oder ein right-
Zeiger.
Es gilt die folgende Bedingung:
8.10 Satz. Es sei S ein Shapegraph. Gilt pS = qS für alle (p, q) ∈ DΣ, dann ist S
symmetrisch.
Beweis. Es sei S ein Shapegraph. Des Weiteren bezeichne f die identische Abbil-
dung des Universums von S auf sich. Sie ist ein Automorphismus und respektiert
damit jedes Prädikat der Analysespeziﬁkation. Es sei (p, q) ∈ DΣ. Die Bedingung
pS = qS bedeutet nichts anderes, als dass f das Paar (p, q) respektiert, vergleiche
Deﬁnition 8.3. Folglich ist S symmetrisch. 
Wir erhalten weitere Einsicht in die Symmetrierelation, wenn wir sie auf Transiti-
vität hin untersuchen. Dazu sei ein Symmetriedeﬁnierer DΣ gegeben, und es seien
(R,S), (S, T ) ∈ symDΣ . Die Universen der drei Shapegraphen seien UR, US und UT .
Nach Deﬁnition existieren Bijektionen g1 (von UR auf US) und g2 (von US auf UT ),
die jedes Prädikatenpaar in DΣ und jedes Prädikat, dass nicht in DΣ enthalten ist,
respektieren. Die Komposition f = g2 ◦ g1 ist dann eine Bijektion von UR auf UT .
Es ist sofort einsichtig, dass auch f jedes Prädikat respektiert, dass nicht in DΣ ent-
halten ist. Wir untersuchen die Situation für ein Paar (p, q) ∈ DΣ. Wir betrachten
nur den Fall, dass p und q einstellige Prädikate sind; die anderen Fälle verhalten
sich analog. Nach Deﬁnition gilt (unter anderem)








Des Weiterem gilt (unter anderem)










Da es sich bei g1 um eine Bijektion zwischen den Universen handelt, ist diese Glei-
chung äquivalent zu

















Diese Gleichung besagt nichts anderes, als dass f das Prädikat p respektiert. Wenn
wir in diesem Gedankengang die Rollen von p und q vertauschen, dann erhalten wir
dieselbe Gleichungskette für q; die Bijektion f respektiert auch das Prädikat q. Da-
mit haben wir gezeigt, dass f jedes Prädikat der Analysespeziﬁkation respektiert.
Die Shapegraphen R und T sind folglich isomorph.  Alle von uns betrachteten
Shapegraphen entstammen einer Shapeanalyse. Die von TVLA berechnete Ausgabe
ist derart, dass für jeden Programmpunkt des untersuchten Programms die Shape-
graphen paarweise nichtisomorph sind. Daher ist es sinnvoll, wenn wir uns bei der
Entwicklung des Symmetriebegriﬀs auf Mengen paarweise nichtisomorpher Shape-
graphen einschränken. In diesem Fall folgt aus (R,S), (S, T ) ∈ symDΣ schon R = T ,
die Shapegraphen R und T sind identisch.
Aus dem vorangegangenen Gedankengang können wir zweierlei ableiten. Zum Ersten
sehen wir, dass es (in der Analyseausgabe an jedem Programmpunkt) zu jedem
Shapegraphen S höchstens einen Shapegraphen T gibt, der mit S in Relation steht.
Dazu betrachten wir (S, T ), (S, T ′) ∈ symDΣ . Wegen der Symmetrie von symDΣ
ist dies äquivalent zu (T, S), (S, T ′) ∈ symDΣ . Die vorangegangene Überlegung zeigt
T = T ′. Der Fall (T, S), (T ′, S) ∈ symDΣ lässt sich wegen der Symmetrie von symDΣ
hierauf reduzieren, den verbleibenden Fall (T, S), (S, T ′) ∈ symDΣ haben wir schon
behandelt. Zum Zweiten sehen wir, dass symDΣ im Allgemeinen nicht transitiv ist.
Denn dann müsste mit (S, T ), (T, S) ∈ symDΣ auch (S, S) ∈ symDΣ gelten. Wir
haben aber schon festgestellt, dass symDΣ im Allgemeinen nicht reﬂexiv ist; der
linke Shapegraph aus Abbildung 8.1 diente als Gegenbeispiel.
Symmetrieinduzierte Strukturierung
Zu jedem Shapegraphen gibt es bis auf Isomorphie also höchstens einen Shapegra-
phen, so dass beide hinsichtlich symDΣ in Relation stehen. (Alternativ könnten wir
uns symDΣ auch als eine partielle Funktion vorstellen, die einem Shapegraphen sei-
nen symmetrischen Partner zuordnet; doch wir vermeiden diese Sicht.) Damit lässt
sich das Symmetriekonzept gut mit der Vorstellung einer Paarbildung in Einklang
bringen. Wir werden sie im Folgenden entwickeln. Es sei noch einmal daran erinnert,
dass die Relation symDΣ (auf dem Kreuzprodukt) der Menge aller Shapegraphen be-
züglich der zugrundeliegenden Analysespeziﬁkation erklärt ist.
Bei einem vorgegebenen Symmetriedeﬁnierer kann man natürlich zu jedem Shape-
graphen S gemäß Deﬁnition rein formal eine logische Struktur T konstruieren, so
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dass S und T die Bedingungen in Deﬁnition 8.6 erfüllen. Es braucht sich bei die-
ser Struktur T aber nicht um einen legalen Shapegraphen bezüglich der verwen-
deten Analysespeziﬁkation zu handeln. Betrachten wir diesen Sachverhalt an ei-





. Der Shapegraph S sei derart, dass root und cur
auf verschiedene Ecken des Graphen zeigen. Die Wurzel sei mit u bezeichnet, sie





](root(v)) = 1. Sie ist ebenfalls in
T die Wurzel des Baumes. In T , also nach der Vertauschung von reach[root] und





](reach[root](v)) = 0. Nun ist reach[root] ein
Instrumentationsprädikat, und es ist durch die Formel
reach[root](v) := ∃v1 : root(v1)∧ downStar(v1, v)






gelten. Folglich ist T kein (legaler) Shapegraph bezüglich der verwendeten Analyse-
speziﬁkation.
Und selbst wenn durch formale Vertauschung der Prädikatswerte ein legaler Shape-
graph bezüglich der verwendeten Analysespeziﬁkation entsteht, so gibt es a priori
keinen Grund, warum es ein Shapegraph in der Art sein sollte, wie wir sie von TVLA
erhalten. Stellen wir uns vor, der Symmetriedeﬁnierer bestehe aus Paaren einstel-
liger Prädikate, von denen jeweils eines ein Abstraktionsprädikat und das andere
ein Nichtabstraktionsprädikat ist. Es ist nicht sehr schwer dies so einrichten, dass
bei einem ausgewählten Shapegraphen nach der formalen Vertauschung der Wahr-
heitswerte Ecken existieren, die die gleichen Wahrheitswerte bei den Abstraktions-
prädikaten haben. Der bei TVLA zur Anwendung kommende Blur-Mechanismus
verhindert dort aber gerade die Existenz solcher Ecken.
Und selbst wenn durch formale Vertauschung der Prädikatswerte ein (legaler) Shape-
graph entsteht, der auch in der TVLA-Ausgabe auftritt, gibt es a priori keinen
Grund, warum er am selben Programmpunkt vorkommen sollte. Um dies zu se-
hen, untersuchen wir wieder das Suchbeispiel. Der Algorithmus ist in Abbildung 4.3
auf Seite 66 dargestellt. Wir betrachten erneut die beiden Shapegraphen in Abbil-
dung 8.1 auf Seite 199. Der linke Shapegraph sei mit S, der rechte mit T bezeichnet.




symmetrisch. Beide Shapegraphen treten
am Programmpunkt n2, das ist der Schleifeneingangspunkt, auf. Nach dem Vergleich
der Datenwerte verzweigt der Programmﬂuss, falls der Algorithmus dort nicht ter-
miniert, entweder zum Programmpunkt n5 oder zu n6.
Die beiden Äste der Verzweigung sind Aktionenblöcke, die jeweils nur einen einzigen
Programmpunkt enthalten. Die dort jeweils ausgeführte Aktion führt schon aus
dem Block hinaus, zum Schleifeneingangspunkt zurück. Das liegt darin begründet,
dass der Algorithmus in verschmolzener Normalform speziﬁziert ist. Damit wir die
Auswirkung der Aktion im jeweiligen Aktionenblock beobachten können, müssen wir
den Algorithmus leicht modiﬁzieren und für die herausführenden Übergänge von den
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Blöcken zur Schleife eine kantenverbundene Konkatenation realisieren. Dazu führen
wir in jedem Block einen weiteren Programmpunkt ein, diese seien n5′ und n6′. Die
beiden Zeile des TVLA-Kontrollﬂussgraphen zu den Programmpunkten n5 und n6
ersetzen wir durch:
n5 Get_Sel_T(cur , cur , left) n5′
n5′ concat() n2
n6 Get_Sel_T(cur , cur , right) n6′
n6′ concat() n2
Hierbei bezeichnet concat() eine leere TVLA-Aktion, vergleiche Deﬁnition 4.4 auf
Seite 77.
Zum Programmpunkt n5 gelangen wir, wenn wir in der Datenstruktur mit ei-
ner Verzweigung zum linken Kind fortfahren. Alle Shapegraphen, die beim Pro-
grammpunkt n5′ berechnet werden, zeichnen sich dadurch aus, dass der Struktur-
zeiger, der in die neue aktuelle Ecke cur hineinführt, ein left-Zeiger ist, dass also
∃v1, v2 : cur(v2)∧ left(v1, v2) zu einem Wahrheitswert größer oder gleich 12 auswertet
und damit ∃v1, v2 : cur(v2)∧ right(v1, v2) zum Wahrheitswert 0. Bei den Shapegra-
phen am Programmpunkt n6′ handelt es sich demgegenüber um solche, bei denen der
Strukturzeiger, der in die neue aktuelle Ecke cur hineinführt, ein right-Zeiger ist. Der
Shapegraph S tritt beim Programmpunkt n5′ auf, der Shapegraph T jedoch nicht.
Dafür tritt T beim Programmpunkt n6′ auf, aber S dort nicht.
Nach diesen einleitenden Betrachtungen konkretisieren und formalisieren wir die
Paarbildung. Hierzu bezeichne M eine Menge paarweise nicht isomorpher Shape-
graphen, etwa die eines Programmpunktes. Wir setzen der Einfachheit halber wie-
der voraus, dass M nicht leer und endlich sei. Das Symmetriekonzept können wir
dazu nutzen, umM eine zusätzliche Struktur aufzuprägen. Die auf diese Weise re-
sultierende Menge bezeichnen wir mit MsymDΣ . Formal besteht sie aus einzelnen
Shapegraphen sowie aus einelementigen und zweielementigen Mengen von Shape-
graphen. Jeder Shapegraph ausM ist entweder als Shapegraph direkt inMsymDΣ
enthalten oder er ist Element genau einer der Teilmengen.
Für einen Shapegraphen S ∈ M kann es, wie die vorangegangenen Überlegungen
gezeigt haben, einen Shapegraph T ∈ M mit (S, T ) ∈ symDΣ geben oder nicht.
Man beachte, dass T nicht von S verschieden sein braucht. Im ersten Fall fassen wir
S und T zu einer Menge zusammen und nehmen diese inMsymDΣ auf, im zweiten
Fall nehmen wir S direkt inMsymDΣ auf. Es gelte also
MsymDΣ =
{
S : ∀T ∈M (S, T ) 6∈ symDΣ
}∪{{S, T} : ∃T ∈M (S, T ) ∈ symDΣ }. (8.1)
Ist S ∈ M ein symmetrischer Shapegraph, gilt also (S, S) ∈ symDΣ , dann ist
{S} ∈ MsymDΣ . Damit sind, wie wir es bereits angedeutet haben, die Elemente
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von MsymDΣ Shapegraphen sowie ein- und zweielementige Teilmengen von Shape-
graphen vonM.  Wir fassen zusammen:
8.11 Deﬁnition. Es sei DΣ ein Symmetriedeﬁnierer, des Weiteren seiM eine end-
liche und nichtleere Menge von paarweise nichtisomorphen Shapegraphen. Der Sym-
metriedeﬁnierer DΣ bedingt gemäß Gleichung (8.1) eine Struktur aufM wir nennen
MsymDΣ vonM die durch DΣ induzierte Strukturierung vonM.
In Deﬁnition 8.7 haben wir Mengen mit einem hohen Grad an Symmetrie ausge-
zeichnet. Wir erweitern diesen Begriﬀ auf Paare von Mengen:
8.12 Deﬁnition. Es seien M und N zwei Mengen von Shapegraphen, und es sei
DΣ ein Symmetriedeﬁnierer. Wir nennen das Paar (M,N ) symmetrieabgeschlossen
bezüglich DΣ, wenn es eine Bijektion f : M→ N gibt, so dass für alle S ∈ M die
Bedingung (S, f(S)) ∈ symDΣ gilt.
Die in der Deﬁnition genannte Forderung ist äquivalent zu: Für alle S ∈ M exis-
tiert ein T ∈ N mit (S, T ) ∈ symDΣ und für alle T ∈ N gibt es ein S ∈ M
mit (T, S) ∈ symDΣ .  Ein Beispiel: Wir betrachten die Suche nach einem Element
in einem binären Suchbaum, wobei wir den erweiterten Algorithmus zugrunde le-
gen. Wir verwenden die Basisspeziﬁkation und die bekannten Startshapegraphen





. Es bezeichneM die Menge der Shapegraphen am Programm-
punkt n5′ und N die Menge der Shapegraphen am Programmpunkt n6′. Dann ist
(M,N ) symmetrieabgeschlossen bezüglich DΣ.
In Kapitel 6 haben wir ein Ähnlichkeitskonzept für Shapegraphen eingeführt. Es
gestattet, Mengen von Shapegraphen zu partitionieren, so dass Shapegraphen einer
Klasse einander ähnlich sind. Handelt es sich bei den Mengen in Deﬁnition 8.12
um Klassen einer Partition, dann wollen wir diesen Fall mit einem eigenen Namen
auszeichnen. Wir setzen:
8.13 Deﬁnition. Es seien C1 und C2 zwei Klassen, der gemäß Satz 6.14 (Seite 125)
hergestellten Partitionen der Shapegraphenmengen der Programmpunkte. Des Wei-
teren sei DΣ ein Symmetriedeﬁnierer. Die Klassen C1 und C2 heißen zueinander
symmetrische Klassen bezüglich DΣ, wenn (C1, C2) symmetrieabgeschlossen bezüg-
lich DΣ ist.
Es sei darauf hingewiesen, dass in der Deﬁnition nicht vorausgesetzt wird, dass C1
und C2 zum selben Programmpunkt gehören müssen.
Der hier behandelte Ansatz zur Algorithmenvisualisierung basiert auf der Visuali-
sierung der abstrakten Programmausführung. Dazu berechnen wir im Vorfeld der
Visualisierung mittels einer statischen Programmanalyse Beschreibungen der auftre-
tenden Heapsituationen. Das Problem, mit dem wir uns bei diesem Ansatz auseinan-
dersetzen müssen, ist die Größe der Analyseausgabe, die eine direkte Visualisierung
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erschwert. Wir begegnen dem Problem, indem wir die Analyseausgabe mit zusätz-
licher Struktur versehen. Auf die so präparierte Ausgabe kann sich die eigentliche
Visualisierung dann stützen. Das hier vorgestellte Symmetriekonzept ordnet sich in
diesen Rahmen ein. In Kapitel 6 haben wir ein Ähnlichkeitskonzept für Shapegra-
phen behandelt. Auch dieses folgt der Idee, die Analyseausgabe zu strukturieren.
Beide Methoden verhalten sich prinzipiell ähnlich. Beide Ansätze sind parametrisch.
Durch Änderung eines Speziﬁkators kann die Strukturierung gesteuert werden. Der
Speziﬁkator stützt sich in beiden Fällen direkt auf die (Prädikate der) Analysespe-
ziﬁkation. Beide Methoden gestatten eine qualitative Änderung der Strukturierung.
Je nach den im Speziﬁkator aufgenommenen Prädikaten, kann die Strukturierung
an anderen Eigenschaften (der Shapegraphen) ausgerichtet werden. Nur das Ähn-
lichkeitskonzept erlaubt die Quantität der strukturierten Ausgabe nahezu beliebig
zu variieren, beim Symmetriekonzept bewegt sich der quantitative Aspekt auf dem
Niveau von einzelnen Shapegraphen oder einelementigen Mengen von Shapegraphen
bis zu zweielementigen Teilmengen.
In diesem Abschnitt haben wir einen Symmetriebegriﬀ für Shapegraphen entwickelt
und formalisiert. Er basiert auf der anschaulichen Vorstellung von Symmetrie in
einem gezeichneten Graphen. Das Konzept erlaubt, eine Menge von Shapegraphen,
etwa die eines Programmpunktes des zu visualisierenden Algorithmus, zu struktu-
rieren. Das Symmetriekonzept ist parametrisch; es wird mittels eines Speziﬁkators
gesteuert, der sich direkt auf die Prädikate der Analysespeziﬁkation stützt. Durch
die Strukturierung der Analyseausgabe kann die Visualisierung eﬀektiver gestaltet
und besser auf die Bedürfnisse eines Anwenders während der aktuellen Visualisie-
rungssitzung zugeschnitten und abgestimmt werden.
8.2 Symmetrische Ausführungspfade
Im vorangegangenen Abschnitt haben wir ein Symmetriekonzept deﬁniert und un-
tersucht. Unser Augenmerk lag auf den Shapegraphen, es ging uns um zueinander
symmetrische und symmetrische Shapegraphen. Mit dem erreichten Stand der Dinge
wollen wir uns nicht begnügen. Wir sehen unseren Ansatz zur Algorithmenvisuali-
sierung in einem weiten Sinne als ein Mittel zum Verständnisgewinn über Algorith-
men. Das Studium eines Algorithmus sollte aber nicht mit der Untersuchung der
an den einzelnen Programmpunkten auftretenden (Heap-)Situationen enden. Viel-
mehr ist es angeraten, auch Folgen von Aktionen, Sequenzen aufeinanderfolgender
Situationen zu betrachten. Auf diese Weise erlangt man ein besseres Verständnis
darüber, wie die Aktionen des Algorithmus bestehende Situationen in andere trans-
formieren. Zu diesem Zweck übertragen wir das Symmetriekonzept auf Folgen von
Aktionen.
In diesem Abschnitt geht es nicht mehr (primär) um die Strukturierung der Menge
der Shapegraphen eines Programmpunktes. Wir wollen eine Sequenz von Aktionen
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im TVLA-Programm und die zu ihr korrespondierenden Sequenzen von Shapegra-
phen untersuchen. Daher können wir uns nicht mit einer TVLA-Ausgabe in Form
von Mengen von Shapegraphen begnügen. Wir benötigen für diese Betrachtung
vielmehr einen Transitionsgraphen als Analyseausgabe, vergleiche Deﬁnition 3.7 auf
Seite 54. Seine Ecken sind abstrakte Zustände, sie stellen sich formal als Paare aus
einem Programmpunkt und einem Shapegraphen dar. Wenn klar ist, um welchen
Programmpunkt es sich jeweils aktuell handelt, dann identiﬁzieren wir den abstrak-
ten Zustand gewöhnlich mit dem in ihm enthaltenen Shapegraphen. Die Kanten des
Transitionsgraphen sind mit TVLA-Aktionen beschriftet, es sind die Aktionen aus
dem TVLA-Programm. Wir verwenden TVLA-Programme in Normalform, so wie
sie in Abschnitt 4.3 eingeführt wurden. Insbesondere sind die Programme determi-
nistisch: Alle Kanten zwischen den Shapegraphen zweier Programmpunkte sind mit
derselben TVLA-Aktion beschriftet. Deshalb können wir die Kantenbeschriftung in
diesem Abschnitt unberücksichtigt lassen. (Diese Entscheidung wird sich später als
nützliche Vereinfachung herausstellen.)
Symmetrie für Ausführungspfade
In dem diesen Abschnitt einleitenden Absatz haben wir von Sequenzen von Aktio-
nen oder Situationen gesprochen. Damit haben wir nichts anderes als Kantenfol-
gen im TVLA-Programm beziehungsweise im Transitionsgraphen gemeint. Im vor-
angegangenen Abschnitt dieses Kapitels haben wir eine Symmetrievorstellung für
Shapegraphen eingeführt. Wir haben erklärt, wann zwei Shapegraphen bezüglich ei-
nes vorgegebenen Symmetriedeﬁnierers als zueinander symmetrisch anzusehen sind.
In diesem Abschnitt geht es darum, diesen Symmetriebegriﬀ auf Kantenfolgen im
Transitionsgraphen zu übertragen. Jede dieser Kantenfolgen ist auch eine Kanten-
folge im TVLA-Kontrollﬂussgraphen. Es ist zweckmäßig, wenn wir in der Erörterung
dem strukturellen Aufbau von TVLA-Programmen folgen, wie er in Abschnitt 4.3
festgelegt wurde.
Als Erstes betrachten wir den Fall des Aktionenblocks. Er bestehe aus den Pro-
grammpunkten n1, n2, . . . , nk, wobei k ≥ 1 sei. Wir betrachten zwei Wege W1
und W2 durch den Block, die beide in seiner Eingangsecke n1 beginnen und
in seiner Ausgangsecke nk enden. Genaugenommen handelt es sich dabei natür-
lich um Wege im Transitionsgraphen. Die Programmpunkte und die Kantenbe-
schriftungen mit TVLA-Aktionen sind die des Aktionenblocks. Deshalb haben wir
diese sinnbildliche (aber nicht ganz korrekte) Bezeichnung verwendet. Der Weg
W1 verlaufe entlang der Ecken (n1, S1), (n2, S2), . . . , (nk, Sk), der Weg W2 entlang
(n1, T1), (n2, T2), . . . , (nk, Tk). Wir setzen hierbei nicht voraus, dass für 1 ≤ i ≤ k die
Shapegraphen Si und Ti verschieden sein müssen. Aufgrund der Voraussetzungen
gelten zwei Dinge, die wir explizit herausstellen wollen: 1. Für jedes i, 1 ≤ i ≤ k,
gehören die Shapegraphen Si und Ti zum selben Programmpunkt. 2. Für jedes i,
1 ≤ i ≤ k−1, haben die Kanten [(ni, Si), (ni+1, Si+1)〉 und [(ni, Ti), (ni+1, Ti+1)〉 die-
selbe TVLA-Aktion als Beschriftung. (Die Programme sind in Normalform.) Damit
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weichen beide Wege in struktureller Hinsicht nicht stark voneinander ab. Wir erklä-
ren nun, wann sie zueinander symmetrisch seien. Dazu sei ein Symmetriedeﬁnierer
DΣ vorgegeben. Die Wege W1 und W2 seien zueinander symmetrisch bezüglich DΣ,
wenn für jedes i, 1 ≤ i ≤ k, die Shapegraphen Si und Ti zueinander symmetrisch
bezüglich DΣ sind.
Wir notieren einige Eigenschaften. Für das Folgende sei DΣ ein Symmetriedeﬁnierer
und es seien W1 und W2 zwei zueinander symmetrische Wege mit jeweils k ≥ 1
Ecken.
1. Ist k = 1, dann sindW1 undW2 zueinander symmetrisch  sie bestehen jeweils
nur aus einer Ecke , wenn der einzige Shapegraph von W1 zu dem einzigen
Shapegraphen von W2 symmetrisch ist. Der Symmetriebegriﬀ für Wege ist
damit eine Erweiterung des Symmetriebegriﬀs für Shapegraphen.
2. Gilt Si = Ti für ein 1 ≤ i ≤ k, dann sind die Shapegraphen Si und Ti wegen
(Si, Ti) ∈ symDΣ symmetrisch.
3. Gilt für jedes i, 1 ≤ i ≤ k, dass der Shapegraph Si (beziehungsweise Ti) nicht
symmetrisch ist, dann folgt Si 6= Ti. In diesem Fall sind die Wege W1 und W2
disjunkt.
Als Zweites betrachten wir den Fall einer einfachen Verzweigung. Sie zeichnet sich
dadurch aus, dass die Äste  das sind die Blöcke, in die verzweigt wird  Aktionenblö-
cke sind. Die Wege, die wir uns im Folgenden vorstellen, mögen im Eingangspunkt
der Verzweigung starten und in ihrem Ausgangspunkt enden. Wir können bei der
Verzweigung konkret an die Verzweigung in unserem stets verwendeten Suchbei-
spiel denken. Die Aktionenblöcke bestehen jeweils nur aus einem Programmpunkt.
Damit wir die Auswirkung der Aktionen im jeweiligen Block untersuchen können,
verwenden wir das modiﬁzierte TVLA-Programm aus Abschnitt 8.1, wo wir in jedem
Aktionenblock einen zusätzlichen Programmpunkt, n5′ beziehungsweise n6′, einge-
fügt haben. Je nachdem wie der Vergleich der Datenwerte des aktuellen Elementes
mit dem gesuchten Element ausfällt, verzweigen wir vom aktuellen Baumelement zu
seinem linken oder rechten Kind. Wir haben schon festgestellt, dass Shapegraphen,
die am Programmpunkt n5′ auftreten, keinen symmetrischen Partner bei n5′ haben,
wohl aber bei n6′. (Wir betrachten Symmetrie bezüglich left und right.) Ebenso ha-
ben Shapegraphen am Programmpunkt n6′ keinen symmetrischen Partner an die-
sem Programmpunkt, wohl aber bei n5′. Wenn wir einen Weg durch die Verzweigung
vorliegen haben, dann wird ein dazu symmetrischer Weg durch einen anderen Ast
der Verzweigung verlaufen. Korrespondierende Ecken werden zu verschiedenen Pro-
grammpunkten gehören. Damit sind normalerweise auch die Kanten mit verschiede-
nen TVLA-Aktionen beschriftet. Bei der Deﬁnition von zueinander symmetrischen
Wegen müssen wir, wenn eine Verzweigung involviert ist, im Vergleich zum Aktio-
nenblock die Voraussetzungen abschwächen. Wir werden uns dafür entscheiden, die
Bedingung an die Programmpunkte fallen zu lassen.
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Als Drittes betrachten wir eine einfache Schleife. Sie zeichnet sich dadurch aus,
dass der Schleifenrumpf ein Aktionenblock ist. Hier haben wir es in der Regel
nicht mehr mit Wegen zu tun, wir können nur noch allgemein von Kantenzü-
gen sprechen. Wenn wir (im Transitionsgraphen) einen Kantenzug durch die Pro-
grammpunkte einer Schleife betrachten, der in der Schleifeneingangsecke beginnt
und in seiner Ausgangsecke endet, dann können durch einen eventuellen Rück-
sprung vom Ausgangsblock zum Eingangsblock des Schleifenrahmens Kreise ent-
stehen. Der Kantenzug braucht nicht eckendisjunkt zu sein.  Abschließend be-
trachten wir den Fall des TVLA-Programms. Es entsteht durch Konkatenation von
Aktionenblöcken, Verzweigungen und Schleifen, wobei Verzweigungen und Schleifen
anstelle der Aktionenblöcke TVLA-Programme enthalten dürfen. Hier verhält es
sich ebenso wie bei Schleifen: Wir können nur allgemein von Kantenzügen ausge-
hen.
Nachdem wir die Idee von zueinander symmetrischen Kantenzügen elaboriert haben,
formalisieren wir sie:
8.14 Deﬁnition. Es sei DΣ ein Symmetriedeﬁnierer. Des Weiteren sei K1 ein
Kantenzug im Transitionsgraphen entlang der Ecken (m1, S1), (m2, S2), . . . , (mk, Sk)
und K2 ein Kantenzug entlang der Ecken (n1, T1), (n2, T2), . . . , (nk, Tk), wobei k ≥ 1
sei. Wir nennen K1 und K2 zueinander symmetrisch bezüglich DΣ, wenn (Si, Ti) ∈
symDΣ für jedes i, 1 ≤ i ≤ k, gilt.
Betrachten wir als Beispiel erneut die Suche nach einem Element in einem binären
Suchbaum. Das TVLA-Programm ist in Abbildung 4.3 auf Seite 66 gezeigt, wobei
wir wie oben die Modiﬁkation aus Abschnitt 8.1 zugrunde legen. In den Abbildun-
gen 8.4 und 8.5 sehen wir zwei bezüglich left und right zueinander symmetrische
Kantenzüge durch den Transitionsgraphen, jede der Spalten zeigt einen Kantenzug.
Beide Kantenzüge bestehen jeweils aus 23 Ecken, der linke beispielsweise aus: n1,
n2, n3, n4, n5, n5' n2, n3, n4, n5, n5' n2, n3, n4, n5, n5' n2, n3, n4, n5, n5', n2,
found. Zwischen den Programmpunkten n2, n3, n4 und n5 beziehungsweise n6 ﬁnden
nur Vergleiche statt. Die entsprechenden TVLA-Aktionen führen zu keiner Verän-
derung am Shapegraphen. Daher wurden aufeinanderfolgende Ecken des Kantenzu-
ges mit gleichen Shapegraphen zusammengefasst dargestellt. Die Programmpunkte,
zu denen ein Shapegraph gehört, sind jeweils mit angegeben. Beide Kantenzüge
beginnen im Startshapegraphen der Analyse und enden im Endprogrammzustand
notfound des TVLA-Programms. Die Suchschleife wird jeweils vier Mal durchlau-
fen.
Wenn wir zwei Wege im Transitionsgraphen auf Symmetrie hin untersuchen, einer
verlaufe entlang der Ecken (m1, S1), (m2, S2), . . . , (mk, Sk) und der andere entlang
(n1, T1), (n2, T2), . . . , (nk, Tk), dabei sei k ≥ 1, dann muss für jedes i, 1 ≤ i ≤ k, die
Bedingung (Si, Ti) ∈ symDΣ erfüllt sein. Diese Forderung kann unter Umständen
bei einigen Anwendungen zu restriktiv sein. Stellen wir uns zwei Wege vor, die vom




n2, n3, n4, n5 n2, n3, n4, n6
n5′, n2, n3, n4, n5 n6′, n2, n3, n4, n6
Abbildung 8.4: Zwei bezüglich left und right zueinander symmetrische Kantenzüge
im Transitionsgraphen, Teil 1
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n5′, n2, n3, n4, n5 n6′, n2, n3, n4, n6
n5′, n2, n3, n4, n5 n6′, n2, n3, n4, n6
n5′, n2, notfound n6′, n2, notfound
Abbildung 8.5: Zwei bezüglich left und right zueinander symmetrische Kantenzüge
im Transitionsgraphen, Teil 2
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einem der für die Analyse vorgegebenen Startshapegraphen, vielleicht sogar mit
demselben. Wir haben nichts über die Analysespeziﬁkation (oder den Algorithmus)
gesagt, aber es gibt keine zwingenden Gründe anzunehmen, dass diese Shapegra-
phen zueinander symmetrisch (beziehungsweise symmetrisch) bezüglich eines gege-
benen Symmetriedeﬁnierer DΣ sein müssen. Es könnte beispielsweise mit einer der
ersten TVLA-Aktionen eine Initialisierung stattﬁnden, in deren Folge dann erst,
gewissermaßen als zufälliges Nebenresultat, Symmetrie herrscht. Ebenso wäre es
denkbar, dass die Shapegraphen bei Programmendpunkten die Symmetrieforderung
verletzen können. In einem solchen Fall wird es sinnvoll sein, die Deﬁnition abzu-
schwächen. Wir würden dann auf eine Symmetrieforderung zwischen S1 und T1, und
gegebenenfalls auch zwischen Sk und Tk, verzichtet.
Im weiteren Verlauf der Untersuchung werden wir diese Abschwächung aber nicht
behandeln. Zum einen wollen wir der Klarheit der Darstellung wegen auf eine Ex-
trabehandlung der Start- und Endprogrammpunkte verzichten. Zum anderen tritt
der Fall bei den in dieser Arbeit hauptsächlich als Beispiele herangezogenen Baum-
algorithmen und der Betrachtung von Symmetrie bezüglich (left, right) nicht auf.
Die verwendeten Startshapegraphen sind symmetrisch, vergleiche Abbildung 8.3.
Denken wir konkret an den Suchalgorithmus. Bei einer erfolglosen Suche ist der
Shapegraph des Programmende-Programmpunktes notfound entweder der linke
Shapegraph aus Abbildung 8.3, dieser ist symmetrisch, oder er ist ihm sehr ähn-
lich. Die Summary-Ecke kann eine Individuenecke sein; anstelle der Kanten, die
sowohl mit left als auch mit right beschriftet sind, kann nur eine dieser Beschrif-
tungen vorliegen  es sind aber nicht alle Kombinationen möglich. Diese Shapegra-
phen besitzen alle einen symmetrischen Partner am Programmpunkt notfound.
Bei einer erfolgreichen Suche endet das Programm am Programmpunkt found mit
einem Shapegraphen, der einen symmetrischen Partner an diesem Programmpunkt
besitzt.
Symmetrieabgeschlossenheit für Ausführungspfade
Als wir uns in Abschnitt 8.1 mit zueinander symmetrischen Shapegraphen beschäf-
tigten, haben wir in Deﬁnition 8.7 Shapegraphenmengen mit einem besonders hohen
Grad an Symmetrie als symmetrieabgeschlossen herausgestellt. In Deﬁnition 8.12
haben wir diesen Begriﬀ auf Paare von Mengen erweitert. In diesem Abschnitt be-
schäftigen wir uns mit Kantenzügen (im Transitionsgraphen). Deshalb wollen wir
den Begriﬀ symmetrieabgeschlossen von Shapegraphen(mengen) auf Kanten über-
tragen.
Für die folgende Diskussion legen wir den Transitionsgraphen als Analyseausgabe
zugrunde. Ein Symmetriedeﬁnierer DΣ sei speziﬁziert. Wir betrachten zwei Mengen
M und N von abstrakten Zuständen, die jeweils zum gleichen Programmpunkt m
beziehungsweise n gehören. Gemäß unseren Voraussetzungen sind alle Kanten des
Transitionsgraphen von Ecken ausM zu Ecken aus N mit der gleichen TVLA-Akti-
on beschriftet. Der einfacheren Darstellung wegen identiﬁzieren wir einen abstrakten
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Zustand mit seinem Shapegraphen. Da wir einen hohen Grad von Symmetrie begriﬀ-
lich fassen wollen, soll dieser hohe Grad auch für die Shapegraphenmengen erfüllt
sein. Wir fordern, dass sowohl M als auch N symmetrieabgeschlossen seien. Des
Weiteren benötigen wir eine Bedingung, die sich auf Kanten bezieht. Es sei S ∈M
und T ∈ N beliebig. Der symmetrische Partner von S inM sei mit S′ bezeichnet
und derjenige von T in N mit T ′. Weiter fordern wir, dass die Kante [S, T 〉 genau
dann (im Transitionsgraphen) existiere, wenn die Kante [S′, T ′〉 existiert. (Man be-
achte, dass S und T für abstrakte Zustände stehen; [S, T 〉 bezeichnet also eine Kante
vom Programmpunkt m zum Programmpunkt n.) Diese Bedingung gelte selbstver-
ständlich für jedes S ∈ M, T ∈ N . Wir sagen dann, dass [M,N〉 symmetrieabge-
schlossen bezüglich DΣ sei. Wir verzichten darauf, dies sogleich in einer Deﬁnition
herauszuheben, stattdessen verallgemeinern wir den Begriﬀ.
In Verzweigungen können zueinander symmetrische Wege durch verschiedene Äste
verlaufen. Daher müssen wir den Begriﬀ entsprechend erweitern. Es gelten die Vor-
aussetzungen wie oben. Anstelle von zwei Shapegraphenmengen  eigentlich handelt
es sich um Mengen von abstrakten Zuständen  betrachten wir jetzt derer vier. Sie
seien M, M′, N und N ′, wobei es sich bei jeder Menge wieder um Shapegraphen
(abstrakte Zustände) desselben Programmpunktes handele. Als Erstes fordern wir,
dass (M,M′) und (N ,N ′) symmetrieabgeschlossen (bezüglich DΣ) seien. Die zweite
Bedingung bezieht sich wieder auf die Kanten. Für jedes S ∈ M, sein symmetri-
scher Partner inM′ sei S′, und jedes T ∈ N , sein symmetrischer Partner in N ′ sei
T ′, gelte, dass die Kante [S, T 〉 genau dann existiere, wenn [S′, T ′〉 existiert.  Wir
fassen dies in einer Deﬁnition zusammen:
8.15 Deﬁnition. Es sei T G ein Transitionsgraph und DΣ ein Symmetriedeﬁnierer.
Des Weiteren seiM eine Teilmenge der Shapegraphen des Programmpunktes m,M′
eine Teilmenge der Shapegraphenmenge von m′, N ein Teilmenge der Shapegraphen-
menge von n und N ′ eine Teilmenge der Shapegraphenmenge von n′. Wir nennen
[(M,M′), (N ,N ′)〉 symmetrieabgeschlossen bezüglich DΣ genau dann, wenn:
1. Die Paare (M,N ) und (M′,N ′) sind symmetrieabgeschlossen bezüglich DΣ.
2. Für alle Shapegraphen S ∈ M, S′ ∈ M′, T ∈ N und T ′ ∈ N ′ mit (S, S′) ∈
symDΣ und (T, T
′) ∈ symDΣ gilt [S, T 〉 ∈ T G ⇔ [S′, T ′〉 ∈ T G. (Hierbei
bezeichnet [S, T 〉 eine Kante vom Programmpunkt m zum Programmpunkt n
und entsprechend [S′, T ′〉 von m′ nach n′.)
Betrachten wir als Beispiel den Suchalgorithmus in der erweiterten Darstellung
mit den Programmpunkten n5′ und n6′. Wir legen die Basisspeziﬁkation, die be-
kannten Startshapegraphen und die übliche Shapeanalyse zugrunde. Symmetrie be-
trachten wir bezüglich left und right. Wählen wir für M die Shapegraphenmenge
des Programmpunktes n5, für M′ die des Programmpunktes n6, für N die von




Was bedeutet dieser Begriﬀ nun für Kantenzüge im Transitionsgraphen? Wir be-
trachten einen Kantenzug entlang der Programmpunktem1,m2, . . . ,mk, k ≥ 1, und
einen dazu symmetrischen Kantenzug entlang der Programmpunkte n1, n2, . . . , nk.
Die Programmpunkte mi und ni können für 1 ≤ i ≤ k durchaus gleich sein. Für
1 ≤ i ≤ k sei nun Mi eine Teilmenge, der am Programmpunkt mi auftreten-
den Shapegraphen, und Ni eine Teilmenge, der am Programmpunkt ni vorkom-
menden. Für 1 ≤ i ≤ k − 1 sei [(Mi,M′i), (Ni,N ′i )〉 symmetrieabgeschlossen.
Dann gibt es zu jedem Kantenzug entlang der Programmpunkte m1,m2, . . . ,mk,
durch die ShapegraphenmengenM1,M2, . . . ,Mk einen dazu symmetrischen Kan-
tenzug entlang der Programmpunkte n1, n2, . . . , nk, durch die Shapegraphenmengen
N1,N2, . . . ,Nk; das gilt auch umgekehrt. Wir haben es dann mit zwei zueinander
symmetrischen Strängen von Kantenzügen zu tun. Deﬁnition 8.15 erlaubt es al-
so, die Betrachtung von zueinander symmetrischen Kantenzügen auf Mengen von
zueinander symmetrischen Kantenzügen (durch dieselben Programmpunkte) auszu-
dehnen.
Dieser Sachverhalt lässt sich für die Visualisierung nutzen. Zueinander symmetrische
Shapegraphen (und zueinander symmetrische Kantenzüge) beschreiben zueinander
symmetrische Situationen (und Folgen von zueinander symmetrischen Situationen).
Um einen Algorithmus zu verstehen, ist es daher (häuﬁg) ausreichend, nur eine die-
ser zueinander symmetrischen (Folgen von) Situationen zu untersuchen. Von zwei
zueinander symmetrischen Strängen brauchen wir nur einen zu visualisieren und
können beispielsweise den zweiten aus dem Transitionsgraphen herausﬁltern oder
ausblenden. Die Symmetrieabgeschlossenheit aus Deﬁnition 8.15 ist eine Kohärenz-
bedingung. Sie sichert, dass die Stränge gleichartig sind, dass zwischen ihnen keine
Unstimmigkeiten vorherrschen.
Betrachten wir wieder die Suche nach einem Element in einem binären Suchbaum,
wir legen den erweiterten Algorithmus zugrunde und verwenden die übliche Analyse.
Für einen Programmpunkt n bezeichneMn die Shapegraphenmenge des Programm-
punktes. Wir betrachten einerseits den Strang, die Menge der Kantenzüge entlang
Shapegraphen ausMn1,Mn2,Mn3,Mn4,Mn5,Mn5′ ,Mn2,Mn3,Mfound und ande-
rerseits den Strang entlang Shapegraphen aus Mn1,Mn2,Mn3,Mn4,Mn6,Mn6′ ,
Mn2,Mn3,Mfound. Für diese Mengen ist Deﬁnition 8.15 erfüllt. Beide Stränge sind
zueinander symmetrisch.
Wir sind aber nicht darauf beschränkt, jeweils die ganze Shapegraphenmenge ei-
nes Programmpunktes zu wählen. In Kapitel 6 haben wir ein Ähnlichkeitskonzept
für Shapegraphen entwickelt. Es gestattet, eine Menge von Shapegraphen gemäß
eines speziﬁzierten Ähnlichkeitsbegriﬀs zu partitionieren, so dass alle Shapegraphen
innerhalb einer Klasse einander ähnlich sind. Wir können bei der Symmetriebetrach-
tung für die Mengen auch Klassen der Partitionen (der Shapegraphenmengen der
Programmpunkte) wählen. Liegt jeweils Symmetrieabgeschlossenheit gemäß Deﬁni-
tion 8.15 vor, dann haben wir es mit zueinander symmetrischen Strängen zu tun,
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die durch die verschiedenen Klassen verlaufen. Kantenzüge im selben Strang sind
einander ähnlich, vergleiche Abschnitt 7.2.
Als wir anﬁngen, den Symmetriebegriﬀ von Shapegraphen auf Kantenzüge zu über-
tragen, hatten wir uns entschieden, die Beschriftungen der Kanten mit TVLA-Ak-
tionen nicht zu berücksichtigen. Zueinander symmetrische Kantenzüge durch ver-
schiedene Äste einer Verzweigung durchlaufen naturgemäß unterschiedliche Pro-
grammpunkte. Damit können korrespondierende Kanten in zueinander symmetri-
schen Kantenzügen mit unterschiedlichen TVLA-Aktionen beschriftet sein. Hätten
wir die TVLA-Aktionen bei der Entwicklung des Konzepte mitberücksichtigen wol-
len, dann hätten wir Paare von Aktionen als zueinander symmetrisch klassiﬁzieren
können und dann zusätzlich verlangen müssen, dass im Falle verschiedener Pro-
grammpunkte die Kanten mit zueinander symmetrischen TVLA-Aktionen beschrif-
tet sind. Eine solch zusätzliche Forderung würde die Anwendung des Symmetriekon-
zepts erschweren. Die entwickelte Begriﬀsbildung erlaubt demgegenüber, den umge-
kehrten Weg zu gehen. Wir betrachten die Shapegraphenmengen M, M′, N und
N ′ von vier Programmpunkten. Nach Voraussetzung haben alle Kanten von Shape-
graphen aus M zu Shapegraphen aus N dieselbe Beschriftung mit einer TVLA-
Aktion aktion1, ebenso haben alle Kanten von M′ nach N ′ dieselbe Beschrif-
tung aktion2. Ist nun [(M,M′), (N ,N ′)〉 symmetrieabgeschlossen bezüglich eines
speziﬁzierten Symmetriedeﬁnierers, dann können wir aktion1 und aktion2 als
zueinander symmetrische Aktionen für die zugehörigen Programmpunkte auffassen.
Gilt dies für alle relevanten Programmpunkte, zwischen denen die Kantenbeschrif-
tungen aktion1 und aktion2 vorkommen, dann handelt es sich um zueinander
symmetrische Aktionen für das ganze Programm (bezüglich der verwendeten Shape-
analyse). Nicht nur, dass wir anhand der Untersuchung zueinander symmetrischer
Kantenzüge Aussagen über die Symmetrie im TVLA-Programm erhalten können,
sie erlaubt uns ferner Rückschlüsse auf in der Analysespeziﬁkation enthaltener Sym-
metrie anzustellen. Auf eine explizite Deﬁnition von zueinander symmetrischen Ak-
tionen verzichten wir.
Dieses Kapitel handelt von Symmetrieeigenschaften in Bezug auf Shapegraphen. In
Abschnitt 8.1 haben wir ein Symmetriebegriﬀ für Shapegraphen eingeführt und un-
tersucht. Auch haben wir ihn auf Mengen von Shapegraphen erweitert. In diesem
Abschnitt ging es darum, dieses Symmetriekonzept auf Kanten im Transitions-
graph zu übertragen. Shapegraphen beschreiben einzelne (Heap-)Situationen. Wir
wollen aber im Zuge der Visualisierung dem Programmﬂuss folgen und mithin Fol-
gen von Situationen beobachten. Diesen Sequenzen im TVLA-Kontrollﬂussgraphen
entsprechen (Mengen von) Kantenzügen im von der Shapeanalyse berechneten Tran-
sitionsgraphen. Wir sind dem strukturellen Aufbau von TVLA-Programmen gefolgt
und haben die entstehenden Kantenzüge beschrieben. Darauf aufbauend haben wir
zueinander symmetrische Kantenzüge deﬁniert. Wie für Shapegraphen haben wir
auch für Kantenmengen den Begriﬀ der Symmetrieabgeschlossenheit eingeführt,
um einen besonders hohen Grad an Symmetrieeigenschaften auszuzeichnen. Ist sie
erfüllt, dann können Kantenzüge zu Strängen zusammengefasst werden. In der Vi-
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sualisierung können dann beispielsweise jeweils die symmetrischen Partnerstränge
unberücksichtigt bleiben. Die Untersuchung dieser Symmetrieeigenschaften in einem
Transitionsgraphen für einen Algorithmus erlaubt also (bis zu einem gewissen Grad)
Aussagen über die im TVLA-Programm innewohnende Symmetrie anzustellen. Des
Weiteren erlaubt die Begriﬀsbildung, wir haben hierzu zueinander symmetrische
TVLA-Aktionen ausgezeichnet, Rückschlüsse auf die in der Analysespeziﬁkation
immanente Symmetrie anzustellen.
8.3 Symmetriemaße
Dieses Kapitel handelt von Symmetriebetrachtungen bei Shapegraphen. Zueinan-
der symmetrische Shapegraphen beschreiben zueinander symmetrische Heapsitua-
tionen. Hat ein Anwender eine dieser Situationen verstanden, dann erschließen sich
die dazu symmetrischen in der Regel leicht und können bei der Visualisierung zum
Beispiel herausgeﬁltert werden. Im ersten Abschnitt des Kapitels haben wir das Kon-
zept eingeführt, wir haben den Begriﬀ der zueinander symmetrischen Shapegraphen
deﬁniert und untersucht. Im zweiten Abschnitt haben wir den Symmetriebegriﬀ auf
Kantenzüge im Transitionsgraphen erweitert. Die Behandlung des Symmetriekon-
zepts erfolgte dabei jeweils auf einer qualitativen Ebene.
Bei der Anwendung oﬀenbaren sich zwei Problembereiche. Zum einen sind die Prä-
dikate der Analysespeziﬁkation hinsichtlich des Symmetriebegriﬀs nicht unabhängig
voneinander. Wir haben in Abschnitt 8.1 anhand der dort betrachteten Beispiele ge-
sehen, dass bei einer Symmetriebetrachtung hinsichtlich (left, right) auch Prädikate,
die Ordnungseigenschaften beschreiben, bei der Speziﬁkation des Symmetriedeﬁnie-
rers mitberücksichtigt werden müssen. Zum anderen braucht in der Analyseausgabe
keine oder nur wenig Symmetrie bezüglich des gewählten Symmetriedeﬁnierers vor-
zuliegen. In beiden Fällen wünscht man einen Mechanismus, um beurteilen zu kön-
nen, inwieweit der Symmetriedeﬁnierer glücklich gewählt und nutzbar ist. Deshalb
fügen wir der Untersuchung an dieser Stelle einen quantitativen Aspekt hinzu. Wir
wollen eine Messende, ein Maß, für den Grad der Symmetrie einer Shapegraphen-
menge beziehungsweise für den Grad der Symmetrie zwischen zwei Shapegraphen-
mengen. Mit ihrer Hilfe können wir die Frage beantworten, ob für einen gegebenen
Symmetriedeﬁnierer überhaupt Symmetrie in der Shapeanalyseausgabe vorliegt und
wie stark sie ausgeprägt ist.
Symmetriemessende für Shapegraphenmengen
Wir folgen der Darstellung in Abschnitt 8.1. Zunächst betrachten wir die Situation
für einen Programmpunkt einer Anweisungsfolge. Es geht hier also um Symmetrie-
eigenschaften einer Shapegraphenmenge. Danach betrachten wir den Fall einer Ver-
zweigung. Der zu einem Shapegraphen bei einem Programmpunkt im Then-Teil der
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Verzweigung symmetrische Shapegraph kann beim korrespondierenden Programm-
punkt im Else-Teil vorkommen. Hier betrachten wir mithin Symmetrieeigenschaften
zwischen Shapegraphenmengen. Beginnen wir also als Erstes mit der Behandlung
der Symmetrieeigenschaften einer Shapegraphenmenge. Für einen Teil ihrer Shape-
graphen existiert ein symmetrischer Partner in dieser Menge, für andere nicht. Dies
erfassen wir quantitativ mittels:
8.16 Deﬁnition. Es seiM eine endliche und nichtleere Menge von Shapegraphen,
des Weiteren sei DΣ ein Symmetriedeﬁnierer. Wir setzen
µDΣ(M) =
∣∣{S ∈M : ∃T ∈M (S, T ) ∈ symDΣ}∣∣
|M| (8.2)
und nennen µDΣ eine Symmetriemessende bezüglich DΣ fürM.
Wenn der Zusammenhang zum Symmetriedeﬁnierer klar ist und keine Unklarhei-
ten oder Verwechslungen zu befürchten sind, dann schreiben wir wie auch sonst
anstelle von µDΣ kürzer µ.  Bezüglich des trivialen Symmetriedeﬁnierers DΣ = ∅
ist jeder Shapegraph symmetrisch. Daher gilt für jede nichtleere Shapegraphen-
menge M die Aussage µ∅(M) = 1. Für eine Menge M von Shapegraphen gilt
µ(M) = 1 genau dann, wenn sie symmetrieabgeschlossen ist, vergleiche Deﬁniti-
on 8.7.
Im Zähler von Gleichung (8.2) zählen wir die Anzahl der Shapegraphen ausM, die
einen symmetrischen Partner inM haben. Die von symDΣ induzierte Strukturierung
einer MengeM, vergleiche Deﬁnition 8.11, besteht aus einzelnen Shapegraphen, sie
haben keinen symmetrischen Partner inM, einelementigen Mengen von symmetri-
schen Shapegraphen und zweielementigen Mengen von zueinander symmetrischen
Shapegraphen. Wenn wir uns die Menge M so strukturiert denken, dann werden
in Gleichung (8.2) die einzelnen Shapegraphen nicht gezählt, die einelementigen
Mengen werden einfach und die zweielementigen Mengen werden zweifach gezählt.
Der Zähler in Gleichung (8.2) ist eine nichtnegative, der Nenner eine positive ganze
Zahl; zudem ist der Zähler nicht größer als der Nenner. Somit ist der Bildbereich
von µDΣ die Menge der rationalen Zahlen im Intervall [0, 1]. Wegen der Normierung
ist µDΣ(M) folglich der Anteil der Shapegraphen ausM mit einem symmetrischen
Partner in M. Damit ist die Messende µ eine der einfachsten denkbaren quan-
titativen Beschreibungen für den Grad der Ausprägung der Symmetrie innerhalb
einer Shapegraphenmenge. Doch reicht sie für unsere Zwecke aus, so dass wir davon
Abstand nehmen können, andere Funktionen zu diskutieren.
Bisher haben wir die Symmetrieeigenschaften (innerhalb) einer Menge quantitativ
beurteilt. Die Mengen, die wir im Blick haben, sind die von TVLA berechneten
Shapegraphenmengen zu den Programmpunkten eines Algorithmus. Die Betrach-
tung einer Menge ist angemessen, wenn es sich um die Shapegraphenmenge eines
Programmpunktes einer Anweisungsfolge handelt. Aber schon in Abschnitt 8.1 ha-
ben wir gesehen, dass der zu einem Shapegraphen gehörende symmetrische Partner
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nicht unbedingt am gleichen Programmpunkt aufzutreten braucht. Bei einem If-
Then-Else-Konstrukt kann der symmetrische Partner eines Shapegraphen einen an-
deren Ast der Verzweigung durchlaufen. Beispielsweise können Shapegraphen, die
bei den Programmpunkten im Then-Zweig auftreten, symmetrische Partner haben,
die bei den korrespondierenden Programmpunkten des Else-Zweiges vorkommen.
Daher ist es notwendig, dass wir eine Notation für eine Messende zur Verfügung ha-
ben, in der zwei Mengen berücksichtigt werden. Sie soll quantiﬁzieren, welcher An-
teil der Shapegraphen der ersten Menge einen symmetrischen Partner in der zweiten
Menge hat. Hierzu erweitern wir Deﬁnition 8.16 und legen fest:
8.17 Deﬁnition. Es seienM und N zwei nichtleere, endliche und nicht notwendig
disjunkte Mengen von Shapegraphen, des Weiteren sei DΣ ein Symmetriedeﬁnierer.
Wir setzen
µDΣ(M,N ) =
∣∣{S ∈M : ∃T ∈ N (S, T ) ∈ symDΣ}∣∣
|M|
und nennen µDΣ eine Symmetriemessende bezüglich DΣ für (M,N ).
Auch hier schreiben wir anstellen von µDΣ kürzer µ, wenn der Zusammenhang zum
Symmetriedeﬁnierer klar ist und keine Unklarheiten oder Verwechslungen zu be-
fürchten sind. Es braucht auch nicht zu irritieren, dass wir in den Deﬁnitionen 8.16
und 8.17 dieselbe Bezeichnung für die Messende verwenden. Wegen der unterschied-
lichen Anzahl der Argumente brauchen wir keine Verwirrung zu befürchten. Im
Übrigen ist µ(M) in Deﬁnition 8.16 identisch mit µ(M,M) in Deﬁnition 8.17.
(Somit können wir µ(M) auch einfach als abkürzende Schreibweise für µ(M,M)
auffassen.)  Der Wert µ(M,N ) gibt den Anteil der Shapegraphen ausM an, die
einen symmetrischen Partner in N haben. Die im Anschluss an Deﬁnition 8.16 ge-
machten Bemerkungen gelten entsprechend. Symmetrische Shapegraphen werden in
µ(M,N ) gezählt, wenn sie inM∩N liegen.
Die Relation symDΣ ist symmetrisch. Es könnte sich die Frage aufdrängen, ob diese
Eigenschaft sich auf µ überträgt, ob µ symmetrisch in seinen Argumenten ist, ob
also µ(M,N ) = µ(N ,M) gilt. Zunächst stellen wir fest:
8.18 Satz. Es seien M und N zwei nichtleere, endliche und nicht notwendig dis-
junkte Mengen von Shapegraphen. Dann gilt
|M| · µ(M,N ) = |N | · µ(N ,M).
Beweis. Nach Deﬁnition 8.17 gilt
|M| · µ(M,N ) = ∣∣{S ∈M : ∃T ∈ N (S, T ) ∈ symDΣ}∣∣
=
∣∣{T ∈ N : ∃S ∈M (S, T ) ∈ symDΣ}∣∣
= |N | · µ(N ,M).
Hierbei nutzen wir die Tatsache, dass die Relation symDΣ symmetrisch ist. 
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Betrachten wir zwei nichtleere und endliche MengenM und N von Shapegraphen,
die nicht notwendig disjunkt sind. Ist µ(M,N ) = µ(N ,M), dann gilt nach dem
vorangegangenen Satz notwendigerweise |M| = |N |. Setzen wir umgekehrt |M| =
|N | voraus, dann folgt mit der gleichen Argumentation µ(M,N ) = µ(N ,M). Damit
haben wir gezeigt:
µ(M,N ) = µ(N ,M) ⇔ |M| = |N | .
Hieraus ersehen wir, dass µ im Allgemeinen nicht symmetrisch in seinen Argumenten
ist.
Die Deﬁnition von µ(M,N ) in Deﬁnition 8.17 als eine Funktion von zwei Argumen-
ten haben wir damit motiviert, dass wir die Ausprägung der Symmetrie zwischen den
Ästen einer Verzweigung quantitativ erfassen wollen. Der zu einem Shapegraphen
bei einem Programmpunkt in einem Ast der Verzweigung symmetrische Partner
kann sich beim korrespondierenden Programmpunkt in einem anderen Ast der Ver-
zweigung beﬁnden. Doch ist die resultierende Messende nicht auf diese Anwendung
beschränkt.
In Kapitel 6 haben wir mittels eines Ähnlichkeitsbegriﬀs eine Partition einer Shape-
graphenmenge deﬁniert. Damit können wir die von TVLA berechneten Shapegra-
phenmengen so partitionieren, dass die Shapegraphen einer Klasse bezüglich des
speziﬁzierten Ähnlichkeitsbegriﬀs einander ähnlich sind. Betrachten wir als Beispiel
die Suche nach einem Element in einen Suchbaum, wobei wir wie üblich die Stan-
dardspeziﬁkation zugrunde legen und für die Analyse die üblichen Startshapegra-
phen  wir sehen sie in Abbildung 8.3  verwenden. Den Ähnlichkeitsbegriﬀ wählen
wir so, dass Shapegraphen mit der gleichen Struktur des Suchweges, also des Weges
von der Wurzel zur aktuellen Ecke, als ähnlich angesehen werden; vergleiche die
Erläuterungen in Abschnitt 6.3. Symmetrie interessiert uns hinsichtlich des Prä-
dikatenpaares (left, right). Wir betrachten die Situation am Programmpunkt n2,
das ist der Schleifeneingangspunkt der Suchschleife. Wenn wir die symmetrischen
Shapegraphen außer Acht lassen, dann hat jeder Shapegraph einen symmetrischen
Partner (an diesem Programmpunkt). Allerdings beﬁnden sich zwei zueinander sym-
metrische Shapegraphen in verschiedenen Klassen der Partition. Wir können die
Symmetriemessende µ auch dazu verwenden, um den Grad der Symmetrie zwischen
Klassen einer Partition einer Shapegraphenmenge zu begutachten und zu beurteilen.
Wir können mittels µ also auch feststellen, ob und inwieweit das aktuell gewählte
Klassen- und Symmetriekonzept miteinander harmonisieren.
Symmetriemessende für Transitionen
In Abschnitt 8.1 haben wir den Begriﬀ der zueinander symmetrischen Shapegraphen
entwickelt, wobei wir uns dort auch für Symmetrie zwischen Shapegraphenmengen
interessiert haben. In Abschnitt 8.2 haben wir das Konzept auf Kantenzüge im
Transitionsgraphen übertragen. Die Untersuchung erfolgte in beiden Abschnitten
auf einer qualitativen Ebene. In diesem Abschnitt erschließen wir (uns) quantitative
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Aspekte des Untersuchungsgegenstandes. Bisher haben wir die Gedankengänge aus
Abschnitt 8.1 quantitativ behandelt. Ein wesentlicher Kern des Abschnitts 8.2 ist
der Begriﬀ der Symmetrieabgeschlossenheit in Deﬁnition 8.15. Ihr wollen wir uns
zum Abschluss dieses Abschnitts widmen. Wir können uns mit einer Skizzierung
begnügen, da es nach den bisherigen Ausführungen klar ist, wie eine quantitative
Form hierzu aussehen sollte.
Wie auch im ganzen Abschnitt 8.2 benötigen wir als Analyseausgabe einen Transi-
tionsgraphen. Anstelle von abstrakten Zuständen werden wir im Folgenden wieder
vereinfachend von Shapegraphen sprechen. Wir betrachten vier Shapegraphenmen-
gen M, M′, N und N ′, wobei die Shapegraphen jeder Menge zum selben Pro-
grammpunkt gehören. Da es hier letztendlich um Kanten geht, setzen wir partielle
Symmetrieabgeschlossenheit zwischen den Mengen voraus. Sie kann mit den schon
eingeführten Messenden geprüft werden. Wir fordern µ(M,M′) = µ(N ,N ′) = 1.
Für einen Shapegraphen S ∈M bezeichne S′ den symmetrischen Partner von S in
M′, entsprechen sei T ′ ∈ N ′ der symmetrische Partner eines Shapegraphen T ∈ N .
Für jedes S und T existieren die symmetrischen Partner, aber aus der Existenz
einer Kante [S, T 〉 folgt nichts über die Existenz der Kante [S′, T ′〉, die wir die zu
[S, T 〉 symmetrische Kante nennen wollen. Wir deﬁnieren µ ([(M,M′), (N ,N ′)〉)
als den Anteil der Kanten zwischen Shapegraphen (abstrakten Zuständen) aus M
zu Shapegraphen aus N , die eine dazu symmetrische Kante zwischen M′ und N ′
besitzen.
8.19 Deﬁnition. Es sei T G ein Transitionsgraph und DΣ ein Symmetriedeﬁnierer.
Des Weiteren seienM,M′, N und N ′ Shapegraphenmengen (Mengen von abstrak-
ten Zuständen), wobei die Shapegraphen jeder Menge zum selben Programmpunkt
gehören und es gelte µ(M,M′) = µ(N ,N ′) = 1. Wir setzen
µDΣ
(
[(M,M′), (N ,N ′)〉) = |{[S, T 〉 : S ∈M, T ∈ N , [S′, T ′〉 ∈ T G}||{[S, T 〉 : S ∈M, T ∈ N}| ,
wobei S′ einen Shapegraphen aus M′ mit (S, S′) ∈ symDΣ bezeichnet und entspre-
chen T ′ einen Shapegraphen aus N ′ mit (T, T ′) ∈ symDΣ.
Wir haben wieder µ als Symbol für die Messende benutzt. Verwechslungen sind
aber nicht zu befürchten, da die Struktur des Argumentes eine eindeutige Zu-
ordnung (des Zeichens zur Deﬁnition) ermöglicht. Auf die Indizierung mit dem
Symmetriedeﬁnierer verzichten wir in der Regel wieder.  Für Shapegraphenmen-
gen M, M′, N und N ′ ist [(M,M′), (N ,N ′)〉 genau dann symmetrieabgeschlos-
sen, wenn µ ([(M,M′), (N ,N ′)〉) = µ ([(M′,M), (N ′,N )〉) = 1 gilt.  Mit die-
ser Messenden können wir nicht nur den Grad der Symmetrieabgeschlossenheit
beurteilen. Wir können damit beispielsweise auch messen, inwieweit TVLA-Ak-




Beleuchten wir eine Anwendungsmöglichkeit. Es sei K ein Kantenzug (im Transiti-
onsgraphen) entlang der Shapegraphen (abstrakten Zustände) S1, S2, . . . , Sk durch
die Programmpunkte m1,m2, . . . ,mk, k ≥ 1, weiter sei K ′ ein zu K symmetrischer
Kantenzug entlang S′1, S′2, . . . , S′k durch die Programmpunkte n1, n2, . . . , nk. Die
Programmpunkte brauchen nicht verschieden zu sein. Zu jedem Programmpunkt
mi, 1 ≤ i ≤ k, sei eine Teilmenge Mi der Shapegraphenmenge dieses Programm-
punktes ausgewählt, und es gelte sinnigerweise Si ∈ Mi. Ebenso sei zu jedem Pro-
grammpunkt ni, 1 ≤ i ≤ k, eine Teilmenge M′i der Shapegraphenmenge von ni
ausgewählt, und es gelte S′i ∈ M′i. Wir wollen die beiden Stränge quantitativ un-
tersuchen. Zunächst können wir für jedes i, 1 ≤ i ≤ k, die Werte µ(Mi,M′i) und
µ(M′i,Mi) berechnen. Sind sie von 1 verschieden, dann sind die Shapegraphen-
mengen für die Betrachtung vermutlich unglücklich gewählt. Es könnte auch sein,
dass der Algorithmus beziehungsweise der berechnete Transitionsgraph keine hin-
reichende Symmetrie bezüglich des verwendeten Symmetriedeﬁnierers aufweist. Hat
man die Shapegraphenmengen so bestimmt, dass µ(Mi,M′i) = µ(M′i,Mi) = 1





für 1 ≤ i ≤ k − 1 betrachten. Im Idealfall sind alle
Werte gleich 1. Wenn nicht, dann sind die Shapegraphenmengen vermutlich immer
noch nicht gut gewählt oder wir haben den Anhaltspunkt einer potentiellen Un-
stimmigkeit. Sind einzelne Werte vorhanden, die stark von den übrigen abweichen,
dann können die zugehörigen Programmpunkte beispielsweise als Ausgangspunkt
einer weitergehende Examination des Algorithmus beziehungsweise des Transitions-
graphen dienen.
Zusammenfassung
Unser Ansatz zur Algorithmenvisualisierung basiert auf der Visualisierung der ab-
strakten Programmausführung. Wir berechnen im Vorfeld mittels einer Shapeana-
lyse für den betrachteten Algorithmus eine Beschreibung der möglichen Heapsi-
tuationen. Die Analyse wird durch die Analysespeziﬁkation gesteuert. Theoretische
Überlegungen legen eine gewisse Reichhaltigkeit der Speziﬁkation nahe; zudem wün-
schen wir Prädikate, die im Hinblick auf die Visualisierung eine starke und deutliche
Aussage haben. Bei Datenstrukturen, die komplizierter als Listen sind, resultiert aus
dieser Forderung in der Regel eine (sehr) großen Analyseausgabe. Eine direkte Vi-
sualisierung ist aufgrund ihrer Größe häuﬁg als problematisch anzusehen. Daher
befassen wir uns in dieser Arbeit mit Mechanismen zur Strukturierung der Ana-
lyseausgabe. Das Symmetriekonzept, das wir in diesem Kapitel behandelt haben,
ordnet sich in diesen Rahmen ein. Symmetrie ist eine visuelle Form von Ähnlichkeit.
Hat man aus einer Menge zueinander symmetrischer Situationen eine verstanden,
dann erschließen sich die anderen in der Regel leicht und brauchen nicht notwen-
digerweise mitvisualisiert zu werden, sie können beispielsweise herausgeﬁltert oder
ausgeblendet werden.
In Abschnitt 8.1 haben wir einen Symmetriebegriﬀ für Shapegraphen entwickelt.
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8.3 Symmetriemaße
Das symmetrische Aussehen der gezeichneten Shapegraphen diente uns als Inspi-
ration. Formal stellt sich der Begriﬀ als binäre Relation dar. Wir haben ihre Ei-
genschaften studiert und die durch sie induzierte Strukturierung einer Shapegra-
phenmenge eingeführt. Wie schon das Ähnlichkeitskonzept in Kapitel 6 ist auch
das Symmetriekonzept parametrisch und kann damit wechselnden Wünschen und
Anforderungen des Visualisierungsanwenders angepasst werden. Mit der Symme-
trieabgeschlossenheit haben wir Mengen von Shapegraphen (beziehungsweise Paare
von Shapegraphenmengen) mit einem besonders hohen Grad an Symmetrie ausge-
zeichnet.
In Abschnitt 8.2 haben wir den Symmetriebegriﬀ in den Transitionsgraphen hinein-
getragen, ihn gewissermaßen auf Kanten übertragen. Die Visualisierung (ebenso das
Verstehenwollen) eines Algorithmus beinhaltet das Studium des Programmﬂusses,
also die Untersuchung von Sequenzen von an aufeinanderfolgenden Programmpunk-
ten auftretenden Situationen. Diesen Sequenzen entsprechen (Mengen von) Kan-
tenzügen im Transitionsgraphen. Wir haben erklärt, wann Kantenzüge zueinander
symmetrisch sind. Auch hier haben wir mit der Symmetrieabgeschlossenheit einen
besonders hohen Grad an Symmetrie ausgezeichnet.
Ist ein Symmetriedeﬁnierer speziﬁziert, dann braucht in der Analyseausgabe kei-
ne Symmetrie bezüglich dieser Symmetrieinstanziierung vorzuliegen oder sie kann
schwach ausgeprägt sein. Es ist daher nützlich, über Mittel zu verfügen, mit denen
man beurteilen kann, ob und wie stark Symmetrie ausgeprägt ist. Diesem Aspekt,
der die bisherige qualitative Diskussion um eine quantitative Komponente ergänzt,
haben wir uns im aktuellen Abschnitt gewidmet. Wir haben eine Symmetriemes-
sende eingeführt, die den Grad der Ausprägung von Symmetrie innerhalb einer
Shapegraphenmenge beziehungsweise zwischen zwei Menge misst. In einem nächs-
ten Schritt haben wir eine weitere Messende für Kantenmengen (des Transitions-
graphen) eingeführt, so dass auch eine quantitative Beschreibung der Symmetrie
in Bezug auf Kantenzüge möglich ist. Obwohl die Messenden von ihrer Natur her
einfach gehalten sind, erlauben sie doch  oder gerade deshalb  eine praktika-
ble Anwendung. Zudem lassen sie sich dazu verwenden, um das Zusammenspiel
vom Ähnlichkeits- und Symmetriekonzept zu beurteilen. Auch lassen sich mit ihnen






Denn das allein ist deine Aufgabe:
die dir zugeteilte Rolle gut zu spie-
len; sie auszuwählen, ist Sache eines
anderen.
(Epiktet)
Gegenstand dieser Arbeit ist ein Ansatz zur Algorithmenvisualisierung, der auf
Shapegraphen basiert. Wir behandeln dabei hauptsächlich konzeptionelle Gesichts-
punkte. In diesem Kapitel widmen wir uns den Arten von Interaktionen, die im
Zusammenspiel mit einem Anwender auftreten. Den primären Interaktionspartner
auf der Seite der Algorithmenvisualisierung nennen wir Visualisierer. Wir können
ihn ganz allgemein als gedankliches Konstrukt der Konzepte und Methoden ver-
stehen. Wir können ihn auch konkreter als ein Softwarepaket verstehen, dass diese
Konzepte und Methoden realisiert. Noch konkreter können wir an die Visualisie-
rungssoftware denken, die in [Parduhn 2005] beschrieben ist und die zum Zeit-
punkt der Abfassung dieser Arbeit weiterhin Gegenstand stetiger Weiterentwicklung
ist.
Wir sehen den hier beschriebenen Ansatz zur Algorithmenvisualisierung als ein lern-
unterstützendes Mittel, als ein Werkzeug zum Verständnisgewinn. Eine Interaktion
mit dem Visualisierer stellt eine Lernsituation dar. Je nach Gegenstand, was gelernt
werden soll, je nach Stand der Vorkenntnisse des Anwenders, je nach speziﬁscher
Absicht der Visualisierungssitzung ergeben sich unterschiedliche Lernsituationen.
Wenn verschiedene Personen mit dem Visualisierer interagieren, dann ist die Art
oder Zielsetzung ihrer Interaktion nicht immer die gleiche. Denken wir beispiels-
weise zum einen an eine Person, die den Visualisierer zum Zwecke des Algorith-
menlernens verwendet, und zum anderen an einen TVLA-Entwickler, der ihn zum
Überprüfen und Testen der von der Analyse berechneten Ausgabe benutzt. In der
Regel werden beide ihr Augenmerk auf ganz verschiedene Aspekte der Analyseaus-
gabe lenken. Dieser Sachverhalt ist nicht auf verschiedene Personen begrenzt. Auch
dieselbe Person kann den Visualisierer (zu verschiedenen Zeitpunkten) mit verschie-
denen Absichten benutzen, ein Beispiel folgt weiter unten.
Die Art und Weise, die Form einer Interaktion bezeichnen wir mit dem Wort
Rolle. Sie isoliert einen Typus von Interaktion. Da Personen mehrere Rollen ein-
nehmen können, es also keine Bijektion zwischen Personen(gruppen) und Rollen
gibt, sind Interaktionen mit dem Visualisierer nur unzureichend über Personen-
gruppenzugehörigkeiten bestimmbar. Meistens lässt sich die Rolle treﬀend durch
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den Zweck, beziehungsweise die Zielsetzung der Interaktion kennzeichnen. In die-
sem Kapitel werden wir die jeweiligen Charakteristiken der verschiedenen Rollen
isoliert untersuchen. Dieses Verständnis erlaubt, bei der (theoretischen) Entwick-
lung und anschließenden Implementierung neuer Funktionalität, diese besser auf
einen Anwendungszweck, auf eine Lernsituation abzustimmen. Haben verschiede-
ne Rollen ähnliche Funktionalitätsanforderungen, kann dies bei der Realisierung
einfacher bedacht werden, so dass sich deren Realisierung auf alle Rollen positiv
auswirkt.
Wir werden neun Rollen unterscheiden, die wir wie folgt bezeichnen: Entwickler des
Visualisierers, Shapeanalyst, TVLA-Entwickler, Speziﬁkationsentwerfer, Visualisie-
rungsinszenator, Algorithmen-Datenstrukturen-Experte, Algorithmen-Datenstruk-
turen-Lernender, Programmtester und Programmoptimierer. Eine Erklärung der
Rollen erfolgt weiter unten. Mit ihnen decken wir die üblichen Interaktionen mit
dem Visualisierer ab. Wir verstehen diese Liste aber als eine oﬀene Liste: Sollten
sich in der Zukunft weitere beachtenswerte Rollen herauskristallisieren, kann sie
problemlos um diese ergänzt werden. Diese Arbeit behandelt Algorithmenvisuali-
sierung, daher ist natürlich auch der Bereich Algorithmen und Datenstrukturen in
der Rolleneinteilung vertreten. Die an Lernprozessen grundsätzlich beteiligten Per-
sonen sind der Lernende und der Wissende, der als Lehrender auftritt. Diese Unter-
scheidung ist im Bereich Algorithmen und Datenstrukturen in der Rolleneinteilung
umgesetzt, während sie aber beispielsweise im Bereich Programmoptimierung nicht
durchgeführt ist.
Rollen treten nur ganz selten in Reinform auf, eine reale Person wird nur selten
in genau einer Rolle mit dem Visualisierer interagieren. Betrachten wir als Beispiel
einen Algorithmen-Datenstrukturen-Experten, der an Invarianten für einen Algo-
rithmus interessiert ist. Er schreibt zunächst eine Analysespeziﬁkation, die seinen
Wünschen entspricht; er tritt als Speziﬁkationsentwerfer auf. Anschließend führt er
eine Shapeanalyse aus und initialisiert den Visualisierer mit der gewünschten Dar-
stellung, er ist Visualisierungsinszenator. Vielleicht hat er beim Programmieren des
Kontrollﬂussgraphen Fehler gemacht und muss sich nun noch als Programmtester
betätigen.
Wir charakterisieren jede Rolle in Bezug auf die folgenden vier Aspekte:
 Als Erstes erfolgt eine Beschreibung der Rolle. Daran schließt sich eine Darstel-
lung der (für die Rolle) charakteristischen Interaktionen mit dem Visualisierer
an. Die Rolle deﬁniert sich hauptsächlich aus dem Zweck, aus der Zielsetzung
der Interaktion. In den allermeisten Fällen lässt sich die Interaktion als ein
Lernvorgang auffassen, als ein Hinzugewinnen von Verständnis. Dieser ist auf
einen Gegenstand (das zu Lernende) gerichtet, den wir abschließend benennen.
 Wenn eine Person mit einer bestimmten Absicht mit dem Visualisierer inter-
agieren möchte, dann sollte beziehungsweise muss sie über die nötigen Vor-
kenntnisse dazu verfügen; sonst kann sie ihrer Rolle nicht gerecht werden.
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Daher befassen wir uns als Zweites mit dem Grad an Kenntnissen, über den
eine Person verfügen sollte (muss), damit sie diese Rolle annehmen kann.
 Aus der Rollendeﬁnition, aus dem Zweck der Interaktion, ergeben sich spe-
ziﬁsche Wünsche und Anforderungen an den Visualisierer. Als Drittes be-
schreiben wir, welche Funktionalität eine Rolle vom Visualisierer erwartet und
wünscht.
 Wir haben oben in einem Beispiel gesehen, dass eine reale Person oft mehrere
Rollen einnehmen kann und dies häuﬁg auch tut. Das zeigt sehr deutlich, dass
Rollen in einer Wechselbeziehung zueinander stehen. Diesem Aspekt widmen
wir uns als vierten Punkt.
Für jede Rolle charakterisieren wir den gewünschten beziehungsweise erforderlichen
Stand an Vorkenntnissen, den eine Person aufweisen sollte beziehungsweise muss,
damit sie der Rolle gerecht werden kann. Diese Vorkenntnisse können ganz verschie-
denen Themenbereiche angehören, weswegen wir diesen Punkt diﬀerenzieren. Im
Einzelnen unterscheiden wir:
Shapeanalyse: Hierunter verstehen wir die (logische) Theorie, die der Programm-
analyse zugrunde liegt. Die Skala reicht von guten Kenntnissen der Metho-
de über ein für Anwendungen ausreichendes Verständnis, hierzu gehört das
Verstehen wie TVLA-Aktionen auf Shapegraphen operieren, bis hinunter zur
Fähigkeit, Shapegraphen lesen und verstehen, mit ihnen etwas anfangen zu
können.
TVLA: Hierzu zählen wir alle Kenntnisse über die Analysesoftware TVLA. Es kön-
nen zwei Dimensionen, zwei Arten, von Vorkenntnissen unterschieden werden.
Zum Ersten sind dies Kenntnisse, wie sie zur Entwicklung beziehungsweise
Weiterentwicklung der Software notwendig sind. Da wir Programmierkennt-
nisse als Bereich extra aufführen, wollen wir darunter in erster Linie Kennt-
nisse über Interna der Software verstehen. Zum Zweiten handelt es sich um
Kenntnisse über die Benutzung der Software. Hierzu zählt das Wissen um die
angebotenen Features und das Verständnis, die daraus erwachsenen Möglich-
keiten zu nutzen. Hierzu zählt auch die Feinabstimmung der Analyse (mittels
properties).
Programmierung: Hierunter wollen wir die Gesamtheit der Kenntnisse verste-
hen, die zur Erstellung von Software notwendig sind. Sie umfassen sowohl
eher theoretische Aspekte wie Softwaretechnik (Software engineering) als auch
praktische wie die Beherrschung der verwendeten Programmiersprache und
Bibliotheken.
Didaktik: Hierunter verstehen wir ganz allgemein Kenntnisse über das Lehren.
Wenn man Algorithmenvisualisierung als lernunterstützendes Mittel verwen-
det, tritt sie (die Software beziehungsweise derjenige, der eine konkrete Visuali-
sierung vorbereitet) als Lehrender auf. Verständnis über die Zusammenhänge,
wie Menschen lernen, ist eine Grundvoraussetzung für eﬃzientes Lernen.
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Visualisierung: Algorithmenvisualisierung gehört, wie der Name schon sagt, zur
Visualisierung; ihre Objekte sind Algorithmen. Unter Visualisierung verstehen
wir allgemein eine bildliche Formulierung und Kommunikation. Der Begriﬀ be-
zeichnet die Überführung und Präsentation von Daten oder Zusammenhängen
in eine graphische beziehungsweise visuell erfassbare Form. Konkreter ausfor-
muliert verstehen wir darunter das Wissen um die Möglichkeiten und Metho-
den der visuellen Aufbereitung, insbesondere der computergestützten, sowie
ihre wirkungsvolle Nutzung.
Visualisierer: Hierunter verstehen wir die Software, mit der der Anwender inter-
agiert. Es können wie bei TVLA zwei Dimensionen, zwei Arten, von Vor-
kenntnissen unterschieden werden. Zum Ersten sind dies Kenntnisse, die zur
(Weiter-)Entwicklung der Software notwendig sind. Das Spektrum ist wieder
weit gefächert und umfasst sowohl Kenntnissen in Didaktik und Visualisie-
rung als auch Kenntnisse in Programmierung. Da wir die meisten Bereiche
gesondert aufführen, wollen wir hierunter in erster Linie Interna der Software
verstehen. Zum Zweiten handelt es sich um Kenntnisse über die Benutzung
der Software. Hierzu zählt die Kenntnis der angebotenen Funktionalität und
das Verständnis, die daraus erwachsenen Möglichkeiten zu nutzen.
Algorithmen und Datenstrukturen: Die Gegenstände der Algorithmenvisuali-
sierung sind Algorithmen, und diese verwenden bestimmte Datenstrukturen.
Wenn Algorithmenvisualisierung als lernunterstützendes Mittel benutzt wird,
sind normalerweise Algorithmen und Datenstrukturen der Gegenstand des
Lernens. Die Skala reicht vom Experten über jemand, der den Inhalt einer
gleichlautenden Vorlesung theoretisch verstanden hat und ihn beim Program-
mieren umsetzen kann, bis zu jemand, der diese Inhalte gerade lernt.
Wir werden nicht für jede Rolle alle genannten Vorkenntnisbereiche ansprechen.
Einige sind für bestimmte Rollen typisch, während sie für die restlichen unerheb-
lich sind. Zum Beispiel sind Didaktikfähigkeiten primär nur für den Entwickler des
Visualisierers, für den Speziﬁkationsentwerfer und für den Visualisierungsinszenator
wichtig, umfassende Softwareentwicklungsfähigkeiten sind nur für die Rollen bedeut-
sam, die das Wort Entwickler in sich tragen. Wir werden jeweils nur die im Hinblick
auf den Zweck der Interaktion mit dem Visualisierer relevanten Themenbereiche
ansprechen.
Rollen stehen häuﬁg in einer Wechselbeziehung, in einer Interaktion, miteinander.
Eine Person kann beim Umgang mit dem Visualisierer zum Beispiel mehrere Rollen
bekleiden. Einige dieser Interaktionen tauchen bei (fast) allen Rollen auf, weswegen
wir sie hier vorziehen und im Folgenden gesondert beschreiben.
 Der Entwickler des Visualisierers interagiert mit jeder anderen Rolle, bezie-
hungsweise diese mit ihm, in der Art, dass der Entwickler Rückmeldungen von
den Anwendern anfordert oder erhält. Sie liefern Vorschläge für Erweiterun-
gen, machen auf Fehler aufmerksam und dergleichen.
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 Ein Anwender des Visualisierers benötigt eine Inszenierung. Sobald eine Rolle
mit dem Visualisierer interagiert, ist sie auch ein Anwender. Damit interagiert
jede Rolle mit (der Rolle des) Visualisierungsinszenators.
Da jede Benutzung des Visualisierers einer bestimmten Absicht unterliegt,
muss auch die Speziﬁkation auf diesen Zweck abgestimmt sein. Sofern keine
darauf zugeschnittene Speziﬁkation vorliegt, ist auch der Speziﬁkationsentwer-
fer an der Wechselwirkung beteiligt. (Man könnte dies auch lediglich als eine
Interaktion zwischen dem Inszenator und dem Speziﬁkationsentwerfer anse-
hen.)
 Wir können zwei Arten von Wechselbeziehungen unterscheiden: Zum Ersten
gibt es solche, die den Visualisierer mit einbeziehen, die auf ihn bezogen sind.
Wir können sie primäre Interaktionen nennen. Die eben beschriebenen Wech-
selwirkungen sind von dieser Art. Zum Zweiten existieren Interaktionen, die
den Visualisierer primär nicht mit einbeziehen. Wir können sie als sekundäre
Interaktionen bezeichnen. Hierzu gehört, wenn ein Lernender oder eine andere
Rolle sich an einen Algorithmen-Datenstrukturen-Experten wendet, um Ver-
ständnisproblem hinsichtlich des Algorithmus zu besprechen, oder wenn ein
TVLA-Entwickler sich mit einem Shapeanalysten bespricht. Bei Interaktion
dieser Art werden wir nur die sehr charakteristischen erwähnen.
In diesem Abschnitt müssen wir klarer zwischen Algorithmus und Programm un-
terscheiden. Beide Wörter beschreiben eine Formulierung einer Vorgehensweise, in
unserem Fall eine Berechnung im Stile imperativer Programmiersprachen. Aller-
dings ist der Grad der Detailliertheit unterschiedlich. Algorithmen sind allgemeiner
und betonen mehr das Prinzip der Berechnung und die strukturellen Zusammen-
hänge. Programme sind spezieller, bei ihnen ist jedes Detail umgesetzt. Algorithmen
werden durch Programme realisiert, umgekehrt kann man Programme als Instantiie-
rungen von Algorithmen auffassen. Die Shapeanalyse wird naturgemäß, der TVLA-
Kontrollﬂussgraph ist ein Programm, für ein Programm berechnet. Die Ergebnisse
lassen sich häuﬁg auf den Algorithmus übertragen. (In Abschnitt 4.3 ist die Um-
setzung von Algorithmen(beschreibungen) in TVLA-Kontrollﬂussgraphen angespro-
chen.) Bei einigen der vorgestellten Rollen liegt das Augenmerk auf dem Algorith-
mus, auf dem Prinzip der Berechnung, während es bei anderen auf dem Programm,
auf der konkreten Realisation, liegt.
Entwickler des Visualisierers
Beschreibung der Rolle: Es geht um die Arbeit an der Software des Visualisierers.
Dies umfasst seine Realisierung als Programm und die Erweiterung seiner Funktio-
nalität. Hierzu gehören auch die Implementierung von Änderungen und die Wartung
der Software. Jemand, der diese Rolle einnimmt, interagiert mit dem Visualisierer
als Anwendung auf die Weise, dass er die Korrektheit der programmierten Modiﬁ-




Vorkenntnisse: Der Name der Rolle suggeriert einen hohen Grad an Kenntnissen
im Bereich Programmierung und Visualisierung. Natürlich kennt er sich sehr gut
mit den Interna des Visualisierers aus. Da es um Algorithmenvisualisierung mittels
Shapegraphen geht, darf ein wenigstens durchschnittliches Verständnis der Shape-
analyse erwartet werden. Da wir die Benutzung des Visualisierers als Lernvorgang in-
terpretieren, sind auch didaktische Kenntnisse vorteilhaft, um das Lernprozess eﬀek-
tiv zu unterstützen. Kenntnisse im Bereich Algorithmen und Datenstrukturen sind
dann nützlich, wenn er als Tester seines Programms auftritt.
Anforderungen an den Visualisierer: Wenn ein Entwickler des Visualisierers mit
dem Programm interagiert, dann primär zum Austesten von Änderungen. Seine
Anforderungen richten sich dann nicht auf die Qualität der Visualisierung der Ana-
lyseausgabe und der einzelnen Shapegraphen. Im Vergleich zu den anderen Rollen
nimmt er damit eine Sonderrolle ein. Deswegen werden wir seine Anforderungen
auch nicht weiter betrachten.
Interaktion mit anderen Rollen: Die Hauptinteraktionen besteht wohl üblicherweise
auf dem Einholen von Feedback, die anderen zuvor angesprochenen Wechselwirkun-
gen bestehen natürlich auch. Zuweilen interagiert er mit dem TVLA-Entwickler:
Für die Visualisierung des Programmablaufes ist es förderlich, wenn die Analy-
se nicht (nur) für jeden Programmpunkt eine Menge von Shapegraphen, sondern
stattdessen einen Transitionsgraphen berechnet. In einem der Visualisierungsprojek-
te, vergleiche [Bieber 2001], wurde beispielsweise die Analysemaschine dahingehend
erweitert, dass in jedem Shapegraphen bei jeder Ecke vermerkt wurde, auf welche
Art sie entstanden war, ob sie also beispielsweise schon im Ausgangsshapegraphen
vorhanden war, ob sie durch Materialisation aus einer Summary-Ecke hervorge-
gangen war oder ob sie durch Verschmelzung bei der Blur-Operation entstanden
war.
Shapeanalyst
Beschreibung der Rolle: Es geht um die Shapeanalyse als solche. Die Interessen lie-
gen im Bereich Logik und Programmanalyse. (Wir haben es also nicht mit einem
professionellen Börsenspezialisten zu tun). Die Interaktion mit dem Visualisierer ist
eher beschränkt, er dient in erster Linie zum Testen und experimentellen Veriﬁzie-
ren von Aspekten der Shapeanalyse. Der Lernvorgang, der Abstraktionsprozess im
Gehirn richtet sich auf die Shapeanalyse.
Vorkenntnisse: Ein Shapeanalyst ist in erster Linie ein Experte in Shapeanalyse.
Damit einher geht sicherlich eine überdurchschnittliche Kenntnis der Interna von
TVLA. Seine Kenntnisse im Bereich Algorithmen und Datenstrukturen sind zu-
mindest so hoch, dass die Beispiele, die er (zum Testen) verwendet, für ihn klar
sind.
Anforderungen an den Visualisierer: Da die Interaktion dieser Rolle mit dem Vi-
sualisierer eher beschränkt ist, können auch nur bedingt charakteristische Anforde-
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rungen formuliert werden. Wenn der Shapeanalyst einen Aspekt der Shapeanalyse
geändert hat, der sich nur auf bestimmte Shapegraphen auswirkt, wird er diese auf
einfache Art ﬁnden wollen. Die Visualisierung sollte das Filtern der Analyseausgabe
nach speziﬁzierbaren Eigenschaften unterstützen.
Interaktion mit anderen Rollen: Es bestehen nur die zuvor genannten (primären
und sekundären) Wechselwirkungen. Er kann gegenüber anderen Rollen auch als
Lehrender im Bereich Shapeanalyse auftreten.
TVLA-Entwickler
Beschreibung der Rolle: Es geht um die Umsetzung der (Theorie der) Shapeana-
lyse in Software, also um das Arbeiten an der TVLA-Software. Hierzu gehört die
Realisierung der Shapeanalyse als Programm, die Implementierung von Erweiterun-
gen und Änderungen sowie die Pﬂege der TVLA-Software. Die Interaktion dieser
Rolle mit dem Visualisierer ist beschränkt. Sie verwendet ihn in erster Linie als
Debugging-Hilfe und zum Testen. Es geht dabei darum, sich von der Korrektheit
der Änderungen an der Software zu überzeugen. Der Lerngegenstand ist damit die
TVLA-Software.
Vorkenntnisse: Er verfügt über ein überdurchschnittliches Wissen im Bereich Shape-
analyse. Das theoretische Niveau eines Shapeanalysten ist nicht erforderlich, jedoch
sind praktische Aspekte nützlich und wichtig. Er verfügt sowohl über gutes theoreti-
sches Wissen als auch über praktische Fähigkeiten im Bereich Softwareentwicklung,
in den Interna von TVLA kennt er sich gut aus. Was seine Kenntnisse im Bereich
Algorithmen und Datenstrukturen anbetriﬀt, gilt das Gleiche wie beim Shapeana-
lysten: Sie sind zumindest so hoch, dass die Beispiele, die er (zum Testen und De-
buggen) verwendet, für ihn keine weiteren Problem aufwerfen.
Anforderungen an den Visualisierer: Die Interaktion, die im Umfeld der Entwick-
lung, Erweiterung und Wartung von TVLA erfolgt, kann nach ihrer Auswirkung
auf die Analyse in zwei Arten eingeteilt werden: Die Softwareänderungen können
sich auf (fast) alle Shapegraphen während der Berechnung auswirken, dies ist zum
Beispiel der Fall, wenn eine andere Fokusoperation implementiert wird, oder die Än-
derung kann sich nur auf bestimmte Shapegraphen auswirken. Im zweiten Falle will
man diese Art von Shapegraphen bei der Visualisierung besonders überprüfen. Wie
auch beim Shapeanalysten sollen Such- und Filterfunktionen unterstützt werden.
Im ersten Fall will man wie der Algorithmen-Datenstrukturen-Lernende gut durch
die Analyseausgabe navigieren können. Generell ist für ihn die Mitvisualisierung
von Debug-Informationen ausgesprochen nützlich.
Interaktion mit anderen Rollen: Es bestehen die zuvor genannten (primären und se-
kundären) Wechselwirkungen. Außerdem kann eine Interaktion mit dem Entwickler




Beschreibung der Rolle: Diese Rolle umfasst die Speziﬁkation von Shapeanalysen.
Zu einer gegebenen Datenstruktur wird eine Abstraktion festgelegt, elementare Ope-
rationen auf der Datenstruktur werden als TVLA-Aktionen formuliert. Ein Algo-
rithmus, der auf dieser Datenstruktur operiert, wird als TVLA-Kontrollﬂussgraph
kodiert und es werden Startshapegraphen speziﬁziert, die den Heap zu Beginn des
Programmstarts beschreiben. Jemand, der diese Rolle einnimmt, verwendet den Vi-
sualisierer als Test- und Debugging-Hilfe. Er überzeugt sich, dass die Abstraktion
im Hinblick auf den beabsichtigten Zweck ausreichend und angemessen ist, dass
die Shapegraphen in ihrer Struktur so aussehen wie erwartet und die erwünschten
Aussagen erlauben. Fehler in der Speziﬁkation wirken sich in fehlerhaften Shape-
graphen aus. Er sucht und untersucht sie, um dadurch Probleme und Unstimmig-
keiten auf der Seite der Speziﬁkation zu verstehen. Der Gegenstand des Lernens,
des Verstehen-Wollen, ist die Speziﬁkation.
Vorkenntnisse: Im Bereich Shapeanalyse muss verstanden werden, wie eine TVLA-
Aktion auf einen Shapegraphen wirkt, also unter anderem was die Fokus- und Co-
erce-Operationen bewirken. TVLA sollte gut bedient werden können, Kenntnisse der
Interna sind aber nicht erforderlich. Programmierkenntnisse sind nur insoweit erfor-
derlich, als die Kodierung des Algorithmus als Kontrollﬂussgraph erfolgen und die
Speziﬁkation syntaktisch einwandfrei korrekt sein muss. Die Datenstruktur und der
Algorithmus müssen verstanden sein, es müssen starke, charakterisierende Eigen-
schaften, die dann gegebenenfalls als Prädikate formuliert werden, benannt werden
können. Dies bestimmt die erforderlichen Kenntnisse im Bereich Algorithmen und
Datenstrukturen. Didaktisches Wissen kann nicht schaden, besonders wenn die Spe-
ziﬁkation von Lernenden im Bereich Algorithmen und Datenstrukturen verwendet
werden soll, ist es angeraten. Für das Kontrollieren und Testen der Speziﬁkation mit
dem Visualisierer sollte seine Bedienung wenigstens auf durchschnittlichem Niveau
beherrscht werden.
Anforderungen an den Visualisierer: Für einen allgemeinen Überblick über die Ana-
lyseausgabe sind angemessene Navigationsmöglichkeiten durch die Analyseausgabe
notwendig. Probleme und Fehler in der Speziﬁkation sind häuﬁg lokal, das heißt
sie wirken sich nur auf Shapegraphen mit bestimmten Eigenschaften aus. Daher
erwartet er ausreichende Such- und Filterfunktionen. In der Debug-Ausgabe von
TVLA werden bei jeder Anwendung einer Aktion die Zwischenshapegraphen, also
die Shapegraphen nach Anwendung der Fokus-, (Coerce-), Precondition-Update-,
Coerce- und Blur-Operation, mit ausgegeben. Besonders die Ausgabe nach der Co-
erce-Operation ist bei der Formulierung von Konsistenzregeln zur Verschärfung von
Shapegraphen essenziell, nur mit dieser lassen sich Constraint-Breaches angemessen
beurteilen. Daher proﬁtiert diese Rolle sehr stark, wenn TVLA-Debug-Ausgaben
mitvisualisiert werden können.
Interaktion mit anderen Rollen: Es bestehen die zuvor genannten (primären und
sekundären) Wechselwirkungen. Gegebenenfalls bespricht er sich beim Entwickeln
238
einer Speziﬁkation mit einem Algorithmen-Datenstrukturen-Experten (sekundäre
Interaktion).
Visualisierungsinszenator
Beschreibung der Rolle: Diese Rolle beschreibt die Vorbereitung des Visualisierers
für einen Benutzer. Er wählt im Hinblick auf die Vorkenntnisse und den Zweck, mit
dem der Anwender den Visualisierer benutzen will, eine Speziﬁkation aus. Gegebe-
nenfalls führt er eine Shapeanalyse (mit dem gewünschten Grad an Genauigkeit)
durch. Des Weiteren initialisiert er den Visualisierer mit einer geeigneten, auf den
Anwender abgestimmten Darstellung. Diese Rolle hat vieles mit der Rolle eines
künstlerischen Leiters oder Regisseurs einer Aufführung gemein. Die Interaktion ei-
nes Visualisierungsinszenators mit dem Visualisierer stellt keine Lernsituation dar,
deshalb lässt sich auch kein Lerngegenstand benennen.
Vorkenntnisse: Der Visualisierungsinszenator wählt sich eine vom Entwerfer ent-
wickelte Speziﬁkation aus. Kenntnisse von Shapeanalyse sind also nur beschränkt
erforderlich. Da er eine Shapeanalyse durchführen können muss, sollte die Bedie-
nung von TVLA beherrscht werden. Sehr vorteilhaft ist, wenn er sich in die Rolle
des Anwenders hineinversetzen kann. Der Algorithmus, der letztendlich visualisiert
werden soll, wird auf wenigstens einem ähnlichen Niveau verstanden, wie die Rol-
le, für die die Inszenierung gedacht ist. Wenn sich die Inszenierung an Lernende
im Bereich Algorithmen und Datenstrukturen richtet, sind didaktische Kenntnisse
nützlich. Er kennt sich gut mit Visualisierung und mindestens gut mit dem Visua-
lisierer aus.
Anforderungen an den Visualisierer: Diese Rolle bereitet eine Visualisierungssit-
zung für einen Anwender vor, der über bestimmte Vorkenntnisse verfügt und der
einen bestimmten Zweck mit der Visualisierung verfolgt. Dabei versetzt er sich in
die Rolle des Anwenders. Seine Wünsche an den Visualisierer sind dann die des
Anwenders.
Interaktion mit anderen Rollen: Es bestehen die zuvor genannten (primären und
sekundären) Wechselwirkungen. Die am stärksten ausgeprägte Interaktion ﬁndet
mit dem Speziﬁkationsentwerfer statt: Ist keine zum beabsichtigten Zweck passende
Speziﬁkation verfügbar, muss eine solche entwickelt werden.
Algorithmen-Datenstrukturen-Experte
Beschreibung der Rolle: Es geht darum, ein tieferes theoretisches Verständnis des
Algorithmus zu erlangen. Eine Person in dieser Rolle könnte beispielsweise aussa-
gekräftigere Schleifeninvarianten ﬁnden wollen. In diesem Beispiel bestünde die In-
teraktion mit dem Visualisierer im Wunsch, logisch formulierbare Eigenschaften zu
ﬁnden, die alle Shapegraphen eines Programmpunktes erfüllen. Der Gegenstand des
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Lernens ist der Algorithmus. (Ein Algorithmen-Datenstrukturen-Experte als Per-
son kann auch als Lehrender auftreten.1 Dann besteht seine Interaktion mit dem
Visualisierer in der Auswahl einer Präsentation für den Lernenden. Er tritt dann
aber eigentlich als Visualisierungsinszenator auf.)
Vorkenntnisse: Dass er sich bei Algorithmen und Datenstrukturen bestens auskennt,
suggeriert schon der Name der Rolle. Kenntnisse im Bereich Shapeanalyse sind nur
soweit erforderlich, dass er die Analyseausgabe versteht und Shapegraphen lesen
kann. Mit dem Visualisierers kennt er sich gut aus und kann die ihm gebotenen
Möglichkeiten gewinnbringend nutzen.
Anforderungen an den Visualisierer: Sie ähneln denen des Shapeanalysten und sind
mit dem Begriﬀsfeld Such-, Filter- und Gruppierungsmöglichkeiten geeignet cha-
rakterisiert. Wenn er beispielsweise an Invarianten interessiert ist, dann sucht er
Formeln, die für alle oder zumindest für eine große beziehungsweise bestimmte Teil-
menge der Shapegraphenmenge eines Programmpunktes gelten; Gruppierungsfunk-
tionen können ihn hierbei unterstützen.
Interaktion mit anderen Rollen: Es bestehen die zuvor genannten (primären und se-
kundären) Wechselwirkungen. Besonders ausgeprägt ist die sekundäre Interaktionen
als Wissensvermittler, als Lehrender.
Algorithmen-Datenstrukturen-Lernender
Beschreibung der Rolle: Diese Rolle verkörpert die klassische Lernsituation im Fach-
gebiet Algorithmen und Datenstrukturen. Eine Person in dieser Rolle will verste-
hen, wie ein vorgegebener Algorithmus funktioniert und warum er das Gewünschte
leistet. Darauf ist die Interaktion mit dem Visualisierer ausgerichtet. Der Lernge-
genstand ist das Programm beziehungsweise der Algorithmus.
Vorkenntnisse: Im Bereich Shapeanalyse kennt er sich soweit aus, dass er die Ausga-
be einer Analyse versteht und mit Shapegraphen vertraut ist. Die einzelnen Anwei-
sungen des betrachteten Programmes muss er verstehen. Grundkenntnisse in der Be-
dienung des Visualisierers sind nötig, weitergehende Kenntnisse nützlich.
Anforderungen an den Visualisierer: Für diese Rolle ist charakteristisch, dass für
den Lerngegenstand noch keine ausgereifte Abstraktion im Gehirn entwickelt wurde.
Daher proﬁtiert diese Rolle wohl am meisten von einer guten didaktischen Führung
und einer eﬀektiven Nutzung der Möglichkeiten, die Visualisierung als Methode
bietet. Zu den Themenbereichen, die dabei eine besondere Beachtung verdienen,
zählen: Darstellung der Shapegraphen, Navigationsmöglichkeiten durch die Ana-
lyseausgabe (durch den Transitionsgraphen), Möglichkeiten zur Klassiﬁkation von
1. In diesem Zusammenhang können wir auch ein Buch als Experten auffassen. Eine Rolle wird
zwar meistens von einer Person eingenommen, jedoch zeigt dieses Beispiel, dass dies nicht not-
wendigerweise der Fall sein braucht.
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Shapegraphen, beispielsweise in Bezug auf den Grad ihrer Allgemeinheit, und Struk-
turierungsmöglichkeiten, beispielsweise Methoden zum Zusammenfassen ähnlicher
(Heap-)Situationen.
Interaktion mit anderen Rollen: Es bestehen die zuvor genannten (primären und
sekundären) Wechselwirkungen. Seine weiteren Interaktionen richten sich auf den
Erwerb weiteren Wissens: Er interagiert mit dem Inszenator oder dem Entwickler
des Visualisierers um mehr über die Bedienung des Visualisierers, er interagiert mit
dem Algorithmen-Datenstrukturen-Experten, um mehr über den Algorithmus und
gegebenenfalls interagiert er mit dem Inszenator oder dem Speziﬁkationsentwerfer
um mehr über die gewählte Speziﬁkation zu erfahren.
Programmtester
Beschreibung der Rolle: Diese Rolle befasst sich mit der Korrektheit der Implemen-
tierung eines Algorithmus. (Die Korrektheit des Algorithmus an sich gehört zur Rol-
le des Algorithmen-Datenstrukturen-Experten.) Eine Person in dieser Rolle hat ein
konkretes Programm vorliegen, also einen Algorithmus, der in einer konkreten Pro-
grammiersprache formuliert wurde und von einem Speziﬁkationsentwerfer getreu in
einen TVLA-Kontrollﬂussgraphen umgesetzt wurde. Er will sich davon überzeugen,
dass dieses Programm und der Algorithmus dasselbe berechnen, dass das Programm
das Gewünschte leistet und korrekt ist. Dies bestimmt seine Interaktion mit dem
Visualisierer. Der Gegenstand des Lernens ist das Programm.
Vorkenntnisse: Er kennt sich in Shapeanalyse auf einem Niveau aus, so dass er
deren Ausgabe versteht und Shapegraphen lesen kann. Er verfügt über ausrei-
chende Kenntnisse im Bereich Algorithmen und Datenstrukturen um zu wissen,
dass und warum der Algorithmus das Gewünschte leistet. Den Visualisierer kann er
gut bedienen und seine Möglichkeiten nutzen, um die konkrete Implementierung zu
untersuchen.
Anforderungen an den Visualisierer: Sie gehen in zwei Richtungen: Zum einen ist
ähnlich wie beim Algorithmen-Datenstrukturen-Lernenden eine gute Qualität der
Navigation durch die Analyseausgaben und deren Darstellung wünschenswert. Man
vergleiche die Darstellung dort. Zum anderen proﬁtiert er stark von Such-, Filter-
und Gruppierungsfunktionen. Damit kann er bestimmte Situationen gesondert be-
trachten und den Rest ausblenden.
Interaktion mit anderen Rollen: Es bestehen die zuvor genannten (primären und
sekundären) Wechselwirkungen.
Programmoptimierer
Beschreibung der Rolle: Diese Rolle befasst sich mit der Verbesserung von Teilaspek-
ten eines Programms, die hinsichtlich vorgegebener Kriterien bewertet werden. (Die
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Verbesserung des Algorithmus an sich gehört zur Rolle des Algorithmen-Datenstruk-
turen-Experten.) Die Rolle baut auf der Rolle des Programmtesters auf, über Fragen
der Korrektheit des Programms herrscht Gewissheit. Bei der Interaktion eines Be-
nutzers in dieser Rolle mit dem Visualisierer erhoﬀt er sich neben Inspirationen
allgemeiner Natur, den Grad der Erfülltheit der Kriterien beurteilen zu können, um
so verbesserungsbedürftige Programmstellen zu ﬁnden. Der Gegenstand des Lernen-
Wollens ist wie beim Programmtester das Programm.
Vorkenntnisse: Sie sind ähnlich wie beim Programmtester, jedoch in der Regel auf
einem höheren Niveau. Im Bereich Shapeanalyse liegt der Kenntnisstand auf einem
Niveau, so dass er deren Ausgabe versteht und Shapegraphen lesen kann. Er ver-
fügt im Gebiet Algorithmen und Datenstrukturen wenigstens über die Kenntnisse,
um beurteilen zu können, dass und warum der Algorithmus das Gewünschte leistet.
Er verfügt über ausreichende Kenntnisse, um für einzelne Programmteile alternati-
ve Implementierungen in Erwägung zu ziehen. Den Visualisierer kann er auf einem
überdurchschnittlichen Niveau bedienen.
Anforderungen an den Visualisierer: Hier gilt das Gleiche wie beim Programm-
tester. Wünschenswert wäre, dass sich die Optimierungskriterien in die Visuali-
sierung integrieren lassen. Der Grad ihrer Erfülltheit könnte für jeden Shapegra-
phen mitvisualisiert werden. Es sollte sich beispielsweise nach Shapegraphen su-
chen lassen, für welche die Kriterien nur schwach ausgeprägt sind, die also kritisch
sind.
Interaktion mit anderen Rollen: Es bestehen die zuvor genannten (primären und
sekundären) Wechselwirkungen. Spielt beim Zweck der Visualisierung neben der
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