We provide an exact construction of interaction Hamiltonians on a onedimensional lattice which grow as a polynomial multiplied by an exponential with the lattice site separation as a matrix product operator (MPO), a type of one-dimensional tensor network. We show that the bond dimension is (k + 3) for a polynomial of order k, independent of the system size and the number of particles. Our construction is manifestly translationally invariant, and so may be used in finite-or infinite-size variational matrix product state algorithms. Our results provide new insight into the correlation structure of many-body quantum operators, and may also be practical in simulations of many-body systems whose interactions are exponentially screened at large distances, but may have complex short-distance structure.
Introduction
Starting with the seminal work of Affleck, Kennedy, Lieb, and Tasaki [1] , matrix product states (MPSs), also known as finitely correlated states [2] , have garnered a great deal of theoretical attention. One of the most appealing features of MPSs is that they provide an exact representation of certain translationally invariant quantum states, and they are unique among state ansätze in their ability to do so for entangled states. In addition to their usefulness as an analytic tool, MPSs are also the underpinning of the densitymatrix renormalization group method (DMRG), which has become the de facto standard for strongly correlated systems in one spatial dimension (1D). In particular, DMRG can be expressed as a variational method within the space of MPSs [3] . The generalization of such a variational ansatz from pure states to density operators led to the introduction of the operator-valued generalization of MPSs, matrix product operators (MPOs), by Verstraete et al. [4] . Later, McCulloch [5] realized that significant gains can be had if all operators used in an MPS calculation are represented as MPOs, and put forward a lower triangular "canonical form" for MPOs. As an example, the use of MPOs to represent the Hamiltonian operator leads to amortized linear scaling of DMRG sweeps with the system size using caching methods [6] , and exact arithmetic can be used on MPOs to obtain quantities like the energy variance of quantum states. Hence, extending the class of operators with exactly known MPO representations not only improves our knowledge of the correlation structure of many-body objects, but also can lead to practical gains in numerical simulations.
Just as MPSs naturally describe quantum states with exponentially decaying correlations [3] , MPOs are most naturally suited to describing interactions which have an exponential decay. Pirvu et al [7] and Crosswhite and Doherty [8] showed how general decaying functions may be approximated with MPOs by fitting the functional decay to a sum of MPOs. As the number of exponentials increases, the interaction is approximated to a larger distance, but for any finite number of exponentials there is a range beyond which the interaction no longer accurately approximates the true function. In parallel with analytical representations, numerical methods exist also for combining MPOs through arithmetic operations, or for reducing the bond dimension of an MPO [9] . In Ref. [10] , Fröwis, Nebendahl, and Dür undertook a classification of Hamiltonians which have an MPO representation whose bond dimension is independent of the system size. One of their examples was a polynomial times an exponential function, which was claimed to have a bond dimension of O (k), with k being the order of the polynomial, independent of the system size. An example MPO was given, but no constructive method nor proof of the methodology was presented for general polynomials. In this paper, we put forth a constructive characterization of the MPO representation of Hamiltonians with polynomial times exponential interactions for all orders k, and show that the bond dimension is (k + 3).
The organization is as follows: In Sec. 2 we briefly review the theory of MPOs to set notation and discuss previously known examples. In Sec. 3 we present an MPO ansatz for general positive power-law interactions and prove its validity. Sec. 4 generalizes the results of the previous section to general polynomial interactions. Finally, in Sec. 5 we conclude and give an outlook. Python code to solve for the coefficients of the MPO ansatz and a table of these coefficients in the special cases of power law interactions for the first six powers are given as appendices.
Matrix product operator definitions and examples
Let us consider a lattice of L sites, each of which contains a d-dimensional Hilbert space spanned by the states {|i , i = 1, . . . , d}. A matrix product operator (MPO) acting on the Hilbert space of this lattice is defined aŝ
where each of the objects W i j i ′ j [j] is a matrix whose linear dimension is bounded by χ, which we call the bond dimension of the matrix product operator, and Tr denotes the matrix trace. The indices of the physical Hilbert space, e.g., i j are called physical indices, while those involved in the matrix product and trace will be referred to as bond indices. It is useful to re-write this expression aŝ
where now each of theŴ [j] 
|i j i j | is a matrix of operators acting on the Hilbert spaces spanned by the {|i j } and whose matrix indices are the same as the
For a translationally invariant system, only a single MPO matrixŴ suffices to describe the operator. If we are constructing the representation of this operator on a finite chain of L sites with open boundary conditions, as is the most common scenario for numerical MPS simulations, we simply take the first MPO matrixŴ [1] to be the last row ofŴ, the last MPO matrixŴ [L] to be the first column ofŴ, and all other MPO matricesŴ [1<j<L] to beŴ. In what follows, we will focus on such translationally invariant operators, and hence only describe the single MPO operatorŴ.
Similar to MPS representations of quantum states, MPOs are remarkable in their ability to compactly represent many-body operators. As an example, the MPO matrix W one−body describing a one-body operator iX i iŝ
the matrixŴ two−body for a two-body operator iX iŶi+1 iŝ
and that for an exponentially decaying interaction i<j β j−iX iŶj iŝ
In all these examples, the dimensions of the matrices are indexed by bond indices, while the physical Hilbert space is described by the operator character of, e.g.,X. More examples can be found in the literature, e.g., Ref. [10] .
MPO construction of positive power-law interactions

Statement of MPO ansatz
Our ansatz for the MPO matrix describing the Hamiltonian of a power-law interaction of the formĤ
or, in a more compact notation,
In Eq. (8), 1 n is a vector of length n whose elements are all 1 and L k (a) is the
parameterized by the vector a = (a 1 , a 1 , . . . a k ). Note that the indices of the matrix L k and the vectors 1 k+1 are bond indices. As in the above, only operators denoted by hats act on the physical Hilbert space. L k (a) is a Toeplitz matrix, i.e. a diagonally constant matrix, and is lower triangular. Comparing with the exponential MPO in Eq. (5), we see that a polynomial multiplied by an exponential interaction of the form
is immediately obtained by replacing L k (a) → βL k (a),X → βX, which does not change the structure or bond dimension of the MPO. To begin to understand how the ansatz Eq. (8) generates polynomial interactions, let us consider the Hamiltonian on an increasing number of sites. For L = 2 sites, the MPO matrices areŴ [1] =Ŵ k+1,: andŴ [L] =Ŵ :,1 , as described above. Hence,
For L = 3 sites,Ŵ [1] andŴ [L] remain the same and we introduce an additional matrix W [L−1] =Ŵ in between them, findinĝ
This gives the condition that 1 T k+1 L k (a) 1 k+1 = (k + 1) 2 k for our ansatz to faithfully reproduce the power-law interaction at this length. Following this line of reasoning through, the conditions on the vector a such that the MPO matrix Eq. (7) reproduces the Hamiltonian Eq. (6) are
for n = 1, . . . , k; that is, conditions are placed on the elementwise sums of powers of the L k (a) matrix. An inductive proof that this set of equations produces the Hamiltonian on any number of lattice sites is saved for Sec. 3.4. Eq. (13) represents a system of k equations in k unknowns. However, the n th equation is a degree n polynomial in products of the elements of a, and the solution of Eq. (13) is hence a nontrivial task.
Formulation of the constraint equations
We begin the solution of Eq. (13) by defining the n × n shift matrix, Z n , as
From its definition, Z n is nilpotent with degree n, Z n n = 0. We can write L k (a) in terms of the shift matrix as
where we have set a 0 = 1. Using Eq. (15), the n th power of L k (a) also has a power series expansion in Z k+1
where the coefficients c (n,k) j are defined recursively as
Furthermore, 1 T n · A · 1 n = n ij=1 A ij for any n × n matrix A, and so the constraint equations Eq. (13) may be stated in terms of the coefficients c 
Let us now derive a recursion relation between the coefficients c (n,k) j with different n. We do so by equating powers of Z k+1 in the expansion
and find
Repeatedly applying the recursion Eq. (20) on the right hand side of Eq. (20), we find
Here, the primed summation is defined as
. . .
Noting that c (0,k) j = δ j,0 and c
where p i ≥ 1 and j ≥ 1. Stated in terms of ξ nk , we have
The result Eq. (24) is a precise restatement of the fact that the n th order condition Eq. (13) is a degree-n polynomial in products of the elements of a. In order to simplify the equations it is convenient to work not directly with the sequence ξ nk , but with its binomial transform m j=1 m j η jk = ξ mk , η mk = m j=1 (−1) j+m ξ jk m j .
We take the sums from j = 1 due to the fact that ξ 0k = η 0k = 0. Using Eqs. (25) and (24) together, we have that
Because of the restriction that all indices p i ≥ 1, the condition m i=1 p i = j can only be satisfied for j ≥ m, and so
That is, each term in η mk is a monomial of degree m in the elements of a. Furthermore, from the sum restriction, η mk involves only the elements a p with p ≤ k − m + 1. In particular, we have that
Hence, we may solve for a 1 , a 2 , etc. in ascending order by considering the expressions Eq. (28) in descending order of m. A numeric value for η mk is obtained by using the far right-hand side of Eq. (18), and yields
Expanding the power on the right hand side using the binomial theorem and applying the definition of the Stirling numbers of the second kind
we find
Using the identity [11] p n p
we then have
In particular, for m = k, we have η kk = (k + 1)!. Hence, if we choose the positive real root a 1 = [(k + 1)!] 1/k , then the entire vector a may be taken to be real. As an example, the equations to be solved for k = 4 are η 44 = a 4 1 = 120 (35) η 34 = 2a 3 1 + 3a 2 1 a 2 = 300 (36) η 24 = 3a 2 1 + 4a 1 a 2 + 2a 1 a 3 + a 2 2 = 250 (37)
Solution of the constraint equations
While a 1 may be found analytically, the other coefficients must be generated numerically.
To derive an efficient numerical procedure, we return to Eq. (28) and note that
The sum counts the number of ways to partition the integer (m + q) into m pieces such that each piece p i ≥ 1. Equivalently, the problem is the number of integer partitions of q into at most m pieces. This is a standard problem in combinatorics, and will not be reviewed here; an implementation is given as part of the python program in Appendix B.
A particular partition p may be written as the set {s, m}, where s denotes the distinct integers forming the partition and m denotes their multiplicities, the number of times each integer appears, such that i s i m i = n. We will refer to the number of distinct integers in a particular partition p as the length of the partition, and denote it with ℓ.
In terms of these quantities, the number of different ways that a particular partition p may be realized is 
Proof of construction
In this section we prove that if the conditions Eq. (13) hold for n = 1, . . . , k, then they hold for any n ∈ N. This demonstrates that the MPO matrix Eq. (7) faithfully represents the Hamiltonian Eq. (6) for a system of any number of sites. The proof is inductive. Let us assume that Eq. (13) is true for all n = 1, . . . , k, and venture to prove that Eq. (13) for n = (k + 1) follows, that is,
We begin by noting that the eigenvalues of L k (a) are its diagonal elements, as is true for any triangular matrix. Hence, L k (a) satisfies the characteristic polynomial equation
Using the binomial theorem and rearranging, we find
Multiplying by 1 k+1 on the right, by 1 T k+1 on the left, and using the hypotheses 1 T k+1 L n k (a) 1 k+1 = (k + 1) (n + 1) k − 1 , n = 1, . . . , k, we find
By virtue of Worpitzky's identity,
with k q an Eulerian number, we have
To determine the value of the term in brackets, we write k+1 r=1 (−1) k−r k + 1 r
where (x) k is the falling factorial. Expanding the falling factorial in terms of the Stirling numbers of the first kind as
we have
The term in brackets in Eq. (49) vanishes according to the identity
which may be proved inductively. Hence,
and so Eq. (46) becomes
Using Worpitzky's identity again, we have
as was to be shown. This proof may be generalized to any arbitrary integer n = k + ℓ, ℓ ∈ N, by multiplying the characteristic polynomial Eq. (42) by (L k (a) − I) ℓ−1 and following an identical line of reasoning. Hence, once the values of a have been set by the conditions of Eq. (13) for n = 1, . . . , k, the MPO matrix Eq. (7) reproduces the Hamiltonian Eq. (6) on any number of sites.
Extension to general polynomial interactions
The proof given in Sec. 3.4 relies only on the form of Worpitzky's identity
Hence, the same analysis applies to any function P k (x) which can be written as a linear combination of q + x k , q = 0, . . . , k − 1. Because these binomial coefficients form a basis for the space of polynomials of degree k with no constant term, the most general functions which are linear combinations of these binomial coefficients are degreek polynomials of the form
We now wish to express polynomials of the form Eq. (55) as
We do so by noting that finding the coefficients W kq is equivalent to solving the linear system of equations  
. For the special case 
Also, as noted above, the MPO resulting from this construction is immediately generalized to interactions consisting of polynomials multiplied by an exponential using the replacements L k (a) → βL k (a),X → βX, which does not change the structure or bond dimension of the MPO.
Conclusions
To summarize, we have put forwards an exact construction of Hamiltonians consisting of interactions whose strength varies as a degree-k polynomial multiplied by an exponential with site separation as a matrix product operator (MPO) with bond dimension (k + 3), independent of the system size or the number of particles. In addition to a proof that this construction reproduces the desired Hamiltonian on any number of sites, we also described an algorithm to determine the parameters appearing in the MPO ansatz to any desired numerical precision; a python implementation of this algorithm is given as Appendix B. In addition to being useful for constructing complex operators for use in variational MPS calculations, our results provide new analytic insight into efficiently constructing quantum states and operators with complex correlations. In table A1, we collect the numerical values of the vector a for the first six powers. These values were generated using the code provided in Appendix B.
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