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In this paper we consider a generic differential equation with a cubic nonlinearity and
delay. This system, in the absence of delay, is known to undergo an oscillatory instability.
The addition of the delay is shown to result in the creation of a number of periodic
solutions with constant amplitude and a constant frequency; the number of solutions
increases with the size of the delay. Indeed, for many physical applications in which
oscillatory instabilities are induced by a delayed response or feedback mechanism, the
system under consideration forms the underlying backbone for a mathematical model.
Our study showcases the effectiveness of performing a numerical bifurcation analysis,
alongside the use of analytical and geometrical arguments, in investigating systems with
delay. We identify curves of codimension-one bifurcations of periodic solutions. We show
how these curves interact via codimension-two bifurcation points: double singularities
which organise the bifurcations and dynamics in their local vicinity.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Delay differential equations (DDEs) have long been used to model a wide range of phenomena in many physical
applications where the system’s evolution depends on its state at a time in the past. For example, the delay may be due to
maturation periods in biological systems [1]; control mechanisms in physiological systems [2]; synaptic processing time
in neural networks [3]; the propagation time of light in an optical ring-cavity [4]; or the effect of optical feedback on
semiconductor lasers [5]. In all cases, the presence of a delay gives rise to oscillatory dynamics which, if the delay is large
enough, may bifurcate into more complicated, chaotic dynamics.
Since the introduction of the software package DDE-BIFTOOL [6], numerical continuation techniques have been used to
analyse the steady state solutions and periodic solutions of DDEs, and detect local bifurcations. In particular, DDE-BIFTOOL
has been used with great success when investigating semiconductor lasers subject to optical feedback; see, for example,
Refs. [7–11]. These numerical tools have provided a greater insight into the dynamics of feedback lasers than an analytical
treatment alone would allow. This is primarily due to the infinite-dimensional nature of the governing DDE [12]. In
particular, full stability information, that is, the exact location of all eigenvalues in a given right-half plane, may only be
obtained numerically from a transcendental characteristic equation. This means that the detection and continuation of
bifurcations in DDEs is considerably more demanding than in the non-delayed case.
In this study we investigate oscillatory instabilities in the following generic system [13] with a cubic nonlinearity and a
fixed, discrete delay:
dz
dt
= (α + iβ)z − z|z|2 + z(t − τ). (1)
The DDE (1) describes the evolution of the complex variable z(t) = Re(z(t))+ iIm(z(t)), with real valued parameters α and
β . The feedback term is given by z(t−τ). Eq. (1) has recently been studied analytically usingmultiple time-scale approaches
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to derive amplitude equations describing the ensuing oscillation [13]. As detailed in Ref. [13], Eq. (1) without the delayed
term is the normal form for a supercritical Hopf bifurcation. In the presence of the delayed term, the zero solution of Eq. (1)
undergoes an oscillatory instability atα = −1. This results in the birth of a small amplitude periodic solutionwith frequency
β . Furthermore, for particular values of α, β and τ , Eq. (1) forms the underlying backbone of many physical systems; see,
for example, the feedback laser in the long delay limit [14] and the electric field equations of the more complicated laser
systems in Refs. [7,8,10,11].
We begin our study by using the techniques of Ref. [15] to perform an analytical study of periodic solutionswith constant
amplitude and frequency, born as the delay τ is increased from zero. By switching to a rotating reference frame, in which
these periodic solutions are steady states, we use numerical tools to find and follow their bifurcations with respect to
changes in parameters. Specifically, we identify Hopf bifurcations h of the zero solution of Eq. (1) from which emanate
non-zero amplitude, periodic solutions. We continue these solutions in parameters and compute their stability. In this
way, we find both oscillatory, Hopf bifurcations H and saddle-node bifurcations S of these non-zero amplitude, periodic
solutions (which are equivalent to, respectively, torus and saddle-node bifurcations of limit cycles of the zero state solution).
We conclude by revealing how these codimension-one bifurcations are connected via codimension-two degenerate Hopf
dh points (also known as generalised Hopf or Bautin bifurcations), and both double-Hopf hh and saddle-node Hopf SH
bifurcation points [16,17]. These codimension-two points organise the bifurcations and dynamics in their local vicinity.
They are called organising centres [8,18].
2. Delay-induced periodic solutions
We seek solutions to Eq. (1) of the form
zs = Rseiωst , (2)
where Rs is a constant amplitude and ωs a constant frequency. For semiconductor lasers subject to optical feedback, these
continuous-wave solutions are analogous to those describing the electric field component of the so-called external-cavity
modes [7,11,19]; compare also the external filtered modes studied in Ref. [15]. As we will see, the number of solutions
increases with the delay τ . Therefore, we will refer to solutions of the type (2) as delay-induced modes (DMs).
The ansatz (2) is motivated by the S1-symmetry of Eq. (1) under the transformation
z → cz where {c ∈ C : ‖c‖ = 1}. (3)
In other words, rotating any solution in the complex plane z over any angle b ∈ [0, 2pi ] results in another solution of Eq. (1)
[20].
The steady state solutions zs = 0 for |α| ≤ 1 and fixed β are analysed in Ref. [13]. It is shown that for α < −1 this
steady state is stable. For−1 < α < 0, the steady state is shown to beweakly unstable; that is, the real parts of the unstable
eigenvalues are proportional to 1/τ . Finally, for α > 0, the steady state is shown to be strongly unstable, with a rightmost
complex pair of unstable eigenvalues at λ ≈ α ± iβ; see also Ref. [21]. The authors of Ref. [13] identify periodic solutions,
born as this steady state solution is destabilised. These periodic solutions are of the form (2) with Rs 6= 0: our DMs. Direct
numerical integration (simulation) of Eq. (1), under variation of initial conditions, is used to identify the coexistence of DMs,
with differing frequencies ωs, in α, with β fixed. It is also shown that the number of stable DMs increases with τ . Moreover,
the authors of Ref. [13] investigate the point at which, as α is increased, the DMs become stable. It is shown that, in the
(ωs, α)-plane, this stabilisation occurs along what is termed an Eckhaus parabola [13].
In this study we use numerical continuation techniques to extend the analysis of Ref. [13]. This allows us to analyse DMs,
irrespective of their stability, and compute their bifurcations in both α and β .
Inserting the ansatz (2) into Eq. (1) yields the following equation for ωs:
f (ωs) = ωs − β + sin(ωsτ). (4)
In other words, the ωs are given by roots of Eq. (4):
f (ωs) = 0; (5)
that is, by solutions of a diagonal, sinusoidally varying function, off-set by β , with frequency τ ; again, this shows that the
number of DMs increases with τ and is independent of α. Note that Eq. (4) evaluated at τ = 0 gives ωs = β; that is, one
recovers the frequency of the bifurcating periodic solution found in the non-delayed Hopf bifurcation. Once the frequency
ωs is known, the amplitude Rs can be found as
Rs =
√
α + cos(ωsτ), (6)
yielding the condition for real solutions,
α + cos(ωsτ) ≥ 0. (7)
Moreover, a DM is born when α+ cos(ωsτ) = 0, which implies that Rs = 0. This is indicative of a Hopf bifurcation of the zero
state (h). Furthermore, together with Eq. (5), this implies that a DM is created when
α2 + (β − ωs)2 = 1. (8)
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Fig. 1. Solution curve given by Eq. (5), for τ = 20. The dots show the discrete DM frequencies for β = 1.0.
This condition is also derived in Ref. [13] by way of an asymptotic analysis in the limit of large τ . There it is shown that,
when Eq. (8) holds, a pseudocontinuous spectrum of eigenvalues is tangent to the imaginary axis; see also Ref. [21]. However,
in general, the result is independent of the size of τ , which when large simply gives more DMs.
Fig. 1 shows the solution curve given by Eq. (5) in the (β, ωs)-plane, for τ = 20. This value of τ was chosen because it is
large enough to manifest the generic scenario of the long-delay limit studied in Ref. [13]; yet it yields a moderate amount
of DMs such that our numerical analysis is clear. Solutions for β = 1 are shown as dots; that is, β = 1 results in 13 DMs
with differing frequencies ωs. As β is varied the frequencies ωs of the DMs change. Moreover, for particular values of β , one
finds fold points in the solution curve. These fold points are given by roots of the first derivative of Eq. (4) with respect to
ωs. Namely, they are given by
df (ωs)
dωs
= 1+ τ cos(ωsτ) = 0. (9)
Together with Eq. (5), these fold points are saddle-node bifurcations (S) in which a pair of DMs, with Rs > 0, are born or
destroyed. Specifically, they occur for
β = ±1
τ
(
arccos
(
− 1
τ
)
− 2npi
)
± sin
(
arccos
(
− 1
τ
))
, (10)
where n ∈ Z and τ ≥ 1. Saddle-node bifurcations on the right of the solution curve, shown in Fig. 1, correspond to the
(+)-solutions; those on the left of the solution curve correspond to the (−)-solutions. We will refer to these saddle-node
bifurcations as S+ and S−, respectively. The difference in β , and subsequently (using Eq. (5)) inωs, between two consecutive
S+ (or S−) is
1β = 1ωs = 2pi
τ
. (11)
Finally, as seen from Eqs. (9) and (10), the argument of the inverse cosine functionmeans that the limiting value of the delay
for which the saddle-node bifurcations, in which the DMs are born, exist is given by τ = 1. It follows that, for τ = 1, we
have ωs = β = (2n + 1)pi . These parameter values define cusp singularities where the solution curve shown in Fig. 1 only
has points of inflection. In other words, saddle-nodes S+ and S− (given by Eq. (10), for n = m and n = m+ 1, respectively)
come together.
While Fig. 1 identifies the DMs which exist for τ = 20, at a fixed value of β , it does not reveal the stability of these
solutions. For this, we turn to numerical tools [6], where we perform a complete bifurcation analysis of Eq. (1).
3. Numerical bifurcation analysis
For a given β , we can use Eq. (5) to find the constant frequenciesωs and, subsequently, Eq. (6) for the constant amplitudes
Rs of the DMs. Exploiting this uniformity, it follows that the analysis of a DM of Eq. (1) can be reduced to analysing a steady
state solution in a uniformly rotating frame of reference [7]. Specifically, this can be achieved under the transformation
z(t)→ z(t) exp(ibt), b ∈ R, (12)
resulting in the following autonomous system:
dz
dt
= (α + iβ)z − z|z|2 + z(t − τ) exp(−ibτ)− ibz, (13)
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Fig. 2. One-parameter bifurcation diagrams showing the DM frequencies as a function of α. From (a) to (d), β = 1.07 1.11, 1.12 and 1.25, respectively;
for fixed τ = 20.0. Black lines indicate stable solutions; grey lines, unstable ones. Hopf bifurcations h of the zero state are marked by a cross (×) and Hopf
bifurcations H of DMs by a star (∗).
where z(t) ∈ C and b ∈ R is an unknown parameter. Furthermore, in order to isolate a single solution we impose the extra
condition Im(z) = 0. In this way, the phase indeterminacy due to the rotational symmetry (3) is removed [7].
Periodic solutions (DMs) of Eq. (1), with constant amplitude Rs and frequency ωs, can now be analysed as steady state
solutions of Eq. (13), where the free parameter b is equal to the frequency−ωs at equilibrium. This approach is common in
the feedback laser literature [7,10,11].
3.1. Codimension-one bifurcations
We begin our analysis by using Eq. (5) to obtain initial DMs, for fixed τ = 20 and fixed values of β . Next, we use
DDE-BIFTOOL to compute corresponding branches in the free parameter α. Technically, this is actually a two-parameter
continuation because when we solve for each value of α, along a given branch, we most also solve for b. Moreover, we
compute the stability and detect the bifurcations of the DMs.
Fig. 2(a) to (d) shows branches of DMs where the frequencies ωs are plotted against α, for fixed β = 1.07, 1.11, 1.12 and
1.25, respectively, and fixed τ = 20. Stable DMs are shown in black; unstable ones are in grey. Hopf bifurcations H of DMs,
corresponding to a pair of eigenvalues passing through the imaginary axis, are indicated by stars (∗), and Hopf bifurcations
of the zero state h, corresponding to a real eigenvalue of Eq. (13) passing through zero, by crosses (×). The latter bifurcations
are shown to lie on the dashed circle, given by Eq. (8). If a stable DM emanates, the Hopf bifurcation of the zero state h is
supercritical; else, an emanating unstable DM implies a subcritical bifurcation h.
We now identify common features of Fig. 2(a) to (d). As α is increased, DMs for differing frequencies ωs are born in Hopf
bifurcations of the zero state h at discrete points along the curve defined by Eq. (8). Unstable DMs born for α > 0 are shown
to undergo a number of Hopf bifurcationsH, remaining unstable for all α. This is in contrast to DMs born for α < 0. Firstly, in
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Fig. 3. One-parameter bifurcation diagram showing the DM frequencies as a function of α. Parameters were fixed at β = 1.0 and τ = 80.0. Black lines
indicate stable solutions; grey lines, unstable ones. Hopf bifurcations h of the zero state are marked by a cross (×) and Hopf bifurcations H of DMs by a
star (∗).
each case, the DM born in a supercritical Hopf bifurcation of the zero state h, at the lowest value of α, is stable and remains
so for all α; see also the result obtained by numerical simulation in Ref. [13, Fig. 4]. Secondly, as α is increased, unstable
DMs are born in subcritical bifurcations h. These DMs undergo one or more Hopf bifurcations H before becoming stable.
They remain stable for all higher values of α. The point of stability is given by the Eckhaus parabola identified in Ref. [13].
Moreover, while the numerical simulation results of Ref. [13] show that these stable DMs lose their stability for higher values
of α, our continuation results show that this is not the case. To confirm this, Fig. 3 shows DMs for β = 1 and τ = 80; these
values can be directly compared to Ref. [13, Fig. 4] where, for ease of presentation, only the stabilising Hopf bifurcations are
shown. Fig. 3 clearly shows the Eckhaus parabola. Moreover, when stable, the DMs are clearly shown to retain stability into
higher values of α. The discrepancy between the numerical simulation results of Ref. [13] and our continuation results may
be due to a shrinking basin of attraction for each DM as α is increased. This is a feature which may affect results obtained
by numerical simulation, where the choice of initial conditions is crucial when the basin of attraction is small. Of course, it
is also not possible to detect the unstable DMs using numerical simulation.
Between Fig. 2(a) and (b), β = 1.07 (a) to β = 1.11 (b), the number of DMs decreases from 13 to 11. This is due to a
saddle-node bifurcation S+ atβ = 1.0798 (given by the positive solution of Eq. (10) for n = 0; see also Fig. 1). In our (α, ωs)-
projection, for fixedβ = 1.0798, this saddle-node bifurcation takes place atα = 1/τ = 0.05,ωs = β−(1−α2). The ensuing
11 solution branches shown in Fig. 2(b) and their bifurcations are clearly identifiedwith the uppermost 11 solution branches
of Fig. 2(a). Between β = 1.11 and β = 1.12, the number of solution branches increases from 11 to 13; see Fig. 2(b) and (c),
respectively. This is due to a second saddle-node bifurcation S− at β = 1.1193 (given by the negative solution of Eq. (10) for
n = 7). This time, in the (α, ωs)-plane, the saddle-node bifurcation S− takes place at α = 1/τ = 0.05, ωs = β + (1− α2).
Again, the lowermost 11 solution branches of Fig. 2(c) and their bifurcations are clearly identified with those shown in
Fig. 2(b). Fig. 2(d), for β = 1.25, shows the ensuing 13 branches of DMs away from the saddle-node bifurcation S−.
The transitions between Fig. 2(a) and (d) repeat as β is increased further. Specifically, the next saddle-node bifurcation
S+ occurs at β = 1.3940, resulting in 11 branches of DMs; this is followed by a saddle-node bifurcation S− at β = 1.4335,
resulting again in 13 branches. These bifurcations correspond to those shown between Fig. 2(a) and (b), and Fig. 2(b) and
(c), respectively. The values of β between each S+ (or S−) bifurcation differ by 1β = 2pi/τ , as previously identified in
Section 2, Eq. (11). Moreover, not only do the branches of DMs and their saddle-node bifurcations repeat over1β = 2pi/τ ,
so do the Hopf bifurcations. The only difference is that the mean value of the frequencies ωs increases with β . Thus, Fig. 2
provides a complete description of the dependence of the codimension-one bifurcations of the DMs on α and β .
3.2. Codimension-two bifurcations
By freeing the parameter β , we can use continuation techniques to follow the codimension-one Hopf bifurcations h and
H, and the saddle-node bifurcations S±, in parameters. First, we simultaneously solve Eq. (8) together with Eq. (5); that is,
we continue the Hopf bifurcations h. These lie on a spiral in (α, β, ωs)-space, given by Eq. (8): α2 + (β − ωs)2 = 1. In
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Fig. 4. Stability along the Hopf curve h of the zero state, showing the real part of the eigenvalues against ωs .
other words, this is a spiral of radius one, centred around α = 0 and the line β = ωs. We will refer to this spiral as the Hopf
curve of the zero state. (The discrete Hopf bifurcation h points shown in Fig. 2(a) to (d) as crosses (×) lie on this curve.) Using
DDE-BIFTOOL we can also compute the stability of the DMs born at this Hopf curve of zero states, for τ = 20. Fig. 4(a)
shows stability information for ωs ∈ [0, 0.6], where the real parts of the eigenvalues λ are plotted against ωs. It is clear
that the eigenvalues are periodic in ωs, with period 1ωs = 2pi/τ ≈ 0.314. Fig. 4(b) shows a zoom of the dashed region of
Fig. 4(a) for one such period ωs ∈ [0.157, 0.471]. The stability information shows a real eigenvalue on the imaginary axis;
this is confirmation of the Hopf bifurcation of the zero state h. Fig. 4(a), for ωs ∈ [0.086, 0.227] and ωs ∈ [0.401, 0.542],
also shows that the real part of a pair of complex-conjugate eigenvalues increases dramatically. In these ωs-intervals, we
find α ∈ [0, 1]. These are regions of strong instability [21]. (A similar mechanism is shown for the filtered feedback laser
in Ref. [10].) Moreover, Fig. 4(b), for ωs ∈ [0.3065, 0.3218] (correspondingly, α ∈ [−1,−0.989]), indicates an interval in
which there are no eigenvalues with real part greater than zero. DMs born for parameters within these latter regions are
initially stable and remain so for allα; comparewith Fig. 2. Finally, Fig. 4(b) shows 22 complex-conjugate pairs of eigenvalues
crossing the imaginary axis. Therefore, we can conclude that along the curve α2 + (β − ωs)2 = 1, for τ = 20, one finds a
repeating sequence of 22 codimension-two double-Hopf bifurcations of the zero state (hh).
From these 22 double-Hopf bifurcations of the zero state hh emanate curves of Hopf bifurcations H of DMs (equivalent
to curves of torus bifurcations of the zero state [16]). We can use DDE-BIFTOOL to find and follow these Hopf curves H in
parameters, namely, in α and β . (The discrete Hopf bifurcation H points shown in Fig. 2(a) to (d) as stars (∗) lie on these
curves.) Fig. 5 shows the curves (in black) of Hopf bifurcations H, which emanate from the double-Hopf bifurcations hh,
in the (β, ωs)-plane (a), (α, ωs)-plane (b), (α, β)-plane (c) and (α, β, ωs)-space (d). The Hopf curve h of the zero state
α2 + (β − ωs)2 = 1 is shown as a sinusoidal curve, (a) and (b), and a grey spiral (c) and (d). (DMs emanating from the grey
part of the Hopf curve h of the zero state, shown in Fig. 5(a), are those which are always stable.) The 22 codimension-two
double-Hopf hh bifurcation points of the zero state, identified by the eigenvalues with zero real part in Fig. 4(b), are marked
by dots (•). These are particularly clear in the (α, β)-parameter plane shown in Fig. 5(c). Furthermore, curves of saddle-node
bifurcations of DMs S± are shown, in Fig. 5(b), (c) and (d), as grey lines (horizontal in α). These are born at the Hopf curve
h of the zero state at degenerate Hopf (dh±) points, marked by stars (∗), at α = 1/τ ; see Eqs. (7) and (9). The saddle-node
curves intersect Hopf curves (tangentially in (α, β, ωs)-space) at codimension-two saddle-node Hopf (SH±) points, marked
as circles (◦); see Fig. 5(b), (c) and (d). Such points are known to generate awealth of complex dynamics in their local vicinity:
for example, torus bifurcations and homoclinic solutions, which are a source of excitability [22].
Furthermore, Fig. 5(a) and (b) show that the double-Hopfhh points (marked as dots (·)) liewithin the boundsωs = 0.157
and ωs = 0.470 (shown as dashed lines); see also Fig. 4(b). Outside this ωs-range lie further double-Hopf hh bifurcations,
marked by crosses (×). These form parts of the sets of double-Hopf hh bifurcations either side of our chosenωs-interval. We
identify themhere because they are connected, via Hopf curves of DMsH, with double-Hopf hh points found in ourωs-range
of consideration; see Fig. 4(b).Moreover, this shows a connection between consecutiveωs-intervals,wherewe stress that the
bifurcation structure shown in Fig. 5 repeats as one varies β . This is clear if one considers the period1ωs, given by Eq. (11),
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Fig. 5. Hopf curves of the zero state and saddle-node curves of DMs (in solid grey), and curves of Hopf bifurcations of DMs (in black) in projection onto
the (β, ωs)-plane (a), (α, ωs)-plane (b), (α, β)-plane (c), and the (α, β, ωs)-space (d). Double-Hopf bifurcation hh points identified in Fig. 4(b) are marked
as dots (•), degenerate-Hopf points dh as stars (∗) and saddle-node Hopf SH points of DMs as circles (◦). Further double-Hopf points hh are marked as
crosses (×).
and applies this to the bifurcations shown. This repetition is also seen in Fig. 5(d) where, as β is increased, the Hopf curves
of DMs H are seen to ‘climb’ the spiral-shaped Hopf curve of the zero state. In other words, Fig. 5 reveals a complete picture
of both codimension-one and codimension-two bifurcations of the DMs of Eq. (1) in parameters.
4. Conclusions
We have studied a generic system which forms the underlying backbone of many DDEs found in physical applications,
namely, the normal form of a Hopf bifurcation, exhibiting a cubic nonlinearity, with delay; thus, also highlighting the
usefulness of applying numerical continuation tools in the analysis of DDEs.
Used in conjunction with analytical techniques, this analysis has revealed a curve of Hopf bifurcations of a zero state, in
parameters, at which delay-induced periodic solutions (DMs) are born.We found and followed oscillatory, Hopf bifurcations
and saddle-node bifurcations of these DMs, in parameters. This revealed a number of codimension-two degenerate-Hopf
points and double-Hopf bifurcations of the zero state, and saddle-node Hopf bifurcations of DMs. In applications, these
codimension-two points are important as they form organising centres for the system’s dynamics and global bifurcations,
for example, homoclinic solutions, which are a source of excitability.
Finally, we note that the periodic solutions emanating from these Hopf bifurcations of DMs can also be found with
DDE-BIFTOOL, and their stability computed. These are quasiperiodic solutions of Eq. (1). Investigations have revealed to us
that, as for feedback lasers [7], these solutions form bridges between steady state solutions with different frequenciesωs, as
a single parameter is varied. However, this is beyond the scope of this study, in which we have focused all attention on the
DMs of Eq. (1).
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