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Abstract
Obesity is a significant public health problem in the United Kingdom and many other
parts of the world, including some low-income settings. Although obesity prevalence has
been rising for several decades, governments have been slow to implement policies that
may have an impact at a population level. Numerous socio-demographic factors have been
linked with obesity, but are highly intercorrelated, and identifying relevant factors or at-risk
population groups is difficult.
This thesis uses a graphical modelling approach, specifically Bayesian networks, to
model the joint distribution of socio-demographic factors and obesity related behaviour.
The key advantages of graphical models in this context are their ability to model highly
correlated data, and to represent complex relationships efficiently as network structure.
Three separate pieces of work comprise this thesis. The first uses a sampling technique
to identify the networks that best explain the observed data, and employs the common
structural features of these networks to infer conditional dependencies present between
socio-demographic variables and obesity related behaviour indicators. We find determi-
nants of recreational physical activity differ between males and females, and age and eth-
nicity have a significant influence on snacking behaviour. The second piece of work uses
Bayesian networks to build a model of health behaviour given socio-demographic input,
and then applies this to data from the 2001 census in order to provide an estimate of the
health behaviour of a real population. The final analysis uses Bayesian network structure to
explore potential determinants of body fat deposition patterns and compares the results to
those derived from a Generalized Linear Model (GLM). Our approach successfully identi-
fies the main determinants, age and Body Mass Index, although is not a genuine alternative
due to a lack of sensitivity to less important determinants.
Beyond the application to obesity, results of this thesis are of a wider relevance to
epidemiology as the field moves towards an increased use of Machine Learning techniques.
The work conducted has also met and overcome several technical issues that are likely to
be of relevance to others exploring similar approaches.
University of Manchester
Application of Bayesian Networks to Problems within Obesity Epidemiology
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Glossary
Arc/Edge: Directed connection between two nodes representing a conditional de-
pendency.
Beta Distribution: A probability distribution representing the probabilities of the
outcomes of a discrete binomial event. It is a special case of the Dirichlet
distribution where the random variable is binomial.
Child node: The node to which a directed arc is incident from a parent node.
Dirichlet Distribution: A probability distribution representing the probabilities
of each of several possible outcomes of a discrete event. It is the multinomial
extension of the Beta distribution.
Edge relation feature: A probability estimate of an arc existing between two nodes
following approximation over the space of of all possible network topolo-
gies.
Likelihood: The retrospective probability of the observed data.
Markov Chain-Monte Carlo: An approach often used to sample from probabil-
ity distributions. A Markov Chain is a memoryless random process, i.e. its
future states depend only on its current state. Monte Carlo algorithms use
repeated samples to approximate a distribution.
Metropolis-Hastings sampling: A Markov Chain-Monte Carlo technique for ap-
proximating distributions that are difficult to evaluate analytically.
Move: An operation used to generate a new network topology from an existing
network topology.
Node: A vertex representing a random variable in a Bayesian network.
Parameters: The probabilities associated with the outcomes of a child node asso-
ciated with each possible combination of parent node outcomes.
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Parent node: The node from which a directed arc is incident to a child node.
Parentset: A collective term for the parents of a given node.
Posterior: The distribution of a random variable in Bayesian statistics, composed
of the Prior distribution and the likelihood function of the data.
Prior: The distribution assigned to a random variable in Bayesian statistics before
the incorporation of data.
Probability valley: A region of low probability space, which consequently is un-
likely to be visited by a Metropolis Hastings algorithm or a similar approach.
Pseudocount/Hyperparameter: These are the parameters of the Prior distribu-
tion, they influence the posterior in an identical manner to counts, but are
not actually observed.




BMA: Bayesian Model Averaging.
BMI: Body Mass Index.
DAG: Directed Acyclic Graph.
ERF: Edge Relation Feature.
HSE: Health Surveys for England.
IPA: Incidental Physical Activity.
MCMC: Markov Chain-Monte Carlo.
MR move: Multiple Reversal move.
NS-SEC: National Statistics Socio-Economic Classification.
OPA: Occupational Physical Activity.
PDAG: Partially Directed Acyclic Graph.
REV move: Grzegorczyk-Husmeier edge reversal move.
RPA: Recreational Physical Activity.






This chapter introduces the themes and concepts explored in the thesis. First the
severity of the obesity epidemic in the United Kingdom and elsewhere is estab-
lished, and methodological problems that epidemiologists face are outlined. Obe-
sity in the UK has been rising consistently for several decades, despite this, very
little is known regarding the potential effectiveness of population level interven-
tions. One of the primary reasons for this is the lack of understanding of the root
causes of behaviour that results in obesity. A pertinent problem is the fact that
many factors related to obesity are highly correlated, making identification of rel-
evant factors difficult, this thesis applies statistical modelling techniques to help
overcome this issue. This chapter provides an brief introduction to these tech-
niques and other related approaches in epidemiology. The final part of the current
chapter provides a detailed overview of the structure of the thesis.
1.1 The Obesity Epidemic
Obesity is the condition of having excess body fat, which is associated with in-
creased health risks. The Body Mass Index (BMI, kg/m2) is an imprecise but
useful measure of body fatness, or adiposity, and is typically used to define obesity
(BMI≥ 30) and overweight (25 ≤ BMI ≤ 30) [1].
Obesity is essentially the result of energy imbalance between that consumed
and that expended, with excess energy being stored as fat. The link between energy
imbalance and obesity is complex, with significant genetic and metabolic compo-
nents. Obesity prevalence has risen sharply in the UK in recent years, attracting the
commonly applied label ‘epidemic’; figure 1.1 shows 23.6% of males and 24.4%
of females were obese in 2007, up from 13.2% and 16.4% in 1993 [2].
This epidemic is the result of a complex environment that encourages people
to consume more and exercise less [3]. Despite the insistence of the food indus-
try to the contrary [4], the available evidence suggests people are consuming more
than ever [5]. This increased consumption is due to a multitude of social and
economic factors, culminating in an environment with high availability of cheap,
energy dense, highly palatable food that is aggressively marketed to the population.
In addition, the current environment provides less opportunity for physical activity,
with shifts in the labour market and technological advancement promoting a more
sedentary lifestyle [5]. A myriad of factors interact to create the obesogenic envi-
ronment, the relative importance of which varies between individuals and groups.
Although the magnitude of the obesity epidemic has long been recognised, finding
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Figure 1.1: Prevalence of obesity in UK adults by gender, 1993 to 2007
a solution is likely to be one of the biggest public health challenges of the 21st
Century [6]. An approach that is able to model interacting factors represents an
important step to the understanding of obesity.
The public health and economic implications of rising adiposity across soci-
ety have led to widespread concern [7, 8]. Obesity prevalence has been rising
year on year for several decades. Obese individuals have a significantly reduced
life expectancy [9, 10], and are at a higher risk of diabetes, cardiovascular dis-
ease [11], cancer [12], musculoskeletal conditions [13], and numerous other health
problems [14]. The annual direct cost to the National Health Service (NHS) of
obesity and its consequences has been conservatively estimated at approximately
£1bn in 2001 [15], around 2% of total expenditure, and will rise with increasing
obesity prevalence. This figure does not include cost attributable to overweight,
which has been tentatively estimated as equal to the cost of obesity [15]. These
numbers, however, belie the true cost, with the indirect costs due to absenteeism
and reduced productivity estimated at a substantial proportion of the direct cost.
Childhood obesity is a major public health problem, with obesity prevalence
rising from 11.1% and 12.2% to 16.8% and 15.2% in boys and girls respectively
in the UK from 1995 to 2008 [2]. Obese children are more likely to become obese
adults [16, 17], with associated health problems and subsequent costs. Long term
health implications of obesity from childhood are unclear, but may be even more




Risk of developing type-II diabetes is closely associated with rising BMI [18–
20]. The prevalence of diabetes is increasing, with obesity responsible for a large
proportion of cases [21]. Recent years have also seen a surge in diagnoses in chil-
dren and adolescents [22]. Obesity associated type-II diabetes is becoming in-
creasingly common in children and adolescents [23], and some may experience
secondary complications [24]; diabetes may aﬄict a third of US children if current
trends continue [22]. Diabetes and its subsequent complications represent a signifi-
cant financial cost in terms of drug treatment and complications of disease [25,26].
Increasing rates of obesity coupled with the UK’s aging population [27] will allow
prevalence of diabetes to continue to rise at huge financial and human cost [28,29].
Cardiovascular disease is the leading cause of death in the UK [30], and obese
individuals are vulnerable to a much higher risk [11]. Although death rates from
coronary heart disease (CHD) and all circulatory diseases have been declining for
three decades [30], obesity is becoming increasingly important as a risk factor [31].
Reductions in overall death rates are attributed to improving treatments and man-
agement of other risk factors, such as smoking, hypertension, and cholesterol lev-
els [31]. A modelling study attributed ∼ 7, 700 CHD deaths (of ∼ 100, 000) in 2001
to increases in obesity, diabetes and physical inactivity since 1981 [31]. Obesity
is associated with increased risk of several cancers, including endometrial, kid-
ney, gall bladder (in women), breast (in post menopausal women), liver and colon
(particularly in men) [32–36]. Links between obesity and cancers of the prostate,
pancreas, ovaries and haematopoietic cancers are less well defined [37–41]. Obe-
sity contributes to a substantial proportion of cancer mortality; Renehan and col-
leagues [12] estimated the fraction attributable in the United States at 1.5-3.6% in
men and 2.3-5.9% in women. Although obesity is currently behind smoking and
alcohol abuse as the main cause of cancer mortality in developed countries [42], it
still represents a major economic and human burden which is likely to rise given
further increases in obesity prevalence.
Treatment of obesity and its consequences represent direct costs. Indirect costs
also attributable to obesity include lost earnings due to premature mortality and
certified sickness, absenteeism, lost productivity in the workplace, and incapacity
allowances. The 2004 House of Commons Health Committee Report on Obesity
[15] estimated the indirect cost of obesity at £2.35-2.6bn in 2002; this is derived
from £1.05-1.15bn from lost earnings due to premature mortality, and 1.3-1.45 bn
from certified sickness. This figure represents approximately two-thirds of the total
cost attributed to obesity in the UK, and may be an underestimate due to exclusion
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of absenteeism costs, reduced productivity and incapacity benefit (though the latter
is likely to be small, approx £9m in 2005/6 [43]). Other studies have estimated
the indirect cost of obesity at $23.0bn of $68.8bn (∼ 33%) in 1990 [44], $47.6bn
of $99.2bn (∼ 48%) in 1994 [45] and $56bn of $117bn (48%) in 2000 [46] in
the United States, and $637m of $1, 721m (∼ 37%) in 2005 in Australia [47].
Although the proportion of the UK total cost is larger, this is likely to be due to
different methods and inaccuracies in estimating direct costs. These indirect costs
reflect not only increased mortality of obese individuals, but a higher tendency to
take absence, both certified and uncertified [48–50], and lower productivity in the
workplace [51]. Not all of the negative implications of rising obesity manifest
fully in financial costs; obesity is a major contributory factor to depression in some
individuals [52], and is generally associated with a reduced quality of life [53].
In order to produce estimates of future costs of obesity the government com-
missioned the Obesity Foresight1 report, which undertook a simulation that mod-
elled future costs of rising obesity prevalence. The model was based on an extrap-
olation of the observed rise in obesity in the UK from 1993-2004. A microsimu-
lation was carried out that simulated mortality and disease in the population. Risk
of disease was based on a literature review where the odds ratio of a number of
obesity related disease was estimated. Cost was linearly projected from 2004 NHS
cost data, i.e. if the number of diabetes patients doubled, the cost to the economy
would also double. A figure of almost £50bn by 2050 was reached, however this
work is based on a crude linear extrapolation, and is not widely accepted.
1.2 Challenges in Obesity Epidemiology
The cause of obesity at an individual level is simple; a mismatch between personal
energy intake and energy expenditure leading to the storage of excess energy as
fat. However, understanding the factors that affect or determine energy intake and
expenditure at a population level is far from straightforward. The link between
social demographic factors and obesity is well studied and frequently discussed,
but there is no simple association [54–56].
Obesity is often depicted as aﬄiction of the urban poor, but the reality is far
more nuanced. Data has shown that the median as well as the mean BMI is in-
creasing, suggesting weight gain across the entire population [2]. Improved char-




that determine and mediate obesity in populations. Such information will allow
the design of better targeted and efficient interventions, and the identification of
population groups at particular risk. The obesogenic environment is highly com-
plex, and is likely subject to many interactions, whereby factors may have a strong
influence in some population groups but little in others. The identification of ‘pres-
sure points’ where interventions can be shown to be cost-effective is needed, this
requires a much more complete understanding of the environment.
Obesity is strongly tied to socio-demographic factors, albeit in a complex man-
ner. Several papers have noted variation in diet quality with socio-economic status,
income and education [57–62]; poorer areas have also been shown to have a higher
density of fast food outlets [63, 64]. Numerous studies have reported that partici-
pation in recreational physical activity is associated with socio-demographic fac-
tors [65–69]. Access to amenities such as green spaces and leisure facilities may
vary with deprivation [70–73], although it is difficult to establish a causal link be-
tween access and behaviour. Risk factors for energy imbalance are not uniformly
distributed and are likely be clustered in population groups [74].
Although each of these factors exhibit links to obesity, such socio-demographic
variables are highly and inextricably correlated. Much of epidemiology uses re-
gression analyses to explain the variation in data, and to attribute it to various
independent exposures. In this context, however, the concept of an independent
risk factor for obesity is nonsensical; socio-demographic factors are highly corre-
lated, which can be a cause of bias in traditional regression models, which may not
adequately adjust for highly correlated covariates [75]. In regression analyses, cor-
relation between covariates can provide misleading results; a genuine effect may be
obscured by intracorrelation between several variables as correlation between co-
variates is not reported by regression models. This thesis argues that in such cases,
epidemiology should move beyond modelling exposure-disease relationships, and
attempt to model entire systems, including dependencies between covariates.
Population data is necessary to explore the relationships between factors as-
sociated with levels of energy intake and expenditure. However, measuring levels
of energy intake and expenditure has proved difficult beyond controlled laboratory
conditions. Most epidemiological studies are observational in nature, as this is the
only practical method of obtaining data at a population level. Such data is subject to
bias from a wide range of sources, such as uncontrolled confounders, selection and
participation bias, measurement error and missing data. To date, there is very little
information available on the health behaviour of populations. Although obesity re-
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lated behaviours are known to vary with numerous socio-demographic factors, data
is not available regarding energy consumption and energy expenditure levels at a
population level. Consequently, the scale of overconsumption and sedentariness
are unknown. The discrepancy between energy consumed and energy required is
termed the ‘energy gap’. It is the widening energy gap that is responsible the ob-
served rise in obesity, and is therefore the obvious target for intervention. However,
the size of the energy gap is unknown. A number of papers and editorials refer to
an energy gap of 100kCal/day being responsible for the obesity epidemic [76–78].
Morabia and Costanza [78] speculate that the obesity epidemic could be elimi-
nated if all individuals in a population walked an additional 15 (brisk pace) to 60
(slow) minutes a day to burn the additional 100kCal required. This figure is Hill’s
2003 estimate [79] of an energy imbalance sufficient to explain the observed rise
in body weight in 20-40 year old Americans over 8 years. However, as Swinburn
et al. [80] point out, this estimate does not take into account the extra energy cost
of maintaining the additional body tissue, revealing the figure to be a substantial
underestimate. Hill’s calculation is based on a 1958 paper by Wishnofsky [81],
which states that an energy imbalance of 3500kCal (∼ 32.2MJkg−1) is required to
lose or gain 1 pound (0.455 kg) of body weight. Although a reasonable approxi-
mation [82], the reality appears significantly more complex, with numerous other
factors affecting the energy deficit required for weight loss [82,83]. Several papers
have attempted to uncover the relationship between energy intake, expenditure and
weight gain, some based on the energy content of fat mass [84, 85], others on data
from observational studies [80]. However, there has been relatively little work to
estimate the degree of energy imbalance in current populations. It is known that to
counter the obesity epidemic we must close the energy gap, but it is not known how
large this gap is. This is obviously a major barrier to intervention design; numerous
small interventions may be a viable solution, or futile.
BMI is currently accepted as the primary measure of obesity within popula-
tions. Its main advantage lies in its relative ease of measurement when compared
to alternatives such as skin-fold thickness or percentage body fat. BMI has been
shown to be an unreliable measure of individual adiposity [86], which is especially
true for tall individuals, where additional height is not fully accounted for. People
of a certain BMI are at varying risks due to adiposity, which the BMI measurement
fails to capture. The Waist Hip Ratio (WHR) is a proxy measure of the visceral
fat to body size, which can predict risk of cardiovascular disease independently of
BMI [11]. Nonetheless, BMI is a satisfactory measure of excess weight in popula-
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tions rather than individuals.
Adiposity indicators are insufficient for identifying relationships between so-
cial factors and obesity. The relationship between energy intake, energy expen-
diture and weight gain is highly complex. As a result, inferring behaviour from
weight status or vice versa is not possible. Throughout this thesis, I investigate the
influence of social factors on behaviour, rather than weight status. Given behaviour,
weight status is independent of socio demographic factors. In addition, individu-
als’ behaviour may not be in equilibrium with their weight. If health behaviour is
reasonably constant over time, body weight will naturally move towards an equilib-
rium state between energy consumed and expended- energy expenditure increases
with body weight (though the reality is complex). Individuals exhibiting unhealthy
behaviours will not immediately exhibit the full results of that behaviour. It is not
known how many individuals are currently in an equilibrium state, and therefore
how reflective BMI or weight indicators are of current behaviours and future body
weight. Health behaviours are the natural targets for intervention, as they are the
fundamental cause of population obesity. Several behavioural indicators can be
examined simultaneously, allowing better characterisation of the obesogenic envi-
ronment, and opening up the possibility of revealing direct relationships between
behavioural indicators.
1.3 Obesity Interventions
A large number of studies have investigated the effects of various behavioural
weight loss strategies in adults [87–90]. These strategies typically focus on chang-
ing individual habits that predispose to overweight and obesity. Common com-
ponents of interventions include providing nutritional education, improving diet,
and increasing levels of physical activity. The majority of studies are reported to
be effective [90], but this may be due in part to publication bias. An insufficient
period of follow up is a limitation of many intervention studies [90] with few ex-
ceptions [91,92]. Even in longer term studies usefulness is limited by high attrition
and loss to follow up. No long term studies have reported anything more than a
modest weight reduction [88, 90].
Comprehensive reviews indicate that weight loss from behavioural interven-
tions tends to peak around 6 months, followed by a period of regain, though not all
studies have sufficient follow up periods to show this [88]. Such weight rebound
is presumably due to at least partial reversion to previous habits. Maintenance of
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weight loss is difficult [93], maintaining a lower weight requires a lower energy
intake than original weight and any deviation from habits imposed by intervention
will create an energy gap and subsequent weight gain. People may be unwilling or
unable to make sufficient long term lifestyle changes to maintain weight loss, even
if initially enthusiastic towards the intervention. Intervention efforts focus much
more on weight loss rather than maintenance of a healthy weight [79]. Only a few
studies have investigated maintenance of weight [94]; Hill and colleagues argue
that efforts to maintain weight should be prioritised [79].
Intervention studies require active participants, and participation indicates a
willingness to change that predisposes to success. Few studies have published data
on uptake rates, and such data is not collated in reviews [87–90]. As withdrawal
constitutes a failure, levels of attrition are crucially important in understanding the
effectiveness of an intervention; but are not given sufficient weight in reports. The
majority of studies focus on average weight loss and proportions of participants
achieving a percentage loss of original bodyweight. However these figures make
no adjustment for those who decline further treatment; this may result in a skew
towards intensive interventions when gauging effectiveness. Behavioural interven-
tions show great diversity in setting, participants, intensities, methodologies and
scales [88, 90]. Forces of obesity acting differ according to social and cultural
contexts, and different interventions will be suited to different situations. This em-
phasises the importance of characterising the specific obesogenic environment of
groups when constructing interventions.
Recent opinion suggest solutions for the obesity epidemic lie in environmental
changes rather than individual behavioural change [95–98]. Although obesity is
fundamentally derived from the simple formula of energy imbalance, the environ-
ment that creates it is complex. Despite apparent consensus on the ineffectiveness
of individual based interventions and the need for policy change, there is limited
evidence regarding population level interventions. Some studies have carried out
interventions at the community level but with little success [99, 100] possibly due
to ineffectiveness of solitary policy changes. Numerous sources have suggested
possible policy interventions as a matter of urgency, including among others; taxes
and advertising restrictions on unhealthy food [101], improved access to nutritional
information [102] and changes in the built environment [103]. Although such poli-
cies are sensible and may play a significant role in future strategy, solid evidence
of effectiveness is required before substantial investment can be made. There is
very little evidence to suggest if or how these changes would influence population
35
CHAPTER 1. INTRODUCTION
eating and physical activity habits. Evidence of the ability of these interventions to
influence national obesity prevalence and cost effectiveness is even further away.
Although the cost of a potential intervention may be small in comparison to the
cost of obesity, effectiveness is not assured [104]. Research effort has focussed on
cost and cure; but research is needed to understand the effects of change.
Hill and colleagues [95] discuss the lack of evidence available for policy in-
terventions and divide approaches into four categories: information, accessibility,
price and marketing. A detailed review of interventions in each of these four cate-
gories is included in appendix A.1.
1.4 Introduction to Graphical Models
As discussed in the previous section, the study of obesity generates complex prob-
lems, involving the interaction of numerous correlated variables. The utility of
standard regression models commonly used in epidemiology is limited, as it is the
joint distribution of variables that is of interest, rather than the effect of a set of vari-
ables on a single output. A complete description of graphical models and Bayesian
networks can be found in Chapter 3.
In October 2007, at the beginning of this PhD program, the Office of Science
released the long awaited Foresight report into obesity, with the aim ‘to produce a
long-term vision of how we can deliver a sustainable response to obesity in the UK
over the next 40 years’. At the centre of this lengthy report is a large graphic that
represents the linkages between factors contributing to the obesity epidemic, an
obesity ‘system map’. This was constructed as a collaborative effort by a number
of researchers in the field, and compiled from numerous reviews. The intention of
the map is to provide an insight into the range of reinforcing causal factors that
contribute to individual obesity.
In a Lancet editorial, Jack [105], criticises the map as ‘convoluted’ and states
‘In a very complex way, the graphic simply makes the banal point that the many
factors that contribute to obesity all influence each other’. The obesity map is re-
produced in figure 1.22, and it is certainly complex. However, the fact that many
of the relevant factors interact is far from banal- it represents a major challenge to
epidemiology. A visualisation such as this allows us to see the entire picture, a pic-
ture that could not be given by regressing any number of factors on some variable
2Image has been reduced, a high resolution interactive version is available from http://www.
shiftn.com/obesity/Full-Map.html
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representing obesity. Graphical models provide an opportunity to incorporate and
visualise this complexity.
Graphical models are a representation of a probability distribution in graphical
form [106]. They have many applications, and have been used in a wide variety
of fields, such as gene expression [107] and decision systems [108]. Graphical
models have several features that make them an attractive modelling tool in this
context. Models of entire systems can be built, rather than modelling the outcome
of a single variable. Numerous variables of interest and their interdependencies
can be examined simultaneously, which is desirable for complex models of obe-
sity dynamics. Bayesian networks are a type of graphical model, where the joint
probability distribution is expressed in Bayesian form. A key property of Bayesian
networks is the ability to score the structure of a network by calculating the likeli-
hood of the observed data given that network. This thesis applies this property to
find structure in datasets of obesity related variables.
The conditional dependencies present in a graphical model are represented by
arcs between nodes representing random variables. This facilitates understanding
of the statistical distribution represented by the model. This property makes graph-
ical models a useful tool for identifying structure within data. Correlations and
codependencies are clearly represented in the model output- this is advantageous
if results are to be interpreted by individuals without a statistical knowledge.
Graphical models are commonly used within Machine Learning (ML); a large
field involving the computer application of often probabilistic models to data. Sub-
stantial literature exists regarding learning structure of graphical models from data,
which can provide information about the conditional dependencies present. In
this thesis a sample of the most probable networks given the observed data is de-
rived. The resulting networks provide information regarding structure present in
the data. Although graphical models can incorporate expert knowledge, the ap-
proach taken here is entirely data driven, or unsupervised. Investigator bias is an
issue in epidemiology, particularly where a large number of models are fitted in the
exploratory stages of an analysis. Often researchers visit a study or dataset with
a hypothesis in mind; the existence of a particular mindset may bias the scientific
method, perhaps even unconsciously. Despite semi-formalised model selection
methods the preference of an investigator may still have a substantal impact on
the final model fitted. Data driven ML techniques can identify and select models
without problems of investigator bias.
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(a) Overview of map
(b) Detail of map
Figure 1.2: Obesity system map from the Foresight report
38
1.5. STATE OF THE ART
1.5 State of the Art
Epidemiology has not yet fully embraced Machine Learning techniques, although
they are becoming common in related fields such as medicine [108, 109] and sys-
tems biology [107]. The most common applications for such techniques are still
data intensive fields, such as economics [110] and genetics [111, 112]. However,
the increasing digitalisation of health records and the subsequent high volumes of
data mean it is likely that data driven approaches will be an important tool for
epidemiologists in the coming years.
The following sections provide a brief overview of problems related to epi-
demiology to which machine learning approaches have been applied. Most current
applications of machine learning in epidemiology involve classification, which is
applied to latent variables or evaluation of risk.
Latent Class Analysis
Latent variables are variables that cannot be directly observed, but instead are in-
ferred using statistical models. These variables may correspond to a real variable
that cannot be measured for reasons of practicality, or they may represent more
abstract concepts, such as mental or behavioural states.
A paper by Simpson et al [113] used the Microsoft library INFER.NET3 to
perform Bayesian Inference via a Hidden Markov Model (HMM) to identify la-
tent classes of atopic sensitivity in children, based on Immunoglobin antibody re-
sponses at different ages from the Manchester Asthma and Allergy Study 4. An
HMM is a type of graphical model where the state of some unobserved (i.e. hidden)
variables are inferred from a set of observed variables; in this case atopic classes
from immunoglobin sensitivity measurements. The Markov property derives from
the transition of children between sensitisation classes with age. Although essen-
tially unsupervised, the investigators must declare the number of latent classes in
the model. The results represent a significant departure from the existing paradigm
of atopic vs non-atopic children. The ‘multiple early’ sensitisation class showed
much poorer lung function and airway reactivity than other classes. Following
characterisation of children in each class, these were described as ‘multiple late
onset’, ‘dust mite’, ‘non dust mite’, and ‘no latent vulnerability’.





Glioma using molecular data [114]. A technique known as non-negative matrix
factorization was applied to RNA sequences taken from tumour tissue. Six distinct
glioma subtypes were identified.
Both of these examples show the utility of machine learning techniques are
capable of grouping similar observations from complex data in a manner that may
not be intuitive to investigators. Results may be more clinically valid than typical
presumptions such as onset age or visual appearance.
Classification and Prediction
Within a medical setting, the use of machine learning, especially the use of net-
work based technologies, represents a novel way of combining information from
a variety of sources to obtain a clinically useful result. Medical data can often
be complicated by missing values and non linear relationships- machine learning
technologies are well suited to these problems. Several studies have used Artificial
Neural Networks (ANNs) to perform a variety of classification tasks. ANNs are
another example of a graphical model, and are based upon the architecture of bio-
logical neural networks. They are made up of a large number of artificial neurons
that are highly connected, i.e. receive input from and output to a large number of
other neurons. A neural network generates an output, or set of outputs based on
inputs. A response given input is learned by adjusting the sensitivity of each neu-
ron in the model given input from adjacent neurons. As well as this ‘tuning’, the
structure can also be altered to improve performance. The distributed structure of
ANNs provides a solid framework for dealing with non linear data, and has found
many applications. Hummel et al [115] use ANNs to predict risk of rejection in
kidney transplants, while Caocci et al [116] predict risk of rejection of stem cell
transplants in thalassaemia patients, and Llorca et al [117] predict risk of mortality
after lung transplantation. In each case a wide variety of inputs are provided to the
model, parameters and structure are then learned according to a training set. The
final binary output can also be associated with a probability or certainty measure.
There are other examples of the application of ANNs to predict risk of compli-
cations following major surgery, and in some cases has been empirically shown
to be an improvement upon the more conventional technique of logistic regres-
sion [117, 118]. ANNs have also been used in epidemiological settings to classify
occupational exposure to chemicals [119].
A less sophisticated method for classification is the use of Classification and
Regression Trees (CARTs). A CART model uses a training set that contains obser-
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vations and pre-assigned categories. The model attempts to subdivide the observed
data into classes. Such models represent an efficient method of categorising data,
and the technique has been applied in a wide range of disciplines- from models
of patient cost [120] to medical decision making [121] and identifying children at
high risk of future obesity [122]. The criteria used by CARTs to categorise data
may be informative in some cases, for example what level of some factor con-
stitutes risk. However the approach has a number of serious limitations, such as
reliance on hierarchical operations and difficulty of interpretation [123]. Unlike
graphical models, the structure of the CART does not represent relations between
factors under investigation.
Use of Graphical Models to Identify Conditional Dependencies
As noted, the structure of a graphical model provides information regarding the
conditional dependencies present in a model. Given data the structure of a Bayesian
network can be scored, i.e. the likelihood of the data given the network can be
calculated, hence the relative value of each network can be computed. By identi-
fication of common features shared by the most probable networks, dependencies
within the dataset can be determined. Furthermore, a Bayesian network can dis-
tinguish between correlation and direct dependence [124]. However, as the num-
ber of possible networks is vast, techniques that approximate the distribution must
be used. Applications of this technique include identification of gene expression
relationships [107, 125], gene regulatory systems [126], identification of muscle
synergies in physiology [127], and metabolic and neural networks [128].
The approach taken in this thesis is markedly different to these applications.
The models presented here attempt to find structure in data in an unsupervised
manner. The author conducted a methodical literature search, and found no papers
using a data driven approach to identify interdependencies between variables in
epidemiological data A.2. Such methods are well known in gene expression [107]
and some other applications.
1.6 Aim and Objectives
Aim: To apply Bayesian networks to typical problems in obesity epidemiology
and to evaluate their utility in this context.
Specifically, this thesis applies graphical modelling techniques to three separate
problems in the field of obesity. In each case, I model Health Surveys for Eng-
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land data using structure of Bayesian networks to represent the interdependencies
present. It is anticipated that as well as achieving a solution to each problem, I
will be able to evaluate the utility of structural graphical modelling as a tool for
epidemiologists working with complex common datasets. A detailed overview of
these problems and a summary of the contents of the thesis are provided in the
following sections.
1.6.1 Overview of Obesity Problems Tackled
This section details the three applications of Bayesian network modelling con-
tained within this thesis. Applications were selected with considerations of both
identifying a topic important in the context of obesity epidemiology, and also one
that would showcase the utility of a graphical modelling approach.
Application 1: Using Bayesian Networks to Identify Factors Influencing Health
Behaviour
Attempts to characterise the relationships between socio-demographic factors and
obesity related behaviours are made difficult by the highly correlated nature of
social factors. This study uses Metropolis Hastings sampling to obtain a number
of Bayesian network models of relevant variables in Heath Survey for England
2003 and 2006 data. The presence of structural features of these graphs are used to
make inferences about the relationships present within data. This approach moves
away from single response models (i.e. regression analyses), and allows us to
investigate relations between several obesity related behaviours simultaneously. By
identifying such relationships, it is hoped this model will be able to generate or
shape hypotheses for further investigation and to identify targets for future obesity
interventions.
Application 2: Construction of a Bayes Classifier to Predict Health Behaviour
in Local Populations
Health behaviour in populations is difficult to measure and estimate. National pop-
ulation surveys such as the HSE are limited by under-sampling of small areas or
sub-populations and by participation bias. This study seeks to use HSE data to
estimate levels of various obesity related behaviours in a real sub-population. A
Bayesian network model of obesity related behaviour given socio-demographic
factors is built from HSE data. Data on socio-demographic factors from the Greater
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Manchester conurbation in the 2001 census is applied to the model, resulting in an
estimate of obesity behaviours in the Greater Manchester population.
Application 3: Learning Bayesian Networks to Identify Predictors of Waist
Hip Ratio in UK Adults
Waist Hip Ratio (WHR) is an important predictor of obesity related disease, inde-
pendently of BMI. Factors influencing fat deposition are not well understood. Sev-
eral studies have highlighted smoking as a potential contributor to fat deposition
patterns, however smoking exhibits close correlation with a number of other poten-
tial risk factors, such as physical activity and alcohol intake, which may confound
this link. In this study I use the structure of graphical models to identify potential
determinants of WHR. Results are compared to those derived from a generalized
linear model.
1.6.2 Thesis Structure
This introductory chapter (1) aims to provide a compelling argument of the sever-
ity of the obesity epidemic, and the need for better tools to understand it. In ad-
dition, it discusses issues currently problematic for policymakers, such as the poor
characterisation of the obesogenic environment, the lack of information regarding
population health behaviours and the difficulties associated with a single outcome
measure for obesity. Details of the data used in this thesis are provided in Chapter
2. The brief introduction to graphical models in the current chapter is expanded in
Chapter 3. This chapter discusses Bayesian networks in detail, and outlines how
the probability of a particular network can be evaluated given data. The chapter
also describes how underlying Bayesian theory can be applied so networks can
communicate information about the interdependencies present in the data.
Chapter 4 deals with the technical implementation of the methods described in
the previous section. The implementation required the development of a computer
program. Computationally, there are numerous considerations in order to success-
fully apply these methods in an epidemiological context, which are discussed here.
This section also provides experimental analysis of computational performance,
and technical details of the program.
The next three chapters (5, 6, and 7), are the results chapters and represent the
bulk of the intellectual effort of the thesis. Each of these chapters applies Bayesian




Chapter 8 is the final chapter of this thesis; it provides a discussion of the
results obtained in the previous three chapters. The chapter also seeks to draw
together some of the themes explored and comments on the utility of the Bayesian
structural modelling in an epidemiological context. The shortcomings and potential






This chapter describes the datasets used in this thesis. The primary source of data
are the Health Surveys for England (HSE), data from the 2001 UK census is also
employed. Background information is provided on both datasets, including method
of collection, number of participants as well as limitations of the data. Details and
definitions of the variables used throughout this thesis are also included.
2.1 Health Surveys for England Data
2.1.1 Overview
The HSE are a series of annual health surveys sponsored by the Department of
Health (http://www.doh.org) that have been conducted since 1991 to determine
the overall health of people living in England. This chapter provides a summary of
all variables used in the three results chapters of this thesis. Within each chapter
variable selection was performed separately depending on the research question.
The majority of HSE data is derived from questionnaire based interviews con-
ducted by a trained interviewer at the participating household. The HSE also in-
cludes the collection of physical measurements and blood samples for analysis by
a visiting nurse. Additional information is obtained from self completion booklets.
Detail of how each data from each section of the HSEs was collected is provided
by the tables in appendix B.1. Briefly, the majority of data including socio demo-
graphic characteristics and physical activity behaviour were derived from interview
questions. Physical measurements such as weight and height data were collected
by a trained nurse. Dietary intake information was collected by self completion
booklets, a format that is known to have issues with bias. Individuals of all ages
are surveyed, though different data are collected from children.
Data are sampled from households rather than individuals and are chosen ran-
domly by postcode. Following invitation, households that decline to participate
are not replaced. Participation bias is therefore likely [129], but there are no data
available regarding participation rates between areas [Personal Communication-
UKDA]. Data are freely available to download from the UK Data Archive (UKDA)1
subject to registration.
The HSE surveys consist of a core and extended element. The core element
consists of standard questions that are consistent between years. The extra com-
ponent varies to focus on a particular disease or population group. In 2003 and
1https://www.data-archive.ac.uk/findingData/hseTitles.asp
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2006 the HSE focused on cardiovascular disease (CVD) and associated risk fac-
tors. Supplementary questions asked for detailed information on CVD symptom
history and relevant risk factors such as physical activity, diet, and smoking habits;
hence providing information relevant to obesity.
The 2003 survey selected 13, 680 addresses, 19 each from 720 postcode sec-
tors. Interviews were conducted at 73% of selected households, 90% of adults
within cooperating households participated. In total data was collected for 14, 836
adults and 3, 717 children. The 2006 survey included a general population sample
of adults and children, as well as a boost sample of 2-15 year olds. In the general
sample 14, 400 addresses were selected from the 720 postcode sectors. Exclud-
ing the boost sample, interviews were conducted at 63% of households, at which
88% of adults participated. The final sample contained 14, 142 adults and 7, 257
children.
In the 2006 survey individuals were assigned to one of two sample groups
(CORE 1 and 2). In order to reduce load on older participants these groups were
given abbreviated questions on specific topics if over the age of 65. Individuals
over 65 in the CORE 2 group were not asked questions from the cardio-vascular
disease section of the survey, this section included detailed questions on medical
history of CVD and diabetes. Instead, this group were asked questions from the
long version of the physical activity questionnaire, while the CORE 1 group com-
pleted the attenuated version. Consequently, individuals over 65 in the CORE 1
group have insufficient data collected to inform several of the energy expenditure
variables used. Irrespective of sample group, individuals under 65 were asked to
complete all questions. Variables from the HSE are held consistent between years
where possible, to ease comparability between surveys. Variables described are
available in both 2003 and 2006 datasets, unless otherwise specified.
Due to constraints of the Bayesian network method (see chapter 3), it is nec-
essary to use categorical variables in these analyses, this unavoidably results in a
loss of precision from continuous variables. Although mixed discrete-continuous
models are possible, they require approximation methods which add unmanageable
complexity. This is discussed in more detail in Chapter 8.
2.1.2 List of Variables
Variables derived from HSE data are listed below, with a brief description and the





Sex Declared gender 2
Age Age groups 6
Dependent Children Whether children in household to
which individual is a parent or step-
parent
2
Marital Status Whether in relationship with another
individual living in same home
2
Health status Self-reported general health 3
NS-SEC Socio-economic classification 5
Economic Activity Economic position last week 4
Ethnicity Ethnic group 2
Education Highest educational qualification 4
Leisure Access Whether believes access to leisure fa-
cilities is poor
2





Fried food intake Weekly intake (groups) 3
Cake/sweets intake Weekly intake (groups) 4
Snack/crisps intake Weekly intake (groups) 4
Fruit/vegetable intake Weekly intake (groups) 4
Energy Expenditure Variables
Variable Description n
Recreational activity Time spent participating in recreational
physical activity per week (groups)
4
Incidental activity Time spent walking (groups) 3/4 1
Occupational activity Work/daytime activity level (groups) 4
1 Questions related to walking are not consistent between 2003 and 2006,
the variables are not equivalent. Consequently, different variables were
generated. See next section for details.
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Waist Hip Ratio Variables
Variable Description n
BMI BMI groups 6
WHR WHR groups 6
Alcohol intake Weekly consumption (grouped) 3
Smoking status Current smoking behaviour 3
Period status Whether still menstruating (females
only)
2
Socio-Demographic Variables (matched with 2001 census) 1
Variable Description n
Age* Age groups 6
Social Status National Readership Survey groups 5
Economic Activity* Economic position last week 4
1 Different groupings to above variables to allow matching with census
data. Variable names of these alternative groupings are distinguished with
an asterisk (*).
2.1.3 Description of Variables
This section provides detailed information on the derivation of the variables used in
this thesis. If a variable is Derived it indicates that it is made up from a combination
of HSE variables, details of which are provided. Grouped indicates that the variable
is based on a named HSE variable, but categories have been re-evaluated. If taken
directly from HSE data, the variable is labelled Original. Precursor variables from
the original HSE dataset are listed. Precise derivations of variables are included in













Groups: 16-24, 25-34, 35-44, 45-54, 55-64, 60-74.
Notes: Age categories. Generated from age at last birthday variable in HSE.
Dependent Children
Status: Derived.
Precursors: pserial, hserial, relto01-relto12.
Groups: Yes, No.
Notes: Whether an individual is a parent or step-parent to one or more children










Groups: Good, Fair, Poor.
Notes: General health. Directly from HSE dataset, response to question ‘How is
your health in general?’.
NSSEC (Social Class)
Status: Derived.
Precursors: hpnssec8, nssec8, nssec3.
Groups: Managerial/Professional, Intermediate, Routine/Manual, Long-term Un-
employed, Other (not classified).
Notes: Three category version of the National Statistics Socio-Economic Classi-
fication. Taken from the NSSEC of the family reference person if available,
otherwise of individual.
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Groups: Employed/Student, Unemployed, Retired, Looking after home or family.









Groups: UK Higher Education, Below Higher Education, No Qualifications, Cur-
rent Student.
Notes: Highest qualification attained. Those with non-UK qualifications placed in





Notes: Response to statement ‘This area has good leisure things for people like
myself?’. Four possible responses; strongly agree, agree, disagree, strongly
disagree. Strongly disagree is coded as ‘Poor’ otherwise ‘Fair/Good’. This
coding was decided upon following tabulation of the variable, ‘poor’ was the
most common response, and I wanted this variable to identify individuals in







Notes: Response to statement ‘This area has good local transport’. Four possible
responses; strongly agree, agree, disagree, strongly disagree. Strongly dis-
agree is coded as ‘Poor’ otherwise ‘Fair/Good’. This coding was decided
upon following tabulation of the variable, ‘poor’ was again the most com-






Groups: None, 0-1, 1-3, 3+.
Notes: Hours of recreational physical activity per week, calculated from hours
performed in last 28 days. Includes active sports, running, swimming, cy-
cling, but not activities such as golf, hiking etc. For full detail see HSE
documentation [130].
Incidental Physical Activity- 2003 version
Status: Derived.
Precursors: daywlk30, wlk5int, wlk30.
Groups: No walks of at least 5 minutes,No walks of at least 30 minutes, walks
over 30 minutes (in the last month).
Notes: Walking behaviour in last month. Questionnaire has different structure
than 2006, less detail, variables not equivalent.
Incidental Physical Activity- 2006 version
Status: Derived.
Precursors: daywlk, wlk5int, wlk15.
Groups: <2, 2-10, 10-20, 20+..
Notes: Number of walks greater than 15 minutes in the last month.
Occupational Physical Activity
Status: Derived.
Precursors: workact, hwrklist, gardlist, hevyh, manwork.
Groups: Inactive, Low Activity, Moderate, Active.
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Notes: Nominal scale, based on an additive combination of variables that describe
physical activity done at work, and during housework, DIY, and gardening.





Groups: <1, 1-2, 3+.




Groups: <1, 1-2, 3-5, 5+.
Notes: Number of times snacks, crisps, biscuits, nuts etc. eaten per week. Al-
though nuts are high in protein and low in saturated fats, they are included
in this particular HSE question. This is not desirable, and would be better




Groups: <1, 1-2, 3-5, 5+.
Notes: Number of times cakes or sweets etc. eaten per week.
Fruit and Vegetable Intake
Status: Grouped.
Precursors: porftvg.
Groups: ≤1, 1-2, 3-5, 5+.







Groups: ≤19, 19-24.9, 25-29.9, 30-34.9, 35-39.9, 40+.




Groups: males: ≤0.80, 0.80-0.85, 0.85-0.90, 0.90-0.95, 0.95-1.00, 1.00+; fe-
males: ≤0.70, 0.70-0.75, 0.75-0.80, 0.80-0.85, 0.85-0.90, 0.90+.




Groups: <1 (light), 1-4 (moderate), 5+ (heavy).




Groups: Current cigarette smoker, Ex-regular cigarette smoker, Never regular
cigarette smoker.





Notes: Females only: Response to question ‘Are you still menstruating?’.




Groups: 16-19, 20-29, 30-39, 40-49, 50-64, 65-74.
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Notes: Generated from age variable in HSE. Categories chosen to allow matching




Groups: Employed, Unemployed, Other economically inactive, Student.
Notes: Categories chosen to match with 2001 census. Data on whether retired or
a homemaker not available in census, consequently these categories coded




Groups: Managerial, Manual, Semi/Un-skilled, Unemployed, Unknown.
Notes: Variable chosen to allow comparability with 2001 census. In 2001 cen-
sus data NSSEC not available if retired or current student. Categories from
National Readers Survey (NRS) classification.
2.1.4 Strengths and Weaknesses of Data
The HSEs are a valuable source of information for researchers collecting extremely
detailed health information from a large number of people. Nurse visits ensure
medical readings are as accurate as possible. However, participation bias is likely
within the HSE, due largely to non-response [129]. The HSE is likely to under-
represent individuals of lower social class, non-native English speakers and young
people living away from home [129].
Much of HSE data is self-reported and therefore subject to bias [131, 132].
Obese individuals are known to underreport dietary intake [131], and self reported
physical activity levels are also known to often be innaccurate [133]. Direct mea-
sures of energy expenditure, such as an accelerometer and doubly labelled water
are available, but expensive and impractical for large studies. Validation of HSE
physical activity has been carried out for children [134], and has been labelled ‘un-
reliable’. In this thesis I did not use absolute levels of physical activity, but rather
grouped the population into categories. This ensures, barring a systemic bias, that
individuals are in a group that is true to their genuine behaviour.
55
CHAPTER 2. DATA
2.2 UK Census 2001
2.2.1 Overview
Chapter 6 applies data from the 2001 UK Census to a model of health behaviour
learnt from HSE data. The organisation of the 2001 UK census was overseen by the
Office of National Statistics (ONS). Censuses in the UK are carried out every ten
years, with the intention of obtaining demographic and employment information
over the whole population. Self completion forms were delivered to households
and communal establishments three weeks before the census date of the 29th April
2001. Completed censuses were returned by post.
The postal response rate was 88% for the England and Wales [135], with follow
up by enumerators if forms were not returned. Overall, it was estimated that 94%
individuals living in England and Wales were recorded in the census [135]. Various
reasons explain how some individuals were not recorded [136].
A number of data products are available for census data. Summary statistics
over geographically small units (census output areas) are available, however, indi-
vidual level data is more restricted and only provides relatively course geographi-
cal information. The Samples of Anonymised Records (SARs) are a set of datasets
providing a random sample of individuals or households from census data. There
are two datasets that provide individual level samples from 2001 Census data; The
2001 Individual Licensed SAR (IL-SAR), this is a 3% sample containing infor-
mation on a full range of census topics, the smallest geographical unit available is
the Government Office Region (GOR); the Small Area Microdata (SAM) is a 5%
sample with less individual detail, but with a finer geographical resolution (Local
Authorities). In this application I use the SAM dataset, mainly due to this finer
geographical referencing.
Variables were selected with the intention of providing a good representation
of socio-demographic factors, that also had equivalent variables in the HSE data.
The presence of the letter ‘c’ in the variable name distinguishes Census variables
from HSE variables.
2.2.2 List of Variables
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cAge Age groups 6
cDependent Children Number of children in household to
which individual is a parent or step-
parent
2
cMarital Status Whether in relationship with another
individual living in same home
2
cHealth status Self judged general health 3
cSocial Status National Readership Survey (NRS) so-
cial goups
5
cEconomic Activity Economic position last week 4
cEthnicity Ethnic group 2
cEducation Highest educational qualification 4
2.2.3 Description of Variables
This section provides a detailed definition of the variables used. Precursor variables
are those in the 2001 SAM data from which the variables here were derived. Full









Groups: 16-19, 20-29, 30-39, 40-49, 50-64, 65-74.
Notes: Age variable in census data categorised, hence need to re-evaluate HSE




Groups: Good, Fair, Poor.





Precursors: fndepcha, relto, gen.
Groups: Yes, No.
Notes: Whether individual parent or step parent to one or more children living




Precursors: famtyp, relto, gen.
Groups: Single, Couple.




Groups: Employed/Student, Unemployed/Looking for work, Other economically
inactive.





Groups: Managerial, Manual, semi/un-skilled, Unemployed, Unknown.
Notes: In 2001 census data NSSEC not available if retired or current student, so





Groups: UK Higher Education, Below Higher Education, No Qualifications, Cur-
rent Student.
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Notes: Highest qualification attained. Those with non-UK qualifications placed in





Notes: Ethnicity. Non white individuals merged into single group.
2.2.4 Strengths and Weaknesses of Data
The UK census is a mandatory survey, and thus has a very high participation rate
of circa 94%. Questions are formal and closely defined, with little scope for bias.
Although the remit of the census is very broad, the information provided in terms
of deprivation is very accurate with several useful proxy indicators such as vehi-
cle ownership, house ownership status, people/room etc. The census data used
here was carried out in 2001, which may mean various boundaries and population
statistics are outdated. Nevertheless, the 2001 census represents the best available
source for demographic information on the UK population.
2.3 Discordance between HSE 2006 and 2001 Census
Chapter 6 uses variable matching between HSE and Census data, the following
table (2.1) summarises differences in these variables between datasets.
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2001 Census: Self report form 2006 HSE: Nurse Administered
Questionnaire
Age What is your date of birth? Can I check your age last birthday?
Sex What is your sex? A Male, B Fe-
male.
INTERVIEWER: CODE (name of
respondents) SEX.
Dependent Child Adult living in household parent or
step-parent to a dependent child. A
dependent child is a person aged 0
to 15 in a household (whether or not
in a family) or aged 16 to 18 in full-
time education and living in a fam-
ily with his or her parent(s).
Whether individual is a parent or
step parent of ≤18 year old in
household.
Marital Status Whether another person living at
same address listed as partner or
‘spouse.
Response to ‘Are you living with
anyone in this house?’
Health Status How would you describe your gen-
eral heath over the last 12 months?
Good/Fair/Poor
How is your general heath? Good/-
Fair/Poor
Social Class Social grade is a socio-economic
classification used by the Market
Research and Marketing Industries.
The algorithm for deriving Approx-
imated Social Grade was developed
with the Market Research Society.
Of household reference person.
Social class of household reference
person. Based on classification of
occupation as provided by respon-
dent.
Economic Activity Last week, were you doing
any work: as an employee
or on a Government spon-
sored training scheme, as self-
employed/freelance, or in your own
family business? If not, were you
any of the following? Retired, Stu-
dent, Looking after home/family,
Permanently sick/disabled?
Which of these descriptions (se-
lection) applies to what you/-
name (Household Reference Per-
son) were doing last week, that is
in the seven days ending (date last
Sunday)?
Education Level Which of these qualifications do
you have? (selection)
Do you have any of the qualifica-
tions listed on this card? Please
look down the whole list before
telling me. (more detailed selec-
tion).
Ethnicity What is your ethnic group? A
White, B Mixed, C Asian or Asian
British, D Black or Black British, E
Chinese or Other ethnic group.
Can I check, to which of the groups
on this card do you consider you be-
long? A White, B Mixed, C Asian
or Asian British, D Black or Black
British, E Chinese or Other ethnic
group.







This chapter provides a detailed description of the methods implemented in this
thesis. Firstly, a brief overview of Bayesian networks is provided, before moving
on to a more general discussion of Bayesian statistics. From this groundingI pro-
ceed to a more complete specification of Bayesian networks and introduce meth-
ods for learning Bayesian networks from data. The chapter then outlines the main
application of Bayesian networks in this thesis; how their structure can help to
identify dependency relations between variables within datasets.
3.1 Introduction to Bayesian Networks
3.1.1 Overview
A Bayesian network (BN) is a graphical representation of a joint probability distri-
bution. A BN is composed of nodes, each representing a random variable; and arcs,
each representing a conditional dependency between two variables. The structure
of the network is therefore simply a set of assertions of conditional dependence
within a set of random variables.
A Bayesian network takes the form of a Directed Acyclic Graph (DAG), and
consists of two components; the network structure (or topology) designated H, and
parameters θ; that specify the precise probabilistic relations between variables. An
example of a simple Bayesian network including probability tables is shown in
figure 3.1 (image has been released into the public domain, and does not represent
author’s own work).
Figure 3.1: Example of a simple Bayesian network representing influence of ‘Rain’
and ‘Sprinkler’ on ‘Wet Grass’
In this example the state of ‘Wet Grass’ is conditionally dependent on the other
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two variables ‘Rain’ and ‘Sprinkler’. Additionally ‘Sprinkler’ is conditionally de-
pendent on ‘Rain’. Each of these three variables has two states; True (t) and False
(f). The example network shown is equivalent to the joint probability function in
eq. 3.1 (variable names ‘Grass Wet’,‘Sprinkler’ and ‘Rain’ are abbreviated to G, S
and R respectively).
Pr(G, S ,R) = Pr(G|S ,R) Pr(S |R) Pr(R). (3.1)
This model enables the calculation of conditional probabilities, such as Pr(G|R =
t) by marginalising over variables. When networks become large, the necessary
calculations become exponentially more complex, and approximate techniques
must be used.
Bayesian Network models can be applied to classification tasks, for example
in medical diagnostics [108, 137] and evaluating economic risk [110, 138]. A
Bayesian network model can be constructed from expert opinion, learned from
data, or a combination of both. A key feature of Bayesian networks is the ability
to calculate the likelihood of the observed data given it was generated from a par-
ticular network. This likelihood score can then be used to form a measure of the
evidence associated with that particular network structure. Section 3.3 discusses
the learning of network structure and parameters from data. As noted earlier, the
structure of a Bayesian network represents a set of assertions of conditional de-
pendencies within data. By learning network topology from data it is possible to
identify these conditional dependencies without investigator intervention.
3.1.2 D-Separation
Conditional independence is an important concept when applying Bayesian net-
works. If two nodes have no path between them we can say that they are d-
separated, this means that knowledge of the state of one provides no information of
the state of the other. This is defined explicitly in Pearl (1988) [139]. Two sets of
nodes X any Y are d-separated if and only if every path between them is blocked.
As illustrated in figure (3.2), blocked in this context means an intermediate variable
V exists between X and Y . X and Y are d-separated if:
• X and Y are connected serially with V between them (3.2(a)), V is instanti-
ated (known).
• X and Y diverge from V (3.2(b)) which is instantiated.
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Figure 3.2: Diagram showing conditions of d-separation in Bayesian networks
A specific network structure H allows us to distinguish between correlation and
direct dependence [124]. Two variables X and Y may be correlated, however if the
state of a third variable V is known X and Y may be independently distributed (i.e.
d-separated). The relationship between X and Y is said to be mediated by the state
of V . This feature allows the use of BNs to identify the key variables in complex
multivariate probability distributions.
The Markov blanket of a node is a term used to describe the minimum set of
variables that can d-separate the node from the rest of the network. The Markov
blanket of node X consists of X′s parents, children, and parents of its children.
3.1.3 Causality
Although BNs are often used to describe causal relationships between variables
(e.g. figure 3.1), the presence of an arc X → Y does not require or imply a causal
relationship between X and Y . The existence of an arc merely indicates that the
probability distribution of the state of Y if influenced by the state of X. Equally,
if Y is known this provides us with information regarding the likely state of X;
consequently Y → X is an equivalent representation of the conditional dependency
relationship between the two variables. When Bayesian networks are learned from
data, an assumption that conditional dependencies are causal can be highly mis-
leading.
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3.2 Bayesian Approach to Statistics
A Bayesian Network is a joint distribution of random variables. Although Bayesian
networks can model continuous data, in this application each variable is discrete
with finite outcomes. In the current section we examine a single variable in iso-
lation from the rest of the network, networks involving several variables are dis-
cussed later. A more thorough grounding is available elsewhere [140, 141].
Let X represent a random multinomial variable with states A = {a1....ar}.
Bayesian statistics allows us to update our prior beliefs following observed data.
The data D is in the form {X1 = x1...XN = xN}, x1....xn ∈ A, and can be summarised
by the counts {nx1 ....nxr }. The quantity we wish to evaluate is the probability of that
the next observation is ak given data already observed Pr(X = ak|D).
The parameters θ specify the probability of each possible state of X. Here,
the model is parameterised by a probability vector that is normalised to sum to
1. θk is the probability that an observation of X will be in state ak. In Bayesian
statistics the posterior distribution of θ is derived from the addition of data to the
prior distribution of θ. The posterior probability of θ (Pr(θ|D)) is obtained from
the prior of θ (Pr(θ)) using Bayes’ rule.
Pr(θ|D) = Pr(θ) Pr(D|θ)
Pr(D) . (3.2)
The marginal likelihood of the observed data, Pr(D) is invariant with θ, and can




The term Pr(D|θ) is the likelihood function; the probability of the observed data
given θ. This value, assuming independent observations, is simply the product of















Pr(X = ak|D) is equivalent to the expectation of θk. The expectation of θ is calcu-
lated by the integration of the posterior distribution (3.5) with respect to θ. How-
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ever, before integration is possible we must assign a distribution to the prior Pr(θ).
For convenience a Dirichlet distribution is assumed (eq. 3.7. The Dirichlet distri-
bution is a continuous multivariate probability distribution. The probability density
function describes the possible values of the vector of probabilities θ associated
with r rival events. Each component of the r-dimensional vector is in the range
[0, 1], and the vector must sum to 1. The parameters of the Dirichlet (α) are r posi-
tive real numbers. The density function shown in eq. 3.7 returns the probability of










i=1 αk and αk > 0.
These α values are known as the hyperparameters or pseudocounts. These are as-
signed by the experimenter and represent prior knowledge. Various conventions
and techniques exist for assigning priors [142]. Priors can either be set to be un-
informative, or reflect some degree of certainty in the distribution of θ. The chief
advantage of specifying a Dirichlet prior is that the resulting posterior distribution
follows a Dirichlet distribution:
Pr(θ|D) ≡ Γ(α + N)∏r






Owing to this convenience it is said that the prior and posterior are conjugate. The
expectation of θk is therefore straightforward to compute:
Pr(XN+1 = xk|D) =
∫
θkDir(θ|α1 + n1, ...., αr + nr)dθ = αk + nk
α + N
(3.8)
This expecting reflects the probability that the next observation of variable X will
be in state ak. The expectation is the integral of posterior distribution with respect
to θ. The influence of the prior on the final expectation of θk can be seen in equation
3.8, as the observed counts (nk) grow larger the influence of the pseudocounts (αk)
diminishes.
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3.3 Learning of Bayesian Networks
3.3.1 Learning Network Structure
The methods explored in this thesis involve the discovery of graph structure from
data; this requires the evaluation of the probability of a network topology (H) given
the observed data (D), expressed as Pr(H|D). Further detail of learning structure
of Bayesian networks is available more fully elsewhere [124, 140], an overview is
provided below.
A Bayesian network represents a joint distribution of a set of randomly dis-
tributed variables X = {X1, ....Xn}, where boldface denotes a set of variables or
configurations of variables. The set of parents of a given variable Xi are denoted
pii. A node Y is a parent of X if there is a directed arc from Y → X, which specifies






The parentset pii has a number of possible configurations B = {bi, ...., bq} equal to
the product of the number of levels of each member of the set. Each state b j of pii
corresponds to an input level of Xi. The parameters of a specified network (denoted
as θH) contain a vector θi j for each node i, and input j combination; the distribution
of which can be represented by a Dirichlet as described in the previous section.
If the probability of topology given data, Pr(H|D), is the quantity we wish to
evaluate, simple application of Bayes’ Rule provides:
Pr(H|D) = Pr(D|H) Pr(H)
Pr(D) . (3.10)
Equation 3.3 provided the marginal likelihood, Pr(D), of a simple one variable
model. By substituting the likelihood function and prior probability in eq. 3.3
with equations 3.4 and 3.7, we derive equation 3.11. This quantity represents the















































This quantity refers to the single variable case. This marginal likelihood ex-
pression can be extended to a joint distribution of variables by taking the product
of the marginal likelihood for each θi j in the network to provide the likelihood








Γ(αi j + Ni j) .
ri∏
k=1
Γ(αi jk + Ni jk)
Γ(αi jk) (3.12)
This equation provides the Pr(D|H) term in equation 3.10. The Pr(D) term in
this equation reflects the probability of the data, over all θ and H. In the single
variable model there is no concept of topology, so the Pr(D) in equation 3.11 has
not been marginalised over all topologies, and is not equivalent to that in equation
3.10. The Pr(H) term is the prior probability of the network topology. In this thesis










The cardinality of the parent set of n is expressed as |pin| and 1Π is a normalisa-
tion constant. The methodology used makes the normalisation constant irrelevant
and hence it is not specified, this is explained later. Many alternative strategies exist
for specifying a prior over network structures, such as using a uniform prior, or pe-
nalising networks based on some distance measure [140] from some pre-specified
structure. Other approaches are available [142, 144, 145].
The probability of the data, Pr(D) is invariant with structure, as it represents
the marginal probability over topologies and parameters and can be disregarded.
Following this, according to Bayes’ theorem (3.10), the product of the Pr(D|H)
and Pr(H) (equations 3.12 and 3.13) are directly proportional to Pr(H|D):
Pr(H|D) ∝ Pr(D|H) Pr(H) (3.14)
This forms the criterion used to score network topologies used throughout this
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thesis. This a measure of the evidence of a specified network structure given the
observed data; or more accurately, the likelihood of the observed data given the
network topology in addition to a prior over network structures. This measure is
not the posterior probability of the network structure, but as we have seen, it is
directly proportional to it. This criterion can be used to find the most probable
network given data, or to sample over possible network topologies to estimate the
integral or expectation of the network topology distribution.
3.3.2 Learning Network Parameters
Given network structure, the parameters of the network need to be assigned. Each
node i of a complete Bayesian network possesses a probability vector for each
state k given each combination of input states j. This vector of length r is θi j.
Within a network, there are likely to be a significant number of such probability
vectors, depending on the network topology H. Optimisation over both topology
and parameters is difficult owing to changes in topology resulting in a completely
distinct probability landscape for parameters. Each θi j is distributed independently,
thus each can be evaluated separately.
The vector θi j represents the parameters of a multinomial distribution with r
possible states. As the probability vector described in section 3.2, the prior of θi j is
assumed to be Dirichlet distributed, resulting in the following posterior following
incorporation of data:
Pr(θi j|D) ≡ Γ(α + N)∏r






The parameters of the above Dirichlet distribution are the sum of the prior and the
counts of the observations in each output level of node i given input j. The sim-
plest method of assigning parameters to a network is to take the value of θi j that
maximises this probability. However, this approach does not take into account the
uncertainty associated with fewer observations, the greater the number of observa-
tions the more reasonable this approach is as data overwhelms the prior.
3.3.3 Assumptions of Bayesian Networks
The use of Bayesian networks in this context are subject to several assumptions.
• Independence of observations. All datapoints are assumed to be indepen-
dent, this is necessary for the straightforward calculation of likelihood in
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eq. 3.4. If this assumption were not met, the likelihood function would be
extremely difficult to evaluate.
• Dirichlet distributed prior. Although it possible to use distributions other
than the Dirichlet as the prior, its choice allows easy integration of the pos-
terior provability distribution as shown in eq. 3.8.
• Discrete data. Bayesian networks may be used to model a set of contin-
uous random variables. Mixing of discrete and continous data in Bayesian
networks is extremely complicated due to the non conjugate nature of the re-
spective distributions. Although some of the variables included in the mod-
els described here are naturally continuous, they have been discretised for
convenience. The alternative would require computationally expensive ap-
proximation techniques.
• Non missing data. The models implemented here cannot incorporate miss-
ing data. Although there are numerous methods available to calculate the
evidence for network structures despite missing data, these rely on approx-
imations and are computationally intensive [146, 147]. An alternative is to
include missing values as a separate category in each variable, however in
this application would result in arcs explaining missing data rather than true
interdependencies.
3.4 Bayesian Model Averaging
A single network structure H, represents a number of conditional dependencies
between variables. The structure of a network therefore provides information re-
garding conditional dependencies within a dataset. The crux of the work in this
thesis applies this property of Bayesian networks to reveal information about code-
pendencies in complex datasets. However, given data D there are a huge number
of possible distinct network structures that could explain the observed data. The
relative probability that each network generated the observed data can be calcu-
lated (section 3.3.1). Although there is likely to be a single most probable network,
this may only represent a tiny proportion of the total probability integral over the
space of all possible networks. Consequently, the structure of the highest scoring
network is not necessarily a good indicator of relationships present.
In order to include a contribution from all possible network structures, Bayesian
Model Averaging (BMA) is applied, as described in Madigan and York [144]. The
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central concept of BMA is to identify structural features present in the majority of
the total probability integral of all networks. These features provide an estimate
of the conditional dependencies present in the data. A structural feature may be
an arc between two nodes, or the presence of a node within the Markov blanket of
another [124].
To calculate the posterior probability of the existence of various structural fea-
tures, the probability density of the topologies in which a feature is present relative
to the entire space of possible topologies G is estimated. Evaluation of the entire
space of Bayesian networks is infeasible due to its magnitude. The exact number
of possible networks an depends on the number of nodes, n, and can be calculated










The most straightforward approximation to the space G is the selection of the most
probable network. In a domain with infinite data, the probability distribution of
the topology space becomes a Dirac-delta function, i.e. one topology becomes
infinitely more probable than the others. As the number of observations increases
this approach becomes more reasonable. A much superior approach is to average
over a number of Bayesian network structures. A set ˆG of high scoring topologies is
derived, forming an approximation to the entire space G [144,149]. The proportion
with which a feature is observed in the set ˆG is an approximation to its posterior
probability within G:
Pr( f |D) ≈
∑
G∈ ˆG Pr(G|D) f (G)∑
G∈ ˆG Pr(G|D)
(3.17)
As in Madigan and York [144], a Metropolis Hastings sampling algorithm is ap-
plied to generate the sample ˆG.
3.5 Metropolis Hastings Algorithm
Metropolis Hastings (MH) sampling is a Markov Chain Monte Carlo (MCMC)
method that obtains samples from some probability distribution [150]. Here, sam-
ples are taken from the posterior distribution of Bayesian network topologies given
data. There are two main reasons for the use of a Metropolis Hastings sampler
in this application. Firstly, the sampler requires the computation of only a rela-
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tive probability measure, a large advantage in this application, as the evaluation of
the normalisation constant is only possible exhaustively. Secondly, MH sampling
prefers the more important networks, that make a high contribution to the total
probability integral of all possible networks. In most cases, networks that make
a significant contribution are likely to be rare, which makes approaches such as
random sampling inappropriate.
The chain proceeds through a finite number of steps, the current step is des-
ignated t. The state of the chain at t + 1 depends only on the previous state Ht.
A move is proposed from the DAG Ht, generating a new DAG H′. The probabil-
ity that the new DAG is accepted is the ratio of the DAG evidence scores (3.14),
weighted the ratio of proposal (Q(Ht; H′)) and reversal (Q(H′; Ht)) densities to
and from the new DAG. As the probabilites are always relative, the normalising
constant of the topology prior discussed above has no influence. This requirement
is known as detailed balance, and is necessary to avoid bias owing to non-identical
proposal and reversal probabilities. A proposed DAG is accepted as Ht + 1 if υ




Pr(Ht)Q(H′; Ht) , 1
}
(3.18)







To ensure samples are drawn from the true topology distribution, it is important
that the current state of the Markov Chain is irrelevant to its starting point. When
this point is reached it the Markov Chain is said to be in equilibrium. Chains with
different starting points should become indistinguishable and converge upon the
most probabilistically dense regions of the space. A burn-in period is allowed for
this to occur, however convergence may be problematic in some cases. Methods
for checking and encouraging the mixing and convergence of MCMC chains are
discussed in the next section.
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This chapter discusses the specifics of the implementation of the methodology
described in the previous chapter. Much of the the chapter outlines the difficul-
ties associated with Metropolis Hastings sampling over network structures, and
describes how these issues are countered. The chapter also specifies the precise
nature of moves between network structures. The sampling methodology used in
this thesis is computationally intensive; the final section of the chapter discusses
the heuristics of the approach, including approximations and limitations in order
for the implementation to be tractable. The implementation is written as a C# pro-
gram, which is made fully available, see appendix C.1.
4.1 Considerations of Mixing and Convergence over Net-
work Structures
The Metropolis Hastings approach described in the previous chapter samples net-
work topologies (H) from the posterior distribution of network topologies (G), the
resulting sample of topologies is denoted ˆG and represents an approximation to G.
In order to sample from the true posterior distribution, the sampler must be able to
explore the space thoroughly with free movement between topologies. If the algo-
rithm is unable to successfully propose a move from a topology or set of topologies,
this will lead to erroneous results and poor models. Successful transition between
topologies in the space G is termed mixing. The posterior of network topologies G
can be described as a probability landscape- in this instance a complex and mul-
tidimensional space. In practice, adequate mixing over network topology space is
difficult to achieve, and is a recognised issue within the field [124, 144].
As the number of data points increases, the contribution of the evidence grows
larger in relation to the prior. The probability landscape becomes more peaked;
the absolute difference in evidence scores between topologies becomes greater.
Consequently, moving to a Directed Acyclic Graph (DAG) with lower probability
becomes relatively more difficult when the volume of data is greater. In order to
move from a region of relatively low probability to a peak, it may be necessary to
traverse a ‘valley’ by making several consecutive moves to less probable DAGs.
In a model with a large amount of data this is more unlikely as the valleys are
relatively deeper and the peaks relatively higher, thereby decreasing the probability
of such moves and increasing the tendency of the Markov Chain to become stuck
in local optima.
This issue is particularly pertinent when dealing with epidemiological data
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which typically contain large numbers of observations. Many of the applications of
Bayesian graph discovery in domains such as analysing gene expression data [107]
involve datasets with large numbers of variables but few observations. Applying
these techniques to epidemiological data requires careful consideration of potential
mixing problems.
Not only is the probability landscape vast (eq. 3.16) and peaked, it is also
highly complex. The probability landscape of network topologies may have nu-
merous distinct peaks (local optima), even when the number of nodes in the net-
work is relatively small. The space of network topologies is discrete which may
be problematic for MCMC techniques. As there are no intermediate steps between
DAGs, transitions between states are stochastic. A seemingly minor change such
as the addition or deletion of a single arc may dramatically alter the evidence score
of a topology. Topologies that differ by a single arc are not necessarily more likely
to have a similar evidence score than two very distinct networks. Consequently, the
concept of adjacency between DAG topologies is difficult. Instead, adjacent net-
works are defined by the networks reachable using a given move set, this composes
the neighbourhood of DAGs.
In order for the MCMC sampler to obtain a representative sample over the pos-
terior of network topologies it must be able to mix freely between regions of local
optima and for multiple chains to converge reliably to regions of high probability.
A number of approaches have been suggested to improve mixing and convergence
of MCMC over network topologies, and are discussed in the next section.
4.2 Improving Mixing over Network Topology Space
4.2.1 Novel Moves
The operations available to move between network topologies define the neigh-
bourhood of a DAG; the set of DAGs that can be reached in a single transition.
Although the space G is invariant, the probability landscape traversed is deter-
mined by the available moves, as the moves define which networks are reachable
from a given topology. Early implementations of MCMC over the space of net-
work topologies (e.g. [144]) relied on very simple moves between topologies; the
addition, deletion and reversal of single edges. These simple moves are referred to
as Classical or Structural MCMC by Grzegorczyk and Husmeier [143]. In theory,
these moves provide access to all possible DAGs- however they are likely to be
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Figure 4.1: Diagram showing limitations of a simple scheme to move between
network topologies
In order to illustrate this, consider a trivial network with 3 nodes: {A, B,C}.
Assuming the optimal network has arcs {B, A}, {C, A} (fig. 4.1(b)), it is impossible
to reach this from the topology {(A, B), (B,C)} (fig. 4.1(a)) using the Classical
move set without visiting at least one intermediate state. If this state is of much
lower probability than the original network the sampler is unlikely to traverse the
space without a significant number of iterations. In more complex networks the
number of intermediate states required may be substantially larger. The design of
intelligent moves can at least partially circumvent this issue by allowing ‘shortcuts’
between high probability regions of topology space.
One such move is the recently developed Grzegorczyk-Husmeier edge reversal
(REV) move [143], which is implemented in this thesis. An arc is selected at ran-
dom, reversed, and all incident arcs deleted and parentsets are resampled. Section
4.4.2 discusses the implementation and effect of this move. By allowing moves be-
tween high scoring networks, the REV move extends the neighbourhood of DAGs,
resulting in a more easily traversable probability landscape.
Castelo and Kocka [151] proposed a modified MCMC approach reliant on
equivalence classes of network structures. An equivalence class is a set of net-
works that although different, fundamentally specify the same conditional depen-
dencies [152]. The proposal mechanism efficiently selects a DAG from the in-
clusion boundary which is defined as the set of all DAGs that can be reached by
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a classical move (add, delete or reverse an arc) from any member of the current
equivalence class. This results in a more easily traversed probability landscape due
to the ability to make slightly longer range moves by ‘leapfrogging’ other members
of the equivalence class. Grzegorczyk and Husmeier suggest this approach assists
in travelling along probability ridges, rather than traversing valleys [143].
The set of moves available are a very important determinant of mixing and
convergence, the design of novel moves allows transition to high scoring topologies
while traversing fewer probability valleys, thus improving mixing.
4.2.2 Partitioning the Space of Network Topologies
The complexity of the space G can be reduced by partitioning the space into smaller
sections. Friedman and Koller [124] developed a two stage approach using node
orders. A node order is a sequence of nodes such that a node can only have preced-
ing nodes as parents. Given a specified node order, the space of potential DAGs is
greatly reduced. The key component of this approach is the ability to analytically
evaluate the probability of a given node order. Firstly, MCMC is applied over the
space of node orders; a conventional MCMC algorithm is then applied over DAG
space subject to the defined node order.
This approach yields drastically improved mixing and convergence due to the
less peaked space within a node order. However, several authors have noted that
due to difficulties with specifying a prior over node orders, the method does not
accurately represent the posterior distribution of topologies; Ellis and Wong pro-
vide a succinct explanation in [153]. This bias can be overcome with the use of
specially designed algorithms, as developed by Kovisto and Sood [154, 155], and
Eaton and Murphy [156]. Grzegorczyk and Husmeier argue that for large networks
(≥20 nodes) these approaches become computationally too expensive, and are not
appropriate for biological applications and in other domains that may use large
networks. In addition, this approach does not allow the inclusion of explicit prior
knowledge via the inclusion or exclusion of specific arcs a priori which may be
desirable in some cases.
4.2.3 Programmatic Methods
Some general methods exist for improving the dynamic properties of MCMC anal-
yses. One such approach is Parallel Tempering, where multiple chains are run at
different temperatures T . As outlined in section 3.5, Metropolis Hastings involves
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a stochastic process that rejects or accepts updates with probability based upon the
evidence ratio of the proposed state to the current state, weighted by the proposal
and reversal probabilities. The temperature T is a multiplicative factor that influ-
ences the probability of proposal acceptance. In a standard Metropolis Hastings
algorithm T = 1, by increasing the value of T the probability of acceptance is
increased, this makes probability valleys far less deep. Parallel Tempering period-
ically exchanges states between runs of different temperatures. However, as sam-
plers using different values of T are effectively sampling from different posterior
distributions, maintaining the detailed balance of the system is problematic. Both
Linderman [157] and Asadi et al. [158] have applied Parallel Tempering within the
space of node orders.
Stochastic Application Monte Carlo (SAMC) is a variant Metropolis Hastings
algorithm described by Liang et al. [159, 160]. This is a dynamic algorithm that
is designed to artificially ‘jump’ to a distinct region of topology space when it has
become stuck. However, it requires the user to define sub regions of DAG space
that are likely to contain distinct probability peaks. This may not be feasible for
large networks.
4.2.4 Approximation of the Space of Network Topologies
The plethora of available technologies may not be able to overcome the mixing
and convergence challenges presented by a highly peaked and complex probability
landscape. The datasets used in this thesis are large- substantially larger than those
used for the testing of the REV move and order MCMC [124, 143], and other typ-
ical applications of the technology (e.g. high-throughput microarray data [157]).
Given a highly peaked landscape, the sample may be restricted to networks in the
neighbourhood of the global optimum by seeding the Metropolis Hastings sampler
with the optimal DAG. This approach is reasonable subject to two main assump-
tions:
• Firstly that the distribution of network topologies is highly peaked such that
the region around the global optimum is sufficiently probabilistically dense
as to form a satisfactory approximation to the entire space G.
• Secondly that we can be confident that the true global optimum is identified
successfully.
The most difficult condition to meet is the first, which is problematic if there are
two distinct regions that possess comparable probability integrals. Further, it will
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be difficult to determine whether the sampler leaves the area of high probability,
and becomes trapped in a distinct region. This is an approximation to sampling
from the true posterior, and is not an ideal solution.
As the number of data points approaches infinity, the probability landscape
becomes a Dirac delta distribution, peaked at a single network topology. In such
instances when adequate mixing and convergence is unobtainable it may be more
informative to obtain the optimal DAG, this approach becomes more reasonable
with increasing data.
4.3 Monitoring Mixing and Convergence
As previously noted, mixing and successful convergence of MCMC chains is es-
sential to derive an accurate representation of the distribution of interest. It is also
known that mixing over topology space is problematic; prone to becoming stuck in
regions of low probability. It is important therefore to monitor mixing and conver-
gence to ensure sampling is taking place from the correct distribution.
Metropolis Hasting sampling is an importance sampling approach, the most
important (i.e. probabilistically dense) regions are traversed most thoroughly. Mul-
tiple chains should converge on the highest scoring regions of topology space. In
practice, mixing and convergence is evaluated by the initiation of chains from dif-
ferent starting points and monitoring their convergence. Quantitative measures of
convergence are available, these provide a measure of the overlap between sam-
pling chains [161]. However such measures are subject to interpretation, and are
ultimately judged according to the investigator’s discretion [162].
Visualisations are often used in conjunction with quantitative measures. As
well as being more intuitively understood, visualisations allow more opportunity
to understand reasons underlying convergence problems. The simplest visualisa-
tion is the plotting of the scoring criterion of multiple chains over the sampling
period. In this case the evidence criterion of the network topology is used. Where
convergence is achieved, chains will reach the same areas of the space, and will
display similar evidence scores (e.g. fig. 4.2(b)). However, if the chains fail to
overlap (fig. 4.2(a)), this indicates a mixing problem, where one chain has become
stuck. By examining when chains tend to converge, this provides an indication of
how long the sampler takes to ‘burn-in’ i.e. when the state of the sampler becomes
independent of its starting state.


































































Figure 4.2: Evidence traces of two Markov chains as examples of successful and
unsuccessful convergence
plot features of two MCMC chains (following burn-in) against one another. For
MCMC over network topologies the plotted parameters are the edge relation fea-
tures (ERFs) described in the previous chapter. The ERF of each pairwise combina-
tion of nodes represents a parameter. When the number of parameters is large, this
visualisation becomes less attractive. If the chains have successfully converged,
agreement between chains will be high, resulting in very high positive correlation
on a scatter plot. It is not appropriate to calculate a correlation coefficient as a sin-
gle outlier indicates mixing has not been successful. Examples of scatter plots are
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(b) Successful Convergence
Figure 4.3: Scatter plots of features of two Markov chains as examples of success-
ful and unsuccessful convergence
The described techniques monitor convergence; crucially they do not necessar-
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ily imply that the sampler has successfully reached the most probabilistically dense
region. In order to verify that a sampler has successfully reached this region, op-
timisation techniques can be applied to find the peak of the distribution. Although
this doesn’t guarantee finding the optimal region, it can indicate that there are bet-
ter regions in the event that the chains have converged upon a shared but inferior
space.
Throughout this thesis the two visualisation techniques of evidence scoring
criterion traces and agreement scatter plots are used to qualitatively monitor mixing
and convergence.
4.4 Implementation of Moves between Network Topolo-
gies
4.4.1 Move Library
This section describes the moves implemented by the Metropolis Hastings sampler
applied in this thesis. This move set defines the process by which a new DAG
(state) is generated. The choice of move set is extremely important, as the available
moves determine the effective probability landscape of the space (4.2.1). To fulfill
the requirements of detailed balance, Metropolis Hastings sampling requires the
knowledge of the proposal and reversal probabilities for each move. Consequently,
it is important that each move in the set is mutually exclusive; that a transition from
a state t to t+1 is impossible to reverse unless performing the reciprocal move. The
moves implemented are listed below:
• Add Arc. An arc is selected with uniform probability from a list of permitted
arcs (i.e those that form a valid DAG).
• Delete Arc. An existing arc is selected with uniform probability and deleted.
• Grzegorczyk-Husmeier REV move (described in [143]). The REV move
selects an edge Xi → X j at random, reverses it while deleting all edges
incident into Xi and X j. New parent sets are then sampled for Xi and X j.
Section 4.4.2 provides more detail.
• Switch Arc. The Add and Delete functions above are used to add an arc,
then immediately delete one. This order ensures no arc is reversed.
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˜H ← H N†
˜H
M({ ˜H←H})
Add/Delete Arc N†H ± 1 0
REV move varies 1
MR move N†H 2+
Switch Arc N†H 0
Table 4.1: Table showing how implemented moves are mutually exclusive by com-
paring features of resulting networks
• Multiple Reversal (MR) move. This is a novel move; a node with at least
2 adjacent nodes is selected and all associated arcs are reversed, subject to
acyclicity constraints. The reversal of at least 2 nodes again ensures no pos-
sible overlap with the REV move.
We can guarantee that the moves used in this thesis are mutually exclusive.
Consider N†H as the number of arcs in topology H, and M
({ ˜H←H}) as the number of
arcs reversed in the transition ˜H ← H.
Table 4.1 shows the different properties of the DAG ˜H following the transition
˜H ← H following each move implemented. Using the REV move as an example,
to generate the new DAG ˜H, exactly one arc in H has been reversed. From table
4.1, only the REV move is able to generate a new DAG with one arc reversed from
the original DAG. Consequently the only move that can make the transition ˜H → H
is REV. This logic can be extended to show all moves are mutually exclusive.
4.4.2 Implementation of the Grzegorczyk-Husmeier Reversal Move
The Grzegorczyk-Husmeier move is a recently developed edge reversal move that
has been shown to improve mixing in MCMC processes [143]. The move generates
a new DAG ˜H from the existing topology H, and proceeds as follows:
(1) From the graph H an arc Xi → X j is selected at random. All arcs into nodes
Xi and X j are deleted, providing the DAG: H⊙ := H{Xi,X j}←ø.
(2) A new parentset pii for Xi is sampled from the set of all permitted parentsets,
the probability of selecting a given parentset is weighted by the local score
(i.e. evidence score of topology of node and parents only (eq. 3.12)) of each
potential parentset given observed data. Potential parentsets are determined
by two criteria; they must form a valid DAG, and contain the node Xi. The
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probability of drawing the parentset pii for node Xi given data D is given by:
Q(pii|M⊙, Xi) = expψ[Xi, pii|D]∑n
m=1 exp(ψ[Xi, pim|D])
. (4.1)
where ψ[Xn, pin] represents the evidence score of Xn given pin. This yields the
DAG: H⊕.
(3) Finally, a new parentset pi j is similarly sampled for the X j. Here the set of
potential parentsets for X j is limited only by the acyclicity constraint (i.e.
formation of a valid DAG, with no cycles). Hence an empty parentset is
possible.
The proposal probability is therefore:
Q(H; ˜H) = 1
N†H
Q(pii|H⊙, Xi)Q(pi j|H⊕, X j). (4.2)
where N†H is the number of arcs in topology H.
The reversal probability Q( ˜H; H) is similarly calculated in stages. In the reciprocal
move, the roles of Xi and X j are reversed; the move is performed on the arc X j →
Xi:
(1) All arcs incident to X j and Xi are deleted, this returns the graph: H⊙ :=
H{X j,Xi}←ø.
(2) The probability that the parentset pi j of X j present in H is sampled is given
by:
Q(pi j|H⊙, X j) =
expψ[X j, pi j|D]∑n
m=1 exp(ψ[Xi, pim|D])
. (4.3)
The set of potential parentsets is restricted by the inclusion of Xi in each pim,
and the usual constraints of acyclicity.
(3) The probability that the parentset pii of Xi present in H is sampled is calcu-
lated in the above manner, except the set of potential parentsets is restricted
only by acyclicity.
The reversal probability ˜H → H is therefore:
Q( ˜H; H) = 1
N†
˜H
Q(pi j|H⊙, X j)Q(pii|H⊕, Xi). (4.4)
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As noted by Grzegorczyk and Husmeier [143], the unrestricted REV move is com-
putationally intensive. The number of potential parentsets that must be evaluated
for each move (λ) rises exponentially with the number of eligible parents (µ):
λ = 2µ(Xi |H⊙) + 2µ(X j |H⊕). (4.5)
A similar number must be computed to calculate the reversal probability:
λ = 2µ(X j |H⊙) + 2µ(Xi |H⊕). (4.6)
Further, parentsets with more members have a large number of input levels,
which slows calculation of the local score and can cause memory issues. Heuristic
methods to increase tractability are discussed in sections 4.6.
Experimental validation of the REV move
Although the REV move has been previously shown to improve mixing [143],
its use is justified in this different context by analysing the mixing properties of
Metropolis Hastings sampling over the topology space of a dataset used in chapter
7. This dataset contained 15 discrete variables and 3,281 observations, far in excess
of the datasets used for previous evaluation [143]. The REV move was developed
primarily for use in the field of gene expression analysis, where datasets contain
continuous variables and are much broader and smaller, i.e. more variables and
fewer observations. Consequently, application of the REV move to much more
peaked discrete datasets has not been evaluated.
Mixing and convergence is compared between a classical MCMC scheme,
(i.e where addition/deletion of edges and a simple reversal move only are imple-
mented), and a scheme involving the REV move (replacing the simple reversal
move). The Classical uses the following move frequencies; Add arc- 0.4, Remove
arc- 0.4, Switch arc- 0.1, Simple reversal- 0.1. The REV scheme replaces the
Simple reversal move with the REV move described in the previous section. For
clarity, the Simple reversal move determines which arcs can be reversed to form
a valid DAG, then selects one to reverse with uniform probability. Despite dif-
ferences in computational speed between the REV and the simple reversal moves,
no allowance was made for this in terms of the number of iterations allowed to
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achieve convergence. This was because the time taken in each case was not felt to
be a limiting factor of the analyses. Each run of both schemes was conducted for a
burn in period of 5 × 105 iterations, before a sampling period of a further 5 × 105
iterations. Samples were taken every 1000 iterations during this period, providing
a total sample of 500 DAGs. 4 independent runs of the sampler were performed;
2 from an empty DAG with no edges, and 2 from the optimal (informed) DAG
generated using simulated annealing (see section 4.7).
Each run of the Metropolis Hastings sampler provides a sample of network
topologies H1, ...,Hn. As described in section 3.4, Bayesian Model Averaging is
used to identify common features of the sampled topologies. Here we examine
edge relation features, an estimate of the posterior probability of an edge over the
space of network topologies G. When estimating the edge relation features of a set
of topologies the direction of arcs is disregarded. The posterior probability of an
edge between two nodes is estimated by counting the proportion of sampled DAGs
in which the edge is present (eq. 3.17).
Each sample of network topologies provides a set of estimated probabilities for
each pairwise combination of nodes. If mixing and convergence of the Metropolis
Hastings chains is good, the resulting feature estimates of independent runs will
be well correlated. Estimates of edge relation features between runs are plotted
against each other in figure 4.4.
Trace plots of the evidence score can be seen in Appendix C.2. Scatter plots
comparing the results of MH chains are seen in figure 4.4. The plots of the Classi-
cal scheme show very poor correlation 4.4(a), unless initialised from the informed
graph 4.4(c). The lack of convergence is also evident in the evidence score traces
in Appendix C.1(a). In contrast, the REV move shows a high level of correlation
between the two runs from both an empty network and the seeded optimal network
(4.4(b) and 4.4(d)). In figure 4.4(e) an empty initialisation and the informed initial-
isations of the Classical scheme are compared; the empty runs are not combined as
they failed to converge; initialisation of the scheme is important. This is in contrast
to the REV scheme (figure 4.4(f)), where we see that the initialisation does not
influence the results obtained. The Classical sampler is capable of returning results
consistent with the REV sampler only when seeded with an informed DAG, and
when the conditions outlined in 4.2.4 are met.
It is notable how bimodal the distribution of posterior probability estimates
is, with the vast majority of points being close to 0 or 1. This is also described
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(f) REV (empty-informed)
Figure 4.4: Scatter plots of edge relation features to compare convergence of
Markov chains between schemes (classical vs REV)
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with increasing dataset size. The impact of the Grzegorczyk-Husmeier REV move
is impressive; as noted previously the dataset applied here far exceeds those in-
vestigated in the original paper [143]. The implementation of this move helps to
overcome significant barriers to the research described in this thesis.
4.4.3 Implementation of the Multiple Reversal Move
In addition to the REV move, a further novel move is also implemented to pro-
mote better mixing. Following analysis of some early runs of the Metropolis Hast-
ings sampler, it was noticed that chains were not converging to the same evidence
scores, but were displaying similar network structures, with minor differences.
These differences resulted in significant disparities between evidence scores. Upon
closer inspection, in many cases the difference was a ‘V’ structure common in one
set of DAGs being inverted in the other, as illustrated in figure 4.5.
A A
B BC C
Figure 4.5: An example of a transition not directly possible using classical or REV
moves
Neither the Classical nor REV moves can move between these two DAGs di-
rectly. The Multiple Reversal (MR) move was designed to allow a direct transition
aiding mixing between these regions. Briefly, an eligible node is selected and all
associated arcs are reversed.
The MR move from a DAG H to the new DAG ˜H proceeds as follows:
(1) The set of eligible nodes is identified and denoted VH . Eligible nodes must
a) have at least 2 adjacent nodes (i.e. parents or children), and b) the reversal
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of associated arcs must result in a valid DAG. If the size of this set is zero, a
new move is selected.
(2) A node X is selected from the set VH with uniform probability. The proposal
probability is simply (NVH )−1. All arcs incident to and from X are reversed-
the resulting DAG is ˜H.
(3) To calculate the reversal probability, step 1 is repeated for the DAG ˜H;
(NV
˜H )−1 provides the reversal probability. We can be sure that the set V ˜H
has at least one member, as the application of the MR move to the node X
results in the original (and valid) DAG H.
Experimental validation of the multiple reversal move
Like the REV move the MR move has the effect of enabling a ‘shortcut’ between
distinct regions of topology space. Although the transition described is possible
over two steps using the classical move set, a peaked probability distribution will
make this transition far harder, assuming the intermediate state is low scoring.
The experimental validation performed here compares the Classical move set
described above, with a move set including the MR move. The MR move is added
to the list of possible moves; Add arc- 0.4, Remove arc- 0.4, Switch arc- 0.05,
Simple reversal- 0.05, multiple reversal- 0.1. Neither scheme included the REV
move.
The above methodology was applied; each run of both schemes was performed
for a burn in period of 5×105 iterations, before a sampling period of a further 5×105
iterations. Samples were taken every 1000 iterations during this period, providing
a total sample of 500 DAGs. 4 independent runs of the sampler were performed;
2 from an empty DAG with no edges, and 2 from the optimal (informed) DAG
generated using simulated annealing (see section 4.7).
Evidence traces can be seen in the appendix (C.3). Neither scheme successfully
converged on the highest scoring region from an empty DAG (fig. 4.6). Although
it was not possible to validate the MR move experimentally here, it may have value
in specific instances. It is nonetheless included in the implemented move library,
as in theory it enables movement between DAGs not permitted by the classical and
REV moves, and can be shown not to disrupt detailed balance. The usefulness of
each move will depend on the nature of the probability landscape, it is impossible
to evaluate the utility of a move in all contexts.
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(f) MR (empty-informed)
Figure 4.6: Scatter plots of edge relation features to compare convergence of
Markov chains between schemes (classical vs MR)
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4.5 Validation of DAGs
The operations available to move between topologies described in the previous sec-
tions require a method of ascertaining whether or not a particular network struc-
ture is valid. Often, it is necessary to perform this operation on a large number of
structures, for example when determining which arcs currently not present form
a valid DAG when added. Consequently it is important that the operation can be
performed quickly and efficiently. Bayesian networks take the form of Directed
Acyclic Graphs (DAGs), hence all arcs are directed and the graph must contain no
cycles. It is permissible for some nodes or sets of nodes not to be connected to the
main graph.
Networks are represented within the program as adjacency matrices, a square
matrix where the index [i, j] has values 0 or 1, representing the absence or presence
of an arc from node i to j. Given a network, the validity-checking function moves
through each node in the topology. When it encounters a node with no children,
this node is deleted, and all incident arcs removed. The algorithm then moves on
to the next existing node, and repeats the process. If the process completes a loop
of all remaining nodes without a deletion, the structure contains a cycle and is not
a valid DAG. Otherwise, deletion of all nodes shows that the structure is acyclic.
4.6 Tractability of Metropolis Hastings Sampling
4.6.1 Efficient Updating of Network Evidence
The scoring criterion used throughout this thesis to evaluate networks is shown in
eq. 3.12. It can be thought of as the product of each marginal likelihood (eq. 3.11)
over each node and input level given data, multiplied by a prior on the network
topology (eq. 3.13). Given a network structure, the marginal likelihood score of
each node-input combination can be computed independently.
For each marginal likelihood score calculated at node i and input level j, it is
necessary to generate an array of integers from data that represent the counts at
each outcome level k. This process takes substantially more processing time than
the evaluation of the marginal likelihood function in 3.12. In a highly connected
network, where several nodes have multiple parents, the number of input levels
may become large, increasing the computational time to generate counts.
As eq. 3.12 depends upon these counts, the marginal likelihood associated with
each i j combination only varies with the parentset of the node i. Consequently, to
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improve efficiency, a memory of the marginal likelihood contribution each node is
maintained. The contribution of each node is the product of the marginal likeli-
hood scores at each input level. Whenever the parentset of a node is updated, the
marginal likelihood contribution of that node is re-evaluated. This method signifi-
cantly improves the efficiency of topology scoring.
Validation of Node Likelihood Contribution Updating
Computational time savings of the above implementation are evaluated here. Pre-
cise timings are likely to be dependent on the connectivity of networks visited, as
likelihood calculation of nodes with more input levels is more time consuming.
Two Metropolis Hastings samplers were run, each initialised with the same
starting network, over the dataset used in chapter 7 and previously used in section
4.4.2 of this chapter. The dataset contains 15 discrete variables and 3,281 observa-
tions. The first sampler uses the original method, where no memory of the likeli-
hood contribution of nodes is maintained. The second memory method maintains
such a list. Seeds were set so that both samplers explored exactly the same space
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Figure 4.7: Improved efficiency of evidence calculation using contribution updat-
ing compared to re-evaluation of whole network
sampler is displayed in figure 4.7. The implementation of this method has the effect
of reducing the time taken to run the MCMC sampler by approximately 70%. The
original sampler took 13.23 hours compared to 3.94 for the more efficient method.
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4.6.2 Caching of Parentsets for the Grzegorczyk-Husmeier Move
The evaluation of parentset local scores necessary for the REV move is computa-
tionally expensive. The time taken to evaluate a local score of a single parentset
varies linearly with the multiplicative factor of the number of observations and the
number of input levels. Subsequent calculation of local scores of previously eval-
uated parentsets represents a great deal of redundancy. This extremely inefficient
in an MCMC approach requiring ∼ 1 × 106 iterations. As ψ[Xz, piz|D] is invariant
given D, the local score associated with each parentset can be stored and recalled
when required. Without this functionality MCMC runs become intractable for most
reasonably complex networks.
In the C# implementation of the Metropolis Hastings sampler, local scores of
potential parentsets for each node are cached in a Sorted Dictionary object, indexed
by a bit-key. The bit-key φ is generated by ranking all other nodes and indexing







1 if i ∈ piz
0 if otherwise.
The authors of the REV move suggest prior evaluation of all parentsets [143] as a
means of reducing overall processing time. The approach taken here is preferable
as parentsets are evaluated as required, resulting in less redundancy. Further, the
storage of all possible parentsets across all nodes may encounter memory issues. I
believe the small overhead associated with checking whether a parentset has been
evaluated is a worthwhile price for this reduced redundancy.
All bit-key indexed parentset local scores are written to file at the end of a
session, ready to be loaded into memory for the next. This maintains a continuously
updated library of parentset local scores. This is summarised in pseudocode:
Begin s e s s i o n
Dete rmine d a t a s e t c h a r a c t e r i s t i c s ( f i l e n a m e , # o b s e r v a t i o n s )
Check i f a f i l e o f c u r r e n t d a t a s e t e x i s t s .
True : Load i n t o memory .
F a l s e : I n i t i a l i s e empty a r r a y o f n s o r t e d d i c t i o n a r i e s
loop {
G e n e r a t e p o t e n t i a l p a r e n t s e t , d e t e r m i n e b i t −key ;
check i f a l r e a d y e v a l u a t e d .
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True : l ook up key and use l o c a l s c o r e .
F a l s e : e v a l u a t e .
Add b i t −key / s c o r e t o d i c t i o n a r y
End s e s s i o n .
Wr i t e a r r a y o f S o r t e d D i c t i o n a r i e s t o f i l e .
Validation of parentset caching
Here, the necessity of parentset caching is shown under experimental conditions.
This validation was performed on a benchmark dataset rather than a dataset from
this thesis. This was because parentset caching was investigated in the exploratory
stages of this analysis, before datasets were finalised. The UCI mushroom dataset
was used [163] (23 categorical variables, 8,432 observations attenuated to a random
set of 2,000 for convenience), the MH sampling algorithm was applied over the
space of possible network topologies.
Two different versions of the algorithm were compared:
• Naı¨ve. Caching and recall enabled, the process began with an empty par-
entset record.
• Full. The process began with a record of all parentsets found using the Naı¨ve
algorithm.
Each version of the algorithm was tested over 2 different starting networks A & B.
By setting a seed in the random number generator it is ensured that the runs A &
B are exactly equivalent for each version of the algorithm, i.e. they share the same
starting networks and evaluate the same parentsets throughout the run. It is worth
noting that the Full setting will never have to evaluate any parentsets directly as the
Naı¨ve setting will have visited them previously. The results can be seen in figure
4.8. The graphs show the time taken by each version of the algorithm to complete
100,000 MCMC iterations. The y-axis is scaled to the mean completion of 100
iterations by the Full algorithm.
The graphs show the significant gain associated with caching of parentsets.
The evaluation of new parentsets evidently represents a bottleneck in the execution
of the program. The steep gradients represent the naı¨ve algorithm entering a new
region of DAG space where new parentsets are encountered; for example, a node
may become an eligible parent following a move; this opens a tranche of new
parentsets to be evaluated. Without parentset memory implemented the sampler’s























































Figure 4.8: Computational gain of parentset caching in the REV move
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4.6.3 Imposing a Reduced Candidate Set
Despite efficient caching, evaluation of parentsets remains computationally inten-
sive. The large numbers of parentsets that must be evaluated is restrictive. As
networks become larger increasing numbers of eligible parents mean the number
of potential parentsets rises exponentially (eq. 4.5 & 4.6); an additional node in the
set of eligible parents doubles the number of potential parentsets.
In order to restrain these numbers, the authors of the REV move suggest re-
ducing the number of eligible parents for a given node by generating a set of nodes
from which eligible parents must be drawn [143]. The members of this reduced
candidate set are chosen by ranking the local score of the node in question (Xi)
with each potential parent as the sole member of the parentset pii. Thus eligible
parents are drawn from a set of the most probable parents. Grzegorczyk and Hus-
meier do not provide results from the application of this approximation in their
paper. However, the effects of implementing different sizes of reduced candidate
sets on computational time are investigated here.
Such a restriction of DAG space represents a significant approximation. It is
implicity assumed that all topologies that contain an arc between a pair of nodes
Xi → X j where Xi is not a member of the reduced candidate set of X j are non-
important. There is an obvious issue of sensitivity when this approximation is
applied; if too restrictive, a significant proportion of the probability integral of the
distribution over the space of topologies (G) may be ignored. Although not the
primary intention, choosing parents from a reduced candidate set reduces the DAG
space that the algorithm can explore, this may improve mixing in a similar manner
to the order MCMC of Friedman and Koller [124].
The effects of imposing different sizes of reduced candidate sets on compu-
tational speed were investigated. Difficulties were encountered with the detailed
balance requirement of Metropolis Hastings sampling where reduced candidate
sets were not reciprocated, i.e where X j was an eligible parent of Xi, but not vice
versa. To illustrate this, let us suppose that in a DAG M, X j is a parent of Xi. If the
REV move is performed on the arc X j to Xi, Xi becomes a parent of X j and new
parentsets pii and pi j are sampled to form the new DAG ˜M. Following a REV move
performed on ˜M to ˜˜M, when calculating the probability of reversal from ˜˜M to ˜M
an error is generated, as Xi is not an eligible parent of X j and such a move is impos-
sible. Similar errors occur if Xi becomes a parent of X j via any of the other moves.
All eligible parents must therefore be reciprocated. Further, other moves must also
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Figure 4.9: Influence of candidate set size on computation time
abide by the eligible parent restrictions. This reciprocation of edges means the size
of the reduced candidate sets is not consistent between all nodes. Thus, the desig-
nation of a limit is not precise, with some influential nodes having many eligible
parents.
Using the dataset described in the previous section (3,281 observations, 15 vari-
ables), several Metropolis Hastings samplers were implemented over the space of
network topologies, applying a range of reduced candidate set sizes (2-5), beyond
this the process was not tractable in reasonable time. The time taken to complete
10,000 iterations was recorded (move frequencies: 0.4 add, 0.4 remove, 0.1 switch,
0.1 REV). The results were scaled to the time taken to complete the simulation with
a set size of 2 (41.3s), and are plotted in figure 4.9. This test was run on a 2.4GHz
dual core machine with 2GB of RAM.
As shown in figure 4.9, the computational time required increases exponen-
tially with the upper limit of the reduced parentset size. As equations 4.5 & 4.6,
we would expect the computational time to roughly halve with every reduction in
the set size. However, this exponential relationship will not continue throughout the
sampling period, as the sampler will not continually explore new space; cached par-
entsets will be used. The uneven distribution of parenset sizes (discussed above),
and the higher computational load of larger parentsets makes exact timings unpre-
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dictable. The exponential relationship shows that some limit is required to make
the method tractable, particularly as the network (and hence µ) becomes larger.
The size of the reduced candidate set is a trade off between ignoring potentially
important DAG space and computational speed. Without detailed investigation,
the extent to which the results are compromised by imposing a parentset limit is
unclear.
4.6.4 Restrictions on Node Cardinality
Grzegorczyk and Husmeier also discuss imposing a node cardinality limit, i.e. re-
stricting the maximum number of parents a node can have. They argue that this is
often justified in the case of gene expression data as genes are rarely regulated by
more than a couple of other genes, but can regulate the expression of many others.
The same assumptions cannot be made about epidemiological data. Nonetheless,
the effects of different cardinality limits on computational speed are explored.
The number of potential parentsets (λ) is given by 2µ, where µ is the number of









Figure 4.10 shows the effect on λ of different cardinality limits for µ = 15.
The influence of imposing cardinality on the dataset in the previous section
(3,281 obs, 15 vars) is investigated. The cardinality limit was varied between 2 and
8, the time taken to complete 10,000 iterations (as above) is recorded in figure 4.11.
The y-axis is scaled to the time taken to complete the procedures with a cardinality
limit of 2 (117.8s). No limit was placed on the number of eligible parents.
The restraining of cardinality has a significant effect on the run time of the
process. Again, there is a trade off between approximating the space and compu-
tational speed. In order to choose an appropriate limit, it would be necessary to
perform several MCMC runs and examine the effects of imposing a limit on the re-
sults. For the analyses in this thesis, a node cardinality limit of 5 was imposed. This
dramatically reduces the number of parentsets that need to be evaluated. Through-
out the analyses, careful monitoring of the maximum cardinality of visited DAGs
was maintained. Over all sampled network topologies, no node possessed more
than 3 parents. This clearly suggests that networks containing nodes with high car-
dinality are low scoring, and can be reasonably ignored, making a cardinality limit
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Figure 4.10: Influence of limiting node cardinality on computation time when
µ=15.
of 5 a reasonable approximation. Reduced candidate sets were not imposed.
4.7 Simulated Annealing Optimisation
In some instances it is useful to identify the optimal topology with respect to the ev-
idence criterion, possibly to ensure that out MCMC sampler is successfully travers-
ing the best regions of topology space. Simulated Annealing (SA) is a generic
optimisation technique that mimics thermal annealing by gradually reducing the
probability (temperature) of a move to a lower scoring state [164]. Higher temper-
atures allow much more ready traversal of probability valleys. The move library
described above 4.4.1 is used to move between topologies. Topologies are evalu-
ated using the criterion described in section 3.3.1. At each step, a new DAG ˜H is
proposed from the current DAG H. ˜H is accepted if υ drawn from the log uniform
distribution satisfies:
υT < ln Pr( ˜H|D) − ln Pr(H|D). (4.9)
The value of T (temperature) is positive and gradually lowered (cooled) to 0, so
the probability of accepting a lower probability DAG tends to 0. If ˜H has a higher
probability than H then the the right hand term of eq. 4.9 will be positive, and
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Figure 4.11: Influence of node cardinality limits on computation time
˜H will always be accepted regardless of the value of T . The temperature sched-
ule is defined by the number of temperature steps (N), the starting (T0) and final
temperatures TN , and ω, a decay parameter. The temperature at Tn is given by:








The graph in 4.12 shows the temperature decay for two values of α. Unlike the
Metropolis Hastings algorithm there is no need to calculate the ratio of the proposal
and reversal probabilities, resulting in faster computation. The cardinality of par-
entsets is variable, limited to 1 more than the highest cardinality of the parentsets
of all nodes, or 5 (whichever is the greater). This serves to reduce the number
of parentsets that need to be evaluated by the REV move, without imposing any
restrictions on the size of the search space. Without this restriction, at high temper-
atures the algorithm explores highly connected networks even if they score poorly.
As discussed in section 4.6.4 this is very computationally expensive. The imple-
mentation of the methodology detailed in Chapter 3 is not straightforward. This
chapter has discussed the difficulties associated with obtaining adequate mixing
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Figure 4.12: Temperature decay under different parameters.
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over network structures, and tractability issues. Following this detailed grounding
in the method, the thesis now continues to the three results chapters.
101
Chapter 5
Use of Bayesian Network Structure to Iden-
tify Factors Influencing Health Behaviour
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5.1 Overview
Obesity is one of the most pressing public health concerns of the modern age. Al-
though often oversimplified as an aﬄiction of the ‘over-malnourished’ urban poor,
the relationship between obesity and socio-demographic factors is complex and
barely defined. In this chapter I use Bayesian networks to model obesity related
factors in the 2003 and 2006 Health Surveys for England (HSE). A Metropolis
Hastings algorithm is used to traverse the space of Bayesian network structures,
which are scored using a criterion based on the marginal likelihood of observed
data. The prevalence of particular structural features within resulting sample of
network topologies is compared between male and female data. Factors influenc-
ing recreational physical activity in males and females appear to differ significantly,
most notably age and education level. Relationships between social class and fruit
and vegetable intake, and dietary behaviours with ethnicity and age were also ob-
served.
5.2 Background
Obesity is a complex social phenomenon; numerous studies have reported associ-
ations between obesity-related behaviours and socio-demographic factors such as
wealth, ethnicity, material deprivation and educational attainment. As discussed in
the introduction to this thesis (Chapter 1) correlation between socio-demographic
variables is a problem in the analysis of epidemiological datasets. Bayesian net-
works are an excellent tool for modelling complex intercorrelated data, and allow
the investigation of all dependency relations present, rather than a single outcome
variable.
In this chapter Bayesian networks are used to model interdependencies be-
tween variables in Health Surveys for England (HSE) data. The datasets contain
a set of socio-demographic variables and several indicators of energy intake and
energy expenditure. Interdependencies present are compared between males and
females, using data from the HSE in 2003 and 2006. These surveys have been
carried out annually since 1991, with the intention of providing information on
the health of the nation. The 2003 and 2006 surveys focussed on cardiovascular
disease (CVD) and collected detailed data on physical activity levels and diet, and
consequently are of particular relevance in the context of obesity (see section 2.1
for details). Variables that describe weight status, although available, were not in-
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cluded; weight status was felt to be a consequence of sustained energy imbalance
as represented by the energy intake and expenditure variables present in the model.
Due to the temporal nature of weight gain, adding a weight status node would re-
quire longitudinal data, as many individuals will exhibit a current energy balance
not in equilibrium with their weight. The intake/expenditure variables are intended
as targets for intervention, rather than predictors of BMI values.
Conditional dependencies present between variables of a dataset can be mod-
elled by the topology of a Bayesian Network. It is possible to score the likelihood
of the observed data given an specified network topology, independently of param-
eters (discussed in section 3.3.1). Conditional dependencies are encoded by edges
(also known as arcs) between nodes. Topological information may be formalised
as structural features; a structural feature may be the presence of an arc between
two nodes, or the presence of a node within the Markov blanket of another [124].
The posterior probability of a structural feature may be evaluated following in-
tegration over the space of all possible topologies G. However, this integration
is analytically intractable and exhaustive evaluation of all possible topologies is
not practically possible except for very small networks. One approach is to use the
highest scoring network as an approximation to G, however this is likely to exclude
a significant proportion of the total probability integral. A preferable approach is
to use an approximate technique that efficiently samples the space. A Metropolis-
Hastings sampler is used to generate a sample ˆG representative of the posterior
distribution of network topologies, from which we can estimate the posterior prob-
ability of various structural features.
In this study we are interested in the set of posterior probabilities that each
possible edge is present; edge relation features (ERF). The posterior probability
of an edge being present between two nodes is simply estimated by counting the
proportion of networks in ˆG in which it is present. The central aim of this chapter
is to use the set of edge relation features to explore, compare and contrast the re-
lationships between obesity related variables in different populations. Differences
between network topologies imply differences in the associations present in these
real epidemiological systems. The edge relation features associated with a dataset
can be drawn, weighting edges according to posterior probability, enabling intu-
itive visualisation of how the variables interact. Such observations may help to
inform deeper examination of current public health initiatives as complex inter-
ventions. Further, the sampled distribution of network topologies may help shape
hypotheses for obesity modelling.
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This chapter proceeds as follows: Section 5.3 describes the data and the im-
plementation. Section 5.4 provides the results of the Metropolis Hastings sampler.
The final section provides a discussion of the findings.
5.3 Approach and Methods
5.3.1 Data
Two panels of data were considered by sex; males and females, from 2003 and
2006 HSE data. Individuals under 16 years of age were excluded from the study;
children’s eating and exercise habits are strongly influenced by parental behaviour
[165, 166], questionnaire contents were different, and it was felt that they were not
suitable for inclusion in the model. Individuals over 74 were excluded as studies
have shown that overweight and obesity is less of a risk factor for morbidity and
mortality in the elderly [167], thus they are not the main targets for intervention.
Regrettably, due to differences in questionnaire structure between CORE 1 and
CORE 2 in 2006, it was also necessary to exclude those over 65 in CORE 1 from
the 2006 data (see 2.1). The 2006 HSE surveyed 21,399 individuals. The following
individuals were excluded; those aged under 15 or over 74 years (8,759), CORE
1 individuals aged over 65 (907), individuals failing to fill in the self completion
(SC) booklet (3,075) and those missing other variables present in the model (139).
The final dataset consisted of 8,159 individuals; 3,806 males and 4,713 females.
The 2003 survey contained 18,533 individuals. Following exclusion of individuals
outside the age range (5,177), those failing to fill in the SC booklet (3,088) and
those with other missing values (59), the final dataset consisted of 4,572 males and
5606 females (10,178). To enable comparability between years, variables are kept
consistent between annual health surveys where possible. Consequently, equiva-
lent variables were available between all datasets, with the exception of Incidental
Physical Activity (IPA) which due to different questionnaire structure is slightly
different between the two datasets (2.1.3). The variable set using the definitions
provided in section 2.1.3 and 2.2.3 is listed in table 5.1.
5.3.2 Metropolis Hastings Sampling
Metropolis-Hastings (MH) sampling is an MCMC technique used to generate a
sample representative of the posterior distribution of topologies of Bayesian net-
106



























Fried food intake level FriedFd
Cake/sweets intake level Cakes
Snack/crisps etc. intake level Snacks
Fruit and vegetable intake level Frt Veg.
Table 5.1: List of Health Surveys for England variables used in this analysis; iden-
tifying factors associated with health behaviour
work models of the data. In the Markov Chain process, the probability of accep-
tance of a new topology Ht+1 is conditional on the ratio of the evidence for the
topologies of Ht+1 and Ht, subject to the requirements of detailed balance. Conse-
quently topologies with the highest score are preferred and best represented within
the sample. The sample ˆG allows us to the estimate the posterior probability of
various structural features using Bayesian Model Averaging (BMA). Metropolis-
Hastings sampling, BMA, and topology scoring are all discussed in detail in chap-
ter 3. For each dataset, four independent runs of the sampler were performed. Two
runs were initialised from an empty network, and two from the optimal network
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as discovered using a simulated annealing optimisation algorithm. These runs are
referred to as empty and informed respectively. As outlined in section 4.3, multi-
ple initialisations were carried out in order that the mixing and convergence of the
chains can be monitored.
In each run, a burn-in period of 5 × 105 iterations was performed, before a
sampling period of a further 5 × 105 iterations. Samples were taken every 1, 000
iterations to provide a final sample ˆG of 500 topologies. The value of the pseudo-
counts or hyperparameters (αi jk) was set at 1.0.
The moves used to propose network topologies are described in section 4.4.1,
and were used in the following ratio, determined following analysis of mixing
properties:
• Add Arc: 0.4.
• Remove Arc: 0.4.
• Grzegorczyk-Husmeier REV move: 0.1.
• Switch Arc: 0.05.
• Multiple Reversal move: 0.05.
The edge relation features are estimated by counting the proportion of network
topologies in which the edge is present, the orientation is ignored. The set of edge
relation features is generated by determining the posterior probability of edges for
each pairwise combination of nodes.
5.4 Experimental Results
Results are shown for each of the four datasets. Edge relation features (ERFs) are
displayed in graphical form, arcs are undirected as arcs in both directions are in-
cluded in my definition of a feature. Arcs are colour coded to minimise visual clut-
ter: black indicates the arc was present in every observed topology, red if present
in 0.1 or greater of topologies and orange if present in less than 0.1. More sophisti-
cated colour coding systems were considered, but felt to add little value following
inclusion of the ERF values as labels.
In addition to edge relation features, panels comparing the results of the dif-
ferent initialisations are displayed. These scatter diagrams plot the edge relation
features of a) the two empty initialisations (empty-empty), b) the two informed
108
5.4. EXPERIMENTAL RESULTS
initialisations (informed-informed) and c) the empty and informed initialisations
(empty-informed). These serve to check the successful convergence of the MCMC
runs, where mixing and convergence is high, agreement will be high amongst all
initialisations, methods of evaluating mixing are discussed in section 4.3. Where
empty and informed initialisations are plotted against each other runs that failed
to converge are excluded, this is denoted by an asterisk (*). Edge prevalences are
included as labels on arcs. The optimal topology for each dataset is included for
completeness (figures 5.5, 5.6, 5.7 and 5.8). Where large volumes of data generate
a highly peaked topology space G, the optimal topology will tend to be similar to
the resulting Metropolis-Hastings sample [168].
5.4.1 Males: 2006 data
Results from the Metropolis Hastings sampling over the 2006 male data are dis-
played in this section. One of the empty chains did not converge successfully, as
shown by the evidence traces in figure 5.9. The other empty chain successfully
converged with the two informed initialisations. Interestingly, the scatter plots of
empty vs. empty edge relation features in figure 5.10 show almost perfect align-
ment with minimal indication of poor convergence. This suggests that the space
explored by the non converging chain, although distinct and less high scoring than
the space of the other chains, appears equivalent in terms of the edge relation fea-
tures. This implies the DAGs explored by the non converging chain had similar
structure with a few arc reversals. However the chain was unable to reach the high-
est scoring region over the sampling period. Despite its equivalence, this run is
excluded when calculating the edge relation features.
Figure 5.1 is a graphical representation of the edge relation features observed.
We can begin to make some interesting observations about the underlying structure
of the data.
Age is highly connected, displaying conditional dependencies with numer-
ous other variables, unsurprisingly with socio-demographic variables, but also be-
havioural variables such as recreational physical activity levels (RPA) and snack
consumption. RPA also exhibits a strong conditional relationship with health sta-
tus.
Occupational physical activity (OPA) shows associations with Economic sta-
tus, Social class, Education Level and Health. In all sampled networks arcs were
present between these four variables and OPA. Incidental physical activity (IPA),
i.e. walking behaviour, is influenced by Health and Education level. The ERF
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Figure 5.1: Relationships between eating, physical activity and socio-demographic
factors in males presented as the average Bayesian network topology, derived from
Metropolis Hastings sampling (2006 data). Arcs colour coded: black, arc present

































Figure 5.2: Relationships between eating, physical activity and socio-demographic
factors in males presented as the average Bayesian network topology, derived from
Metropolis Hastings sampling (2003 data). Arcs colour coded: black, arc present
in all observed topologies; red, ≥0.1; orange, ≤0.1
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Figure 5.3: Relationships between eating, physical activity and socio-demographic
factors in females presented as the average Bayesian network topology, derived
from Metropolis Hastings sampling (2006 data). Arcs colour coded: black, arc


























Figure 5.4: Relationships between eating, physical activity and socio-demographic
factors in females presented as the average Bayesian network topology, derived
from Metropolis Hastings sampling (2003 data). Arcs colour coded: black, arc
present in all observed topologies; red, ≥0.1; orange, ≤0.1
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Figure 5.5: Optimal Bayesian network topology of obesity related factors from




















Figure 5.6: Optimal Bayesian network topology of obesity related factors from
Health Survey for England data discovered using simulated annealing (Males
2003)
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Figure 5.7: Optimal Bayesian network topology of obesity related factors from



















Figure 5.8: Optimal Bayesian network topology of obesity related factors from
Health Survey for England data discovered using simulated annealing (Females
2003)
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(c) empty*-informed
Figure 5.10: Scatter plots of edge relation features obtained following Metropolis
Hastings sampling (male 2006 data)
between Education and IPA is 0.91 in contrast to the 1.0 of edge relation features
previously described. This indicates that slightly lower confident in the presence
of an arc here, though it still suggests an important correlation.
The energy expenditure variables exhibit a high degree of intercorrelation. Eth-
nicity exhibits conditional dependence with snack food intake, and (weakly) with
Fruit and Vegetable consumption. Age also appears to be an important explanatory
factor behind dietary intake. Social class and Education display correlation with
Fruit and Vegetable intake.
5.4.2 Males: 2003 data
Both empty initialisations failed to converge to the most probabilistically dense re-
gion of topology space (figure 5.11). The informed initialisations also experienced
some problems, one of the initialisations spending some time exploring a distinct,
but still high scoring region. There appear to be two regions of similar probability,
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and transition between the two is difficult. The two regions appear to differ by a
single arc, with the highest scoring region having an edge between Economic sta-
tus and leisure access, compared to between marital status and leisure. The peak
of the former region is approximately 2.7 times more likely than that of the other
region. As transition is so rare, a very large number of iterations would be required
for the sample to accurately represent the relative probability of the two regions.
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(c) empty*-informed
Figure 5.12: Scatter plots of edge relation features obtained following Metropolis
Hastings sampling (male 2003 data)
The topology distributions for 2003 males show similar results to the 2006 data.
RPA is consistently linked with age and health, however there is also a consistent
edge with incidental physical activity (IPA). IPA also appears to have some depen-
dency with ethnicity. Occupational physical activity has similar interdependencies,
although ethnicity is again included. Age is again associated with dietary intake
variables, which are closely correlated. Fruit and vegetable intake is linked with
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education level rather than social class. Ethnicity appears to have some correlation
with dietary intake variables as observed in the 2006 data.
Despite some differences, the overall interdependencies present in the data re-
main fairly similar between the 2003 and 2006 HSEs. Due to sampling variation, a
higher proportion of individuals of a certain age, social group or ethnicity may re-
sult in changes to the overall topology. Expectation of a greater level of agreement
is unreasonable.
5.4.3 Females: 2006 data
The Metropolis Hastings algorithm encountered more severe mixing issues with
the female 2006 data than observed previously; presumably due to the larger dataset
resulting in a more jagged probability distribution [168] and thus having a greater
tendency to become stuck in local maxima [124]. Neither of the empty initialisa-
tions converged on the space explored by the informed initialisations (figure 5.13),
agreement of edge relation features between these runs was poor (fig. 5.14).
In the informed initialisations, the evidence traces in figure 5.13(b) show that
the chains explored similar space until one chain moved to a less high scoring re-
gion at approximately 9.2 × 105 iterations. This is the cause of the slightly anoma-
lous edge relation feature in figure 5.14(b) (data not shown), this is an unavoidable
result of the large dataset pending further heuristic improvements. To estimate the






























Figure 5.13: Evidence traces of Metropolis Hastings sampling process (female
2006 data)
As the probability distribution is so peaked, the distribution of edge relation
features becomes highly bimodal, the probability of each feature approaches 0 or
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(c) empty*-informed
Figure 5.14: Scatter plots of edge relation features obtained following Metropolis
Hastings sampling (female 2006 data)
In females similar high levels of correlation within socio-demographic variables
and dietary intake variables are observed. RPA is associated with education level
rather than age, interestingly RPA also exhibits strong conditional dependency with
fruit and vegetable intake, this may reflect a social pattern, or a latent tendency for
health conscious women to eat more fruit and vegetables and take regular exercise.
Incidental physical activity (IPA) is consistently associated with health status, as
in males. There is also a suggestion of association between IPA and other occupa-
tional activity, though this may be a result of retired women walking more. Specific
interdependencies are examined in more detail later. Relationships between social
class and fruit and vegetable intake, and ethnicity and dietary indicators are again
observed.
5.4.4 Females: 2003 data
Although the female 2003 dataset is the largest of the datasets examined, reason-
able mixing was observed. One of the runs from an empty initialisation failed to
converge on the optimal topology completely, while the other did eventually visit
after 7.0 × 105 iterations, leaving the high scoring region soon afterwards (fig.
5.15). The informed topologies explored the space surrounding the peak topology
and generated equivalent results (fig. 5.16).
Figure 5.4 displays the edge relation features derived. The estimates of edge
posterior probabilities shows a great deal of similarity with the female 2006 data.
The majority of the few edges that differ between the two datasets involve ethnicity.
Ethnicity is much less connected in the 2003 data, possibly due to the smaller pro-
portion of non-white individuals in this study (7.0% vs 8.8%). The RPA-Fruit and
Vegetable intake arc, present in every topology in the 2006 data, was not observed
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(c) empty*-informed
Figure 5.16: Scatter plots of edge relation features obtained following Metropolis
Hastings sampling (female 2003 data)
at all in the 2003 data. This may be due to a closer relation between NSSEC and
Fruit and Vegetable intake resulting in less need for further explanatory variables.
5.5 Further Analysis and Interpretation of Results
The aim of this study is to identify factors that influence health behaviour, con-
sequently I focus on potential determinants of energy intake and expenditure vari-
ables. The sampled topologies derived from Metropolis Hastings sampling provide
information regarding the conditional dependencies present in the data. In this sec-
tion the findings are explored in more depth, focusing on the more recent HSE
2006 data.
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Gender Differences in Determinants of Recreational Physical Activity
An interesting observation from the discovered network topologies is the differs
conditional dependencies that recreational physical activity (RPA) exhibits between
males and females. According to the sampled topologies, in males RPA has a de-
pendency with age and health. In females we observe a relationship with education
level, health and fruit and vegetable intake. Here the overall topology becomes
important; females education level is a parent of RPA, and has age as a parent,
implying conditional independence of age and RPA (see section 3.1.2). This struc-
ture is observed in all sampled topologies. Given this topology we may expect
female RPA levels to display correlation with age, as shown in figure 5.17, but
to be independent of age given education. The bar graphs in this section display
the maximum likelihood estimate of the probability of falling into each of the 4
RPA categories, given parents. Health is excluded by only including those in good
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(b) Females
Figure 5.17: Probability estimates of recreational physical activity behaviour cate-
gories by age group
The structure of the discovered topologies implies that female RPA is indepen-
dent of age given education. To explore this I fix on education, including only those
in the ‘Below Higher Education’ category (as it is the most common). Given the
topologies observed, we expect males to show substantial variation between age
categories and females little. Figure 5.18 shows the relevant maximum likelihood
probabilities.
The age shift of RPA appears significantly less pronounced in females than
males, the conditioning over education level has had a significant reduction on the
influence of age. However, age does appear to have some residual influence. This
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Figure 5.18: Probability estimates of recreational physical activity behaviour cate-
gories by age group of individuals in education level category ‘below higher’
highlights a weakness of the knowledge discovery technique; a lack of sensitivity
is discussed later. It is worth noting that the graph does not display the relative
numbers of individuals in each group or the associated uncertainty.
Given the observed topologies we expect males to be independent of education
given age. Here I fix at age ‘35-44’ (again the most numerous category) and plot
results for education level as a parent (figure 5.19). The ‘current student’ group is
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Figure 5.19: Probability estimates of recreational physical activity behaviour cate-
gories of individuals in age group ‘35-44’
Smaller differences between educational categories in male 35-44 year olds are
observed than those in the female data. The method implemented here may have
identified different dynamics of recreational physical activity in males and females
which may be of interest to policymakers. It should be stressed that these bar
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graphs only represent a small proportion of the observed data.
Influence of Ethnicity and Age on Snacking Behaviour
In both the male and female topology sample we observe consistent edges between
ethnicity and age with snacking behaviour. Dietary variation has previously been
noted between different ethnic groups, but has been difficult to separate from other
social indicators. In males (figure 5.20) we observe radically different patterns of
reported snack food consumption by ethnicity. The non-white group exhibits a far
lower proportion of individuals in the highest consumption group, and is broadly
consistent between age categories, although there may be a pattern of increasing
consumption with age. In contrast the white group shows a very high level of
reported snack food intake in younger individuals and a dramatic decline with in-
creasing age. Ethnic differences are less pronounced in females (figure 5.21), with
the non white group reporting slightly higher snack intake in younger individuals.
This may reflect a real behavioural difference, or ethnic variation in reporting bias.
Comparison between ethic groups is limited by the small numbers of non white
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Figure 5.20: Probability estimates of snack consumption category by age group,
males.
Fruit and Vegetable Intake by Social Class
Social class has frequently been reported as a determinant of fruit and vegetable
intake, the network discovery technique implemented here also identified this as-
sociation [57, 61, 169]. Figure 5.22 displays the maximum likelihood probability
estimates of fruit and vegetable consumption categories by social group. The data
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Figure 5.21: Probability estimates of snack consumption category by age group,
females.
Age Sex White (%) Non-White (%) Total
16-24 Male 363 (87.1) 54 (12.9) 417
Female 445 (85.1) 78 (14.9) 523
25-34 Male 498 (86.9) 75 (13.1) 573
Female 665 (85.8) 110 (14.2) 775
35-44 Male 783 (90.0) 87 (10.0) 870
Female 1023 (89.5) 120 (10.5) 1143
45-54 Male 720 (92.7) 57 (7.3) 777
Female 878 (92.5) 71 (7.5) 949
55-64 Male 833 (96.9) 27 (3.1) 860
Female 950 (96.9) 30 (3.1) 980
60-74 Male 356 (96.2) 14 (3.8) 370
Female 397 (97.8) 9 (2.2) 406
Total Male 3553 (91.9) 314 (8.1) 370
Female 4358 (91.2) 418 (8.8) 406
Table 5.2: Counts of individuals in 2006 HSE data by sex and ethnicity
clearly suggests males and females in lower social classes consume fewer fruit and
vegetables. The conditional dependencies identified by the technique described do
not imply causality, essentially the the interactions seek to build the network topol-
ogy that best explains the observed correlations. The main aim of the method is to
generate hypotheses by identifying conditional dependencies in complex datasets.
Some interesting observations can be made from the presence of network struc-
tural features:
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Figure 5.22: Probability estimates of fruit and vegetable intake by social class
in females educational attainment may be a better predictor.
• Ethnicity is consistently related to dietary factors in males and females.
• Age is associated with snacking behaviour and other dietary intake variables
in both males and females.
• Social class is correlated with fruit and vegetable intake in both males and
females.
5.6 Discussion
This work represents a novel application of an MCMC Bayesian network sam-
pling algorithm to a real epidemiological dataset. This approach has the advantage
of coping well with highly correlated covariates which are an inherent feature of
socio-demographic data. States of numerous nodes can be modelled simultane-
ously as a set of complex relationships rather than just the outcome of a specified
dependent variable. Identification of common structural features provides insights
into the interdependencies present within the data. Results are easily transformable
into a graphical output which enable a user to see the complex relationships present.
This approach has the ability to highlight probabilistic relationships between vari-
ables without concerns of investigator bias, and represents a useful tool for hypoth-
esis generation.
The most striking finding of this analysis is the markedly different dynamics
of RPA in men and women. A significant component of the influence of age on
recreational physical activity in women is explained by the association between
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age and education level. This implies that education level, not age is the primary
determinant of recreational physical activity in women. In males, although age and
education level are correlated, age is the best predictor of recreational physical ac-
tivity habits. Traditional methods examining similar data [170] failed to uncover
such conditional independence relationships, highlighting the advantages of this
approach. An association between social class and fruit and vegetable intake was
also highlighted, as was variation in snack food intake by ethnicity and sex. Cru-
cially, these observations were not based on a priori hypotheses, but generated by
a data-driven approach. Machine learning is seldom applied in epidemiology at
present, but it represents a powerful tool for identifying dependence relationships.
It is important to bear in mind what the topology discovery method is doing,
which is explaining correlations in terms of network structure. The method at-
tempts to approximate the posterior distribution of network topologies G given a
scoring criterion, networks are evaluated given data as a whole. Consequently, the
best explanation of a specific node is not necessarily consistent with that of a net-
work. A strong effect in a small group or a relatively weak effect may not influence
the evidence for the model sufficiently to result in an edge. An example of this was
observed in the residual effect of age on female RPA levels, when education level
was fixed (section 5.5). Nonetheless, the technique is well suited to highlighting
dependencies in complex datasets.
The high level of agreement between the two years of the HSE is encourag-
ing, as it suggests that the structural features observed within the data are genuine
rather than artefacts of the data. Differences in network topologies between the
2003 and 2006 data may be explained by sampling variation, a population with a
higher proportion of a specific group will reflect this in the high scoring network
topologies. For example if social class is only important in determining the fruit
and vegetable intake of the young, then an older population would be much less
likely to display the relevant edge. Robustness of results is something that requires
further investigation. In a peaked dataset, edge relation features are not greatly
informative, as they tend to become binomially distributed around 0 or 1. Boot-
strapping would indicate how sensitive our topology distributions are to sampling
variation and even enable the construction of confidence intervals. However, as the
main aim of this work is hypothesis generation, rather than accurate estimation of
edge relation features, this was felt to be of limited value.
Identification of conditional dependencies may help to inform future interven-
tions. In men we see a strong decline in RPA with age (fig. 5.17(a)); policy makers
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may therefore wish to concentrate on initiatives to encourage men to remain active
as they get older. In contrast RPA levels in women are much more dependent on
social factors, best explained by education level. Interventions to increase RPA
amongst women may focus on financial and physical accessibility and other social
issues. Social class is a strong determinant of fruit and vegetable intake in both
men and women, in agreement with various studies [57, 62], as noted previously
this does not imply a causal relationship, but does identify which groups are eat-
ing less healthily. More research is needed to identify potential interventions, but
should focus on those of lower socio-economic status. A relationship was observed
between ethnicity and dietary factors. These effects may reflect cultural differences
that may be a potential target for policymakers.
Although applying Bayesian networks in this manner is an effective means of
reducing bias due to correlation between predictor variables, the data is still subject
to limitations. The sample is not fully representative of the UK population due to
participation bias, thus we must exercise caution when making inferences about
the UK population. Exclusion of individuals due to missing data points is likely
to exacerbate this bias. Other biases are also likely to be present in survey data;
self reporting of food intake and physical activity levels may not be accurate, and
inaccuracies may vary across population groups. Some of the variables included
in the model may not accurately reflect the true status of the individual, classifi-
cations may be inaccurate or insufficient. The failure to accommodate continuous
data represents a loss of information, which reduces the sensitivity of this analysis,
which is discussed in more detail later (Chapter 8).
The methodology described in this paper assumes that the sample ( ˆG ) of the
space of all possible DAG topologies (G), represents the vast majority of the to-
tal integral. If the sampling algorithm has difficulty mixing this assumption may
not hold. The approach taken here of initialising runs with the optimum topology
is only valid when this region contains the vast majority of the total probability
integral. As the distribution of network topologies approaches a Dirac delta dis-
tribution as the number of observations tends towards infinity, this is reasonable
for large datasets. The datasets used in this study probably reach the limit of the
usefulness of Metropolis-Hastings sampling as a method to approximate G due to
poor mixing. Beyond this, a strategy based on searching for unique high scor-
ing topologies may be more fruitful. Alternatives are discussed in the concluding
chapter.
The addition of more variables could extend the method, imposing little ex-
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tra computational load. However, it would result in a more complex topology
space and thus more difficult mixing. MCMC over network topologies is an ac-
tive research field, and further developments may allow use of larger more com-
plex datasets. Other possible extensions of the method include the introduction of
missing data, and the possibility of latent variables. Although straightforward to
include as an extra outcome within each variable, missing data was not included in
this study, as edges would seek to explain correlations between social factors and
nodes with a high proportion of observations missing.
The derived sample of network topologies has further utility, once parameters
have been learned 3.3.2. Chapter 6 uses a complete Bayesian network model to
make predictions regarding population health behaviour. The technique described
here represents a method of identifying conditional dependencies in complex dis-
crete datasets. In carrying out this work, I have developed a general toolkit that can
perform MCMC sampling and optimisation of Bayesian network topologies which
may be applied to other datasets.
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Combination of High and Low Resolu-
tion Datasets Using Bayesian Networks
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6.1 Overview
In the UK, population estimates of levels of obesity related behaviour are scarce.
Although the Health Surveys for England collect relevant data for a large num-
ber of individuals, only summary statistics are reported [170]. Due to participa-
tion bias, the utility of Health Surveys for England (HSE) data is limited as it is
not representative of the UK population. Furthermore, local populations are de-
mographically distinct, and are likely to exhibit different health behaviours. This
analysis utilises Bayesian networks to combine a small high resolution dataset of
health behaviour with a larger lower resolution dataset in order to estimate health
behaviour at a population level. A Bayesian network model of energy intake and
expenditure behaviours given a range of socio-demographic factors is constructed
from HSE data. Data from the 2001 UK census is then applied to this model to
estimate obesity related behaviours in Greater Manchester.
6.2 Background
Obesity is a major cause of chronic disease in the UK [15] which represents a
significant proportion of health expenditure, both directly and indirectly. Currently,
despite a need for action being identified by the Government in 2001 [15], there is
a lack of evidence for the effectiveness of policy interventions. This is in contrast
to direct medical interventions such as drug treatment and bariatric surgery, which
have been the subject of numerous trials [87, 171, 172].
The obesity epidemic is most likely due to a shift in population behaviour over
the past few decades. A significant stumbling block for policy interventions is
the lack of population data on energy intake (EI) and energy expenditure (EE)
behaviours [8], such data is necessary to inform policy interventions. There are
inherent difficulties associated with estimating population behaviour. Direct mea-
sures of energy expenditure are available using techniques such as doubly-labelled
water; however, they are expensive and impractical for large studies. Surveys are
currently the only viable method of obtaining relevant data. Although survey data
can be inaccurate [131, 132], it provides an effective method to collect the large
amounts of data required.
Population health behaviours are frequently correlated with socio-demographic
factors such as social class, education level, and wealth [57, 59, 68, 73, 173]. Ge-
ographic areas are demographically distinct even at higher levels such as wards
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or metropolitan districts. Consequently, we can reasonably expect that such ar-
eas will have different population behaviours owing to their different demographic
characteristics.
A number of studies have attempted to identify determinants of physical ac-
tivity [174–177] (particularly of adolescents [178–181]) and diet quality [57–61].
However, there are a dearth of studies that attempt to estimate levels of energy
intake or expenditure over an entire population. The UK Diet and Nutrition Sur-
vey [182] has provided some detailed information on dietary intake, and is set to
report energy expenditure data from doubly-labelled water studies. However, the
small sample size and high attrition rate diminish its usefulness.
The Health Surveys for England (HSE) are the primary information source for
population health behaviours in the UK; Stamatakis et al have previously analysed
physical activity data from the HSE, reporting temporal trends [183,184] and sum-
mary statistics [170]. The data in the HSE cannot be representative of a specific
population, as it is a national study with known issues of participation bias. As obe-
sity policy is typically implemented by Local Authorities and Primary Care Trusts,
it is valuable to have data reflecting the behaviour of a local population.
The current chapter describes a radically different approach to previously anal-
ysed data. A model of energy intake and expenditure indicators is constructed from
HSE data; this model is applied to the socio-demographic characteristics of a real
population. The resulting data represents a synthetic estimate of the obesity related
behaviour of this population. This information might be useful to local policy mak-
ers.
The model implemented is a multi-output Bayes classifier learned from HSE
data. An advantage of a methodology based on Bayesian networks is the ability to
simultaneously model multiple outputs that are likely to be correlated due to the
known effect of clustering of risky behaviours [74]. This enables us to examine how
different indicators of energy intake and expenditure are distributed, rather than
using a simplified compound measure. Further, a data-driven approach does not
require any assumptions of the existence or non existence of relationships between
factors, and does not require a lengthy design phase via Delphi panels [185] or
similar methods. Use of Bayesian classification models and other machine learning
techniques in epidemiology is limited. This work seeks to provide a convincing
argument of their utility and ability to model complex data.
The intended use of the population generated by the model is to aid policy
makers by:
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• Identifying population subgroups in which obesity related behaviours are
clustered. These groups are likely to provide good targets for interventions.
• Aiding development of relevant targets to increase levels of physical activity
and diet quality.
• Beginning to quantify the distribution of energy imbalance across a popula-
tion. The size of the energy gap is unknown and controversial, but likely to
be crucial in evaluating potential interventions.
More specifically, the model seeks to answer the following questions as worked
examples to show the usefulness of this approach:
• How many people in Greater Manchester participate in no recreational phys-
ical activity? (with confidence intervals (CIs))
• How many participate in no walking, and typically consume less than one
portion of fresh fruit or vegetables per day? (CIs)
6.3 Model Summary
The aim of this study is to create a model of health behaviours as determined by
socio-demographic factors, to which detailed population specific socio-demographic
data is applied to estimate the health behaviours in that population (see figure
6.1). The model is a Bayesian classifier, the structure and parameters of which
are learned from HSE 2006 data. The applied socio-demographic data is from the
2001 UK Census. Here I apply the model to the Greater Manchester population,
specifically the 10 Local Authorities that compose Greater Manchester; Bolton,
Bury, Oldham, Rochdale, Salford, Stockport, Tameside, Trafford, Manchester and
Wigan. Males and females are modelled separately.
A Bayesian Classifier is essentially a complete Bayesian Network [139]; both
the topology H and the parameters θ are known. We can use our knowledge of the
joint probability distribution specified to find the updated probabilities of a subset
of variables when other variables are observed, subject to constraints of complexity.
In this case, we wish to find the updated knowledge for the variables describing
energy intake and expenditure; we denote this set Y. The observed variables are
the socio-demographic variables, denoted X. The Health Surveys for England data
contains variables for sets X and Y, while the 2001 Census data contains only
elements from set X.
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Figure 6.1: Schematic representation of how a Bayesian network model is used to
estimate health behaviours in a sub-population
Construction of the Bayes classifier consists of two steps; first to derive a topol-
ogy (H) for the network, then to assign parameters (θ). Methods are descibed in
sections 6.5 and 6.6.
Participation bias is a known issue in the HSE; the individuals surveyed are not
representative of any population. By conditioning across all socio-demographic
variables in the model, the 2001 census data itself is used to express the relation-
ships between the socio-demographic variables in set X. Consequently, any edges
between nodes in the set X become irrelevant when the 2001 census data is applied.
6.4 Data
6.4.1 Overview
As stated above, this study uses data from the 2006 Health Surveys for England
to learn the model, to which UK 2001 census data is applied. Both datasets are
described in detail in Chapter 2. In brief, the UK census is a mandatory population
survey conducted every 10 years to collect demographic information on the UK
population, the most recent survey was conducted in 2001. The dataset used here
is the Small Area Microdata (SAM), a 5% random sample of individual data. The
Health Surveys for England are a series of annual surveys carried out to evaluate the
health of the UK population. Participating households are selected at random from
all over the UK. Households that decline to participate are not replaced; participa-
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tion bias is therefore likely. HSE 2006 data is used as it focused on factors related
to Coronary Heart Disease, and consequently collected data relevant to obesity.
The 2006 HSE data consisted of 21,399 individuals (10,007 males; 11,392
females). Following exclusion of individuals aged under 16 and over 75 (7,257),
those failing to fill in self completion booklets (3,788), CORE 1 individuals over
65 (1,042), and those missing other variables (74), the final dataset contained 4,123
males and 5,115 females.
The 2001 SAM dataset contained 124,883 individual records within Greater
Manchester (60,946 males; 63,937 females), representing a total population of ap-
proximately 1.78m. 34,969 individuals were excluded for being outside of the age
range, and a further 851 missing other variables, leaving 45,004 males and 44,059
females.
6.4.2 List of Variables
The variables used from the HSE 2006 and 2001 Census are listed below. Variables
in X were matched between the two datasets as closely as possible, and are shown
in table 6.1. Variables in set Y are listed in table 6.2. Full descriptions of variables
and derivations are provided in sections 2.1.3 and 2.2.3, asterisks (*) indicate that
a variable has been edited specifically to match the 2001 Census data.
Socio-Demographic Variables
HSE 2006 Variable Abbreviation 2001 Census Variable
Sex Sex Sex
Age* Age Age
Dependent Children Dep.Cld Dependent Children
Marital Status Marital S Marital Status
Health Status Health Health Status
Social Status Social S Social Status
Economic Activity* Econ.S Economic Activity
Ethnicity Ethnic. Ethnicity
Education Level Educ.L Education Level
Table 6.1: List of 2001 Census and 2006 Health Surveys for England variables in
this analysis; combing high and low resolution datasets
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Energy Expenditure Variables
Variable Abbreviation
Recreational physical activity level Rec.PA
Incidental physical activity level Inc.PA
Occupational physical activity level Occ.PA
Energy Intake Variables
Variable Abbreviation
Fried Food intake level FriedFd
Cake/Sweets intake level Cakes
Snack/Crisps etc. intake level Snacks
Fruit and Vegetable intake level Frt Veg.
Table 6.2: List of (unmatched) 2006 HSE variables used in this analysis
6.5 Obtaining the Classifier Structure
6.5.1 Methods
To avoid unmanageable complexity, it is preferable to use a single topology H for
the Bayesian classifier as opposed to averaging over several network structures.
One possible approach is to derive a topology H by maximising some scoring
criterion. However, this does not consider the entropy of network structures, i.e. a
large number of equivalent DAGs may be excluded in favour of a single DAG with
a higher scoring criterion despite their combined probability being greater.
Exhaustive evaluation of the space of all possible networks G is unfeasible; a
Metropolis Hastings sampler is used to traverse and sample the space. Topologies
are grouped according to equivalence classes [152]. An equivalence class is the set
of all DAGs that degenerate to the same Partially Directed Acyclic Graph (PDAG).
All arcs that do not participate in a ‘V-structure’ before or following reversal are
considered reversible, and represented by an undirected edge in a PDAG. Thus a
PDAG is a mixture of directed and undirected arcs. It is difficult to evaluate the
probability of a PDAG directly, consequently this numerical method is applied.
The DAG topology to be used in the Bayes classifier is constructed from the
most commonly sampled, and therefore the most probable, PDAG. All undirected
arcs between X and Y are orientated so that members of X are parents, arcs between
members of Y are directed according to the algorithm provided by Chickering
[152].
In order to reflect the network’s role as a classifier of the set Y rather than a
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model of the joint distribution, a specialised network topology scoring criterion is
used. Heckerman describes the use of the probability of the data given a model








Γ(αi j + Ni j)
ri∏
k=1
Γ(αi jk + Ni jk)
Γ(αi jk) . (6.1)
Essentially, this is the product of marginal likelihoods over possible θ for all
node (i) and input ( j) combinations. This marginal likelihood given H is combined
with a prior over network structures (eq. 3.13) to provide the scoring criterion.
Modified scoring criterions for model selection are discussed in Heckerman [142].
The adjusted criterion ignores the likelihood contribution of the members of X, the
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1 if i ∈ Y
0 if otherwise.
Advantages of this modified criterion include:
• Ensures that arcs that explain correlations between socio-demographic vari-
ables do not contribute to the evidence score of the topology.
• Preferentially orientates arcs from set X to Y.
• Flattens the probability distribution, resulting in easier mixing and conver-
gence.
In addition to the modified scoring criterion the prior over network structures is
also modified from that described in eq. 3.13. Due to entropy, ‘quiet’ edges be-
come prevalent in the network structures if not penalised. Quiet edges do not influ-
ence the marginal likelihood component of the scoring criterion, although the prior
over network structures is influenced. However, this influence of the complexity
penalising prior is insufficient to prevent their occurrence. These edges are prob-
lematic as they have negative effect on mixing by restricting the moves available
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to the sampler. A penalty on edges between members of X is imposed; edges in-
cident to members of the set X incur a log penalty of −1, 000, effectively reducing
the probability of the network by a factor of e1,000. This practically eliminates the
prevalence of ‘quiet’ edges. This penalty value was chosen following considera-
tion of the range of the scoring criterion. As the marginal likelihood is directly
proportional to the number of observations, this penalty value should be scaled
accordingly if this methodology is applied to other datasets.
Using the adjusted scoring criterion, a Metropolis Hastings sampler was im-
plemented over the space of network structures. Males and females were analysed
separately. Four runs were performed for both male and female data. Two runs
were seeded from an empty DAG, and two from the optimal DAG as derived from
simulated annealing optimisation. A burn-in period of 5 × 105 iterations was per-
formed before a sampling period of 5 × 105 iterations with samples every 1, 000.
Providing a sample of 500 DAGs for each run.
The move library consisted of the 5 moves described in section 4.4.1, with the
following frequencies:
• Add Arc: 0.4.
• Delete Arc: 0.4.
• Grzegorczyk-Husmeier REV: 0.1.
• Switch Arc: 0.05.
• Multiple Reversal: 0.05.
6.5.2 Results of the Metropolis Hastings Sampler
Graphs of the evidence traces and edge relation features associated with the sam-
plers can be seen in the appendix. In both the male and female data, one of the
empty initialisations failed to converge (appendices D.1 and D.3). There was also
an issue with one of the informed initialisations becoming stuck in a sub-optimal
region in the female data. Despite these mixing issues, there was a clearly iden-
tifiable preferred PDAG for both males and females. In both cases the preferred
PDAG was consistent with the DAG derived by simulated annealing optimisation.
Table 6.3 displays the counts of the different PDAGs sampled (from chains that suc-
cessfully converged). Each variable was assigned an index from 0 to 14, with the
order: 0 DepChld, 1 MaritalS, 2 HealthS, 3 Ethnicity, 4 EducL, 5 Age, 6 EconA, 7
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Social S, 8 Snacks, 9 Cakes, 10 FriedFd, 11 FrtVeg, 12 Rec PA, 13 Inc PA, 14 Occ
PA.
Following translation of the selected PDAG into a DAG (as specified above)
network topologies for the Bayes classifiers are displayed in figures 6.2 and 6.3.
Nodes are colour coded, with those representing socio-demographic variables in
blue, and those representing behavioural indicators in yellow. Variables not in-
cluded in the final model are pictured for completeness.
Dep Chld Marital S Health
Ethnicity Educ L





Rec PA Inc PA Occ PA
Figure 6.2: Topology of the Bayesian health behaviour classifier discovered follow-
ing Metropolis Hastings sampling (males). Blue nodes denote socio-demographic


















2-12, 2-13, 2-14, 3-9, 4-11, 5-8, 5-10, 5-12, 6-13, 6-14, 7-14, 9-8, 10-9, 10-11 1209
2-12, 2-13, 2-14, 3-9, 5-8, 5-10, 5-12, 6-13, 6-14, 7-14, 9-8, 10-9, 10-11 160
2-12, 2-13, 2-14, 3-9, 5-8, 5-10, 5-12, 6-13, 6-14, 7-11, 7-14, 9-8, 10-9, 10-11 79
2-12, 2-13, 2-14, 3-9, 4-11, 5-8, 5-10, 5-12, 6-13, 6-14, 7-14, 9-8, 10-9 30
2-12, 2-13, 2-14, 3-9, 3-13, 4-11, 5-8, 5-10, 5-12, 6-13, 6-14, 7-14, 9-8, 10-9, 10-11 11
2-12, 2-13, 2-14, 3-9, 3-11, 5-8, 5-10, 5-12, 6-13, 6-14, 7-14, 9-8, 10-9, 10-11 5
2-12, 2-13, 2-14, 3-8, 3-9, 4-11, 5-8, 5-10, 5-12, 6-13, 6-14, 7-14, 9-8, 10-9, 10-11 5
0-10, 2-12, 2-13, 2-14, 3-9, 4-11, 5-8, 5-10, 5-12, 6-13, 6-14, 7-14, 9-8, 10-9, 10-11 1
2-11, 2-12, 2-13, 2-14, 3-9, 5-8, 5-10, 5-12, 6-13, 6-14, 7-14, 9-8, 10-9, 10-11 1
2-12, 2-13, 2-14, 3-8, 3-9, 3-13, 4-11, 5-8, 5-10, 5-12, 6-13, 6-14, 7-14, 9-8, 10-9 1
2-12, 2-13, 2-14, 3-9, 3-13, 5-8, 5-10, 5-12, 6-13, 6-14, 7-14, 9-8, 10-9, 10-11 1
(b) Females
PDAG frequency
2-12, 2-13, 2-14, 3-10, 4-11, 4-12, 5-8, 5-11, 6-14, 9-8, 10-9, 11-10, 14-13 1246
2-13, 2-14, 3-10, 4-11, 4-12, 5-8, 5-11, 6-12, 6-14, 9-8, 10-9, 11-10, 14-13 164
2-13, 2-14, 3-10, 3-12, 4-11, 4-12, 5-8, 5-11, 6-12, 6-14, 9-8, 10-9, 11-10, 14-13 81
2-12, 2-13, 2-14, 3-9, 3-10, 4-11, 4-12, 5-8, 5-11, 6-14, 9-8, 10-9, 11-10, 14-13 10
2-13, 2-14, 3-9, 3-10, 4-11, 4-12, 5-8, 5-11, 6-12, 6-14, 9-8, 10-9, 11-10, 14-13 2
Table 6.3: Observed PDAG frequencies of Bayesian network topologies of data from the 2006 HSE over the Metropolis Hastings
sampling process. PDAGs are represented by a list of arcs using the node IDs provided in the previous section141
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Dep Chld Marital S Health
Ethnicity







Figure 6.3: Topology of the Bayesian health behaviour classifier discovered
following Metropolis Hastings sampling (females). Blue nodes denote socio-
demographic variables; yellow, behavioural indicators
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6.6 Assigning Model Parameters
Given a network structure, the next step is to assign parameters to the model.
Learning of Bayesian Network parameters is discussed in section 3.3.2. In the
multinomial case the parameter vector for each node-input combination (θi j) fol-
lows a Dirichlet distribution. It is straightforward to identify each value of θi j that
maximises the posterior probability, however the associated uncertainty is also of
interest. This point may be illustrated by considering two Beta-distributions (the
simple binomial case of the Dirichlet) in figure 6.4: both Beta distributions share
the same maximum likelihood value of 0.5. However in the case of Beta(10,10)
we can be more confident of its value than Beta(2,2). The selection of the max-
imum likelihood value results in the loss of a substantial amount of information,
increasing the risk of bias due to small group effects.

























Figure 6.4: Comparison of the shape of two Beta-distributions
The posterior distribution of θi j can be specified exactly by a Dirichlet dis-
tribution Dir(n1 + α1, n2 + α2, ..., nr + αr) with parameters from HSE counts and
designated pseudocounts. The selection of the distribution of θi j rather than a point
estimate allows the calculation of confidence intervals associated with this uncer-
tainty.
6.7 Application
Following sections 6.5 and 6.6, the model is complete with topology and param-
eters. The next step is the application of the 2001 Census data to answer specific
queries. The topology of the model is fixed, and not query dependent. The 2001
143









Table 6.4: Counts of individuals by age and sex in the 2001 Census (Greater
Manchester)
Census Small Area Microdata dataset consists of 89,063 individuals between the
ages of 16 and 74, drawn randomly from a population of 1.78 million in Greater
Manchester (table 6.4). An estimated 96% of the population were recorded by
the Census [135], representing the most complete sample of socio-demographic
characteristics available. The method is described below, and also expressed as
pseudocode in figure 6.5 for clarity.
A query is submitted to the model, containing the nodes for which the distribu-
tion in the true population is of interest. The query may also restrict the estimate
to specific subgroups. Given a query, the relevant socio-demographic nodes are
identified, i.e. the parents of the nodes of interest to the user. Every possible com-
bination of the states of the relevant nodes provides us with a socio-demographic
group, depending on the number of nodes of interest the number of these groups
may be significant. These groups are termed metagroups. Within each metagroup,
the distributions of the nodes of interest are independent, as the states of the parents
are fixed in each case. Where a node of interest has a member of Y as a parent, this
requires an imputation step; this is described later. This process involves the use of
several Dirichlet distributions, in each case the pseudocount (α) is set at 1.0.
The Census data available is a 5% sample of the overall data, consequently
the numbers of the true population in each metagroup are unknown. A Bayesian
approach to this problem is taken; counts in each metagroup from the 2001 SAM
Census data (nc1, ....ncz) are used to inform a Dirichlet distribution as to the true
probabilities of a randomly drawn individual from the Greater Manchester popula-
tion being a member of each metagroup, where z is the number of metagroups. A
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Query: Identify Nodes of Interest.
Indentify parents of these nodes. Each combination of parent 
outcomes forms a metagroup.
If parents are not members of set X, an imputation step is 
necessary.
Use counts in each metagroup from census data (and 
imputation if required) to inform a Dirichlet distribution 
representing probability of each individual in true population 
being in each metagroup. 
Draw a sample from this Dirichlet. This sample is used to 
inform N samples from a multinomial distribution, where N is 
the number of individuals in the true population. The resulting 
counts estimate the numbers within each metagroup.  
Determine the Dirichlet distribution for the outcome of 
each node of interest from HSE data. Sample from 
each of these distributions and take the product as an 
estimate of the joint distribution of the nodes of interest. 
Use this product to inform a multinomial distribution, 
from which we draw a number of samples according to 
our previous estimate on numbers within metagroups. 
For each metagroup {
}
The results of these samples are stored.
Results are summed over all metagroups. 
For each sample {
}
Perform imputation (if required).
Figure 6.5: Summary of Dataset Combination Method in Pseudocode
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random sample is then drawn from this Dirichlet distribution to inform N samples
drawn from a multinomial distribution, where N is the total number of individuals
in the population (877, 100 males and 904, 754 females). This generates an esti-
mate of the number of people (nˆ1....nˆz) in each metagroup in the true population.
Next, each of these simulated individuals is assigned to a category of each
node of interest dependent on their metagroup. This is also done by sampling
from a multinomial distribution- this time informed by a sample from a Dirichlet
distribution defined by the HSE data. For each metagroup, the relevant Dirichlet
parameters from the HSE are determined, a sample from which is drawn and com-
bined with that from the other nodes of interest to produce a joint distribution over
all combinations of queried nodes; recall these nodes are independent if all parent
nodes are instantiated. This informs a multinomial distribution of nˆι individuals,
providing a single estimate of the number of individuals possessing each possible
comnination of the node(s) of interest.
This process is repeated until 10, 000 estimates are drawn- allowing approxi-
mation of a mean and confidence intervals. A simulation approach is necessary,
as analytical evaluation of this two-tiered Bayesian problem is extremely complex.
The method described here is implemented in R, an open source statistical pack-
age [186]. The R script is included in appendix C. The time taken to draw 10, 000
samples depends heavily on the number of metagroups in the analysis, which is
largely determined by the number of nodes of interest. The number of metagroups
can be reduced by restricting the query to population subgroups. The simulation in
question 1 was generated in approximately 12 seconds on a dual core 2.4GHz 2GB
RAM machine, while question 2 took in the order of 30 minutes.
As mentioned above, an imputation step is required where a node of interest
has a non socio-demographic node as a parent. This is because the numbers in
each metagroup cannot be estimated, as the parent is not present in the Census
data. The imputation step proceeds as follows; the ultimate socio-demographic
parents of the missing node are identified. These may not be immediate parents as
numerous indicator variables may be descendants of one another (as in the female
classifier), in this case, several imputation steps may be required. For each group
of the combination of these parent variables, the HSE data is used to derive the
relevant parameters of the Dirichlet distribution of the outcome probabilities of the
node. A sample from this Dirichlet is used to inform a multinomial that assigns
each individual in this group a value for the non socio-demographic node. This
sample is then used exactly as if it were present in the Census dataset. Compared to
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the above process this imputation step is computationally inexpensive; it is feasible
to perform a separate imputation for each sample estimate.
Question 1
How many people in Greater Manchester participate in no recreational physical
activity? Or, in the context of this study, how many people in Greater Manchester
would fall into the lowest category (i.e. none) of the recreational physical activity
(RPA) variable?
The parents of the nodes of interest are health and age in males, and health
and education level in females. All of these parents are members of the set X
and thus no imputation step is necessary. The RPA node has 18 input levels in
the male classifier and 12 in the female. As there is only one node of interest
(RPA), these are also the number of metagroups. Following the process described
in the previous section- 10, 000 estimates were generated for the distribution of
recreational physical activity behaviour of the Greater Manchester population. Of
the 877, 100 males; a mean of 468, 045.7 (53.4%) fell into the lowest RPA category,
CI95% : {454, 506; 481, 477}. In females a mean of 559, 635.5 of the total 904, 754
(61.9%) fell into the lowest RPA group CI95% : {547, 892; 571, 343}. Of the total
population (1, 781, 854 individuals), a mean of 1, 027, 681 (57.7%) was calculated
CI95% : {1, 009, 852; 1, 045, 487}.
Question 2
How many individuals do little or no walking, and fail to eat at least one por-
tion of fruit or vegetables a day? Or, how many people in Greater Manchester
fall into the lowest incidental physical activity category, AND fall into the lowest
consumption group for fruit and vegetables.
This is a much more complex question than the previous one, requiring an
imputation step and exhibiting a large number of metagroups. In the male classifier,
Fried fd is a parent of Frt Veg, in females Occ PA is a parent of Inc PA cases.
Both will require an imputation step. Further, the number of metagroups is large,
288 in females, and 192 in males. Due to this complexity the simulation took
approximately 30 minutes to complete. In females, an average of 21, 694.9 of the
904, 754 (2.4%) fell into both categories of interest (CI95% : {20783.0; 22626.0}).
In males the average number of individuals in the lowest categories was 28, 460.6
(3.2%), with confidence interval CI95% : {26, 851.0; 30, 098.1}. In total an average
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of 50, 155.5 or 2.8% of individuals fell into the lowest categories for both incidental
physical activity and fruit and vegetable consumption.
6.8 Discussion
This study exploits various properties of Bayesian networks to estimate the obe-
sity related behaviour of a sub population in ways that may be more robust than
alternative linear methods. Data from health surveys is subject to participation
bias, which limits its applicability to real populations. This approach, while not
circumventing participation bias, projects the results from a national survey onto
a real sub-population. The uncertainty that occurs when a group is highly under-
represented in the original survey, is reflected by uncertainty in the behaviour of
that group when the model is applied to the true population. This is a significant ad-
vantage of this method. For example in the HSE, individuals with no educational
qualifications made up 22.7% of the sample, compared to 31.2% in the Census
data, consequently, the health behaviour of this group is associated with higher
uncertainty than the over-represented higher education group. This work may be
relevant to Local Authorities to identify the health needs of their population. The
health needs of regions are likely to vary, with population demographics likely to
play an important role in what interventions are appropriate.
Beyond population health, the work may have wider applications. There are
numerous situations where the results from a detailed survey on a small scale may
be applied to a larger lower-resolution dataset, Molitor et al combined several re-
gression models using a Bayesian network to predict wider scale implications of
water quality on foetal development [187]. The flexibility of Bayesian networks
makes them well suited to these types of analyses.
The inclusion of more variables would have improved the predictive power of
the model. However the variables were limited to those that could be successfully
matched between census data and the HSE. Throughout this study I have assumed
that the matched variables are directly equivalent, this may not hold. Although
most are based on well defined criteria, such as age, sex, ethnicity, and economic
status, others such as self reported health or dependent children are less clearly
defined. Table 2.1 compares the questions from which these variables are derived.
This may contribute to bias in some groups.
The approach described here is entirely data driven, meaning no investigator
input was involved in the design of the model. The method implemented was just
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one of a number of possible methods of constructing a classifier. A ‘Naı¨ve Bayes
classifier’ would have been simpler to generate, but the inclusion of the parameter
distribution in the model is a major strength, enabling the quantification of un-
certainty. The maximisation of the scoring criterion is simpler approach than the
derivation of the most probable PDAG, and when tested yielded the same result
(data not shown). An alternative knowledge-based approach could have employed
a domain expert to design the network structure, but this would have been suscep-
tible to expert bias and is resource intensive.
Despite the modified scoring criterion, mixing and convergence over DAG
structures was not straightforward. The heavy penalties imposed on arcs between
members of X may be a contributory factor. When a REV move is performed in
the MCMC process, the local scores that determine the new parentset (see sec-
tion 4.4.2) are not penalised. As a result, many attempts are made to impose arcs
between members of the set, which are rejected due the penalty on the topology
prior. This reduces the effectiveness of the REV move enormously. The additional
mixing complexity associated with the modified criterion may encourage a more
straightforward approach, such as maximising the scoring criterion as described
above. The simulation process is computationally intensive, especially for com-
plex queries. The R interpreter is less efficient than programming languages such
as C#, much of the processing time is spent manipulating matrices and generating
counts from data; the use of alternative technologies may improve performance
considerably.
The model is capable of estimating the behaviour of any group over any vari-
able or combination of variables. Further development could involve the presenta-
tion of this approach as a tool, requiring the installation of a user interface that will
allow the model to be queried directly by users.
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Identification of Predictors of Waist to Hip
Ratio in UK Adults using Bayesian Net-
works
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7.1 Overview
In this chapter I use Bayesian model averaging (BMA) to investigate conditional
dependencies between variables representing body fat distribution and its putative
determinants. The dataset is derived from the 2006 Health Surveys for England
(HSE). Particular attention is paid to deterministic relationships with waist to hip
ratio (WHR). Analysis using BMA is compared with the more standard epidemio-
logical technique of generalized linear models. The standard regression technique
proves to be more sensitive in identifying determinants, but BMA provides a more
complete explanation of relationships present in the data as a whole.
7.2 Background
Obesity is the carriage of excess adipose tissue which impairs the body’s ability
to function correctly. This manifests as increased risk of a number of common
chronic diseases including Type II diabetes, coronary heart disease (CHD) and var-
ious cancers. Obesity is most commonly defined in terms of weight adjusted for
height; body mass index (BMI). When risk associated with excess adiposity is re-
ported, BMI is the accepted measure of overweight and obesity [1]. However BMI
is a flawed indicator of obesity related disease risk for individuals [188]. Excess
visceral fat, adipose tissue that is located in the abdominal cavity around the vi-
tal organs, is associated with elevated risk of diabetes and CHD independently of
BMI [11, 189–191]. Waist hip ratio (WHR) provides a useful indicator of the ratio
of visceral fat to body size. The fundamental driving force behind fat deposition
is clear; an imbalance between energy consumed and energy expended. However,
less clear are the determinants of where body fat is deposited. There is insuffi-
cient data from longitudinal studies to reveal the determinants of fat distribution in
full. The most ready source of relevant data is large cross sectional studies such
as the Health Surveys for England. Aside from age, sex [192, 193] and ethnic-
ity [194–196], attempts to uncover determinants of fat deposition have had little
consistent success. Smoking has been identified by several studies as associated
with higher WHR adjusted for BMI [197–200], however no putative mechanism
has been proposed [201]. The issue of smoking associations are complicated by
a tendency for ex-smokers to gain weight after cessation of smoking [202]. Other
factors that have been put forward as potential contributors to body fat deposition
are alcohol intake [197, 198, 203], menopause [192, 204], and exercise and diet
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composition [205].
This study has two main aims:
• To use Bayesian model averaging to identify determinants of body fat distri-
bution.
• To compare this method with a Generalized Linear Modelling approach in
this context.
This chapter is organised as follows; section 7.3 describes the methodology
implemented, and the results of these analyses are presented in section 7.4. A
discussion is provided in section 7.5.
7.3 Approach and Methods
7.3.1 Overview
In this chapter I sample from the posterior distribution of Bayesian network topolo-
gies given data to identify features shared by the most likely network structures.
This is known as Bayesian model averaging (BMA), and is detailed in section
3.4. These structural features provide an estimate of the conditional dependencies
present in the data. A Metropolis Hastings sampler is used to traverse and sample
from the space of possible networks (section 3.5).
In a Bayesian network, conditional dependencies are encoded by directed arcs
between nodes; the structure of the network is essentially a set of assertions of
conditional dependence between variables. A useful feature of Bayesian networks
is the ability to distinguish between correlation and conditional dependence [124].
This study uses the presence of arcs to identify conditional dependencies present in
a dataset, specifically for factors that influence WHR once the large explanatory ef-
fect of BMI is adjusted for. The results from this analysis are edge relation features
(ERFs), an estimate of the posterior probability of each arc. A high ERF indicates
that the arc is important in explaining the observed data. Bayesian topology space
approach are compared with the results from a more usual epidemiological tool;
generalized linear models [206] (GLM). This comparison will enable us to eval-
uate the utility of the Bayesian topology approach in answering a real question
within a typical epidemiological context.
Male and female data are analysed separately owing to likely different determi-
nants of fat deposition [192, 193] and lack of comparability between WHR values.
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Further, due to a strong evidence base suggesting different body fat distribution
by ethnicity [194–196] only individuals self identified as of white ethnicity are
included.
7.3.2 Data
The data source is the 2006 Health Survey for England, full details of which are
provided in Chapter 2. Variables were selected following a literature review of
studies examining potential determinants of fat deposition. The variables used












Recreational physical activity level Rec.PA
Incidental physical activity level Inc.PA
Occupational physical activity level Occ.PA
Energy Intake Variables
Variable Abbreviation
Fried food intake level FriedFd
Cake/sweets intake level Cakes
Snack/crisps etc. intake level Snacks






Table 7.1: List of variables used in this analysis; using Bayesian networks to iden-
tify factors that influence body fat distribution
HSE surveyed 21, 399 individuals (10, 007 males; 11, 392 females). The following
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Table 7.2: Counts of individuals in 2006 Health Survey for England by age cate-
gory
individuals were excluded from this analysis; those aged under 15 or over 74 years
(4, 284; 4, 475), non-white individuals (572; 700), CORE 1 individuals aged over
65 (see section 2.1 for details) (384; 409), individuals failing to fill in the self
completion (SC) booklet (1, 200; 1, 442), individuals who failed to provide reliable
weight information (266; 437), and those missing other variables present in the
model (20; 267). In total 6, 943 individuals were available for analysis; 3, 281
males and 3, 662 females. Counts in each age category are provided in table 7.2.
In order to meet the assumptions of a GLM, and to ensure a fair comparison
of the two methods, some variables were implemented in the GLM as continu-
ous. These were Age (years), BMI, and WHR. All other variables were treated as
categorical.
7.3.3 Implementation of the Metropolis Hastings Sampler
A Metropolis Hastings sampler was implemented for both males and females over
the datasets described in the previous section. Following a burn-in period of 5×105
iterations, a sampling period also of 5×105 iterations was performed, with samples
taken every 1, 000 iterations. Network topologies were scored using the scoring
criterion described in section 3.3.1, with pseudocounts set at 1.0. The move library
was as described in section 4.4.1 with specified probabilities:
• Add Arc: 0.4.
• Remove Arc: 0.4.
• Grzegorczyk-Husmeier REV move: 0.1.
• Switch Arc: 0.05.
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• Multiple Reversal move: 0.05.
For each dataset, four runs of the sampler were performed, two chains were ini-
tialised from an empty network, and two from the optimal network as derived us-
ing simulated annealing. This allows monitoring of mixing and convergence of the
chains, which is known to be problematic in many cases.
7.4 Experimental Results
Results are presented graphically; an undirected edge between two nodes indicates
that an edge between the two nodes was observed in the sample. The ERF is stated
where it is not equal to 1.0, which is denoted by a black arc. Edges are colour coded
by ERF value for clarity: Black, ERF = 1.0; Red, ERF = 0.1−0.99; Yellow, ERF =
< 0.1. In addition to edge relation features, optimal topologies are also included in
figures 7.3 and 7.4. Log Evidence traces and scatter plots of edge relation features
between initialisations are provided in appendix E.
7.4.1 Metropolis Hastings Sampling
In the male data one of the empty initialisations failed to converge (E.1). Apart
from this one run, estimates of edge relation features were similar (E.2). The fe-
male data displayed better mixing, with both empty initialisations converging (E.3).
However, chains experienced short periods of becoming stuck in sub-optimal re-
gions. This explains the slight discrepancy in the observed edge relation features
between the two chains (E.4).
As illustrated by figures 7.1 and 7.2, the derived edge relation features indicate
Age and BMI as the major explanatory factors of WHR. In all topologies sampled
from male and female data an edge was observed between Age and WHR, and BMI
and WHR. Age was highly connected across all networks to many other variables.
The presence of the Age to WHR edge indicates that age is a better predictor of
WHR than it is of BMI, and suggesting conditional independence of BMI and age.
The observed relationship between age and WHR may be explained by life-course
physiology and/or behaviours. The results suggest that as individuals age they
are prone to a higher WHR, even within BMI groups. BMI conflates the loss of
lean mass as part of aging with changes in fat mass over the life course. In the
absence of measures of lean and fat mass, conditioning on WHR goes some way





















Figure 7.1: Relationships between fat distribution and eating, physical activity and
socio-demographic factors in males presented as the average Bayesian network
topology, derived from Metropolis Hastings sampling (2006 HSE data)
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Figure 7.2: Relationships between fat distribution and eating, physical activity and
socio-demographic factors in females presented as the average Bayesian network















Figure 7.3: Optimal Bayesian network topology of obesity related factors from
2006 Health Surveys for England data discovered using simulated annealing
(Males)
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Figure 7.4: Optimal Bayesian network topology of obesity related factors from




Notably, all other variables are conditionally independent of WHR and BMI
given age in all sampled network topologies. Age is strongly correlated the other
socio demographic variables, which in turn associate strongly with behavioural
variables. Correlation of Age and BMI with WHR may dominate weaker depen-
dency relations present.
Between males and females, similar network dynamics are observed. The Pe-
riod status variable is highly connected, this is probably due to a proxy effect of its
extremely close relationship with age. Females also show a correlation of alcohol
use with education and social class, which is not observed in males.
7.4.2 Application of a Generalized Linear Model
As discussed in the above section, variables were not directly equivalent for the
GLM analysis, several variables were treated as continuous as discrete categorisa-
tion of variables is a limitation of the Bayesian topology method.
WHR was defined as the dependent variable. All variables were included in
the model, and backwards elimination stepwise regression carried out; variables
were removed in order of lowest z value until only those significant at α = 0.05
remained. This stepwise approach has numerous limitations [207], but in order
to ensure a fair comparison of approaches it must be data driven. For males, the
final model contained the variables, BMI, Age, Smoking, Education, Cake and
Fruit and Vegetable intake. An interaction between Age and Smoking was also
successfully fitted. Relevant z scores and significance statistics are included in ta-
ble 7.3. The GLM identifies age and BMI as the major predictors of WHR- in
agreement with the Bayesian topology model. However, several other significant
indicators were also highlighted; current smokers and ex-regular smokers display-
ing a slightly higher WHR than never smokers. Increased levels of recreational
physical activity have a dose response effect resulting in lower WHR for those
that do more recreational exercise. Fruit and vegetable intake results in a higher
WHR with lower consumption. Cake intake also shows a higher WHR with lower
intake, while fried food intake has the opposite effect. Interestingly, the socio de-
mographic factor of education level also appears to have an influence; this may be
due to a correlation with behaviour that is not incorporated in the model, those with
no qualifications have a slightly higher WHR as compared to those with higher ed-
ucation.
In females the final model contained Age, BMI, Smoking, Education level,
NSSEC, and Snack and Fried food intake. Again BMI and age were the most sig-
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Coef. Std. Err. z P> z 95% Conf. Interval
Cakes (vs ≤1pw) - - - - -
(1-2pw) -0.00524 0.001997 -2.63 0.01 (-0.0092,-0.0013)
(3-5pw) -0.00525 0.002337 -2.25 0.03 (-0.0098,-0.0007)
(5+pw) -0.00819 0.003854 -2.13 0.03 (-0.0157,-0.0006)
Fried fd (vs ≤1pw) - - - - -
(1-2pw) 0.002944 0.001904 1.55 0.12 (-0.0008,0.0067)
(3+pw) 0.005576 0.002514 2.22 0.03 (0.0006,0.0105)
FrtVeg (vs 5+pd) - - - - -
(≤1pd) 0.007114 0.003249 2.19 0.03 (0.0007,0.0135)
(1-3pd) 0.006505 0.002267 2.87 0.00 (0.0021,0.0109)
(3-5pd) 0.003028 0.002241 1.35 0.18 (-0.0014,0.0074)
RecPA (vs 0 hpw) - - - - -
(≤1 hpw) -0.00441 0.002531 -1.74 0.08 (-0.0094,0.0005)
(1-2 hpw) -0.00854 0.002508 -3.4 0.00 (-0.0135,-0.0036)
(3+ hpw) -0.01691 0.002506 -6.75 0.00 (-0.0218,-0.0120)
Smoking (vs current) - - - - -
Ex-Regular 0.00805 0.008522 0.94 0.35 (-0.0087,0.0248)
Never 0.002916 0.006702 0.43 0.66 (-0.0102,0.0161)
Age 0.001886 0.000127 14.88 0.00 (0.0016,0.0021)
age*ex-reg smoke -0.00035 0.000171 -2.03 0.04 (-0.0007,0.0000)
age*nvr smoked -0.00032 0.00015 -2.14 0.03 (-0.0006,0.0000)
BMI 0.008833 0.000194 45.43 0.00 (0.0085,0.0092)
EducL (vs higher) - - - - -
(below higher) 0.00647 0.001952 3.31 0.00 (0.0026,0.0103)
(No quals) 0.008006 0.002606 3.07 0.00 (0.0029,0.0131)
(student) -0.00337 0.004252 -0.79 0.43 (-0.0117,0.0050)
Constant term 0.602803 0.008012 75.23 0.00 (0.5871,0.6185)
Table 7.3: Coefficients obtained from Generalized Linear Modelling of factors in-
fluencing waist to hip ratio (Males)
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Coef. Std. Err. z P>z 95% Conf. Interval
Snacks (vs <1pw) - - - -
(1-2pw) -0.00623 0.002881 -2.16 0.031 (-0.0119,-0.0006)
(3-5pw) -0.00514 0.002753 -1.87 0.062 (-0.0105,0.0003)
(5+pw) -0.00979 0.003195 -3.06 0.002 (-0.0161,-0.0035)
FrtVeg (vs 5+pd) - - - -
(<1pd) 0.011467 0.004014 2.86 0.004 (0.0036,0.0193)
(1-3pd) 0.00391 0.00256 1.53 0.127 (-0.0011,0.0089)
(3-5pd) 0.004394 0.002434 1.8 0.071 (-0.0004,0.0092)
RecPA (vs 0 hpw) - - - -
(<1 hpw) 0.00129 0.002838 0.45 0.65 (-0.0043,0.0069)
(1-2 hpw) -0.00304 0.002665 -1.14 0.254 (-0.0083,0.0022)
(3+ hpw) -0.00967 0.003165 -3.06 0.002 (-0.0159,-0.0035)
Smoking (vs current) - - - -
Ex-Regular -0.01348 0.002901 -4.65 0 (-0.0192,-0.0078)
Never -0.01977 0.002517 -7.86 0 (-0.0247,-0.0148)
Age 0.001269 0.000081 15.66 0 (0.0011,0.0014)
BMI 0.004749 0.000177 26.81 0 (0.0044,0.0051)
EducL (vs higher) - - - -
(below higher) 0.003683 0.002359 1.56 0.119 (-0.0009,0.0083)
(No quals) 0.01181 0.003219 3.67 0 (0.0055,0.0181)
(student) -0.00323 0.006214 -0.52 0.603 (-0.0154,0.0089)
NSSEC (vs Prof) - - - -
(Intermediate) 0.001432 0.002606 0.55 0.583 (-0.0037,0.0065)
(Routine) 0.000344 0.002433 0.14 0.887 (-0.0044,0.0051)
(LT unemployed) 0.025099 0.009147 2.74 0.006 (0.0072,0.0430)
(Other) -0.00795 0.019841 -0.4 0.689 (-0.0468,0.0309)
Constant term 0.64139 0.006927 92.59 0 (0.6278,0.6550)
Table 7.4: Coefficients obtained from Generalized Linear Modelling of factors in-
fluencing waist to hip ratio (Females)
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nificant predictors. As in males reduced fruit and vegetable intake is associated
with an increased WHR. Low snack intake results in a significantly higher WHR.
Never smokers and ex-regular smokers also tend to have a lower WHR than current
smokers, however no interaction is observed with age. Long term unemployed and
those with no qualifications have a significantly higher WHR than the manageri-
al/professional class and those with higher education respectively.
7.5 Discussion
This study examined the determinants of WHR in 2006 HSE data using two con-
trasting techniques. Edge relation features derived from Bayesian Model Aver-
aging were compared with results from the standard epidemiological method of
generalized linear modelling (GLM).
Both techniques identified BMI and Age as the major determinants of WHR-
in agreement with existing literature [192, 193]. This was true of both males and
females. Cross tabulations of WHR given age and BMI can be seen in tables 7.5
and 7.6. Overall GLM was shown to be a significantly more sensitive technique
than use of Bayesian network edge relation features at identifying factors relevant
to WHR. This is unsurprising given that the Bayesian approach was not specif-
ically examining WHR determinants, but fitting a model to the joint distribution
of all variables. Secondly, the inability of the BN topology model to incorporate
continuous data results in the loss of large amounts of information, making linear
relationships harder to detect. When two nodes are a parent of another, their out-
put levels are multiplied to produce a number of new categories, each of which
is independent, meaning the effects of each node are not resolved independently.
In addition, the assigned pseudocount may penalise nodes from having numerous
parents. Although a pseudocount of 1.0 is the minimum observable prior, where
two nodes with several outcome levels are parents the number of input levels of
the child may be large, and a prior of 1.0 may make a significant contribution to
the evidence. Selection of a smaller prior- (e.g. 0.01) may result in a less peaked
and more easily traversable distribution. The combination of discrete and continu-
ous nodes in the same network may provide a solution to these problems; however
this results in the likelihood function being non-conjugate with the prior, meaning
the posterior probability is not easily expressed in closed form. Consequently, ex-
act calculation would not be possible, and approximate techniques would require
prohibitively long calculation times.
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The results from the GLM for all categories indicate that there are numerous
predictors of WHR other than age and BMI- most notably smoking, which results
in an increased WHR of 0.01977 for current smokers compared to never smokers
in females (table 7.4) and an additional 0.0029 per year of life in males (table 7.3).
Where a variable is a weaker predictor of another, we may expect to observe an
edge between the two nodes infrequently. However, this is not the case in the ob-
served data- only BMI and age edges are ever observed with WHR. This suggests
that the edge relation feature is not necessarily a reliable indicator of association or
predictive value. This may be a result of the highly peaked probability distribution
only allowing transition between a relatively small group of DAGs, which do not
include the specified edge. As the dataset size increases the probability landscape
increasing resembles a Dirac delta distribution, with a small number of topolo-
gies becoming dominant. Consequently, this approach does not appear sensitive to
subtle effects.
Irrespective of this issue, Bayesian Model Averaging represents a useful mod-
elling tool. The chief advantages of this approach are that it is data-driven and
provides an intuitive visualisation of the structure within the dataset. A data-driven
approach removes investigator bias and model selection bias associated with hy-
pothesis led research. However, it is recognised that the choice of variables in-
cluded in the model is not unbiased- further applications of the technique may use
more variables in a less structured manner.
Correlated data can cause problems within GLM analyses, especially where
the purpose is to identify dependent relationships. Correlated covariates can lead
to inflated standard error estimates [208, 209] and can be misleading during the
model selection process. For example, in the GLM model, in males cake intake
is identified as a predictor of WHR following the stepwise regression procedure.
In the female data snack intake is identified as a predictor but cake intake is not.
In both cases these intake indicators are interchangeable, both variables generate
a significant P-value (data not shown). In a situation where the investigator was
not aware of any correlation between them, they may erroneously conclude that
one was a significant predictor and the other wasn’t. Awareness of potential con-
founders within the dataset is important when performing GLM- this approach
provides a visualisation of the dataset that can help highlight potential confound-
ing factors. Both techniques are of course susceptible to confounders not observed
within the dataset, the presence of such factors is suggested by the identification
of social class and education as predictors of WHR. Highly correlated covariates
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make it extremely difficult to identify potential causal relationships, BMA adds
new utility by showing dependencies between all variables.
In the exploratory stages of this analysis, data was stratified by age categories
to examine differences in determinants between age groups. Metropolis Hastings
sampling of Bayesian network topologies was performed on each strata. However
data strata are subject to correlation collision [75], i.e. the phenomenon of another
variable acting as a proxy for the variable on which the data was stratified. This
leads to misleading results. In this study several variables exhibited close depen-
dency relationships with WHR due to this bias. As the model highlighted the close
correlations between age and several socio-demographic variables from the main
model, this was easily identified. Visualisation of data structure is a useful tool in
avoiding such pitfalls.
From this analysis it is clear that BMA in its current form is not a viable al-
ternative to GLM when investigating determinants of a single variable; the lack of
sensitivity associated with categorical data and prior selection make it impractical.
However BMA has significant strengths; particularly with complex datasets where
multiple conditional dependencies are present. BMA therefore adds most value
as a data-visualisation tool for shaping hypotheses. It may therefore be a useful
adjunct to conventional regression modelling.
The relevance of epidemiological findings from this study are limited due to
the lack of longitudinal data. Cross sectional studies fail to capture the relevant
lifetime exposures and lifetime body fat deposition. The data in this study are not
representative of the general population- the HSE are prone to participation bias,
restricting the generalisation of results to the population as a whole. The data relies
on self reporting of food intake, and agreement to provide weight measurements,
both of which are known to be unreliable, and linked with weight status [131,132].
However, the study provides a useful illustration of the limitations of the BMA




Age Waist Hip Ratio
≤ 0.80 0.80 − 0.85 0.85 − 0.90 0.90 − 0.95 0.95 − 1.00 ≥ 1.00 Total
16-24 85 108 81 43 10 4 331
25.7 32.6 24.5 13.0 3.0 1.2
25-34 29 88 159 117 46 20 459
6.3 19.2 34.6 25.5 10.0 4.4
35-44 11 79 196 234 160 68 748
1.5 10.6 26.2 31.3 21.4 9.1
45-54 5 33 136 214 177 104 669
0.7 4.9 20.3 32.0 26.5 15.5
55-64 7 19 106 222 214 192 760
0.9 2.5 13.9 29.2 28.2 25.3
60-74 1 9 29 77 102 96 314
0.3 2.9 9.2 24.5 32.5 30.6
Total 138 336 707 907 709 484 3,281
4.2 10.2 21.5 27.6 21.6 14.8
(b) Females
Age Waist Hip Ratio
≤ 0.70 0.70 − 0.75 0.75 − 0.80 0.80 − 0.85 0.85 − 0.90 ≥ 0.90 Total
16-24 31 71 66 40 12 10 230
13.5 30.9 28.7 17.4 5.2 4.3
25-34 30 131 179 126 67 25 558
5.4 23.5 32.1 22.6 12.0 4.5
35-44 30 144 278 248 140 68 908
3.3 15.9 30.6 27.3 15.4 7.5
45-54 17 81 181 237 179 92 787
2.2 10.3 23.0 30.1 22.7 11.7
55-64 8 71 173 258 196 152 858
0.9 8.3 20.1 30.1 22.8 17.7
60-74 3 17 47 92 84 78 321
0.9 5.3 14.6 28.7 26.2 24.3
Total 119 515 924 1001 678 425 3,662
3.2 14.1 25.2 27.3 18.5 11.6
Table 7.5: Cross tabulation of WHR by Age groups, percentages in italics
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(a) Males
BMI Waist Hip Ratio
≤ 0.80 0.80 − 0.85 0.85 − 0.90 0.90 − 0.95 0.95 − 1.00 ≥ 1.00 Total
≤ 19.0 34 35 18 9 0 1 97
35.1 36.1 18.6 9.3 0.0 1.0
19-24.9 88 210 316 198 63 10 885
9.9 23.7 35.7 22.4 7.1 1.1
25-29.9 16 86 330 523 352 129 1,436
1.1 6.0 23.0 36.4 24.5 9.0
30-34.9 0 5 37 159 245 225 671
0.0 0.7 5.5 23.7 36.5 33.5
35-39.9 0 0 3 17 41 83 144
0.0 0.0 2.1 11.8 28.5 57.6
≥ 40 0 0 3 1 8 36 48
0.0 0.0 6.3 2.1 16.7 75.0
Total 138 336 707 907 709 484 3,281
4.2 10.2 21.5 27.6 21.6 14.8
(b) Females
BMI Waist Hip Ratio
≤ 0.80 0.80 − 0.85 0.85 − 0.90 0.90 − 0.95 0.95 − 1.00 ≥ 1.00 Total
≤ 19.0 15 59 63 28 6 1 172
8.7 34.3 36.6 16.3 3.5 0.6
19-24.9 81 308 446 359 133 43 1370
5.9 22.5 32.6 26.2 9.7 3.1
25-29.9 16 123 288 363 269 130 1189
1.3 10.3 24.2 30.5 22.6 10.9
30-34.9 5 18 84 160 166 140 573
0.9 3.1 14.7 27.9 29.0 24.4
35-39.9 1 5 29 61 75 78 249
0.4 2.0 11.6 24.5 30.1 31.3
≥ 40 1 2 14 30 29 33 109
0.9 1.8 12.8 27.5 26.6 30.3
Total 119 515 924 1001 678 425 3,662
3.2 14.1 25.2 27.3 18.5 11.6







The introduction to this thesis outlined the need to move towards a more complete
method of data modelling, in order to incorporate the complexity present within
systems. Obesity is a complex, multifaceted problem that has been linked with
a range of socio-demographic factors, although importantly these are correlations,
and not necessarily causes. Socio-demographic variables are inherently highly cor-
related [74], which can be problematic for models that seek to explain variation.
Graphical models have the advantage of coping well with highly correlated data, as
they model the joint distribution of the system rather than the outcome of a single
variable [139]. In addition, graphical models can be intuitively understood as de-
pendence relationships are represented visually by arcs between nodes. Complex
patterns of multi variable interaction can be understood far more easily than the
equivalent output from a regression model.
Although they have proved useful in related fields, machine learning techniques
are rarely applied in epidemiology. This is unsurprising when epidemiologists
largely seek independent causes of disease, whereas strengths of machine learning
tend to lean more towards classification and pattern recognition applications [210].
The body of work in this thesis represents an attempt to use machine learning
techniques to identify conditional dependencies present in typical epidemiological
datasets. Crucially, this work is not hypothesis led, but data driven. The analy-
ses carried out are exploratory, intended to identify interesting relationships that
may be able to inform the design and targeting of interventions. With increasing
availability of data, such as centrally held medical records with linked personal
information such as postcodes, the argument to utilise such minimally supervised
machine learning techniques is compelling. I hope that the work carried out in this
thesis not only provides results directly relevant to the study of obesity, but also that
it may inform wider endeavours in emerging field of machine learning in epidemi-
ology. This discussion section is broken into two parts; the first details the results
of the analyses and considers the relevance of the work to more general problems
in obesity. The second section is of a much more technical nature, and discusses
the limitations of the method and explores the potential for future development of
the technology.
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8.2 Relevance to Obesity
Challenges in Obesity
Obesity is an important public health problem that requires substantial investment
from health services [15]. Although often laid at the door of individual respon-
sibility, changes in the environment have resulted in a shift in behavioural habits
over the past few decades. Greater availability and affordability of energy dense
food has led to higher consumption, and changes in the labour market and conve-
nience technologies have resulted in less occupational activity and more sedentary
use of leisure time. Despite the apparently simple nature of the problem, obesity
epidemiology presents several challenges. A major obstacle to policy making is
the lack of interventions proven to reduce or even restrain obesity at the population
level. The identification of effective interventions is limited by a lack of knowl-
edge of the obesogenic environment, a better understanding of which is required to
identify relationships that may lead to the design of new interventions, or the local-
isation of population subgroups where they can be effectively targeted. However,
the complexity and the highly correlated nature of associated factors mean that the
utility of standard epidemiological techniques is limited.
Thesis Summary
In this thesis Bayesian networks were used to model relationships between vari-
ables in datasets from Health Surveys for England (HSE) data. A Bayesian network
(BN) is the graphical representation of a probability distribution, where conditional
dependencies between variables are represented by arcs between nodes. A BN is
composed of two components, the structure of nodes and arcs; and parameters, the
probabilities associated with these arcs. Given data, it is possible to score the prob-
ability of a Bayesian network structure, independently of parameters. The structure
of a BN imparts information about conditional dependencies present. A computa-
tional technique, Metropolis Hastings (MH) sampling is applied to estimate the
posterior probability of the existence of arcs between nodes given a dataset.
The first results chapter (Chapter 5) examined the relationships between a va-
riety of obesity related factors. The dataset included a range of socio-demographic
variables and several indicators of both energy intake and expenditure. Data from
the 2003 and 2006 HSE were examined, with data stratified by gender. MH sam-
pling was performed on the four datasets and a sample of the distribution of net-
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work topologies was derived for each. Results were plotted in a graphical format
enabling easy comprehension of complex data patterns. Broadly, conditional de-
pendencies were strong between socio demographic variables, and between indica-
tors of energy intake. Age and ethnicity exhibited strong conditional dependencies
with dietary intake, and fruit and vegetable intake showed a firm relationship with
social class. These effects were observed in both males and females. Network
structures indicated different determinants of recreational physical activity (RPA)
between males and females. In males, health and age were associated with RPA,
while in females age was replaced by education level. Although age and education
level are closely correlated, as indicated by the consistently observed arc between
them, this difference in topology suggests a different dynamic as detailed in the sec-
tion on d-separation (3.1.2). The topology observed indicates that RPA in females
is independent of age given education level, and in males RPA is independent of
education level given age. Although in both cases there is likely to be some residual
effect of the other variable (possible reasons for this are discussed in detail later),
it remains that the primary determinant is different. An analysis of determinants of
RPA was carried out on the 2003 HSE by Stamatakis et al [170]; although it was
noted that age and various socio-demographic factors were implicated in determin-
ing RPA levels, this potentially informative relationship was not reported. Results
from this analysis held relatively consistent between years, suggesting real rather
than artefactual effects. The results derived from this study may be of use to policy
makers; an approach to increase RPA in males may concentrate on encouraging
participation in older groups, and arresting the observed decline in age (see fig.
5.17(a)). Interventions in females may target social barriers to participation such
as cost and access. The relationship between social class and fruit and vegetable
intake is well documented [59, 169] and reinforces the need to improve dietary
quality in these groups. The results do not imply any causal relationship however.
Although individuals in lower social classes consume fewer fruits and vegetables,
this highlights the target of intervention rather than a solution. Policymakers may
also note the relationship between ethnicity and dietary intake. Further research
may identify the reasons for the differences reported.
Following the exploratory approach of Chapter 5, a more practical problem
was addressed in the second results chapter (6). Survey data is prone to bias, par-
ticularly participation bias, meaning published rates of health behaviour derived
from such studies are likely to be inaccurate. Participating individuals are likely
to be healthier, whiter, and wealthier [129] than the population which they are in-
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tended to represent. Using a Bayesian framework I built a model of obesity related
behaviours given socio-demographic factors from HSE data. The model was then
combined with matched socio-demographic data from a more representative pop-
ulation dataset. Essentially, the model is a Bayesian classifier to which data from
the second dataset is applied. A Bayesian approach is well suited due to the abil-
ity to simultaneously model numerous outputs, and to account for the uncertainty
generated by small groups. If a group is rare in the HSE sample, but common in
the census data, small numbers will fail to overwhelm the priors and will not skew
the data. The intended use of this application is to enable policymakers and pub-
lic health professionals to estimate the number of individuals in a population that
meet a condition (or conditions) of interest. For example, the model estimated that
61.9% of the 904, 754 females in the Greater Manchester population participated
in no recreational physical activity. Furthermore, it is possible to calculate this
within groups, so that the health behaviour of any subgroup (e.g. by social class or
ethnicity) can be estimated. Currently the model is implemented in R code, and is
not appropriate for non-expert use in its current form. However, with further devel-
opment it would be possible to introduce a graphical user interface (GUI), which
would allow a user to select the dataset, subgroups and behaviours of interest. Ef-
forts to perform similar tasks have previously been reported. Molitor et al [187]
built a model of birth weight given area water quality and applied data collected
at a much higher level to estimate effects of trihalomethanes. This approach used
Bayesian networks to combine a set of non-Bayesian submodels. Despite using
Bayesian networks the methodology is distinct to that described here, however this
does highlight the potential usefulness of BNs in this application.
A single outcome measure for obesity fails to address the full variation of health
risks associated with adiposity. The most common indicator, the Body Mass Index
(BMI) is useful but limited. The distribution of body fat has a large bearing on
health risks. Waist to Hip Ratio (WHR) is a proxy indicator of the proportion
of visceral fat, adipose tissue that surrounds the vital organs. This is predictive
of cardiovascular disease independently of BMI [11]. However, determinants of
body fat distribution remain elusive. The third results chapter aims to exploit the
direct dependence properties of Bayesian networks to help uncover determinants
of body fat distribution. Similar methods were applied to that used in chapter 5; a
Metropolis Hastings sampler was implemented over the space of Bayesian network
topologies representing a dataset including physical measurements. Mixing was
better than that observed in Chapter 5, possibly as a result of the lower number of
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individuals included in the study. A generalised linear model (GLM) was applied
to the same data to highlight differences between the approaches. The Bayesian
topology approach successfully identified the two major determinants of WHR,
age and BMI, however it lacked the sensitivity of the GLM, possible reasons for
the lack of sensitivity are discussed later in this chapter. Despite this, the approach
still has significant utility in terms of its ability to identify relationships between
all variables with visual clarity.
The work conducted throughout this thesis has wider implications than the re-
sults of the individual analyses. Machine learning techniques are likely to become
an important tool for epidemiologists. As demonstrated by the results of Chapter 5,
inference of relationships from Bayesian networks structure can yield interesting
and potentially useful results. This analysis has identified a relationship that has
not been identified by conventional methods [170], providing an excellent example
of the utility of this approach.
Causality
Although it is hugely tempting to assign causality in these instances, it must be
remembered that we are dealing with a set of correlated variables derived from a
snapshot of a highly complex system. The challenge is to separate the dependen-
cies from conditional dependencies. It is likely that socio demographic variables
act as proxy indicators for dozens of factors influencing the minor food and exer-
cise choices that individuals make every day. It is unlikely that the social class of
an individual will cause them to choose to buy processed food over fresh produce,
however there are a number of related factors such as disposable income, acces-
sibility of markets, and food awareness/attitude. Identification of the most impor-
tant generic variables informs which potential causes we should study and target.
Dozens of these choices are made by individuals every day, whether to take the car,
whether to take the stairs or lift, whether to eat fast food. The causality of these
many individual decisions cannot be evaluated at such a broad level. The utility of
this approach lies in the value of an exploratory journey through a complex data
space; the output of which is a series of assertions of conditional dependence that
generates or informs a hypothesis, providing potentially fruitful avenues for future
research. In epidemiology, we may be preoccupied with identifying which of a set
of broad factors explains most of the variation in the response variable (typically
the presence or some indicator of disease). This has proved to be successful at iden-
tifying relevant factors where a causal mechanism is present. However, when there
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is no single mechanism as in obesity, conventional epidemiological modelling is
not suited to these analyses. The more holistic approach displayed here allows and
encourages an investigator to consider all interdependencies present in a system.
This work is not intended as an alternative to standard techniques of regression, but
as a data viasualisation and hypothesis shaping tool.
Further Directions of Research
Much of the early work on this the thesis revolved around a literature review of
documented attempts to reduce obesity prevalence, with a view to creating a policy
model. It was quickly apparent that there was insufficient evidence to inform such a
model. Further, there was a lack of realistically complex obesity epidemiology, and
Bayesian networks were a potential tool for investigating such complexity. Perhaps
the key concept is that Bayesian networks are not causal models, but a method of
explaining data. Although BNs can be very good at predicting an individuals be-
haviour given socio demographic input, this does not mean that it is meaningful to
manually adjust the parameters of a Bayesian network to predict impact on health
behaviour. The available data is a snapshot of a system, meaning we cannot build a
picture of the dynamic relationships between variables, only how they can predict
the states of one another.
If we were to create such a policy model of the effects on population behaviour,
a model of personal choice is required. The smoking literature provides a number
of such models of personal choice which may be exploited [211]. Artificial neural
networks or even Bayesian networks are both well suited to modelling individual
choice. Unlike smoking, the number of choices made relevant to obesity is enor-
mous, with dozens of choices made every day. This may be problematic, although
availability of data is likely to be the largest issue. Currently data capable of in-
forming such models is not available. The closest datasets are likely to be held by
private companies such as supermarkets. Consequently, this is not currently a real-
istic approach. Nonetheless, the research conducted here has begun to unpick some
of the complexities in the relationship between obesity and socio-demographic fac-
tors.
This thesis has advanced the idea of data driven models within epidemiology,
and has tackled many associated technical barriers. I have utilised Bayesian net-
works to combine representative and non-representative datasets and applied this
to predict wider behaviour. Chapters 5 and 7 have provided some potentially useful
avenues for policy makers to explore.
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8.3 Further Development of Methods
Heuristic Issues
Inferring relationships in data from Bayesian network topologies is a computation-
ally demanding process, that must accede to various approximations and restric-
tions in order to be tractable. These have been discussed in depth in section 4.6, the
heuristic improvements and approximations detailed in these sections may provide
a useful resource for investigators wishing to employ similar methods. However,
several technical problems were encountered that limited the usefulness of the ap-
proach. With greater technical knowledge it may be possible to overcome some of
these obstacles. This section discusses such issues and explores the potential for
further development of the method.
Throughout the thesis, the use of Bayesian model averaging was frustrated by a
lack of sensitivity. Several examples were observed of variables with high connec-
tivity, but with few parents. In the example of recreational physical activity (RPA)
in Chapter 5, the structure implied that in females RPA was independent of age
given educational status. Closer examination of the data seemed to indicate that
although education level appeared to be the dominant predictor, the implication of
conditional independence was unreasonable. This failure to acknowledge weaker
effects was also observed in the WHR work in chapter 7; a linear regression model
identified smoking and alcohol intake as significant predictors of WHR, although
no such relationship was identified in the structural learning approach. There are
several possible causes for the apparent penalisation of nodes with several parents.
The most obvious is that when multiple discrete variables are parents of a node, the
number of input levels is the product of the output levels of each parent, each input
level is resolved independently. There is no concept of ordinality in BN models
of discrete data, as a result influence is diluted as more parents are added. This is
in contrast to a continous Bayesian network, which exhibits a conditional distribu-
tion, allowing one parent to have a much more significant effect than another. The
inclusion of another parent does not directly interfere with the influence of existing
parents. Furthermore, as the number of input levels becomes greater, so does the
influence of the prior in relation to the counts. This is because each input level is as-
sociated with a different Dirichlet distribution, and hence additional pseudocounts.
In continuous networks inclusion of multiple parents does not result in an expo-
nential rise in the contribution of pseudocounts. As a result it may be expected that
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nodes with few outcomes are more likely to be observed as co-parents than nodes
with many, this may be a potential source of bias. However, observational data is
rarely in entirely continuous form. A solution would be to use a mixed network that
allows the interaction of continuous and discrete variables. A mixed network can
be constructed, however, it is not straightforward to evaluate the evidence for the
network structure given data. The posterior distribution will be highly complex and
expression in closed form will not be possible in all cases. Approximation methods
are available [212, 213], as are packages that can perform it such as INFER.NET.
As the technique of MH sampling relies on approximating a highly complicated
space, a further approximation step is too laborious to be practical. Currently the
calculation of the network’s log evidence (see 4.6.1) takes a fraction of a second,
any significant extension to this would render MCMC intractable.
In the analyses performed in this thesis, networks were limited to relatively few
nodes when compared with other applications of similar technologies [107, 124],
restricting the complexity of networks that could be examined. This limitation was
mainly due to concerns associated with successful mixing and convergence over
network structures, and the computational load associated with the REV move.
When networks become large, implementation of the MCMC technique becomes
more difficult. The probability landscape becomes more complex, the number of
possible networks increases exponentially with additional nodes, which makes the
space of network topologies harder to transverse and hence approximate. As shown
in section 4.4.2, without the implementation of the Grzegorczyk-Husmeier REV
move, mixing over network topologies is infeasible. As the number of nodes in
a network increases, the computational cost of the REV move rises exponentially.
The restrictions (section 4.6) that must be introduced to restrain the computational
load become more stringent, which increasingly compromises the integrity of the
sampler. The REV move was designed for continuous rather than discrete data,
which may explain some of the issues experienced. For networks with more than
20 nodes, other approaches may have to be considered.
Ideally a very large number of variables could be included, making the ap-
proach more data driven, without the variable selection step that raises concerns
of investigator bias. This would reduce the amount of time necessary to choose
and prepare the dataset. However, such an approach would raise several problems.
The study relies on identifying dependence relationships between variables using
BN structure. If the technique were applied to a whole dataset tight clusters of
very similar variables would be observed. Much of the MCMC would be spent
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maximising the evidence of these features rather than identifying relationships of
interest. The dataset would still require cleaning, and the presence of missing data
may be problematic. This may lead to unexpected or spurious results such as socio-
demographic factors displaying arcs to nodes with high levels of missing data.
In order to reduce the number of discrete variables present in the network, di-
mension reduction techniques such as Principal Component Analysis (PCA) or
Factor Analysis may be implemented [214]. These are relatively common ap-
proaches in machine learning [210]. However, in cases where we wish to infer
something meaningful from the relationships present in the data as opposed to the
solution of a classification problem, replacement with ‘pseudo-variables’ may not
be appropriate. Nonetheless, latent classes may exist in the data. A latent variable
is a variable that is unobserved, which may correspond to a real variable that is not
easily measured or a more abstract concept. In this data latent class analysis may
reveal groups such as ‘health conscious’ which determines behaviour, and is in-
formed by socio-demographic variables. This would be relatively straightforward
to implement by including a node with all values missing. However incorporation
of missing variables into a Bayesian network requires approximation techniques
that are intractable in MCMC analysis.
MCMC Mixing over Bayesian Network Topologies
Mixing is probably the most important factor that determines the practical network
size that can be evaluated. Successful mixing and convergence was not achieved
in all instances in this thesis. The failure of several chains to converge on the most
likely regions indicates that this work pushes the limits of what datasets Metropo-
lis Hastings (MH) sampling can be reasonably applied to. To an extent, this is an
unavoidable consequence of exploring a complex discrete space, however the high
number of datapoints exacerbates this issue. Application of this technique to larger
datasets is probably not feasible due to mixing concerns. Numerous heuristic vari-
ations of MH sampling techniques exist to improve mixing, some extensions are
available that were not pursued in this thesis. These are discussed briefly in section
4.2, and more thoroughly in several resources (e.g. [215]).
Incorporating Investigator Knowledge
Throughout this thesis, data has been stratified to investigate different effects of
population subgroups. In Chapter 5, the different dynamics of obesity in males and
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females were examined. Stratification of data allows examination of patterns in
different subgroups which may be informative. When a strong effect is present in
a small group, an arc may not be observed as relatively few individuals are in this
subgroup. For example in young individuals access to transport may be a highly
powerful indicator of incidental physical activity, but less so in older groups. Al-
though there will be a highly significant effect at one input level, as the majority
of input levels are uninformative, an arc is unlikely. This is not too surprising, as
any method will struggle to detect masked effects. The Bayesian topology method
identifies the arcs that influence the evidence of the whole dataset, which is a rel-
atively crude indicator of influence. A distinct subgroup may have very different
determinants of health behaviour. This may be an argument for the inclusion of
latent classes (discussed above). Linear regression has the capacity to specifically
fit an interaction term; which is not possible in this context. The extension of a
Bayesian network such that input levels can be merged, allowing the existence of
‘sub-arcs’ may be worth pursuing. During the work conducted during this thesis,
splitting data into separate subgroups was attempted. Initially this had the effect
of attaching very high importance to nodes that had high correlations with the
stratified variable, presumably as the result of collision bias [75]. The probability
landscape of network topologies is much flatter and results in much freer mixing.
However, without knowledge of true subgroups, analyses may be prone to spuri-
ous results. The technology described is best suited to identifying consistent rather
than subtle relationships in complex data.
In some applications of Bayesian networks it may be desirable to incorporate
expert knowledge. For example an expert may have evidence of a direct causal
relationship that should be included in the model. Prior belief is directly incorpo-
rated into Bayesian systems. In the Bayesian networks described in this thesis, two
classes of prior are used. Firstly, priors on counts (i.e. pseudocounts), the α in the
marginal likelihood of the data shown in eq. 8.1; the second is the prior on network
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Pseudocounts act as they are named, as unobserved counts. If an investigator
179
CHAPTER 8. DISCUSSION
wishes to incorporate an opinion that a particular state of node A has an influence
on node B, then this must be represented by assigning pseudocounts. The difficulty
is associated with taking a qualitative expression of certainty from an individual
and converting it into a figure. The pseudocount can only exist where A is a parent
of B. Assignment of pseudocounts will have an effect on structure, but the precise
nature of this effect is difficult to predict. In order to assign prior knowledge of
structure, the prior in 8.2 is manipulated. The simplest method of doing this is to
add a penalty on networks that meet or fail to meet a certain condition, such as
an arc between A and B. Again the complexity derives from converting an often
verbal expression of certainty into numeric form.
In Chapter 6, a specialised scoring criterion was used to identify determinants
of the set of indicators of energy intake and expenditure. The usual method of
calculating a log likelihood is the product of all marginal likelihoods of each node
input combination (eq. 8.1) and the prior on the topology (eq. 8.2). The spe-
cialised criterion limited this to the set of indicator nodes, due to the lack of in-
terest in relationships between socio-demographic variables. Although this was a
useful approach for the task at hand, it is not informative for us to investigate influ-
ences on one node. This would essentially be a naı¨ve Bayes classifier. Regression
approaches are more appropriate in this case.
Assigning Significance
Well established techniques such as regression models have an easily understand-
able and reportable figure to explain the strength and confidence in an effect. This is
the significance measure, or casually ‘The probability of observing the relationship
by chance’- the probability of a type I error. The natural alternative to the signifi-
cance measure is the edge relation feature (ERF). This represents an estimate of the
probability that the arc is present over the posterior distribution of network topolo-
gies. If the Metropolis Hastings algorithm provides representative and independent
samples from the distribution then a confidence interval for the proportion can be
generated. The Wilson score interval approximation [216] is probably most appro-
priate here, due to the high number of edges that tend to bimodal probabilities of
zero and one. In theory this proportion estimate could be tested against any propor-
tion using some test of significance. However, the utility of such a measure may be
questionable. The ERF doesn’t necessarily indicate confidence in the conclusions,
it provides a a strong indication of the the confidence in the structure of the best
networks. More interesting perhaps is the sensitivity of the results to perturbations
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in the data. This can be evaluated by bootstrapping. Bootstrapping is a resampling
method for evaluating an estimator (such as a confidence interval) that is hard to
evaluate analytically. It is not tractable to perform bootstrapping on results derived
from a Metropolis Hastings algorithm, as the MH algorithm would have to be per-
formed on each data sample. It is however possible to bootstrap the optimisation
algorithm, this facility was implemented in the C# program.
In closing, I would like to briefly revisit the stated aim of the thesis:
‘To apply Bayesian networks to typical problems in obesity epidemi-
ology and to evaluate their utility in this context.’
This work represents an attempt to answer some useful and pressing questions
within obesity research using a technology new to the field. The results described
here have shown the capability and limitations of Bayesian network methods in the
context of epidemiology. Specifically, I have identified relationships between obe-
sity related factors that may be informative to policy, produced estimates of health
behaviour in real populations, and lastly highlighted potential determinants of body
fat deposition. This thesis has demonstrated the advantages of graphical models,
both methodologically and visually, and applied machine learning techniques in
epidemiology. Many methodological barriers have been encountered and over-
come; it is hoped that these heuristics may be of use to any future researchers. The
methodology employed in Chapter 6 is an innovative method that uses Bayesian
networks to combine datasets and has numerous applications.
As epidemiology moves towards the study of more complex disease pheno-
types such as diabetes, obesity and cancer, individual risk factors become less
apparent with problems of correlation. Complex diseases may interact with one
another, which further complicates identification of causal factors. With identifica-
tion of single risk factors becoming less relevant to the study of disease, graphical
modelling techniques that are capable of modelling complete systems are likely to
be of increasing importance. However, the results described here are conducted on
single time point data where a state of one variable may infer the likely state of an-
other. Extension of the methodology is required before these modelling techniques
can be applied to longitudinal data. This is likely to be non-trivial. Numerous other
limitations persist, such as the ability to combine discrete and continuous data, and
mixing concerns with larger datasets. Further methodological advancement may
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be needed to perform similar analyses on a larger scale.
Through this thesis, I have shown the current utility of Bayesian networks in
epidemiology. However this utility is limited by the complexity and awkwardness
of the method, as well as sensitivity issues and loss of information in categori-
cal data. Irrespective of the precise nature of future research involving Bayesian
networks in epidemiology, it is hoped that this thesis may provide information of
value to current and future investigators.
8.4 Evaluation
This thesis is the end product of a journey that has taken over three and a half years.
There have been several dead ends, and frustrations, but equally many valuable
lessons learned. The initial aim of this thesis was to build a system that modelled
obesity in populations, and provided a tool allowing health professionals to model
potential effects of interventions. This proved too difficult, mainly due to the size
and vagueness of this proposition. The main challenge I faced was to turn a series
of loose ideas into a set of concrete research questions.
Much of the early work on the thesis revolved around a thorough literature
review of documented attempts to reduce obesity prevalence. This work proved
to be of limited value when the more technical nature of the PhD emerged, my
time may have been better spent familiarising myself with Bayesian statistics or
programming methods. However, this work did prove valuable in helping me to
see the larger context and complexity of the obesity problem, which I certainly
believe added substantially to the work.
Looking back on the achievements of the PhD I am pleased to have developed
and applied a technique that has potentially useful applications, and to have used it
to obtain interesting results. I am convinced it provides value in hypothesis gener-
ation and data investigation in epidemiological datasets. However, I am less con-
vinced that it has the necessary characteristics to become widely adopted within
the field. The implementation of the Bayesian averaging technique is extremely
labourious and requires substantial computer processing time. In addition, the in-
terpretation of the results requires a trained eye and a clear understanding of the
underlying processes. In the (relatively common) event of an MCMC chain failing
to mix, it is vital that this is spotted and rectified by the investigator, otherwise
results will be meaningless. Also the difficulty in assigning significance limits its
potential to epidemiologists. Despite this, this body of work represents a thorough
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exploration of the applicability of an under-used technique to epidemiology.
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A.1 Review of Obesity Policy Interventions
A.1.1 Information Interventions
The aim of information interventions is to allow consumers to make an educated
choice via provision of the information required to understand the consequences
of that choice. Effective information interventions therefore rely on consumers
initially unaware of the consequences of specific lifestyle actions changing their
habits in response to newly available information.
Food Labelling Legislation
UK law requires that ingredients are listed on pre-packaged foods in weight order.
Although many manufacturers list nutrition information, this is not a legal require-
ment unless making a health claim or adding vitamins or minerals [217]. In 2005,
the Food Standards Agency (FSA) introduced a food labelling scheme using traffic
lights to indicate the health value of foods.
Participation in the FSA MTL scheme is voluntary- the scheme was compro-
mised in 2006 by the withdrawal of several major companies represented by the
Food and Drink Federation (FDF, www.fdf.org.uk) in favour of monochrome per-
centages of Guideline Daily Amounts (%GDA) [218]. Beard and colleagues argue
that if the labelling scheme is not mandatory, effectiveness is severely limited due
to the clear conflict of interest of the food industry [219].
The multiple traffic lights (MTL) system was chosen by surveying 2,600 indi-
viduals to identify the best understood approach [220]. However, this is not neces-
sarily the approach that will result in the greatest shift in shopping habits. Although
some studies have examined understanding, use [221], and recognition [222] of
food labels, there is very limited evidence regarding the effectiveness of any la-
belling scheme to alter food purchasing behaviour. Some supermarkets have re-
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leased data on sales patterns of specific products following the introduction of the
MTL system [223], but is not of use from a public health perspective. Red warning
labels may encourage consumers to buy an alternative product that is not labelled.
The FSA MTL scheme is a well established intervention but its effect on total en-
ergy intake and energy balance is completely unknown. Research needs to focus
on impact on energy balance and how this differs between labelling approaches and
different groups.
Mandatory Nutrition Labelling in Restaurants
Although some legislation exists for the provision of nutritional information on
packaged food, food purchased for immediate consumption is exempt. Food con-
sumed outside the home is usually less healthful than home prepared food [224]
and U.S levels of consumption and portion sizes have risen sharply in recent decades
[225,226]. The subsequent increase in calorific uptake from such meals is a signif-
icant contributor to obesity [226]. A frequent policy suggestion is the mandatory
provision of nutrition information in restaurant chains, to allow consumers to make
more informed choices [227]. A shift in consumer preference towards healthier
choices is likely to result in recipe adjustments and menu changes. The benefits of
such an approach depend wholly on the degree to which the information provided
would influence consumer choice; this remains largely unknown.
Consumers have been consistently shown to substantially underestimate the
calorific, fat, trans-fat and sodium content of unhealthful restaurant food [228,229].
Burton and colleagues [228] carried out a study where individuals were asked to
evaluate healthfulness and likelihood of purchase of various common restaurant
foods before and after receiving nutrition information. There was a significant
shift towards healthier food choices following receipt of information. The authors
suggest that provision of nutrition information in restaurants could have an effect
on consumption of less healthful foods through both consumer choice and menu
changes, and therefore public health. However this study provided information
directly to an educated group. Observed effects are unlikely to be applicable to the
whole population.
Currently, several restaurant chains voluntarily provide nutritional informa-
tion [230], but information is not always easily accessible [230–232], or easy to
understand [233]. The benefits of leaflet and web information to public health are
unclear, but it is unlikely that it plays a significant role in food choice, with con-
cern regarding levels of use and understanding [233], particularly in less educated
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groups [221]. An additional problem may be the lack of consumer understanding
of what constitutes a high energy diet [234]. Education is likely to be an important
component of any successful initiative. Survey data has suggested that food choices
may be influenced by available information [235, 236], but there is an absence of
data looking directly at food choices in response to nutritional information.
Some empirical evidence does exist for the effect of promotion of healthier
alternatives in vending machines. Bergen and Yeh [237] showed that high visibil-
ity information labels and motivational posters yielded a significant shift towards
healthier soft drink choices in a US college setting. Similar interventions have been
shown to be effective in food snack vending machines [238–240]. However indi-
viduals may compensate by purchasing high energy snacks elsewhere; impact on
overall consumption and energy balance is unknown.
The effect of provision of nutrition in restaurants and on vending machines is
likely to depend greatly on the clarity and prominence of information [241] and
the receptiveness of the individual consumer [221, 242]. Positioning calorific in-
formation at the point of sale with equal prominence to the price is likely to have
a much more significant effect than information sheets, which the majority do not
consult [241]. Those that do are likely to be those least at risk [221]. Current
voluntary provision of information by restaurant chains is unlikely to have a sig-
nificant effect on customer choice, and any proposed legislation to increase the
availability of nutritional information is likely to be met with opposition from the
food industry [243]. Implementation of this legislation is likely to be costly, both
for government and industry [243] and there is no evidence that consumer eating
habits will be altered. Research is needed into real effects of information provision,
particularly in high risk groups.
Signs Encouraging Physical Activity
Some studies have measured the effect of point-of-decision prompts to increase
stair use when lifts and escalators are available. These take the form of signs that
highlight the number of calories burnt or promote the general benefits of exercise,
and have been shown to be effective in increasing stair use in several groups [244–
247]. Although no evidence exists for effect on overall activity levels or energy
balance, the low cost of intervention may make sign introduction viable in settings
such as shopping centres and office buildings.
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Teaching Healthy Living in the Classroom
Several bodies and individuals, most notably the House of Commons Select Com-
mittee in 2004, have suggested that healthy living education should be part of the
national curriculum:
As well as practical cookery lessons and classroom lessons about nu-
trition, children should also be taught how to understand food labelling
and how to distinguish food advertising and marketing from objective
fact [15].
Although numerous short term nutrition education interventions have been carried
out, mainly to promote weight loss, there are insufficient long term studies to gauge
the public health effects of nutrition classes in a school setting [248]. The benefits
of equipping children with a good comprehension of what constitutes healthy diet,
and the ability to prepare nutritious balanced meals, may only be realised in adult-
hood [249]. Kahn and colleagues review the evidence available for the effects of
education programmes to increase physical activity levels amongst schoolchildren,
but are unable to draw any conclusions [250].
Mass Marketing of a Healthy Lifestyle
This approach relies on using mass marketing techniques to deliver a health mes-
sage to the population, and suggested as early as 1970 [251]. The UK NHS ’Just
Eat More: 5-a-day’ campaign is one of the most prominent, although lacks firm
evidence of an increase in uptake [252]. However similar campaigns on a smaller
scale can be effective, at least in the short term [253]. Despite reported success in
terms of awareness, it is difficult to estimate health benefits of these schemes.
Marketing campaigns have also been implemented to increase rates of physi-
cal activity, mostly in children [254]. The VERB campaign [254], is a commer-
cial marketing strategy, set up the aim with the aim to promote physical activity
in American 9-13 year olds, with reported success. Again, figures are not easily
translatable into quantifiable population health benefits.
A.1.2 Accessibility Interventions
Accessibility interventions attempt to reduce the obesogenic environment by mak-
ing poor health choices less convenient; and good health choices easier.
220
A.1. REVIEW OF OBESITY POLICY INTERVENTIONS
Banning Vending Machines in Schools
UK and US schoolchildren generally have extensive access to vending machines,
predominantly selling sugar sweetened beverages (SSBs) and snack foods [255,
256]. These items are also aggressively marketed to children [257]. SSB con-
sumption has been associated with increased risk of obesity [258], and therefore
banning placement in schools has been recommended to reduce consumption lev-
els [259]. Vending machines are currently banned in French schools and there has
been support for similar legislation in the US and UK.
Use of school vending machines has been associated with increased intake of
SSBs [260], and a behavioural intervention to dramatically reduce SSB consump-
tion reported significant improvement in participant BMI [261]. Despite this, there
is still no solid evidence that removal of vending machines will result in a de-
crease in energy intake, as children may compensate with higher intake elsewhere,
although the presence of machines indicate that school placement generates ex-
tra sales. Dependence of some schools on money generated by vending contracts
further complicates matters [243].
Improving access to healthy choices in schools
Children spend a considerable proportion of their time in school, and meals eaten
in school compose a substantial component of energy and nutrient intake. Despite
compulsory provision of healthy foods in schools [262] children’s food choices re-
main worse than those made at home [263]. Children in UK schools have access
to healthy options, but uptake is low. There is some evidence to suggest that chil-
dren from more deprived backgrounds make less healthy choices [264]. Students
with greater nutritional awareness also tend to make better choices [265]. Offering
high fat menu items less frequently may result in lower fat intake [263]; effects of
removing, limiting or rationing unhealthy choices are unclear. Packed lunches also
typically provide few nutrients and are high in sugars and fats [266]. Subsequently,
education for parents encouraging provision of a healthier packed lunch has been
recommended [266]. Some schools operate a ’healthy packed lunch policy’, but
no studies have examined impact on calories and nutrients consumed.
Improving access to healthy foods
Individuals from lower socio-economic groups tend to have inferior diets, with
higher consumption of fats and sugars, and lower intake of fruits and vegeta-
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bles [267]. This has been partially ascribed to the existence of ’food deserts’;
areas where residents do not have access to healthy affordable food [268]. UK
Government research has recommended improved access to healthy foods to re-
duce health inequalities [268]. Outside the US however, evidence of the existence
of food deserts is limited; larger, more recent UK studies have indicated that ac-
cessibility of healthy food is not a limiting factor on diet quality [269,270]; rather,
price and education appear to be more relevant factors [63].
Location of Fast Food Restaurants
Fast food restaurants are much more common in deprived than aﬄuent areas [63,
271, 272]. There are several plausible reasons for this, as Pearce and colleagues
point out [271]; it is not clear if or how this distribution contributes to diet dispar-
ity between rich and poor. High availability and consumption of fast food is likely
to be a contributory factor in the obesity epidemic [226]. City planners have sug-
gested limitations on fast food outlets near schools and other youth orientated areas,
and the density of fast food outlets both per capita and by geographical area [273].
However, the effects of such interventions have not been estimated.
Legislation on food quality
Introducing codes to set formal limits on energy density would compel manufac-
turers to develop healthier recipes. New York has imposed a ban on the use of
trans fats in restaurant food [274]. However, this intervention is aimed at reduc-
ing levels of heart disease associated with consumption of trans fats [275] rather
than lowering energy intake. No plans are in place to impose legislation on food
quality to curtail obesity, with governments preferring to allow the food industry to
self-regulate [15].
Altering the Built Environment
Lower levels of physical activity are associated with risk of obesity [276]. Cur-
rently many environments do not encourage physical activity with few or no ameni-
ties within walking distance, areas that are not safe at night [277], lack of cycle
paths and sporting facilities [103], lifts more accessible than stairs [278], and a
culture of car use [279].
The built environment is well established as a contributory factor to obesity
[277, 280]. Several studies have suggested that such considerations should be
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borne in mind when building new neighbourhoods or changes made to existing
ones [281, 282]. However, evidence for likely efficacy of interventions is difficult
to generate [283] and few studies have carried out interventions by changing the
built environment. Stokes and colleagues estimated the potential health benefits
from increased walking associated with provision of a rail transit system [284].
Although the argument for immediate action is compelling [103] there is no
evidence that investment in new sports facilities and cycle paths will have a signif-
icant impact on obesity. Studies will need to show that such investment can benefit
significant numbers of the population, rather than the active few.
A.1.3 Price Interventions
Economics plays a significant role in many daily decisions, including food purchas-
ing [285]. Artificial adjustment of costs, via taxation or subsidy, may encourage
the population to make more optimal health choices.
Taxation of Energy Dense and Unhealthful Food
Substantial evidence has implicated increased consumption of energy dense foods
with increased risk of obesity [5]. Taxation of unhealthy and energy dense food
has been suggested as method of restricting consumption of energy dense low-
nutrient food [249, 286, 287] having proved to be a successful policy in reducing
smoking prevalence [288]. Further, revenue raised could be invested into anti-
obesity programs and subsidy of healthy foods [289].
Evidence for possible effects of food taxation is extremely limited. Kim and
Kawachi [290] describe an association between the presence of a snack/soft drink
tax in American states and increase in obesity prevalence between 1991 and 1998,
but there is a large likelihood of presence of confounding factors. Kuchler and col-
leagues [291] investigated price elasticity of savoury snack foods and concluded
that demand was relatively unresponsive to price; estimating that a 20% tax on
potato chips would result in only a 4-6oz reduction in consumption per capita/year.
Effects of taxation systems will be complex and far from uniform across popu-
lations and are likely to discriminate against the poor. For realistic policy deci-
sions to be made, research should investigate potential effects in different groups,
and across social gradients. Taxation of unhealthy foods, even at low levels can
provide substantial income [289], however influence on individual consumption
is much less clear. Unintended effects should also be given consideration [290].
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Taxation may also raise awareness of unhealthy foods.
Subsidy of Fruit, Vegetables and Other Healthful Food
Use of money raised through taxation of unhealthful food to subsidise healthier
food would provide a fiscal incentive to improve eating habits [249, 286]. Fry and
Finley [104] have estimated the cost of such an intervention in the European Union,
but offer no analysis of effect.
Increased consumption of fruit and vegetables is associated with lower risk
of obesity [292] and several other chronic diseases [293]; higher consumption is
therefore likely to improve population health. Price and availability may be a lim-
iting factor on fruit and vegetable consumption for some families [294–296]. Al-
though targeted subsidies via food vouchers have been shown to be effective among
a small group of low income American women [297, 298], there is an absence of
evidence for the potential impact of national subsidy. Additionally, any increase
in uptake may not result in health benefits if there is not a commensurate decline
in the consumption of unhealthy foods. The influence of a widespread subsidy on
consumption and subsequent energy balance is likely to be complex; we are a long
way from understanding the viability of this approach.
Subsidy of Healthier Options by Higher Prices of Unhealthful Ones in Con-
trolled Environments
An alternative approach to encouraging healthy eating by price adjustment can
be undertaken at schools and workplaces. These populations are almost ’captive’
audiences, and it is easy to identify when a healthy choice is made as it directly
replaces an alternative [299]. School based initiatives may be particularly effective
as healthy eating habits can be established early in life [300, 301], and they have
the potential to reach a large proportion of the population [299].
Adjustments in price have been shown to be effective in promoting lower fat
options in vending machines [240]. In a school based study raising prices of high
fat foods and reducing those of low fat foods resulted in a significant shift in pref-
erence towards lower fat choices [302]. Discounting vegetables by 50% increased
uptake levels in another study [303]. Assuming no calorie replacement, an alter-
native menu choice may represent a significant reduction in energy intake. Even
a small reduction in daily energy intake may influence weight gain [79, 304]. The
potential of such schemes to promote healthier meal choices merit further inves-
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tigation, as do the health benefits of those choices at a population level. Studies
investigating similar schemes in workplaces and community settings such as hos-
pitals are not available, but are needed to estimate population level effects of price
interventions.
Restriction of Deals Appealing to Consumer Sense of ’Value’
The food industry encourages individuals to buy more than they need by appealing
to a consumer’s sense of perceived value [5]. An additional portion of food is
offered at a lower price than the initial portion, examples include ‘supersizing’ in
fast food restaurants and supermarket ‘multi-buy’ offers. No studies have examined
effects of banning such offers.
A.1.4 Marketing
One of the most vociferous campaigns for a policy intervention to reduce obesity
is the call to restrict junk food marketing, particularly to children.
Restriction of Advertising Unhealthful Foods to Children
A number of calls have been made to end junk food marketing to children [227,
305] [257, 306]. Food advertisements on children’s television are dominated by
unhealthful foods of low nutritional value [307, 308]. An estimated £743 million
was spent on direct advertising to UK children in 2003 [309].
A study commissioned by the US Centers for Disease Control and Prevention
on the influence on food marketing to children and youth drew stern conclusions
from a review of 123 studies [257]. A WHO report also found that junk food
advertising strongly influenced food choice in children, but could not find evidence
of a causal link to obesity [310]. An earlier report by the Center for Science in
the Public Interest found that the food marketing industry deliberately attempts to
undermine parental food choices, and encourages children to take control of their
own diet [311].
There are a broad range of advertising restrictions and voluntary codes in place
across developed countries [312]. The UK Office of Communications (Ofcom)
has recently introduced legislation banning junk food advertising on programs that
have a larger than average proportion of their audience composed of children [313].
Hawkes [314] argues that such legislation is based on ethics, rather than evidence
that restriction of advertising will help to prevent obesity. Such evidence is notably
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absent, with Hawkes outlining 5 key gaps in current knowledge, most pertinently
the lack of evidence of effectiveness of regulation from countries that have had
legislation imposed for several years [314]. The food industry has several alterna-
tive methods of delivering advertising messages; research needs to find restrictions
that can be effective. Nestle provides several other possible approaches, including
restrictions or bans on use of cartoon characters and stealth marketing [227]; again
however there is no evidence to support the efficacy of these interventions.
A.2 Literature Seach
Searches were carried out in PubMed using MeSH terms to identify papers that
used a data-driven approach to identify relationships between multiple variables in
epidemiological datasets.
• (“Bayes Theorem”[Majr]) AND “Epidemiology”[Mesh], 22 results. No rel-
evant results. Mainly models of disease risk.
• “Artificial Intelligence”[Mesh] AND “Epidemiology” [Mesh], 25 results. No
relevant results. Mainly diagnostic models.
• “Automatic Data Processing”[Mesh] AND “Epidemiology”[Mesh], 38 re-
sults. No relevant results. Variety of papers around health care systems.
• “Bayes Theorem”[MAJR] AND “Population Groups”[Mesh], 19 results. No
relevant results. Almost exclusively papers describing prediction of genetic
disease risk in population subgroups.
• “Multivariate Analysis”[MeSH Terms] AND “Epidemiology”[Mesh], 53 re-




B.1 Contents of Health Surveys for England
See figures B.1 and B.2.
B.2 STATA Code for Variable Derivations
B.2.1 Health Surveys for England 2003/6 data
Sex:
r e p l a c e sex=sex −1
l a b d e f sex 0 ” c1 Male ” 1 ” c2 Female ” , modify
Age:
gen ageG=88
r e p l a c e ageG=0 i f age >15
r e p l a c e ageG=1 i f age >24
r e p l a c e ageG=2 i f age >34
r e p l a c e ageG=3 i f age >44
r e p l a c e ageG=4 i f age >54
r e p l a c e ageG=5 i f age >64
r e p l a c e ageG=6 i f age >74
l a b e l d e f i n e a g e g r o u p l b l 88 ” c 0 t o15 ” 0 ” c16 to24 ” 1 ” c25 to34 ” \\\
2 ” c35 to44 ” 3 ” c45 to54 ” 4 ” c55 to64 ” 5 ” c60 to74 ” 6 ” c 7 5 p l u s ”
l a b v a l ageG a g e g r o u p l b l
Dependent Children:
gen r e l i d= p s e r i a l −( h s e r i a l ∗100)
gen d e p c h i l d=0
l o c a l i=1
f o r e a c h v a r o f v a r l i s t r e l t o 0 1 − r e l t o 1 2 {
bys h s e r i a l : gen a g e r e l ‘ i ’= age i f r e l i d ==‘ i ’
bys h s e r i a l : egen Z a g e r e l ‘ i ’=max ( a g e r e l ‘ i ’ )
d rop a g e r e l ‘ i ’
r e p l a c e d e p c h i l d=1 i f ‘ var ’>=8 & ‘ var ’<=12 & Z a g e r e l ‘ i ’<18
d i s p l a y ‘ i ’
l o c a l i = ‘ i ’+1
}
drop Z a g e r e l ∗
l a b e l d e f i n e d e p c h i l d l b l 0 ” c0 NoDependents ” 1 ” c 1 D e p e n d e n t s ”
l a b v a l d e p c h i l d d e p c h i l d l b l




gen c u r r m a r r i e d = .
r e p l a c e c u r r m a r r i e d=1 i f m a r i t a l==2
r e p l a c e c u r r m a r r i e d=0 i f m a r i t a l >0 & m a r i t a l !=2
gen m a r i t a l s = .
r e p l a c e m a r i t a l s =0 i f c u r r m a r r i e d==0 & ( c o u p l e ==2 | c o u p l e==−1)
r e p l a c e m a r i t a l s =1 i f c u r r m a r r i e d==1
r e p l a c e m a r i t a l s =1 i f c u r r m a r r i e d==0 & ( c o u p l e ==1 | c o u p l e==3)
drop c u r r m a r r i e d
Health Status:
l a b d e f h e a l t h l b l 0 ” c1 Good ” 1 ” c 2 F a i r ” 2 ” c 3 P o o r ” , modify
l a b v a r h e a l t h s h e a l t h l b l
NSSEC (Social Class):
gen n s s e c 3=h p n s s e c 3
r e p l a c e n s s e c=5 i f h p n s s e c 8==99
r e p l a c e n s s e c=4 i f h p n s s e c 8==8
r e p l a c e n s s e c=5 i f hpnssec8 <0
∗ use i n d i v i d u a l s o c i a l c l a s s d a t a i f h rp n o t a v a i l a b l e
gen temp = 0
r e p l a c e temp=1 i f n s s e c==5
r e p l a c e n s s e c=n s s e c 3 i f temp==1
r e p l a c e n s s e c=5 i f n s s e c 8==99 & temp==1
r e p l a c e n s s e c=4 i f n s s e c 8==8 & temp==1
r e p l a c e n s s e c=5 i f nssec8 <0 & temp==1
drop temp
r e p l a c e n s s e c=cen−1
l a b e l d e f i n e n s s e c l b l 0 ” c1 ManProf ” 1 ” c 2 I n t m d t ” 2\\\
” c3 RtnMan ” 3 ” c4 LTunplyd ” 4 ” c5 OtherNC ” , modify
l a b e l v a l n s s e c n s s e c l b l
Economic Activity:
gen economicAct=econa
r e c o d e economicAct (4=2)
r e p l a c e economicAct=4 i f a c t i v b==10
r e p l a c e economicAct=1 i f t o p q u a l 2 ==8 | a c t i v b==1
r e p l a c e economicAct=economicAct −1
l a b d e f e c o n o m i c l b l 0 ” EmployedOrStudent ” 1 ” UnemployedOr Inac t ive ” 2 ” R e t i r e d ” 3 ” HomeOrFamily ”
l a b v a l economicAct e c o n o m i c l b l
Ethnicity:
gen ethnicNW=1
r e p l a c e ethnicNW=0 i f e t h i n d a==1
l a b d e f e t h n i c N W l b l 0 ” White ” 1 ”Non−White ”
l a b v a l ethnicNW e t h n i c N W l b l
Education Level:
gen educL = .
r e p l a c e educL=0 i f t o p q u a l 2 ==1 | t o p q u a l 2==2
r e p l a c e educL=1 i f t o p q u a l 2 >=3
r e p l a c e educL=2 i f t o p q u a l 2==7
r e p l a c e educL=3 i f t o p q u a l 2 ==8 | a c t i v b==1
l a b d e f e d u c L l b l 0 ”UK Higher Ed . ” \\\
1 ” Below Higher Ed” 2 ” None” 3 ” C u r r e n t S t u d e n t ”
l a b v a l educL e d u c L l b l
Leisure/Transport Access:
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gen t r a n s p o r t = .
gen l e i s u r e = .
l a b d e f t r a n s p r t 0 ” a g r e e / d i s a g r e e ” 1 ” s t r o n g l y d i s a g r e e ” , modify
f o r e a c h v a r o f v a r t r a n s p r t l e i s u r e {
gen temp=1 i f ‘ var ’==4
r e p l a c e ‘ var ’=0
r e p l a c e ‘ var ’=1 i f temp==1




gen r e c p a g 4=h r s s p t g
r e c o d e r e c p a g 4 (4 5 = 3)
l a b d e f r e c p a g 4 0 ” c0None ” 1 ” c 0 t o 1 ” 2 ” c 1 t o 3 ” 3 ” c 3 p l u s ” , modify
Incidental Physical Activity:
gen i n c p a=daywlk
r e p l a c e i n c p a=0 i f wlk15==2 | w l k 5 i n t==2
r e p l a c e i n c p a=1 i f daywlk>2
r e p l a c e i n c p a=2 i f daywlk >10
r e p l a c e i n c p a=3 i f daywlk >20
l a b d e f i n c p a l b l 0 ”2 or l e s s ” 1 ”10 or l e s s ” 2 ”20 or l e s s ” 3 ” Above 20”
l a b v a l i n c p a i n c p a l b l
Occupational Physical Activity:
gen o c c p a 4=workac t
r e p l a c e o c c p a 4=3 i f workac t==4
r e p l a c e o c c p a 4=o c c p a+1 i f ( h w r k l i s t ==1 | g a r d l i s t ==1) & ( hevyh!=1&manwork !=1)
r e p l a c e o c c p a 4=o c c p a+2 i f hevyh==1 |manwork==1
r e c o d e o c c p a 4 (−6=−8)
r e p l a c e o c c p a 4=occ pa −1 i f occ pa >0
l a b d e f o c c p a l b l −8 ” Refused ” −1 ” i t e m N /A” 0 ” I n a c t i v e ” 1 ”Low A c t i v i t y ” 2 ” Modera te ” 3 ” A c t i v e ”
l a b v a l o c c p a 4 o c c p a l b l
r e c o d e o c c p a 4 (4=3)
Fried food/Snack/Cake intake:
l a b d e f i n t a k e l b l 0 ”6 or more t i m e s a week ” 1 ”3−5 t i m e s a week ” 2 \\\
”1−2 t i m e s a week ” 3 ” l e s s t h a n once a week ” 4 ” R a r e l y / Never ” , modify
f o r e a c h v a r o f v a r f r i e d f d b snack c a k e s c {
gen ‘ var ’ i t k 4 = ‘ var ’−1 i f ‘ var ’>0
gen ‘ var ’ i t k 5 = ‘ var ’−1 i f ‘ var ’>0
∗Reduce l e v e l s by 1
r e c o d e ‘ var ’ i t k 4 (4=3)
l a b v a l ‘ var ’ i t k 4 i n t a k e l b l
l a b v a l ‘ var ’ i t k 5 i n t a k e l b l
}
∗ F r i e d i s a l s o p u t i n t o a 3 group v a r i a b l e
gen f r i e d f d b i t k 3= f r i e d f d b i t k 4 −1
r e c o d e f r i e d f d b i t k 3 (−1=0)
l a b d e f f r i e d r e d 0 ”3 or more t i m e s a week ” 1 ”1−2 t i m e s a week ” 2 ” l e s s t h a n once a week ” , modify
l a b v a l f r i e d f d b i t k 3 f r i e d r e d
Fruit/vegetable intake:
gen f t v g i t k 4=p o r f t v g
r e c o d e f t v g i t k 4 (1=0) (2 3=1) (4 5=2) (6 7 8 9 =3)
l a b d e f f t v g l b l 0 ” Less t h a n 1” 1 ”1 t o 3” 2 ”3 t o 5” 3 ”5 or more ”




gen bmi 6 = bmivg6−1
l a b d e f bmivg6 0 ” below 19” 1 ”19 t o 2 4 . 9 ” 2 ”25 t o 2 9 . 9 ” \ \ \
3 ”30 t o 3 4 . 9 ” 4 ”35 t o 3 9 . 9 ” 5 ”40 +” , modify
l a b v a l bmi 6 bmivg6
Waist-Hip Ratio:
gen male whr g = menwhgp−1
gen f e m a l e w h r g = womwhgp−1
l a b d e f menwhgp 0 ” l e s s t h a n 0 . 8 0 ” 1 ” 0 . 8 0 , l e s s t h a n 0 . 8 5 ” 2 ” 0 . 8 5 , l e s s t h a n 0 . 9 0 ” 3 ” 0 . 9 0 , \ \ \
l e s s t h a n 0 . 9 5 ” 4 ” 0 . 9 5 , l e s s t h a n 1 . 0 0 ” 5 ” 1 . 0 0 or more ” , modify
l a b d e f womwhgp 0 ” l e s s t h a n 0 . 7 0 ” 1 ” 0 . 7 0 , l e s s t h a n 0 . 7 5 ” 2 ” 0 . 7 5 , l e s s t h a n 0 . 8 0 ” 3 ” 0 . 8 0 , \ \ \
l e s s t h a n 0 . 8 5 ” 4 ” 0 . 8 5 , l e s s t h a n 0 . 9 0 ” 5 ” 0 . 9 0 or more ” , modify
Alcohol intake:
gen a l c o h o l i t k 3=d n o f t 2
r e c o d e a l c o h o l i t k 3 (1 2 = 1) (3 4 = 2) (5 6 7 8 = 3)
r e p l a c e a l c o h o l i= a l c o h o l i −1 i f a l c o h o l i >0
l a b d e f a l c o h o l l b l 0 ” Heavy ” 1 ” Modera te ” 2 ” L i g h t ”
l a b v a r a l c o h o l i t k 3 a l c o h o l l b l
Smoking status:
∗Smoking
gen smoking s = c i g s t a 3
r e p l a c e smok ing s = smoking−1 i f smoking s >0
l a b d e f s m o k i n g l b l 0 ” c u r r e n t c i g a r e t t e smoker ” 1 ” ex− r e g u l a r c i g a r e t t e smoker ”\\\
2 ” n e v e r r e g u l a r c i g a r e t t e smoker ” , modify
l a b v a l smok ing s s m o k i n g l b l
Period status:
gen p e r i o d s=p e r i o d −1
l a b d e f p e r i o d l b l 0 ” Yes ” 1 ”No” , modify
l a b v a l p e r i o d s p e r i o d l b l
Age*:
gen cen ageG=88
r e p l a c e cen ageG=0 i f age>=16
r e p l a c e cen ageG=1 i f age>=20
r e p l a c e cen ageG=2 i f age>=30
r e p l a c e cen ageG=3 i f age>=40
r e p l a c e cen ageG=4 i f age>=50
r e p l a c e cen ageG=5 i f age>=65
l a b e l d e f i n e c e n a g e g r o u p l b l 0 ” c16 to19 ” 1 ” c20 to29 ” 2 ” c30 to39 ” 3 ” c40 to49 ” 4 ” c50 to64 ” \\\
5 ” c65 to74 ” 6 ” c 7 5 p l u s ”
l a b v a l cen ageG c e n a g e g r o u p l b l
Social Status:
gen c e n s o c g r a d e=s c h r p g 4
r e c o d e c e n s o c g r a d e (3=2) (4=3)
r e p l a c e c e n s o c g r a d e=c e n s o c g r a d e −1
r e p l a c e c e n s o c g r a d e=3 i f h p n s s e c 8==8
r e p l a c e c e n s o c g r a d e=4 i f c e n soc <0
l a b d e f s o c g r a d e l b l 0 ” M a n a g e r i a l ” 1 ” Manual ” 2 ” Semi / u n s k i l l e d ” 3 ” unemployed ” 4 ” unknown ”
l a b v a l c e n s o c s o c g r a d e l b l
Economic Activity*
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r e c o d e c e n e c o n a 4 (3=4)
r e p l a c e c e n e c o n a 4=3 i f t o p q u a l 2 ==8 | a c t i v b==1
r e p l a c e c e n e c o n a 4=cen econa −1
l a b d e f c e n e c o n a c t 4 l b l 0 ” Employed ” 1 ” Unemployed ” 2 ”FT S t u d e n t ” 3 ” Othe r E c o n o m i c a l l y i n a c t i v e ”
l a b v a l c e n e c o n a 4 c e n e c o n a c t 4 l b l
B.2.2 Census 2001 data
cSex:
gen c se x=sex
r e c o d e c se x (2=0)
l a b d e f s e x l b l 0 ” Male ” 1 ” Female ”
l a b v a l c se x s e x l b l
cAge:
gen cen ageG=age
r e c o d e c e n a g e (25=20) (60=50)
∗Recode t o numer ic c a t e g o r i e s
r e c o d e c e n a g e (16=0) (20=1) (30=2) (40=3) (50=4) (65=5)
l a b d e f c e n a g e l b l 0 ”16−19” 1 ”20−29” 2 ”30−39” 3 ”40−49” 4 ”50−64” 5 ”65−74” , modify
l a b v a l c e n a g e c e n a g e l b l
cDependent Children:
gen d e p c h i l d = 0
r e p l a c e d e p c h i l d=1 i f ( f n d e p c h a==1) & ( r e l t o ==1 | r e l t o ==2 | r e l t o ==3) & ( gen !=1)
cMarital Status:
gen m a r i t a l s = 0
r e p l a c e m a r i t a l s = 1 i f ( famtyp ==2 | famtyp==3) & ( r e l t o ==1 | r e l t o ==2 | r e l t o ==3) & ( gen==2)
l a b d e f m a r i t a l s l b l 0 ” S i n g l e ” 1 ” Couple ” , modify
l a b v a l m a r i t a l s m a r i t a l s l b l
cHealth status:
gen c h e a l t h=h e a l t h −1
l a b d e f h e a l t h l b l 0 ”Good” 1 ” F a i r l y Good” 2 ” Poor ”
l a b v a l c h e a l t h h e a l t h l b l
cSocial Status:
gen s o c g r a d e=h r s o c
r e c o d e s o c g r a d e (1=0) (2 3=1) (4=2) (5=3) (−9=4)
l a b d e f s o c g r a d e l b l 0 ” M a n a g e r i a l ” 1 ” Manual ” 2 ” Semi / u n s k i l l e d ” 3 ” unemployed ” 4 ” unknown ”
l a b v a l s o c g r a d e s o c g r a d e l b l
cEconomic Activity:
gen e c o n a c t=econach
r e p l a c e e c o n a c t=e c o n a c t −1
r e p l a c e e c o n a c t = 2 i f s t u d e n t==1
l a b d e f e c o n a l b l 0 ” Employed ” 1 ” Unemployed ” 2 ”FT S t u d e n t ” 3 ” Othe r E c o n o m i c a l l y i n a c t i v e ”
l a b v a l e c o n a c t e c o n a l b l




gen e t h n i c i t y = .
r e p l a c e e t h n=0 i f ethewa >0
r e p l a c e e t h n=1 i f ethewa >3
l a b d e f e t h n i c i t y l b l 0 ” White ” 1 ”Non−White ”
l a b v a l e t h n i c i t y e t h n i c i t y l b l
cEducation Level:
gen Educa t ionL=q u a l v
r e c o d e Educa t ionL (1=2) (6 4 3 2 =1) (5=0)
r e p l a c e Educa t ionL=3 i f s t u d e n t==1
l a b d e f E d u c L l b l 0 ”UK Higher ” 1 ”Some” 2 ” None ” 3 ” C u r r e n t S t u d e n t ”
l a b v a l Educa t ionL E d u c L l b l
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Figure B.1: Summary of Health Survey for England 2003 contents
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C.1 Provision of C# Code of the Implementation of Metropo-
lis Hastings Sampling over the Space of Bayesian Net-
work Topologies
Code is available as a Microsoft Visual Studio solution in the form of a .rar archive
from http://personalpages.manchester.ac.uk/postgrad/nicholas.harding/
njharding_thesis_samplingoverBNtopologies.rar, or alternatively via http:
//tinyurl.com/nhardingthesis2011.
C.2 Evidence traces from evaluation of Grzegorczyk-Husmeier
move
See figure C.1.
































































Figure C.1: Evidence traces to compare convergence of Markov chain between
schemes: REV vs Classical
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Figure C.2: Evidence traces to compare convergence of Markov chain between
schemes: REV vs Classical
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Appendix D
Combination of High and Low Resolu-
tion Datasets Using Bayesian Networks
D.1 Mixing of Markov Chain During Metropolis Hastings
Sampling
D.1.1 Males
































Figure D.1: Evidence traces of Markov chain during Metropolis Hastings sam-
pling of Bayesian network topologies modelling influence of socio-demographic
variables on health behaviours (males)
D.1.2 Females
See figures D.3 and D.4.
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Figure D.2: Scatter plots of edge relation features following Metropolis Hast-
ings sampling of Bayesian network topologies modelling influence of socio-































Figure D.3: Evidence traces of Markov chain during Metropolis Hastings sam-
pling of Bayesian network topologies modelling influence of socio-demographic
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Figure D.4: Scatter plots of edge relation features following Metropolis Hast-
ings sampling of Bayesian network topologies modelling influence of socio-
demographic variables on health behaviours (females)
D.2 R Script: Functions
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#EE t o o l f u n c t i o n s
l i b r a r y ( ” Rgraphv iz ” )
l i b r a r y ( ” f S e r i e s ” )
g e t D a t a F i l e <− f u n c t i o n ( f i leName , f i l e P a t h ) {
f u l l P a t h <−p a s t e ( f i l e P a t h , f i leName , sep =””)
o u t p u t <− r e a d . t a b l e ( f u l l P a t h , h e a d e r = TRUE)
}
g e t R e l P a r e n t s <− f u n c t i o n ( NOI , g1 ) {
y<− i nEdges ( NOI , g1 )
temp<−temp<−p a s t e ( r e p ( ” ” , 0 ) , c o l l a p s e =””)
f o r ( i i n 1 : l e n g t h ( y ) ) {
temp<−append ( y [ i ] [ [ 1 ] ] , temp )
}
r e l P a r e n t s <−un i que ( temp [ temp != ” ” ] )
}
f i l l G r o u p I n p u t s <− f u n c t i o n ( r e l P a r e n t s ) {
nGroups<−prod ( n l e v e l s [ r e l P a r e n t s ] )
g I n p u t s <−m a t r i x ( 0 , nGroups , l e n g t h ( r e l P a r e n t s ) , FALSE , l i s t ( 1 : nGroups , r e l P a r e n t s ) )
f o r ( p a r e n t i n 1 : l e n g t h ( r e l P a r e n t s ) ) {
ID<− r e l P a r e n t s [ p a r e n t ]
l e v e l s <− n l e v e l s [ ID ] [ [ 1 ] ]
# p r o d u c t o f l e v e l s o f r i g h t m o s t
rWeight <−1
x<−( p a r e n t +1)
w h i l e ( x<= l e n g t h ( r e l P a r e n t s ) ) {




# p r o d u c t o f l e v e l s o f l e f t m o s t
lWeight <−1
x<−( p a r e n t −1)
w h i l e ( x>0) {





# o u t e r l o o p r e p r e s e n t s p r o d u c t o f l e f t nodes
f o r ( i i n 1 : lWeigh t ) {
c o u n t e r <−0
f o r ( j i n 1 : l e v e l s ) {
# i n n e r l oop r e p r e s e n t s r e p e a t s
f o r ( k i n 1 : rWeigh t ) {
g I n p u t s [ index , ID]<− c o u n t e r
index <− i n d e x+1
}




o u t p u t <−g I n p u t s
}
genPopCounts<− f u n c t i o n ( i n p u t s , c e n s u s D a t a ) {
# i n p u t s r e f e r s t o t h e d e f i n i t i o n s o f t h e groups , r e t u r n s c o u n t s i n each group .
o u t p u t <−0
f o r ( i i n 1 : nrow ( i n p u t s ) ) {
# t a k e s a c c o u n t o f t h e f r q u e n c y w e i g h t i n g ! ! Hence much f a s t e r !
o u t p u t [ i ]<−sum ( ( c e n s u s D a t a [ a p p l y ( c e n s u s D a t a [ names ( i n p u t s [ i , ] ) ] , 1 , f u n c t i o n ( x )
{ a l l ( x== i n p u t s [ i , ] ) } ) , ] ) \ $ X f r e q )
}
pop<−o u t p u t
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}
genPopCountsB<− f u n c t i o n ( i n p u t s , c e n s u s D a t a ) {
o u t p u t <−0
f o r ( i i n 1 : nrow ( i n p u t s ) ) {
#no a c c o u n t o f t h e f r q u e n c y w e i g h t i n g ! !
o u t p u t [ i ]<−nrow ( ( c e n s u s D a t a [ a p p l y ( c e n s u s D a t a [ names ( i n p u t s [ i , ] ) ] , 1 , f u n c t i o n ( x )
{ a l l ( x== i n p u t s [ i , ] ) } ) , ] ) )
}
pop<−o u t p u t
}
genhseCounts <− f u n c t i o n ( i n p u t s , da t a , n o i n t e r e s t , n l e v e l s ) {
# i n p u t s − i n p u t l e v e l s
# da t a − d a t a s e t t o que ry
# n o i n t e r e s t − t h e node i d o f i n t e r e s t
# n l e v e l s − number o f l e v e l s o f t h i s node
o u t p u t <−NULL
cNames<−co lnames ( i n p u t s )
f o r ( i i n 1 : nrow ( i n p u t s ) ) { # l oop each row of i n p u t s
temp<−d a t a [ a p p l y ( d a t a [ cNames ] , 1 , f u n c t i o n ( x ) { a l l ( x== i n p u t s [ i , ] ) } ) , ] [ n o i n t e r e s t ]
o u t p u t <− r b i n d ( o u t p u t , t a b u l a t e ( a s . m a t r i x ( temp )+1 , n l e v e l s ) )
}
pop<−o u t p u t
}
graphFromArcLis t <− f u n c t i o n ( a r c L i s t , nNodes , n o d e L a b e l s ) {
# d e c l a r e m a t r i x
a d j m a t r i x <−m a t r i x ( 0 , nrow=nNodes , n c o l=nNodes )
x<− s t r s p l i t ( a r c L i s t , ” ” , e x t e n d e d = TRUE, f i x e d = FALSE , p e r l = FALSE)
z<− s t r s p l i t ( x [ [ 1 ] ] , ” \ ˜ ” , e x t e n d e d = TRUE, f i x e d = FALSE , p e r l = FALSE)
f o r ( i i n z ) {
a<−as . numer ic ( i [ 1 ] )+1
b<−as . numer ic ( i [ 2 ] )+1
a d j m a t r i x [ a , b]<−1
}
g1<−new ( ” graphAM ” , a d j m a t r i x , ” d i r e c t e d ” )
g1<−as ( g1 , ” graphNEL ” ) # c o n v e r t t o graphNEL
i f ( ! m i s s i n g ( n o d e L a b e l s ) ) {
nodes ( g1)<− n o d e L a b e l s
}
n A t t r s <− l i s t ( )
e A t t r s <− l i s t ( )
out <−g1
}
# # ˜ ˜PROGRAM˜ ˜ # #
## I n p u t :
## k− number o f outcome l e v e l s o f node of i n t e r e s t
## s t a t e − s t a t e o f i n t e r e s t ( i . e . 1−k )
## popCounts− v e c t o r o f c o u n t s o f ‘ r e a l ’ p o p u l a t i o n i n each group
## hseCounts − m a t r i x n x k , c o u n t s i n each group of each outcome
## t r u e P o p S i z e − s i z e o f t h e p o p u l a t i o n t o s i m u l a t e
l i b r a r y (MCMCpack)
s i m u l a t e <− f u n c t i o n ( k , s t a t e , popCounts , hseCounts , t r u e P o p S i z e ) {
# d e f i n e nGroups
nGroups<− l e n g t h ( popCounts )
# g e t Di r e s t i m a t e o f prob i n each popn group
popDir<− r d i r i c h l e t ( 1 , popCounts+1)
# use t h i s t o g e n e r a t e e s t i m a t e o f ‘ t r u e ’ p o p u l a t i o n
es tPopCoun t s <− rmul t inom ( 1 , t r u e P o p S i z e , popDir )
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# g e t HSE D i r i c h l e t from hseCounts , t h i s w i l l be a ‘n ’ x ‘k ’ m a t r i x
hseDi r <− t ( a p p l y ( hseCoun t s +1 ,1 , r d i r i c h l e t , n=1) )
# u s i n g t h i s Di r e s t i m a t e , g e n e r a t e p o p u l a t i o n s
ans<− t ( mapply ( f u n c t i o n ( x ) rmul t inom ( 1 , e s t P o p C o u n t s [ x ] , h s e D i r [ x , ] ) , x=1: nGroups ) )
# f i n a l l y c o u n t t o t a l i n d s t h a t f a l l i n t o group of i n t e r e s t
f i n a l <−sum ( ans [ , s t a t e ] )
}
D.3 R Script: Worked example 1
rm ( l i s t = l s ( ) )
#Read i n F u n c t i o n s
s o u r c e ( ”C : \ \ Documents and S e t t i n g s \\SPR−User01 \\My Documents \\R\\ e e T o o l F u n c t i o n s . r ” )
s o u r c e ( ”C : \ \ Documents and S e t t i n g s \\SPR−User01 \\My Documents \\R\\ s i m u l a t e F r o m D i r . r ” )
#Read i n HSE
f i l e P a t h <−”C : \ \ Documents and S e t t i n g s \\SPR−User01 \\My Documents \\PhD O b e s i t y Epidemio logy
\\HSE and Census2001 d a t a \\HSE 2006 STATA \\ micros im d a t a \\”
hse2006MaleData <−g e t D a t a F i l e ( ” m a l e m i c r o s i m h r s s p o r t 2 0 0 6 . t x t ” , f i l e P a t h )
hse2006FemaleData <−g e t D a t a F i l e ( ” f e m a l e m i c r o s i m h r s s p o r t 2 0 0 6 . t x t ” , f i l e P a t h )
#Read i n Census
cen2001MaleData<−g e t D a t a F i l e ( ” malesCen2001 G . t x t ” , f i l e P a t h )
cen2001FemaleData <−g e t D a t a F i l e ( ” femalesCen2001 G . t x t ” , f i l e P a t h )
#INPUTS :
# c e n s u s d a t a ( from s t a t a )
#DAG r e p r e s e n t a t i o n
# n L e v e l s a r r a y
# d i r i c h l e t d i s t r i b u t i o n s ( from HSE)
# v e c t o r o f nodes o f i n t e r e s t , v e c t o r o f s t a t e s o f nodes .
nodeLabe l s <−names ( hse2006MaleData )
a rcLis tM <−”2˜12 2˜13 2˜14 3˜9 4˜11 5˜8 5˜10 5˜12 6˜13 6˜14 7˜14 9˜8 10˜9 10˜11”
a r c L i s t F <−”2˜12 2˜13 2˜14 3˜10 4˜12 5˜8 6˜14 7˜11 9˜8 10˜9 11˜10 12˜11 14˜13”
nNodes<− l e n g t h ( hse2006MaleData )
n l e v e l s <−a p p l y ( hse2006MaleData , 2 , max)+1
malGr<−graphFromArcL i s t ( a rcLis tM , nNodes , n o d e L a b e l s )
femGr<−graphFromArcL i s t ( a r c L i s t F , nNodes , n o d e L a b e l s )
#APPLICATION 1 : RPA=0
NOI<−c ( n o d e L a b e l s [ 1 3 ] )
k<− n l e v e l s [ NOI ]
s t a t e <−1
#Male : I n p u t s o f s i m u l a t e :
r e l P a r e n t s M <−g e t R e l P a r e n t s ( NOI , malGr )
nGroupsM<−prod ( n l e v e l s [ r e l P a r e n t s M ] )
gInputsM<− f i l l G r o u p I n p u t s ( r e l P a r e n t s M )
popCountsM<−genPopCounts ( gInputsM , cen2001MaleData )
hseCountsM<−genhseCoun t s ( gInputsM , hse2006MaleData , NOI , k )
dataM<−d a t a . f rame ( c b i n d ( gInputsM , popCountsM , hseCountsM ) )
t ruePopSizeM <−877100
# Female : I n p u t s o f s i m u l a t e :
r e l P a r e n t s F <−g e t R e l P a r e n t s ( NOI , femGr )
nGroupsF<−prod ( n l e v e l s [ r e l P a r e n t s F ] )
g Inpu t sF <− f i l l G r o u p I n p u t s ( r e l P a r e n t s F )
popCountsF<−genPopCounts ( g Inpu t sF , cen2001FemaleData )
hseCountsF <−genhseCoun t s ( g Inpu t sF , hse2006FemaleData , NOI , k )
da taF <−d a t a . f rame ( c b i n d ( g Inpu t sF , popCountsF , hseCountsF ) )
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t r u e P o p S i z e F <−904754
a<− r e p ( 0 , 1 0 0 0 0 0 )
b<− r e p ( 0 , 1 0 0 0 0 0 )
f o r ( i i n 1 : 1 0 0 0 0 0 ) {
a [ i ]<− s i m u l a t e ( k , s t a t e , popCountsM , hseCountsM , t ruePopSizeM )
b [ i ]<− s i m u l a t e ( k , s t a t e , popCountsF , hseCountsF , t r u e P o p S i z e F )
}
mean ( a+b )
mean ( a )
mean ( b )
q u a n t i l e ( a , c ( 0 . 0 2 5 , 0 . 9 7 5 ) )
q u a n t i l e ( b , c ( 0 . 0 2 5 , 0 . 9 7 5 ) )
q u a n t i l e ( a+b , c ( 0 . 0 2 5 , 0 . 9 7 5 ) )
mean ( a ) / t ruePopSizeM
mean ( b ) / t r u e P o p S i z e F
mean ( a+b ) / ( t ruePopSizeM+ t r u e P o p S i z e F )
D.4 R Script: Worked example 2
# use non grouped c e n s u s d a t a
rm ( l i s t = l s ( ) )
#Read i n F u n c t i o n s
s o u r c e ( ”C : \ \ Documents and S e t t i n g s \\SPR−User01 \\My Documents \\R\\ e e T o o l F u n c t i o n s . r ” )
s o u r c e ( ”C : \ \ Documents and S e t t i n g s \\SPR−User01 \\My Documents \\R\\ s i m u l a t e F r o m D i r . r ” )
#Read i n HSE
f i l e P a t h <−”C : \ \ Documents and S e t t i n g s \\SPR−User01 \\My Documents \\PhD O b e s i t y Epidemio logy
\\HSE and Census2001 d a t a \\HSE 2006 STATA \\ micros im d a t a \\”
hse2006MaleData <−g e t D a t a F i l e ( ” m a l e m i c r o s i m h r s s p o r t 2 0 0 6 . t x t ” , f i l e P a t h )
hse2006FemaleData <−g e t D a t a F i l e ( ” f e m a l e m i c r o s i m h r s s p o r t 2 0 0 6 . t x t ” , f i l e P a t h )
#Read i n Census
cen2001MaleData<−g e t D a t a F i l e ( ” malesCen2001 . t x t ” , f i l e P a t h )
cen2001FemaleData <−g e t D a t a F i l e ( ” femalesCen2001 . t x t ” , f i l e P a t h )
nodeLabe l s <−names ( hse2006MaleData )
a rcLis tM <−”2˜12 2˜13 2˜14 3˜9 4˜11 5˜8 5˜10 5˜12 6˜13 6˜14 7˜14 9˜8 10˜9 10˜11”
a r c L i s t F <−”2˜12 2˜13 2˜14 3˜10 4˜12 5˜8 6˜14 7˜11 9˜8 10˜9 11˜10 12˜11 14˜13”
nNodes<− l e n g t h ( hse2006MaleData )
n l e v e l s <−a p p l y ( hse2006MaleData , 2 , max)+1
malGr<−graphFromArcL i s t ( a rcLis tM , nNodes , n o d e L a b e l s )
femGr<−graphFromArcL i s t ( a r c L i s t F , nNodes , n o d e L a b e l s )
# S t a r t w i t h o c c p a
NOI<−c ( n o d e L a b e l s [ 1 5 ] )
k<− n l e v e l s [ NOI ]
p a r e n t s <−g e t R e l P a r e n t s ( NOI , femGr )
g I n p u t s <− f i l l G r o u p I n p u t s ( p a r e n t s )
hseCounts <−genhseCoun t s ( g I n p u t s , hse2006FemaleData , NOI , k )
hseDi r <− t ( a p p l y ( hseCoun t s +1 ,1 , r d i r i c h l e t , n=1) ) # samples from d i r i c h l e t
#OPTION B− GET COUNTS, THEN DISTRIBUTE ! !
censusDa ta <−cen2001FemaleData # temp h o l d e r
censusDa ta <−c b i n d ( censusDa ta , temp=99)
names ( c e n s u s D a t a ) [ names ( c e n s u s D a t a )== ’ temp ’ ] <− NOI
i n p u t s <−g I n p u t s
popCounts<−genPopCountsB ( g I n p u t s , cen2001FemaleData ) #sum of c e n s u s d a t a i n each group
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D.4. R SCRIPT: WORKED EXAMPLE 2
nGroups<−nrow ( g I n p u t s )
# m u l t i n o m i a l sample f o r each group
ans<− t ( mapply ( f u n c t i o n ( x ) rmul t inom ( 1 , popCounts [ x ] , h s e D i r [ x , ] ) , x=1: nGroups ) )
# use ans t o g e n e r a t e a v e c t o r
f o r ( i i n 1 : nGroups ) {
v<−c ( r e p ( 1 : n c o l ( ans ) , ans [ i , ] ) − 1 ) # g e n e r a t e s v e c t o r based on ans
# randomly s o r t v e c t o r ( u s i n g sample )
y<−sample ( v )
# append v e c t o r t o c e n s u s D a t a as e x t r a column ; s h o u l d be same l e n g t h !
c e n s u s D a t a [ a p p l y ( c e n s u s D a t a [ names ( i n p u t s [ i , ] ) ] , 1 , f u n c t i o n ( x ) { a l l ( x== i n p u t s [ i , ] ) } ) , ] [ NOI]<−y
}
#now we move t o t h e n e x t i n t h e l i s t !
# In t h i s c a s e i n c p a
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Appendix E
Identification of Predictors of Waist to Hip
Ratio in UK Adults
E.1 Mixing of Markov Chain During Metropolis Hastings
Sampling
E.1.1 Males





























Figure E.1: Evidence traces of Markov chain during Metropolis Hastings sampling
of Bayesian network topologies modelling factors associated with fat distribution
(males)
E.1.2 Females
See figures E.3 and E.4.
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(c) empty-informed
Figure E.2: Scatter plots of edge relation features following Metropolis Hastings
































Figure E.3: Evidence traces of Markov chain during Metropolis Hastings sampling
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Figure E.4: Scatter plots of edge relation features following Metropolis Hastings
sampling of Bayesian network topologies modelling factors associated with fat
distribution (females)
248
