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1 Introduction 
In radio communication systems there is gen- 
erally a difference between the received carrier 
wave frequency and its nominal value. This is 
typically caused by errors in the local reference os- 
cillators in the transmitter and receiver, and vari- 
ations in the radio signal path length producing 
a doppler shift. The frequency characteristic can 
thus be determined by knowledge of the oscilla- 
tor accuracy and the signal path. Although os- 
cillator variations are generally very slowly time 
varying, the receiver may have no prior knowl- 
edge of the relative offset before reception, and so 
this may have an effect on initial signal acquisi- 
tion. Doppler offsets can sometimes be predicted 
where the relative positions of the transmitter and 
receiver can be predicted or measured, for exam- 
ple in Low Earth Orbiting (LEO) satellite sys- 
tems. Often however, this may be too complex 
or impractical, so the frequency offset is treated 
as stochastic process, typically with a maximum 
range and rate of change. 
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FIGURE. 1  FFT Scheme and the Modulated Signals 
Carrier frequency offset is a significant prob- 
lem in achieving signal acquisition in communica- 
tions equipment. In a receiver the frequency offset 
must be corrected before symbol timing and phase 
recovery operations can be completed. Several 
methods have been applied to frequency estima- 
tion, for example, Fast Fourier Transform (FFT) 
method and differential phase method. The signal 
spectrum can be estimated using a FFT. The FFT 
method is nearly optimal for unmodulated signals 
with non-time varying frequency offset. However, 
the FFT method suffers from threshold effects 
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[1,4] - the mean squared error rapidly increases 
under a certain signal to noise ratio (SNR). The re- 
ceivers can not be reliably operated below thresh- 
old. For the modulated signals with random data 
the spectrum would typically not contain a dis- 
crete high density component that could be easily 
identify in the presence of the niose. This is il- 
lustrated in the upper part of Figure l ,  while the 
lower part shows the use of a non-linear function 
to generate a discrete component. The non-linear 
function, r f ,  has the effect of modulation s t r ip  
ping, which degrades the SNR of the estimator 
due to non-linear noise/signal products. The dif- 
ferential phase method, althrough simple, suffers a 
SNR penalty though its differential detection and 
is sensitive to large frequency offsets. This paper 
describes a trellis based scheme for frequency and 
phase estimation. A recently reported technique 
- Per-Survivor Processing [2] has been adapted to 
make use of the trellis structure and is described. 
The technique, referred to herein as Frequency Es- 
timation by PSP (FEPSP), gives near optimum 
performance under certain conditions. In section 
2, Cram&-Rao Lower Bounds (CRLB) are derived 
for frequency estimator and phase estimtor. Sec- 
tion 3 describes the PSP estimation algorithm. 
The performance of the FEPSP is discussed in 
Section 4 together with a comparision with CRLB 
and FFT method. 
2 Cram&-Rao Lower Bounds 
In parameter estimation it is useful to under- 
stand the theoretically best estimate that can be 
made using an optimum and possibly unrealisable 
approach. We consider joint estimation of a nor- 
malised frequency offset tu radians per symbol and 
an initial phase 8 .  Both parameters are unknown. 
We assume that the received signal has been per- 
fect timed and ideally filtered. The received sig- 
nals .T& are given by 
zk = a k 2 ( k w + e )  + nk, k = O,1,2, ..., N - 1 ( I )  
where Uk is the transmitted symbol of unit mag- 
nitude, and n k  with real and imaginary parts are 
independent, zero mean Gaussian variables with 
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variance u2. With this signal model the signal to 
noise ratio is = k$. 
The probability density function of the ran- 
dom vector x with unknown parameter vector @ 
is given by 
P ( X l P )  = 
The lower bounds on the variances of estima- 
tors for the components of P are given in terms of 
the diagonal elements of the inverse of the Fisher 
information matrix J-' [5], the elements of J are 
E ( . )  indicates the expectation operator, and 
a set of parameters p = {w, e}.  
The Fisher information matrix for ( 1 )  is: 
is 
J = ( k  k:) 
For CW case, the entries of J are 
) 
1 
0 2  
N ( N  - 1)(2N - 1) 
6 
JWw = - ( N + N ( N - l ) +  
As a result Cram&-Rao Lower Bounds for fre- 
quency and phase are: 
These results are equivalent to the published 
results of [l]. 
3 Per-Survivor Processing 
Per-Survivor Processing is an alternative to 
the classical approach of suboptimal Maximum 
Likehood Sequence Estimation in the presence of 
uncerta.inties. Since many hypothetical data se- 
quences are simultaneously considered in the esti- 
mation process, the best survivor is derived from 
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the data information which can be perceived as a 
high quality selection. 
The instantaneous frequency of a signal is 
given by the differential of the phase. This can eas- 
ily be estimated by assuming that the frequency 
offset is constant over a fixed period. The signal 
phase can be measured over an interval less than 
this period, and then a Least Minimum Square Er- 
ror (LMSE) technique can be applied to estimate 
the slope of the phase. This gives an estimate of 
frequency in cycles per second. 
where k = 0 , 1 , 2 , 3 ,  ..., N - 1 
The frequency offset is 
Ae 
Ak U)=- 
A problem associated with this approac I is that 
the phase is observed modulo 2n, and at  bound- 
aries there is an inherent uncertainty about 
whether a phase wrap has occurred or not. This 
is particularly significant when a large frequency 
offset is present and/or the signal is corrupted by 
a high level of noise. To account for this situation, 
it is necessary to consider all possible phase map- 
pings, i.e. no wrap, wrap +2n, and wrap -2n. As 
each sample of the received signal is processed, all 
three phase mappings are considered. 
if i = O  
@ki  = e k  + 2 n ,  if i = 1 { :,-2n, if i = - 1  
For each received signal phase dk there are three 
possible @ki, @kO,  @kland@k-'. The phase uncer- 
tainty can be represented as a tree diagram, where 
each node represents a possible phase state. From 
each node there are 3 branches, corresponding to 
the possible phase mappings. 
A metric can be evaluated at each node. The 
metric is given by the angular distance (in radians) 
from the received signal to the LMSE estimate 
of the phase trajectory. The phase trajectory is 
evaluated as a linear best fit for the received signal 
phase, given the phase mappings associated with 
the most likely path. N symbols are considered 
and so there are 3N paths on the tree. However 
we retain only the p most likely paths to reduce 
complexity as the trellis expands. At each node 
linear fitting is applied to every path, 
p p  = ap + bpk ,  p = 1 , 2 ,  . . . , p  paths, 
k = 0 ,1 ,  ..., N - 1 symbols 
where ap is the initial phase estimate and bp is 
the frequency estimatefor the path p. The path 
muc 
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FIGURE 5 .  Frequency and Phase Estimators for 32 
Symbols 
Gaussian Noise was useded together with a non- 
time varying frequency offset and an initial phase 
offset. A normalised sample rate (Fs=l Hz) is 
used. The frequency offset and the initial phase 
are randomly chosen. The range of frequncy offset 
is f 10% sample rate and initial phase is fn. 
5 Conclusion 
We have presented a Per-Survivor Processing 
technique for the estimation of carrier wave fre- 
quency offset and initial phase. The FEPSP sim- 
ulation results show similar performance to the 
results of FFT method. Two dimensional CRLBs 
have been derived and both FEPSP and FFT sim- 
ulations show agreement with the new bounds. 
Current research is looking at the applications of 
the technique to modulated carrier signals, sig- 
nals which do not satisfy the ideal filter assump 
tions used above, and signals with ramping or time 
varying or quadratic frequency offset. In those sit- 
uations it is expected that FEPSP estimates will 
be superior to the FFT method. 
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