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Excitation of ionic solids with extreme ultraviolet pulses creates localized core-excitons, which
in some cases couple strongly to the lattice. Here, core-excitonic states of magnesium oxide are
studied in the time domain at the Mg L2,3 edge with attosecond transient reflectivity spectroscopy.
Attosecond pulses trigger the excitation of these short-lived quasiparticles, whose decay is perturbed
by time-delayed near infrared optical pulses. Combined with a few-state theoretical model, this
reveals that the optical pulse shifts the energy of bright core-exciton states as well as induces features
arising from dark core-excitons. We report coherence lifetimes for the first two core-excitons of
2.3±0.2 and 1.6±0.5 femtoseconds and show that these short lifetimes are primarily a consequence of
strong exciton-phonon coupling, disclosing the drastic influence of structural effects in this ultrafast
relaxation process.
Excitation of a solid with a high-energy photon leads
to an ultrafast dynamic response involving structural and
electronic degrees of freedom. A common spectroscopic
approach to study these processes is to compare the ab-
sorption and emission spectra of the system, which re-
spectively reveal which states were excited and eventu-
ally populated, as is done for instance in resonant in-
elastic x-ray scattering (RIXS) [1]. This grants indirect
access to the behavior of the transient core-excited state.
In contrast, the development of attosecond science now
offers an unmediated view of relaxation processes [2, 3].
By measuring the system in the time domain, the in-
termediate states involved in the decay can be directly
probed. For instance in attosecond transient absorp-
tion spectroscopy [4, 5], short extreme ultraviolet (XUV)
pulses can be used to precisely trigger the core-hole ex-
citation, whose decay is then tracked with optical fem-
tosecond laser pulses [6, 7].
In the condensed phase, an important question arises:
can nuclear motion influence the decay of the core-hole
for states living only a few femtoseconds? Intuitively,
one might expect that if the Auger or radiative lifetime
of an intermediate state Γ−1 is short compared to a rele-
vant phonon period τph, the lattice will not have time to
respond to the creation of the core-hole, and the lattice
will not contribute. Early photoemission studies of ionic
insulators disproved this argument, measuring substan-
tial spectral broadening linked to coupling between the
core-hole and optical phonons [8–10]. The time-domain
evolution of the core-excited state in these conditions,
however, has yet to be explored.
In this Letter, attosecond XUV transient reflectivity
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spectroscopy is used to investigate the core-excited dy-
namics of magnesium oxide (MgO). In this ionic insula-
tor, the low dielectric constant and the positive charge
of Mg atoms mean that a Mg core-hole is very weakly
screened. This contributes to the formation of core-level
excitons - bound electron-hole pairs - at the Mg L2,3 edge
[11, 12], i.e., close to transitions from Mg 2p states to
the conduction band. First, four well-known core-level
excitons are identified, and their linewidths are shown to
be dominated by phonon broadening, indicating a sub-
stantial exciton-phonon coupling. Then, the core-level
excitons are initiated by an XUV pulse and a short near-
infrared (NIR) optical laser pulse probes their decay. The
NIR/core-exciton interaction is interpreted using a few-
level theoretical model, whose agreement with the exper-
iment allows to identify two effects of the NIR pulse: (1)
resonant and non-resonant coupling of the various exci-
tonic states, and (2) creation of light-induced features
that are interpreted as the manifestation of dark exci-
tonic states. The decays of the first two lower-energy
core-excitons are extracted, showing coherence lifetimes
below 3 fs. Finally, the link between these features and
exciton-phonon coupling is discussed.
The experiment was performed on a single-crystalline
commercial sample of MgO (100) (MTI corporation) fea-
turing industrial grade polishing (RMS <10 A˚) and a
crystalline purity >99.95%. Given that the samples are
thick, 0.5 mm, the investigation mandates the use of
Attosecond Transient Reflectivity Spectroscopy (ATRS)
[13] which does not require thin films, contrary to trans-
mission experiments. Broadband pulsed XUV attosec-
ond radiation covering a continuous span of 20-70 eV is
produced by High Harmonic Generation (HHG) in argon
using 480 µJ, sub-5 fs NIR pulses centered at 750 nm at
a repetition rate of 1 kHz. After filtering the NIR light
with a 100 nm thick aluminum film, the XUV pulse is
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2reflected by the sample at an incidence angle of 66◦ from
normal. The reflected light is then dispersed and imaged
onto a CCD camera (Princeton Instruments). The spec-
tral resolution at 50 eV is σ = 25 meV as determined
using atomic absorption lines. In the time-resolved ex-
periment, a strong 4.5 fs pulse of NIR light perturbs the
system following the core-hole creation by the attosecond
pulse. At each time-delay between the XUV and NIR
pulses, the reflectivity Ron (resp. Roff) is measured with
100 ms integration time with the NIR beam on (resp.
off). The transient reflectivity, dRR =
Ron−Roff
Roff
, is com-
puted and averaged over 100 full time-delay scans. The
slow drift of the pump-probe delay is stabilized over sev-
eral hours using periodic reference measurements [14].
The XUV and NIR pulses are s- and p-polarized with
respect to the sample surface, respectively [15].
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FIG. 1. Absolute reflectivity at the Mg L2,3 edge in
MgO(100). (a) Measurement at 66◦ from normal incidence;
(b) Absorption coefficient obtained by Kramers-Kronig anal-
ysis (light blue) , with 4 exciton peaks visible (dotted lines).
Each exciton peak can be fit to a Gaussian distribution (dark
blue). (c) Schematic of linear exciton-phonon coupling: the
core-excited state potential energy surface is shifted from the
ground-state potential, along the LO(X) phonon coordinate.
In the strong coupling regime, the absorption lineshape of the
i-th exciton is a Gaussian of width ∆Ei. It is composed of a
series of Lorentzians of width Γ, spaced by ~ω0, the phonon
energy.
Fig. 1a shows the XUV reflectivity of the MgO crystal
in the absence of the NIR pulse. During the measure-
ment, the reflectivity of MgO and a calibrated gold mir-
ror are taken sequentially allowing signal normalization
and thus obtaining the absolute reflectivity of MgO. The
reflectivity is a combination of both the real and imag-
inary parts of the refractive index, which makes its di-
rect interpretation difficult [16]. We therefore extract the
absorption spectrum, shown in Fig. 1b, via a Kramers-
Kronig (KK) analysis: the data are padded with liter-
ature data [17] covering the infrared to X-ray regions,
which allows performing the KK integral over a wide fre-
quency range. Four exciton peaks are measured, on top
of a continuum resulting from core-to-conduction band
transitions. The exciton energies match with previous
absorption and electron energy-loss measurements within
0.5% or less [18]. After removal of the continuous back-
ground, the absorption profiles can be fitted to Gaussian
lineshapes. These are shown on the right side of Fig.
1b., and the Gaussians have full-widths at half maxima
(FWHM) of ∆E1−4 = 0.68, 0.95, 1.03 and 1.10 eV, from
low to high energy, respectively. The Mg 2p hole involved
here is known to be filled almost solely by intra-atomic
Auger processes [19]. This electronic decay process alone
would thus give a narrow Lorentzian lineshape with Γ2p
= 30 meV [20][21], at clear variance with the experiment.
In addition, since the sample is monocrystalline, we can
safely disregard inhomogeneous broadening that would
be caused by site-to-site fluctuations of the exciton en-
ergy in a disordered sample. Therefore, the broad Gaus-
sian linewidths must be caused by strong exciton-phonon
coupling, as represented on Fig. 1c and as already rec-
ognized for the lowest energy exciton [12]. Mahan [22]
showed that in crystals with halite structure, such as
MgO, core-excitons couple mainly to the longitudinal op-
tical (LO) phonon at the X point, which is therefore the
coordinate of Fig. 1c. For MgO, this phonon has an
energy of ωLO=60 meV [23]. The absorption lineshape
is thus determined by the Franck-Condon factor of the
vibronic excitation and the lifetime broadening of the
core-excitons through Auger decay. After deconvolution
of the Auger linewidth and the spectral resolution of the
experiment, the phonon broadening of each exciton is
equivalent to 11.1, 15.7, 16.7 and 17.9 phonons, from low
to high energy, respectively. This strong coupling is the
result of the ionicity of MgO: the principal way of screen-
ing the hole on the Mg cation is the motion of neighboring
anions.
The transient reflectivity of the system is shown in
Fig. 2a, where negative times mean the XUV comes first.
Hence, the changes at negative delays around the four
exciton energies are a direct time-domain observation of
the core-excited state decay. Remarkably, the transient
reflectivity signal lasts only for a few femtoseconds, indi-
cating that the excitonic state experiences a very fast
dephasing mechanism. This observation demonstrates
the ability of attosecond spectroscopy to capture the dy-
namics of extremely short-lived core-excited states in the
condensed phase, as was previously done for longer-lived
states in atomic species [24–28]. We note that the ab-
sence of longer-lived transient features, commonly ob-
served in semi-conductors [13, 29, 30], allows us to dis-
regard carrier excitation across the 7.8 eV bandgap of
MgO.
Figure 2b shows the time-dependent absolute reflec-
tivity of MgO. We identify three types of features with
distinct behaviors: 1) the two lowest excitons, marked
as 1 and 2, experience a blue-shift near zero-delay; 2)
the reflectivities of the two higher energy excitons, 3 and
4, decrease; 3) new features, marked as A to C, emerge
at energies where no signal was initially present. A KK
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FIG. 2. Attosecond-resolved dynamics of excitons in
MgO. (a) Time-delay dependent transient reflectivity, mea-
sured with a probe field strength of 0.84 ± 0.01 V/A˚, or
(9.3± 0.2)× 1012 W/cm2. (b) Absolute reflectivity, obtained
by adding the static and differential ones, for pump-probe
delays from -15 to 0 fs. Features corresponding to excitonic
shifts (1 to 4) and light-induced features (A to C) are indi-
cated. (c) Energy shift of excitons 1 (red) and 2 (blue) at
t = 0 as a function of the NIR field strength. The dotted
lines are linear fits, giving shifts of 274 and 101 meV/(V/A˚),
respectively.
analysis of this data shows that the first two trends are
consistent with the attosecond transient absorption ex-
periment of Moulet et al. [31] in SiO2, confirming the
excitonic nature of peaks 1 to 4. On the other hand,
features A, B and C show a strikingly different behavior
in that they do not seem to originate from either of the
core-excitons, but rather appear only in the presence of
the strong NIR field.
The experiment was repeated while varying the
strength of the NIR electric field, resulting in a linear
increase of the blueshifts of excitons 1 and 2 (Fig. 2c),
with significantly different polarizabilities between exci-
tons 1 and 2. In addition, this behavior is distinct from
the pure optical Stark effect of a free exciton, which for
large pump detunings would give a redshift increasing lin-
early with the NIR intensity [32]. NIR-driven couplings
between excitonic levels must therefore play an impor-
tant role here. Finally, our experiment did not reveal
any change in the dynamics when the polarization angle
of either the pump or probe beam was varied, indicat-
ing predominantly isotropic exciton oscillator strengths.
Even at the strongest pumping power, no signal due to
accumulation of heat was observed.
We attempt to disentangle the two types of exciton
dynamics driven by the phonon- and the NIR-driven
couplings, respectively, via a simple model for the core-
exciton system interacting with a two-color XUV and
NIR pulse. Given that the excitonic states originate
in spatially localized bound electron-hole pairs, they are
similar in character to atomic states. We thus start by
constructing a four-level system consisting of the ground
state, 0, excitons 1 and 2 (which exhibit the most intense
behavior), and a so-called dark exciton state d that has
no dipole-coupling to the ground state but can couple by
the optical NIR pulse to both exciton states. Although
we do not predetermine the energy of the dark state (we
will later extract this energy by fitting the model calcula-
tions to the experimental results), we do assume the dark
state is in the vicinity of the other exciton states. Solv-
ing the time-dependent Schro¨dinger equation (TDSE) for
this system yields a time-dependent dipole moment of the
form:
D(t, τ) ∝ 2 Re (c∗0c1µ0,1eiφ1(t,τ) + c∗0c2µ0,2eiφ2(t,τ)
+ c∗1cdµ1,de
iφ1(t,τ) + c∗2cdµd,2e
iφ2(t,τ)
)
,
(1)
where the subscripts 0, 1, 2, d denote the four states,
τ is the XUV-NIR delay, µi,j are the transition dipole
moments, and ci are the delay- and time-dependent am-
plitudes of the four states.
The exciton phases φ1 and φ2 are added to the dipole
in order to account for three dynamical effects that go
beyond the 4-level TDSE model, at the phenomenological
level: φi(t, τ) = iΓ2pt + φL(t, τ) + φph,i(t), where Γ2p =
30 meV [20] is the 2p core-hole Auger decay rate, φL(t)
is the AC Stark phase imposed by laser-dressing of the
loosely bound exciton states, and φph,i(t) is due to the
phonon coupling. The AC Stark phase is proportional to
the energy shift Up experienced by a free electron in an
oscillating field:
φL(t, τ) = −β
∫ t
0
Up(t
′, τ)dt′ (2)
and β is determined via fitting as described below. The
exciton-phonon coupling phase is given by [10]:
φph,i(t) =i
M2i
ω2LO
[(2N + 1)(1− cosωLOt)
−i(ωLOt− sinωLOt)] ,
(3)
where N is the thermal phonon population, ωLO =
60 meV is the LO phonon energy [23], and Mi is the
exciton-phonon coupling constant, to be determined by
the fit. Finally, the absorption spectrogram is calculated
as A(ω, τ) = −ω Im[E∗XUV(ω)d˜(ω, τ)], with EXUV(ω) and
D˜(ω, τ) the Fourier transforms of the XUV electric field
and D(t, τ), respectively [33]. This is compared to the
experimental delay-dependent absorption spectrum, ex-
tracted from a KK analysis of the measured transient
reflectivity and displayed in Fig. 3(a-b).
The parameters used in the model are extracted in two
stages. We first fit the calculated XUV-alone spectrum
4to the experimental spectrum to obtain the phonon cou-
pling constants M1 = 0.2663 ± 0.0080 eV and M2 =
0.3667 ± 0.0071 eV, and µ0,2 = −0.0818 ± 0.0013 a.u.
(when using µ0,1 = 0.05 a.u. as an overall scaling pa-
rameter). The parameters characterizing the laser-driven
couplings are found by fitting the measured spectrum in
the interval [51.1 eV, 59.1 eV], at overlap (τ = 0), to that
calculated by using the measured NIR pulse shape as in-
put, with a peak intensity of 2× 1012 W/cm2, and aver-
aging over approximately one NIR optical cycle around
τ = 0. A full delay-dependent calculation is then per-
formed using the extracted parameters. The main dis-
crepancy in the result is the appearance of sub-cycle os-
cillations in the theoretical absorption, which are not re-
solved in the experimental delay scan. We speculate that
this could be due to experimental factors such as time-
delay jitter, or phase slip effects between NIR and XUV,
possibly important in our reflectivity geometry. For this
reason, a half-cycle moving average is added to the cal-
culation. Even though the oscillations do not completely
disappear, this allows a clearer comparison, as shown in
Fig. 3(c-d).
FIG. 3. Transient experimental (a-b) and calculated (c-
f) absorption spectra. The experimental spectrograms are
obtained from KK analysis of Fig. 2a. (a,c,e) and (b,d,f) show
changes in absorption and absolute absorption, respectively.
Results from calculations are normalized to the same scale as
experiments. (e,f) show a calculation in which the dark state
is omitted.
The comparison between experiment and theory is oth-
erwise good, with the dynamics of both the excitonic
blueshifts and the A-B features reproduced well. Al-
though the fitted parameters can only be extracted with
large uncertainties, there are several important lessons
learned from the comparison: First, the presence of the
dark state is crucial for the appearance of features A and
B. This is demonstrated in Fig. 3(e-f) which shows the
calculated spectrogram in the absence of the dark state.
The energy of the dark state is found to be 54.4±0.3 eV;
i.e. located between excitons 1 and 2, so that features A
and B are one NIR photon energy below and above the
dark state, respectively. This suggests that A and B are
light-induced states (LISs) that can be understood as the
intermediate state in two photon XUV+NIR transitions
from the ground to the dark state. LISs are well-known
from atomic transient absorption studies [34–36] but have
not previously been observed in the solid state. We find
that the dark-state coupling matrix elements are large
(similar to those between atomic states [37]), and com-
parable in magnitude to each other, µ1,d = 3.8± 0.5 a.u.
and µd,2 = −3.7± 1.0 a.u, [38] and that β = 1± 0.5.
The fact that the NIR-induced attosecond excitonic
dynamics are well described using concepts from atomic
physics highlights the striking similarity between exci-
tons and isolated atoms. However, the way these quasi-
particles decay is remarkably different for the solid versus
atoms. Indeed, the Mahan model that we use to describe
exciton-phonon coupling (phonon phase in Eq. 3) pre-
dicts a Gaussian decay of the dipole moment for short
times: e− Im(φph) ∝ e−M2i t2 for ωLOt  1. Thus, in the
framework of this model, the excitonic coherence lifetime
is directly reduced by the strength of the exciton-phonon
coupling. To validate the use of this model in our case,
we compare its result to the experimental data. The cen-
ter energy of excitons 1 and 2 is measured as a function
of pump-delay, and the result is fitted as the convolution
of the NIR intensity and an unknown dipole decay for
each exciton. Fig. 4 shows that the comparison of this
fit to the theoretical model is reasonable, yielding coher-
ence decay times at half maximum of 2.3 ± 0.2 fs and
1.6 ± 0.5 fs. Including either just the Auger or just the
phonon dephasing decay (Fig. 4) shows that the exciton
decay is dominated by the exciton-phonon coupling.
Returning now to the static absorption profiles of Fig.
1, the Gaussian linewidths ∆E1 and ∆E2 correspond to
dephasing times of 2.6±0.3 and 1.9±0.4 fs, respectively.
The similarity between these values and the dephasing
times measured in the time domain indicates that ex-
citon lifetimes in MgO are mainly governed by ∆Ei,
the bandwidth of the vibronic wavepacket produced dur-
ing the absorption process. We interpret this finding as
an analog of vibrational-lifetime interferences observed
in small molecules [39, 40]: since the lifetime width (in
our case, the Auger width) is on the same order of mag-
nitude as the phonon frequency, vibronic levels overlap
and open interfering quantum paths contributing to the
core-excitonic decay at a given energy. Thus, the effect
of phonons on the core-excited state decays cannot be
gauged by the phonon period (69 fs, in our case), but
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FIG. 4. Dipole decays obtained from fitting the delay-
dependent energy position of exciton 1 (a) and 2 (b) (full
blue lines). The shaded areas represent the 95% confidence
interval of the fitting in addition to a ±0.5 fs uncertainty on
the NIR pulse duration. The experimentally obtained dipole
decay is compared with the full model (dashed red line), the
model with only the phonon contribution (dotted line) or with
only the Auger decay (dash-dotted line).
rather by (i) the strength of the exciton-phonon coupling
and (ii) the ratio between lifetime width and phonon fre-
quency. The requirements for dominant phonon dephas-
ing are thus relatively simple to meet; in turn, we expect
the findings presented here to have important ramifica-
tions in the time-domain studies of many similar short-
lived core-excited states.
In summary, we investigated the decay of core-
excitonic states in MgO(100) using ATRS. Using a short
NIR field to perturb the relaxation, excitonic blueshifts
and light-induced states were identified as distinctive fea-
tures of the exciton-NIR interaction. The coherence life-
times of the excitons were found to be principally given
by the inverse width of the vibronic wavepacket created
in the core-excited state. This study furthers the under-
standing of light-induced modification of short-lived ex-
citonic states and extends concepts of attosecond metrol-
ogy to the solid state. It presents a direct measurement
of an extremely short natural lifetime obtained using at-
tosecond transient spectroscopy. Furthermore, the obser-
vation of substantial phonon dephasing is of compelling
importance for future attosecond studies, which are mak-
ing progress in the understanding of condensed phase sys-
tems such as solids and solvated molecules.
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