Numerical simulation of plasma discharges is often performed by models developed in-house and coupling externally and separately written codes. The MOOSE (Multiphysics Object Oriented Simulation Environment) framework provides tools for quickly developing and coupling together software in a scalable framework, making it well-suited for plasma simulations. A new MOOSE application, CRANE (Chemical ReAction NEtwork), was developed in order to add an independent chemical kinetics application to the framework. In this work the capabilities of CRANE are detailed, including its use as a standalone solver for global plasma chemistry models. The capability of fully coupling applications in the MOOSE framework is also shown by compiling CRANE directly into the MOOSE-based plasma transport software Zapdos, showing the possibility to solve fully coupled drift-diffusion-reaction plasma chemistry problems. The code is open-source and available at the following url, https://github.com/lcpp-org/crane.
Introduction
Interest in low temperature plasma science, and in particular plasma chemistry, has begun to increase further in recent years due to its possible applications in a wide variety of fields such as medicine [1] , agriculture [2] , and chemical production [3] . Plasma simulations often require a nonlinear and nonequilibrium system of equations to be solved, and including a sufficient number of chemical reactions is vital for accurately modeling a discharge. Furthermore, the problem becomes a multiscale and multiphysics system that requires the coupling of different regimes when plasma-material interactions are necessary, which often means either stitching together multiple codes developed with varying languages and standards, using models of limited portability [4] , or purchasing a COMSOL license.
In this work we introduce CRANE, an open-source plasma chemistry software developed within the MOOSE framework that was designed to address nonequilibrium plasma chemistry problems of arbitrary size. The Multiphysics Object Oriented Simulation Environment (MOOSE) is a finite element software developed at Idaho National Laboratory [5] that was created to provide a modular software framework for coupled nonlinear multiphysics simulations. Its modular structure allows different codes to be coupled in multiple different ways: they may be compiled together and included in a single fully coupled nonlinear solver, or applications can be loosely coupled with the MultiApp system [6] . The environment has previously been used to study a wide variety of physical applications such as superconductivity [7] , incompressible NavierStokes systems [8] , and large-scale nuclear reactor simulations [6] . The framework is well suited to the study of plasmas due to its massively parallel operation and its ability to natively treat multi-phase systems (such as plasma-liquid interactions). Indeed, development of a suite of plasma-relevant software has begun on the platform with the plasma transport model, Zapdos, which was created and used to study low temperature plasma discharges on liquid water [9] . CRANE aims to further expand the plasma simulation capabilities of the MOOSE framework by including a chemical kinetics solver. Using the MOOSE framework's Actions system, CRANE allows lists of chemical reactions to be added to the input file in a simple human-readable format to construct reaction networks. It may be run alone as a 0D model or it can leverage the coupling capabilities of the framework and be compiled into other MOOSE applications as a submodule, providing separately-developed software with the capability to solve reaction networks. Using CRANE alone requires no C++ programming from the user, and directly coupling applications requires only modifying the main application's Makefile and adding two lines to the applications main C++ file. In this way all of the functionality of CRANE becomes available to the parent application through the text-based input files used by MOOSE applications.
The ability to couple different codes together represents a significant advantage both for CRANE and for MOOSE applications in general. By compiling Zapdos and CRANE together, a user is able to simulate a fully-coupled system of multispecies drift-diffusion-reaction equations. A large number of reactions may be easily added to a Zapdos-CRANE simulation without writing any code, allowing a user to model a plasma discharge with necessarily large reaction networks, such as nitrogen and oxygen plasmas [10] . Since the dimensionality and parallel capabilities of a problem are handled internally by MOOSE, a coupled Zapdos-CRANE model may be easily scaled into multiple dimensions and parallelized from the input file and command line. Future plasma-relevant software that is developed in the MOOSE framework will have the ability to be coupled together with Zapdos and CRANE as well.
Software Description

Chemical Kinetics
CRANE was developed to study the problem of chemical kinetics in nonequilibrium, multi-fluid plasmas. The mathematical kernel of the software is a coupled system of ODE rate equations:
where n i is the concentration of species i, and the right hand side is the sum over all j source and sink terms of that species. For a two-body reaction j between species A, B, and C, with stoichiometric coefficients a 1 , a 2 , b, and c, and rate coefficient k:
The reaction has an associated reaction rate R j :
and the rate of production for each species may then be calculated from the reaction rate and stoichiometric coefficients:
Under the adiabatic isometric approximation, the gas temperature may be changed as a result of each reaction's associated change in enthalpy, δ j :
where N gas is the neutral gas density and γ is the specific gas heat ratio.
User Interface
An input file for CRANE largely follows the same syntax as all MOOSE applications. The input file requires at minimum five "blocks" (Mesh, Variables, Kernels, Executioner, Outputs). Variables declares each nonlinear variable in the system (in CRANE's case, these are the species densities), Kernels represent a single term or piece of physics in the system of equations being solved, the Executioner dictates the numerical scheme and timestepping parameters, and the output file format is dictated in the Outputs block. When used alone, CRANE solves a global system of ODEs and uses only scalar variables (denoted by the family = SCALAR parameter) and ScalarKernels. The smallest possible mesh, a point, is used to ensure full compatibility with MOOSE. An example input file is shown below.
[ While in principle every term in the system of equations must be included as a Kernel (or ScalarKernel), CRANE was developed utilizing the Actions system in the MOOSE framework to automatically add a system of reactions, which is shown in the ChemicalReactions block. This example adds six source and sink ScalarKernels to the solver automatically without requiring the user to individually add each term to the ScalarKernels block. In this example, the nonlinear species are named in the species parameter (electrons, neutral argon, and ionized argon), and the reactions (separated by a return character) are listed in the reactions parameter. Rate coefficients are separated from each reaction by a colon character. The first reaction's rate coefficient is indicated to be tabulated in a file named 'rxn1.txt' located in the 'example folder' directory. The sampling variable parameter dictates what such rate coefficients are tabulated with; in this case it is tabulated as a function of the reduced field parameter, which is an AuxVariable with a constant value of 50 Td.
As part of the MOOSE framework, CRANE has access to a wide array of options for tuning a simulation. Solver options such as numerical schemes, adaptive timestepping, and PETSc options are denoted in the Executioner block. MOOSE includes multiple explicit and implicit time integrators: available implicit methods are backward Euler, Crank Nicolson, BDF2, DIRK, and Newmark-β, while the available explicit methods are forward Euler, Midpoint, and total variation-diminishing Runge-Kutta second order method. Note that this is only intended to be a brief summary of options relevant to CRANE. A detailed list of all input file options are available on the MOOSE framework website: https://mooseframework.inl.gov
Code Coupling
The largest advantage that CRANE has over similar chemistry solvers such as ZDPlasKin [11] and CHEMKIN [12] is that it may be natively coupled to other separately-developed MOOSE applications, without requiring additional coding from the user. For example, when coupled to the low temperature plasma transport code, Zapdos, all of the functionality built into CRANE becomes natively accessible by Zapdos through the application's input file. No data transfer is necessary in this case since the codes are compiled together and treated as a single application. In this way the problem becomes a fully coupled system of drift-diffusion-reaction equations.
Application Examples
Global Argon Chemistry Model
As a standalone solver, CRANE may be used to study global reaction networks in plasma discharges. In this example we model a microcathode discharge in argon [13] . The model includes the same parameters as used in the ZDPlasKin example based on Pancheshnyi's model [11] : a pressure of 100 mTorr was set, the discharge gap was set to 4 mm, and a circuit including a 1 kV power supply and a 100 kΩ resistor were used to calculate rate coefficients and the reduced electric field. The reduced electric field was set as an AuxVariable and computed at the end of each timestep under a local field approximation based on the gas density N, applied voltage V dc , gap distance d, and resistance R:
where A is the area of the electrode with radius r = 4 mm, µ is the electron mobility, n e is the electron density, and e is the elementary charge. Figure 1 : Density of three different argon species and electrons as a function of time. Test adapted from [14] Electron mobility, electron temperature, and the electron-impact rate coefficients must be computed from cross section data through convolution with an electron energy distribution function (EEDF). In the 
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) 2 ) * r = 4 mm (radius), L = 4 mm (gap length) present work this is accomplished with the Bolsig+ software [15] . CRANE includes two separate methods of reading rate coefficients from external software: (1) rate coefficients may be tabulated prior to running crane as a function of either reduced electric field or electron temperature, or (2) Bolsig+ may be run by CRANE periodically throughout the simulation to recompute transport and rate coefficients, and the results will be automatically tabulated and read by CRANE. For this example Bolsig+ is run every 100 timesteps until the argon ion density begins to rapidly change at t = 2µs, at which point the electron-impact rate coefficient tables are held constant for the remainder of the simulation. The full list of reactions and rate coefficients for the electrons and four argon species (Ar, Ar + , Ar 2+ , and Ar * ) are shown in Table 1 . There are also three surface loss "species" to account for diffusion losses: e(W), Ar + (W), and Ar 2+ (W). Fig. 1 presents the time evolution of electrons, excited argon (Ar * ), and both argon ion densities (Ar + , Ar 2+ ). All species densities begin to increase as the electrons collide with the neutrals to form excited and ionized species. After t = 0.1 ms the system achieves steady state. Note that as with the ZDPlasKin example, electrons and Ar + are started with a non-zero value (10 6 cm −3 ) in order to initiate the discharge. All results show good agreement with both the ZDPlasKin example and the COMSOL example based on the same model.
Collisional Radiative Model
Here we consider a simplified collisional radiative model of a three-level hydrogen system, adapted from Rehman's work [16] . Six transitions were considered in Rehman's model with three different species, corresponding to three coupled differential equations: The transition frequences are shown in Table 2 . Indices 1, 2, and 3 refer to H, H * , and H + , respectively, corresponding to a system of three reversible reactions:
H + e H + + 2e (14) In this example the system of reactions was solved with five different initial conditions, and the simulations were run in both the stiff and non-stiff cases. A CRANE input file will read equations written in the form of Eqs. 12-14 in the ChemicalReactions block and automatically include the source and sink terms. The input file is included in the CRANE GitHub repository as example2.i. The implicit Newton-Krylov solver with an initial timestep of dt = 10 −8 s was used in both cases. Results of the simulation are shown in Fig. 2 . In the stiff case all of the trajectories first merge before reaching equilibrium, while in the non-stiff case each trajectory follows a unique path before converging at equilibrium. Both the trajectory behaviors and equilibrium points are the same as computed by Rehman.
Nitrogen Chemistry
This example utilizes experimentally measured electron density and electric field values as input to CRANE. Similarly to the model present in Sec. 3.1, this model follows the same species and procedure as a ZDPlasKin example [17] . The model includes 10 species and 36 reactions, with electron density and reduced electric field being read in from tabulated data as AuxVariables. This model is included in the CRANE GitHub repository as example4.i. The results of the simulation are shown in Fig. 3 . 
Fully-Coupled Plasma Chemistry
In this section we apply CRANE's chemical reaction network to a 1D system by coupling to the plasma transport software Zapdos. While MOOSE has a robust framework for coupling multiscale simulations through the MultiApp system [6] , in this case the problem is not multiphysics; rather, it is a set of driftdiffusion-reaction equations that are fully coupled, and as such it must be computed on a single fully-coupled nonlinear solver. This is done by compiling CRANE directly into Zapdos as a submodule.
In this example, the model is a DC discharge applied to a pure argon environment at atmospheric pressure and room temperature, with a gap of L = 1 mm. The transport model in Zapdos is based on the drift-diffusion approximation, and Poisson's equation including all charged species is solved to calculate the electric field. The boundary conditions are the same as presented in Lindsay's paper [9] , but with a grounded electrode at L = 1mm rather than a liquid interface. Electrons and four argon species are included in this model, including ions (Ar + ) and three excited states (Ar * , Ar * * , Ar * r ), with a system of thirteen reactions being included. The list of reactions and rate coefficients is shown in The excited level components, reactions, and rate coefficients are all adapted from Eliseev's work [18] . Electron-impact rate coefficients and electron mobility and diffusivity were pre-tabulated as a function of electron temperature by Bolsig+, and the cross sections were found from the LXCat database [19] . Steady state was achieved after 53 µs. The simulation took 12 seconds to run with a single core on a 2015 MacBook Pro with a 2.7 GHz Intel Core i5 processor. Densities of the argon ions and electrons are shown in Fig. 4a , and excited argon species densities are shown in Fig. 4b . Electrons are depleted near the cathode and anode, as expected. The excited species all show a strong peak near the cathode.
Code Benchmarking
The computational time required to solve a reaction network in CRANE is primarily dependent on the number of species and reactions. Four different reaction network tests with a varying number of species and reactions were run to model this dependence. The results were compared to the same reaction networks modeled by ZDPlasKin. All tests were run on a 2015 MacBook Pro with a 2.7 GHz Intel Core i5 processor with 8GB DDR3 memory. Since MOOSE simulations require a mesh to run, CRANE simulations were initialized with a 1D, single element "dummy" mesh (dim = 1, nx = 1). MOOSE applications include many options to optimize a solver, including multiple preconditioners, PETSc options, and numerical schemes, all of which are highly problem-dependent and as such are not explored in this work. All CRANE simulations presented here were performed with the implicit Euler numerical scheme and a Newton-Krylov solver with a relative tolerance of 10 −4 , and no additional PETSc options were enabled. The variable scaling parameter was used to scale variable residuals to be closer to unity to decrease the number of nonlinear iterations necessary for convergence. Simulation timing is shown in Table 4 .
It is important to note several differences between CRANE and ZDPlasKin which affect computational time. The largest difference is that ZDPlasKin writes Fortran code from the input reactions, so all of the reaction data is compiled prior to runtime. In contrast, CRANE parses all reaction data at runtime, causing a non-negligible portion of computational time to be spent on overhead costs. Additionally, ZDPlasKin is optimized Fortran built specifically for solving 0D reaction networks, while the MOOSE framework is generalized to solve multidimensional PDEs. The benefit of CRANE is that it may be directly coupled into multidimensional models, and as such its raw computational speed is slower than that of ZDPlasKin. Another factor that impacts computational speed is dynamically running Bolsig+, which is treated differently by ZDPlasKin and CRANE. This is clearly displayed in the computational time required in the global argon chemistry model (Table 4 , Test 2). The largest difference is that the Bolsig+ library is compiled into ZDPlasKin but only called as needed by CRANE, which incurs a performance penalty. ZDPlasKin also includes a caching mechanism to improve computational time which does not exist in CRANE, and the inputs to Bolsig+ (number of grid points, convergence tolerance) may be different between the two simulations. All of these factors may cause a significant difference in computational speed between the two models.
Conclusions
The MOOSE finite element framework is an ideal candidate for plasma simulations due to its inherent scalability and ability to either fully or loosely couple multiple codes together for multiphysics simulations. In this work we have introduced the open source plasma chemistry software, CRANE, in order to further advance the plasma simulation capabilities of the framework. CRANE has shown good agreement with existing ODE solvers and has demonstrated the capability of solving reaction networks, and the framework's ability to run external software was used to externally couple Bolsig+. The ability to compile CRANE into existing MOOSE software was demonstrated with the plasma transport software Zapdos, which was applied to a 1D atmospheric pressure discharge including a network of 13 reactions.
