Such a form is called reduced, and has the further properties that: (i) a is the least number properly represented by/; (ii) a&^4A/3, where A=ab -t 2 ; (iii) among all forms equivalent to ƒ with the minimum a as first coefficient, b is the least possible.
To obtain all reduced, classical, binary quadratic forms of a given determinant A, we have the following well known algorithm: factor A+/ 2 2. Ternaries. We develop in this article a similar method of finding a unique form in every class of integral ternary quadratic forms of a given determinant, or in a given order or genus. The methods of reduction hitherto devised (Seeber [l] , Eisenstein [2] , Selling [3] ) are entirely adequate if one wishes to calculate all reduced forms of determinant less than a certain fixed value, but are not connected closely enough with the invariants to make the computation of forms with given values for their invariants practicable. By the method of this article one can obtain the reduced forms in a given genus of determinant around 1000 in fifteen minutes.
Our reduced form is not the same as that of Eisenstein or Selling, but we shall see how to pass from our form to that of Eisenstein. Eisenstein found that within every class of real, positive, ternary quadratic forms ƒ = (a, 6, c, r, s, t)=ax 2 +by 2 +cz 2 + 2ryz+2sxz+2txy there is a unique form (to be called E-reduced) satisfying the following inequalities : (2) r, s, t all > 0, or all ^ 0; Here the conditions (2), (3), and (4) are to be regarded as the principal inequalities, and determine the planar boundaries of the fundamental cell of reduced forms. From the principal inequalities readily follows Seeber's inequality abc ^ 2d, where d is the determinant of ƒ. The number of possibilities for a given d is greatly limited ; but no procedure is indicated for sifting out forms of a given determinant.
It may be observed that in an JE-reduced form a is the minimum, and, among all forms equivalent to/, b is as small as it can be for the predetermined a, and c as small as it can be for the preceding a and b.
Eisenstein used two methods in constructing his table of integral ternaries. One was to write down sequences of forms satisfying (2)-(8), and to calculate their determinants. The other produced all forms of a given determinant with minimum a = l, 2, or 3; but (2)-(8) are ill adapted to extend this method to a>3. This article provides such an extension.
Let F=(A, B y C, R, S, T) be the adjoint of/. On account of the rarity of Seeber's book it is worth noting that Seeber's conditions differ from Eisenstein's only in having (6), (7), and (8) replaced by
if a = ± 25, 2 j 5 j ^ C; if b = ± 2r, 2 | R | g C.
The equivalence of these conditions to (6)-(8) is obvious from identities like those we use in §4. It may be worth noting in regard to our method that while certain coefficients of F start off our process of construction ( §7), only linear expressions in the coefficients of/need to be formed in testing for duplicates.
3.
A new reduced form. We call the real, positive ternary quadratic form ƒ = (a, b, c, r, s, t) reduced, if the following inequalities hold: (2) r, s, t all > 0, or all ^ 0; ( * 0 v a is the minimum of/; C is the least possible with the aforesaid a; and B is the least possible with the predetermined a and C.
We have 2\R\ ^C^B by (19 2 ) and (19 3 ). For replacing y by y + z in ƒ replaces a by a, C by C, B by C ± 2i£+i?.
Replacing x by x-\-hy + kz in ƒ corresponds in the adjoint transformation to replacing y by y -hx and 0 by z -kx in .F, hence leaves C, i?, and B unchanged but replaces 5 by s-\-ak, t by t+ah. We thus secure (10) and (11).
We get (2) by changing signs of an even number of x, y, 0. We next show that conditions (9) and (15)- (18) 2 ; giving (16). Let 6 + c+2r + 2s + 2/ = 0. Applying ( -x+z, -x+y, -x) and (14) ifC (15) (16)
a, a, -a -t -s, -a -t -r, t), where a = a+b+c + 2r + 2s + 2t; if a -c, ( -y+z, -y, x -y) replaces/by (a, er, a, -a -s -t, s, -a -r -s). Hence aa-(a+t+r
( 18) if
x+y), we get (a, b, a, t, -a -t -s, -t -b -r) and (a, c, b, -r, -b-r-t,c+r+s)
.
whence c+f+s -/^2a, while c<-r-s -/; thus -r-s-t>2a-r-s+t, -2t>2a 9 contrary to (10). This gives (18). If a= -2s and ^0, {x -z, y,
Here(--s)(--t)<--2s(--t--r). Hence (13) holds for /i. If a= -2t and s^Oy use ( -x -y> -y y z) and (a, Ô, £, -r -s, ~s> -t).
If a -2s and
c, t -r y s y t), with t -2{t -r) <0. If a -2t and R>0, use ( -# -y, y, -z) and (a, b, c, s -r, s f t).
If C = B, we may replace ƒ by (a, c, 6, r, /, s), and thus secure (14i). This does not affect any conditions so far obtained.
If
C=-2R and b<2r> ( -x, -y -z, z) replaces ƒ by /2=(#, &, 6 -2r+£i b -r, t -Sy t)~(a,y b t b -2r+c f r -by t -s f -t) t with R 2 = -R-C = Ry B2 = By2Lndb^2(b -r).
The minimal conditions (9) and (15)-(18) must hold in consequence of (19); and (10), (11) 5. The equivalent Eisenstein-reduced form. We shall now exhibit for any reduced ƒ = {a, &, c, r, s, t) the equivalent ^-reduced form; and Theorem 1 will follow when we verify that no such E-reduced form is equivalent to two distinct reduced forms. Each of the following fourteen forms is obtained from ƒ by an unimodular transformation, respectively: Use the abbreviation a = a+b+c+2r+2s + 2t.
c -b t s -t, c -(a + 2r -c) ^ s -t,2c ^ 2r + a + s -t^2r + 2s];
(x, y, z), {-x, -s, -y), ( -x, -y-z, z), (x, y+z, -y), (x, -y+z, -z), (-x, -y+z, +y), (-x, z, y-z), (x, -y, y-z), (x, y, z), {-x, -z, -y), (-x+z, -y+z, z), (x-z, -z, y-z), (x-y,
£-reduced form equivalent to ƒ (a, b, c, r, s, t) (a, c, b, r, t, s) (a, b, a, -t -b -r, -a -t -s, t) (a, c, a, -s -c -r, -a -t -s,s) (a, a, b, -t -b -r, t, -a -t -s) (a, a, c, -c -r -s, s, -a -t -s)
We first verify that the forms in the last column satisfy the conditions of ^-reduction. We cannot have a = b in 3°-6°, nor a = c in 7°-8°, since then by (15) r^s^^b, or r^t^^c.
Nor can a = b-2r+c in 7°-8°, for then c<b^r+t, a<r+t-2r+r+t = 2t. We use (23) for (2) in 3°-8°; (10) for (3); (9) for (4i); (10) for (4 2 ) in 5°-8°, (6) being vacuous in 5°, 7°, and 8°; (14) and (24) in l°-2°, (16) in 3°-6°; as to (6) and (8) It is easy to verify that in terms of the quantities C, R, B of/, the values of C, R, B of the forms 1°-14° are as follows: 5, 12), (6, 8) (6, 14), (7, 11), (7, 13), (8, 13), (9, 10), (10, 11), (11, 12), (13, 14); all these cases give (i). The same method yields (ii) in the cases (5, 13), (S, 14), (6, 7), (6, 11), (6, 12), (7, 8), (7, 10), (8, 9), (8, 11), (8, 12) . (2, 4) , (5,6), (5,9), (6,9), (6, 10), (8, 10). The same method leads to (i) in (7, 9), (9, 12) 
(C,R,B), (B,R,C) t (C, -C -R,C + 2R + B), (C + 2R + B, -C -R } C), (C, R + C, C + 2R + B), (C + 2R + B,R + C, C), (29) (B, R + B } C + 2R + B), (C + 2R + B, R + B, B), (P,R,B), (B,R,C), (C,C-R,C-2R + B), (B, B -R,C -2R + B) 9 (C -2R + B,C -R, C), (C -2R + B,B -R, B).
If 1° = 3°', (29) gives C=C', -R=C'+R'^-R'= C' + R^-R, hence C'= -2R', but b'<2r'\ similarly for
[R = B' -R'^R' = B'-R=C-R^R i C = 2R, B' = 2R' y C'= B', but
V>c'\ (9, 14), (10, 12), (10, 14), and (12, 13).
Finally, (7, 14), (9, 11), (9, 13), (10, 13), (11, 13), (11, 14), and (12,14)leadto(iii).Thusin (7,14) form (a, t, b ) of determinant C, so that a 2^4 C/3; and C is the minimum of (C, R, B) of determinant ad, whence C 2^4 ad/3. We are now ready to state an extension to ternaries of the binary algorithm of §1. We shall confine the statement to classical forms although it is easy to include forms in which 2r, 25, or 2t may be odd. , are comparatively few; and it is less work to write out the values of C for each a, using (31i) and (30i), and to construct the equations ad+R 2 = CB by solving the congruences aA+R{ = Q (mod 0 2 G) and forming oA+-Ri = ö 2 CiBi, with 2\Ri\^0Ci£0Bi and with (30 2 ) solvable for B = 0QBi. When a is not prime to 212 it is necessary to calculate the remaining cof actors A, 5, and T, to test whether the form belongs to the desired order.
A specification of the numbers representable properly by the order, and the reciprocal order (and this is especially true' within the nar-rower confines of a genus) will diminish considerably the number of pairs of values of a and C to be considered. We shall not take the space here to list these numbers; however, compare Example 2.
9. Example 1. There are over 175 classical, reduced forms of determinant d = 600. We shall find all with minimum a = 4. Using a factor table we form 8  10  11  4  4  8  8  7  8  11  12  12  9  8  14   c   50  40  30  30  25  25  19  15  15  38  51  22  20  22  22  14  14  15  19  21 
(T)
We have here omitted: (a) / = 0 since (12+0 2 )/4<4; (0) *=-2 (a= -2s) if /^0; (7) *= ~2 (a= -2/) if s^0; (5) the bracketed form, by (15i); (e) / = 0 since 4|0-i£; (f) /= ±2 since 4|2-i?. There remain 31 reduced forms, and all of them happen to be also .E-reduced.
Example 2.
To find the reduced forms in the genus of (7, 7, 7,1,1,1), of determinant 324. Here 12 = 6, A = 9, and the reciprocal forms are i.p., so that Ci=C/12 is an integer (and also B/12); the numbers 2 = 48-54 (discarded), 48 + l 2 = 7-7; and we have (7, 7, 7, 1, 1, 1). Thus there are three reduced forms in this genus: (3, 4, 28, -2, 0, 0), (4, 4, 27, 0, 0, -2), and (7, 7, 7, 1, 1, 1). As a check, the mass of the genus should be 1/4 + 1/12 + 1/6 = 1/2, and this agrees with the Eisenstein-Smith [4] formula.
'i
10. Some remarks about minima. The invariance of (19) in § proves that among all forms within a class, (19) holds if the coefficients satisfy the inequalities (2) and (9)-(18). An examination of the last part of §3 allows us to drop some of these inequalities, and still assure the validity of (19).
Examples of reduced forms, and of E-reduced forms, in which C is not the minimum of the adjoint form, are easily found; C is, in a reduced form, only the minimum simultaneous with the minimum a.
In an E-reduced form, b is (if it exceeds a) the least number properly represented except for a; the corresponding number for a reduced form is readily deduced from the list of fourteen forms in §5. Conversely, if the least number represented by ^simultaneously with the minimum a by ƒ is desired for an E-reduced form, it can be deduced by inverting the transformations of §5 to obtain the corresponding reduced form.
