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Abstract
In this paper, we investigate some geometric functionals for band limited Gaussian and isotropic
spherical random fields in dimension 2. In particular, we focus on the area of excursion sets, providing
its behavior in the high energy limit. Our result is based on Wiener chaos expansion for non linear
transform of Gaussian fields and on an explicit derivation on the high-frequency limit of the covariance
function of the field. As a simple corollary we establish also the Central Limit Theorem for the
excursion area.
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1 Introduction and Background
Let {Tℓ(x), x ∈ S2} denote the spherical harmonics, which are solutions of the Helmholtz equation:
∆S2Tℓ(x) + ℓ(ℓ+ 1)Tℓ(x) = 0, ℓ = 1, 2, . . . ;
where ∆S2 is the spherical Laplacian. We can put on these eigenfunctions a random structure such that
{Tℓ(x), x ∈ S2} are isotropic, centred Gaussian, with covariance function given by
E[Tℓ(x)Tℓ(y)] =
2ℓ+ 1
4π
Pℓ(cos d(x, y)),
where Pℓ is the Legendre polynomial and d(x, y) the spherical geodesic distance between x and y, d(x, y) =
arccos(〈x, y〉). After choosing a standard basis {Yℓm(x)} of L2(S2), the random fields {Tℓ(x)} can be
expressed by
Tℓ(x) =
ℓ∑
m=−ℓ
aℓmYℓm(x),
where {aℓm} is the array of random spherical harmonic coefficients, which are independent, safe for the
condition a¯ℓm = (−1)maℓ,−m; for m 6= 0 they are standard complex-valued Gaussian variables, while aℓ0
is a standard real-valued Gaussian variable and they satisfy
E[aℓma¯ℓ′m′ ] = δ
ℓ′
ℓ δ
m′
m .
The geometry of the excursion sets of random eigenfunctions has been studied in many different pa-
pers, among them [12], [14], [13], [10], [25], [4], [3], [26] and [23], [24] for subdomains of S2 (see also [9], [19],
[18] for the d-dimensional sphere Sd and [6], [7], [11] for isotropic spherical Gaussian fields). In this frame-
work we aim to extend these results to the case of band-limited functions (see also [2], [16], [15], [20], [21]).
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Hence let us consider αn := α(n) ∈ [0, 1) a sequence such that α(n)→ 1 as n→∞. In particular, we
set
α2n := 1−
1
nβ
(1.1)
with 0 < β < 1, β ∈ R. The band-limited functions here are random fields {T¯αn(x), x ∈ S2} defined as
T¯αn(x) =
√
Cn,αn
n∑
ℓ=αnn
Tℓ(x), (1.2)
where
Cn,αn :=
4π
n2(1 − α2n) + 2n+ 1
.
{T¯αn(x)} are centred Gaussian with E[T¯αn(x)2] = 1 and covariance function given by
Γ¯αn(x, y) = Cn,αn
(
n∑
ℓ=αnn
E[Tℓ(x)Tℓ(y)]
)
= Cn,αn
n∑
ℓ=αnn
2ℓ+ 1
4π
Pℓ(cos d(x, y)). (1.3)
We consider the excursion sets, defined as:
Au(T¯αn) := {x ∈ S2 : T¯αn(x) ≥ u}, (1.4)
with u ∈ R, u 6= 0; in this paper we focus on the area of these regions, which we denote by Sαn(u).
Following the same line as in [13], it can be written as a functional of the random field itself in the
following way
Sαn(u) =
∫
S2
1{T¯αn (x)>u}dx,
where 1(·) is, as usual, the characteristic function which takes value one if the condition in the argument is
satisfied, zero otherwise. This expression allows to project the area into the orthonormal system generated
by Hermite polynomials (Wiener chaoses projection); indeed, since 1(·) ∈ L2(S2), it can be expanded as
1{T¯αn (x)>u} =
∞∑
q=0
Jq(u)
q!
Hq(T¯αn(x)),
in L2(Ω). The coefficients {Jq(·)} have the analytic expressions J0(u) = Φ(u), J1(u) = −φ(u), J2(u) =
−uφ(u), J3(u) = (1− u2)φ(u) and in general
Jq(u) = −Hq−1(u)φ(u),
where φ(·) and Φ(·) are the density function and the distribution function of a standard gaussian variable
([13] and [17]). It follows that
Sαn(u) =
∞∑
q=0
Jq(u)
q!
∫
S2
Hq(T¯αn(x)) dx. (1.5)
Note that if we consider α ≡ 1 in (1.2), the random field is the eigenfunction Tℓ and it was shown in [13]
that, in this case, the projection on the first component vanishes identically and the whole series in (1.5)
is dominated simply by the second chaotic component. More explicitly, the variance of this single term
is asymptotically equivalent to the variance of the full series, and its asymptotic distribution (Gaussian)
gives also the limiting behavior of the excursion area. On the contrary, when α ≡ 0, the expansion in
(1.5) does not have any leading component, namely, each chaotic component has the same asymptotic
behavior (as it happens for the defect case, defined as the difference between positive and negative regions,
when only one eigenfunction is considered (see [14], [19])). It could then be suspected that the limiting
behavior may depend on the value of β, but this turns out not to be the case. Indeed, we will prove that
for all sequence 0 < αn < 1 the second chaotic component is still the leading term of the series expansion
in (1.5) and so no phase transition arises with respect to α(n) (and hence β).
2
2 Main Result
Let us consider the expansion of the excursion area given in (1.5),
Sαn(u) =
∞∑
q=0
Jq(u)
q!
∫
S2
Hq(T¯αn(x)) dx.
We can hence write
Sαn(u) = (1− Φ(u))
∫
S2
dx+ φ(u)
∫
S2
H1(T¯αn(x)) dx + uφ(u)
1
2
∫
S2
H2(T¯αn(x)) dx
+
∞∑
q=3
Jq(u)
q!
∫
S2
Hq(T¯αn(x)) dx,
(2.1)
in the L2(Ω)−convergence sense. Denoting
hαn;q :=
∫
S2
Hq(T¯αn(x)) dx q = 1, 2, . . . ,
we have that
Sαn(u) =
∞∑
q=0
Jq(u)
q!
hαn;q.
Remark 2.1. Note that
∫
S2
H1(T¯αn(x)) dx = 0, indeed∫
S2
H1(T¯αn(x)) dx =
∫
S2
T¯αn(x) dx =
√
Cn,αn
n∑
ℓ=αnn
∫
S2
Tℓ(x) dx = 0
thanks to the orthogonal property of Spherical Harmonics (see [8], page 66).
Remark 2.2. The choice of Cn,αn in (1.3) is such that Var[T¯αn(x)] = 1. Indeed,
Var[T¯αn(x)] =
4π
n2(1− αn2) + 2n+ 1
n∑
ℓ=αnn
[VarTℓ(x)] =
4π
n2(1− αn2) + 2n+ 1
n∑
ℓ=αnn
2ℓ+ 1
4π
=
1
n2(1− αn2) + 2n+ 1
[
2
(
n(n+ 1)
2
− (αnn− 1)(αnn)
2
)
+ (n− αnn+ 1)
]
=
1
n2(1− αn2) + 2n+ 1(n
2 + n− αn2n2 + αnn+ n− αnn+ 1) = 1.
(2.2)
From now on αn will be the sequence such that
α2n := 1−
1
nβ
with 0 < β < 1, β ∈ R; the main result of this paper gives the high energy behaviour of the variances of
hαn;q for q ≥ 2.
Theorem 2.1. For 0 < β < 1, as n→∞,
Var(hαn;2) = 32π
2 1
n2−β
+ o
(
1
n2−β
)
for q = 2, (2.3)
Var(hαn;q) = O
(
1
n2
)
for q ≥ 3. (2.4)
Remark 2.3. If β ≥ 1, the random field in (1.2) is simply one random eigenfunction and this case
has already been investigated in [13], where it has been proved that the variance of the second chaotic
component is O
(
1
n
)
.
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For the continuity of the norm and the orthogonality of the Hermite polynomials, the following
expansion holds in the L2(Ω) sense:
Var[ Sαn(u)] = 0 + 0 +
u2φ(u)2
4
Var
[ ∫
S2
H2(T¯αn(x)) dx
]
+
∞∑
q=3
Jq(u)
2
q!2
Var
[ ∫
S2
Hq(T¯αn(x)) dx
]
.
(2.5)
Then, as a corollary, we get
Corollary 2.2. For 0 < β < 1, as n→∞,
Var(Sαn(u)) = 32π
2u
2φ(u)2
4
Var(hαn;2) +O(Var(hαn;q)) = 32π
2u
2φ(u)2
4
1
n2−β
+ o
(
1
n2−β
)
Remark 2.4. Note that if β = 0 (then α(n) ≡ 0), the second chaotic components is O( 1n2 ), as n→∞,
as all the other components corresponding to q ≥ 3, that is, as n→∞,
Var(hαn;q) = C(q)
1
n2
+ o
(
1
n2
)
,
for all q ≥ 2, where C(q) is a constant depending on q; then, we conclude that there is not any leading
component in the series (2.5).
The key role of the proof of Theorem 2.1 is played by the derivation of the asymptotic behaviour for
the covariance function in (1.3) and it is given in Lemma 2.3.
Denoting by N the North Pole, we fix x = N and, in view of the isotropy, we can write Γ¯α(n)(x, y) =
Γ¯α(n)(cos θ) with θ ∈ [0, π). Then, the following lemma gives the asymptotic behaviour in the high
frequency limit of the covariance function for
1
n
≤ θ ≤ π
2
.
Lemma 2.3. Given Γ¯α(n)(x, y) as in (1.3), for 0 < β < 1, β ∈ R, and
1
n
≤ θ ≤ π
2
, as n→∞,
Γ¯αn(cos θ) =
1
n2−β + 2n+ 1
(sin θ/2)−1
{(
θ
sin θ
)1/2 [√
n
πθ
2 sin
(
(n+ 1)θ − n
√
1− n−βθ
)
(
cos
(
(n+ 1)θ + n
√
1− n−βθ
)
+ sin
(
(n+ 1)θ + n
√
1− n−βθ
))]
+ R˜β(θ)
} (2.6)
where
R˜β(θ) := O
(
1
nβ−1/2θ1/2
)
. (2.7)
Remark 2.5. Note that∫
S2
H2(T¯αn(x)) dx =
∫
S2
T¯αn(x)
2 − 1 dx = Cn,αn
∑
ℓ
∑
ℓ′
∫
S2
Tℓ(x)Tℓ′(x) dx − 4π
= Cn,αn
n∑
ℓ=αnn
ℓ∑
m=−ℓ
|aℓm|2 − 4π,
(2.8)
which are sums of independent Gaussian random variables; the mean of (2.8) is zero and then, from
Theorem 2.1, the Central Limit Theorem follows for hαn;2.
As a consequence, in the same line as in [9], we can establish the validity of the Central Limit Theorem
for Sαn .
Corollary 2.4. For all 0 < β < 1, as n→∞,
Sαn(u)− E[Sαn(u)]√
Var[Sαn(u)]
→d Z,
where Z ∼ N(0, 1) and →d denote convergence in distribution.
4
3 Proof of the Main Result (Theorem 2.1)
Proof of Theorem 2.1 assuming Lemma 2.3. First of all we remind the following property (see for in-
stance [8], page 98): let Z1, Z2 be jointly Gaussian; then, for all q1, q2 ≥ 0
E[Hq1 (Z1)Hq2(Z2)] = q1!δ
q2
q1E[Z1Z2]. (3.1)
Now we start computing the variance of hαn;2; hence,
Var(hα(n);2) = Var
[ ∫
S2
H2(T¯α(n)(x)) dx
]
= E
[ ∫
S2
H2(T¯αn(x)) dx
]2
= E
[ ∫
S2×S2
H2(T¯αn(x))H2(T¯αn(y)) dxdy
]
=
∫
S2×S2
E[H2(T¯αn(x))H2(T¯αn(y))] dxdy
(3.2)
which is, in view of (3.1), equal to ∫
S2×S2
2Γ¯αn(x, y)
2 dxdy.
Using (1.3) we get
Var(hαn;2) = 2C
2
n,αn
∫
S2×S2
n∑
ℓ=αnn
n∑
ℓ′=αnn
2ℓ+ 1
4π
Pℓ(〈x, y〉)2ℓ
′ + 1
4π
Pℓ′(〈x, y〉) dxdy (3.3)
and exchaging integrals and sums, we obtain
Var(hαn;2) = 2C
2
n,αn
n∑
ℓ=αnn
2ℓ+ 1
4π
n∑
ℓ′=αnn
2ℓ′ + 1
4π
∫
S2
dx
∫
S2
Pℓ(〈x, y〉)Pℓ′ (〈x, y〉) dy. (3.4)
Applying the duplication property (see [8], Ch. 3), that is,∫
S2
2ℓ+ 1
4π
Pℓ(〈x, y〉)2ℓ
′ + 1
4π
Pℓ′(〈y, z〉) dy = 2ℓ+ 1
4π
Pℓ(〈x, z〉)δℓ
′
ℓ ,
(3.4) is equal to
2C2n,αn
∑
ℓℓ′
2ℓ+ 1
4π
2ℓ′ + 1
4π
∫
S2
4π
2ℓ+ 1
Pℓ(〈x, x〉)δℓ
′
ℓ dx = 2C
2
n,αn
∑
ℓ
2ℓ+ 1
4π
∫
S2
Pℓ(〈x, x〉) dx
and since Pℓ(0) = 1 ∀ℓ, we get
Var(hαn;2) = 2C
2
n,αn
n∑
ℓ=αnn
2ℓ+ 1
4π
∫
S2
dx = 2C2n,αn
n∑
ℓ=αnn
2ℓ+ 1
4π
4π = 2C2n,αn
n∑
ℓ=αnn
2ℓ+ 1
= 2C2n,αn [(n(n+ 1)− αnn(αnn− 1)) + n+ 1− αnn] = 2C2n,αn(n2(1− α2n) + 2n+ 1)
= 2
(
4π
n2(1 − α2n) + 2n+ 1
)2
(n2(1− α2n) + 2n+ 1);
(3.5)
hence
Var(hαn;2) =
2(4π)2
n2(1− α2n) + 2n+ 1
.
Substituting α2n with 1− n−β, 0 ≤ β ∈ R, it is easily seen that
Var(hαn;2) =
2(4π)2
n2(1− α2n) + 2n+ 1
=
2(4π)2
n2−β + 2n+ 1
=
32π2
n2−β
=


O
(
1
n2
)
if β = 0
O
(
1
n2−β
)
if 0 < β < 1.
(3.6)
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Let us focus now on the variance of the chaotic components hαn;q, for q > 2. Hence,
Var(hαn;q) = Var
(∫
S2
Hq(T¯αn(x)) dx
)
,
same computations as in (3.2) lead to
Var(hαn;q) =
∫
S2×S2
E[Hq(T¯αn(x))Hq′ (T¯αn(y))] dxdy
= q!
∫
S2×S2
Γ¯αn(x, y)
q dxdy.
(3.7)
For the isotropy (3.7) is
= 2π|S2|q!
∫ π
0
Γ¯α(n)(cos θ)
q sin θdθ
= 2π|S2|q!
∫ 1/n
0
Γ¯α(n)(cos θ)
q sin θdθ + 2π|S2|q!
∫ π
1/n
Γ¯α(n)(cos θ)
q sin θdθ.
(3.8)
From Lemma 2.3, it follows that∫ π
1/n
Γ¯α(n)(cos θ)
q sin θdθ
=
2q
πq/2
1
(n2−β + 2n+ 1)q
∫ π
1/n
(sin θ/2)
−q
{(
θ
sin θ
)q/2 [
nq/2
θq/2
sin((n+ 1)θ − n
√
1− n−βθ)q
×
(
cos((n+ 1)θ + n
√
1− n−βθ) + sin((n+ 1)θ + n
√
1− n−βθ)
)q]
+ R˜β(θ)
}
sin θ dθ
=
2q
πq/2
nq/2
(n2−β + 2n+ 1)q
∫ π
1/n
(sin θ/2)−q
{(
1
sin θ
)q/2 [
sin((n+ 1)θ − n
√
1− n−βθ)
×
(
cos((n+ 1)θ + n
√
1− n−βθ) + sin((n+ 1)θ + n
√
1− n−βθ)
)]q
+ R˜β(θ)
}
sin θ dθ.
(3.9)
Note that the function inside the integral is bounded and then∫ π
1/n
Γ¯αn(cos θ)
q sin θdθ = O
(
nq/2
(n2−β + 2n+ 1)q
)
= O
(
nq/2−2q+βq
)
. (3.10)
As far as the integral in [0, 1], since |Γ¯α(n)(x, y)| ≤ 1, changing variable θ =
ψ
n
, we have that
∫ 1/n
0
Γ¯αn(cos θ)
q sin θ dθ = O
(∫ 1/n
0
sin θ dθ
)
= O
(
1
n
∫ 1
0
ψ
n
dψ
)
= O
(
1
n2
)
. (3.11)
From (3.10) and (3.11) we can conclude that, for all q > 2, Var(hαn;q) = O
(
1
n2
)
.
4 Proof of Lemma 2.3
Before proving Lemma 2.3, using the same notation as in [5], we recall the Hilb’s asymptotic formula (see
[22], Theorem 8.21.12):
P (1,0)n (cos θ) =
(
sin
θ
2
)−1{(
θ
sin θ
)1/2
J1((n+ 1)θ) +R1,n(θ)
}
(4.1)
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where P
(1,0)
n is a Jacobi Polynomial, which in general is defined as
P (α,β)n (x) =
n∑
s=0
(
n+ α
s
)(
n+ β
n− s
)(
x− 1
2
)n−s(
x+ 1
2
)s
,
R1,n(θ) =
{
θ3O(n), 0 ≤ θ ≤ c/n
θ1/2O(n−3/2), c/n ≤ θ ≤ π − ǫ (4.2)
and J1 is the Bessel function of order 1.
Proof of Lemma 2.3. By definition (1.2) and looking at the covariance function in (1.3) we can write
Γ¯α(n)(x, y) as
Γ¯α(n)(x, y) = Cn,αn
n∑
ℓ=αnn
2ℓ+ 1
4π
Pℓ(〈x, y〉) = Cn,αn
( n∑
ℓ=0
2ℓ+ 1
4π
Pℓ(〈x, y〉) −
nαn−1∑
ℓ=0
2ℓ+ 1
4π
Pℓ(〈x, y〉)
)
.
(4.3)
Thanks to the following formula ([5], page 6), derived by the Christoffel-Darboux formula ([1]),
n∑
ℓ=0
ℓ∑
m=−ℓ
Yℓ,m(x)Yℓ,m(y) =
n+ 1
4π
P (0,1)n (cos θ(x, y)), (4.4)
and to the addition formula ([8] page 66):
ℓ∑
m=−ℓ
Yℓ,m(x)Yℓ,m(y) =
2ℓ+ 1
4π
Pℓ(cos θ(x, y)), (4.5)
we obtain that
Γ¯αn(cos θ) = Cn,αn
[
n+ 1
4π
P (1,0)n (cos θ(x, y))−
nαn
4π
P
(1,0)
nαn−1
(cos θ(x, y))
]
.
Applying the Hilb’s asymptotics (4.1) we get that
Γ¯αn(cos θ) =
Cn,αn
4π
(
sin
θ
2
)−1[
(n+ 1)
(
θ
sin θ
)1/2
J1((n+ 1)θ) + (n+ 1)R1,n(θ)+
− nαn
(
θ
sin θ
)1/2
J1((nαnθ)− nαnR1,nαn(θ)
] (4.6)
and substituting α2n = 1−
1
nβ
, we find
Γ¯αn(cos θ) =
Cn,β
4π
(
sin
θ
2
)−1 [(
θ
sin θ
)1/2(
(n+ 1)J1((n+ 1)θ)− n
√
1− 1
nβ
J1
(
n
√
1− 1
nβ
θ
))
+
(n+ 1)R1,n(θ) − n
√
1− 1
nβ
R1,nαn(θ)
]
,
(4.7)
where Cn,β :=
4π
n2−β + 2n+ 1
.
Let us focus on the error terms (n+1)R1,n(θ)−n
√
1− 1
nβ
R1,nαn(θ). In view of (4.1), for
c
nαn
≤ θ ≤ π−ǫ,
it is equal to
θ1/2O(n−3/2)(n+ 1)− nαnθ1/2O(n−3/2α−3/2n ) = θ1/2O(n−1/2 − n−1/2α−1/2n )
= θ1/2O
(
n−1/2 − n−1/2
(
1− 1
nβ
)−1/4)
= θ1/2O
(
n−1/2 − n−1/2
(
1− 1
4nβ
))
= θ1/2O(n−1/2−β);
(4.8)
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whereas, for
c
n
< θ <
c
nαn
, it is
θ1/2O(n−3/2)(n+ 1)− nαnθ3O(nαn) = θ1/2(n+ 1)O(n−3/2)− θ3O(n2α2n)
= θ1/2O(n−3/2+1 + n−3/2)− θ3
(
n2
(
1− 1
nβ
))
= O
(
θ1/2n−1/2 − θ3n2
)
= O
(
θ1/2n−1/2
)
.
(4.9)
Hence, defining
Rβ(θ) :=
{
θ1/2O(n−1/2), if c/n ≤ θ ≤ c/nαn
θ1/2O(n−1/2−β), if c/nαn ≤ θ ≤ π − ǫ,
we rewrite (4.7) as
Γ¯αn(cos θ) =
Cn,β
4π
(
sin
θ
2
)−1 [(
θ
sin θ
)1/2(
(n+ 1)J1((n+ 1)θ)− n
√
1− 1
nβ
J1
(
n
√
1− 1
nβ
θ
))
+Rβ(θ)
]
(4.10)
and exploiting the expansion of the Bessel functions ([22], page 15-16), for ν real but ν 6= −1,−2,−3, . . .
Jν(x) =
(
2
πx
)1/2
cos
(
x− πν
2
− π
4
)
+O(x−3/2), as x→∞, (4.11)
we get
Γ¯αn(cos θ) =
Cn,β
4π
(
sin
θ
2
)−1[(
θ
sin θ
)1/2(
(n+ 1)
(
2
π(n+ 1)θ
)1/2
cos((n+ 1)θ − 3π
4
) +O((n+ 1)θ)−3/2+
− n
√
1− 1
nβ
(
2
πn
√
1− 1
nβ
θ
)1/2
cos
(
n
√
1− 1
nβ
θ − 3π
4
)
+O
(
n
√
1− 1
nβ
θ
)−3/2)
+Rβ(θ)
]
.
(4.12)
Now, using the Taylor expansion
(1 + x)γ = 1 + γx+
γ(γ − 1)
2
x2 + o(x2) (x→ 0) (4.13)
with x = − 1
nβ
and γ =
1
2
, namely
(1 + x)1/2 = 1 +
1
2
x− 1
8
x2 + o(x2) (x→ 0), (4.14)
we obtain
Γ¯αn(cos θ) =
Cn,β
4π
(
sin
θ
2
)−1{(
θ
sin θ
)1/2 [(
(n+ 1)
(
2
π(n+ 1)θ
)1/2
cos
(
(n+ 1)θ − 3π
4
)
−
n
(
1− 1
2nβ
− 1
8n2β
+ o(1/n2β)
)(
2
πnθ
)1/2(
1
1− n−β
)1/4
cos
(
n
√
1− 1
nβ
θ − 3π
4
)
+O
(
((n+ 1)θ)−3/2 +
(
n
√
1− 1
nβ
θ
)−3/2)]
+Rβ(θ)
}
.
(4.15)
Noting that O
(
((n + 1)θ)−3/2 + n
√
1− 1nβ θ−3/2
)
= O(n−3/2θ−3/2) and exploiting again (4.13), for
γ = −1
4
, which is
(1 + x)−1/4 = 1− 1
4
x+
5
32
x2 + o(x2) (x→ 0),
8
we have that
Γ¯α(n)(cos θ) =
Cn,α
4π
(
sin
θ
2
)−1{(
θ
sin θ
)1/2 [(
(n+ 1)
(
2
π(n+ 1)θ
)1/2
cos
(
(n+ 1)θ − 3π
4
)
− n
(
1− 1
2nβ
− 1
8n2β
+ o(1/n2β)
)(
2
πnθ
)1/2(
1− 1
4nβ
+
5
32n2β
+ o
(
1
n2β
))
× cos
(
n
√
1− 1
nβ
θ − 3π
4
)
+O(n−3/2θ−3/2)
]
+Rβ(θ)
}
(4.16)
which can be rewritten as
Γ¯α(n)(cos θ) =
Cn,β
4π
(
sin
θ
2
)−1{(
θ
sin θ
)1/2 [(
n
(
2
π(n+ 1)θ
)1/2
cos
(
(n+ 1)θ − 3π
4
)
+
(
2
π(n+ 1)θ
)1/2
cos
(
(n+ 1)θ − 3π
4
))
− n
(
2
πnθ
)1/2(
1− 1
4nβ
+
5
32n2β
+ o
(
1
n2β
))
cos
(
n
√
1− 1
nβ
θ − 3π
4
)
+
n
1
2nβ
(
2
πnθ
)1/2(
1− 1
4nβ
+
5
32n2β
+ o
(
1
n2β
))
cos
(
n
√
1− 1
nβ
θ − 3π
4
)
+
n
8n2β
(2/πnθ)1/2
(
1− 1
4nβ
+
5
32n2β
+ o
(
1
n2β
))
cos
(
n
√
1− 1
nβ
θ − 3π
4
)
+O(n−3/2θ−3/2)
]
+Rβ(θ)
}
.
(4.17)
Removing the terms of order
1
n2β−1/2θ1/2
, we write
Γ¯α(n)(cos θ) =
Cn,β
4π
(
sin
θ
2
)−1{(
θ
sin θ
)1/2 [(
2
π(n+ 1)θ
)1/2
cos
(
(n+ 1)θ − 3π
4
)
+ n
(
2
π(n+ 1)θ
)1/2
cos
(
(n+ 1)θ − 3π
4
)
− n
(
2
πnθ
)1/2
cos
(
n
√
1− 1
nβ
θ − 3π
4
)
+
n
4nβ
(2/πnθ)1/2 cos
(
n
√
1− 1
nβ
θ − 3π
4
)
+
n
2nβ
(2/πnθ)1/2 cos
(
n
√
1− 1
nβ
θ − 3π
4
)
+O
( n
n1/2+2βθ1/2
)
+O(n−3/2θ−3/2)
]
+ Rβ(θ)
}
=
Cn,β
4π
(
sin
θ
2
)−1{(
θ
sin θ
)1/2 [(
2
π(n+ 1)θ
)1/2
cos
(
(n+ 1)θ − 3π
4
)
+
3n
4nβ
(
2
πnθ
)1/2
cos
(
n
√
1− n−βθ − 3π
4
)
+ n(2/π(n+ 1)θ)1/2 cos
(
(n+ 1)θ − 3π
4
)
− n
(
2
πnθ
)1/2
cos
(
n
√
1− 1
nβ
θ − 3π
4
)
+O(n−3/2θ−3/2) +O(n1/2−2βθ−1/2)
]
+Rβ(θ)
}
.
(4.18)
We focus on the term
n
(
2
π(n+ 1)θ
)1/2
cos
(
(n+ 1)θ − 3π
4
)
− n
(
2
πnθ
)1/2
cos
(
n
√
1− 1
nβ
θ − 3π
4
)
; (4.19)
using the formulae of addition and difference of the angles:
cos(α+ β) = cosα cosβ − sinα sinβ
9
cos(α− β) = cosα cosβ + sinα sinβ
and (4.13) for γ = −1
2
and x = 1/n, which is
(1 + x)−1/2 = 1− 1
2
x+
3
8
x2 + o(x2) (x→ 0),
(4.19) is equal to√
2n
πθ
[(
1− 1
2n
+
3
8n2
+ o
(
1
n
))(
−
√
2
2
cos((n+ 1)θ) +
√
2
2
sin((n+ 1)θ)
)
−
((
−
√
2
2
)
cos
(
n
√
1− 1
nβ
θ
)
+
√
2
2
sin
(
n
√
1− 1
nβ
θ
))] (4.20)
which can be rewritten as√
2n
πθ
√
2
2
[
− cos((n+ 1)θ) + sin((n+ 1)θ)− sin
(
n
√
1− 1
nβ
θ
)
+ cos
(
n
√
1− 1
nβ
θ
)
+
1
2n
cos((n+ 1)θ) + o
(
1
n
)]
.
(4.21)
Thanks to Simpson’s formulas for sin p− sin q and cos p− cos q, we find that (4.21) is equal to
√
n
πθ
[
2 sin
(
(n+ 1)θ − n
√
1− 1
nβ
θ
)
cos
(
(n+ 1)θ + n
√
1− 1
nβ
θ
)
−
2 sin
(
(n+ 1)θ + n
√
1− 1
nβ
θ
)
sin
(
n
√
1− 1
nβ
θ − (n+ 1)θ
)
+
1
2n
cos((n+ 1)θ) + o
(
1
n
)]
(4.22)
and since the sine is an odd function, (4.22) is
=
√
n
πθ
2 sin
(
(n+ 1)θ − n
√
1− 1
nβ
θ
)[
cos
(
(n+ 1)θ + n
√
1− 1
nβ
θ
)
+ sin
(
(n+ 1)θ + n
√
1− 1
nβ
θ
)]
+
1
2n
cos((n+ 1)θ) + o
(
1
n
)]
.
(4.23)
Then, we get
Γ¯α(n)(cos θ) =
1
n2−β + 2n+ 1
(sin θ/2)−1
{(
θ
sin θ
)1/2 [√
2
π(n+ 1)θ
cos((n+ 1)θ − 3
4
π)
+
3n1−β
4
√
2
πnθ
cos(n
√
1− n−β − 3
4
π) + 2
√
n
πθ
sin
(
(n+ 1)θ − n
√
1− 1
nβ
θ
)
×
[
cos
(
(n+ 1)θ + n
√
1− 1
nβ
θ
)
+ sin
(
(n+ 1)θ + n
√
1− 1
nβ
θ
)]
+
1
2n
cos((n+ 1)θ) + o(1/n)] +O(n−3/2θ−3/2) +O(n1/2−2βθ−1/2)
]
+Rβ(θ)
}
.
(4.24)
Now note that the leading term is
√
n
πθ
2 sin
(
(n+ 1)θ − n
√
1− 1
nβ
θ
)[
cos
(
(n+ 1)θ + n
√
1− 1
nβ
θ
)
+ sin
(
(n+ 1)θ + n
√
1− 1
nβ
θ
)]
10
and the remaining terms are
o
(√
1
nπθ
)
+O
(
n1−β
√
2
πnθ
)
+O
(√
2
nθ
)
+O
(
n−3/2−βθ
−3/2
)
+O
(
n1/2−2βθ−1/2
)
= O
(
1
nβ−1/2θ1/2
)
which has a bigger order of with respect to Rβ(θ). Hence, setting
R˜β(θ) := O
(
1
nβ−1/2θ1/2
)
,
we conclude that
Γ¯α(n)(cos θ) =
1
n2−β + 2n+ 1
(sin θ/2)−1
{(
θ
sin θ
)1/2 [
2
√
n
πθ
sin((n+ 1)θ − n
√
1− n−βθ)(
cos((n+ 1)θ + n
√
1− n−βθ) + sin((n+ 1)θ + n
√
1− n−βθ)
)]
+ R˜β(θ)
}
.
(4.25)
Remark 4.1. If β = 0 the asymptotic behavior of the covariance function is still the same but with a
different constant, since R˜β has the same order as the leading term.
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