In this paper we introduce a novel model for Gaussian process (GP) regression in the fully Bayesian setting. Motivated by the idea of sparsification, localization and Bayesian additive modeling, our model is built around a recursive partitioning (RP) scheme. Within each RP partition, a sparse GP regression model is fitted. A Bayesian additive framework combines the partitions, allowing the model to admit both global trends and local refinements on which a sparse GP construction enables efficient computation. The model addresses both the problem of efficiency in fitting a full Gaussian process regression model and the problem of prediction performance associated with a single sparse Gaussian process. Our approach mitigates the issue of pseudo-input selection and avoids the need for complex inter-block correlations in existing approaches. Furthermore, the proposed model can also capture non-stationarity. The crucial trade-off becomes choosing between many simpler local model components or fewer complex global model components, which can be easily and sensibly tuned by the practitioner. Implementation is via a straightforward Metropolis-Hasting Markov chain Monte-Carlo algorithm. We compare our model against popular alternatives with simulated and real datasets, and find the performance is competitive, while the fully Bayesian procedure enables the quantification of model uncertainties.
Introduction
Gaussian process (GP) regression is widely adopted for fitting a variety of data, especially non-stationary and nonlinear data [Rasmussen and Williams, 2006] . Taking a Bayesian GP modeling approach, the posterior provides a natural uncertainty quantification, and more generally Bayesian inference provides nice theoretical properties [Gelman et al., 2013] . However, the computational cost for likelihood evaluations based on an observed dataset {y, X } of size n is of order O(n 3 ), which primarily results from the need to invert an n × n covariance matrix. Therefore, the computational cost could be prohibitively high in scenarios where large datasets need to be analyzed.
It is a focus of much current research to solve this problem of high computational cost for GP regression [Banerjee et al., 2012 , Liu et al., 2018 . There are multiple approaches to circumvent this problem, such as low-rank covariance approximation [Rasmussen and Williams, 2006] , model likelihood approximations [Kaufman et al., 2008] and local GP approximations Ghahramani, 2007, Gramacy and Apley, 2015] . For a comprehensive review of approximation methods in GP modeling, we refer the interested reader to Liu et al. [2018] .
Another research interest in GP regression, primarily in spatial statistics, concerns how to model non-stationary data Schervish, 2004, 2006] . It is known that GP regression cannot handle non-stationarity when using classical covariance kernels. One popular method of modeling non-stationary datasets is to use localization approaches [Gramacy and Apley, 2015, Park and Huang, 2016] . The idea of localization is to subset the data into local sub-regions of the input domain and then fit stationary GP regressions independently in each region, leading to a globally non-stationary model.
To alleviate the computational problem and address non-stationarity, we are inspired by the idea of sparsification Ghahramani, 2006, Titsias, 2009a] and the widely used localization method of partition schemes [Chipman et al., 1998 , Roy and Teh, 2008 , Nguyen-Tuong et al., 2009 , Gramacy and Apley, 2015 , Chipman et al., 2016 , Lee et al., 2017 . Under the framework of Bayesian (generalized) additive modeling Tibshirani, 1990, 2000] , we attempt to combine the advantages of these two approaches to reduce or eliminate the computational constraint by using partition blocks as additive components.
In this work we propose a novel approach, the Sparse Additive Gaussian Process (SAGP) model, that combines the sparse GP approximation with a recursive partition (RP) scheme while preserving a full Bayesian framework. It turns out that our approach can handle both local and global features simultaneously in large datasets while realizing large gains in computational efficiency. Not only does it provide natural uncertainty quantification for parameters and predictions from posterior samples, but also has the advantage of learning the inter-block correlation from the model.
Instead of using a more computationally involved dynamic partition scheme (e.g. Chipman et al. 1998 Chipman et al. , 2016 , we propose a simpler static recursive scheme. We will see later that this simpler scheme brings convenience in algorithmic design, interpretation and trade-offs between sparsity and number of partitions. SAGP modeling is flexible in the sense that not only does it have the advantage of capturing multi-scale features, but also attains high computational efficiency using both the idea of sparsification and the idea of localization. To our best knowledge, this kind of intuitively attractive Bayesian model combining these ideas has not been investigated previously.
The organization of the paper will be as follows. In section 2 we will briefly review the background knowledge for sparse GP, localization and Bayesian additive modeling as they are essential ingredients of SAGP modeling. In section 3 we will specify the SAGP model. Sections 4 and 5 are analysis and comparison based on simulated and real-world datasets respectively. Finally, we conclude our paper with a discussion in section 6.
Background 2.1 Gaussian Process Regression
We start with GP regression and use the notation N d (m, Σ) to denote the d-dimensional Gaussian distribution with mean vector m and covariance matrix Σ and the notation N d (y | m, Σ) to denote the d-dimensional Normal density evaluated at y ∈ R n . The prior of the mean regression function is assumed to be a GP with known mean and covariance kernel function. The posterior estimation and prediction from the regression model is from combining this prior and the information contained in the likelihood of response variables y = (y 1 , · · · , y n )
T observed at known input locations X = {x i ∈ R d , i = 1, · · · , n} using Bayes theorem. The general regression problem is to estimate an unknown mean function f (x) : R d → R, given the observations y. We also call f the target and the variable x i the input, based on the model form
which expresses the relationship between input x i and the unknown response f (x i ) observed as y i with observational error i having the variance σ 2 > 0. Using vector notations we can write y = (y 1 , · · · , y n ) T = (y(x 1 ), y(x 2 ), · · · , y(x n )) T , f = (f (x 1 ), · · · , f (x n )) T and the noise ∼ N n (0 n , σ 2 I n ) to yield
In addition, with appropriate scaling and normalization if needed, GP regression (2) assumes that the mean vector f is a realization of a zero mean Gaussian process, f ∼ N n (0, K n ), where
The notations
n,m i,j=1 = K T mn denote the (cross-)covariance matrix between full targets f and pseudo-targetsf . It relates the full covariance matrix and the sparse approximating covariance matrix conditioned on the pseudo-inputs and parameters. The posterior as well as predictive posterior can be written in closed form by Gaussian conjugacy as shown in Snelson and Ghahramani [2006] . For an SGP model with m pseudo-inputs, the full likelihood is P (y | X ,X ,f ) =
. The posterior distribution over pseudo-targets is P (f X , y,
Here we follow the notation convention that k i = (K(x 1 , x i ), · · · , K(x m , x i )) T .
The predictive posterior distribution for y * at a new location x * , after integrating out the pseudo-targetf , can be written as P (y * | x * , X , y,X ) = N 1 (k
T . It is not hard to see that when n = m we obtain the posterior distributions of the full Gaussian process model.
We note that the choice of pseudo-inputsX is not always intuitive or interpretable. In their original work, Snelson and Ghahramani [2006] proposed to choose these pseudo-inputs by maximizing the marginal likelihood. Other authors have proposed alternative methods of choosing pseudo-inputs based on minimizing the KL divergence [Titsias, 2009a,b, Damianou and Lawrence, 2013] . Such a fixed choice of pseudo-inputs results in a deterministic approximation to the covariance matrix [Titsias, 2009a , Lee et al., 2017 .
Bayesian Additive Modeling and Back-fitting
Bayesian additive modeling Tibshirani, 1990, Chipman et al., 1998 ] is a flexible modeling technique that is widely adopted. In such an additive model, each model component captures only a portion of the overall response variability. The fitting of the additive Bayesian model through passing partial residuals to the next component follows the back-fitting scheme of Hastie and Tibshirani [2000] . Following Hastie and Tibshirani [2000] , we can write an additive model with N components without intercept term in vector form as y = N j=1 f j + , ∼ N n (0 n , σ 2 I n ), σ 2 > 0.
In each additive component, the mean function f j can be fitted based on the "j-th residuals", r j = y − i =j f i . These residuals are used as data for the j-th component. Starting with a particular initial value, the back-fitting algorithm (Algorithm 3.1 in Hastie and Tibshirani [2000] ) iterates until the joint distribution of all mean functions (f 1 , f 2 , · · · , f N ) stabilize. The particular model they fit to each additive component f j is the cubic spline model. Alternatively, we could fit each f j with a Gaussian process, where the update of f j conditioned on components
. This conditional likelihood allows us to implement the back-fitting algorithm and sample from the model. Further suggestions about the choice of priors for variance components and generalizations to generalized linear models are given in their research.
Localization Partition Scheme
Besides the idea of sparsification and Bayesian additive modeling, we will also incorporate the idea of localization via partitioning the input domain, which is another important technique in (approximating) GP regression. As pointed out by Chipman et al. [1998] , such localized models recursively partition the input domain so that the probability distribution of the response is more homogeneous on a finer scale.
In this line of research, pioneering works were performed by Breiman [1984] , Denison et al. [1998] and Chipman et al. [1998 Chipman et al. [ , 2010 Chipman et al. [ , 2016 . Other than tree-like partitioning schemes and its generalizations [Bentley, 1975 , Pratola, 2016 , there are alternative partition schemes for probabilistic modeling [Roy and Teh, 2008 , Park and Huang, 2016 , Gramacy and Apley, 2015 . Various choices of partition schemes on the input domain are discussed and studied in the local GP regression literature [Nguyen-Tuong et al., 2009, Park and Huang, 2016] .
For the simplest case where the input domain is one dimensional, i.e. [0, 1], a binary tree can be represented as 2 r−1 equally divided intervals in the r-th layer of the tree [Bentley, 1975] . Various models using such partition schemes are proposed in the vast literature of Bayesian additive modeling. In Chipman et al. [1998] , the data lying in each block defined by a partition scheme using a single binary tree is fitted to a component function of the model, i.e. on f j . This associates the fitted mean function (or target) f j with the data lying in a specific block. Subsequent works [Gramacy and Apley, 2015 , Chipman et al., 2016 , Pratola et al., 2018 in this direction brings fruitful results and demonstrates that assembling many simpler models over such block partitions can actually out-perform a single complex model fitted to the entire modeling domain.
As pointed out in Gramacy and Apley [2015] and Park and Apley [2018] , such localization of the input-domain will fit and predict non-stationary datasets better. Furthermore, multi-scale features of a dataset can usually be well captured by introducing a hierarchical structure on the input domain [Fox and Dunson, 2012, Lee et al., 2017] or direct multi-scale approximations using appropriately chosen basis functions [Katzfuss, 2017, Katzfuss and Gong, 2017] . In our approach, capturing global and local features (or long-range and short-range dependencies) is accomplished through an RP structure, alleviating the issue of handling edge effects at partition boundaries. In the next section we introduce our model, where a trade-off between many simpler models and a single complicated model will naturally arise and becomes one of our research focuses.
3 Sparse Additive Gaussian Process Regression (SAGP)
The Recursive Partitioning Scheme
We consider a subdivision of the domain X based on a tree-like structure, and use the terminology for trees to describe one specific example. Figure 1 provides an example in the one-dimensional case, where X = [0, 1]. Each node corresponds to a subset A j of X. Only the node at the first level, i.e., the root of the tree, corresponds to the whole domain (A 1 = X). As children of each node partition A j into equal parts, nodes at lower levels correspond to smaller subsets. The collection of A j corresponding to nodes at the same depth of the tree is referred to as a layer. In the example provided in Figure 1 , we have three layers:
More formally, we define a Recursive Partitioning (RP) scheme as a collections of components {A 1 , ..., A N } and layers L 1 , · · · , L L of these components satisfying the following properties:
interiors do not intersect. 3. (Partitioning) For any layer j = 1, · · · , L, the union of the components belonging to the same layer satisfies ∪ i∈Lj A i = X.
In our case, we parameterize each component by its d-dimensional centroid µ j and half-width σ 2 j,l (where σ 2 j,l = σ 2 j is identical in each dimension for simplicity) as
. Each component is required to have a minimum of at least m j = m observations, so that it is possible to define a sparse GP with m j pseudo-inputs in each B µj (σ j ). Moreover, we require the collectionsX (j) of pseudo-inputs to be disjoint, so that each data point is only used once. Notably, RP schemes with several layers are unlikely to meet these conditions when a dataset is of limited size. Therefore, our approach is to first construct a complete RP scheme of desired depth, and then prune it back until the requirements for pseudo-inputs is satisfied. This deterministic RP scheme is what will be used by the SAGP model. An example of constructing such an RP scheme is shown in Figure 1 . Here we use L = 3 layers and m j = m = 3 pseudo-inputs for each component. To demonstrate the pruning, we assume that the dataset has n = 15 observations, shown as the black dots in Figure 1 (a). Note that there will be components B µj (σ j ) containing less than m pseudoinputs. For instance, in Figure 1 
, 1] only contains 2 observations. Second, it might be impossible to allocate distinct pseudo-inputs to some components and their ancestors. Although B µ4 (σ 4 ) and B µ5 (σ 5 ) both contain m = 3 points, it leaves their parent B µ2 (σ 2 ) with no points to choose without repetition as shown in Figure 1(b) . Therefore, we cannot fit an SGP model with m = 3 using all 7 active components.
While Figure 1 (b) motivates why the full RP scheme with 3 layers needs to be pruned to be valid for this dataset, Algorithm 1 outlines the general algorithm for actually performing the pruning. Algorithm 1 essentially works by requiring that the total number of observations in component B µj (σ j ) and all of B µj (σ j )'s children satisfies the total required number of pseudo-inputs for these components. Starting from the bottom layer, Algorithm 1 recursively works up the tree, pruning sub-trees that do not satisfy this constraint on total number of observations. For instance, in Figure  1 the algorithm will work in following order: (b) The process of pruning, the color of points corresponds to the layer which they are selected as pseudo-inputs. (c) The pruned RP scheme used for the SAGP model. The data points X = X n , (n = 15) are represented as dots on the intervals in the RP scheme B N . When we stipulate m j = m = 3 in SAGP model, the colored points are selected as pseudo-inputX j for different additive components. Different colors of points mean that the pseudo-inputs belong to different layers L i , i = 1, 2, 3.
Algorithm 1 "Pruning" algorithm for RP scheme. Input : RP partition scheme A consisting of N components, Observed dataset {X , y}. Output : RP partition scheme A consisting of N ≤ N components, 1 for l in L : 1 do 2 for each component j in the l-th layer L l do // We delete the children components from the bottom layer until there are sufficiently many observations for pseudo-input sampling. • Start from the layer 3 and examine B µ7 (σ 7 ); deactivate this component since there are only 2 observations.
• Examine B µ6 (σ 6 ), B µ5 (σ 5 ), B µ4 (σ 4 ); as they all contain at least m = 3 observations, keep them activated.
• Move to layer 2 and examine B µ3 (σ 3 ), the number of observations required by the component and its children in RP scheme are 3 (for active child B µ6 (σ 6 )) + 3 (for B µ3 (σ 3 ) itself) = 6 < 9 observations. We keep it activated.
• Examine B µ2 (σ 2 ); it contains 6 < 9 = 3 (for active child B µ4 (σ 4 )) + 3 (for active child B µ5 (σ 5 )) + 3 (for B µ2 (σ 2 ) itself) required observations. Therefore, we have to deactivate its children B µ4 (σ 4 ), B µ5 (σ 5 ) from the bottom layer. Then we check again to ensure that B µ2 (σ 2 ) contains 3 (for B µ2 (σ 2 ) itself) observations. Since B µ2 (σ 2 ) contains 6 observations and the condition is satisfied, we keep B µ2 (σ 2 ) active.
• Move to layer 1 and examine B µ1 (σ 1 ); it contains 15 > 12 = 3 (for active child B µ6 (σ 6 )) + 3 (for active child B µ2 (σ 2 )) + 3 (for active child B µ3 (σ 3 )) + 3 (for B µ1 (σ 1 ) itself) observations, therefore there are sufficiently many observations for this component and its children B µ3 (σ 3 ) and B µ2 (σ 2 ) and we keep B µ1 (σ 1 ) activated.
• Output the active components B µ1 (σ 1 ), B µ2 (σ 2 ), B µ3 (σ 3 ) and B µ6 (σ 6 ) as chosen in (c).
In Figure 1 (c), we show the RP scheme after pruning, with one possible choice of exactly m = 3 pseudo-inputs in each component without repetition. The black points are not chosen as pseudo-inputs in this sampling of the pseudo-inputs, however any resampling for pesudo-inputs will meet the requirement that m = 3 pseudo-inputs per component under the proposed RP scheme.
SAGP Model
Given a (pruned) RP scheme, we propose an additive model for the response y, where each component is an SGP model on the domain A j . The sparse additive Gaussian process (SAGP) model with N additive components for observations {X , y} = {(x i , y i ), i = 1, · · · , n} can be written in the following additive vector form
where
T are the vector of values using the j-th model component and
The function f j is the function associated with the j-th component model A j .
The model admits the same structure as general Bayesian additive regression models. To describe the SGP model of each component, let us denote the covariance kernel for the j-th component by K (j) , j = 1, · · · , N . We use the isotropic Gaussian covariance kernel supported inside A j with parameters κ (j) = (ρ (j) , η (j) ):
It is possible to assign different κ (j) for each component, but for simplicity we stipulate fixed positive ρ (j) = ρ l for all components belonging to the same l-th layer in the prescribed RP scheme.
In the following discussion, for the j-th component corresponding to a specific partition block we useX (j) to denote the pseudo-inputs for the block,X
Unlike a single sparse Gaussian process (SGP) which consists of a single component with pseudo-inputs, we consider multiple additive components and fit each additive component f j with the SGP model with the setX (j) consisting of m j pseudo-inputs and corresponding pseudo-targets,
Consider the pseudo-target vectorsf 1 , · · · ,f N as parameters of our model, κ as the vector of parameters of the covariance kernels and σ 2 as a parameter for the overall noise term. Let B N denote the pruned RP scheme with N components. Conditioned on the RP scheme and the corresponding pseudo-inputsX
(1) , · · · ,X (N ) , the joint posterior of pseudo-targets and parameters in (3) can be written as:
In effect, we view the choice of pseudo-inputsX (1) , · · · ,X (N ) as nuisance parameters, and ultimately will integrate them out with respect to the prior
mj to be integration over all psuedo-inputs inX (j) , which gives posterior
To fit and predict from our SAGP model, we derive closed form expressions for parameter posterior and predictive posterior distributions given observations. We also need to know the following distributions that are used in the Gibbs sampler for implementation:
3. Priors for κ, σ 2 , P (κ)P (σ 2 ).
4. Prior distribution for pseudo-inputs.
Conditional Likelihood of Observations
In this part, we derive the likelihood for response y given all pseudo-targetsf 1 , · · · ,f N from each additive component. We assume that the response y has been standardized so that it has mean zero and variance one. With the notation introduced in (4), we can write down the covariance matrix between locations in X ,X (j) as below:
We write for a general
If we assume that the additive components are conditionally independent, for a single observation y(x) we can derive (see Lemma 1 in Appendix B) its conditional likelihood
In vector form, this becomes,
where the matrix Λ (j)
takes the diagonal form, with k (j) i defined in (11) but with x = x i ∈ X .
Prior Distribution of Pseudo-targets
The conditional distribution of pseudo-targets given pseudo-inputs and hyper-parameters is straight-forward. Following Snelson and Ghahramani [2006] , the pseudo-targetsf 1 , · · · ,f N are assumed to be conditionally independent when conditioning on pseudo-inputsX
(1) , · · · ,X (N ) and distributed as Gaussian distributions with prescribed kernels,
where we recall the notation κ (j) is the j-the component for the parameter κ that parameterizes the covariance function K (j) used in the j-th additive component in B N .
Prior Distributions of Pseudo-inputs
In our model, we choose a discrete uniform distribution from the available inputs in each component B µj (σ j ) as the pseudo-input prior. Define the index set for the components
and we also define the collection of children components ofX (j) as
For example, in Figure 1 (c) the
Then we know that the pseudo-inputs that are already used in the children components of the component corresponding to B µj (σ j ) can be written asX
In the expression above, we essentially draw a random sample from all those observed locations that have not been selected as pseudo-inputs of any components in lower layers. This choice of prior is subject to the (pruned) RP scheme. The alternative, for example continuous uniform prior over each component domain, or sampling accordingly to design theoretic considerations [Pratola et al., 2019] are possible. In Ghahramani [2006, 2007] , a random choice of pseudo-inputs is also suggested when maximization of the marginal likelihood is not realistic. With the partitioning scheme, we extend the random choice of pseudo-inputs subject to the RP partition scheme.
Unlike other sparse GP approaches, with this random sampling scheme within local input domains, B µj (σ j ), we capture the uncertainty of pseudo-input selection and propagate this uncertainty to the posterior. Note that with this choice of prior, there will not be two identical pseudo-inputs selected with probability one. The sampling of the pseudo-inputs is summarized in Algorithm 2.
Prior Distributions of Hyper-parameters
We place an inverse gamma prior on the noise variance, σ 2 , in order to make use of the Gaussian-inverse gamma conjugacy,
We assume independent inverse gamma priors on each scale parameter η (j) . For the j-th component that lie in the l-th layer of the RP scheme,
and the hyper-parameters α l η , β l η > 0, l = 1, · · · , L are assumed to be the same for the components within the same layer but different for different layers of the RP scheme.
Priors on σ 2 andf are meant to utilize the normal conjugacy. But the prior on η j will not have conjugacy but simply a canonical choice. The hyper-parameters in these priors can be calibrated according to the data. For example we can calibrate the scale of kernels by adjusting α l η , β l η to the scale of observations. In practice we suggest choosing the means of priors for the components of each layer
= 10 −1 , 10 −10 , 10 −50 for l = 1, 2, 3 in a RP scheme with L = 3 layers. We could also think to have different parameters η (j) in the covariance kernels for different components, which allows the model to capture smooth and wiggly behaviors (or short-range and long-range dependency) of the response.
The apriori choice of the hyper-parameters ρ (j) is probably the most tricky part of our model. On one hand, the maximum likelihood estimates based on the data and full likelihood (7) can serve as a reference of choosing suitable hyper-parameters ρ (j) but its calculation is usually not numerically stable and its analytic form is intractable. On the other hand, the (scaled) Pearson correlation coefficients seem to be a good reference when making choice of ρ in the Gaussian kernel (4). But empirically, we determine that we choose the same ρ l for all components in the same layer and enforce a decay such that ρ l ρ l+1 . In particular, we set ρ 1 = 10 −1 , ρ L = 10 −50 and the intermediate values ρ l , l = 1, · · · , L − 1 to be equally spaced between ρ 1 and ρ L on the logarithm (base 10) scale. The choice reflects the observation that the variability decreases along the layer since we assume that the components in the top layer capture the global pattern and the variability should be larger; the components in the bottom layer captures the local details and the variability should be smaller. This implies an apriori assumption of decaying multi-scale additive features of the true response, so that correlations at a component with a smaller (more localized) domain also tend to be smaller. The requirement ρ l ρ l+1 helps us to distinguish the strength of correlation between different layers of the RP scheme. Alternatively, these ρ (j) can be modeled as real parameters, at an increased computation cost and slower mixing of the MCMC.
Full Conditional Distribution of Pseudo-targets
We apply Bayes theorem on thef j in order to yield its full conditional distribution from (12) and (13) and the conditional independence assumption,
Using the normal-normal conjugacy, we can identify the mean and variance of this normal distributionf j | M ean j , V ar j , as below (detailed derivations are provided in Appendix B) :
Although we still need to invert an n × n matrix Λ (j) n + σ 2 I n , it is a diagonal matrix and hence its computational cost will be O(n).
Full Conditional Distribution of Noise Variance
As we mentioned in the previous section, we want to make use of the Gaussian-inverse gamma conjugacy. For the observation of sample size n, by conjugacy, the distribution σ 2 is again inverse gamma
j is the "fitted value" from the SAGP model. We can directly sample this parameter using a Gibbs step.
Sampling Algorithm
SAGP is fitted by a Metropolis-Hastings Markov chain Monte Carlo (MCMC) algorithm [Alan E. Gelfand, 1990, Robert and Casella, 2011] . For each additive component of the model, we have to use the partial residuals r j defined in (21). This step is from the back-fitting scheme designed for fitting additive Bayesian models [Hastie and Tibshirani, 2000] .
From the likelihood derivations presented in section 3.2.5, we know thatf j can be directly sampled from their conditional distributions for each j = 1, · · · , N components. The difficulty in this step is to compute the M ean j , V ar j in (22). As mentioned earlier, the main computational cost occurs in the inversion of the covariance matrices in section 3.2.1, which have been reduced compared to a full GP covariance matrix. Numerical instability in inversion of these matrices may cause additional problems, so we adopted the Cholesky decomposition method with diagonal perturbation to solve this instability problem as in Rasmussen and Williams [2006] . For each η j we do not have normal conjugacy, therefore an adaptive Metropolis-Hasting step is used for sampling η j [Banerjee et al., 2012] .
The advantage of using such a fully Bayesian model is that the uncertainty quantification comes naturally with the posterior samples from the sampler. Our posterior inference below can be based on all these posterior samples. The algorithm for overall sampling is presented in Algorithm 3.
Tuning Parameters and Complexity
The trade-off between number of layers L in the RP scheme and the number of pseudo-inputs m j is also central to the SAGP model. In previous SGP modeling [Snelson and Ghahramani, 2006 , Lee et al., 2017 , it is observed that to get a better fit of the SGP model we need to increase the number of pseudo-inputs m. On the other hand, for Algorithm 2 Sampling algorithm for pseudo-inputs subject to RP scheme. Input : RP partition scheme consisting of N components, Observed dataset {X , y}. Output : Sample ofX (j) , j = 1, · · · , N subject to the RP scheme. 1 Initialize all x ∈ X as eligible locations. 2 for j in N : 1 do 3 Eligible X : the observations X that lie in the j-th component.
4
Available X : the observations X that are not deactivated in all previous components 1, · · · , (j − 1).
5
Sample a random sampleX
Deactivate thosex that has been sampled from the previous step. 7 end tree-like partition based modeling [Chipman et al., 1998 , Pratola et al., 2018 , it is observed that the more additive components the model has, the better fit we can expect. In our SAGP model, both factors (number of pseudo-inputs m j = m in each component; number of layers, L, in RP scheme) show an interesting trade-off. Increasing the number of layers may counter-act the effect of decreasing the number of pseudo-inputs; Increasing the number of pseudo-inputs may counter-act the effect of decreasing the number of layers in RP scheme. In practice, we tune the choice of number of layers using cross-validation.
Consider the complexity of inverting the covariance matrix in an SAGP model and other types of GP models. We already mentioned above that for a full GP model based on X n the complexity is of order O(n 3 ); for SGP model with m pseudo-inputs based on X n the complexity is of order O(nm 2 ) [Snelson and Ghahramani, 2006] . For each additive component in our SAGP model, since it is essentially an SGP model we know that the complexity of inverting its matrix is O(nm
). There will be N additive components in our SAGP model. And the overall complexity is given in the following proposition. [Storer, 2012] in the i-th dimension, the complexity of fitting an L-layer SAGP model with m pseudo-inputs for each component to a sample of size n is O
Proof See Appendix C.
Therefore if we stipulate our complexity at a certain order O(n 3 ) for a fixed dataset X n , then it is clear that we must
. Then the trade-off becomes explicit because when L increases m must decrease and vice versa. For N ∼ O(1) this complexity reduces to SGP complexity. This complexity requires a fixed number of additive components. We will revisit this component number pseudo-input trade-off in our example analyses.
4 Simulation Study
Design
To evaluate the performance of our methodology and compare it to competing approaches, we run a family of simulations. We focus on the one-dimensional case (d = 1) and we simulate from a GP with mean function
which is represented in Figure 2 in the interval [0, 1] . We generate a sample of n = 200 locations from a uniform distribution on [0, 1] and we define the observed responses as y i = f (x i ) + i for all x i ∈ X , with i sampled as independent noise with distribution N 1 (0, 0.1). The data are split into training and testing sets, with sizes 150 and 50, respectively. We consider two scenarios. In the first scenario, the testing set is selected at random. In the second scenario, the testing set is chosen as the subset with locations in the central portion of the [0, 1] interval, by selecting the 50 data points with x i closest to 0.5. Figure 2 shows one example of data generated with such a procedure.
We generate 1000 batches of datasets. In each dataset, we apply three configurations of the SAGP model, using different choices of number of pseudo-inputs m and layers L:
In particular, the number of layers is selected as the largest possible value given the choice of m and the sample size n. We compare the SAGP models to the following methods: • Full GP regression. We use the implementation of GP regression model in the R package DiceKriging by Roustant et al. [2012] .
• SGP regression. We consider the choices m = 5, m = 10 and m = 15 and use the implementation of SGP in the Matlab library SPGP accompanying the paper by Snelson and Ghahramani [2006] .
• Bayesian Additive Regression Trees (BART) Chipman et al. [1998 Chipman et al. [ , 2010 , Pratola et al. [2018] . We used the default number of trees as specified in Chipman et al. [2010] and the implementation at http://bitbucket. org/mpratola/openbt.
For each batch of generated dataset and type of testing set, the methods are fit on the training portion of the data and applied to each location x i of the testing set, computing the predicted valueŷ(x i ) (whose definition is in Section 3.2.6) of the mean function and the 95% prediction interval (PI) for y i . The performance of the estimators of the mean function is evaluated in terms of mean squared error (MSE), i.e., the average of (y i −ŷ(x i )) 2 over the test set. To assess the appropriateness of the uncertainty quantification, we compute the coverage of the PIs and compare it to the nominal prediction level. Finally, we compare the methods in terms of average value of interval score, which is a summary measure to assess the quality of prediction intervals [Gneiting and Raftery, 2007] . Given a (1 − α)100% PI for y i with extremes (l i , u i ), the interval score at y i is defined as
We choose this metric to jointly evaluate a family of intervals in terms of precision (i.e. the width of the intervals) and accuracy (i.e., the coverage of the true value). Notably, low score values are a sign of good performance.
Results
Figure 3 summarizes the resulting MSEs, PI coverages and averages of the interval scores across the 1000 batches generated datasets.
Random Testing Set
The panel (a) of Figure 3 provides the results in the scenario with testing set selected at random. In terms of MSE, both the SAGP and SGP models perform better with larger values of m. In particular, the full GP model attains the smallest MSEs. The SAGP models with m = 5 and 10 perform better than the SGP models with the same number of pseudo-inputs. For m = 15, the median MSEs in the SAGP and SGP models are similar, but the performance of the SAGP model is more consistent across simulations (the upper quartile of SAGP with m = 15 is considerably smaller than the one of SGP with m = 15). With the considered configuration of the parameters, the BART model performs slightly better than the SAGP model with m = 5, but worse than the SAGP model with m = 10 and m = 15.
The coverage of the 95% PIs is close to the nominal level for all the methods except for BART. The PIs of the SAGP model appear to be slightly too narrow, as most of the coverages are a little lower than .95. SGP and GP models show coverages perfectly matching the nominal value. However, the BART model produces overly wide PIs, as the median coverage is 100%.
The ranking of the methods in terms of interval score is similar to the one based on the MSE. Again, better performances are attained by SAGP and SGP models with larger values of m. The SAGP models with m = 10 and m = 15 perform better than all the other methods, except for the full GP model.
Interval Testing Set
The panel (b) of Figure 3 provides the results of the simulations in the scenario where the testing set is located in the central portion of the [0,1] interval. Notably, this prediction problem is much harder than the one evaluated by the previous scenario, as the models are forced to a certain degree of extrapolation due to the lack of data. This is clear from the much larger values of MSE attained by all the methods in this scenario. Interestingly, while the SAGP model results in smaller MSE values for larger m, the same behavior is not observed for SGP models. In particular, SGP and GP models show similar performances, which are worse than SAGP with m = 10 and 15 and BART. The additive decomposition in global and local components is an advantage of the SAGP model in this scenario. The global components, corresponding to the first layers of the model, are expected to capture the overall trend of the underlying function, even in the central portion of the domain where there is no data.
All the methods perform poorly in terms of coverage of the PIs. The coverages of SAGP, BART and SGP models with m = 5 are considerably lower than the nominal level. On the other side of the spectrum, GP and SGP models with m = 10 and 15 show coverage of 100% most of the times, implying that the corresponding PIs are overly wide. All three methods also show very low coverages in several instances.
With respect to the interval score, the methods that appear to perform best are SAGP with m = 15, GP and BART. These methods attain the smallest scores for different reasons. On the one hand, SAGP and BART models show better predictive performances (smaller MSE) but PIs too narrow (coverage lower than nominal level). On the other hand, the GP model performs worse in terms of point estimation (larger MSE) but the associated PIs are so wide that they cover the observed values almost all of the times (coverage higher than nominal level).
Real-world Data Applications
We applied the SAGP model to two different real-world datasets with dimension d = 1 and d = 2, respectively. The difference between real datasets and simulation dataset is that we do not know the underlying truth. Explaining real-world data can also demonstrate the interpretability of our model.
Heart Rate Data
GP regression is well-suited to model streams of vital signs, such as heart rate (HR) recordings, because one can account for random noise and "knowledge of the generative physiology" [Colopy et al., 2016] . Current research focuses on identifying patterns of HR streams of critical patients, to detect signals of deterioration [Almeida and Nabney, 2016] . In other contexts, the HR can be used to evaluate the level of physical preparation and design training/rehabilitation activities [Zakynthinaki, 2015] . Notably, HR streams often consist of a massive amount of data points. This is because clinical researchers are interested in detecting patterns over long time intervals, and the measurements are taken with high frequency. Moreover, recording the HR in beats/minute is very easy and can be performed with cheap wearable devices. In this context, the large amount of available data makes standard GP regression computationally expensive.
We apply the proposed SAGP regression to model HR data. We use data recorded for a clinical study investigating the HR kinetic [Zakynthinaki, 2015] . A single 33-year old runner was asked to run on a treadmill at constant speed. The HR (in beats/minute) was recorded for about 7 minutes from the beginning of the exercise. After the exercise, the HR of the subject was measured for about 10 minutes during the recovery. The experiment was repeated four times, varying the speed of the exercise (v = 13.4, 14.4, 15.7 and 17 km/h). For our illustrative purposes, we use the data of the exercise performed at speed v = 13.4 km/h, which are graphically represented in Figure 5 . When the exercise starts (at time 0), the HR increases to a frequency of around 140 beats/minutes. The physical exercise ends after 450 seconds and, during the recovery phase, the HR returns to the basal frequency. The stream consists of 1,664 recordings.
We consider SAGP models with m = 5 and m = 10 pseudo-inputs. For each value, we use 10-fold cross-validation to select the number of layers L. We apply this procedure for values of L from 1 to 6 and compute the MSE of the out-of-sample predictions. Figure 4 (a) shows the computed MSEs (on log 10 scale). We select the value of L where the predictive performance levels off, i.e., the values L = 4 and 3 for m = 5 and 10, respectively. There is an intuitive trade-off between the values of pseudo imputs m and the number of layers L. If the goal is to maximize the predictive performance, smaller values of m require SAGP setups with more layers and, consequently, more additive components. 
Temperature Data
Non-stationary datasets occur in various scenarios like spatial statistics, geology and time series. There are multiple approaches to modeling spatial datasets with non-stationary features besides covariance kernel methods [Paciorek and Schervish, 2004] . Deformation methods [Sampson and Guttorp, 1992] , dimension expansion methods [Bornn et al., 2012] and locally stationary modelings [Dahlhaus, 2012] are all state-of-art methods and well studied. In this section we will compare the performance of the SAGP model to the full GP (also known under the name kriging in spatial statistics) and BART. The SGP can be viewed as a special case for our SAGP and we compare the SAGP model with GP and BART, which appear to have the best performance in the simulation study (see Section 4).
The dataset we analyzed here is the US precipitation and temperature (1895-1997) dataset well analyzed in spatial statistics literature. This dataset contains average daily maximum temperature recorded in units of degree centigrade by weather stations in the United States from 1895 through 1997. Paciorek and Schervish [2006] analyzed its non-stationary features using precipitation data. We apply the SAGP model to capture the non-stationarity evident in the spatial data. We discard all missing observations contained in the data and consider the maximum average temperature of an area in Colorado (Longitude: -109.483 to -101.02; latitude: 36.55 to 41.45) in summer of year 1997. There are 247 input locations in X ⊂ R 2 containing non-missing records during this period of time and for each location we record the maximum average temperature data in centigrade degree as response y.
For Gaussian process regression (kriging) we use MLE estimation with M atern(5/2) kernel via the DiceKriging package . The result shows reasonable predictions at the observed locations. However, the prediction comes with high predictive variance in locations other than those observed locations, especially when the predictive location is outside the range of observed datasets and close to the boundary of the input domain. For BART we use the BayesTree package with its default settings [Chipman et al., 2010] . We can see from its result that the predictive mean of BART shows its characteristic grid-like shape. In addition it also fails to delineate the shapes of the modal peaks, which has been captured by GP regression. In addition, neither BART nor GP regression provide informative uncertainty quantification. In BART model, the standard deviation does not seem to have any continuity.
For applying of SAGP, we perform 10-fold cross-validation to determine the most appropriate parameter values L, m as shown in Figure 4(b) . Based on the MSE evaluation as well as the limitation of the amount of data, we choose the combination of L = 3, m = 25 to fit SAGP. Here we also calibrate the α, β of the noise prior in SAGP and the noise estimate in BART according to MLE of noise variance from GP.
This dataset provides us an example where the data is limited, which is actually a disadvantage for SAGP since the sparsification does not cut down the computational cost significantly yet some information is lost in the procedure. Nonetheless, the SAGP method does capture the major trends and even some of the extremal temperatures close to 40 centigrade degrees. It also exhibits the major modes in the dataset. We can see from the plot of predictive mean and standard deviation that SAGP does capture the trend in both mean and preserve relatively low uncertainty. In this case where there is not enough data to go to more complicated models, SAGP has some clear borders close to the RP boundaries. However, it still performs surprisingly well and competitive to the performance of the full GP. 
Conclusion
The SAGP model effectively borrows ideas from both sparsification and localization. There are various possible extensions of the proposed SAGP model which are not pursued in the current paper. We can ask questions concerning its sparsification scheme or its partition scheme separately but we intend not to provide an exhaustive investigation here.
Other than this advantage of capturing nonstationarity, since independent sparse Gaussian process (SGP) regression model are fitted for each local component in the same layer of the RP scheme, it is readily seen that our model is parallelizable for efficient computation. Both the GP fitting with latent variable approximation approach [Chen et al., 2013] and the tree-like Bayesian model fitting approach [Pratola et al., 2014] can be adapted to parallel computing algorithms, therefore our model and approach are extensible to larger scale datasets. This point is also supported by our simulation and real-data results in the performance evaluation section of the paper.
As a Bayesian model, it is a question whether such a model always converges when fitted by MCMC. In the implementation of our model, the acceptance rate of the MCMC is controlled by using an adaptive choice of the bandwidth of the proposal distribution. In general we found the SAGP model mixed well and reasonably fast based on its trace-plot and associated diagnostics. In the case of 1-dimensional input domain, we checked the mixing diagnostics statistics based on the MCMC samples as suggested in Gelman et al. [2013] . This check confirmed that our model mixes well in the d = 1 case. But it is not known at the time that such diagnostics will generalize into higher dimensional data. In a higher dimensional input domain like the precipitation dataset, we looked at both the acceptance rate and the corresponding diagnostic for each (one dimensional) coordinate of the parameters in the model and the trace-plots to confirm that the model appears to converge. However, even if all these post hoc diagnostics do not flag a warning, it is still possible that in higher dimensions the Bayesian model might have difficulty converging. But this criticism also applies to the diagnostic of all high dimensional Bayesian MCMC results [Gelman et al., 2013] .
With the proposed RP scheme, the SAGP model is way more flexible in terms of admitting various partition schemes, this power is gained from adopting a fully Bayesian framework additive modeling with back-fitting. This Bayesian modeling with back-fitting scheme elegantly solves the problem of specification of inter-component covariance discussed in Nguyen-Tuong et al. [2009] and Lee et al. [2017] . In higher dimensions, SAGP can be easily generalized without much increase of computational cost while multi-scale regression seems incapable of handling higher dimensional datasets without a delicate design of partition schemes and inter-block kernels. In the homogeneous case, our RP partition scheme is similar to Bui and Turner [2014] and Lee et al. [2017] ; in heterogeneous tree in higher dimensions, our RP partition scheme is more flexible. For example, we can use binary partitioning in the first dimension but ternary partitioning in the second dimension.
How we specify the priors may also be affected by the form of covariance kernel. It is natural to assume x ∈ B µj (σ j ) because we do not want to extrapolate with f j outside B (j) . But it is reasonable to use compactly support kernels that are supported on B µj (σ j ) like Epanechnikov kernel or kernels with certain degree of regularity like Matérn kernel family according to specific applications [Rasmussen and Williams, 2006] . The choice of Gaussian kernel in (4) is simply out of convenience. Furthermore, if we want to extrapolate with component mean function f j under the situation when there are insufficient data, we may either use a coarser RP scheme or choose kernels that decay fast outside the components of the RP scheme. These choices of different kernels may greatly affect the performance and hyper-parameter specification and is out of the scope of the current paper but of future interest.
The main contribution in this work is to incorporate both the idea of sparsification via pseudo-inputs and the RP scheme to ensure a balance between flexibility and efficiency. It is also capable of handling non-stationary data as shown; and the trade-off between partition scheme and extent of sparsification in terms of number of pseudo-inputs allows for easy tuning of the SAGP model. and then use Bayesian rule on the parameterf j , recalling that (3) determines the form of mean and variance of the Gaussian distribution P (y |f 1 , · · · ,f N ,X
(1) , · · · ,X (N ) , X , κ).
We can derive the posterior using the normal normal conjugacy:
We complete the squares inside the exponent,
After completing square we can obtain the mean and variance of the j-th component:
By Woodbury identity, we know that for Q (j)
nmj we can write its inverse as
Using this m j × m j matrix Q mj , we can write down the covariance matrix V ar j :
Note that although we do need to invert an n × n matrix Λ (j) n + σ 2 I n , it is a diagonal matrix and hence easy to invert as claimed before.
C Proof of Proposition 1
We first calculate the total number of components in the SAGP models when the input-domain is For each component B in the -th layer, the number of observations fitted to the component B is n B = n. Then we fit a SGP model with m pseudo-inputs, whose complexity is O(n B · m 2 ). Then for the -th layer the total complexity is O( B∈L n B · m 2 ) = O(|L |·n · m 2 ). Therefore for the -th layer the complexity is O(|L |·n · m 2 ). Therefore we can compute the total complexity of the model as O( 
