Abstract. In this paper, we focus on solving matrix completion problem arising from applications in the fields of information theory, statistics, engineering, etc. However, the matrix completion problem involves nonconvex rank constraints which make this type of problem difficult to handle. Traditional approaches use a nuclear norm surrogate to replace the rank constraints. The relaxed model is convex, and hence can be solved by a bunch of existing algorithms. However, these algorithms need to compute the costly singular value decomposition (SVD) which makes them impractical for handling large-scale problems. We retain the rank constraints in the optimization model, and propose an alternating minimization method for solving it. The resulting algorithm does not need SVD computation, and shows satisfactory speed performance. As a nonconvex algorithm, the new algorithm has better theoretical property than competing algorithms.
values of a certain matrix at each iteration. Another approach is the fixed-point shrinkage algorithm [30] which solves the regularized linear least problem:
where P Ω is the projection onto the subspace of sparse matrices with nonzeros restricted to the index subset Ω.
Extensions of this basic shrinkage scheme have been devised to solve model (1.2). Utilizing Nesterov's acceleration approach [34] , an accelerated proximal gradient algorithm has been developed in [38] based on a fast iterative shrinkage-thresholding algorithm [1] for compressive sensing. The classical alternating direction augmented
Lagrangian methods have been applied to solve (1.2) in [15, 41] and the closely related sparse and low-rank matrix decomposition in [43] . Other approaches include [22, 28, 32, 31, 11, 25] .
A major drawback of the above methods lies at the expensive computational cost in every step. In fact, all of these algorithms bear the computational cost required by singular value decompositions (SVD) which becomes increasingly costly as the sizes of the underlying matrices increase. The most expensive computational task required by nuclear-norm minimization algorithms is the singular value decomposition (SVD) at each iteration, which becomes increasingly costly as the matrix dimensions grow. Even with the efficient partial SVD implementations which only calculate the dominated singular values and vectors, the scalability of nuclear-norm minimization algorithms are still limited by the computational complexity of SVD as matrix sizes and ranks both increases.
By introducing splitting variable, model (1.1) can be formulated into a rank-constrained model: where p < min{n, m} is a given integer. As simple as the motivation is, a number of issues needs to be carefully addressed in order to make this approach work reliably and efficiently.
To improve the time efficiency of solving (1.2), alternative model without nuclear norm term was then proposed, e.g., in [37] . The idea of these references is that the low-rank matrix Z was explicitly formulated into a factorization form rather than minimizing the nuclear norm of Z, hence avoiding SVD computation all together.
We note that the rank constraint rank(Z) ≤ p is not only nondifferentiable, but also discontinuous. To overcome this issue, we introduce the following equivalent model where the low-rank matrix Z is factorized into the product of two matrices:
The nonconvex model (1.4) has been transformed into a constrained model, then be solved by the classic ADMM in reference [37] , i.e., minimizing the augmented Lagrangian function w.r.t. X, Y , and W in a Gaussian-Seidel scheme and then update the multipliers. The resulting algorithm provides accelerations of computing speed up to multiple orders of magnitude on some difficult instances, compared with the algorithms based on nuclear norm minimization, such as SVT. However, a major disadvantage of the yielded algorithm lies at its limited theoretical property since there is no theory to guarantee the convergence of ADMM for nonconvex and multi-block problems.
In general, for multi-block problem, it is well known that the ADMM does not necessarily produce a convergent sequence to the optimal solution, see [10] for counterexamples. However, it has been shown that, the convergence can still be derived under some additional assumptions, e.g., see [18, 17, 26] . The nonconvexity is another issue which is difficult to overcome, not only for matrix completion problem, but also for general optimization problem. However, due to the time efficiency, ADMM for nonconvex problems has attracted researchers' attention, e.g., see [9] .
Researches on deriving its convergence result can be found in, such as [19] . However, its theory is still limited.
To solve the nonconvex constrained problem (1.5), a natural way is alternatively minimizing variables W and variables (X, Y ) in turn. In fact, this alternating minimization technique has been successfully applied to a bunch of application problems such as clustering [24] , sparse PCA [45] , nonnegative matrix factorization [23] etc. We note that in (1.5), the W related subproblem has closed-form solution. The (X, Y ) related subproblem is actually the singular value decomposition, which can be solved by any existent eigensolver. Therefore, the efficiency of the solver for (X, Y ) related subproblem can largely determine the efficiency of the whole algorithm. Recently, the authors in [27] introduced a low-rank product minimization model which is equivalent to the trace minimization model for eigenpair calculation. They also proposed a new Gauss-Newton method entitled SLRP which has good convergence result and reliable numerical performance. Hence, the above block coordinate descent scheme is practically tractable.
Based on the above idea, we propose a new algorithm for solving the matrix completion problem. The contribution of this paper is:
• Propose a new algorithm for a general form of nonconvex matrix completion problem;
• Construct global convergence results of the proposed algorithm to local optimal point with mild assumptions;
• Carry out extensive numerical experiments and confirm the time efficiency of the proposed algorithm.
The remaining part of this paper is organized as follows. In Section 2, we will present our algorithm framework and analyze its theoretical property. In Section 3, we will compare our algorithm with some state-of-the-art algorithms via extensive numerical experiments, and report the experimental results. Conclusions will be drawn in the last section.
New method.
For a suitably chosen p, problem (1.1) can be formulated as such a more general form
Here, b ∈ R l , A : R m×n → R l with l < mn and let A ⊤ be its adjoint operator. Since the linear constraints can be orthogonalized, we can assume that AA ⊤ = I without loss of generality. It is easy to verify that model (1.4) is a special case of (2.1), and the underlying A satisfies AA ⊤ = I. We define the matrix version of restricted isometry property (RIP) as follows (see [36] 
holds for all matrices Z of rank at most p.
For convenience, we denote P A := A ⊤ (AA ⊤ ) −1 A = A ⊤ A and P ⊤ A = I − P A as the projectors to the range space and the null space of A, respectively. Throughout this paper, we assume 0 ≤ δ p (A) < 1. It then directly follows Definition 2.1 and the orthogonality of A that
Starting from Z 0 ∈ R m×n , an alternating minimization scheme for solving problem (2.1) gives
The optimal solution of (2.4) is
The optimal solution of (2.5) is determined by the singular value decomposition (SVD) of W k :
where 
Proof. Problem (2.5) can be reformulated as
be any global minimizer of (2). It can be easily verified that
On the other hand, we have
and the projector to the range space of X is denoted by
It directly follows from (2.10) that Y k = Y (X k ) and X k should be a global minimizer of
It can be verified that X * is a global solution of (2.11) if and only if the columns of X * spans the eigenvectors associated with the p largest eigenvalues of W W ⊤ . Namely, any global minimizer of (2.8) belongs to the solution set of (2.11). This completes the proof.
In summary, the alternating minimization approach can be described as follows Algorithm 1: Alternating Minimization for Low Rank Decomposition
2 Initialize an m × n matrix Z 0 := 0 and set k := 1.
Solve SLRP problem (2.8):
Calculate Y k by (2.9).
9
Update
10
Increment k and continue.
In order to accelerate the convergence of the alternating minimization, one can apply an extension to the variable Z by replacing the step 9 of Algorithm 1 with
In fact, this idea is similar to that of SOR approach. For convenience, the theoretical analysis will be only based on the case that α = 1. The cases of α ∈ (0, 1) can be proved along the similar line, though more notationally involved and tedious.
Before analyzing the convergence properties of Algorithm 1, we give the optimality condition for the following equivalent smoothing model of (2.1)
PROPOSITION 2.3. Let (Ŵ ,X,Ŷ ) be a stationary point of (2.13)-(2.14), then the following first-order optimality conditions holdŴ
where λ ∈ R l is the Lagrangian multiplier of the equality constraint (2.14). 
According to step 4 in Algorithm 1, we have
Combining (2.16) with (2.17) we obtain
which implies
Then it follows from the RIP assumption that
Here the second last inequality holds due to the orthogonality of A and the RIP assumption. The last inequality is due to relationship (2.17). Hence, we complete the proof. 
(Ŵ ,X,Ŷ ) satisfies the first-order optimality conditions (2.15).
Proof. First, we note that
is monotonically decreasing and bounded below. Therefore, there exists f * so that
Without loss of generality, we assume that (W kj , X kj , Y kj ) converges to (Ŵ ,X,Ŷ ) with j → ∞. According to step 4 of Algorithm 1, we have
Namely, we have
On the other hand, it holds that
Together with (2.19), we obtain
Take the limit j → ∞ of both sides of (2.20), we obtain
By assuming λ = A(Ŵ −XŶ ⊤ ), we obtain the first condition of (2.15). The fourth condition of (2.15) directly holds after taking A from both sides of (2.21).
On the other hand, pre-multiplying (X kj ) ⊤ X kj to the both sides of the Y updating formula (2.9), we obtain
which gives the second condition of (2.21) after taking the limit from both sides.
Finally, since X kj is a stationary point of the SLRP problem (2.8), we have
Substituting relationship (2.24) into (2.23), we obtain
which finally implies the third condition of (2.15) after taking the limit from the both sides. Now, we recall Proposition 2.3 and complete the proof.
Next, we consider to obtain stronger convergence results by assuming that we solve the SLRP subproblem (2. 
On the other hand, let columns ofX andỸ are the left and right singular vectors, associated with σ 1 (W ), ..., σ p (W ), of W . According to the global optimality of (X, Y ), we obtain X =XQ X and Y =Ỹ Q Y and
On the other hand, by using the first-order optimality, we have 
Then (Ŵ ,X,Ŷ ) is a local optimizer of the decomposition model (2.13)-(2.14).
Proof. According to Lemma 2.5, (Ŵ ,X,Ŷ ) shall satisfy the first-order optimality conditions (2.15). Moreover, it is not difficult to verify that (X,Ŷ ) is the global solution of (2.13) withŴ .
Suppose that (Ŵ + ∆ W ,X + ∆ X ,Ŷ + ∆ Y ) is in a neighborhood of (Ŵ ,X,Ŷ ). Let
Then, we have∆
It is clear that
The last equality uses the relationship (2.31). By using the stationarity of (Ŵ ,X,Ŷ ) and Lemma 2.6, we further have
Here the second last inequality use the fact that rank(∆ Z ) ≤ 2p and the RIP assumption. We complete the proof.
Numerical Experiments.
To investigate the performance of our proposed algorithm, in this section, we do some numerical experiments on matrix completion problem (1.1) with synthetic data, though our algorithm was designed for more general model (2.1).
Experimental Setup.
We first describe the setup of our numerical experiments, including the generation of test problems, the solvers used for comparison, and how to compare the test algorithms.
We evaluate the proposed algorithm by comparing its performance with some most efficient algorithms. All codes used in our experiments were written in MATLAB (though with some tasks done in C or Fortran), and the experiments were performed in MATLAB version R2015b on a PC with Intel Core i7 1.73Ghz and 6GB memory. For solving matrix completion problem, there have been a bunch of efficient algorithms/solvers such as SVT 1 , FPCA 2 , Optspace 3 , LMaFit 4 , and etc. These algorithms can be categorized into two groups: SVD-based algorithms and SVDfree algorithms. The SVD-based algorithms such as SVT are able to produce a satisfactory result, but it is relatively slow in terms of running time due to the presence of expensive SVD computation. In contrary, the SVD-free algorithm such as LMaFit can obtain competitive result with much less computing time, however, it can only guarantee the convergence to a stationary point. For simplicity, we only include SVT and LMaFit in our experiments. Note that although our proposed algorithm is designed for solving a more general form of MC problem (2.1), but we still only consider the standard MC problem (1.4) since SVT and LMaFit can only handle (1.4). The parameter settings of SVT and LMaFit are left to their default values. In our algorithm, the setting of extension parameter α can be critical to the performance of our algorithm according to our limited numerical experience, we manually tuned it to optimize the performance of our algorithm. With some certain problem settings, we may violate the constraint α ∈ (0, 1] (i.e., α > 1) to achieve better speed performance although the convergence may not be guaranteed. For LMaFit and our algorithm which need to input the correct rank before implementation, we always input the correct rank for these two algorithms.
The original low-rank matrix L * ∈ R m×n with rank k was constructed by (see also [40] ): let L * = U * V T where U ∈ R m×k and V ∈ R n×k were generated randomly with i.i.d. standard Gaussian entries and then to build a rank-k matrix. The indices subset Ω of p entries were sampled uniformly at random by the Matlab notation "temp = randperm(m*n); Omega = temp(1:p);", while the ratio p/(m * n) ∈ (0, 1) between the number of measurements p and the number of total entries is entitled "sampling ratio".
We initialize our algorithm with Matlab notation "X = eye(m,k); Z = zeros(m,n);", and terminate it when either a maximal number of iterations maxit is reached, or the relative error of L between the recovered matrix and the exact one on Ω is smaller than some prescribed tolerance tol, i.e.,
To unify the stopping rules of the test algorithms, the codes of SVT and LMaFit are modified by the present authors such that they exactly follow the stopping rule of our algorithm. The performance indices of the involved algorithms include three quantities: the number of iterations denoted by "iter", the CPU time (in seconds) denoted by "time", and the relative error on Ω denoted by "err Ω (L)", Unless otherwise specified, in the whole experimental section, we always set maxit = 200 and tol = 1e − 13, and the results of "iter" and "time" shown are always the average results on 10 randomly generated problems.
Experiments on synthetic data sets.
We first investigate the speed performance of test algorithms under several different settings of rank(L * ) and sampling ratio. The results are reported in Tables 3.1. It is easy to observe from Table 3 .1 that all competing algorithms can obtain prescribed tolerance under all settings (only except SVT when sampling ratio=20%, rank(L * )=10). We observe that our algorithm is faster than LMaFit and SVT in terms of computing time for synthetic problem. In terms of computing time, when sampling ratio=20%, our algorithm is around 5%-40% faster than LMaFit, and 7-11 times faster than SVT; when sampling ratio=40% or 80%, our algorithm is around 20% faster than LMaFit, and 10-12 times faster than SVT; when sampling ratio=60%, our algorithm is around 70% faster than LMaFit, and 12-13 times faster than SVT. As SVT is much slower than our algorithm and LMaFit due to the SVD computation, it will not be included in the rest part of the experiments.
To examine the convergence behavior of the test algorithms more precisely, in terms of iteration numbers rather than of running time, we ran the test algorithms on 4 random problems of sizes m=n=2000 for fixed 200 iterations and recorded the progress of relative errors at all iterations. The random problems were generated with 12 different problem settings of sampling ratio and rank(L * ). The results on these problems are given in Figure 1 , where the relative errors are plotted against the iteration numbers.
The results shown in Figure 1 coincide with the results shown in Table 3 .1. Concretely, we see that our algorithm usually converges faster than LMaFit, and the advantage can be more obvious when the sampling ratio is higher. In addition, our algorithm can always obtain a result with better accuracy (around half order of magnitude lower in terms of relative error) than that obtained by LMaFit.
We have observed that the sampling ratio has strong influence on the performance of the test algorithms. To investigate the influence of sampling ratio on the speed performance, with fixed m=n=2000 and four different settings of rank(L * ), we let the sampling ratio vary between 10% and 95% with interval 5%. The results of computing time v.s. sampling ratios are plotted in Figure 2 .
We see from Figure 2 that our algorithm usually takes less computing time, and this is especially true when rank(L * ) is small. In addition, very small sampling ratio (such as 10%) seems to be less preferable for our algorithm, e.g., the last subfigure shows that our algorithm costs around 3 times more of CPU time than LMaFit to obtain the prescribed tolerance when the sampling ratio is 0.1. It is also interesting to observe that the speed performance of LMaFit is vulnerable to the change of sampling ratio, e.g., its computing time is doubled when the sampling ratio increases from 50% to 70%. In contrary, our algorithm performs more stably as the sampling ratio changes.
To examine the numerical behaviour of the test algorithms as dimension increases, with three different settings of sampling ratio and two different settings of rank(L * ), we let the dimension (m, n) increase from 200 to 4000 with interval 200. The results of computing time v.s. dimension are plotted in Figure 3 .
We observe from Figure 3 that when the sampling ratio is 30% or 70%, our algorithm takes less computing time, and the advantage in computing time is retained as the dimension increases. We also observe that when the sampling ratio is 50%, LMaFit is always better than our algorithm, and the performance gap is almost unchanged as the dimension increases. This result reflects the fact that, with fixed sampling ratio, the performance gap between our algorithm and LMaFit is unchanged as dimension increases, i.e., the speed performance of our algorithm has satisfactory dimensional scalability.
Via preliminary observation from the above experimental results, we conclude that for solving matrix completion problem with synthetic data, the new algorithm demonstrates the following three advantages:
• better time efficiency: it outperforms not only the SVD-based algorithms (such as SVT), but also the SVDfree algorithm (such as LMaFit), hence it is practically efficient.
• more stable performance: the performance of our algorithm is less vulnerable to the change of problem setting.
• satisfactory dimensional scalability of speed performance: the performance gap between our algorithm and LMaFit is almost unchanged as the dimension increases. 
Conclusion.
In this paper, we propose a new algorithm for solving a more general form of the nonconvex matrix completion problem. We also construct global convergence results of the proposed algorithm to stationary point. Additionally, with mild assumptions, we can guarantee the proposed algorithm converge to a local optimal point while some competing algorithms can only converge to a stationary point.
We performed extensive computational experiments on matrix completion problem. Preliminary experimental results have confirmed the motivating premise for our approach that avoiding SVD-related calculations can lead to a very efficient algorithm for solving matrix completion problem. Its advantage is threefold, on one hand, it is much more efficient than those SVD-based algorithms such as SVT, and posses competitive performance against LMaFit which is also SVD free; on the other hand, it has better performance stability as the problem setting changes; additionally, it is almost parameter free, which makes it very easy to implement.
In all, the new algorithm is a simple and efficient algorithm. It could be improved by any existing technique, such as Nesterov acceleration technique. However, these are left to the future works. 
