Abstract. In this article we develop a new approach to construct strong solutions of stochastic equations with merely measurable coefficients. We aim at demonstrating the principles of our technique by analyzing stochastic differential equations driven by Brownian motion. An important and rather surprising consequence of our method which is based on Malliavin calculus is that the solutions derived by A. Y. Veretennikov [45] for Brownian motion with bounded and measurable drift in R d are Malliavin differentiable. Moreover, it is conceivable that our approach which doesn't rely on a pathwise uniqueness argument is also applicable to the construction of strong solutions of stochastic equations in infinite dimensions.
Introduction

9
In this paper we are mainly interested to study the following stochastic differential equation 10 (SDE) given by 11 dX t = b(t, X t )dt + dB t , 0 ≤ t ≤ T, X 0 = x ∈ R d , ( Hida distribution space which we verify to be a SDE solution. In the following, we shall give the 77 definition of this space which goes back to T. Hida (see [16] ).
78
From now on we fix a time horizon 0 < T < ∞. Consider a (positive) self-adjoint operator A on (Ω,
is referred to as d-dimensional white noise probability measure. is a total set of L 2 (µ). Further one finds that the orthogonality relation
is valid for all n, m ∈ N 0 , φ 
for all n ∈ N. We remark that I n (φ (n) ) can be viewed as an n−fold iterated Itô integral of 
for all p ≥ 0. It turns out that the space (S) is a nuclear Fréchet algebra with respect to 117 multiplication of functions and its topology is given by the seminorms · 0,p , p ≥ 0. Further one 118 observes that 119 e(φ, ω) ∈ (S) (2.11)
120
In the sequel we refer to the topological dual of (S) as Hida stochastic distribution space (S) * .
121
Thus we have constructed the Gel'fand triple
The Hida distribution space (S) * exhibits the crucial property that it contains the white noise of 123 the coordinates of the d−dimensional Wiener process B t , that is the time derivatives
belong to (S) * .
125
We shall also recall the definition of the S-transform which is an important tool to characterize 126 elements of the Hida test function and distribution space. See [33] . The S−transform of a Φ ∈ (S) * , denoted by S(Φ), is defined by the dual pairing
As an example we find that
The latter in connection with (2.3) shows
Here the Wick exponential exp (X) of a X ∈ (S) * is defined as 
144
Without loss of generality we consider the case
Then the Malliavin derivative D t of F in the direction of B t is defined by 
We obtain the following chain of continuous inclusions: 
156
More precisely, we aim at analyzing the SDE's of the form
where the drift coefficient b : (
for the µ−augmented filtration {F t } 0≤t≤T generated by B t . At the end of this section we shall 160 also apply our technique to equations with more general diffusions coefficients (Theorem 3.17).
161
Our method to construct strong solution is actually motivated by the following observation in
162
[21] and [26] (see also [27] ).
163
Proposition 3.1. Suppose that the drift coefficient b : 
Here Ω, 
173
The other integral type in (3.4) is to be understood in the sense of Pettis. 
For more information about stochastic integration on conuclear spaces the 178 reader may consult [17] .
179
In the sequel we shall use the notation Y i,b t for the expectation on the right hand side of (3.3)
The form of Formula (3.3) in Proposition 3.1 actually suggests that the expectation on the 
n ≥ 1, with compact support that for each 0 ≤ t ≤ 1 the sequence of corresponding strong 
214
Given a merely measurable and bounded drift coefficient b, we then show in the second step that Y b t , 0 ≤ t ≤ 1 is a generalized process in the Hida distribution space, and we apply the S-transform 2.13 to prove that for a given sequence of a.e. approximating, uniformly bounded, smooth coefficients b n with compact support a subsequence of the corresponding strong solutions We now turn to the first step of our procedure. The successful completion of the first step relies 218 on the following essential lemma:
be a smooth function with compact support. Then the corresponding strong solution X in (3.1) fulfills
where 
exists a universal constant C (independent of {b i } i , n, and
where Γ is the Gamma-function. Here D αi denotes the partial derivative with respect to the j th 233 space variable, where j is the position of the 1 in α i .
234
Proof. Without loss of generality, assume that
Introduce the notation
thus proving the proposition.
236
To do this, we will use integration by parts to shift the derivatives onto the Gaussian kernel. This 237 will be done by introducing the alphabet
denotes the derivatives in z on P (t, z).
239
Take a string S = S 1 · · · S n in A(α) and define
We will only need a special type of strings, and we say that a string is allowed if, when all the 240 D αi P 's are removed from the string, a string of the form
Also, we will require that the first derivatives D αi P
242
are written in an increasing order with respect to i.
244
Before we proceed with the proof of Proposition 3.7 we will need some intermediate results.
245
Lemma 3.8. We can write
where each j is either −1 or 1 and each S j is an allowed string in A(α).
Notice that
Here,S is not an allowed string in A(α). So from the induction hyptothesis
It is easily checked that when S j is an allowed string in A(α), both D α0 P · S j and P ·S j are 249 allowed strings in A(α 0 , α).
251
For the rest of the proof of Proposition 3.7 we will bound I α S when S is an allowed string, and 252 the result will follow from the above representation.
253
Lemma 3.9. Let φ, h :
and h ∞ ≤ 1. Also let α, β ∈ {0, 1} d be multiindices such that |α| = |β| = 1. Then there exists a universal constant C (independent of φ, h, α and β) such that
255
Denote the above integral by I, and I l,m the integral when φ, h is replaced by φ l , h m . Then
256
we can write I = l,m∈Z d I l,m . Below we let C be a generic constant that may vary from line to 257 line.
for a suitable choice of i, j. Then we can find C such that
and similarily we find C such that
In both cases we have |I l,m | ≤ Ce
2 /4 and it follows that
Assume l − m ∞ ≤ 1 and letφ l (s, u) andĥ m (t, u) be the Fourier transform in the second variable. By the Plancherel theorem we have that
for all s ∈ [0, 1] and
We can write
for a suitable choice of i and j. To see this, notice that with
result follows by substituting v = √ t − su in the integral.
261
Applying ab ≤
For the first term, integrate first with respect to t in order to get
and for the second term, integrate with respect to s first to get
which gives |I l,m | ≤ Ce 
263
Corollary 3.10. There exists an absolute constant C such that for measurable functions g and h bounded by 1
Notice that we have R d P (t, z)dz = 1 and that
Lemma 3.11. There is an absolute constant C such that for every Borel-measurable functions g 266 and h bounded by 1, and r ≥ 0
Proof. We begin by proving the estimate for t = t 0 = 0. From Corollary 3.10 we have that for
To see this, make the substitutions t = 2 k t and s = 2 k s. Use the easily verified fact that P (at, z) = 271 a −d/2 P (t, a −1/2 z) and substitute z = 2 k/2 z and y = 2 k/2 y. Usingh(t, y) :
Corollary (3.10), the result follows.
273
Summing this equation over k gives
Moreover from the bound (3.8)
and combining these bounds gives the first assertion for t = t 0 = 0. For general t and t 0 use the 276 change of variables
The second assertion is proved similary.
278
We turn to the completion of the proof of Proposition 3.7 by showing that there exists a constant M such that for each allowed string S in the alphabet A(α) we have
.
We will prove this by induction on n. The case n = 0 is immediate, so assume n > 0 and that
279
this holds for all allowed strings of length less than n. There are three cases
280
(1) S = D α1 P · S where S is a string in A(α ) and α := (α 2 , . . . , α n )
281
(2) S = P · D α1 D α2 P · S where S is a string in A(α ) and α := (α 3 , . . . , α n )
where S is a string in A(α ) and α :=
O MENOUKEU-PAMEN, T. MEYER-BRANDIS, T. NILSSEN, F. PROSKE, AND T. ZHANG
In each case, S is an allowed string in the given alphabet.
285
(1) We use the inductive hypothesis to bound I α S (t 1 , t, z 1 ) and the bound (3.7) to get
The result follows if M is large enough.
287
(2) For this case we can write
that by the inductive hypothesis we have
Use this in the first part of Lemma 3.11 with g = b 1 and integrate with respect to t 2 first, to get
nΓ(n/2) , and the result follows if M is large enough.
289
(3) We have
so that from Lemma (3.11) we have that
Using this in
and using the bound (3.7) several times gives
and the result follows when M is large enough, thus proving the induction step.
296
We are now ready to complete the proof of Lemma 3.5.
297
Proof of Lemma 3.5. Using the chain-rule of the Malliavin derivative D t (see [30] ) we find that
µ-a.e. for all 1 ≥ t ≥ s, where
is the 299 (bounded) space derivative of b.
300
Fix 0 ≤ t ≤ t < 1. Then, for 1 ≥ s ≥ t we have
Applying Picard iteration to the above equation we find that
in L 2 (µ), uniformly in s, where : denotes (non-commutative) matrix multiplication. On the other 303 hand we also observe that
Denote by · the maximum norm on R d×d . Then Girsanov's theorem, Hölder's inequality and 305 the Novikov condition in connection with (3.10) and (3.11) yield
where C 1 is a constant and E(M t ) denotes the Doleans-Dade exponential of a martingale M t .
307
So we obtain that
Now, look at the expression
Then, using (deterministic) integration by parts, repeatedly, one finds that A 2 can be written as 311 a sum of at most 2 2n summands of the form
Then it follows from (3.12) that
for a function C d as claimed in the theorem.
319
Similarly, we deduce the estimate for sup 0≤t≤s E[ D t X s 2 ].
321
This concludes step one in our program and we are now coming to the second step. For a 
325
• For any a.e. approximating sequence of uniformly bounded, smooth coefficients b n with 326 compact support a subsequence of the corresponding strong solutions X nj ,t = Y
, (Lemma 3.14).
328
• We apply a transformation property for Y 
are elements of the Hida distribution space. E exp 512
, where the factor J n is defined by
In particular, if b n approximates b in the following sense 
347
But then, by uniqueness of the limit, also Y
348
Remark 3.15. Note that by well known approximation results there always exists a sequence of 349 functions b n , n ≥ 1, fulfilling the assumptions in Lemma 3.14. Then Lemma 3.14 guarantees that 
Proof. See [34, Lemma 16] or [26] .
354
Using the above auxiliary results we can finally give the proof of Theorem 3.3. 
. By Lemma 3.14 we know that
for a subsequence, 0 ≤ t ≤ 1. So we get that 
366
Since B t is a weak solution of (3.1) for the drift b(s, x) + φ(s) with respect to the measure
Hence the transformation property (3.21) applied to b gives
Then the injectivity of S implies that Assume that C is a self-adjoint compact operator on H with dense image. Then for any c > 0 the
is relatively compact in L 2 (Ω).
400
In order to formulate compactness criteria useful for our purposes, we need the following tech-401 nical result which also can be found in [6] . Then the sequence X n , n = 1, 2..., is relatively compact in L 2 (Ω).
409
