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(Dated: July 24, 2018)
In this paper, we study fractional quantum Hall composite fermion wavefunctions at filling frac-
tions ν = 2/3, 3/5, and 4/7. At each of these filling fractions, there are several possible wavefunctions
with different spin polarizations, depending on how many spin-up or spin-down composite fermion
Landau levels are occupied. We calculate the energy of the possible composite fermion wavefunc-
tions and we predict transitions between ground-states of different spin polarizations as the ratio
of Zeeman energy to Coulomb energy is varied. Previously, several experiments have observed such
transitions between states of differing spin polarization and we make direct comparison of our pre-
dictions to these experiments. For more detailed comparison between theory and experiment, we
also include finite-thickness effects in our calculations. We find reasonable qualitative agreement
between the experiments and composite fermion theory. Finally, we consider composite fermion
states at filling factors ν = 2+ 2/3, 2+ 3/5, and 2+ 4/7. The latter two cases we predict to be spin
polarized even at zero Zeeman energy.
PACS numbers: 73.43.–f; 71.10.Pm
I. INTRODUCTION
The distinctive band structure of two-dimensional elec-
trons in a magnetic field has proved to be a rich setting
for new and exciting physical phenomena. In particu-
lar, in the absence of interactions or disorder, the spec-
trum of single particle eigenstates breaks into degenerate
bands called Landau levels (LLs); fractional quantum
Hall (FQH) physics1 occurs when interactions between
electrons break the degeneracy of partially filled Landau
bands, leading to an incompressible fluid ground-state.
Quantum Hall systems are typically characterized by a
filling factor ν, which quantifies the ratio of the number of
electrons in the two-dimensional electron gas (2DEG) to
the number of flux quanta through the sample or, alter-
natively, the filling factor quantifies the number of filled
LLs in the system.
Naively, one might expect that the high magnetic
field characteristic of the fractional quantum Hall regime
might remove any spin degree of freedom entirely. How-
ever in conventional GaAs systems, owing to the small g
factor, even in fairly high fields, unpolarized or partially
polarized quantum Hall states may occur. The favorabil-
ity of spin non-polarized states is generally determined by
the ratio of the Zeeman energy per electron, EZ = gµBB
the energy associated with flipping a spin in magnetic
field strength B, to the Coulomb energy per electron EC ,
the energy associated with the spatial configuration of
electrons in the quantum Hall system. For many quan-
tum Hall states (particularly composite fermion states)
due to the Pauli exclusion principle, the Coulomb energy
(or, equivalently, the effective composite fermion kinetic
energy) can be lower if spins are not fully polarized. As
a result, if the Zeeman energy is not too large, quantum
Hall ground-states may not be fully spin polarized.
In a number of recent experiments the degree of spin
polarization of quantum Hall fluid has been explicitly
measured as a function of the ratio of Zeeman to Coulomb
energy for a variety of fixed filling factors.2–7 In this pa-
per, we will focus on Refs. 3 and 7, where detailed com-
parison to our theoretical work is possible.
In Ref. 3 a non-trivial net spin polarization is ob-
served at the following filling factors in the lowest Landau
level (LLL): ν = 2/3, 3/5, 4/7, 2/5, 3/7 and 4/9. In these
experiments the aim is to keep the filling factor fixed
while varying the ratio of the Zeeman to the Coulomb
energy. This is achieved by varying both the applied field
strength and the density of electrons in the sample, keep-
ing their ratio (hence ν) fixed. For each filling factor, as
the field strength is varied, the experiments report a set
of plateau with constant spin polarization, punctuated
by a series of relatively sharp transitions. Similar con-
clusions can be inferred from data presented in Ref. 7 at
filling factors ν = 4/3, 7/5, 10/7, 8/5, 11/7 and 14/9. For
high field and high electron density, the spin is polarized,
but as the field strength and electron density are reduced,
there are transitions to FQH states of successively smaller
net spin polarization until, finally, some lower bound of
spin polarization is reached, with the particular lower
bound depending on the filling factor. These transitions
are observed to occur at some critical values of the ap-
plied field Bcrit and there is, therefore, a corresponding
critical Zeeman energy per electron, EcritZ = gµBB
crit.
From a theoretical perspective, an exceptional phe-
nomenological understanding of the fractional quantum
Hall effect (FQHE) has been acquired via the concept
of the composite fermion (CF).8 The key notion of CF
theory is that the problem of strongly interacting elec-
trons in a perpendicular magnetic field can be mapped
onto the problem of non-interacting CFs in an effective
magnetic field. The direction of the effective magnetic
field can be either parallel or antiparallel to the physi-
cal magnetic field. The CFs can be pictured as electrons
bound to a certain number, p, of magnetic flux quanta.
In the effective magnetic field, there exist effective Lan-
dau levels—these are completely analogous to the LLs
2that occur for noninteracting electrons in the presence of
a magnetic field. The FQHE of electrons can be inter-
preted as the integer quantum Hall effect of CFs with p
fluxes attached and occupying a certain number n of the
effective LLs; this idea has proved to be very successful
(see, for example, J. K. Jain’s book, Ref. 8). The prin-
cipal set of filling factors encompassed by CF theory are
given by
ν = n/(2pn± 1) (1)
where the sign here indicates the direction of the effec-
tive field relative to the real magnetic field. Taking into
account the two spin species, particle-hole conjugate ver-
sions of these states occur at filling factors 2− ν.
In CF theory, trial quantum Hall states with a spin
degree of freedom can be constructed by simply associat-
ing a spin degree of freedom with the CFs themselves.8,9
CFs of each spin species can independently occupy a
non-negative integer number n↑ and n↓ of effective LLs;
the filling factor remains as in Eq. (1), but now with
n = n↑ + n↓. Consequently a whole series of CF wave-
functions is possible at each filling factor (a visualization
of such a series of states can be found in Refs. 8 or 9 and
a modified version is presented here in Fig. 1).
The experiments of Ref. 3 examined the p = 1 series for
n = 2, 3, 4 with both positive and negative effective mag-
netic fields: ν = 2/5, 3/7 and 4/9 in the positive effective
magnetic field case and ν = 2/3, 3/5 and 4/7 for the nega-
tive effective field case. Ref. 7 examined the particle-hole
conjugates of these states at filling factors 2− ν. In each
case, qualitatively at least, the predictions of CF theory
appear to support experimental observations. We shall
elaborate more on these qualitative predictions in Sec.
II.
Transitions between CF ground-states with different
spin polarizations can occur when the difference in
Coulomb energy per electron between the two ground-
state CF configurations compensates for the increase in
Zeeman energy per electron due to the spin depolariza-
tion. The differences in the Coulomb energies per elec-
tron of various spin CF states at the same filling fac-
tor thus can be related to the critical Zeeman energy
per electron for transitions between the various spin-
polarizations of the quantum Hall fluid. Calculating the
Coulomb energy per electron for composite fermion trial
wavefunctions, Park and Jain9 were then able to directly
compare the experimental measurements and theoretical
predictions of the critical Zeeman energies per electron
for filling factors ν = 2/5, 3/7 and 4/9 (the positive ef-
fective field case). Their results for the predicted values
of the critical Zeeman energy per electron for these three
filling factors, for the most part, agree well with the val-
ues measured in both Refs. 7 and 3. These authors did
not perform the same calculation and comparison for fill-
ing factors ν = 2/3, 3/5 and 4/7 (the negative effective
field case). In this work we will present the results of
our calculations for the negative effective field case, we
shall evaluate the critical Zeeman energies for transitions
between different spin states and then we will compare
our results to the relevant experimental measurements.
CFs have been the subject of a great deal of inves-
tigation and there are now well-developed techniques
which have been established for calculating the associ-
ated Coulomb energy using the well-known Metropolis
Monte Carlo procedure (see, e.g., Refs. 9–11). Never-
theless, for the series of states of interest here, with the
exception of the spin polarized cases (see Ref. 11), the
Coulomb energies have not yet been calculated. For suf-
ficiently large numbers of particles the numerical evalu-
ation of the trial wavefunctions with negative effective
field turns out to be highly non-trivial—and much more
complex than the positive effective field case. We have
constructed an efficient new numerical algorithm to han-
dle this situation. The details of the algorithm are dis-
cussed in Appendix D.
In this work, we calculate the interaction energy as-
sociated with the CF trial wavefunctions using a simple
Coulomb interaction potential, what we have called the
Coulomb energy. Such an interaction would apply to
a perfectly 2D geometry; however, a laboratory quan-
tum Hall system cannot be considered perfectly 2D and
more realistic model interactions must take into account
the finite extent of the system in the direction perpen-
dicular to the 2D plane. To study the effect of such a
modification to the theory, we implement an interaction
which takes into account finite-thickness effects (see, e.g.,
Ref. 12). Finally, we calculate the Coulomb energy ap-
propriate for the 2nd LL analogies of the LLL CF trial
wavefunctions discussed previously (the 2nd LL being the
next LL above the LLL i.e., filling factors ν = ν LLL +2).
Using these results we make an additional prediction that
for CF trial ground-states it is not energetically favorable
to have non-polarized states in the 2nd LL with negative
effective magnetic field.
The structure of this paper is as follows: in Sec. II we
shall briefly summarize the qualitative predictions of CF
theory and then we shall write down the explicit forms of
the CF wavefunctions which we are interested in. In Sec.
III we shall present the results for the Coulomb energy of
the various ground-state trial wavefunctions in the LLL
and 2nd LL, the critical Zeeman energy predicted by CF
theory for the LLL and 2nd LL and the results of the
finite thickness correction. We shall also compare our
results to the experimentally measured values of the crit-
ical Zeeman energy in the LLL. Finally, we shall make
some remarks on our findings in Sec. IV.
II. THEORY OF COMPOSITE FERMIONS
WITH SPIN
A. Qualitative predictions of CF theory
Before we describe the explicit forms of the CF trial
wavefunctions, we shall first briefly summarize the qual-
itative predictions made by CF theory. The filling fac-
3FIG. 1: A Summary of the qualitative predictions of CF theory (modified from a similar figure in Ref. 9). The figure
shows the filling of effective LLs with spin-up and spin-down composite fermions. Different cases are labelled by
their quantum numbers n↑ and n↓, the number of filled spin-up and spin-down LLs, e.g., (1:1) denotes n↑ = 1 and
n↓ = 1. The degree of spin polarization γe is calculated using Eq. (2).
tors of interest correspond to CFs with p = 1 flux at-
tached and occupying n = 2–4 effective LLs. In the
case of negative effective field, using Eq. (1), these are
ν = 2/3, 3/5, 4/7, respectively, and in the case of posi-
tive effective field these are ν = 2/5, 3/7, and 4/9, re-
spectively. For each filling factor the set of possible
spin-dependent states is deduced by considering all pos-
sible non-negative integer values of n↑ and n↓ satisfying
n = n↑+n↓. For a system of N↑ spin-up electrons andN↓
spin-down electrons, we shall define the “degree of spin
polarization” by γe =
N↑−N↓
N↑+N↓
and in the thermodynamic
limit, where each effective LL contains the same number
of electrons, it can be shown that (see Appendix B)
γe =
n↑ − n↓
n↑ + n↓
. (2)
A description of the possible ground-states is summa-
rized in Fig. 1. If the Zeeman energy is sufficiently large,
then it is expected that the spin will be fully polarized,
and so in high magnetic fields the system is pictured by
the rightmost diagrams in Fig. 1. We then reduce the
applied field, keeping the filling factor fixed by lowering
the electrons density at the same rate. When the crit-
ical field Bcrit is reached, then it is energetically favor-
able for a transition to one of the states with lower net
spin polarization, pictured in the diagrams successively
to the left in Fig. 1. This is energetically favorable as
long as the difference in Coulomb energy between the two
ground-state configurations compensates for the increase
in Zeeman energy due to the spin depolarization.
Comparing these qualitative predictions to the exper-
imental results presented in Ref. 3, we find that the pre-
dictions for the number of transitions and for the degrees
of spin polarizations are broadly correct as a first ap-
proximation. In practice, the transitions are somewhat
broadened and it is apparent that there are some small
second-order plateau occurring between the main tran-
sitions. These effects are not well understood and so
presently we shall only focus on the leading-order effects.
Further, we shall assume that the experiment is an ob-
servation of ground-state quantum Hall behavior.
B. Trial Wavefunctions for the LLL
In order to study the bulk properties of a quantum
Hall ground-state we must choose a geometry which elim-
inates boundary effects. We have chosen to use the spher-
4ical geometry for this purpose, i.e., we shall study various
finite-sized FQH states existing on the surface of a sphere.
To effect a magnetic field perpendicular to the surface of
a sphere we must place a magnetic monopole at its cen-
ter such that the electrons see NΦ flux quanta. As we
increase the system size the total flux increases, but to
fix the flux density at the surface of the sphere, the ra-
dius of the sphere must also increase. On extrapolation
to the thermodynamic limit, therefore, a flat geometry is
recovered and the edge effects are eliminated.
We shall now describe how CF states can be expressed
as co-ordinate wavefunctions in the sphere geometry, in
terms of the spinor co-ordinates ui and vi . (See Ap-
pendix A for a more detailed discussion of the sphere
geometry.)
Spin polarized CFs
The CF wavefunction describing interacting electrons
in magnetic field B can be succinctly expressed as
ψp,n = PˆLLL
[
Φ2p0 Φn
]
, (3)
where
Φ0 =
∏
i<j
(uivj − ujvi)
and where PˆLLL denotes projection onto the lowest Lan-
dau level (LLL). Φn is a Slater determinant of non-
interacting single-fermion wavefunctions with an effec-
tive magnetic flux which we denote 2Q (i.e., the non-
interacting fermions see 2Q flux quanta). The quantity
Q is known as the effective monopole strength: it can
take positive or negative integer or half-integer values.8
The corresponding effective magnetic field thus can be
aligned either parallel or antiparallel to the real mag-
netic field. The intuition is that Φn represents an inte-
ger quantum Hall wavefunction for composite fermions
in an effective magnetic field and with effective filling
n = limN→∞N/(2Q), i.e., the number of occupied ef-
fective LLs is an integer n. For a finite sized system,
N/(2Q) may be slightly shifted from its thermodynamic
value. CF wavefunctions are often simply denoted as
2pCFn or
2pCF−n where the sign corresponds to the sign
of the effective field and n is now a positive integer.8 We
shall adopt this nomenclature for the remainder of our
discussion. The CF states occur at filling factors given
in Eq. (1). We shall always consider non-interacting CFs.
Practically, the CF states are constructed as follows:
for a system of N spin polarized electrons in the spher-
ical geometry filling n CF LLs, the effective monopole
strength is given by
Q = ±N − n
2
2n
, (4)
with the sign depending on the sign of Beff. The mag-
netic flux experienced by the electrons due to the mag-
netic field B is then given by NΦ = 2p(N−1)+2Q [from
Eq. (3)]. In the sphere geometry, the single-particle CF
eigenfunctions are the set of what are called monopole
harmonics.8 These monopole harmonics are eigenfunc-
tions of the effective LL with eigenvalue n′ = 0, ....n− 1,
of the orbital angular momentum with eigenvalue l =
|Q|, |Q|+1, ...|Q|+n′, and of the z component of orbital
angular momentum with eigenvalue m = −l,−l+1, ..., l.
It is simple to check that given Eq. (4) the total number
of single particle states is
∑n−1
i=0 (2(|Q|+ i) + 1) = N .
For Q < 0, the monopole harmonics are of the following
form8,11:
Y Q<0n′,m (ui, vi) = (−1)n
′
MQ,n′,m(u
∗
i )
−Q+m(v∗i )
−Q−m
n′∑
s=0
(−1)s
(
n′
s
)(
2 |Q|+ n′
|Q|+m+ s
)
(u∗i ui)
s(v∗i vi)
n′−s,
where i indicates the particle number and will run from 1 to the total number of particles N . Here MQ,n′,m is an
unimportant normalization factor. We can then write the Slater determinant as
Φn = det
[
Y Qn′,m(ui, vi)
]
=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Y Q0,−|Q|(u1, v1) . . . Y
Q
0,−|Q|(uN , vN )
...
...
Y Q0,|Q|(u1, v1) . . . Y
Q
0,|Q|(uN , vN )
Y Q1,−|Q|−1(u1, v1) . . . Y
Q
1,−|Q|−1(uN , vN )
...
...
Y Qn−1,|Q|+n−1(u1, v1) . . . Y
Q
n−1,|Q|+n−1(uN , vN )
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
In order to implement the LLL projection required by Eq. (3), we follow the method introduced by Jain and
5Kamilla10, and then extended for the case of a negative
effective field by Mo¨ller and Simon11. From a computa-
tional perspective, for large system sizes, the LLL projec-
tion of the Slater determinant is completely impractical
(see Ref. 8 for details of the LLL projection). The is-
sue can be circumvented by moving the Jastrow factor
inside the determinant and then applying PˆLLL to each
of the resulting matrix elements first, before calculating
the determinant:
ψp,n = det
[
PˆLLL
(
Y Qn′,m(ui, vi)J
p
i
)]
, (5)
where
Ji =
∏
j 6=i
(uivj − ujvi) .
Although the result of this procedure is not mathemat-
ically identical to Eq. (3), the resulting trial wavefunction
would nevertheless describe fermions in the LLL, and the
two prescriptions have been found to be extremely simi-
lar in cases where they can be compared. An expression
for
Yˆ Ql,m(ui, vi)Ji ≡ PˆLLL
(
Y Ql,m(ui, vi)J
p
i
)
in negative effective field was derived in Ref. 11 and is
given by
Yˆ Qn′,m(ui, vi) ∝
n′∑
s=0
(−1)s
(
n′
s
)(
2 |Q|+ n′
|Q|+m+ s
)
usiv
n′−s
i
(
∂
∂ui
)|Q|+m+s(
∂
∂vi
)|Q|−m+n′−s
.
Using this result, Eq. (5) for the CF wavefunction can
then be rewritten as
2pCF−n ≡ ψp,n = det
[
Yˆ Qn′,m(ui, vi)J
p
i
]
, (6)
In Appendix D we discuss an efficient technique for nu-
merically evaluating such wavefunctions.
CFs with spin
If the CFs have a spin degree of freedom, then we must
associate a spin degree of freedom with the single-particle
monopole harmonic wavefunctions. Let us say we have
N CFs with one of two possible spin polarizations, that
is, N↑ spin-up CFs and N↓ spin-down CFs. These CFs
can then independently occupy a number n↑ and n↓ of
spin-up or spin-down effective LLs. The value of p is
independent of the spin degree of freedom, since it is
not involved in the single particle monopole harmonic
functions. The spin CF wavefunctions are of the general
form:
ψp,(n↑,n↓) = PˆLLL
[
Φ2p0 Φn↑Φn↓
]
, (7)
where the Slater determinants Φn↑ and Φn↓ are formed
from monopole harmonics with the following structures:
Y Qn′
↑
,m↑
(ui, vi) ⊗ |↑〉 , Y Qn′
↓
,m↓
(ui, vi) ⊗ |↓〉 .
The effective monopole strength is now given by:
Q = ±N↑ − n
2
↑
2n↑
= ±N↓ − n
2
↓
2n↓
. (8)
The possible eigenvalues of the monopole harmonics are
now n′↑ = 0, ..., n↑, l↑ = |Q|, ...|Q| + n′↑ and m↑ =
−l↑, ...l↑, and similarly for the spin-down versions. Once
we construct a Slater determinant of such states we can
factor out the antisymmetric spin part of the wavefunc-
tion, and we only need to specify the spatial part8.
In accordance with Jain’s notation,8 we denote the se-
ries of spin un-polarized CF wavefunctions by 2pCF(n↑,n↓)
or by 2pCF(−n↑,−n↓) if the effective field is antiparallel to
the magnetic field, with n↑ and n↓ being positive integers
(it is not possible to have positive Beff for one spin species
and negative Beff for the other). The filling factor of the
spin-dependent CF states is again given by Eq. (1)but
now with n = n↑ + n↓.
The final step is to project the wavefunctions onto
the LLL; the final form of the spatial part of the spin-
dependent CF wavefunction is, thus,
2pCF(−n↑,−n↓) ≡ ψp,(n↑,n↓) = det
[
Yˆ Qn′
↑
,m↑
(ui, vi)Ji
]
det
[
Yˆ Qn′
↓
,m↓
(ui, vi)Ji
]
, (9)
where the i index runs from 1 to N↑ in the first determi- nant and from N↑ + 1 to N↓ in the second.
13 Note that
6the Ji function is exactly as in Eq. (6) (i.e., it is a prod-
uct over all spin-up and spin-down particles) and so in
Eq. (9) each matrix element in each determinant depends
on the co-ordinates of all of the particles.
III. RESULTS OF MONTE CARLO
SIMULATIONS
In this section we shall present the results of our
calculations of the Coulomb energy per electron asso-
ciated with the seven principle spin CF trial ground-
state wavefunctions in negative effective field: 2CF−4,
2CF(−3,−1),
2CF(−2,−2),
2CF−3,
2CF(−2,−1),
2CF−2,
and 2CF(−1,−1). Using these results we shall deduce some
quantitative predictions of CF theory for the critical Zee-
man energy per electron at which transitions between
different spin states occur.
A. Coulomb Energy
Our first calculation is the Coulomb energy per elec-
tron, EC , of the CF trial ground-state wavefunctions. In
general, the Coulomb energy associated with a state de-
scribed by a wavefunction ψ is calculated using
〈ψ|V |ψ〉 =
∫
dr1...drN |ψ|2 V (r1, ...rN ) , (10)
where V is the Coulomb potential (in units of e2/ǫl0):
V =
N∑
i<j
1
Rij
+ VBG.
Here Rij is the distance between pairs of particles in
the sphere geometry. Throughout this paper we use the
chord distance convention, RChordij = 2RS |uivj − vjui|,
where RS is the radius of the sphere. VBG is the poten-
tial due to a uniformly changed positive background (we
need to put this in so the overall system is electrically
neutral), and it is given by the self-energy of a uniformly
charged sphere of charge +Ne plus the electrostatic en-
ergy between the electrons and the uniformly charged
sphere. Using the chord distance measure, VBG = − N22RS
(see Ref. 14).
One can numerically evaluate integrals of the form
given in Eq. (10) using a Metropolis Monte Carlo pro-
cedure (see Appendix C for a brief description of how we
implemented the Metropolis algorithm). The principal
difficulty in using the Metropolis algorithm for our cal-
culation is that the value of the wavefunction must be
re-calculated for many millions of different sample par-
ticle configurations and, for CF trial wavefunctions, this
process can be very computationally demanding. In or-
der to make the procedure viable we require an efficient
algorithm with which to evaluate the wavefunctions. A
previously described algorithm11 to evaluate CF wave-
functions for the negative effective field case (see Ap-
pendix D) is most computationally efficient for larger
values of the effective LL number n and very inefficient
for the smallest values of n, e.g n = 2 or n↑ or n↓ = 1
or 2. For the purposes of studying the spin CF states
we have seen that we often need to consider small values
of n↑ or n↓ and, consequently, until now, accurate cal-
culation of energies for the spin CF states has not been
computationally feasible. We were able to design an al-
ternative algorithm which is most efficient for smallest n
and less efficient for larger values of n. We shall discuss
the details of our algorithm in Appendix D. Using this
new algorithm enabled us to calculate all of the results
presented in this paper.
The results of our calculation of the Coulomb energy
per electron of the seven CF trial ground-state wavefunc-
tions of interest are presented in Table II; graphs of the
extrapolations to the thermodynamic limit are presented
in Fig. 2.
B. 2nd Landau Level Coulomb Interaction
An interesting consideration is to model equivalent
wavefunctions in the 2nd LL, that is, the analogous states
occurring at filling factor ν = νLLL + 2. One approach
would be to construct explicit wavefunctions at this new
filling factor, however, the CF wavefunctions in anything
other than the LLL are difficult to evaluate. A more ef-
ficient alternative is possible, however: the problem of
electrons interacting via the Coulomb interaction in a
higher Landau level is mathematically equivalent to the
problem of electrons in the LLL interacting via an ef-
fective potential V eff(r). An appropriate form for the
effective potential is derived in Ref. 15, although, strictly
speaking, this result was derived only for the disc geome-
try. However, since we will take the thermodynamic limit
at the end of the calculation, we can still use the same
potential in the sphere geometry since the disc and the
sphere geometries are the same in the thermodynamic
limit. The effective potential is given by
V eff(r) =
1
r
+
6∑
i=0
cir
ie−r, (11)
with r in units of the magnetic length.
The values of the coefficients ci appearing here
are deduced by equating the Haldane pseudopotential
coefficients16 of the effective potential in the LLL, namely
V effm =
1
22m+1m!
∫ ∞
0
rdrV eff(r)r2me−r
2/4,
to the pseudopotential coefficients of the Coulomb inter-
action in the second LL, namely
V 1m =
∫ ∞
0
qdqV˜ (q)
(
L1
(
q2
2
))2
Lm
(
q2
)
e−q
2
,
7where
V˜ (q) =
∫ ∞
0
rdrV (r)J0(qr).
In these expressions, Lm are Laguerre polynomials and J0
are Bessel functions. It is sufficient to work with only the
first seven coefficients and we have checked that the addi-
tion of more coefficients does not change the result signif-
icantly. In order to determine the coefficients c0 to c6 in
Eq. (11) we must equate V effm to V
1
m form = 1, 3, 5, . . . , 13
(since the pseudopotentials vanish for m = 0, 2, 4, . . .
etc.). Appropriate values of ci are given in Table I,
17 and
we note that these differ very slightly from the equiva-
lent values presented in Ref. 15. The effective Coulomb
energies due to the modified interaction potential for the
2nd LL are given alongside the LLL values in Table II.
Coefficient Value
c0 −50.36597363
c1 87.38179510
c2 −56.08455086
c3 17.76579124
c4 −2.971636200
c5 0.2513169758
c6 −0.008434843187
TABLE I: Values for the coefficients in Eq. (11). We note
that these differ very slightly from the equivalent values
presented in Ref. 15.
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FIG. 2: Extrapolations to the thermodynamic limit for the Coulomb energies per electron of various CF trial ground-
state wavefunctions in the LLL. Only the linear extrapolations in 1/N are shown. Error bars are smaller than the
data markers and so are not plotted.
8System Size NΦ Energy (LLL) Energy (2nd LL)
20 37 −0.48453(2) 0.5773(1)
24 44 −0.48508(2) 0.5844(1)
28 51 −0.48548(2) 0.58980(9)
32 58 −0.48575(2) 0.59386(9)
36 65 −0.48614(4) 0.5976(2)
∞1 −0.4880(1) 0.6222(7)
∞2 −0.4887(8) 0.629(2)
∞3 −0.4881(2) 0.623(1)
∞4 −0.4883(5) 0.625(2)
(a) 2CF−4 State
System Size NΦ Energy (LLL) Energy (2nd LL)
14 25 −0.49595(4) 0.6166(2)
18 32 −0.49483(3) 0.6201(2)
22 39 −0.49398(3) 0.6224(1)
26 46 −0.49353(3) 0.6240(1)
30 53 −0.49309(4) 0.6246(2)
34 60 −0.49277(4) 0.6253(2)
38 67 −0.49266(5) 0.6263(2)
∞1 −0.49062(6) 0.6318(3)
∞2 −0.4906(2) 0.6305(9)
∞3 −0.49059(9) 0.6315(4)
∞4 −0.4907(1) 0.6311(5)
(b) 2CF(−3,−1) State
System Size NΦ Energy (LLL) Energy (2nd LL)
12 21 −0.50276(3) 0.6430(1)
16 28 −0.49986(3) 0.6401(1)
20 35 −0.49809(3) 0.6388(1)
24 42 −0.49677(3) 0.6375(1)
28 49 −0.49597(5) 0.6366(2)
32 56 −0.49538(5) 0.6365(2)
36 63 −0.49488(4) 0.6355(2)
40 70 −0.49442(4) 0.6354(2)
∞1 −0.49088(5) 0.6321(2)
∞2 −0.4908(2) 0.6321(5)
∞3 −0.49082(6) 0.6321(2)
∞4 −0.4908(1) 0.6319(3)
(c) 2CF(−2,−2) State
System Size NΦ Energy (LLL) Energy (2nd LL)
12 21 −0.49843(3) 0.6247(1)
15 26 −0.49810(3) 0.6325(1)
18 31 −0.49801(3) 0.6382(1)
21 36 −0.49781(2) 0.6420(1)
24 41 −0.49765(2) 0.6448(1)
27 46 −0.49756(2) 0.6472(1)
30 51 −0.49754(4) 0.6494(2)
33 56 −0.49745(4) 0.6509(2)
36 61 −0.49741(4) 0.6522(2)
∞1 −0.49690(4) 0.6657(2)
∞2 −0.4968(1) 0.6672(5)
∞3 −0.49688(6) 0.6660(2)
∞4 −0.49679(5) 0.6661(3)
(d) 2CF−3 State
System Size NΦ Energy (LLL) Energy (2nd LL)
8 13 −0.52139(5) 0.7091(2)
14 23 −0.51188(4) 0.6930(2)
20 33 −0.50821(4) 0.6868(2)
26 43 −0.50611(4) 0.6833(2)
32 53 −0.50488(4) 0.6814(1)
38 63 −0.50416(6) 0.6805(2)
44 73 −0.50328(6) 0.6794(2)
∞1 −0.49938(6) 0.6724(2)
∞2 −0.4994(2) 0.6733(4)
∞3 −0.4994(1) 0.6728(3)
∞4 −0.4994(2) 0.6732(5)
(e) 2CF(−2,−1) State
TABLE II: Coulomb energy per electron, EC , for trial wavefunctions at filling factors ν = 2/3, 3/5, and 4/7, for various
system sizes; some of these data are plotted in Fig. 2. Results are given for the Coulomb interaction in the LLL,
and for the modified Coulomb interaction in the 2nd LL. Energies are calculated using chord distance measure in the
sphere geometry, as defined in the text, and are stated in units of e2/ǫl0. The extrapolations to the thermodynamic
limit were calculated using three different methods, indicated by the superscript 1–4: 1 is with linear extrapolation in
1/N , weighted by the statistical errors on each data point; 2 is with quadratic extrapolation in 1/N , weighted by the
statistical errors on each data point; 3 is with a weighted linear extrapolation in 1/N , excluding the smallest system
size; and 4 is with a weighted linear extrapolation in 1/N excluding the two smallest system sizes. The different cases
are calculated in order to estimate the possible error in the extrapolations. We note that for the 2CF−4,
2CF−3 and
2CF−2 states, our numbers are in good agreement with those obtained in Ref. 11.
9System Size NΦ Energy (LLL) Energy (2nd LL)
6 9 −0.53899(4) 0.7716(2)
10 15 −0.53047(3) 0.7677(2)
14 21 −0.52675(3) 0.7669(2)
18 27 −0.52468(3) 0.7667(1)
22 33 −0.52342(2) 0.7663(1)
26 39 −0.52257(5) 0.7665(2)
30 45 −0.52181(5) 0.7663(2)
34 51 −0.52129(4) 0.7663(2)
38 57 −0.52096(4) 0.7665(2)
∞1 −0.51755(2) 0.7649(3)
∞2 −0.51751(5) 0.7666(1)
∞3 −0.51753(3) 0.7657(1)
∞4 −0.51754(5) 0.7660(1)
(f) 2CF−2 State
System Size NΦ Energy (LLL) Energy (2nd LL)
8 11 −0.55748(4) 0.8754(2)
12 17 −0.54506(4) 0.8355(1)
16 23 −0.53906(3) 0.8172(1)
20 29 −0.53536(7) 0.8061(1)
24 35 −0.53309(3) 0.7991(1)
28 41 −0.53133(5) 0.7942(1)
32 47 −0.53016(3) 0.7904(1)
36 53 −0.52914(3) 0.7874(1)
40 59 −0.52837(3) 0.7850(1)
∞1 −0.52102(8) 0.7621(5)
∞2 −0.52144(6) 0.7652(3)
∞3 −0.52118(5) 0.7633(2)
∞4 −0.52123(6) 0.7636(2)
(g) 2CF(−1,−1) State
TABLE II: (Continued)
C. Comparison with Experiment
At this point we are now ready to calculate the pre-
dicted values for the critical Zeeman energy per electron
EcritZ for transitions and to make comparisons with the
experiments. To study each transition, e.g., at filling
ν = 47 , γe = 1 → 12 (for which the CF theory prediction
comes from the transition 2CF−4 → 2CF(−3,−1)), we
need to compare the two key energy scales: first, there
is the difference in Coulomb energy per electron, ∆EC ,
between the two participant ground-state trial wavefunc-
tions; second, there is the difference in Zeeman energy
per electron, ∆EZ , which is due to the difference in the
net spin polarization of the two participant ground-state
trial wavefunctions. The condition for a transition is that
∆EC = ∆EZ at the point of transition.
The difference in Coulomb energy per electron, ∆EC ,
is calculated directly from our results for the Coulomb
energy per electron associated with each trial ground-
state wavefunction—these differences are listed in Table
III. The difference in Zeeman energy per electron as we
go through a transition is equal to the energy EcritZ to flip
a single spin in a magnetic field Bcrit multiplied by the
proportion of spins τ which need to be flipped as we go
through that transition. In the thermodynamic limit the
proportion of flipped spins is τ = 1/n, where n is the total
number of filled effective LLs of the CF wavefunctions
partaking in the transition (see Appendix B). Thus, at
the transition we have ∆EC = ∆EZ = E
crit
Z /n and this
leads to the relation
EcritZ = n∆EC . (12)
Using Eq. (12) we have calculated predicted values for the
critical Zeeman energy, and these predictions are listed
in Table III.
Values of EcritZ can also be deduced from the exper-
imental results presented in Refs. 3 and 7. In Ref. 3
the values are derived from the measurements of the de-
gree of spin polarization γe as a function of magnetic
field strength at fixed filling factor. Accompanying each
transition is a broadened step in the degree of spin po-
larization. We take the critical field Bcrit to occur at the
center of the step, and we take the experimental error
to be roughly the half-width of the broadening (which
corresponds approximately to an error of ± 0.001 in the
Zeeman energy). In Ref. 7 we infer the critical fields
for spin transitions at filling factors ν = 2/3, 3/5 and
4/7 from the critical fields for spin transitions observed
in particle-hole conjugate states occurring at filling fac-
tors ν = 4/3, 7/5 and 10/7. Particle-hole conjugation
does not, in principle, affect the Coulomb or Zeeman en-
ergy associated with the trial CF wavefunctions and so
the predictions for the critical Zeeman energy are iden-
tical. The aim of the experiments described in Ref. 7 is
to vary the ratio of Zeeman to Coulomb energy keeping
the filling factor fixed. In order to achieve this the elec-
tron density is kept constant and the applied field Btot
is tilted by an angle θ from the vertical19 and increased
in magnitude simultaneously, thus fixing the component
of the field perpendicular to the plane, B⊥ = B
tot cos θ.
The signature for transitions between states of different
spin polarization is a peak in the ratio of the longitudinal
resistivity at a given filling factor to the longitudinal re-
sistively at filling ν = 3/2. We take the critical field Bcrit
to occur at the center of the peaks and we take the ex-
perimental error to be the half-width of the peaks (which
corresponds approximately to an error of ±0.001 in the
Zeeman energy). Using these values for Bcrit we calculate
the experimentally measured value of the critical Zeeman
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energy via EcritZ = gµBB
crit, and then convert to units of
e2/ǫl0 for comparison with our theoretically derived val-
ues in Table III (for this calculation we take the g factor
of GaAs to be g = −0.44 and the relative permittivity to
be ǫ = 12.6).
In Fig. 3 we have plotted the predicted and measured
values of EcritZ given in Table III as a function of the
parameter n.
Filling Transition CF Theory Prediction ∆EC E
crit
Z (Predicted) E
crit
Z (Kukushkin et al.) E
crit
Z (Du et al.)
4
7
γe = 1 →
1
2
2CF−4 →
2CF(−3,−1) 0.0027(2) 0.0107(8) 0.013(1) 0.018(1)
4
7
γe =
1
2
→ 0 2CF(−3,−1) →
2CF(−2,−2) 0.0003(1) 0.0010(4) 0.007(1) 0.010(1)
3
5
γe = 1 →
1
3
2CF−3 →
2CF(−2,−1) 0.0025(1) 0.0074(3) 0.012(1) 0.017(1)
2
3
γe = 1 → 0
2CF−2 →
2CF(−1,−1) 0.00363(7) 0.0073(1) 0.0088(1) 0.015(1)
TABLE III: For each filling factor in the negative effective field case, the table shows the possible spin-transitions
labelled by their degree of spin polarization γe [defined in Eq. (2)], the difference in Coulomb energy per electron
between the two possible ground-state configurations, and the corresponding prediction for the critical Zeeman energy
per electron calculated using Eq. (12). We use the extrapolation scheme that gives minimum uncertainty in the
extrapolated value. The relevant experimentally derived values for the critical Zeeman energy taken from Kukushkin
et al. (Ref. 3) and from Du et al. (Ref. 7). We explain in the text how the experimental values are deduced. All
values are given in units of e2/ǫl0.
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FIG. 3: Predicted and measured values for the critical Zeeman energy per electron from Table III plotted against the
reciprocal number of filled effective LLs, 1/n. Transitions are labelled by their degree of spin polarization γe [defined
in Eq. (2)]. In the text we explain how the theoretical predictions of the Critical Zeeman per electron are calculated.
Experimental values are taken from Kukushkin et al. (Ref. 3) and from Du et al. (Ref. 7). We explain in the text
how the experimental values are deduced. Circled sets of points correspond to the same transition. For the series
of 2CF−n → 2CF(−n−1,−1) transitions (i.e., those transitions for which higher value of γe is 1) there is a trend for
the critical Zeeman energy to increase as n increases. In all cases theory tends to underestimate the critical Zeeman
energy.
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D. Finite Thickness Correction
In the experimental investigations of the FQHE dis-
cussed in Refs. 3 and 7, the 2D geometry is realized in
a GaAs–AlxGa1−xAs heterojunction setup. Due to the
finite width of the potential well in heterojunctions, the
geometry cannot be considered perfectly 2D and real-
istic wavefunctions must have some finite extent in the
direction perpendicular to the 2D plane. The impact
of the finite thickness correction can be calculated sim-
ply by modifying the interaction potential with which
we evaluate the ground-state energy. Appropriate mod-
ified potentials are discussed, for example in Ref. 12.
Here we implement the following potential, known as
the Fang-Howard potential, which is applicable to GaAs–
AlxGa1−xAs heterojunctions. Note that this result was
derived only for the disc geometry, however in the ther-
modynamic limit, the result will be correct for the sphere
geometry also.
VFH(r, d) = V
′
BG
+
∫ ∞
0
dkVFH(k, d)J0(kr)k, (13)
with
VFH(k, d) =
e2l0
ǫ
9
8k
24 + 9kd+ (kd)2
(3 + kd)
3 .
The potential is a function of a thickness parameter d/l0,
which characterizes the extent of the wavefunction in the
dimension perpendicular to the plane; d = 0 corresponds
to a perfect 2D geometry. Note that the value of the
background contribution to the potential, V ′
BG
, will de-
pend on this new potential and will not be the same as
for the Coulomb potential case. Using this modified in-
teraction potential we have calculated the ground-state
energy in the thermodynamic limit for a number of dif-
ferent values of d. Graphs showing the thermodynamic
extrapolation of the ground-state energy as a function of
the thickness parameter are presented in Fig. 4.
The value of d for a particular GaAs–AlxGa1−xAs het-
erojunction can be estimated using known data about the
system (see Ref. 20):
d =
1
3
(
48πmze
2ρ∗
κsc~2
)− 1
3
, (14)
wheremz is the effective mass of the electron in the GaAs
in the direction perpendicular to the plane of the hetero-
junction, which is 0.063me; κsc is the static dielectric
constant of GaAs, which is 12.6 and ρ∗ for an un-doped
system is given by 1132ρs, where ρs is the areal density of
electrons in the inversion layer. The value must then be
expressed in units of the magnetic length l0.
In the experiments of Kukushkin et al. (Ref. 3) the
system is setup such that the ratio of the ρs to B
crit is
fixed by the filling factor, i.e., ρs = νB
crit/φ0 (here φ0
is the flux quantum φ0 = hc/e), and, thus, in Eq. (14)
the value of d is a function of Bcrit. An additional depen-
dence of d on Bcrit enters through the magnetic length.
Theoretical predictions for Bcrit can be derived from the
values of the critical Zeeman energy given in Table III
or, if we consider a system with non-zero d, from the
results presented in Fig. 4. Clearly, then, the theoreti-
cal prediction for Bcrit itself depends on the chosen value
of d, estimated from Eq. (14). For each type of tran-
sition we can determine theoretical predictions for the
values of d by requiring that the above conditions are
self-consistently satisfied. We have tabulated these self-
consistent estimates in Table IV.
In the experiments of Du et al. (Ref. 7) there are
two slight modifications to our estimation of d. First,
in these tilted field experiments the value of ρs is fixed
at 1.13 × 1011 cm−2. Second, the effective magnetic
length due to the in-plane field Btot places an additional
limit on the extent of the wavefunction perpendicular to
the plane. The in-plane field can be determined by the
requirement that the filling factor is fixed and the num-
ber density of electrons is known, i.e., we require that
B⊥ = ρsφ0/ν; the value of the total field is derived from
the prediction of the critical Zeeman energy; the in-plane
field B‖ is given by B‖ =
√
(Btot)2 − (B⊥)2. In fact,
since our predictions for the critical Zeeman energy are
relatively small compared to the values observed in Du’s
experiment, we find that our predicted values for Bcrit
are smaller than the values B⊥ consistent with the ex-
perimental electron density and filling factor. It is, there-
fore, not possible in this case to construct a self-consistent
value for B‖. We can, however, use the experimentally
observed values of the critical field to make an estimate
of the value of d in units of l0 for each transition using
Eq. (14).
In Table IV we present our estimates of d appropriate
for each experimental setup described in the preceding
two paragraphs and we present the corresponding theo-
retical predictions for the critical Zeeman energy per elec-
tron calculated using the potential described in Eq. (13).
In Fig. 5 we plot the modified results for the critical Zee-
man energy per electron given in Table IV as a function
of n as in Fig. 3.
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(a) Interaction energy per electron associated with a selection of the CF ground-states in the
thermodynamic limit due to a modified Coulomb potential VFH(r, d) given in Eq. (13), plotted
as a continuous function of the thickness parameter d. The associated error bars for these
extrapolations are not drawn as they are too small to see on the plot.
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(b) Theoretical predictions for the critical Zeeman energy per electron due to a finite-thickness
potential VFH(r, d) given in Eq. (13), plotted as a continuous function of the thickness parameter
d for selected CF states. The critical Zeeman energy is calculated using Eq. (12). Representative
error bars for a selected subset of the data are drawn at intervals on the plot. Note that the
data have been smoothed between d = 0.2 and 0.3 in order to remove a numerical artifact.
FIG. 4: Graphs showing the impact of the finite thickness correction on our results. The energy is given in units
of e2/ǫl0 and the thickness parameter is given in units of l0. To obtain these curves, weighted extrapolations to the
thermodynamic limit are calculated for the sets of data points at finite N for 501 discrete values of the parameter
d between 0 and 5 and then the curves are interpolated. We use the extrapolation scheme that gives minimum
uncertainty in the extrapolated value (i.e., possibly with the smallest system size removed from the extrapolation).
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Kukushkin et al. Du et al.
Filling Transition CF Theory Prediction d Ecritz d E
crit
z
4
7
γe = 1 →
1
2
2CF−4 →
2CF(−3,−1) 1.42 0.0070(4) 0.595 0.0096(6)
4
7
γe =
1
2
→ 0 2CF(−3,−1) →
2CF(−2,−2) 0.865 0.0016(3) 1.20 0.0014(3)
3
5
γe = 1 →
1
3
2CF−3 →
2CF(−2,−1) 1.33 0.0060(2) 0.636 0.0076(2)
2
3
γe = 1 → 0
2CF−2 →
2CF(−1,−1) 1.44 0.0063(1) 0.776 0.0078(1)
TABLE IV: The table presents estimates of the finite thickness parameter d in units of l0 for different transitions and
filling factors in negative effective field. Transitions are labelled by their degree of spin polarization γe [defined in
Eq. (2)]. The estimates are calculated using Eq. (14) and experimental data taken from Kukushkin et al. (Ref. 3) or
from Du et al. (Ref. 7). The table also presents modified theoretical predictions for the critical Zeeman energy per
electron in units of e2/ǫl0 calculated by using the estimates for d with the modified potential given in Eq. 13.
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FIG. 5: Predicted values for the critical Zeeman per electron modified by the inclusion of finite thickness effects
(data from Table IV) and measured values for the critical Zeeman energy per electron from Table III plotted against
the reciprocal number of filled effective LLs, 1/n. Transitions are labelled by their degree of spin polarization γe
[defined in Eq. (2)]. In the text we explain how the theoretical predictions of the critical Zeeman energy per electron
are calculated, taking into account a finite thickness correction to the potential appropriate to the conditions of the
different experimental systems considered. Experimental values are taken from Kukushkin et al. (Ref. 3) and from
Du et al. (Ref. 7). We explain in the text how the experimental values are deduced. Circled sets of points correspond
to the same transition. As in Fig. 3, the theory somewhat underestimates the critical Zeeman energy.
IV. CONCLUSIONS
Looking at Table III, we conclude that the predic-
tions made by CF theory for the critical Zeeman en-
ergy agree moderately well with the experimental values:
we find a good agreement for the 2CF−2 to
2CF(−1,−1)
transition, but we find that the predictions for the
2CF−3 to
2CF(−2,−1), the
2CF−4 to
2CF(−3,−1), and the
2CF(−3,−1) to
2CF(−2,−2) transitions are, respectively, at
least a factor of 1.6, 1.2 and 7 away from the experimen-
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tal values. Looking at Fig. 3, we notice a trend in both
sets of experimental data for the critical Zeeman energy
to increase with increasing n (excluding the 2CF(−3,−1)
to 2CF(−2,−2) transition). This trend is also present in
the theoretical predictions of CF theory. Compared with
the analogous set of results for the positive effective field
case (filling factors ν = 2/5, 3/7 and 4/9, see Ref. 9),
those results tend to agree much better with experiment
for the series of 2CFn → 2CF(n−1,1); however, there re-
mains a similar large discrepancy with experiment for the
2CF(3,1) to
2CF(2,2) transition at filling 4/9.
The potential impact of the finite thickness correction,
for small values of the thickness parameter (d < 0.5), is to
increase the differences in the predicted critical Zeeman
energy per particle between the adjacent states typically
by 20–30%. For larger values of the thickness parame-
ter (d > 0.5 ) the predicted critical Zeeman energy per
particle decreases. Based on our estimates of the value
of d, given in Table IV, we conclude the the effect of
the finite thickness correction would in fact be to lower
our predicted values for the critical Zeeman energy per
electron. We do however, correctly predict that the crit-
ical Zeeman energy should be greater under the experi-
mental conditions of Du et al.’s setup compared to the
conditions of Kukushkin et al.’s setup, with the excep-
tion of the 2CF(−4)-to-
2CF(−3,−1) transition (see Fig. 5).
Nevertheless, the finite thickness correction clearly does
not account for the discrepancy between the theoretical
predictions and the experimental measurements. Other
factors which have been neglected are LL mixing, finite
temperature effects, and the effect of sample impurities
and disorder. Another source of error is that the pre-
cise value for the Coulomb energy in the thermodynamic
limit depends on how one does the extrapolation: linear
and quadratic regression, or regression taking into ac-
count the relative errors on each data point, or not. This
issue is particularly acute for the n = 4 case because, ac-
cording to Eq. (12), we must multiply the differences in
Coulomb energy by a factor of 4 to obtain the prediction
for the critical Zeeman energy.
Turning to the results for the analogous states occur-
ring in the 2nd LL, we can deduce an interesting pre-
diction: it would appear that for n = 4 and n = 3 the
fully polarized states (2CF−4 and
2CF−3, respectively)
lie lower in energy that any of the non spin-polarized
states with the same filling factor, although for the n = 2
case the results are inconclusive. For the states at filling
factor 2 + 3/5 and 2 + 4/7 and perhaps for the states at
filling factor 2+2/3 as well, the prediction of CF theory,
therefore, would be that it would not be energetically
favorable to depolarize the spin as the field strength is
reduced from its highest value and we would expect to
observe no spin transitions at all in these cases. An al-
ternative possibility, which is particularly likely for the
2+2/3 case, is that the energy differences are very small,
and that would imply a very low value of the critical field
as compared with the analogous cases in the LLL. An
experimental observation of extensive non-polarized be-
havior at filling factors 2 + 2/3, 2+ 3/5 or 2+ 4/7 would
suggest the existence of ground-state wavefunctions not
predicted by CF theory.
The most recent experimental studies of the spin po-
larization of FQHE states have focused on the question
of the spin polarization of the ν = 5/2 state.21,22 From
the perspective of CF theory, the 5/2 sate is described by
CFs with zero effective magnetic field8. Given our above
conclusion that 2nd LL states described by CF theory
would tend to favor a spin polarized configuration, we
speculate that a spin polarized configuration may also
be favorable at 5/2. This would be in agreement with
exact diagonalizations of smaller systems23,24.
Note added. As this manuscript was being prepared
for publication we became aware of some very recent ex-
periments to determine the spin polarization of quantum
Hall states in the 2nd LL at filling factor 2 + 2/3, (see
Ref. 28). In that work, evidence is presented indicating
that a spin transition of the form we have been discussing
here does occur at filling 2 + 2/3. The result seems to
agree with the predictions of CF theory that we have
enumerated here; however, it should also be pointed out
that the ground-state wavefunctions may not necessarily
be of the CF type (see Ref. 29).
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Appendix A: Geometry
The FQHE occurs in 2D systems in a perpendicular
magnetic field. Real systems are, of course, finite in size
and, thus will have edges; however, for our investigation,
we are concerned only with the bulk properties of the
ground-state and do not want to take into account edge
effects. One method to eliminate edge effects, from a
theoretical perspective,16 is to place the quantum Hall
system on the surface of a hypothetical sphere of radius
RS . The surface of a sphere is described by a spherical
co-ordinate system Ω ≡ (θ, φ) with a fixed radius RS .
Out of convenience we choose to write wavefunctions in
this geometry using a pair of complex spinor co-ordinates
u, v such that
u = cos
(
θ
2
)
eiφ/2 , v = sin
(
θ
2
)
e−iφ/2.
A magnetic field B perpendicular to the surface of the
sphere can be realized by placing a magnetic monopole
at the center of the sphere: the total magnetic flux is
NΦφ0 = 4πR
2
SB (here φ0 is the flux quantum φ0 = hc/e).
The radius of the sphere is then RS =
√
NΦ/2, in units
of the magnetic length
l0 =
(
~c
eB
)1/2
.
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The flux is related to the filling factor by NΦ = N/ν −
S, where N is the number of electrons and S is called
the shift. For spin-polarized CF states we have already
derived (in Sec. II) the resultNΦ = 2p(N−1)+2Q, where
Q = ±N−n22n . For the non-spin polarized CF states we
can use Eq. (8), along with the definition N = N↑ +N↓,
to find an expression for Q in terms of N ,
Q = ±N − n
2
↑ − n2↓
2(n↑ + n↓)
. (A1)
The total flux is then again given byNΦ = 2p(N−1)+2Q.
In each case, in the thermodynamic limit, the sphere
radius tends to infinity and so we recover a 2D plane ge-
ometry but without edge effects. The length scale set by
the magnetic length l0 is generally much smaller than the
sphere radius, and so we argue that the physics remains
independent of the system size and, therefore, taking the
thermodynamic limit is valid.
Appendix B: Degree of Spin Polarization and
Proportion of Flipped Spins
In this appendix we shall derive two results used in the
paper: the degree of spin polarization γ and the propor-
tion of spins τ which must flip when a spin transition
takes place.
1. Degree of Spin Polarization
The degree of spin polarization is defined by
γ =
N↑ −N↓
N↓ +N↑
.
Using Eq. (8) and the fact that N = N↑ + N↓ we can
deduce for example that
N↑ −N↓ = N − 2n↓
n↓ + n↑
(N + n↑(n↓ − n↑)),
and so we have
γ =
n↑ − n↓
n↓ + n↑
(
1 +
2n↓n↑
N
)
.
In the thermodynamic limit (N →∞) we recover Eq. 2.
2. Proportion of Flipped Spins
The proportion of electrons, τ , occupying the effective
LL labelled by index n′ and with 2Q effective flux, is
given by
τ =
2(|Q|+ n′) + 1
N
.
Substituting the expression for Q given in Eq. (A1) we
have
τ =
2
N
(
N − n2↑ − n2↓
2(n↑ + n↓)
+ n′ +
1
2
)
.
In the thermodynamic limit (N → ∞) this expression
reduces to
τ =
1
n↑ + n↓
=
1
n
,
which is independent of n′.
Appendix C: Monte Carlo Algorithm for a Quantum
Hall Fluid
In this work we apply the Metropolis Monte Carlo
algorithm25 to evaluate the ground-state energy of var-
ious trial wavefunctions. We wish to evaluate expecta-
tion values of operators Aˆ with respect to the co-ordinate
wavefunctions ψ (r1, ...rN ):〈
Aˆ
〉
=
∫
dr1...drNψ
∗ (r1, ...rN ) Aˆψ (r1, ...rN )∫
dr1...drN |ψ (r1, ...rN )|2
.
The Metropolis Monte Carlo procedure works by sta-
tistically sampling configurations of the co-ordinates
{r1, ...rN} drawn from the probability distribution
ρN (r1, ...rN ) =
|ψ (r1, ...rN )|2∫
dr1...drN |ψ (r1, ...rN )|2
.
The expectation value of the operator is then estimated
using Ns sets of co-ordinate samples:
〈
Aˆ
〉
=
1
Ns
Ns∑
i=1
ψ (r1, ...rN )
∗ Aˆψ (r1, ...rN ) .
It can be shown that the standard deviation behaves as
σ/ < Aˆ >∼ 1/√Ns. In our simulations we typically used
Ns ∼ O(107).
Appendix D: Algorithm for Numerical Evaluation of
Composite Fermion States in Negative Effective
Field
Composite fermion wavefunctions have been intensely
scrutinized using MC methods.9–11 The principle diffi-
culty for CF wavefunctions is the procedure for LLL pro-
jection. The method for doing this projection for CF
states in negative effective field was introduced in Ref. 11,
and the resulting form of the generalized spherical har-
monics is repeated here in Eq. (6). Once written in this
form, the key difficulty lies in the evaluation of the mul-
tiple derivatives of the Jastrow factor,[(
∂
∂ui
)|Q|+m+s(
∂
∂vi
)|Q|−m+n−s
Jpi
]
,
16
with
Ji =
∏
j 6=i
(uivj − ujvi) .
A procedure for evaluating these derivatives is given in
Ref. 26 (see also Ref. 8), and this method is also used in
Ref. 11. Briefly, the method is as follows: first, we pull
the Jastrow factor through the derivatives and write
Jpi
[
Uˆ
|Q|+m+s
i Vˆ
|Q|−m+n−s
i 1
]
,
where
Uˆi = J
−p
i
∂
∂ui
Jpi , Vˆi = J
−p
i
∂
∂vi
Jpi ;
we then introduce
fi(α, β) =
N∑
k=1
(
vk
uivk − viuk
)α( −uk
uivk − viuk
)β
,
from which one can deduce the recursion relations
∂
∂ui
fi(α, β) = −(α+ β)fi(α+ 1, β),
∂
∂vi
fi(α, β) = −(α+ β)fi(α, β + 1).
Using these results, one can calculate a series of relations,
for example,
Uˆi1 = pfi(1, 0) , Uˆ
2
i 1 = p
2fi(1, 0)
2 − pfi(2, 0) , . . . .
For CF wavefunctions in negative effective field we
must take up to 2|Q|+n = (Nn )−2n derivatives with re-
spect to both uj and vj . As we take more derivatives, the
results of this method become increasingly complicated,
particularly for smaller values of n.
We have determined an alternative method to evaluate
the derivatives, which is at its most effective in precisely
the regime where the current method runs into difficul-
ties. We shall present our result for the case of p = 1
only; however, higher p cases could be constructed along
the same lines.
Let us re-state exactly what we need to evaluate, leav-
ing out the un-important constant factors as they can be
absorbed into the normalization—for each element of a
N-by-N Slater matrix we need to evaluate
Yˆ Qn′,m(ui, vi)Ji ∝
n′∑
s=0
(−1)s
(
n′
s
)(
2 |Q|+ n′
|Q|+m+ s
)
usiv
n′−s
i
(
∂
∂ui
)|Q|+m+s(
∂
∂vi
)|Q|−m+n′−s∏
j 6=i
(uivj − ujvi) .
(D1)
It is insightful to expand out the Ji product into a sum as follows:
Ji = v
N−1
i
N∏
j 6=i
uj − uivN−2i
N∑
j 6=i

vj ∏
k 6=i,j
uk

+ ... =

 N∏
j 6=i
uj


(
N−1∑
t=0
(−1)teitvN−1−ti uti
)
,
where eit denotes the degree t elementary symmetric polynomial in the N − 1 variables vj/uj for j 6= i,
eit ≡ et,N−1(v1/u1, ...vj/uj..., vN/uN),
for j 6= i. The elementary symmetric polynomials are defined by
em,N (x1, ..., xN ) =


∑
0<i1<i2<...<im≤N
xi1 ...xim m ≤ N
0 otherwise.
With this form for Ji we now evaluate all of the necessary derivatives, which leaves us with:
Yˆ Qn′,m(ui, vi)Ji ∝
∑n′
s=0(−1)s
(
n′
s
)(
2 |Q|+ n′
|Q|+m+ s
)
×
∑N−1−(|Q|−m+n′−s)
t=|Q|+m+s e
i
t(−1)t (N−1−t)!N−1−t−(|Q|−m+n′−s)!v
N−1−t−(|Q|−m)
i
t!
(t−(|Q|+m+s))!u
t−(|Q|+m)
i .
(D2)
The expression in Eq. (D2) appears complicated at first sight, but notice that the sum over t contains at most
N − 1− (Nn )+2n terms. If the CF state only fills a small number of effective LLs (i.e., n = 1, 2, ...), then the number
of terms in the sum is actually quite small.
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A key result is that the elementary symmetric polynomials can be calculated recursively using one of Newton’s
identities,27
em,N (x1, ..., xN ) =
1
m
m∑
r=1
(−1)rpr,N (x1, ..., xN ) em−r,N (x1, ..., xN ) ,
where pr,N (x1, ..., xN ) =
∑N
i=1 x
r
i are the power-sum polynomials. Also, note the following recursive identity:
em,N−1 (x1, ..., xj 6=i, ..., xN ) = em,N (x1, ..., xN )− xiem−1,N−1 (x1, ..., xj 6=i, ..., xN ) .
Wielding these two identities it is possible to build an
efficient algorithm to generate the full set of eit for i =
1, ..., N that is required to calculate the elements of the
form Yˆ Qn′,m(ui, vi)Ji for the N ×N Slater matrix.
Once the Slater matrix is populated, the remainder
of the work is involved in calculating its determinant.
The full algorithm evaluates the probability density of
a given CF state for a given set of co-ordinates. Based
on the times recorded when running the program, our
full algorithm evaluation time scales roughly as N2.2–
N2.75, the better figure occurring for n = 1 and the worse
figure for n = 4, which confirms our assertion that our
algorithm is more efficient for smaller values of n.
We note that the evaluation of the CF wavefunctions
tends to suffer from a numerical precision issue, particu-
larly for large N . To overcome the issue we simply store
all numerical values to a higher precision—although this
slows down the algorithm considerably, we are able to
obtain accurate results up to around N = 40, which is
high enough for our purposes.
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