Abstract We analyze continuous optimal transport problems in the so-called Kantorovich form, where we seek a transport plan between two marginals that are probability measures on compact subsets of Euclidean space. We consider the case of regularization with the negative entropy, which has attracted attention because it can be solved in the discrete case using the very simple Sinkhorn algorithm. We rst analyze the problem in the context of classical Fenchel duality and derive a strong duality result for a predual problem in the space of continuous functions. However, this problem may not admit a minimizer, which prevents obtaining primal-dual optimality conditions that can be used to justify the Sinkhorn algorithm on the continuous level. We then show that the primal problem is naturally analyzed in the Orlicz space of functions with nite entropy and derive a dual problem in the corresponding dual space, for which existence can be shown and primal-dual optimality conditions can be derived. For marginals that do not have nite entropy, we nally show Gamma-convergence of the regularized problem with smoothed marginals to the original Kantorovich problem.
The Kantorovich formulation of optimal transport is the problem of nding a transport plan that describes how to move some measure onto another measure of the same mass such that a certain cost functional is minimal [ ]. Speci cally, let Ω and Ω be two compact subset of R n and R n , respectively. For given probability measures µ on Ω and ν on Ω and a continuous cost function c : Ω × Ω → [ , ∞), the goal is to nd a measure π on Ω × Ω such that the cost ∫ Ω ×Ω c dπ is minimal among all π that have µ and ν as marginals. This problem has been well studied, and we refer to the recent books [ , ] for an overview. For example it is known that the problem has a solution π and that the support of π is contained in the so-called c-superdi erential of a c-concave function on Ω , see [ , Thm. . ] . (This is sometimes called the Fundamental Theorem of Optimal Transport.) In the case where Ω and Ω are both subsets of R n and where c(x , x ) = |x − x | is the squared Euclidean distance, this implies that the support of an optimal plan π is singular with respect ---) to the Lebesgue measure. This motivates the use of regularization of the continuous problem to obtain approximate solutions that are functions instead of measures and of discretization techniques to solve the regularized problem.
In this work we focus on entropic regularization by adding the negative entropy of π to the objective function. This forces the optimal plan to be a measure which has a density with respect to the Lebesgue measure. Furthermore, in the discrete setting, this allows the numerical solution by the very simple Sinkhorn algorithm [ , , ] .
To fully state the regularized optimal transport problem, we introduce some notation. With M(Ω) and P(Ω) we denote the set of Radon and probability measures on Ω ⊂ R n , respectively. The Lebesgue measure will be denoted by L (and the set on which it is de ned will always be clear from the context), and integrals with respect to the Lebesgue measure are just denoted by dx with the appropriate integration variable x. In the case where a measure π has a density with respect to the Lebesgue measure, we will also use π for that density. For a measure µ ∈ M(Ω ) and : Ω → Ω we denote by # π the pushforward of µ by , i.e., a measure on Ω de ned by # π (B) = π ( − (B)) for all measurable sets B ⊂ Ω . In particular, we will use the coordinate projections P i : Ω × Ω → Ω i , P i (x , x ) = x i , and the fact that P i # π is the ith marginal of π ∈ M(Ω × Ω ). The entropically regularized Kantorovich problem of optimal mass transport between µ ∈ P(Ω ), ν ∈ P(Ω ) is then given by (P) inf
A purely formal application of convex duality then yields the predual problem
Having a primal and a dual problem, it is now possible to write down the system of Fenchel-Rockafellar extremality conditions and derive and analyze algorithms to solve this system; in fact, this is one of the possible ways of deriving the Sinkhorn algorithm in the discrete case. However, the existence of solutions to (D) -which is necessary to rigorously obtain extremality conditions -is not obvious in the continuous case, and we could not nd any results in this direction. This motivated the study described in this work. As it turns out, neither (P) nor (D) may admit a solution in the considered spaces. For the primal problem, it is necessary and su cient for the marginals to be in the Banach space L log L of functions of nite entropy; correspondingly, a reformulation of the predual problem in the dual space L exp allows showing existence of a maximizer and deriving the continuous analog of the primal-dual optimality conditions that can be used as the starting point for the classical Sinkhorn algorithm. We brie y comment on related literature. The continuous optimal transport problem has been analyzed in the survey paper [ ] where the relation to the so-called dynamic Schrödinger problem is made. There, the author explicitly states that existence for the dual problem is neither obvious nor proven. Another even more recent survey [ ] presents an existence proof for a reparameterized optimality system based on the convergence analysis for a continuous variant of Sinkhorn's algorithm (and attributes the proof and the algorithm to Fortet [ ]). In [ ], primal existence and Γ-convergence (for γ → and xed marginals with densities with nite entropy) has been shown in the subset of the space of measures which have a density with respect to the Lebesgue measure that has nite entropy. Furthermore, [ ] analyzes the problem (for unbalanced transport, i.e., for marginals with di erent mass) in L and derives a dual formulation in L ∞ . In both cases, the choice of spaces does not seem to re ect the nature of the functional well; correspondingly, the question of existence of a solution of the respective dual problem is not answered. Finally, [ ] analyzes regularization with the L norm of π page of and derives existence of solutions of the dual problem; to the best of our knowledge, this seems to be the rst paper where existence of solutions of the dual of regularized optimal transport problems has been shown.
The rest of the paper is organized as follows. Section recalls statements about functions of nite entropy and the duality of the respective Orlicz space L log L. In Section , we analyze the regularized optimal transport problem (P), show existence and uniqueness in L log L for the solution of the primal problem (P), and derive the dual problem and show existence of solutions for the dual problem. We nally state a result on Γ-convergence for the combined regularization and smoothing of marginals that do not have nite entropy in Section .
L log L Entropic regularization deals with positive integrable functions of nite entropy. These functions are closely connected to the space L log L, a special case of (Birnbaum-)Orlicz spaces, and hence we collect some facts about this space which are mainly taken from [ , ] ; see also [ ]. We consider a compact domain Ω ⊂ R n , which we assume for simplicity to have unit Lebesgue measure (although the following only requires the measure to be nite). We denote the neg-entropy of a measurable function f : Ω → R by
where we set log = as usual. Note that since x log x ≥ − /e, the neg-entropy always lies in the interval [− /e, ∞]. We say that f has nite entropy if
consists of all measurable functions f for which
where log + (x) = max(log(x), ).
Proposition . (see [ , Thm. . ] ). A nonnegative measurable function f on a set with nite measure has nite entropy if and only if f ∈ L log L(Ω). It turns out that L log L(Ω) can be normed such that it becomes a Banach space and that its dual has a natural characterization. In the following, we sketch the central constructions and main results based on the decreasing rearrangement (which is one of several alternative approaches to introduce a norm on L log L(Ω)). Here and throughout the rest of the paper, we use the usual shorthand { f > λ} for the set {x ∈ Ω : f (x) > λ} as well as similar such sets.
Definition . . For a measurable function f on Ω ⊂ R n , we de ne its decreasing rearrangement f * :
(i) f * is nonnegative and decreasing.
(ii) f * * is nonnegative, decreasing, and continuous.
(iv) For t , t ≥ and two measurable functions f and , it holds that
(v) For a ∈ R it holds that (a f ) * * = |a| f * * .
(vi) If Ω is resonant (i.e., the measure on Ω is either nonatomic or purely atomic with all atoms of equal measure), then we have for any two measurable functions f and that
The following proposition gives a characterization of functions in L log L(Ω).
Integration by parts shows that
Hence, Proposition . together with Lemma . (v) and (vi) shows that we can de ne a norm on The dual space of L log L(Ω) is described in [ , Thm. IV. . ] .
The space L exp (Ω) with the norm
is a Banach space. Moreover, for all < p < ∞, the following embeddings hold 
is unbounded near zero, and hence the L exp -norm of α is not nite.
For the next lemma, we use the elementary fact that for all a, b > we have log
Proof. We simply estimate
and use that all terms on the right-hand side are nite since
Alternatively, L log L(Ω) can be introduced as the Orlicz space with Young function Φ log (s) = s log + s and Luxemburg norm
can be introduced as the Orlicz space with Young function
and Luxemburg norm
which is equivalent to f L exp .
Clason, Lorenz, Mahler, Wirth Entropic regularization of continuous optimal transport . . .
Letting γ → u L Φ , the claim follows.
We next derive a few facts that will be useful for the analysis of the primal and dual regularized optimal transport problems. First, we consider a function π ∈ L log L(Ω × Ω ) and its pushforwards under the coordinate projections
The following result states that these marginals are also in L log L.
Proof. Using the convexity of Φ(s) = s log + (s) and Jensen's inequality, we obtain
where we used Φ(s/ ) ≥ Φ(s) for ≤ and Φ(s/ ) ≥ Φ(s/ ) otherwise. Thus we obtain
The claim for (P ) # follows similarly.
As a corollary, we obtain a characterization of L exp (Ω) on tensor product spaces. We de ne
Proof. The mapping (α, β) → α ⊕ β is the adjoint of π → ((P ) # π , (P ) # π ), and hence one implication follows from the fact that
For the other implication, we use the Luxemburg norm and Jensen's inequality with Φ ≡ Φ exp to observe that
This shows that β plus a constant is in L exp (Ω) and hence that β itself is in L exp (Ω). Arguing similarly for α, we obtain the claim.
M C
In this section, we study the primal and dual problems for entropically regularized mass transport, i.e., (P) inf
using Fenchel duality in the canonical spaces M(Ω × Ω ) and C(Ω ) × C(Ω ). We use the general framework as outlined in, e.g., [ , Sec. III. ] or [ , Chap. ] . All throughout the article, we assume that µ ∈ P(Ω ), ν ∈ P(Ω ), c ∈ C(Ω × Ω ), and γ > . We further assume for the sake of simplicity that Ω and Ω are compact.
We begin with a strong duality result for (P) and
. . ], but we state the theorem and its proof because we use a slightly di erent setting as well as for the sake of completeness.
Proposition . (strong duality). The predual problem to (P) is (D), and strong duality holds. Furthermore, if the supremum in (D) is nite, (P) admits a minimizer.
Proof. First, by the Riesz-Markov representation theorem, M(Ω) is the dual space of C(Ω) for compact Ω. Furthermore, Slater's condition is ful lled with α, β = so that strong duality holds and -assuming a nite supremum -the primal problem (P) possesses a minimizer. In addition, the integrand of the last integral in (D) is normal so that it can be conjugated pointwise [ ]. Carrying out the conjugation, Clason, Lorenz, Mahler, Wirth Entropic regularization of continuous optimal transport . . .
which is (P).
Remark . . Note that Proposition . does not claim that the supremum is attained, i.e., that the predual problem (D) admits a solution. The proposition should also be compared to [ , Thm. . ], which similarly characterizes solutions under the condition that the dual problem attains a maximizer.
In addition, solutions to (D) cannot be unique since we can add and subtract constants to α and β, respectively, without changing the functional value. On the other hand, up to such a constant, the functional in (D) is strictly concave, and therefore any solution is uniquely determined by this constant.
We can use this duality argument in combination with the results of Section to address the question of existence of a solution to (P).
Theorem . . Problem (P) admits a minimizerπ if and only if µ ∈ L log L(Ω ) and ν ∈ L log L(Ω ). In this case, the minimizer is unique and lies in L log L(Ω × Ω ).
Proof. By Proposition . , the energy is bounded if and only ifπ ∈ L log L(Ω × Ω ). However, by Lemma . , this is the case only if µ = (P ) #π ∈ L log L(Ω ) and similarly for ν . This shows that the conditions are necessary for a nite energy. For su ciency, we rst note that for µ ∈ L log L(Ω ) and ν ∈ L log L(Ω ), the tensor product π = µ ⊗ ν is a feasible candidate with nite energy by Lemma . . Thus, the in mum in (P) is nite, and weak duality -which always holds due to the properties of supremum and in mum -shows that the supremum in (D) is nite as well. Existence of a solution for (P) now follows from Proposition . .
Uniqueness and regularity of the minimizer then are a direct consequence of the strict convexity of the entropy and Proposition . .
In case a minimizer exists, we can characterize its support as follows.
Proof. The fact that suppπ ⊂ supp µ × supp ν follows from the marginal constraints and the nonnegativity ofπ . It remains to show that suppπ ⊃ supp µ × supp ν . For a contradiction, assumeπ = on a set A ⊂ supp µ × supp ν of positive measure. Since the Lebesgue measure is regular, we thus haveπ = on a set ω × ω with ω ⊂ supp µ and ω ⊂ supp ν open. We may choose ω , ω small enough and ε > small enough such that there areω ⊂ Ω \ ω andω ⊂ Ω \ ω withπ > ε on (ω × ω ) ∪ (ω ×ω ).
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, and
for < t < ε/min{κ , κ }, where χ A is the characteristic function of the set A. Thenπ is feasible. We will now argue that for small enough t we have
Since c is continuous and nite,
for some constant C . Now, consider the entropy ofπ . Sinceπ = on ω × ω , we have
Using the inequality f (y) ≥ f (x) + f (x)(y − x) for convex f , we can estimate
and similarly for ∫ω ×ω π logπ d(x , x ). Again using the above inequality we have
We obtain
The right-hand side is of the form (t) = κt log t + h(t) with h di erentiable at . We can therefore estimate (t) ≤ κt log t + C t = t(κ log t + C ) for some C > big enough and small t. Putting the estimates for cost and entropy together yields
for t small enough. However, the last term will be negative for t small enough, which shows thatπ is not optimal in contradiction to the assumption. Theorem . shows that the correct setting for (P) is in fact L log L(Ω) rather than M(Ω). In the next section, we will prove existence of solutions for a suitable modi ed dual problem of (P) and justify a pointwise almost everywhere optimality system that in turn justi es the use of the Sinkhorn algorithm.
In this section, we consider
, we shall perform the variable substitution
e s− else, and
Note that Φ is convex and Ψ concave, see also Figure , and that the function Φ = Φ exp is the Young function of L exp from ( . ). We now substitute e α /γ = Φ(u ) and e β /γ = Φ(u ), i.e.,
which conversely implies that α = γ log(Φ(u )) = γ Ψ(u ) and β = γ log(Φ(u )) = γ Ψ(u ). Using this substitution, we obtain that
Instead of the predual problem (D), we thus consider the reformulated problem
This substitution renders the problem nonconvex but, as we will see, allows to prove existence of solutions.
In the following, we assume that µ, ν ∈ L log L(Ω) as required for existence for the primal problem and that c ∈ C(Ω × Ω ). We also recall that the Luxemburg norms · Φ exp and · Φ log are equivalent norms on L exp (Ω) and L log L(Ω), respectively. Our aim is to apply Tonelli's direct method to (D exp ) by showing that the functional
is radially unbounded and lower semi-continuous in the right topology. We rst need the following lemma.
Proof. Set γ ε = χ { > } Φ exp − ε for an arbitrary small enough ε > , then by Jensen's inequality we have Ω) . Letting ε → , the claim follows.
We next capture the invariance inherited from (D) as described in Remark . .
In particular, by choosing K appropriately, we can always achieve
Proof. This is a direct consequence of the invariance of the cost functional in (D) under the mapping (α, β) → (α − K, β + K).
Modulo this invariance we now obtain coercivity.
Lemma . . Let u n , n = , , . . ., be a sequence of unit vectors in L exp (Ω ), then u n Φ exp → ∞ for n → ∞ implies B(u n , u n ) → ∞ as n → ∞.
Proof. Due to u n Φ exp = we have ∫ Ω Φ(u n ) dx = as well as
Analogously we obtain
Hence for C = exp(max Ω ×Ω c/γ ) we have
Since u n Φ exp → ∞ we also have max(u n − , ) Φ exp → ∞ as n → ∞ so that by Lemma . we have
and thus
the desired contradiction.
Lemma . . B is sequentially weakly- * lower semi-continuous on 
and Ω into a nite number of subsets Ω k i of size at most N and de ne
by the monotone convergence theorem, since k,l c kl χ Ω k ×Ω l e −c/γ monotonically (assuming that the decompositions (Ω k ) k and (Ω k ) k for N + are obtained from the decompositions for N by re nement).
Proof. We need to show that B possesses a minimizer. The energy B is nite at, e.g., u ≡ ≡ u . Thus we may consider a minimizing sequence
, where by Lemma . we may assume u n Φ exp = without loss of generality. Lemma . now implies boundedness of u n Φ exp so that by the Banach-Alaoglu theorem we may extract a weakly-* convergent subsequence from (u n , u n ) (recall that L log L(Ω × Ω ) is separable by Lemma . ). The claim now follows from the lower semi-continuity of B along that subsequence by Lemma . .
From optimizersū andū we obtain by backsubstitutionᾱ := γ Ψ(ū ) andβ := γ Ψ(ū ) as a candidate for a solution of the original predual problem (D). However, these are in general not admissible sincē u ∈ L exp (Ω ) andū ∈ L exp (Ω ) does not imply the needed regularity ofᾱ ∈ C(Ω ) andβ ∈ C(Ω ): The positive parts ofᾱ andβ (which equal the positive parts ofū + andū + , respectively) are in L exp , but the negative parts need not even be functions as they could be −∞ everywhere.
Nevertheless, from (D exp ) one sees thatū ≥ µ-almost everywhere andū ≥ ν -almost everywhere, and henceū andū are at least µ-and ν -measurable, respectively. We will derive more information on α andβ from the necessary optimality conditions. First, we have again a strong duality result relating (D exp ) to (P).
, and c ∈ C(Ω × Ω ). Then, both (P) and (D exp ) admit a solution, and their optimal values coincide.
Proof. Existence for both problems follows from Theorems . and . . To show their equality, by Proposition . it su ces to show that the value of (D) equals that of (D exp ). First, let α ∈ C(Ω ) and β ∈ C(Ω ) be arbitrary and set u := Ψ − (α/γ ) and u := Ψ − (β/γ ). By substitution, we see that
and taking the supremum over all α, β yields that the value of (D) is at most that of (D exp ).
It thus remains to show that the value of (D exp ) can be achieved by (D). Letū ,ū be optimal. By the monotone convergence theorem, B(ū ,ū ) = lim n→∞ B(max{ū , n }, max{ū , n }) and also
Here we may assume α n , β n to be uniformly bounded so that (upon restricting to a subsequence) we additionally have α n * γ Ψ(u ) and
due to the weak- * convergence, and
due to the strong convergence of e
Having established primal and dual existence, we can now show how the solution of the dual problem can be used to solve the primal problem.
Theorem . (optimality conditions
for µ-almost every x ∈ Ω and ν -almost every x ∈ Ω . Furthermore,π de ned by
is the solution of (P).
Proof. Letū ,ū be solutions of the dual problem. First, note that {ū > } ⊃ {µ > } and {ū > } ⊃ {ν > } (up to a Lebesgue-negligible set) since otherwise
(Note that forū > , both Φ and Ψ are di erentiable.) Since φ was arbitrary and Φ (ū ) forū > , the fundamental lemma of the calculus of variations then implies that
Since ε > was arbitrary and µ(x ) = wheneverū (x ) = , the above equation even holds for µ-almost all x ∈ Ω , which yields ( . a). Equation ( . b) is derived analogously. Now we show thatπ de ned by ( . ) is a solution of the primal problem. Note that we have {π > } = {ū > } × {ū > }, and thus from ( . a) and ( . b) we obtain {π > } = {µ > } × {ν > }. Let nowπ ∈ L log L(Ω × Ω ) be the solution to (P), which exists by Theorem . under the assumptions on µ and ν . From Proposition . , we know that {π > } = {µ > } × {ν > } as well and hence that {π = } = {π = } up to a set of Lebesgue measure zero. Using the convexity of the integrands, the fact that log π is Gâteaux di erentiable atπ > , and ( . ) after taking the logarithm, we can estimate
Bothπ andπ have the marginals µ and ν (by feasibility and ( . ), respectively), and hence
The last expression thus equals zero, showing thatπ is also optimal. Sinceπ is the unique solution to (P), we have thatπ =π as claimed. Remark . . The optimality system ( . ) is the basis of the Sinkhorn algorithm. First, note that one only needs to ndū andū that solve ( . a) and ( . b); an optimal planπ is then obtained from ( . ). Furthermore, ( . a) and ( . b) can be rewritten using the feasibility ofπ as
for almost all (x , x ) ∈ Ω × Ω . The Sinkhorn method now solves the nonlinear system ( . ) by alternatingly solving the equations: Given u n , compute u n+ by solving ( . a), i.e., setting
and then solve ( . b) with u n+ to obtain
Note that the original Sinkhorn method is usually formulated directly in Φ(u ) and
Finally, the optimality conditions ( . a) and ( . b) allow us to conclude which problem is solved by (ᾱ,β).
Proof. First, note that the mapping
dx is continuous and thus attains a minimum c > and a maximum c > on the (assumed to be) compact set Ω . From the optimality condition ( . a), we thus obtain that
This implies that log µ − K ≤ᾱ/γ ≤ log µ + K for some K > . We thus have
Since µ ∈ L log L(Ω ), we deduce that the right-hand side is nite and hence thatᾱ is integrable with respect to µ, i.e.,ᾱ ∈ L (Ω , µ). The result forβ follows analogously.
Remark . . As for (D) and as formalized in Lemma . , solutions to (D exp ) are not unique.
Γ
We now turn to Γ-convergence of the regularized problem. Recall from, e.g., [ ], that a sequence {F n } of functionals F n : X → R on a metric space X is said to Γ-converge to a functional F : X → R, written F = Γ-lim n→∞ F n , if (i) for every sequence {x n } ⊂ X with x n → x,
(ii) for every x ∈ X , there is a sequence {x n } ⊂ X with x n → x and
It is a straightforward consequence of this de nition that if F n Γ-converges to F and x n is a minimizer of F n for every n ∈ N, then every cluster point of the sequence {x n } is a minimizer to F . Furthermore, Γ-convergence is stable under perturbations by continuous functionals.
Here we aim to approximate optimal transport plansπ of the unregularized problem for marginals µ and ν which are not required to be in L log L(Ω), i.e., we allow actual measures as marginals. In this case we cannot use these marginals for the regularized problems as well, since these will admit no solutions by Theorem . . We therefore consider smoothed marginals µ γ and ν γ in L log L(Ω) converging to µ and ν , respectively, and show that the regularized problem with these marginals Γ-converges to the unregularized problem with the original marginals. (The case of Γ-convergence for xed marginals in L log L(Ω) has been treated in [ , Thm. . ] .)
Let B be a smooth, compactly supported, nonnegative kernel with unit integral, and for δ > and
Since we will smooth the marginals and the transport plans by convolutions, we will need to slightly extend the domains Ω and Ω to avoid boundary e ects. Hence, letΩ andΩ be compact supersets of Ω and Ω , respectively, such that
which are large enough to contain the supports of µ δ := µ * B n δ and ν δ := ν * B n δ for δ ≤ . (Here and in the following, we assume that the width of the convolution kernels will be small enough.) For a function or measure f on Ω , we denote byf the extension of f toΩ by zero (and analogously for functions and measures on Ω and Ω × Ω ). Letĉ be a continuous extension of c ontoΩ ×Ω and set
Using smoothed marginals µ δ , ν δ and coupling γ and δ in an appropriate way, we can then show Γ-convergence of E µ δ ,ν δ γ to E µ,ν as γ , δ → .
Theorem . . Let µ ∈ P(Ω ), ν ∈ P(Ω ), and γ , δ > be such that 
Finally, the condition on the marginals is continuous with respect to weak- * convergence of π δ , µ δ , and ν δ (note that µ δ , ν δ * μ ,ν ).
Ad (ii):
It su ces to consider a recovery sequence for π ∈ P(Ω × Ω ), because the marginal conditions for µ and ν can never be satis ed for π ∈ P(Ω ×Ω ) \ P(Ω × Ω ). If E µ,ν [π ] = ∞, then the lim sup condition holds trivially. Let therefore E µ,ν [π ] be nite. We set π δ := G δ * π . Then π δ * π as well as (P ) # π δ = µ δ , (P ) # π δ = ν δ . Since by Young's convolution inequality π δ ≤ G δ L ∞ π L ≤ C δ N for some constant C > and N := n + n and we have
The right-hand side vanishes for (γ , δ ) → by the assumption on the (coupled) convergences of γ and δ . Hence,
For the second statement, recall from Lemma . that γ µ δ Φ log ≤ max( , L(Ω ))γ π δ Φ log , γ ν δ Φ log ≤ max( , L(Ω ))γ π δ Φ log .
By Lemma . , this immediately yields F γ [π δ ] → ∞, and the assertion follows.
The conditions on γ and δ are in particular satis ed for δ = cγ for some c > .
