In this paper, the authors use the concept of the population ROC curve to build analytic models of ROC curves. Information about the population properties can be used to gain greater accuracy of estimation relative to the non-parametric methods currently in vogue. If used properly this is particularly helpful in some situations where the number of sick loans is rather small; a situation frequently met in periods of benign macro-economic background.
intervals are also discussed. An overview of possible applications of the ROC curves is given by Swets (1988) . Sobehart and Keenan (2001) introduced the ROC concept to internal rating model validation. They focus on the calculation and interpretation of the ROC measure. Engelmann, Hayden and Tasche (2003) showed that AR is a linear transformation of AUROC and they complement Sobehart and Keenan (2001) with more statistical analysis of the ROC. However, previous works that we are familiar with, have been done using a finite sample of empirical data or simulated data. None of the above have analyzed the analytic properties of the ROC Curve and the ROC measure under parametric assumptions concerning the distribution of the rating scores.
In this paper, we further explore the statistical properties of the ROC Curve and its summary indices, especially under a number of rating score distribution assumptions.
We focus on the analytical properties of ROC Curve only since the CAP measure is just a linear transformation of the ROC measure.
In section 2, in order to keep this paper self-contained, we first briefly introduce the credit rating model validation background and explain the concepts and definitions of ROC and CAP. A general equation for the ROC Curve is derived. By assuming that there exists probability density functions of the two variables that construct the ROC Curve, an unrestrictive assumption, we show that there is a link between the first derivative of the curve and the likelihood ratio of the two variables, a result derived by different methods in Bamber(1975) .
In section 3, by further assuming certain statistical distributions for the credit rating scores, we derive analytic solutions for the ROC Curve and its summary indices respectively. In particular, when the underlying distributions are both Negative Exponential distributions, we have a closed form solution. evaluation reports are presented. Section 5 concludes:
We find that estimation results by our analytic approach are as good as and, in many cases, better than the non-parametric AUROC ones. Although the accuracy of the approach in this paper is limited by the continuous rating score assumption and also affected by the accuracy of estimation of the distribution parameters on rating score samples in some cases, it offers direct insight into more complex situations and a better tool in credit rating model selection procedure since the analytic solution can be used as object function.
Theoretical Implication and Applications:
In this section, we first briefly review the credit rating system methodology, in particular, the CAP and the ROC measures. The content presented in this part is very similar to Engelmann, Hayden and Tasche (2003) and BCBS working paper No.14 (2005) . Then we introduce the Ordinary Dominance Graph (ODG) where ROC is a special case of ODG and some interesting theoretical implications of the ROC curve will be given.
The validation of credit rating system.
The statistical analysis of rating models is based on the assumption that for a predefined time horizon there are two groups of a bank's obligor: obligors that will be in default, called defaulters, and obligors that will not be in default, called non-defaulters. It is not observable in advance whether an obligor is a defaulter or a non-defaulter in the next time horizon. Banks have loan books or credit portfolio, they have to assess an obligor's future status based on a set of his or her present observable characteristics. Rating systems may be regarded as classification tools to provide signals and indications of the obligor's possible future status. A rating score is returned for each obligor based on a rating model, usually an Expert Judgment Model. The main principal of rating systems is that "the better a grade, the smaller the proportion of defaulters and the greater the proportion of non-defaulters that are assigned this grade". Some examples are the famous Altman's Z score, or some score from a Logit model or from other approach.
Therefore, the quality of a rating system is determined by its discriminatory power between non-defaulting obligors and defaulters ex ante for a specific time horizon, usually a year. The CAP measure and ROC provide statistical measures to assess the discriminatory power of various rating models based on historical data.
Cumulative Accuracy Profile and Accuracy Ratio
Consider an arbitrary rating model that produces a rating score. A high rating score is usually an indicator of a low default probability. To obtain the CAP curve, all debtors are first ordered by their respective scores, from riskiest to safest, i.e. from the debtor with the lowest score to the debtor with the highest score. For a given fraction x of the total number of debtors the CAP curve is constructed by calculating the percentage d(x) of the defaulters whose rating scores are equal to or lower than the maximum score of fraction x. This is done for x ranging from 0% to 100%. Apparently a perfect rating model will assign the lowest scores to the defaulters. In this case the CAP is increasing linearly and than staying at one. For a random model without any discriminative power, the fraction x of all debtors with the lowest rating scores will contain x percent of all defaulters. Real rating system lies somewhere in between these two extremes. The quality of a rating system is measured by the Accuracy Ratio (AR). It is defined as the ratio of the area R a between the CAP of the rating model being validated and the CAP of the random model, and the area P a between the CAP of the perfect rating model and the CAP of the random model.
It is easy to see that for real rating models the AR range from zero to one and the rating model is the better if AR is closer to one.
Receiver Operating Characteristic and the Area Under the ROC curve
The construction of a ROC curve is illustrated in Figure 2 which shows possible Assume someone has to find out from the rating scores which debtors will survive during the next period and which debtors will default. One possibility for the decision-maker would be to introduce a cut-off value C as in Figure 2 , and to classify each debtor with a rating score lower than C as a potential defaulter and each debtor with a rating score higher than C as a non-defaulter. Then four decision results would be possible. If the rating score is below the cut-off value C and the debtor defaults subsequently, the decision was correct. Otherwise the decision-maker wrongly classified a non-defaulter as a defaulter. If the rating score is above the cut-off value and the debtor does not default, the classification was correct. Otherwise a defaulter was incorrectly assigned to the non-defaulters' group.
Then one can define a hit rate HR(C) as:
where H(C) is the number of defaulters predicted correctly with the cut-off value C, and D N is the total number of defaulters in the sample. This means that the hit rate is the fraction of defaulters that was classified correctly for a given cut-off value C.
The false alarm rate then FAR(C) is defined as:
where F(C) is the number of false alarms, i.e. the number of non-defaulters that were classified incorrectly as defaulters by using the cut-off value C. The total number of non-defaulters in the sample is denoted by ND N . In Figure 2 , HR(C) is the area to the left of the cut-off value C under the score distribution of the defaulters (coloured plus 
Some further statistical properties of ROC measures
The ROC stems from the Ordinal Dominance Graph (ODG). Assume we have two sets of continuous random variables, X and Y. Let C be an arbitrary constant. Define: 1) The ODG curve is never decreasing as x increases y cannot decrease.
, then x and y are identically distributed, y = x and the ODG curve is a 45° line. 
3, y is the HR(C) and x is the FAR(C).
By assuming there exists probability density functions (PDF) of X F and Y F , i.e. that they are both absolutely continuous, the following lemma can be derived:
We see from Lemma 2 that the slope of the ODG curve is just the likelihood ratio (LR) of Y and X evaluated at C.
Proof:
( )
.
The later case is the one that we are interested in, as it is the ROC curve. See We have assumed that X and Y have PDF's, thus they are continuous random variables. The AUROC can then be expressed as:
Since X and Y are scores from different obligor groups, they are independent.
We have:
A modelling exercise may choose a rating model that maximizes the AUROC with Bamber(1975) and Engelmann, Hayden and Tasche (2003) show that given a rating scores sample of the obligors assigned by a rating model, the AUROC could be estimated in an non-parametric way using the Mann-Whitney U statistic.
On the other hand, if we had a parametric distribution model for X and Y, then we could explicitly derive a formula for the ROC curve and for the AUROC. In the next section, we will review some plausible distributions for X and Y and derive the close form solutions wherever possible.
Choices of Distributions
In this section, we derive analytical formulae for the ROC by assuming that the rating scores produced by rating models follow some plausible distributions. The distributions we presented here are Weibull Distribution (including Exponential Distribution), Logistic Distribution, Normal Distribution and Mixed models for X and Y respectively. In the cases that we have explicit closed forms for the ROC curve, we derive the closed form AUROC as well. The case of mixed distributions for X and Y can be easily extended from the discussion followed.
We use the symbol M for the location parameters (sometimes the mean, sometimes the minimum), λ for the scale parameter and α for the shape parameter in the distribution functions where appropriate.
Weibull Distribution
We first present solutions under a Weibull Distribution assumption of rating scores.
The Weibull Distribution is flexible and rich. A three parameter Weibull distribution cumulative probability function (CDF) is:
where z>M, α >0 and 0 λ > The inverse CDF of a three parameter Weibull Distribution is:
where
. Assuming y is the HR(C) and x is the FAR(C), the three-parameter
Weibull Distribution ROC is derived as:
The above ROC formula is very difficult to use to deduce an explicit closed form formula for the AUROC, although a numerical solution exists in this case once all the parameters are estimated.
However, the situation becomes much better if we impose a slightly stronger assumption that the 
We next discuss some of the properties of equation 3. is not a random selection system. This implies that the value of the scale parameters that the rating scores being assigned have to be such that 0 y x λ λ < ≤ in this case.
Note that this condition is implied by both groups being exponential but also by both groups being truncated or extended exponentials with the same minima.
Property 2.
AUROC is monotonically increasing with respect to x λ , but monotonically decreasing with respect to y λ . 
Proof:
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Logistic Distribution
A two parameter Logistic distribution CDF is:
where z∈ and 0 λ > . Here M is a mean parameter.
The inverse CDF of a two parameter Logistic Distribution is:
. Again assuming y is the HR(C) and x is the FAR(C), we have: 
Normal Distribution
A two parameter Normal distribution CDF is:
where z∈ and the ( ) . Φ is the standard Normal probability distribution function..
For y is the HR(C) and x is the FAR(C), we have:
, which gives the ROC curve.
Therefore, 
The above property is also quite intuitive. If the means and variances of two normal distributed populations equal each other,the distributions are equal and then overall there is no discriminatory power of the models based on this rating mechanism. So the AUROC is 0.5.
Mixed Models
It is obvious that as long as we have parametric distribution families for the defaulter and non-defaulters, one can always calculate an AUROC for the two score samples from equation (1) in section 2 even with two different parametric distributions for the two populations respectively.
Performance Evaluation on the AUROC Estimation with Simulated Data
In this section we carry out a performance evaluation on AUROC estimations by the non-parametric Mann-Whitney Statistic and the analytic approach suggested in this paper respectively with simulated data.
We first assume known parametric distributions for the credit scores of defaulters and non-defaulters. By doing this we would know the value of the theoretical AUROC.
After generating simulated sample data from the assumed distributions for defaulter score and non-defaulter's, we estimate the AUROC and its confidence interval (CI)
by the above two approaches on the simulated samples. We repeat the simulation and estimation procedure a number of times. We then compare the accuracy of the AUROC estimation and the CI of the two approaches. Finally, we change the parameter values of the assumed distribution and repeat the simulation. We repeat the above procedures to evaluate the performance of the two approaches subject to different theoretical AUROC index values with different sample sizes of defaulters.
We choose two-parameter Normal Distributions, one-parameter Exponential
Distributions and Weibull Distributions with various shape and scale parameters.
Performance evaluations under Normal Distribution Assumption
Normal Distributions are assumed as our parametric distributions of the credit scores of the defaulters and the credit scores of the non-defaulters in this performance evaluation. The theoretical value of AUROC for the normal score samples is evaluated numerically ① . The non-parametric estimate of AUROC is carried out using the ROC module in SPSS and we use the bootstrap to re-sample 1000 replications to obtain the estimates of the analytic approach which also generates a two-sided 95%
CI. The parameters of the parametric distribution are estimated for each replication and substituted back to the analytic AUROC formula. We then define error as the difference between model estimates based on a sample and the theoretical AUROC value, and compare the mean error and mean absolute error for the two approaches.
The width of the confidence interval is also compared.
We generate 50 normal samples from six different settings respectively. Settings 1, 2 and 3, consisting of Group 1, target the AUROC at a low value, while settings 4, 5 and 6, Group 2, target the AUROC at a high value. Within each group they vary in defaulter's sample size, which ranges at 20, 100 and 500. Credit rating models can be applied to at least three different types of groups: credit risk with Corporate, counter party default risk in Trading Books, and credit risk in credit card and other loan type Banking Books. The default sample of Corporate is usually small, such as 50 in ten years, especially under a good economic cycle. Meanwhile, the number of defaults in a loan book or a credit card book in a commercial bank's banking book can be fairly large, possibly in excess of several hundreds. The reason for selecting different defaulter sample sizes in the test is to assess for which type of problem the analytic approach outperforms. We define a performance statistic as follows:
(Ratio to N) = Difference / ( Non-Parametric Estimate). In tables 1-6, all mean confidence interval widths show that the estimates of the analytic approach are better then the non-parametric estimates. As for the mean error and the mean absolute error, analytic estimates outperform the non-parametric estimates in tables 1, 2 and 4-6. (Ration to N) shows the percentage of the difference out of the non-parametric approach estimate. The larger the (Ration to N), the more the analytic approach outperform the non-parametric approach.
Normal Setting 1-3:

4.2Performance evaluations under Exponential Distribution Assumption
Exponential Distributions are assumed as our parametric distribution of the credit scores of the defaulters and the credit scores of the non-defaulters in this performance evaluation. The theoretical value of AUROC for the Exponential score samples is evaluated analytically by the closed form formula (3) in section 3.1. The performance evaluation setting is very similar to the Normal Distribution one. There are 6 settings across different AUROC value and defaulter sample size as well.
Exponential Setting 1-3:
Normal In table 1-6, all the mean absolute error and the mean confidence interval widths show that the estimates of the analytic approach are better then the non-parametric estimates.
(Ration to N) shows that the non-parametric approach estimates provide a significantly better confidence interval than the non-parametric estimates.
4.3Performance evaluations under Weibull Distribution Assumption
Weibull Distributions with scale and shape parameters are assumed as our parametric distribution of the credit scores of the defaulters and the credit scores of the non-defaulters in this performance evaluation. The theoretical value of AUROC for the Weibull score samples is evaluated analytically by the closed form formula (2) In tables 1-6, all mean confidence interval widths show that the estimates of the analytic approach are marginally better then the non-parametric estimates. As for the mean error and the mean absolute error, analytic estimates marginally outperform the non-parametric estimates in tables 2, 3, 5 and 6. Because we use numerical approximation for sample maximum likelihood estimates and the estimation error could be fairly large when we have a small sample, we observe this estimation error is passed through our analytic estimation for the AUROC index, which made the mean absolute errors estimated from the analytic approach are large than the non-parametric approach in setting 1 and 3. This also reduces the gain of the analytic approach over the non-parametric approach in the Weibull Distribution case when comparing with the previous tests.
Summary:
Although the analytic approach gives no better estimates than non-parametric one when we use approximated maximum likelihood estimates for small samples, the performance evaluation shows that the analytic approach works at least as well as the non-parametric approach in above tests and provides better estimate in terms of mean absolute error estimates and confidence interval estimates in most cases.
The above discussion has the following implications. If one can identify some appropriate parametric distributions to the scores of defaulter and non-defaulter, then one could estimate the AUROC and its confidence interval more accurately by the analytic approach. On the other hand, if we can design the rating model so that the score sample is generated by some specific parametric distribution families, then we are able to find a better rating model by using the analytic AUROC as the objective function to maximize in the model selection process.
Another interesting experiment which has not been conducted in previous research is the effect of defaulter's sample size on AUROC. The above experiments clearly show the level of estimation error in both methods with different sample sizes and the resulting error can be large if we only have a small defaulter sample.
In addition, although not very clear but from the results in section 4.1 and 4.2, the analytic approach provides more gain over non-parametric approach when AUROC index is in its high value region than low value region. The reason for this is not clear, we hope to investigate this in future research.
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Conclusions
This paper reviewed some of the prevailing credit rating model validation approaches and, in particular, studied the analytic properties of the ROC curve and its summary index AUROC. We use the concept of the population ROC curve to build analytic models of ROC curves. It has been shown through simulation studies that greater accuracy of estimation relative to the non-parametric methods can be achieved. We also show that there are some situations that the accuracy gain of analytic ROC model may decrease, which should be taken into account when applying the analytic models to practical applications.
Moreover, with some particular distributions, where the closed form solution of AUROC is available, analytic AUROC can be directly used as an objective function to maximize during the rating model selection procedure. This means if we can transform the rating scores into those distributions, analytic AUROC could offer a powerful model selection tool.
Finally, we also studied the performance of both non-parametric and analytic ROC models under different assumptions for the sample size of defaulters.. The magnitude of error size can be significant when we have a small sample on defaulters, which is a frequently met situation in corporate credit risk study and in periods of benign macro-economic background.
