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Program dela
V magistrskem delu obravnavajte problem podgrafnega izomorfizma. Predstavite
ga kot poseben primer splošnejšega problema zadoščanja omejitvam, pri čemer teh-
nike reševanja prilagodite za obravnavani problem. V tem okviru predstavite tudi
izbrane obstoječe algoritme iz literature. Uporabite načela inženiringa algoritmov za
implementacijo algoritmične knjižnice. Nato algoritme eksperimentalno primerjajte
in ovrednotite na javno dostopnih zbirkah testnih primerov.
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Metode sestopanja za reševanje problema podgrafnega izomorfizma
Povzetek
V magistrskem delu obravnavamo problem podgrafnega izomorfizma. Izhajamo iz
bolj splošnega ogrodja problemov zadoščanja omejitvam. Predstavimo znane metode
sestopanja za reševanje takšnih problemov in jih uporabimo pri reševanju problema
podgrafnega izomorfizma. Opišemo nekaj izboljšav teh metod, pri katerih upo-
števamo dodatne lastnosti obravnavanega problema. V okviru ogrodja problemov
zadoščanja omejitev predstavimo tudi najuspešnejše obstoječe algoritme.
Opisane metode implementiramo kot knjižnico v programskem jeziku C++. Im-
plementacijo eksperimentalno ovrednotimo na več javno dostopnih zbirkah testnih
primerov, na katerih opravimo tudi primerjavo z obstoječimi algoritmi. Osredoto-
čimo se predvsem na primerjavo hitrosti izvajanja.
Backtracking methods for solving the subgraph isomorphism problem
Abstract
The master’s thesis deals with the subgraph isomorphism problem. We start by
considering the more general class of constraint satisfaction problems. We present a
backtracking framework for solving such problems and use it to solve the subgraph
isomorphism problem. By taking into account the specific properties of our problem,
we describe some improvements to the basic methods. The framework is also used
to characterize some of the most successful existing algorithms.
We have implemented a C++ library of the presented methods. We use it to
experimentally evaluate the methods on multiple publicly available data sets and
compare them with existing algorithms. The main focus of the comparison is the
execution time of the algorithms.
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1 Uvod
Podatki strukturirani v obliki grafov se pojavljajo v raznih disciplinah. Primere
lahko najdemo v kemiji, biologiji, družbenih omrežjih, analizi dokumentov in še na
mnogo drugih področjih. Z večanjem količine podatkov potrebujemo za analizo vse
učinkovitejše pristope. V tem magistrskem delu se osredotočimo na algoritme za
problem podgrafnega izomorfizma. Pri tem problemu gre za iskanje kopij manjšega
grafa (vzorca) v večjem (tarči), kar je ena glavnih nalog pri analizi podatkov v obliki
grafov.
Za reševanje tega težkega (NP-polnega) problema je bilo razvitih več algoritmov.
V praksi so zaradi računske zahtevnosti pogosto uporabljeni omejeni algoritmi, ki
delujejo le za določene razrede grafov, ali pa približni algoritmi, pri katerih dovo-
limo, da najdene kopije vsebujejo določeno število napak. V primerih, ko takšnega
kompromisa ne moremo sprejeti in zahtevamo natančne rešitve, pa potrebujemo čim
učinkovitejše splošne algoritme.
Zaradi NP-polnosti problema pričakujemo, da zares učinkovitega algoritma ne
bomo našli. Z uporabo hevrističnih pristopov in z dobrim inženiringom algoritmov
pa lahko vseeno učinkovito rešimo veliko praktičnih primerov. Najbolj znani na-
tančni algoritmi so Ullmannov algoritem [19], VF2 [8], RI [4], VF3 [5] in Glasgow
subgraph solver [15].
Našteti algoritmi problem podgrafnega izomorfizma rešujejo po principu sestopa-
nja. Ta pristop izhaja iz splošnejših algoritmov za reševanje problemov zadoščanja
omejitvam, katerih poseben primer je tudi problem podgrafnega izomorfizma. Če-
prav so problemi zadoščanja omejitvam bolj temeljito raziskani in poznamo veliko
pristopov za njihovo reševanje, se splošni algoritmi s tega področja na praktičnih
primerih ne morejo kosati z zgoraj naštetimi algoritmi, ki so posebej prilagojeni
problemu podgrafnega izomorfizma.
Naprednejše ideje s področja problemov zadoščanja omejitvam so bile sicer že
uporabljene tudi v algoritmih prilagojenih za reševanje problema podgrafnega izo-
morfizma (npr. v algoritmih FocusSearch [20] in LAD [17]), vendar niso dosegle
uspešnosti preprostejših, a mnogo bolje optimiziranih algoritmov, kot sta RI in VF3.
Namen tega magistrskega dela je opisati tehnike za reševanje problemov zado-
ščanja omejitvam in jih povezati z najuspešnejšimi specializiranimi algoritmi. Vse
algoritme predstavimo kot kombinacijo znanih tehnik in razvijemo še nekaj kom-
binacij, ki doslej niso bile preizkušene. Glavni cilj je razvoj praktično uporabnih
algoritmov, s katerimi na podlagi eksperimentalnih rezultatov ovrednotimo učinko-
vitost različnih tehnik in kombinacij izboljšav.
V drugem poglavju začnemo z osnovnimi oznakami in definicijami. Nato v tre-
tjem poglavju nadaljujemo z definicijo problema podgrafnega izomorfizma, kjer ga
najprej predstavimo v običajni obliki in potem prevedemo na problem zadoščanja
omejitvam.
Na podlagi prevedbe v četrtem poglavju predstavimo osnovne tehnike za re-
ševanje problemov zadoščanja omejitvam, ki jih prilagodimo obravnavanemu pro-
blemu. Predstavimo preprosto sestopanje, seskakovanje, konfliktno vodeno seskako-
vanje, preverjanje vnaprej in leno preverjanje vnaprej. Izmed naštetih tehnik je bilo
pri reševanju problema podgrafnega izomorfizma najpogosteje uporabljeno preprosto
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sestopanje (RI, VF2 in VF3). Najdemo pa tudi algoritme, ki temeljijo na preverja-
nju vnaprej (Ullmannov algoritem in Glasgow subgraph solver). Algoritmov, ki bi
uporabljali tehnike seskakovanja ali lenega preverjanja vnaprej, v literaturi nismo
našli.
Osnovne tehnike v nadaljevanju razširimo z raznimi izboljšavami. Ogledamo si
tako hevristike za pohitritev iskanja, kakor tudi implementacijske izboljšave. Na
koncu tega poglavja opravimo še kratek pregled opisanih tehnik in jih teoretično
primerjamo.
V naslednjem poglavju predstavimo izbrane obstoječe algoritme za reševanje pro-
blema podgrafnega izomorfizma. Pri vseh predstavimo, katere tehnike iz prejšnjega
poglavja uporabljajo, in analiziramo še njihove dodatne izboljšave.
Rezultat dela je nova algoritmična knjižnica SICS (Subgraph Isomorphism Con-
straint Satisfaction) za programski jezik C++, ki jo predstavimo v šestem poglavju.
V knjižnici smo implementirali večino opisanih tehnik, kar nam omogoča, da jih tudi
temeljito primerjamo. Algoritme razvite v knjižnici SICS eksperimentalno ovredno-
timo na več javno dostopnih zbirkah podatkov, kjer jih primerjamo tudi z najuspe-
šnejšimi obstoječimi algoritmi. S tem odkrijemo nove kombinacije tehnik, ki se na
nekaterih testnih primerih obnašajo bolje od obstoječih pristopov.
2
2 Oznake in definicije
V tem poglavju predstavimo osnovne oznake in definicije, ki jih bomo uporabljali v
nadaljevanju.
Definicija 2.1 (Neusmerjen graf). Naj bo V končna množica in E poljubna družina
dvoelementnih podmnožic množice V . Paru G = (V,E) pravimo neusmerjen graf.
Definicija 2.2 (Usmerjen graf). Naj bo V končna množica in E poljubna množica
parov elementov množice V . Paru G = (V,E) v tem primeru pravimo usmerjen
graf.
Opomba 2.3. Za izbran graf G = (V,E) označimo
VG := V . . . vozlišča grafa G,
EG := E . . . povezave grafa G in
nG := |V | . . . moč grafa G.
Opomba 2.4. V nadaljevanju brez škode za splošnost obravnavamo le grafe, katerih
množice vozlišč so oblike
V = {1, 2, 3, . . . , n} za nek n ∈ N.
Definicija 2.5. Za neusmerjen graf G in poljubno vozlišče u ∈ VG definiramo:
NG(u) := {v ∈ VG | {u, v} ∈ EG} . . . soseščina vozlišča u v G in
dG(u) := |NG(u)| . . . stopnja vozlišča u v G.
Podobno za usmerjen graf:
N+G (u) := {v ∈ VG | (u, v) ∈ EG} . . . izhodna soseščina vozlišča u v G,
N−G (u) := {v ∈ VG | (v, u) ∈ EG} . . . vhodna soseščina vozlišča u v G,
NG(u) := N+G (u) ∪N−G (u) . . . soseščina vozlišča u v G,
d+G(u) :=
⏐⏐N+G (u)⏐⏐ . . . izhodna stopnja vozlišča u v G,
d−G(u) :=
⏐⏐N−G (u)⏐⏐ . . . vhodna stopnja vozlišča u v G in
dG(u) := d
+
G(u) + d
−
G(u) . . . stopnja vozlišča u v G.
Definicija 2.6 (Sosednost). Vozlišči u in v grafa G sta sosednji, če med njima
obstaja povezava:
u ∼G v ⇐⇒ v ∈ NG(u).
Za usmerjene grafe definiramo tudi
u ∼+G v ⇐⇒ v ∈ N+G (u) in
u ∼−G v ⇐⇒ v ∈ N−G (u).
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V praksi se pogosto pojavijo primeri, kjer imajo vozlišča ali povezave grafa še
dodatne lastnosti, zato definiramo označene grafe.
Definicija 2.7 (Označen graf). Naj bo G = (VG, EG) graf (bodisi usmerjen ali ne)
in naj bosta LVG in LEG poljubni množici.
Graf G opremljen s preslikavama
ℓVG : VG →LVG
ℓEG : EG→LEG
imenujemo označen graf.
Vrednosti ℓVG(u) za izbrano vozliče u ∈ VG pravimo oznaka vozlišča u. Podobno
vrednosti ℓEG(e) pravimo oznaka povezave e ∈ EG.
Opomba 2.8. Graf lahko opremimo tudi samo z eno izmed preslikav ℓVG in ℓEG in
tako dobimo graf, ki ima oznake le na vozliščih ali le na povezavah.
Opomba 2.9. V nadaljevanju zaradi enostavnosti, če ni zapisano drugače, obrav-
navamo le neoznačene, neusmerjene grafe.
Definicija 2.10 (Podgraf). Naj boH = (VH , EH) poljuben graf. GrafG = (VG, EG)
je podgraf grafa H, če velja
VG ⊆ VH in EG ⊆ EH .
Če dodatno velja še
∀u, v ∈ VG : u ∼G v ⇐⇒ u ∼H v,
je G induciran podgraf grafa H.
Definicija 2.11 (Grafni izomorfizem). Naj bosta G in H poljubna grafa. Bijektivna
preslikava ϕ : VG → VH je grafni izomorfizem, če
∀u, v ∈ VG : u ∼G v ⇐⇒ ϕ(u) ∼H ϕ(v).
V primeru označenih grafov dodatno zahtevamo še:
ℓVG(u) = ℓVH (ϕ(u)) za vsak u ∈ VG in
ℓEG(e) = ℓEH (ϕ(e)) za vsak e ∈ EG.
Definicija 2.12 (Grafni monomorfizem). Naj bosta G in H poljubna grafa. Injek-
tivna preslikava ϕ : VG → VH je grafni monomorfizem, če
∀u, v ∈ VG : u ∼G v =⇒ ϕ(u) ∼H ϕ(v).
S ϕ(e) označimo povezavo v grafu H, ki jo dobimo, če s ϕ preslikamo krajišči pove-
zave e ∈ EG. Oznaka ϕ(G) pa predstavlja podgraf grafa H, kamor ϕ preslika graf
G:
Vϕ(G) := {u′ ∈ VH | ∃u ∈ VG : ϕ(u) = u′}
Eϕ(G) := {e′ ∈ EH | ∃e ∈ EG : ϕ(e) = e′} .
4
Slika 1: Primer grafnega monomorfizma.
Opomba 2.13. V literaturi se namesto izraza grafni monomorfizem pogosto upo-
rablja izraz (navadni) podgrafni izomorfizem, saj je ϕ izomorfizem med grafom G in
podgrafom ϕ(G) grafa H.
Na sliki 1 je prikazan primer grafnega monomorfizma, ki graf na levi preslika na
modro obarvan podgraf desnega grafa.
Grafni monomorfizem je injektivna preslikava vozlišč grafa G na vozlišča grafa
H, ki ohranja relacijo sosednosti. Pri njem dopuščamo, da so med slikami vozlišč
grafa G v grafu H še dodatne povezave. Na zgornjem primeru je dodatna povezava
prisotna med vozliščema ϕ(1) = A in ϕ(4) = C.
Sledeča definicija določa bolj omejeno obliko grafnega monomorfizma, ki doda-
tnih povezav ne dovoljuje.
Definicija 2.14 (Induciran podgrafni izomorfizem). Naj bosta G in H poljubna
grafa. Injektivna preslikava ϕ : VG → VH je induciran podgrafni izomorfizem, če
∀u, v ∈ VG : u ∼G v ⇐⇒ ϕ(u) ∼H ϕ(v).
Tem pogojem primer s slike 1 ne zadošča, saj je med ϕ(1) = A in ϕ(4) = C v
desnem grafu prisotna dodatna povezava. Popravljen primer je prikazan na sliki 2.
Slika 2: Primer induciranega podgrafnega izomorfizma.
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3 Problem podgrafnega izomorfizma
V tem poglavju si ogledamo dve formulaciji računskega problema podgrafnega izo-
morfizma. Pri prvi izhajamo iz zgornjih definicij, pri drugi pa se opremo na bolj
splošno ogrodje problemov zadoščanja omejitvam, ki nam bo v pomoč pri razvoju
algoritmov za reševanje problema podgrafnega izomorfizma.
3.1 Osnovna formulacija
Obstaja več različic problema podgrafnega izomorfizma. Lahko
• se sprašujemo o obstoju vsaj enega podgrafnega izomorfizma – odločitveni
problem,
• nas zanimajo vsi podgrafni izomorfizmi – problem naštevanja ali
• nas zanima število podgrafnih izomorfizmov – problem štetja.
Vsa ta vprašanja se lahko nanašajo na
• navadne podgrafne izomorfizme ali
• inducirane podgrafne izomorfizme.
Trditev 3.1. Odločitveni problem (induciranega) podgrafnega izomorfizma (pro-
blem 3.1) je NP-poln.
Problem 3.1: Podgrafni izomorfizem (odločitveni)
Vhod: Grafa G in H
Vprašanje: Ali med G in H obstaja vsaj en (induciran) podgrafni izomor-
fizem?
Dokaz. Da dokažemo NP-polnost moramo pokazati, da je problem pripada razredu
NP in da nanj lahko prevedemo poljuben NP-poln problem.
Problem podgrafnega izomorfizma je v razredu NP, saj lahko rešitev preverimo
v polinomskem času. Certifikat rešitve je preslikava ϕ med G in H, veljavnost
preverimo tako, da preverimo injektivnost ter ujemanje povezav (in oznak, kadar
sta grafa označena) med vozlišči grafa G in njihovimi slikami v H. To lahko storimo
v času O (nG2) s sprehodom čez vse pare vozlišč v G.
Problem je tudi NP-težek, saj lahko nanj v polinomskem času prevedemo NP-
poln problem iskanja Klike [13] (problem 3.2).
Problem 3.2: Klika
Vhod: Naravno število n in graf H
Vprašanje: Ali v H obstaja klika moči vsaj n?
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Denimo, da imamo na voljo algoritem, ki rešuje problem Podgrafnega izo-
morfizma. Problem Klike lahko z njim rešimo tako, da mu kot vhod podamo
grafa Kn in H, kjer je Kn klika moči n.
V nadaljevanju se osredotočimo predvsem na problem štetja induciranih pod-
grafnih izomorfizmov zapisan v problemu 3.3. Za odločitveno različico problema
smo dokazali, da je NP-polna, problem štetja pa je lahko kvečjemu težji.
Problem 3.3: Induciran podgrafni izomorfizem (štetje)
Vhod: Grafa G in H
Vprašanje: Koliko induciranih podgrafnih izomorfizmov ϕ : G → H ob-
staja?
Opomba 3.2. Pri problemu iskanja podgrafnega izomorfizma ϕ : G → H grafu G
rečemo vzorec, grafu H pa tarča.
3.2 Problemi zadoščanja omejitvam
Na problem podgrafnega izomorfizma lahko gledamo kot na poseben primer pro-
blema zadoščanja omejitvam (angl. constraint satisfaction problem).
Definicija 3.3. Problem zadoščanja omejitvam je trojka P = (X ,D, C), kjer je
X = {X1, X2, . . . , Xn} . . . množica spremenljivk,
D = {D1, D2, . . . , Dn} . . . družina domen in
C = {C1, C2, . . . , Ct} . . . množica omejitev.
Omejitev Ci = (Si, Ri) ∈ C je par relacije Ri in množice spremenljivk Si ⊆ X .
Relacija Ri nam pove dopustne kombinacije vrednosti spremenljivk. Če je Si =
{Xi1 , Xi2 , . . . , Xir}, potem je Ri podmnožica kartezičnega produkta Di1 × Di2 ×
· · · ×Dir . Moči množice Si pravimo mestnost omejitve Ci.
Rešitev problema je skupina dodelitev vrednosti spremenljivkam
T = (X1 ← v1, X2 ← v2, . . . , Xn ← vn), ∀i ∈ {1, 2, . . . , n} : vi ∈ Di,
kjer morajo dodelitve zadoščati vsem omejitvam.
Ime problema
Spremenljivke: X1 ∈ D1
...
Xn ∈ Dn
Omejitve: C1 = (S1, R1)
...
Ct = (St, Rt)
Takšne probleme navadno zapišemo v
strukturirani obliki, kjer najprej našte-
jemo spremenljivke in njihove domene, v
sledečih vrsticah pa omejitve, kot je prika-
zano na desni.
Da v to obliko pretvorimo problem
podgrafnega izomorfizma moramo zanj to-
rej določiti, kaj so spremenljivke, njihove
domene in omejitve med njimi. Na na-
slednji strani je zapisana shema za takšno
pretvorbo.
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Problem 3.4: Induciran podgrafni izomorfizem
Spremenljivke: Xu ∈ VH za vsak u ∈ VG
Omejitve:
oznake na vozliščih: ({Xu}, {u′ ∈ VH | ℓVH (u′) = ℓVG(u)}) za u ∈ VG
injektivnost: ({Xu, Xv}, ̸=VH ) za u, v ∈ VG : u ̸= v
povezave: ({Xu, Xv},∼H) za {u, v} ∈ EG
nepovezave: ({Xu, Xv}, ̸∼H) za {u, v} /∈ EG
oznake na povezavah: ({Xu, Xv}, {(u′, v′) ∈ EH | ℓEH (u′, v′) = ℓEG(u, v)})
za {u, v} ∈ EG
Spremenljivke ustrezajo vozliščem vzorca VG. Vrednost spremenljivke predsta-
vlja sliko vozlišča v podgrafnem izomorfizmu. Domene vseh spremenljivk so zato
enake vozliščem tarče VH . Omejitve določimo na podlagi pogojev, ki jih zahteva
podgrafni izomorfizem. Za vsako vozlišče vzorca G imamo eno enomestno omejitev,
ki zagotavlja ujemanje oznak na vozliščih. Med pari vozlišč imamo še več dvome-
stnih omejitev, da zagotovimo injektivnost, ujemanje povezav ter ujemanje oznak
na povezavah. Čeprav se v nadaljevanju večinoma omejimo na neoznačene grafe,
smo tu zaradi celovitosti zapisali tudi omejitve glede oznak.
Vrednost, dodeljena spremenljivki Xu, predstavlja vozlišče grafa H, kamor iskani
podgrafni izomorfizem ϕ preslika vozlišče u ∈ VG. Zaradi tega v nadaljevanju spre-
menljivke označujemo kar s ϕ(u) namesto Xu. V tem primeru ϕ(u) ne predstavlja
aplikacije preslikave ϕ na vrednosti u, temveč je to le drugačna oznaka spremenljivke
Xu brez dodatnega pomena.
Z novimi oznakami lahko problem zapišemo v lepši obliki (problem 3.5). V
tej obliki omejitve zapišemo krajše kar kot relacije med spremenljivkami, čeprav
se moramo ob tem zavedati, da v resnici predstavljajo relacije med potencialnimi
vrednostmi dodeljenimi tem spremenljivkam.
Problem 3.5: Induciran podgrafni izomorfizem
Spremenljivke: ϕ(u) ∈ VH za u ∈ VG
Omejitve:
oznake na vozliščih: ℓVH (ϕ(u)) = ℓVG(u) za u ∈ VG
injektivnost: ϕ(u) ̸= ϕ(v) za u, v ∈ VG : u ̸= v
povezave: ϕ(u) ∼H ϕ(v) za {u, v} ∈ EG
nepovezave: ϕ(u) ̸∼H ϕ(v) za {u, v} /∈ EG
oznake na povezavah: ℓEH (ϕ(u), ϕ(v)) = ℓEG(u, v) za {u, v} ∈ EG
Opomba 3.4. Problem 3.5 preprosto prilagodimo iskanju navadnih podgrafnih izo-
morfizmov (grafnih monomorfizmov) tako, da odstranimo omejitve o nepovezavah.
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4 Reševanje s sestopanjem
Algoritmi za reševanje problemov zadoščanja omejitvam najpogosteje temeljijo na
sestopanju [10]. To je postopek grajenja rešitev z zapovrstnim dodeljevanjem vre-
dnosti spremenljivkam in sprotnim preverjanjem zadoščanja omejitvam. Stanju, v
katerem smo nekaterim spremenljivkam že dodelili vrednost pravimo delna rešitev.
Zapišemo jo kot skupino dodelitev
T = (ϕ(u1)← u′1, ϕ(u2)← u′2, . . . , ϕ(uk)← u′k) , k ≤ nG.
Če so v delni rešitvi vrednosti dodeljene vsem spremenljivkam, ji rečemo polna re-
šitev. Obratno jo, če vrednosti nismo dodelili še nobeni spremenljivki, imenujemo
prazna.
Definicija 4.1 (Konsistentnost). Denimo, da smo spremenljivkam S = {ϕ(u1), . . . ,
ϕ(uk)} ⊆ X že dodelili vrednost. Delna rešitev je konsistentna, če dodelitve v njej
zadoščajo vsem omejitvam Ci, za katere velja Si ⊆ S.
Pri sestopanju začnemo s prazno delno rešitvijo, po vrsti dodeljujemo spremen-
ljivkam vrednosti in na vsakem koraku preverjamo konsistentnost. Če se kje zalomi,
se vrnemo na prejšnjo delno rešitev in trenutni spremenljivki dodelimo naslednjo
vrednost iz domene.
V nadaljevanju si ogledamo več različic sestopanja, ki jih prilagodimo problemu
podgrafnega izomorfizma, in še nekaj dodatnih izboljšav.
4.1 Osnovne tehnike
Vse predstavljene tehnike sestopanja bomo zapisali v enaki obliki, katere ogrodje je
prikazano v algoritmu 1. Algoritme sestavljata dve glavni proceduri – Začetek in
Iskanje.
Začetek je procedura, ki poskrbi za inicializacijo pred iskanjem. Pri algoritmih,
ki inicializacije ne potrebujejo, jo bomo izpustili. Iskanje je rekurzivna procedura,
ki ji podamo indeks prve spremenljivke, kjer bomo začeli iskanje. Število najdenih
izomorfizmov hranimo v globalni spremenljivki ‘število’.
Algoritem 1 Ogrodje za algoritme sestopanja
Vhod: grafa G in H
Izhod: število induciranih podgrafnih izomorfizmov ϕ : G→ H
1: procedure InduciranPodgrafniIzomorfizem(G, H)
2: število ← 0
3: Začetek
4: Iskanje(1)
5: return število
Splošen opis obravnavanih algoritmov sestopanja lahko najdemo v [10]. Tu si
ogledamo algoritme posebej prilagojene problemu podgrafnega izomorfizma. Z lažje
razumevanje vse zapišemo samo za primer neusmerjenih, neoznačenih grafov. Na
ostale primere jih lahko prilagodimo z enostavnim dodajanjem omejitev. Povsod
uporabljamo naraščajoč vrstni red spremenljivk (ϕ(1), ϕ(2), ϕ(3), . . .), zato v algo-
ritmu začnemo s klicem Iskanje(1). Alternative si ogledamo v razdelku 4.2.1.
11
4.1.1 Preprosto sestopanje
V algoritmu 2 je zapisan najosnovnejši izmed pristopov – preprosto sestopanje (angl.
simple backtracking, BT). Inicializacija ni potrebna, zato definicijo procedure Za-
četek izpustimo.
Algoritem 2 Preprosto sestopanje
1: procedure Iskanje(u)
2: if u = nG + 1 then
3: število ← število+ 1
4: else
5: for all u′ ∈ VH do
6: if Preveri(u, u′) then
7: ϕ(u)← u′
8: Iskanje(u+ 1)
9: procedure Preveri(u, u′)
10: for v ← 1, 2, . . . , u− 1 do
11: if u′ = ϕ(v) then ▷ injektivnost
12: return False
13: if u′ ∼H ϕ(v) ̸≡ u ∼G v then ▷ topologija
14: return False
15: return True
Iskanje poteka, kot smo zapisali že v osnovnem opisu sestopanja. V 5. vrstici vo-
zlišču u ∈ VG poskusimo dodeliti vrednost u′ ∈ VH . S pomožno proceduro Preveri
preverimo konsistentnost. Če je nova delna rešitev še vedno konsistentna, nada-
ljujemo z iskanjem vrednosti za naslednje vozlišče u + 1, sicer poskusimo z drugo
vrednostjo u′.
Ko uspemo vsem spremenljivkam dodeliti vrednost (2. vrstica), smo zaradi spro-
tnega zagotavljanja konsistentnosti našli veljavno rešitev. V tem primeru povečamo
število najdenih izomorfizmov in nadaljujemo z iskanjem, saj rešujemo problem šte-
tja vseh podgrafnih izomorfizmov.
V proceduri Preveri konsistentnost preverimo s prehodom čez spremenljivke v
trenutni delni rešitvi, kjer preverimo, ali nova dodelitev (ϕ(u) ← u′) zadošča vsem
omejitvam z njimi. Preverjamo omejitve injektivnosti (11. vrstica) ter povezav in
nepovezav (13. vrstica). V primeru označenih ali usmerjenih grafov bi morali to
proceduro dopolniti z dodatnimi omejitvami.
Celoten postopek iskanja ima obliko drevesa. Stanja v preiskovalnem drevesu so
delne rešitve (ϕ(1) ← u′1, ϕ(2) ← u′2, . . . , ϕ(k) ← u′k). Listi drevesa predstavljajo
bodisi delne rešitve, ki jih ni mogoče konsistentno dopolniti, bodisi polne rešitve, ki
ustrezajo iskanim izomorfizmom.
Primer 4.2. Postopek preprostega sestopanja si oglejmo še na primeru.
Denimo, da rešujemo problem induciranega podgrafnega izomorfizma med gra-
foma G in H prikazanima na sliki 3 z algoritmom preprostega sestopanja. Slika
prikazuje stanje pri delni rešitvi
T3 = (ϕ(1)← B, ϕ(2)← D, ϕ(3)← E).
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Slika 3: Grafa G (levo) in H (desno).
Iskalno drevo za ta primer je prikazano na sliki 4. Kvadratna vozlišča v preisko-
valnem drevesu ustrezajo klicem procedure Iskanje v algoritmu.
Pri delni rešitvi T3 v najnižjem vozlišču preiskovalnega drevesa poskušamo dode-
liti vrednost spremenljivki ϕ(4). Preizkusiti moramo vsa vozlišča grafaH in preveriti
zadoščenost omejitev.
S tem ugotovimo, da pri delni rešitvi T3 nobena vrednost za ϕ(4) ne zadošča
vsem omejitvam. Dodelitve ϕ(4) ← B, ϕ(4) ← D in ϕ(4) ← E niso možne, ker so
vozlišča B, D in E že dodeljena in bi bile s tem prekršene omejitve o injektivnosti.
Vrednosti A in C nista dopustni za spremenljivko ϕ(4) zaradi omejitve ϕ(2) ∼H ϕ(4),
saj vozlišče D z A ali C ni povezano. Podobno je pri vrednosti F prekršena omejitev
ϕ(1) ∼H ϕ(4).
Delna rešitev T3 je torej list preiskovalnega drevesa. V poddrevesu pod njo ne
moremo najti konsistentne polne rešitve. Zaradi tega se algoritem sestopanja vrne
na prejšnjo delno rešitev T2(ϕ(1)← B, ϕ(2)← D) in poskusi v naslednji veji z novo
vrednostjo spremenljivke ϕ(3). Tako nadaljuje dokler ne preišče celotnega drevesa.
Slika 4: Iskalno drevo pri preprostem sestopanju.
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4.1.2 Seskakovanje
Pri preprostem sestopanju se ob odkriti nekonsistentnosti vedno vrnemo le en nivo
višje v preiskovalnem drevesu, ne glede na razlog za nekonsistentnost. Če bi lahko
dokazali, da je isti razlog za nekonsistentnost prisoten v vseh dopolnitvah delne
rešitve, bi lahko skočili več nivojev nazaj in kljub temu bili prepričani, da nismo
izpustili nobene rešitve.
Znana metoda za reševanje problemov zadoščanja omejitev, ki jo je avtor v
članku [12] poimenoval backjumping (BJ), nam omogoča, da brez dodatnega dela
preskočimo nekaj nepotrebnih stanj v preiskovalnem drevesu. Metodo bomo tu po
zgledu sestopanja imenovali seskakovanje.
Definicija 4.3 (Varen skok). Naj bo
T = (ϕ(1)← u′1, ϕ(2)← u′2, . . . , ϕ(k)← u′k)
delna rešitev problema. Skok nazaj na delno rešitev
(ϕ(1)← u′1, ϕ(2)← u′2, . . . , ϕ(l − 1)← u′l−1) , l < k
je varen, če rešitve
(ϕ(1)← u′1, ϕ(2)← u′2, . . . , ϕ(l − 1)← u′l−1, ϕ(l)← u′l)
ni mogoče dopolniti do konsistentne polne rešitve.
Definicija 4.4 (Krivec). Naj bo
T = (ϕ(1)← u′1, ϕ(2)← u′2, . . . , ϕ(k − 1)← u′k−1)
konsistentna delna rešitev, ki ob razširitvi s parom ϕ(k)← u′k postane nekonsisten-
tna. Spremenljivki ϕ(l) z najmanjšim indeksom l, za katerega je delna rešitev
(ϕ(1)← u′1, . . . , ϕ(l)← u′l, ϕ(k)← u′k)
še vedno nekonsistentna, pravimo krivec (za nekonsistentnost).
Opomba 4.5. Ime krivec (angl. culprit) izhaja iz dejstva, da bo delna rešitev ostala
nekonsistentna vse dokler se s sestopanjem ne vrnemo do spremenljivke ϕ(l) in spre-
menimo njene vrednosti, ne glede na spremembe, ki jih opravimo s spremenljivkami
ϕ(l + 1), ϕ(l + 2), . . . , ϕ(k − 1).
Definicija 4.6 (List). Naj bo
T = (ϕ(1)← u′1, ϕ(2)← u′2, . . . , ϕ(k − 1)← u′k−1)
konsistentna delna rešitev. Če delne rešitve T ni mogoče razširiti do nove konsisten-
tne delne rešitve
T ′ = (ϕ(1)← u′1, ϕ(2)← u′2, . . . , ϕ(k − 1)← u′k−1, ϕ(k)← u′k),
z nobeno vrednostjo u′k ∈ VH , potem delni rešitvi T pravimo list preiskovalnega
drevesa, spremenljivki ϕ(k) pa spremenljivka v listu preiskovalnega drevesa.
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Trditev 4.7. Naj bo delna rešitev
T = (ϕ(1)← u′1, ϕ(2)← u′2, . . . , ϕ(k − 1)← u′k−1), k ≤ nG
list preiskovalnega drevesa, in naj bo
K = {ϕ(l) | ∃u′k ∈ VH : ϕ(l) je krivec pri razširitvi delne rešitve z ϕ(k)← u′k}
množica krivcev za vsako izmed razširitev ϕ(k) ← u′k | u′k ∈ VH . Ker je T list,
imamo krivca za vsako vrednost u′k.
Skok nazaj do delne rešitve
(ϕ(1)← u′1, ϕ(2)← u′2, . . . , ϕ(l − 1)← u′l−1),
kjer je ϕ(l) najkasnejši (glej opombo 4.8) izmed krivcev v K, je varen skok.
Opomba 4.8. Ker spremenljivke obiskujemo v naraščajočem vrstnem redu (ϕ(1),
ϕ(2), ϕ(3), . . .) rečemo, da je spremenljivka ϕ(u) kasnejša od spremenljivke ϕ(v), če
je u > v.
Dokaz. Dokazati moramo, da delne rešitve
T ′ = (ϕ(1)← u′1, ϕ(2)← u′2, . . . , ϕ(l − 1)← u′l−1, ϕ(l)← u′l)
ni mogoče dopolniti do konsistentne polne rešitve.
Ker je ϕ(l) najkasnejši izmed krivcev v K, sledi, da v delni rešitvi pred njim
nastopajo tudi krivci za vse ostale vrednosti u′k za ϕ(k). To pomeni, da delne rešitve
T ′ ne moremo dopolniti do konsistentne polne rešitve, saj bo dodelitev ϕ(k) ← u′k
nekonsistentna pri katerikoli vrednosti u′k ∈ VH .
Trditev 4.7 lahko uporabimo za izboljšanje algoritma sestopanja tako, da v pro-
ceduri PreveriKrivec namesto logične vrednosti (kakor deluje Preveri pri pre-
prostem sestopanju) vrnemo indeks krivca za nekonsistentnost in nato v proceduri
Iskanje najdemo najkasnejšega krivca ter skočimo nazaj na pravi nivo. Na ta
način preskočimo odvečno preiskovanje v trenutnem poddrevesu, kjer zaradi priso-
tnosti krivca zagotovo ne bi našli rešitve. Takšnemu skoku pravimo varen ravno
zato, ker z njim ne izpustimo nobene rešitve.
V algoritmu 3 je zapisana psevdokoda za ta postopek. PreveriKrivec vrne
indeks krivca za nekonsistentnost ali pa indeks trenutnega nivoja, če je nova delna
rešitev še vedno konsistentna. V proceduri Iskanje med prehodom čez vrednosti
u′ ∈ VH hranimo indeks najkasnejšega krivca (14. vrstica), ki ga na koncu vrnemo
in uporabimo za seskok do pravega nivoja (12. vrstica).
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Algoritem 3 Seskakovanje
1: procedure Iskanje(u)
2: zadnji_krivec ← 0
3: if u = nG + 1 then
4: število ← število+ 1
5: zadnji_krivec ← nG + 1
6: else
7: for all u′ ∈ VH do
8: krivec ← PreveriKrivec(u, u′)
9: if krivec = u then
10: ϕ(u)← u′
11: skok ← Iskanje(u+ 1)
12: if skok < u then
13: return skok
14: zadnji_krivec ← Max(zadnji_krivec, krivec)
15: return zadnji_krivec
16: procedure PreveriKrivec(u, u′)
17: for v ← 1, 2, . . . , u− 1 do
18: if u′ = ϕ(v) then ▷ injektivnost
19: return v
20: if u′ ∼H ϕ(v) ̸≡ u ∼G v then ▷ topologija
21: return v
22: return u
Primer 4.9. Lahko si ogledamo, kako uporaba seskakovanja vpliva na primer 4.2
iz prejšnjega razdelka.
Pri delni rešitvi
T3 = (ϕ(1)← B, ϕ(2)← D, ϕ(3)← E)
smo tam ugotovili, da spremenljivki ϕ(4) ne moremo konsistentno dodeliti nobene
vrednosti – T3 je list preiskovalnega drevesa. Algoritem preprostega sestopanja se
zato vrne na delno rešitev
T2 = (ϕ(1)← B, ϕ(2)← D)
en nivo višje in nadaljuje iskanje z naslednjo vrednostjo za spremenljivko ϕ(3).
Z analizo krivcev bi lahko v tem primeru dosegli večji skok. Oglejmo si krivce
za vsako izmed možnih dodelitev spremenljivki ϕ(4) pri delni rešitvi T3, zapisane v
tabeli 1.
Spomnimo se, da pri vsaki dodelitvi za krivca vzamemo prvo spremenljivko s
katero je prekršena kakšna omejitev. Pri dodelitvi ϕ(4)← E, na primer, kot krivca
vzamemo spremenljivko ϕ(1) in ne ϕ(3), ki je tudi prisotna v prekršeni omejitvi
(ϕ(3) ̸= ϕ(4)). Spremenljivka ϕ(1) se namreč pojavi višje v preiskovalnem drevesu.
Po trditvi 4.7 vemo, da je skok nazaj do najkasnejšega izmed krivcev varen skok.
V našem primeru je najkasnejši krivec spremenljivka ϕ(2), zato se lahko v algoritmu
seskakovanja takoj vrnemo na delno rešitev T1 = (ϕ(1)← B) in preskočimo nadaljnje
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dodelitev krivec prekršena omejitev
ϕ(4)← A ϕ(2) ϕ(2) ∼H ϕ(4)
ϕ(4)← B ϕ(1) ϕ(1) ̸= ϕ(4)
ϕ(4)← C ϕ(2) ϕ(2) ∼H ϕ(4)
ϕ(4)← D ϕ(2) ϕ(2) ̸= ϕ(4)
ϕ(4)← E ϕ(1) ϕ(1) ∼H ϕ(4)
ϕ(4)← F ϕ(1) ϕ(1) ∼H ϕ(4)
Tabela 1: Pregled krivcev za vse možne razširitve delne rešitve T3.
preiskovanje v poddrevesu pod delno rešitvijo T2 = (ϕ(1) ← B, ϕ(2) ← D), ki ga
opravlja algoritem s preprostim sestopanjem.
Na sliki 5 je prikazano preiskovalno drevo za opisani primer. Iz rdečega stanja na
dnu drevesa algoritem seskakovanja skoči dva nivoja višje in pri tem preskoči iskanje
v zeleno obarvanih vejah, kjer bi sicer nadaljeval algoritem preprostega sestopanja.
Slika 5: Iskalno drevo pri seskakovanju.
4.1.3 Konfliktno vodeno seskakovanje
Osnovni algoritem seskakovanja opisan v prejšnjem razdelku omogoča večje skoke
nazaj iz listov preiskovalnega drevesa. Pri notranjih delnih rešitvah (tistih, ki niso
listi) pa vselej stopa le po en nivo višje. Konfliktno vodeno seskakovanje (angl.
conflict-directed backjumping, CBJ) je razširitev osnovnega seskakovanja, kjer z ne-
kaj dodatnega dela omogočimo tudi večje skoke v notranjih stanjih preiskovalnega
drevesa.
Definicija 4.10 (Konfliktna množica). Naj bo T stanje v preiskovalnem drevesu
algoritma seskakovanja z delno rešitvijo
T = (ϕ(1)← u′1, . . . , ϕ(k − 1)← u′k−1),
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do katerega smo se pri vsaki vrednosti u′k ∈ VH za spremenljivko ϕ(k) vrnili s skokom
(t. j. v poddrevesu pod stanjem T nismo našli rešitve).
Konfliktno množico KT stanja T definiramo induktivno. Za vsako vrednost
u′k ∈ VH najprej definiramo še množico krivcev KTu′k .
Če je dopolnjena delna rešitev
(ϕ(1)← u′1, . . . , ϕ(k − 1)← u′k−1, ϕ(k)← u′k)
nekonsistentna zaradi krivca ϕ(l), definiramo
KTu′k = {ϕ(l)},
sicer
KTu′k = K
T ′ ,
kjer je KT ′ konfliktna množica stanja T ′ iz katerega smo skočili nazaj v T pri vre-
dnosti u′k.
Konfliktna množico stanja T definiramo kot
KT =
⎛⎝ ⋃
u′k∈VH
KTu′k
⎞⎠ \ {ϕ(k)}.
Primer 4.11. Če si ogledamo primer 4.9 iz prejšnjega razdelka lahko na podlagi
tabele 1 ugotovimo, da pri delni rešitvi
T3 = (ϕ(1)← B, ϕ(2)← D, ϕ(3)← E)
dobimo konfliktno množico
KT3 = {ϕ(1), ϕ(2)}.
Kakor bomo videli v trditvi 4.12, nam konfliktne množice povedo, katere skoke
nazaj v preiskovalnem drevesu moramo opraviti. Zadnji krivec v KT3 je spremen-
ljivka ϕ(2), zato smo že pri običajnem seskakovanju lahko skočili nazaj do delne
rešitve
T1 = (ϕ(1)← B).
Pri tej delni rešitvi nato nadaljujemo iskanje še v vseh ostalih vejah preiskovalnega
drevesa, od koder dobimo konfliktne množice njihovih poddreves. Za konfliktno
množico stanja T1 vzamemo unijo konfliktnih množic poddreves, iz katere pa od-
stranimo trenutno spremenljivko ϕ(2), saj krivec ϕ(2) v delnih rešitvah nad T1 ni
več prisoten.
Na sliki 6 je prikazano preiskovalno drevo za naš primer, ki smo ga dopolnili s
konfliktnimi množicami. V tem preprostem primeru nam konfliktno vodeno seska-
kovanje ne pomaga — dosežemo enak rezultat kot pri običajnem seskakovanju. V
večjih primerih pa nam lahko omogoči dodatne skoke iz nekaterih notranjih vozlišč
preiskovalnega drevesa.
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Slika 6: Iskalno drevo in konfliktne množice pri konfliktno vodenem seskakovanju.
Trditev 4.12. Naj bo T = (ϕ(1)← u′1, . . . , ϕ(k−1)← u′k−1) stanje v preiskovalnem
drevesu, čigar poddrevo ne vsebuje nobene rešitve problema, in naj bo ϕ(l) najkasnejši
krivec v KT .
Skok nazaj do delne rešitve
(ϕ(1)← u′1, . . . , ϕ(l − 1)← u′l−1)
je varen skok.
Skica dokaza. Dokazati moramo, da delne rešitve
T ′ = (ϕ(1)← u′1, . . . , ϕ(l − 1)← u′l−1, ϕ(l)← u′l)
ni mogoče dopolniti do konsistentne polne rešitve.
Če je T list preiskovalnega drevesa potem konfliktna množicaKT vsebuje natanko
krivce za nekonsistentnost dodelitev ϕ(k) ← u′k za vsako vrednost u′k ∈ VH . Na
podlagi trditve 4.7 vemo, da v tem primeru T ′ ni mogoče dopolniti do polne rešitve.
Če T ni list, potem njegova konfliktna množica KT vsebuje krivce za skoke iz
vseh delnih rešitev v poddrevesu stanja T , razen krivca, kateremu smo poskušali
dodeliti vrednost ravno v stanju T (t. j. ϕ(k)). Ker poddrevo pod T ne vsebuje
rešitve za nobeno vrednost u′k ∈ VH , vemo, da rešitve ne moremo najti, dokler ne
spremenimo vrednosti kakšnega drugega krivca v KT . Delna rešitev T ′ vsebuje vse
krivce iz KT , zato je do polne rešitve ne moremo dopolniti.
Trditev 4.12 uporabimo v algoritmu 4. Procedura Iskanje v spremenljivki
‘krivci’ hrani konfliktno množico trenutnega stanja. Če PreveriKrivec ne od-
krije nekonsistentnosti, nadaljujemo iskanje z rekurzivnim klicem, katerega rezultat
je konfliktna množica obiskanega poddrevesa (‘krivci2’). Vrstici 12 in 13 poskrbita
za seskok do pravega nivoja. V 14. vrstici krivce, dobljene iz poddrevesa, dodamo
trenutni konfliktni množici.
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V primeru, da že PreveriKrivec odkrije nekonsistentnost, dodamo v konflik-
tno množico najdenega krivca (16. vrstica).
Ob najdeni polni rešitvi (2. vrstica) kot množico krivcev vrnemo množico vseh
spremenljivk. S tem poskrbimo, da algoritem na poti nazaj ne naredi nobenega
skoka.
Algoritem 4 Konfliktno vodeno seskakovanje
1: procedure Iskanje(u)
2: krivci← ∅
3: if u = nG + 1 then
4: število← število+ 1
5: krivci← VG
6: else
7: for all u′ ∈ VH do
8: krivec← PreveriKrivec(u, u′)
9: if krivec = u then
10: ϕ(u)← u′
11: krivci2← Iskanje(u+ 1)
12: if Max(krivci2) < u then
13: return krivci2
14: krivci← krivci ∪ krivci2
15: else
16: krivci← krivci ∪ {krivec}
17: return krivci \ {u}
18: procedure PreveriKrivec(u, u′)
19: for v ← 1, 2, . . . , u− 1 do
20: if u′ = ϕ(v) then ▷ injektivnost
21: return v
22: if u′ ∼H ϕ(v) ̸≡ u ∼G v then ▷ topologija
23: return v
24: return u
4.1.4 Preverjanje vnaprej
Pri preprostem sestopanju in seskakovanju konsistentnost zagotavljamo s preverja-
njem za nazaj. Vsakič, ko poskusimo spremenljivki dodeliti neko vrednost, moramo
preveriti (s procedurama Preveri ali PreveriKrivec), če je zadoščeno vsem ome-
jitvam med trenutno spremenljivko in vsemi, ki smo jim že dodelili vrednost.
Alternativen pristop je, da omejitve preverjamo vnaprej. Pri tem pristopu med
iskanjem za vsako spremenljivko ϕ(u) hranimo množico D′u ⊆ Du = VH dopustnih
vrednosti – vrednosti, ki jih lahko dodelimo spremenljivki, tako da bodo vse omejitve
še vedno izpolnjene. Množici D′u pravimo trenutna domena spremenljivke ϕ(u).
Ko neki spremenljivki dodelimo vrednost, se sprehodimo čez vse omejitve, v
katerih nastopa, in popravimo trenutne domene ostalih spremenljivk tako, da iz
njih odstranimo vrednosti, ki niso v skladu z novo dodelitvijo.
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V algoritmu 5 je zapisana psevdokoda takšnega algoritma. Imenujemo ga pre-
verjanje vnaprej (angl. forward checking, FC).
Algoritem 5 Preverjanje vnaprej
1: procedure Začetek
2: for all u ∈ VG, u′ ∈ VH do
3: M [u, u′]← True
4: procedure Iskanje(u)
5: if u = nG + 1 then
6: število ← število+ 1
7: else
8: for all u′ ∈ VH do
9: if M [u, u′] then
10: spremembe← PreveriNaprej(u, u′)
11: if ∀ v > u ∃v′ ∈ VH :M [v, v′] then ▷ DWO
12: ϕ(u)← u′
13: Iskanje(u+ 1)
14: Popravi(spremembe)
15: procedure PreveriNaprej(u, u′)
16: spremembe← ∅
17: for v = u+ 1, . . . , nG do
18: for all v′ ∈ VH do
19: if M [v, v′] then
20: if v′ = u′ then ▷ injektivnost
21: M [v, v′]← False
22: spremembe← spremembe ∪ {(v, v′)}
23: if u′ ∼H v′ ̸≡ u ∼G v then ▷ topologija
24: M [v, v′]← False
25: spremembe← spremembe ∪ {(v, v′)}
26: return spremembe
27: procedure Popravi(spremembe)
28: for all (v, v′) ∈ spremembe do
29: M [v, v′]← True
Trenutne domene D′u so predstavljene implicitno. Za poljuben par vozlišč vzorca
in tarče (u, u′) ∈ VG × VH nam vrednost M [u, u′] pove, ali je u′ v danem trenutku
dopustna vrednost za spremenljivko ϕ(u). Velja torej D′u = {u′ ∈ VH | M [u, u′] =
True}.
V proceduri Začetek poskrbimo za inicializacijo vseh vrednosti M [u, u′]. V
našem primeru so na začetku dopustni vsi pari, saj zaradi enostavnosti obravnavamo
neoznačene grafe. V primeru oznak na vozliščih bi morali na tem mestu zagotoviti,
da se ujemata oznaki med u in u′.
Procedura Iskanje podobno kot pri preprostem sestopanju spremenljivkam po
vrsti dodeljuje vrednosti, vendar zdaj preizkusi le dopustne vrednosti u′ (tiste, za
katere je M [u, u′] = True).
21
Ob najdeni dopustni vrednosti u′ za spremenljivko ϕ(u) (9. vrstica) moramo po-
sodobiti dopustne vrednosti drugih spremenljivki. Procedura PreveriNaprej se
sprehodi čez vse spremenljivke, ki še niso določene, in pri vsaki s False označi vre-
dnosti, ki zaradi dodelitve ϕ(u)← u′ niso več dopustne. Vse opravljene spremembe
v M si zabeležimo (22. in 25. vrstica), da jih lahko pri vračanju nazaj popravimo
(14. vrstica) in nadaljujemo iskanje v naslednji veji preiskovalnega drevesa.
Preverjanje vnaprej nam omogoči še eno dodatno optimizacijo. V primeru, da
kakšni spremenljivki iz domene odstranimo vse dopustne vrednosti (angl. domain
wipe-out, DWO), lahko preiskovanje v trenutni veji preiskovalnega drevesa takoj
zaključimo, saj vemo, da ne bo obrodilo sadov (11. vrstica).
Primer 4.13. Delovanje preverjanja vnaprej si ogledamo na primeru, ki smo ga
obravnavali že v prejšnjih razdelkih.
Na sliki 7 je prikazano stanje pri delni rešitvi
T = (ϕ(1)← B, ϕ(2)← D).
V primeru sestopanja bi iskanje lahko nadaljevali z dodelitvijo ϕ(3)← E, delna
rešitev
(ϕ(1)← B, ϕ(2)← D, ϕ(3)← E)
je namreč še vedno konsistentna. Ta postopek smo si ogledali v primeru 4.2.
S preverjanjem vnaprej pa že pri delni rešitvi T ugotovimo, da nadaljevanje
iskanja v tem poddrevesu ne bo obrodilo sadov. Spremenljivka ϕ(4) v svoji trenutni
domeni namreč nima nobene dopustne vrednosti več (domain wipe-out, DWO). Kot
pri seskakovanju v primeru 4.9 je razlog za to dejstvo, da je ϕ(2) zadnji krivec za
nekonsistentnost dodelitev spremenljivki ϕ(4).
Slika 7: Primer optimizacije DWO pri preverjanju vnaprej.
4.1.5 Leno preverjanje vnaprej
Pri preverjanju naprej se lahko zgodi, da opravimo veliko odvečnega dela. Na vsa-
kem nivoju moramo namreč posodobiti dopustne vrednosti v domenah vseh sledečih
spremenljivk, čeprav je možno, da jih iskanje sploh ne bo nikoli doseglo.
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Ta problem lahko odpravimo z lenim preverjanjem vnaprej (angl. lazy forward
checking, LFC), kjer dopustnost vrednosti preverimo šele takrat, ko jo poskusimo
prvič uporabiti, in rezultat nato shranimo za uporabo v drugih vejah preiskovalnega
drevesa. Na ta način se izognemo vnovičnemu preverjanju enakih omejitev v več ve-
jah preiskovalnega drevesa (kar se dogaja pri preprostem sestopanju in seskakovanju)
in nam vseeno ni treba preveriti vseh omejitev vnaprej.
Takšen postopek seveda zahteva nekaj dodatnega dela, saj moramo poskrbeti,
da vse spremembe shranimo in jih v pravem trenutku razveljavimo.
V algoritmu za leno preverjanje vnaprej (algoritem 6) tako kot pri navadnem
preverjanju vnaprej vM [u, u′] hranimo dopustne vrednosti u′ za spremenljivko ϕ(u),
vendar zdaj vrednost M [u, u′] ne odraža vedno trenutnega stanja, temveč le stanje
po vseh omejitvah, ki smo jih do danega trenutka preverili. Za pravilno delovanje
potrebujemo še dve dodatni podatkovni strukturi, ‘nazaj’ in ‘spremembe’.
V polju ‘nazaj’ za vsako spremenljivko ϕ(u) hranimo indeks zadnje spremenljivke
ϕ(v) (v < u), kateri se je od prejšnjega preverjanja omejitev za ϕ(u) spremenila vre-
dnost. Za spremenljivke pred ϕ(v) tako vemo, da ni potrebno ponovno preverjati
omejitev s ϕ(u). S spremenljivkami po ϕ(v) pa moramo ponovno preveriti zadošče-
nost omejitev in ob tem posodobiti informacije o trenutni domeni v M .
Med postopkom iskanja polje ‘nazaj‘ posodabljamo ob vsakem premiku med vo-
zlišči preiskovalnega drevesa. Na poti navzdol moramo polje posodobiti vsakič, ko
kakšni spremenljivki dodelimo novo vrednost. Indeks spremenjene spremenljivke za-
pišemo pri vseh kasnejših spremenljivkah, za katere nova dodelitev povzroči potrebo
po vnovičnem preverjanju omejitev (15. vrstica v algoritmu). Obratno, na poti nav-
zgor v polju ‘nazaj‘ označimo, da smo preverili omejitve z vsemi spremenljivkami
do trenutnega nivoja (20. vrstica).
Podatkovna struktura ‘spremembe’ za vsak nivo rekurzije hrani spremembe v
M , ki jih je potrebno odpraviti ob sestopanju preko tistega nivoja. Med iskanjem
namreč iz trenutnih domen odstranjujemo nedopustne vrednosti, ki jih moramo pri
sestopanju obnoviti (s proceduro Popravi). Podobno strukturo ‘spremembe‘ smo
uporabili že pri običajnem preverjanju vnaprej, vendar smo tam vse spremembe
zapisali v trenutnem nivoju rekurzije. Tu pa zaradi lenega preverjanja spremembe
odkrijemo kasneje, vseeno pa jih moramo zapisati na pravi nivo. Različne nivoje v
strukturi spremembe naslavljamo z indeksi spremenljivk (npr. spremembe[u]).
Procedura PreveriLeno deluje na enak način kot Preveri pri preprostem
sestopanju, vendar preveri le tiste omejitve, pri katerih so se vrednosti spremenljivk
od prejšnjega preverjanja spremenile (23. vrstica). Vsako odkrito nekonsistentnost
shrani v M in zapiše opravljeno spremembo na pravi nivo v ‘spremembe’ (26. in 29.
vrstica).
V primerjavi z običajnim preverjanjem vnaprej izgubimo možnost zaznavanja
izpraznjene domene (DWO) saj zaradi odlašanja s preverjanjem omejitev nimamo
popolnih informacij o stanju trenutnih domen. Namesto tega bi lahko idejo o le-
nem preverjanju vnaprej združili s postopkom seskakovanja ali konfliktno vodenega
seskakovanja iz prejšnjih razdelkov in s tem preprečili odvečno preiskovanje preisko-
valnega drevesa. Krivce za nekonsistentnost lahko najdemo po enakem postopku
kot v algoritmih 3 ali 4.
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Algoritem 6 Leno preverjanje vnaprej
1: procedure Začetek
2: for all u ∈ VG, u′ ∈ VH do
3: M [u, u′]← True
4: for u = 1, . . . , nG do
5: nazaj[u] = 0
6: spremembe[u] = ∅
7: procedure Iskanje(u)
8: if u = nG + 1 then
9: število ← število+ 1
10: else
11: for all u′ ∈ VH do
12: if PreveriLeno(u, u′) then
13: ϕ(u)← u′
14: v ← u+ 1
15: while v ≤ nG and u < nazaj[v] do
16: nazaj[v]← u
17: v ← v + 1
18: Iskanje(u+ 1)
19: Popravi(spremembe[u])
20: nazaj[u]← u
21: procedure PreveriLeno(u, u′)
22: if M [u, u′] then
23: for v ← nazaj[u], . . . , u− 1 do
24: if u′ = ϕ(v) then ▷ injektivnost
25: M [u, u′]← False
26: spremembe[v]← spremembe[v] ∪ {(u, u′)}
27: if u′ ∼H ϕ(v) ̸≡ u ∼G v then ▷ topologija
28: M [u, u′]← False
29: spremembe[v]← spremembe[v] ∪ {(u, u′)}
30: return M [u, u′]
31: procedure Popravi(u)
32: for all (v, v′) ∈ spremembe[u] do
33: M [v, v′]← True
34: spremembe[u]← ∅
4.2 Izboljšave
Do sedaj smo opisali 5 algoritmov za reševanje problema podgrafnega izomorfizma.
Izhajali smo iz definicije problema zadoščanja omejitvam in s sprotnim preverjanjem
konsistentnosti ob sestopanju zagotovili pravilnost rešitev.
V tem poglavju si ogledamo nekaj tehnik za izboljšanje osnovnih algoritmov.
Z opisanimi izboljšavami poskušamo na različne načine pohitriti delovanje naših
algoritmov. Nekatere izboljšave vključujejo dodatno sklepanje za hitrejše zaznavanje
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neobetavnih rešitev, druge vpeljejo hevristike za pomoč pri praktičnih primerih. Na
koncu posvetimo nekaj časa še učinkovitejši implementaciji.
4.2.1 Vrstni red preiskovanja
Pri opisih algoritmov nikoli nismo posebej poudarjali vrstnega reda spremenljivk.
Povsod smo uporabili kar vrstni red ϕ(1), ϕ(2), . . .
Opazimo lahko, da pravilnost algoritmov od vrstnega reda ni odvisna — lahko
bi uporabili katerega koli. To dejstvo nam ponuja nove možnosti za izboljšave, saj
lahko z vrstnim redom vplivamo na obliko preiskovalnega drevesa. Če uspemo najti
takšen vrstni red, ki pri iskanju proizvede čim manjše preiskovalno drevo, lahko
znatno pohitrimo opisane algoritme.
Določiti skušamo torej vrstni red vozlišč vzorca G, tako da bodo algoritmi se-
stopanja med iskanjem podgrafnega izomorfizma ϕ : G→ H čim prej odkrili nekon-
sistentnosti in se posledično ne bodo spustili pregloboko v rekurzijo. Optimalnega
vrstnega reda seveda ne moremo določiti, zato se v nadaljevanju opremo na hevri-
stike.
Vrstni red je lahko statičen ali dinamičen. Statičen vrstni red spremenljivk do-
ločimo pred začetkom iskanja in nato nadaljujemo s standardnim iskanjem po iz-
branem vrstnem redu. Dinamičen vrstni red pa nam dovoljuje, da v različnih vejah
preiskovalnega drevesa uporabimo različne vrstne rede, med katerimi lahko izbiramo
na podlagi dodatnih informacij pridobljenih med iskanjem.
V naših algoritmih se osredotočimo na statične vrstne rede, v katerih poskušamo
čim bolje upoštevati topologijo vzorca G:
DEG Vozlišča uredimo po padajoči stopnji. Ker so grafi v praksi navadno redkejši,
s takšnim vrstnim redom poskusimo zagotoviti čim strožje omejitve v začetnih
nivojih preiskovalnega drevesa.
RDEG Ta vrstni red gradimo iterativno z uporabo požrešnega algoritma. Na prvo
mesto v vrstnem redu postavimo vozlišče z najvišjo stopnjo. V sledečih kora-
kih pa za naslednje vedno izberemo vozlišče povezano z največ že izbranimi
vozlišči.
Naj bo (ϕ(u1), ϕ(u2), . . . , ϕ(uk−1)) delno zgrajen vrstni red. Za naslednjo spre-
menljivko v vrstnem redu izberemo ϕ(uk), kjer
uk = argmax
u∈VG\{u1,u2,...,uk−1}
|NG(u) ∩ {u1, u2, . . . , uk−1}| .
V primeru izenačenja izberemo spremenljivko z večjo globalno stopnjo.
Takšni ureditvi pravimo ureditev po relativni stopnji (angl. relative degree,
RDEG)
GCF Podobno kot pri RDEG, tudi tu spremenljivke uredimo po padajoči relativni
stopnji, vendar tu drugače razrešimo izenačenja.
Naj bo (ϕ(u1), . . . , ϕ(uk−1)) delno zgrajen vrstni red in označimo z neigh
množico vozlišč, ki imajo vsaj enega soseda v delnem vrstnem redu, t. j.
neigh = {u ∈ VG \ {u1, . . . , uk−1} | NG(u) ∩ {u1, . . . , uk−1} ≠ ∅} .
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Za naslednjo spremenljivko v vrstnem redu izberemo ϕ(uk), kjer
uk = argmax
u∈VG\{u1,u2,...,uk−1}
(|NG(u) ∩ {u1, u2, . . . , uk−1}| , |NG(u) ∩ neigh| , d(u)) .
Najprej torej izberemo vozlišča z največjo relativno stopnjo. Med njimi izbe-
remo tisto z največ sosedi v neigh in, če je takšnih več, primerjamo še globalno
stopnjo.
Ta vrstni red je bil prvič uporabljen v algoritmu za podgrafni izomorfizem
RI [4] in dodatno analiziran v [3]. Imenujemo ga najmočnejša omejitev najprej
(angl. greatest constraint first, GCF)
Vrstni red, ki ga dobimo po postopku GCF zadošča tudi pogojem RDEG, le
da je tu urejenost še bolj natančno določena. S pogojem, da mora biti vozlišče
povezano s čim več vozlišči v neigh poskušamo povečati relativne stopnje
sledečih vozlišč, kar nam pomaga v naslednjih korakih.
Pri dinamičnih vrstnih redih pa skušamo za čim boljšo izbiro naslednje spremen-
ljivke uporabiti dodatne informacije, ki so nam na voljo med iskanjem. Pri algoritmu
s preverjanjem vnaprej lahko na ta način definiramo vrstni red MRV.
MRV Pri sestopanju s preverjanjem vnaprej za vsako spremenljivko ϕ(u) hranimo
njeno trenutno domeno D′u dopustnih vrednosti.
S pomočjo teh informacij lahko v vsakem stanju preiskovalnega drevesa za
naslednjo spremenljivko izberemo tisto, ki ima na voljo najmanj dopustnih
vrednosti (angl. minimal remaining values, MRV). S takšno izbiro poskušamo
doseči, da bi bilo preiskovalno drevo čim manj razvejano.
V algoritmih brez preverjanja vnaprej tega vrstnega reda ne moremo uporabiti,
saj bi bil izračun števila dopustnih vrednosti prezahteven.
4.2.2 Izpeljane omejitve
Naslednji način, na katerega lahko zmanjšamo preiskovalno drevo, je dodajanje iz-
peljanih omejitev.
Iz osnovnih (zadostnih) omejitev našega problema lahko izpeljemo dodatne (po-
trebne) omejitve, katerih zadoščenost lahko hitro preverimo in s tem v nekaterih
primerih prej odkrijemo nekonsistentnost delne rešitve.
Ujemanje stopenj Zaradi omejitev injektivnosti in povezav lahko opazimo, da
mora veljati
dG(u) ≤ dH(ϕ(u)) za vsako vozlišče u ∈ VG.
Podgrafni izomorfizem ϕ mora namreč soseščino vozlišča u ∈ VG preslikati na
soseščino ϕ(u) ∈ VH , t. j.
ϕ(NG(u)) ⊆ NH(ϕ(u)).
Iz injektivnosti sledi |NG(u)| ≤ |NH(ϕ(u))|.
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Če v podatkovni strukturi za graf eksplicitno hranimo stopnje vozlišč, lahko
zgornje omejitve zlahka preverimo brez dodatnega dela.
Pri algoritmih preprosto sestopanje (stran 12), seskakovanje (stran 16) in kon-
fliktno vodeno seskakovanje (stran 20) jih preverimo z dodatnim pogojem v
procedurah Preveri in PreveriKrivec. Pri preverjanju vnaprej (stran 21)
in lenem preverjanju vnaprej (stran 24) pa lahko že pred iskanjem (v pro-
ceduri Začetek) pare vozlišč, ki teh omejitev ne izpolnjujejo, označimo za
nedopustne (M [u, u′]← False).
Idejo o ujemanju stopenj lahko dodatno razširimo na celotne soseščine vozlišč.
Za to potrebujemo dve dodatni definiciji.
Definicija 4.14. (Zaporedje stopenj soseščine) Naj bo G graf in u ∈ VG poljubno
vozlišče.
Definiramo zaporedje ZG(u) kot padajoče zaporedje stopenj vozlišč v NG(u)
ZG(u) := (dG(v))v∈NG(u) , urejeno padajoče
Definicija 4.15. Naj bosta A in B poljubni zaporedji števil.
Zaporedje A je manjše ali enako zaporedju B, če obstaja takšno podzaporedje
B′ zaporedja B, da so elementi zaporedja A manjši ali enaki istoležnim elementom
zaporedja B′.
To relacijo med zaporedji označimo z A ⪯ B.
Zdaj lahko zapišemo nove izpeljane omejitve za problem podgrafnega izomor-
fizma.
Ujemanje stopenj soseščine Z razširitvijo omejitev o ujemanju stopenj na celo-
tne soseščine vozlišč ugotovimo, da mora veljati
ZG(u) ⪯ ZH(ϕ(u)) za vsako vozlišče u ∈ VG.
Sklepamo podobno kot prej.
Vsako vozlišče v soseščini NG(u) mora imeti svojo sliko v NH(ϕ(u)). Zaradi
injektivnosti so slike unikatne.
Zgoraj definirane omejitve o ujemanju stopenj pravijo, da mora veljati dG(u) ≤
dH(ϕ(u)). Opazimo pa lahko, da se iste omejitve nanašajo tudi na vozlišča iz
soseščine NG(u). Za vsako vozlišče v ∈ NG(u) mora torej prav tako obstajati
unikatno vozlišče v′ ∈ NG(ϕ(u)), za katero velja dG(v) ≤ dH(v′).
Za celotno soseščino to zagotovi ravno pogoj, da je zaporedje stopenj soseščine
vozlišča u manjše ali enako zaporedju stopenj soseščine vozlišča ϕ(u).
4.2.3 Konsistentnost po lokih
V algoritmu preverjanje vnaprej (algoritem 5, stran 21) imamo na vsakem koraku
informacije o trenutnih domenah spremenljivk D′u. Te smo s pridom uporabili že v
definiciji dinamičnega vrstnega reda spremenljivk MRV.
Oglejmo si način, na katerega lahko trenutne domene med iskanjem še dodatno
zmanjšamo.
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Definicija 4.16 (Konsistentnost po lokih). Naj bo
T = (ϕ(u1)← u′1, ϕ(u2)← u′2, . . . , ϕ(uk)← u′k)
delna rešitev in naj bodo D′uk+1 , . . . , D
′
unG
trenutne domene še neobiskanih spremen-
ljivk ϕ(uk+1), . . . , ϕ(unG) .
Spremenljivka ϕ(u) je po lokih konsistentna (angl. arc consistent) s spremen-
ljivko ϕ(v), če za vsako dopustno vrednost u′ spremenljivke ϕ(u), t. j. u′ ∈ D′u,
obstaja dopustna vrednost v′ spremenljivke ϕ(v), ki zadošča vsem omejitvam med
ϕ(u) in ϕ(v). Vrednosti v′ rečemo podpora za dodelitev ϕ(u)← u′.
Delna rešitev je konsistentna po lokih, če so v njej po lokih konsistentni vsi pari
spremenljivk.
V pravilni rešitvi so lahko spremenljivkam dodeljene le vrednosti, ki imajo pod-
poro, saj iz zgornje definicije direktno sledi, da bi bila v nasprotnem primeru prekr-
šena vsaj ena omejitev. Med iskanjem nas torej zanimajo le po lokih konsistentne
delne rešitve.
Konsistentnost po lokih lahko zagotovimo tako, da iz trenutnih domen odstra-
nimo vse vrednosti brez podpore. Ker pa ob tem lahko odstranimo tudi kakšno
vrednost, ki služi za podporo drugi spremenljivki, moramo postopek ponavljati vse
dokler ne moremo opraviti nobene spremembe več.
Ta preprost algoritem za odstranjevanje vrednosti brez podpore iz trenutnih
domen imenujemo AC-1 [10]. Z njim lahko v algoritmu s preverjanjem vnaprej ob
vsaki dodelitvi posodobimo trenutne domene in tako zmanjšamo preiskovalno drevo.
Klic procedure AC-1 lahko dodamo med 10. in 11. vrstico v algoritmu 5.
Algoritem 7 AC-1
procedure AC-1
sprememba← True
while sprememba do
sprememba← False
for u← 1, . . . , nG do
for v ← 1, . . . , nG do
for all u′ ∈ D′u do
if ϕ(u)← u′ nima podpore za omejitve med ϕ(u) in ϕ(v) then
D′u ← D′u \ {u′}
sprememba← True
4.2.4 Hallove množice
Zaradi omejitev o injektivnosti podgrafnega izomorfizma morajo biti v rešitvi vre-
dnosti, dodeljene spremenljivkam, paroma različne. V splošnih problemih zado-
ščanja omejitvam takšni omejitvi pravimo omejitev vse-različne (angl. all-different
constraint) [21].
Na podlagi omejitve vse-različne lahko razvijemo dodaten postopek filtriranja
domen spremenljivk. V ta namen si najprej poglejmo definicijo Hallove množice.
28
Definicija 4.17 (Hallova množica). Naj bodo D′1, . . . , D′nG trenutne domene spre-
menljivk ϕ(1), . . . , ϕ(nG) pri neki delni rešitvi.
Množici spremenljivk H = {ϕ(u1), . . . , ϕ(uk)} pravimo Hallova, če velja
|H| =
⏐⏐⏐⋃{D′ui | ϕ(ui) ∈ H}⏐⏐⏐ .
Z drugimi besedami, množica spremenljivk H je Hallova, če je spremenljivk v H
ravno toliko, kolikor je vrednosti v uniji njihovih trenutnih domen. Zaradi omejitve
vse-različne moramo torej k vrednosti dodeliti k spremenljivkam, ne da bi kakšno
uporabili dvakrat.
Sklepamo lahko, da bodo vrednosti, ki nastopajo v domenah spremenljivk v H,
zagotovo dodeljene samo spremenljivkam iz H. Zaradi tega lahko, če uspemo najti
kakšno Hallovo množico, takšne vrednosti odstranimo iz domen ostalih spremenljivk.
Če tekom iskanja najdemo množico spremenljivk H, katerih unija domen vsebuje
manj vrednosti, lahko iskanje v trenutni veji preiskovalnega drevesa takoj zaključimo,
saj takšnega stanja ni mogoče razširiti do polne rešitve.
Iskanje Hallovih množic je zahtevno – pri naivnem pristopu bi morali preveriti kar
vse možne kombinacije spremenljivk. Namesto tega avtorji v članku [15] predlagajo
hevrističen pristop, ki učinkovito najde nekatere Hallove množice, vendar ne nujno
vseh. Ta pristop poimenujejo vse-različne s štetjem (angl. counting all-different).
V algoritmu 8 je zapisana psevdokoda, s katero iščemo Hallove množice in sproti
filtriramo domene preostalih spremenljivk.
Algoritem 8 Vse-različne s štetjem
1: procedure VseRazličneŠtetje
2: H ← ∅
3: W ← ∅
4: k ← 0
5: for all u ∈ VG | urejene po naraščajoči moči domen D′u do
6: D′u ← D′u \H
7: W ← W ∪D′u
8: k ← k + 1
9: if D′u = ∅ or |W | < k then
10: return False
11: else if |W | = k then
12: H ← H ∪W
13: k ← 0
14: W ← ∅
15: return True
Hallove množice odkrivamo z linearnim prehodom čez spremenljivke. V mno-
žici W hranimo unijo domen obiskanih spremenljivk, v spremenljivki k pa število
teh spremenljivk. Če v kakšni iteraciji velja k = |W |, potem smo odkrili Hallovo
množico. V tem primeru bi lahko vrednosti iz W odstranili iz domen vseh ostalih
spremenljivk. To dosežemo tako, da tekom iteracije v množici H hranimo vrednosti,
ki jih moramo odstraniti. V 6. vrstici algoritma nato iz vsake domene odstranimo
vrednosti v H.
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Ob odkriti Hallovi množici števec k in množico W ponastavimo za iskanje nasle-
dnje Hallove množice.
Če tekom iteracije pridemo v stanje, kjer velja k > |W |, vrnemo False, saj v ta-
kšnem primeru rešitve problema ni mogoče najti. Našli smo namreč k spremenljivk,
med katere bi morali razdeliti manj kot k vrednosti.
Prehod preko spremenljivk bi lahko opravili v kateremkoli vrstnem redu. Da
bi odkrili čim več Hallovih množic pa želimo, da je unija obiskanih domen W čim
manjša. Zato spremenljivke obiščemo v vrstnem redu naraščajočih moči domen.
Opisano proceduro VseRazličneŠtetje lahko uporabimo (podobno kot AC-1
iz prejšnjega razdelka) v algoritmu sestopanja s preverjanjem vnaprej (algoritem 5)
tako, da dodamo klic VseRazličneŠtetje takoj po 10. vrstici.
4.2.5 Starši in preverjanje soseščine
Vse prejšnje izboljšave se nanašajo na dodatno filtriranje kandidatov ali drugačne
metode zmanjševanja preiskovalnega drevesa. Pozorni pa moramo biti tudi na učin-
kovito implementacijo algoritmov. Tu si ogledamo preprosto izboljšavo, pogosto
uporabljeno pri reševanju problema podgrafnega izomorfizma.
V algoritmih sestopanja moramo za vsako spremenljivko preizkusiti vse vrednosti
iz domene. V algoritmu 2 (stran 12) to, na primer, naredimo z zanko v 12. vrstici.
Ta postopek lahko pohitrimo z upoštevanjem povezav v vzorcu in tarči. Naj bo
T = (ϕ(u1)← u′1, . . . , ϕ(uk−1)← u′k−1) neka delna rešitev, ki jo poskušamo razširiti
z dodelitvijo vrednosti spremenljivki ϕ(uk). Če je vozlišče uk ∈ VG povezano z
nekim ul ∈ {u1, . . . , uk−1} lahko namesto po vseh vrednostih u′k ∈ VH iteriramo
le po tistih, ki so povezana z vrednostjo dodeljeno spremenljivki ϕ(ul). Za ostala
vozlišča omejitev ϕ(uk) ∼ ϕ(ul) namreč ne bo izpolnjena.
Pri preprostem sestopanju (algoritem 2, stran 12) lahko v tem primeru 5. vrstico
for all u′ ∈ VH do
nadomestimo z
for all u′ ∈ NH(ϕ(ul)) do
Spremenljivki ϕ(ul) v takšnem primeru rečemo starš spremenljivke ϕ(uk). Če
spremenljivka v delni rešitvi nima starša, moramo še vedno preizkusiti vse vrednosti.
Ker pa navadno obravnavamo le povezane grafe, so starši skoraj vedno prisotni. Še
posebej to velja ob uporabi vrstnega reda RDEG (stran 25), kjer spremenljivke
uredimo ravno tako, da ima vsaka čim več staršev.
Na podoben način lahko pohitrimo tudi preverjanje zadoščanja omejitvam v red-
kih grafih. Pri algoritmih v prejšnjem poglavju smo konsistentnost vedno preverjali
s prehodom čez vse spremenljivke v delni rešitvi (npr. v proceduri Preveri al-
goritma 2). Alternativno lahko konsistentnost dodelitve ϕ(uk) ← u′k preverimo s
primerjavo soseščin v vzorcu in tarči. To dosežemo s klicem procedure Preveri-
Soseščino(uk, u′k) iz algoritma 9.
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Algoritem 9 Alternativna procedura za preverjanje konsistentnosti.
procedure PreveriSoseščino(u, u′)
if u′ že dodeljen kakšni drugi spremenljivki v delni rešitvi then
return False
for all v ∈ NG(u) | ϕ(v) je v trenutni delni rešitvi do
if ϕ(v) ̸∼H u′ then
return False
for all v′ ∈ NH(u′) | v′ je dodeljen neki spremenljivki v trenutni rešitvi do
if ϕ−1(v′) ̸∼G u then
return False
return True
V proceduri najprej preverimo, če je zadoščeno omejitvi o injektivnosti. Potem
se sprehodimo čez soseščino vozlišča u v vzorcu G in preverimo, če je njegova poten-
cialna slika (u′) v tarči H povezana s pravimi vozlišči. Da zadostimo pogojem indu-
ciranega podgrafnega izomorfizma, nato preverimo še obratno, če so praslike vseh
vozlišč iz soseščine NH(u′) pravilno povezane z u. Za učinkovitost tega postopka
moramo grafe predstaviti dvojno – v obliki seznama sosednosti (angl. adjacency
list) za hitro iteracijo po soseščinah in matrike sosednosti (angl. adjacency matrix )
za hitro preverjanje sosednosti. Prav tako moramo med preiskovanjem za vsako
vozlišče u′ tarče H dodatno hraniti njegovo prasliko ϕ−1(u′) (t. j. vozlišče vzorca,
kateremu je u′ dodeljeno) v trenutni delni rešitvi.
Časovna zahtevnost procedure PreveriSoseščino za razliko od običajne pro-
cedure Preveri ni odvisna od velikosti trenutne delne rešitve, temveč od velikosti
soseščin vozlišč u in u′, kar nam lahko pomaga v primeru redkejših grafov.
4.2.6 Bitna polja
V opisanih algoritmih pogosto uporabljamo operacije nad množicami (unijo, presek,
razliko, . . . ). Učinkovitost teh operacij je močno odvisna od podatkovne strukture,
ki jo uporabljamo za predstavitev množic.
V naših problemih so vse množice pravzaprav podmnožice vozlišč vzorca G ali
tarče H. Že na začetku smo zapisali, da brez škode za splošnost pri vseh grafih
predpostavljamo, da je njihova množica vozlišč oblike V = {1, 2, . . . , n}.
Zaradi tega lahko vse množice predstavimo zelo učinkovito z uporabo bitnih
polj. Prižgan bit v bitnem polju pomeni, da je element na tistem mestu v množici.
Množico A predstavljeno z bitnim poljem za lažje razpoznavanje označimo podčrtano
– A.
Osnovne operacije nad množicami lahko z bitnimi polji implementiramo zelo
učinkovito:
• unija – bitni ali, A ∪B = A⊕B,
• presek – bitni in, A ∩B = A⊗B,
• razlika – bitni in z negacijo A \B = A⊗ ¬B.
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Graf lahko predstavimo s seznamom bitnih polj. Za vsako vozlišče hranimo eno
bitno polje, ki predstavlja njegovo množico sosedov. Bitno polje sosedov vozlišča u
v grafu G označimo z G[u].
V algoritmu 10 je zapisan postopek preprostega sestopanja z uporabo bitnih polj.
Procedura Preveri zdaj namesto preverjanja ustreznosti enega kandidata izračuna
kar celotno množico kandidatov z uporabo bitnih operacij.
Algoritem 10 Preprosto sestopanje z bitnimi polji
procedure Iskanje(u)
if u = nG + 1 then
število ← število+ 1
else
kandidati← Preveri(u)
for all u′ ∈ VH | kandidati[u′] = 1 do
ϕ(u)← u′
Iskanje(u+ 1)
procedure Preveri(u)
kandidati← polno bitno polje velikosti nH
for v ← 1, . . . , u− 1 do
if v ∼G u then
kandidati← kandidati⊗H[ϕ(v)]
else
kandidati← kandidati⊗ ¬H[ϕ(v)]
return kandidati
Podobno lahko prilagodimo tudi algoritme s seskakovnjem, preverjanjem vnaprej
in lenim preverjanjem vnaprej.
4.3 Pregled
Ogledali smo si nekaj izboljšav, ki jih lahko dodamo osnovnih algoritmom predsta-
vljenim v prejšnjem poglavju. Nekatere izboljšave lahko dodamo vsem osnovnim
algoritmom, medtem ko je druge mogoče uporabiti le pri nekaterih. Kompatibilnost
osnovnih algoritmov in izboljšav je prikazana v tabeli 2. Imena algoritmov so zapi-
sana z okrajšavami: BT – preprosto sestopanje, BJ – seskakovanje, CBJ – konfliktno
vodeno seskakovanje, FC – preverjanje vnaprej in LFC – leno preverjanje vnaprej.
V vseh algoritmih lahko spreminjamo statičen vrstni red preiskovanja, upora-
bljamo izpeljane omejitve in izboljšamo implementacijo množic z bitnimi polji.
Izboljšave z dinamičnim vrstnim redom, preverjanjem konsistentnosti po lokih
in iskanjem Hallovih množic lahko uporabimo le pri preverjanju vnaprej, saj je to
edini algoritem, kjer imamo na voljo že izračunane trenutne domene spremenljivk.
Brez informacij o trenutnih dopustnih vrednostih teh izboljšav ni mogoče uporabiti.
Izboljšave s starši ne moremo uporabiti pri algoritmih s seskakovanjem. Pri teh
algoritmih moramo namreč vselej iterirati čez celotno domeno, ker lahko le na ta
način izračunamo prave krivce za nekonsistentnost.
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Tabela 2: Kompatibilnost izboljšav z osnovnimi algoritmi
BT BJ CBJ FC LFC
statičen vrstni red ✓ ✓ ✓ ✓ ✓
dinamičen vrstni red MRV ✓
izpeljane omejitve ✓ ✓ ✓ ✓ ✓
konsistentnost po lokih ✓
Hallove množice ✓
starši ✓ ✓ ✓
bitna polja ✓ ✓ ✓ ✓ ✓
Uspešnost izboljšav v kombinaciji z različnimi algoritmih lahko primerjamo po
različnih kriterijih. Praktično je najpomembnejši čas izvajanja, na katerega se osre-
dotočimo v poglavju z rezultati (poglavje 6, stran 39). S teoretičnega vidika lahko
algoritme primerjamo glede na število obiskanih stanj v preiskovalnem drevesu ali
pa glede na število opravljenih preverb zadoščenosti omejitvam.
Število stanj Osnovne algoritme (brez izboljšav) lahko po tem kriteriju uredimo
v sledeči vrstni red
BT = LFC ≥ BJ ≥
{
CBJ
FC .
Algoritma BT in LFC obiščeta enako število stanj. Razlika med njima je le, da
pri LFC shranjujemo rezultate opravljenih preverb konsistentnosti, medtem ko
pri BT vse omejitve vedno znova preverjamo.
Seskakovanje (BJ) obišče ista stanja kot BT, le da nekatera zaradi daljših
skokov nazaj preskoči. Konfliktno vodeno seskakovanje (CBJ) preskoči še več
takšnih stanj.
Algoritem FC zaradi preverjanja vnaprej (posebej zaradi optimizacije DWO)
prej odkrije neobetavne veje in zaradi tega izpusti vsa stanja, iz katerih bi se
BJ vrnil s skokom.
Po številu obiskanih stanj v splošnem ne moremo primerjati algoritmov CBJ in
FC. CBJ lahko preskoči nekatere dele preiskovalnega drevesa, v katere se FC
spusti, in obratno, FC zaradi optimizacije DWO v nekaterih primerih preneha
preiskovanje, kjer ga CBJ še nadaljuje.
Z upoštevanjem dodatnih izboljšav lahko v vrstni red dodamo še
FC ≥
{
FC+ konsistentnost po lokih
FC+ Hallove množice .
Pri obeh izboljšavah opravimo nekaj dodatnega preverjanja z namenom zmanj-
šanja stanj preiskovalnega drevesa.
Število preverb Primerjava števila obiskanih stanj preiskovalnega drevesa priča-
kovanega časa izvajanja ne odraža najbolje. Zgornji vrstni red nakazuje, da
sta najboljša algoritma CBJ in FC, vendar pri njem ne upoštevamo dejstva,
da algoritmi v vsakem stanju opravijo različne količine dela.
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Za bolj verodostojno primerjavo lahko štejemo število preverjenih omejitev
med izvajanjem vsakega algoritma. S tem dobimo sledečo urejenost{ FC
BT ≥
{
LFC
BJ ≥ CBJ .
Ker FC vse omejitve preverja vnaprej, ga ne moremo primerjati z nobenim
drugim algoritmom. Vsi ostali omejitve preverjajo za nazaj.
LFC opravi manj preverb kot BT, ker shranjuje rezultate nekaterih že opra-
vljenih preverb. BJ rezultatov opravljenih preverb ne shranjuje, vendar pa
preskoči kakšna stanja preiskovalnega drevesa in zaradi tega opravi manj pre-
verb kot BT. Iz istega razloga jih CBJ opravi še manj.
Pri zgornjih primerjavah ne upoštevamo dodatnega dela, ki je pri nekaterih al-
goritmih potrebno. Pri LFC moramo, na primer, shranjevati nekatere rezultate
preverb za kasnejšo uporabo in jih ob sestopanju pravilno razveljavljati. Pri algo-
ritmu CBJ pa moramo opraviti nekaj dodatnih operacij nad množicami krivcev za
pravilno seskakovanje.
Na učinkovitost izvajanja vplivamo tudi s hevrističnimi in implementacijskimi
izboljšavami. Različni vrstni redi spremenljivk, dodatne izpeljane omejitve in ostale
izboljšave lahko v nekaterih primerih algoritme pohitrijo v drugih pa poslabšajo.
Zaradi tega težko napovemo, kateri algoritem bo uspešnejši na primerih iz prakse.
V poglavju z rezultati (poglavje 6) se osredotočimo na eksperimentalno ovrednotenje
algoritmov na več javno dostopnih bazah testnih primerov, kar je naše glavno merilo
za uspešnost algoritmov. Natančnejšo teoretično primerjavo algoritmov za splošne
probleme zadoščanja omejitvam najdemo v [2] in [10].
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5 Obstoječi algoritmi
Algoritme opisane v prejšnjih poglavjih smo definirali na podlagi idej iz metod za
reševanje bolj splošnih problemov zadoščanja omejitev. V tem poglavju si bomo
ogledali nekaj znanih algoritmov za reševanje problema podgrafnega izomorfizma in
jih poskusili predstaviti kot kombinacijo opisanih metod in izboljšav.
Vsi obravnavani algoritmi temeljijo na neki vrsti sestopanja, zato jih lahko brez
večjih težav umestimo v ogrodje opisano v prejšnjih poglavjih.
5.1 Ullmannov algoritem
Eden najzgodnejših algoritmov za reševanje problema podgrafnega izomorfizma.
Opisan je bil že leta 1976 v članku [19]. Temelji na podobnem principu kot al-
goritem preverjanje vnaprej (stran 21).
Algoritem 11 Ullmannov algoritem
1: procedure Začetek
2: for all u ∈ VG, u′ ∈ VH do
3: if dG(u) ≤ dH(u′) then
4: M0[u, u′]← True
5: else
6: M0[u, u′]← False
7: procedure Iskanje(u)
8: if u = nG + 1 then
9: število ← število+ 1
10: else
11: for all u′ ∈ VH do
12: if Mu−1[u, u′] then
13: Mu ←Mu−1
14: Filter(Mu, u, u′)
15: Refine(Mu)
16: if ∀ v > u ∃v′ ∈ VH :Mu[v, v′] then ▷ DWO
17: ϕ(u)← u′
18: Iskanje(u+ 1)
19: procedure Filter(M , u, u′)
20: for v = u+ 1, . . . , nG do
21: M [v, u′]← False
22: procedure Refine(M)
23: uporabimo metodo AC-1 na matriki M
Na vsakem nivoju rekurzije uporablja po eno matriko Mk, v kateri hrani infor-
macije o trenutnih domenah spremenljivk.
Za zagotavljanje konsistentnosti uporablja dve proceduri: Filter in Refine.
Procedura Filter je namenjena zagotavljanju injektivnosti podgrafnega izomor-
fizma. Ob vsaki dodelitvi vrednosti neki spremenljivki se sprehodi čez domene
ostalih spremenljivk in iz njih odstrani dodeljeno vrednost. Procedura Refine pa
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ustreza metodi zagotavljanja konsistentnosti po lokih AC-1, ki smo jo opisali že v
razdelku 4.2.3.
Pri inicializaciji prve matrike (M0) uporabi ugotovitev iz razdelka 4.2.2 o ujema-
nju stopenj med vozlišči vzorca in tarče.
V ogrodju algoritmov za probleme zadoščanja omejitvam lahko Ullmannov al-
goritem torej predstavimo kot kombinacijo preverjanja vnaprej z zagotavljanjem
konsistentnosti po lokih in uporabo izpeljanih omejitev o ujemanju stopenj.
Na podoben način lahko kot kombinacijo osnovnih tehnik opisanih v prejšnjih
poglavjih zapišemo (z manjšimi dodatki) tudi večino ostalih uspešnih algoritmov za
reševanje problema podgrafnega izomorfizma. V naslednjih razdelkih predstavimo
nekaj takšnih algoritmov in jih umestimo v ogrodje problemov zadoščanja omeji-
tvam.
5.2 VF2
VF2 je najpogosteje uporabljen algoritem za problem podgrafnega izomorfizma.
Prvič je bil predstavljen v članku [8] leta 2004. Skupaj z algoritmom so avtorji
predstavili tudi obširno zbirko naključno generiranih testnih primerov, na kateri so
ovrednotili učinkovitost algoritmov. Zaradi boljših rezultatov kot Ullmannov algo-
ritem je VF2 postal široko uporabljan. Implementiran je bil tudi v znani knjižnici
Boost [22] za programski jezik C++.
Algoritem je kombinacija preprostega sestopanja z nekaj dodatnimi izpeljanimi
omejitvami. Idejo o izpeljanih omejitvah glede ujemanja stopenj (glej razdelek 4.2.2)
razširi tako, da med iskanjem ločeno primerja najprej število povezav do vozlišč
sosednjih delni rešitvi in potem še število povezav do ostalih vozlišč. S tem stopnjo
vozlišča razbije na vsoto dveh členov, kjer v izpeljanih omejitvah primerja vsakega
posebej, in s tem pridobi strožje izpeljane omejitve.
5.3 RI
Leta 2012 je bil v članku [4] predstavljen algoritem RI. Zanimivost tega algoritma
je, da za iskanje podgrafnih izomorfizmov uporablja zelo enostaven postopek prepro-
stega sestopanja. Pri iskanju ne uporablja nobenih zapletenih načinov preverjanja
vnaprej ali kakšnega drugačnega sklepanja za odkrivanje slepih vej preiskovalnega
drevesa.
Glavni novosti v algoritmu RI sta uporaba dobrega statičnega vrstnega reda
spremenljivk GCF (glej razdelek 4.2.1) in implementacijske izboljšave preprostega
sestopanja s starši in preverjanjem soseščine (glej razdelek 4.2.5).
Avtorji prejšnjih algoritmov se vrstnemu redu spremenljivk niso posebej posve-
čali. Ullmannov algoritem navadno uporablja vrstni red DEG, medtem ko ga pri
VF2 avtorji sploh ne navedejo. Z definicijo in uporabo vrstnega reda GCF je algo-
ritem RI dosegel zelo dobre rezultate na veliki množici testnih primerov iz prakse,
kot tudi na sintetičnih testnih primerih sestavljenih za testiranje algoritma VF2.
Definirali so tudi alternativno različico algoritma – RI-Ds, ki pred iskanjem za
vsako vozlišče izračuna domeno dopustnih vrednosti tako, da preveri ujemanje oznak
na vozliščih in povezavah v soseščini. To pripomore k hitrejšemu iskanju v gostejših
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grafih, saj zmanjša število vrednosti, ki jih moramo pri vsaki spremenljivki preizku-
siti. Povzroči pa višjo porabo pomnilnika, saj je potrebno vse izračunane domene
shraniti ločeno.
Algoritem RI je vzpostavil prepričanje, da za reševanje praktičnih primerov pri
problemu podgrafnega izomorfizma ne potrebujemo zapletenih postopkov, temveč
le dober vrstni red spremenljivk v preprostem sestopanju in čim bolj učinkovito
implementacijo.
5.4 Izboljšan Ullmannov algoritem – UllImp
Sočasno z razvojem algoritma RI je bil na Fakulteti za računalništvo in informatiko
Univerze v Ljubljani razvit izboljšan Ullmannov algoritem [7].
Osnovni Ullmannov algoritem je bil na podlagi eksperimentov na zbirki testnih
primerov algoritma VF2 izboljšan na več načinov. Eksperimenti so, podobno kot pri
algoritmu RI, pokazali, da imajo zahtevni postopki rezanja preiskovalnega drevesa
pogosto negativen vpliv na učinkovitost algoritma. Velikosti preiskovalnega drevesa
ne zmanjšajo dovolj, kljub temu pa za sklepanje na vsakem nivoju porabijo veliko
časa.
Zaradi teh ugotovitev izboljšan Ullmannov algoritem ne zagotavlja popolne kon-
sistentnosti po lokih. Uporablja običajen postopek preverjanja vnaprej, pri katerem
le v nekaj začetnih korakih preverja konsistentnost po lokih.
Najpomembnejša novost v izboljšanem Ullmannovem algoritmu je, podobno
kot pri algoritmu RI, definicija drugačnega statičnega vrstnega reda spremenljivk.
Osnova novega vrstnega reda je RDEG (glej razdelek 4.2.1), kjer izenačenja med
vozlišči z enako relativno stopnjo razreši s primerjavo koeficienta gručenja (angl.
clustering coefficient) [6].
5.5 VF3
Na podlagi novih spoznanj iz raziskav in eksperimentov z algoritmom RI so avtorji
znanega algoritma VF2 leta 2017 razvili algoritem VF3 [5]. Pri razvoju so se posebej
osredotočili na velike, goste grafe in uporabo dobrega vrstnega reda spremenljivk.
Za testiranje so generirali tudi novo zbirko testnih primerov, ki vsebuje naključne
grafe zgrajene po modelu Erdős–Rényi z verjetnostjo povezav med 20% in 40%.
Algoritem VF3 deluje podobno kot VF2. Uporablja preprosto sestopanje z ne-
kaj dodatnimi izpeljanimi omejitvami o stopnjah vozlišč. Največje pohitritve so
avtorji dosegli z definicijo novega vrstnega reda spremenljivk. Kot RI in izboljšan
Ullmannov algoritem tudi VF3 uporablja različico vrstnega reda RDEG, kjer kot
dodaten kriterij pri označenih grafih uporabljajo še informacije o oznakah. Na zače-
tna mesta v vrstnem redu poskušajo postaviti vozlišča z oznakami, ki se v ciljnem
grafu pojavijo redkeje. S tem pristopom zmanjšajo razvejanost preiskovalnega dre-
vesa, saj imajo začetna vozlišča na voljo manj dopustnih kandidatov v podgrafnem
izomorfizmu.
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5.6 Glasgow subgraph solver
Trend pri algoritmih opisanih v prejšnjih razdelkih je poenostavljanje postopka is-
kanja in uporaba preprostih izboljšav za hitrejše delovanje. Algoritmi VF2, VF3 in
RI vsi uporabljajo preprosto sestopanje z osnovnimi pravili za preverjanje konsisten-
tnosti. Glavna dejavnika, ki pripomoreta k uspešnosti teh algoritmov sta učinkovita
implementacija (zaradi preprostosti postopka) in dober statičen vrstni red spremen-
ljivk, ki ga izračunajo pred začetkom iskanja.
Algoritmi, ki uporabljajo zahtevnejše postopke in močnejše metode sklepanja za
rezanje preiskovalnega drevesa (kot sta SND [1] in LAD [17]), se v eksperimentih
s primeri iz prakse ali s sintetičnimi naključnimi primeri niso izkazali za konku-
renčne preprostejšim algoritmom. Cena močnejšega sklepanja in preverjanja doda-
tnih pravil za rezanje preiskovalnega drevesa je bila glede na prihranke pri velikosti
preiskovalnih dreves prevelika.
Zaradi NP-polnosti problema pa po drugi strani lahko pričakujemo, da obstajajo
težki primeri, na katerih bi pametnejši postopki lahko delovali bolje. Reševanja
takšnih primerov so se lotili avtorji najnovejšega algoritma za reševanje problema
podgrafnega izomorfizma – Glasgow subgraph solver [15]. V članku [16] ta algoritem
uporabijo za iskanje težkih primerov problema podgrafnega izomorfizma.
Glasgow subgraph solver pri reševanju uporablja preverjanje vnaprej z dinamič-
nim vrstnim redom MRV, več izpeljanih omejitev za hitrejše odkrivanje nekonsi-
stentnih stanj in postopek iskanja Hallovih množic s štetjem opisan v razdelku 4.2.4
na strani 28. Množico dodatnih omejitev pridobi na podlagi pomožnih grafov (angl.
supplemental graphs).
Definicija 5.1 (Pomožen graf). Za poljuben graf G definiramo pomožen graf G[c,l].
Vozlišča grafa G[c,l] so enaka kot v G ter vozlišči u in v sta v G[c,l] povezani, če med
njima v grafu G obstaja vsaj c poti dolžine natanko l.
Trditev 5.2. Naj bo ϕ : G→ H (induciran) podgrafni izomorfizem med poljubnima
grafoma G in H. Tedaj je ϕ tudi (induciran) podgrafni izomorfizem med grafoma
G[c,l] in H [c,l] za poljubna c in l.
Dokaz. Graf ϕ(G) (slika grafa G pod ϕ) je (induciran) podgraf grafa H, ki je izo-
morfen grafu G.
Vsaka pot v grafu G ima v izomorfnem grafu ϕ(G) torej svojo sliko. Če je med
poljubnima vozliščema u, v ∈ VG v grafu G c poti dolžine l, jih bo med vozliščema
ϕ(u) in ϕ(v) v grafu ϕ(G) ravno toliko. Ker je ϕ(G) (induciran) podgraf grafa H,
je v grafu H med vozliščema ϕ(u) in ϕ(v) kvečjemu kakšna pot več.
Trditev 5.2 v algoritmu Glasgow subgraph solver uporabijo tako, da pred začet-
kom iskanja generirajo množico parov pomožnih grafov
L =
{
(G,H), (G[1,2], H [1,2]), (G[2,2], H [2,2]), (G[3,2], H [3,2]),
(G[1,3], H [1,3]), (G[2,3, H [2,3), (G[3,3], H [3,3])
}
in pri nadaljnjem iskanju podgrafnega izomorfizma sočasno upoštevajo omejitve vsa-
kega para. Izbira pomožnih grafov ne vpliva na pravilnost algoritma (vsaj dokler
je med njimi tudi osnovni par (G,H)). Zgornja množica je bila izbrana na podlagi
eksperimentalnih rezultatov v članku [15].
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6 Implementacija in rezultati
6.1 Algoritmična knjižnica SICS
Tehnike za reševanje problema podgrafnega izomorfizma opisane v četrtem poglavju
smo implementirali v programskem jeziku C++ [18] kot novo algoritmično knjižnico
SICS (Subgraph Isomorphism Constraint Satisfaction). Knjižnica je dostopna na
spletnem naslovu https://github.com/xnevs/sics.
Implementirali smo podatkovno strukturo za grafe, ki podpira usmerjene in neu-
smerjene grafe z možnostjo oznak na vozliščih in povezavah. Uporabili smo predsta-
vitev z matriko in seznamom sosednosti. Na ta način omogočimo hitro preverjanje
sosednosti (z matriko sosednosti) in hitro iteracijo po soseščinah vozlišč (s seznamom
sosednosti).
Knjižnico lahko uporabimo za reševanje odločitvenega problema, problema štetja
ali problema naštevanja podgrafnih izomorfizmov. Trenutno smo implementirali le
algoritme za reševanje inducirane različice, kljub temu pa smo knjižnico načrtovali
tako, da jo bo v prihodnosti brez večjih težav mogoče razširiti tudi z metodami za
reševanje problema navadnega podgrafnega izomorfizma.
6.2 Zbirke testnih primerov
V nadaljevanju sledi primerjava algoritmov implementiranih v naši knjižnici. Anali-
zirali smo časovno učinkovitost osnovnih algoritmov, predstavljenih v razdelku 4.1,
z različnimi kombinacijami izboljšav iz razdelka 4.2. Za testiranje smo uporabili
sledeče zbirke testnih primerov:
MIVIA Graphs Zbirka naključno generiranih grafov, ki je bila ustvarjena z na-
menom testiranja algoritma VF2. Vsebuje več kategorij naključnih usmerjenih
grafov s številom vozlišč od nekaj deset do več tisoč [9].
MIVIA Large Dense Graphs Zbirka naključnih grafov, generiranih po modelu
Erdős–Rényi. Uporabljena je bila za testiranje algoritma VF3, ker so avtorji
ugotovili, da zbirka MIVIA graphs pri naprednejših algoritmih ne zadošča.
Posebno pozornost so namenili označenim, večjim in gostejšim grafom [5].
RI Zbirka grafov zgrajenih na podlagi resničnih biokemijskih omrežij, ki je bila
uporabljena za testiranje algoritma RI. Vsebuje veliko primerov označenih ne-
usmerjenih grafov [4].
Benchmarks for the Subgraph Isomorphism Problem Zbirka testnih prime-
rov avtorice algoritma LAD. Sestavlja jo več zbirk, ki so bile pogosto upo-
rabljene pri testiranju ostalih algoritmov za reševanje problema podgrafnega
izomorfizma [17].
Network Datasets Zbirka grafov, zgrajenih na podlagi podatkov iz raznih disci-
plin. Sestavljena je bila na Fakulteti za računalništvo in informatiko Univerze
v Ljubljani z namenom testiranja algoritmov za reševanje problema podgraf-
nega izomorfizma na primerih resničnih omrežij.
39
6.3 Eksperimentalno okolje
Eksperimente smo izvedli na računalniku s 4-jedrnim procesorjem Intel Core i7-4771
(frekvenca: 3,5 GHz, L1 predpomnilnik: 64 KB na jedro, L2 predpomnilnik: 256
KB na jedro in L3 predpomnilnik: 8 MB), 16 GB delovnega pomnilnika (frekvenca
1600 MHz) in operacijskim sistemom Arch Linux (Linux jedro 4.18.1). Vsi algo-
ritmi so implementirani v programskem jeziku C++. Za prevajanje smo uporabili
prevajalnik GCC 8.2.0 z zastavicama za optimizacijo -O3 in -march=native.
Za analizo osnovnih tehnik in kombinacij izboljšav smo v knjižnici SICS uporabili
večinoma grafe iz zbirke MIVIA Graphs. Ta zbirka vsebuje različne kategorije grafov.
V eksperimentih smo uporabili kategoriji rand in bvg. Kategorija rand vsebuje
grafe generirane po modelu Erdős–Rényi [11] z verjetnostjo povezav med 0.01 in
0.1, kategorija bvg pa naključne grafe z omejeno maksimalno stopnjo. Pare grafov
za problem podgrafnega izomorfizma so avtorji izbrali tako, da so najprej generirali
tarčo in nato za vzorec vzeli naključen povezan podgraf tarče (število vozlišč vzorca
je 20 %, 40 % ali 60 % števila vozlišč v tarči).
Na podlagi rezultatov smo izbrali najuspešnejše tehnike, ki smo jih nato na vseh
zbirkah, naštetih v prejšnjem razdelku, primerjali z obstoječimi algoritmi. Zaradi
velikosti testnih zbirk smo eksperimente izvedli le na manjših vzorcih primerov iz
vsake zbirke s časovno omejitvijo med 20 in 60 sekundami za reševanje posameznega
primera.
Rezultate predstavimo na grafih, ki prikazujejo število testnih primerov, ki jih
je algoritem uspel rešiti z izbrano časovno omejitvijo (glej primer na sliki 8). Na
abscisni osi je prikazan čas, na ordinatni pa (kumulativno) število primerov, ki jih
je algoritem rešil v tem času. Časovna omejitev se nanaša na čas za reševanje enega
primera. Višja krivulja na grafu torej nakazuje učinkovitejši algoritem.
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Slika 8: Primer grafa, ki prikazuje rezultate eksperimentov.
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6.4 Primerjava osnovnih algoritmov
Na sliki 9 je prikazana primerjava osnovnih algoritmov iz razdelka 4 (v vseh algorit-
mih smo za verodostojno primerjavo uporabili isti vrstni red – GCF):
• preprosto sestopanje (BT, opis v razdelku 4.1.1),
• seskakovanje (BJ, razdelek 4.1.2),
• konfliktno vodeno seskakovanje (CBJ, razdelek 4.1.3),
• preverjanje vnaprej (FC, razdelek 4.1.4) in
• leno preverjanje vnaprej (LFC, razdelek 4.1.5).
Vidimo, da je učinkovitost različnih pristopov zelo podobna. V obeh kategorijah sta
najuspešnejša preverjanje vnaprej in leno preverjanje vnaprej, algoritmi preprostega
sestopanja, seskakovanja in konfliktno vodenega seskakovanja pa jima tesno sledijo.
Med preprostim sestopanjem, seskakovanjem in konfliktno vodenim seskakovanjem
nismo odkrili večjih razlik. Seskakovanje se odreže malo bolje od preprostega sesto-
panja, uporaba konfliktno vodenega seskakovanja pa rezultatov ne izboljša. Podobne
rezultate smo opazili tudi na ostalih zbirkah testnih primerov, zato jih tu ne prika-
žemo.
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Slika 9: Primerjava osnovnih algoritmov na zbirki MIVIA Graphs rand (levo) in
bvg (desno).
6.5 Primerjava izboljšav
Razlike med pristopi se pokažejo ob uporabi različnih izboljšav. V knjižnici SICS smo
implementirali in preizkusili mnogo kombinacij osnovnih algoritmov in izboljšav, ki
jih analiziramo v tem razdelku. Zaradi velikega števila testnih scenarijev prikažemo
le najzanimivejše in reprezentativne rezultate.
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6.5.1 Vrstni red
V razdelku 4.2.1 smo definirali statične vrstne rede DEG, RDEG in GCF ter dina-
mični vrstni red MRV. Na sliki 10 je prikazana primerjava vrstnih redov v algoritmu
preprostega sestopanja. Pri tem algoritmu lahko uporabimo le statične vrstne rede.
Vidimo, da se vrstna reda RDEG in GCF obnašata veliko bolje kot DEG. Na kate-
goriji bvg se pokaže tudi manjša premoč vrstnega reda GCF nad RDEG.
Slika 11 prikazuje primerjavo vrstnih redov z uporabo algoritma FC. Pri statičnih
vrstnih redih vidimo podobne rezultate kot pri BT. Dinamični vrstni red MRV se
na rand grafih obnaša slabše od statičnih, v primeru bvg grafov pa je uspešnejši.
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Slika 10: Primerjava različnih vrstnih redov spremenljivk v algoritmu BT na grafih
rand (levo) in bvg (desno).
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Slika 11: Primerjava različnih vrstnih redov spremenljivk v algoritmu FC na grafih
rand (levo) in bvg (desno).
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6.5.2 Izpeljane omejitve
Uspešnost izpeljanih omejitev iz razdelka 4.2.2 je prikazana na sliki 12. Uporaba
dodatnih omejitev o stopnjah vozlišč rezultate malo izboljša, zahtevnejša metoda
preverjanja stopenj v celotnih soseščinah pa se izkaže za preveč potratno in algoritme
upočasni.
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Slika 12: Primerjava uspešnosti izpeljanih omejitev na grafih rand (levo) in bvg
(desno).
6.5.3 Bitna polja
Implementacijo vseh algoritmov lahko izboljšamo z uporabo bitnih polj. Na ta način
pohitrimo operacije nad množicami (glej razdelek 4.2.6), saj lahko za njih uporabimo
hitre strojne ukaze. Na sliki 13 je prikazana primerjava med verzijama algoritmov
BT in FC z bitnimi polji in brez. Vidimo, da bitna polja občutno pohitrijo delovanje
obeh algoritmov, enako se izkaže pri algoritmih BJ, CBJ in LFC.
0 10000 20000 30000 40000 50000
as [ms]
0
200
400
600
800
1000
1200
1400
te
vi
lo
 re
en
ih
 p
rim
er
ov
BT
BT + bitna polja
0 10000 20000 30000 40000 50000 60000
as [ms]
0
200
400
600
800
1000
1200
1400
te
vi
lo
 re
en
ih
 p
rim
er
ov
FC
FC + bitna polja
Slika 13: Primerjava uporabe bitnih polj v algoritmih BT (levo) in FC (desno).
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6.5.4 Starši in preverjanje soseščine
V algoritmu preprostega sestopanja lahko uporabimo izboljšavi s starši in prever-
janjem soseščine iz razdelka 4.2.5. Z njima zmanjšamo število kandidatov, ki jih
je potrebno preveriti na vsakem nivoju preiskovalnega drevesa, in pohitrimo pre-
verjanje konsistentnosti. Na sliki 14 (levo) so prikazani rezultati z uporabo teh
izboljšav. Primerjava je narejena na vzorcu iz zbirke MIVIA Graphs, rezultati na
ostalih zbirkah so primerljivi.
Uporabe staršev in preverjanja soseščine ne moremo kombinirati z bitnimi polji
iz prejšnjega razdelka, zato si na sliki 14 (desno) ogledamo učinkovitost algoritma
BT s starši in preverjanjem soseščine v primerjavi z algoritmom BT, ki uporablja
bitna polja. Vidimo, da starši in preverjanje soseščine delujejo bolje kot bitna polja,
žal pa teh izboljšav ne moremo učinkovito uporabiti v ostalih algoritmih (BJ, CBJ,
FC in LFC), zato so tam bitna polja še vedno najboljša izbira.
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Slika 14: Učinkovitost izboljšav s starši in preverjanjem soseščine (levo) in primerjava
z bitnimi polji (desno).
6.5.5 Konsistentnost po lokih in Hallove množice
Algoritmu FC lahko dodamo še metode globljega preverjanja konsistentnosti kot
sta AC-1 za konsistentnost po lokih (razdelek 4.2.3) in VseRazličneŠtetje za
zaznavanje Hallovih množic (razdelek 4.2.4). Pri teh metodah v vsakem stanju pre-
iskovalnega drevesa opravimo več dodatnega dela z namenom hitrejšega zaznavanja
neobetavnih delnih rešitev.
Na sliki 15 je prikazana primerjava učinkovitosti teh metod. Vidimo, da z obema
dosežemo slabše rezultate kot z osnovnim algoritmom preverjanja vnaprej (za hi-
trejše delovanje smo povsod uporabili različico z bitnimi polji). Podobne rezultate
dobimo tudi na ostalih zbirkah testnih primerov. Metoda AC-1 ni nikoli dosegla
boljših rezultatov kot osnovni algoritem, našli pa smo nekaj zbirk, kjer je algoritem
z metodo VseRazličneŠtetje uspešnejši (npr. slika 24 na strani 52).
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Slika 15: Primerjava metod globljega preverjanja konsistentnosti v algoritmu FC z
vrstnim redom GCF (levo) in vrstnim redom MRV (desno).
6.6 Primerjava najboljših algoritmov
Na podlagi rezultatov testiranja naše knjižnice SICS definiramo 4 algoritme, ki jih
dobimo kot kombinacijo najuspešnejših metod na različnih tipih grafov:
BT+ Kombinacija preprostega sestopanja z uporabo vrstnega reda GCF, izpeljanih
omejitev o stopnjah vozlišč, preverjanja soseščine in izboljšave s starši.
LFCBJ+ Kombinacija algoritmov lenega preverjanja vnaprej in seskakovanja, ki
uporablja izpeljane omejitve o stopnjah vozlišč in je implementirana z bitnimi
polji. Prav tako uporablja vrstni red GCF.
FCMRV+ Algoritem s preverjanjem vnaprej, izpeljanimi omejitvami o stopnjah
vozlišč in dinamičnim vrstnim redom spremenljivk MRV, implementiran z bi-
tnimi polji.
FCMRV+ Hall Algoritem FCMRV+, ki mu dodamo še zaznavanje Hallovih mno-
žic z uporabo metode VseRazličneŠtetje.
V tem razdelku primerjamo definirane algoritme iz knjižnice SICS z implemen-
tacijami obstoječih algoritmov:
Ullmannov algoritem, VF2, RI, RI-Ds,
Glasgow subgraph solver, VF3, UllImp.
Za vse algoritme uporabimo knjižnice, ki so jih pripravili avtorji sami. Izjema je
Ullmannov algoritem, za katerega uporabimo implementacijo prisotno v knjižnici
vflib2 avtorjev algoritma VF2. Poleg tega preizkusimo dve implementaciji algoritma
VF2, prva je del samostojne knjižnice vflib2, druga pa se nahaja v splošnonamenski
knjižnici Boost.
Na zbirki MIVIA Graphs primerjamo vse algoritme, pri ostalih pa se omejimo le
na najuspešnejše (RI, RI-Ds, VF3 in Glasgow subgraph solver). Povsod si najprej
ogledamo primerjavo izbranih algoritmov iz knjižnice SICS in nato najboljšega izmed
njih primerjamo z obstoječimi algoritmi.
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6.6.1 Zbirka MIVIA Graphs
Rezultati na zbirki MIVIA Graphs so prikazani na slikah 16 in 17. Kot smo že
opisali, ta zbirka vsebuje več kategorij grafov. Na sliki 16 primerjamo učinkovitost
algoritmov na naključnih grafih rand. Med algoritmi iz knjižnice SICS se najbolje
odrežeta BT+ in LFCBJ+, ki v zelo kratkem času rešita skoraj vse primere v našem
vzorcu. V primerjavi z obstoječimi algoritmi na isti sliki vidimo, da je BT+ najboljši
tudi med njimi. Enako velja za LFCBJ+, ki je z algoritmom BT+ izenačen.
Primerjava na sliki 17 prikazuje uspešnost algoritmov na grafih bvg. Tu so
algoritmi med seboj še bolj izenačeni. Med vsemi izbranimi algoritmi iz knjižnice
SICS skoraj ni razlik, med obstoječimi pa sta nekoliko slabša le VF2 in Ullmannov
algoritem.
Vsi novejši algoritmi (RI, VF3 in Glasgow subgraph solver) zelo hitro rešijo skoraj
vse primere, zato jih na tej zbirki težko primerjamo. Videli pa smo, da Ullmannov
algoritem in algoritem VF2 nista tako uspešna. Ocenjujemo, da je glavni razlog za to
uporaba slabšega vrstnega reda spremenljivk. Ravno to je namreč najpomembnejša
izboljšava v algoritmih RI, VF3 in v izboljšanem Ullmannovem algoritmu.
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Slika 16: Rezultati na zbirki MIVIA Graphs rand.
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Slika 17: Rezultati na zbirki MIVIA Graphs bvg.
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6.6.2 Zbirka MIVIA Large Dense Graphs
Ker primere iz zbirke MIVIA Graphs vsi novejši algoritmi rešijo zelo hitro, se je
pri razvoju novih algoritmov pojavila potreba po zbirkah težjih testnih primerov.
Avtorji algoritma VF3 so pripravili novo zbirko naključnih grafov, ki vsebuje večje
in gostejše grafe. Ker se v praksi pogosto soočimo z označenimi omrežji, so tudi tem
namenili dodatno pozornost. V zbirki se nahajajo označeni in neoznačeni usmerjeni
grafi z velikostjo do 10000 vozlišč in gostotami med 20 % in 40 %.
Rezultate eksperimentov na tej zbirki si lahko ogledamo na slikah 18 in 19.
Na vzorcu neoznačenih grafov (slika 18) vidimo kar velike razlike med izbranimi
algoritmi iz knjižnice SICS. Najuspešnejši je LFCBJ+, ki mu sledijo BT+, FCMRV+
in FCMRV+ Hall, v tem vrstnem redu. Na zbirki redkejših grafov v MIVIA Graphs
sta bila algoritma BT+ in LFCBJ+ izenačena, tu pa opazimo, da na gostejših grafih
LFCBJ+ deluje bolje. Zahtevnejši postopek v algoritmih FCMRV+ in FCMRV+
Hall, tako kot pri MIVIA Graphs, dosega slabše rezultate.
Algoritmi RI, RI-Ds in VF3 vsi temeljijo na postopku preprostega sestopanja,
Glasgow subgraph solver pa uporablja preverjanje vnaprej. Na tej zbirki podatkov
se izkaže, da nobena izmed teh tehnik ni najboljša. Preprosto sestopanje je preveč
enostavno, metode algoritma Glasgow subgraph solver pa preveč časovno potratne.
Algoritem SICS LFCBJ+ doseže veliko boljše rezultate od obstoječih algoritmov.
Tehnika lenega preverjanja vnaprej, ki doslej v algoritmih za problem podgrafnega
izomorfizma še ni bila uporabljena, nam tako na tej zbirki podatkov izredno izboljša
učinkovitost algoritma.
V primeru označenih grafov (slika 19) LFCBJ+ prav tako zelo hitro reši večino
testnih primerov, vendar se tu izkaže, da jih na koncu algoritem FCMRV+ reši več.
Predvidevamo, da je razlog za takšen rezultat dejstvo, da v vrstnem redu GCF
(ki ga uporablja LFCBJ+) ne upoštevamo oznak na vozliščih, vrstni red MRV pa
spremenljivke izbira glede na število dopustnih kandidatov in na ta način implicitno
upošteva tudi oznake.
Obstoječi algoritmi se v tem primeru bolj približajo rezultatom knjižnice SICS.
Še posebej to velja za algoritem VF3, pri katerem je bil posebej zasnovan nov vrstni
red spremenljivk za označene grafe (glej razdelek 5.5). Kljub temu pa še vedno ne
doseže učinkovitosti algoritma FCMRV+.
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Slika 18: Rezultati na neoznačenih grafih iz zbirke MIVIA Large Dense Graphs.
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Slika 19: Rezultati na označenih grafih iz zbirke MIVIA Large Dense Graphs.
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6.6.3 Zbirka algoritma RI
Avtor algoritma RI je za testiranje uporabil grafe, ki predstavljajo razna biološka ali
kemijska omrežja. Na slikah 20 in 21 so prikazani rezultati eksperimentov z dvema
skupinama takšnih grafov. V zbirki Graemlin je zbranih nekaj omrežij mikrobov,
zbirka PPI pa vsebuje omrežja interakcij med beljakovinami [4].
Iz rezultatov vidimo, da primere v teh zbirkah učinkovito rešijo vsi algoritmi,
kjer pa je Glasgow subgraph solver počasnejši zaradi bolj zapletenega postopka, ki
tu ni potreben. Podobne rezultate smo dobili tudi na vseh ostalih skupinah testnih
primerov iz zbirke algoritma RI predstavljene v [4].
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Slika 20: Rezultati na zbirki Graemlin.
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Slika 21: Rezultati na zbirki PPI.
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6.6.4 Zbirka Benchmarks for the Subgraph Isomorphism Problem
Na spletni strani https://perso.liris.cnrs.fr/christine.solnon/SIP.html je
avtorica algoritma LAD zbrala razne skupine testnih primerov za problem podgraf-
nega izomorfizma. Zbirka vsebuje testne primere iz več člankov s tega področja, ki
so bili pretvorjeni v enotno obliko.
Na slikah od 22 do 25 so prikazani rezultati eksperimentov na nekaterih izmed
teh skupin. Zanimivo je dejstvo, da na vsaki izmed skupin najbolje deluje drug
algoritem iz knjižnice SICS (za skupino LV je to LFCBJ+, za images-CVIU11 BT+,
za meshes-CVIU11 FCMRV+ Hall in za scalefree FCMRV+). Na vseh skupinah je
knjižnica SICS boljša ali izenačena z obstoječimi algoritmi.
Ta zbirka vsebuje tudi skupino testnih primerov, ki so jo sestavili avtorji algo-
ritma Glasgow subgraph solver. V članku [16] predstavijo način generiranja težkih
primerov za problem podgrafnega izomorfizma. Na sliki 26 so prikazani rezultati ek-
sperimenta na skupini phase, ki vsebuje takšne težke primere. Izvorno so bili grafi v
njej generirani z namenom iskanja grafnih monomorfizmov, vendar jih tu uporabimo
pri iskanju induciranih podgrafnih izomorfizmov, ker samo to različico podpirajo vsi
obravnavani algoritmi.
Primeri v skupini phase so zares težji od primerov v ostalih zbirkah. Preprostejši
algoritmi, kot so SICS BT+, RI, RI-Ds in VF3, v časovni omejitvi 20 sekund niso
uspeli rešiti niti enega primera. Algoritem SICS FCMRV+ jih reši največ, sledi mu
FCMRV+ Hall, medtem ko jih LFCBJ+ in Glasgow subgraph solver rešita le nekaj.
0 2000 4000 6000 8000 10000 12000
as [ms]
0
10
20
30
40
te
vi
lo
 re
en
ih
 p
rim
er
ov
SICS BT+
SICS LFCBJ+
SICS FCMRV+
SICS FCMRV+ Hall
0 2000 4000 6000 8000
as [ms]
0
10
20
30
40
50
te
vi
lo
 re
en
ih
 p
rim
er
ov
SICS LFCBJ+
RI-Ds
RI
VF3
Glasgow
Slika 22: Rezultati na zbirki LV.
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Slika 23: Rezultati na zbirki images-CVIU11.
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Slika 24: Rezultati na zbirki meshes-CVIU11.
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Slika 25: Rezultati na zbirki scalefree.
0 2500 5000 7500 10000 12500 15000 17500 20000
as [ms]
0
5
10
15
20
25
te
vi
lo
 re
en
ih
 p
rim
er
ov
SICS LFCBJ+
SICS FCMRV+
SICS FCMRV+ Hall
0 2500 5000 7500 10000 12500 15000 17500 20000
as [ms]
0
5
10
15
20
25
te
vi
lo
 re
en
ih
 p
rim
er
ov
SICS FCMRV+
Glasgow
Slika 26: Rezultati na zbirki phase.
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6.6.5 Zbirka Network Datasets
Zaradi zastarelosti večine obstoječih zbirk testnih primerov za problem podgrafnega
izomorfizma so na Fakulteti za računalništvo in informatiko Univerze v Ljubljani
sestavili novo. Zbrali so omrežja iz različnih disciplin, pridobljena s spletne strani
https://networkrepository.com/, in jih pretvorili v standarden format algorit-
mov za reševanje problema podgrafnega izomorfizma. Ta omrežja so uporabljena
kot tarče v problemu podgrafnega izomorfizma, vzorci pa so generirani naključno
po modelu Erdős–Rényi.
Na slikah 27, 28 in 29 so prikazani rezultati eksperimentov na nekaterih izmed
skupin v zbirki, ki jih sicer vsebuje še več, vendar so rezultati na njih precej podobni.
Spet lahko vidimo, da je uspešnost algoritmov močno odvisna od domene. Izmed
algoritmov knjižnice SICS je na skupini Brain najboljši FCMRV+ Hall, na skupini
DIMACS FCMRV+ ter na skupini Ecology LFCBJ+.
V vseh skupinah pa vidimo, da je Glasgow subgraph solver še uspešnejši. Reši
več primerov kot katerikoli drug preizkušen algoritem. Razlog se najverjetneje skriva
v uporabi pomožnih grafov (glej razdelek 5.6), saj je to edina izboljšava, ki je v
knjižnici SICS nismo preizkusili.
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Slika 27: Rezultati na zbirki Brain.
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Slika 28: Rezultati na zbirki DIMACS.
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Slika 29: Rezultati na zbirki Ecology.
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7 Sklepne ugotovitve
S prevedbo problema podgrafnega izomorfizma na problem zadoščanja omejitvam
smo si omogočili uporabo znanih algoritmov s tega področja. Ogledali smo si nekaj
znanih postopkov za reševanje problemov zadoščanja omejitvam z uporabo tehnik
sestopanja in jih dopolnili z raznimi izboljšavami. Poleg tega smo v enotni obliki
predstavili večino obstoječih algoritmov.
Z namenom eksperimentalnega ovrednotenja opisanih algoritmov smo implemen-
tirali novo knjižnico SICS za programski jezik C++. Ta knjižnica nam je omogočila
hitro eksperimentiranje z različnimi kombinacijami osnovnih tehnik in izboljšav. Im-
plementirali smo več kot 20 različnih variacij algoritmov sestopanja, ki smo jih nato
testirali na več zbirkah testnih primerov. V tem magistrskem delu smo predstavili
le rezultate najbolj reprezentativnih eksperimentov.
Na podlagi obširnega testiranja smo izbrali najuspešnejše kombinacije pristo-
pov in jih primerjali z nekaterimi obstoječimi algoritmi. Glavni zaključek naših
eksperimentov je, da je učinkovitost algoritmov močno odvisna od domene, ki jo
obravnavamo. Vsak izmed naših izbranih algoritmov (BT+, LFCBJ+, FCMRV+
in FCMRV+ Hall) se je na neki domeni izkazal za najboljšega. Izmed njih je bil
na večini scenarijev najuspešnejši LFCBJ+, ki uporablja učinkovit postopek lenega
preverjanja vnaprej in le tiste izboljšave, ki ne zahtevajo zapletenih izračunov (do-
datno preverjanje stopenj in osnovno seskakovanje). Na nekaterih scenarijih je bil
učinkovitejši algoritem BT+, ki temelji na idejah iz algoritmov RI in VF3 (prepro-
sto sestopanje z dobrim vrstnim redom spremenljivk in učinkovito implementacijo).
Uporaba zahtevnejših postopkov (preverjanje vnaprej, dinamičen vrstni red MRV,
zaznavanje Hallovih množic, konsistentnost po lokih, ipd.) se pogosto ne izplača.
Čeprav takšni algoritmi obiščejo manj vozlišč preiskovalnega drevesa, je čas, ki ga
porabijo za dodatno sklepanje v vsakem vozlišču prevelik. Vseeno pa smo našli nekaj
skupin testnih primerov, kjer naprednejši algoritmi dosežejo boljše rezultate (npr. v
razdelkih 6.6.4 in 6.6.5). Še vedno pa ne moremo enolično odgovoriti na vprašanje,
katere izboljšave so najboljše, v nekaterih primerih je bil najboljši naš algoritem
FCMRV+, v drugih pa tudi FCMRV+ Hall ali Glasgow subgraph solver.
Ravno zaradi dejstva, da izboljšav ne moremo enolično ovrednotiti, je knjižnica
SICS še toliko bolj uporabna. Omogočila nam je hiter razvoj velikega števila variacij
osnovnih algoritmov, s katerimi smo potem na večini testnih primerov dosegli boljše
rezultate kot obstoječi algoritmi. Izjema pri tem je zbirka Network Datasets, na
kateri je bil najuspešnejši Glasgow subgraph solver, ki uporablja zanimivo izboljšavo
s pomožnimi grafi (glej razdelek 5.6). V prihodnosti želimo tudi to idejo vključiti v
knjižnico SICS, kjer jo bomo lahko kombinirali s tehnikami kot sta seskakovanje ali
leno preverjanje vnaprej, medtem ko Glasgow subgraph solver omogoča le uporabo
preverjanja vnaprej.
Za dano domeno primerov je težko vnaprej napovedati, kateri algoritem bo na
njej deloval najbolje. V ta namen bi morali natančneje analizirati lastnosti vsake
domene in identificirati tiste značilke, ki vplivajo na učinkovitost različnih izboljšav.
V tem delu smo se osredotočili na eksperimentalen pristop, pri katerem na vzorcu
primerov preizkusimo več variacij algoritmov in med njimi izberemo najboljše. Al-
ternativno bi lahko z dodatno analizo lastnosti vsake domene implementirali avto-
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matsko izbiro primernega algoritma. Takšen pristop je predstavljen v članku [14],
kjer so avtorji uporabili kombinacijo algoritmov Glasgow subgraph solver, LAD in
VF2. Tudi za ta namen predstavlja knjižnica SICS dobro izhodišče, saj že vključuje
veliko različic algoritmov in hkrati omogoča enostavno implementacijo novih.
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