In this paper an embedded vision system for human silhouette detection in thermal images is presented.
Introduction
Vision systems that allow automatic pedestrian detection Xilinx's Zynq (a combination of ARM processor and reprogrammable logic in one housing). These platforms have their advantages and disadvantages. Their detailed discussion is beyond the scope of this article -some additional information can be found in [3] . The final solution should satisfy two, usually conflicting, requirements -real-time video stream processing capability and energy efficiency.
In the vision system described in this paper an FPGA device was used as the main computing platform. As it will be demonstrated, it allowed to satisfy both mentioned requirements, as well as provide great upgrade flexibility.
The main contributions of this paper are:
• a verified in hardware pedestrian detection system in thermal images,
• proposals of some optimizations, which allowed to obtain multi-scale object detection,
• an improvement to a described in the literature method, which allowed to increase the detection accuracy.
The reminder of this paper is organized as follows. The issue of pedestrian detection in thermal images, in general and in FPGA devices, is presented in Section 2. The proposed vision system i.e. used algorithm, its evaluation and FPGA implementation are described in Section 3. The article ends with a short summary and future research discussion.
Pedestrian detection in thermal images
Pedestrian detection is an issue of great practical importance. It is used both in Advanced Driver Assistance Fig. 1 ). It the review papers [7, 10] and article [8] a number of different approaches to this issue are discussed: • stereovision approach to determine the region of in-
• the use of multi threshold binarization.
Additionally, in the recent work [8] a fairly complex pedestrian detection algorithm was proposed. In the first step the regions of interest were determined. This involved head detection (as bright objects having a specific shape). Then, vertical histograms were used to determine the size of the pedestrian (as small, medium or large). Finally, a region growing procedure was applied and then the bounding boxes were determined. In the second step, the detected candidate areas were subjected to validation.
A standard solution involving feature extraction (curvelet transform) and classification (SVM) was used. The authors emphasize the high accuracy of the method (compa-
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T. Kańka, T. Kryjak, M. Gorgon rable to DCNN) with only moderate computational complexity.
FPGA implementations
FPGAs ( conducted by the first author of these two papers can be found in his Ph. D. thesis [11] .
In the work [14] hardware implementations of two solutions were described: for rigid and non-rigid objects (like pedestrians). In the first case, a method called Shape Constrain (SC) was used. It consisted of two stages:
• local binarization with a 32 × 32 sliding window approach,
• detection based on comparing the content of the sliding window to a template database (56 templates in two scales were used for the 3 considered objectsin total 672 detectors). However, in the design the authors did not use the entire database, but only the In the second case, a method based on the Naive Bayes classifier was used. In the first stage, the input image was also subjected to local binarization. Then detection using a sliding window was applied. It was based on comparing the current sample and a pattern (probability map) 
The proposed solution
The main aim of this work was the realization of an embedded vision system able to perform pedestrian detection in thermal images in real-time. The Spartan 6 FPGA device from Xilinx was chosen as the computing platform.
It allowed to achieve relative high processing performance with low power consumption. The used algorithm was based on the solutions described in papers [9] and [14] . Its structure allows upon relatively easy parallelization and detection of object of different sizes. In the next subsections the used algorithm, its software implementation and evaluation, as well as the designed embedded vision system are described.
The used algorithm
The used pedestrian detection algorithm was based on a probabilistic template. It was created on the basis of a training set, which included rectangular images contain- In this way, a probability measure which describes if a pixel belongs to a human silhouette was obtained.
It was also assumed, that the designed system must support multi-scale pedestrian detection. There are two common approaches to achieve this goal. The first involves scaling the input image and the second using multiple instances of the detector. For the considered algorithm, as will be explained later, the second solution was 60 T. Kańka, T. Kryjak, M. Gorgon The used object detection algorithm is based on the classical sliding detection window approach. In a single step a M ×N window is analysed and classified i.e. the binary information about the presence of a human silhouette is provided. Then, the window is moved to a new location. Usually, a one pixel horizontal and, after completing a line, one vertical shift is used. Schematically, the approach is presented in Fig. 3 . It should be added that the same operations are performed for all used detectors (all scales).
In case of classifying the content of a single window, several approaches are possible. In the work [9] the window is compared with the template using the following formula:
where: I -considered window (grayscale), p -probabilistic template, M, N -the width and height of the window, P -detection probability. Pixels with values grater than 127 in case of compliance with the pattern (p > 0.5)
will increase the value of the final sum. In case of noncompliance, the contribution will be negative. A similar reasoning can be applied to dark pixels (<127). Then, if p < 0.5 the results comply and the final sum will be increased. It is worth noting that the above formula describes a correlation of two M × N images. However, in case of hardware implementation, this solution requires quite costly multiplication between all elements in the window and the template. Therefore, it is not recommended for a pipeline image processing system.
A different way of performing the above described calculations is given by the following equation:
where: IB -detection window after binarization, pprobabilistic template, M, N -the width and height of the window, P -detection probability. The main difference is the binarization performed prior the operations. Furthermore, for "white" pixels the p values are summed and for the "black" ones the 1 − p values (i.e. probability that a pixel is black). In should be noted, that the cumbersome multiplication from Equation (1) is replaced by addition far simpler for hardware implementation.
In the work [14] another variant of this approach is used. The procedure is based on the Naive Bayes Clas- 
However, the multiplication can be substituted by the much simpler addition by applying a logarithm. If LP M W = log 2 (p) and LP M B = log 2 (1 − p) than the following equation is obtained:
In all considered cases the final classification involves comparing the P log value with a threshold. This value depends on the size of the used template. In [14] this value is given by the following equation:
where: M, N -width and height of the detection window,
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-represents the mean likelihood of the content being background (as an FPGA implementation is considered, a fixed-point representation for the probability is used),
After a preliminary analysis of the three described above solutions, it was decided to used the one from the paper [14] i.e. defined by Equation (3). It should be noted, that if the theoretical background is omitted, the methods described by Equations (2) and (3) are very similar.
In particular, they can be implemented using almost the same hardware architecture. In addition, when comparing the two templates it can be seen that they are similar, however the logarithmic one is a bit more blurred - Fig. 4 . 
Software evaluation of the algorithm
The selected pedestrian detection method, based on the logarithmic probabilistic model, was firstly implemented in Matlab software. Then is was evaluated on a test set of 46 images, which contained 103 humans. The images were acquired during winter (temperature −10 o C) with a portable thermal camera (VIGOcam v50) in 320 × 240 pixels resolution. During result analysis it was assumed that the classification was correct, if the silhouette was between 80% and 120% height of the considered window.
Furthermore, it was assumed that only two windows may denote the same person (i.e. two adjacent scales). The detections of particular body parts (arms, legs) or background elements were considered as false positives. Results for various K threshold value (cf. Equation (5)) are summarized in Table 1 .
An analysis showed that a major problem were false detections. Although, for higher values of K this error rate drops significantly, but at the expense of missed true detections. Therefore, a modification to the method was 62 T. Kańka, T. Kryjak, M. Gorgon Fig. 7 . Finally, it should be noted that prior using this method in an application sensitive to false detection the algorithm needs some improvements e.g. by using foreground object segmentation or some detection validation approach.
FPGA implementation
The described in the previous section algorithm has been implemented in an FPGA based embedded vision system.
The used test setup consisted of the following devices:
• HDMI video stream source: • Atlys evaluation board from Digilent with Spartan 6 FPGA (LX45) from Xilinx,
• LCD screen for detection visualization.
In addition, an UART (Universal Asynchronous Receiver The concept is presented schematically in Fig. 10 .
A similar solution has also been applied to the modified version of the algorithm -with consideration of the four sub-templates. Is is worth noting, that the quite complicated summation tree structures were partially generated in Matlab.
In the proposed embedded vision system it is possible to configure the classifications thresholds (K) for different detection windows via UART. In addition, using the available on the Atlys board switches a pre-processing operation can be applied: dilation, erosion or median filtering.
A summary of FPGA resource usage is presented in
Tab. 2. It should be noted that in the current version, the system uses over 3/4 of the available slices and to extend 
Summary
In this paper an FPGA based embedded vision system for pedestrian detection in thermal images was presented.
Due to the used optimizations, it was possible to ob- In future work the following issues should be considered. First, extensive and automated evaluation on publicly available datasets should be conducted. Second, improvement of the detection method by finding local maxima on the classification results map or by using a larger number of templates (e.g. different part of the body, separate head segmentation etc.). Third, a more advanced multiple detection handling procedure should be considered.
Another interesting research direction would be the com- 
