The aim of this paper is to quantify the contribution of synoptic transients to the full spectrum of space-time variability of sea level pressure (SLP) in middle latitudes. In previous work by the authors it was shown that tracking cyclones and anticyclones in an idealized atmospheric model allows one to reconstruct a surprisingly large fraction of the model's variability, including not only synoptic components, but also its large-scale lowfrequency component. Motivated by this result, the authors performed tracking of cyclones and anticyclones and estimated cyclone and anticyclone size and geometry characteristics in the observed SLP field using the 1948-2008 NCEP-NCAR reanalysis dataset. The reconstructed synoptic field was then produced via superimposing radially symmetrized eddies moving along their actual observed trajectories. It was found that, similar to earlier results for an idealized model, the synoptic reconstruction so obtained accounts for a major fraction of the full observed SLP variability across a wide range of time scales, from synoptic to those associated with the low-frequency variability (LFV). The synoptic reconstruction technique developed in this study helps elucidate connections between the synoptic eddies and LFV defined via more traditional spatiotemporal filtering. In particular, we found that the dominant variations in the position of the zonal-mean midlatitude jet are synonymous with random ultralow-frequency redistributions of cyclone and anticyclone trajectories and, hence, is inseparable of that in the storm-track statistics.
Introduction
Variability of sea level pressure (SLP) in middle latitudes is dominated by synoptic features with spatial scales on the order of 1000 km tagged as cyclones (SLP minima) and anticyclones (SLP maxima), both of which we will combine under the single heading of synoptic eddies. The synoptic eddies have lifetimes of a few days, propagate, and bring about what we all know as everchanging midlatitude weather. They are also thought to be important in forcing and modifying atmospheric lowfrequency variability (LFV), which nominally has time scales longer than a week and spatial scales from regional to global. One could say that direct statistical analysis of observations argues for the primary importance of synoptic eddies in the midlatitude atmospheric variability (Madden 1976; Benedict et al. 2004; Franzke et al. 2004; Vallis and Gerber 2008) .
On the other hand, much of our understanding of atmospheric dynamics comes from numerical simulations using general circulation models. The spinup of a prototype atmospheric model from the state of rest under the observed forcing associated with the net heat gain in equatorial and tropical regions and net heat loss elsewhere would paint a different picture of atmospheric dynamics-namely, the one in which large-scale modes of circulation play a primary role. In particular, the thermal wind balance would result in a broad midlatitude flow, which would become baroclinically unstable and rectified by the synoptic eddies into a stronger and more latitudinally confined jet that would be further modified by other processes including the barotropic instability and various interactions with accompanying synoptic eddy field. The synoptic eddies in this interpretation can be treated as an important but secondary add-on in the symbiotic interplay between eddies and the jet [see, e.g., Cai and Mak (1990) and Cai et al. (2007) ]. This view is reflected in numerous theories of the atmospheric LFV that regard the latter variability as the manifestation of inherently large-scale dynamics within the climate system [examples include Frederiksen (1983) , Simmons et al. (1983) , and Legras and Ghil (1985) ].
Further discussion of the above dualism in interpreting the fundamental dynamical properties of the atmosphere can be found in Kravtsov and Gulev (2013) . The main goal of the present paper is to weigh in the ongoing debate on the role of synoptic eddies in the atmospheric general circulation with devising an original statistical strategy to objectively identify the contributions of these eddies to the observed atmospheric variability.
A traditional way of singling out the synoptic contribution is the bandpass time filtering within a fairly narrow high-frequency band called the synoptic subrange; it typically targets motions with periods between the lower bounds of 1.5-3 days and the upper bounds of 5-10 days [see, e.g., Blackmon et al. (1984) and Hoskins and Sardeshmukh (1987) ]. This methodology assumes implicitly that contributions from the large-scale transients do not alter significantly time evolution of synoptic eddies, and that, vice versa, the synoptic eddies do not substantially contribute to the large-scale, low-frequency variability. However, as pointed out in Gulev et al. (2002) , these assumptions behind the time-filtering technique for isolating synoptic eddies do not really hold. The spectrum of atmospheric variability in middle latitudes is continuous and monotonic, without any clear spectral peaks or time-scale separation between synoptic and large-scale fields (Straus and Shukla 1981; Dell'Aquila et al. 2005) ; this is in contrast to the existence of isolated spectral features associated with tropical synoptic systems [see, e.g., Gu and Zhang (2002) ]. The absence of such peaks is in fact behind a wide uncertainty in the definition of the synoptic subrange used by various authors to isolate synoptic eddies via bandpass filtering (see above).
To illustrate the continuity and lack of scale separation in the space-time atmospheric spectrum of our field of interest, we computed the space-time Fourier spectra ( Fig. 1 ) of the National Centers for Environmental Prediction-National Center for Atmospheric Research (NCEP-NCAR) reanalysis (Kalnay et al. 1996) 2.58 3 2.58 daily SLP field in the Northern Hemisphere for the period 1 January 1948-31 December 2008, following the procedure of Fraedrich and Böttger (1978) ; see the appendix for further details. The spectra for all seasons share the same general shape, with the strongest magnitude in winter season [December-February (DJF) ]. Two-sided spectra (not shown) associate the variance in a low-wavenumber low-frequency spectral range with stationary disturbances; on the other hand, higherfrequency high-wavenumber disturbances propagate in predominantly eastward direction [see, e.g., Fraedrich and Böttger (1978) ].
While the shape of the spectrum does map out a positive correlation between the spatial scale and time scale of the midlatitude atmospheric disturbances, the spread of these scales is quite large, especially in the stationary, lowwavenumber low-frequency part of the spectrum. For example, the low-frequency band corresponding to periods longer than 10 days (or frequencies lower than 0.1 day
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) is dominated by the zonal wavenumbers 2-4 but also has substantial contributions from the wavenumbers 5-8. Similarly, the high-frequency end of the spectrum, with f . 0.2 day 21 (periods shorter than 5 days), is characterized by maximum spectral densities at wavenumbers 6-8, but both higher and lower wavenumbers contribute substantial amounts of variance at those frequencies too. Analogous conclusions can be reached by following horizontal cross sections of the spectra in Fig. 1 , which gives the spectral breakdown, with respect to frequency, of the SLP variability with a certain spatial scale (zonal wavenumber). For example, the region of substantial spectral density for wavenumber-3 modes extends through almost the entire range of frequencies-0.01-0.25 day 21 -thus indicating that wavenumber-3 structures contribute significantly to both high-and low-frequency SLP variability. In summary, the spectral analysis of SLP does not identify any significant energy maxima or minima at any particular frequency or wavenumber. Because of such a monotonic character of space-time spectra, the bandpass filtering is at best very limited in quantifying the contribution of synoptic-scale variability to the midlatitude atmospheric dynamics. An alternative strategy for isolating synoptic variability is based on identifying and tracking the evolution of individual cyclones and anticyclones in the SLP or vorticity fields Hodges 2002, Zolina and Rudeva and Gulev 2007, 2011; Raible et al. 2008; Dacre and Gray 2009; among others) . This approach does reduce the amount of (and thus effectively filter) the original raw data used by only retaining the information about the characteristics of individual cyclone and anticyclone tracks; however, it maintains the direct contact with the actual flow field and does not invoke any type of direct time or spatial filtering. Kravtsov and Gulev (2013) developed a novel framework for reconstructing the fraction of the full variability due to synoptic disturbances via eddy tracking and applied it to analyze the output of an idealized quasigeostrophic (QG) model. Their procedure can be formally described as a very specialized spatiotemporalfiltering method, which is designed to explicitly preserve the identity of the synoptic eddies in the filtered-''reconstructed''-field, thus avoiding altogether the aliasing inherent in more traditional filtering methods. The essence of this method is in replacing the actual cyclones and anticyclones in the model fields by their radially symmetrized analogs that evolve according to the composite-mean life cycles but propagate along the actual full-model-simulated trajectories, with both the trajectories and composite-mean life cycles being computed via tracking. They found that, perhaps somewhat surprisingly, the QG-simulated synoptic field so reconstructed accounts for a dominant fraction of the full-model variability in both synoptic and large-scale low-frequency ranges. They went on to analyze the mechanistic content of the QG-simulated low-frequency variability in terms of its connections with the eddy-track statistics and commented on the feedbacks between synoptic eddies and large-scale low-frequency flow in their model.
The purpose of the present paper is to utilize the Kravtsov and Gulev's (2013) method to isolate synoptic SLP variability using a reanalysis product. The main question we address is ''How well does the trackingbased reconstruction of synoptic variability describe the total variability present in the raw SLP field?'' We will demonstrate that the conclusions of Kravtsov and Gulev (2013) with respect to variability simulated by an idealized QG model also hold to a large extent for the observed SLP variability. In particular, the synoptic field turns out to account for a large fraction of the total SLP variability and a major fraction of its LFV. Much of this LFV is associated with the teleconnection patterns such as the North Atlantic Oscillation (NAO; Benedict et al. 2004; Franzke et al. 2004; Vallis and Gerber 2008) . We will next present arguments in support of a classical view of the NAO-type SLP variability being synonymous with that of the storm track (Madden 1976; Branstator 2002; Benedict et al. 2004; Löptien and Ruprecht 2005; Vallis and Gerber 2008) , rather than representing a separate dynamical mode as argued in many theoretical studies of the low-frequency variability (Frederiksen 1983; Simmons et al. 1983; Legras and Ghil 1985) , including a related recent study by Kravtsov and Gulev (2013) . The paper is organized as follows. The datasets used and methodological aspects of our study are described in section 2. Next, in section 3, we assess the skill of our synoptic SLP reconstruction in capturing various aspects of the full SLP variability, including its component associated with teleconnection patterns. Section 4 deals with the diagnosis of the association between variable statistics of the storm tracks and a dominant mode of LFV in the Northern Hemisphere-the so-called zonalindex variability (Feldstein and Lee 1998; Lorenz and Hartmann 2003; Son et al. 2008) . We summarize and discuss our results in section 5.
Datasets and analysis methodology a. Datasets and procedures
We used NCEP-NCAR reanalysis (Kalnay et al. 1996; Kistler et al. 2001) at the 2.58 3 2.58 spatial resolution for the Northern Hemisphere (NH) and for the period 1948-2008. The SLP multivariate time series were sampled at 6-hourly resolution; we also used daily zonal and meridional components of wind velocity-u, y-at 12 pressure levels from 1000 to 100 hPa. Our algorithm (described in section 2b) is designed to work with the SLP anomalies (SLPA) with respect to the instantaneous hemispheric-mean SLP in the NH. Subtracting the constant (in space) NH-mean SLP value at each moment of time does not affect the dynamical content of the SLP field, which depends on pressure gradients rather than on absolute values of the pressure at various spatial locations. Note that removing the spatial-mean NH SLP background from each SLP snapshot to form SLPA is very different from filtering out a space-varying large-scale background as suggested by Anderson et al. (2003) , since the latter procedure does affect the spatial gradients of the fields considered, while the one that we used does not.
The empirical orthogonal function (EOF) analysis [see Monahan et al. (2009) for a recent reference] performed below was applied to the SLPA (section 3) and u and y (section 4) datasets weighed by the square root of the cosine of latitude. We also removed the seasonal cycle prior to the EOF analysis by subtracting from the data for each month this month's climatology based on all of the 61 years considered. Finally, the El Niño-Southern Oscillation (ENSO) signal was subtracted from the u, y data by regressing out the component linearly associated with the Niño-3 sea surface temperature anomaly from the u and y time series at each spatial grid point (Lorenz and Hartmann 2003; Kravtsov et al. 2006) to focus on the non-ENSO-related aspects of the midlatitude jet's variability.
b. Synoptic field reconstruction
We used the algorithm described in Rudeva and Gulev (2007) for identification and tracking of cyclones (SLP minima) as well as for estimation of their size and other characteristics. Preliminary examination (not shown) indicated that using the information based on tracking cyclones only for isolating the synoptic field contribution describes a substantially smaller fraction of the total SLP variability than in the case when anticyclones are also explicitly accounted for. To track the evolution of anticyclones (SLP maxima), we used, once again, the algorithm of Rudeva and Gulev (with trivial minor changes). Despite the existence of a large number of cyclone-tracking algorithms [see Neu et al. (2013) and references therein] there are very few attempts to apply these techniques for tracking anticyclones, possibly because of their perceived association with generally settled weather (Sinclair 1996) . Pezza and Ambrizzi (2003) mentioned that anticyclones might be more susceptible to misidentification in a weak-gradient environment. In general, anticyclones also demonstrate two very different types of behavior. The migratory-type anticyclones propagate in storm-track areas in a similar manner to cyclones. On the other hand, the blocking-type anticyclones are seen in the tracking output as large, slowmoving systems, with multiple local SLP maxima leading to spurious wobbling of anticyclone trajectories.
The tracking of both cyclones and anticyclones was limited to the region north of 208N. The resulting tracking database consists of the coordinates, central pressure (P c ), effective radii [R 0 ; see Rudeva and Gulev (2007) for details], and peripheral pressure (P p ) for all cyclones and anticyclones identified over the NH.
To reconstruct (filter) the synoptic field in ways that avoid the ordinary temporal or spatial filtering's aliasing (see section 1), we first subtracted the NH-mean SLP (see section 2a) from both P c and P p and next fitted radially symmetric Gaussians of the form
to each of the cyclones and anticyclones present over the NH at a given time; here, r is the great-circle distance between the center (l i , f i ) of the ith cyclone or anticyclone and any point (l, f) in the NH (naturally these coordinates are given in terms of longitude-latitude pairs). Equation (1) ensures that the central and peripheral pressure anomaly values for this cyclone's or anticyclone's reconstructed field exactly match the values derived from tracking: P(0) 5 P c and P(R 0 ) 5 P p . We then added the Gaussian contributions (1) from all cyclones and anticyclones present at this time over the NH to get thereconstructed SLPA field P rec ðl, fÞ 5 å i P i . The reconstructed SLPA field so obtained generally has a nonzero NH-mean value, which we removed to produce the final reconstructed SLPA field. An example of such reconstruction for an arbitrary SLPA snapshot is shown in Fig. 2 . In applying the above recipe, it turned out that in some situations when the clustering anticyclones were detected (see the example of this clustering along the 1208E meridian in Fig. 2 ), unrealistically large pressure anomalies resulted from summing the contributions of the individual pressure maxima. This clustering effect arises predominantly in tracking the anticyclones, which often tend to become quasi-stationary local contributors to a larger-scale SLP maximum; the analogous situations with cyclones are very rare. To avoid the inflation of reconstructed pressures due to clustering anticyclones, we applied the following postprocessing procedure. First, clusters of anticyclones were identified, for which the distance between the centers of at least one pair of anticyclones within this cluster was less than both effective radii of the anticyclones in the pair. We then scaled (divided) the intensities of all of the anticyclones within the cluster by the number of anticyclones in the cluster. This scaling effectively reduces the local and far field pressures to better match the observed pressure values, so that, for example, the reconstructed pressure in the region of clustering anticyclones in Fig. 2 looks realistic.
We will see in section 3 that the reconstructed SLPA time series exhibit the highest correlations with their respective raw time series at low frequencies. However, the amplitudes of this LFV differ from the observed raw-field amplitudes, most probably owing to our using an oversimplified procedure for the removal of the background large-scale SLP field (section 2a)-namely, the removal of the instantaneous NH-mean SLP value [cf. the work of Anderson et al. (2003) ]. To best match the raw and reconstructed SLP evolution, we rescaled the reconstructed SLPA fields at each grid point to reproduce the observed variances of the 20-day runningmean averaged fields for each season. The scaling-factor geographical distributions north of 308N (not shown) are fairly uniform, with the mean and standard deviation values of 1.27 6 0.24, 1.13 6 0.2, 0.99 6 0.19, and 1.05 6 0.19 for DJF, March-May (MAM), June-August (JJA), and September-November (SON) seasons, respectively.
Skill of synoptic reconstruction in capturing full
SLPA variability
a. General diagnostics
To quantify the skill of our synoptic reconstruction we compared various spatiotemporal characteristics of the full and reconstructed SLP fields. Shown in Fig. 3 (top panel) is a segment of the full and synoptically reconstructed SLPA time series for the DJF season at an arbitrarily chosen midlatitude location in the northeastern Atlantic. The reconstructed field exhibits high correlations with the time series of the full field. The cross-spectral analysis of the raw and reconstructed time series at this location (Fig. 3 , bottom left panel) shows that the correlation between the two becomes progressively higher in the low-frequency part of the spectrum, where the squared coherence peaks at ;0.9 (this corresponds to correlations of ;0.95); the squared coherence for the motions in the middle of the synoptic subrange, with frequencies ; 0.25 day
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, is around 0.4 (which corresponds to correlations of ;0.65), while the correlations between higher-frequency components of the time series are the lowest. Quantitatively, the reconstruction accounts for ;60% of the total SLPA variance, but it also captures a larger fraction (of .80%) of the total variance for the low-pass-filtered SLPA field (see the bottom right panel). This demonstration already anticipates one of our main results expanded upon in much more detail below: the synoptic reconstruction in fact captures most of the LFV present in the full SLPA field.
In general, the synoptic reconstruction works pretty well in the middle-and high-latitude regions (;north of 308N) for all seasons. The reconstructed SLPA's climatology (Fig. 4 , top and middle rows) exhibits patterns that replicate well the observed ones in high-latitude regions but are characterized by progressively larger discrepancies from the full SLPA field farther south. In particular, the reconstruction underestimates the magnitude of partially thermally driven high-pressure lobes over midlatitude oceans, especially in summer (Fig. 4 , middle row) and spring (not shown). The reconstruction also produces fields with progressively weaker than observed deviations from the basin mean in the subtropical regions. The latter property is largely due to the fact that our tracking scheme concentrates on the midlatitude regions and does not include tropical cyclones and anticyclones (see section 2b). Thus, the lack of reconstructed SLP variations in low-latitude regions is simply an artifact of our omitting tropical synoptic features from the tracking analysis rather than an indication of the absence of synoptic variability there. Finally, the standard deviation of the reconstructed SLPA also has a reasonable magnitude and a spatial pattern that is well correlated with that of the unfiltered data (Fig. 4, bottom row) .
We quantified the overall quality of synoptic reconstruction by computing the correlations between the unfiltered and reconstructed SLPA time series at each grid point (see Fig. 5 for the DJF season) as well as the percentage of variance accounted for by the reconstruction (map not shown). Throughout the year, and throughout the extent of the observational record (Fig. 6) , the typical correlation and reconstructed variance values to the north of 308N are 0.7% and 50%, respectively; the correlation and reconstructed variance values for the 20-day boxcar running-mean low-pass-filtered data are .0.8% and .60%, respectively. Based on this result one can argue, once again, that a substantial-and in fact dominant-portion of the reconstruction skill comes from its success in reproducing the full data's LFV north of ;308N; see also the actual versus reconstructed time series comparison in Fig. 3 , which provides a revealing visual example of the reconstruction skill.
b. Reconstruction skill in EOF subspaces
Since the dominant modes of the LFV in middle latitudes are associated with the teleconnection patterns, another way of assessing how well the synoptic reconstruction reproduces the large-scale low-frequency climate modes is to look at the spectrum of EOFs (Monahan et al. 2009 ) in the actual and reconstructed SLPA datasets (see Fig. 7 for the leading four wintertime EOF patterns of SLPA). The leading EOF of SLPA in Fig. 7 is associated with the teleconnection pattern describing the mode of variability known as the Arctic Oscillation or the northern annual mode (NAM); it is also closely related to the NAO [see, e.g., Wallace (2000) and Ambaum et al. (2001) ].
In general, the EOFs of the actual and reconstructed datasets cannot be expected to be identical or even similar to each other, except maybe for a few leading ones, since the patterns of trailing modes are largely dictated by the orthogonality constraints implicit in the EOF analysis. To meaningfully compare the spatiotemporal content of the full and synoptically reconstructed SLPA variability, we computed the two comparison measures introduced in section 3a-namely, the correlation and reconstructed variance-in the subspaces of leading N EOFs of the full and synoptically reconstructed fields for different values of N. Technically, we truncated the EOF decomposition of the both the actual and synoptically reconstructed SLPA fields to N leading modes and applied the inverse transformation back to the physical space. Then we computed the correlations between the time series of the actual and reconstructed fields at each grid point and found the average correlation and percentage of reconstructed variance north of 308N, as in section 3a.
The reconstruction skill is high for the leading EOF, drops substantially for N ' 5 and 6, and rebounds to the leading-mode values at N '10. The skill then saturates at ;0.7 (for correlation) and 50% (for percentage of reconstructed variance) at N ' 20 (see Fig. 8 ). The drop of skill for small N is associated with the fact that the SLP's EOF spectrum is relatively flat (see, e.g., Fig. 7) , and the EOF modes 2-10 of the reconstruction are mingled and shuffled relative to their order in the raw-data-based EOFs. Hence, the small-N subsets of actual and reconstructed EOFs are essentially composed of different combinations of EOFs. In contrast, the leading EOFs of the actual and reconstructed datasets represent the same pattern and the reconstruction skill for N 5 1 is high. The saturation of skill at N 5 20 means that variability captured by higher-order EOFs, beyond N 5 20, essentially adds very little to the reconstruction skill. In other words, all of the useful skill is contained in the subspace associated with the leading 20-30 EOFs of the actual and reconstructed fields. Since this subspace contains, among other things, what is known as various teleconnection patterns, such as NAO, we arrive at the result that synoptic reconstruction captures the full-field low-frequency variability associated with teleconnections. We used the maximum covariance analysis (MCA; Bretherton et al. 1992 )-a matrix method that identifies dominant patterns of covariability between two fields-to ''unmingle'' and ''unshuffle'' the reconstructed field's EOFs and align them with the EOFs of the raw SLP data. Indeed, when applied to the unfiltered and trackingreconstructed fields (see Fig. 9 for DJF and JJA seasons; similar results for other seasons are not shown), the MCA recovers the spatial patterns of leading SLPA EOFs (cf. Figs. 7 and 9) . Furthermore, the left (actual) and right (reconstructed) patterns for ;25 dominant MCA SLPA modes (not shown) exhibit high spatial correlations and their time series-high correlations in time-both with typical values of 0.8 throughout the year (not shown).
These results, as well as the results of section 3a, imply that the fraction of raw SLPA data variability unaccounted for by reconstruction is attributable to the largely mesoscale and high-frequency errors introduced in the reconstruction by our disregarding the axial asymmetries of the cyclone and anticyclone evolution than to the failure of our procedure to capture large-scale climatic modes.
Synoptic-eddy tracks and zonal-index (ZI) variability a. ZI variability
The leading principal component (PC-1) of the SLPA's EOF-1 (Fig. 7) is also well correlated with the zonal-index variability in the Northern Hemisphere, defined in turn as the leading principal component of the zonally and vertically averaged zonal wind (see Table 1 ). The ZI variability is without doubt affected by the dynamical interactions that involve synoptic eddies (Branstator 1992 (Branstator , 1995 (Branstator , 2002 Robinson 1994 Robinson , 1996 Robinson , 2000 Robinson , 2006 Feldstein and Lee 1998; Lorenz and Hartmann 2001, 2003; Son et al. 2008; Vallis and Gerber 2008; Barnes and Hartmann 2010; Kidston et al. 2010) .
We defined the J1 and J2 zonal-jet states as those for which the PC-1 of the zonally and vertically averaged zonal wind in the region between 108 and 808N exceeds this PC's standard deviation, with a plus sign denoting positive anomalies (northward shift of midlatitude jet) and a minus sign corresponding to the negative anomalies (southward shift of midlatitude jet). Addition of the dipolar zonal-wind anomaly concentrated in midlatitudes (which is the structure of the zonally and vertically averaged zonal wind's EOF-1) to the hemisphere-wide combined tropical-midlatitude jet results in jet-shape changes (see Fig. 10 ). In particular, the J2 state is characterized by an intensified and narrow zonal-mean jet in the tropical-subtropical region; the center latitude of this jet changes from about 308N in DJF and MAM to about 458N in JJA and SON. The southern jet in the J2 state is accompanied by a separated polar jet, which has an anticyclonic shear region north of 608N throughout the year. The J1 state, on the other hand, exhibits a wider, but weaker jet compared to climatology. 
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Note that while the ZI variability is most pronounced during winter, the plots of Fig. 10 suggest that this variability is in fact ubiquitous throughout the year.
b. Changes in eddy statistics over the course of ZI variability
We computed the composite-mean characteristics of various quantities characterizing cyclone and anticyclone tracks in the overall climatological sense as well as by compositing over the J1 and J2 states. Both cyclones and anticyclones tend to live longer in the jet-shifted states throughout the year (Fig. 11, top row) . This property reflects an enhanced persistence of the flow anomalies associated with the ZI variability; the persistence of the jet-shifted states is one of the main ''practical'' reasons for a continued interest in this behavior, as it implies the potential for the medium-range predictability of the midlatitude atmospheric circulation.
The J1 and J2 states are also characterized by the synoptic eddies reaching a higher-than-climatological maximum intensity throughout the course of their evolution (Fig. 11 , bottom panels) and growing to achieve larger maximum effective radius (not shown). However, the composite building and deepening rates of the anticyclones and cyclones in J1 and J2 states are similar to the climatological rates (not shown). This means that increased intensities and radii of synoptic eddies in J1 and J2 states are primarily associated with their increased lifetimes, which let these eddies grow longer while maintaining the same rate of change for their radii and intensities.
In summary, the synoptic eddies in jet-shifted states have longer lifetimes, which allows them to achieve larger maximum sizes and intensities despite the baroclinic instability growth rates similar to the climatological ones. This behavior is consistent with the enhanced persistence of the jet-shifted states as well as with the self-similarity of the cyclone life cycles for a given season discovered by Rudeva and Gulev (2007) .
c. Causality in ZI dynamics
The ZI variability's being a dominant mode of midlatitude LFV makes the discussion in section 1 regarding the dualism in our thinking about the LFV's dynamical FIG. 6 . Skill of the tracking-based reconstruction computed using a 3-yr sliding window for (left) DJF and (right) JJA seasons. Graphs based on (top) raw data and (bottom) the 20-day boxcar-averaged data. Shown in each panel are the correlations between the observed and reconstructed SLPA fields (blue, left y axis) and the percentage of SLPA variance accounted for by the reconstruction (red, right y axis). Both measures of skill were averaged over all grid points to the north of 308N. Note similar skill values throughout the record, with slightly higher values in summer compared to winter; also note higher skill values for the low-pass-filtered data.
roots to be fully applicable to this variability. In particular, zonal-jet shifts that constitute the ZI variability are associated with the vertically averaged vorticity anomalies that may arise merely because of random lowfrequency variations in the latitudinal distribution of cyclone (positive vorticity feature) and anticyclone (negative vorticity feature) tracks; this would be consistent with the point of view articulated first by Madden (1976) . Alternatively, they may dynamically represent an annular, large-scale dynamical mode, as argued, for example, to be the case in an idealized QG model by Kravtsov and Gulev (2013) ; the synoptic eddies in this model are steered and redistributed at low frequencies by these large-scale zonal-flow anomalies. In either case, however, the quantity that exhibits most dramatic changes in the course of the ZI variability is the spatial density of the cyclones and anticyclones related to an average number of cyclone or anticyclone tracks passing through a given region.
We computed cyclone and anticyclone track densities by counting the number of cyclone-anticyclone tracks (for each season separately) that pass, at any time during their life cycle, through prespecified 108 3 108 longitudelatitude bins; these track densities were normalized by the total number of tracks. We also computed the average cyclone and anticyclone densities for the FIG. 7 . Leading (dimensional: hPa) EOF patterns of the DJF SLPA data based on 1948-2008 NCEP reanalysis. The EOF number is listed in the caption of each panel. These four EOFs account for 11%, 8.5%, 7.5%, and 7% of total variance, respectively. The leading EOF is associated with the NAO and AO teleconnections.
J1 and J2 jet statesand formed track-density anomalieswith respect to climatology-corresponding to these states.
Consider, for example, the DJF cyclone density anomalies in the J2 state (Fig. 12 , top left panel) and compare it with the composite anomaly of the vertically averaged vorticity in this state (Fig. 12, top right panel) ; the results for other seasons (not shown) are similar. The two fields match each other very well, with pattern correlation of ;0.7, which demonstrates that the regions of positive vorticity anomalies are also the regions with more cyclones than in the climatological state and vice versa-the regions of negative relative anomaly are also the regions with fewer cyclone tracks than in the climatological state.
Analogous association applies to the anticyclone tracks too. In particular, the anticyclone density and vorticity composite anomalies in the J1 state (bottom row of Fig. 12 ) exhibit a negative spatial correlation. In both cases of cyclones and anticyclones, we thus see the relationship, at very low frequencies, between the number of cyclone (positive vorticity anomaly feature) and anticyclone (negative vorticity anomaly feature) tracks in a given region and this region's vorticity anomaly. In particular, a positive vorticity anomaly in the region is associated with more cyclones and fewer anticyclones straddling this region and vice versa. The central question then becomes the one of causality: do the largerscale vorticity anomalies arise owing to changes in the number of regional cyclone-anticyclone tracks or, conversely, do the regional cyclone-anticyclone density anomalies result from a preconditioning associated with an inherently large-scale low-frequency variability?
To address this question, we created a proxy time series of the storm-track variability based on the output of the tracking procedure [following Kravtsov and Gulev (2013) ]. The leading pattern of variability for cyclone and anticyclone tracks connected to the ZI-related jet shifts is also largely zonally symmetric and is characterized by the meridional displacements of eddy activity (see Fig. 12 ). The average latitude of cyclones or anticyclones present at a given time is thus a reasonable proxy for the stormtrack latitude at this time. We created the time series of this quantity, for cyclones and anticyclones separately, and computed the cross spectra of each of these two time series with the zonal-index time series (Fig. 13) ; note that the anticyclone-latitude time series was multiplied by 21 prior to computing cross spectrum as we expect this time series and the ZI time series to be anticorrelated (Fig. 12,  bottom row) . The main result of this exercise is that the time series of the average latitude of either cyclones (Figs. 13a,b) or anticyclones (Fig. 13c) leads the zonalindex time series at essentially all frequencies and for all seasons, with a possible exception of the high-frequency end of the spectrum in summer (Fig. 13a) . The same conclusions were reached by considering separately the Atlantic-only and Pacific-only tracks (not shown) defined by compositing cyclone and anticyclone trajectories that pass through the rectangular boxes in Fig. 12 .
The lead-lag relationship between the eddies and the jet detected above may be expected at the high-frequency end of the spectrum, where the redistribution of the cyclone and anticyclone tracks leads to the midlatitude jet displacements, as seen in an idealized model of Kravtsov and Gulev (2013) . However, these authors also found that at the low-frequency end of the spectrum, the synoptic eddies in their model lagged the zonal-mean zonal-wind shifts, in an apparent mismatch with the present observational results, in which the shifts in the average cyclone and anticyclone latitudes (over either Atlantic, Pacific, or both) tend to preempt the zonal-mean jet shifts throughout the whole range of the spectrum, including the lowfrequency range. These results thus seem to suggest that the observed ZI variability is merely a series of random ultralow-frequency redistributions of the cyclone and anticyclone trajectories (cf. Löptien and Ruprecht 2005; Vallis and Gerber 2008; Kravtsov and Gulev 2013) .
Summary and discussion

a. Summary
We developed an approach for isolating the synoptic component of the sea level pressure (SLP) field using the FIG. 9. Leading (dimensional: hPa) homogeneous MCA patterns of the DJF SLPA observed and trackingreconstructed datasets based on 1948-2008 NCEP reanalysis; the order of the MCA modes is switched (see panel captions) to match the order of the EOFs in Fig. 7 . The patterns displayed are those for the observed data, but the reconstructed data's patterns are essentially the same (not shown). These four MCA modes account for 25%, 13%, 12%, and 9% of the total squared covariance between the observed and tracking-reconstructed SLPA fields, respectively. All of these patterns are well correlated with the leading EOFs of the SLPA (see Fig. 7 ).
output of the cyclone-and anticyclone-tracking procedure (Rudeva and Gulev 2007) and reconstructing this synoptic field for each time as superimposed Gaussian patches of low-SLP and high-SLP anomalies associated with each cyclone and anticyclone; the latter procedure is analogous to that in Kravtsov and Gulev (2013) . The main advantages of this approach compared to a traditional high-pass time filtering are that it keeps immediate connection with the features directly observed in the snapshots of SLP fields and avoids aliasing inherent in the time-filtering methodology due to the absence of the clear time-scale separation between synoptic eddies and low-frequency flow.
The synoptic reconstruction accounts for a surprisingly large fraction of the total SLP variability, and, perhaps even more surprisingly, best captures the LFV of atmospheric teleconnection patterns. Analysis of cyclone and anticyclone tracks in the extreme J1 and J2 phases of the zonal-index (ZI) variability associated with the vacillation of the midlatitude jet reveals increased eddy lifetimes, maximum radii, and intensity, but essentially the same size and intensity growth rates. Composite vorticity anomalies in the J1 and J2 states are well correlated with the anomalies of the cyclone and anticyclone track densities. The lagged covariance and cross-spectrum analysis of the zonal-index and eddy-latitude time series indicates that synoptic eddies lead the jet at all frequencies, which suggests that the ZI variability is inseparable from that associated with random ultralow-frequency redistributions of the cyclone and anticyclone trajectories.
b. Discussion
Let us start with a few technical comments. First, the Gaussian shape we used to approximate the observed cyclones and anticyclones is completely ad hoc and was chosen for convenience as a simple smooth and continuous function with a fast decay to zero outside of each cyclone's and anticyclone's main area. Note, however, that in the vicinity of the eddy center the Gaussian profile is close to the classical parabolic shape used to approximate the observed synoptic eddies [see, e.g., Lim and Simmonds (2007) ]. Furthermore, one of the major results of this paper is that the exact shape of the synoptic eddies does not really matter for the reconstructed LFV. The error associated with the shape contributes just a small part to our general error in approximating actual observed nonround synoptic-eddy shapes by radially symmetric function. Recall that the component of the variability associated with the mesoscale asymmetries of synoptic eddies apparently amounts to approximately 50% of the total SLP variance. One could surely develop Increased lifetimes in jet-shifted states are probably associated with enhanced persistence of these states; seasonal cycle reveals longer lifetimes, but weaker intensities in summer; anticyclones are weaker than cyclones; and enhanced intensity in the shifted states is consistent with longer lifetimes (more time to grow). improvements within our reconstruction scheme to better capture this mesoscale component of synoptic variability by, say, introducing elliptical or multiGaussian approximations to the shape of the actual observed synoptic eddies, but this would not change much our central conclusions with regards to the kinematic structure of the observed LFV and its relation to the low-frequency changes in the pathways of synoptic eddies, irrespective of the life cycle of their exact shape.
The second issue concerns relative roles of cyclones and anticyclones in our reconstruction. We did look at a few examples of SLP snapshots and their corresponding reconstructions obtained with and without inclusion of anticyclones (not shown). This visual analysis demonstrated that we do need to account for anticyclones as well, in the least to achieve quantitative accuracy of reconstruction, but possibly to also capture the patterns of the SLP variability in general and its LFV in particular. There are a few reasons as to why the cyclones are deemed to be more climatologically important than anticyclones-more of them show substantial propagation, they may bring about inclement weather, etc. In contrast, a major fraction of anticyclones are quasi stationary, which introduces a higher uncertainty in their tracking and possibly a higher contribution from anticyclones to the uncertainty of synoptic reconstruction, as compared to the cyclones. However, there still turns out to be quite a substantial number of propagating synoptic-scale anticyclones in observations, while theoretically, some storm-track theories suggest the existence of cyclone-anticyclone chains rooted in fundamental geophysical fluid dynamics of the ''global'' baroclinic disturbances (Swanson 2007) . In short, while we may have come back to this issue in the future, the preliminary theoretical and observational indications suggest that the anticyclones and cyclones are comparably important for our reconstruction.
The key question we addressed in the present study is that of the role of atmospheric synoptic eddies-cyclones and anticyclones-in the midlatitude atmospheric LFV. We showed that the synoptic eddies define atmospheric variability across a wide range of time scales, rather than being a mere high-frequency noise either forcing or masking the LFV. In particular, termination of the eddy life cycles involves loss of upper-level maintenance and synoptic Rossby wave breaking (RWB) in the upper troposphere; the remnants of these breaking waves downstream comprise the lowfrequency anomalies such as the North Atlantic Oscillation (NAO: Benedict et al. 2004; Franzke et al. 2004; Vallis and Gerber 2008) . This view of the LFV as the one stemming from the dissipation of synoptic eddies was implicit in the study of Löptien and Ruprecht (2005) , who used an Eulerian approach to define the time-evolving eddy field and showed that low-frequency variations in the eddy-field distribution alone produce NAO-type variability [see, e.g., Branstator (2002) ], consistent with earlier conclusions by Madden (1976) . In a nutshell, the midlatitude jet and its variability represents, to a large extent, changes in the characteristics of the groups of propagating synoptic eddies whose zonal (or temporal) averaging forms the jet; the jet itself, however, may not necessarily be detectable at individual time moments. These arguments also paraphrase the conclusion of Vallis and Gerber (2008) that ''the NAO is the variability of an Atlantic storm track.'' Our synoptic reconstruction methodology provides a definitive and quantitatively rigorous test of this statement and shows its applicability to the atmospheric LFV over the entire middlelatitude region of the Northern Hemisphere.
We should note that the lead-lag relationships between synoptic eddies and the zonal jet derived in the present paper for the NCAR-NCEP reanalysis data are different from those in an idealized model of Kravtsov and Gulev (2013) . In particular, the modeled eddies, while leading the jet shifts at high frequencies, start to lag the jet at lower frequencies, thus suggesting that the jet-shifting mode is a separate dynamical entity unrelated, at least directly, to synoptic eddies. This ''ghost'' low-frequency mode can be thought of in terms of its particular spatiotemporal characteristics (e.g., enhanced persistence of coherent zonally symmetric jet shifts), which may modify and imprint themselves on the eddy tracks (e.g., dictate the enhanced lifetimes of eddies in the shifted jet states). Apparently, these arguments are not applicable to the observed behavior.
In an observational study, Strong and Magnusdottir (2008) diagnosed the RWB in relation to the jet-shifting variability and found that it tends to be simultaneous with the jet shifts, in contrast to our storm-track statisticthe mean latitude of the eddies-which changes ahead of the jet shifts. Since the RWB is associated with surface highs and lows that represent only a subset of the synoptic eddies identified by our tracking procedure, this implies a potentially important role for the non-RWB eddies in causing the jet-shifting variability.
Finally, we comment on possible future directions of our present analysis. An obvious extension of this work would be to compare many of the available tracking schemes (Neu et al. 2013) reconstruction skill. Some schemes use the vorticity fields rather than the SLP fields to track synoptic eddies, so one would also need to develop the metrics of the skill that allow a meaningful quantitative comparison across the variety of tracking methods used. Such comparisons would also provide the estimates of reconstruction errors associated with different tracking methodologies.
Another promising venue for a possible application of our reconstruction technique would be in the realm of statistical data modeling, which has traditionally had an ''Eulerian'' flavor [see, e.g., Kravtsov et al. (2005) ]. The results of our paper, which demonstrate that the LFV of synoptic-eddy tracks represents, in fact, the dominant fraction of the total LFV, show promise for an alternative, Lagrangian-based stochastic modeling. The average number of cyclones and anticyclones per a given NH's SLP snapshot is on the order of 50-100, thus indicating that such a Lagrangian model would be fairly low dimensional and thus numerically efficient and competitive with its Eulerian counterparts, yet possibly even better than these counterparts in terms of its interpretability.
In summary, we believe that the filtering approach described in the present paper may prove useful in addressing many important questions about fundamentals of the midlatitude atmospheric dynamics and that it also has a more immediate ''practical'' value as a statistical analysis and, potentially, empirical data modeling technique.
