Abstract Blum and Blum (1975) showed that a class B of suitable recursive approximations to the halting problem K is reliably EX-learnable but left it open whether or not B is in NUM . By showing B to be not in NUM we resolve this old problem.
Introduction
Though algorithmic learning of recursive functions has been intensively studied within the last three decades there is still some need to elaborate this theory further. For the purpose of motivation, let us shortly recall the basic scenario.
An algorithmic learner is fed growing initial segments of the graph of the target function f . Based on the information received, the learner computes a hypothesis on each input. The sequence of all computed hypotheses has to converge to a correct, nite and global description of the target f . We shall refer to this scenario by saying that f is EX-learnable (cf. De nition 2).
Clearly, what one is really interested in are powerful learning algorithms that cannot only learn one function but all functions from a given class of functions. Gold 13] provided the rst such powerful learner, i.e., the identi cation by enumeration algorithm and showed that it can learn every class contained in NUM . Here NUM denotes the family of all function classes that are subsets of some recursively enumerable class of recursive functions.
There are, however, learnable classes of recursive functions which are not contained in NUM . The perhaps most prominent example is the class SD of self-describing recursive functions, i.e., of all those functions that compute a program for themselves on input 0 . Clearly, SD is EX-learnable. Since Gold's 13] pioneering paper a huge variety of learning criteria have been proposed within the framework of inductive inference of recursive functions (cf., e.g., 3, 6, 8, 10, 18, 20, 23, 27] ). By comparing these inference criteria to one another, it became popular to show separation results by using function classes with self-referential properties. On the one hand, the proof techniques developed are mathematically quite elegant. On the other hand, these separating examples may be considered to be a bit arti cial, because of the use of self-describing properties. So, the search for natural examples to separate learning criteria is still an active research area. Within this work, we attack the following two main goals:
(1) What is the overall theory developed so far telling us about the learnability of \naturally de ned function classes?" (2) How behave \naturally de ned function classes" with respect to criteria in the literature designed to characterize \natural learnability," i.e., notions of learnability not exploiting self-reference?
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Clearly an answer to the rst question should tell us something about the usefulness of the theory. An answer to the second problem should, in particular, provide some insight into the \appropriateness" of the proposed notions of \natural learnability." However, our knowledge concerning both questions has been severely limited. For recursively enumerable function classes almost everything is clear, i.e., their learnability has been proved with respect to many learning criteria.
A prominent example for a \natural" function class outside NUM is the set of all general recursive complexity functions of an abstract complexity measure introduced by Blum 5] . But already for this class the proposed notions of \natural learnability" seem to fail (see below).
The situation may be completely di erent if one looks at classes of f0; 1g -valued recursive functions, since their learnability di ers sometimes considerably from the inferability of arbitrary function classes (cf., e.g., 21, 32] ). As far as these authors are aware of, one of the very few \natural classes" of f0; 1g -valued recursive functions that may be a candidate to be not in NUM has been proposed by Blum and Blum 6] . In 6] reliable EX-learning (in particular, on the set of recursive functions) has been considered. Here, an EX-learner M is said to be reliable i M , on every recursive function f , either converges to a program for f or diverges (cf. De nition 3). Furthermore, they considered a class B of approximations to the halting problem K and showed that B is reliably EX-learnable. This class B is quite natural and not self-describing. It remained, however, open whether or not B is in NUM .
After 24 years, our Theorem 2 provides the negative answer. We then aim to investigate further learnability properties of this concrete class. Moreover, we study the dependence of the results obtained for B for naturally arising variations within the de nition of class B .
First, we generalize the approach of Blum and Blum 6] by approximating the characteristic function of any given recursively enumerable set A instead of K (cf. De nition 7). For many non-recursive but recursively enumerable sets A | unfortunately not for all | we could show that the generalized class U(A)
is not in NUM (cf. Theorem 7). Reliable learnability depends on recursion theoretic properties of A : If A is part of a recursively inseparable pair or if A is simple but not hypersimple then U(A) is reliably EX -learnable (cf. Theorem 10) . But if A is hypersimple and not high then U(A) is not reliably EX -learnable (cf. Theorem 11).
Blum and Blum 6] consider only approximations to the halting problem generated by monotone complexity functions but this restriction seems to be a bit arti cial and has not been motivated. We therefore also investigate learnability properties of the classesB andŨ(A) of approximation functions de ned by all total complexity functions. In this setting the learnability results depend on particular properties of the complexity measures.
Blum 's 5] axioms of an abstract complexity measure turn out to be very exible and to permit many constructions. There has been a long discussion which additional axioms a natural complexity measure should satisfy (cf., e.g., 15, 25, 26] ). In the context of the present work, we explore new aspects of this old problem. On the one hand, we discovered a \coding condition" de ned by requesting i (x) i for all x 2 dom( i ) that ensures the EX -learnability of the classesB as well as ofŨ(A) for all recursively enumerable sets A (cf. Theorem 12 and Corollary 14).
On the other hand, an aspect of natural complexity measures such as the space used on the work tape of a Turing machine becomes important. That is, now one can modify a complexity function at nitely many places according to a table without changing the rest (we call this the interpolation property of a measure) or that one can do even more involved adaptations (we call measures permitting them regular). For such regular complexity measures the classes B andŨ(A) for all recursively enumerable but non-recursive sets A are not BC -learnable (cf. Theorems 13 and 15).
For giving a formal approach to \natural learnability," B arzdi n s suggested to look at versions of learning that are closed under computable transformations (cf. 24, 34] ). For example, a class U is robustly EX-learnable, i , for every computable operator such that (U) is a class of recursive functions, the class (U) is EX-learnable, too (cf. De nition 5). There have been many discussions which operators are admissible in this context (cf., e.g., 12, 17, 19, 24, 29, 34] ). At the end, it turned out to be most suitable to consider only general recursive operators, that is, operators which map every total function to a total one. The resulting notion of robust EX-learning is the most general one among all notions of robust EX-inference. This notion has been criticized from two sides. On the one hand, the class C of all total complexity functions i is not robustly EX -learnable. This can be seen by using Theorem 2.4 and Corollary 2.6 in 29], because there is no recursive function that bounds every function in C for all but nitely many arguments. On the other hand Jain et al. 19 ] constructed a class S of functions that pointwise converge to the constant zero function 0 1 . Each function ' e 2 S coincides with 0 1 on all arguments below e . This is a topological coding of the index e into the function ' e and no general recursive operator can erase the coded information to an extent which makes EX -learning impossible.
Our analysis of the robust EX -learnability of the class B and its variants emphasizes this criticism in both directions: For interpolating complexity mea-sures B is not robustly EX -learnable (cf. Theorem 19) . On the other hand, for all complexity functions that satisfy the \coding condition" mentioned above, B and, more generally, evenB as well as every classŨ(A) turn out to be robustly EX-learnable (cf. Theorem 16 and Corollaries 17 and 18).
Preliminaries
Unspeci ed notations follow Rogers 30] . N = f0; 1; 2; : : :g and N denote the set of all natural numbers and the set of all nite sequences of natural numbers, respectively. f0; 1g stands for the set of all nite f0; 1g -valued sequences and for all x 2 N we use f0; 1g x for the set of all f0; 1g -valued sequences of length x . Let ;; 2; ; , , and , denote the empty set, element of, proper subset, subset, proper superset, and superset, respectively. For any set A we write }(A) and A for the power set of A and the complement of A , respectively.
The classes of all partial recursive and recursive functions of one, and two arguments over N are denoted by P; P 2 ; R; and R 2 , respectively. A function f 2 P is said to be monotone provided for all x; y 2 N with x y we have, if both f(x) and f(y) are de ned then f(x) f(y) . R 0;1 and R mon denotes the set of all f0; 1g -valued recursive functions and of all monotone recursive functions, respectively. Furthermore, using a xed encoding h i of N onto N we write f n instead of h(f(0); : : :; f(n))i , for any n 2 N and f 2 R . Sometimes it will be suitable to identify a recursive function with the sequence of its values, e.g., let = (a 0 ; : : : ; a k ) 2 N ; j 2 N; and p 2 R 0;1 ; then we write jp to denote the function f for which f(x) = a x , if x k , f(k + 1) = j , and f(x) = p(x ? k ? 2) , if x k + 2 . Furthermore, let g 2 P and 2 N ; we write g i is a pre x of the sequence of values associated with g , i.e.,
for all x k , g(x) is de ned and g(x) = a x . If U R , then we denote by U] the set of all pre xes of all functions from U .
Any function 2 P 2 is called a numbering. Moreover, let 2 P 2 , then we write i instead of x: (i; x) and set P = f i i 2 Ng as well as R = P \ R . Consequently, if f 2 P , then there is a number i such that f = i . If f 2 P and i 2 N are such that i = f , then i is called a {program for f . Let be any numbering, and i; x 2 N ; if i (x) is de ned (abbr. i (x) # ) then we also say that i (x) converges. Otherwise, i (x) is said to diverge (abbr. i (x)" ).
A numbering ' 2 P 2 is called a G odel numbering or acceptable numbering (cf. 30]) i P ' = P , and for any numbering 2 P 2 , there is a c 2 R such that i = ' c(i) for all i 2 N . By G od we denote the set of all G odel numberings. As usual, we de ne the halting problem 3 to be the set K = fi i 2 N; ' i (i)# g . Definition 1 (Blum 5] ). A pair ('; ) is called complexity measure i ' 2 G od and the complexity function 2 P 2 satis es the following axioms.
(1) dom(' i ) = dom( i ) for all i 2 N ; (2) f(i; x; y) i; x; y 2 N; i (x) yg is recursive. Furthermore, for every numbering 2 P 2 , we say that has a recursive graph i f(e; x; t) e (x)# tg is recursive. If (';^ ) is a complexity measure and if 2 P 2 is a function with recursive graph, then one can construct the join 2 P 2 of^ and by setting 2i =^ i and 2i+1 = i for all i 2 N . Analogously, we de ne the join ' of ' and , i.e., ' 2i =' i and ' 2i+1 = i for all i 2 N . Note that ('; ) is then again a complexity measure. The following lemma summarizes this fact. Lemma 1. For every complexity measure (';^ ) and every numbering 2 P 2 with recursive graph, there is a further complexity measure ('; ) such that ' and are the join of' and and of^ and , respectively.
Furthermore, let NUM = fU (9 2 R 2 ) U P ]g denote the family of all subsets of all recursively enumerable classes of recursive functions. Now we are ready to de ne the concepts of learning mentioned in the introduction.
Definition 2. Let U R , let ' 2 G od , and let M 2 P be a machine. (a) (Gold 13] ) M is an EX-learner for U i , M(f n ) is de ned for each function f 2 U and all n 2 N , and M converges syntactically to f in the sense that there is a j 2 N with ' j = f and j = M(f n ) for all but nitely many n 2 N . (b) (Angluin 2]) M is a conservative EX-learner for U i M is an EX -learner for U and M makes in addition only necessary hypothesis changes in the sense such that, for all ; 2 N with ; 2 U] , whenever M( ) 6 = M( ) then the program M( ) is inconsistent with the data by either ' M( ) (x)" or ' M( ) (x)# 6 = (x) for some x 2 dom( ) . (c) (B arzdi n s 4], Case and Smith 8]) M is a BC-learner for U i , M(f n ) is de ned for each function f 2 U and all n 2 N , and M converges semantically to f in the sense that ' M(f n ) = f for all but nitely many n 2 N . A class U is EX -learnable i it has a recursive EX -learner and EX denotes the family of all EX -learnable function classes. Similarly we de ne when a class is conservatively EX -learnable or BC -learnable. We write BC for the family of all BC -learnable function classes. Note that the learning models de ned within De nition 2 do not depend on the particular choice of the G odel numbering ' .
Since, by the de nition of convergence, only nitely many data of f were seen by the learner up to the (unknown) point of convergence, whenever a learner M succeeds on f , some form of learning must have taken place. For this reason, from here on the terms infer, learn, and identify are used interchangeably.
Note that EX BC (cf. 8] Proof. Clearly, (c) implies (b) and (b) implies (a). Thus, it su ces to show that every EX -learnable class is also globally conservatively EX -inferable. For seeing this, we recall the following characterization. A class U is EX -learnable i there exist a numbering 2 P 2 and a function u 2 R 2 such that U P and for all i; j 2 N , i 6 = j implies i 6 = u(i;j) j (cf. Wiehagen 31] ). Here i = n j , n 2 N , means that for all x n either both i (x) and j (x) are de ned and equal or both i (x)" and j (x)" . Now, let U 2 EX , let ('; ) be a complexity measure, let and u as above, and let c 2 R mon be such that i = ' c(i) for all i 2 N . On every input f n 2 R] the desired learner M behaves as follows. If n = 0 then output c(0) . Otherwise, let c(i) = M(f n?1 ) . For all j n such that i 6 = j and u(i; j) n check whether or not c(i) (y) n for all y u(i; j Assume any i; e as above, and consider the de nition of g e (x) . Suppose g e (x) = s + y for some s; y such that y = h s and e (y) = 1 . Since e (y) = ' (i) (y) = 1 implies y (y) i (y) , and hence y 2 K , we get a contradiction to K \ H = ; . Thus, this case cannot happen.
Consequently, in the de nition of g e (x) condition (B) must have happened. Thus, some s; y such that y > x , y = k s and e (y) = 0 have been found.
Since y = k s , we again conclude y (y) # and thus g e (x) > y (y) . Furthermore, because of e (y) = ' (i) (y) = 0 , we directly obtain that i (y) < y (y) by the de nition of ' (i) . Now, putting it all together, we get g e (x) > y (y) > i (y) i (x) , since y > x and i 2 R mon . This proves Claim 2. Claim 3. For every b 2 R there exists an i 2 N such that i 2 R mon and b(x) < i (x) for all x 2 N . Let r 2 R be such that for all j; x 2 N we have
0; if j (y) is de ned for all y < x and either j (x) is unde ned or j (x) satis es j (x) > max(fb(x)g f j (y) y < xg); "; otherwise.
Now take i such that ' i = ' r(i) according to the xed point theorem 30]. One sees that, on the one hand, whenever ' i (y) is de ned for all y < x , then ' i (x) is unde ned if and only if i (x) is de ned and either below b(x) or below i (y) for some y < x . But, on the other hand, by the de nition of the measure i , it holds that i (x) is de ned i ' i (x) is de ned. So it follows that ' i is total and thus i is a monotone majorant of b . This proves Claim 3.
Finally, by Claim 1, all g e 2 R , and thus there is a function b 2 R such that b(x) g e (x) for all e 2 N and all but nitely many x 2 N (cf. 6]). one can e ectively nd a ' -program i such that ' i = f n 0 1 . Moreover, we require this procedure to do the following for all f; g 2 R and m; n 2 N : if g m 0 1 = f n 0 1 as well as ' i = f n 0 1 and ' j = g m 0 1 then the indices given by our e ective procedure should be equal: i = j . We refer to the such found i as to the canonical index of f n 0 1 . Furthermore, let the set H be as in the proof of Theorem 2, and x again any enumeration k 0 ; k 1 ; k 2 ; : : : of K .
We use K n to denote fk 0 ; : : : ; k n?1 g , i.e., the set of the rst n enumerated elements of K . M as subroutine. The main problem one has to overcome is to make sure that M behaves also conservatively on functions f that are not learned by c M . For that purpose, we de ne a new hypothesis space as follows. Let`2 R be one-one such that for all f 2 R and all k; n;
otherwise:
Now we are ready to de ne the desired machine M . Let f 2 R and n 2 N ; then M(f n ) = \Compute k := c M(f n ) and nd the smallest m n such that c M( for some z > 0 , and hence '`( f m ;k) (m + z) " . In both case we can conclude that M is conservative.
We postpone studying further learnability properties of the class B to Sections 6 and 7. Our next goal is to generalize the approach undertaken so far by de ning classes U(A) of approximations to any recursively enumerable (abbr.
r.e.) set A and by looking at their learnability. This is done in the following section.
4 Approximating Arbitrary r.e. Sets
The rst di culty we have to overcome is to nd a way to de ne classes of approximations for arbitrary r.e. sets A . The de nition of Blum and Blum 's 6] class uses x (x) in order to measure implicitly the speed by which K is enumerated. Since such a convenient way is not available in general, we have to go back to an arbitrarily xed recursive enumeration of the set A under consideration. Moreover, Blum and Blum's 6] de nition involves implicitly a one-one enumeration of K and therefore this will be also the only condition we impose on any recursive enumeration of the set A . Note that U(A) also depends on the complexity measure ('; ) . We therefore use the same convention as in Section 3, i.e., we do not write U(A) ('; ) as long as our assertions do not depend on the particular choice of ('; ) .
Comparing U(K) to the original class B of Blum and Blum 6] one can easily prove the following. For every f 2 B there is a function g 2 U(K) such that for all x 2 N we have f(x) = 1 implies g(x) = 1 . Hence, the approximation g is at least as good as f . The converse is also true, i.e., for each g 2 U(K) there is an f 2 B such that g(x) = 1 implies f(x) = 1 for all x 2 N . Therefore, we consider our new classes of approximations as natural generalizations of Blum and Blum's 6] original de nition.
Note that there is a function gen A which computes for every e a program gen A (e) for the function f associated with e :
' gen A (e) (x) = " ; otherwise, in particular if e (x)" .
Next, we deal with the learnability properties of these classes U(A e (x) = 0; if g(x) = 1 or e (x)# < g(x); 1; if g(x) < 1 and : e (x)# < g(x)]. By \lazy evaluation" we have that e (x) = 0 whenever g(x) = 1 . So every e is total. Furthermore, the e are uniformly recursive since, by the denition of a complexity measure, the set f(x; y; e) x; y; e 2 N; e (x) yg is recursive. If f e (as de ned in De nition 7) exists then e is total and \ : e (x)# < g(x)] " is equivalent to \ g(x) e (x) ". It follows that f e = e . Thus, U(A) f 0 ; 1 ; : : :g and U(A) 2 NUM .
The direct generalization of Theorem 2 would be that U(A) is not in NUM for every non-recursive r.e. set A . Unfortunately, there are some special cases where this is still unknown to us.
Nevertheless we obtained many intermediate results which support the conjecture that U(A) is not in NUM for any non-recursive r.e. set A . In particular, we can show that U(A) = 2 NUM for every r.e. set A that is part of a recursively inseparable pair, that is simple but not hypersimple or that is neither recursive nor high.
Recall that A and B form a recursively inseparable pair if A and B are disjoint but there is no recursive set R with A R and B R . In particular, every recursive set R which contains all but nitely many elements of A , intersects with B . A set A is simple i A is both r.e. and in nite, A is in nite but there is no in nite recursive set R disjoint to A .
A set A is hypersimple i A is both r.e. and in nite, and there is no function f 2 R such that f(n) a n for all n 2 N , where a 0 ; a 1 ; : : : is the enumeration of A in strictly increasing order (cf. Rogers 30] Again, if e = 2 R 0;1 everything is clear. Thus, let e 2 R 0;1 and suppose that there is an x 2 N with F e (x) " . Then there are only nitely many x 2 A such that e (x) = 0 . Hence, e (x) = 1 for all but nitely many x 2 A . Moreover,R = fx x 2 N^ e (x) = 0g is recursive and thus R = fx x 2 N nA^ e (x) = 0g is also recursive because jfx x 2 A^ e (x) = 0gj < 1 . Since A is simple, R \ A = ; implies that R is nite, and we conclude e (x) = 1 for all but nitely many x 2 N . Consequently, there must be an s x such that e (y) = 1 for all y = s; s+1; : : : ; g(s) , a contradiction. This proves Claim 3.
Claim 4. Let e be any number such that e = ' gen A (i) for some ' gen A (i) 2 U(A) . Then F e (x) > i (x) for all but nitely many x 2 N .
The case that F e (x) = s has been de ned by nding a s x such that e (a s ) = 0 can be proved as in Claim 2. Now, suppose that there are in nitely many x such that F e (x) = s has been de ned by nding an s x such that e (y) = 1 for all y = s; s+1; : : : ; g(s) .
Thus, by the choice of g , we conclude that there must be a y 2 A such that e (y) = 1 , again a contradiction to e (y) = ' gen A (i) (y) . This proves Claim 4. for some z with x z h(x) . Consequently, ' gen A (e) di ers from all k in contradiction to the assumption U(A) R .
Although no complexity measure and no non-recursive recursively enumerable set is known to these authors so far, for which U(A) ('; ) is in NUM , it is also not proven that such complexity measures do not exist for all non-recursive sets A . Nevertheless, for every non-recursive and recursively enumerable set A there is a complexity measure such that U(A) ('; ) is not in NUM . for all k 0 < k . Let y = max(f0g fs e;k 0 k 0 < kg) and let the function ct be de ned such that ct(x) be the number of computational steps to compute # e;k (x) . ct is a total recursive function. Given x > y the x does not qualify to become x e;k . Thus either x = 2 A or x = a s for some s < ct(x) . Thus x 2 A i x = a s for some s < ct(x) and A would be recursive in contradiction to the choice of A . This completes the proof of Claim 1. Claim 2. The set f(e; x; e (x)) e (x)# g is recursive.
It is easy to see that the e are uniformly partial recursive. Furthermore, e (x)# t can only happen if the above search nds a k with x x e;k t+2 and s e;k t + 2 . Thus one can bound the search by a polynomial in e + t and therefore the uniform graph f(e; x; t) e (x) # tg is recursive. This completes the proof of Claim 2.
So it is legal to apply Lemma 1. Furthermore, it is immediate from the definition of e that e generates a function di erent from all # e;k whenever # e 2 R 2 . Therefore, all possible witnesses to show that U(A) ('; ) is in NUM are diagonalized.
Reliable and EX -Learnability of U(A)
Blum and Blum 6] showed that B is in REX . The EX -learnability of U(A) alone can be generalized to every r.e. set A , but this is not possible for reliability. But before dealing with reliable EX -inference, we show that every U(A) is EX -learnable. If all e n have been deleted then output gen A (n+1) . Otherwise, output gen A (e) for the least non-deleted e n ."
Since the set fe; x; n e; x; n 2 N and e (x) ng is recursive and since a 0 ; a The central idea of the proof is that conditions (a) and (b) allow to identify a class of functions which contains all recursive functions which are too di cult to learn and on which the learner then diverges. The recursive functions outside these class turn out to be EX -learnable and contain the class U(A) . In Case (b) , the set A is simple but not hypersimple. By Lemma 6 there is a function g 2 R with g(x) x for all x 2 N such that A intersects every interval fx; x + 1; : : : ; g(x)g . But if f(x) = 1 for almost all x 2 A , then, by the simplicity of A , f(x) = 1 for almost all x 2 N . Hence, there must be an x such that f(y) = 1 for all y 2 fx; x + 1; : : : ; g(x)g . So one de nes that f n disquali es if f(x) > 1 for some x n or if there exists an x n such that g(x) n and f(y) = 1 for all y 2 fx; x + 1; : : : ; g(x)g .
The reliable EX -learner N is a modi cation of the learner M from Theorem 9 which copies M on all f n except on those which disqualify | on them, N always outputs the canonical index of f n 2 1 and thus either converges to some 2 1 or diverges by changing its hypothesis in nitely often. Let c(f n ) be the canonical index for f n 2 1 .
N(f n ) = c(f n ); if f n is disquali ed; M(f n ); otherwise.
For the veri cation, one should note that every f 2 U(A) takes the value 0 on all arguments x 2 A . Thus, no f n is disquali ed for all f 2 U(A) and therefore N is an EX -learner for U(A) . Now, let f 2 R and assume that fN(f n )g n2N converges to some i . We have to show that ' i = f .
First note that if f n is disquali ed for some n 2 N then every f n+m is disquali ed, too, for all m 2 N . Thus, if convergence happens since for some n 2 N the initial segment f n is disquali ed, then f = f n 2 1 and we are done. Otherwise, no f n is disquali ed and N(f n ) = M(f n ) for all n 2 N . Since be some x such that f(y) = 1 for all y = x; x + 1; : : : ; g(x) . In both cases, some f n would have been disquali ed, and hence this case cannot occur. for all x 2 N . Without loss of generality we may also assume h 1 2 R mon for otherwise, we could takeĥ 1 de ned asĥ 1 (0) = h 1 (0) and for all x > 0 , h 1 (x) = h 1 (x) +ĥ 1 (x ? 1) .
Using the function h 1 de ned above, one can de ne a function h 2 (x) as h 2 (x) = minfs (9y) x y ŝ y; y + 1; : : : ; y + h 1 (y) 2 fa 0 ; a 1 ; : : : ; a s ĝ
Since A is hypersimple, we directly get from Lemma 6 that h 2 ' i (x); if i (x) h 1 (h 2 (x)) ; 1; if a t = x and t j (x) h 2 (x) for some t; 0;
otherwise. In the above de nition of ' (i;j; ) (x) , the rst case that is applicable is always taken. Since the search-conditions in the second and third case are bounded by a recursive function in x , the family of all ' (i;j; ) contains only recursive functions and its universal i; j; ; x ! ' (i;j; ) (x) is computable in all parameters. Thus, for nishing the proof it su ces to show that U(A) f' (i;j; ) i; j; x 2 N^ 2 f0; 1g g . Then we could conclude U(A) 2 NUM , a contradiction to Theorem 7, since A is neither recursive nor high.
Consider for every f 2 U(A) two particular indices, i.e., an index j with f = ' gen A (j) and the index i to which (M(f n )) n2N converges. Let z be the least n such that M(f n+m ) = i for all m 2 N and let = f(0); f(1); : : : ; f(z) .
Claim. f = ' (i;j; ) Clearly, if x z then ' (i;j; ) (x) = (x) = f(x) by Case 1 of the de nition of ' (i;j; ) , and we are done.
Next, let x > z be arbitrarily xed. Consider the y from the de nition of h 2 (x) and let = f(0); f(1); : : : ; f(y) . Next, we look at the computation of h 1 (y) .
First, assume that the computation of h 1 (y) = s has terminated by verifying M( ) (n) s and ' M( ) (n) = (n) for all n y . By construction, i = M( ) = M( ) , and since M EX -learns U(A) , we also conclude ' i = f .
Thus, it has been veri ed that i (n) s for all n y . Since x y h 2 (x) , we have in particular that i (x) s = h 1 (y) and since h 1 2 R mon , this implies i (x) h 1 (h 2 (x)) . Consequently, Case 2 in the de nition of ' (i;j; ) is applicable and therefore ' (i;j; ) (x) = ' i (x) = f(x) .
Otherwise, M( 1 h 1 (y) ) 6 = M( ) has been veri ed during the computation of h 1 (y) . Since M( ) = M( ) = i , there must be some a t 0 2 fy; y + 1; : : : ; y + h 1 (y)g with f(a t 0 ) = 0 . As a consequence, j (a t 0 ) < t 0 , by the de nition of U(A) . Furthermore, x y as well as y; y+1; : : : ; y+h 1 (y) 2 fa 0 ; a 1 ; : : : ; a s g and j 2 R mon imply that t 0 s and j (x) j (a t 0 ) < t h 2 (x) . Thus, if x = a t then Case 3 in the de nition of ' (i;j; ) is not applicable and it holds that t > j (a t ) . It follows that ' (i;j; ) (x) = 0 and f(x) = ' gen A (j) (x) = 0 .
Finally, if Case 3 is applicable then the choice of j and the de nition of U(A) imply that f(x) = ' gen A (j) (x) = 1 , and we are again done.
Next, we turn our attention to the problem whether or not the results obtained so far are generalizable to the larger classesB andŨ(A) obtained by replacing We shall refer to these classes as non-monotone approximations.
6 Non-Monotone Approximations Blum and Blum 6] de ned their class B using only monotone complexity functions. However, no motivation for this condition has been provided in 6] except that it was needed to prove B 2 REX . Therefore, we ask whether or not this condition i 2 R mon is necessary to ensure the learnability results obtained so far. That is, instead of B , we now consider the class B ('; ) = f' (i) i 2 N and i 2 Rg where the ' (i) depend on the i in the same way as in the case of B :
1; if i (x)# and x (x) i (x), 0; if i (x)# and : x (x) i (x)], " ; otherwise.
In contrast to our results obtained so far, now the answer depends on the complexity function 2 P 2 involved. As a matter of fact, one can play a kind of coding game by suitably modifying as the proof of the following theorem shows. Theorem 12. For every G odel numbering ' there exists a complexity function 2 P 2 such thatB ('; ) 2 EX .
Proof. Let ' be any G odel numbering and let^ 2 P 2 be any complexity function for ' . We de ne 2 P 2 by setting i (x) =^ i (x) + i for all i; x 2 N . Note that the result of the addition is not de ned if^ i (x) " . Consequently, dom(' i ) = dom( i ) for all i 2 N . Furthermore, the predicate f(i; x; y) i; x; y 2 N; i (x) yg can be uniformly decided by testing^ i (x)+ i y . Thus, is a complexity function.
Claim.B ('; ) 2 EX .
The main idea for proving the claim is to reduce the EX -learning problem to learning with additional information as de ned in Freivalds and Wiehagen 11]. That means, the desired EX -learner rst aims to nd a number t such that at least one of the functions ' (0) ; : : : ; ' (t) correctly computes the target function f 2B ('; ) . When such a number t has been found, it simply simulates the machine given in 11] on input f n and t by using the hypothesis space (' (i) ) i2N . Since this machine correctly learns f the claim then follows.
Next, we describe how such a number t can be found. Let f 2B ('; ) be any target function, and let n 2 N . Then the EX -learner M simulates the computation of 0 (0); 1 (1); : : : ; n (n) for n steps. For every j (j) , 0 j n , that turned out to be de ned within n steps of computation, M now checks whether or not f(j) = 0 . Assuming such a j has been found, M computes t = j (j) .
It remains to show that t has the property described above and that the search for t always succeeds. For the rst part, assume any i such that ' (i) = f . Since f(j) = 0 , the de nition ofB ('; ) and the complexity measure directly yields t = j (j) > i (j) i : Hence, at least one of the functions (' (i) ) i2N must compute f .
The second part directly follows from the non-recursiveness of the characteristic function c K of K . By construction, ' (j) (x) c K (x) for all j; x 2 N , and since c K = 2 R for every j there must be an x such that 0 = ' (j) (x) < c K (x) = 1 . Thus, M 's search for t always succeeds. This proves the Claim, and thus the theorem is shown.
However, the situation changes considerably for more natural complexity functions. A complexity measure ('; ) is said to be interpolating if its complexity function satis es the following condition. For every i 2 N and for every string 2 N , there is an index e with e (x) = For example, let ' be the canonical G odel numbering of all 3-tape Turing machine (with input tape, work tape and output tape), and let the complexity function be de ned by assigning for every i; x 2 N to i (x) the amount of space used on the work tape while computing ' i (x) . Then it is easy to see that ('; ) is interpolating.
However, for proving our negative result concerning the learnability ofB ('; ) we need a further technical condition which we de ne next. where j can be e ectively computed from i and k and where, by convention,
In other words, an interpolating measure is regular i it satis es the additional property, that computing a function under the condition that p(x) = c is on those x , where the condition is not satis ed, only as complex as the computation of the parameter p(x) of the test-condition. In particular, this complexity is independent of the value of the constant c and from the program of the function to be computed under the condition that p(x) = c .
Note that the space complexity measure ('; ) de ned above is a regular complexity measure while the measure adding the size of the Turing Note that both, K and A e , contain exactly those elements of the form h(e; x) where x equals some x l de ned in the above enumeration process. Furthermore, the set A e is a recursive subset of K and so there is a function ' k 2 R such that k satis es k (z) z (z) for all z 2 A e . Since ('; ) is regular, there is a complexity function j ( of a suitable ' j ) such that j (z) = maxf i (z); k (z)g if p(z) = e; i (z) if p(z) 6 = e. Then g = g l and the learner M e fails to predict g(h(e; x)) for all x with x > x l 0 for all l 0 < l . In particular, M e fails to predict the value g(z) for in nitely many z .
Case 2. All x l are de ned.
For every l , the functions g and g l coincide below h(e; x l ) . In particular, M e predicts 0 at every input g h(e;x l )?1 although g(h(k; x l )) = 1 . So M e makes in nitely many wrong predictions for the function g .
Let us now consider the counterpart of U ('; ) (A) de ned by replacing the condition e 2 R mon by e 2 R , i.e., U(A) ('; ) = ff gen A (e) e 2 Rg :
The learning algorithm in Theorem 12 can be easily adapted to work for every recursively enumerable set A in place of K . Thus, we immediately obtain the following result. Corollary 14. For every G odel numbering ' there exists a complexity function 2 P 2 such that, for any recursively enumerable set A , the class U(A) ('; ) is EX -learnable.
The next result shows that there are also complexity measures ('; ) for which the classŨ(A) ('; ) is even not BC -learnable. Note that the measure is less natural than the one in Theorem 13 since in Theorem 13 the nonlearnability holds for every regular measure and thus for a measure as natural as the space-complexity of a three-tape Turing machine. Theorem 15. For every non-recursive but recursively enumerable set A there is a complexity measure ('; ) such thatŨ(A) ('; ) is not BC -learnable.
Proof. Let a 0 ; a 1 ; : : : be the one-one enumeration of the given set A . Using Lemma 1 one can add to a given complexity measure all primitive recursive functions and also the functions e de ned below. Let 
Robust Learning
A mathematical elegant proof method to separate learning criteria is the use of classes of self-describing functions. Somehow these examples are a bit arti cial, since they use coding tricks. On the other hand, as pointed out in Jain, Smith and Wiehagen 19] , one could argue that self-description is quite a natural phenomenon in that every cell of every organism contains a description of itself. Nevertheless, from a learning theoretical point some criticism remains in order, since a learner needs only to fetch some code from the input. Thus, the learnability result in the separation proof is usually trivial, while the nonlearnability result shows that at least one function from the separating class is too complex to gain the information necessary to learn it in the stronger model. However, if such self-describing function classes would be the only separating examples for a variety of learning models then this would clearly have major consequences for our understanding of learning and the value of the theory.
But how can one attack this problem? B arzdi n s suggested to prove or to disprove the following conjecture.
Let U R ; then (U) 2 EX for all e ective operators with (U) R implies that there is a 2 R 2 such that U = R . Kurtz and Smith 24] disproved B arzdi n s' conjecture for classes U 2 NUM . Jain, Smith and Wiehagen 19, Section 6] disproved B arzdi n s's conjecture by giving a class U containg 0 1 and all total functions ' e which extend 0 e 1 . Furthermore, many interesting variants of these results have been stated (cf., e.g., 1, 7, 12, 17, 19, 29, 34] ).
In particular, Fulk 12] proposed the notion of robust learnability. For example, a class U is robustly EX -learnable, i , for every operator , the class (U) is EX -learnable. There were many discussions, which operators are admissible in this context. Fulk 12] considered the class of all general recursive operators which map every total function to a total one. For this version, Fulk 12 ] disproved B arzdi n s' conjecture, and Jain et al. 19] provided a class of self-describing functions which is robustly EX -learnable.
However, almost nothing has been known concerning the robust EX -learnability of \naturally de ned function classes" such as B ('; ) and U(A) ('; ) . We therefore address this problem here. First, we consider B ('; ) . Again, the answer depends on the complexity measure involved. If we take any complexity function 2 P 2 such that i (x) i for all i; x 2 N , i.e., any complexity measure similar to the one de ned in the proof of Theorem 12, then this function provides the information needed to robustly EX -identify B ('; ) by methods similar to those of Jain, Smith and Wiehagen 19] . Therefore, we shall refer to these complexity functions as to coding complexity functions. Theorem 16. For every G odel numbering ' and every associated coding complexity function 2 P 2 the class B ('; ) is robustly EX -learnable. Proof. Let be any general recursive operator. Then coincides on R with a total e ective operator 4 , i.e., (f) = (f) for all ' 2 R . Let 2 R be such that (' i ) = ' (i) for all i 2 N . Furthermore, as usual we use c K to denote the characteristic function of K .
We have to construct a machine M that EX -learns (B ('; ) ) . For doing this, we distinguish the following two cases.
Let f 2 (B ('; ) ) and let n 2 N , and let k be any ' -program for (c K ) .
Then, on input f n the desired machine M outputs k as long as (c K )(x) = f(x) for all x n . Consequently, if f = (c K ) then M EX -learns f , and we are done.
Next, assume f 6 = (c K ) . Hence, there must be a least x 0 2 N such that f(x 0 ) 6 = (c K )(x 0 ) . As soon as M has found this x 0 by performing the consistency check described above, it behaves as follows. First, it computes x 1 := (c K )(x 0 ) . 5 Next, it calculates t n = maxf y (y) y x 1^ y (y) ng . Finally, M simulates the learner given in 11] on input f n and t n by using the hypothesis space (' ( (i)) ) i2N , and outputs the resulting hypothesis.
It remains to show that M EX -learns f . This can be seen as follows. First, the sequence (t n ) n2N clearly converges to the number t = maxf y (y) y x 1^y 2 Kg . Second, suppose any index i > t . Since is a coding 4 A mapping : P ?! P is said to be an e ective operator if there exists a function 2 R such that (' i ) = ' (i) for all i 2 N . An e ective operator is total e ective if (f) 2 R for all f 2 R (cf., e.g., 16, 30] ). 5 Every general recursive operator can be realized by an algorithmic device D : Let g be any total function and let (g) = h . When D is fed the sequence g(0); g(1); : : : ; it does Turing-machine computations and outputs natural numbers. These numbers, in the order of their generation, are de ned to be h(0); h(1); : : : ; . Then (g)(x) is de ned to be the least number n such that D , when fed g(0); g(1); : : : ; g(n) , outputs h(x) . complexity measure, we know that i (x) i > t for all x 2 N . Therefore, the de nition of B ('; ) implies ' (i) (x) = c K (x) for all x x 1 In this case, the proof is conceptually identical to the demonstration in Case 1. Again let f 2 (B ('; ) ) and note that f 6 = (c K ) . The major di erence consists in incorporating two more limiting e ective computations, i.e., one for nding x 0 and one for computing x 1 . This can be done as follows. For all n; x 2 N let a n (x) = 8 > < > :
1; if x (x) n; 0; otherwise:
Then, we set x n 0 = minfy y = n _ f(y) 6 = (a n )(y)g as well as x n 1 = (a n )(x n 0 ) . Now, it is easy to see that the sequences (x n 0 ) n2N and (x n 1 ) n2N do converge in the limit to numbers x 0 and x 1 , respectively, and that x 0 and x 1 have the same properties as their counterparts in the proof of Case 1. We omit the details.
As an inspection of the proof of Theorem 16 shows, we did not use the property i 2 R mon at all. Thus, we directly obtain the following corollary.
Corollary 17. For every G odel numbering ' and every associated coding complexity function 2 P 2 the classB ('; ) is robustly EX -learnable.
Moreover, the proof of Theorem 16 can be easily modi ed to show the robust EX -learnability of the classŨ(K) ('; ) for all coding complexity functions. Furthermore, K could be replaced by any r.e. set A , and we have the following corollary, too.
Corollary 18. For every r.e. set A , every G odel numbering ' and every associated coding complexity function 2 P 2 the classŨ(A) ('; ) is robustly EX -learnable.
Since every class in NUM is robustly EX -learnable, in particular the classes U(A) for a recursive set A (cf. Theorem 5) are robustly EX -learnable, too.
However, again the situation changes considerably for interpolating complexity measures as our next theorem shows. Note that the conditions are compatible. Since i is total, so is j . Furthermore, by construction and De nition 6, ' (j) (b 2x ) = 1 and ' (j) (b 2x+1 ) = c W k (x) for x < k as well as ' (j) (b 2k ) = 0 . It follows that (' (j) )(x) = c W k (x) for x < k and that (' (j) )(x) is computed by the second case in the above case-distinction for x k . The domination property from i inherits to j as the values h(k; x) are beyond b 2k for all k; x . Therefore, h(k; x) is enumerated into K i it is enumerated into K within i (h(k; x)) steps and W k (x) = ' (j) (h(k; x)) . It follows that (' (j) ) is the characteristic function c W k of W k and this completes the proof.
Although the class B ('; ) is quite natural for all complexity measures ('; ) and its de nition does not involve any self-referential coding, the class B ('; ) is not robustly EX -learnable for all interpolating complexity measures. So while on the one hand the notion of robust EX -learning still permits topological coding tricks 19, 29] , it does, on the other hand, rule out the natural class B ('; ) for such natural complexity measures as space. Additionally, the notion of robust EX-learning cannot cope with coding tricks as used in the proof of Theorem 16.
Thus, the examples provided by Jain et al. and by our Theorems 16 and 19 give some incidence, that there is still research necessary to nd an adequate notion for a \naturally EX -learnable class."
Conclusions
The main topic of the present investigations has been the class B of Blum and Blum 6] and the natural generalizations U(A) of it obtained by using r.e. sets A as a parameter. It is has been shown that for large families of r.e. sets A , these classes U(A) are not in NUM . Furthermore, they can be always EX -learned. Moreover, for some but not all sets A there is also a REX -learner.
Additionally, we studied the learnability properties of the non-monotone counterparts of these classes. While all results obtained for the original classes did not depend on the complexity measures involved, for non-monotone approximation classes of r.e. but non-recursive sets A the situation turned out to be much more subtle. On the one hand, for coding complexity functions there is always an EX -learner. On the other hand, for more natural complexity measures the non-monotone approximation classes are even not BC-learnable.
Furthermore, we dealt with the problem whther or not the class B is robustly EX -learnable. Again, the answer did depend on the complexity measures involved.
Since B and the classes U(A) are quite natural, our results add some incidence that \natural learnability" does not coincide with robust learnability as de ned in the current research.
Future work might address the remaining unsolved question whether U(A) is outside NUM for all non-recursive sets A . Additionally, one might investigate whether U(A) is robustly BC -learnable for some sets A such that U(A) is not robustly EX -inferable. It would be also interesting to know whether or not U(A) can be reliably BC-learned for sets A with U(A) = 2 REX (cf. 22] for more information concerning reliable BC -learning). Finally, there are some ways to generalize the notion of U(A) to every K -recursive set A and one might investigate the learning theoretic properties of the so obtained classes.
