We investigate a noncooperative bargaining game for partitioning n agents into non-overlapping coalitions. The game has n time periods during which the players are called according to an exogenous agenda to propose offers. With probability δ, the game ends during any time period t < n. If it does, the first t players on the agenda get a chance to propose but the others do not. Thus, δ is a measure of the degree of democracy within the game (ranging from democracy for δ = 0, through increasing levels of authoritarianism as δ approaches 1, to dictatorship for δ = 1). We determine the subgame perfect equilibrium (SPE) and study how a player's position on the agenda affects his bargaining power. We analyze the relation between the distribution of power of individual players, the level of democracy, and the welfare efficiency of the game. We find that purely democratic games are welfare inefficient and that introducing a degree of authoritarianism into the game makes the distribution of power more equitable and also maximizes welfare. These results remain invariant under two types of player preferences: one where each player's preference is a total order on the space of possible coalition structures and the other where each player either likes or dislikes a coalition structure. Finally, we show that the SPE partition may or may not be core stable. 
Introduction
Many multi-agent systems require agents to effectively form coalitions in order to achieve goals that individuals cannot or to achieve them more efficiently [11] . The need to form coalitions arises not just in multi-agent settings but also in economic [19, 35, 45] and political [32] domains. Within this context, we focus on the following specific situation. There is a group of n agents who must decide how to partition themselves into non-overlapping coalitions. The players may have conflicting preferences over the possible coalition structures. Thus, the problem is to find a way to resolve such conflicts and form a partition that will be acceptable to all of them.
We take a non-cooperative bargaining approach to solve this problem. Table 1 provides a landscape of the existing literature on coalition structure generation. This can broadly be divided into two classes: non-strategic and strategic. Work within each of these two categories can be further divided in terms of the key problem addressed, the underlying assumptions, the notion of optimality, the notion of stability, the method of generating a coalition structure, and how the coalition structures are ranked (i.e., with or without externalities). If the agents have preferences not just over the coalitions to which they belong but over the entire coalition structure, then the preferences are said to have externalities.
In non-strategic models, the key problem is to generate a coalition structure that is optimal at a system-wide level. A key assumption that underlies these models is that a central entity has the power to impose such a socially optimal structure and that the individual players will accept it. As a consequence of this assumption, there is no notion of equilibrium or stability. The focus is only on the design of computationally efficient algorithms for generating a socially optimal structure. Although such an assumption simplifies the task of generating an optimal structure, it does not hold for multiagent systems. In a multiagent system, there is no central entity empowered to impose his decision on other agents. Each individual makes his own decision and has his own preferences that often conflict with others'. Consequently, it is important to study how conflicts can be resolved and stable structures formed through a process of strategic reasoning in which the individuals are the decision makers. Our research is aimed at achieving this goal.
Bargaining [35] , a time-honoured mechanism for conflict resolution, has been widely studied in the game-theoretic literature on strategic decision making, and is particularly relevant to multiagent systems. In the strategic decision making models, the aim is to find coalition structures that are in equilibrium (i.e., are stable). The existing strategic models can be subdivided into noncooperative and cooperative. In the former, the process by which the individual agents bargain is explicitly incorporated in the model. In the latter, the bargaining protocol is abstracted away. See Sect. 6 for more details regarding the existing work in each category.
With reference to Table 1 , our work belongs to the class of non-cooperative models with externalities. A number of non-cooperative bargaining protocols have been proposed in the literature [7] [8] [9] 13 ] to resolve conflicts and facilitate coalition formation among self-interested agents. Many of them build upon Rubinstein's alternating offers game [40] and involve an agenda according to which the agents are called to make a new offer, accept or reject an existing offer, or make a counteroffer [7, 8] . While many properties of such mechanisms have been extensively studied in the literature, there has been little work on the issue of how the position of an agent on the agenda influences his bargaining power 1 in the power of individual players affect system welfare. To date, the only such analysis of a bargaining mechanism for coalition structures was done by Bloch and Rottier [9] for simple preferences. (i.e., preferences where each player either likes or dislikes a coalition structure). However, in multi-agent settings, player preferences may be more general: partial or total orderings over the space of all possible coalition structures. It is therefore important to analyse bargaining in the context of such general player preferences.
and how inequalities
In this article, we focus on coalition structure formation in a general setting that has a number of characteristics especially appropriate to multi-agent systems. In particular, we study the formation of multiple non-overlapping coalitions in situations with externalities. We assume that utility is not transferable, i.e, payoffs assigned to one agent cannot be assigned to another agent. Non-transferable utility appears, for instance, in settings where payoffs are expressed in terms of goals achievable by the agents [13] . Finally, we consider two types of preference orderings:
1. each player has unique rank for each possible coalition structure, and 2. each player associates one of two possible ranks with each possible coalition structure.
Our motivation for considering these two types of preferences is that we want to determine whether or not the results of our analysis are invariant to the way player preferences are modeled. A detailed discussion regarding the implications of this modeling choice is given in Sect. 4.6. In order to model externalities and non-transferable utilities, we introduce coalition structure games (CSGs). CSGs encompass many important classes of coalitional games including hedonic games in which agents have preferences over coalitions they belong to, and NTU (non-transferable utility) games in partition function form that have been used to model multi-agent systems with various forms of externalities.
Using a CSG as the underlying game, we investigate a noncooperative bargaining game 2 that will allow a set of n players to decide how to partition themselves into coalitions.
Noncooperative bargaining is conducted sequentially using an exogenously defined agenda. In this finite-horizon bargaining game with n discrete time periods, the players take it in turns to propose offers. An offer is a coalition structure, and the order in which the players are called to make offers is given by the agenda. An important element of our model is the parameter 0 ≤ δ ≤ 1, which represents the probability that bargaining ends in a given time period. Thus, δ is a means to control the subset of agents that can make proposals during the process of bargaining and can be considered to be a measure of democracy within the game. For δ = 1, only the first mover gets the chance to make a proposal-we call these dictatorship games, because a single agent is able to influence the outcome. For δ = 0, all the n agents get a chance to make a proposal-we call these democratic games 3 in that every agent is able to influence the outcome. In between (i.e., for 0 < δ < 1), we have games that are neither purely dictatorship nor purely democratic but have a degree of authoritarianism.
In a democratic game, although each agent is able to influence the outcome, the extents of their influence may differ. This extent is measured in terms of a player's bargaining power. A player's bargaining power crucially depends on his position on the agenda. Thus, we study the relationship between a player's position on the agenda and his bargaining power. We define a player's bargaining power as his ability to secure a favourable outcome. As an extreme example, for δ = 1, the dictator always secures his most preferred coalition structure while all the other agents are completely powerless. However, for any δ < 1, all agents on the agenda possess some degree of power, perhaps, however, not allocated evenly. We then analyse the relationship between the distribution of power, the level of democracy (embodied in δ), and the efficiency of the game, i.e., how far the bargained coalition structure is from the socially optimal coalition structure.
This article provides the first quantitative analysis of power and efficiency in the context of noncooperative bargaining for coalition structure formation. In the context of our bargaining model, the most important results, from both theoretical analysis and simulations, can be summarised as follows: -We find that, assuming purely democratic games (δ = 0), the first mover has the lowest power and that power increases monotonically as we move from the first to the last position on the agenda. Surprisingly, however, the maximum is reached not for the last mover, n, but for the two last movers, n − 1 and n. -An even more surprising result is that an agent's average power (average taken over all possible player preference combinations) increases with the number of agents in the game. In fact, it is always profitable for incumbents to invite more agents to the game as long as the newcomers will be given the very first positions on the agenda. -For δ ≈ 0, power monotonically increases from the first to the last player on the agenda. As δ increases, the difference between the first and last mover's powers decreases and power becomes more balanced. With further increase in δ, power monotonically decreases from the first to the last player on the agenda. In other words, as the degree of authoritarianism increases (i.e., as δ approaches 1) there is a shift in power from the last movers toward the first movers. -The above result is related to another notable finding related to the efficiency of democracy. Wittman [43, 44] assumed that voters are rational, that elections are competitive, and that political transaction costs are low, and demonstrated that democracy is efficient (in the sense of Pareto optimality and wealth maximization). This is not so in our model. On the contrary, in our model, it is authoritarianism that maximizes the expected welfare of the system as a whole. We show that the reason behind this result is to be found in the distribution of power. Democracy becomes inefficient if power is unevenly distributed, and some level of authoritarianism is needed to balance the power and maximize social welfare. -The above results remain invariant under two types of player preferences: one where each player's preference is a total order on the space of possible coalition structures and the other where each player either likes or dislikes a coalition structure. Bloch and Rottier [9] analyzed the relation between agenda and power and tried to answer questions such as: Can a head of state choose the composition of a cabinet by selecting the order in which party leaders attempt to form the government? Our setting is richer than that in Bloch and Rottier-one of its advantages is the ability to model externalities. Thus, our approach could be useful, for instance, to get insight into the distribution of power in structured multilateral negotiations on oligopolistic markets (such as armaments), where a government aims to distribute contracts among consortia of companies. Another important potential application is international negotiations on emission reduction. This is the setting with significant positive externalities-a reduction of emissions in one country also reduces pollution in other countries. Designing negotiations protocols for forming coalition structures has become a focal point of the entire body of literature [18, 46] . It became especially important after the failure of Kyoto Protocol, where the grand coalition of all the countries failed to materialise. The literature recommended that subsequent protocols should be local and adjusted to the specific needs of the corresponding regions of the World [19] . In other words, the negotiation protocol should be focused on creating a coalition structure, not a single coalition.
The bargaining game studied in this article could be also used in multiagent applications that require automated formation of supply chains [17, 30] . In this business setting, externalities play a significant role [24] . For example, Aerogistics 4 provided a platform for small-and medium-size manufacturers of aircraft components to form on-line supply-chain coalitions so that they were able to bid for manufacturing projects that were too large for them individually. The externalities in this setting arose from the fact that all aircraft components had to ultimately conform to the same standards. Consequently, the cost of standardization procedures incurred by any coalition depended on the number and structure of other winning coalitions.
The remainder of the article is organised as follows. We begin by introducing our model in Sect. 2. In Sect. 3, we provide subgame perfect equilibrium analysis for our bargaining game. In Sect. 4, we analyze, in various scenarios, the relation between the players' positions on the agenda and their power, and the welfare efficiency of the game. In Sect. 5, we show the relation between the noncooperative equilibrium and the α core. This is followed by a discussion of related work in Sect. 6. Section 7 concludes. Appendix describes the Monte Carlo sampling procedure we used to conduct simulations.
The model
There are N = {1, . . . , n} players that want to decide how to partition themselves into nonoverlapping coalitions. There are many possible ways in which this partitioning can be done and different players have different preferences over these possibilities. Each player wants the partition that he prefers the most, and the players are thus in a conflict about how to partition themselves. In order to model the players' preferences over the possible coalition structures we define a coalition structure game and explore a noncooperative bargaining game for the players to resolve the conflict about how to partition themselves into a coalition structure. In Sect. 2.1, we will define 'coalition structure games' and in Sect. 2.2, the bargaining game.
Coalition structure game (CSG)
A coalition structure π is an exhaustive partition of N into disjoint coalitions; let Π(N ) denote the set of all coalition structures over N and |Π(N )| = Bell(n) the number of possible coalition structures [37] . A coalition structure game G is then defined by a tuple:
is a complete, non reflexive, and transitive preference relation for player i ∈ N , with the interpretation that if π 1 i π 2 , then player i prefers coalition structure π 1 more than the structure π 2 . We will also consider a special type of game (briefly mentioned below, and dealt with in detail in Sect. 4.6) where each player either likes or dislikes a coalition structure.
Sometimes we find it useful to work with a numeric representation of preferences i , and for this reason, we now define the rank r i (π) of a coalition structure π for an agent i. A player's most preferred coalition structure is the one with rank 1, then with rank 2, and so on. We will consider the following two kinds of rankings:
1. each player has a unique rank for each coalition structure, i.e., each r i is a bijective map from Π(N ) to {1, . . . , Bell(n)}, and 2. each r i is a map from Π(N ) to {0, 1} with r i (π) = 1 (r i (π) = 0) meaning that player i likes (dislikes) π.
Since the players may have conflicting preferences over the possible coalition structures, the bargaining game described in Sect. 2.2 is a mechanism for resolving this conflict.
The bargaining game
For a coalition structure game G, we explore the following non-cooperative bargaining game for forming a coalition structure. This is a finite-horizon alternating offers game in which the players in N take it in turns to propose offers. The sequence in which the players are called to make offers is called the bargaining agenda. Definition 1 A bargaining agenda ρ for a game G is a permutation of the first n integers where n = |N | is the number of players in G.
In a nutshell, the rules of the game are as follows. Time is divided into discrete time periods. The game can run for at most n time periods. In any time period one of the players is chosen (as per the agenda) to propose an offer. All those who succeed the proposer on the agenda can then accept/ reject the offer. If all the successors accept, then the proposed structure is implemented and the game ends. Otherwise, we go to the next time period. There are two key elements of this bargaining game. One is with regard to the restriction imposed on those players whose offer is rejected: each such player must remain a singleton. The other element is the occurence of a random event that can occur during any time period.
Algorithm 1 Bargaining Game G
Require: A δ and a given agenda, i.e., an ordering of players in ρ 1: OU T ⇐ ∅; 2: I N ⇐ N ; 3: t ⇐ 1; 4: while t ≤ n do 5: Player ρ t proposes a coalition structure π which is a partition of the players in I N.
{A RandomEvent occurs with probability δ. If it does, the game ends.} 6: if (RandomEvent(δ)) then 7:
Go to Line 23 8: end if 9: for i = t + 1 to n do 10:
f lag ⇐ true 11:
if (Player ρ i rejects the proposal) then 12:
OU T ⇐ OU T ∪ {ρ t } 13:
f lag ⇐ f alse 15: In more detail, the rules of the bargaining game are as follows. Bargaining starts in the first time period t = 1 and proceeds as described in Algorithm 1. To begin, all the players in the game are in the set I N. The set OU T is initially empty (see Lines 1 and 2 in Algorithm 1). At t = 1, player Mover 1 makes an offer. An offer is a coalition structure π ∈ Π(I N). After an offer is proposed, the game will end with probability δ. With probability (1 − δ) the game will continue to the next time period when Mover 2 will propose an offer (for details on the significance of δ see Sect. 2.3).
In general, whether or not the game will end at t ≥ 1 is determined by a 'RandomEvent' (see Line 6 in Algorithm 1). If the random event does not occur, the game continues at Line 9. In the for loop of Line 9, the players ρ t+1 , . . . , ρ n receive the offer. These players can accept or reject the current offer. If all these players accept, then the game ends and the structure π ∪ {{i} : i ∈ OU T } is the outcome of the game. But if at least one of these players rejects, then the proposing player is moved from the set I N to the set OU T , time is incremented and we go to Line 4. Then, the next player on the agenda, i.e., ρ t+1 proposes an offer. This process repeats until all the subsequent players (i.e., ρ t+1 , . . . , ρ n ) accept a proposal, or the time t = n is reached. If we reach t = n, the game ends and the structure π ∪{{i} : i ∈ OU T } is implemented.
Formally, the bargaining game is an n + 3 tuple G = N , 1 , . . . , n , δ, ρ , however, for notational convenience, we will denote it G(n, δ, ρ), G(n, ρ), G(n), G(ρ), or just G when the other parameters are clear from context.
Let P denote the set of all possible preferences combinations for the n players. All other parameters remaining the same, we can obtain different bargaining games by varying 1 , . . . , n . Clearly, we have |P| = ((Bell(n))!) n elements in the set P which means that we can have |P| possible bargaining games. Let G denote the set of all these |P| games.
The significance of 'RandomEvent'
We use 'RandomEvent' to model a wide spectrum of bargaining games. At one end of the spectrum, we have dictatorship games and at the other, we have democratic games. In between, we have games that are neither purely dictatorial nor purely democratic. For δ = 1, only the first mover is given a chance to propose an offer. Once this offer is made, the game ends and no other player has any say in the outcome of the game. This is what we mean by a dictatorship game. For δ = 0, all the n players are given a chance to propose an offer. Here, G is an n time period game. Since every player can exercise control over the outcome of the game, we call these democratic games. For 0 < δ < 1, the number of time periods in G will depend on δ and will vary between 1 and n. Often, only the first few players on the agenda will get a chance to propose but the rest will not. These are authoritarian games.
Note that we use the term 'democracy' to refer to situations where all the players are eligible to propose. However, this does not necessarily mean that all of them will have equal bargaining power. Naturally, an ideal democracy would require that all players are eligible to vote and also that the power of their vote in the decision making process is equal. However, even in many political systems of the Western Hemisphere (such as Austria, Belgium, Finland, and The Netherlands), widely regarded as democratic, one could argue that not all votes are counted equally, at least, if we consider the entirety of the decision making process, i.e. from the act of voting to bills being passed in the parliament. This is because, while votes of individuals are counted equally, the parliaments are usually assembled using a not-entirely proportional rule such as the dHont method [20] .
Subgame perfect equilibrium strategies
For a bargaining game G = N , 1 , . . . , n , δ, ρ , we will now show how to obtain equilibrium strategies. Since the bargaining game is a sequential moves game, the relevant equilibrium notion is subgame perfect equilibrium (SPE) [33] . A strategy profile is in subgame perfect equilibrium if it is a Nash equilibrium of every subgame of the bargaining game. We will first introduce notation and then characterize the SPE strategies. Let π * t (G) denote the equilibrium offer for time 1 ≤ t ≤ n; when G is evident from context, we will simply denote this offer as π * t . Also, let er i (π t ) denote player i's expected rank from an offer π t made at time t < n. Here, er i (π t ) is defined as:
For t = n, there is only one possible offer: {{i} : i ∈ N }. Thus, in the last time period, for each i ∈ N , er i ({{i} : i ∈ N }) = r i ({{i} : i ∈ N }). In the following text, I N t will denote the set of players in I N at time t. The set OU T t will be analogous.
Theorem 1 For a given G, the following strategies form a subgame perfect Nash equilibrium.
At t = n, the last mover will propose the structure π * n = {{i} : i ∈ N } and all the other players will accept. At t < n, ρ t will propose the structure π * t =π t ∪ {{i} : i ∈ OU T t } whereπ 
Each player ρ i (i > t) will accept an offer π t made at time t if er
, and reject otherwise.
Proof The proof is based on backward induction. Consider the last time period: t = n. If bargaining proceeded to the last time period, there would be only one player (i.e., ρ n ) in I N n and the first n − 1 players would be in OU T n . Thus, the only possible offer ρ n could propose is π * n = {{i} : i ∈ N }. This would be accepted by all other players and the outcome of the game would be a structure comprised of n singleton coalitions.
Consider a time t < n and the following strategy: the offering player ρ t will propose a structure that minimizes his expected rank subject to giving each subsequent player ρ i (i > t) an expected rank of at least er ρ i (π * t+1 ). Since the players in OU T t are singleton coalitions, this offer π * t will be:
Given these strategies for time t, those for the previous time period π * t−1 will be:
We will illustrate the application of the above defined equilibrium strategies by considering the following examples.
Example 1 For a 3-player game, the preferences are as given in Table 2 (a). Let δ = 0. For the last time period, the equilibrium structure will be {1}{2}{3} which is least preferred by Mover 2 and Mover 3, and ranked 2 by Mover 1. For t = 2, the equilibrium structure will be {1}{2, 3} which is most preferred by Mover 2 and the second best in the ranking of Mover 3.
Thus, at t = 1, Mover 2 will not agree to any other coalition structure. The equilibrium for t = 1 will be {1}{2, 3}. Here, Mover 2 secures his most preferred outcome.
Example 2 Suppose the preferences are as given in Table 2 (b). For t = n, the equilibrium structure will be {1}{2}{3} which is least preferred by each of the three players. For t = 2, the structure will be {1}{2, 3} which is ranked 4 by each player. Thus, at t = 1, Mover 1 will propose his most preferred structure {1, 2, 3}, and the others will accept because they both prefer it more than {1}{2, 3}. Here, Mover 1 is able to secure his most preferred outcome.
Example 3 Suppose δ = 0.2 and the preferences are as given in Table 2 (c). For t = n, the structure will be {1}{2}{3} which is least preferred by Mover 2, and ranked 2 by Mover 1 and Mover 3. For t = 2, Mover 2's equilibrium offer is the structure {1}{2, 3} since his expected rank from it is 0.2 × 1 + 0.8 × 5 = 4.2 while that from {1}{2}{3} is 5. For t = 1, Mover1's equilibrium offer is his most preferred structure {1, 2, 3} as this gives him the least expected rank of 0.2 × 1 + 0.8 × 5 = 4.2. Thus, if the random event occurs at t = 1, the resulting outcome will be {1, 2, 3}. Otherwise, Mover 2 will reject Mover 1's offer and propose {1}{2, 3}. If the random event occurs at t = 2, the resulting outcome will be {1}{2, 3}. Otherwise, Mover 3 will reject Mover 2's offer and the game will end at t = 3 with {1}{2, 3} as the outcome.
Example 4 For δ = 0.2, consider the preferences in Table 2 (b). For t = n, the structure will be {1}{2}{3} which is least preferred by all the players. For t = 2, Mover 2's equilibrium offer {1}{2, 3} will be accepted by Mover 1 and Mover 3. For t = 1, Mover 1's offer will be {1, 2, 3}. Whether or not the random event occurs, the game will end at t = 1 with {1, 2, 3} as the outcome.
In Proposition 1, we characterize the time of agreement and, in Proposition 2, prove uniqueness of the SPE. Proof If δ = 0, with certainty, we have n time periods. Here, an offer made by the first mover in equilibrium for t = 1 will be accepted by all the subsequent players.
If δ = 1, with certainty, only the first mover makes an offer and the game ends at t = 1. Next, consider the 3-player game with preferences given Table 2 . We already demonstrated in Example 3 that an agreement can occur at t = 1, t = 2, or t = 3.
Proposition 2 The bargaining game has a unique SPE.
Proof Since each player's preferences are given as a total order over the possible coalition structures, the equilibrium for each time period will be unique.
In contrast, in Sect. 4.6, we study a special case where the player preferences are binary, that is, a coalition structure is either liked (1) or disliked (0) by a player. Then it will become clear that the uniqueness property will no longer hold.
We start by defining the measures of power and efficiency in our setting (Sect. 4.1). Next, we describe the simulation setup and methodology (Sect. 4.2). We then move on to analyse power and efficiency for δ = 0, i.e., under democracy (Sect. 4.3), and for δ > 0, i.e., under authoritarianism (Sect. 2.3). Finally, we consider two more specific setups: (a) in Sect. 4.5, the bargaining game where a single player from N is a priori non-cooperative/cooperative; and (b) in Sect. 4.6, the bargaining game where players have binary preferences, that is, a coalition structure is either liked (rank 1) or disliked by a player (rank 0).
Measures of power and efficiency
There are many different views on the nature of power and what power indices express or should express and what they measure. A popular view is that power index represents a reasonable expectation of a collective decision-making outcome [23] . Allingham [1] proposed that power be interpreted as a player's ability to influence outcomes irrespective of the desirability of these; the concept of power should therefore be independent of any concept of utility. In the same vein, Barry [5] distinguished between success and power by relying on specific player preferences. On the other hand, Roth [39] showed that, for risk-neutral players, the Shapley value is a von-Neumann-Morgenstern utility function. Roth [38] , noted that the utility of playing a game from a given position is a reflection of the power which can be exerted by a player in that position. Likewise, Felsenthal and Machover [16] define a player's power as his expected payoff. We take the latter view and define a player's power as follows.
A player's power is a measure of his ability to secure his most preferred coalition structure as the subgame perfect equilibrium outcome of the bargaining game. For example, in Table 2 (a), the first mover is only able to secure his least preferred structure while the second and third movers are able to secure their most preferred and second most preferred structures respectively. Thus, in this particular game, the second mover has the highest power, then the third mover, and then the first mover. Naturally, for other combinations of preferences, the first mover may have the highest power. This is the case in Table 2(b). To account for all such possibilities, we measure the power index of the i'th mover (i.e., ρ i ) in terms of his average power over all the games in G (see Sect.
for a definition of G):
Definition 2 The i'th (i ∈ N ) mover's power index over the set of games in G is defined as:
where
s average expected rank in the subgame perfect equilibrium for the games in G and defined as follows:
The following example illustrates the calculation of individual player power.
Example 5 For N = {1, 2, 3}, we have |Π(N )| = 5 and the number of all possible preference orderings equals (5!) 3 = 1, 728, 000. Let us consider the game, where δ = 0. For 518, 400 out of 1, 728, 000 preference orderings, the game ends with the coalition structure that is most preferred by Mover 1. In contrast, both Mover 2 and Mover 3 are able to secure their 1st choice for 704, 040 preference orderings. The two latter movers are also able to secure also their 2nd choice more often, i.e. in 444, 840 against 403, 200 preference orderings. A detailed break-up of all 1, 728, 000 preference orderings is presented in Table 3 (a). In Table 3 (b), we report the numbers in part (a) multiplied by the corresponding rank of the coalition structure. For instance, for Mover 1, we have 518, 400 × 1, 403, 200 × 2 = 806, 400, and so on up to 221, 760 × 5 = 1, 108, 800. By summing the entries in each column of Table 3 (b) and dividing the result by the total number of preference orderings, we compute the players' average ranks:
Next, we compute the players' powers:
This concludes our example.
Clearly, the dictator in a game is a player i who can secure his most preferred structure irrespective of preferences of other players and will have P i (G) = 1. On the other hand, a powerless player i has to accept any coalition structure proposed by others, irrespective of whether it suits its preferences or not and will have P i (G) = 1/2. This is because his average rank, where average is taken over the equilibria for all possible combinations of player preferences, will have exactly the middle rank between 1 and Bell(n). Thus, for δ = 1, the first mover is the dictator while the others are powerless.
Power is important from an individual player's perspective. But it also important to understand how good the equilibrium outcome of a game is from the perspective of the society. For this, we use the notion of social welfare:
Definition 3
The social welfare of a coalition structure is the sum of the individual players' ranks for the structure. The lower the sum, the higher the welfare. Definition 4 A welfare maximizing coalition structure is one that minimizes the sum of ranks of the players for the structure.
We will let π SW (G) ∈ Π(N ) denote a globally optimal coalition structure in game G. A coalition structure bargained in G may not the be the same as the socially optimal structure π SW (G). In order to measure how far a bargained coalition structure is from π SW (G), we define efficiency ratio.
Definition 5
For a given n and δ, the efficiency ratio, E(G) for a game G is the ratio of the sum of the players' ranks for the globally optimal coalition structure for G and the sum of ranks for the bargained structure, i.e., we have:
Since the sum of ranks for a bargained structure is never lower than that for the globally optimal structure, we have that E(G) ≤ 1 for any n and δ.
Example 6 Let us consider the game in Table 2 (a). In this particular preference ordering, the social welfare of {1, 2, 3}, {1, 2}{3}, {1, 3}{2}, {1}{2
Having defined the measures of power and efficiency, let us describe in the next section our simulation setup and methodology.
Simulation setup and methodology
The model was implemented in C++ utilizing the message passing interface (MPI). This allowed for a very efficient parallel architecture. The computations were run on a cluster in which all computers were equipped with a 4-core AMD Opteron processor (2.0-2.3 Ghz) and 16 or 32 GB of RAM. At the height of the computations, 72 cores were utilized. Due to the nature of the model, we achieved a very efficient parallelization with an almost ideal linear speed-up.
For n = 3, it was possible to calculate the whole state space of preferences, that is, 5! 3 = 1, 728, 000 possible combinations for all 3 players (see Example 5). However, already for 4 players, the number of all possible combinations of preferences equals (15!) 4 = 2.9 × 10 48 . Consequently, for n ≥ 4, we approximate P ρ i (G) and E ρ i (G) using Monte Carlo sampling. We generate a random combination of preference orderings from a uniform distribution. Since there is no bias in the original population, the samples should not be biased. In order to get unbiased samples, we use Knuth's shuffle algorithm [14] . Its details are presented in Appendix.
The quality of the approximation was assessed by comparing the average power of movers n − 1 and n. When computed exactly, following Proposition 3, those powers should be the same. If they differed more than 1 %, the number of Monte Carlo iterations was simply increased. In particular, for n = 4, at least 2,000,000 random preferences were sampled . For n = 9, we sampled 4, 000, 000 preferences per δ and the simulation already took 24 h by utilizing 36 cores. While the largest game analyzed was for n = 14 players and the program required approximately 64 GB of RAM and took over 20 min for only a single iteration, we typically report simulation results for up to 9 players as the precision obtained is within the assumed range.
Example 7 As mentioned above, for n = 4 we sampled at least 2,000,000 preference orderings-instances of the game. Then, we computed the following approximations of players' powers: P 1 (G) = 0.562431, P 2 (G) = 0.7061169, and P 3 (G) = 0.7061180. Note that, following Proposition 3, the powers of movers 3 and 4 should be the same (if computed exactly). In this case, the powers of movers 3 and 4 differed only at the fourth decimal place (i.e. less than 0.0002 %). For n = 9 and 4,000,000 sampled preference orderings, the power of the last two movers differed 1.07 %.
Having discussed our simulation setup we now turn to the discussion of power and efficiency.
Democracy (δ = 0)
In
From the definition of the game, it is easy to observe that, for n ≥ 2, Mover 1 has only the power to propose, while Mover n has only the power to reject. For n = 2, Mover 1's power to propose will be equal to Mover 2's power to reject. To see why this is so, consider the number of preference orderings in which both movers can exercise their power. We have only two coalition structures π 1 = {1, 2} and π 2 = {1}{2} and four possible preference orderings:
. Thus, we have: (N , (1; 2) 1 ), G(N , (1; 2) 2 ), G (N , (1; 2) 3 ), G (N , (1; 2) 
There is no conflict for the first two games and for each of these two games, the outcome is a structure that is most preferred (i.e., ranked 1) by both players. For G (N , (1; 2) 3 ), Mover 2 has the power to reject Mover 1's offer in order to bring about his most preferred structure {1}{2}. Thus, the outcome of this game will be {1}{2} which is ranked 1 by Mover 2. Here, Mover 1 is powerless. The opposite happens for G (N , (1; 2) 4 ). Now, Mover 1 will offer his most preferred structure {1}{2} and Mover 2 cannot gain anything by rejecting this offer. In other words, Mover 1 has the power to propose. Thus, the outcome of this game will be {1, 2} which is ranked 1 by Mover 1 and 2 by Mover 2. We therefore have
Proposition 3
For n ≥ 2, the last two movers have equal power, i.e.,
Proof We recall that during the time period n − 1 both Mover n − 1 and Mover n have preference orderings over Bell(n) coalition structures but, as per the rules of bargaining, only two coalition structures are feasible: π = {1}{2} . . . {n} and π = {1}{2} . . . {n −2}{n −1, n}. Since we consider all possible combinations of preference orderings, the number of times π π for Mover n − 1 will be the same as the number of times π π for Mover n. Thus,
The fact that the last two movers have equal power is convenient when computing power in bigger games. Figure 1 shows the players' powers in games of size n = 2, 3, . . . , 9, from which we make the following observations:
(a) For all n ≥ 2, the power of Mover n is identical to the power of Mover n − 1 (Proposition 3). (b) For all n ≥ 3, the power of Mover 1 . . . Mover n − 2 increases monotonically, i.e.,
(c) For all n ≥ 2, the power of the first mover decreases with n, i.e., ∀ n≥2 P ρ 1 (G(n)) < P ρ 1 (G(n + 1)). (d) For all n ≥ 4, the power of the last n − 1 movers in game G(n) increases monotonically w.r.t. the power of n−1 movers in G(n−1), i.e.,
. (e) For all n ≥ 4, the power of an average agent in the game increases with n, i.e.,
Observation (e) is especially interesting. Counter-intuitively, the more the participants in the game, the more powerful, on average, they become. Should the pattern in Fig. 1 hold for n ≥ 10, we conjuncture that, with n going to infinity, the power of the first mover will converge to a number close to 0.5, that is, this mover gradually becomes powerless. At the same time, the power of the last two movers converges to a number close to 1, that is, their power becomes close to dictatorship. In addition, since the power of all the remaining movers (from Mover 2 to Mover n − 2) increases monotonically, it can be expected that the average power in the system, with n going to infinity, converges to ≈ 0.75.
This analysis leads to interesting strategic conclusions: if new players are to be added to the game, then, from the point of view of an incumbent player, it is best to add them at the first positions in the order. Furthermore, it is best for the incumbents to enlarge the game as much as possible.
Let us now study the relationship between power and efficiency. Efficiency: In Fig. 2 , we plot the average efficiency ratios for games of n = 2, . . . , 9 players. We observe that the efficiency ratio is decreasing with growing n. The reasons for this can be understood via the distribution of power in the game. As is visible in Fig. 1 , with growing n, the discrepancies between the power of agents increase. This means that more often powerful agents are able to secure favourable outcomes at the expense of powerless agents-a conflict which results in the overall efficiency loss. Table 2 (a). Here, Mover 2 is able to secure his most preferred structure {1}{2, 3}, but this structure is ranked 5 and 2 by Mover 1 and Mover 3, respectively. This yields a welfare of 5 + 1 + 2 = 8. Should Mover 2 have less power then Mover 1, the grand coalition might be the outcome with a resulting welfare of 1 + 2 + 1 = 4.
Example 8 Consider the example in
In the next section, we will consider δ ≥ 0 as a potential method to balance power.
Authoritarianism (δ > 0)
In this section, we analyse authoritarian games (δ > 0), including their most extreme casedictatorship games (δ = 1). Power: Let us consider the 3-player game for which we were able to compute power exactly. In Fig. 3 , we plot the power of all the three players for different values of δ. As the probability of the random event increases, Mover 1 becomes more and more powerful while Mover 2 and Mover 3 become less powerful. The intuition behind this has already been illustrated in Example 5: for δ = 0.2 in Table 2 (c), Mover 1 knows that Mover 2 opts for the very disliked {1}{2, 3}, but he will propose his most preferred grand coalition in the hope that the random event happens (and the grand coalition results). Interpreting the random event from the power perspective, a higher δ increases Mover i's (1 ≤ i < n) power to propose, and decreases Mover j's (i < j ≤ n) power to reject.
Analysing Fig. 3 further, for δ ≈ 0.2, the power of Mover 2 surpasses the powers of the other players. Finally, as expected, for δ = 1, Mover 1 becomes the dictator while Mover 2 and Mover 3 become completely powerless. It is important to note that the power of Mover 2 Proof As we saw in the proof of Proposition 3, if Mover n − 1 prefers not to cooperate with Mover n, the structure {1}{2} . . . {n} will be proposed and implemented, irrespective of the preferences of Mover n and whether or not the random event occurs. While the same holds for Mover n against Mover n − 1 for δ = 0, this is no longer the case for δ > 0. Suppose δ > 0 and consider the time period n − 1. In the equilibrium for this time period, all the first n − 2 players on the agenda will be singletons. Hence, let us focus only on how the last two movers structure themselves. Mover n − 1 can propose one of two possible offers: {n − 1, n} or {n − 1}{n}. The last mover can only propose {n − 1}{n}. With regard to the preferences of the last two movers for these two structures, we can have one of the following four possibilities:
1. {n − 1, n} n−1 {n − 1}{n} and {n − 1, n} n {n − 1}{n} 2. {n − 1}{n} n−1 {n − 1, n} and {n − 1}{n} n {n − 1, n} 3. {n − 1}{n} n−1 {n − 1, n} and {n − 1, n} n {n − 1}{n} 4. {n − 1, n} n−1 {n − 1}{n} and {n − 1}{n} n {n − 1, n} For the first two cases, the last two movers have identical power. For the third case, the equilibrium for t = n − 1 will be {n − 1}{n} which is better for Mover n − 1 relative to Mover n. For the fourth case, Mover n − 1 will maximise his expected utility and can propose {n − 1, n} in the hope that the game will end at t = n − 1 due to the random event. In this case, Mover n − 1 will have more power than Mover n. In other words, whenever Mover n − 1 likes cooperation with Mover n while Mover n does not, Mover n − 1 will propose {1}{2} . . . {n − 1, n} in the hope that the random event happens and this coalition structure gets implemented. Therefore, consider all four cases, the expected rank of Mover n − 1 will be higher than the expected rank of Mover n. Note that, for δ > 0, we only considered the last two time periods. This is enough because, the equilibrium structures for the first n − 1 time periods will be symmetric in terms of their ranks for Mover n − 1 and Mover n.
Let us now analyse how increasing the probability of the random event influences the distribution of power among the players. We conducted this analysis for games of up to 9 players and observed the same distribution of power. Below, we will explain the results for n = 7 player games for which the distribution is shown in Fig. 5 . Initially, for small δ (such as 0.1 and 0.2), the first mover has the lowest power among all and power grows monotonically as we move down the agenda to the subsequent movers. However, the differences between the powers of movers become smaller and smaller. Interestingly, Proposition 4 implies that Mover n − 1 now becomes the most powerful player in the game. As δ increases, there comes a turning point when the first mover becomes most powerful. For instance, at δ = 0.4, the first mover is the most powerful while Mover n is the least powerful. Finally, similar to the game of n = 3 players, when δ = 1 the first mover becomes the dictator and all the other movers are completely powerless.
Next, we will see how δ > 0 influences efficiency. Efficiency: We suggested in Sect. 4.3 that the decreasing efficiency with increasing n could be caused by the increasing discrepancies between the powers of the players. The results in Fig. 4 match this conjecture. In particular, the figure compares the efficiency with the standard deviation of players' power for n = 3, 4, . . . , 9, and 0 ≤ δ ≤ 1. Furthermore, in Fig. 5 , we zoom to the case n = 7. We observe that the lowest levels of efficiency are reached for those δ's that correspond to the smallest standard deviations of players' power. In other words, the lower the differences between players' power are, the more desirable the outcome is from a social point of view. Notably, efficiency is the lowest for δ = 1.
Bargaining with a non-cooperative/cooperative player
Until now, while analysing the expected power of an agent, we assumed that all combinations of preferences are equally likely. Such an approach is appropriate from the perspective of a system designer, who does not favour some agents over the others. In this section, we analyse the game from the perspective of a single agent. In particular, we first assume that this agent is non-cooperative and dislikes cooperating with other agents down the agenda. Next, we will assume that this player is cooperative, that is, he prefers cooperation to non-cooperation. In both cases, this distinguished player will be indexed with 1. Player 1 does not know the preferences of the other agents.
For games with a single non-cooperative/cooperative player, we want to find how the position of this player on the agenda affects his own power, the power of the other players, and the social welfare. To this end, let us consider a game of n = 6 agents and suppose that player 1 is the first mover. Player 1 is non-cooperative: The preferences of the non-cooperative player 1 are fixed as follows. Let us consider any two coalition structures:
Without loss of generality, we can assume that the coalitions in π 1 and in π 2 are ordered from the biggest to the smallest in size and then, if two coalitions have the same size, they are ordered lexicographically. Then, the preference ordering obeys the following rules: 
Player 1 is cooperative:
Here, the preferences are the reverse of the preferences when player 1 is non-cooperative.
In other words, in our 6-player setting, the non-cooperative player 1 ranks the noncooperative coalition structure {{1}, . . . , {6}} first. Next, he likes the coalition structure where only players 5 and 6 cooperate, then where 4 and 6, and so on. He likes grand coalition the least. The preferences of the cooperative player 1 are exactly the opposite. Finally, for the other agents, we assume that all combinations of preferences may occur with equal probability.
To focus attention, we will consider two specific agendas: one in which the noncooperative/cooperative player is placed first, and the other where he is placed last, i.e., the agendas (1, 2, 3, 4, 5, 6) and (2, 3, 4, 5, 6, 1). 5 For these two agendas, we will investigate the power attained by each of the players on the agenda. Looking from the perspective of the non-cooperative/cooperative player, we will seek the most profitable positions for him. Conversely, from the perspective of the society as a whole, we will see where the non-cooperative/cooperative agent should be placed to secure optimal social welfare.
The non-cooperative player 1
For the two possible agendas, Fig. 6 shows the powers of all the six players and the efficiency ratios for various values of δ. In democracy, (δ = 0), player 1 has higher power as the last mover than he has as the first mover. However, from δ = 0.2 onwards, it is best for player 1 to be the first mover. From a social perspective, it is better to make player 1 the first mover rather than the last mover. The intuition behind this result is as follows. For δ = 0, player 1 as the last mover is able to reject any proposal and secure the non-cooperative coalition structure as the outcome of bargaining. As a result, all other players are completely powerless and such a situation is clearly socially inefficient. On the other hand, placing player 1 first actually puts his preferences in line with the working of the game. This is because, if player 1 is rejected and "forced" not to cooperate, this is what this player actually prefers. Thus, agenda (1, 2, 3, 4, 5, 6 ) reduces the power of player 1 only a bit, but allows the other players to secure much better coalition structures than for the agenda (1, 2, 3, 4, 5, 6 ). Figure 6 (c), additionally to efficiency ratios for (1, 2, 3, 4, 5, 6) and (2, 3, 4, 5, 6, 1), present the ratios for the remaining agendas, i.e., (2, 1, 3, 4, 5, 6), (2, 3, 1, 4, 5, 6), (2, 3, 4, 1,  5, 6), and (2, 3, 4, 5, 1, 6 ). We observe a gradual decrease of social efficiency with the decreasing position of the non-cooperative player in the agenda.
Finally, we note that qualitatively the same results were obtained also for other numbers of players in the game: n = 5, 7, 8, and 9. Figure 7 shows the corresponding results for the cooperative player 1. Now, in democracy (δ = 0), player 1 has lower power as the last mover than he has as the first mover. Clearly, as the last mover, player 1 has no chance to exercise his power to propose while his power to reject is also significantly hampered. Also, we note that in both cases, that is, when player 1 is the first or the last, his power is always substantially lower than the powers of all the other players. In fact, when he is last, for any δ his power is always lower than 0.5 and the lowest among all the players.
The cooperative player 1
From the social perspective, the shape of the efficiency diagram in Fig. 7 is similar to that in Fig. 6 , but for each data point, the social welfare is higher when player 1 is cooperative compared to when he is non-cooperative. In other words, it is always better for other players (1, 2, 3, 4, 5, 6 ) is the most efficient while for δ > 0.2 agenda (1, 2, 3, 4, 5, 6 ). The agendas intermediate between these two have typically lower social efficiency, with the exception of (2, 1, 3, 4, 5, 6) for δ ≥ 0.9.
Finally, we note that also in this case qualitatively the same results were obtained also for other numbers of players in the game: n = 5, 7, 8, and 9.
Bargaining with binary games
The results obtained thus far are for coalition structure games where each agent's rank is a bijective map from Π(N ) to {1, . . . Bell(n)}. Our aim now is to determine if these results still hold in a simpler setting, where each r i is a map from Π(N ) to {0, 1} with r i (π) = 1 (r i (π) = 0) meaning that player i likes (dislikes) π. Importantly, player i equally likes all coalition structures ranked r i (π) = 1, and equally dislikes all the others. We call such games binary games, and denote them by G b .
Let us first consider a few extreme preference orderings in binary games: 
In general, any player can like an arbitrary subset of coalition structures and dislike all the remaining ones. Thus, the number of all possible combinations of preference orderings is 2 B n n . One way to generate a preference ordering for a player i in a binary game is to assume that a fraction 0 ≤ ω ≤ 1 of all coalition structure is liked by i and a fraction 1 − ω is dislikes. In case (a) above we have ω = 1, in (b) ω = 0. On the other hand, in (c) we have ω =
1

B n
To focus attention, in what follows we will assume that ω = 1 2 , that is, any player likes a half of the coalition structures and dislikes the remaining half. This also has a probabilistic interpretation that any coalition structure has equal probability of being liked or disliked. If the number of coalition structures is odd, as it happens, for instance, for n = 3, we assume that any player with certainty likes Let us consider one possible way of converting preferences from the standard bargaining game considered previously to the corresponding preferences of a binary game. Given, for example, n = 3 and B 3 = 5, we can assume that either the first 2 or the first 3 coalition structures ranked top in a standard bargaining game are liked by any player in a binary game while the remaining coalition structures are disliked.
Using the above method, let us convert the game in Example 9 into a binary game.
Example 9
The players' rankings for all possible coalition structures in Table 2 (a) are converted to binary rankings. In particular, we assume that, in the binary game, Mover 1 likes those coalition structures that are his top 3 in the standard bargaining game, and dislikes the remaining structures. Likewise for Mover 3. On the other hand, Mover 2 likes only his top two ranked coalition structures and dislikes the remaining ones.
At first sight, it may seem that if for an arbitrary 0 ≤ ω ≤ 1 we convert a standard bargaining game into a binary bargaining game then both games are strategically equivalent. For instance, the binary game in Example 9 may seem to be strategically equivalent to the game from Table 2(a). After all, in a standard bargaining game the players strive to achieve the best possible ranking. Since only preferences change but not rules of the bargaining game, the players are able to achieve the same coalition structures. Thus, for a given ω in a binary game, the players are either able to achieve the coalition structure that they like or not.
Interestingly, the above intuition is flawed, i.e., a standard bargaining game is not strategically equivalent to the corresponding binary game (for a given ω). This is due to the fact that the players become indifferent with respect to which coalition structure they like is created. Therefore, certain rejections that occur in a standard bargaining game do not occur in a binary one. Let us consider again the games from Example 9. We know that, for the standard game (see Table 4 ), Mover 1's equilibrium offer will be the structure {1}{2, 3} because Mover 2 prefers it the most and he will reject any other offer made by Mover 1. Next, consider the 
The rankings from Table 2 (a) are reproduced for easy comparison Table 5 An illustration of preferences that lead to multiple equilibria in a binary game
Coalition
preferences given in Table 4 for the corresponding binary game. Here, Mover 1's equilibrium offer will be the structure {1, 2, 3} because Mover 2 likes {1}{2, 3} and {1, 2, 3} equally and is indifferent between them. A noteworthy feature of binary games is that, unlike standard games, they can give rise to multiple equilibrium offers. This is illustrated by means of the preferences listed in Table 5 . Suppose δ = 0. Consider the preferences under the columns labelled A. In the second time period, Mover 2 is able to secure a coalition he likes. Given this, Mover 1 can either propose {1, 2, 3} or {1, 2}{3}. In order to resolve such ties, we use the following tie breaking rule: ties are broken in favor of structures that maximize social welfare. After applying this rule, ties that still persist are broken in favor of those structures that can be offered only by the proposer but not by those that succeed him on the agenda (recall that Mover 1 can offer any coalition structure, Mover 2 can only offer those structures in which Mover 1 is a singleton, and Mover 3 can only offer the structure with three singletons). After applying this rule, ties that still persist are broken randomly as the choice does not affect player preferences. As per this rule, Mover 1 will make a random choice between {1, 2, 3} and {1, 2}{3} because both structures are equally good in terms of welfare and only Mover 1 can offer both structures. Next, consider the preferences under the columns labelled B. Here, Mover 1 will break the tie between {1, 2}{3} and {1, 3}{2} in favor of the latter because it is better in terms of welfare.
In order to analyse power and welfare in binary games we redefine the power index and the efficiency ratio as follows:
Definition 6 Mover i's (i ∈ N ) power index over the set of binary games in G s is defined as: (G s ) denotes Mover i's average expected rank in the equilibrium for the binary games in G s and it is defined as follows:
Note that the power index for binary games also takes values between 0 and 1, i.e., 0 ≤ P ρ i (G s ) ≤ 1. The closer a player's power index to 1, the more powerful he is. Intuitively, Mover i is able to secure a coalition structure that he likes more often.
As far as the efficiency ratio is concerned, we have:
Definition 7
For a give n and δ, the efficiency ratio E(G b ) for a binary game G b is the ratio of the sum of the players' ranks for the bargained structure in G b and the sum of ranks for the globally optimal coalition structure, i.e., we have:
Although the standard and binary games are not strategically equivalent, in our setting for ω = 1 2 , they are characterised by a very similar distribution of power between movers. Figure 8 compares the power in a three-player binary game to the power in a three-player standard bargaining game. The results are similar. The results concerning efficiency are also very similar.
Before closing this section, we will comment on the generality of our results. We considered two types of rankings: one where each coalition structure has a unique rank, and the other where each structure has one of two possible ranks. For the former, an agent's expected rank is the average rank over all games played. Those situations where it is not possible to take simple averages need further investigation. For example, consider a three player game for which five coalition structures are possible and therefore five possible ranks. Suppose the game is played two times. Suppose also that the outcome of the first play is a structure that a player prefers the most, and the outcome of the second play results in his least preferred structure. Then his average rank will be (1+5)/2=3. This is the same as getting the rank 2 in the first play and rank 4 in the second because the average rank will still be 3. We assumed that these two situations the same because the average rank is the same. However, in general, it is possible for a player to prefer the first situation (i.e, getting rank 1 in the first play and rank 5 in the second) more/ less than the second situation (i.e, getting rank 2 in the first play and rank 4 in the second). Such situations need further investigation. It is worth noting that, such a problem does not arise for binary preferences. Since there are only two possible ranks, an agent's expected rank depends on the number of resulting outcomes that a player likes.
5 Non-cooperative equilibrium and the core Our attention so far was focussed on the analysis of non-cooperative bargaining equilibrium. However, it is important to understand how this non-cooperative equilibrium relates to the cooperative equilibria 6 for our coalition structure game. In this article, we will focus on one of the key solution concepts from cooperative game theory called the core and relate it to the non-cooperative bargaining equilibrium. The definition of core for coalitional games is unique but for coalition structure games with externalities, a number of definitions of the core have been proposed [21] . The earliest and a very widely studied notion is that of α core [3] . In the context of the coalition structure games defined in Sect. 2.1 an α core (or α stable) structure is defined as follows:
In words, a coalition structure is α stable if there is no coalition C that has a partition that is more preferred by all the agents in C regardless of how the players outside of C are partitoned. Theorem 6 is a characterization of the relation between the non-cooperative equilibrium for the bargaining game defined in Algorithm 1 and the α stable structure of the CSG defined in Sect. 2.1.
Theorem 2 The bargained outcome of the noncooperative game may or may not be α stable.
Proof The proof is by example: one for the case where the noncooperative equilibrium is α stable and the other for the case where it is not. Consider the preferences given in Table 6A and suppose that δ = 0. In the noncooperative equilibrium for the agenda 123, the players will form the structure π = {1}{2, 3}. This structure is most preferred by Mover 2 and Mover 3. Hence, they will neither like to break apart nor allow Mover 1 into their coalition. Thus, π = {1}, {2, 3} is α stable since there does not exist a coalition C and a partition π of C such that, ∀i ∈ C,
Now consider the preferences given in Table 6B and suppose that δ = 0. In the noncooperative equilibrium for the agenda 123, the players will form the structure π = {1}{2}{3}. This structure is not α stable since for the coalition C = {1, 2} and the partition π = {1, 2} of C, the condition ∀i ∈ C, ∀π N \C ∈ Π N \C , r i (π C ∪ π N \C ) < r i (π) is false. In words, compared to the structure {1}{2}{3}, the structure {1, 2}{3} is better for both player 1 and for player 2. Hence π = {1}{2}{3} is not α stable.
Theorem 2 raises the following questions:
1. Under what conditions is the noncooperative equilibrium α stable? 2. For any coalition structure game, does an agenda always exist such that the noncooperative equilibrium coincides with the α core? Further research is needed to answer these questions. B: an illustration of preferences leading to a bargaining equilibrium (shown in boldface) that is not α stable
Related work
There is a large body of work focused on finding stable coalitions (as opposed to our focus on the formation of a coalition structure) through negotiation. This includes Shehory and Kraus [41] who studied coalition formation through a process of negotiation. In each stage of the negotiation, the agents propose coalitions and not coalition structures. The authors show that the agreement that the agents reach is a modified version of the kernel. Later, Kraus et al. [29] studied coalition formation in the context of task allocation in multiagent systems. They considered uncertainty about coalition values and analyzed a bargaining protocol in which the agents propose coalitions (contrast this with our bargaining game in which the players propose coalition structures). In order to handle the complexity of computing optimal offers, they proposed heuristic strategies. By assuming that the agents are truthful, they showed the stability of the heuristic strategies through simulations. Blankenburg et al. [6] also considered uncertainty about coalition values and combined the notion of kernel from game theory with fuzzy sets to define a new concept called fuzzy kernel. They provided a bilateral coalition formation algorithm for forming fuzzy kernel stable coalitions among agents. Bloch and Rottier [9] considered coalition formation in the context of games where the players are political parties that bargain noncooperatively to form a government. The authors focused on transferable utility games without externalities and analyzed the impact of the agenda on the outcome of bargaining. Here, the players bargain to form one winning coalition. In contrast, we consider non transferable utility games with externalities. In addition, our noncooperative game allows the players to bargain a coalition structure, not just a winning coalition.
Hart and Mas-Colell [22] also studied strategic bargaining for the formation of a single coalition in the context of a protocol that proceeds in rounds and, in each round, the proposing agent is selected at random. The authors showed the relationship between the outcome of this game and the Shapley value.
Recently, Fatima and Woodridge [15] investigated majority bargaining for resource division. In this model, there is uncertainty about the players' weights and the agenda is defined exogenously. They showed that the non-cooperative subgame perfect equilibrium results in an instant, unique, and Pareto optimal agreement. Their work uncovered a number of important properties of the non-cooperative equilibrium such as its computational complexity and how this complexity is effected by changes to the conflict point. They also exposed the conditions for the non-cooperative equilibrium to be core stable and for it to be nucleolus stable. In addition, they showed how an individual's bargained share of the resource is influenced by his position on the agenda.
In contrast to the aforementioned literature, we are interested in generating a coalition structure and not just a coalition for which the existing work can be classified as per Table 1 . In the context of this table, a number of non-strategic models are aimed at generating a coalition structure that is optimal at a system-wide level (for a thorough analysis of the computational complexity of the optimal coalition structure generation problem, see [4] ). For a survey of these models, see [34] . One key assumption that underlies all the non-strategic models is that a central entity is able to impose a socially optimal structure on all the agents. Their focus is only on generating an optimal structure regardless of whether or not it will be acceptable to the individual agents. In other words, no consideration is given to whether such a structure is stable or not. Although such an assumption simplifies the task of generating an optimal structure, it does not hold for multiagent systems. In a multiagent system, there is no central entity empowered to impose his decision on other agents. Each individual makes his own decision and has his own preferences that often conflict with others'. Consequently, it is important to study how conflicts can be resolved and stable structures formed through a strategic process of bargaining. Our research is aimed at achieving this goal.
Within the class of strategic models, [7, 8] took a non-cooperative approach while [10, 12, 36 ] used a cooperative approach. A key cooperative notion of stability is the kernel. Klusch and Shehory [26] devised an polynomial anytime algorithm for generating kernel stable coalitions. However, this work does not deal with the generation of stable coalition structures in the presence of externalities.
Bogomolnaia and Jackson [10] considered the problem of partitioning a society into coalitions in the context of purely hedonic games. On the other hand, Diamantoudi and Xue [12] considered games that are a special class of partition function games [42] and studied coalition structure generation using a cooperative approach. Their work is in the spirit of Ray and Vohra's [36] equilibrium binding agreements and von Neumann and Morgenstern's [31] stable set.
Research on the analysis of non-cooperative bargaining for coalition structure formation started relatively recently. A number of authors modeled coalition structure formation as a non-cooperative sequential game. Early, and perhaps the most well-known work in this category is by Bloch [7] . In this model with externalities, the first mover (defined by an exogenous agenda) starts by proposing a coalition. If all prospective members accept, the coalition is formed. If a player rejects, she becomes the initiator in the next round. An important feature of the game is that, once a coalition is formed, the game is only played among the remaining players and established coalitions may not attract new members nor break apart. Hence, by agreeing to group in a coalition, players commit to stay in that coalition. Bloch showed that any core stable structure can be attained as the stationary equilibrium of the noncooperative game if the latter is non-empty.
Bloch and Diamantoudi [8] analysed a bargaining protocol for a class of non-transferable utility games called hedonic games. In a hedonic game, there is a preference ordering, one for every agent, over every coalition. An agent wants to join a coalition for the pleasure of the company of its members, i.e., there are no externalities. The bargaining is conducted as per a sequential alternating offers game with an exogenous agenda. The proposer makes an offer. An offer can be a coalition S to which the proposer belongs or another player who is then recognised to make an offer. In other words, the game offers the players the possibility to pass the buck to another player. If a coalition S is proposed, all its members respond sequentially to the offer. If all of them accept, the coalition S leaves and the game continues with just the remaining players. The first player in the remaining ones makes a proposal, etc. If one of the players rejects the offer, the coalition is not formed and the set of active players remains the same. The rejector then becomes the proposer in the next time period. The authors showed that under certain conditions, this protocol leads to stationary equilibrium outcomes that belong to the core of the hedonic game.
For coalitional resource games (a form of non-transferable utility games), Dunne et al. [13] analyzed a protocol for bargaining cooperation structures. Unlike our protocol, the number of bargaining rounds in theirs is exactly equal to the number of bargainers, so there is zero probability that the game ends in a given time period other than the last one. They showed that the negotiation outcome satisfies several desirable properties: Pareto optimality, dummy player, and pseudo-symmetry. In contrast, our focus is on the relation between a players position on the agenda and his bargaining power. We also analyse the relationship between the distribution of the power of the individual players, the level of democracy, and the welfare efficiency of the protocol.
In the noncooperative models discussed above, the bargained outcome may not be as efficient as the social optimum. In the context of networks, Korilis et al [27] gave the relation between the noncooperative Nash equilibrium and the global optimum. In order to measure how far a bargained outcome will be from a social optimum, Koutsoupias and Papadimitriou [28] defined the term price of anarchy and measured it in terms of the ratio of the worst possible Nash equilibrium and a social optimum. They derived upper and lower bounds for this ratio for resource sharing in network games. While they used the ratio of the worst possible Nash equilibrium and the social optimum as a measure of the price of anarchy, we use the ratio of the average equilibrium and the social optimum. In addition, they derived theoretical bounds but we provide analysis through simulations. Lastly, while they dealt with network games, we deal with coalition structure games.
Our focus has mainly been on the noncooperative equilibrium although we also showed that it can, sometimes, coincide with the cooperative equilibrium notion of α core. A key feature that distinguishes our research from other noncooperative approaches is that we analyze the relation between power and agenda while none of the above did. The only exception is the paper by Bloch and Rottier [9] . However, their bargaining game differs from ours; the players in their game propose coalitions. In contrast, in our bargaining game, the players propose coalition structures. In addition, Bloch and Rottier considered transferable utility games without externalities while we analysed nontransferable utility games with externalities.
Conclusions
In this article, we explored a noncooperative game for bargaining a coalition structure. The players have different, possibly conflicting, preferences for the possible coalition structures. This finite-horizon alternating offers game goes through at most n (n is the number of players in the game) rounds. In each round, a player is called to propose an offer. The order in which the players are called is given by an exogenously defined agenda. In each time period, the game ends with probability δ ≥ 0. We first obtained the subgame perfect Nash equilibrium for the game. Then we showed how a player's position on the agenda affects his power. We also analysed the relationship between the distribution of the power of individual players, the level of democracy, and the welfare efficiency of the protocol. Surprisingly, we found that purely democratic games are welfare inefficient and this is due to the uneven distribution of the power of individual players. Interestingly, introducing a degree of authoritarianism into the protocol makes the distribution of power more equitable and also maximizes welfare. These results were found to be invariant to two types of games: those with totally ordered player preferences and those with binary preferences.
Due to the computational complexity of determining the noncooperative equilibrium, our results are limited to small games. One way to address this complexity is to develop approximation methods. Nevertheless, in order to evaluate such approximations, it is crucial to know the exact equilibrium solutions. Our result therefore provide a benchmarking standard. Our results are also useful to analyze bigger games where an individual player represents a group of agents.
Although we considered externalities, we focused on the formation of non overlapping coalitions. Thus, a limitation of our model is that it cannot be applied to situations where a player can be a member of multiple coalitions. We also focused on the bargaining game with an exogenous agenda. However, given that players' powers differ, self interested players might be interested in extending the bargaining mechanism so that the agenda is endogenized.
There are many possible directions for future work. First, we showed that the noncooperative equilibrium structure is only sometimes α stable. A more extensive analysis is needed to gain a full understanding of the conditions when the noncooperative and the cooperative equilibria coincide. Second, we analyzed one specific bargaining game. There are many ways of altering the rules of this game. For instance, we took the agenda as given. It will be interesting to analyze what happens if the proposer for a given round is chosen randomly. Also, in the proposed bargaining game, we can have a maximum of n rounds. What happens if we increase this limit remains to be explored. Another extension concerns introducing elements of dynamic coalition formation in the spirit of Arnold and Schwalbe [2] or Klusch and Gerber [25] . Regarding the modeling of player preferences, we considered two possibilities: one where each coalition structure has a unique rank and another where the rank is a binary number. It would be interesting to explore more general player types of preferences. Yet another possibility is to develop approximation methods to overcome the computational complexity of finding the noncooperative bargaining equilibrium for large games.
