Abstract
Introduction

19
Within the Finite Element (FE) community, the term static condensa- 
73
In order to make this analysis tractable and easy to follow, we make 74 several assumptions, which are described in Section 2 along with our model 75 problem. Section 3 presents precise theoretical complexity estimates illus-76 trating the advantages and limitations of using static condensation for each 77 particular discretization. We describe the implementation details in Section 78 4 and we present numerical results confirming the estimates in Section 5.
79
Section 6 describes the conclusions of our study and suggests future research 
Model Problem and Assumptions
82
Our starting point is the following algebraic system of linear equations:
where A is a non-singular real-valued N ×N sparse matrix, b is the right-hand 83 side, and x is the solution vector.
84
In this work, we assume that the system matrix A is associated to a reg- that given by a lower dimensional problem.
90
In our estimates and computations, we avoid taking advantage of orthog- 
96
We assume that the number of iterations needed to solve a given problem 97 before static condensation is of the same order as that needed after static 98 condensation. A large family of iterative solvers comply with this assumption,
99
as shown in the Appendix.
100
We further assume that the cost of building the preconditioner associated elements. In the case of a multigrid solver, we also assume that the coarse-
104
grid correction has a negligible cost, since it consists of solving a smaller-size 105 problem.
106
For simplicity, we restrict our attention to boundary value problems (with Dirichlet boundary conditions) that are governed by second order partial differential equations (PDEs) of the form:
where c 1 is a symmetric positive definite tensor, c 2 a vector, and c 3 a scalar 107 function, f is the right-hand side, u is the solution, u 0 is the Dirichlet data,
108
and ∇, ∇· are the gradient and divergence operators, respectively. c 1 , c 2 ,
where the bilinear form b(u, v) and the linear form l(v) are defined as:
with v a test function belonging to space 
Notation and Preliminary Considerations
175
We express the amount of FLOPs needed to solve the above system of equations using an iterative solver without static condensation as:
where:
176
• M is the number of nonzero entries in the matrix A,
• n it is the number of iterations, which depends on the structure of A,
178
• gM is the number of FLOPs required to build the preconditioner, and
179
• c is a constant that incorporates the number of matrix-vector multipli-
180
cations that need to be performed within each iteration.
181
When using static condensation, the total amount of FLOPs needed to solve the above system of equations is given by:
182
•M is the number of nonzero entries in the stiffness matrix after static 183 condensation,
184
•ñ it is the number of iterations needed in the statically condensed sys-185 tem,
186
•gM is the number of FLOPs required to build the preconditioner of 187 the statically condensed system,
188
•c is a constant that incorporates the number of matrix-vector multi- •sM is the number of FLOPs needed to perform static condensation 192 over the original system (independent ofñ it ).
193
The above formulas depend upon the order of approximation p. In other Table 1 : Number of independent vertices (Nr Vert), edges (Nr Edg), faces (Nr Fac), and volumes (Nr Vol) for a single element (quadrilateral in 2D or hexahedron in 3D) with periodic boundary conditions.
218
The problem size (per element) N is given by: N = node type nr nodes(node type ) · dof(node type),
where dof(node type) is the number of degrees of freedom for each node type. Let e be the node dimension of node type, i.e., 0 for vertices, 1 for edges, 2 for faces, and 3 for volumes. For an H 1 (C 0 ) element of order p, the number of degrees of freedom is equal to dof(node type) = (p − 1) e . 
Without Static Condensation
219
We first consider the case of an iterative solver built without performing 220 static condensation. Following equation (5), we decompose the total cost into Then, for an infinitely large problem, the number of nonzero entries per element in the original system M is given by: M = node type nr nodes(node type) · dof(node type) ·interact dof(node type),
where interact dof(node type) is the number of degrees of freedom interacting with a given node type, and its formula is given by:
With Static Condensation
233
In this case, we need to first consider the number of FLOPs needed to 234 perform static condensation. Additionally, we also need to consider the com-235 plexity of building the preconditioner and to perform the iterations.
236
Cost of Static Condensation. Let matrix A be decomposed as:
where subscript I corresponds to the interior bubble degrees of freedom to be eliminated from the system by static condensation and S to the remaining skeleton unknowns. Performing the partial LU factorization of the square submatrix A II , we obtain:
where 3 ) (see [Blackford and Dongarra (1999) ], pp. 120). Therefore, the computation of the matrix inverse has a total flop count of O(2n 3 ), which is three times the one required to compute the LU factors.
Taking the above observation into account, we conclude that the cost of 
260
If we denote the nodes of type "skeleton" (all except the volumetric interior ones) by -node ske-, then, for an infinitely large problem the number of nonzero entries per element in the statically condensed systemM is given by: M = node ske nr nodes(node ske) × dof(node ske)
In the above formula, the term "interact dof (node ske)
responds to all interacting nodes of the given "node ske" minus those corre-262 sponding to volumetric interior nodes already eliminated by the static con-263 densation.
264
A simple asymptotic expansion shows that
), which implies that the number of nonzero entries in the statically condensed system is O(p 2 ) times smaller than in the original system. Indeed, we can further derive the following approximations for the number of nonzero entries per element, whose accuracy are confirmed by Tables 2 and 3 : Taking into account all the above estimates, the number of FLOPs needed to solve the original and the statically condensed systems are respectively of the order: 
Implementation
283
To provide further insight to the above theoretical estimates, we built a
284
FE code in one-, two-, and three-spatial dimensions. The method is imple-285 mented in MATLAB, and supports any uniform order of approximation p.
286
For its construction, we have assumed a tensor product structure for the basis 287 functions and the corresponding discretization. To simplify the implementa-288 tion, the size of all elements in each direction is selected to be equal to one,
289
and we have chosen c 1 = 1, c 2 = 0, and c 3 = 0 everywhere, which produces a 290 constant Jacobian (in fact, equal to one) and facilitates the decomposition of 291 the bilinear form as the sum of tensor products of one-dimensional problems.
292
Using this identity map for the geometry does not affect the nonzero pattern 293 of the system, while keeping the implementation simple. 
Numerical Results
295
In this section, we solve the Laplace equation (2) with Dirichlet bound-296 ary conditions using the FE method, as described in the previous section.
297
Numerical results are obtained in a workstation equipped with 94GB RAM,
298
and an eight-core Intel Xeon E5620 processor (12Mb cache, 2.40 Ghz). 
Number of Nonzero Entries
300
We first report the number of nonzero entries per element for the con-301 densed and non-condensed systems. In Table 4 , we observe that the nu-
302
merical results for 2D match with the estimates of 
307
In the 3D case (Table 5) , the agreement with the estimates (Table 3 (e.g., p = 10).
317
Tables 6 and 7 illustrate that when the the problem size increases, the 318 numerical results converge to the theoretical estimates, as predicted. Assuming that the amount of time needed to execute an algorithm is proportional to the number of FLOPs, we can reinterpret equations (5) and (6) in terms of time instead of FLOPs by rewriting them in the following way: 
319
where T IM E and T IM E SC are the total times without and with static Tables 8 and 9 , where we also appreciate that the ratio 342 T (A SS )/T (A II ) tends to 1 for large p, as expected.
343
We also know that the time required to multiply a matrix times a vector 344 depends on the number of nonzeros in the matrix. Therefore, we expect to fashion. This is effectively observed for example by comparing the last row of 347 Table 9 (with values equal to 1.41, 2.32 and 5.77) with the last row of Table 5 348
(with values equal to 1.40, 2.24 and 5.74, respectively). 1.74e-5 3.92e-5 7.02e-4 2.31e-2 2.23e-1 16.94
349
2.95e-6 1.08e-5 2.09e-4 1.18e-2 1.55e-1 14.79
3.13e-7 8.63e-7 3.26e-6 2.42e-5 5.11e-5 2.13e-4 T (A · v)
6.21e-7 3.56e-6 3.51e-5 1.05e-3 6.63e-3 2.55e-1
5.90 3.63 3.36 1.96 1.44 1.15
1.98 4.13 10.77 43.39 129.75 1197.2 Table 9 : 3D numerical results for a problem with number of elements equal to 33 3 , 20 3 8 3 2 3 and 1 for p equal to 3, 5 10, 15 and 25, respectively. Times per element with and without static condensation. Times have been computed 100 times and averaged.
4.34e-5 7.48e-4 7.60e-2 1.49 77.76
4.13e-6 8.76e-5 2.09e-2 5.30e-1 36.85
5.58e-6 4.19e-5 7.11e-4 2.34e-3 1.02e-2
7.89e-6 9.70e-5 4.10e-3 3.30e-2 6.23e-1
10.51 8.54 3.64 2.81 2.11
1.41 2.32 5.77 14.10 61.08 
Conclusions
363
The use of static condensation in iterative solvers is controversial. That 
384
This work also provides a first step towards obtaining rigorous computa-385 tional complexity estimates for hybrid solvers. Based on existing estimates 386 for uniform and highly refined grids, the construction of further Schur com-387 plements (corresponding to a group of elements) before employing an itera- For poorly designed solvers (e.g., those using no preconditioner or only 400 a diagonal preconditioner), the use of static condensation may significantly 401 reduce the number of iterations required to achieve a given tolerance error.
402
In such cases, our results need to be modified to account for the savings on 
526
Fourier series expansion in a non-orthogonal system of coordinates for the 527 simulation of 3D alternating current borehole resistivity measurements. 
