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Abstrat. A graph homomorphism is a vertex map whih arries edges
from a soure graph to edges in a target graph. We study the approx-
imability properties of the Weighted Maximum H-Colourable Subgraph
problem (Max H-Col). The instanes of this problem are edge-weighted
graphs G and the objetive is to nd a subgraph of G that has maximal
total edge weight, under the ondition that the subgraph has a homo-
morphism to H ; note that for H = Kk this problem is equivalent to
Max k-ut. To this end, we introdue a metri struture on the spae
of graphs whih allows us to extend previously known approximability
results to larger lasses of graphs. Speially, the approximation algo-
rithms for Max ut by Goemans and Williamson and Max k-ut by
Frieze and Jerrum an be used to yield non-trivial approximation results
for Max H-Col. For a variety of graphs, we show near-optimality re-
sults under the Unique Games Conjeture. We also use our method for
omparing the performane of Frieze & Jerrum's algorithm with Hås-
tad's approximation algorithm for generalMax 2-Csp. This omparison
is, in most ases, favourable to Frieze & Jerrum.
Keywords: optimisation, approximability, graph homomorphism, graph H-ol-
ouring, omputational omplexity
1 Introdution
Let G be a simple, undireted and nite graph. Given a subset S ⊆ V (G),
a ut in G with respet to S is the edges from a vertex in S to a vertex in
V (G) \ S. The Max ut-problem asks for the size of a largest ut in G. More
generally, a k-ut in G is the edges going from Si to Sj , i 6= j, where S1, . . . , Sk
is a partitioning of V (G), and the Max k-ut-problem asks for the size of a
largest k-ut. The problem is readily seen to be idential to nding a largest
k-olourable subgraph of G. Furthermore, Max k-ut is known to be APX-
omplete for every k ≥ 2 and onsequently does not admit a polynomial-time
approximation sheme (Ptas).
In the absene of a Ptas, it is interesting to determine the best possible
approximation ratio c within whih a problem an be approximated or, alterna-
tively the smallest c for whih it an be proved that no polynomial-time approx-
imation algorithm exists (typially under some omplexity-theoreti assumption
suh as P 6= NP). An approximation ratio of .878567 forMax ut was obtained
in 1995 by Goemans and Williamson [15℄ using semidenite programming. Frieze
and Jerrum [14℄ determined lower bounds on the approximation ratios for Max
k-ut using similar tehniques. Sharpened results for small values of k have later
been obtained by de Klerk et al. [9℄. Under the assumption that the Unique
Games Conjeture holds, Khot et al. [25℄ showed the approximation ratio for
k = 2 to be essentially optimal and also provided upper bounds on the approxi-
mation ratio for k > 2. Håstad [20℄ has shown that semidenite programming is
a universal tool for solving the general Max 2-Csp problem over any domain,
in the sense that it establishes non-trivial approximation results for all of those
problems.
In this paper, we study approximability properties of a generalised version
of Max k-ut alled Max H-Col for undireted graphs H . Jonsson et al. [21℄
have shown that, whenH is loop-free,Max H-Col does not admit a Ptas. Note
that if H ontains a loop, then Max H-Col is a trivial problem. We present
approximability results forMax H-Col whereH is taken from dierent families
of graphs. Many of these results turns out to be lose to optimal under the
Unique Games Conjeture. Our approah is based on analysing approximability
algorithms applied to problems whih they are not originally intended to solve.
This vague idea will be laried below.
Denote by G the set of all simple, undireted and nite graphs. A graph
homomorphism h from G to H is a vertex map whih arries the edges in G to
edges in H . The existene of suh a map will be denoted by G → H . If both
G → H and H → G, the graphs G and H are said to be homomorphially
equivalent. This equivalene will be denoted by G ≡ H . For a graph G ∈ G, let
W(G) be the set of weight funtions w : E(G)→ Q+ assigning weights to edges
of G. For a w ∈ W(G), we let ‖w‖ = ∑e∈E(G) w(e) denote the total weight
of G. Now, Weighted Maximum H-Colourable Subgraph (Max H-Col) is the
maximisation problem with
Instane: An edge-weighted graph (G,w), where G ∈ G and w ∈ W(G).
Solution: A subgraph G′ of G suh that G′ → H .
Measure: The weight of G′ with respet to w.
Given an edge-weighted graph (G,w), denote by mcH(G,w) the measure of
the optimal solution to the problem Max H-Col. Denote by mck(G,w) the
(weighted) size of the largest k-ut in (G,w). This notation is justied by the
fat that mck(G,w) = mcKk(G,w). In this sense,Max H-Col generalisesMax
k-ut. The deision version ofMax H-Col, the H-olouring problem has been
extensively studied (See [17℄ and its many referenes.) and Hell and Ne²et°il [16℄
have shown that the problem is in P if H ontains a loop or is bipartite, and
NP-omplete otherwise. Langberg et al. [27℄ have studied the approximability
of Max H-Col when H is part of the input. We also note that Max H-Col is
a speialisation of the Max Csp problem.
The homomorphism relation→ denes a quasi-order, but not a partial order
on the set G. The failing axiom is that of antisymmetry, sine G ≡ H does not
neessarily imply G = H . To remedy this, let G≡ denote the set of equivalene
lasses of G under homomorphi equivalene. The relation→ is dened on G≡ in
the obvious way and on this set it is a partial order. In fat,→ provides a lattie
struture on G≡ and this lattie will be denoted by CS . For a more in-depth
treatment of graph homomorphisms and the lattie CS , see [17℄. Here, we endow
G≡ with a metri d dened in the following way: for M,N ∈ G, let
d(M,N) = 1− inf
G∈G
w∈W(G)
mcM (G,w)
mcN (G,w)
· inf
G∈G
w∈W(G)
mcN (G,w)
mcM (G,w)
. (1)
In Lemma 5 we will show that d satises the following property:
 Let M,N ∈ G and assume that mcM an be approximated within α. Then,
mcN an be approximated within (1− d(M,N)) · α.
Hene, we an use d for extending previously known approximability bounds on
Max H-Col to new and larger lasses of graphs. For instane, we an apply Goe-
mans and Williamson's algorithm (whih is intended for solving Max K2-Col)
toMax C11-Col (i.e. the yle on 11 verties) and analyse how well the problem
is approximated (we will see later on that Goemans and Williamson's algorithm
approximates Max C11-Col within 0.79869).
In ertain ases, the metri d is related to a well-studied graph parameter
known as bipartite density b(H) [1, 3, 6, 18, 28℄: if H ′ is bipartite subgraph of H
with maximum number of edges, then
b(H) =
e(H ′)
e(H)
.
In the end of Setion 2 we will see that b(H) = 1−d(K2, H) for all edge-transitive
graphs H . We note that while d is invariant under homomorphi equivalene,
this is not in general true for bipartite density.
The paper is divided into two main parts. Setion 2 is used for proving the
basi properties of d, showing that it is well-dened on G≡, and that it is a metri.
After that, we show that d is omputable by linear programming and that the
omputation of d(M,N) an be simplied whenever M or N is edge-transitive.
We onlude this part by providing some examples.
The seond part of the paper uses d for studying the approximability of
Max H-Col. For several lasses of graphs, we investigate optimiality issues by
exploiting inapproximability bounds that are onsequenes of the Unique Games
Conjeture. Comparisons are also made to the bounds ahieved by the general
Max 2-Csp-algorithm by Håstad [20℄. Our investigation overs a spetrum of
graphs, ranging from graphs with few edges and/or ontaining large smallest
yles to graphs ontaining Θ(n2) edges. Dense graphs are onsidered from two
perspetives; rstly as graphs having a number of edges lose to maximal and
seondly as graphs from the G(n, p) model of random graphs, pioneered by Erd®s
and Rényi [13℄.
The tehniques used in this paper seem to generalise naturally to larger sets
of problems. This and other questions are disussed in Setion 4 whih onludes
our paper.
2 Approximation via the Metri d
In this setion we start out by proving basi properties of the metri d, that
(G≡, d) is a metri spae, and that proximity of graphsM,N in this spae lets us
interrelate the approximability of Max M -Col and Max N -Col. Setions 2.2
and 2.3 are devoted to showing how to ompute d.
2.1 The Spae (G≡, d)
We begin by introduing a funtion s : G × G → R whih enables us to express
d in a natural way and simplify forthoming proofs. Let M,N ∈ G and dene
s(M,N) = inf
G∈G
w∈W(G)
mcM (G,w)
mcN (G,w)
. (2)
The denition of d from (1) an then be written as follows:
d(M,N) = 1− s(N,M) · s(M,N). (3)
A onsequene of (2) is that the relationmcM (G,w) ≥ s(M,N)·mcN(G,w) holds
for all G ∈ G and w ∈ W(G). Using this observation, we show that s(M,N) and
thereby d(M,N) behaves well under graph homomorphisms and homomorphi
equivalene.
Lemma 1. LetM,N ∈ G and M → N . Then, for every G ∈ G and every weight
funtion w ∈ W(G),
mcM (G,w) ≤ mcN (G,w).
Proof. If G′ →M for some subgraph G′ of G, then G′ → N as well. The lemma
immediately follows. ⊓⊔
Corollary 2. If M and N are homomorphially equivalent, then mcM (G,w) =
mcN (G,w).
Corollary 3. Let M1 ≡ M2 and N1 ≡ N2 be two pairs of homomorphially
equivalent graphs. Then, for i, j, k, l ∈ {1, 2},
s(Ni,Mj) = s(Nk,Ml).
Proof. Corollary 2 shows that for all G ∈ G and w ∈ W(G), we have
mcMj (G,w)
mcNi(G,w)
=
mcMl(G,w)
mcNk(G,w)
.
Now, take the inmum over graphs G and weight funtions w on both sides. ⊓⊔
Corollary 3 shows that s and d are well-dened as funtions on the set G≡. We
an now show that d is indeed a metri on this spae.
Lemma 4. The pair (G≡, d) forms a metri spae.
Proof. Positivity and symmetry follows immediately from the denition and the
fat that s(M,N) ≤ 1 for allM and N . Sine s(M,N) = 1 if and only ifN →M ,
it also holds that d(M,N) = 0 if and only if M and N are homomorphially
equivalent. That is, d(M,N) = 0 if and only if M and N represent the same
member of G≡. Furthermore, for graphs M,N and K ∈ G:
s(M,N) · s(N,K) = inf
G∈G
w∈W(G)
mcM (G,w)
mcN (G,w)
· inf
G∈G
w∈W(G)
mcN(G,w)
mcK(G,w)
≤ inf
G∈G
w∈W(G)
mcM (G,w)
mcN (G,w)
· mcN(G,w)
mcK(G,w)
= s(M,K).
Therefore, with a = s(M,N) · s(N,M), b = s(N,K) · s(K,N) and c = s(M,K) ·
s(K,M) ≥ a · b,
d(M,N) + d(N,K)− d(M,K) = 1− a+ 1− b− (1− c) ≥
≥ 1− a− b+ a · b = (1− a) · (1 − b) ≥ 0,
whih shows that d satises the triangle inequality. ⊓⊔
We say that a maximisation problem Π an be approximated within c < 1
if there exists a randomised polynomial-time algorithm A suh that c ·Opt(x) ≤
E(A(x)) ≤ Opt(x) for all instanes x of Π . Our next result shows that proximity
of graphs G and H in d allows us to determine bounds on the approximability
of Max H-Col from known bounds on the approximability of Max G-Col.
Lemma 5. Let M,N,K be graphs. If mcM an be approximated within α, then
mcN an be approximated within α · (1− d(M,N)). If it is NP-hard to approx-
imate mcK within β, then mcN is not approximable within β/ (1− d(N,K))
unless P= NP.
Proof. Let A(G,w) be the measure of the solution returned by an algorithm
whih approximates mcM within α. We know that for all G ∈ G and w ∈ W(G)
we have the inequalities mcN (G,w) ≥ s(N,M) ·mcM (G,w) and mcM (G,w) ≥
s(M,N) ·mcN (G,w). Consequently,
mcN (G,w) ≥ mcM (G,w) · s(N,M) ≥ A(G,w) · s(N,M)
≥ mcM (G,w) · α · s(N,M) ≥ mcN (G,w) · α · s(N,M) · s(M,N)
= mcN (G,w) · α · (1− d(M,N)).
For the seond part, assume to the ontrary that there exists a polynomial-time
algorithm B that approximates mcN within β/(1− d(N,K)). Aording to the
rst partmcK an then be approximated within (1−d(N,K))·β/(1−d(N,K)) =
β. This is a ontradition unless P = NP. ⊓⊔
2.2 Exploiting Symmetries
We have seen that the metri d(M,N) an be dened in terms of s(M,N). In fat,
when M → N we have 1− d(M,N) = s(M,N). It is therefore of interest to nd
an expression for s whih an be alulated easily. After Lemma 6 (whih shows
how mcM (G,w) depends on w) we introdue a dierent way of desribing the
solutions to Max M -Col whih makes the proofs of the following results more
natural. In Lemma 7, we show that a partiular type of weight funtion provides
a lower bound on mcM (G,w)/mcN (G,w). Finally, in Lemma 8, we provide a
simpler expression for s(M,N) whih depends diretly on the automorphism
group and thereby the symmetries of N . This expression beomes partiularly
simple when N is edge-transitive. An immediate onsequene of this is that
s(K2, H) = b(H) for edge-transitive graphs H .
The optimum mcH(G,w) is sub-linear with respet to the weight funtion,
as is shown by the following lemma.
Lemma 6. Let G,H ∈ G, α ∈ Q+ and let w,w1, . . . , wr ∈ W(G) be weight
funtions on G. Then,
 mcH(G,α · w) = α ·mcH(G,w),
 mcH(G,
∑r
i=1 wi) ≤
∑r
i=1mcH(G,wi).
Proof. The rst part is trivial. For the seond part, let G′ be an optimal solution
to the instane (G,
∑r
i=1 wi) ofMax H-Col. Then, the measure of this solution
equals the sum of the measures of G′ as a (possibly suboptimal) solution to eah
of the instanes (G,wi). ⊓⊔
An alternative desription of the solutions toMax H-Col is as follows: letG and
H ∈ G, and for any vertex map f : V (G)→ V (H), let f# : E(G)→ E(H) be the
(partial) edge map indued by f . In this notation h : V (G) → V (H) is a graph
homomorphism preisely when (h#)−1(E(H)) = E(G) or, alternatively when h#
is a total funtion. The set of solutions to an instane (G,w) of Max H-Col
an then be taken to be the set of vertex maps f : V (G) → V (H) with the
measure
w(f) =
∑
e∈(f#)−1(E(H))
w(e).
In the remaining part of this setion, we will use this desription of a solution. Let
f : V (G)→ V (H) be an optimal solution to the instane (G,w) ofMax H-Col.
Dene the weight wf ∈ W(H) as follows: for eah e ∈ E(H), let
wf (e) =
∑
e′∈(f#)−1(e)
w(e′)
mcH(G,w)
.
We now prove the following result:
Lemma 7. Let M,N ∈ G be two graphs. Then, for every G ∈ G, every w ∈
W(G), and any optimal solution f to (G,w) of Max N -Col, it holds that
mcM (G,w)
mcN (G,w)
≥ mcM (N,wf ).
Proof. Arbitrarily hoose an optimal solution g : V (N)→ V (M) to the instane
(N,wf ) of Max M -Col. Then, g ◦ f is a solution to (G,w) as an instane of
Max M -Col. The weight of this solution is mcM (N,wf ) · mcN (G,w), whih
implies that
mcM (G,w) ≥ mcM (N,wf ) ·mcN (G,w),
and the result follows after division by mcN (G,w). ⊓⊔
Let M and N ∈ G be graphs and let A = Aut(N) be the automorphism
group of N . We will let pi ∈ A at on {u, v} ∈ E(N) by pi · {u, v} = {pi(u), pi(v)}.
The graph N is edge-transitive if and only if A ats transitively on the edges of
N . Let Wˆ(N) be the set of weight funtions w ∈ W(N) whih satisfy ‖w‖ = 1
and for whih w(e) = w(pi · e) for all e ∈ E(N) and pi ∈ Aut(N).
Lemma 8. Let M,N ∈ G. Then,
s(M,N) = inf
w∈Wˆ(N)
mcM (N,w).
In partiular, when N is edge-transitive,
s(M,N) = mcM (N, 1/e(N)).
Proof. The easy diretion goes through as follows:
s(M,N) ≤ inf
w∈Wˆ(N)
mcM (N,w)
mcN (N,w)
= inf
w∈Wˆ(N)
mcM (N,w).
For the rst part of the lemma, it will be suient to prove that the following
inequality holds for for some w′ ∈ Wˆ .
mcM (G,w)
mcN (G,w)
≥ mcM (N,w′) (4)
Taking the inmum over graphs G and weight funtions w ∈ W(G) in the left-
hand side of this inequality will then show that
s(M,N) ≥ mcM (N,w′) ≥ inf
w∈Wˆ(N)
mcM (N,w).
Let A = Aut(N) be the automorphism group of N . Let pi ∈ A be an arbitrary
automorphism of N . If f is an optimal solution to (G,w) as an instane of
Max N -Col, then so is fpi = pi ◦ f . Let wpi = wpi◦f . By Lemma 7, inequality
(4) is satised by wpi. Summing pi in this inequality over A gives
|A| · mcM (G,w)
mcN (G,w)
≥
∑
pi∈A
mcM (N,wpi) ≥ mcM (N,
∑
pi∈A
wpi),
where the last inequality follows from Lemma 6. The weight funtion
∑
pi∈Awpi
an be determined as follows.
∑
pi∈A
wpi(e) =
∑
pi∈A
∑
e′∈(f#)−1(pi·e) w(e
′)
mcN (G,w)
=
|A|
|Ae| ·
∑
e′∈(f#)−1(Ae) w(e
′)
mcN (G,w)
,
where Ae denotes the orbit of e under A. Thus, w′
∑
pi∈A wpi/|A| ∈ Wˆ(N) and
w′ satises (4) so the rst part follows.
For the seond part, note that when the automorphism group A ats transitively
on E(N), there is only one orbit Ae = E(N). Then, the weight funtion w′ is
given by
w′(e) =
1
e(N)
·
∑
e′∈(f#)−1(E(N)) w(e
′)
mcN (G,w)
=
1
e(N)
· mcN (G,w)
mcN (G,w)
.
⊓⊔
2.3 Tools for Computing Distanes
From Lemma 8 it follows that in order to determine s(M,N), it is suient to
minimise mcM (N,w) over Wˆ(N). We will now use this observation to desribe a
linear program for omputing s(M,N). For i ∈ {1, . . . , r}, let Ai be the orbits of
Aut(N) ating on E(N). The measure of a solution f when w ∈ Wˆ(N) is equal
to
∑r
i=1 wi · fi, where wi is the weight of an edge in Ai and fi is the number of
edges in Ai whih are mapped to an edge in M by f . Note that given a w, the
measure of a solution f depends only on the vetor (f1, . . . , fr) ∈ Nr. Therefore,
take the solution spae to be the set of suh vetors:
F = { (f1, . . . , fr) | f is a solution to (N,w) of Max M -Col }
Let the variables of the linear program be w1, . . . , wr and s, where wi represents
the weight of eah element in the orbit Ai and s is an upper bound on the
solutions.
min s∑
i fi · wi ≤ s for eah (f1, . . . , fr) ∈ F∑
i |Ai| · wi = 1
wi, s ≥ 0
Given a solution wi, s to this program, w(e) = wi when e ∈ Ai is a weight
funtion whih minimises mcM (G,w). The value of this solution is s = s(M,N).
Example 9. The wheel graph on k verties, Wk, is a graph that ontains a yle
of length k− 1 plus a vertex v not in the yle suh that v is onneted to every
other vertex. We all the edges of the k− 1-yle outer edges and the remaining
k − 1 edges spokes. It is easy to see that Wk ontains a maximum lique of size
4 if k = 4 (in fat, W4 = K4) and a maximum lique of size 3 in all other
ases. Furthermore, Wk is 3-olourable if and only if k is odd, and 4-olourable
otherwise. This implies that for odd k, the wheel graphs are homomorphially
equivalent to K3.
We will determine s(K3,Wn) for even n ≥ 6 using the previously desribed
onstrution of a linear program. Note that the group ation of Aut(Wn) on
E(Wn) has two orbits, one whih onsists of all outer edges and one whih
onsists of all the spokes. If we remove one outer edge or one spoke from Wk,
then the resulting graph an be mapped homomorphially onto K3. Therefore,
it sues to hoose F = {f, g} with f = (k − 1, k − 2) and g = (k − 2, k − 1)
sine all other solutions will have a smaller measure than at least one of these.
The program for Wk looks like this:
min s
(k − 1) · w1 + (k − 2) · w2 ≤ s
(k − 2) · w1 + (k − 1) · w2 ≤ s
(k − 1) · w1 + (k − 1) · w2 = 1
wi, s ≥ 0
The solution is w1 = w2 = 1/(2k − 2) with s(K3,Wk) = s = (2k − 3)/(2k − 2).
Example 10. An example where the weights in the optimal solution to the linear
program are dierent for dierent orbits is given by s(K2,K8/3). The rational
omplete graph K8/3 has vertex set {0, 1, . . . , 7}, whih is thought of as plaed on
a irle with 0 following 7. There is an edge between any two verties whih are
at a distane at least 3 from eah other. Eah vertex has distane 4 to exatly
one other vertex, whih means there are 4 suh edges. These edges form one orbit
A1 and the remaining 8 edges form the other orbit A2. There are two maximal
solutions, f = (0, 8) and g = (4, 6) whih gives the program:
min s
0 · w1 + 8 · w2 ≤ s
4 · w1 + 6 · w2 ≤ s
4 · w1 + 8 · w2 = 1
wi, s ≥ 0
The solution to this program is w1 = 1/20 and w2 = 1/10 with the optimum
being 4/5.
In some ases, it may be hard to determine a desired distane between H and
M or N . If we know that H is homomorphially sandwihed between M and N
so that M → H → N , then we an provide an upper bound on the distane of
H to M or N by using the distane between M and N . Formally, we have:
Lemma 11. Let M → H → N . Then,
s(M,H) ≥ s(M,N) and s(H,N) ≥ s(M,N).
Proof. Sine H → N , it follows from Lemma 1 that mcH(G,w) ≤ mcN(G,w).
Thus,
s(M,H) = inf
G∈G
w∈W(G)
mcM (G,w)
mcH(G,w)
≥ inf
G∈G
w∈W(G)
mcM (G,w)
mcN (G,w)
= s(M,N).
The seond part follows similarly. ⊓⊔
We will see several appliations of this lemma in Setions 3.1 and 3.2.
3 Approximability of Max H-Col
Let A be an approximation algorithm for Max H-Col. Our method basially
allows us to measure how well A performs on other problems Max H ′-Col.
In this setion, we will apply the method to various algorithms and various
graphs. We do two things for eah kind of graph under onsideration: ompare
the performane of our method with that of some existing, leading, approxima-
tion algorithm and investigate how lose to optimality we an get. Our main
algorithmi tools will be the following:
Theorem 12 (Goemans and Williamson [15℄). mc2 an be approximated
within
αGW = min
0<θ<pi
θ/pi
(1− cos θ)/2 ≈ .878567.
Theorem 13 (Frieze and Jerrum [14℄). mck an be approximated within
αk ∼ 1− 1
k
+
2 lnk
k2
.
Here, the relation ∼ indiates two expressions whose ratio tends to 1 as k →∞.
We note that de Klerk et al. [9℄ have presented the sharpest known bounds on
αk for small values of k; for instane, α3 ≥ 0.836008.
Let v(G), e(G) denote the number of verties and edges in G, respetively.
Håstad has shown the following:
Theorem 14 (Håstad [20℄). Let H be a graph. There is an absolute onstant
c > 0 suh that mcH an be approximated within
1− t(H)
d2
· (1 − c
d2 log d
)
where d = v(H) and t(H) = d2 − 2 · e(H).
We will ompare the performane of this algorithm on Max H-Col with the
performane of the algorithms in Theorems 12 and 13 analysed using Lemma 5
and estimates of the distane d. This omparison is not entirely fair sine Hås-
tad's algorithm was probably not designed with the goal of providing optimal
resultsthe goal was to beat random assignments. However, it is the urrently
best algorithm that an approximateMax H-Col for arbitrary H ∈ G. For this
purpose, we introdue two funtions, FJk and Hå , suh that, if H is a graph,
FJk(H) denotes the best bound on the approximation guarantee when Frieze
and Jerrum's algorithm for Max k-ut is applied to the problem mcH , while
Hå(H) is the guarantee when Håstad's algorithm is used to approximate mcH .
To be able to investigate the eventual near-optimality of our approxima-
tion method we will rely on the Unique Games Conjeture (UGC). Khot [24℄
suggested this onjeture as a possible diretion for proving inapproximability
properties of some important onstraint satisfation problems over two variables.
We need the following problem only for stating the onjeture:
Denition 15. The Unique Label Cover problem L(V,W,E, [M ], {piv,w}(v,w)∈E)
is the following problem: Given is a bipartite graph with left side verties V , right
side verties W , and a set of edges E. The goal is to assign one `label' to every
vertex of the graph, where [M ] is the set of allowed labels. The labelling is sup-
posed to satisfy ertain onstraints given by bijetive maps σv,w : [M ] → [M ].
There is one suh map for every edge (v, w) ∈ E. A labelling `satises' an edge
(v, w) if σv,w(label(w)) = label(v). The optimum of the unique label over prob-
lem is dened to be the maximum fration of edges satised by any labelling.
Now, UGC is the following:
Conjeture 16 (Unique Games Conjeture). For any η, γ > 0, there exists a
onstantM = M(η, γ) suh that it isNP-hard to distinguish whether the Unique
Label Cover problem with label set of size M has optimum at least 1 − η or at
most γ.
From hereon we assume that UGC is true, whih gives us the following inap-
proximability results:
Theorem 17 (Khot et al. [25℄).
 For every ε > 0, it is NP-hard to approximate mc2 within αGW + ε.
 It is NP-hard to approximate mck within (1−1/k+(2 lnk)/k2+O((ln ln k)/k2)).
3.1 Sparse Graphs
In this setion, we investigate the performane of our method on graphs whih
have relatively few edges, and we see that the girth of the graphs plays a entral
role. The girth of a graph is the length of a shortest yle ontained in the graph.
Similarly, the odd girth of a graph gives the length of a shortest odd yle in the
graph.
Before we proeed we need some fats about yle graphs. Note that the odd
yles form a hain in the lattie CS between K2 and C3 = K3 in the following
way:
K2 → · · · → C2i+1 → C2i−1 → · · · → C3 = K3.
The following lemma gives the values of s(M,N) for pairs of graphs in this hain.
The value depends only on the target graph of the homomorphism.
Lemma 18. Let k < m be positive, odd integers. Then,
s(K2, Ck) = s(Cm, Ck) =
k − 1
k
.
Proof. Note that C2k+1 6→ K2 and C2k+1 6→ C2m+1. However, after remov-
ing one edge from C2k+1, the remaining subgraph is isomorphi to the path
P2k+1 whih in turn is embeddable in both K2 and C2m+1. Sine C2k+1 is edge-
transitive, the result follows from Lemma 8. ⊓⊔
With Lemma 18 at hand, we an prove the following:
Proposition 19. Let k ≥ 3 be odd. Then, FJ2(Ck) ≥ k−1k ·αGW and Hå(Ck) =
2
k +
c
k2 log k − 2ck3 log k . Furthermore, mcCk annot be approximated within kk−1 ·
αGW + ε for any ε > 0.
Proof. From Lemma 18 we see that s(K2, Ck) =
k−1
k whih implies (using
Lemma 5) that FJ2(Ck) ≥ k−1k · αGW . Furthermore, mc2 annot be approx-
imated within αGW + ε
′
for any ε′ > 0. From the seond part of Lemma 5, we
get that mcCk annot be approximated within
k
k−1 · (αGW + ε′) for any ε′. With
ε′ = ε · k−1k the result follows.
Finally, we see that
Hå(Ck) = 1− k
2 − 2k
k2
·
(
1− c
k2 log k
)
=
ck + 2k2 log k − 2c
k3 log k
=
=
2
k
+
c
k2 log k
− 2c
k3 log k
.
Håstad's algorithm does not perform partiularly well on sparse graphs; this
is reeted by its performane on yle graphs Ck where the approximation
guarantee tends to zero when k → ∞. We will see that this trend is apparent
for all graph types studied in this setion.
Now we an ontinue with a result on a lass of graphs with large girth:
Proposition 20. Let m > k ≥ 4. If H is a graph with odd girth g ≥ 2k + 1
and minimum degree ≥ 2m−12(k+1) , then FJ2(H) ≥ 2k2k+1 · αGW and mcH annot be
approximated within
2k+1
2k · αGW + ε for any ε > 0. Asymptotially, Hå(H) is
bounded by
c
n2 logn +
2(ng/(g−1))3
n4n1/(g−1)
− 2ng/(g−1)n1/(g−1)cn4 logn , where n = v(H).
Proof. Lai & Liu [26℄ have proved that ifH is a graph with odd girth≥ 2k+1 and
minimum degree ≥ 2m−12(k+1) , then there exists a homomorphism from H to C2k+1.
Thus, K2 → H → C2k+1 whih implies that 1− d(K2, H) ≥ 1− d(K2, C2k+1) =
2k
2k+1 . By Lemma 5, FJ2(H) ≥ 2k2k+1 · αGW , but mcH annot be approximated
within
2k+1
2k · αGW + ε for any ε > 0.
Dutton and Brigham [10℄ show that one upper bound on e(H) has asymptoti
order n1+2/(g−1). This lets us say that
Hå(H) ∼ 1− n
2 − 2 · n1+2/(g−1)
n2
·
(
1− c
n2 logn
)
=
=
cn2 + 2n(3g−1)/(g−1) logn− 2n(g+1)/(g−1)c
n4 logn
=
=
c
n2 logn
+
2(ng/(g−1))3
n4n1/(g−1)
− 2n
g/(g−1)n1/(g−1)c
n4 logn
.
⊓⊔
If we restrit ourselves to planar graphs, then it is possible to show the following:
Proposition 21. Let H be a planar graph with girth at least g = 20k−23 . If
v(H) = n, then FJ2(H) ≥ 2k2k+1 ·αGW and Hå(H) ≤ 6n − 12n2 + cn2 logn − 6cn3 logn +
12c
n4 logn . mcH annot be approximated within
2k+1
2k · αGW + ε for any ε > 0.
Proof. Borodin et al. [7℄ have proved that H is (2 + 1k )-olourable whih is
equivalent to saying that there exists a homomorphism from H to C2k+1. The
proof proeeds as for Proposition 20.
The planar graphH annot have more than 3n−6 edges so Hå(H) is bounded
from above by
1− n
2 − 2(3n− 6)
n2
·
(
1− c
n2 logn
)
=
=
cn2 − 6nc+ 12c+ 6n3 logn− 12n2 logn
n4 logn
=
=
6
n
− 12
n2
+
c
n2 logn
− 6c
n3 logn
+
12c
n4 logn
.
(In fat, H ontains no more than max{g(n− 2)/(g− 2), n− 1} edges, but using
this only makes for a more onvoluted expression to study.) ⊓⊔
Proposition 21 an be strengthened and extended in dierent ways: one is to
onsider a result by Dvo°ák et al. [11℄. They have proved that every planar graph
H of odd-girth at least 9 is homomorphi to the Petersen graph P . The Petersen
graph is edge-transitive and it is known (f. [3℄) that the bipartite density of P is
4/5 or, in other words, s(K2, P ) = 4/5. Consequently,mcH an be approximated
within
4
5 · αGW but not within 45 · αGW + ε for any ε > 0. This is better than
Proposition 21 for planar graphs with girth stritly less than 13.
Another way of extending Proposition 21 is to onsider graphs embeddable
on higher-genus surfaes. For instane, the lemma is true for graphs embeddable
on the projetive plane, and it is also true for graphs of girth stritly greater
than
20k−2
3 whenever the graphs are embeddable on the torus or Klein bottle.
These bounds are diret onsequenes of results in Borodin et al.
We onlude the setion by looking at a lass of graphs that have small
girth. Let 0 < β < 1, be the approximation threshold for mc3, i.e. mc3 is
approximable within β but not within β + ε for any ε > 0. Currently, we know
that α3 ≤ 0.836008 ≤ β ≤ 102103 [9, 22℄. The wheel graphs Wk from Example 9
are homomorphially equivalent to K3 for odd k and we onlude (by Lemma 5)
that mcWk has the same approximability properties asmc3 in this ase. For even
k ≥ 6, Wk is not homomorphially equivalent to K3, though.
Proposition 22. For k ≥ 6 and even, FJ3(Wk) ≥ α3 · 2k−32k−2 but mcWk is not
approximable within β · 2k−22k−3 . Hå(Wk) = 4k − 4k2 + ck2 log k − 4ck3 log k + 4ck4 log k .
Proof. We know from Example 9 that K3 → Wk and s(K3,Wk) = 2k−32k−2 . The
rst part of the result follows by an appliation of Lemma 5.
Hå(Wk) = 1− t(Wk)
d2
·
(
1− c
d2 log d
)
= /d = k, e(Wk) = 2(k − 1)/ =
= 1− k
2 − 4(k − 1)
k2
·
(
1− c
k2 log k
)
=
=
k2c+ 4k3 log k − 4kc− 4k2 log k + 4c
k4 log k
=
=
4
k
− 4
k2
+
c
k2 log k
− 4c
k3 log k
+
4c
k4 log k
⊓⊔
We see that FJ3(Wk)→ α3 when k →∞, while Hå(Wk) tends to 0.
3.2 Dense and Random Graphs
We will now study dense graphs, i.e. graphs H ontaining Θ(v(H)2) edges. For a
graph H on n verties, we obviously have H → Kn. If we assume that ω(H) ≥ r,
then we also haveKr → H . Thus, if we ould determine s(Kr,Kn), then we ould
use Lemma 11 to alulate a bound on FJn(H).
Let ω(G) denote the size of the largest lique in G and χ(G) denote the hro-
mati number of G. The Turán graph T (n, r) is a graph formed by partitioning
a set of n verties into r subsets, with sizes as equal as possible, and onneting
two verties whenever they belong to dierent subsets. Turán graphs have the
following properties [31℄:
 e(T (n, r)) = ⌊(1− 1r ) · n22 ⌋;
 ω(T (n, r)) = χ(T (n, r)) = r;
 if G is a graph suh that e(G) > e(T (v(G), r)), then ω(G) > r.
Lemma 23. Let r and n be positive integers. Then,
s(Kr,Kn) = e(T (n, r))/e(Kn)
Proof. Sine Kn is edge-transitive, it sues to show that mcr(Kn, 1/e(Kn)) =
e(T (n, r))/e(Kn). Assume mcr(Kn, 1/e(Kn)) · e(Kn) > e(T (n, r)). This implies
that there exists an r-partite graph G on k verties with stritly more than
e(T (n, r)) edges  this is impossible sine ω(G) > r and, onsequently, χ(G) >
r. Thus, mcKr(Kn, 1/e(Kn)) · e(Kn) = e(T (n, r)) beause T (n, r) is an r-partite
subgraph of Kn. ⊓⊔
Now, we are ready to prove the following:
Proposition 24. Let v(H) = n and pik r ∈ N, σ ∈ R suh that⌊(
1− 1
r
)
· n
2
2
⌋
≤ σ · n2 = e(H) ≤ n(n− 1)
2
.
Then,
FJn(H) ≥ αn ·
2
⌊(
1− 1r
) · n22
⌋
n · (n− 1) ∼ 1−
1
r
− 1
n
+
2 lnn
n(n− 1)
Hå(H) = 2σ +
c
n2 logn
− 2σ · c
n2 logn
.
Proof. We have Kr → H due to Turán and H → Kn holds trivially sine
v(H) = n. By Lemma 23
s(Kr,Kn) =
2
⌊(
1− 1r
) · n22
⌋
n · (n− 1) .
The rst part of the result follows from Lemma 5 sine d(H,Kn) ≤ d(Kr,Kn) =
1− s(Kr,Kn) and some straightforward alulations.
Hå(H) = 1− n
2 − σ · n2
n2
·
(
1− c
n2 logn
)
=
=
c+ 2σ · n2 logn− 2σ · c
n2 logn
=
c
n2 logn
+ 2σ − 2σ · c
n2 logn
.
⊓⊔
Note that when r and n grow, FJn(H) tends to 1. This means that, asymptoti-
ally, we annot do muh better. If we ompare the expression for FJn(H) with
the inapproximability bound formcn (Theorem 17), we see that all we ould hope
for is a faster onvergene towards 1. As σ satises
(
1− 1r
) · 12 ≤ σ ≤ (1− 1n) · 12 ,
we onlude that Hå(H) also tends to 1 as r and n grow. To get a better grip
on how Hå(H) behaves we look at two extreme ases.
For a maximal σ =
(
1− 1r
) · 12 , Hå(H) beomes
1− 1
n
+
c
n3 logn
.
On the other hand, this guarantee, for a minimal σ =
(
1− 1r
) · 12 is
1− 1
r
+
c
rn2 logn
.
At the same time, it is easy to see that Frieze and Jerrum's algorithm makes
these points approximable within αn (sine, in this ase, H ≡ Kn) and αr (sine
Turán's theorem tells us that H → Kr holds in this ase), respetively. Our
onlusion is that Frieze and Jerrum's and Håstad's algorithms perform almost
equally well on these graphs asymptotially.
Another way to study dense graphs is via random graphs. Let G(n, p) denote
the random graph on n verties in whih every edge is hosen randomly and
independently with probability p = p(n). We say that G(n, p) has a property A
asymptotially almost surely (a.a.s.) if the probability it satises A tends to 1 as
n tends to innity. Here, we let p = c for some 0 < c < 1.
For G ∈ G(n, p) it is well known that a.a.s. ω(G) assumes one of at most
two values around
2 lnn
ln(1/p) [5, 30℄. It is also known that, almost surely χ(G) ∼
n
2 ln(np) ln
(
1
1−p
)
, as np → ∞ [4, 29℄. Let us say that χ(G) is onentrated in
width s if there exists u = u(n, p) suh that a.a.s. u ≤ χ(G) ≤ u + s. Alon
and Krivelevih [2℄ have shown that for every onstant δ > 0, if p = n−1/2−δ
then χ(G) is onentrated in width s = 1. That is, almost surely, the hromati
number takes one of two values.
Proposition 25. Let H ∈ G(n, p). When np→∞, FJm(H) ∼ 1− 2m + 2 lnmm2 +
1
m2 − 2 lnmm3 , where m = ω(H). Hå(H) = p− pn + (1− p) · cn2 logn + pcn3 log n .
Proof. Let k = χ(H).
FJm(H) ≥ αm · s(Km,Kk) ∼
(
1− 1
m
+
2 lnm
m2
)
·
2
⌊(
1− 1m
) · k22
⌋
k(k − 1) ∼
∼ (m
2 −m+ 2 lnm)(m− 1)k
m3(k − 1) =
=
k
k − 1 −
2k
m(k − 1) +
k
m2(k − 1) +
2k lnm
m2(k − 1) −
2k lnm
m3(k − 1) (∗∗)
If n is large, then k ≫ m and
(∗∗) ∼ 1− 2
m
+
2 lnm
m2
+
1
m2
− 2 lnm
m3
.
The expeted number of edges for a graph H ∈ G(n, p) is (n2)p, so
Hå(H) = 1− t(G)
d2
· (1 − c
d2 log d
) = /d = n, e(G) =
(
n
2
)
p/ =
= 1− n
2 − (n2 − n)p
n2
· (1− c
n2 logn
) = 1− n− pn+ p
n
· (1− c
n2 logn
) =
= 1− (1− p+ p
n
) · (1 − c
n2 log n
) =
=
pn3 log n+ nc− pnc− pn2 logn+ pc
n3 logn
=
= p− p
n
+ (1 − p) · c
n2 log n
+
pc
n3 logn
⊓⊔
We see that, in the limiting ase, Hå(H) tends to p, while FJm(H) tends to
1. Again, this means that, for large enough graphs, we annot do muh better.
With a better analysis, one ould possibly reah an expression for FJm(H) that
has a faster onvergene rate.
Of ourse, it is interesting to look at what happens for graphs H ∈ G(n, p)
where np does not tend to ∞ when n → ∞. The following theorem lets us do
this.
Theorem 26 (Erd®s and Rényi [13℄). Let c be a positive onstant and p = cn .
If c < 1, then a.a.s. no omponent in G(n, p) ontains more than one yle, and
no omponent has more than
lnn
c−1−ln c verties.
Now we see that if np → ε when n → ∞ and 0 < ε < 1, then G(n, p) almost
surely onsists of omponents with at most one yle. Thus, eah omponent
resembles a yle where, possibly, trees are attahed to ertain yle verties, and
eah omponent is homomorphially equivalent to the yle it ontains. Sine we
know from Setion 3.1 that Frieze and Jerrum's algorithm performs better than
Håstads algorithm on yle graphs, it follows that the same relationship holds
in this part of the G(n, p) spetrum.
4 Conlusions and Open Problems
We have seen that applying Frieze and Jerrum's algorithm toMax H-Col gives
omparable to or better results than when applying Håstad's Max 2-Csp al-
gorithm for the lasses of graphs we have onsidered. One possible explanation
for this is that the analysis of the Max 2-Csp algorithm only aims to prove
it better than a random solution on expetation, whih may leave room for
strengthenings of the approximation guarantee. At the same time, we are proba-
bly overestimating the distane between the graphs. It is likely that both results
an be improved.
Kaporis et al. [23℄ have shown that mc2 is approximable within .952 for
any given average degree d and asymptotially almost all random graphs G in
G(n,m = ⌊ d2n⌋), where G(n,m) is the probability spae of random graphs on
n verties and m edges seleted uniformly at random. In a similar vein, Coja-
Oghlan et al. [8℄ give an algorithm that approximates mck within 1−O(1/√np)
in expeted polynomial time, for graphs from G(n, p). It would be interesting to
know if these results ould be arried further, to other graphs G, so that better
approximability bounds on Max H-Col, for H suh that G → H , ould be
ahieved.
Erd®s [12℄ has proved that for any positive integers k and l there exists
a graph of hromati number k and girth at least l. It is obvious that suh
graphs annot be sandwihed between K2 and a yle as was the ase of the
graphs of high girth in Setion 3.1. A dierent idea is thus required to deal with
these graphs. In general, to apply our method more preisely, we need a better
understanding of the struture of CS and how this interats with our metri d.
The idea of dening a metri on a spae of problems whih relates their
approximability an be extended to more general ases. It should not prove too
diult to generalise the framework introdued in this paper to Max CSP over
direted graphs or even languages onsisting of a single, nitary relation. How
far an this generalisation be arried out? Could it provide any insight into the
approximability of Max CSP on arbitrary onstraint languages?
When onsidering inapproximability, we have strongly relied on the Unique
Games Conjeturehene, we are part of the growing body interested in seeing
UGC settled. We note, though, that weaker inapproximability results exist for
both Max ut [19℄ and Max k-ut [22℄ and that they are appliable in our
setting. We want to emphasise that our method is not per se dependent on the
truth of the UGC.
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