Abstract-This work considers the quadratic Gaussian multiterminal source coding problem and provides a new sufficient condition for the Berger-Tung sum-rate bound to be tight. The converse proof utilizes a generalized CEO problem where the observation noises are correlated Gaussian with a block-diagonal covariance matrix. First, the given multiterminal source coding problem is related to a set of two-terminal problems with matrix distortion constraints, for which a new lower bound on the sumrate is given. Then, a convex optimization problem is formulated and a sufficient condition derived for the optimal BT scheme to satisfy the subgradient based Karush-Kuhn-Tucker condition. The set of sum-rate tightness problems defined by our new sufficient condition subsumes all previously known tight cases, and opens new direction for a more general partial solution.
I. INTRODUCTION
Multiterminal (MT) source coding, which is introduced by Berger [1] and Tung [2] in 1977, defines the problem of separate compression and joint decompression of multiple correlated sources subject to certain distortion constraint. Finding the achievable rate region for the general MT problem is very hard, hence researchers focused on some special cases including the quadratic Gaussian case, i.e., when the sources are jointly Gaussian and the distortion measure is the meansquared error. The sum-rate part of the achievable rate region of the quadratic Gaussian MT problem is of particular interest and has been characterized for several special cases.
By connecting the quadratic Gaussian MT source coding problem to the quadratic Gaussian CEO problem [3] , [4] , Wagner et al. [5] showed the sum-rate tightness of the BergerTung (BT) rate region for the two-terminal and positivesymmetric case. Wang et al. [6] then provided an alternative proof based on an estimation-theoretic result, which also leads to a sufficient condition for BT sum-rate tightness. Yang and Xiong [7] started with a generalized quadratic Gaussian CEO problem and proved tightness in the bi-eigen equal-variance with equal distortion (BEEV-ED) case. Although the BEEV-ED case satisfies the sufficient condition given in [6] , the proof technique for the converse theorem is different and examples more explicit.
Wang et al. ' s sufficient condition [6] is so far the most inclusive condition for BT sum-rate tightness, and its converse proof consists of the following steps. First, a set of L virtual sources, referred to as the remote sources, were constructed such that the given L MT sources can be viewed as independently Gaussian corrupted versions of the remote sources. Then they used an estimation-theoretic result in conjunction with the semidefinite partial order of the distortion matrices to give a lower bound on the MT sum-rate. Finally, an optimization problem is formed to find the best lower bound over possible (conditional and unconditional) distortion matrices, with the Karush-Kuhn-Tucker (KKT) condition given and simplified to prove their main result.
In this paper, we provide a new and more inclusive sufficient condition than Wang et al.'s [6] for BT sum-rate tightness. The main novelty is to consider a larger set of remote sources, such that the observation noises between the MT and remote sources have a block-diagonal covariance matrix (instead of a diagonal matrix as assumed in [6] ). By restricting the noise covariance matrix to have K 2 × 2 diagonal blocks and (L−2K) 1×1 diagonal blocks, we build a connection between the L-terminal MT problem and K two-terminal MT problems with matrix distortion constraint. Although the exact minimum sum-rate is unknown for the associated two-terminal problems with matrix distortion constraint, a composite lower bound is already provided by Wagner et al. [5] , which is partially improved in this paper, using a technique inspired by Wang et al.'s work [6] . Our new lower bound for the matrix-constrained two-terminal problem is then utilized to give a sum-rate lower bound on the L-terminal MT problem. After forming an optimization problem to search for the best L-terminal lower bound, we characterize the generalized KKT condition based on the subgradient [8] of the objective function, which is convex, continuous, but non-differentiable. Finally, the new sufficient condition is obtained by simplifying the subgradientbased KKT condition, with an example given to highlight its greater inclusiveness compared to that in [6] .
The set of sum-rate tightness problems defined by our new sufficient condition subsumes all previously known tight cases, including Wagner ' s independence assumption on the observation noises with a block-independent one leads to a larger repertoire of remote sources that serve as the basic tools for deriving the sum-rate lower bound. Second, the partially improved composite bound for the matrix-constrained twoterminal problem gives a wider range of subgradients, hence a more relaxed subgradient-based KKT condition.
In addition, the technique introduced in this paper might be further generalized to allow 3 × 3 (or even larger) block size in the observation noise covariance matrix to yield yet new tight cases, if one can explicitly give a lower-bound on the corresponding matrix-constrained three-terminal MT problems.
II. DEFINITIONS AND PRELIMINARIES

A. The quadratic Gaussian MT source coding problem
Consider the quadratic Gaussian MT source coding problem of separately compressing a length-n block of sources Y L at L encoders and jointly reconstructing Y L asŶ L subject to distortion constraints
− 1} be the j-th encoder function and ψ
− 1} ↦ R n be the reconstruction function for Y j . Denote W j as the transmitted symbol at the j-th encoder, and
as the sum-rate of the scheme (φ
and define the minimum sum-rate as
Using standard BT based achievable schemes [1] with
) is Gaussian and independent of Y L , one can construct an upper bound on the minimum sum-rate
where
Wagner et al. [5] proved that for the two-terminal case with L = 2, the BT minimum sum-rate equals to the MT minimum sum-rate, i.e., 
for some a > b > 0 and any
The most general cases of quadratic Gaussian MT source coding problem with tight sum-rate are provided by Wang et al. [6] . Let P ⪰ L be the set of L × L p.s.d. matrices and be the set of diagonal matrices. Define
and
Wang et al. [6] proved the following theorem, which gives a sufficient condition for tightness of the BT sum-rate bound.
. matrix with the same diagonal elements as those of (D
Using a different technique, the sum-rate tightness of a special case called bi-eigen equal-variance with equal distortion was proved by Yang and Xiong [7] , that is, (5) holds for any
.., D)
T for some D > 0, where B denotes the set of all L × L p.s.d. matrices with two distinct eigenvalues and equal diagonal elements.
B. The two-terminal source coding problem with a matrix distortion constraint
Consider a variant of the two-terminal source coding problem where the two individual distortion constraints are replaced by a 2 × 2 matrix constraint, i.e., the decoder tries to reconstruct
where A ⪯ B means B − A is a p.s.d. matrix, and denote the minimum sum-rate of such a problem as
Compared to the original quadratic Gaussian two-terminal source coding problem with individual distortion constraints, we have
Wagner et al. [5] provided a composite lower bound on the sum-rate of two-terminal source coding problem with matrix distortion constraint, namely, 
with
, and
Moreover, if θ ≤ θ * , the lower bound is tight, i.e.,
A comparison between Wagner's lower bound [5] and the partially improved lower bound with σ Fig. 1 . 
C. The subgradient-based KKT condition for nondifferentiable convex optimization problem
The original KKT condition is a necessary condition for global optimality in a convex optimization problem with differentiable objective function and equality/inequality constraints. However, when dealing with non-differentiable convex optimization problems, subgradient-based KKT condition is used instead.
g is called a subgradient [8] of a non-differentiable scalarvalued vector function f at a point x, if
In particular, if f = max{f 1 , f 2 } with f 1 and f 2 being convex and differentiable such that f 1 (x 0 ) = f 2 (x 0 ), then the subgradients of f at x 0 form a line segment between ∇f 1 (x 0 ) and ∇f 2 (x 0 ). The set of all subgradients of a function f at some point x is called the subdifferential of f at x, and is denoted as ∂f (x). An example of the subdifferential of R sum (Σ Y L , Γ) is given in the following lemma.
Lemma 2: For any
with s = sign(θ). Consider a convex optimization problem with objective function f , inequality constraints g i ≤ 0 for j = 1, ..., m and equality constraints h j = 0 for j = 1, ..., l. Then the global optimal point x = x * must satisfy
for some μ i 's and λ j 's.
III. MAIN RESULTS
Let π = {π 1 , ..., π L } be a permutation of L, we say an L×L matrix Σ is π (K) block-diagonal, and write Σ ∈ Υ K (π) if
, and it is trivial to construct M Gaussian remote sources
with N L independent of X M . Consider an MT source coding problem defined by Σ Y L and D L . Denote the BT minimum sum-rate as
and assume that the optimal BT scheme achieves a distortion matrixD. The main result of this paper is given in the following theorem.
Theorem 2:
diagonal matrix Π, and a set of K 2 × 2 p.s.d. matrices Θ j , j ∈ K such that the following conditions are satisfied:
denotes the 2 × 2 submatrix constructed from the (π 2j−1 , π 2j )-th row and (π 2j−1 , π 2j )-th column of C, and
In particular, if the optimal BT scheme quantizes every source, and achieves all L target distortions with equalities, the sufficient condition in Theorem 2 can be further simplified.
Corollary 1:
is a p.s.d. matrix, and
is satisfied for all k ∈ K, where Γ is defined in (18) and
IV. OUTLINE OF PROOFS Proof: [Proof of Lemma 1] Before proving Lemma 1, we define an equivalent two-terminal problem, with
then the variance of X is σ
On the other hand, using the same technique as in [6] , it can be shown that
which can be combined with (23) to form an optimization problem that minimizes the right-hand-side of (23) over γ 1 and γ 2 subject to (24). Solving the KKT condition, we obtain the optimal γ 1 and γ 2 as
which directly lead to (14).
To prove tightness of the lower bound R sum (Σ Y L , D) when θ ≤ θ * , we construct a BT scheme with distortion matrix
Then tightness is proved by verifyingD ⪯ D.
Proof:
where π denotes the L × L permutation matrix for π. Then we have the following lemma, whose proof is outlined in Appendix A.
Lemma 3:
and the sum-rate of the quadratic Gaussian L-terminal MT problem satisfies
The optimization problem is formulated as
, and E i is the L×L single-entry matrix whose (i, i)-th element is one. Then Theorem 2 follows directly from the subgradient-based KKT condition of the optimization problem. V. AN EXAMPLE In this section, we give a numerical example that satisfies the requirement of Corollary 1.
Let L = 3,
1.0000 0.9000 0.8000 0.9000 1.0000 0.7000 0.8000 0.7000 1.0000
Let π = {1, 2, 3} and Appendix A: Proof of Lemma 3
Proof: Similar to (23), we write
Due to the assumption that D Y π 2k−1 ,π 2k |W π 2k−1 ,π 2k ,X M = Γ k , we know that I(Y π 2k−1 ,π 2k ; W π 2k−1 ,π 2k |X M ) cannot be less than n times the minimum sum-rate of a quadratic Gaussian two-terminal problem with source covariance matrix Σ Y π 2k−1 ,π 2k |X M and matrix distortion constraint Γ k , since otherwise for the matrix-constrained two-terminal problem, one can always construct a pair of sources with covariance matrix Σ Y π 2k−1 ,π 2k (by adding E(Y π 2k−1 ,π 2k |X M ) to the sources), blindly apply the same scheme on the new sources to generate W π 2k−1 ,π 2k before using Slepian-Wolf coding with decoder side information X M , to achieve a final rate of
and a distortion matrix of Γ k = D Y π 2k−1 ,π 2k |Wπ 2k−1 ,π 2k ,X M , leading to a contradiction. Then Lemma 3 follows from (35) and Lemma 1.
