Directed acyclic graphs (DAGs) are frequently used in epidemiology as a guide to assess causal inference assumptions. However, DAGs show the model as assumed, but not the assumption decisions themselves. We propose a framework which reveals these hidden assumptions, both conceptually and graphically.
Introduction
Directed acyclic graphs (DAGs) are emerging as one of the most important conceptual frameworks in epidemiology. They provide a formal graphical structure paired with a rule set for communicating and understanding causal relationships, and a corresponding formal calculus and structure for causal identification (1) (2) (3) . In theory, they guide both creators and consumers of research toward deeper understanding of the causal model relevant to their problem by clearly describing the causal model as assumed to be true.
However, describing a model as assumed and describing the assumptions underlying the model are two different things. DAGs do not adequately call attention to important assumptions about causal models; nor do they provide a formal structure for prospectively generating and critiquing causal models. As a result, their hypothetical benefits do not necessarily translate well into practice (4) . While previous literature critical of DAGs has focused on epistemic implications of DAGs and the counterfactuals framework on how we frame questions (5, 6) , we address limitations of DAGs even within the context of a given question.
The most critical causal assumptions for any causal model are the arcs whose magnitude is assumed to be equal to zero and the direction of existing arcs, but neither are shown in a DAG. The sharp causal null (7) and arc direction assumptions are denoted by the absence of a pathway connecting two nodes and alternative pathways, respectively. DAGs do not show where small mistakes and alterations to the causal model may violate causal identification. Violations of these key hidden assumptions can lead to substantial bias in effect estimates, particularly where observational settings are the only practical option (8) .
We propose a framework which builds on top of DAGs to help identify and display those key hidden assumptions: DAG with omitted objects displayed (DAGWOOD). DAGWOODs take an existing root DAG, generate a set of alternative DAGs representing key hidden assumptions, and produce a corresponding overlay to display them over the original DAG. DAGWOODs identify pathways in the causal model which would lead to bias for estimating the effect of interest, thereby guiding analysts and consumers toward the most important assumptions in any given causal inference exercise. The DAGWOOD framework serves four purposes: 1) makes explicit and organizes the most important causal model assumptions, 2) reinforces best DAG practices, 3) provides a framework for critical evaluation of causal models, and 4) provides an iterative process for generating causal models.
DAGWOODs

Conceptual foundations
The DAGWOOD framework consists of three parts: the root DAG, a set of branch DAGs, and the DAGWOOD overlay. The root DAG contains the full set of nodes which are directly included in the proposed causal model. It must contain at least an exposure (A) and outcome (Y), and could include covariates and instruments. It does not contain any other nodes or arcs beyond those included in the statistical model which is actually run, including any known but unadjusted-for covariates. In general, this will be the DAG representing what will or has been used in the analysis of interest. The root DAG is considered fixed, and all DAGWOOD objects are generated from the root DAG.
The DAGWOOD represents a set of branch DAGs based on the root DAG, each of which represents an omitted or hidden assumption about the root DAG. Each branch DAG stems from a single change to the root DAG, whether that is adding an arc or flipping a causal direction arc. For example, one branch DAG may correspond to the root DAG with additional uncontrolled confounding, while another shows where one of the confounders has reversed causal arc directions, resulting in it being a collider (6) . Each of these branch DAGs represents a key assumption in the causal model that is not shown in the root DAG. Each branch DAG is dependent only on the root DAG, and not on the other branch DAGs.
The DAGWOOD graphical overlay consists of the original root DAG plus all causal arcs which are present in at least one branch DAG. These additional overlay arcs represent the changes from the root DAG. The arcs in the DAGWOOD overlay correspond directly with branch DAGs. These encoded assumptions can be represented by the branch DAGs themselves, combined in the DAGWOOD overlay, or in list form. For example, the assumption that a variable modelled as a confounder is not a collider is represented by branch DAG (panel f) by changing the direction of arcs emanating from the confounder. Each item on the generated list of assumptions is inherent to the causal model as specified and must be justifiable as being negligible or impossible. In some situations, these assumptions are trivially justifiable; in others they may be completely implausible. This list serves as a checklist, where each assumption should be addressed directly. As Lesko et al., 2020 remarks, "reciting identification assumptions like catechism or an incantation does not make them true. We must consider carefully whether they are met in each circumstance and design better studies to address instances in which they are not," (9) .
All branch DAGs represent a scenario which would lead to a violation of causal model assumptions, relative to the root DAG. There are three rules determining what branch DAGs are considered valid for use in a DAGWOOD: 1) the branch DAG changes the root DAG, 2) the branch DAG is a valid, identifiable causal DAG, and either 3a) the branch DAG requires a change in the adjustment set to estimate the effect of interest from the root DAG, or 3b) the resulting branch DAG changes the type of effect being estimated in the root DAG.
We have specified two algorithmically generatable types of branch DAGs, called "restrictions": exclusion restrictions and misdirection restrictions. Exclusion restriction branch DAGs represent additional causal pathways and elements assumed to be sharp causal nulls. Misdirection restriction DAGs represent alternative DAGs which could be drawn with the same set of nodes and arcs, but with one or more having reversed directions. Branch DAGs may also be drawn on an ad hoc basis or by specifying additional or alternative restriction algorithms in the future.
Exclusion restrictions
Exclusion restrictions describe causal pathways that are assumed to be negligible by their absence, but would result in bias if they were non-negligible. This terminology and concept is borrowed from econometrics, defined in Imbens and Rubin, 2015 as "assumptions that rely on external, substantive information to rule out the existence of a causal effect of a particular treatment relative to an alternative," (10). However, definitions of what is covered by the term vary widely (3, 11) , as discussed further in Appendix 2. Exclusion restrictions most commonly refer to the keystone assumption behind instrumental variables (IV) methods in econometrics, in which the instrument must have no conditional causal relationship with the outcome of interest except through the exposure. Exclusion restrictions are violated either by some alternative direct causal pathway or omitted common cause of the instrument and outcome. Conceptually, the "no residual confounding" and similar assumptions common in non-IV methods follow the same logic, where the model assumes no causal relationship between two variables except through modelled causal arcs and nodes. As such, we generalize the concept of exclusion restrictions to both non-IV and IV settings.
We define an exclusion restriction as any possible causal pathway that the empirical model must assume is negligible to allow unbiased estimation of the causal effect of interest, including both direct and bidirectional causal arcs. The assumption of no residual confounding, for example, is represented as an exclusion restriction, because residual confounding is omitted from the empirical model but would result in bias should the residual confounding be non-negligible. An exclusion restriction may also represent direct causal pathways between existing nodes in the root DAG which are otherwise unconnected.
An exclusion restriction is defined both by 1) the pair of nodes that it connects and 2) whether that pathway is a direct or a common cause/bidirectional connection. Two nodes which are already directly connected can only have one exclusion restriction pathway set representing common cause/confounding exclusion restrictions. Nodes which have no existing connection may have up to two exclusion restriction pathway sets between them, representing direct causal connection exclusion restrictions and common cause/confounding exclusion restrictions.
Each exclusion restriction is a superset containing a set of individual member assumptions. For example, there will be an exclusion restriction representing the set of any and all unmeasured common cause pathways between the exposure and outcome of interest. This exclusion restriction may have many members, each representing an alternatively common cause pathway between the outcome and exposure. These member assumptions may be traditional confounding by a common cause or other biasing mechanisms which have causal arcs pointing to both exposure and outcome.
Every exclusion restriction superset contains an explicit member representing all potential unknown causal pathways, in addition to any known exclusion restriction members. The unknown unknown member of each exclusion restriction pathway is itself a set of potentially infinite mechanisms, containing any possible unknown mechanism which is not covered by the root DAG or the known exclusion restrictions. The unknown unknown member is the residual marginal causal effect remaining in an exclusion restriction pathway, conditional on the root DAG pathways and all known members within that exclusion restriction superset.
Identifying an additional known exclusion restriction member pulls its potential bias out from an unknown unknown member into a known member. The assumption that the unknown unknown member of the exclusion restriction superset is negligible is equivalent to the assumption that all of the all biasing potential within that exclusion restriction superset is identified and contained in its known members. If the analysts believe this to be the case, then the exclusion restriction superset could be said to be fully specified. If all exclusion restrictions are fully specified, then the root DAG plus the known exclusion restriction members represents a fully specified DAG.
Generating exclusion restriction DAGs and pathways
The simplest algorithm for exclusion restriction branch DAGs and pathways starts with listing each possible pair of nodes in the root DAG. For each pair of nodes, the algorithm independently evaluates three new causal edges: one direct causal node in each direction between the nodes, and one bidirectional node from an assumed unmeasured node between them, and are each evaluated independently.
For each of the three drawn nodes, the edge is considered a valid DAGWOOD exclusion restriction branch DAG if all of the following are true: 1) there does not already exist such an edge between those two nodes in the same direction(s), 2) resulting branch DAG is a valid, identifiable, causal model (i.e. does not create cycles/feedback loops, etc.), and either 3a) the resulting DAG requires a change in the adjustment set to estimate the effect of interest, or 3b) the resulting DAG changes the number of frontdoor paths from the treatment to the outcome (and consequently, changes the estimate from the root DAG from, e.g., a total effect to an a direct effect). Condition 2 can be checked using any graphical algorithm for detecting cycles, such as a depth first search algorithm (12) . Condition 3a can be checked using an identification procedure such as that proposed by Schpitser and Pearl (13) .
All known unknown exclusion restrictions are, by definition, members of one of the already-identified exclusion restriction sets. We can therefore subsume the known unknown exclusion restrictions into whichever set it matches. The known unknown exclusion restriction, K, is a member of the set of exclusion restrictions containing this unknown unknown exclusion restriction (U), as it is also a bi-rectional common cause pathway between A and Y. This could either be expressed as two separate bidirectional edges (one for the known and unknown exclusion restrictions each) as above, or as one collapsed set containing each of these members.
A more complex figure is shown in Appendix 3, where we have an instrumental variables analysis with a mediator.
Misdirections restrictions
Misdirection restrictions represent scenarios in which given causal paths are specified in the wrong direction. There are many ways in which this can occur, including conditioning on a collider as it were a confounder, simultaneity/reverse causality through hidden time nodes, simple mistaken direction, conditioning on downstream effects, and/or in more complicated cases such as M-bias or butterfly bias. Hidden time nodes could represent scenarios where the data generation process includes feedback between nodes that changes over time, but is masked by the observed data structure. That is often the case for cross-sectional analyses, where the data are measured at a single occasion, but are the result of causality in multiple directions via hidden time nodes. Another example is the case where a proposed confounder is actually a mediator, resulting in estimating a controlled direct effect and not a total effect, or its converse scenario.
Generating misdirection restrictions
Generating misdirection restriction DAGs is similar to generating exclusion restriction DAGs. Misdirection restrictions operate on nodes that are already connected in the root DAG, using a depth-first algorithm to identify the branch DAG(s) requiring the minimal number of changes to the root DAG. For each pair of nodes with an existing arc between them, an algorithm starts by reversing the arc, and applies the same four DAGWOOD rules as in the exclusion restriction case. If that satisfies all three rules, then the algorithm counts the resulting DAG as a misdirection restriction branch DAG and moves to the next pair. If no branch valid branch DAG is located by changing the direction of the initial arc, the algorithm continues and flips the direction of each arc connected to the (newly) downstream arc of the original connected pair and tests each of these new DAGs against the same rules. The process continues in depth until at least one valid branch DAG is located. This will generate the misdirection restriction DAGs which require the most minimal changes to the root DAG.
Figure 4: Example misdirections restrictions diagram with a mediator, confounder, and an unmeasured confounder
As an example, we consider the same root DAG as in the exclusion restriction section, with an exposure (A), outcome (Y), mediator (M), and confounder (L), color coded to show which branch DAGs correspond with which DAGWOOD pathways in Figure 4 . Starting from the A->Y arc, reversing its direction alone would create a cycle due to the M, and therefore isn't a valid misdirection restriction DAG. However, reversing the A->Y and the A->M arcs represents a DAG which is different than the root DAG, is a valid DAG, and generates a different effect than the original root DAG (effect of Y on X), and would therefore be included as a DAGWOOD misdirection restriction DAG.
Next, a misdirection restriction would flip the A->L arc. That, on its own, is a valid misdirection restriction, as it represents what occurs when conditioning on a downstream effect. The effect of interest was previously the direct effect of A on Y conditional on M, and is now the direct effect of A on Y conditional on both M and L. Flipping the L->Y arc requires also flipping the L->A arc to form a valid DAG. This DAG represents L being a collider, rather than a confounder.
Flipping the A->L arc direction alone turns L from a confounder to a mediator. Even though the effect type hasn't changed and is still a direct effect, the number of frontdoor paths has changed, and therefore would estimate a different effect than the one originally intended.
Notably, no such misdirection restriction is drawn from the exclusion restriction A->K. K, being a known unknown exclusion restriction, is not in the root DAG, and was never included in the adjustment set. DAGWOOD objects are built entirely from the root DAG alone.
Drawing and interpreting DAGWOODS
DAGWOODs are designed to be integrated into existing software packages for generating and displaying DAGs, such as DAGitty (10), both to generate and display DAGWOODs. The following are recommendations and graphical guidelines for representing them. To begin, the lines representing the pathways included in the root DAG receive solid lines, the DAGWOOD overlay lines for exclusion restrictions can be shown with dotted lines, and misdirection restriction pathways displayed with dashed lines.
Figure 5: Example DAGWOODs
As examples, we show four DAGWOODs with common study designs to highlight how these might be shown in Figure 5 above.
Exclusion restrictions may either be shown individually, with each member of the exclusion restriction set receiving its own node and arcs, or collapsed into supersets, similar to the super-node style in DAGView (15) . In the case that all supersets contain only the unknown unknown members, these two styles are equivalent. If collapsed into supersets, we recommend always showing all of the members of the superset in the node text to highlight the key assumptions graphically.
The two figures on the right of Figure 5 show two versions of the same DAGWOOD with one measured confounder and two known but unmeasured confounders. The version on the top shows all the constituent parts of the exclusion restriction set, while the bottom collapses the superset down to one node with shared pathways.
Similarly, pathways that are shared from the misdirection restrictions can also be collapsed into one. Both versions are displayed with collapsed misdirection restrictions where there is overlap, but can be expanded and color coded to show from which branch DAGs they are produced as in Figure 1 .
DAGWOODS for causal model building and critique
DAGWOODs highlight the model features which require the greatest attention in the missing space in the DAG to augment content-area knowledge for constructing DAGs (1,3,16,17 ) This provides structured guidance and an iterative process to building and determining the completeness of the DAGs at any point in model building, from the beginning to the end.
One possible approach is to generate a new DAGWOOD between every change to the proposed root DAG. At each iteration, the analyst reviews the set of assumptions required for model unbiasedness. The graphical representation and the list of assumptions highlights where the analysts should pay the closest attention and build the model. The analyst can then modify the root DAG to address at least one of the assumptions, whether by adding new nodes and structures or by adding a known, but unmeasurable exclusion restriction. They can then iterate by running the DAGWOOD algorithm again. Alternatively, DAGWOOD model building could be implemented as a graphical user interface, using the DAGWOOD overlay. DAGWOODs with exclusion and misspecification restrictions collectively represent every possible single-change modification to a root DAG. All objects in the overlay represent an alternative DAG, and selecting one of those objects transforms the current DAG into that branch DAG, which becomes the new root DAG. For example, selecting a bidirectional exclusion restriction arc representing confounding in the DAGWOOD overlay adds a node and arcs to the root DAG, or selecting a misdirection restriction arc changes the direction of the arcs(s).
This iterative procedure continues until the analyst believes the model to be complete and/or implausible. This means that the causal effect of each categorical node either has a negligible effect, conditional on nodes and pathways in the rest of the model or has been included in the known unknown exclusion restriction set. The analyst can then decide how to model their DAG statistically and/or whether it can be reasonably modelled at all. This model building procedure can be performed manually, but a process which automatically generates the categorical and reverse-direction DAGWOOD nodes is more practical.
A similar process can be used as a method of model critique. Every causal model published or proposed has a corresponding root DAG. Most have limitations, such as unmeasured confounders, discussed in the published paper. Those pieces of data can be used to construct both the DAG and the DAGWOOD to generate a list of critical assumptions, even if the original authors did not. A reviewer may then examine the graphical overlay and list of assumptions to identify where exclusion restrictions are unlikely to hold and/or the model might be misspecified, and document it. This can also be used to suggest improvements to the model, should analysts choose to modify or extend the original model.
Discussion
Causal inference is hard (1, 3, 9, (18) (19) (20) (21) , and relies on a large number of unknowns. In a DAG, the critical assumptions are hidden in the space between nodes and arcs. While it is impossible to map the space beyond our best theoretical understanding (5, 22, 23) , DAGWOODs highlight and display those assumptions in plain sight as a warning and a structure for analysts to justify assumptions. Unlike existing DAG augmentations (16, 24) and methods for assessing the magnitude and risks of bias (25) , the DAGWOOD framework highlights missing information in proposed DAGs, and provides a theoretical graphical for evaluating potential biases emanating from the same.
The DAGWOOD framework does not make any fundamental changes or additions to the underlying assumption structure of causal inference. Instead, it shifts the burden of proof from standard practice DAGs; instead of presenting a model under the assumption that it is valid for its intended use, it presents the model under the assumption that it is invalid, and requires the user to justify otherwise. The DAGWOOD framework lists all of the main model assumptions, and requires a positive affirmation that there does not exist any non-negligible biasing potential contained within them. In some cases, particularly when there are few known confounders and unknown confounders are unlikely, residual confounding may be bounded (26) and/or compared in magnitude against an alternative (25) . In others, negative controls (27) , sensitivity analyses, and triangulation with other methods (28) are appropriate. Importantly, DAGWOODs do not, and cannot, identify the "correct" DAG or quantitatively test its assumptions. DAGWOODs highlight the hidden causal assumptions to better allow analysts, reviewers, and consumers to evaluate those assumptions. DAGWOODs are a modest proposal to confront those assumptions directly. Further, they do not in any meaningful way address whether the model is applicable or useful, particularly with regard to external validity (29) . Justified DAGWOOD assumptions are necessary, but not sufficient conditions for valid causal inference.
While there is near infinite depth to each of the key model assumptions for causal inference (30) , not all assumptions are equally threatening to model validity. Causal inference models are incredibly fragile, requiring only a single substantial violation of assumptions to fail. However, causal inference problems and scenarios may be chosen such that the exclusion restrictions and model misspecification errors are less severe. A randomized controlled trial, for example, is designed specifically to make the no residual confounding exclusion restriction nearly irrelevant. Scenarios which have more limited severity and scope for misspecification by design, such as those in which quasi-experimental designs are feasible, may be more plausible than designs which require large adjustment sets with low-quality data. On the other hand, DAGWOODs also help make clear that extensive adjustment does not inherently improve causal inference. More complicated DAGs produce more complicated DAGWOODs and more assumptions, any one of which could itself render the causal model invalid. The depth of these assumption lists may be equally infinite across problems, but the severity of the threats to model validity is not equal.
The language we have chosen for DAGWOODs unifies some of the language and concepts perceived to be in tension between econometrics and epidemiological approaches to causal inference. Generalizing the exclusion restriction language and giving it a universal graphical form helps make it clear that the assumptions made in both disciplines are often similar in nature, if not necessarily in application. We hope that using this language and displaying these assumptions in DAG form can demystify cross-disciplinary conceptual differences and similarities, building bridges across fields and expanding methodological toolboxes (18, 31) .
Becoming an "epidemiology of consequence" (32) requires that we face the assumptions and limitations of our work head on. DAGWOODs were designed to guide analysts, reviewers, and editors to critically assess the assumptions and limitations of our work at any stage from generation, review, meta-analysis, communication, and consumption. We hope that DAGWOODs help put our assumptions and limitations before our results and conclusions.
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