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Abstract
A free differential for an arbitrary associative algebra is defined as
a differential with a uniqueness property. The existence problem for
such a differential is posed. The notion of optimal calculi for given
commutation rules is introduced and an explicit construction of it for
a homogenous case is provided. Some examples are presented.
1 Introduction
A differential d : R → RMR is called free if the differential of any element
v has a unique presentation of the form dv = dxi · vi, where x
1, . . . , xn
are generators of the algebra and dx1, . . . , dxn their differentials. Any free
differential defines a commutation formula vdxi = dxk · A(v)ik, where A :
v 7→ A(v)ik is an algebra homomorphism A : R → Rn×n. It is easy to see
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that for any homomorphism R → Rn×n there exists not more than one
free differential. We are going to consider the existence problem of such
a differential. We will show that for a given commutation rule vdxi =
dxk ·A(v)ik a free algebra generated by the variables x
1, . . . , xn has a related
free differential. We will define an optimal algebra with respect to a fixed
commutation rule. In the homogeneous case this algebra is characterized
as the unique algebra which has no nonzero A-invariant subspaces with
zero differentials. Finally, we will consider a number of example of optimal
algebras for different commutation rules. In particular, we will desc two
variable commutation rules which define commutative optimal algebra.
This article is closely related to the known Wess and Zumino paper [1].
In our terms, they prove in particular that a system on n2 quadratic forms
vanish in the optimal algebra if the Yang-Baxter equation holds.
2 Free differential calculi
Recall that a differential is a linear mapping from an algebra R to a bimodule
M satisfying the Leibniz rule:
d(uv) = d(u)v + ud(v)
Lemma 1.1 A differential d has the uniqueness property iff Ωd(R) = R
♭d(R)R♭
is a free right R-module freely generated by dx1, . . . , dxn (here R♭ = R if R
has a unit and the augmented algebra otherwise).
Due to the lemma the following definition is natural.
Definition 1.2 A differential is said to be free if it has the uniqueness prop-
erty.
That definition essentially depends on the generating space V =
∑
xiF .
Let us consider as example the case V = R. Of course, if R is not finite
dimensional, then we have an infinite set of generators. Nevertheless, there
exists a free differential with respect to that space of generators. It is exact
the universal derivation.
If d is a free differential, then linear maps Dk : R → R (partial deriva-
tives) can be defined by the formula:
d v = dxk ·Dk(v) (1)
Those maps satisfy the relations
Dk(x
i) = δik, (2)
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where δik is the Kronecker delta.
Lemma 1.3 A linear map Ad : R → Rn×n from the algebra R into the
algebra of n by n matrices over R given by the formula
Ad(v)
i
k = Dk(vx
i)−Dk(v)x
i (3)
is an algebra homomorphism i.e.
Ad(uv)
i
k = Ad(u)
l
kAd(v)
i
l (4)
Proof: Let v ∈ R. The left multiplication A(v) : ω 7→ vω is an endomorphism
of the right module Ωd(R). Ring of all endomorphisms of any free module
of rank n is isomorphic to the ring of all n by n matrices. Therefore, we can
find a homomorphism A : R→ Rn×n defined by the formulae
v dxi = dxk · A(v)ik
By the Leibnitz rule we have
v dxi = d(vxi)− d(v)xi = dxk[Dk(vx
i)−Dk(v)x
i]
therefore,
dxk ·Ad(v)
i
k = dx
k ·A(v)ik
i.e. Ad = A and Ad is also a homomorphism. ✷
Let us consider a linear map D : R → Rn of R to the space of columns
of height n acted by the formula
D(v) =


D1(v)
...
Dn(v)

 , i.e. D =


D1
...
Dn


Proposition 1.4 The map D and homomorphism Ad are connected by the
relation
D(uv) = D(u)v +Ad(u)D(v) (5)
Proof: We have
u dv = u dxi ·Di(v) = dx
k · Ad(u)
i
kDi(v)
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and
dxk ·Dk(uv) = Dk(u)v + Ad(u)
i
kDi(v)
i.e. by the uniqueness condition
Dk(uv) = Dk(u)v + Ad(u)
i
kDi(v)
✷
The inverse statement is also valid
Proposition 1.5 Let R be an algebra generated by elements x1, . . . , xn and
A : R → Rn×n be an algebra homomorphism. If D : R → R
n is a linear
map such that
Dk(x
i) = δik (6)
D(uv) = D(u)v +A(u)D(v), (7)
then the map ∆ : v 7→ dxk · Dk(v) is a free differential, where Ω∆(R) =∑
dxi · R is a free right module with the left module structure defined by
commutation rule, i.e. A∆ = A.
Proof: We have to prove ∆(xi) = dxi and the Leibnitz formulae. First
equality follows from (6) and definition of ∆. Finally
∆(uv) = dxk ·D(uv) = dxk · [Dk(u)v + Ad(u)
i
kDi(v)] = ∆(u)v + u∆(v).
✷
A natural question concerning Proposition 1.5 arises here. If a homomor-
phism A is given, then formula (7) allows one to calculate partial derivatives
of a product in terms of its factors. That fact and formula (6) show that
for a given A there exists not more then one D satisfying formulas (6) and
(7). It is not clear yet whether or not there exists at least one D of such
a type. Thus, our first task is to describe these homomorphisms of A for
which there exist free differentials with Ad = A.
Theorem1.6 Let R = F < x1, . . . , xn > be a free algebra generated by
x1, . . . , xn and A1, . . . , An be any set of n×n matrices over R. There exists
a unique free differential d such that Ad(x
i) = Ai.
Proof: The map xk 7→ Ak can be uniquely extended to a homomorphism of
algebras A : R→ Rn×n. Let us define a map D on monomials in x
1, . . . , xn
by induction on its degree. Let Dk(x
i) = δik and
Dk(x
iv) = δikv + A(x
i)jkDj(v), where A(x
i) = Ai
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We have to prove formulae (7) for arbitrary elements u, v. It can be done
by induction on degree of a monomial u.
If this degree is equal to one then (7) implies required result. Let u =
xiu1. Then by the equality A(u) = A(x
iu1) = A(x
i)A(u1) and by induction
supposition we have
Dk(uv) = Dk(x
iu1v) = δ
i
ku1v + A(x
i)jkDj(u1v) =
= [δiku1 + A(x
i)jkDj(u1)]v + A(x
i)lkA(u1)
j
lDj(v) = Dk(u)v + A(u)
j
kDj(v)
✷
Let now R be a non-free algebra defined by the set of generators x1, . . . , xn
and the set of relations fm(x
1, . . . , xn) = 0, m ∈ M i.e. R = Rˆ/Iˆ , where
Rˆ = F < xˆ1, . . . , xˆn > is a free algebra and Iˆ is its ideal generated by
elements fm(xˆ
1, . . . , xˆn), m ∈M .
Let us denote by pi the natural projection Rˆ→ R such that pi(xˆi) = xi.
Since Rn×n = R ⊗ Fn×n, pi defines an epimorphism pˆi : Rˆn×n → Rn×n by
the formulae pˆi = pi ⊗ id, where id : Fn×n → Fn×n is the identity map.
If A : R → Rn×n is any homomorphism of algebras, then we have the
following diagram of algebra homomorphism
Rˆ
Aˆ
−→ Rˆ⊗ Fn×n = Rˆn×n
pi ↓ ↓ pi ⊗ id = ↓ pˆi
R
A
−→ R⊗ Fn×n = Fn×n
(8)
Let us choose for any generator xi an arbitrary element Aˆi ∈ Rˆ such that
pˆi(Aˆi) = Ai (recall that pˆi is epimorphism). Then the map xˆi 7→ Aˆi can be
extended to an algebra homomorphism Aˆ : Rˆ→ Rˆn×n (recall that xˆ
1, . . . , xˆn
are free variables). That homomorphism completes (8) to a commutative
diagram. For any relation fm(xˆ
1, . . . , xˆn) we have:
pˆi(Aˆ(fm(xˆ
1, . . . , xˆn))) = A(pi(fm(xˆ
1, . . . , xˆn))) = 0. (9)
Furthermore,
kerpˆi = ker(pi ⊗ id) = kerpi ⊗ Fn×n = In×n,
and finally
Aˆ(fm(xˆ
1, . . . , xˆn)) ∈ kerpˆi = In×n.
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Theorem 1.6 claims that for the homomorphism Aˆ : Rˆ → Rˆn×n there exi a
unique free differential dˆ of the free algebra Rˆ.
Definition 1.7 The differential dˆ is called a cover differential with respect
to the homomorphism A : R→ Rn×n .
Thus we have proved:
Theorem 1.8 For any homomorphism A : R → Rn×n there there exists a
cover differential dˆ of the algebra Rˆ.
Proposition 1.9 An algebra R with generators x1, . . . , xn and the set of
defining relations {fm, m ∈ M} has a free differential with respect to a
homomorphism A : R→ Rn×n if and only if
Dˆk(fm(xˆ
1, . . . , xˆn)) ∈ Iˆ
where Dˆk are partial derivatives of the cover differential dˆ.
Proof: Let the free differential exist. We claim that the diagram
Rˆ
Dˆ
−→ Rˆn
pi ↓ ↓ pin
R
D
−→ Rn
is commutative. Indeed, the difference ∆ = D ◦pi − pin ◦ Dˆ acts trivially on
generators:
∆k(xˆ
i) = Dkpi(xˆ
i) − piDˆk(xˆ
i) = δik − pi(δ
i
k) = 0
Commutativity of (8) implies A(pi(f)) = pˆi(A(f)) and by (7) we have
∆(fh) = D(pif · pih) − pinDˆ(fh) =
= D(pif)pih + A(pif)D(pih) − pin(Dˆ · h + Aˆf · Dˆh) =
= ∆(f)pih + A(pif)∆(h)
By evident induction, ∆ = 0.
Finally for any relation fm we have
piDˆ(fm(xˆ
1, . . . , xˆn)) = D(pi(fm(xˆ
1, . . . , xˆm))) = 0
i.e. Dˆk(fm) ∈ kerpi = Iˆ.
Inversely, if Dˆk(fm) ∈ kerpi = Iˆ then we have
Dˆ(ufmv) = Dˆ(u)fmv + Aˆ(u)Dˆ(fm)v + Aˆ(u)Aˆ(fm)Dˆ(v)
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≡ Aˆ(u)Aˆ(fm)Dˆ(v) (mod I)
By (8) one has pˆiAˆ(fm) = A(pifm) = 0 and Aˆ(fm) ∈ ker pˆi = In×n. Therefore
Dˆk : Rˆ → Rˆ induce maps Dk : Rˆ/Iˆ → Rˆ
π
−→ R in such a way that
D ◦ pi = pin ◦ Dˆ. Finally for arbitrary u = pif ∈ R and v = pih ∈ R we have
D(uv) = D(pif · pih) = pinDˆ(f)h + pinAˆ(f)Dˆ(h) =
= D(pif)pih + A(pif)D(pih) = D(u)v + A(u)v
and by Proposition 1.5 the proposition is proved. ✷
Corollary 1.10 Let an algebra R be defined by generators x1, . . . , xn and
the set of homogeneous relations {fm} of the same degree. If A : R→ Rn×n
acts linearly on generators A(xj)ik = α
ij
klx
l, then for the pair (R,A) there
exists a free differential iff for all m
dˆfm = 0 . (10)
Definition 1.11 An ideal I of a free algebra Rˆ = F < xˆ1, . . . , xˆn > is said
to be comparable with a homomorphism A : Rˆ → Rˆn×n if the factor ring
Rˆ/I has a free differential satisfying the commutation rules
xjdxi = dxk ·A(xj)ik . (11)
If an ideal I is A-comparable, then Lemma 1.3 defines a homomorphism
A : r 7→ Aik(r) from the factor algebra into the matrix algebra over it.
Thanks to Proposition 1.8, it follows that I is A-invariant and A-stable in
the sense of the following definition:
Definition 1.12 An ideal J of the algebra Rˆ is said to be A-invariant if
Aik(J) ⊆ J , where A : r 7→ A
i
k(r) is a homomorphism. An ideal I is said
to be A-stable if Dk(I) ⊆ I for any of partial derivatives Dk defined by a
differential d corresponding to A (see Theorem 1.6).
For any homomorphism A there exists the largest A-comparable ideal
I(A) – the sum of all comparable ideals. It is is again A-comparable because
a sum of invariant ideals is invariant and a sum of of stable ideals is stable
one.
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Now, we are going to describe the ideal I(A) in the homogeneous case.
If a homomorphism A preserves a degree, then it must act linearly on gen-
erators Aik(xˆ
j) = αijklxˆ
l. Therefore, the homomorphism A is defined by t
2-covariant 2-contravariant tensor A = αijkl.
Theorem 1.13 For any 2-covariant 2-contravariant tensor A = αijkl the
ideal I(A) can be constructed by induction as the homogeneous space I(A) =
I1(A) + I2(A) + I3(A)+, · · · in the following way:
1. I1(A) = 0
2. Assume that Is−1(A) has been defined and Us be a space of all polyno-
mials m of degree s such that Dk(m) ∈ Is−1(A) for all k. 1 ≤ k ≤ n.
Then Is(A) is the largest A-invariant subspace of Us.
Proof: First of all, we should note that the maximal A–comparable ideal
has to be homogenous (graded). It is sufficient to prove that every A–
comparable ideal is contained in the homogenous one. Since our free algebra
Rˆ = Rˆ1+ Rˆ2+ . . . is graded, every element u ∈ Rˆ has unique decomposition
u = u1 + u2 + . . . into homogenous components. Let J be an arbitrary
A–comparable ideal. Define Js = {us : u ∈ J}. For u ∈ J one has A
i
k(u) =
Aik(u1) +A
i
k(u2) + . . . ∈ A
i
k(J) ⊆ J and degA
i
k(us) = degus = s. Therefore
Aik(Js) ⊆ Js. Analogously, Dk(u) = Dk(u1) + Dk(u2) + . . . ∈ Dk(J) ⊆ J
and degDk(us) = s − 1. So Dk(Js) ⊆ Js−1 and the sum J1 + J2 + . . . is an
A–comparable subset. Similarly, RˆtJsRˆp ⊆ Jt+s+p, hence J1+ J2+ . . . is an
ideal in Rˆ.
Next step is to prove that I(A) is an ideal. It is sufficient to show that
Is−1xˆ
i + xˆjIs−1 ⊆ Is ∀ i, j. Let V be the space generated by the variables
xˆ1, . . . , xˆn. Let us prove by induction that Is−1V + V Is−1 ⊆ Is. We have
Dk(Is−1V + V Is−1) ⊆ Dk(Is−1)V +A
j
k(Is−1)Dj(V ) +Dk(V )Is−1+
+Ajk(V )Dj(Is−1) ⊆ Is−2 · V + Is−1 + Is−1 + V · Is−2 ⊂ Is−1
It follows that Is−1V + V Is−1 ⊆ Us. Finally, the space Is−1V + V Is−1 is
Ajk− invariant as so are Is−1 and V . Therefore Is−1V + V Is−1 ⊂ Is and I
is an ideal.
Let now J = J1 + J2 . . . be an arbitrary (graded) A−comparable ideal. We
are going to prove by induction that Js ⊆ Is. Let u = βkxˆ
k ∈ J1. Then
βkx
k = 0 in factor–ring Rˆ/J . Therefore βkdx
k = 0 and βk = 0 by unique-
ness condition. So u = 0 in the free algebra and 0 = J1 = I1.
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Let Js−1 ⊆ Is−1. By the Proposition 1.9 one has Dk(Js) ⊂ J . All elements
from Dk(Js) have degree equal to s − 1. Therefore Dk(Js) ⊆ Js−1 ⊆ Is−1
and by the definition of Us we have Js ⊆ Us. Finally Js is A–invariant space
and by the definition of the space Is we obtained Js ⊆ Is. ✷
Let us denote by RˆA the factor algebra Rˆ/I(A). In some sense RˆA is an
optimal algebra which has a free differential with respect to the commutation
rule A. Indeed, Theorem 1.13 shows in particular that if a homogeneous
element is such that all elements of the invariant subspace generated by it
have all partial derivatives equal to zero, then that element vanishes in the
optimal algebra.
We also have proved that there exists maximal algebra which has a free
differential with any given commutation rule (this is the free algebra, see
Theorem 1.6). Of course, it is very interesting to consider a number of con-
crete commutation rules A and related algebras RˆA.
Example 1. Let us consider the diagonal commutation rule: xjdxi =
dxi · qijxj , with the symmetry condition qijqji = 1, i 6= j. If none of the co-
efficients qij is a root of a polynomial of the type λ[m]
.
= λm−1+λm−2+· · ·+1,
then the optimal algebra RˆA is equal to F < x
1, . . . , xn > /{qijxixj =
xjxi, i < j}.
If (qii)[mi] = 0, 1 ≤ i ≤ s with minimal mi then
RˆA = F < x
1, . . . , xn > /{qijxixj = xjxi, i < j, (xi)mi = 0, 1 ≤ i ≤ s}.
Example 2. Let A = 0 i.e. xidxj = 0. Then dˆ is a homomorphism of right
modules and the optimal algebra is free RˆA = Rˆ.
Example 3. Let xidxj = −dxi · xj . Then the optimal algebra is the small-
est possible algebra generated by the space V i.e. RˆA = F < x
1, . . . , xn >
/{xixj = 0}.
Example 4. Let x1dx1 = dx1 · (α2x
2 + · · · + αnx
n) and xidxj = −dxi · xj
if i 6= 1 or j 6= 1. Then the optimal algebra is almost isomorphic to the
ring of polynomials in one variable. More precisely, RˆA = F < x
1, . . . , xn >
/{xixj = 0, unless i = j = 1}.
Example 5. If n = 2 and x1dx1 = dx1 ·µx2, x1dx2 = −dx1 · x2, x2dx1 =
−dx2x1, x2dx2 = dx2 · λx1, then the optimal algebra is isomorphic to the
direct sum of two copies of the polynomial algebra RˆA = F < x
1, x2 >
/{x1x2 = x2x1 = 0}.
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Finally, we can formulate result which describes numbers of commuta-
tion rules in two variables for which the optimal algebra is commutative.
Theorem 1.14 In the two variable case, the following five series have com-
mutative optimal algebra:
1. x1dx1 = dx1 · u + dx2 · s, x1dx2 = dx1 · w + dx2 · (λs+ x1),
x2dx1 = dx1 · (w + x2) + dx2 · (λs),
x2dx2 = dx1 · (λw) + dx2 · (λ2s− λu+w + λx1 + x2);
2. x1dx1 = dx1·(x1+λw+s) + dx2·w, x1dx2 = dx1·γw+ dx2·(x1+s),
x2dx1 = dx1·(x2+γw)+ dx2·s, x2dx2 = dx1·γs+ dx2·(x2+γw−λs);
3. x1dx1 = dx1 · (x1 + γw), x1dx2 = dx1 · w + dx2 · x1,
x2dx1 = dx1 · (x2 + w), x2dx2 = dx1 · s + dx2 · (x2 + w − γs);
4. x1dx1 = dx1 · u, x1dx2 = dx2 · x1,
x2dx1 = dx1 · x2, x2dx2 = dx2 · v;
5. x1dx1 = dx1 · u, x1dx2 = dx2 · u,
x2dx1 = dx1 · x2 + dx2 · (u− x1), x2dx2 = dx1 · w + dx2 · v.
where u, v, w, s are arbitrary elements from the space V and λ, γ are param-
eters from the base field.
Remark. The above series are not independent. For example, the stan-
dard Newton–Leibnitz calculi (xidxj = dxj · xi) belongs, as a special case
to each of them, by putting s = w = 0, u = x1, v = x2. More detailed
discussion of the above examples and classification theorem for calculi with
a commutative optimal algebra will be given elsewhere [2].
References
[1] J. Wess and B. Zumino, Covariant differential calculus on the quantum
hyperplane. Nuclear Physics 18B (1990), p.303 .
[2] A. Borowiec, V. K. Kharchenko and Z. Oziewicz Differentials with
Uniqueness Property – in preparation.
10
