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Summary
An SIR model with the coinfection of the two infectious agents in a single host population is
considered. The model includes the environmental carry capacity in each class of population.
A special case of this model is analyzed and several threshold conditions are obtained which
describes the establishment of disease in the population.We prove that for small carrying capac-
ity K there exist a globally stable disease free equilibrium point. Furthermore, we establish the
continuity of the transitiondynamics of the stable equilibriumpoint, i.e.weprove that (1) for small
values of K there exists a unique globally stable equilibrium point, and (b) it moves continuously
asK is growing (while its face type may change). This indicate that carrying capacity is the crucial
parameter and increase in resources in terms of carrying capacity promotes the risk of infection.
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1 Introduction
Coinfection means that a person is affected by more than one infectious agents at a time. Many pathogens that infect humans (e.g., viruses, bac-
teria, protozoa, fungal parasites) often coexist within individuals 1. Consequently co-infection of individual hosts by multiple infectious agents is
a phenomenon that is very frequently observed in natural populations. The study of complete dynamics of this phenomenon involves many com-
plexities. By understanding the multiple interactions that cause co-infection, we will be able to understand and intelligently predict how a suite of
co-infections will together respond tomedical interventions as well as other environmental changes 2.
Mathematical analysis of infectious diseases has significant importance in infectious disease epidemiology to study not only the dynamics of dis-
easebut it is also veryhelpful todesign thepractical controlling strategies.Mathematical analysis andmodels have successfully explainedpreviously
mystifying observations and played a central part in public health strategies in many countries 3,4.
Manymathematical studies exist on interaction ofmultiple strains andmultiple disease co-interactions in 5,6, 7, 8 9, 10,11, 12, 13. Some of the studies
are about the general dynamics of coinfection in 14, 15, 16.
Since coinfection includes a lots of complexities and therefore a lot of different classes and interactions between classes. This implies the neces-
sity of advanced mathematical analysis to handle this problem. But there is also a risk that one reaches the boarder of what is actually possible to
analyse. Previously, Allen et al. 17 studied a SI model with density dependent mortality and coinfection in a single host where one strain is vertically
and the other is horizontally transmitted and themodel has application on hantavirus and arenavirus andGao et al. 18 studied a SISmodel with dual
infection. Simultaneous transmission of infection and no immunity has been considered. The study revealed that the coexistence ofmultiple agents
caused co-infection and made the disease dynamics more complicated. It was observed that coexistence of two disease can only occur in the pres-
ence of coinfection. In above models they considered that the number of births per unit time is constant. Our approach in this paper is to show
different degrees of complexities and to suggest a model which is an extension of model studied by Ghersheen et al. in 19 where an SIR model was
analysed. Thatmodel describes the coinfection of the two infectious agents in a single host populationwith an addition of limited growth of suscep-
tible in termsof carrying capacity. Previously, to diminish the complexity, itwas considered that there is no interactionbetween two single infectious
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agent and coinfection only occur as a result of interaction between coinfected class and single infected class and coinfected class and susceptible
class. In this model we addmore complexity by relaxing all these assumptions and adding the density dependence in each class. The addition of two
viruseswith density dependence for human population is a newmodelling perspective since death and birth rates changes over time in human pop-
ulation. One billion out of eight billions of human population is facing the problem of hunger due to the lack of resources that can fluctuate the birth
rates over time. So, in contrast to Allen et al. 17 and Gao we first analyse the model with same interaction terms but only the growth of susceptible
class is limited in terms of carrying capacity, since infected and recovered population is regulated by its death rate. We assume that infected and
recovered individuals cannot reproduce.
We formulate a SIRmodel with coinfection and logistic type population growth in each class population to study the effects of carrying capacity
on disease dynamics. However, contrary to 17, to study the global behaviour of the system, the reduction of the system is needed to some sense. So
in the first place we consider the relative simplified model and only limit the growth of susceptible populations in terms of carrying capacity. We
assume that the infected population cannot reproduce due to infection. We carried out the local and global stability analysis using a generalized
Volterra function for each stablepoint to study the completedynamicsof disease.WeanalyseaSIRmodelwith complete cross immunity. In section2
we begin with the description of full model and in section 2we presented and analysed a submodel. In Section 3we recall some general facts about
SIRmodel (1), and in the remained sections we characterize all equilibrium points and give the results regarding local and global stability.
2 Formulation of themodel
The first model is the relevant extension to the model presented in 19 to understand the complex dynamics of coinfection. Firstly, we assume that a
susceptible individual can be infected with either one or both infectious agents as a result of contact with coinfected individual. Secondly, coinfec-
tion occur as a result of contact between two single infected individuals or coinfected and single infected person. This process is illustrated in the
compartmental diagram in FIGURE1.
I1
S
I12
R
I2
α1, β1 α2, β2
η1, γ1
α3
ρ3
η2, γ2
ρ1 ρ2
FIGURE 1 Flow diagram for two strains coinfectionmodel.
Following 19,17,20,21, we assume limited population growth by making the per capita reproduction rate depend on the density of population. We
also consider the recovery of each infected class. The SIRmodel is then described by the system of five ordinary differential equations as follows
S′ =
(
b1(1− N
K1
)− α1I1 − α2I2 − (β1 + β2 + α3)I12 − µ0
)
S,
I′1 =
(
b2(1− N
K2
) + α1S− η1I12 − γ1I2 − µ1
)
I1 + β1SI12,
I′2 =
(
b3(1− N
K3
) + α2S− η2I12 − γ2I1 − µ2
)
I2 + β2SI12,
I′12 =
(
b4(1− N
K4
) + α3S + η1I1 + η2I2 − µ3
)
I12 + (γ1 + γ2)I1I2,
R′ =
(
b5(1− N
K5
)− µ′4
)
R + ρ1I1 + ρ2I2 + ρ3I12.
(1)
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Here S represents the susceptible class, I1 and I2 are infected classes from strain 1 and strain 2 respectively, I12 represents co-infected class, R
represents the recovered class. Finally,
N = S + I1 + I2 + I12 +R
is the total population. Here
• bi is the birthrate of class i = 1, 2, 3, 4;
• Ki is carrying capacity of class i = 1, 2, 3, 4;
• ρi is recovery rate from each infected class (i = 1, 2, 3);
• βi is the rate of transmission of single infection from coinfected class (i = 1, 2);
• γi is the rate at which infected with one strain get infected with the other strain andmove to coinfected class (i = 1, 2);
• µ′i is death rate of each class, (i = 1, 2, 3, 4);
• α1,α2,α3 are rates of transmission of strain 1, strain 2 and both strains (in the case of coinfection),
• ηi is rate at which infected from one strain getting infection from co-infected class (i = 1, 2) and µi = ρi + µ′i , i = 1, 2, 3.
In the present paper we address a certain specialization of (1) (a SIR model with limited growth of susceptible population). More precisely, we
assume that the per capita reproduction of susceptible population is limited by carrying capacityK < ∞while infected and recovered individuals
cannot reproduce, i.e.
bi = 0 for i ≥ 2.
The corresponding SIRmodel reduces to the following system:
S′ = (b(1− S
K
)− α1I1 − α2I2 − (β1 + β2 + α3)I12 − µ0)S,
I′1 = (α1S− η1I12 − γ1I2 − µ1)I1 + β1SI12,
I′2 = (α2S− η2I12 − γ2I1 − µ2)I2 + β2SI12,
I′12 = (α3S + η1I1 + η2I2 − µ3)I12 + (γ1 + γ2)I1I2,
R′ = ρ1I1 + ρ2I2 + ρ3I12 − µ′4R.
(2)
We consider some natural assumptions on the fundamental parameters of the system and the initial data. First note that if the reproduction rate
of susceptible is less than their death rate then population will die out quickly. So we shall always assume that
b > µ0.
The system is considered under the natural initial conditions
S(0) > 0, I1(0) ≥ 0, I2(0) ≥ 0, I12(0) ≥ 0. (3)
Then it follows from the standard theory (see, for example, Proposition 2.1 in 22) that any integral curve with (3) is staying in the non negative cone
for all t ≥ 0. Note also that since the variableR is not present in the first four equations, wemay consider only the first four equations of system (1).
In 19 the particular case of (2) was completely treated, when the parameters βi and γj vanish, i.e.
β1 = β2 = γ1 = γ2 = 0, (4)
The corresponding system has the Lotka-Volterra type and an approach based on the linear complimentary problem was suggested. The latter
allows to obtain an effective description of the transition dynamics of (2) for any admissible values of the fundamental parameters. The present
model is more involved and is no longer a Lotka-Volterra system. But, thinking of (2) as a perturbation of the Lotka-Volterra case it is reasonable to
believe that some basic properties can be extended for positive small values βi and γj. Belowwe shall see that this is indeed the case.
Let us introduce the reproduction/threshold numbers of the system (2) for strains 1 and 2 respectively by
σi :=
µi
αi
, 1 ≤ i ≤ 2.
Then by change of the indices (if needed) wemay assume that σ1 < σ2, i.e.
σ1 < σ2.
The letter alsomeans that strain 1 is more aggressive than strain 2.
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Since the interaction between coinfected and susceptible classes results a single infection transmission or simultaneous transmission of two
infections:
β1SI12 → I1
β2SI12 → I2
α3SI12 → I12
it follows from FIGURE1 that the corresponding reproduction/threshold number of the coinfected class is determined by
σ3 =
µ3
αˆ3
=
µ3
α3 + β1 + β2
. (5)
where
αˆ3 := α3 + β1 + β2 (6)
is the total transmission rate of infection from coinfected class to susceptible class. Note that in the Lotka-Volterra case (4) σ3 = µ3α3 which iscompletely consistent with the notation of 19.
For biological reasons, the latter total transmission rate should be less than other transmission rates comparable with the corresponding death
rates. On the other hand, it is natural to assume that the death ratesµi are almost the same for different classes. Thismakes it natural to assume the
following hypotheses:
σ1 < σ2 < σ3. (7)
Finally, let us introduce an important parameter of the above system, the so-calledmodified carrying capacity defined by
S∗∗ := K(1− µ0
b
) > 0. (8)
Note that S∗∗ is always less thanK but it is proportional toKwhenever b and µ0 are fixed. We study the transition dynamics of stable equilibrium
states depending on the value ofK in section 6 below. The vector of fundamental parameters
p = (b,K, µi, αj , ηk, γk, βk) ∈ R11+ , 0 ≤ i ≤ 3, 1 ≤ j ≤ 3, 1 ≤ k ≤ 2,
is said to be admissible if (7) holds.
3 General facts on the SIRmodel
(2) In this section, we study some basic properties for the system (2) which are essential in the our analysis of stability results. We follow the
approach given in 19 for the Lotka-Volterra case (4).
Proposition 1. If (S, I1, I2, I12)(t) is a solution of (2) with S(0) positive then
S(t) ≤ 1
1
S∗∗ (1− e−(b−µ0)t) + 1S(0) e−(b−µ0)t
. (9)
In particular,
S(t) ≤ max{S∗∗, S(0)} (10)
and
lim sup
t→∞
S(t) ≤ S∗∗. (11)
Proof. It follows from the first equation of (2)
S′ − (b− µ0)S ≤ − bS
2
K
,
which can bewritten as
(Se−(b−µ0)t)′ ≤ − b
K
e−(b−µ0)tS2.
Dividing both sides by (S′e−(b−µ0)t)2 and integrating from 0 to t gives,
e(b−µ0)t
S
≥ b
K(b− µ0)
(e(b−µ0)t − 1) + 1
S(0)
,
which yields (9). Then relations (10) and (11) follow immendiately from (9).
Another important property of the general system (2) is the following.
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Proposition 2 (Global estimates). If (S, I1, I2, I12)(t) is a solution of (2) with positive initial data then
S(t) + I1(t) + I2(t) + I12(t) ≤ max{S(0) + I1(0) + I2(0) + I12(0), bSm
µ
} (12)
for t ≥ 0, where µ = min0≤i≤3 µi and Sm = max{S∗∗,S(0)}.
Proof. Summing up the first four equations of (2) we obtain
S′ + I′1 + I
′
2 + I
′
12 ≤ (b−
bS
K
)S − µ(S + I1 + I2 + I12).
Let y(t) = S + I1 + I2 + I12, then
y′ ≤ bSm − µy.
Multiplying both sides by eµt and integrating the above equation from 0 to t gives
y(t) ≤ e−µty(0) + bSm
µ
(1− e−µt).
By (10), we have y(t) ≤ max{y(0), bSm
µ
}which proves our claim.
Finally, in the global stability analysis given below in section 5, we shall need the following result established recently in 19.
Proposition3. Suppose that f(t) ∈ Lp([0,∞))∩C1([0,∞)), wherep ≥ 1, and thefirst khigher derivatives are bounded: f′, . . . , f(k) ∈ L∞([0,∞)).
Then
lim
t→∞ f(t) = . . . = limt→∞ f
(k−1)(t) = 0.
4 Equilibrium points: the local stability analysis
4.1 Basic properties
In this section we identify all equilibria of the system (2) in the case when
β1 > 0, β2 > 0, γ1 + γ2 > 0 (13)
and determine their local stability properties. First, let us remark some useful balance relations which hold for any equilibrium point Y =
(Y0,Y1,Y2,Y3) of (2). Since we are only interested in nonnegative equilibrium states we always assume that
Y = (Y0, Y1, Y2, Y3) ≥ 0.
Thenwe have
(b(1− Y0
K
)− α1Y1 − α2Y2 − (β1 + β2 + α3)Y3 − µ0)Y0 = 0
(α1Y0 − η1Y3 − γ1Y2 − µ1)Y1 + β1Y0Y3 = 0
(α2Y0 − η2Y3 − γ2Y1 − µ2)Y2 + β2Y0Y3 = 0
(α3Y0 + η1Y1 + η2Y2 − µ3)Y3 + (γ1 + γ2)Y1Y2 = 0
(14)
Denote byG1 := (0, 0, 0, 0) the trivial equilibrium state. Then
Y0 6= 0 unless Y = G1. (15)
Indeed, ifY0 = 0 thenwehave fromthe secondequationof (14) that (η1Y3+γ1Y2+µ1)Y1 = 0. But by thepositivity assumption,η1Y3+γ1Y2+µ1 ≥
µ1 > 0, henceY1 = 0. For the same reasonwe haveY2 = 0, thus the last equation in (14) yields
µ3Y3 = (γ1 + γ2)Y1Y2 = 0,
henceY3 = 0 too. This proves thatY = G1 and proves (15).
It follows that any nontrivial equilibrium stateY 6= G1 must satisfy
b(1− Y0
K
)− α1Y1 − α2Y2 − (β1 + β2 + α3)Y3 − µ0 = 0
which implies by (8) and (6) the balance equation
α1Y1 + α2Y2 + αˆ3Y3 =
b
K
(S∗∗ − Y0) (16)
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Also, summing up equations in (14) we obtain
µ1Y1 + µ2Y2 + µ3Y3 =
b
K
(S∗∗ − Y0)Y0. (17)
Taking into account (15), the latter identities imply a priori bounds forY0:
Lemma 1. LetY 6= G1 be a nontrivial equilibrium point of (2). Then
0 < Y0 ≤ S∗∗, (18)
and the equality holds if and only ifY1 = Y2 = Y3 = 0. Furthermore,
σ1 ≤ Y0 ≤ min{S∗∗, σ3}, (19)
unlessY0 = S∗∗.
Proof. Indeed, the first claim follows immediately from (16). Next, assuming thatY0 6= S∗∗ and dividing (17) by (16) we getY0 = µ1Y1+µ2Y2+µ3Y3α1Y1+α2Y2+αˆ3Y3which readily yields (19).
Combining the above estimates we obtain from (16) the following a priori bound on the coordinates of an arbitrary equilibrium point Y distinct
fromG2 := (S∗∗, 0, 0, 0) that
‖Y ‖∞ := max
0≤i≤3
Yi ≤ max
{
b− µ0
α1
,
b− µ0
α2
,
b− µ0
αˆ3
, σ3
}
(20)
4.2 Equilibrium points of (2)
Note that (2) always has the trivial equilibrium state
G1 = (0, 0, 0, 0).
The first nontrivial equilibriumpoint is the disease-free equilibrium (or a healthy equilibrium)which is an equilibrium such that the disease is absent
in all the patches. In the present notation the disease-free equilibrium corresponds to I1 = I2 = I12 = 0, and it follows from (2) that
G2 = (S
∗∗, 0, 0, 0).
Then Lemma 1 shows that the value of the susceptible class for the healthy equilibrium stateG2 is the largest possible among all equilibrium points.
Suppose that Y3 = 0. Then it follows from (14) that besides G2 there exist exactly two equilibrium points with the presence of the first or the
second strains, given respectively by
G3 =
(
σ1,
b
Kα1
(S∗∗ − σ1), 0, 0
)
when S∗∗ > σ1. (21)
and
G4 =
(
σ2, 0,
b
Kα2
(S∗∗ − σ2), 0
)
when S∗∗ > σ2. (22)
Finally suppose that Y be a nontrivial equilibrium point such that Y3 6= 0. Since Y0 6= 0, the second and the third equations in (14) immediately
imply that Y1 6= 0 and Y2 6= 0 as well. Thus Y3 6= 0 implies that Y must have all positive coordinates. This equilibrium point is related to the
coexistence of both strains with coinfection and is called the coexistence equilibrium point.We shall denote it by
G5 = (S
∗, I∗1 , I
∗
2 , I
∗
12).
Note that due to the complexity of ourmodel it is difficult tofind the coordinates of theG5-type equilibriumpoints explicitly. It is also a priori unclear
howmany such coexistence equilibrium points can exist.We address this issue in a forthcoming paper.
4.3 The trivial equilibrium pointG1
The Jacobianmatrix forGi = (0, 0, 0, 0) is
J =

b− µ0 0 0 0
0 −µ1 0
0 0 −µ2 0
0 0 0 −µ3

Since b− µ0 > 0, the trivial equilibrium pointG1 is always locally unstable. In fact, we have a stronger observation.
Samia Ghersheen, Vladimir Kozlov, Vladimir Tkachev*, UnoWennergren 7
Proposition 4. If
κ := lim sup
t→∞
(α1I1 + α2I2 + αˆ3I12) < (b− µ0), (23)
then
lim inf
t→∞ S(t) ≥
K
b
(b− µ0 − κ). (24)
In particular, if I1, I2, I12 → 0 as t→∞ then S(t) is separated from zero.
Proof. By virtue of (23) we have for every κ1 ∈ (κ, (b− µ0)) that there exist t1 > 0 such that
α1I1 + α2I2 + αˆ3I12 ≤ κ1
holds for any t ≥ t1. It follows from the first equation of (2) that
S′(t)− (b− µ0 − κ1)S(t) ≥ − bS(t)
2
K
,
for t ≥ t1, hence
(S(t)e−(b−µ0−κ1)t)′ ≥ − b
K
e−(b−µ0−κ1)tS(t)2.
Dividing both sides by (S′e−(b−µ0−κ1)t)2 and integrate from t1 to t gives,
e(b−µ0−κ1)(t−t1)
S(t)
≤ b
K(b− µ0 − κ1)
(e(b−µ0−κ1)(t−t1) − 1) + 1
S(t1)
,
which leads to
S(t) ≥ S(t1)
b
K(b−µ0−κ1)S(t1)(1− e−(b−µ0−κ1)(t−t1 ) + e−(b−µ0−κ1)(t−t1)
, for t ≥ t1
and gives
lim inf
t→∞ S(t) ≥
K
b
(b− µ0 − κ1).
Since κ1 is an arbitrary number from (κ, b− µ0), this implies (24).
4.4 The disease-free equilibriumG2
Aswe know by Lemma 1, the disease-free equilibriumG2 = (S∗∗, 0, 0, 0) has the largest possible among all equilibrium points. The Jacobianmatrix
forG2 = (S∗∗, 0, 0, 0) is
J =

−(b− µ0) −α1S∗∗ −α2S∗∗ −αˆ3S∗∗
0 α1S∗∗ − µ1 0 β1S∗∗
0 0 α2S∗∗ − µ2 β2S∗∗
0 0 0 α3S∗∗ − µ3
 ,
and has all negative eigenvalues if S∗∗ ≤ σ1 and (7) holds. This implies
Proposition 5. The disease free equilibrium pointG2 is locally stable whenever S∗∗ ≤ σ1 holds.
4.5 The equilibrium point with the presence of the first strainG3
The local stability analysis of equilibrium pointsG3 andG4 is more involved. First note that it follows from (21) thatG3 is nonnegative if and only if
I∗1 :=
b
Kα1
(S∗∗ − σ1) ≥ 0,
and, moreover,G3 = G2 when I∗1 = 0. Using (21), we find the corresponding Jacobianmatrix evaluated atG3:
J =
[
A ?
0 B
]
=

−bσ1
K
−α1σ1 −α2σ1 −αˆ3σ1
α1I∗1 0 −γ1I∗1 −η1I∗1 + β1σ1
0 0 −α2(σ2 − σ1)− γ2I∗1 β2σ1
0 0 (γ1 + γ2)I∗1 α3σ1 + η1I
∗
1 − µ3

where we partitioned the Jacobianmatrix into 2× 2 blocks with
A =
[
−bσ1
K
−α1σ1
α1I∗1 0
]
, B =
[
−α2(σ2 − σ1)− γ2I∗1 β2σ1
(γ1 + γ2)I∗1 α3σ1 + η1I
∗
1 − µ3
]
It follows that the equilibrium pointG3 is stable if and only if bothA andB are stable.We have for the first blockmatrix
trA = −bσ1
K
< 0, detA = α21I
∗
1σ1 > 0,
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thereforeA is stable for any choice of parameters provided thatG3 exists and distinct ofG2 (i.e. I∗1 > 0).
Next notice that the matrix B is stable if and only if its trace is negative and the determinant is positive. Since the first diagonal element in C is
negative by (7), and the anti-diagonal elements are positive, the positivity of the determinant implies that
B22 = α3σ1 + η1I
∗
1 − µ3 < 0. (25)
Therefore, det B > 0 implies that tr B = B11 + B22 < 0, i.e. B is stable. This shows that the block B is stable if and only if det B > 0 holds. In
summary, we have
Proposition 6. The equilibrium point with the presence of the first strainG3 is locally stable if and only if I∗1 > 0 and
detB = det
[
−α2(σ2 − σ1)− γ2I∗1 β2σ1
(γ1 + γ2)I∗1 α3σ1 + η1I
∗
1 − µ3
]
> 0. (26)
Let us consider the determinantal condition (26) in more detail. In the Lotka-Volterra case (4) treated in 19, one has γi = βj = 0, hence the
corresponding determinant condition
detB0 = det
[
−α2(σ2 − σ1) 0
0 α3σ1 + η1I∗1 − µ3
]
> 0
becomes equivalent to a simpler inequality (cf. with (25))
I∗1 =
b
Kα1
(S∗∗ − σ1) < µ3 − α3σ1
η1
.
Coming back to the general case (13), the determinant
∆(λ) := det
[
−α2(σ2 − σ1)− γ2λ β2σ1
(γ1 + γ2)λ α3σ1 + η1λ− µ3
]
is a quadratic polynomial in λwith a negative leading coefficient. Further, by virtue of (5) and (7) we have
∆(0) = α2α3(σ2 − σ1)
(
µ3
α3
− σ1
)
> α2α3(σ2 − σ1) (σ3 − σ1) > 0,
hence the equation∆(λ) has a unique positive root.We denote it byΛ. Then one can easily see that (26) is equivalent to the inequality
0 < I∗1 =
b
Kα1
(S∗∗ − σ1) < Λ. (27)
which is equivalent to
σ1 < S
∗∗ < σ1 +
Kα1
b
Λ (28)
and under this condition the equilibrium pointG3 is stable.
When∆(I∗1 ) ≈ 0 and negative, it is plausible to expect thatG3 bifurcates into an inner point ofG5-type.We shall consider this question in short
in section 6 below.
4.6 The equilibrium point with the presence of the second strainG4
Similarly to the above,G4 is nonnegative if and only if
I∗2 :=
b
Kα2
(S∗∗ − σ2) ≥ 0.
Note that ifG4 is nonnegative then S∗∗ ≥ σ2, hence by virtue of (7),G3 is nonnegative too. The Jacobianmatrix evaluated atG4 is
J =

−bσ2
K
−α1σ2 −α2σ2 −αˆ3σ2
0 α1(σ2 − σ1)− γ1I∗2 0 β1σ2
α2I∗2 −γ2I∗2 0 −η2I∗2 + β2σ2
0 (γ1 + γ2)I∗2 0 −µ3 + α3σ2 + η2I∗2
 (29)
Note that, the elementary row operation of thematrix (29) do not affect the eigenvalues of this matrix. Therefore, after an obvious rearrangement,
the stability of J is equivalent to that of the followingmatrix
J˜ =
[
C ?
0 D
]
with the diagonal 2× 2-blocks
C =
[
−b S
K
−α2σ2
α2I∗2 0
]
, D =
[
α1(σ2 − σ1)− γ1I∗2 β1σ2
(γ1 + γ2)I∗2 −µ3 + α3σ2 + η2I∗2
]
(30)
So J is stable if and only if the blocks (30) are stable. The first block C is stable provided G4 is nonnegative. Thus, the stability of G4 is equivalent to
that ofD. Similarly to the previous case, we have
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Proposition 7. The equilibrium point with the presence of the second strainG4 is locally stable if and only if S∗∗ > σ2 and
detD = det
[
α1(σ2 − σ1)− γ1I∗2 β1σ2
(γ1 + γ2)I∗2 −µ3 + α3σ2 + η2I∗2
]
> 0 (31)
and
trD = α1(σ2 − σ1)− γ1I∗2 − µ3 + α3σ2 + η2I∗2 < 0. (32)
Remark 1. Note that if (4) is satisfied thenD is upper triangular and has an eigenvalueα1(σ2 − σ1) > 0, thus unstable. This shows that for the local
stability of G4, γ1 must be larger an a priori lower bound. Since we consider (2) as a suitable modification of the Lotka-Volterra case (4), G4 is an
unstable point for small perturbations of the parameters γi and βj. The latter is completely consistent with the results of 19.
5 Global Stability of Equilibrium points
5.1 The Lyapunov function
Let us denote
Y =

Y0
Y1
Y2
Y3
 =

S
I1
I2
I12

and rewrite our system (2) in this notation
dYk
dt
= Fk(Y) · Yk + Hk, k = 0, 1, 2, 3, (33)
where we denote
F (Y ) = −q +AY, (34)
with
F (Y ) =

F0(Y)
F1(Y)
F2(Y)
F3(Y)
 , q =

−b + µ0
µ1
µ2
µ3
 , A =

− b
K
−α1 −α2 −αˆ3
α1 0 −γ2 −η1
α2 −γ1 0 −η2
α3 η1 η2 0
 , H =

0
β1Y0Y3
β2Y0Y3
(γ1 + γ2)Y1Y2
 (35)
ThenY∗ = (Y∗0 ,Y∗1 ,Y∗2 ,Y∗3 ) is an equilibrium point of (2) if and only if
Y ∗i Fi(Y
∗) = −Hi(Y ∗), 0 ≤ i ≤ 3. (36)
We associate withY∗ the Lyapunov function
vY ∗ (Y0, Y1, Y2, Y3) =
3∑
i=0
(Yi − Y ∗i lnYi).
The derivative computations are slightly different from the Lotka-Volterra case considered previously and the resulting function contains both the
γi, βj and theH-terms. More precisely, using consequently (34), (35) and (36) we obtain for the time derivative of vY∗ along any integral trajectory
of (33)
d
dt
vY∗ := (∇vY∗ )T
dy
dt
=
3∑
i=0
Yi − Y∗i
Yi
(Fi(Y)Yi + Hi(Y))
=
3∑
i=0
Yi − Y∗i
Yi
((Fi(Y)− Fi(Y∗))Yi + Fi(Y∗)Yi + Hi(Y))
=
3∑
i,j=0
Aij(Yi − Y∗i )(Yj − Y∗j ) +
3∑
i=0
(Yi − Y∗i )Fi(Y∗) +
3∑
i=1
Yi − Y∗i
Yi
Hi(Y)
=− b
K
(Y0 − Y∗0 )2 − (γ1 + γ2)(Y1 − Y∗1 )(Y2 − Y∗2 )− (β1 + β2)(Y0 − Y∗0 )(Y3 − Y∗3 )
+
3∑
i=0
YiFi(Y
∗) +
3∑
i=1
Hi(Y
∗) +
Yi − Y∗i
Yi
Hi(Y)
(37)
Using (35), we find further that
d
dt
vY ∗ = − b
K
(Y0 − Y ∗0 )2 +
3∑
i=0
YiFi(Y
∗) + Φ, (38)
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where
Φ = (γ1 + γ2)
(
Y1Y
∗
2 + Y
∗
1 Y2 −
Y ∗3 Y1Y2
Y3
− Y ∗1 Y ∗2
)
− Y0Y3
(
β1
Y ∗1
Y1
+ β2
Y ∗2
Y2
)
+ (β1 + β2)(Y3Y
∗
0 + Y0Y
∗
3 − Y ∗0 Y ∗3 ) (39)
Note that in our notation, see (35), all function Hi(Y) are nonnegative for any nonnegative Y, hence it follows from (36) that for any equilibrium
point
Fi(Y
∗) ≤ 0. (40)
Therefore the sign of the derivative of the Lyapunov function depends on the sign ofΦ. Below we apply the above computations to global stability
results for the first two equilibrium points.
5.2 Global stability of equilibrium pointG2
First we consider the disease free equilibrium point. Recall that by Proposition 5 the pointG2 is locally stable if and only if
S∗∗ ≤ σ1 (41)
holds. Remarkably, the latter condition also implies the global stability. Furthermore, in theG2-case we are able to establish a global stability result
which guarantees that the disease can not invade and go extinct in small populations. In particular, the following result shows that disease cannot
persist in a small population.
Proposition 8. Let (41) be satisfied. Then the equilibrium pointG2 is globally asymptotically stable i.e
lim
t→∞ I1(t) = limt→∞ I2(t) = limt→∞ I12(t) = 0,
lim
t→∞S(t) = S
∗∗,
Proof. Wehave for the Lyapunov function ofY∗ = G2 = (S∗∗, 0, 0, 0):
v(t) := S − S∗∗ lnS + I1 + I2 + I12. (42)
We have F0(G2) = 0 and Fi(G2) = αiS∗∗ − µi, 1 ≤ i ≤ 3, and alsoHi(G2) = 0 for 1 ≤ i ≤ 3. Substituting this into (38) and (39) we obtain
v′(t) = − b
K
(S∗∗ − S)2 − (µ1 − α1S∗∗)I1 − (µ2 − α2S∗∗)I2 − (µ3 − αˆ3S∗∗) I12
= − b
K
(S∗∗ − S)2 − α1(σ1 − S∗∗)I1 − α2(σ2 − S∗∗)I2 − αˆ3 (σ3 − S∗∗) I12
≤ 0.
(43)
First suppose that we have the strong inequality S∗∗ > σ1. Then σi − S∗∗ are nonzero and strongly positive for any i. Integrating (43) over [0,∞]
and using the fact that by Proposition 2 all S,Y1,Y2,Y12 are bounded, we obtain
∞∫
0
(S − S∗)2dτ <∞, and
∞∫
0
|Ik|dτ =
∞∫
0
Ikdτ <∞ for Ik = I1, I2, I12.
Using again the boundedness of S, Y1, Y2, Y12, in virtue of the system (2), their derivative are also bounded. Applying Proposition 3 we conclude
that S converges to S∗ and I1, I2, I12 converge to zero.
Now suppose that S∗∗ = σ1. Since σi − S∗∗ > 0 for i = 2, 3, the above argument implies that S converges to S∗ and I2, I12 converge to zero.
Let us show that limt→∞ I1 = 0. Since limt→∞ S(t) exist, then by Proposition 3 , limt→∞ S′(t) → 0. Therefore the first equation in (2) implies by
virtue of limt→∞ S(t) = S∗∗ 6= 0 that
b
K
(S(t)− S∗∗)− α1I1(t)− α2I2(t)− αˆ3I12(t)→ 0,
which implies limt→∞ I1(t) = 0 and finishes the proof.
Remark 2. It is interesting to note that when S∗∗ = σ1 we have no local stability because one eigenvalue is equal to zero. But despite of this due to
non-linear character of the problem linear term gives the global asymptotic stability in this case.
5.3 Global stability of equilibrium pointG3
Proposition 9. Let
S∗∗ > σ1 (44)
and
I∗1 =
b
Kα1
(S∗∗ − σ1) ≤ min
{
α2(σ2 − σ1)
γ1
,
αˆ3(σ3 − σ1)
η1
}
, (45)
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then the equilibrium pointG3 is globally stable i.e
lim
t→∞ I2(t) = limt→∞ I12(t) = 0, limt→∞S(t) = S
∗, lim
t→∞ I1(t) = I
∗
1
Remark 3. Note that the global stability condition (45) coincideswith the local stability conditions (26)when (4) is satisfied. In the general case, (45)
implies (26). Indeed, note that in notation of Section 4.5, we have by (45)
B11 +B21 = −α2(σ2 − σ1)− γ2I∗1 + (γ1 + γ2)I∗1 = −α2(σ2 − σ1) + γ1I∗1 ≤ 0,
and similarly
B12 +B22 = β2σ1 + α3σ1 + η1I
∗
1 − µ3 ≤ (β2 + α3)σ1 − αˆ3σ1 = −β1σ1 < 0
henceB22 < −B12 < 0, andB11 < −B21 < 0, which impliesB22B11 > B12B21, therefore det B > 0. The latter implies by Proposition 6 thatG3 is
locally stable.
Proof. In this case, weY∗ = G3 = (σ1, I∗1 , 0, 0), where I∗1 := bKα1 (S∗∗ − σ1), and the corresponding Lyapunov function is given by
v(t) := S − σ1 lnS + I1 − I∗1 ln I1 + I2 + I12 (46)
Substituting this into (38) and (39) and using (45) we obtain
v′(t) = − b
K
(σ1 − S)2 − (α2(σ2 − σ1)− γ1I∗1 ) I2 − (αˆ3(σ3 − σ1)− η1I∗1 ) I12 − β1
I∗1
I1
SI12 ≤ 0. (47)
We suppose first that the strong inequality in (45) holds. Then as above, integrating (47) over [0,∞]we obtain
∞∫
0
(S − σ1)2dτ <∞,
∞∫
0
I2dτ <∞,
∞∫
0
I12dτ <∞.
therefore by Proposition 3, S converges to σ1 and I2, I12 converge to zero. Now we consider the convergence of I1. Arguing as in the proof of
Proposition 8, we obtain that limt→∞ S(t) = σ1 and since the latter limit is nonzero we find from the first equation in (2) that
0 = lim
t→∞
(
b
K
(S∗∗ − S(t))− α1I1(t)− α2I2(t)− αˆ3I12(t)
)
=
b
K
(S∗∗ − σ1)− α1 lim
t→∞ I1(t),
this proves that limt→∞ I1 = I∗1 .
The case when the equality in (45) attains is studied similar to that in the proof of Proposition 8.
Remark 4. Finally remark, that a similar analysis in the case for G4 shows that the corresponding Lyapunov function does not have a negative
derivative because by assumption (7) one has
(α1(σ2 − σ1) + γ2I∗2 ) > 0.
This indirectly shows that two infectious agents may not coexist together in the absence of coinfection.
6 Transition dynamics
As it was already mentioned in Introduction, in 19 Lotka-Volterra version of our present model (2), which corresponds to vanishing of the
transmission parameters (4).
In 19 a very striking result has been established asserting that for anyK > 0 and each admissible choice of the fundamental parameter
pˆ = (b, µ0, µ1, µ2, µ3, α1, α2, α3, η1, η2) ∈ R10+ ,
there exists exactly one stable equilibrium point E = E(K, pˆ) which depends continuously on the data (K, pˆ). It is natural to consider the transi-
tion dynamics of the stable equilibrium point E(K, pˆ) as a function of the carrying capacity K keeping other parameters in pˆ fixed. This transition
dynamics has a clear biological meaning establishing the relationship between the infection transition rates pˆ and the character of the correspond-
ing equilibrium state. Furthermore, this also implies all possible scenarios how equilibrium states depend on the carrying capacity of the system.
More precisely, in 19 there were only three possible scenarios, each starting with the healthy equilibrium state for small values of K and ending up
at a certain equilibrium state whenK becomes sufficiently large and it was referred as the continuity of the transition dynamics of stable equilibrium
points.
It is naturally to expect that the continuity of the transition dynamics will hold true for small positive βi and γj, as a perturbation of (4). The
numerical simulations support this conjecture. It is, however, unreasonable to believe that the latter property should hold for any positive data
(β1, β2, γ1, γ2). Belowwe prove a part of our conjecture.
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It is convenient to formulate our result for the relative carrying capacityS∗∗ insteadofK (note thatS∗∗ differs fromKbyamultiplicative constant
only). Let us also introduce the threshold in (45). Namely, let σ0 denote the solution of the following equation:
b
Kα1
(σ0 − σ1) = min
{
α2(σ2 − σ1)
γ1
,
αˆ3(σ3 − σ1)
η1
}
. (48)
Then
σ0 = σ0(K) > σ1
and the global stability ofG3 holds whenever
σ1 ≤ S∗∗ ≤ σ0.
Combining the latter with Proposition 8 and Proposition 9, we arrive at the following continuity of the transition dynamics.
Theorem 1. Let pˆ > 0 be fixed. Then
(i) if S∗∗ is increasing and 0 < S∗∗ < σ1 then the only possible stable equilibrium state of (2) isG2;
(i’) when S∗∗ = σ1,G2 coincides withG3 and it is the only possible stable equilibrium state of (2);
(ii) there exists σ0 > σ1 such thatG3 is the only possible stable equilibrium state of (2) for σ1 < S∗∗ < σ0
Proof. The claims immediately follow from the global stability of the corresponding equilibria (indeed, by virtue of the global stability there can exist
at most one locally stable point!)
The case S∗∗ > σ0 is more subtle, but we have at least some local information near σˆ = σ1 + Kα1b Λ and it follows from remark 3 , σˆ > σ0.
The following theorem describes the bifurcation of equilibrium pointG3 in the case when βi, γi, i = 1, 2 are small and S∗∗ cross the threshold σˆ.
Theorem 2. Let pˆ > 0 be fixed and β1, β2, γ1and γ2 are small then there exists  > 0 such that if S∗ ∈ (σˆ, σˆ − ) then the equilbrium point G3 is
unstable and the equilibrium pointG5 is stable and located nearG3.
Proof. Wehive a sketch of the proof. Let
D := detB = (α2(σ2 − σ1) + γ2I∗1 )(µ3 − α3σ1 − η1I∗1 )− β2(γ1 + γ2)σ1I∗1 , (49)
where we keep the notation
I∗1 =
b
Kα1
(S∗∗ − σ1).
Let us consider the evolution of the equilibrium pointG3 for small values of the determinantD under an additional natural condition that S∗∗ > σ1.
Certainly, the equilibrium pointG3 exists for any such admissible values.WhenD > 0 is small, by Proposition 6G3 is locally stable, andwhenD = 0
it looses the local stability. It turns out that at this moment G3 bifurcates into a pair of points: (a) it continues as G3 for small negative values of D,
and (b) it appears onemore equilibrium point of typeG5 in a neighborhood ofG3. Indeed, to describe the latter, wewill seek it by perturbation ofG3
in the form
Y0 = σ1 + ξ0, Y1 = I
∗
1 + ξ1,
where ξ0, ξ1 are small real parameters, such that
lim
D→0
ξ0 = lim
D→0
ξ1 = 0.
and
Y2 = λY3, Y3 6= 0, lim
D→0
Y3 = 0.
Then the third equation in (14) yields
λ =
β2Y0
µ2 + γ2Y1 + η2Y3 − α2Y0
For β2 = 0we have λ = 0 and for β2 > 0we find
λ = λ∗ + o(1), λ∗ =
β2σ1
µ2 + γ2I∗1 − α2σ1
.
is positive. Here o(1) denotes the rest termwhenD→ 0. From the fourth equation in (14) we obtain by eliminating ofY2
(µ3 − α3Y0 − η1Y1 − λη2Y3)(µ2 + γ2Y1 + η2Y3 − α2Y0)− β2(γ1 + γ2)Y0Y1 = 0. (50)
Now let us express ξ0 and ξ1 throughY3. From the first two equations in (14) (with vanishing derivatives) we get
ξ0 =
1
α1
(
η1 + λ
∗γ1 − β1 σ1
I∗1
)
Y3 +O(Y
2
3 ) (51)
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and
ξ1 = − 1
α1
(
λ∗α2 + δ
)
Y3 − bξ0
α1K
+O(Y 23 ). (52)
Using the notation (49) and setting
A = µ3 − α3σ1 − η1I∗1 , B = α2(σ2 − σ1) + γ2I∗1 ,
we canwrite (50) as
D +A(γ2ξ1 + η2Y3 − α2ξ0)−B(α3ξ0 + η1ξ1 + λη2Y3)− β2(γ1 + γ2)(σ1ξ1 + I∗1 ξ0) +O(Y 23 ).
This yields
Y3 = cD +O(D
2), (53)
where the coefficient c can be easily evaluated in the case β1 = β2 = 0 and γ1 = γ2 = 0. Indeed, in this case λ = 0,
A = O(D) and α3ξ0 + η1ξ1 = − bη
2
1
Kα21
.
This yields
B
bη21
Kα21
Y3 = −D +O(D2)
hence we obtain (53) with
c = −Kα
2
1
Bbη21
.
It follows from (53) that for small negativeD, the perturbation of G3 bifurcates in an equilibrium point of type G5 with positive coordinates. By the
continuity argument the latter property still holds true for small βi and γj.
7 Discussion
In this paper we designed an SIRmodel as an extension of themodel presented in 19 and observed the effect of density dependence population reg-
ulation on disease dynamics. The complete local and global stability analysis of two boundary equilibrium points revealed that for small carrying
capacity the disease free equilibrium point is always stable so disease can not persist in small population but for relatively large carrying capacity
under some conditionswe have one globally stable endemic equilibriumpoint. The existence of an endemic equilibriumpoint guarantees the persis-
tence of the diseasewith a possible future threat of any outbreak in the population. In future, similar to 19, wewould like to investigate the existence
and uniqueness of the equilibrium point G5. Since, the equilibrium point G3 looses its stability and bifurcates to coexistence equilibrium point so it
is worthwhile to show the existence of coexistence equilibrium in that case to understand the complete dynamics of the disease. We would like to
see the dynamical behavior of system for significantly largeK and the case whenK =∞.
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