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p-adic height pairings on abelian varieties with
semistable ordinary reduction
Adrian Iovita Annette Werner
Abstract
We prove that for abelian varieties with semistable ordinary reduction the p-adic
Mazur-Tate height pairing is induced by the unit root splitting of the Hodge fil-
tration on the first deRham cohomology.
Introduction
The main goal of this paper is to prove that the p-adic Mazur-Tate height pairing
on an abelian variety with semistable ordinary reduction is induced by the unit
root splitting of the Hodge filtration on its first deRham cohomology.
p-adic height pairings are the Qp-valued counterparts of the real-valued Ne´ron-
Tate height pairings on abelian varieties over a global field F . As the Ne´ron-Tate
pairings they can be decomposed into local contributions, one for each finite place
of the ground field F . At the places not dividing p, these local contributions
are basically given by the local Ne´ron heights. Hence only at the places over p
something genuinely p-adic happens.
If the abelian variety A has semistable ordinary reduction at a place over p, there
are (at least) three interesting candidates for such a local p-adic height pairing
on A. First of all, there is the Mazur-Tate height defined with splittings of the
Poincare´ biextension. Then there is Schneider’s “norm-adapted” p-adic height,
and finally one can use the unit root splitting of the Hodge filtration on the first
deRham cohomology to define a p-adic height pairing. In the first section of this
paper we explain some details of these constructions. In particular we show how to
pass from a pairing defined by a splitting the Hodge filtration of the first deRham
cohomology to a pairing in the Mazur-Tate style.
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It is well-known that if A has good ordinary reduction, the Mazur-Tate height
pairing coincides with Schneider’s height pairing, cf. [Ma-Ta]. Besides, Coleman
has proven in [Co] that in this case the Mazur-Tate pairing is given by the unit
root splitting. Hence in the good ordinary reduction case all three definitions give
the same pairing.
What happens in the semistable ordinary reduction case? In [We] it is shown that
the Mazur-Tate pairing differs in general from Schneider’s height pairing. Hence
the question remains if the height pairing given by the unit root splitting coincides
with one of those pairings. We answer this question by showing in Theorem 3.6
that it is equal to the Mazur-Tate pairing.
In the course of the proof we use the Raynaud extension which is a lift of the
semiabelian variety in the reduction of A to a semiabelian rigid analytic variety
lying over A. Its abelian quotient B has good reduction. By Coleman’s result,
the Mazur-Tate height on B is given by the unit root splitting. A result of the
second author shows how the Mazur-Tate height pairings on A and B are related.
Using results of LeStum, the deRham cohomologies of A and B are connected by
a diagram involving the deRham cohomology of the Raynaud extension. Besides,
Coleman and the first author have shown how the Frobenius on the deRham co-
homologies can be described explicitely. We use these facts in section 2 to relate
the unit root splittings for A and B.
However, the previous results cannot simply be put together to prove the desired
Theorem 3.6. The reason is that the step from height pairings defined with split-
tings of the Hodge filtration to Mazur-Tate height pairings involves the universal
vectorial extension of the abelian variety - and we have no result relating the uni-
versal vectorial extensions of A and B. Hence we go the other way and start with
the Mazur-Tate pairing on A. We prove in section 3 that it is of an analytic na-
ture. To be precise, we show that it gives rise to a p-adic analytic splitting of the
rational points of the universal vectorial extension of A. Hence the Mazur-Tate
height is in fact induced by a splitting of the Hodge filtration on the first deRham
cohomology, and we can adapt some ideas from [Ma-Me] to deduce that this is the
unit root splitting.
In an appendix we study the Hodge filtration of the first deRham cohomology of
a semiabelian variety and show that it is given by its invariant differentials. This
answers a question raised in [LS2].
Acknowledgements: We are very grateful to Christopher Deninger for his in-
terest in these results. Much of the research on this paper was carried out while
the first author was a guest of the SFB 478 in Mu¨nster. He is grateful to this
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1 p-adic height pairings
In this section we collect various facts about p-adic height pairings, thereby fixing
our notation.
Let AF be an abelian variety over a number field F , and let A
′
F denote its dual
abelian variety.
Recall that the classical Ne´ron-Tate height pairing on AF
( , )N : A
′
F (F )× AF (F )→ R
can be decomposed in a sum of local pairings
( , )N,v : (Div
0(AFv)× Z
0(AFv/Fv))
′ → R,
where v runs over the places of F , and Fv denotes the v-adic completion of F . Here
(Div0(AFv)×Z
0(AFv/Fv))
′ is the set of all pairs (D, z) such that D is a divisor on
AFv , algebraically equivalent to zero, and z is a cycle
∑
i niai with ai ∈ AFv(Fv)
and
∑
i ni = 0, such that the supports of D and z are disjoint. These local pairings
can be characterized by a list of axiomatic properties, see [Ne´]. For all rational
functions f on AFv we have (div(f),
∑
niai)N,v =
∑
ni log |f(ai)|v.
Now we want to investigate p-adic height pairings, i.e. pairings
( , )p : A
′
F (F )× AF (F )→ Qp.
The initial datum is a collection of continuous homomorphisms ρv : F
×
v → Qp, one
for each finite place v of F , such that
∑
v ρv = 0. (This substitutes the collection
(log | |v) from the classical case.) For example, we could take
ρv =
{
logp ◦NFv/Qp if v| p
logp ◦| |l ◦NFv/Ql if v|/ p,
where logp : Q
×
p → Qp is the branch of the p-adic logarithm vanishing on p.
Note that for all places v not dividing p, any continuous homomorphism ρv is
unramified, i.e. it maps the elements of absolute value one to zero. Hence it is
proportional to the valuation map v, and also to log | |v.
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Assume for a moment that we can construct a collection of bilinear maps
( , )v : (Div
0(AFv)× Z
0(AFv/Fv))
′ → Qp,
one for each finite place of F , with the following properties:
1) (divf,
∑
niai)v =
∑
niρv(f(ai)) for all rational functions f on AFv .
2) (t∗aD, t
∗
az)v = (D, z)v for all a ∈ AFv(Fv) and all pairs (D, z).
3) If ρv is unramified, i.e. ρv(x) = cv(x) for some constant c, then ( , )v is
proportional to the Ne´ron pairing.
With these data we can construct a global p-adic height pairing as follows: For
a ∈ AF (F ) and a
′ ∈ A′F (F ) choose a divisor D, algebraically equivalent to zero,
whose class is a′, and whose support contains neither a nor the unit element
0 ∈ AF (F ). Then put
(a′, a) =
∑
v
(D, a− 0)v ∈ Qp,
where we lift D and the cycle a − 0 to the variety AFv . This is well-defined, i.e.
the sum is finite, and independent of the choice of D. Using property 2) of the
local height pairings one can show that it is bilinear.
One recipe to construct local pairings with the desired properties was given by
Mazur and Tate in [Ma-Ta].
Let us fix a place v and a continuous homomorphism ρv : F
×
v → Qp. From now on
we will work in a local setting. To save subscripts, let us put ρ = ρv and K = Fv.
Besides, denote by R the ring of integers in K and by k the residue field. Recall
that we call ρ unramified, if it maps R× to zero.
Let A respectively A′ be Ne´ron models of A = AF×FK respectively A
′ = A′F×FK
over R. Besides, let P = PA×A′ be the Poincare´ biextension expressing the duality
between A and A′, see [SGA7, 1], VIII, 1.4. P induces an isomorphism A′ ≃
Ext1(A, Gm) of sheaves in the fppf-site over K, mapping a point a
′ ∈ A′(T ) to
the restriction PAT×{a′}. We will often identify points in A
′ with extensions using
this isomorphism.
We call a map σ : P (K) → Qp a ρ-splitting if σ behaves homomorphically with
respect to both group laws and if σ(αx) = ρ(α) + σ(x) for all α ∈ K× and
x ∈ P (K), see [Ma-Ta], 1.4.
For any ρ-splitting σ we can define a bilinear map ( , )σ : (Div
0(A)×Z0(A/K))′ →
Qp with the properties 1) and 2) as follows: For any divisor D ∈ Div
0(A) let d be
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the point in A′(K) corresponding to its class. Then PA×{d} is the extension of A
by Gm corresponding to the class of D, hence D gives rise to a rational section
sD of PA×{d} → A, which is a morphism on the complement of the support of D.
Hence we can put
(D,
∑
niai)σ =
∑
niσ(sD(ai))
to get our local pairing. Conversely, by [Ma-Ta], 2.2, every local height pairing
with 1) and 2) comes in fact from a uniquely defined ρ-splitting σ.
In [Ma-Ta] canonical ρ-splittings are defined in several cases. We will discuss two
of them. The first one is the case that ρ is unramified.
Note that P can be extended to a biextension PA0×A′ of A
0 and A′ by Gm,R, where
A0 is the identity component of A, see [SGA7, 1], VIII, 7.1.
Since ρ is unramified, there exists a unique ρ-splitting σ vanishing on PA0×A′(R),
see [Ma-Ta], 1.9. If ρ is equal to log | |v, then the pairing ( , )σ coincides with
the local Ne´ron pairing ( , )N,v at our fixed place v by [Ma-Ta], 2.3.1. Hence we
find that for unramified ρ the Mazur-Tate pairing ( , )σ fulfills property 3) from
above.
Note that this means that it remains to construct local pairings for ramified con-
tinuous homomorphisms ρ : K× → Qp, which will only involve places v over p.
Another case where Mazur and Tate construct a canonical ρ-splitting is the case
that A has semistable ordinary reduction, i.e. that the formal completion of the
special fibre Ak along the zero section is isomorphic to a product of copies of
Gfm over the algebraic closure of k. This is equivalent to the fact that A
0
k is
an extension of an ordinary abelian variety by a torus, see [Ma-Ta], 1.1. Note
that in particular A has semistable reduction. Denote by Af and A′f the formal
completions along the zero sections in the special fibres, and by P fA0×A′ the formal
completion of PA0×A′ along the preimage of the zero section of A
0
k × A
′
k under
the projection map. Then P fA0×A′ is a formal biextension of A
f and A′f by G∧m,
the formal completion of Gm along the special fibre. If A has semistable ordinary
reduction, P fA0×A′ admits a unique trivialization, hence there is a uniquely defined
biextension splitting σ˜ : P fA0×A′ → G
∧
m, see [Ma-Ta], 5.11.2. Then there exists
a unique ρ-splitting σ : P (K) → Qp such that for all x ∈ P
f
A0×A′(R) we have
σ(x) = ρ(σ˜(x)), see [Ma-Ta], 1.9. We call the corresponding local height pairing
the canonical Mazur-Tate pairing in the semistable ordinary reduction case.
Note that if additionally ρ is unramified, we get the same ρ-splitting as defined
previously (see [Ma-Ta], p.204).
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There is also another way of constructing in certain cases for ramified ρ a ρ-
splitting, namely the norm-adapted Schneider height, cf [Sch]. By [Ma-Ta], 1.11.6
it coincides with the Mazur-Tate height if A has good ordinary reduction. A for-
mula for the difference of these two p-adic height pairings in the case of semistable
ordinary reduction can be found in [We], 7.2.
Let us now give a brief account of another approach to construct local p-adic
height pairings, which uses splittings of the Hodge filtration of the first deRham
cohomology. (See e.g. [Co-Gr] or [Za].)
Let V ′ be the vector group corresponding to e∗Ω1A/K , where e is the unit section
of A. By I ′ we denote the universal vectorial extension of the dual abelian variety
A′, cf. [Ma-Me], chapter 1, §1. Then I ′ sits in an exact sequence
0 −→ V ′ −→ I ′ −→ A′ −→ 0,
and it is universally repellent with respect to extensions of A′ by vector groups,
see [Ma-Me]. I ′ represents the sheaf Extrig
K
(A,Gm) of rigidified extensions of
A by Gm. This is the Zariski sheaf associated to the presheaf mapping S to
ExtrigS(AS,Gm,S), the group of isomorphism classes of pairs (E, t), where E
is an extension of AS by Gm,S and t is a section on the level of the first in-
finitesimal extensions. To be precise, t is a morphism of S-pointed S-schemes
t : Inf1(AS/S)→ E such that the diagram
E −−−→ AS
t
x
x
Inf1(AS/S) Inf
1(AS/S)
commutes. Here Inf1 is the first infinitesimal neighbourhood of the unit section
in the sense of [EGA4], 16.1.2. If we identify A′ with the sheaf Ext1K(A,Gm), the
projection I ′ → A′ corresponds to the map ”forget the rigidification”.
Moreover, by [Ma-Me], chapter 1, §4, there is an isomorphism Lie I ′
∼
−→ H1dR(A)
such that the following diagram commutes
0 −−−→ LieV ′ −−−→ Lie I ′ −−−→ LieA′ −−−→ 0y≃
y≃
y≃
0 −−−→ H0(A,Ω1) −−−→ H1dR(A) −−−→ H
1(A,O) −−−→ 0,
where the left vertical map is obvious and the right one is given by [Mu], p.130, and
where the lower horizontal sequence is given by the Hodge filtration on H1dR(A).
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For any smooth commutative K-group H the K-rational points H(K) define a Lie
group over K (in the sense of [Bou1], chapter III) whose Lie algebra coincides with
the algebraic Lie algebra LieH .
Suppose now that r : H1(A,O) → H1dR(A) is a splitting of the Hodge filtration.
This induces a splitting LieA′ → Lie I ′ which can be lifted to a Lie group ho-
momorphism in a suitable neighbourhood of the unit section by [Bou1], III, §7,
Theorem 3. It is easy to see that this can be extended to a (uniquely determined)
splitting η : A′(K) → I ′(K) of the projection I ′(K) → A′(K) with Lie η = r,
cf. [Za], Theorem 3.1.3. With other words, this is a splitting of the forgetful
homomorphism
Extrig(A,Gm)→ Ext
1(A,Gm),
i.e. we found a multiplicative way of associating to an extension X of A by Gm
a rigidification. Note that a rigidification on X is the same as a splitting of the
corresponding sequence of Lie algebras
0 −→ LieGm −→ LieX −→ LieA −→ 0.
Now take a divisor D ∈ Div0(A) whose class gives a point d ∈ A′K(K). Then
PA×{d}, the extension corresponding to d, is endowed with a rigidification, which
in turn induces a splitting
td : LiePA×{d}(K) = LiePA×{d} → LieGm = LieK
×
of the Lie algebra sequence corresponding to the extension PA×{d}.
We fix again a continuous, ramified homomorphism ρ : K× → Qp. By [Za], p. 319
we have ρ = δ ◦ λ, where δ : K → Qp is a Qp-linear map, and λ : K
× → K is
a branch of the p-adic logarithm. Using once more [Bou1], III, §7, Theorem 3 we
find a uniquely determined homomorphism of Lie groups
γd : PA×{d}(K)→ K
such that K× → PA×{d}(K)
γd→ K is the homomorphism λ and such that Lie γd =
Lieλ ◦ td, cf. [Za], Theorem 3.1.7. These maps γd fit together to a λ-splitting γ of
P (K). Hence δ ◦ γ is a ρ-splitting of P (K).
Now we can define a pairing
( , )r : (Div
0(A)× Z0(A/K))′ → Qp
by (D,
∑
niai)r =
∑
ni δ ◦ γ(sD(ai)), where as above sD is a rational section of
PAK×{d} corresponding to D. This map is bilinear and has properties 1) and 2).
Obviously, ( , )r is just the height pairing associated to the ρ-splitting δ ◦ γ.
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Hence every splitting of the Hodge filtration induces a ρ-splitting on P (K) such
that the corresponding height pairings are the same. What about the other direc-
tion?
Suppose that τ : P (K)→ K is a λ-splitting. Then we can define a splitting
η(τ) : A′(K) −→ I ′(K)
of the projection map by associating to every a′ ∈ A′(K) the exten-
sion PA×{a′} endowed with the rigidification (Lieλ)
−1 ◦ Lie(τ|PA×{a′}(K)) :
LiePA×{a′}(K)−→LieK
∼
−→ LieK×. If η(τ) is analytic (in the sense of [Bou2]),
then it induces a Lie algebra splitting r : LieA′ → LieI ′, hence a splitting of the
Hodge filtration of H1dR(A). This construction is converse to the previous associa-
tion r 7→ γ. We will see in Proposition 3.2 that η(τ) is analytic if τ is an analytic
map.
2 Splittings of the Hodge filtration of H1dR(A)
Let, as in section 1, K be a non-archimedean local field of characteristic 0 with
ring of integers R and residue field k. Besides, let A be an abelian variety over K
with ordinary semistable reduction, A′ its dual abelian variety, and A respectively
A′ their Ne´ron models. We assume that the torus parts in the reductions of A0
and A′0 are split. For our purposes, this is no restriction, since height pairings are
compatible with base change.
Let us recall some facts about the rigid analytic uniformization of A and A′. There
is an extension of algebraic groups over K
0 −→ T
g
−→ G
p
−→ B −→ 0,
such that T is a split torus of dimension t overK, andB is an abelian variety overK
with good reduction. There is also a rigid analytic homomorphism π : Gan → Aan
inducing a short exact sequence of rigid analytic groups over K
0 −→ Γan
i
−→ Gan
π
−→ Aan −→ 0,
where Γ is the constant group scheme corresponding to a free Z-module Γ of rank
t. (See [Bo-Lu¨1], section 1, and [Ray].)
Let Γ′ be the character group of T . We denote the corresponding constant K-
group scheme also by Γ′. Fix a dual abelian variety (B′, PB×B′) of B, where
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PB×B′ is the Poincare´ biextension expressing the duality. Then G corresponds to
a homomorphism φ′ : Γ′ → B′ (see e.g. [SGA7, 1], VIII, 3.7).
The embedding i : Γ→ G induces a homomorphism φ : Γ
i
→ G
p
→ B, which gives
us an extension G′ (again by [SGA7, 1], VIII, 3.7)
0 −→ T ′ −→ G′
p′
−→ B′ −→ 0,
where T ′ is the split torus of dimension t over K with character group Γ. There is
a short exact sequence
0 −→ Γ
′an i
′
−→ G
′an π
′
−→ A
′an −→ 0.
In [LS1] and [LS2] it is shown how the rigid analytic uniformization of A can be
used to describe the deRham cohomology of A. Let us first fix some notation.
Let X be a commutative K-group variety, hence smooth over K. The space
of invariant differentials Inv(X) of X is the space of sections of e∗Ω1X/K , where
e : Spec(K) → X is the unit section. Note that Inv(X) can be identified with
the space of global differentials ω ∈ Γ(X,Ω1X) satisfying m
∗ω = p∗1ω + p
∗
2ω, where
m, p1, p2 : X×X → X denote multiplication and projections, respectively. Besides,
all invariant differentials are closed.
If Z is a rigid analytic K-group variety, we define Inv(Z) in the same way, using
the rigid analytic differentials Ω1Z/K as defined e.g. in [BKKN]. There is a natural
GAGA-isomorphism Inv(X) ≃ Inv(Xan).
Let us denote by H1dR(X), respectively, H
1
dR(Z) the first deRahm cohomology
group of the algebraic variety X , respectively, the rigid analytic variety Z. Hence
H1dR(X) ist the first hypercohomology of the complex (0 → OX → Ω
1
X/K →
Ω2X/K → . . .) and, similarly, H
1
dR(Z) is the first hypercohomology of the complex
(0→ OZ → Ω
1
Z/K → Ω
2
Z/K → . . .). By [Ki], there is a GAGA-isomorphism
H1dR(X) ≃ H
1
dR(X
an),
which we tacitely use to identify these groups.
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By [LS1] we have a commutative diagram with exact rows and columns:
0 0y y
0 −−−→ Inv(B) −−−→ H1dR(B)
δ
−−−→ H1(B,OB) −−−→ 0y yp∗ ≃yβ
(1) 0 −−−→ Inv(G) −−−→ H1dR(G) −−−→ H −−−→ 0y g∗y
Inv(T ) −−−→
≃
H1dR(T )y
y
0 0
where H is by definition the vector space making the middle horizontal sequence
exact. The first row of this diagram is again induced by the Hodge filtration on
H1dR(B). We show in the appendix that in fact the middle row is also induced by
the Hodge filtration on H1dR(G).
Besides, we have a commutative diagram with exact rows and columns for H1dR(A)
(see for example [Co-Io].)
0 0y
y
Hom(Γ, K)
=
−−−→ Hom(Γ, K)y
y
(2) 0 −−−→ Inv(A) −−−→ H1dR(A) −−−→ H
1(A,O) −−−→ 0
α
y≃ yπ∗ yγ
0 −−−→ Inv(G) −−−→ H1dR(G) −−−→ H −−−→ 0y y
0 0
Here the middle row is again induced by the Hodge filtration on H1dR(A).
With these two diagrams we can lift any splitting r : H1(B,O) → H1dR(B) of the
Hodge filtration of H1dR(B) to a splitting L(r) : H
1(A,O)→ H1dR(A) of the Hodge
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filtration of H1dR(A). First lift r to a splitting
p∗ ◦ r ◦ β−1 : H → H1dR(G)
of the middle row in diagram (1). Take the corresponding splitting s : H1dR(G)→
Inv(G) in the other direction, and lift this to
α−1 ◦ s ◦ π∗ : H1dR(A)→ Inv(A)
with the help of diagram (2).
Then let L(r) : H1(A,O) → H1dR(A) be the splitting in the other direction. A
diagram chase shows that L(r) is the unique splitting of the Hodge filtration of
H1dR(A) making the following diagram commutative:
H1dR(A)
L(r)
←−−− H1(A,O)yπ∗ yγ
H1dR(G) Hxp∗ yβ−1
H1dR(B)
r
←−−− H1(B,O)
For all X ∈ {A,G, T, B,Γ}, the K-vector space H1dR(X) (which is by definition
Hom(Γ, K) if X = Γ) can be endowed with a (K-linear) Frobenius operator
ϕX :H
1
dR(X)→ H
1
dR(X)
(which is canonical for all X ’s except for X = A, when it depends on the choice of
a branch of log on K∗.) By definition ϕΓ = id, ϕT= multiplication by q = p
[k:Fp].
See [Co-Io] for properties of these maps.
Let now X ∈ {A,B,G}, then we put H(X) = H if X = G and H(X) = H1(X,O)
if X = B or A. For each X ∈ {A,G,B} we define the unit root subspace,
WX ⊂ H
1
dR(X) to be the subspace on which ϕX acts with slope 0. Let us remark
that although ϕA depends on the choice of a branch of the p-adic logarithm on
K∗, WA is canonical (see [Il] or [Io].)
So let us define rX to be the unique splitting H(X)→ H
1
dR(X) such that Im(rX) ⊂
WX . By sX : H
1
dR(X)→ Inv(X) we denote the corresponding splitting in the other
direction. Either of sX or rX will be called “the unit root splitting” of (X).
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Lemma 2.1 For each X ∈ {A,G,B} we have
i) Im(rX) =WX (which justifies the uniqueness in the definition above.)
ii) sX is the composition
H1dR(X) −→ H
1
dR(X)/WX
i−1
X−→ Inv(X).
Proof: i) Let us recall a few simple facts about slope decomposition of Frobenius
modules (see for example [Zi] or [B2]). First, the unit root subspace is functorial
with respect to Frobenius morphisms, i.e. with respect to K-linear maps which
commute with the Frobenii. Then the unit root subspace functor is left exact. Let
us now prove the lemma. Since rX is a section, it is an injective K-linear map.
By assumption, A has ordinary reduction, which implies that B has ordinary re-
duction, i.e. dimK(WA) =dimK(H(A)) and dimK(WB) =dimK(H(B)). Therefore
Im(rA) = WA and Im(rB) =WB. Moreover, from the exact sequence of Frobenius
modules
0 −→ H1dR(B) −→ H
1
dR(G) −→ H
1
dR(T ) −→ 0,
we get an exact sequence of K-vector spaces
0 −→WB −→ WG −→ (H
1
dR(T ))
slope=0.
As the last vector space is 0, we get that dimK(WG) =dimK(WB) which implies
that Im(rG) =WG.
ii) Follows by definition from i). ✷
Theorem 2.2 Let rB : H
1(B,O) → H1dR(B) be the unit root splitting on B.
Then L(rB) is equal to rA, the unit root splitting of H
1
dR(A). Hence rA is the
unique splitting of the Hodge filtration of H1dR(A) making the following diagram
commutative:
H1dR(A)
rA←−−− H1(A,O)yπ∗
yγ
(3) H1dR(G) Hxp∗
yβ−1
H1dR(B)
rB←−−− H1(B,O)
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Proof: As p∗ is a morphism of Frobenius modules we have that p∗(WB) ⊂ WG.
Therefore p∗rBβ
−1(H) ⊂WG and as p
∗rBβ
−1 is a section it follows that p∗rBβ
−1 =
rG.
Now we want to prove that α−1sGπ
∗ = sA. For this let us remark that π
∗ is
a morphism of Frobenius modules, therefore π∗(WA) ⊂ WG hence we have the
following diagram:
Inv(A)
(iA)
−1
←− H1dR(A)/WA ←− H
1
dR(A)
α ↓ ↓ π∗ ↓ π∗
Inv(G)
(iG)
−1
←− H1dR(G)/WG ←− H
1
dR(G)
Both small squares are commutative therefore the large rectangle is commutative
as well, so we have αsA = sGπ
∗.
It remains to check uniqueness. Two splittings of the Hodge filtration which both
make our diagram commutative differ by a homomorphism H1(A,O) → Inv(A),
which becomes zero after composition with π∗. Since π∗ is an isomorphism on
invariant differentials our original map must also be zero. ✷
3 The Mazur-Tate height corresponds to the
unit root splitting
Let F be a rigid analytic group functor over K, i.e. a contravariant functor from
the category of rigid analytic K-varieties to the category of groups. We denote
by K[ǫ] = K[T ]/(T 2) the ring of dual numbers over K. Then the Lie algebra
associated to F is defined as
L(F ) = ker(F (SpK[ǫ]) −→ F (SpK)).
If Z is a rigid analytic K group variety, its Lie algebra is defined as the Lie algebra
of the corresponding group functor, i.e. Lie(Z) = ker(Z(K[ǫ])→ Z(K)). We have
a natural duality between Inv(Z) and Lie(Z). Note that if Z = Xan for some
algebraic K-variety X then we have a GAGA- isomorphism Lie(Xan) ≃ LieX ,
compatible with the dual isomorphism Inv(Xan) ≃ Inv(X).
Now we can define a rigidification of an exact sequence of rigid analytic K-groups
as a splitting of the corresponding sequence of Lie algebras. Note that for an
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abelian variety A over K the GAGA-isomorphism Ext1(A,Gm) ≃ Ext
1(Aan,Ganm )
can be continued to an isomorphism Extrig(A,Gm) ≃ Extrig(A
an,Ganm ). (When
we use Ext groups for rigid analytic groups, we will always work in the site of all
rigid K-varieties endowed with their Grothendieck topologies.)
Note further that the K-rational points of any smooth rigid analytic K-group Z
form a Lie group over K in the sense of [Bou1], III, §1. Its Lie algebra coincides
with the Lie algebra of Z as defined above. Rigid analytic morphisms ofK-varieties
give rise to analytic maps in the sense of [Bou2], i.e. on K-rational points they are
locally given by converging power series. (See also [Se1].) From now on we mean
analytic in this sense when we talk about analytic maps. Whenever we consider
rigid analytic objects, we will say so explicitely.
The uniformization maps π and π′ which we introduced in the preceeding section
induce isomorphisms on rigid analytic open subgroups
Gan ⊃ G ≃ A ⊂ Aan
respectively
G
′an ⊃ G
′
≃ A
′
⊂ A
′an.
By [We], 3.1, we have a (uniquely determined) isomorphism of biextensions of Gan
and G
′an by Ganm
θ : (π × π′)∗P anA×A′−→(p× p
′)∗P anB×B′ .
We fix a continuous, ramified homomorphism ρ : K× → Qp. Recall that by [Za],
p. 319, there is a non-zero Qp-linear map δ : K → Qp and a branch λ of the p-adic
logarithm such that ρ = δ ◦ λ.
Let J ′ be the universal vectorial extension of B, and let ηB : B
′(K) → J ′(K)
be the unique splitting such that Lie ηB = rB, the unit root splitting on B. By
[Co], Theorem 3.3.1, the corresponding height pairing ( , )rB coincides with the
Mazur-Tate pairing on B.
Now we consider the Mazur-Tate pairing on A. Let τA denote the λ-splitting
defined by the Mazur-Tate condition τA(x) = λ(σ˜(x)) on P
f
A0×A′(R), where σ˜ :
P fA0×A′ → G
∧
m is defined via the unique formal trivialization of P
f
A0×A′. Define τB
in an analogous way. Then σA = δ ◦ τA and σB = δ ◦ τB are the ρ-splittings giving
rise to the Mazur-Tate height pairings on A respectively B.
Fix some a′ ∈ A
′
(K) and consider x ∈ PA×{a′}(K). The same argument as in [We],
7.1 shows that we have
τB(pr ◦ θ(j(x))) = τA(x)
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where j : P an
A×{a′}
→֒ (π × π′)∗P anA×A′ is induced by A ≃ G →֒ G and A
′
≃ G
′
→֒ G′
and where pr : (p× p′)∗P anB×B′ → P
an
B×B′ is the natural projection.
This implies that the Mazur-Tate pairing on A corresponds to the following sec-
tion ηA : A
′(K)→ I ′(K) of the projection: For a′ in the open subgroup A
′
denote
its preimage in G
′
by g′, and put b′ = p′(g′). Then θ induces an isomorphism
π∗P anA×{a′} ≃ p
∗P anB×{b′}. The map ηB endows PB×{b′} with a rigidification. This
induces a rigidification on π∗PA×{a′}, and hence on PA×{a′}, since π is an isomor-
phism in a neighbourhood of the unit element. Then ηA(a
′) is the extension PA×{a′}
together with this rigidification. Since I ′ is an extension of A′ by a vector group,
ηA can be extended uniquely to the whole of A
′(K). Our next goal is to prove
that ηA is analytic as a map of K-varieties. As a first step we show the following
lemma.
Lemma 3.1 The λ-splitting τA : P (K) → K which is induced by the formal
splitting P fA0×A′ → G
∧
m is an analytic map.
Proof: Let us first show that under the natural inclusion P fA0×A′(R) may be
identified with an open subset of P (K) (in the Lie group topology as in [Bou2].)
This follows from a more general fact, namely let X be separated and of finite
type over R and let X denote its special fiber. Let Z ⊂ X be a closed subscheme.
Denote by XˆZ the formal completion of X along Z and by X = XK the generic fiber
of X. Let us denote by Xan the rigid analytic variety corresponding to X and by
Xˆ = Xˆ
X
the formal completion of X along X. Then, XˆZ is a formal scheme whose
affine opens are formal spectra of R-algebras which are quotients of algebras of the
form: R〈T1, ...Tr〉[[X1, ..., Xs]]. To such a formal scheme one attaches canonically
(see [B1], 0.2) a rigid analytic space, (XˆZ)K together with a specialization map
sp : (XˆZ)K → XˆZ such that the following diagram is commutative
(XˆZ)K
sp
−→ XˆZ
i ∩ ↓
(Xˆ)K
sp
−→ Xˆ
j ∩
Xan
by [B1], 0.2.7. Here (Xˆ)K denotes the rigid analytic generic fiber of the formal
scheme Xˆ which is topologically of finite type. Moreover, i((XˆZ)K) = sp
−1(Z) is
an admissible open of (Xˆ)K and j is an open immersion. Therefore, (XˆZ)K can be
identified with an admissible open of Xan, so that (XˆZ)K(K) is an open subset of
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X(K). Let us now remark that XˆZ(R) = (XˆZ)K(K), which proves that XˆZ(R) is
an open subset of X(K).
In order to finish the proof of the lemma note that P fA0×A′(R) may be identified
with the set of points of P (R) which project to points on A0(R) × A′(R) whose
specialization is (0, 0) on A0k(k)×A
′
k(k). As P
f
A0×A′ is the trivial biextension, we
fix formal sections σ˜ : P fA0×A′ −→ G
∧
m and s : A
f ×A′f −→ P fA0×A′ .
Let us now recall how the map τA : P (K) −→ K is defined. Let x ∈ P (K)
and let (a, a′) ∈ A(K) × A′(K) = A(R) × A′(R) be its projection. For suitable
integers m and n we have (ma, na′) ∈ Af(R) × A′f(R), so let y = s(ma, na′) ∈
P fA0×A′(R) ⊂ P (K). Actually, y is an analytic function of x. Then the elements
(m,n)x (biextension multiplication) and y of P (K) differ by a unique element
c ∈ K∗, and let us note that c is also analytic as a function of x as the biextension
operations are algebraic, hence analytic. Now we have
τA(x) =
1
mn
(λ(σ˜y) + λ(c)) .
Therefore τA is analytic. ✷
We will now prove in general that analytic λ-splittings lead to analytic splittings
of the projection map I ′(K)→ A′(K).
Proposition 3.2 Let τ : P (K) → K be an analytic λ-splitting a` la Mazur and
Tate, where λ : K× → K is a branch of the p-adic logarithm. Recall from section
1 that τ induces a splitting η = η(τ) : A′(K) → I ′(K) by associating to a′ the
extension PA×{a′} endowed with the rigidification given by Lie(τ|PA×{a′}). Then η is
an analytic map.
Proof: Choose Zariski open neighbourhoods U ⊂ A and U ′ ⊂ A′ of the unit
sections, such that the Gm-torsor P is trivial over U × U
′, i.e. we have a Gm-
equivariant isomorphism ϕ : PU×U ′
∼
−→ Gm×U ×U
′ over U ×U ′. We can correct
ϕ by a suitable morphism U ′ → Gm to achieve that ϕ◦eP/A′ : U
′ → Gm×U×U
′ is
the map u′ 7→ (1, 1, u′). Here eP/A′ is the unit section of P regarded as an A
′-group.
Then the map
h : U × U ′
1×id
−→ Gm × U × U
′ ϕ
−1
−→ PU×U ′
is a U ′-morphism compatible with the unit sections over U ′. Therefore it induces a
section Inf1(U ×U ′/U ′)→ Inf1(PU×U ′/U
′) of the map Inf1(PU×U ′/U
′)→ Inf1(U ×
U ′/U ′) given by the projection PU×U ′ → U × U
′. Here Inf1 denotes the first
infinitesimal neighbourhood with respect to the unit section. Now U×U ′ is an open
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subset of A×U ′ containing the image of the unit section over U ′. Hence Inf1(U ×
U ′/U ′) ≃ Inf1(A × U ′/U ′). Similarly, we have Inf1(PU×U ′/U
′) ≃ Inf1(PA×U ′/U
′).
Hence we get a commutative diagram
Inf1(A× U ′/U ′) −−−→ Inf1(PA×U ′/U
′)y
y
A× U ′ ←−−− PA×U ′,
which induces a rigidification on the extension PA×U ′ of A× U
′ by Gm,U ′ over U
′.
In this way we get an element in I ′(U ′) projecting to the natural inclusion U ′ →֒ A′
in A′(U ′), i.e. a local section s : U ′ → I ′ of the projection map I ′ → A′. Since s is
a morphism of schemes, the corresponding map on K-rational points s : U ′(K)→
I ′(K) is analytic.
For every x ∈ U ′(K) its image s(x) corresponds to the extension PA×{x} together
with the rigidification induced by the map h(−, x) : U → PU×{x}. It is easy to
see that this rigidification can also be described as follows: The isomorphism of
Gm-torsors ϕ : PU×U ′ → Gm × U × U
′ induces a K×-equivariant analytic map
ψ : PU×U ′(K) → K
×, which in turn induces for all x ∈ U ′ an analytic map
ψx : PU×{x}(K)→ K
× respecting the unit sections. Hence the corresponding map
on Lie algebras splits the Lie algebra sequence associated to PA×{x}, and gives the
desired rigidification.
Since τ : P (K)→ K is a λ-splitting, we have τ(αx) = λ(α) + τ(x) for all α ∈ K×
and x ∈ P (K). An analogous formula holds for λ◦ψ. By hypothesis, the difference
τ − λ ◦ ψ : PU×U ′(K) → K is a K
×-invariant analytic map, hence it factors over
some analytic map θ : U(K)×U ′(K)→ K. Since τ and λ◦ψ map the unit section
over U ′ to zero, we have θ(1, x) = 0 for all x ∈ U ′(K).
For all x ∈ U(K) we now have two rigidifications on the extension PA×{x}. One
comes from the point s(x) ∈ I ′(K). As shown above, it is given by the map ψx. The
other one comes from the point η(x) ∈ I ′(K), by definition it is given by the Lie
algebra map corresponding to the Lie group homomorphism τ : PA×{x}(K)→ K,
where we always identify Lie(K×) ≃ Lie(K) by means of Lieλ.
A straightforward calculation shows that for all x ∈ U ′(K) these two rigidifications
on PA×{x} differ by the invariant differential ωx corresponding to the Lie algebra
map
Lie θ(−, x) : LieA −→ LieK ≃ K.
This means that the sections η : U ′(K) → I ′(K) and s : U ′(K) → I ′(K) of the
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projection map differ by
ω : U ′(K) −→ Inv(A)
x 7−→ ωx.
We claim that the map ω is analytic. As the claim has a local nature let us fix
x0 ∈ U
′(K) and choose neighbourhoods V ⊂ U(K) of 1 and V ′ ⊂ U ′(K) of x0
such that θ is given by a convergent power series
θ(u1, ..., ur; x1, ..., xs)
=
∑
i1,...,ir,j1,...,js≥0
ai1,...,is;j1,...,js(u1 − 11)
i1...(ur − 1r)
ir(x1 − x0,1)
j1...(xs − x0,s)
js
on V × V ′. Here (11, ..., 1r) and (x0,1, ..., x0,s) are the local coordinates of 1
and x0, respectively. A simple calculation shows that under the identification
HomK(Lie(A), K)) ≃ K
r given by the local coordinates u1, . . . , ur we have
Lie(θ)(−, x1, ..., xs)
= (
∑
j1,...,js≥0
a1,0,...,0;j1,...,js(x1 − x0,1)
j1 ...(xs − x0,s)
js, ...,∑
j1,...,js≥0
a0,...,0,1;j1,...,js(x1 − x0,1)
j1...(xs − x0,s)
js),
which proves the claim.
Since the difference between η and s is an analytic map, we find that η is analytic
on U ′(K), hence everywhere. ✷
Corollary 3.3 The section ηA : A
′(K)→ I ′(K) is analytic.
Therefore we know now that the Mazur-Tate λ-splitting τA is induced by a splitting
of the Hodge filtration, namely by Lie ηA. Recall from the end of section 1 that
this means that the Mazur-Tate height pairing coincides with the p-adic height
pairing induced by Lie ηA. Hence it remains to identify Lie ηA with the unit root
splitting. We need some technical preparations.
Let X be a scheme over the base scheme S or a rigid analytic variety over a rigid
analytic base variety S. Then we denote by Pic♮(X) = Pic♮(X/S) the group of
invertible sheaves on X endowed with an integrable connection. For a morphism
X → Y of S-schemes or rigid analytic varieties over S we have a natural map
Pic♮(Y )→ Pic♮(X).
Let (Ui)i be a (Zariski or admissible rigid analytic) covering of X such that the
invertible sheaf L is trivial on each Ui with transition functions fij ∈ Γ(Ui∩Uj ,O
×).
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Then a connection ∇ on L gives rise to a collection of forms ωi ∈ Γ(Ui,Ω
1
X/S) such
that ωi−ωj = dfij/fij on Ui∩Uj . Conversely, every such collection of forms defines
a connection. ∇ is integrable iff all the ωi are closed forms. In this way one sees
that there is a functorial isomorphism
Pic♮(X) ≃ H1(X,Ω×X/S),
where Ω×X/S is the complex of sheaves
Ω×X/S = (O
×
X
d log
−→ Ω1X/S −→ Ω
2
X/S −→ . . .).
Now let X be a smooth rigid analytic K-group. There is a natural functorial
homomorphism
ExtrigK(X,G
an
m ) −→ Pic
♮(X)
defined as follows. First of all, note that the rigidifications of the extension
0 −→ Ganm −→ Z −→ X −→ 0
correspond bijectively to invariant 1-forms ω on Z which restrict to the form dt/t
on Ganm (where t is the standard parameter on G
an
m ), cf. [Za], p.323.
Starting with an extension Z and an invariant 1-form η on Z restricting to dt/t
on Ganm we take a covering (Ui)i of X such that the G
an
m -torsor Z is trivial over Ui,
i.e. we have local sections si : Ui → Z of the projection Z → X .
Now we put ωi = s
∗
i η ∈ Γ(Ui,Ω
1
X/K). Let L be the sheaf of sections of the
line bundle associated to the torsor Z. Then, tautologically, the sections fij ∈
Γ(Ui ∩ Uj ,O
×) such that fijsj = si on Ui ∩ Uj are transition functions for L. One
can easily check that the ωi define a connection on L. All ωi are closed since η is
closed as an invariant differential. Hence our connection is integrable.
Lemma 3.4 The following diagram commutes:
A
′
(K)
ηA−−−→ Extrig(Aan,Ganm ) −−−→ Pic
♮(Aan)x≃ y yπ∗
G
′
(K) Extrig(Gan,Ganm ) −−−→ Pic
♮(Gan)y
x
xp∗
B′(K)
ηB−−−→ Extrig(Ban,Ganm ) −−−→ Pic
♮(Ban).
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Proof: The right part is commutative by functoriality, the left one by definition
of ηA. ✷
Lemma 3.5 Let X be a commutative rigid analytic group over K. Then we have
a functorial isomorphism of K-vector spaces
L(Pic♮(X))
∼
−→ H1dR(X),
where L(Pic♮(X)) is the Lie algebra of the group functor S 7→ Pic♮(X × S).
Proof: This can be proved as in the algebraic case (see [Me], 2.6.8). Let Ω• be the
complex (0→ OX → ΩX/K → Ω
2
X/K → . . .) on X . If we put Xǫ = X ×K K[ǫ] and
denote by p : Xǫ → X the projection, there is a split exact sequence of complexes
of abelian sheaves on X :
0 −→ Ω•X/K −→ p∗Ω
×
Xǫ/K[ǫ]
−→ Ω×X/K −→ 0.
Taking first hypercohomologies, our claim follows. ✷
Now we are able to prove the following theorem
Theorem 3.6 The Mazur-Tate height pairing on A coincides with the height pair-
ing defined by the unit root splitting rA of H
1
dR(A).
Proof: It suffices to show that rA = Lie ηA.
Comparing ηA with an algebraic splitting as in the proof of 3.2 we see that we can
pass from the diagram in Lemma 3.4 to the corresponding Lie algebra diagram.
Using Lemma 3.5, we get a commutative diagram
LieA
′
(K)
Lie ηA
−−−−→ L(Pic♮(Aan))
≃
−−−→ H1dR(A)y≃
y π∗
y
LieG
′
(K) L(Pic♮(Gan))
≃
−−−→ H1dR(G)y
x p∗
x
LieB′(K) −−−→ L(Pic♮(Ban))
≃
−−−→ H1dR(B).
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Here the upper horizontal map is a section of the natural projection H1dR(A) →
H1(A,O) ≃ LieA
′
(K) and the lower horizontal map is induced by Lie ηB = rB.
Besides, the diagram
H1(A,O)
≃
−−−→ LieA
′
(K)y
y≃
H LieG
′
(K)y y
H1(B,O)
≃
−−−→ LieB′(K)
commutes by [LS2], 6.7. Hence Lie ηA makes diagram (3) in Theorem 2.2 commu-
tative, and our claim follows from this result. ✷
4 Appendix
In this section we will prove that the Hodge filtration of the first de Rham coho-
mology group of a semiabelian variety over K is given by its invariant differentials.
This answers a question raised in [LS2].
Let us first recall some notations from section 2. Let K be a finite extension of Qp,
T = (Gm)
t a split torus over K, B an abelian variety over K with good reduction
and G a semiabelian variety over K defined by the extension of algebraic groups
over K:
(4) 0 −→ T
g
−→ G
p
−→ B −→ 0.
We will prove
Theorem 4.1 ForX ∈ {T,G,B} the image of Inv(X) in H1dR(X) can be naturally
identified with the Hodge filtration on H1dR(X).
Note that this result is well known for X = B.
As T and G are smooth schemes over K which are not proper, let us first briefly
review the Hodge theory for non-proper varieties.
Let X be a smooth scheme over K, Y a smooth and proper scheme over K and
X
iX−→ Y an open embedding. Let Z = Y −X and suppose that Z is a divisor with
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normal crossings over K. Denote by ΩiY (logZ) the sheaf of i-th differential forms
on Y with logarithmic poles along Z. The first deRham cohomology of Y with
logarithmic poles along Z is defined as H idR(Y, log(Z)) = H
i(Ω•Y (logZ)). Then we
have (see [D]):
1) The inclusion Ω•Y (logZ) ⊂ (iX)∗Ω
•
X induces an isomorphism
H idR(X)
∼= H idR(Y, log(Z)).
2) The spectral sequence
Ei,j1 = H
j(Y,ΩiY (logZ)) ==> H
i+j
dR (Y, logZ) = H
i+j
dR (X)
degenerates at E1 and induces the Hodge filtration.
3) The Hodge filtration thus defined on H idR(X) does not depend on the compact-
ification of X .
As a consequence of the above we have that the first step of the Hodge filtration
on H1dR(X), denoted F
0
X , is given by
F 0X = Ker(d : H
0(Y,Ω1Y (logZ)) −→ H
0(Y,Ω2Y (logZ))).
Let us now prove the theorem.
Proof: a) We will first prove the statement for X = T . Consider the embedding
T = (Gm)
t iT−→ (P1K)
t, where each Gm is embedded naturally in P
1
K , after a
parameter was chosen. This embedding may be seen as a smooth compactification
of T . Moreover the group law: T × T −→ T extends naturally to a morphism
T × (P1K)
t −→ (P1K)
t, i.e. endows (P1K)
t with a natural action of T . (See [Se2].)
Let Z := (P1K)
t − T . It is clearly a divisor with normal crossings and so, by the
above we have H1dR(T ) = H
1
dR((P
1
K)
t, logZ). As the 1-forms in Inv(T ) are closed
and are logarithmic when considered in P := (P1K)
t, we have an inclusion
Inv(T ) −→ F 0T = Ker(d : H
0(P,Ω1P(logZ) −→ H
0(P,Ω2P(logZ))).
To show that the map is surjective let us fix parameters z1, z2, ..., zt on each factor
of P = (P1K)
t compatible with the parameters on the factors of T = (Gm)
t. Then
an element ω ∈ H0(P,Ω1P(logZ)) has the form
ω =
t∑
n=1
fn
dzn
zn
,
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where fn ∈ H
0(P,OP) = K. Therefore ω is closed and ω ∈ Inv(T ).
b) Let us now prove the theorem for X = G. We will first briefly recall how
one obtains a good compactification of G (see [Se2]). Let’s recall the short exact
sequence (4) at the beginning of this section. As torus torsors are locally trivial in
the Zarski topology, we may find a finite open, affine cover {Ui}i of B such that
p−1(Ui) ∼= Ui × T
1×iT−→ Ui × (P
1
K)
t.
Now embed each Ui × T ⊂ Ui × (P
1
K)
t and notice that the isomorphisms used
to glue the opens {Ui × T}i extend naturally and define gluing data for the set
{Ui × (P
1
K)
t}i. We glue the schemes {Ui × (P
1
K)
t}i along these isomorphisms and
obtain a proper scheme M over K such that the following hold
i) The natural map G
iG−→M is an open embedding.
ii) We have a natural morphism M −→ B and the torsor structure of G over B
naturally extends to a stucture of principal fiber-space of M over B of fiber type
(P1K)
t.
iii) Let Vi := Ui × (P
1
K)
t ⊂M . Then if Z :=M −G we have Z|Vi = Ui × ((P
1
K)
t −
T ) = U × Zi which is a divisor with normal crossings in Vi for every i. Therefore
Z is a divisor with normal crossings in M .
As a consequence, we have H1dR(G) = H
1
dR(M, logZ) and as the invariant differ-
entials on G are closed we have a natural inclusion
Inv(G) −→ Ker(d : (iG)∗Ω
1
G(M) −→ (iG)∗Ω
2
G(M)).
Let us fix {Yj}j a standard open affine cover of (P
1
K)
t (compatible with the pa-
rameters z1, z2, ..., zt chosen above.) Then {Ui×Yj}i,j is an open affine cover of M
and let Zij := Z ∩ (Ui × Yj) = Ui × (Yj − T ). Let ω ∈ Inv(G). As both Ω
1
M(logZ)
and (iG)∗Ω
1
G are coherent sheaves on M , in order to show that ω ∈ Ω
1
M (logZ)(M)
it would be enough to show that
ω|Ui×Yj ∈ Ω
1
M (logZ)(Ui × Yj) = Ω
1
Ui×Yj
(logZij).
Let us fix i, j and denote by p1, p2 the projections from Ui × Yj to its factors (in
this order). Then we have a natural isomorphism
Ω1Ui×Yj (logZij)
∼= p∗1Ω
1
Ui
× p∗2ΩYj (log(Yj − T )).
Moreover,
ω|Ui×Yj ∈ ((iG)∗Ω
1
G)(Ui × Yj) = Ω
1
Ui×(Yj∩T )
= p∗1Ω
1
Ui
× p∗2Ω
1
Yj∩T
.
23
So ω|Ui×Yj = (ω1, ω2), with ω1 ∈ p
∗
1Ω
1
Ui
and ω2 = p
∗
2((g
∗ω)|Yj∩T ). As ω ∈ Inv(G) it
follows that g∗ω ∈ Inv(T ) and we have proved at a) above that g∗ω is logarithmic,
i.e. that g∗ω|Yj∩T ∈ Ω
1
Yj
(log(Yj − T )).
This shows that we have a natural injection:
Inv(G) −→ F 0G.
Now we claim that the exact sequence (4) induces an exact sequence
(5) 0 −→ F 0B −→ F
0
G −→ F
0
T −→ 0.
To see this let us recall that for all X ∈ {T,G,B} we have isomorphisms as
Gal(K/K)-modules
H1et(XK ,Qp(1))
∼= Vp(X),
where Vp(X) := (
lim
← XK [p
n](K)) ⊗Zp Qp is the Tate module of XK . The exact
sequence (4) also produces an exact sequence of Gal(K/K)-modules (see [LS2])
0 −→ Vp(B) −→ Vp(G) −→ Vp(T ) −→ 0.
Using Fontaine’s theory and the results in [Ts] we have a commutative diagram of
filtered modules with exact rows:
0 −→ DdR(Vp(B)) −→ DdR(Vp(G)) −→ DdR(Vp(T )) −→ 0
↓∼= ↓∼= ↓∼=
0 −→ H1dR(B) −→ H
1
dR(G) −→ H
1
dR(T ) −→ 0
This implies the exactness of the sequence (5) which implies that
dimK(F
0
G) =dimK(Inv(G)) (we have used that the theorem is true for T and B).
Therefore the natural injection Inv(G) −→ F 0G is an isomorphism.
References
[BKKN] R. Berger, R. Kiehl, E. Kunz, H.-J. Nastold: Differentialrechnung in
der analytischen Geometrie. Lecture Notes in Mathematics 38. Springer
1967.
[B1] P. Berthelot: Cohomologie rigide et cohomologie rigide a support propre
(http://www.maths.univ-rennes1.fr/∼berthelo/)
[B2] P. Berthelot: Slopes of Frobenius in crystalline cohomology, Math.
Notes, Princeton University Press, 1978
24
[Bo-Lu¨1] S. Bosch, W. Lu¨tkebohmert: Degenerating abelian varieties, Topology
30 (1991) 653-698.
[Bou1] N. Bourbaki: Groupes et alge`bres de Lie. Chapitres 2 et 3. Hermann
1968.
[Bou2] N. Bourbaki: Varie´te´s diffe´rentiables et analytiques. Fascicule de
re´sultats. Hermann 1971.
[Co] R. Coleman: The universal vectorial biextension and p-adic heights.
Invent. math. 103 (1991) 631-650.
[Co-Io] R. Coleman, A. Iovita:Frobenius and monodromy operators on curves
and abelian varieties. Duke Math. J. 97 (1999).
[Co-Gr] R. Coleman, B. Gross: p-adic heights on curves. In: Algebraic number
theory. Adv. Stud. Pure Math 17. Academic Press 1989, 73-81.
[D] P. Deligne: The´orie de Hodge II. Publ. Math. IHES 49 (1971) 5-58.
[EGA4] A. Grothendieck: E´le´ments de ge´ome´trie alge´brique IV. Publ. Math.
IHES 20 (1964), 24 (1965), 28 (1966), 32 (1967).
[Il] L. Illusie: Reduction semi-stable ordinaire, cohomologie e´tale p-adique
et cohomology de de Rham d’apre`s Bloch-Kato et Hyodo, Appendice a`
l’expose´ IV Asterisque 223 (1994) 209-220
[Io] A. Iovita: Formal sections and de Rham cohomology of semistable
abelian varieties, Israel J. of Math. 120 (2000) 429-447.
[Ki] R. Kiehl:Die de Rham Kohomologie algebraischer Mannigfaltigkeiten
u¨ber einem bewerteten Ko¨rper. Publ. Math. IHES 33 (1967) 5 -20.
[LS1] B. Le Stum: Cohomologie rigide et variete´s abe´liennes. C.R. Acad. Sc.
Paris, t. 303, Se´rie I 20 (1986) 989-992.
[LS2] B. Le Stum: Cohomologie rigide et variete´s abe´liennes. The`se. Univer-
site´ de Rennes I 1985.
[Ma-Me] B. Mazur, W. Messing: Universal extensions and one dimensional crys-
talline cohomology. Lecture Notes in Mathematics 370. Springer 1974.
[Ma-Ta] B. Mazur, J. Tate: Canonical height pairings via biextensions, In:
Arithmetic and Geometry. Papers dedicated to I.R. Shafarevich.
Progress in Mathematics 35. Birkha¨user 1983, 195-235.
25
[Me] W. Messing: The universal vectorial extension of an abelian variety by
a vector group. Symp. Math. XI (1973) 359-372.
[Mu] D. Mumford: Abelian Varieties. Oxford University Press 1970.
[Ne´] A. Ne´ron: Quasi-fonctions et hauteurs sur les varie´te´s abe´liennes. Ann.
Math. 82 (1965) 249-331.
[Ray] M. Raynaud: Varie´te´s abe´liennes et ge´ome´trie rigide. In: Actes,
Congre`s intern. math. 1970. Tome 1, 473-477.
[Sch] P. Schneider: p-adic height pairings I. Invent. math. 69 (1982) 401-409.
[Se1] J.-P. Serre: Lie algebras and Lie groups. W.A. Benjamin 1965.
[Se2] J-P. Serre: Quelques proprie´te´s des groupes alge´briques commutatifs,
Socie´te´ Mathe´matique de France, Aste´risque 69-70 (1979) 191-202.
[SGA7, 1] A. Grothendieck et al.: Se´minaire de ge´ome´trie alge´brique du Bois-
Marie 1967/69, Groupes de monodromie en ge´ome´trie alge´brique I.
Lecture Notes in Mathematics 288. Springer 1972.
[Ts] T. Tsuji: p-adic e´tale cohomology and crystalline in the semi-stable
reduction case. Invent. Math. 137 (1999) 233–411.
[We] A. Werner: Local heights on Abelian varieties and rigid analytic unifor-
mization. Documenta Math. 3 (1998) 301-319.
[Za] Y.I. Zarhin:p-adic heights on abelian varieties, in: Se´minaire de The´orie
des Nombres Paris 1997-88. Birkha¨user Progress in Mathematics 81
(1990) 317-341.
[Zi] Th. Zink: Cartiertheorie kommutativer formaler Gruppen. Teubner
Texte zur Mathematik 68. Leipzig 1984.
Adrian Iovita
University of Washington
Dept. of Mathematics
Box 354350
Seattle, WA 98195 - 4350
email: iovita@math.washington.edu
Annette Werner
Universita¨t Mu¨nster
Mathematisches Institut
Einsteinstr. 62
D - 48149 Mu¨nster
email: werner@math.uni-muenster.de
26
