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Abstract
Spoken term detection (STD) is the task of looking up a spoken
term in a large volume of speech segments. In order to pro-
vide fast search, speech segments are first indexed into an inter-
mediate representation using speech recognition engines which
provide multiple hypotheses for each speech segment. Approxi-
mate matching techniques are usually applied at the search stage
to compensate the poor performance of automatic speech recog-
nition engines during indexing. Recently, using visual informa-
tion in addition to audio information has been shown to improve
phone recognition performance, particularly in noisy environ-
ments. In this paper, we will make use of visual information
in the form of lip movements of the speaker in indexing stage
and will investigate its effect on STD performance. Particularly,
we will investigate if gains in phone recognition accuracy will
carry through the approximate matching stage to provide simi-
lar gains in the final audio-visual STD system over a traditional
audio only approach. We will also investigate the effect of us-
ing visual information on STD performance in different noise
environments.
Index Terms: Spoken term detection, keyword spotting, audio
visual phone recognition, DMLS system
1. Introduction
STD is the process of finding all occurrences of a specified
search term in a large volume of speech database [1]. This pro-
cess usually consists of two steps: indexing and search. In the
indexing stage, audio segments are transcribed into an interme-
diate representation and in the next stage, this representation is
searched to detect the query terms. The indexing stage plays
an important role in STD. However, it is prone to errors due
to errors introduced in recognition engines used in the indexing
process.
A common approach to indexing audio segments is to per-
form word-based transcription by using a large vocabulary con-
tinuous speech recognition (LVCSR) system [2] to produce
word lattices for each audio segment [3]. The main disadvan-
tage of such systems is that they are only able to recognize the
words within their dictionary. Sub-word based strategies have
been investigated to provide open vocabulary query search. The
dynamic match lattice spotting (DMLS) technique [4] has been
proposed as a phonetic STD approach to search and detect query
terms in recognized lattices of audio segments, created using
a phone recognition engine based on hidden Markov models
(HMM). This technique has continued to be used as one of the
state-of-the-art approaches for STD [5, 6].
Usually, in a speech document, there are other sources of
information which can be used to improve the performance of
indexing and search. Previously, we used topic information of
the indexed documents to improve the performance of STD sys-
tem [7, 8] . Visual information is another source which has been
proved to improve speech recognition performance [9, 10, 11].
Liu et al. [12] suggested early integration strategy for com-
bining audio and visual information for the task of word spot-
ting. The results of the experiments in this study showed that
in noisy conditions, the audio visual keyword spotting system
outperforms the audio-only system. In another attempt, Liu
et al. [13] proposed an audio visual keyword spotting system
for a robot. Obviously, robots should be able to work in real-
world situations and an important aspect of such systems which
should be dealt with is the presence of noise. Their experiments
showed that the decision fusion of the scores of the audio and
visual speech recognition models for keyword spotting signif-
icantly improves the noise robustness and provides better per-
formance than feature fusion based audio visual spotter. Liu et
al. [14] also proposed an audio visual keyword spotting system
for Mandarin language and claimed that their keyword spotting
system is robust to noise.
Although these approaches have shown that audio-visual
fusion is superior than acoustic keyword spotting, their set of
search terms were specified at indexing stage, since they needed
to model the keywords before search stage which does not pro-
vide open vocabulary search. On the other hand, they could
not improve the search accuracy in clean conditions. In this re-
search we exploit DMLS approach for our baseline system and
will investigate the effect of using visual information in the in-
dexing stage on STD performance.
2. DMLS system
The phonetic STD system developed by Wallace et al. [15]
which is based on the DMLS system [4] is used as our baseline
system. In this system, indexing is run once to create a database
from recognized lattices of phonemes and in the search phase,
this database is explored to find the best match with query terms.
2.1. Indexing
The purpose of indexing is to construct a database that pro-
vides fast search. First, phonetic speech recognition is per-
formed to decode each speech segment in the database which
results in producing lattices of multiple phone sequence recog-
nition hypotheses. In the next step, these lattices are traversed
by means of Viterbi dynamic search method to extract all phone
sequences with a predefined fix length, N, that terminate at each
node in the lattice. All these phone sequences are then col-
lected into a SDB. This database can be considered as a look-up
table that returns the location of each occurrence of a particu-
lar unique N-gram phone sequence. In this paper, we used the
value of N = 11, which provides a reasonable trade-off between
index size and simple retrieval of long phone sequences [16].
2.2. Search
In the search stage, the query term is decomposed into its
phoneme constituents using a pronunciation lexicon. Letter
to sound rules are applied in case of out-of-vocabulary search
terms. The difference between the target phone sequence and
each indexed phone sequence is calculated using the minimum
edit distance (MED) criteria. The insertion, deletion, and sub-
stitution costs for MED are trained using phone confusion net-
work in in the indexing stage. If the difference is lower than
a pre-specified threshold value, then the putative occurrence is
emitted as a detected occurrence.
The MED is defined as the minimum possible sum of the
costs of phone substitution, insertion and deletion errors that
transform the indexed phone sequence into the target phone
sequence, and is calculated using dynamic programming [4].
Costs of phone substitution, insertion and deletion errors are
learned from tuning data by using the confusion matrix from
the recognized lattices.
3. Proposed audio visual STD system
In this paper, we propose incorporating visual information in
addition to audio information in the indexing stage. We will
use two approaches to train our audio visual phone HMMs to
be used in the indexing stage. The first method is joint train-
ing for state synchronous HMMs [10] which is the most exten-
sively used approach to train audio visual HMMs. The second
approach is cross-database training [17] which uses data from
different databases in fused HMM (FHMM) adaptation frame-
work [18].
3.1. Joint training
In a single-stream HMM, in order to model the generation of
a sequence of speech feature vectors {ot} of dimensionality D
with the cth HMM, the emission (class conditional observation)
probabilities are modelled by Gaussian mixture densities,
Pr[ot | c] =
Kc∑
k=1
wckND(ot;mck, sck) (1)
and the HMM transition probabilities between the various
classes are given by r = [{Pr[c′ | c′′], c′, c′′ ∈ C}]T . There-
fore, the HMM parameter vector which should be learned from
training data would be,
a = [rT , bT ]T , where b = [{[wck,mTck, sTck]T ,
k = {1, 2, ...,K}, c ∈ C}]T (2)
in which, c ∈ C denotes the HMM states, wck are positive
weights of each mixture adding to one within each state, K is
the number of mixtures, and ND(o;m, s) is the Dvariate nor-
mal distribution with meanm and a diagonal covariance matrix,
whose diagonal being represented as s.
In an audio-visual synchronous HMM, observation emis-
sion probability in each state is defined as,
Pr[o
(AV )
t | c] =
∏
s∈{A,V }
[
Ksc∑
k=1
wsckNDs(ost ;msck, ssck)]λsct ,
(3)
where all of the parameters are the same as single stream HMM
parameters in Equation 1, except that λsct denotes the stream
exponents (weights) and the audio-visual feature vector is de-
fined as,
o
(AV )
t = [o
(A)
t
T
, o
(V )
t
T
]T . (4)
According to Equation 3, parameters of synchronous HMM
can be defined as,
a = [rTav, b
T
a , b
T
v , α]
T , (5)
where rTav is the state transition probability, bTa , and bTv denotes
the observation emission probability of each stream, and α is
the weight parameter of each stream. Training a synchronous
HMM is the process of learning these parameters using stan-
dard Baum-Welch technique from a set of training data. The
stream weight parameter is typically set by maximising recog-
nition performance on a tuning dataset.
3.2. Cross-database training
In order to jointly train an audio-visual HMM, a fairly large and
annotated audio-visual database is needed to learn the optimum
HMM parameters. However, due to capturing difficulties, an-
notation cost, and time limitations, currently there are not many
publicly available and annotated audio-visual databases which
cover all of speech events in day-to-day conversations.
Dean et al [19] proposed continuous FHMM for audio-
visual speech recognition in which a two-step framework for
training audio visual models is suggested where each step could
be performed on independent data. Recently, we [17] deployed
this framework to use different databases to improve phone
recognition performance. Cross-database training of FHMM
adaptation thus consists of the following steps:
• Train an audio HMM for each phone on an external large
audio database.
• For each audio observation in the given audio-visual
database, find the best sequence of states of the audio
HMM corresponding to that audio segment by forced-
alignment.
• Train a global background GMM using all visual feature
vectors of the given audio-visual database.
• For each state of each model, adapt the background
model to the corresponding visual feature vectors re-
sulted from step 2 and append it to that state as the visual
GMM.
We perform phone recognition using phone models trained
by these two methods and perform indexing in DMLS system
to create phone sequence database. We also perform indexing
using only audio data to compare audio visual STD with audio-
only STD approach. The same search process will be applied
on the produced database.
4. Experiments and results
4.1. Evaluation
STD can be evaluated in two stages. The first stage can test the
performance of phonetic lattices using HTK style phone recog-
nition accuracy [10]. The second stage, which actually tests the
whole STD performance, is evaluated in this paper using figure
of merit (FOM). FOM is used widely to report the performance
of STD systems [15, 20, 21] and is defined as the average de-
tection rate at each integer value between 0 and 10 false alarms
per search term per hour.
Table 1: The configurations used for training, tuning, and test
Configurations
Train
F02, F04, F06, F08 F02, F04, F06, F08
F10, F11, M01, M03 F10, F11, M01, M03
(CID) (TIMIT)
Tune F03, F07, M02 F03, F07, M02
(CID) (TIMIT)
Test
1) F05, F09, M04 1) F05, F09, M04
(CID) (TIMIT)
2) F05, F09, M04 2) F05, F09, M04
(TIMIT) (CID)
4.2. Training and testing datasets
Training, tuning, and testing data were extracted from the audio-
visual database of spoken American English (AVDBAE) [22].
There are 14 speakers in this database including 10 females
(F02-F011) and 4 males (M01-M04). Each participant reads
238 different words and 166 different sentences. The spoken
text were drawn from the following sources:
1. Central Institute for the Deaf (CID) Everyday Sentences
2. Northwestern University Auditory Test No. 6
3. Vowels in /hVd/ context (separate words)
4. Texas Instruments/Massachusetts Institute for Technol-
ogy (TIMIT) sentences
In this work, we only used the CID and TIMIT sentences
which are quite longer than the other utterances. These sen-
tences were divided into different portions to be used for train-
ing, tuning, and testing purposes. We also defined two con-
figurations for our experiments: in the first configuration, CID
sentences are used for training and tuning and in the second
configuration, TIMIT sentences are used for training and tun-
ing. We report the testing result (phone recognition and STD
accuracy) on both sets of TIMIT and CID sentences. This was
done to investigate the effect of using different and the same set
of sentences in training and testing. Table 1 summarizes the por-
tions of the dataset utilised and the different configurations used
in this work. For training external audio models, TIMIT, Wall
Street Journal-1, and 160 hours of speech from Switchboard-1
Release 2 was used. These models were then used for cross-
database training of audio visual models.
Phone recognition is reported by calculating the phone
recognition accuracy on all test segments. For STD evaluation,
a total of 26 6-phone and 8-phone terms are chosen randomly
from a pool of words that occur at least once in the test data to
calculate FOM.
4.3. Feature extraction
Perceptual linear prediction (PLP) based cepstral features were
extracted to represent the acoustic features in our experiments.
Each feature vector consisted of the first 13 PLPs including the
zeroth, as well as the first and second time derivatives of those
13 features. These 39 dimensional feature vectors were ex-
tracted from every 10 milliseconds of 25-millisecond windows
using Hamming-windowed speech signals.
In order to extract visual features, the Fourier Lucas-
Kanade algorithm proposed by Lucey et. al [23] was used to ex-
tract the lip region-of-interest (ROI) from 29.97 fps video data.
This method has been shown to work better than the Viola-Jones
algorithm in a semi automatic manner [24]. After ROI extrac-
tion, the mean ROI over the video segment is removed. In the
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Figure 1: Phone recognition accuracy for different systems us-
ing different train/test configurations.
next step, a two-dimensional discrete cosine transform (DCT)
is applied to the mean-removed ROI, with the 100 top DCT
coefficients according to the zig-zag pattern retained, resulting
in a ‘static‘ visual feature vector. Finally, in order to extract
dynamic speech information, 7 neighbouring adjacent feature
vectors centred at the current vector were passed to inter-frame
linear discriminant analysis (LDA) to achieve a 60 dimensional
LDA feature vector.
4.4. Audio visual STD
HMM parameters including the number of states and mixtures,
grammar scale, insertion penalty, number of tokens, as well as
stream weights in case of audio-visual HMMs were tuned on the
tuning set after training. For audio visual models, the weight of
each modality is also tuned on the tuning set. The best set of
tuned parameters were then selected to report the accuracy on
the test set.
Audio models (IAHMM system) are trained on internal au-
dio data of the training set of the given audio visual database.
Audio visual models which are trained using joint training
method (JAVHMM system) are trained on audio visual data of
the given audio visual database and HMM parameters are tuned
on audio visual data of the tuning set. Audio visual models
which are trained using cross-database training method (CD-
BAVHMM system) are first trained on audio data of the external
audio database and then adapted on visual data of the training
set of the given audio visual dataset and HMM parameters are
tuned on audio visual data of the tuning set.
Phone recognition accuracy is reported in Figure 1. As the
figure suggests, the average of phone recognition accuracy is
improved when using both audio and visual modalities using
joint training method compared with audio only approach. Par-
ticularly, when training and tuning on a set of sentences dif-
ferent than the set of test sentences (CID-TIMIT and TIMIT-
CID), audio visual models are shown to have greater improve-
ments and this suggests that adding visual information general-
izes audio models to unseen speech events. As previous studies
showed [17], using large external audio databases and adapting
them to visual observations of the given audio visual database
which is shown in CDBAVHMM system improves the phone
recognition performance. This approach provides a more gen-
eral audio model which could be fused with visual data and
improve the performance of phone recognition. The average
phone recognition accuracy of JAVHMM system is 12.0% rel-
ative higher than that of IAHMM system. This improvement is
46.9% for CDBAVHMM system. Now it will be investigated if
this improvement is repeated for STD performance.
Table 2: The average of the best STD performances across dif-
ferent test sets for different systems
IAHMM JAVHMM CDBAVHMM
FOM 0.223 0.24 0.567
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Figure 2: Phone recognition accuracy for different systems in
different noise situations.
Table 2 denotes the average STD performance of the three
mentioned systems in terms of FOM metric. The results shows
that both audio visual systems outperform the audio only STD
system. This suggests that phone recognition improvement in
the indexing stage is translated into STD performance improve-
ment when adding visual information in the form of lip move-
ments of the speakers.
4.5. Audio visual STD in noisy environments
The QUT-NOISE [25] dataset is designed for performance eval-
uation of speech processing algorithms across different levels
of noise recordings. In this dataset 5 noise scenarios were con-
sidered, where for each scenario, two locations were used for
recording environment noise. Two sessions were conducted for
recording the noise in each location which resulted in total of 20
noise recordings. In this paper we used HOME-LIVING sce-
nario. The reason is that one of the most likely applications of
audio visual STD is to search for spoken words in video chats
which usually take place in HOME-LIVING area. We added
the noise recording of the first session to tuning set for tuning
DMLS system parameters and the second session to test set for
evaluation purposes. Noise recordings are added to the original
recordings at SNR levels of 0, 5, 10, and 15.
The average of the best phone recognition accuracy of each
system over all test configurations for each noise level is re-
ported in Figure 2. As it was expected, visual information pro-
vides improvements when the audio source is noisy. In all 4
noise levels, we can see that the performance of audio visual
phone recognition system is better than the IAHMM system.
Figure 3 and 4 reports the results of STD experiments using
the the mentioned systems in the indexing stage. As the figures
show, by increasing the weight of the audio stream from 0.0
(which represents the visual-only system) in audio visual mod-
els, the accuracy of both STD systems increases until it reaches
an optimum point. After that, the performance gets degraded
until the audio weight is set to 1.0, which represents the au-
dio only STD performance that is less than the optimum per-
formance. It clearly shows that in all noise conditions, visual
modality is helpful for the task of STD.
As the figures shows, for JAVHMM system, the best au-
dio weight for high noise levels (SNR0) is at 0.6, while this
value is equal to 0.8 for low levels of noise. The same be-
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Figure 4: STD accuracy (FOM) of CDBAVHMM system in dif-
ferent noise situations.
haviour is observed for CDBAVHMM. This means that environ-
ments with high noise get more benefit from incorporating vi-
sual modality in STD. However, comparing both systems at the
same time, we can see that the best performance for JAVHMM
system is generally achieved with higher audio weight. For ex-
ample, in SNR=15, the best performance of CDBAVHMM sys-
tem is achieved when the audio weight is set to 0.9 while for
JAVHMM it is set to 0.8. This suggests that the audio mod-
els created in CDBAVHMM system are more powerful than
those of JAVHMM and therefore, it shows that visual modal-
ity is more helpful when less amount of audio data is available.
The best STD performance belongs to CDBAVHMM system
which was the most accurate system in the indexing stage.
5. Conclusion
In this paper, we proposed using visual information in addition
to audio information for open vocabulary STD. We performed
joint training of HMMs to incorporate visual information in
speech models. As an alternative, the recently proposed cross-
database training method was used for multimodal speech mod-
elling. Through a set of experiments, we showed that as it was
shown before, the phone recognition accuracy is increased by
audio visual modelling compared with audio only speech mod-
els. We then performed STD evaluation to investigate the effect
of visual information in STD performance. Results showed that
visual information is indeed useful for STD. It was also shown
that using visual information provides phone recognition and
STD improvements in noisy environment over the audio only
system.
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