The cospectrum of the horizontal and vertical turbulent velocity fluctuations, an essential tool for understanding measurements of the turbulent Reynolds shear stress, often departs in the ocean from the shape that has been established in the atmospheric surface layer. Here, we test the hypothesis that this departure is caused by advection of standard boundary layer turbulence by the random oscillatory velocities produced by surface gravity waves. The test is based on a model with two elements. The first is a representation of the spatial structure of the turbulence, guided by rapid distortion theory, and consistent with the one-dimensional cospectra that have been measured in the atmosphere. The second model element is a map of the spatial structure of the turbulence to the temporal fluctuations measured at fixed sensors, assuming advection of frozen turbulence by the velocities associated with surface waves. The model is adapted to removal of the wave velocities from the turbulent fluctuations using spatial filtering. The model is tested against previously published laboratory measurements under wave-free conditions and two new sets of measurements near the seafloor in the coastal ocean in the presence of waves. Although quantitative discrepancies exist, the model captures the dominant features of the laboratory and field measurements, suggesting that the underlying model physics are sound.
Introduction
The cospectrum of the horizontal and vertical components of the turbulent velocity is an essential tool for understanding the turbulent Reynolds shear stress and interpreting stress measurements. The cospectrum provides an estimate of the dominant stress-carrying turbulent length scale (e.g., Kaimal et al. 1972) , an assessment of whether the stress-carrying scales have been resolved, and an indication of contamination of stress estimates by spurious contributions from sensor noise.
In the atmospheric surface layer, the shape of the stress-carrying cospectrum is well established for horizontally homogeneous flows over fixed surfaces with uniform roughness elements that are small in comparison with the distance above the boundary. In this environment, the turbulent velocity fluctuations are much smaller than the mean velocity. The standard procedure is to (i) obtain time series measurements of u 0 1 and u 0 3 at a fixed point; (ii) assume that the turbulence is frozen (e.g., Tennekes and Lumley 1972; Monin and Yaglom 1975) , so that each time series can be interpreted as a onedimensional spatial series using the mapping x 1 5 U 1 t; and (iii) compute the one-dimensional wavenumber cospectrum of the spatial series u 0 1 and u 0 3 . Kaimal et al. (1972) showed that the cospectrum F 13 (k 1 ) computed in this way from atmospheric measurements is represented by an expression similar to 
with some discrepancies at low wavenumbers in unstable stratification. Here, x 5 (x 1 , x 2 , x 3 ) is the position, with x 3 as the distance above the boundary and x 1 aligned with the turbulent Reynolds shear stress, assumed to be aligned with the mean current; k 5 (k 1 , k 2 , k 3 ) is the wavenumber; t is the time; U 5 (U 1 , U 2 , U 3 ) 5 (U 1 , 0, 0) is the mean velocity; u 0 (x, t) 5 (u ; the exponent 7/3 follows from scaling and dimensional considerations at high wavenumber (e.g., Wyngaard and Cote 1972) ; and l is a turbulent length scale, approximately equal to 1.5x 3 in neutral or unstable stratification and dependent on x 3 and the Monin-Obukhov length in stable stratification (Kaimal et al. 1972) . The assumption that the turbulent Reynolds shear stress and the mean velocity are aligned is consistent with the standard wall layer assumption that the distance above the boundary is small in comparison with the boundary layer thickness, so that the processes that might cause misalignment (Ekman veering and transient forcing) are negligible.
In the ocean, surface waves complicate frequency cospectra computed from measurements obtained by point sensors at fixed positions, even in the absence of dynamical wave-current interactions, such as the steady streaming (Longuet-Higgins 1953) , Langmuir circulations (Craik and Leibovich 1976) , or the turbulent wave-current boundary layer (Grant and Madsen 1979) , because of at least two kinematical effects. First, even if the wave velocities are filtered perfectly from measurements obtained by a point sensor at a fixed position, advection of the turbulence by the wave velocities distorts the frequency spectrum computed from the filtered measurements of the turbulent velocity (Lumley and Terray 1983) . Second, even a small uncertainty in the sensor orientation relative to the principal axes of the velocities associated with waves can create large uncertainties in stress estimates obtained from measurements by a single sensor (Grant and Madsen 1986) because the velocity variances produced by the surface waves are often orders of magnitude larger than those associated with boundary layer turbulence. Lumley and Terray (1983) analyzed the first effect (advection of turbulence by velocities associated with waves), assuming frozen turbulence, statistically independent waves and turbulence, and linear waves with Gaussian statistics. The Lumley and Terray analysis maps the spatial structure of the turbulence to the temporal fluctuations that are measured by a fixed sensor in the presence of waves. Terray et al. (1996) , Trowbridge and Elgar (2001), Feddersen et al. (2007) , Gerbi et al. (2009 ), Feddersen (2012 , Scully et al. (2016) , and others have combined this analysis with an isotropic model of the underlying turbulence to describe high-frequency turbulent autospectra for estimation of the turbulent energy dissipation rate. Gerbi et al. (2008) and Rosman and Gerbi (2017) used the Lumley and Terray (1983) analysis and a turbulence model similar to (1) to simulate the effects of wave advection on the stress-carrying turbulent cospectrum for the case in which the advection by the current and waves is solely in the x 1 direction. Trowbridge (1998) proposed mitigation of the second effect (sensitivity of stress measurements to uncertainty in the sensor orientation in the presence of strong waves and weak turbulence) by differencing measurements obtained by two sensors separated by a distance larger than the correlation scale of the turbulence but much smaller than the surface wavelength. The analysis indicates that (1/2)Du 1 Du 3 is an approximately wave-free measurement of u
Here, Du(t) 5 (Du 1 , Du 2 , Du 3 ) 5 u(x 1 Dx, t) 2 u(x, t) is the velocity difference, Dx is the sensor separation, k w is the dominant wavenumber of the surface waves that produce motions penetrating downward to the measurement depth, u is the misalignment between the sensor orientation and the principal axes of the wave velocities, andũ 2 is the wave velocity variance. Velocity differences can be interpreted as either high-pass spatial filtering or a spatial structure function and have been applied in the surfzone (Trowbridge and Elgar 2001) , incorporated with temporal filtering (Shaw and Trowbridge 2001; Feddersen and Williams 2007; Ruessink 2010) , and extended to spatial arrays of sensors (Trowbridge and Elgar 2003) . However, the Trowbridge (1998) paper and subsequent work does not describe the frequency cospectrum of Du 1 and Du 3 .
To enable analysis and interpretation of stress measurements based on the differencing method, this study proposes and tests a model of the frequency cospectrum of time series of Du 1 and Du 3 that are measured by a pair of fixed sensors in the presence of surface waves. The model has two elements. The first is a representation of the spatial structure of the turbulence, guided by the rapid distortion solution for initially isotropic turbulence in mean shear (Townsend 1980) and consistent with the one-dimensional wavenumber cospectrum equation [(1)] . The rapid distortion solution provides a dynamically consistent framework and has proven successful, in spite of its simplicity, in other contexts (e.g., Savill 1987; Hunt and Carruthers 1990; Cambon and Scott 1999) . The second model element is the Lumley and Terray (1983) mapping of the spatial structure of the turbulence to the temporal fluctuations measured by fixed sensors in the presence of waves, adapted to the difference between measurements obtained by two fixed sensors. The proposed model is tested against previously reported measurements of the spatial correlation function (the Fourier transform of the cospectrum) under wave-free conditions in the laboratory and against new measurements near the seafloor over the inner continental shelf off of Martha's Vineyard, in which the velocities associated with surface waves are much larger than those associated with turbulence. The following presents methods (section 2), results (section 3), a discussion (section 4), and a summary and conclusions (section 5), followed by two appendices with model details.
Methods
a. Model of the spatial structure of the turbulence
The spatial structure of locally spatially homogeneous, stress-carrying turbulence (Batchelor 1953; Tennekes and Lumley 1972; Monin and Yaglom 1975) is described by the three-dimensional spatial correlation function R 13 (r), defined by
or alternatively its three-dimensional Fourier transform, the wavenumber spectrum F 13 (k):
The one-dimensional wavenumber spectrum F 13 (k 1 ) in (1) is related to F 13 (k) in (3) by
Here, r 5 (r 1 , r 2 , r 3 ) is the displacement, i 5 ffiffiffiffiffiffi ffi 21 p is the imaginary unit, and the integral in (3) is over all of the three-dimensional r space.
Because of intended applications near the seafloor, the present study does not require specification of F 13 (k), which depends on all three components of the wavenumber, but instead only Re
F 13 (k)dk 3 , which depends on k 1 and k 2 but not k 3 . A simple model, similar to a more complicated model based on rapid distortion theory (appendix A), is
Substitution of (5) into (4) and evaluation of the k 2 integral yields (1), so that (5) is consistent with one-dimensional cospectra in the atmosphere. Inverse Fourier transformation of (3) with (5) determines, for r 3 5 0, the even part of R 13 (r), defined by
The parameters in the model equation [ (5) b. Model of the temporal statistics of velocity differences
The covariations of the temporal fluctuations of the velocity differences Du 1 (t) and Du 3 (t) are described under stationary conditions by the correlation function r Du 1 Du 3 (t), defined by
or alternatively its Fourier transform, the cross-spectrum S Du 1 Du 3 (v), given by
Here, t is the temporal lag and v is the radian frequency. In the present study, the mapping of (2) and (3), representing the spatial structure of the turbulence, to (7) and (8), representing the temporal fluctuations measured by fixed sensors, is based on the framework proposed by Lumley and Terray (1983) . In the present study, the scales are assumed to be such that the velocities are dominated by the current and waves, but the statistics (7) and (8) of the velocity differences are dominated by the turbulence (Trowbridge 1998) . Under these conditions, r Du 1 Du 3 (t) is related to F 13 (k) (as shown in appendix B) by
Here, the integral is over all of the three-dimensional k space, s is a dummy integration variable for the radian frequency, Sũ mũn (s) is the frequency cross spectrum of the m and n components of the wave velocityũ(t) 5 (ũ 1 ,ũ 2 ,ũ 3 ), and the tensor summation convention applies, that is, the argument of the exponential function is understood to be summed over all three values of the repeated indices m and n (e.g., Jeffreys 1931) . Equation (9) is equivalent to the general results (2.2), (2.3), and (2.6) in Lumley and Terray (1983) , except for the present representation in terms of wave velocities, instead of displacements, and the factor 2[1 2 cos(k Á Dx)], which results from differencing the spatially separated velocities. The correlation r Du 1 Du 3 (0) at zero lag varies from zero at Dx 5 0 to 2u 0 1 u 0 3 for jDxj larger than the spatial correlation scale of the turbulence, consistent with the behavior of a spatial structure function. Note that the representation in terms of Sũ mũn (s) accounts for both the frequency and directional distribution of the surface waves.
In the present application, the sensor separation is horizontal, and proximity to the seafloor dictates that the vertical component of the mean velocity and the vertical velocities associated with surface waves make a negligible contribution to (9). For these conditions, model equations (5), (8), and (9) 
, and Sũ mũn for m, n 5 1, 2. To implement the model given these quantities, one creates arrays of k 1 and k 2 , computes Re Ð 1' 2' F 13 (k) dk 3 using (5), creates an array of t, computes r Du 1 Du 3 (t) using (9), and computes Re(S Du 1 Du 3 ) using (8).
c. Laboratory measurements Tritton (1967) and Ganapathisubramani et al. (2005) reported measurements of the spatial covariance functions R 13 (r 1 , 0, 0) and R 13 (0, r 2 , 0) in unstratified turbulent boundary layers under wave-free conditions in laboratory wind tunnels. The measurements in the two studies were under similar conditions and agree well with each other. The present study uses the Ganapathisubramani et al. (2005) measurements because these, unlike the Tritton (1967) measurements, were obtained symmetrically for positive and negative r 1 and r 2 , permitting extraction of the even part R E 13 (r) of the covariance functions, the only part described by the present model. Ganapathisubramani et al. (2005) reported measurements at two heights under one set of conditions. The model data comparison is based on R E 13 (r)=u
The elevation at the uppermost laboratory measurements did not satisfy x 3 ( d, required for wall layer scaling, where d is the boundary layer thickness. Thus, l at this elevation plausibly depends not only on x 3 but also on d. To provide a predictive relationship, l is set to 1.5x 3 for x 3 , 0.15d, consistent with (1), and to 0.23d for x 3 $ 0.15d, in analogy with the turbulent mixing length, which is observed to be proportional to x 3 for x 3 ( d and approximately constant for x 3 . 0.15d (e.g., Schlichting and Gersten 2000) .
d. Field measurements
Field measurements were made on the inner continental shelf south of Martha's Vineyard, Massachusetts, near the Martha's Vineyard Coastal Observatory (MVCO). The study site is exposed to the Atlantic Ocean and has a predominantly sandy seafloor that fines with depth and has alternating ribbons of fine sand with small ripples and coarse sand with large ripples (Fig. 1) . A quadpod (Fig. 2) was placed from early July to late August 2014 at site QS1, at a mean depth of 16.2 m, and from mid-November 2014 to mid-January 2015 at site QS3, at a mean depth of 17.9 m (Fig. 1) . The seafloor at QS1 was gravelly coarse sand (median size from a grab sample 5 790 mm) with large orbital ripples [wavelength from the sonar 5 0.5 to 0.8 m; heights estimated from the Aquatec acoustic backscatter sensor (ABSS) 5 0.08 to 0.15 m]. At QS3, no grab sample was taken, but the sonar shows small anorbital ripples (wavelength 0.10-0.15 m and height ̴ 0.02 m), indicating fine sand, consistent with the sidescan sonar imagery (Fig. 1) .
The quadpod supported (i) two Nortek Vector acoustic Doppler velocimeter (ADVs) for measuring the current and making direct covariance estimates of the stress; (ii) a downward-looking Nortek Aquadopp acoustic Doppler profiler and an ABSS for measuring the vertical structure of the current, the suspended sediment concentration in the bottom meter of the water column, and ripple heights; (iii) an upward-looking, five-beam Nortek Signature acoustic Doppler current profiler (ADCP) for measuring waves and currents and detecting the presence and characteristics of Langmuir circulations (Gargett et al. 2004; Gargett and Wells 2007) ; (iv) temperature and conductivity sensors (RBR Solo-Ts and Sea-Bird MicroCATs) to measure the stratification; and (v) downward-looking, Imagenex, rotary, azimuth-drive, pencil-beam and rotary fan-beam sonars to quantify bed forms. The instrument cases were mounted at the top of the quadpod (Fig. 2) , separated from the sample volumes of the velocity sensors.
The present analysis is based on data from the ADVs, which provided measurements of the currents, wave velocities, and turbulence, and the temperature and conductivity sensors, which provided estimates of the stratification. The ADV sample volumes were approximately 0.50 m above bottom and separated horizontally by 1.20 m. The ADV separation (Fig. 3) was roughly along isobath during the first deployment (QS1) and at an angle of approximately 608 with respect to the isobaths during the second deployment (QS3). The ADVs sampled synchronously at 32 Hz, with 28-min bursts recorded each half hour. The temperature and conductivity sensors were at heights of approximately 0.24, 1.44, and 2.23 m above bottom. The temperature sensors sampled at 1 Hz and the conductivity sensors at 3 min.
The ADV data were quality controlled by rejecting measurements with correlations of successive acoustic pings less than 80%, similar to criteria recommended by Elgar et al. (2005) and Feddersen (2010) for applications in the surfzone. Rejected measurements were replaced with the burst mean of the retained measurements and bursts with more than 10% rejected were excluded from further analysis. This procedure resulted in exclusion of 41% of the bursts from the first deployment (QS1) and 4% from the second deployment (QS3). The large fraction of rejected bursts during the first deployment resulted from electronic noise from a source that was not identified despite extensive communications with the manufacturer.
For each 28-min burst, the quality-controlled ADV measurements were rotated into coordinates with x 1 aligned with the mean velocity. The spectra Sũ mũn (for m, n 5 1, 2) and the cospectrum Re(S Du 1 Du 3 ) were estimated by computing periodograms and smoothing in the frequency domain over 16 bands using a rectangular (Daniell) window, and confidence limits for Re(S Du 1 Du 3 ) were calculated from standard expressions (e.g., Priestley 1981) . The model parameters u 0 1 u 0 3 and l were estimated for each burst by minimizing the sum of the squared differences between the measured and modeled cospectrum, subject to the constraint that the integral of the cospectral density, over the range of frequencies resolved by the measurements, was equal for the model and the measurements. 
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and « is the dissipation rate for turbulent kinetic energy. The buoyancy frequency was estimated using the seawater equation of state (Fofonoff and Millard 1983) with the observed temperature differences and the arrayaveraged mean salinity, the conductivity cells having drifted sufficiently that differences between vertically separated conductivity measurements were not meaningful. The dissipation rate was estimated from inertialrange velocity autospectra using the method described by Scully et al. (2016) .
Results

a. Model computations
Computations of the spatial structure of the turbulence, represented by
F 13 (k) dk 3 , are similar but not identical (Figs. 4a,b ) for the simple model (section 2a) and the rapid distortion model (appendix A). In both models, the dominant contribution to the cospectral density lies along the k 2 axis, but the details of the dependence on k 1 and k 2 differ.
Model computations of the frequency spectrum of the turbulence for an idealized wave spectrum (uniform within a finite frequency bandwidth) indicate strong dependence of the spectral shape on the model parameters. In particular, the shape of the cospectrum, including the breadth of the cospectral peak, changes significantly depending on whether the two sensors for the spatial differencing are aligned parallel or perpendicular to the mean current and whether the wave direction is parallel or perpendicular to the mean current (Fig. 5) . The dependence of the model on the parameters is sufficiently complex that general features, even qualitative features, are difficult to predict in the absence of detailed numerical computations.
b. Model computations and laboratory measurements
At the uppermost height, the model computations and laboratory measurements of the along-stream correlation function R E 13 (r 1 , 0, 0) agree (Fig. 4c) , indicating consistency of the laboratory measurements with the one-dimensional atmospheric expression (1), since R E 13 (r 1 , 0, 0) and F 13 (k 1 ) are a Fourier transform pair. At the lowermost height, the model computations and laboratory measurements of R E 13 (r 1 , 0, 0) agree less well, so that these measurements are less consistent with (1), possibly because of viscous effects, indicated by the smaller value of x 3 u * /n, where u * is the shear velocity, and n is the molecular kinematic viscosity. The model computations of the cross-stream correlation function R E 13 (0, r 2 , 0) capture the main features of the measurements, that is, they change sign at approximately the correct value of r 2 /l, indicating a crossstream correlation scale much shorter than the alongstream scale, although the modeled minima are not as deep as the measured minima (Fig. 4d) . Note that the measured laboratory correlation functions are horizontally anisotropic, in that the scale in the cross-stream x 2 direction is significantly smaller than the scale in the along-stream x 1 direction and that both models capture this anisotropy.
c. Model computations and field measurements
The instruments experienced a range of conditions during the field deployments (Fig. 6) . Wave heights ranged from approximately 0.5 m to more than 3 m, with dominant (spectral peak) wave periods typically between 5 and 10 s. Wave incidence was predominantly from the south during the first deployment and from the south and southwest during the second deployment. Nearbottom currents were predominantly east-west (parallel to the isobaths), with magnitudes of roughly 0. dominated by semidiurnal tides, with occasional lowerfrequency fluctuations of similar magnitude.
The variability in the cospectral estimates based on the measurements is sufficiently large that averages over the deployments, segregated by the ratio of the standard deviation of the wave velocity u w to the current velocity U 1 , are most useful. As u w /U 1 increases, the measured stress-carrying cospectrum shows pronounced departures from the shape that occurs under weak wave forcing (Figs. 7, 8 ), in particular declining at frequencies below the wave band and increasing at frequencies within and above the wave band. During the first F 13 (k)dk 3 as a function of log 10 (k 1 l) and log 10 (k 2 l) based on (a) the simple model in section 2a and (b) the rapid distortion model in appendix A, together with model computations and laboratory measurements of the normalized (c) along-stream and (d) cross-stream correlation functions. In (a) and (b), the plots are in a covariance-preserving form, that is, the multiplication of
F 13 (k)dk 3 by k 1 and k 2 compensates for the logarithmic spacing of k 1 and k 2 according to dlog(k 1 ) 5 dk 1 /k 1 and dlog(k 2 ) 5 dk 2 /k 2 . deployment (QS1), the simple model (section 2a) and to a lesser extent the model based on rapid distortion theory (appendix A) capture the observed distortion of the cospectrum (Fig. 7) . During the second deployment (QS3), the performance of the simple model is slightly better than that of the rapid distortion model, but neither model captures the observed cospectral shape, even under relatively weak forcing. However, the models capture some of the qualitative features of the QS3 measurements, including enhancement in the wave band (although less than observed), and the model is quantitatively accurate at frequencies above the wave band. Quantification in terms of root-mean-square model data differences indicates that the simple model performs better than the rapid distortion model in almost all cases (Table 1 ). The best-fit values of the stress-carrying turbulent scale l indicate consistency with the Kaimal et al. (1972) result l ' 1.5x 3 in the limit of negligible stratification, corresponding to L O ) x 3 , and limitation to l ' L O in strong stratification, corresponding to L O ( x 3 (Fig. 9) .
Discussion
The model computations are successful in reproducing the laboratory measurements (Fig. 4) and the main features of the field measurements during the first field deployment (Fig. 7) , indicating that the assumptions underlying the models were satisfied in these measurements. The wavenumber spectrum of the turbulence is represented reasonably well by both the simple expression in section 2a and the more complex expressions FIG. 5 . Model computations of the shape of the frequency cospectrum of Du 1 and Du 3 . In all computations, the mean current velocity U 1 is 0.3 m s 21 , the turbulent length scale l is 0.5 m, the waves are unidirectional, and the frequency spectrum of the wave velocities is nonzero only within bands centered on v p 5 61 s 21 with width Dv 5 v p /2 (i.e., a boxcar spectrum). The quantities u w and u w are, respectively, the direction of the waves relative to the direction of the current (in radians) and the standard deviation of the wave velocity. The curves labeled Kaimal are twice (1) with v 5 k 1 U 1 , consistent with the standard frozen turbulence approximation.
in appendix A, and the distortion of the observed cospectrum in the presence of surface waves is largely the effect of advection of approximately frozen turbulence by the wave velocities.
The qualitatively correct but poorer quantitative performance of the models during the second field deployment (Fig. 8) is not understood. The model data comparison does not improve if the measurements are segregated based on (k w Á Dx) 2 uũ 2 ( u 0 1 u 0 3 , the theoretical criterion for the validity of the spatial differencing method (section 1), suggesting that possible shortcomings in the spatial differencing methodology do not explain the poorer model data agreement for the QS3 measurements. During the second deployment, convection likely occurred, evidenced by strong upward heat fluxes estimated from measurements at the Martha's Vineyard Coastal Observatory, and Langmuir circulations possibly occurred, evidenced by large skewness in fluctuations of vertical velocity measured by the five-beam ADCP (Gargett et al. 2004) . However, differences between observed and modeled cospectra did not increase systematically with metrics for convection and Langmuir circulation, suggesting that these processes, while important elsewhere in the water column, did not have a strong effect on the near-bottom dynamics of the stresscarrying turbulence and did not degrade the model data agreement. Similarly, the disagreement between observed and modeled cospectra did not depend consistently on the flow direction relative to the locations of the quadpod legs (Fig. 3) , suggesting that flow disturbances by the quadpod are not responsible for the model data discrepancies. Finally, the model data agreement does not improve for the second deployment if flows from the west are excluded from the analysis, indicating that the proximity of the abrupt transition in seabed composition is not responsible for the discrepancies. 
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A possible reason for the observed model data discrepancies is a nonzero correlation between the turbulence and waves, which would be inconsistent with a fundamental assumption in the Lumley and Terray (1983) analysis. While possible, a significant correlation between the turbulence and waves is unlikely in the present application. The reasons are that wave nonlinearity (measured by the ratio of the near-bottom wave orbital velocity to the phase speed) is weak, the turbulence generated by wave breaking is unlikely to penetrate to the near-bottom measurement depth, and the turbulence and waves, while similar in temporal scales, have vastly different spatial scales (the distance above the boundary versus the inverse wavenumber of the surface waves), so that correlation of the two processes is unlikely.
The most likely explanation for the poorer quantitative performance of the model against the measured cospectra during the second deployment is inaccuracy of the underlying model of the spatial structure of the turbulence (section 2a). For the second deployment, the model does not capture the quantitative shapes of the measured cospectra even during relatively weak waves (Fig. 8a) . The model representations of the spatial structure of the turbulence are likely less accurate in the cross-stream direction than in the along-stream direction, as indicated by the laboratory measurements (Fig. 4) . The poorer model performance in Fig. 8, compared with Fig. 7 , possibly results from the nearly cross-flow separation of the two ADVs in the second deployment (Fig. 3) , so that the differencing operation likely compounded any model inaccuracies in the cross-stream direction. Table 1 shows the number of bursts in each quartile. Surface waves occur at radian frequencies v of order unity, corresponding to dominant periods between 5 and 10 s (Fig. 6) .
However, the favorable agreement between model computations and measurements at high frequencies in both Figs. 7 and 8 suggests that the theoretically universal k 27/3 behavior captured by (1) and also the simple (section 2a) and rapid distortion (appendix A) models of the turbulent structure are quantitatively sound. In spite of the possible model deficiencies regarding the spatial structure of the turbulence, the best-fit estimates of the turbulent length scale l (Fig. 9) are FIG. 8 . As in Fig. 7 , but for the fall and winter deployment over fine seafloor sediments (QS3). 
consistent with expectations based on classical conceptions of stratified turbulence, as found in previous nearshore and estuarine studies (Trowbridge and Elgar 2003; Scully et al. 2011) . It is noteworthy that stratification has a measurable effect on turbulence even at heights above bottom as small as 0.5 m.
Summary and conclusions
The present study has shown that relatively simple models of boundary layer turbulence, combined with an analysis of the advection of frozen turbulence by random surface waves, reproduce the main features of stress-carrying cospectra measured near the seafloor in the coastal ocean during one field deployment and, with less quantitative success, the main features of the cospectrum during a second deployment. A possible reason for the greater model data differences during the second deployment is potentially inaccurate model representation of the cross-stream structure of the stress-carrying turbulent wavenumber cospectrum, accentuated by spatial differencing in that direction, accentuated by the wave advection in the same direction. Model computations were quantitatively consistent with measurements at high frequencies (above the wave band) during both deployments, suggesting that the underlying turbulence model at high wavenumbers, founded in established theoretical concepts, is sound. The effect of stable stratification on the stress-carrying turbulent length scale is quantitatively consistent with expectations during both deployments. product names is for descriptive purposes only and does not imply endorsement by the U.S. government. The field measurements have been archived (Montgomery et al. 2016 ; http://dx.doi.org/10.5066/F7542KQR) and are publicly available online (at https://stellwagen.er. usgs.gov/mvco_14.html).
APPENDIX A
A Model of F 13 Based on Rapid Distortion Theory
The expression for F 13 (k) from the small-time asymptote of the rapid distortion solution for initially isotropic turbulence in mean shear (Townsend 1980) can be written as
Here, k 5 jkj is the magnitude of the wavenumber; E(k) is the scalar wavenumber spectrum of the initially isotropic turbulence, normalized so that
; the term that represents the initially isotropic turbulence has been neglected because it is odd in k 3 and does not 5x 3 ) , and the error bars show plus and minus two standard errors, corresponding approximately to 95% confidence intervals; l/(1.5x 3 ) 5 1 corresponds to the Kaimal et al. (1972) contribute to the present results; and a factor of k 2 in the numerator beneath E(k), missing in the Townsend (1980) expression, has been restored.
The quantity E(k) in (A1) is modeled by requiring consistency with the semiempirical expression (1). Substitution of (A1) into (4) yields an expression that can be reduced to a single integral by introducing cylindrical coordinates k 5 [k 1 , s cos(f), s sin(f)] and integrating in f from zero to 2p. The result is
where k 5 ffiffiffiffiffiffiffiffiffiffiffiffiffiffi k 2 1 1 s 2 p in the integrand. Following Batchelor (1953) , change the integration variable in (A2) from s to k, noting that kdk 5 sds and that s 5 0 corresponds to k 5 jk 1 j. After substitution of (1), the result for positive k 1 is 15 16
To invert for E(k), differentiate (A3) three times with respect to k 1 using the Leibniz rule, multiply the derivatives by factors chosen to eliminate the integrals, and then sum. The result is
where
The solution of (A4) that is finite at small and large k is
or 
The k 3 integral can be written as
where 
0 R 13 (0, r 2 , 0)dr 2 5 0; a consequence of continuity (Batchelor 1953) in the rapid distortion model.
APPENDIX B
Derivation of (9) The starting point is the Fourier-Stieltjes integral representation of the ith component of the turbulent velocity (Batchelor 1953; Monin and Yaglom 1975) :
Here, dû i is the complex Fourier-Stieltjes amplitude, and the integral is over all of the three-dimensional wavenumber space. In the frozen turbulence approximation, following Lumley and Terray (1983) , the time dependence of the amplitude is suppressed, and the time dependence of the velocity is represented by the incorporation of the flow-induced displacement into the complex exponential:
Here, Ut is the displacement caused by the current, X(t) 5 Ðũ dt is the displacement caused by the surface waves, and advection by the turbulence is assumed to be negligible. The velocity at x 1 Dx is u 0 i (x 1 Dx, t) 5 ð dû i (k) e ikÁx1ikÁDx1ikÁUt1ikÁX(t) . (B3) The difference between (B3) and (B2) 
Here, the integral is over all of the six-dimensional k and k 0 space, and the statistical independence of the waves and currents has been invoked to separate the two expected values. The first term in the integral in (B7) is related to the wavenumber spectrum F ij (k) by (Batchelor 1953; Monin and Yaglom 1975) 
where d is the Dirac delta function (not to be confused with the boundary layer thickness, as in sections 2 and 3). Substitution of (B8) into (B7) gives 
The expected value in the integral in (B9) is the characteristic function of X(t 1 t) 2 X(t) (e.g., Lumley 1998). For Gaussian wave statistics (as assumed), this quantity can be written (Lumley and Terray 1983) e ikÁ[X(t1t)2X(t)] 5 e 2k m k n [X m X n 2X m (t)X n (t1t)] ,
where the summation convention applies; that is, the right side of (B10) is understood to be summed over all three values of m and n. The quantity X m (t)X n (t 1 t) is the temporal covariance function of the wave displacements, expressible as the inverse Fourier transform of the frequency spectrum S XmXn (s):
X m (t)X n (t 1 t) 5
where s is a dummy radian frequency. After use of (B10) and (B11), the relationship Sũ mũn (s) 5 s 2 S XmXn (s), the trigonometric identity 1 2 cos(st) 5 2sin 2 (st/2), and symmetries eliminate the imaginary part of (B11), (B9) becomes r 
Substitution of i 5 1 and j 5 3 into (B12) yields (9).
