We consider two-player zero-sum differential games (ZSDGs), where the state process (dynamical system) depends on the random initial condition and the state process's distribution, and the objective functional includes the state process's distribution and a random target variable. Examples of such ZSDGs would be mean-field games, mean-field type control, empirical risk optimization in statistical learning, and pursuit-evasion games. Unlike ZSDGs studied in the existing literature, where the value function is a function on a finite-dimensional state space, the class of ZSDGs of this paper introduces a new technical challenge, since the corresponding (lower and upper) value functions are defined on P2 (the set of probability measures with finite second moments) or L2 (the set of random variables with finite second moments), both of which are infinite-dimensional spaces. We show that the (lower and upper) value functions on P2 and L2 are equivalent to each other and continuous, where the former implies that they are law invariant. Then we prove that these value functions satisfy dynamic programming principles. We use the notion of derivative of a function of probability measures in P2 and its lifted version in L2 to show that the (lower and upper) value functions are viscosity solutions to the associated (lower and upper) Hamilton-Jacobi-Isaacs (HJI) equations that are (infinitedimensional) first-order partial differential equations on P2 and L2. When the dynamics and running cost are independent of time, the value function is a unique viscosity solution of the corresponding HJI equation and under the Isaacs condition, the ZSDG has a value. Numerical examples are provided to illustrate the theoretical results of the paper.
I. INTRODUCTION
In this paper, we consider a class of nonlinear two-player zero-sum differential games (ZSDGs), where the state process (dynamical system) depends on the random initial condition and the state process's distribution (the law of the state process), and the objective functional includes the state process's distribution and a random target variable. The main objectives of the paper are to establish dynamic programming principles (DPPs) for lower and upper value functions of the game, show that the value function is the unique solution of the associated Hamilton-Jacobi-Isaacs (HJI) equation, and prove that under the Isaacs condition, the ZSDG has a value.
(Deterministic and stochastic) ZSDGs and their applications have been studied extensively in the literature. See [1] - [7] and the references therein. Specifically, Rufus Isaacs in [8] was the first who considered (deterministic) ZSDGs with applications to pursuit-evasion games. Elliott and Kalton in [9] introduced the concept of nonanticipative strategies for the players, which was used in [10] , [11] to obtain DPPs for lower and upper value functions of the ZSDG, and show that the value functions are viscosity solutions to associated (lower and upper) HJI equations. The existence of value of the ZSDG and existence of a saddle-point solution were studied in [9] , [12] - [14] .
Later, the results of [10] , [11] were extended to various other settings for ZSDGs. We mention here a few references that are relevant to our paper. The papers [15] - [17] considered the situation when the state and the objective functional are described by coupled forward-backward stochastic differential equations (SDEs). They used the so-called backward semigroup associated with the backward SDE to obtain DPPs and the viscosity solution property of the HJI equations. ZSDGs with unbounded controls were considered in [18] . The weak formulation of ZSDGs and the mean field framework of ZSDGs were studied in [19] - [22] , where in [19] pathdependent HJI equations and their viscosity solutions were considered. Reference [22] used the feedback approach to construct a suboptimal solution and prove the existence of the value function. (Deterministic and stochastic) linear-quadratic ZSDGs with Riccati equations were studied in [23] - [27] and the references therein. Maximum principles for ZSDGs were established in [5] , [28] , [29] .
There are numerous applications of ZSDGs. 1 Pursuitevasion games and their applications to characterization of reachable sets were considered in [6] , [7] , [30] - [32] . Meanfield games and mean-field type control problems, which arise in optimal complex-decision making for large population interacting particle systems, have been considered in [21] , [22] , [33] - [43] and the references therein. Optimal resource allocation, optimal distributed control, applications to mathematical finance and social networks can also be considered within the framework of ZSDGs [7] .
We should note that for the (lower and upper) value functions of ZSDGs and the associated HJI equations studied in [3] , [10] , [11] , [15] - [19] , the state space is the standard finitedimensional space. 2 In our formulation, however, the random initial condition and the law of the state process affect the dynamical system, and the objective functional includes the state process's distribution as well as a random target variable. Hence, unlike [3] , [10] , [11] , [15] - [19] , in this paper the state arguments of the (lower and upper) value functions and the associated HJI equations belong to P 2 (the set of probability measures with finite second moments) and L 2 (the set of random variables with finite second moments) that are infinitedimensional spaces. This inherent infinite-dimensional feature introduces a new technical challenge, which has not arisen in [3] , [10] , [11] , [15] - [19] . This is the challenge we tackle in this paper. 3 The first main objective of the paper is to show that the (lower and upper) value functions defined on [t, T ] × P 2 and [t, T ] × L 2 , where [t, T ] is a fixed time horizon, are equivalent to each other. This leads to the law invariant property between the value functions on [t, T ] × P 2 and [t, T ] × L 2 , which were not considered in the finite-dimensional case in [3] , [10] , [11] , [15] - [19] . The (lower and upper) value functions on [t, T ]×L 2 are called the lifted value functions. We also show that the (lower and upper) value functions on [t, T ] × P 2 and their lifted version on [t, T ] × L 2 are continuous. The proof of the continuity utilizes properties of the 2-Wasserstein metric and the flow (semigroup) property of the state distribution, which are not needed in the finite-dimensional case studied in [3] , [10] , [11] , [15] - [19] .
The second main objective of the paper is to establish lower and upper dynamic programming principles (DPPs) for the (lower and upper) value functions. This provides a recursive relationship of the (lower and upper) value function. Due to the law invariant property, the (lower and upper) DPPs on [t, T ] × P 2 and the lifted (lower and upper) DPPs on [t, T ] × L 2 are identical. For the proof, we needed to consider the interaction between control and nonanticipative strategies of the players.
The third main objective of the paper is to show that (lower and upper) value functions are viscosity solutions of the associated (lower and upper) Hamilton-Jacobi-Isaacs (HJI) equations that are first-order partial differential equations (PDEs) on [t, T ] × P 2 and [t, T ] × L 2 . Hence, unlike [3] , [10] , [11] , [15] - [19] , the HJI equations of this paper are infinite-dimensional. We use the notion of derivative of a function of probability measures in P 2 and its lifted version in L 2 with the associated chain rule introduced in [34] , [37] to characterize the (lower and upper) HJI equations and the viscosity solution property of the (lower and upper) value functions. Furthermore, when the dynamics and running cost are independent of time, by using the law invariant property, we prove the comparison principle, which leads to uniqueness of the viscosity solution. In addition, under the Isaacs condition, the lower and upper value functions coincide. This implies that the ZSDG has a value, which is further characterized by the viscosity solution of the HJI equation.
Finally, we provide numerical examples to illustrate the theoretical results of the paper. In particular, for some selected example games, we solve the HJI equation under the Isaacs condition, and characterize the explicit value functions of the corresponding ZSDGs.
The paper is organized as follows. Some essential notation including the notion of derivative in P 2 and its lifted version in L 2 , and the precise problem formulation are provided in Section II. The DPPs and the properties of (lower and upper) value functions are given in Section III. The (lower and upper) HJI equations, their viscosity solutions, and the uniqueness result are discussed in Section IV. Numerical examples are provided in Section V. We conclude the paper in Section VI. Five appendices include proofs of the main results.
II. PROBLEM STATEMENT
In this section, we first describe the notation used in the paper, along with some notions and properties. The precise problem formulation then follows.
A. Notation
The n-dimensional Euclidean space is denoted by R n , and the transpose of a vector x ∈ R n by x ⊤ . The inner product of x, y ∈ R n is denoted by x, y := x ⊤ y, and the Euclidean norm of x ∈ R n by |x| := x, x 1 2 . Let C([0, T ] × R n ) be the set of all real-valued continuous functions defined on [0, T ] × R n . Let C 1,1 ([0, T ] × R n ) be the set of real-valued functions defined on [0, T ] × R n such that for f ∈ C 1,1 ([0, T ] × R n ), ∂ t f (t, x) (the partial derivative of f with respect to t) and ∂ x f (t, x) (the partial derivatives of f with respect to x) are continuous and bounded. Let A and B be Banach spaces with the norms · A and · B , respectively.
Let (Ω, F , P) be a complete probability space, and E be the expectation operator with respect to P. We denote by P x the distribution (or law) of a random variable x. Let E x∼Px be the expectation for which the underlying distribution (or law) is P x . Let L 2 (Ω, R n ) be the set of R n -valued random vectors such that for
is a Hilbert space, with inner product and norm denoted by E[ x, y ] and x L2 := E[|x| 2 ] 1/2 , respectively [44] , [45] .
Let P(R n ) be the set of probability measures on R n , and P p := P p (R n ) ⊂ P(R n ) be the set of probability measures with finite p-th moment, p ≥ 1, i.e., for any µ ∈ P p (R n ) with p ≥ 1, we have ( R n |x| p dµ(x)) 1/p < ∞. We note that x ∈ L 2 (Ω, R n ) if and only if µ = P x ∈ P 2 (R n ). For x ∈ L 2 (Ω, R n ) with the associated law µ ∈ P 2 (R n ), we can write E[x] = R n xdµ(x). The p-Wasserstein metric is defined by (see [46, page 40] and [47, Chapter 6] ):
where µ 1 , µ 2 ∈ P p , and Π(µ 1 , µ 2 ) is the collection of all probability measures on R n × R n with marginals µ 1 and µ 2 , i.e. π(A × R n ) = µ 1 (A) and π(R n × A) = µ 2 (A) for any Borel sets A ⊂ R n [46] . Note that W 2 can equivalently be written as [47, Chapter 6]
with P x1 = µ 1 and P x2 = µ 2 .
One can easily show that W p is a metric; hence, P p (R n ) endowed with W p , p ≥ 1, is a metric space. For µ ∈ P 2 (R n ), let L µ 2 (R n ) be the set of square-integrable functions with respect to µ, i.e., f ∈ L µ 2 (R n ) satisfies ( R n |f (x)| 2 dµ(x)) 1/2 < ∞. We next provide the notion of derivative in P 2 , and its lifted derivative in L 2 , which are introduced in [34] , [37] . Let x ∈ L 2 (Ω, R n ), which implies µ := P x ∈ P 2 (R n ). Let f :
This implies that the Frechet derivative can be viewed as an element of L 2 (Ω, R n ). In view of [37, Theorem 6.2], D x F (x) does not depend on x, but depends on the law (distribution) of x. Also, from [37, Theorem 6.5], there exists a function ∂ µ f (µ) :
Finally, consider the dynamical systemẋ(t) = f (x(t)) with x(0) = x 0 ∈ L 2 (R n ). Let µ t := P x(t) ∈ P 2 (R n ) be the state distribution (or law) of the dynamical system. Let v ∈ C 1,1 ([0, T ]×P 2 (R n )). From the notion of derivative in P 2 , the chain rule in P 2 can be written as dv(t,
B. Problem Formulation
We consider the nonlinear dynamical system on [t, T ] with the initial time t ∈ [0, T ):
where x ∈ R n is the state with the random initial condition and V := V[0, T ]. In (1), P t,νx;u,v s ∈ P 2 (R n ) denotes the law (equivalently distribution) of the dynamical system at time s that is dependent on the law of the initial condition ν x (see Remark A.1 in Appendix A), as well as u and v. We introduce the following assumption:
for each ν ∈ P(R n ), and satisfies the following Lipschitz condition:
Then, for x 0 ∈ R n , (1) admits a unique solution on [0, T ]. 4 Let z ∈ L 2 (Ω, R n ) with the law ν z := P z ∈ P 2 (R n ), which is independent of x 0 . Here, z is the target variable included in the terminal cost of the objective functional given below (see (2) and Remark 1). Let y := (x 0 , z) ∈ L 2 (Ω, R 2n ) and ν := (ν x , ν z ) = P y ∈ P 2 (R 2n ). The objective functional for the two-player ZSDG of the paper is then given by
where J is cost to Player 1 (minimizer) and payoff to Player 2 (maximizer). The notation in the first line of (2) indicates that J is defined on [0, T ] × P 2 (R 2n ) × U × V, whereas the notation in the second line of (2) stands for J as a functional on [0, T ]×L 2 (Ω, R 2n )×U ×V, and the two are equivalent because of the correspondence between L 2 and P 2 discussed in Section II-A. Let J(u, v) := J(0, ν x , ν z ; u, v) = J(0, x 0 , z; u, v). We have the following assumption:
where l is continuous in (t, u, v) for each ν ∈ P(R n ) and satisfies the following Lipschitz condition:
which is independent of x 0 .
Remark 1:
The random variable z included in the terminal cost m of (2) is called the target variable, which captures the constraint of the state process at the terminal time. Specifically, given z, m can be used such that the distance between the law of the state process and the target distribution (the law of z) can be optimized via the control processes u and v.
We next introduce the notion of nonanticipative strategies for Player 1 and Player 2; see also [3] , [10] , [11] , [15] , [25] .
Definition 1: A strategy for Player 1 is a measurable mapping
A strategy for Player 2 is a measurable mapping β : U → V. A nonanticipative strategy for Player 2 is defined in a similar way as Player 1's. The set of nonanticipative strategies for
Using the terminology and notation of Definition 1, for t ∈ [0, T ] and ν = (ν x , ν z ) ∈ P 2 (R 2n ), we define the lower value function for (2), L :
Unlike the deterministic case, the lower and upper value functions in (3) and (4) are parametrized by the initial time, the initial distribution (law) of the dynamical system (1), and the target distribution in (2) . 
As mentioned in Section II-A, the lifted (lower and upper) value functions depend on only the law of y = (x, z). 5
Remark 2: Unlike ZSDGs in [3] , [10] , [11] , [15] - [19] , the lower and upper value functions in (3)-(6) are defined on infinite-dimensional spaces P 2 and L 2 .
Before concluding this section, we provide a few examples of ZSDGs that fit into the framework laid out above.
Example 1: The state dynamics in (1) can be regarded as a McKean-Vlasov dynamics, where the evolution of the state process depends on its distribution. This is closely related to mean-field games and mean-field type control, which have been studied extensively in the literature, particularly, for reducing variation of random effects on the controlled process and macroscopic analysis of large-scale interacting multi-agent systems [21] , [22] , [33] , [35] - [43] . For example, we may take 2 , then what we have is a class of meanvariance optimization problems.
Example 2:
In statistical learning theory and its applications, we often need to optimize the worst-case empirical criterion (or risk) [50] - [52] . Specifically, assume that (
Hence, from the minimization point of view, the class of ZSDGs of this paper can be viewed as worst-case empirical optimization when the sample size N is arbitrarily large.
Example 3: Consider the two adversarial vehicles model:
where x(0) = x 0 is the random initial condition, z is the random target variable, v a , v b > 0 are constants of the two vehicles and u, v are velocities of the two vehicles [30] . When specialized to this setting, the class of ZSDGs of this paper can be seen as a pursuit-evasion game of two vehicles with random initial and target pair. Its deterministic version with different settings and applications to characterization of reachable sets were studied in [6] , [7] , [30] - [32] , and the references therein.
In Sections III and IV, we establish DPPs for the value functions, which are unique viscosity solutions to HJI equations.
III. DYNAMIC PROGRAMMING PRINCIPLES
In this section, we obtain the dynamic programming principles (DPPs) for the lower and upper value functions.
We first provide properties of the value functions. The following lemma shows that the value functions are law invariant. The proof can be found in Appendix A.
Lemma 1: Suppose that (H.1)-(H.4) hold. For the value functions in (3)-(6), the following properties hold:
for any y = (x, z) ∈ L 2 (Ω, R 2n ) and ν = (ν x , ν z ) ∈ P 2 (R 2n ) such that the law of y is ν, i.e., ν := P y = P (x,z) ∈ P 2 (R 2n ).
The next lemma shows continuity of the value functions. The proof is provided in Appendix A.
Lemma 2: Suppose that (H.1)-(H.4) hold. Then the lifted lower and upper value functions, L and M defined in (5) and (6), respectively, are continuous in (t, y) ∈ [0, T ] × L 2 (Ω, R 2n ). Furthermore, the lower and upper value functions, L and M defined in (3) and (4), respectively, are continuous
We now obtain, in the following theorem, the dynamic programming principles (DPPs) for the lower and upper value functions. Proof of the result is given in Appendix B. (5) and (6), respectively, satisfy the DPPs: Equivalently, for any y = (x, z) ∈ L 2 (Ω, R 2n ) with ν := (ν x , ν z ) = P y ∈ P 2 (R 2n ) and t, t + τ ∈ [0, T ] with t < t + τ , the lower and upper value functions in (3) and (4), respectively, satisfy the following DPPs:
the lifted lower and upper value functions in
= sup 
IV. HJI EQUATIONS AND VISCOSITY SOLUTIONS
Having settled the issue of the upper and lower value functions satisfying the DPP in Theorem 1 above, we now address in this section the issue of the lower and upper value functions being unique viscosity solutions of the associated Hamilton-Jacobi-Isaacs (HJI) equations, which are first-order partial differential equations defined on infinite-dimensional spaces, particularly P 2 and L 2 .
The lower HJI equation is given by
and the upper HJI equation is given by
where
In the above HJI equations, the notion of derivative in P 2 and the associated chain rule introduced in Section II-A are used. Viscosity solutions to (11) and (12) are defined as follows; see also [3] , [10] , [11] , [15] - [17] , [53] and the references therein:
is a viscosity subsolution (resp. supersolution) to (11) if L(T, ν) ≤ R 2n m(x, z)dν(x, z) (resp. L(T, ν) ≥ R 2n m(x, z)dν(x, z)) for ν ∈ P(R 2n ), and if for all test functions φ ∈ C 1,1 ([0, T ] × P 2 (R 2n )) and for all (t, ν) ∈ [0, T )×P 2 (R 2n ), the following inequality holds at the local maximum (resp. local minimum) point
is a viscosity solution to (11) if it is both a viscosity subsolution and a viscosity supersolution. (iii) The viscosity subsolution, supersolution, and solution of the HJI equation in (12) are defined in similar ways.
The following theorem, whose proof is given in Appendix C, now establishes the viscosity solution property of the value functions in (3) and (4). With the lifted value functions, the lifted lower and upper HJI equations can be given as follows: the lower HJI equation
and the upper HJI equation
See Section II-A for the notion of derivative in L 2 and its connection to the derivative in P 2 . As stated in Section II-B, from the definition of the value functions (5) and (6), the lifted HJI equations (14) and (15) are dependent on the law of (x, z).
Remark 3: From Remark 2, the HJI equations in (11), (12), (14) and (15) are defined on infinite-dimensional spaces.
The definition of the viscosity solution for lifted value functions in (5) and (6) is as follows: and for all (t, y) ∈ [0, T ) × L 2 (Ω, R 2n ), the following inequality holds at the local maximum (resp. local minimum) point (t, y) of L − φ:
is a viscosity solution to (14) if it is both a viscosity subsolution and supersolution. (iii) The viscosity subsolution, supersolution, and solution of the HJI equation in (15) are defined in similar ways.
We now have the following result, whose proof is similar to that of Theorem 2. Next, we state the comparison results of the viscosity solutions in Theorem 2 and Proposition 1, with proofs relegated to Appendix D.
Theorem 3: Assume that (H.1)-(H.4) hold, and (H.5) f and l are independent of t. Then:
(i) Suppose that L 1 (resp. M 1 ) and L 2 (resp. M 2 ) are bounded and Lipschitz continuous viscosity subsolution and viscosity supersolution of (11) (resp. (12)), respectively. Then the following pair of inequalities holds:
(ii) Suppose that L 1 and (resp. M 1 ) and L 2 (resp. M 2 ) are bounded and Lipschitz continuous viscosity subsolution and visocity supersolution of (14) (resp. (15)), respectively. Then the following pair of inequalities holds:
Based on Theorem 3, we have the following uniqueness result. The proof is given in Appendix E.
Corollary 1: Suppose that (H.1)-(H.5) hold. Then the lower (resp. upper) value function in (3) (resp. (4)) is the unique viscosity solution to the lower (resp. upper) HJI equation in (11) (resp. (12)). Also, the lifted lower (resp. upper) value function in (5) (resp. (6)) is the unique viscosity solution to the lower (resp. upper) HJI equation in (14) (resp. (15)).
Remark 4:
In view of Corollary 1, by solving the lower (resp. upper) HJI equation in (11) or (14) (resp. (12) or (15)), we can characterize the lower (resp. upper) value function of the ZSDG of the paper.
To proceed further, we now introduce the Isaacs conditions:
Note that due to the law invariant property, (19) and (20) are equivalent in that the former implies the latter, and vice versa. Then under the Isaacs condition, we have the following result, whose proof can be found in Appendix E. , and x and z are independent Gaussian random variables with mean zero and variance one (equivalently, ν x and ν z are Gaussian measures). Note the target variable z included in the terminal cost m. The ZSDG formulated in this section can be regarded as a class of mean-field type control (Example 1) and pursuit-evasion games (Example 3). Due to the random initial and target variables, and the dependence of f and l on ν x , the problem cannot be solved using the existing theory for ZSDGs.
Note that (H.1)-(H.5) hold. Since the corresponding Hamiltonian is separable in u and v, the Isaacs condition in (19) (or (20)) holds. Hence, from Corollary 2, the ZSDG has a value that can be characterized by solving the following HJI PDE 6 :
where ζ is the Gaussian probability density function. Here, we used the fact that for any mean zero and variance one Gaussian random variable x with the law ν
We can easily see that G(t, x, z) = G(t, ν x , ν z ) = 0 is the unique solution to the above PDE, which is the value of the ZSDG. This implies that the value of the ZSDG is zero and does not depend on the random initial and target variables, but depends on their laws (distributions). This is the major difference with the deterministic ZSDG, where the value of the game depends on the explicit value of the initial condition.
For the second example, with the same f , l and m as in the first example, assume that ν x and ν z are Dirac measures. Then the associated ZSDG is reduced to the deterministic ZSDG, 6 It is the lifted HJI equations in (14) and (15) when H := H − = H + . From the definitions of H − and H + , the PDE is obtained after carrying out the maximization with respect to v and the minimization with respect to u. 7 It is the HJI equations in (11) and (12) where the state argument of the value functions is in R n . The HJI equation then becomes
Its solution is depicted in Fig. 1 when z = 0, which is defined on [0, 1] × [−2, 2]. In this example, we have used the finitedifference to approximate the viscosity solution [54] .
VI. CONCLUSIONS
We have studied, in this paper, a class of two-player zerosum differential games, where the dynamical system depends on the random initial condition and the distribution of the state process, and the objective functional includes the latter as well as a random target variable. The (lower and upper) value functions are defined on two infinite-dimensional spaces, P 2 and L 2 , which are shown to be continuous and equivalent to each other, where the latter implies that they are law invariant. We have shown that the (lower and upper) value functions satisfy the dynamic programming principles. By using the notion of derivative in P 2 and its lifted version in L 2 , the (lower and upper) value functions are shown to be solutions to associated (lower and upper) Hamilton-Jacobi-Isaacs equations that are first-order PDEs on infinite-dimensional spaces P 2 and L 2 . Under some additional conditions, the (lower and upper) viscosity solutions are shown to be unique, and under the Isaacs condition, the lower and upper value functions are identical, which implies that the ZSDG has a value.
One possible future research topic would be to extend the ZSDG of the paper to the stochastic control framework, in which there is an additive Brownian noise in (1) and the corresponding diffusion term depends on the state, the law of the state process, and the control variables. This requires the notion of the second-order derivative in P 2 and its lifted version in L 2 to obtain DPPs, second-order HJI equations, and their viscosity solutions. Another direction would be the risksensitive ZSDGs. The problem of characterization of reachable sets, which can be viewed as an application of the ZSDG of the paper (see Example 3), is also an interesting avenue to pursue. In this case, the major challenge would be to solve the HJI equation numerically in the infinite-dimensional space.
APPENDIX A PROOF OF LEMMAS 1 AND 2
We first state the following useful remark:
Remark A.1: (i) For the dynamical system in (1) , let
x(t) = x be the initial condition of (1) at the initial time t ∈ [0, T ). Assume that x is distributed according to ν x ∈ P 2 (R n ). Then the law of the state process is denoted by P t,νx;u,v (ii) We use the notation x t,x,νx;u,v s = x(s), s ∈ [t, T ], with x t,x,νx;u,v t = x(t) = x to emphasize the initial condition and the initial time.
The proof of Lemma 1 is given below:
Proof (Lemma 1): We prove (i) only, since the proof of (ii) is similar to that of (i). Consider the two initial pairs of random vectors y = (x, z),ȳ = (x,z) ∈ L 2 (Ω, R 2n ) having the same law (distribution), i.e., ν = P (x,z) = P (x,z) ∈ P 2 (R 2n ).
Since the objective functional in (2) does not depend on the random variables, but depends on the law of the initial random pair (3) and (5), we have the desired result.
In the proof of Lemma 2, we need the following lemma:
Lemma A.1: Assume that g : R n → R is Lipschitz continuous with Lipschitz constant K. Then for any µ 1 , µ 2 ∈ P 2 (R n ),
Proof: Let µ ∈ P 2 (R n × R n ) be the optimal joint measure for W 2 (µ 1 , µ 2 ), i.e., µ(A×R n ) = µ 1 (A) and µ(R n ×A) = µ 2 (A) for any Borel sets A ⊂ R n , which is the optimal solution of W 2 (µ 1 , µ 2 ) (see Section II-A). Then Let y = (x, z) ∈ L 2 (Ω, R 2n ) with the distribution (law) of ν = (ν x , ν z ) = P (x,z) ∈ P 2 (R 2n ) be the initial and target pair. A similar argument applies to the notation y i = (x i , z i ) and ν i = (ν xi , ν zi ) for i = 1, 2. Let t ∈ [0, T ] with t 1 , t 2 ∈ [t, T ]. Then by using (H.1), Gronwall's lemma, and the fact that P 2 (R n ) ⊂ P 1 (R n ) and 
In view of the definition of the Wasserstein metric, Hölder inequality, and the definition of the norm · L2 , the preceding estimates in (A.3)-(A.5) imply that
where the inequality follows from (A.4). Moreover, we have
where the inequality follows from (A.3) and Hölder's inequality, and the last equality is due to the definition of the 2-Wasserstein metric. Then we have
where the equality follows from (A.1), the first inequality is due to (A.7), the second inequality follows from the distance property of the Wasserstein metric, and the last inequality is due to (A.6). Furthermore, with the estimates in (A.2)-(A.5) and (H.1)-(H.4), for any t ∈ [0, T ], t 1 , t 2 ∈ [t, T ] and y, y 1 , y 2 ∈ L 2 (Ω, R 2n ), we have
By using the fact that A contains a copy of U, for t ∈ [0, T ] and y ∈ L 2 (Ω, R 2n ), we have
which implies for any ǫ ≥ 0, there exists v ǫ ∈ V[t 1 , T ] such that
and there exists u ǫ ∈ U[t 2 , T ] such that
Hence, for any u ∈ U[t 1 , T ] and v ∈ V[t 2 , T ] we have
Similarly, for any u ∈ U[t 2 , T ] and v ∈ V[t 1 , T ]
Since ǫ is arbitrary, from (A.11) and (A.12), with t ′ := min{t 1 , t 2 }, for any u ∈ U[t ′ , T ] and v ∈ V[t ′ , T ], we have
Then from (A.9) and (A.10), and the fact that convergence in L 2 (Ω, R n ) implies convergence in P 2 (R n ) with respect to W 2 , i.e., x n − x L2 → 0 as n → ∞ implies W 2 (ν n , ν) → 0 as n → ∞, L is continuous in (t, y) ∈ [0, T ] × L 2 (Ω, R 2n ) [47, Theorem 6.9].
For the continuity of L, we consider the following equivalent notation of the objective functional in terms of ν ∈ P 2 (R 2n ) (see the notation in Section II-A): 
Note that (A.9) and (A.13) imply that J is continuous in
Then we can use the same argument as in (A.11) and (A. 12) to conclude that L is continuous in (t, ν) ∈ [0, T ] × P 2 (R 2n ). This completes the proof.
APPENDIX B PROOF OF THEOREM 1
This appendix provides a proof for Theorem 1. We prove (9) only, since the proofs for (7), (8) and (10) are similar to that for (9) .
For any ν ∈ P 2 (R 2n ), let
We need to show that L(t, ν x , ν z ) =L(t, ν x , ν z ).
For any ǫ > 0, there exists α ′ ∈ A[t, t + τ ] such that
Similarly, in view of the definition of the value function, for any ǫ > 0, there exists α ′′ ∈ A[t + τ, T ] such that
Then from (B.1) and (B.2), we can show that
which implies
On the other hand, for any ǫ > 0 and v ∈ V[t, T ], there exists α ′ ∈ A[t, T ] such that
and by restricting α ′ to [t, t + τ ], we havē
The inequality in (B.5) implies that for each ǫ > 0, there
Similarly, for any ǫ > 0, there exists v ′′ ∈ V[t + τ, T ] such that 
This, together with (B.4), implies that
Since ǫ was arbitrary, in view of (B.3) and (B.8), L(t, ν) = L(t, ν); hence, we have the desired result.
APPENDIX C PROOF OF THEOREM 2
This appendix provides a proof for Theorem 2. In view of Lemma 2, L ∈ C([0, T ]×P 2 (R n )). We now prove that the value function L in (3) is a viscosity supersolution of (11) . Note that from the definition of the value function and the DPP of (9) in Theorem 1, we have φ(T, ν) = L(T, ν).
From the definition of the viscosity supersolution (Definition 2(i)), for any φ ∈ C 1,1 ([0, T ] × P 2 (R n )),
Then in view of the DPP of (9) in Theorem 1,
Hence, with (C.1), we have For each ǫ > 0 and small τ with |τ | ≤ δ, there exists
We multiply the above expression by 1 τ , and let τ ↓ 0 and ǫ ↓ 0. Then, with the chain rule in P 2 in Section II-A,
which, together with (13) , shows that L is a viscosity supersolution to (11) . We now prove, by contradiction, that L is a viscosity subsolution of (11) . From the definition of the viscosity subsolution (Definition 2(ii)), for any φ ∈ C 1,1 ([0, T ] × P 2 (R n )),
Let us assume that L is not a viscosity subsolution of (11). Then, there exists a constant θ > 0 such that
In view of (13), let
Note that H − (t, ν, p) = sup v∈V inf u∈UH (t, ν, p, u, v). Since f and l are (uniformly) continuous on [0, T ]× U × V , so isH, which implies that there is a measurable function η : V → U and τ 0 ∈ [0, T − t] such that for v ∈ V and |s − t| ≤ τ 0 ,
On the other hand, the DPP in (9) of Theorem 1 and the definition of the viscosity subsolution imply that
Then, for each ǫ > 0, there
Multiplying the above expression by 1 τ , and letting τ ↓ 0, together with the chain rule in P 2 in Section II-A, yield
and by letting ǫ ↓ 0, we must have θ ≤ 0, which leads to a contradiction. This implies that
Hence, (C.2) and (C.3) taken together show that L is a viscosity solution to (11) . The proof of M being a viscosity solution to (12) is similar. This completes the proof.
APPENDIX D PROOF OF THEOREM 3
In the proof of Theorem 3, we need the following lemma.
Lemma D.1: Assume that (H.1)-(H.5) hold. Then, the following results hold: there is a constant c, dependent on the Lipschitz constant, such that for any y = (x, z), y 1 = (x 1 , z 1 ), y 2 = (x 2 , z 2 ) ∈ L 2 (Ω, R 2n ) and p, p 1 , p 2 ∈ L 2 (Ω, R n ),
Proof: The proof is a direct application of (H .1) and (H.3) .
The proof of Theorem 3 is now given as follows.
Proof (Theorem 3):
We prove L 1 (t, y) ≤ L 2 (t, y) for (t, y) ∈ [0, T ] × L 2 (Ω, R 2n ). Note that both L 1 and L 2 are bounded by some constant c. In the proof below, a constant c can vary from line to line, which depend on the bounds of L 1 and L 2 , and the Lipschitz constant in (H.1) and (H.3).
By a possible abuse of notation,
With the time reverse notation, we can easily see that the inequalities of the viscosity solutions in Definitions 2 and 3 have to be reversed [55, Chapter 10] .
For (ǫ, σ, α) ∈ (0, 1), define
where y 1 , y 2 ∈ L 2 (Ω, R 2n ). Note that Φ is continuous and concave on X = ([0, T ] × L 2 (Ω, R 2n )) 2 . Note also that X is a Hilbert space, and hence the dual space of X, X * , is X, i.e., X * = X [44] , [45] . For ζ t1 , ζ t1 ∈ [0, T ] and ζ y1 , ζ y1 ∈ L 2 (Ω, R 2n ), i.e., (ζ t1 , ζ y1 , ζ t2 , ζ y2 ) ∈ X * , let us define the linearly perturbed map of Φ:
Then in view of Stegall's theorem [56] , [57] and Riesz representation theorem [45] , there exist (ζ t1 , ζ y1 , ζ t2 , ζ y2 ) ∈ X * such that |ζ ti | ≤ δ , ζ y1 L2 ≤ δ, i = 1, 2, with δ ∈ (0, 1), and Φ ′ has a maximum at a point (t 1 ,ȳ 1 ,t 2 ,ȳ 2 ) ∈ X. 8 Since L 1 and L 2 are bounded, we have Φ ′ (t 1 ,ȳ 1 ,t 2 ,ȳ 2 ) ≥ Φ ′ (0, 0, 0, 0) = Φ(0, 0, 0, 0), which, together with Cauchy-Schwarz inequality and the fact that a + b ≤ √ 2(a 2 + b 2 ) 1/2 for a, b ≥ 0, implies
We apply the quadratic analysis to the above inequality. Then . We show that eithert 1 = 0 ort 2 = 0 by contradiction. Assume thatt i > 0 for i = 1, 2. By defining φ 1 (t 1 , y 1 ) = L 2 (t 1 ,ȳ 2 ) + 1 2ǫ
we have Φ ′ (t 1 , y 1 ,t 2 ,ȳ 2 ) = L 1 (t 1 , y 1 ) − φ 1 (t 1 , y 1 ), which admits a maximum at (t 1 ,ȳ 1 ). Note that L 1 is the viscosity subsolution and H − is independent of t (see (H.5)). This, together with the definition of the viscosity subsolution, implies
The inequality is reversed due to the time reverse notation. Similarly, Φ ′ (t 1 ,ȳ 1 , t 2 , y 2 ) = φ 2 (t 2 , y 2 ) − L 2 (t 2 , y 2 ), where
which admits a maximum at (t 2 ,ȳ 2 ), i.e. L 2 (t 2 , y 2 ) − φ 2 (t 2 , y 2 ) has a minimum at (t 2 ,ȳ 2 ). Then, we have . First, let δ ↓ 0 and then α ↓ 0 and ǫ ↓ 0. Then we can easily get a contradiction, since σ > 0. This shows that we can select small positive δ, α and ǫ such that eithert 1 = 0 ort 2 = 0.
Let us assume thatt 1 = 0. Then the maximum property of Φ ′ and its definition yield Φ ′ (t, y, t, y) ≤ Φ(0,ȳ 1 ,t 2 ,ȳ 2 )
which implies Φ(t, y, t, y) ≤ Φ(0,ȳ 1 ,t 2 ,ȳ 2 )
Sincet 1 = 0 and L 1 (0, y) = L 2 (0, y), we have Φ(0,ȳ 1 ,t 2 ,ȳ 2 ) ≤ L 1 (0,ȳ 1 ) − L 2 (t 2 ,ȳ 2 ) (D.7) = L 2 (0,ȳ 1 ) − L 2 (t 2 ,ȳ 2 ) ≤ c(|t 2 | + ȳ 1 −ȳ 2 L2 ) ≤ cǫ 1/2 + cǫ 1/2 δ 1/2 δ α + 1
where the second inequality follows from the Lipschitz property and the last inequality is due to (D.2). On the other hand, in view of (D.1) and Cauchy-Schwarz inequality,
≤ cδ + cδ δ α + 1 α 1/2 , and |(ζ t1 + ζ t2 )t + E[ ζ y1 + ζ y2 , y ]| ≤ cδ.
(D.9)
By first letting ǫ ↓ 0, and then δ ↓ 0 and α ↓ 0 in (D.7)-(D.9), from (D.6) and the definition of Φ, we have L 1 (t, y) − L 2 (t, y) ≤ 0, which leads to the desired result in (18) . Then L 1 (t, ν) ≤ L 2 (t, ν) for (t, ν) ∈ [0, T ] × P 2 (R 2n ) in (17) follows from Lemma 1. The proofs for M 1 ≤ M 2 in (18) and M 1 ≤ M 2 in (17) are similar. This completes the proof.
APPENDIX E PROOF OF COROLLARIES 1 AND 2
Proof (Corollary 1): Suppose that L 1 and L 2 are value functions that are viscosity solutions to (14) . In view of (18) in Theorem 3, Lemma 2, and the definition of the viscosity solution, we have L 1 ≤ L 2 and L 2 ≤ L 1 , which implies that L := L 1 = L 2 . By Proposition 1, L is the corresponding lifted lower value function. The proof of the remaining part is similar. This completes the proof.
Proof (Corollary 2): Set H := H − = H + in (11) and (12) , and H := H − = H + in (14) and (15) . Then, (11) and (12) become identical HJI equations, and so do (14) and (15) . From Lemmas 1 and 2, Proposition 1 and Theorem 2, together with the uniqueness result in Corollary 1, we have L(t, ν) = L(t, y) = M(t, y) = M (t, ν) for (t, ν) ∈ [0, T ] × P 2 (R 2n ) and (t, y) ∈ [0, T ] × L 2 (Ω, R 2n ), which is the value of the ZSDG and is the unique solution to the HJI equation. This completes the proof.
