Since ARCH and GARCH models are presented, more and more authors are interested in the study of volatilities in financial markets with GARCH models. Method for estimating the coefficients of GARCH models is mainly the maximum likelihood estimation. Now we consider another method-MCMC method to substitute for maximum likelihood estimation method. Then we compare three GARCH models based on it. MCMC method developed based on Markov chain, which is one kind of straggling time and state random process with no offspring imitates. It attracts extensive attention because of its applications in many fields. In this article, we will compare GARCH models based on different distributions with MCMC method. At last we have the conclusion that both in uni-variable case and binary variable case, GED-GARCH is the best model to describe the volatility compared to other two models, and we will provide the application of binary GED-GARCH models in forecasting the volatility in China's stock markets.
I. INTRODUCTION
In 1907, A. A. Markov began the study of an important new type of chance process. In this process, the outcome of a given experiment can affect the outcome of the next experiment. This type of process is called a Markov chain [1] . Markov chain is one kind of straggling time and state random process with no offspring imitates, which attracts more and more attention because of the extensive application. MCMC method is presented in 1950s, which has their roots in the Metropolis algorithm. Almost at the same time, Monte Carlo method is used to calculate the complicated integration. The main problem in integration is how to sampling from the complicated distribution. The MCMC method can solve the problem by using the stable distribution and the Markov chain.
Since ARCH and GARCH models are raised, the application of them appears in many research and practice fields. The yield series of the financial markets generally have the characters of leptokurtotic, fat-tail with skew, volatility clustering and long memory. It violated the Normal distribution assumption for stochastic errors, so Engel [5] imposed ARCH model in 1982, and then in 1986, Bollerslev [6] put its generalized form GARCH forward. Literatures suppose that the errors obey to Normal distribution, but for many financial series, it cannot describe the character of the fat tails, so we need consider using other distribution to describing fat-tail distribution, e.g. t-distribution and generalized error distribution.
Many authors are studying the applications of MCMC in volatility analysis. Pan Haitao [10] (2010) use Markov chain Monte Carlo (MCMC) method to estimate the parameters of normal-based GARCH (1, 1) model. The results based on MCMC are more reliable and also show results based on MCMC are better than that of ML based by using real financial data. MA Fu1ing [12] studies the Application of MCMC method in the estimation of the binary stochastic volatility model, Shen xia [14] calculates the VAR by MCMC Simulation method and makes an empirical analysis on certain Shanghai Securities Composite Index in order to prove the advantages of MCMC Method over MC. The sampling methods of MCMC conclude the Metropolis-Hastings sampler, the Gibbs sampler, Importance sampler and Slice sampler, in which, the Gibbs sampler is in common use, we will describe it in detail below. LI Wei-Guo [15] use The MCMC method and the maximum likehood estimation method analyze the correlation coefficient stationary series based on the classical ARMA were applied on the real electric net load monthly data of Guangxi. The result show that the MCMC method provides the most precise prediction．
II. UNIVARIATE N-GARCH, T-GARCH AND GED-GARCH
In order to complete the GARCH [8] specification, we require an assumption about the conditional distribution of the error term t  . There are three assumptions commonly employed when working with GARCH models [9] : normal (Gaussian) distribution, student's t-distribution, and the generalized error distribution (GED) [7] , we discuss them in detail below.
For Normal (Gaussian) distribution, we have
Many positive study show distributions of yield series have fat-tail, so Nelson (1991) and Hamilton (1994) use generalized error distribution (GED) and t-distribution to adjust the deviation of the tail. We will introduce the two distributions separately. For the student's t-distribution, the distribution density for it is given below:
For the GED-GARCH model, fist we give out the distribution density for it:
We can describe the model below:
III. MUTIPLE N-GARCH, T-GARCH AND GED-GARCH MODEL
We are familiar to multiple Normal distributions, so we just introduce multiple student t distribution and multiple generalized error distribution here.
A. Mutiple Student Distribution
  (7) In which,
to denote multiple student t distribution.
B. Mutiple Generalized Error Distribution
Now we propose the definition of multiple generalized error distribution [2] below: 
If n dimension vector x obey to this distribution, we
 is the mode of the distribution, and also is mean. The relationship between VAR-COV matrix V and  can be shown below:
is a vector with n elements, the model is given below:
The VAR-COV matrix is ) (
We call the model constructed by equations (11), (12) and (15) multiple N-GARCH; the model constructed by equations (11) , (13) and (15) multiple T-GARCH; the model constructed by equations (11), (14) and (15) multiple GED-GARCH.
D. BEEKmodel
BEEK model is presented by Engel and Kroner in 1995 [4] .This model denotes the conditional covariance matrix t H by the form of quadratic terms, which guarantees its Positive definiteness, so we needn't put any limits on unknown parameters. The definition of conditional covariance matrix t H is shown below: separately. We will use this method to analysis the volatilities.
IV. THE MCMC METHOD

A. Monte Carlo Method
If the problem requested to be solved is the probability of some event, or is the expected value of some random variable, we can get the frequency of the event or the mean value of the variable, and take it as the solution of the problem, which is the basic thought of the Monte Carlo method. It takes a probability model as base, according to the process described as the model, then get the result of the simulated experiment as the approximate solution of the problem. We can summarize the process of solving the Monte Carlo problem into three steps: Constructing or describing the probability process; Drawing samples from given probability distribution; Establishing different estimators. Now we give out the definition of Monte Carlo integration. If we get random variables
The formula is called Monte Carlo integration, which can be used to approximate posterior (or marginal posterior) distributions required for a Bayesian analysis.
Consider the integral
  ) ( ) ( ) ( x p x y f y I , which is approximate by    n i i x y f n y I 1 ) ( 1 ) ( (20)
B. Definite of Markov Chains
Stochastic process is the quantify description of a series of random events. It is an important tool for many studies, e.g. natural science, engineering science and society science. And it has extensive applications. We often need the theory of stochastic process to establish mathematical models. Markov process is a classic stochastic process. Suppose ) (t X is a stochastic process, when the state of the process at 0 t is known, and the state at 1 t is unconcerned to the state before 0 t , this character is called no aftereffect. The stochastic process which has no aftereffect is called Markov process. The time and state for Markov process can be continuous and discrete. We call the Markov process with discrete time and discrete state Markov chains. In another word, we call the stochastic process is a Markov process if the transition probabilities between different values in the state space depend only on the random variable's last state, i.e. ) Pr(
A Markov chain refers to a sequence of random variables n X X , , 0  generated by a Markov process. A particular chain is defined by its transition probabilities,
Let the transition probabilities be the elements, we can get the transition matrix
C. Sampler Methods of MCMC  Metropolis-Hastings Algorithm
Metropolis-Hastings Algorithm [ 
Repeat the process k times, we will get the Gibbs series, subset
is take by the stimulation sample from the joint distribution [13] , we can get m by: 1). Eliminate the affected by starting value by enough simulated Annealing Algorithm, 2). Make all the samples use simulated Annealing Algorithm, then we will get a stable distribution which is irrelevant to the starting values. We use this algorithm to analyze the univariate case and the binary case.
V. POSITIVE STUDY AND CONCLUSION
A. Data and Data Processing
We get data from Shanghai composite index and Shenzhen Stock Exchange Component Index, example period is from Jan forth, 2000 to April 29th, 2011, data come from Yahoo financial website.
We take SS to denote Shanghai composite index, SZ to denote Shenzhen Stock Exchange Component Index, and we use 2 1 , y y to denote the take log difference series for SS and SZ, which closely to the daily yield series .the graphs is shown below. From figure1 and figure 2, we can see the volatility clustering and long memory.
We use the deviation series to describe the model fitting,
T denotes the number of observations. The basic statistics for the deviation series of y1 and y2 is below: From Table I , we can see, the yield series have the characters of leptokurtotic, fat-tail with skew, volatility clustering and long memory, so we choose to calculate the kurtosis and auto-correlation function as the standard for comparing the GED-GARCH and the N-GARCH. We use the Eviews 5.0 software to analyze, we simulate for 20000 times, in which 4000 times are used to eliminate the affect by starting value, then we have the estimating result. Table IV describes the kurtosis coefficients and the std. dev between the auto correlation given by model and the real auto correlation. We can conclude that the GED-GARCH model is better than t-GARCH, and t-GARCH is better than N-GARCH. The result declare that the distribution for yield series don't obey to Normal distribution, we should consider use the GED-GARCH model to dispose the leptokurtotic, fat-tail in financial market, and we also can consider the application in dimension case in the further research.
B. Positive Analysis For Univariable Case
C. Positive Analysis For Binary Variable Case
Now we still use the data simulated above to compare the binary N-GARCH(1,1), T-GARCH and GED(0,r,1)-GARCH(1,1) models in studying the volatility between Shanghai stock market and Shenzhen Stock market, then according to the rule of evaluation, we will use the better model to analyze the volatility.
We use the beek method, now we can see the estimation results below.
The estimation results For N-GARCH is shown in Table V are also not significant, which is the same as N-GARCH, T-GARCH mode is better than N-GARCH model. If we suppose the significance level  to be 10%, the but the significance for the two coefficients is stronger than the N-GARCH model, which means the Model of coefficients of 3  can be thought to be significant, which indicate there are mutual Spillover Effect between the two stock markets. The estimation results For GED-GARCH is shown in Table VII , for GED-GARCH model, the coefficients of all parameters are significant which indicates that there is mutual Spillover Effect between the two stock markets; the statement is consistent with the fact. It has been nearly twenty years since the establishing of the two stock markets, as the developing and improving of the two stock markets, their relationship is more and more closely. Now the two markets show great correlations in both price and volatility. The MCMC give me a method in comparing the different GARCH models.
VI. CONCLUSION
We use MCMC method to compare three GARCH models: N-GARCH, T-GARCH and GED-GARCH in univariate case and multiple case separately. In univariate case, we compare the kurtosis coefficients and the std. dev between the auto correlation given by model and the real auto correlation. Then we can conclude that the GED-GARCH model is better than t-GARCH, and t-GARCH is better than N-GARCH.
In multiple case, we compare them by Adaptive mean absolute deviation and adaptive root of mean square error criterion [16] .
Then will find GED-GARCH is better than T-GARCH, and T-GARCH is better than N-GARCH, which is the same result as in univariate case.
Since GED-GARCH is better GARCH based on other distribution, we can change the expanded form of N-GARCH in the future.
