With rapidly declining fertility and increased longevity the age structure of the labor force in developing countries has changed rapidly. Changing relative supply of workers by age group, and by educational attainment, can have profound effects on labor costs. Their impacts on earnings have been heavily studied in the United States but have received little attention in Asia and Latin America, where supply shocks are at least as large and have often proceeded less evenly across the economy. We use data on 502 local Brazilian labor markets from Censuses 1970-2000 to examine the extent of substitution among demographic groups as relative supply has changed. The results suggest that age-education groups are imperfect substitutes, so that larger age-education cohorts see depressed wage rates, particularly among more-educated groups. The extent of substitution has increased over time, so that the decreasing size of the least-skilled labor force today is barely raising its remaining members' wages.
I. Introduction
The substitution of one group of workers for another as their relative supplies change has received substantial attention in the literature on labor demand (Hamermesh 1993, Chapter 3) . This attention is justified by the importance of the potential effects on wage rates and earnings and their role in such areas on which economic and social policy might focus as old-age assistance, payroll taxes and labor productivity. The topic received attention in wealthy countries generally (Bloom et al 1987) and in the United States in particular in the 1970s and 1980s as a result of concerns about youth wages after the baby boom of 1946-62 (Freeman 1979; Welch 1979; Berger 1985; Triest et al 2006) .
While the impact of demographic change on the structure of wages was shown to be at least temporarily substantial in the U.S.; and while it has no doubt mattered (probably to a lesser extent) in other rich countries since 1945, wealthy countries may not be the best laboratories for examining it. In the U.S. the share of the male population ages 15-24 increased from 13.5 percent in 1960 to 19.5 percent in 1980. In Brazil, for example, the rise in longevity and decline in fertility caused a similar percentage-point drop over two decades, from 37.0 percent in 1980 to 31.7 percent in 2000. Changes in the skill structure of the labor force may be even larger and more rapid: The largest decadal change in the percentage of American men with at least a college education was 6.6 percentage points between 1970 and 1980 . In Brazil between 1991 and 2000 the percentage of adult men with nine or more years of schooling rose from 20.6 to 29.7. At least as important, the timing of changes in both the age and educational structures of the labor force in developing countries, including Brazil, has been much more geographically heterogeneous than in richer countries. These sorts of changes in the structure of the labor force in developing countries may thus provide greater scope for identifying the impacts of changes in relative supply on earnings than the demographic shocks of the past half century in richer economies.
Despite the importance of the topic for economic development and the possibly greater variability in the forcing variables in developing countries that would facilitate identification of earnings effects, no studies of developing countries have examined the role of these supply shocks in a formal model of labor demand. Careful research on the role of changing education and age endowments on wage inequality has been conducted (Gindling and Robbins 2001) , and other studies have examined labor demand by firms in Latin America (e.g., Roberts and Skoufias 1997; Saavedra and Torero 2004) ; but no study has considered the impact of demographic change in a complete model of labor demand. We contribute to the literatures on demographic change in developing countries, and to the general study of labor demand, by including cohort size and the shifting structure of educational attainment in a standard model. Implicitly we assume throughout that relative supplies of workers classified by age/education are exogenous to the firm and that firms bid for workers based on their relative scarcity. Using the example of Brazil, the result is a set of estimates of factor-price elasticities by age-education group in an economy in which relative supplies of workers are changing rapidly and differentially across labor markets.
II. Demographic Dividends and Labor Demand
The topic we address is related to, but different in its focus from recent studies of the "demographic dividend"-how changing age structures in developing countries resulting from sustained and rapid fertility decline present a temporary "window of opportunity" during which the reduced dependency ratio can yield high rates of growth in per-capita income. This positive impact derives from the mechanical link between the sizes of the working age and total populations, increases in labor supply due to higher proportions of women becoming employed, higher savings rates, higher rates of human capital formation, and, possibly, from the effect of population aging on capital accumulation via capital deepening. That the decline in the dependency ratio caused by rapid fertility decline has substantially influenced economic development in East and Southeast Asia has been shown often (e.g., Bloom and Freeman 1986; Bloom et al 2003; Williamson 2003; Mason 2005) . These authors stress the transitory nature of the decrease in the dependency ratio, and the conditional impact of the dividend: The drop in the dependency ratio will only result in economic growth in the right policy environment.
While the demographic dividend literature focuses on the ratio of the population of working age to the rest of the population, the analysis here focuses on the changes in age structure within the working-age population that necessarily accompany the demographic transition, as well as the concurrent changes in education levels that normally accompany and may even drive the demographic transition. While in the dividend literature the focus is mainly on aggregate outcomes, our concern is with the distribution of economic outcomes within the labor force and how these may be affected by its changing composition.
Evidence from studies of the U.S. baby boom suggests that increases in factor supplies led to declines in wage rates of the expanding sub-aggregates, confirming the role of negative own-quantity elasticities of factor price. Similarly, one would expect that an increase in the supply of skilled labor will lead to a relative decline in its wage rate. In developed countries, however, this decline has not been observed, with the skill premium actually increasing along with the supply of educated workers (Katz and Murphy 1992; Autor et al 1998) . The reasons may be skill-biased technical change, the role of international trade, or others; but the results require expanding the usual production-function framework.
Despite their difficulties in describing aggregate trends over the past three decades, studies of labor-labor substitution in rich countries illustrate the power of a formal factor-demand framework and the richness of combining age (experience) and schooling as basic labor inputs driving variations in wage rates. While the technology-constant microeconomic findings are swamped at the macro level by trends arising from aggregate shocks, they support the basic tenets of production theory. Using data at the micro level from a developing country, we should be able to take a formal model and estimate more precisely how changing cohort size and skill alter relative wage differentials.
III. Brazilian Background and Data
In Brazil the shocks that generated subsequent changes in relative labor supply by cohort began in the early 1960s with a decline in fertility in the metropolitan areas of Rio de Janeiro, São Paulo, and Porto Alegre, which had total fertility rates below five. From there the decline spread to the interior of these Southeastern states and to the capital cities of states in the Central-West, North and Northeast, finally reaching the interior and rural areas of those regions in the 1980s. In 2000 a substantial number of municipalities still had total fertility rates above four, while there were also many where fertility had fallen below replacement. The differences in the timing and speed of the fertility transition led to substantial differences in age distributions across states and municipalities and also to differential changes in these distributions at different points in time (Potter et al 2002) .
The longest series on age, education and earnings come from the Brazilian Censuses conducted in 1960, 1970, 1980, 1991, and 2000 . Microdata from these Censuses are available from long-form questionnaires administered to 25-percent samples in 1960 25-percent samples in , 1970 25-percent samples in and 1980 25-percent samples in . In 1991 and 2000 the sample sizes depended on the size of the municipality, with 10-percent samples from municipalities having more than 15,000 inhabitants, and 20-percent samples from smaller municipalities. In all cases there are records for every individual in the sampled households, containing information on age, gender, marital status, educational attainment, school enrollment, and, if employed, occupation and earnings. There are also questions on migration, including state of birth, previous residence, and residence five years before the Census.
The lowest level of geographic identifier on these records common to all Censuses is the município, since information on distritos, the sub-divisions of municípios, is not available in the Census microdata. In previous work, Potter et al (2002) On the other hand, although more people are attending secondary school, the proportion of people having between nine and twelve years of schooling is still small, and regional differences are still substantial. Taking into account the specifics of the Brazilian population, we thus classify workers by educational attainment into three main groups: Zero to four years, five to eight years, and at least nine years of schooling.
Because of differences in educational attainment by cohort, using separate vectors of indicators for age and education misses the rapid change in educational attainment across cohorts 1 Note that these micro-regions differ from those defined by the Brazilian Institute of Geography and Statistics (IBGE) and available in the Census microdata, but closely approximate those defined for the 1991 Census.
and would generate multicollinearity when estimating factor-price elasticities. To obviate this difficulty we generate a full set of interactions of the four age indicators and the three education categories. For each of the twelve cells, for each micro-region and each year we calculated mean earnings and the proportion of males in each age-education group. The dependent variable in all models is the logarithm of mean real earnings in a group defined by micro-region, age-education cell and year. All nominal amounts are calculated in the currency as of January 2002. 3 In order to minimize potential problems of heteroskedasticity, we exclude cells containing fewer than 25
workers.
Throughout the estimation we use data only on the male population. This is restrictive, but it at least concentrates on a group whose labor-force participation is relatively unresponsive to wages and thus buttresses our treating quantities as exogenous. With this restriction (and, of course, with the exclusion of information on capital stocks by area-see Grant and Hamermesh, 1981) , we are implicitly assuming that production is separable in inputs of male workers of various types from other inputs.
IV. Specification of Demand Systems
Let W be the logarithm of wages and X be an independent variable or vector of independent variables. Let i denote a micro-region, t time (Census year), and c an age-education cell. The simplest model is:
(1)
where υ i is a vector of area fixed effects and θ t is a vector of time fixed effects. β 1 estimates the impact on wage rates of idiosyncratic variations in relative endowments of labor classified by age and education. The formulation in (1) restricts each own-quantity effect to be independent of variations in the relative sizes of the other eleven age-education groups. We estimate Equation (1) in a single regression, including the proportions of people in each of the age-education groups, eleven indicators for age-education groups, and three for Census years. The reference group is workers ages 15-24 with zero to four years of schooling observed in the 1970 Census.
Because it sets all cross-quantity effects to zero, Equation (1) is highly restrictive. An approach that allows for cross-quantity effects, and thus accords more closely with theory by explicitly allowing labor-labor substitution, is:
where c' refers to the other age-education cells. This formulation-a complete system of inverse labor-demand equations-allows for substitution parameters that indicate how a change in the fraction of the work force in one cell alters the wage rates of workers in any other cell. Equation
(2) contains ten terms in X itc' . We estimate a pooled version including all cross-proportions of people for each of the twelve age-education groups.
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Some of the restrictive assumptions in (1) and (2) can be relaxed still further. First, we can allow the production parameters to vary over time. With this relaxation (1) becomes:
(1') W itc = β 0 + β 1 X itc + β 3 θ t X itc + υ i + θ t + ε itc , i = 1,…,K; t = 1,…,T.
In this specification the X variables are interacted with the time indicators, which allows testing whether the own-quantity elasticities of factor price are unchanged over time. As such, (1') nests the simpler specification (1). A model analogous to (2) allows all the substitution parameters to vary over time by adding both own-quantity interactions with the T-1 time indicators and interactions of the cross-quantity terms with those indicators. It can be written:
Note that (2') nests each of (1), (2) and (1').
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Throughout this series of specifications we have moved from the simplest formulation, Equation (1), to increasingly general formulations. Even the most complex specification (2') is not as general as it could be were still better data available. We have no a priori reason to specify constant marginal cost, but it is implicit in the formulations here and is necessitated by the absence of any information on the scale of production in each area. Similarly, absent data on size of firms we have assumed homotheticity throughout, and that assumption may also be too restrictive.
V. Descriptive Statistics and Estimates

A. Descriptive Analysis
As discussed above, the age distribution of the population of Brazil has been changing rapidly. Figure 1 , based on UN estimates and projections, shows the evolution of the child-and old-age dependency ratios from 1950 to 2050. The child-dependency ratio has fallen dramatically and is projected to decrease significantly in the next decades. The old-age dependency ratio, however, has been increasing recently and will increase even more in coming years. These patterns are related to the decline in the total fertility rate since the 1960s (Table 1) .
Since fertility declined so abruptly, the shares of younger age groups have also declined.
Differences in the timing and speed of the fertility transition led to substantial temporal differences in the age distribution across regions, states and municipalities. for the same micro-regions. In general, the percentages of people with higher levels of schooling grew over the years. Furthermore, the Northeastern micro-regions have lower levels of education than those in the South and Southeast.
The crucial point is not only that there were profound demographic changes in Brazil over this period in both the age structure and educational attainment, but also that these proceeded at different rates in different parts of the country. These differences allow us to identify the labordemand parameters-and thus to expand the study of the labor-market effects of demographic change generally. Also, the persistent differences in levels suggest the need to use models that account for specific local factors through the use of fixed effects for micro-regions.
B. Estimating the Effects on Labor-Market Outcomes
Since there are 502 micro-regions, twelve age-education groups and four Censuses, the maximum number of possible observations in the regressions is 24,096. The requirement that there be at least 25 individuals in a cell results, however, in excluding some observations, so that we use 19,727 observations throughout. Table 3 presents estimates of (1'), which allows the estimated own-quantity effects to vary over time. Interactions with year indicators show that the negative impacts of the changing distributions of workers across micro-regions have been decreasing in some groups. This is observed mainly for 1991 and 2000 for the least educated and the oldest groups of workers.
Among them the positive coefficients on the interaction terms essentially offset the negative coefficients on the main effect terms. Among the other groups, particularly the highest-educated and prime-age workers, the impacts of increasing shares of the work force remain negative throughout.
The estimated coefficients on the proportions of men in each age-education group (the β 1 )
generally indicate greater negative impacts as the amount of education embodied in a worker increases. In order to interpret these coefficients it is necessary to calculate elasticities, because the proportions of workers vary across age-education groups over time. In Table 4 we present the estimated own-quantity elasticities based on the parameter estimates in Table 3 . The estimated elasticities of factor price generally tend to be more negative among age-education groups with more education (five to eight years of schooling, or at least nine years of schooling). Moreover, the negative impacts increase over time among the more educated groups, while the elasticities of factor price for groups with the lowest educational attainment become less negative over time.
This latter result is especially interesting and might be explained by the increasing openness of the Brazilian economy and its exposure to competition from manufactured goods produced using even less skilled and less expensive labor than that of the least-educated Brazilians.
As can be seen in Table 4, Overall the results indicate that identical percentage-point increases in the proportion of people with more schooling generate larger negative impacts on earnings. This finding is consistent with substantial evidence from industrialized economies that own-price elasticities of labor demand fall with educational attainment and with the sparser evidence for those economies that elasticities of factor price rise with education (Hamermesh 1993 , Chapter 3). Moreover, that the factor-price elasticities have generally been increasing over time except among the leasteducated group suggests either that a given amount of education implies that more skill is embodied in a group of workers now than in 1970, or that the Brazilian labor market has become more rigid.
The estimates permit comparing the predicted mean monthly real earnings among different age-education groups over the range of the actual proportions of people in these groups in Brazilian micro-regions. Figure 6 shows predicted earnings for young men (25-34) with at least nine years of schooling, and for experienced men (35-49) with zero to four years of schooling.
Most important, these figures illustrate that earnings are lower among men who live in microregions with higher proportions of male workers in their own age-education group. The negative impact on earnings of a higher proportion of workers in one's own group is greater for young adults with 9+ years of education, as can be seen by the steeper curves for them, than among adults with less education.
Another way to view the implications of the estimates of the own-effects model is to consider how the changing national distribution of males by age-education group from 1970 to 2000 affects predicted earnings in the group (Figure 7) . To do this we use national proportions of males by age-education group and Census year to calculate predicted earnings, applying the parameter estimates from Table 3 . The figure shows that groups with declining proportions experience gains in earnings, and vice-versa for groups whose representation is growing.
The ratio of predicted earnings from the own-effects model to predicted earnings from a model that includes only indicators for age-education group is plotted in Figure 7 for all three education groups for adult males ages 35-49. The horizontal line shows baseline predicted values from a model that only includes age-education indicators, i.e., that excludes the proportions in each age-education group and for comparison purposes indexes these at one. Comparing the curves in Figure 7 to the baseline predictions, one can see that the low-education group (zero to four years of schooling) has predicted earnings from the own-effects models that are increasing over time. These changes make it clear that we can predict earnings changes more accurately by taking into account the effects of changes in the relative size of each group on its earnings.
For each of the four selected micro-regions (those examined in Figures 4 and 5 ), in Figure 8 we show the ratio of predicted mean earnings from the simple model (1) that restricted cross-quantity effects to be zero to predicted earnings from the baseline regression that only includes the age-education group and year indicators. This Figure is designed to show the differences in estimated earnings between a model that takes into account age and education structures in a local area (proportions of people by age-education groups) and a model of that considers only the direct impact of age and education on earnings. A second set of ratios in Figure   8 compares predicted earnings from the model that includes cross-effects (that estimates (2)) and the baseline model that only includes age and education indicators. 6 The dashed line indicates the ratio between observed and predicted earnings from the model that only includes ageeducation indicators; it thus shows how well the predictions fit the data in the selected areas. Figure 8 demonstrates that the slopes of predicted earnings from the own-effects and cross-effects models accord fairly well with the slopes actually found in the data, all in relation to predicted earnings based on a restrictive model that excludes group-size effects. Note, however, that the curves are flatter in the two Northeastern areas than in the two areas from the South and Southeast, due to the greater shift in the proportions in this group that occurred in those areas.
Most important, the calculations presented in Figure 8 show that the variations observed over time generate patterns that are more similar to those in predicted earnings from the cross-effects model than from the more restrictive model that excludes them. This finding is clearest for the micro-regions in the Southeastern and Southern regions; but additional calculations for all regions suggest that this result is general, and thus that cross-effects are important.
We do not present estimates of predictions from the more complex model (2'). The general conclusion from those estimates, however, is that its additional complications do not alter the inferences we have made above: The estimated own-quantity elasticities are negative, and in general they are more negative the greater the skill embodied in a group of workers.
C. Robustness Considerations
Remembering that our purpose has been to examine the impacts of changing endowments of labor by type (in our case, by age and education), whether the strong evidence we have uncovered that there are substantial negative own-quantity elasticities of factor prices is robust to a number of potential problems is crucial. Consider perhaps the most important issue, intermicro-regional migration. Ideally one might embed the production models estimated here in a more general model in which population is determined endogenously with wages through endogenous flows of migrants and endogenous fertility. The difficulty with such an expanded model is that there is nothing in the underlying data that might identify any of the relationships;
nor is there any instrument that one might use to remove endogeneity problems in the ageeducation distributions that we use here as regressors.
Absent any satisfactory instruments, consider the direction of the bias in the estimated own-quantity elasticities that might be induced by endogenous inter-area migration. Such migration presumably flows to those areas where relative declines in the size of the labor force in a particular age-education category have raised wage rates. If so, migration flows reduce wage rates in precisely those areas and among those age-education groups where natural (premigration) scarcities would have raised wages. Endogenous migration thus biases the estimated negative own-quantity effects on wages toward zero and implies, assuming migrants respond to relative wage differentials, that our estimates understate the absolute values of the effects.
Whether the sizes of the positive biases induced by endogenous migration differ by ageeducation category is a more difficult question and depends largely on differences in the responsiveness of migration to wage differentials by age-education category. Certainly we know that in Brazil, as elsewhere, migration is disproportionately among younger workers; and there is also evidence that Brazilian migration rates are highest among the least-educated. We do not know much, however, about differences in the responsiveness of migration to wages by ageeducation group. If, however, the elasticities of migration with respect to wages are, like laborsupply elasticities, greater for less-skilled workers, that would suggest that the positive biases in the own-quantity factor-price elasticities are greater for less-skilled workers-in this study, the young and the least-educated.
A similar problem might arise if educational attainment is endogenous-if within microregions young people attain more schooling when the returns to education have increased because more educated labor has become relatively scarce. If this occurs, the response would raise quantity endowments and reduce relative wages among those labor-force groups whose relative wage rates would otherwise have risen still further. Like the biases in own-quantity factor-price elasticities that may be induced by endogenous migration, those potentially induced by endogenous educational choices also reduce the absolute values of the (negative) estimated parameters below their true values.
Other potential difficulties might arise from our implicit assumption that the subaggregates of male labor are separable in production from those of other inputs, including capital and female labor. In the broad labor-demand literature formal tests of separability almost always reject that assumption (Hamermesh 1993, Ch. 3) . Without data on capital stocks by area we cannot re-specify the model to account for this non-separability problem. The literature suggests quite clearly, however, that capital and skill are p-complements, so that we expect the returns to skill to be greater in those areas where production is more physical-capital intensive. Coupled with a probable positive correlation between skill intensity and endowments of physical capital, this correlation means that any mis-specification resulting from the absence of data on physical capital will bias the estimated own-quantity factor-price elasticities among more skilled workers toward zero.
We have the same Census information by micro-region on the age-education structure of the female workforce as we do for males. We could thus include these distributions as additional X c' variables in estimating (2), thus allowing for the cross-effects of relative quantities of female workers on male relative wages. The difficulties with doing this are several. Most important, the distributions of female workers are highly correlated with those of male workers. Where and when the male workforce is older, so is the female workforce; where and when men are better educated, so are women. How excluding quantities of female workers from the equations biases the estimated own-quantity factor-price elasticities for male workers depends on both this positive correlation and the substitution/complementarity relationships between male and female workers within and across age-education categories. There is no evidence on these latter correlations, so that in the end the direction of any bias is an empirical issue. We did, however, add the relative endowments of female workers to a set of re-estimates of (2); not surprisingly, the high positive correlations between the male and female distributions across the age-education categories within areas caused the standard errors to increase greatly, although the estimated elasticities did not change greatly.
Finally, while we are basing the estimates on local-area rather than establishment data, one might argue that we can proxy establishment size by area size and get a handle on possible problems in our results that occur if underlying production functions are heterothetic. To examine this we re-estimated all the models interacting area size with the proportion of workers in each age-education category (and including area size as a separate regressor). None of the vectors of interaction terms was statistically significant; the main-effect terms in the proportions of workers in the age-education cells remain statistically significant; and the inclusion of the interactions did not alter our inferences about the sizes or signs of the factor-price elasticities.
This is an admittedly weak test, but it is the best possible with these data.
VI. Conclusions and Implications
In this study we have tackled an old question, but in a different context and with a different way of extracting lessons from the data. Interesting and important results concerning the effects of shifts in the age distribution of the working age population have been obtained by a series of authors who looked at this question in the context of the baby-boom generation's impacts on the earnings of different cohorts in the U.S. But the question has received little attention in the countries of Asia and Latin America, which are now experiencing substantial shifts in their age distributions due to large and rapid declines in fertility. In these countries, the shifts in the age distribution have also been accompanied by dramatic increases in educational attainment that one might expect would also alter earnings distributions. A major difference between the U.S. and Latin American countries such as Brazil is the magnitude of regional differences in the timing of both the educational and demographic transitions. These changes were fairly homogeneous across American states but have varied enormously geographically in
Brazil. This heterogeneity both motivates and enhances the value of our microeconomic geographical approach to the problem.
Our first and most important result is that relative group size matters. The own-quantity wage effects are generally negative, as predicted by factor-demand theory; and potential biases induced by a number of effects for which we could not adjust mean that, if anything, the true impacts of changing relative quantities are larger in absolute value than our estimates suggest.
The results imply that workers classified by age-education group are not perfect substitutes, so that own cohort-education size generally depresses earnings. That the effects increase with education is consistent with the observation of lower own-wage elasticities as education increases. Also, while there may have been shifts in relative demand over the thirty-year time span that we have examined, unlike in the United States they do not appear to have been large enough to offset the effects of variations in relative supply.
The effects of biased technological change and/or institutional changes are suggested by the evidence generated by our models that allowed the technological parameters to vary over time. Some of the parameters become less negative, suggesting that more recent changes in relative supply have altered the relative wages of the least-skilled workers less than would have been the case in the 1970s. Indeed, the own-quantity effect among workers with 0-4 years of schooling is essentially zero, suggesting that the increasing relative scarcity of such workers is hardly contributing to an increase in the relative earnings of the (fewer) remaining workers in the group. The results also suggest that throughout the period the sharp increases in the relative supply of the most skilled workers have reduced relative wages in this group: Accounting for relative shifts in supply implies that wage inequality may have risen less than if these substitution effects had not occurred.
The main focus in the literature has been on the impacts of changes in the dependency ratio resulting from demographic change. In countries such as Brazil, this ratio is undergoing dramatic change and will continue to do so for several decades. It is also true, however, that in terms of both age and educational attainment the composition of the Brazilian labor force, and labor forces in developing countries generally, is undergoing dramatic shifts. Here we have investigated whether these compositional shifts have had effects beyond those that are normally analyzed in the literature using Mincerian earnings equations, and whether studying their role in the context of a formal theory of labor demand is worthwhile. Our results suggest that shifts in the demographic and skill structure of the labor force are indeed influential and that this approach represents a fruitful way of expanding the study of earnings and income inequality, a central problem in economic development. 
