Effective formulas for the Łojasiewicz exponent at infinity  by Rodak, Tomasz & Spodzieja, Stanisław
Journal of Pure and Applied Algebra 213 (2009) 1816–1822
Contents lists available at ScienceDirect
Journal of Pure and Applied Algebra
journal homepage: www.elsevier.com/locate/jpaa
Effective formulas for the Łojasiewicz exponent at infinity
Tomasz Rodak, Stanisław Spodzieja ∗
Faculty of Mathematics and Computer Science, University of Łódź, S. Banacha 22, 90-238 Łódź, Poland
a r t i c l e i n f o
Article history:
Received 24 June 2008
Available online 20 February 2009
Communicated by R. Vakil
MSC:
14Q20
13P10
68Q99
a b s t r a c t
We give effective formulas for the Łojasiewicz exponent at infinity of an arbitrary complex
polynomial mapping.
© 2009 Elsevier B.V. All rights reserved.
0. Introduction
By the Łojasiewicz exponent at infinity of a mapping F : Cn → Cm, n,m ∈ Z, n,m > 0, we mean the least upper bound of
the set of all exponents ν ∈ R in the Łojasiewicz inequality
|F(z)| ≥ C |z|ν as |z| → ∞ for some constant C > 0,
and denote it byL∞(F). Equivalently,
L∞(F) = sup{ν ∈ R : ∃C,R>0 ∀z∈Cn (|z| ≥ R ⇒ |F(z)| ≥ C |z|ν)}.
Numerous papers have been devoted to estimating this exponent from below and to the effective Nullstellensatz (see
[1–15,39,40]). The deepest result in this direction is the Chądzyński–Kollár inequality: for a polynomial mapping F =
(f1, . . . , fm) : Cn → Cm such that #F−1(0) <∞,
L∞(F) > dm − B(n; d1, . . . , dm), (1)
where dj = deg fj for j = 1, . . . ,m, d1 > · · · > dm > 0 and
B(n; d1, . . . , dm) =
{
d1 · · · dm ifm 6 n,
d1 · · · dn−1dm ifm > n.
Proofs of (1) were given: in [3] for n = m = 2, in [1,5,9,16] for arbitrary n, m, and in [7] for regular mappings.
The exponent L∞(F) is intimately related to the properties of properness (a mapping is proper if the inverse image of
any compact set is compact) and injectivity of polynomial mappings (see [17,3,18–22]). The Łojasiewicz exponent of the
gradient is also related to the triviality of polynomials at infinity (see [23–31]).
In this connection, finding formulas for L∞(F) is of interest. For m = n some results are known. If n = m = 2,
effective formulas forL∞(F) in terms of the discriminant of a polynomial were given by J. Chądzyński and T. Krasiński (see
[32,19,20,23]). Płoski [22, Corollary 2.6] gave a formula forL∞(F) in termsof characteristic polynomials, providedn = m and
F is proper. More precisely, let G ∈ C[z], where z = (z1, . . . , zn) is a system of variables, degG > 0. Let d = (C(z) : C(F)),
and dG = (C(F ,G) : C(F)). The monic polynomial PG ∈ C(y)[t], where y = (y1, . . . , yn), is called the characteristic
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polynomial of G with respect to C(z)/C(F) if PG = (QG)d/dG , where QG ∈ C(y)[t] is the monic minimal polynomial of G
with respect to C(z)/C(F). If F : Cn → Cn is a proper mapping and Pk := Pzk , then Pk ∈ C[y, t] for k = 1, . . . , n, and
L∞(F) =
n
min
k=1
1
δ(Pk)
, (2)
where
δ(P) = rmax
j=1
degQj
j
whenever
P(y, t) =
r∑
j=0
Qj(y)t r−j, r > 0, Q0 6= 0.
Applying (2), Elkadi and Mourrain [33, Algorithm 5.8] gave an effective formula for L∞(F) in terms of Bézoutian matrices,
providedm = n and F is proper.
In the present paper we give effective formulas for the Łojasiewicz exponent L∞(F) of arbitrary polynomial mappings
F = (f1, . . . , fm) : Cn → Cm (see Theorem 1 in Section 2 and Algorithm 2 in Section 3). Płoski’s and Elkadi–Mourrain’s
formulas fail without assuming the properness of F (see Example 1). Moreover, Płoski’s argument cannot be adopted in the
general case. In his proof the crucial point is that F and any variable zk are separated, i.e. if Pk = PQ , where P ∈ C[y, t],
Q ∈ C[y], then P(0, zk) 6≡ 0. This is not true in general (see [24,34,31,29]). To obtain formulas forL∞(F) in the general case
we use the Chądzyński–Kollar inequality (1) and reduce the problem to the case of proper and overdetermined polynomial
mappings Cn → Cm. A polynomial mapping F : Cn → Cm is called overdetermined if m > n. By reducing the computation
ofL∞(F) for overdetermined polynomial mappings to the case whenm = n (see [35]), we reduce the problem to the case
m = n and prove a version of the Płoski formula (2) (see Theorem 1). Finally, we apply Theorem 1.
Additionally, we give an algorithm for computingL∞(F) based on the Perron Theorem (see Theorem 3 and Algorithm 3
in Section 3).
1. Proper polynomial mappings
Let P(y, t) ∈ C[y, t], where (y, t) = (y1, . . . , yn, t), be of the form
P(y, t) =
r∑
j=0
Qj(y)t r−j, r > 0, Q0 6= 0.
We set
δ(P) = rmax
j=1
degQj
j
.
According to [22, Lemma 2.1], we have
Lemma 1. Assume that Q0 = c ∈ C\{0}. There exists a constant C > 0 such that if (y, t) ∈ Cn+1 with |y| > 1 and P(y, t) = 0,
then |t| 6 C |y|δ(P). Suppose that there exist constants q,D, R > 0 such that{
(y, t) ∈ Cn+1 : P(y, t) = 0, |y| > R} ⊂ {(y, t) ∈ Cn+1 : |t| 6 D|y|q, |y| > R} .
Then δ(P) 6 q.
Now, we prove a version of the Płoski formula (2).
Let F = (f1, . . . , fn) : Cn → Cn, where fk ∈ C[z1, . . . , zn] for k = 1, . . . , n, be a proper polynomial mapping. Then for
every k there exists a polynomial Pk ∈ C[y, t] of the form
Pk(y, t) = ckt rk +
rk∑
j=1
Qkj(y)t rk−j, rk > 0, ck ∈ C \ {0},
such that (F , zk)(Cn) = {(y, t) ∈ Cn × C : Pk(y, t) = 0}.
Proposition 1 (cf. [22], Corollary 2.6). Under the above assumptions and notations,
L∞(F) =
n
min
k=1
1
δ(Pk)
. (3)
Proof. Obviously δ(Pk) > 0 for all k. By Lemma 1 there exists C > 0 such that for every k and (y, t) ∈ Cn+1, if |y| > 1 and
P(y, t) = 0, then |t| 6 C |y|δ(Pk). Since F is proper there exists R > 0 such that for z ∈ Cn with |z| > R we have |F(z)| > 1.
Hence for |z| > R and all kwe get C |F(z)|δ(Pk) > |zk|. This implies
C |F(z)|maxnk=1 δ(Pk) > |z| for |z| > R.
As a result we getL∞(F) > minnk=1 1/δ(Pk).
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Now assume that there exist C, R1 > 0 and ν ∈ R such that |F(z)| > C |z|ν for |z| > R1. Since F is proper we may
assume that ν > 0. Let R > 0 be such that for |F(z)| > R we have |z| > R1. Fix k ∈ {1, . . . , n} and take (y, t) ∈ Cn+1
with Pk(y, t) = 0 and |y| > R. Then there exists z ∈ Cn such that F(z) = y and zk = t . Hence |z| > R1 and so
|y| = |F(z)| > C |z|ν > C |zk|ν = C |t|ν . This together with Lemma 1 gives δ(Pk) 6 1/ν. Thus minnk=1 1/δ(Pk) > ν, and
soL∞(F) 6 minnk=1 1/δ(Pk). 
The formulas (2) and (3) fail without assuming the properness of F . Namely, we have
Example 1. [cf. [1,34]]. Let D > 1 be an integer and let F : Cn → Cn be the polynomial mapping given by the formula
F(z) = (zD1 , z1 − zD2 , . . . , zn−2 − zDn−1, 1− zn−1zD−1n ).
By [34, Example 2.4] we haveL∞(F) = Dn−1−Dn < 0, so F is not proper. On the other hand, the formulas (2) and (3) would
giveL∞(F) > 0.
2. Overdetermined proper polynomial mappings
Lemma 2. Let Φ : Cn → W ⊂ Cn+1, n > 2, where W = Φ(Cn) is an algebraic set of dimension n, be a polynomial mapping
such that the projection
pi : Ck × Cn+1−k 3 (u, v) 7→ u ∈ Ck, 1 6 k 6 n,
satisfies pi(Φ(Cn)) = Ck. Then for generic u ∈ Ck,
pi−1(u) ∩ Φ(Cn) = pi−1(u) ∩W .
Proof. Since the set Φ(Cn) is constructible and dense inW , there exists an algebraic set V such thatW \ F(Cn) ⊂ V and
dim V < n. Hence it is enough to show that for generic u ∈ Ck,
pi−1(u) ∩ (W \ V ) = pi−1(u) ∩W .
The assertion is obvious if dimpi(V ) < k. Therefore we may assume that the mapping pi |V : V → Ck is dominating. Thus
for generic u ∈ Ck we have dimpi−1(u) ∩ V ≤ dim V − k. On the other hand, from the equality pi(W ) = Ck we see that for
generic u ∈ Ck the set pi−1(u) ∩W is of pure dimension n− k. Since dim V < n, this ends the proof. 
For any m, k ∈ N we denote by L(m, k) the set of all linear mappings Cm → Ck. We will identify L(m, k) with Cmk. The
following proposition due to S. Spodzieja is crucial to our method.
Proposition 2 ([35], Theorem 2.1). Let F : Cn → Cm, m > n, be a polynomial mapping such that #F−1(0) < ∞. Then for
generic L ∈ L(m, n) we have
L∞(F) = L∞(L ◦ F).
Lemma 3. Let F : Cn → Cm be a proper polynomial mapping. Then the mapping G : L(m, n)× Cn → L(m, n)× Cn given by
the formula
G(L, x) = (L, L(F(x)))
is dominating.
Proof. Since F is proper, L∞(F) > 0. Moreover, the set F−1(0) is finite. Hence by Proposition 2 there exists a Zariski open
nonempty set U ⊂ L(m, n) such thatL∞(L ◦ F) = L∞(F) for L ∈ U . Thus for such L the mapping L ◦ F is proper. Therefore
L ◦ F(Cn) = Cn. Hence U × Cn ⊂ G(L(m, n)× Cn). This ends the proof. 
Let F : Cn → Cm,m > n, be a proper polynomial mapping. Fix k ∈ {1, . . . , n}. By Lemma 3, for the mapping
Φk : L(m, n)× Cn 3 (L, z) 7→ (L, L(F(z)), zk) ∈ L(m, n)× Cn × C
we have dimΦk(L(m, n)× Cn) = mn+ n. So, there exists a polynomial Pk ∈ C[λ, y, t], where λ = (λi,j; i = 1, . . . , n, j =
1, . . . ,m), of the form
Pk(λ, y, t) =
rk∑
j=0
Pk,j(λ, y)t rk−j,
such that
Φk (L(m, n)× Cn) = V (Pk), (4)
where V (Pk) is the zero set of Pk. Put
δ′(Pk) = rkmax
j=1
degy Pk,j
j
for k = 1, . . . , n.
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Now we will show how to compute the Łojasiewicz exponent for a proper overdetermined polynomial mapping.
Theorem 1. Under the above assumptions and notations,
L∞(F) =
n
min
k=1
1
δ′(Pk)
.
Proof. By Proposition 2 there exists a Zariski open nonempty set U ⊂ L(m, n) such that L∞(L ◦ F) = L∞(F) for L ∈ U .
Since F is proper, L∞(F) > 0. Hence for L ∈ U the mapping L ◦ F , and also Cn 3 z 7→ (L(F(z)), zk), are proper. Thus by
Lemma 2 we may assume that for k = 1, . . . , n,
Φk(U × Cn) =
{
(L, y, t) ∈ U × Cn+1 : Pk(L, y, t) = 0
}
. (5)
Fix L ∈ U and k. Let RL,k ∈ C[y, t] be an irreducible polynomial such that RL,k(L◦F(z), zk) = 0 for z ∈ Cn. Since L◦F is proper,
one can assume that RL,k is a monic polynomial of positive degree with respect to t . From (5) we see that for some constant
c ∈ C \ {0}, the polynomial cPk(L, y, t) is a power of RL,k(y, t) in C[y, t]. Hence Pk,0(L, y) ∈ C \ {0} for L ∈ U . Consequently,
degy Pk,0 = 0. Moreover, diminishing U if necessary, one can assume that degy Pk,j = degy Pk,j(L, y) for any L ∈ U .
Summing up, by (5) and Proposition 1, if for fixed L ∈ U we put P˜k(y, t) = Pk(L, y, t), then
L∞(F) =
n
min
k=1
1
δ(˜Pk)
= nmin
k=1
1
δ′(Pk)
. 
Now, we can reduce the number of variables λi,j in Theorem 1.
For anym, k ∈ N,m ≥ k, we denote by∆(m, k) the set of all linear mappings L = (L1, . . . , Lk) ∈ L(m, k) of the form
Li(y1, . . . , ym) = yi +
m∑
j=k+1
ci,jyj, i = 1, . . . , k,
where ci,j ∈ C. From Proposition 2 we have
Lemma 4. Let F = (f1, . . . , fm) : Cn → Cm be a polynomial mapping such that #F−1(0) < ∞ and d1 > · · · > dm where
dj = deg fj, j = 1, . . . ,m. Then for generic L ∈ ∆(m, n) we have L∞(F) = L∞(L ◦ F) and if L ◦ F = (h1, . . . , hn) then
deg hj 6 dj, j = 1, . . . , n.
Proof. Obviously∆(m, n) is a proper irreducible algebraic subset of L(m, n). Let, by Proposition 2,Σ be a proper algebraic
subset of L(m, n) such that for L ∈ L(m, n) \ Σ we have L∞(F) = L∞(L ◦ F). LetΣ ′ ⊂ L(m, n) be the set of L ∈ L(m, n)
with matrix of the form A = [Bn×n|Cn×(m−n)], where det Bn×n = 0. Obviously Σ ′ is a proper algebraic subset of L(m, n).
For any L ∈ L(m, n) \ (Σ ∪ Σ ′) with matrix A = [Bn×n|Cn×(m−n)], the matrix Bn×n is invertible, so we may define a linear
mapping L∆ ∈ ∆(m, n) with matrix B−1n×nA. Obviously L∞(F) = L∞(L∆(F)) for L ∈ L(m, n) \ (Σ ∪ Σ ′). Define a rational
mappingΘ : L(m, n)\ (Σ ∪Σ ′) 3 L 7→ L∆ ∈ ∆(m, n). By definition, for any L∆ there exists a neighbourhoodU ⊂ ∆(m, n)
of L∆ such thatU ⊂ Θ(L(m, n)\(Σ∪Σ ′)). Consequently,∆(m, n)\Σ contains a nonempty Zariski open subset of∆(m, n)
and the assertion follows. 
Analogously to Lemma 3, but using Lemma 4 instead of Proposition 2, we obtain
Lemma 5. Let F : Cn → Cm be a proper polynomial mapping. Then the mapping G : ∆(m, n)× Cn → ∆(m, n)× Cn given by
the formula
G(L, x) = (L, L(F(x)))
is dominating.
Let F = (f1, . . . , fm) : Cn → Cm, m > n, be a proper polynomial mapping, and let dj = deg fj for j = 1, . . . ,m,
d1 ≥ · · · ≥ dm. Fix k ∈ {1, . . . , n}. By Lemma 5, for the mapping
Ψk : ∆(m, n)× Cn 3 (L, z) 7→ (L, L(F(z)), zk) ∈ ∆(m, n)× Cn × C
we have dimΨk(∆(m, n)× Cn) = (m − n)n + n, so there exists a polynomial Qk ∈ C[ξ, y, t], where ξ = (ξi,j; i =
1, . . . , n, j = n+ 1, . . . ,m), of the form
Qk(ξ , y, t) =
rk∑
j=0
Qk,j(ξ , y)t rk−j,
such that
Ψk (∆(m, n)× Cn) = V (Qk). (6)
As in the proof of Theorem 1, but using Lemma 5 instead of Proposition 2, we obtain a version of Theorem 1 more
convenient for computations.
1820 T. Rodak, S. Spodzieja / Journal of Pure and Applied Algebra 213 (2009) 1816–1822
Theorem 2. Under the above assumptions and notations,
L∞(F) =
n
min
k=1
1
δ′(Qk)
.
3. Effective formulas for the Łojasiewicz exponent
In this section we give an effective algorithm for computing the Łojasiewicz exponent at infinity of an arbitrary
polynomial mapping F : Cn → Cm. To this end we need some effective tools for finding the minimal polynomials of zk
with respect to C(z)/C(F) and verify that dim F−1(0) > 0. We apply the Gröbner basis technique (see [36,37]).
Recall that a monomial ordering on C[x] is a total ordering on the set of monomials MonN = {xα : α ∈ NN}, where
x = (x1, . . . , xN) and xα = xα11 · · · xαNN for α = (α1, . . . , αN), such that for any α, β, γ ∈ NN , xγ xα > xγ xβ if xα > xβ .
We will assume that > is a global ordering, i.e. xα > 1 for α 6= 0. For instance the lexicographical ordering on MonN is a
global ordering. Let us fix a global monomial ordering> onC[x]. For a polynomial f ∈ C[x], we denote by LM(f ) the leading
monomial of f , i.e. LM(f ) = xα1 , where
f (x) = a1xα1 + · · · + akxαk with xα1 > · · · > xαk , a1, . . . , ak ∈ C \ {0}. (7)
For any set A ⊂ C[x], we denote by L(A) the ideal of C[x] generated by the monomials LM(f ), f ∈ A \ {0}. A finite set
G ⊂ C[x] is called a Gröbner basis of an ideal I ⊂ C[x]with respect to> if G ⊂ I and L(I) = L(G). It is well known that any
nonzero ideal I ⊂ C[x] has a Gröbner basis G, and I is generated by G. Moreover, the reduced Gröbner basis can always be
computed (see for instance Section 1.6 in [37]). A Gröbner basis G is called reduced if 0 6∈ G, LM(f ) 6= LM(g) for any f 6= g
in G, and for any f ∈ G of the form (7) with a1 = 1, we have xαj 6∈ L(G) for j > 2.
From [36, Theorem 6.54] we have
Proposition 3. Let I ⊂ C[x] be a nonzero ideal. The following assertions are equivalent:
(i) The set {x ∈ CN : f (x) = 0 for all f ∈ I} is finite.
(ii) There exists a global monomial ordering > on C[x] and a Gröbner basis G of I with respect to> containing some g1, . . . , gN
such that LM(gi) = xαii for some αi ∈ N, αi > 0.
(iii) For every global monomial ordering > on C[x] and every Gröbner basis G of I with respect to> there exist g1, . . . , gN ∈ G
such that LM(gi) = xαii for some αi ∈ N, αi > 0.
From [37, Lemma 1.8.3] we immediately obtain
Proposition 4. Let I ⊂ C[z, y], where z = (z1, . . . , zn), y = (y1, . . . , ym), be an ideal and let > be a global monomial ordering
on C[z, y] such that zj > yi for j = 1, . . . , n, i = 1, . . . ,m. If G is a Gröbner basis of I with respect to>, then the ideal I ∩ C[y]
is generated by {g ∈ G : LM(g) ∈ C[y]}.
Now we are ready to give an algorithm for computing the Łojasiewicz exponent. Let F = (f1, . . . , fm) : Cn → Cm,
where f1, . . . , fm ∈ C[z], z = (z1, . . . , zn), be a polynomial mapping. Let dj = deg fj for j = 1, . . . ,m, and assume that
d1 > · · · > dm > 0.
First we check ifL∞(F) = −∞.
Algorithm 1 (Verification if L∞(F) = −∞). Fix a global monomial ordering > on C[z] (for instance the lexicographical
ordering on Monn), and choose a Gröbner basis with respect to > of the ideal I ⊂ C[z] generated by f1, . . . , fm. Apply
Proposition 3 to check whether F−1(0) is finite. If not, thenL∞(F) = −∞.
Now assume that F−1(0) is finite. ThenL∞(F) > −∞. Put
D = B(n; d1, . . . , dm)− dm + 1,
and let H : Cn → Cnm be the polynomial mapping defined by
H(z) = (zDk fj(z); k = 1, . . . , n, j = 1, . . . ,m). (8)
By the Chądzyński–Kollár inequality (1) we have
Corollary 1. Under the above notations,L∞(H) = L∞(F)+ D > 0. In particular, the mapping H is proper.
Remark 1. If m > 1, then the mapping H is overdetermined. If n = m, then we may apply [33, Algorithm 5.6] to test the
properness of F . If F is proper and n = m, one can computeL∞(F) by using [33, Algorithm 5.8].
Let N = (m− 1)n2 + n+ 1, and let
Ψk = (ψk,1, . . . , ψk,N) : ∆(mn, n)× Cn → ∆(mn, n)× Cn × C
be the polynomial mapping defined by
Ψk(L, z) = (L, L(H(z)), zk) for k = 1, . . . , n,
where H is defined by (8). Let Ik ⊂ C[ξ, z, y, t], where ξ = (ξi,j; i = 1, . . . , n, j = n + 1, . . . ,mn), y = (y1, . . . , yN−1),
be the ideal generated by ψk,1(ξ , z) − y1, . . . , ψk,N−1(ξ , z) − yN−1, zk − t . Since H is a proper polynomial mapping,
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dimΨk(∆(mn, n)× Cn) = N − 1. So, we have
Proposition 5. The ideal Ik ∩ C[y, t] is principal for k = 1, . . . , n.
Using Theorem 2 (or Theorem 1) and Corollary 1, we can computeL∞(F).
Algorithm 2 (Computation of the Łojasiewicz ExponentL∞(F)). Fix a global monomial ordering> on C[ξ, z, y, t] such that
each zi and each ξj are greater than t and each yl. By Propositions 4 and 5, compute polynomials Q1, . . . ,Qn ∈ C[ξ, y, t] such
that
Ψk (∆(m, n)× Cn) = V (Qk). (9)
Then apply Theorem 2 to computeL∞(H). Hence, by Corollary 1, we obtainL∞(F) = L∞(H)− D.
In the above computation, we are not able to estimate the number of steps in the algorithm. On the other hand, this can
be done if we use the Perron theorem (see [38, Satz 57, p. 129]).
Theorem 3 (O. Perron). Let D be a domain. Let f1, . . . , fn+1 ∈ D[x1, . . . , xn] be polynomials of positive degrees, and let ν be
the weight in D[y1, . . . , yn+1] determined by the conditions ν(yi) = deg fi for i = 1, . . . , n + 1. Then there exists a nonzero
polynomial P ∈ D[y1, . . . , yn+1] such that P(f1, . . . , fn+1) = 0 in D[x1, . . . , xn] and ν(P) 6∏n+1k=1 deg fk.
Let Γ = (γ1, . . . , γn) : ∆(mn, n) × Cn → Cn be the polynomial mapping defined by Γ (L, z) = L(H(z)). Then
γ1, . . . , γn ∈ D[z], where D = C[ξ ]. Consider the following linear systems of equations:
Qj,k(CI , γ1(z), . . . , γn(z), zk) = 0 with indeterminates CI (10)
for 1 ≤ k ≤ n, 1 ≤ j ≤ deg γ1 · · · deg γn, where
Qj,k(CI , y, t) =
∑
I
CI(y, t)I
is a polynomial of weight ν(Qj,k) equal to jwith respect to (y, t), provided ν(yj) = deg γj, ν(t) = 1. By the Perron theorem
there exists 1 ≤ j ≤ deg γ1 · · · deg γn such that the systems (10) have nonzero solutions for k = 1, . . . , n. From Theorems 2
and 3 we have
Proposition 6. Let j be the smallest number for which all systems (10) have nonzero solutions. Then
L∞(H) =
n
min
k=1
1
δ′(Qj,k)
.
Proof. By the choice of j, if we divide Qj,k by suitable ak ∈ D then the polynomials Q˜j,k = Qj,k/ak ∈ D[y, t] are irreducible.
Hence we have (9) for k = 1, . . . , n. Since δ′(Q˜j,k) = δ′(Qj,k) for k = 1, . . . , n, Theorem 2 gives the assertion. 
Algorithm 3 (Computation of the Łojasiewicz Exponent L∞(F) by Perron’s Theorem). Step by step for j = 1, . . . , deg γ1 · · ·
deg γn compute nonzero solutions in D (if possible) of the linear systems (10). For the first j such that Qj,k 6= 0 for
k = 1, . . . , n, apply Proposition 6 to findL∞(H). ThenL∞(F) = L∞(H)− D.
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