We consider a multidimensional diffusion process X whose drift and diffusion coefficients depend respectively on a parameter λ and θ. This process is observed at n + 1 equally-spaced times 0, ∆ n , 2∆ n , . . . , n∆ n , and T n = n∆ n denotes the length of the "observation window". We are interested in estimating λ and/or θ. Under suitable smoothness and identifiability conditions, we exhibit estimators λ n and θ n , such that the variables √ n ( θ n − θ) and √ T n ( λ n − λ) are tight, as soon as ∆ n → 0 and T n → ∞. When λ is known, we can even drop the assumption T n → ∞. The novelty is that these results hold without any kind of ergodicity or even recurrence assumption on the diffusion process.
Introduction
In this paper we consider a d-dimensional diffusion process X, whose drift (resp. diffusion) coefficient depends on a (possibly multidimensional) unknown parameter λ (resp. θ). That is, it solves the equation dX t = a(λ, X t )dt + σ(θ, X t )dW t , X 0 = x 0 .
(1.1)
This process is observed at n regularly spaced times 0, ∆ n , 2∆ n , . . . , n∆ n , and T n = n∆ n denotes the length of the "observation window". There are some smoothness and boundedness assumptions on the coefficients a and σ, but neither ergodicity nor even recurrence is assumed.
Our aim s are as follows:
1. If λ is known, construct estimators for θ converging with the rate √ n as n → ∞, as soon as ∆ n → 0, and regardless of the behavior of T n .
2. If λ is unknown, construct estimators for θ converging with the rate √ n, and simultaneously estimators for λ converging with the rate √ T n , as soon as ∆ n → 0 and T n → ∞.
When λ is known and T n does not depend on n (that is, we observe the diffusion at times iT /n for i = 0, . . . , n on a fixed interval [0, T ]), this is a rather old result: see e.g. Donhal [3] or Genon-Catalot and Jacod [4] . When T n → ∞ and the diffusion is ergodic (at least under the true value of the parameters), this is also a known result: see for example Yoshida [13] , Kessler [6] , Kessler and Sørensen [7] , Ait-Sahalia [1] , and also the books of Prakasa Rao [10] , [11] , and Kutoyants [8] , and indeed in this case one does not need ∆ n to go to 0. In the non-ergodic situations and when T n → ∞, there are so far very few results and most are in very specific cases: see Basawa and Scott [2] , and the previously quoted books of Prakasa Rao for a review of known results.
So the novelty in this paper consists in providing estimators which work, with the above-prescribed rate, without ergodicity assumption. The estimators are explicit, although they are based upon moments of the diffusion which are usually not "explicitely" known as functions of the parameters: in principle, it is always possible to use some sort of Monte-Carlo techniques (see e.g. Pedersen [9] ), or other techniques as well, to approximate these moments.
Some more comments about the results should be given right away:
1) The "rates" mentioned above should be understood as such: if θ n and λ n denotes the estimators at stage n, the sequences of random variables √ n ( θ n −θ) and √ T n ( λ n −λ) are tight (or, bounded in probability), under the "true" measure governed by the parameters λ and θ. We have not been able to prove that these variables converge in law to some non-degenerate random variables.
2) When the diffusion is ergodic, the variables √ n ( θ n − θ) and √ T n ( λ n − λ) indeed converge to some centered Gaussian vectors, and the rates are "efficient". When the diffusion is non-ergodic the rate for λ is obviously not efficient: one can consider to this effect an Ornstein-Uhlenbeck process, for which the rate for the drift is n in the null-recurrent case and exponential in n in the transient case.
3) However, it is quite likely that the rate √ n for θ is efficient, and even that √ n ( θ n −θ) converges in law to some Gaussian vector, in the non-ergodic case as well. This is what happens for example for the diffusion coefficient of an Ornstein-Uhlenbeck process, regardless of the ergodicity or non-ergodicity.
4)
Apart from the smoothness assumptions, we need of course some identifiability assumptions for the parameters. These identifiability assumptions seem quite reasonable when the coefficients are bounded. They are unfortunately much less so when the coefficients have linear growth.
The paper is organized as follows: in Section 2 we construct the estimators and state the results when the coefficients are bounded. We do the same in Section 3 when the coefficients have linear growth. Section 4 is devoted to a number of technical preliminaries, and the proofs of the results are in Section 5.
2 Results in the bounded case 1) Let us first state precisely the setting and assumptions. In Equation (1.1), W is a m-dimensional standard Wiener process, and the coefficients a and σ have the relevant dimensions (d for a, and dm for σ). The initial value x 0 ∈ IR d is known. As for the parameters, we have three cases:
• Case 1: The parameter λ is known, while the parameter θ is unknown and belongs to some compact convex domain Θ of IR q ; we then write a(x) instead of a(λ, x).
• Case 2: The parameter θ is known, while the parameter λ is unknown and belongs to some compact convex domain Λ of IR r ; we then write σ(x) instead of σ(θ, x).
• Case 3: Both parameters λ and θ are unknown and belong to some compact convex domains Λ and Θ of IR r and IR q respectively.
We wish to estimate λ and/or θ, upon observing the values X i∆n for i = 1, . . . , n, at stage n, for some time-lag ∆ n which goes to 0 as n → ∞. The assumption (H) below yields in particular that Equation (1.1) admits a unique strong solution.
Like in (1.1) we systematically use vector or matrix notation. If f is an
-dimensional array of partial derivatives of order i, j and k of the components of f w.r.t. the components of λ, θ and x respectively; the partial derivative of f w.r.t. the kth component of λ is denoted by ∂ λ k f , and similarly for the other variables. We also denote by y the Euclidian norm of y is whichever space it lays in. The transpose of a vector y is y . We set c = σσ .
Below, if we are in Case 1 (resp. Case 2) the derivatives w.r.t. λ (resp. θ) are irrelevant. We state our smoothness assumption in Case 3 only, the adaptation to Cases 1 and 2 being straightforward.
Assumption (H) (smoothness) :
The function a (resp. σ) is three times differentiable in λ (resp. θ). The functions ∇ Next we turn to identifiability assumptions. For both parameters λ and θ, we have a "global" condition, and a "local" condition, around the true value of the parameters. Below, recall that T n = n∆ n , and X is the solution to (1.1) under the "true" values of the parameters, denoted by (λ, θ).
Assumption (I1-λ) (global identifiability for λ) : We have for all ε > 0:
Assumption (I1-θ) (global identifiability for θ) : We have for all ε > 0:
Below, a i and c ij denote the components of a and c, and ∇ λ a i and ∇ θ c ij are considered as column vectors, so for example ∇ λ a i (λ, x) y is a number if y ∈ IR r . Assumption (I2-λ) (local identifiability for λ) : We have
2) Now we can construct our estimators. Note first that, at stage n, we observe X i∆n for i = 0, 1, . . . , n or, equivalently, the increments or the "normalized" increments:
Next, we denote by X λ,θ,x the solution to (1.1) when the starting point is x, and set 6) which are (in principle) known functions of (λ, θ, x). Note that φ n is an IR d -valued function, while φ n takes its values in the set of d × d symmetric nonnegative matrices.
The estimators will be minimizers of suitable contrast functions, and for the sake of clarity we single out the three cases.
In Case 1 (when λ is known), we set
As we shall see later, v → U n (v) is continuous, so it has a minimum on the compact set Θ, and due to the measurable selection theorem we can find a meaurable (w.r.t. the observed σ-field at stage n) variable θ n satisfying
Theorem 2.1 Assume that we are in Case 1, that θ is in the interior of Θ, and that (H), (I1-θ) and (I2-θ) hold. Then as soon as ∆ n → 0, the estimators θ n are √ n-consistent, in the sense that the sequence √ n ( θ n − θ) is tight (equivalently: bounded in probability).
In Case 2 (when θ is known), we set
and as above λ n denotes a measurable variable such that
Theorem 2.2 Assume that we are in Case 2, that λ is in the interior of Λ, and that (H), (I1-λ) and (I2-λ) hold. Then as soon as ∆ n → 0 and T n → ∞ , the estimators λ n are √ T n -consistent, in the sense that the sequence
Finally in Case 3 we set
and as above we denote by ( λ n , θ n ) a measurable variable such that
Theorem 2.3 Assume that we are in Case 3, that λ and θ are in the interior of Λ and Θ, and that (H), (I1-λ), (I2-λ), (I1-θ) and (I2-θ) hold. Then as soon as ∆ n → 0 and T n → ∞ , the estimators λ n and θ n are respectively √ T n -consistent and √ n-consistent.
The reader interested only in the "bounded" case (i.e., when (H) holds) can skip the next section and put A(x) = 1 for all x ∈ IR d later.
Results in the unbounded case
Now we relax the boundedness on the coefficients, allowing linear growth. We have to res-state the assumptions.
Assumption (H') (smoothness) : We have (H), except that we do not require ∇ j λ a and ∇ j θ σ for j = 0, 1, 2, 3 to be bounded.
Since Λ and Θ are compact, this assumption implies that we can find a C ∞ function A:
, whose derivative of any order n ≥ 1 is bounded, and such that
and further A(x) ≤ C(1 + x ). That is, the coefficients and their derivatives w.r.t. the parameters are of linear growth, uniformly in λ and θ. Note that (3.1) is always satisfied with
With the function A as above, we now rephrase the identifiability assumptions.
Assumption (I1'-λ) (global identifiability for λ) :
We have for all ε > 0:
Assumption (I1'-θ) (global identifiability for θ) : We have for all ε > 0:
These identifiability conditions are "too strong", because the natural weight should be 1/A(X s ) 2 and 1/A(X s ) 4 respectively for the identifiability of λ and θ, instead of 1/A(X s ) 4 and 1/A(X s ) 6 . Now we turn to the estimators. In Cases 1, 2 and 3 respectively, we replace (2.7), (2.9) and (2.11) by
while (2.8), (2.10) and (2.12) are unchanged. c) In Case 3, if λ and θ are in the interior of Λ and Θ and (I1'-λ), (I2'-λ), (I1'-θ) and (I2'-θ) hold, as soon as ∆ n → 0 and T n → ∞ the estimators λ n and θ n are respectively √ T n -consistent and √ n-consistent.
Preliminaries
We will do a unified proof, for the three cases, and in the bounded and the unbounded situations as well. So we assume (H'), upon noting that (H) amounts to (H') plus the fact that the function A is bounded and bounded away from 0. We set κ = κ = 1 in Case 3, while κ = 1 and κ = 0 in Case 2, and κ = 0 and κ = 1 in Case 1. Then in all cases the contrast U n can be written as
In Case 1 (resp. 2), U n (u, v) does not depend on u (resp. v).
About the diffusion process
We need first some (classical) results on Equation (1.1): we refer the reader to Revuz and Yor [12] . We start with the standard Wiener space (Ω, F, (F t ), IP ) endowed with the (m-dimensional) canonical process W . To simplify the notation, we write w = (u, v) for a pair of parameters, and β = (λ, θ) for the true value (derivatives w.r.t. u and v are still denoted ∇ λ and ∇ θ ). Then for any w = (u, v) ∈ Λ × Θ and x ∈ IR d we denote by X w,x the solution to the equation
on the space above.
Observe that
Then by (H') and Gronwall's lemma, we get for p ≥ 1 and t ∈ (0, 1] and with a constant C p which changes from line to line and may depend on p, but neither on t nor x, u or v:
3)
Next, our assumption (H') implies that w → X w,x is differentiable in L 2 , with derivative s∇ λ X w,x and ∇ θ X w,x being the unique solutions of the following linear equations (with straightforward matrix notation):
Then Gronwall's lemma and (H') and (4.2) yield for t ∈ (0, 1]:
In a similar way one can differentiate a second time, to obtain
We then deduce :
We can even differentiate a third time: this gives similar formulas, from which one gets
Estimates on moments
We presently give estimates on moments, as φ n and φ n in (2.6). It is easier to consider normalized moments Φ n = φ n / √ ∆ n and Φ n = φ n /∆ n , whose components are given by
(here and below, X w,x,i and x i denote the ith component of X w,x and x ∈ IR d ).
The results of the previous subsection show that Φ n (w, x) and Φ n (w, x) are three times differentiable in w, with (∇ µ , ∇ µ and ∇ µ denoting either ∇ λ or ∇ θ ):
Then (4.2), (4.5), (4.6) and (4.7) yield (we omit in some cases to mention the arguments w and x):
About the contrast
Mutipliying U n (u, v) = U n (w) by a positive number and adding to it another number, both possibly depending on n and ω and on the true value β = (λ, θ) of the parameter (but not on w), do not change the estimators λ n and θ n . So instead of (4.1) we can use the following definition:
where (with the notation X n i = X (i−1)∆n ; recall that χ n i is given by (2.5))
Observe that ζ n i is three times differentiable, with
Then, combining (4.2), (4.8) and (4.9) with the previous equalities, and recalling that A(x) ≥ 1, we get for any j ∈ IN , and if F n i = F i∆n :
Finally we set
This function is three times differentiable, and we have
Therefore (4.8) and (4.9) yield
Riemann integrals
Itô's formula yields for any real-valued C 2 function h:
Then as soon as the two functions A∇ x h and A 2 ∇ 2 x h are bounded, we obtain
In this case, we have (recall X n i = X (i−1)∆n ):
Then we deduce :
An application of Burkholder-Gundy inequality
Let us suppose that η n i are real-valued random variables, each η n i being F n i -measurable. Assume also that for some constants γ and γ and some integer m ≥ 1 we have 
By construction the sequence (M n j ) j∈IN is a martingale w.r.t. the filtration (F n j ) j∈IN , so Burkholder-Gundy inequality yields a universal constant K m ≥ 1 such that
Then Hölder inequality gives us first that
and second that 
Proof of the theorems
Observing once more that (H) implies (H') with A(x) = C for all x ∈ IR d , for some constant C, we see that Theorems 2.1, 2.2 and 2.3 are particular cases of Theorem 3.1.
Moreover, in Theorem 3.1 one can consider (b) as a particular case of (c), upon setting λ n = λ (since λ is known). It is not quite the same for (a), because the hypothesis T n → ∞ is not assumed here; however, in this case we have κ = 0 and the derivatives in λ appear nowhere, so it is straightforward to check that the proof of (c) entails the proof of (a), even if T n → ∞ fails. Therefore in the sequel we prove only (c) of Theorem 3.1. However we keep mentioning κ and κ , so the reader can easily verify that T n → ∞ is not necessary when κ = 0.
So we proceed to proving Theorem 3.1, whose assumptions are in force. Set
This is three times differentiable in w, and we have for µ = λ or µ = θ:
Observe also that, since A has bounded derivatives of all order ≥ 1, we readily deduce from (H') and (3.1) and (4.13) that
Therefore (4.19) yields for µ = λ and µ = θ:
Convergence of contrasts
In view of (4.10) we have
Next, (4.15) and (5.3) yield
Therefore, since T n → ∞ when κ = 1, in all cases we arrive at
On the other hand, if w = (u, v) = ((u i ) i≤r , (v i ) i≤q ) and w = (u , v ) = ((u i ) i≤r , (v i ) i≤q ) are two pairs of parameters, we have
as soon as the hypercube in IR r+q having w and w for summits is entirely contained in Λ × Θ. Since Λ × Θ is compact and convex, we deduce that for any integer m and any pair (w, w ) we have
for some constant C m depending on m. Then if we use (4.10) and (4.11), we see that the variables η n i satisfy the second part of (4.20) with γ = C w − w and δ = κ. On the other hand, (4.15) and (5.3) imply that the first part of (4.20) is also satisfied with γ = γ . Hence Lemma 4.1 yields
Since F has bounded derivatives, we also have
Now w lies in a compact convex subspace of IR r+q , so if we take m such that 2m ≥ r +q +1 it is then well known (see for example Ibragimov and Has'sminskii [5] ) that (5.7) combined with (5.4) imply that the sequence (V n (w) : w ∈ Λ×Θ) of processes is tight for the uniform convergence, and further satisfies
Convergence of derivatives of contrasts
By (4.10) and (4.11), we have
which goes to 0 in all cases (recall T n → ∞ if κ = 1). If we combine this with (4.16), (4.17) and (5.3), we see that
Next, combine (4.11) with (4.18) to get
Now, as above, we consider two pairs of parameters w = (u, v) and w = (u , v ). If ∇ µ and ∇ µ denote either ∇ λ or ∇ θ , we replace η n i in (5.5) by any component of
The same argument as for (5.6) leads to
Then if we use (4.10) and (4.11), we see that the variables η n i satisfy the second part of (4.20) with γ = C w − w and with δ = κ when µ = µ = λ, and δ = 0 otherwise. On the other hand, (4.11) and (4.12) imply that the first part of (4.20) is also satisfied with γ = γ √ ∆ n if µ = λ and µ = θ, and γ = γ otherwise. Hence Lemma 4.1 and a summation over all components of
These properties, combined with (5.9) and (5.10), imply that the sequences of processes 
for all ε > 0. Using again (5.9) and (5.10), we readily deduce that for any (random) sequence w n which converges in probability to β, we have
Finally, we will need also a result about the first order derivatives at point w = β. The explicit expression of ∇ µ ζ n i (w) and the definitions of Φ n and Φ n give us
Then, combining this with (4.10) and (4.11) yield
Therefore we have:
Consistency of the estimators
Now we prove the consistency of the estimators β n = ( λ n , θ n ). Observe that V n (β) = 0. Set C n (ε, η) = {inf w: w−β >ε V n (w) ≥ η}. Comparing (4.13) and (5.1) with (3.2) and (3.3), we see that ∀ε > 0, lim
On the set C n (ε, η) ∩ {M n < η/2}, we have U n (β) < η/2, and U n (w) > η/2 whenever |w − β| > ε. Since for ε small enough the ball {w : w − β ≤ ε} is contained in Λ × Θ, and since U n (·) is continuous, the definition of β n implies that necessarily β n − β ≤ ε on the set C n (ε, η) ∩ {M n < η/2}. Then combining (5.15) and (5.8) immediately yields that
(5.16)
Rate-consistency of the estimators
Now we are ready to prove (c) of Theorem 3.1. Recall that β is in the interior of Λ × Θ. So if A n = {∇ λ U n ( β n ) = ∇ θ U n ( β n ) = 0}, (2.7) implies that IP (A n ) → 1. A Taylor expansion gives
Consequently, the conditions (I2'-λ) and (I2'-θ) implies that the two sequences (det(G n )) and (det(K n )) of nonnegative random variables, which by (3.1) are bounded, are also bounded away from 0 in probability in the sense that Moreover, if we apply (5.11), (5.12) and (5.13) on the one hand, and (5.14) on the other hand, we see that
the sequence (H n / √ ∆ n ) is tight in IR r+q , the sequences (R n ) and (S n ) are tight in IR r and IR q . Recall that for having Theorem 3.1 we need to show that the sequence (R n ) and (S n ) are tight in IR r and IR q respectively. By the "subsequence principle", it is enough to prove that from any infinite subsequences of these sequences one can extract further infinite subsequences that are tight.
So, take any infinite subsequence. Using (5.19) and (5.20) , and also the fact that the sequences (G n ) and (K n ) are bounded, we can find an infinite sub-subsequence along which the random variables (G n , K n , H n / √ ∆ n , R n , S n ) converge in law to some random variable (G, K, H, R , S ), where G is a r × r-matrix, K is a q × q-matrix, H is a r × qmatrix, R is in IR r and S is in IR q , and further G and K are bounded and det(G) > 0 and det(K) > 0. Up to taking a further subsequence yet, we can even assume (by The Skorokhod representation theorem) that this convergence holds almost surely (on an extended space).
In other words, and since IP (A n ) → 1, we are left to prove that if we have (nonrandom) elements with the relevant dimensions (G n , K n , H n , R n , S n ), satisfying
then for all n large enough the matrices G n and L n = K n − H n G −1 n H n are invertible, and the two vectors R n and S n defined by (5.18) for those n's are bounded in n.
Clearly (5.21) yields that G −1 n exists for all n large enough and converges to G −1 , so L n → K (because H n → 0), so L n is also invertible for all n large enough. Then it is obvious from (5.18) and (5.21) that
and this finishes the proof.
