ABSTRACT. In the paper, the authors review some inequalities and the (logarithmically) complete monotonicity concerning the gamma and polygamma functions and, more importantly, present a sharp double inequality for bounding the polygamma function by rational functions.
Introduction
We now prepare some notations, review some inequalities and the (logarithmically) complete monotonicity concerning the gamma and polygamma functions, and then state our main results.
Completely monotonic functions
Recall ([41: Chapter XIII] and [73: Chapter IV] ) that a function f (x) is said to be completely monotonic on an interval I ⊆ R if f (x) has derivatives of all orders on I and 0 ≤ (−1) k f (k) (x) < ∞ (1.1) holds for all k ≥ 0 on I.
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The The completely monotonic functions have applications in different branches of mathematical sciences. For example, they play some role in combinatorics, numerical and asymptotic analysis, physics, potential theory, and probability theory.
The most important properties of completely monotonic functions can be found in [41: Chapter XIII], [73: Chapter IV] and closely related references therein.
Logarithmically completely monotonic functions
Recall also ( [7, 52] ) that a function f is said to be logarithmically completely monotonic on an interval I ⊆ R if it has derivatives of all orders on I and its logarithm ln f satisfies
for k ∈ N on I, where N denotes the set of positive integers.
By looking through "logarithmically completely monotonic function" in the database MathSciNet, it is found that this phrase was first used in [7] , but with no a word to explicitly define it. Thereafter, it seems to have been ignored by the mathematical community. In early 2004, this terminology was recovered in [52] and it was immediately referenced in [17, 59] . A natural question that one may ask is: Whether is this notion trivial or not? In [52: Theorem 4] , it was proved that all logarithmically completely monotonic functions are also completely monotonic, but not conversely. This result was formally published when revising [48] . Hereafter, this conclusion and its proofs were dug in [12, 21, 48] once and again. Furthermore, in the paper [12] , the logarithmically completely monotonic functions on (0, ∞) were characterized as the infinitely divisible completely monotonic functions studied in [34] and all Stieltjes transforms were proved to be logarithmically completely monotonic on (0, ∞). For more information, please refer to [12] .
The gamma and polygamma functions
It is well-known that the classical Euler gamma function Γ(x) may be defined for x > 0 by
, is called the psi or digamma function, and the ψ (k) (x) for k ∈ N are called the polygamma functions. It is common knowledge that these functions are fundamental and important and that they have much extensive applications in mathematical sciences.
The first kind of inequalities
for the psi and polygamma functions Lemma 3] : for x ∈ (0, ∞) and k ∈ N, we have
(1.6)
In [3: Theorem 9] , it was proved that if k ≥ 1 and n ≥ 0 are integers, then
holds for x > 0, where
with the usual convention that an empty sum is nil and B i for i ≥ 0 are Bernoulli numbers defined by
In [2] , among other things, the following double inequalities were procured:
where n ≥ 1, N ≥ 0, an empty sum is understood to be nil, and
When replacing 2N by 2N − 1, inequalities (1.10) and (1.11) are reversed. In particular, for n = 1 and
It is obvious that if taking x → 1 2 + the lower and upper bounds in (1.11) tend to −∞ and ∞ respectively, but the middle term tends to a limited constant. This implies that inequalities in (1.10) and (1.11), including (1.13), may be not ideal.
It is noted that the inequality (1.7) was deduced from [3: Theorem 8] which states that the functions
and
for n ≥ 0 are completely monotonic on (0, ∞).
In [40: Theorem 1], the convexity of the functions F n (x) and G n (x) were presented alternatively.
Stimulated by [49] , the complete monotonicity of F n (x) and G n (x) were simply verified in [37: Theorem 2] again.
In [38] , the complete monotonicity of the functions F n (x) and G n (x) was strengthened and generalized. . As a result, the following double inequalities (1.17) and (1.18) were deduced in [51] : for x ∈ (0, ∞) and k ∈ N, we have
( 1.18) It is clear that the left-hand side inequality in (1.17) and the right-hand side inequality in (1.18) are better than the left-hand side inequality in (1.5) and the right-hand side inequality in (1.6). It is also easy to see that the right-hand side inequality in (1.17) and the left-hand side inequality in (1.18) are more exact than the right-hand side inequality in (1.5) and the left-hand side inequality in (1.6) when x > 0 is close enough to 0, but not when x > 0 is large enough.
For more information on further investigation of functions similar to (1.16), please refer to the research papers [30, 32, 33, 68] , the expository article [45] and related references therein.
A sharp inequality for the psi function and related results
In [9: Lemma 1.7] and [57: Theorem 1], it was proved that the double inequality
holds on (0, ∞) and the scalars It is clear that the inequality (1.19) refines and sharpens (1.17). The inequality (1.19) has relations with (1.5) as (1.17) does.
More strongly, the function
was proved in [57: Theorem 2] to be strictly decreasing and convex on (−1, ∞) with lim
The basic tools of the proofs in [57] include
Among other things, the monotonicity and convexity of the function (1.20) were also derived in [16: Corollary 2, Corollary 3]: for all t > 0, the function exp{ψ(x + t)} − x is decreasing with respect to x ∈ [0, ∞); for all t > 0, the digamma function can be written in a way: 
It is worthwhile to remark that the left-hand side inequality in (1.23) for x + t ≤ 1 2 is meaningless. Replacing x by x + t in (1.19) yields
for all x > 0 and t > 0. The left-hand side inequality in ( 
for x > 0 and n ∈ N. This inequality can be restated more meaningfully as
In [6: Lemma 4.6], the inequality (1.22) was generalized to the q-analogue. In [18, 53] , the divided difference
for |t − s| < 1 and −∆ s,t (x) for |t − s| > 1 were proved to be completely monotonic with respect to x ∈ (− min{s, t}, ∞). Consequently, the function
(1.28) In [27] , it was revealed that the functions f 1,2 (x) and f m,2n−1 (x) are completely monotonic on (0, ∞), but the functions f m,2n (x) for (m, n) = (1, 1) are not monotonic and does not keep the same sign on (0, ∞). This means that f 1,2 (x) is the only nontrivial completely monotonic function on (0, ∞) among all functions f m,n (x) for m, n ∈ N.
In [55: Theorem 3], the function
was shown to be completely monotonic on (0, ∞) if and only if λ ≤ 1. For real numbers s, t, α = min{s, t} and λ, define
with respect to x ∈ (−α, ∞). In [54] , the following complete monotonicity were established: These results generalize the claim in the proof of [36] . For detailed information, see related texts remarked in the expository article [61] . In [10: Remark 2.3], it was pointed out that the inequality
for x > 0 is a direct consequence of [10: Theorem 2.2]: for x > 0, 1 ≤ k ≤ n − 1 and n ∈ N, we have
which can be rewritten as
The lower bound in the inequality (1.33) was refined in [24] . In [55: Theorem 1], the inequality (1.31) was generalized to the complete monotonicity: for real number α ∈ R and x > − min{0, α},
2 is completely monotonic if and only if α ≤ 0;
, (1.34) where φ −1 denotes the inverse function of φ(x) = x coth x on (0, ∞).
In passing, it is noted that the results demonstrated in [44] have very close relations with the above mentioned conclusions.
Some more results
In recent years, inequalities and (logarithmically) complete monotonicity relating to the polygamma functions have been investigated in other directions.
In [63, 66] , the function
was bounded by means and the digamma function of means. In [64, 67] , the difference ψ (n) (b) − ψ (n) (a) was bounded by a linear combination of ψ (n+1) (a) and ψ (n+1) (b), whose coefficients are means. In [14, 65] , several inequalities involving the digamma function ψ(x), the trigamma function ψ (x), and means were discovered. There are more details on the history and new results of this field in the expository articles [45, 46, 61] .
In [69] , the monotonicity and logarithmic convexity of the function [Γ(x + y + 1)/Γ(y + 1)]
were discussed. In [15] , the geometric convexity of the function
(1.37) on (1, ∞) was established. From this some inequalities for
were derived. For more information on the origin and background of this topic, please see [22, 50, 62] and related references therein. In [39, 70] , necessary and sufficient conditions on α and β such that the function
is logarithmically completely monotonic on (0, ∞) were established. In the newly published papers [20, 23, 29, 58, 71, 72] , there exist some new ideas and results related to complete monotonicity, special functions such as the gamma and polygamma functions, and the like.
Main results of this paper
The main aim of this paper is to sharpen the double inequality (1.18) and to generalize the sharp inequality (1.19) to the cases for polygamma functions.
The main result of this paper may be stated as the following theorem.
Ì ÓÖ Ñ 1º For x > 0 and k ∈ N, the double inequality
holds and the constants As direct consequences of Theorem 1, the following corollaries may be derived.
ÓÖÓÐÐ ÖÝ 1º For x > 0 and k ∈ N, the double inequality
is valid and the scalars 
ÓÖÓÐÐ ÖÝ 2º Under the usual convention that an empty sum is understood to be nil, the double inequalities
hold for x > 0 and k, m ∈ N. Meanwhile, the quantities 
Remark 1º
When approximating the psi function ψ(x) and polygamma functions ψ (k) (x) for k ∈ N, the double inequalities (1.19) and (1.40) are more accurate than (1.5) and (1.6) as long as x is enough close to 0 from the righthand side. For example, the right-hand side inequality in (1.18) and (1.40) has been applied in the proof of [51: Theorem 1] to prove that the inequality
is valid for t > 0.
Remark 2º
Integrating on both sides of (1.19) arrives at
It may be verified that the functions
and − x − ln x + (x + e −γ ) ln(x + e −γ ) − ln Γ(x) (1.47) are strictly increasing on (0, ∞). Consequently, we procure
The right-hand side inequality in (1.45) and the inequality (1.48) are not included each other. Similar argument on (1.40) reveals that the positive functions
for k ∈ N are strictly decreasing on (0, ∞). Basing on this, we guess that these two functions are completely monotonic on (0, ∞).
Remark 3º
The double inequality (1.45) and the inequality (1.48) may be rewritten and combined as
When x is smaller, this double inequality is better than 54) which was established in [5] and [28: Theorem 5] respectively. For more information on bounding the gamma function Γ(x), please refer to the expository texts in [28] and closely related references therein.
Proofs of Theorem 1 and corollaries
Now we are in a position to prove Theorem 1 and the above corollaries. 
Using the right-hand side inequality in (1.7) for n ≥ 0 yields
Similarly, making use of the left-hand side inequality in (1.7) for n ≥ 0 results in By virtue of the inequality (1.26), it follows that h k (x) < 0 on (0, ∞), which means that the functions h k (x) for k ∈ N are strictly decreasing on (0, ∞).
In conclusion, from a combination of the decreasing monotonicity of h k (x) with the limits (2.2) and (2.5), Theorem 1 follows immediately.
Remark 4º
Here we provide a simple proof for the limit (2.2) as follows. In [1: p. 260, 6.4.11], it is listed that
(2k + n − 1)! (2k)!z 2k+n (2.6)
for z → ∞ in | arg z| < π. If we substitute (2.6) into the definition (2.1) of h k , then we obtain (2.2) readily. 
Remark 5º
This article is a simplified and updated version of the preprint [56] .
