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I. A LINEAR ORDINARY DIFFERENTIAL EQUATION IN HILBERT SPACE 
WITH SYMMETRIC OPERATOR COEFFICIENTS 
Let Y(U) denote the operator 
where A, B, and C are symmetric linear operators defined on a dense subset, 
D, of a real Hilbert space H. The norm and inner product on H are denoted 
by I/ . /I and ( , ), respectively. In this paper we make a systematic study 
of some qualitative properties of solutions to the equation 
qu> = 0, t > 0. (1.2) 
In particular, we are concerned with obtaining lower bounds and nonexistence 
theorems for solutions, u(t), of (1.2), defined on the half real line, (0, a). 
The behavior of many physical situations is described by (1.2), (see, e.g., 
[4, 221 or Section 2 of this work), and consequently, there has been much atten- 
tion devoted to this equation. Agmon [l], using the technique of logarithmic 
convexity, obtained lower bounds of unique continuation type for a solution to 
the following differential inequality, 
t > 0, where a and b are real-valued functions, and Qt is a positive hermitian 
bilinear form defined on the domain of B(t). 
Levine [12, 131, again using the technique of logarithmic convexity, established 
several uniqueness and continuous dependence theorems for solutions to (1.2) 
under various conditions on the operators A, B, and C. A notable feature of the 
work of both writers is the lack of definiteness on the operator C. 
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In a related work, Dafermos [4] studied the equation 
(1.3) 
where A and B are self-adjoint, bounded linear operators, and C is a symmetric 
linear operator. He established sufficient conditions for solutions of (1.3) to be 
asymptotically stable when A and C are positive definite operators satisfying 
a coercive condition and B is merely positive. 
Under the conditions that A is positive definite and coercive, and ker B = H, 
Knops and Payne [7] made a comprehensive study of growth properties of weak 
solutions to (1.2). The technique mainly used in their analysis was again that of 
logarithmic convexity and they also assumed no definiteness of the operator C. 
Their results depend upon the sign of the various energies which they define. 
Carroll [2] has also establishes growth theorems for solutions to (1.2) when 
A = I. However, the results established here are of a somewhat different nature 
from those presented by Carroll. 
The work of Knops and Payne [7] was extended by Levine [15] and Hills and 
Knops [6] by means of the Protter method (see, e.g., [17]) to obtain growth 
theorems. Levine [15] rederived several of the results in [7] and additionally 
established growth theorems for the kinetic and potential energies of a solution 
to (1.2) when ker B = H. 
Although special cases of instability of the zero solution to (1.2) have appeared 
in the literature (see, e.g., [3, 91 and the examples in Section 2), as far as we are 
aware no analysis of the type presented here has been published previously. 
Throughout this paper we denote by S the set of symmetric linear operators 
defined on D, and by S* and S ** the subsets of S comprised of positive and 
positive definite operators, respectively. 
Let A E S**, B E S*, and C E S. We assume the existence of a solution, u, to 
(1.2) with u E C2([0, 00); D), u’ E Cl([O, CO); 0) and u” E C( [0, co); 0). (u’ 
denotes the strong derivative of u with respect to t.) 
The energy, E(t), of (1.2) is defined to be 
E(t) = +(u’, Au’) + &(u, Cu) + Jot (u’, Bu’) ds, U-4) 
and is constant under the assumed regularity of u, as can be verified by 
taking the scalar product of (1.2) with u’ and integrating. 
We consider (1.2) subject to the following Cauchy data, 
u(O) = uo 9 $ (0) = v. . 
In terms of the auxilliary function, v, defined by 
f(t) v(t) -= u(t) (1.5) 
WAVE EQUATIONS WITH DISSIPATION 305 
where f(t) is a C2 real-valued function to be specified, (1.2) becomes, 
A(fv” + 2f ‘v’ + f”v) + B(fv’ + f’w) + Cfv = 0. (1.6) 
The form of the functionf(t) is crucial to the type of estimate obtained. 
Before establishing the main theorems, we develop some preliminary estimates, 
stated in the form of two lemmas. 
LEMMA 1.1. Let u be a solution to (1.2). The function F defined by 
F(t) = (u, Au), (1.7) 
satisjies the following inequality, 
F(t) + j-” (u, Bu) ds > Q(t), 
0 
(1.8) 
where a (> 0) is a constant, Q(t) is given by 
Q(t) = ezatF(0) + te2”“(F’(0) - 2E(O) a-l - (u. , Bu,) - 2aF(O)) 
+ (a(uo , Bu,) + E(O)) (e2at - 1)/a”, 
and F’(t) denotes dF/dt(t). 
Proof. Set f(t) = eat in (1.5) and form the inner product of (1.2) with the 
quantity e-%’ to deduce that 
(v’, Av”) + a2(w, Au’) + (v’, Bv’) + a(v’, Bv) + (v’, Cv) < 0. (1.9) 
Observe now that by a well-known theorem in the theory of Lebesgue integra- 
tion, if a real-valued function h(t) is nonnegative for all s E (0, t), then 
et t 
I 
e@h(s) ds 3 t h(s) ds. 
0 s 0 
(1 .lO) 
On integrating (1.9) and returning to the original variables, we see that 
$(u’ - au, A(u’ - au)) + &a2(u, Au) + &(u, Cu) + (a/2) (24, Bu) 
+ Lt e2a(t-s)(u’ - au, B(u’ - au)) ds 
< &e2at[(wo - au,, 4wo - auo)) + a2(uo , Au,) + (u. , Cu,) + a(uo, Bu31, 
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and (1. IO) is then used on the last term on the left to see that, after a little rear- 
rangement, 
2E(O) + 2a2F(t) - S’(t) - a@, Bu) + 2a2 St (u, Bu) ds 
0 (1.11) 
< e2at[2E(0) + a(uo , Bu,) + 2a2F(0) - S’(O)] - 2u(u, , Bu,), 
where (I .4) has been employed. Integration of (1.11) now yields the required 
result. 
A weaker estimate is provided by the second important lemma. 
LEMMA 1.2. Let u be a solution to (1.2). The following estimate is valid for 
all t E (0, co): 
(t + aj2 
F(t) + lot (u, Bu) ds >, E(O) (t + a)2 + (uo , Bu,) a 
+ [uF’(O) - u(uo ) Bu,) - 2a%(O) - F(O)] 
where a (> 0) is a constant, and /3 is a data term. 
(1.12) 
Proof. Choose now, f(t) = t + a in (1.5), w h ere a is a positive constant to 
be specified. We have 
A((t + u) v” + 2v’) + B((t + a) 8’ + v) t (t + a) cv = 0, (1.13) 
and on forming the inner product with v’(t + a)-’ and discarding the positive 
terms we deduce 
(v’, Av”) + (v’, Bv’) + (t + a)-’ (v’, Bv) + (v’, Cv) < 0. (1.14) 
A straightforward quadrature then produces, 
$(t + u)-2 (24’ - (t + a)-’ u, A@’ - (t + u)-1 u)) 
+ lt (s + u)-’ (u’ - (s + a)-’ u, B(u’ - (s + a)-’ u)) ds 
+ &(t + a)-” (u, Bu) + 3 c” (s + a)-” (u, Bu) ds + +(t + u)-” (u, Cu) 
0 
< ~a-“(v. - u,u-1, A(v, - uou-1)) + (2u3)-1 (u. ) Bu,) + (2u2)-1 (u. , Cu,). 
(1.15j 
We next use the inequality, valid for a real-valued function h, nonnegative on 
(0, 4, 
(t + a)3 lt h(s) (s -c a)-” ds > St h(s) ds, 
0 
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together with (1.4), in (1.15), to see that 
32 (+f) (u,,  Bu,,) + [ f$$ ds + & + 2-W) (t + 4 (1.16) 
+ [uF’(O) - a(u() , Bu,) - 2&?qO) - F(O)] y 
and (I. 12) follows by integration. 
We are now in a position to state the main theorem of this section, involving 
lower bounds or “growth estimates” for a solution to (1.2). 
A function h(t) is referred to as exponentially unbounded on [c, co), 0 < c < co, 
if there exist constants a, , a2 , us > 0, such that 
h(t) 2 a,(t + u2)-‘” * eazt for all t E [c, co). 
THEOREM 1.1. Let u be a cZussicuZ solution to (1.2). 
(a) Let u0 = v0 = 0, i.e., E(0) = F(0) = 0. Then, u 3 0 for all t E [0, c0). 
Define G(t) by 
G(t) = (u, Au) + Jo’ (u, Bu) ds. 
(b) If E(0) < 0, then there exists a constant T,, (3 0) such that G(t) is 
exponentially unbounded on [T, , a). 
(c) If E(0) < 0 and (uO , Bu,) = 0, then 
(i) G(t) is exponentiaZZy unbounded on [0, CO) if F’(0) >, 0, 
(ii) G(t) is exponentially unbounded on [t, co), for a constant t > 0, if 
F’(0) < 0. 
(d) Let E(O) < 0 and (u,, , Bu,) > 0. If F’(0) 3 -(u,, , Bu,), G(t) is 
exponentially unbounded on [0, CO) ; else there is a i E (0, a) such that G(t) is 
exponentially unbounded on [Z, a). 
(e) IfE(0) = 0 andF’(0) > (uO, Bu,), then G(t) is exponrmtially unbounded 
on [0, co). 
(f) When E(0) > 0, G(t) is exponentiuZZy unbounded on [0, CO) if 
F’(O) 3 4(E(0)F(O))1’2 + (uo , Bud 
(g) If E(0) > 0, then G(t) is bounded below by an increasing polynomial of 
ovder 4 on [0, co), provided 
F’(O) > (uo , Bu,) + 2(2E(0)F(0))1/2. 
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(h) Let E(0) > 0, F(0) > 0, and the inequality in (g) be un equality. Then, 
G(t) is bounded below by an increasing quadratic on [0, 03). 
Before proving this theorem we remark that the estimates on the function G(t) 
are not too illuminating if one is interested in determining sufficient criteria 
to ensure that a solution to (1.2) is unstable. However, we see that in the cases 
in which G(t) is unbounded on [c, oo), for some c 2 0, we can always establish 
that sup~,,,l(u, Bu) + tpl(u, Au) b ecomes unbounded on [c, co). Further, if A 
and B are defined everywhere on H, we can, in the cases in which G(t) 
is unbounded, always establish an “instability estimate” in the measure 
II u IIL~((~,~);u) , where 
11 u ibcco,t,;H, = ess sup /I u(s)IIH . 
se(0.t) 
Proof of the theorem. The proof of the first part follows as a consequence of 
the more general Theorem 1.4. It is included merely for completeness. 
Consider now the function G(t). From (1.8), if E(0) < 0, we can choose a 
such that the coefficient of teaat is positive. Hence, the right-hand side of (1.8) 
is bounded below by an increasing exponential function for large enough t. 
Part (b) then follows. 
Now let E(O) < 0, (u. , Bu,) = 0 and F’(0) > 0. We choose a in (1.8) to 
satisfy 
-E(O) u-2 -F(O) > 0 
and then (1.8) may be rewritten 
G(t) > tezat[F’(0) - 2E(O)/u - 2uF(O)] + ezat[F(0) + E(0)/u2] - E(0) r2. 
(1.17) 
It is straightforward to show, however, that the minimum of the right-hand 
side of (1.17), on [0, co), occurs at 0. Hence, G(t) is bounded below by an 
increasing exponential on [0, t). 
Next, let E(0) < 0, (u. , Bu,) = 0 and F’(O) < 0. The parameter a is again 
chosen such that the coefficient of telat . is positive, but now, G’(0) = F’(0) < 0 
and so G(t) decays to a certain minimum value at t, say, and thereafter, by (1.8) 
is unbounded. However, it must be shown that t is finite. This immediately 
follows by considering the minimum of the right-hand side of (1.8), Q(t). We 
find that the minimum of Q(t) occurs at 
i = 2[2E(O) + 2.g) - uF’(O)] 
and thereafter Q(t) increases, attaining its initial value Q(0) = G(0) at t*, where 
t* is given by 
F(0) + F = e2at* 
IY 
E(O) F(0) + T] + t*e2at* 
[ 
2W3 F'(0) - - - 
U 
2uF(O)] . 
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Hence, G(t) attains its minimum in [0, t*], and becomes unbounded expo- 
nentially as t -+ +oo. Hence (c) is proved. 
We now assume that E(0) < 0 and (us , Bus) > 0. Again, a is chosen so that 
the coefficient of tezat is positive. If F’(0) > -(u,, , Bu,) then, since 
Q’(t) = e2at /[F(O) - 2E(O)/a - (u. , Bu,) - 2&(O)] (1 + 2at) 
+ 2a [F(O) + (” ’ Buo) + J$$] 1 , 
a 
(1.18) 
is positive for all t > 0, G(t) is bounded below by an increasing exponential for 
all t > 0. 
Let now F’(0) < -(u. , Bu,). In this case G’(0) < 0 and from (1.18) we see 
that Q(t) reaches a minimum at 
--F’(O) - (uo 5 Buo) 
t = 2a[F’(O) - 2E(O)/a - (u. ) Bu,) - 2&(O)] 
and is then bounded below by an increasing exponential function since Q’(t) > 0 
for all t > t. So assertion (d) is established. 
The case E(0) = 0 andF’(0) > (u. , Bu,) is handled similarly, a being chosen 
such that 
0 < a < [F’(O) - (?A0 ) Bu,)]/2F(O). 
From (1.18) one can immediately deduce that G’(0) > 0 and Q’(t) > 0 for all 
t > 0, and so part (e) follows. 
Assume now E(0) > 0, F(0) > 0 andF’(0) > 4(E(O) F(0))li2 + (u. , Bu,) and 
choose 
a = (F’(0) - (u. ) Bu,))/4F(O). 
Observe that the coefficient of te2at in the expression for Q(t) is then positive. 
Under these conditions, G’(0) > 0 and Q’(t) > 0 for all t 3 0, and part (f) 
follows. 
To prove the last two parts of the theorem we appeal to Lemma 1.2. By 
choosing a = [F’(O) - (u. , Bu,)]/4E(O), noting that a > 0, and substituting 
in (1.12), both (g) and (h) are immediately obtained. 
The proof of the theorem is now complete. 
The results of the above theorem may be interpreted in several ways, perhaps 
the most important being in connection with instability. It can be seen that 
provided E(0) < 0, the zero solution to (1.2) is always unstable. However, it is 
further seen that even when the energy is initially positive there are situations 
in which the zero solution is unstable. In fact, provided the conditions of part (h) 
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are met, sup jl u iI2 grows at least linearly in t when the operators A and B are 
bounded. 
In accordance with physics we define the “separate energies” of a solution to 
(1.2) as follows: 
(i) The quantity B(u’, Au’) is defined to be the kinetic energy of a solution 
to (1.2), and is denoted by T(t). 
(ii) The quantity &(u, CU) is defined to be the potential energy of a solution 
to (1.2), and is denoted by V(t). 
(iii) The quantity si (u’, Bu’) ds is defined to be the dissipative energy of a 
solution to (1.2), and is denoted by D(t). 
The energy equation can thus be rewritten as 
E(t) G T(t) + V(t) + D(t) = E(O). (1.19) 
T*(t) denotes the modified Kinetic energy of a solution to (1.2) and is defined by 
T*(t) = T(t) + D(t). 
The next theorem establishes growth theorems for the separate energies. 
The idea of the proof follows that of a similar result of Levine [15] in the case 
ker B = H. 
THEOREM 1.2. Let u be a classical solution to (1.2). 
(a) If E(0) < 0, E(0) = 0 and F’(0) > (u, , Bu,), or if E(0) > 0 and 
F’(O) > 4(~(0)~(0))1’2 + (%I , Bu,), then T*(t) is bounded below by an increasing 
exponential function of t, us t + co, and V(t) is bounded above by a decreasing 
exponential function of t, as t + co. 
(b) If E(0) > 0 and F’(0) > 2(2E(0)F(0))1/2 -k (u,, , Bu,,), then T*(t) is 
bounded below by an increasing quadratic function of t, as t + 00, and V(t) is 
bounded above by a decreasing quadratic function oft, as t + 00. 
Proof. First, observe that (1.19) can be rewritten as 
T*(t) + V(t) = E(0). (1.20) 
We now discard the term (v’, Bv’) in (1.9), t o see that after a quadrature and a 
little algebra, 
(u, Cu) < 2e2at[E(0) - &S’(O) + a2F(0) + $a(uO, Bu,)]. 
Equivalently, using (1.20), 
(1.21) 
-2e2at[E(0) - &F’(O) 4 a2F(0) + +a(u, , Bu,)] + 2E(O) < 2T*(t). (1.22) 
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If E(0) < 0, then clearly we can choose a so small that the coefficient of ezat is 
negative in (1.21) and positive in (1.22). Now, if E(0) = 0 andF’(0) > (~a, Bu,,), 
then we can again choose a small enough to ensure that the coefficient of ezat in 
(1.21) (respectively (1.22)) is negative (positive). Furthermore, if E(0) > 0 and 
F’(0) > 4(E(0)F(0))1/2 + (u. , Bu,), we select 
a/Yw (“09BUo)>0 
4F(O) ’ 
and this again ensures that the coefficient of e2at in (1.21) (respectively (1.22)) 
is negative (positive). 
The conclusion of part (a) then follows from (1.21) and (1.22). 
To prove part (b) we proceed as follows. 
The term (v’, Bv’) in (1.14) is discarded, and this inequality can then be 
rewritten as 
$ [(c!‘, .W + (z), Cu) + (t + a)-’ (u, Bv)] + (t + a)-” (v, Bu) < 0. 
Hence, after a quadrature we see that 
2V(t) = (u, Cu) < (t + a)” [a-“(no , Av,) - 2ad3(u, , An,) 
+ a-4(uo , Au0) + a-“(uo , Cu,) + a-3(uo , Bu,)], 
(1.23) 
or, using (1.20) 
2E(O) - (F)” [2B(O) -F$ + (” ‘aBuo) + 91 < 2T*(t). (1.24) 
We now choose 
2FKv 
a = F’(0) - (q, , Bu,) > ” 
and this ensures that the right-hand side of (1.23) is negative when F’(0) > 
2(2E(0)3’(0))1’2 + (u,, , Bu,), and the left-hand side of (1.24) is positive when 
F’(0) satisfies the above restriction. 
The conclusion of part (b) can then be immediately deduced from (1.23) and 
(1.24). 
Dafermos [4] has shown that when A and C are coercive and B is positive, 
solutions to (1.3) are asymptotically stable if and only if ker B n ker(C + aA) = 
(0} for every real constant a. Dafermos’ proof employs elaborate functional- 
analytic arguments. 
We show, by a rather elementary method, that a solution to (1.2) is asymp- 
totically stable when the operators A, B, and C are all positive definite and 
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satisfy certain coercivity relations. In fact, the result we present is surely well 
known, but we have not seen it explicitly stated in the following form. It is 
worth noting that we can allow all of the operators A, B, and C to be unbounded, 
and we additionally obtain a rate of decay estimate for the kinetic energy. 
Roughly, the following theorem says that provided B is not “dominated” by A, 
and C is not “dominated” by A or B, then the zero solution to (1.2) is asymp- 
totically stable. 
THEOREM 1.3. Let A, B, and CE S**, and assume the following hypothesis 
holds : 
(i) There exist real positive constants k, and k, such that 
(Bh, h) >, 2k,(Ah, 4 for all h E D, 
k,2(& 4 + (CA, 4 >, k,(k W + k, II h II2 for all h E D. 
(1.25) 
Then we can find precise constants a, , a2 (> 0), such that if u is a classical solution 
to (1.2) fw prescribed u0 , v,, , then 
II u II2 d al exp(--a2t) Ho, (1.26) 
where 
Ho = (v,, , Au,) + 2k,(v, 3 Au,,) + 2h2(u, , Au,) - k,(u, , Bu,) + (uo , Cd. 
(1.27) 
Further, if in addition there is a constant b, (> 0), such that 
(Ah, h) > b, 11 h /I2 for all h E D, 
then 
II u’ II2 < b2 =+-a24 Ho, 
for some positive, computable constant b, . 
Proof. Choose f (t) in (1.5) to be e- at, for a > 0 to be specified. Then, (1.6) 
becomes, after dividing by the exponential factor, 
A(v” - 2av’ + a2v) + B(v’ - av) + Cv = 0. (1.28) 
On taking the inner product with v’, choosing a = k, and integrating, leads to 
(co’, Av’) + ((k22A - k,B + C) v, v) 
G (v’(O), Av’(O)) + ((b2A - k,B + C) v(O), 40)). 
(1.29) 
Rewriting (1.29) in terms of u and using ( 1.25)2 , we obtain (1.26). The remainder 
of the theorem follows in a similar manner. 
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Refinements of these estimates are possible, and for particular examples of 
(1.2), the “measure” of decay in (1.26) can be much stronger than 11 u j/a. 
So far we have shown that for certain types of initial data, solutions to (1.2) 
become unbounded in the measure G(t), in at least an exponential sense, as 
t -+ +co. Clearly, this gives some type of nonexistence theorem, since, for the 
type of initial data producing such estimates there do not exist solutions such that 
G(t) has polynomial behavior for large values of t. Next we are concerned with 
showing that there are certain classes of functions which cannot be solutions to 
(1.2). In general, the results we establish are not dependent on the sign of the 
initial total energy. 
To establish our nonexistence theorems we appeal to a generalization, due 
to Knops and Payne [7], of the Lagrange identity method (see, e.g., [18]). The 
idea of Knops and Payne was, in fact, used by those writers to establish a result 
concerning the asymptotic behavior of a solution to (1.2) when ker B = H 
(see [7, pp. 387, 3911). 
The Lagrange identity method also affords a proof of uniqueness of a solution 
to (1.2) under weaker hypotheses than those used by previous writers. 
THEOREM 1.4.l Let A E S** and C E S. Assume that B and A satisfy the 
following hypotheses: Either 
(i) B E S and there exists a constant k (> 0), such that 
(Bh, h) 3 -k Ij h II2 for all h E D, 
and A is coercive, i.e., there exists a positive constant c, such that 
(Ah, h) > c // h II2 for all h E D; 
01 
(ii) B E S*. 
Then, for prescribed u0 and v,, , there is at most one classical solution to (1.2). 
Proof. By linearity, it is sufficient to consider the case u,, = v, = 0. We now 
form two expressions: 
(u(t F s), Au”@ rt 4) + (u(t T 4, Wt 4.x s)) + (u(t F s), Cu(t f s)) = 0, 
where the upper and lower signs are taken together. These two expressions are 
integrated over (0, t) and subtracted to give, 
W(t), Au’(t)) + (4th W)) = (uo , AuP)) + (42th 4,) + (42th Bu,), 
(1.30) 
where we have used the symmetry of the operators A, B, and C. By choice 
1 See also H. A. Levine, J. Differential Equations 24 (1977), 197-210. 
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of initial data the right-hand side of (1.30) is zero, and using hypothesis (i) it can 
be seen that 
from which we immediately infer that II = 0. 
Under hypothesis (ii) the theorem follows trivially from (1.30). 
Levine [13] has established a uniqueness theorem for a solution to (1.2) 
when the operators depend on t. He also allowed B and C to be nonsymmetric. 
However, he required B to admit a decomposition into its symmetric and skew- 
symmetric parts, B, and B, , such that 
for all h E D and some constant a > 0. Hypothesis (i) of our theorem slightly 
weakens his result in this sense. The method of proof adopted by Levine was 
based on a logarithmic convexity argument, and did not use our approach of the 
Lagrange identity. 
THEOREM 1.5. Let A E S**, B E S*, and C E S. Let u be a classical solution 
to (1.2). If T(t) = &(u’, Au’) = o(t”) US t---f +co, where m (> 0) is a constant, 
and u0 = 0, then T(t) satisfies the following estimate, 
where c(m) is a constant depending on m. 
Proof. From (1.2), we see that for t, = tl(s), t, = tz(s) and any function 
z E C2([0, ~0); D), 
Jot (z(tl), Au’&)) ds + it (&>, Bu’(t,)) ds + 1 (+>, W,)> ds = 0. (1.31) 
Now, take t, = t + s, t, = t - s, and z = u’, and subtract from this the expres- 
sion in which t, = t - s, t, = t + s. The result is, since ZQ, = 0, 
(u’(2t), Av,) = (u’(t), Au’(t)) - (u(t), Cu(t)). 
Using (1.19) this becomes 
4T(t) + 2 St (u’, Bu’) ds = 2T(O) + (u’(2t), Au,). 
0 
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The arithmetic-geometric mean and Cauchy-Schwarz inequalities allow us to 
deduce from the last expression, that for a positive constant K, 
2w < (1 + 42) T(O) + (1/cw) W) 
N-l 
G (1 + k/2) c (u(4k~) ~(0) + (2/(4k)N) T(2Nt). (1.32) 
r=0 
If we now choose k such that 
and allow N -+ + co, then 
(1.33) 
(Since m > 0, we know that the sum in (1.32) is meaningful in the limit 
N-P +a.) 
The last estimate establishes the theorem. 
COROLLARY. Under the conditions of the theorem, there do not exist solutions 
of (1.2) such that T(t) has polynomial behavior as t -+ 00. 
Proof. Assume T(t) behaves like a polynomial of order ta, say, a (> 0), as 
t -+ co. Then, T(t) = o(ta+E) f or some E (> 0), and hence by the theorem, T(t) 
is bounded on [0, co). This contradiction proves the corollary. 
We now prove theorems similar to the last two but in the cases where C is 
definite and, first, A is indefinite, and second, B is indefinite. 
THEOREM 1.6. Let A E S, B E S*, and C E S**, and let u be a classical solu- 
tion to (1.2). Suppose that v. = 0. If V(t) = +(u, Cu) = o(t”), t + +co, then 
?> < k(m) V% 
where k(m) is a constant. 
Proof. Set z = U” in (1.31) and subtract from the expression in which 
t, = t + s, t, = t - s, the corresponding expression with tl and t, interchanged. 
The result is, since v. = 0, 
(u’, Bu’) + 2(u, Cu’) = (u’(2t), Cu,). (1.34) 
Since B is positive we may discard this term and integrate (1.34) to find that 
(u, Cu) < iq@t), Cue) + 3&o , Cue). 
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The steps in the proof of the last theorem leading to (1.33) are now repeated 
to obtain 
2&T@) < 2”(1 + 2”-3) V(()) 
’ 2”-1 ’ 
and the theorem follows with k(m) taking the value indicated in the last line. 
In a similar manner to the last corollary we have: 
COROLLARY. Under the conditions of Theorem 1.6, there do not exist solutions to 
(1.2) such that V(t) has polynomial behavior for large values of t. 
Observe that from (1.34) it follows immediately that a classical solution to 
(1.2) when A E S, B E S*, and C E S** is unique. This fact was proved by 
Levine [12]. 
THEOREM 1.7. Let u be a classical solution to (1.2) with A and -C E S** and 
B E S. Provided -V(t) + T(t) = o(t”), t --+ +oo, then there is a constant d(m) 
such that 
- V(t) + T(t) < d(m) [- V(O) + T(O)]. 
Proof. The proof leading to (1.30) is repeated here. (1.30) is then diffe- 
rentiated and the terms Au” and Bu’ are substituted using (1.2) to find 
-V(t) + T(t) = - +(u,, , Cu(2t)) + $(vO , Au’(2t)). (1.35) 
The proof of the theorem is now completed in a similar manner to the two 
previous proofs. 
COROLLARY. Under the conditions of the theorem, the quantity -V(t) + T(t) 
cannot grow like a polynomial (in t), as t -+ co. 
Obviously, there are analogous results for -V(t) or T(t) under the extra 
restrictions A E S* and v,, = 0 or -C E S* and us = 0. Also, the solution 
under the conditions of Theorem 1.7 is unique if either A or -C are in the 
set S* [12, p. 3501. It is worth noting that this result also follows from (1.35). 
Remark. It can be shown that Theorems 1.1 and 1.2 hold in the case where 
the operator C depends explicitly on t, provided C additionally satisfies the condi- 
tions: 
(i) C(t): D--f H is a symmetric linear operator and 
(Cx, x) f 0 ‘AXED. 
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(ii) C(t) is a continuously differentiable mapping and the derivative, 
C(t), satisfies: 
(C’x, x) < 0 VxxDD. 
In the next section two examples from modern continuum mechanics are 
presented to illustrate the criteria given by Theorem 1.1. The examples concern 
a mixture of two anisotropic elastic solids and a theory of a director rod. It is 
shown that the criteria for instability, given by Theorem 1.1, are better than 
those already available in the literature. Naturally, several other examples could 
easily be included. 
It is worth noting that criteria can be obtained, by means of methods similar 
to those in the proof of Theorem 1.1, for growth estimates on the fluid velocity 
in the problem of BCnard convection, with two free boundaries (see, e.g., 
[IO, p. 3211). The criteria are valid even when the total energy is initially positive. 
However, the measure in which the growth is established involves velocity 
gradients and therefore the example is not explicitly included. 
2. APPLICATIONS 
(i) A Mixture of Two Anisotropic Elastic Solids 
This example concerns a mixture of two anisotropic, linear elastic solids 
under isothermal deformations. The governing equations for this mixture were 
derived by Green and Steel [5], and explicit forms for the linear theory were 
given by Knops and Steel [8, 91. 
The importance of a mixture theory of elastic solids to explain some of the 
effects for which linear elasticity is inadequate has already been realized, see, 
e.g., [9]. Thus, although we present the instability analysis of the mixture as an 
example of (1.2), it has significance in its own right for continuum mechanics. 
Let Q be a bounded domain in [w3, with smooth boundary r. We assume that Q 
is filled with a mixture of two anisotropic, linear elastic solids at constant tempe- 
rature. 
The components of displacement of each solid with respect to a reference 
configuration are denoted by vi and wi , and in terms of these components the 
equations of motion governing the mixture are (see [S]) 
XEQ, t>o, (2.1) 
nji.j + vi + p&i = ~2 g y 
where oij and rij are the partial stresses in each solid, ri is a diffusive force, 
409/61/z-2 
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pr and pz are the densities of each solid, Fi and Gi are the components of body 
force per unit mass of each solid, and a subscript comma followed by a Latin 
letter, j say, denotes partial differentiation with respect to xj . 
The constitutive equations for the partial stresses are given in [8] together 
with the following equation for the diffusive force, 
where aii + bii and 6, are the components of initial stress in each solid and 
p = p1 + ps . The appropriate symmetries of the coefficients are given in [8]. 
We also assume that the coefficient IQ, defines a symmetric tensor and it then 
follows from the entropy inequality that 
(2.3) 
The appropriate boundary conditions are 
v’i = q* and wi = wi*, XEr1, t >, 0, 
(2.4) 
vi - wi = ai and ?zj(Uji + 7rjJ = bi , XEr2, t>O, 
where n is the unit outward normal to P, vi*, wi*, ai and bi are prescribed func- 
tions of x and r, and r, are disjoint sets whose union is r. 
We suppose the initial stresses satisfy the following condition: 
(% 1 b D-2 =0 and x E-Q, P-5) .i [F (aDq + b,3] = 0, .i 
and the following initial conditions are prescribed, 
Vi(X, 0) =qO(x), Wi(X, 0) = WiO(X), (2.6) -g (x, 0) = Zi(X), gyx, 0) = rni(X). 
Let H = (L2(sZ))6 with the norm induced by the inner product 
for x and y in H. For D we take, 
D = (U ) u E (C2(Q) n C1(Q-) 6, U(X) = 0 on r, , X&X) = 0 on I’,), 
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where .X,u in component form, is given by 
x,,u = vi - wi , 
X2$ = ?zj(Uji + 7rji), i,j = 1,2, 3. 
Theorem 1.1 is now applied to obtain criteria for instability of the zero solution 
to (2.1). In this case the boundary conditions (2.4) are homogeneous, and if we 
make the reasonable (physical) hypotheses that pi(x) and pa(x) are bounded below 
by a positive constant and Ki, are bounded above, it is easily seen that the opera- 
tors A and B, appropriate to (2.1), are bounded, linear, self-adjoint operators 
on H, A being coercive and B positive. Also, in this case C is a symmetric linear 
operator on D. 
The functions F and G defined in Section 1 are found to be 
and 
G(t) = F(t) + LtS, kia(Vi - Wi) (Vk - Wk) dx dS. 
The energy, E(t), defined in (1.4) in this case is 
(2.7) 
E(t) = + Jo (PI $$ + p2 gi gi ) dx + V(t) + D(t), (2.9) 
where the potential energy, V(t), is given by (2.10), and the dissipative energy, 
D(t), is the integral over .Q x (0, t) of the left-hand side of (2.3). 
the coefficients Aijkh , etc., being given explicitly by Knops and Steel [9]. 
If the potential energy is a negative-definite form, and the energy is negative, 
i.e., E(0) < 0, Knops and Steel [9] h ave shown that G(t) must grow at least 
parabolically as t--t co. The argument they used was a generalization of an 
argument originally due to Lagrange and Jacobi for obtaining instability 
estimates for a system of particles. However, in this situation, Theorem 1.1 
gives a better result. Indeed, when E(0) < 0, we can conclude that G(t) is 
exponentially unbounded on [0, CO). Moreover, since the Ki, are bounded we 
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can further deduce the instability, in an exponential sense, of the zero solution 
to (2.1) in the measure 
Even when E(0) 3 0, it is still possible for the zero solution to (2.1) to be 
unstable. In this case, we see from parts (e)-(h) of Theorem 1.1 that, provided 
F’(0) = 2 s, (p&Yi + pzw/’ mi) dx, 
> sa kik(VZ - wi”) (vlc” s - wko) dx + 2(2E(0)F(0))1’2, 
the zero solution to (2.1) is still unstable in the measure s(t). 
Growth estimates for the modified kinetic and potential energies are obtainable 
from Theorem 1.2, and a similar interpretation of Theorem 1.5 is possible. 
However, we omit details. Theorem 1.4 shows that the solution (classical) to 
(2.1) is unique, without assuming any definiteness of the strain energy of the 
mixture, a fact previously established by Knops and Steel [S]. 
(ii) A “Damped” Director Rod 
Here we consider a “director” theory of a one-dimensional continuum, 
proposed by Whitman and DeSilva [23], w h o considered the effect of an applied 
dissipative force on the stability of the motion of the rod. They derived their 
stability and instability criteria by using theorems due to Movchan (see, e.g., 
[lo]). We shall interpret the theorems of Section 1 within this framework, and 
compare our results with those of Whitman and DeSilva. 
By assuming the surrounding medium exerts a dissipative force on the rod, 
Whitman and DeSilva [23] derived the following (linear) set of equations 
governing the motion of the rod: 
a 
PUA.tt i- cPuA,t - z cBCDT&D 
)I 
= 0, 
a 
pB&ktt + @A,t - z i- EABDEBCTD GZEFTEVF = 0, 
(2.11) 
where t > 0 and the equilibrium position of the rod occupies the (bounded) 
region [0, a]. In (2.11) a comma followed by a subscript t denotes partial dif- 
ferentiation with respect to time, u A are the components of displacement of 
points on the rod, vA are the components of the rotation vector of a director 
triad, EAB and GAB are the components of symmetric arrays defining the strain 
energy function of the rod, c and c are positive, bounded functions of L (the 
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arc length in the reference configuration), p is the density of the rod in the 
reference configuration, eAaec are the components of the alternating symbol and 
the components of BAB define a positive-definite, diagonal matrix. 
The boundary-initial value problem is completed by prescribing the initial 
values of uA , vA , u~,~ and vA,t, and the following boundary conditions (cf. 
~231) : 
+ EBCDTC~D UA,t + GAB x v 
avB - 0 
A.t - F 
avB 
+ ~,cJcv, UA + GAB x vA = 0, 
L = 0, a. (2.12) 
To see that this problem is a special case of (1.2) with A E S**, B E S*, 
and C E S, we take H = (L2(0, a))” and 
D = {h 1 h E (C2[0, u])~, and the components of h satisfy (2.12)). 
The precise forms for A, B, and C are omitted, although it is easily shown 
that these forms have the required properties. Hence, we can apply Theorems 
1.1-1.4. 
It is straightforward to show that the kinetic, potential, and dissipative 
energies in this case are given by 
o(t) = Ltl’ P(CUA.PA,S + cv~.sv~.J dL ds, (2.13) 
T(t) = + [‘&A.tUA,t + BABvA.tvB,t) dL> (2.14) 
and 
The functions F and G of Section 1 are given by 
(2.15) 
and 
F(t) = L’ P(UAUA + BAB~A~B) dh (2.16) 
G(t) = F(t) + LtJO’ p(CUAUA + FvAvA) dL ds. (2.17) 
The fundamental difference between our results and those of Whitman and 
DeSilva [23] is that we assume no dejiniteness whatsoever of the potential energy 
V(t), or equivalently of the arrays E and G. 
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From Theorem 1.4 it follows that the solution to (2.11) under the appropriate 
boundary conditions is unique. (This result also holds if c and c are negative.) 
Whitman and DeSilva [23] h s owed that whenever either E or G defines a 
negative definite form and E(0) < 0, the equilibrium state of the rod is unstable. 
Theorem 1.1 gives us lower bounds for the function G(t), defined in (2.17), from 
which we can infer the instability of the equilibrium state of the rod without 
assuming any definiteness of E or G, provided E(0) < 0. Moreover, when 
E(0) > 0 and 
F'(O);2 2[2E(O)F(O)]l" + j-'p[cu,(L,O) uA(L, 0) + c'u~(L,O)ZJ~(L,O)] dL >O, 
0 
(2.18) 
we can still deduce that the equilibrium state of the rod is unstable. 
Theorem 1.2 shows that when E(0) < 0 or when E(0) > 0 and (2.18) holds 
with the inequality strict, then the quantities V(t) and T*(t) = T(t) + D(t), 
each become unbounded as t + +co. Growth estimates for the separate 
energies were not considered in [23]. 
Whitman and DeSilva [23] also showed that when the potential energy 
defined a coercive bilinear form then the zero solution to their problem was 
asymptotically stable. This result also follows from Theorem 1.3. However, 
from that theorem we also obtain an explicit upper bound for the rate of decay 
(exponential upper bound). We can also deduce that the kinetic energy, T(t), 
is also exponentially stable, under the same conditions. 
Finally, using Theorem 1.5, a priori bounds for solutions to (2.11) with the 
boundary conditions (2.12) can be established. Explicit details are omitted. 
3. NONSYMMETRIC OPERATORS 
The growth theorems obtained in Section I are applicable when A, B, and C 
are symmetric operators. However, some interesting mathematical models for 
physical systems involve operators which are not symmetric, e.g., the motion of a 
plane membrane adjacent to a supersonic airstream, (see, e.g., [l 11). The methods 
developed in Section 1 for studying the asymptotic behavior of solutions to (1.2) 
are not directly applicable when B or C are not symmetric operators. 
In fact, there appears to be little literature on the growth and uniqueness 
questions to (1.2) for nonsymmetric operators B and C. Walker [22] has, 
however, constructed Lyapunov functionals and given asymptotic stability 
theorems for equations of the form (1.2) w h en C is not symmetric. Levine [13] 
also considered (1.2) when B and C are nonsymmetric. He established unique- 
ness and continuous dependence theorems using the method of logarithmic 
convexity. However, the hypotheses adopted by Levine differ from those assumed 
in this section. 
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On the other hand, when ker B = H, Levine [14] and Straughan [21] have 
obtained some results concerning the qualitative behavior of solutions to (1.2) 
when C is nonsymmetric. Moreover, Murray [16] has used the Protter method 
to obtain uniqueness and continuous dependence theorems for the solution to 
the displacement boundary-value problem of linear elastodynamics when the 
elasticities define a skew-symmetric bilinear form. Her results generalize in an 
obvious way to a solution of (1.2) in the case when ker B = Hand C is a skew- 
symmetric operator on D. 
We now establish uniqueness and growth theorems for a solution to (1.2) in 
cases where B and C are nonsymmetric. Hence, suppose there exists a classical 
solution, u, to (1.2) for all t > 0, under the following hypotheses on the opera- 
tors A, B, and C. 
(MI) A is a bounded, self-adjoint linear operator defined on H, and 
satisfies a coercive condition, i.e., there exists a positive constant, k, such that 
(Ax, x) 3 k(x, x) VXEH. 
(MII) B: D -+ H is a symmetric linear operator which admits of a 
decomposition 
B = AB, , 
where B,: D --+ H is a symmetric linear operator. 
(MIII) C: D -+ H is a skew-symmetric linear operator, i.e., 
(GY) = -(x, CY) vx,y~D, 
and [B,C] = 0, where [ ] denotes the commutator, defined by 
[XY] = XY - YX. 
THEOREM 3.1. Let u E Cz([O, 00); D) b e a classical solution to (1.2), under 
/hypotheses (MI)-(MIII). If u0 = v. = 0, and on each compact interval of [O, CO) 
the terms 11 B,u 11 , jl B,u’ 11 , and 11 Cu 11 are finite, then u = 0 on [0, co). 
Proof. We use a Protter transformation (cf. [16]), and choose f (t) = exp(ht) 
in (1.5), for a positive constant h, as yet undetermined. 
(1.6) b ecomes, 
A(v” + 2hv’ + h2v) + B(v’ -+ hv) + Cv = 0. (3.1) 
Since A is bounded, self-adjoint, and coercive, we know that the bounded 
operators A 1 1 2, A-1/2 exist and A1jz is self-adjoint (this follows from a theorem 
of Riesz and Nagy [19, p. 2651). Hence, using hypothesis (MII), (3.1) can be 
rewritten as 
Al/z(v” + 2hv’ + h%) + A1’2B,(v’ + hv) + A-1/2Cv = 0. (3.2) 
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By means of the inequality 11 x + y II2 > 4(x, y), we have 
(v” + h% + B,hv, A(2hv’ + B,v’) + Cv) < 0. 
Expanding this inequality, 
2h(AV, v ) + 2h3(Av, zq + 3/+3v, v’) + (Bv’, 2)“) 
+ h(B,v, Bv’) + (TY, Cv) + h(B,v, Cv) < 0. 
(3.3) 
Now, B, is symmetric, C is skew-symmetric, and [B,C] z 0, and so 
(CB,x, X) = 0 for all x in D. Using this fact, (3.3) can be integrated immediately 
and yields 
2P(u, Au) - 2h2(u, Au’) + h(u’, Au’) + (3h2/2) (u, Bu) 
+ $h(Bu, B,u) + &(u’ - hu, B(u’ - hu)) + (u’, Cu) < --e2htH0 , 
where H, is given by 
(3.4) 
---Ho = 2h3(%, Au,) - 2h2(u,, Av,) + h(v, , Av,) + 2h2(u, , Bu,) 
+ QWuo , Qo) - h&o , Bvo) + i(vo , Bv,,) + (vo , Cu,). 
(3.5) 
By choice of initial data, Ho = 0. Hence, using the boundedness assumptions 
in the statement of the theorem we can infer from (3.4) that there is a constant c, 
say, such that 
A(% Au) e c, O<t<co, 
and so by the arbitrariness of h it follows that (u, Au) = 0 and so u = 0 on 
LO, co). 
The form of H, in (3.5) was given explicitly, because it is used in the next 
theorem which establishes a growth estimate for the modified kinetic energy, 
T*(t), of a solution to (1.2), where 
T*(t) = +(u’, Au’) + j-” (u’, Bu’) ds. 
0 
THEOREM 3.2. Let u, A, B, and C be as in Theorem 3.1, with the additional 
restriction that B is a positive operator on D. Then, T*(t) is bounded below by an 
increasing exponential function of t, provided Ho (dejined by (3.5)) is positive. 
Proof. The proof is immediate from (3.4). For, since A is positive-definite 
and B is positive, we see from (3.4) that 
-(u’, Cu) > Ho exp(2ht). 
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Substitution for Cu from (1.2), followed by a quadrature shows that 
T*(t) 3 +(vo , Av,) + (exp(2ht) - 1) H,/2h. (3.6) 
(3.6) proves the theorem. 
We next focus attention on (1.2) when both B and C are skew-symmetric 
operators on D. 
Let u E C2([0, co); D) be a classical solution to (1.2) under the following 
hypotheses: 
(NI) A satisfies hypothesis (MI). 
(NH) B: D + H admits a decomposition B = AB, , where B,: D -+ H 
is a skew-symmetric linear operator on D. 
(NIII) C: D --j H is a skew-symmetric linear operator and [B,C] = 0. 
The next theorem establishes the uniqueness of a classical solution to (1.2) 
under the above hypotheses. 
THEOREM 3.3. Let II E C2([0, co); D) b e a classical solution to (1.2) under 
hypotheses (NI)-(NIII). If u0 = v,, = 0 and on each compact interval of [0, co) 
the terms (1 B,u (/ and [I Cu (I are finite, then u = 0 on [0, co). 
Proof. The proof proceeds via the Protter method. (3.2) is still valid, except 
B, is now skew-symmetric. Again using the inequality (j x + y (Ia > 4(x, y) 
we can see from (3.2) that 
(v” + h2v + B1v’, A(2hv’ + hB,v) + Cv) < 0. 
Expanding this expression and using the pertinent symmetries, it can be seen 
that 
$ [NV’, Av’) + h3(v, Av) + W’, Bv) + (v’, Cv)] + h(B,v’, Bv) + (B,v’, cv) 
< 0. (3.7) 
Since B, and C are skew-symmetric and [B,C] E 0, it follows that the composi- 
tion mapping B,C is a symmetric operator on D. 
Hence, (3.7) gives, after a quadrature, 
2h3(u, Au) - 2h2(u, Au’) + h(u’, Au’) + h(u’, Bu) 
+ (u’, Cu) + W4u, W + WA Cu) ,< 0, 
(3.8) 
where the fact that the initial data are zero has been used. Since 11 Bl u 11 and 
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(/ Cu (1 are finite for each t > 0, (3.8) h s ows that there is a constant K, say, such 
that 
h(u, 4 < k o<t<co. 
Hence, (u, Au) = 0 and so u E 0 on [0, co). 
We conclude this section by considering (1.2) with A and C symmetric, 
but B skew-symmetric. 
Hence, let u E C2([0, co); 0) be a classical solution to (1.2) under the following 
hypotheses: 
(PI) A satisfies hypothesis (NI). 
(PII) B: D---f H admits a decomposition B = AB, , where B,: D + H 
is a skew-symmetric linear operator. 
(PIII) C: D -+ H is a symmetric, linear operator and [B,C] E 0. 
THEOREM 3.4. Let u E C2([O; co); D) b e a classical solution to (1.2) under 
hypotheses (PI)-(PIII). If u0 = v,, = 0, and on each compact interval of [0, CO) the 
terms ]J B,u I] and jl Cu Ij are$nite, the-n u =I 0 on [0, UJ). 
Proof. The proof proceeds along similar lines to the proofs of Theorems 
3.1 and 3.3. 
(3.2) is again valid, and we use the inequality // x + y lj2 > 4(x, y), as follows: 
(271’ + B,v, A(v” + h2v + B,v’) + Cv) < 0. (3.9) 
Expanding and using the appropriate symmetries, (3.9) leads to 
2h2(u, Au) - 2h(u, Au’) + (u’, Au’) + (u, Cu) + (u’, Bu) + i(Bp, Bu) 
< -Ioe2ht, (3.10) 
where I, is given by 
4, = -f,2h2(uo , &,) - 24+, , Au,) + (vi, kJ 
+ (%I 7 Cd + (vo 7 Bu,) + WP, t Bdl. 
(3.11) 
For the initial data of the theorem I, = 0, and since 11 B,u (1 and // CU /I are finite, 
the same argument as in the previous proof allows us to show from (3.10) that 
u E 0 on [0, co). 
Since the term (u’, Bu’) is zero one can still derive an energy equation for a 
solution to (1.2). In fact, 
E(t) 3 js(u’, Au’) + gu, Cu) = E(O). (3.12) 
Hence, if C is a coercive operator, then a solution to (1.2) under hypotheses 
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(PI)-(PHI) is Lyapunov stable on [0, co), in the measure I] u]] . However, when 
the “potential energy” term (zl, Cu) is not a coercive form, we would like to 
know the behavior of a solution to (1.2) for various signs of E(0). This problem 
is still open, although the next theorem provides us with a growth estimate for 
the “kinetic energy,” T(t) = $(u’, Au’). 
The kinetic and potential energies, T(t) and V(t), are defined as in Section 1. 
Let F(t) denote the quantity 
F(t) = (24, Au). 
Further, let L(0) denote the quantity 
L(O) = 2JqO) + (%I ,%I) + B(&% , %). (3.13) 
THEOREM 3.5. Let u, A, B, and C be as in Theorem 3.4. 
If 
(4 L(O) < 0, 
OY 
(b) L(0) = 0 and p’(0) > 0, 
OY 
(c) L(0) > 0 and F’(0) > 2(2F(0)L(O))1/2, 
then T(t) is bounded below by an increasing exponential function of t, for large t. 
If 
(d) L(0) > 0 and F’(0) > 2(F(0)L(O))1$ 
then T(t) is bounded below by an increasing quadratic function of t, for large t. 
Proof. The proof of (a)-(c) commence with (3.10). 
For clarity, we rewrite (3.10) as follows 
2hV, Au) - 2h@, Au’) + (u’, Au’) + (u, Cu) + (u’, Bzl) + i(B,u, Bu) 
< [L(O) + 2h2F(0) - hF’(O)] ezht. (3.14) 
Using the arithmetic-geometric mean inequality it can be seen that 
2h2(u, Au) - 2h(u, Au’) 3 - +(u’, Au’). (3.15) 
Furthermore, 
(u’, Bu) + +(B,zl, Bu) > - +(u’, Au‘), (3.16) 
by the Cauchy-Schwarz and arithmetic-geometric mean inequalities. 
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Inserting the last two estimates into (3.14) and using (3.12) leads to 
2E(O) - [L(O) + 2iW(O) - W(O)] e2ht < (u’, Au’). (3.17) 
If L(0) < 0, or if L(0) = 0 and F’(0) > 0, then we can choose h so small that 
the coefficient of eaht is positive and parts (a) and (b) then follow from (3.17). 
To prove part (c), choose h =F’(0)/4F(O), and the coefficient of e2ht is again 
positive, provided F’(0) > 2(2F(0)L(O))1/2. (c) then follows from (3.17). 
Finally, to prove (d), we choosef(t) = t + a in (1.5). The analogous identity 
to (3.2) is in this case, 
kwyv”(t + a) + 2U’) + Awll(v’(t + u) + zl) + A-lWv(t + a) = 0. 
The inequality 11 x + y ]I2 2 4(x, y) is again applied to deduce that 
(2V’ + BIZI, A(v” + Bp’) + Cv) < 0. 
After a quadrature this inequality can be rewritten in terms of u to give 
2T(t) - .3!L + F(t) 
(t + Q) -- + 2V(t) + (u’, Bu) + *plu, Bu) (t + aI2 
< (t + aI2 [L(O) - F’(O)/a + F(0)/a2]. 
(3.18) 
Now, using the arithmetic-geometric mean and Cauchy-Schwarz inequalities it 
can be shown that 
F’(t) -___ ___ (t + u) + cty;,2 3 --2w 
Hence, using (3.16), (3.19), and (3.12) in (3.18), we find 
3T(t) > 2E(O) - [L(O) -F? + -y] (t + a)“. 
(3.19) 
(3.20) 
We choose a = 2F(O)/F’(O) and then the coefficient of (t + a)2 is positive. 
(d) follows immediately. 
Remark. An interesting example of (1.2) when A and C are symmetric 
operators and B is a skew-symmetric operator occurs in the theory of rotating 
magnetic stars, see, e.g., [20]. 
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