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Reconstruction of acoustic sources from
multi-frequency phaseless far-field data
Deyue Zhang∗, Yukun Guo†, Fenglin Sun‡ and Xianchao Wang§
Abstract
We consider the inverse source problem of determining an acoustic
source from multi-frequency phaseless far-field data. By supplementing
some reference point sources to the inverse source model, we develop a
novel strategy for recovering the phase information of far-field data. This
reference source technique leads to an easy-to-implement phase retrieval
formula. Mathematically, the stability of the phase retrieval approach is
rigorously justified. Then we employ the Fourier method to deal with the
multi-frequency inverse source problem with recovered phase information.
Finally, some two and three dimensional numerical results are presented
to demonstrate the viability and effectiveness of the proposed method.
Keywords: inverse source problem, phaseless, reference point source, phase re-
trieval, Fourier method, far-field
1 Introduction
The problems of locating or imaging the source excitations using wave prop-
agation make enormous demands on a wide range of realistic engineering ap-
plications. Typical scenarios of such inverse source problems include acous-
tic tomography [5, 18, 19] and medical imaging [2, 4, 6, 11, 13]. In the last
decades, great efforts had been devoted to the numerical methods for the in-
verse source problem of determining an acoustic source. We refer interested
readers to [3, 7, 9, 22, 23, 25, 27] for the sampling method, the continuation
method, the eigenfunction expansion method and the Fourier method for recov-
ering the static sources and [20, 21] for the investigations on imaging the moving
point sources.
For the inverse source problems in the frequency domain, the intensity and
phase information of the complex-valued radiated data cannot always been mea-
sured easily. In fact, in a variety of practical applications, only the modulus or
intensity information of the data is available. Therefore, the phaseless inverse
problems deserve mathematical and numerical studies. Bao, Lin and Triki [8]
introduced the continuation methods for an inverse scattering from phaseless
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measurements, which is able to capture both the macro structures and small
scales of the source term. Zhang et al [26] developed a reference point source
strategy to recovered the radiated near fields via adding extra artificial sources
to the inverse source system. Several numerical methods for the inverse scat-
tering from phaseless data can be found in [1, 12, 14, 17, 26].
Motivated by [26], we extend the reference point source technique to the
case of reconstructing the source function from phaseless far-field data. The
incorporation of reference point sources leads to a concise phase retrieval formula
and then the inverse source problem is solved by the Fourier method with multi-
frequency phased data. The most significant advantage of our method is the
computational simplicity since it does not rely on any regularization or iteration
process. For similar investigations on phaseless inverse scattering problem, we
refer to [15, 16].
The rest of this paper is organized as follows. Section 2 introduces the
reference source technique and establish a phase retrieval formula for the far-
field data. The results of stability are given in section 3. Section 4 severs as
a brief review of the Fourier method with phased far-field data. In section 5,
we present several two- and three-dimensional numerical examples to show the
effectiveness of our method.
2 Reference source technique and the phase re-
trieval formula
We first introduce the model problem in Rm,m = 2, 3. Let S ∈ L2(Rm) be a
source to the homogeneous Helmholtz equation
∆u+ k2u = S in Rm, (1)
where k > 0 is the wavenumber. We assume that S is independent of k and
suppS ⊂⊂ D, where D is a rectangle in two dimensions or a cuboid in three
dimensions centered at the origin. The field u satisfies the Sommerfeld radiation
condition
lim
r→∞ r
m−1
2
(
∂u
∂r
− iku
)
= 0, r = |x|. (2)
Then, the solution to (1)-(2) can be represented as
u(x, k) = −
∫
D
Φk(x, y)S(y) dy,
where
Φk(x, y) =

i
4
H
(1)
0 (k|x− y|), m = 2,
eik|x−y|
4pi|x− y| , m = 3,
is the fundamental solution to the Helmholtz equation, and H
(1)
0 denotes the
zeroth-order Hankel function of the first kind. Further, u(x, k) admits the
asymptotic behavior of the form
u(x, k) =
eik|x|
|x|m−12
{
u∞(xˆ, k) +O
(
1
|x|
)}
, |x| → ∞, (3)
2
uniformly in all directions xˆ = x/|x|. In (3), the complex function u∞ is known
as the far-field pattern and given by
u∞(xˆ, k) = −γm
∫
D
S(y)e−ikxˆ·y dy, xˆ ∈ Ω,
where
γm =

eipi/4√
8pik
, m = 2,
1
4pi
, m = 3,
and Ω is the unit sphere in R3. The inverse problem considered in this paper
can be stated as follows.
Problem 2.1. Let N ∈ N and KN be an admissible set consisting of a finite
number of wavenumbers. Then the inverse source problem is to reconstruct an
approximation of the source S(x) from the multi-frequency phaseless far-field
data {|u∞(xˆ, k)| : xˆ ∈ Ω, k ∈ KN}.
It is well known that the source S cannot be uniquely determined from the
phaseless data. On this account, we will next resort to the reference point source
technique to tackle the non-uniqueness issue of the problem.
In this work, we will decompose Problem 2.1 into two subproblems to over-
come the difficulty of non-uniqueness: (i) recovering the phase information of
the far-field data and (ii) reconstructing the source with phased data. Motivated
by the reference source technique proposed in [26], we added two point sources
into the inverse source system and derive a linear system of equations for the
far-field data. The locations and intensities of the reference point sources should
be suitably chosen such that the linear system admits a unique solution, which
will be discussed in detail in the next section. Based on the retrieved far-field
data, we would be able to reconstruct the source term by the standard Fourier
method developed in [23].
Without loss of generality, let D = (−a/2, a/2)m and xˆ denote the observa-
tion direction. Take two points zj := αj xˆ, where j = 1, 2, αj ∈ R,m = 2, 3. Let
δj be the Dirac distributions at points zj and cj be the scaling factors
cj :=
‖u∞(·, k)‖∞
‖Φk,∞(·, zj)‖∞ , j = 1, 2,
where ‖ · ‖∞ = ‖ · ‖L∞(Ω) and Φk,∞(xˆ, zj) = γme−ikxˆ·zj denotes the far-field
pattern of fundamental solution at points zj . Thus, the scaling factors cj take
the following form
cj =
‖u∞(·, k)‖∞
|γm| , j = 1, 2. (4)
We refer to Figure 2 for an illustration of geometrical configuration for the
reference source technique. Now φj(x, k) := −cjΦk(x, zj) satisfies the following
inhomogeneous Helmholtz equation
∆φj + k
2φj = cjδj in Rm.
3
Figure 1: An illustration of the reference source technique, where z1 and z2
denote two reference point sources.
By the linearity of wave equations, vj = u+ φj(j = 1, 2) is the unique solution
to the problem ∆vj + k
2vj = S + cjδj in Rm,
lim
r→∞ r
m−1
2
(
∂vj
∂r
− ikvj
)
= 0, r = |x|.
We denote by vj,∞ and φj,∞ the far-field pattern corresponding to vj and
φj , respectively. The linearity again leads to
vj,∞ = u∞ + φj,∞ = u∞ − cjΦk,∞ = u∞ − cjγme−ikxˆ·zj , j = 1, 2.
The phase retrieval technique in this paper depends on the frequency and
is combined with the Fourier method [23], so we need to recall the following
definition of admissible frequencies [23].
Definition 2.1 (Admissible wavenumbers). Let N ∈ N+ and k∗ ∈ R+ be a
sufficiently small wavenumber. Then the admissible set of wavenumbers is given
by
KN :=
{
2pi
a
|l| : l ∈ Zm, 1 ≤ |l|∞ ≤ N
}
∪ {k∗}.
where m = 2, 3, k∗ = 2piλ/a and λ is a sufficiently small positive constant.
We now introduce the phase retrieval problem under consideration.
Problem 2.2 (Phase retrieval). Let vj,∞ be the far-field pattern corresponding
to the radiated field vj , j = 1, 2. Given N ∈ N+ and the phaseless far-field data
{|u∞(xˆ, k)| : xˆ ∈ Ω, k ∈ KN},
{|vj,∞(xˆ, k)| : xˆ ∈ Ω, k ∈ KN}, j = 1, 2.
recover the phased data {u∞(xˆ, k) : xˆ ∈ Ω, k ∈ KN}.
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For simplicity, we denote u∞ = u∞(xˆ, k), vj,∞ = vj,∞(xˆ, k). Let tk,j :=
kxˆ · zj , then one can easily derive
<vj,∞ =<u∞ − cj<γm cos tk,j − cj=γm sin tk,j , j = 1, 2,
=vj,∞ ==u∞ + cj<γm sin tk,j − cj=γm cos tk,j , j = 1, 2.
Consequently, we obtain the following equations:
|u∞|2 =(<u∞)2 + (=u∞)2, (5)
|vj,∞|2 =(<u∞ − cj<γm cos tk,j − cj=γm sin tk,j)2
+ (=u∞ + cj<γm sin tk,j − cj=γm cos tk,j)2, j = 1, 2. (6)
Further, by subtracting (5) from (6), we get
fj =(−=γm sin tk,j −<γm cos tk,j)<u∞
+ (<γm sin tk,j −=γm cos tk,j)=u∞, j = 1, 2, (7)
where
fj =
1
2cj
(|vj,∞|2 − |u∞|2 − c2j |γm|2), j = 1, 2.
Thus, we can derive the phase retrieval formula as follows:
<u∞ = detA
R
detA
, =u∞ = detA
I
detA
, (8)
where the function matrices AR, AI and A, are defined as follows
AR =
(
f1 <γm sin tk,1 −=γm cos tk,1
f2 <γm sin tk,2 −=γm cos tk,2
)
,
AI =
(−=γm sin tk,1 −<γm cos tk,1 f1
−=γm sin tk,2 −<γm cos tk,2 f2
)
,
A =
(−=γm sin tk,1 −<γm cos tk,1 <γm sin tk,1 −=γm cos tk,1
−=γm sin tk,2 −<γm cos tk,2 <γm sin tk,2 −=γm cos tk,2
)
.
Hence, the far-field can be recovered from u∞ = <u∞ + i=u∞.
In this paper, we choose the parameters αj for j = 1, 2 as follows:
k∗ =
pi
9a
, α1 =
1
2
and

α2 =
1
2
− pi
2k
, if k ∈ KN\{k∗},
α2 = −4, if k = k∗.
(9)
In the next section, we will show that the choice of the parameters (9) will
make the denominators in (8) nonzero and thus the equation system (7) can be
uniquely solvable.
In practice, the collected data should always be polluted by measurement
noise. Therefore, we state the algorithm with perturbed data at the end of this
section.
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Algorithm PR: Phase retrieval with reference point sources
Step 1 Take the parameters αj for j = 1, 2 as in (9);
Step 2 Measure the noisy phaseless far-field data {|u∞(xˆ, k)| : xˆ ∈
Ω, k ∈ KN} and evaluate the scaling factors cj for j = 1, 2;
Step 3 Add the reference point sources cjδj , j = 1, 2, respectively, to
the inverse source system S, and detect the phaseless far-field
data {|vj,∞(xˆ, k)| : xˆ ∈ Ω, k ∈ KN} for j = 1, 2;
Step 4 Recover the far-field pattern {u∞(xˆ, k) : xˆ ∈ Ω, k ∈ KN} for
j = 1, 2 from formula (8).
3 Stability of phase retrieval technique
Because of the similarity of the two cases (m = 2 and m = 3), in this section, we
only analyze the stability of the phase retrieval method in the two-dimensional
case. First, we derive an estimate on detA, which will be crucial in our subse-
quent stability analysis.
Theorem 3.1. Let k ∈ KN , then the following result holds
|detA| =

1
8pik
, k ∈ KN\ {k∗},
9
8pi2
, k = k∗.
Proof. According to the definition of matrix A, tk,j = kxˆ · zj and zj = αj xˆ for
j = 1, 2, we have
detA =(−=γm sin tk,1 −<γm cos tk,1)(<γm sin tk,2 −=γm cos tk,2)
− (<γm sin tk,1 −=γm cos tk,1)(−=γm sin tk,2 −<γm cos tk,2)
= sin tk,1 cos tk,2(=γm)2 − cos tk,1 sin tk,2(<γm)2
+ sin tk,1 cos tk,2(<γm)2 − cos tk,1 sin tk,2(=γm)2
=|γm|2(sin tk,1 cos tk,2 − cos tk,1 sin tk,2)
=|γm|2 sin(tk,1 − tk,2)
=|γm|2| sin(k(α1 − α2))|.
Thus, by the parameters in (9), one easily calculates that
|detA| = 1
8pik
.
In the case k = k∗, one immediately has k =
pi
9
, and
|detA| = 9
8pi2
.
This completes the proof.
Now we move on to the stability of the phase retrieval formula. Given a fixed
k and j, we consider the perturbed equation system for the unknowns <u∞ and
6
=u∞:
(−=γm sin tk,j −<γm cos tk,j)<u∞ + (<γm sin tk,j −=γm cos tk,j)=u∞ = f j ,
(10)
where
f j =
1
2cj
(|vj,∞|2 − |u∞|2 − (cj)2|γm|2), cj =
‖u∞(·, k)‖∞
|γm| , j = 1, 2. (11)
Here u∞ and v

j,∞ are measured noisy data satisfying
‖|u∞| − |u∞|‖∞ ≤ ‖u∞‖∞, ‖|vj,∞| − |vˆj,∞|‖∞ ≤ ‖vˆj,∞‖∞, (12)
where 0 <  < 1, j = 1, 2, and vˆj,∞ = u∞(·, k)− cjΦk,∞(·, zj). It can be easily
seen that the solutions to the perturbed equations can also be derived by (7)
with f j in place of fj(j = 1, 2). The main stability result is the following.
Theorem 3.2. Under the above assumptions, we have the estimate
‖u∞ − u∞‖∞ ≤ C‖u∞‖∞, (13)
where
C = 2
(+ 3)(+ 2)2 + 6
1−  .
Proof. By vj,∞(·, k) = u∞(·, k) − cjΦk,∞(·, zj) and ‖Φk,∞(·, zj)‖∞ = |γm|, (4),
(11) and (12), we deduce that
|cj − cj | ≤
‖u∞(·, k)‖∞
|γm| = cj , (14)
and
‖|vj,∞| − |vj,∞|‖∞ ≤ ‖|vj,∞| − |vˆj,∞|‖∞ + ‖|vˆj,∞| − |vj,∞|‖∞
≤ ‖vˆj,∞‖∞ + ‖(cj − cj)Φk,∞(·, zj)‖∞
≤ ‖vˆj,∞‖∞ + cj |γm|
≤ ‖u∞(·, k)‖∞ + (cj + cj)|γm|
= (2‖u∞(·, k)‖∞ + ‖u∞(·, k)‖∞)
≤ (+ 3)‖u∞(·, k)‖∞. (15)
Further, by using (11), (14) and (15), we derive∣∣∣∣∣ |vj,∞|2cj − |vj,∞|
2
cj
∣∣∣∣∣ ≤ 1cj ∣∣|vj,∞|2 − |vj,∞|2∣∣+ |vj,∞|2
∣∣∣∣∣ 1cj − 1cj
∣∣∣∣∣
≤(+ 3)
cj
‖u∞(·, k)‖∞
(|vj,∞|+ |vj,∞|)
+
|cj − cj |
cjcj
|vj,∞|2
≤(+ 3)(+ 2)
2
cj
‖u∞(·, k)‖2∞ +

cj
‖vj,∞‖2∞
≤((+ 3)(+ 2)
2 + 2)
(1− )cj ‖u∞(·, k)‖
2
∞
=
((+ 3)(+ 2)2 + 2)
1−  ‖u∞(·, k)‖∞|γm|.
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Analogously, we can get∣∣∣∣∣ |u∞|2cj − |u∞|
2
cj
∣∣∣∣∣ ≤(+ 3)1−  ‖u∞(·, k)‖∞|γm|,
|cj − cj ||γm|2 ≤‖u∞(·, k)‖∞|γm|.
The triangle inequality implies that
|f j − fj | ≤ η‖u∞(·, k)‖∞|γm|, j = 1, 2, (16)
where
η := 
(+ 3)(+ 2)2 + 6
2(1− ) .
According to the admissible wavenumbers, the subsequent proof is divided
into two cases.
Case (i): k ∈ KN\{k∗}.
It is clear to see that, for j = 1, 2
|<γm sin tk,j −=γm cos tk,j | ≤ |<γm|+ |=γm| ≤
√
2|γm|,
|=γm sin tk,j + <γm cos tk,j | ≤ |=γm|+ |<γm| ≤
√
2|γm|,
which, together with (16), imply that
|(<γm sin tk,2 −=γm cos tk,2)(f 1 − f1)
− (<γm sin tk,1 −=γm cos tk,1)(f 2 − f2)|
≤
√
2|γm|η‖u∞(·, k)‖∞|γm|+
√
2|γm|η‖u∞(·, k)‖∞|γm|
=2
√
2η|γm|2‖u∞(·, k)‖∞. (17)
and
|(=γm sin tk,2 + <γm cos tk,2)(f 1 − f1)
− (=γm sin tk,1 + <γm cos tk,1)(f 2 − f2)|
≤2
√
2η|γm|2‖u∞(·, k)‖∞. (18)
Subtracting (7) from (10) yields
f j − fj =− (=γm sin tk,j + <γm cos tk,j)<(u∞ − u∞)
+ (<γm sin tk,j −=γm cos tk,j)=(u∞ − u∞), j = 1, 2. (19)
Thus,
<(u∞ − u∞) =
detAR,
detA
, =(u∞ − u∞) =
detAI,
detA
.
where
AR, =
(
f 1 − f1 <γm sin tk,1 −=γm cos tk,1
f 2 − f2 <γm sin tk,2 −=γm cos tk,2
)
,
AI, =
(−=γm sin tk,1 −<γm cos tk,1 f 1 − f1
−=γm sin tk,2 −<γm cos tk,2 f 2 − f2
)
.
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Then, in terms of Theorem 3.1, together with (17) and (18), we derive
‖u∞ − u∞‖∞ ≤ C‖u∞‖∞,
where
C = 2
(+ 3)(+ 2)2 + 6
1−  .
Case (ii): k = k∗.
In this condition, the parameters have the following values:
k =
pi
9
, α1 =
1
2
, α2 = −4, tk,1 = pi
18
, tk,2 = −4pi
9
.
Then
<γm sin tk,1 −=γm cos tk,1 ≈0.1937,
<γm sin tk,2 −=γm cos tk,2 ≈− 0.2766,
=γm sin tk,1 + <γm cos tk,1 ≈0.2766,
=γm sin tk,2 + <γm cos tk,2 ≈0.1937.
Furthermore, from (16), we can derive
|(<γm sin tk,2 −=γm cos tk,2)(f 1 − f1)
− (<γm sin tk,1 −=γm cos tk,1)(f 2 − f2)|
≤0.4703η‖u∞(·, k)‖∞|γm|
≤0.1588η‖u∞(·, k)‖∞, (20)
and
|(=γm sin tk,2 + <γm cos tk,2)(f 1 − f1)
− (=γm sin tk,1 + <γm cos tk,1)(f 2 − f2)|
≤0.4703η‖u∞(·, k)‖∞|γm|
≤0.1588η‖u∞(·, k)‖∞. (21)
Then, by solving the equations (19) with (10), (20) and (21), we have completed
the proof.
4 Fourier method
Using the retrieved far-field data in the last section, the phaseless inverse source
problem can be reformulated as the standard inverse source problem with phase
information.
Problem 4.1 (Multi-frequency ISP with far-field). Given a finite number of
frequencies {k} and the corresponding far-field data {u∞(xˆk, k) : xˆk ∈ Ω}, where
xˆk depends on the wavenumber k, find the source function S(x).
In this section, we will describe the Fourier method for solving Problem 4.1
in brief. For more details on the Fourier method, please see [25, 23] for the
acoustic case and [22, 24] for the electromagnetic case. The Fourier method
9
relies on the approximation of target source function S(x) by a Fourier series of
the form
S(x) =
∑
l∈Zm
sˆl φl(x). (22)
where sˆl, l ∈ Zm, are the Fourier coefficients and
φl(x) = exp
(
i
2pi
a
l · x
)
, l ∈ Zm,
are the Fourier basis functions.
Let
l0 :=

(
1
18
, 0
)
, m = 2,(
1
18
, 0, 0
)
, m = 3,
then the admissible wavenumbers are defined by
kl :=

2pi
a
|l|, l ∈ Zm\{0},
pi
9a
λ, l = 0.
Correspondingly, the admissible observation directions are given by
xˆl :=

l
|l| , l ∈ Z
m\{0},
l0
|l0| , l = 0.
In addition, following [23], the Fourier coefficients are given as follows
sˆl = − 1
amγm
u∞(xˆ; kl), l ∈ Zm\{0},
sˆ0 ≈ − λpi
amsinλpi
u∞(xˆ; k0)γm + ∑
1≤|l|∞≤N
sˆl
∫
D
φl(y)φl0(y) dy
 .
The implementation of the Fourier method is briefly stated in Algorithm
FM.
Algorithm FM: Fourier method for recovering the source
Step 1 Select the parameters λ,N and the admissible set KN ;
Step 2 Measure the noisy multi-frequency far-field data {u∞(xˆl, kl) :
xˆl ∈ Ω, kl ∈ KN};
Step 3 Compute the Fourier coefficients sˆ0 and sˆl, l ∈ Zm\{0}, and
then a truncated series defined in (22) is the reconstruction of
S.
10
5 Numerical experiments
In this section, several two-and three-dimensional numerical experiments are
carried out to demonstrate the feasibility and effectiveness of the proposed
method. To avoid the inverse crime, we generate the synthetic far-field data
by solving the forward problem via the quadratic finite elements method with a
perfectly matched layer together with the Kirchhoff integral formula. The mesh
of the finite element solver is successively refined till the relative error of the
successive discrete solutions is below 0.1%. To test the stability of the method,
we also add some uniformly distributed random noises to the phaseless far-field
data. The perturbed phaseless data was given by:
u∞ := (1 + r)|u∞|,
where r ∈ [−1, 1] is a random number and  > 0 represents the noise level.
To quantitatively evaluate the accuracy of the phase retrieval formula, we
also estimate the relative error between the exact far-field data and the retrieval
data. The discrete relative L2 errors and L∞ errors are respectively calculated
as follows:(
M∑
i=1
|u∞(xˆ, ki)− u∞(xˆ, ki)|2
)1/2
(
M∑
i=1
|u∞(xˆ, ki)|2
)1/2 , maxxˆ,ki |u∞(xˆ, ki)− u

∞(xˆ, ki)|
max
xˆ,ki
|u∞(xˆ, ki)| ,
where M denotes the number of frequencies, and u∞(xˆ, ki) and u∞(xˆ, ki) are the
exact and retrieved far fields, respectively. In what follows, we first present some
numerical validations of the phase retrieval technique, namely, Algorithm PR.
Then we are going to image the source function with phased far field data by the
Fourier method. Following [23], the truncation of the Fourier expansion is chosen
as N = 2d−1/3e where the ceiling function dXe denotes the largest integer that
is smaller than X + 1. Here, we use 1681 frequencies in two dimensions (68921
frequencies in three dimensions) and the same number of xˆ to get the far field
data u∞(xˆ, ki). For more implementation details, we refer to [23].
5.1 Examples in two dimensions
Example 5.1. In the first example, we consider a mountain-shaped smooth
source function
S1(x1, x2) =1.1exp(−200((x1 − 0.01)2 + (x2 − 0.12)2))
− 100(x22 − x21)exp(−90(x21 + x22)).
We begin with the validation of phase retrieval algorithm. Figure 2 presents
the geometry setup of the phase retrieval technique for four typical wavenum-
bers. We would like to emphasize that the reference point sources depend on the
measured direction xˆl, where l ∈ Zm. To show the accuracy of phase retrieval
technique in Algorithm PR, we list the exact- and reconstructed phase data in
Table 1. It is clear that the recovered phase data is point-wise convergent to
the exact phase date. Furthermore, to show the global accuracy of the phase
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(a) (b)
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Figure 2: Geometry illustration of the phase retrieval technique. The red points
denote the reference point sources and the blue points denote observation di-
rections. (a) l = (1, 0), (b) l = (1, 1), (c) l = (−1, 1), (b) l = (0, 0).
retrieval technique, we list the relative L2 and L∞ errors in Table 2. It can be
seen that the error decreases as the noise level decreases and the phase retrieval
procedure is quite accurate and stable.
Next, we will use the recovered phased data to reconstruct the source func-
tion. Figure 2 shows the contour and surface plots of the exact and recon-
struction of S1 with noise δ = 0.1% inside the rectangular domain [−0.3, 0.3]×
[−0.3, 0.3].
Example 5.2. In the second example, we consider a discontinuous source de-
fined by
S2(x) =

1.5, x ∈ D1
2, x ∈ D2
1, x ∈ D3
0, elsewhere,
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Table 1: Phase retrieval for the mountain-shape source with  = 1% noise.
k xˆ <u∞k (xˆ) =u∞k (xˆ) <u∞k,(xˆ) =u∞k,(xˆ)
2pi
(1, 0) −7.52× 10−4 −6.38× 10−4 −7.46× 10−4 −6.35× 10−4
(0, 1) −1.49× 10−3 −2.50× 10−4 −1.51× 10−3 −2.43× 10−4
(−1, 0) −6.38× 10−4 −7.52× 10−4 −6.44× 10−4 −7.48× 10−4
(0,−1) −2.50× 10−4 −1.49× 10−3 −2.51× 10−4 −1.49× 10−3
2
√
2pi
(
√
2
2 ,
√
2
2 ) −1.03× 10−3 3.23× 10−5 −1.03× 10−3 −1.86× 10−5
(−
√
2
2 ,
√
2
2 ) −1.02× 10−3 −9.66× 10−5 −1.04× 10−3 −1.33× 10−4
(−
√
2
2 , −
√
2
2 ) 3.23× 10−5 −1.03× 10−3 1.10× 10−5 −1.03× 10−3
(
√
2
2 , −
√
2
2 ) −9.66× 10−5 −1.02× 10−3 −1.09× 10−4 −9.77× 10−4
pi/9 (1, 0) −7.39× 10−3 −7.37× 10−3 −7.07× 10−3 −7.04× 10−3
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Figure 3: Top row: The exact source function S1. (a) surface plot (b) contour
plot. Bottom row: The reconstruction of source function S1. (c) surface plot
(d) contour plot.
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Table 2: The relative L2 errors and L∞ errors between u∞(xˆ, k) and u∞(xˆ, k)
for different noise levels .
S1(x)  = 0.1%  = 1%  = 5%  = 10%
L2 0.06% 0.59% 2.45% 5.77%
L∞ 0.09% 0.91% 2.85% 7.74%
(a) (b) (c)
(d) (e)
Figure 4: The exact S2 and the reconstructions S

2 with noise levels . (a) Exact
S2, (b) S

2 with  = 1%, (c) |S2 − S2| with  = 1%, (d) S2 with  = 5%, (e)
|S2 − S2| with  = 5%.
where D1, D2 and D3 have respectively the following parametric boundaries
D1 :
2 + 0.3 cos 3t
15
(cos t− 0.1, sin t+ 0.2), t ∈ [0, 2pi],
D2 :
0.1 + 0.08 cos t+ 0.02 sin 2t
1 + 0.7 cos t
(cos t− 0.2, sin t− 0.2), t ∈ [0, 2pi],
D3 : (0.1 cos t+ 0.065 cos 2t+ 0.135, 0.15 sin t− 0.2), t ∈ [0, 2pi].
Figure 4 shows the contour plots of the exact- and reconstructed source S2
with different noise levels. One can find that the proposed method has the
capability of reconstructing a piecewise constant source function consisting of
three disconnected components. Moreover, according to Figure 4(c) and (e),
we can also see that the relative error occurs mainly on the boundary of the
source. This is due to the fact that the the Gibbs phenomena occurs around the
discontinuous border when the Fourier method is applied to recover functions
with jumps.
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(c) (d)
Figure 5: Geometry illustration of the phase retrieval for Example 5.3. The red
points denote the reference point sources and the blue points denote observation
directions. (a) l = (0, 1, 1), (b) l = (1, 0, 1), (c) l = (−1,−1, 1), (b) l = (0, 0, 0).
5.2 Examples in three-dimensions
Example 5.3. Reconstruction of a source function in three-dimensions with
noise. In this example, we aim to reconstruct an acorn-shaped acoustic source
defined in the cube D = (−0.5, 0.5)3 by
S3(x1, x2, x3) = exp
(
− 20
√
x21 + x
2
2 + x
2
3
0.6 +
√
4.25 + 2 cos 3θ
)
, θ = arccos
x3√
x21 + x
2
2 + x
2
3
.
Figure 5 shows the geometry illustration of phase retrieval technique for
four typical wavenumbers in the three dimensions. The relative L2 and L∞
errors between the exact- and reconstructed phase data are listed in Table 3.
Figure 6 presents the exact source function S3 and the reconstructed results with
noise  = 0.1% via the isosurface plots and slice plots. In the isosurface plots,
the gray shadows are projections of the isosurface on each coordinate plane.
These results demonstrate satisfactory imaging performance of the proposed
algorithms in three dimensions.
Example 5.4. In the last example, we consider the reconstruction of a 3D
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(a) (b)
(c) (d)
Figure 6: (a) The exact S3 (isosurface level=0.1), (b) reconstruction of S3 (iso-
surface level=0.1), (c) the exact S3 (slices at x1 = 0 and x2=0), (d) reconstruc-
tion of S3 (slices at x1 = 0 and x2=0)
Table 3: The relative L2 errors and L∞ errors between u∞(xˆ, k) and u∞(xˆ, k)
for different noise levels .
S2(x)  = 0.1%  = 1%  = 5%  = 10%
L2 0.06% 0.56% 3.10% 5.97%
L∞ 0.09% 0.91% 3.60% 10.16%
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Figure 7: Top row: slices of the exact source S4. Bottom row: slices of the
reconstructed results of S4 . Slice at: (a)(d) x1=0, (b)(e) x2=0, (c)(f) x3=0.
mountain-shaped source defined in the cube D = (−0.5, 0.5)3 by
S4(x1, x2, x3) =1.1exp
(−200 ((x1 − 0.01)2 + (x2 − 0.12)2 + x23))
+ 100
(
x21 − x22
)
exp
(−90 (x21 + x22 + x23)) .
Figure 7 illustrates the exact source function S4 and the reconstruction with
0.1% noise. It can be seen that the reconstruction are very close to the exact
source S4. To quantitatively exhibit the accuracy, we also list the relative L
2
and L∞ errors in Table 4.
Table 4: The relative L2 errors and L∞ errors between u∞(xˆ, k) and u∞(xˆ, k)
for different noise levels .
S3(x)  = 0.1%  = 1%  = 5%  = 10%
L2 0.06% 0.55% 2.85% 5.89%
L∞ 0.10% 0.71% 3.95% 9.10%
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