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ABSTRACT
En este trabajo se trata el problema de la recuperacion de la estructura eucldea
de un espacio n-dimensional distorsionado proyectivamente usando unicamente
el conocimiento de las longitudes de una coleccion de segmentos. Este problema
es de interes, en particular, para la reconstruccion eucldea con camaras no cali-
bradas, extendiendo resultados previos en el marco afn. La idea central se basa
en que el conjunto de segmentos de una longitud ja esta dado por una cuadri-
ca de un espacio proyectivo de dimension mayor, la cuadrica de los segmentos
(QoS), a partir de la cual puede recuperarse la estructura eucldea mediante
expresiones explcitas. Hemos intentado hacer un estudio detallado de las pro-
piedades de la QoS, incluyendo el calculo del mnimo numero de segmentos de
longitud arbitraria que la determinan y su relacion con los objetos geometricos
usuales asociados con la estructura eucldea del espacio. Se dan formulas explci-
tas para obtener la cuadrica dual del absoluto y el complejo cuadratico absoluto
a partir de la QoS. Se incluyen experimentos con imagenes reales y sinteticas
que evaluan el rendimiento de las tecnicas propuestas.
We address the problem of the recovery of Euclidean structure of a projecti-
vely distorted n-dimensional space from the knowledge of the, possibly diverse,
lengths of a set of segments. This problem is relevant, in particular, for Euclidean
reconstruction with uncalibrated cameras, extending previously known results
in the ane setting. The key concept is the Quadric of Segments (QoS), dened
in a higher-dimensional space by the set of segments of a xed length, from
which Euclidean structure can be obtained in closed form. We have intended to
make a thorough study of the properties of the QoS, including the determination
of the minimum number of segments of arbitrary length that determine it and
its relationship with the standard geometric objects associated to the Euclidean
structure of space. Explicit formulas are given to obtain the dual absolute qua-
dric and the absolute quadratic complex from the QoS. Experiments with real
and synthetic images evaluate the performance of the techniques.
Key words: Calibracion de camaras, actualizacion eucldea, reconstruccion 3D;
Camera calibration, Euclidean upgrading, 3D reconstruction.
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1. Introduccion
Una estrategia estandar para la reconstruccion tridimensional a partir de image-
nes cuando los parametros internos de la camara son desconocidos comienza con el
calculo de una reconstruccion proyectiva de la escena, es decir, una reconstruccion tri-
dimensional distorsionada mediante una homografa espacial desconocida. Este paso
debe ser seguido de una actualizacion eucldea, para la cual es necesario tener algunos
datos adicionales. Esto ha hecho que el problema de la recuperacion de la estructu-
ra eucldea de un espacio proyectivamente distorsionado haya recibido una atencion
considerable [10, 22, 20, 11, 7, 12, 6, 2, 8].
La actualizacion eucldea puede ser obtenida a partir de las propiedades geometri-
cas de objetos fsicos o de entidades geometricas que se hayan podido identicar en la
escena. Los metodos de autocalibracion se basan en el uso de objetos geometricos que
pueden ser determinados en el caso de que las camaras satisfagan ciertas restricciones.
Por ejemplo, cada camara con punto principal y oblicuidad (skew) conocida propor-
ciona tres planos ortogonales dos a dos que pueden usarse para calcular la estructura
eucldea del espacio [19], o cada camara con oblicuidad y razon de aspecto conocida
proporciona dos rectas que pasan por el centro optico que se intersecan en la conica
del absoluto y que pueden usarse para el mismo proposito [12].
Otras aproximaciones a la reconstruccion 3D a partir de imagenes hacen uso de
diferentes objetos de calibracion para calcular los parametros extrnsecos e intrnsecos
de las camaras a n de obtener la reconstruccion. El metodo mas clasico para calibrar
camaras utiliza de un patron de calibracion [23] que consiste en un objeto del cual
se conocen con precision respecto a un sistema de referencia asociado al objeto las
coordenadas 3D de ciertos puntos. Existen diferentes tecnicas que intentan relajar las
condiciones impuestas al objeto 3D, tales como el metodo de calibracion de Zhang [28],
en el cual solamente son necesarias dos vistas diferentes de un tablero de ajedrez para
calcular los parametros intrnsecos de la camara. Otras alternativas hacen uso de una
varilla movil con tres puntos marcados en posiciones relativas conocidas, uno de ellos
jo [29], o de tres varillas ortogonales con marcas [14]. Tambien se ha propuesto el
uso de esferas [1, 27] o supercies de revolucion [26].
En este artculo suponemos que son conocidas las longitudes de un conjunto de
segmentos de la escena. Un ejemplo importante es el de un conjunto de camaras que
graban uno o mas segmentos rgidos. Esta es una situacion de interes practico, por
ejemplo en escenas en las que aparecen extremidades de cuerpos humanos [21].
Este problema ha sido considerado anteriormente en el marco afn [9], en el cual
se supone conocida una reconstruccion afn de la escena. El caso proyectivo, mas
general, no ha sido considerado en la literatura de vision por ordenador. En este
trabajo suponemos que existe una reconstruccion proyectiva y mostramos como la
geometra eucldea puede ser completamente recuperada a partir del conocimiento
de longitudes de segmentos. Este problema es mas complicado, incluso en el caso
bidimensional, dada la alta no linealidad de las ecuaciones que relacionan los puntos
circulares del innito con la metrica [15, Eq. 22].
Hemos optado por hacer un tratamiento n-dimensional mas general, que unica
los casos plano y espacial. Primero introducimos un espacio geometrico adecuado para
representar los segmentos, identicando un segmento con una cuadrica dual degene-
rada de rango  2. Por tanto, los segmentos resultan ser una variedad algebraica de
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PN , N = (n + 1)(n + 2)=2   1. Veremos que los segmentos de longitud ja d estan
determinados por una unica cuadrica C de PN , que llamaremos cuadrica de segmentos
(QoS) la cual se descompone naturalmente como una suma C = C1 +
d2
2 C2, en la cual
la cuadrica C2 codica la geometra afn del espacio, mientras que C1 determina la
geometra eucldea, salvo un factor de escala. El par (C1; C2) determina tambien la
escala, salvo un signo, es decir, la geometra eucldea salvo una simetra especular.
El espacio de cuadricas de PN veremos que se descompone en dos subespacios
ortogonales, uno generado por las posibles matrices C1 y el otro por las posibles
C2. Esta descomposicion permite optimizar el numero de segmentos necesarios para
calcular la QoA en el algoritmo lineal que proponemos, de forma que
(N + 1)(N + 2)=2  1
segmentos de longitud conocida seran sucientes.
Proporcionamos formulas explcitas para recuperar el hiperplano del innito a
partir de C2 y para recuperar al cuadrica absoluta dual Q

1 a partir de C1. Finaliza-
mos las contribuciones teoricas del artculo estudiando la relacion entre la QoS y la
cuadrica absoluta dual (AQC)) [13, 16, 24], mostrando que C1 y la AQC son objetos
esencialmente equivalentes.
El trabajo concluye con los resultados experimentales, tanto para imagenes reales
como sinteticas, evaluando el rendimiento de las tecnicas propuestas y mostrando la
viabilidad de este enfoque. Este artculo es una version en castellano de [18].
2. Preliminares y notaciones
Suponemos que las camaras estan modeladas [4] mediante la ecuacion q  PQ,
donde Q = (x; y; z; t)T denota las coordenadas eucldeas homogeneas de un punto
espacial, q = (u; v; w)T denota las coordenadas homogeneas de un punto en la imagen,
y P es una matriz 34. Recordemos que es posible obtener una calibracion proyectiva
con tan solo correspondencias entre puntos de las imagenes (vease [4]). Esto signica
que, dado un conjunto de puntos proyectados qij obtenidos con N camaras, N  2,
podemos obtener un conjunto de matrices P^i y un conjunto de coordenadas de puntos
Q^j tales que qij  P^iQ^j ; donde P^i = PiH 1 y Q^j = HQj para cierta matriz no
singular 4 4, H.
La calibracion eucldea puede ser denida como la obtencion de una matriz H
que cambia las coordenadas proyectivas de una calibracion proyectiva a algun siste-
ma de coordenadas eucldeo. El objetivo de este trabajo es obtener una calibracion
eucldea a partir del conocimiento de longitudes de segmentos. Es bien conocido que
la calibracion eucldea, salvo un factor de escala, es equivalente a la recuperacion de
la conica absoluta del innito 
1 o cualquiera de los objetos geometricos equivalen-
tes, tales como la cuadrica absoluta dual Q1 [22] o el complejo cuadratico absoluto
 [13, 16, 24].
Analoga a la calibracion eucldea es la nocion de calibracion afn. En el caso de que
la estructura de la escena es conocida salvo una transformacion afn. Las calibraciones
anes se obtiene, en particular, cuando tenemos camaras anes [4, p. 173].
Supongamos que conocemos las longitudes di de un conjunto de segmentos fXi;Yig
en una reconstruccion proyectiva del espacio sin otra estructura particular. Deseamos
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determinar una actualizacion eucldea a partir de este conocimiento. Este problema
ha sido resuelto en el caso afn mediante el calculo de un ajuste afn, consistente en
la determinacion que transforma el conjunto de segmentos de forma que sus longi-
tudes son tan cercanas como sea posible, en el sentido de mnimos cuadrados, a los
valores dados [9]. La matriz de una anidad U es obtenida a partir de la matriz U>U
resolviendo el problema mnimos cuadrados mediante factorizacion de Cholesky.
3. Representacion geometrica de segmentos
Dado un segmento fx;yg denimos la matriz simetrica
S = S(x;y) = xy> + yx> = (xiyj + xjyi) = (zij): (1)
La matriz S puede ser interpretada como la cuadrica dual dada por todos los hiper-
planos que pasan por x o por y. Su rango es dos en tanto que x y y sean puntos
diferentes, siendo uno en otro caso. Notese que esta construccion es la contrapartida
simetrica de la inmersion de Segre para la representacion de pares ordenados [3, p.
25].
Teorema 3.1. La aplicacion fx;yg 7! S(x;y) identica los segmentos no orientados
con matrices simetricas (n+ 1) (n+ 1) de rango  2.
Demostracion. Es suciente con denir la aplicacion inversa de fx;yg 7! S(x;y),
as que sea S una matriz simetrica de rango dos y comprobemos que existen x;y
unicos tales que S = S(x;y). Suponemos que rango S(x;y) = 2, siendo el caso de
rango uno trivial. Como S es de rango dos y simetrica, existe un cambio de coorde-
nadas H tal que H>SH = diag(1; 1; 0; : : : ; 0). Denamos x0;y0 = (1;i; 0; : : : ; 0)>. Es
inmediato comprobar que x = Hx0, y = Hy0 son los vectores buscados. Respecto a su
unicidad, notemos primero que x0;y0 son, salvo escala, los unicos vectores tales que
x0y0
>
+y0x0
>  diag(1; 1; 0; : : : ; 0), como puede probarse facilmente. Por tanto x;y
son tambien unicos, dado que la existencia de otro par x0;y0 con S(x0;y0) = S nos
llevara a la existencia de x00 = H
 1x0 y y00 = H
 1y0 con S(x00;y
0
0) = S0.
Sera util dotar al espacio de matrices simetricas con el producto dado por
hA; Bi = 1
2
trace(AB): (2)
Usando la denicion de S y la igualdad trace(AB) = trace(BA) puede ser comprobado
facilmente que este producto escalar satisface
hS(u;v); S(w; z)i = hu;wi hv; zi+ hu; zi hv;wi : (3)
Dada una matriz simetrica A = (zij) denimos
(A) =

z00p
2
;
z11p
2
; : : : ;
znnp
2
; z01; z02; : : : ; z0n; z12; : : : ; z1n; z23; : : : ; z2n; : : : ; zn 1;n

:
(4)
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Por ejemplo, si n = 2; 3,
(A) =

z00p
2
;
z11p
2
;
z22p
2
; z01; z02; z12

;
(A) =

z00p
2
;
z11p
2
;
z22p
2
;
z33p
2
; z01; z02; z03; z12; z13; z23

;
respectivamente. Por tanto, tenemos un sistema de coordenadas eucldeo en el espacio
de las matrices simetricas, ya que satisface
hA; Bi = (A)>(B) = h(A); (B)i : (5)
Finalmente, denimos
(x;y) = (S(x;y)); (6)
asociando as un punto de PN a un segmento fx;yg, donde
N =

n+ 2
2

  1: (7)
Por ejemplo, si n = 2 entonces N = 5 y si n = 3 entonces N = 9.
4. La cuadrica de segmentos de longitud d.
La ecuacion de una esfera de centro Y y radio d  0
nX
i=1
(Xi   Yi)2   d2 = 0 (8)
puede ser interpretada como la del conjunto de segmentos no orientados fX;Yg de
longitud d. De ahora en adelante, usaremos el sistema de coordenadas homogeneas
(xi), (yi), de forma que con Xi = xi=x0, Yj = yj=y0 la ecuacion previa se convierte
en
nX
i=1
(xiy0   yix0)2   d2x20y20 = 0: (9)
Observacion 4.1. La homogeneizacion de la ecuacion (8) introduce nuevas solucio-
nes. Denotemos por Vd  PnPn la variedad dada por los pares (x;y) que satisfacen
la ecuacion (9). Si (x;y) 2 Vd y, digamos x, yace en el hiperplano del innito x0 = 0,
entonces o bien x yace en la cuadrica del absoluto1 
1
nX
i=1
x2i = 0; x0 = 0; (10)
o ambos x e y yacen en el plano del innito.
1En dimension tres la cuadrica del absoluto es llamada normalmente \conica del absoluto en el
innito"
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Observacion 4.2. Puesto que estamos considerando coordenadas complejas, las es-
feras de radio 0 no son simplemente puntos, sino conos complejos. De hecho, supon-
gamos que d = 0 y sea x un punto que satisface la ecuacion (9). Entonces, es facil
comprobar que todos los puntos de la recta a traves de x e y tambien satisfacen dicha
ecuacion, de forma que representa un cono a traves del vertice y. La interseccion de
este cono con el hiperplano del innito es la cuadrica del absoluto.
Puesto que Vd es una variedad simetrica de bigrado (2; 2), su ecuacion es de la
forma X
aijkl xixj ykyl = 0 (11)
donde los coecientes aijkl satisfacen las simetras aijkl = ajikl = aklij . Puesto que
hay
 
n+1
2

productos no ordenados xixj (o ykyl), hay un total de
 
N+1
2

coecientes
independientes, salvo un factor comun de escala, donde N esta dado por (7).
Un marco mas adecuado para tratar variedades de este tipo permitira tratar el
problema de forma mas compacta y extraer ecientemente la informacion codicada
por Vd. Para este proposito, introducimos las N + 1 variables
zij = xiyj + xjyi; i  j; (12)
de forma que la ecuacion (9) se transforma en
nX
i=1
(xiy0   yix0)2   d2x20y20
=
nX
i=1
 
(xiy0 + yix0)
2   4xiy0yix0
  d2x20y20
=
nX
i=1
(z20i   ziiz00)  d2z200=4 = 0:
(13)
De esta forma, Vd se puede ver como una cuadrica de PN la cual se llamara cuadri-
ca de los segmentos (QoS) de longitud d.
5. Propiedades basicas de la QoS
La QoS denida en (13) puede escribirse en forma matricial como
(x;y)>Ceuc(x;y) = 0 (14)
para una cierta matriz
Ceuc = Ceuc1 +
d2
2
Ceuc2 ; (15)
donde
Ceuc1 =
0@A In
0
1A ; (16)
||||||||||
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la matriz A, de orden n+ 1, esta dada por
A =
0BBB@
0  1     1
 1 0 0
...
 1 0 0
1CCCA ; (17)
y la unica coordenada no nula de Ceuc2 es la de la esquina superior izquierda, que toma el
valor  1. Observese que rango Ceuc = rango Ceuc1 = n+2, mientras que rango Ceuc2 = 1.
En particular, en dimension n = 2 tenemos que
Ceuc =
0BBBBBB@
 d2=2  1  1 0 0 0
 1 0 0 0 0 0
 1 0 0 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 0
1CCCCCCA ; (18)
y en dimension n = 3
Ceuc =
0BBBBBBBBBBBBBB@
 d2=2  1  1  1 0 0 0 0 0 0
 1 0 0 0 0 0 0 0 0 0
 1 0 0 0 0 0 0 0 0 0
 1 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
1CCCCCCCCCCCCCCA
: (19)
Un cambio de coordenadas x0 = Hx induce un cambio en PN
s0 = ~H s
donde ~H esta denido mediante la ecuacion
(x0;y0) = ~H(x;y): (20)
Denotando por ei los elementos de la base canonica de C
n+1 y por Ek los de la base
canonica de CN+1, tenemos que (ei; ej) =
p
1 + ijEk(i;j), siendo ij los smbolos
de Kronecker y k(i; j) es la posicion de zij en el vector (A) en (4) si i  j, y en otro
caso k(i; j) = k(j; i). . Substituyendo en (20) x = ei, y = ej obtenemos la expresion
explcita
~H =

(h0;h0)p
2
; : : : ;
(hn;hn)p
2
; (h0;h1); (h0;h2); : : : ; (hn 1;hn)

(cf. equacion (4)). Por tanto, en los casos n = 2; 3 tenemos que
~H =

(h0;h0)p
2
;
(h1;h1)p
2
;
(h2;h2)p
2
; (h0;h1); (h0;h2); (h1;h2)

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y
~H =

(h0;h0)p
2
;
(h1;h1)p
2
;
(h2;h2)p
2
;
(h3;h3)p
2
;
(h0;h1); (h0;h2); (h0;h3); (h1;h2); (h1;h3); (h2;h3)) ;
respectivamente.
La siguiente propiedad de ~H tendra importancia mas adelante.
Teorema 5.1. Para cualquier matriz H tenemos que
fH> = ~H>: (21)
Demostracion. Por denicion de ~H tenemos que

(u;v); ~H>(w; z)

=


~H(u;v); (w; z)

= h(Hu; Hv); (w; z)i
= hS(Hu; Hv); S(w; z)i = hHu;wi hHv; zi+ hHu; zi hHv;wi
=


u; H>w
 

v; H>z

+


u; H>z
 

v; H>w

=


S(u;v); S(H>w; H>z)

=


(u;v); (H>w; H>z)

=
D
(u;v);fH>(w; z)E :
(22)
Puesto que la imagen de  genera el espacio total, tenemos el resultado deseado.
Si xeuc = Hx es el cambio de coordenadas entre un sistema eucldeo y un sistema
proyectivo arbitrario, la matriz de la QoS en este ultimo sistema es
C = ~H>Ceuc~H (23)
y
Ci = ~H
>Ceuci ~H: (24)
Teorema 5.2 (Interpretacion geometrica de C1 y C2).
1. (x;y)>C1(x;y) = 0 si y solo si la recta xy interseca la cuadrica del absoluto

1.
2. (x;y)>C2(x;y) = 0 si y solo si o bien x o bien y estan en el hiperplano del
innito 1.
Demostracion. Para demostrar el primer enunciado, usemos un sistema de coorde-
nadas eucldeo y notemos que la interseccion de la recta xy con el hiperplano del
innito (y no contenida en el mismo) es el punto y0x  x0y, que yace en la cuadrica
del absoluto 
1 si y solo si
0 =
nX
i=1
(xiy0   yix0)2 = (x;y)>C1(x;y):
El segundo enunciado se prueba facilmente en un sistema de coordenadas eucldeo,
puesto que
(x;y)>C2(x;y) =  x20y20 :
||||||||||
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Estamos ahora en condiciones de ver como C2 esta relacionado con el plano del
innito:
Teorema 5.3. Sean 1 las coordenadas del plano del innito. Entonces
C2  (1;1)(1;1)>: (25)
Demostracion. Denotemos por ki; i = 0; 1; 2; 3; las las de H. Puesto que
C2 = ~H
>Ceuc2 ~H;
usando (21) y la expresion de Ceuc2 tenemos que
C2 =  ((k0;k0)=
p
2)((k0;k0)=
p
2)> =  1
2
(k0;k0)(k0;k0)
>: (26)
Siendo k0  1, se sigue el resultado.
Observacion 5.4. Usando el resultado 5.3 vemos que la expresion
C2(x) = (x;x)(x;x)
>
parametriza todas las posibles matrices C2 segun variamos el sistema de coordenadas
proyectivo.
Parece natural preguntase si el conocimiento de los ceros de la QoS a lo largo de
la variedad de segmentos
im = f(x;y) : x;y 2 Png  PN ;
determina la QoS completamente, puesto que podra existir una cuadrica diferente en
PN que intersecase im en el mismo lugar geometrico. En esta seccion, veremos que
este no es el caso, lo cual es relevante para nosotros ya que nos permitira obtener la
QoS simplemente por observaciones de segmentos de longitud d.
Teorema 5.5. Sean C y C0 dos cuadricas de PN teniendo los mismos ceros a lo largo
de im, i.e.,
(x;y)>C(x;y) = 0 () (x;y)>C0(x;y) = 0:
Entonces C =   C0 para algun  2 C n f0g.
La demostracion de este resultado sera dada en el apendice.
6. Espacios lineales generados por las matrices C1 y C2
Con el objetivo de obtener parametrizaciones lineales de las matrices C1 y C2, en
esta seccion estudiamos los espacios lineales que dichas matrices generan. El siguiente
resultado sera una de las claves para el calculo lineal de la QoS que enfrentaremos en
la seccion 9.
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Teorema 6.1. El espacio de matrices simetricas de orden N + 1 puede ser descom-
puesto como
Sym(N + 1) = S1  S2 (27)
en donde cada Si esta denido como el subespacio vectorial Sym(N + 1) generado
por todas las posibles matrices Ci obtenidas de C
euc
i usando cambios admisibles de
coordenadas (24). Ademas, S1 y S2 son ortogonales con respecto de la metrica natural
denida en (2) y sus dimensiones son
dimS1 =
1
12
n (n+ 1)2(n+ 2);
dimS2 =

n+ 4
4

:
(28)
Finalmente, dada una longitud d el espacio que generan linealmente todas las posibles
matrices C es el espacio total Sym(N + 1).
La demostracion del resultado sera dada en el apendice.
7. Extrayendo la estructura afn y eucldea de la cuadrica de los
segmentos.
La QoS esta determinada por el par de matrices (C1; C2) denidas salvo un factor
de escala comun. Cambiando el par (C1; C2) por (C1;  C2) supone cambiar la unidad
de longitud, dado que de (14,15) se tiene que
d2 =  2(x;y)
>C1(x;y)
(x;y)>C2(x;y)
: (29)
Por tanto, la QoS determina no solamente el grupo de semejanzas, tal y como hace
la cuadrica del absoluto, sino tambien el grupo de isometras del espacio. El siguiente
resultado describe la relacion entre la QoS y la geometra estraticada del espacio
usual.
Teorema 7.1. Una matriz regular H de dimensiones (n+ 1) (n+ 1) representa
1. una semejanza si y solo si ~H>C1~H  C1.
2. una anidad si y solo si ~H>C2~H  C2.
3. una isometra si y solo si (~H>C1~H; ~H>C2~H)  (C1; C2) o, equivalentemente, si y
solo si ~H>C~H  C.
Demostracion. El hecho de que ~H deja invariante C1 (resp. C2, C) es, debido al re-
sultado 5.5, equivalente al hecho de que el conjunto de segmentos fx;yg tales que
dist(x;y) = 0 (resp. dist(x;y) = 1, dist(x;y) = d), es H-invariante. En el primer
caso, esto es equivalente a la H-invariancia del conjunto de conos que pasan a traves
de la cuadrica del absoluto 
1, lo cual es a su vez equivalente a la invariancia de 
1
misma.
La H-invariancia de dist(x;y) = 1 es equivalente a la H-invariancia del hiper-
plano del innito, es decir, a que H sea una anidad. Finalmente, la invariancia
de los segmentos de longitud d caracteriza las isometras, lo que es equivalente a
(~H>C1~H; ~H>C2~H)  (C1; C2).
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Veamos ahora varias tecnicas para extraer la geometra afn y eucldea de la QoS.
Primero, escribamos
(x;y)>C(x;y) = x>Ayx:
Siendo Ay la matriz de la esfera de radio d centrada en y. Las coordenadas de Ay son
polinomios de grado dos en las coordenadas de y:
(Ay)ij =
nX
k;l=0
C
jl
ikykyl
donde los coecientes Cjlik fueron denidos mediante (48).
El plano del innito puede ser recuperado como el hiperplano polar del centro de
la esfera, es decir,
1 = Ayy: (30)
La geometra eucldea puede ser recuperada tambien, por ejemplo obteniendo la
cuadrica absoluta dual (DAQ). Como es bien conocido, la DAQ puede ser denida
como la aplicacion que asigna a cada hiperplano  su punto ortogonal en el innito
Q1. Teniendo en cuenta que el punto ortogonal del innito de  puede ser obtenido
como la interseccion de 1 con la recta denida por y y el polo del hiperplano 
con respecto a la esfera centrada en y y con radio d, no es difcil llegar a la siguiente
expresion para la DAQ:
Q1 = (y
>Ayy)Ay   det(Ay)yy>: (31)
Tanto (30) como (31) no son completamente satisfactorias, debido a su dependen-
cia en y; de hecho (30) tiene grado 3 y (31) tiene grado 2(n + 2). En esta seccion
proporcionamos soluciones alternativas sin esta desventaja.
7.1. Extrayendo el plano del innito a partir de C2
Expresiones cerradas del plano del innito a partir de los coeciente de C2 pueden
ser obtenidas mediante el siguiente resultado:
Teorema 7.2. El plano del innito puede ser obtenido a partir de C2 como sigue:
tomense cualesquiera ; ;  2 f0; : : : ; ng, entonces
1 
0B@(e0; e)
>C2 (e ; e)
...
(en; e)
>C2 (e ; e)
1CA :
Demostracion. Sean x las coordenadas del plano del innito. Usando de nuevo el
resultado 5.3 tenemos que
C2(x) = (x;x)(x;x)
>:
Entonces
(ei; e)
>C2 (e ; e) = (ei; e)>(x;x)(x;x)> (e ; e);
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y usando (2,5,6)
(ei; e)
>(x;x) = h(ei; e); (x;x)i
= hS(ei; e); S(x;x)i
=
1
2
trace((eie
>
 + ee
>
i )(2xx
>))
= 2xix;
luego
(ei; e)
>C2 (e ; e) = 4xixxx ;
y se sigue el resultado deseado.
7.2. Extrayendo la DAQ a partir de C1
Puesto que C1 proporciona todos los conos con base la cuadrica del absoluto,
debera ser posible recuperar la DAQ a partir de ella. El siguiente resultado y la
discusion subsiguiente muestra que esta tarea puede ser llevada a cabo de una forma
algebraicamente eciente.
Teorema 7.3. Supongamos que el punto coordenado e no yace en 1. Entonces
los planos de la cuadrica absoluta dual Q1 que pasan por el punto de coordenadas e
estan denidos por la matriz
Q =
 
(ei; e)
>C1(ej ; e)

0i;jn
i;j 6=

en el siguiente sentido: un hiperplano  pertenece a Q1 \ f = 0g si y solo si
 = 0; y 
>
Q

 = 0
donde  = (0; : : : ;  1; +1; : : : ; n)>.
Demostracion. La ecuacion del cono Vy de vertice y que contiene a la cuadrica del
absoluto es (x;y)>C1(x;y) = 0. Por tanto la interseccion Ve \fx = 0g esta dada
por las ecuaciones
x = 0;
(x; e)
>C1(x; e) =
nX
i;j=0
i;j 6=
xixj(ei; e)
>C1(ej ; e) = 0
Usando (x0; : : : ; x 1; x+1; : : : ; xn)> como coordenadas en el hiperplano x = 0
vemos que la matriz
Q =
 
(ei; e)
>C1(ej ; e)

0i;jn
i;j 6=
dene una cuadrica Ve \ fx = 0g la cual, puesto que suponemos e 62 1, resulta
ser no degenerada. En consecuencia su matriz adjunta Q determina sus espacios
tangentes  = (0; : : : ;  1; +1; : : : ; n)>. Los hiperplanos denidos por dichos
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espacios tangentes y e son hiperplanos de Q

1 pasando a traves de e, i.e., aquellos
 = (0; : : : ;  1; 0; +1; : : : ; n)> tales que
>Q

 = 0:
Sea M una matriz y denotemos por (M) la submatriz resultante de suprimir
su la y columna . Como consecuencia del ultimo resultado, vemos que si ninguno
de los puntos e 62 1 entonces existen constantes no nulas  tales que
(Q

1) = Q

;  = 0; : : : ; n:
Es inmediato recuperar la DAQ a partir de estos sistemas sobredeterminados obteni-
dos a partir de C1. Notese que si cualquiera de los e 2 1, lo cual puede ser detectado
mediante el menor rango de Q, un cambio de coordenadas proyectivo llevara todo a
una posicion no singular generica.
En el caso tridimensional, tendramos cuatro matrices Q. Denotando por
Cklij = (ei; e)
>C1(ej ; e);
resultan explcitamente dadas por:
Q0 =
0@C1010 C2010 C3010C1020 C2020 C3020
C1030 C
20
30 C
30
30
1A ; Q1 =
0@C0101 C2101 C3101C0121 C2121 C3121
C0131 C
21
31 C
31
31
1A
Q2 =
0@C0202 C1202 C3202C0212 C1212 C3212
C0232 C
12
32 C
32
32
1A ; Q3 =
0@C0303 C1303 C2303C0313 C1313 C2313
C0323 C
13
23 C
23
23
1A
7.3. Nucleos de C, C1 y C2
El nucleo de una cuadrica es un invariante proyectivo de la misma que es facil
de calcular. A continuacion, proporcionamos una interpretacion geometrica de los
nucleos de C; C1 y C2.
Teorema 7.4. Los segmentos del nucleo de la cuadrica C1 son aquellos cuyos extremos
son puntos del innito correspondientes a direcciones ortogonales, mientras que los
segmentos del nucleo de C2 son aquellos que tienen al menos uno de sus extremos en
el plano del innito. Finalmente, en nucleo de C coincide con el de C1.
Demostracion. Usando coordenadas eucldeas, es inmediato comprobar que
Ceuc1 (x
euc;yeuc) = 0
es equivalente al conjunto de ecuaciones
nX
i=1
xeuci y
euc
i = 0;
xeuc0 y
euc
0 = 0;
xeuc0 y
euc
j + y
euc
0 x
euc
j = 0; j = 1; : : : ; n;
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del cual se desprende facilmente el primer enunciado. La demostracion del segundo
se sigue inmediatamente, puesto que Ceuc2 (x
euc;yeuc) = 0 si y solo si x0y0 = 0.
Finalmente, es inmediato comprobar que el nucleo de C tiene las mismas ecuaciones
que el de C1.
Notese que una consecuencia particular de el ultimo resultado es que las ecuaciones
C1(x;x) = 0
son las de la cuadrica del absoluto.
8. La cuadrica de crculos y el complejo cuadratico del absoluto
De acuerdo con el resultado 5.2, es equivalente para que dos puntos denan un
segmento de longitud cero y que se encuentren en una recta que interseca la conica del
absoluto. En el caso bidimensional, esto proporciona un metodo directo de recuperar
los puntos cclicos conjugados del innito i y j a partir de C1. De hecho, la mencionada
equivalencia puede ser escrita como
(x y)>(ij> + ji>)(x y) = 0, (x;y)>C1(x;y) = 0:
Suponiendo sin perdida de generalidad que ambas expresiones son identicas e igualan-
do los coecientes, obtenemos un conjunto de ecuaciones lineales que dan lugar a la
expresion de Q1 = ij
> + ji> en terminos de los coecientes de la matriz de la conica
dual degenerada C1 = (ci;j) como
Q1 =
0BB@
 2 c1;2   c5;5
p
2c2;3 + c4;5
p
2c1;4 + c3;5
p
2c2;3 + c4;5  2 c0;2   c4;4
p
2c0;5 + c3;4
p
2c1;4 + c3;5
p
2c0;5 + c3;4  2 c0;1   c3;3
1CCA :
El caso tridimensional no es tan sencillo. Recordemos la representacion de rectas
mediante coordenadas de Plucker[4, p. 70]. La recta denida por x e y proporciona
los numeros pij dados por
pij = xiyj   xjyi:
La identidad
pijpkl = zilzjk   zikzjl
muestra que cualquier cuadrica en las coordenadas de Plucker puede ser escrita en
terminos de las coordenadas simetricas zij , i.e., una cuadrica en el espacio de segmen-
tos. Un cuadrica en coordenadas de Plucker relevante para la reconstruccion eucldea
es el complejo cuadratico absoluto (AQC) [12, 17], dado por las rectas que intersecan
la cuadrica del innito. El siguiente resultado muestra que la AQC puede ser escri-
ta en terminos de C1 de forma particularmente satisfactoria. Notese que, dado que
la teora de la AQC ha sido desarrollada solo en dimension 3, algunos resultados se
restringiran a este caso particular.
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Teorema 8.1. La cuadrica C1 coincide con el complejo cuadratico absoluto  en el
siguiente sentido: dados vectores cualesquiera x;y tenemos que
(x ^ y)> (x ^ y) = (x;y)>C1 (x;y): (32)
Ademas, los coecientes de C1 pueden ser obtenidos a partir de los coecientes de 
de acuerdo con la ecuacion
Cklij = 
lj
ik + 
kj
il ; (33)
donde Cklij esta denido por la ecuacion (48) y, analogamente,
klij = (ei ^ ej)>(ek ^ el):
Recprocamente, suponiendo n = 3, la AQC puede ser recuperada a partir de la QoS
como sigue:
klij =
1
3
(Cjkil   Cjlik): (34)
Demostracion. Puesto que la identidad que queremos probar es geometrica, es de-
cir, invariante bajo cambios lineales del sistema de coordenadas, es suciente con
comprobarla para un sistema de coordenadas eucldeo:
(xeuc;yeuc)>Ceuc1 (x
euc;yeuc) =
nX
i=1
(xeuci y
euc
0   yeuci xeuc0 )2
=
nX
i=1
p2i0
= (xeuc ^ yeuc)>euc (xeuc ^ yeuc)
La ecuacion (33) puede ser demostrada calculando la derivada @
4
@xi@yj@xk@yl
de ambos
lados de (32), lo cual da lugar a la relacion
Cklij + C
kj
il = 
kl
ij + 
kj
il : (35)
Permutando cclicamente los ndices j; k; l en esta ecuacion, resulta que
C
lj
ik + C
lk
ij = 
lj
ik + 
lk
ij ; (36)
C
jk
il + C
jl
ik = 
jk
il + 
jl
ik; (37)
y calculando (35)   (36) + (37), teniendo en cuenta las simetras de Cklij y klij , se
obtiene la identidad (33).
Para demostrar la identidad (34), recordamos primero que la AQC satisface la con-
dicion lineal adicional dada por [25, teorema 5.3]. No es difcil ver que esta restriccion
es equivalente a
klij + 
jk
il + 
lj
ik = 0 (38)
para cualesquiera i; j; k; l = 0; : : : ; 3. Ahora denimos el espacio lineal  dado por
todos los tensores (klij ) que satisfacen (38) junto con las simetras
klij =  klji =  lkij = ijkl: (39)
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Notese que estos tensores constituyen un espacio vectorial de dimension 21  1 =
20, el cual coincide con la dimension de S1 dada por (6.1). Por tanto tenemos que
comprobar que (33) dene un isomorsmo lineal  :  ! S1. Primero demostremos
que  esta bien denido, i.e., C = () 2 S1 para cualquier  2 . Usando el resulta-
do (6.1) es suciente con ver que C denida por (33) satisface


(x;x)>(x;x); C

= 0
para cualesquiera x. Pero tenemos que

(x;x)>(x;x); C

= (x;x)>C(x;x) =
3X
i;j;k;l=0
xixjxkxlC
kl
ij =
3X
i;j;k;l=0
xixjxkxl(
lj
ik + 
kj
il ) = 2(x ^ x)(x ^ x) = 0
(40)
y por tanto  esta efectivamente bien denida.
Denamos ahora la inversa de , ' : S1 ! , usando la relacion (34). Para
demostrar que ' esta bien denida, observemos primero que la relacion (38) fuerza a
C a satisfacer la ecuacion
Cklij + C
jk
il + C
lj
ik = 0; (41)
(la cual es una consecuencia de (40)). Usando (41) y las simetras previamente
mencionadas es inmediato comprobar que ' esta realmente bien denida, es de-
cir,  = '(C) 2 . Finalmente probemos que ('(C)) = C. De hecho, puesto que
Cklij = 
lj
ik + 
kj
il tenemos que

lj
ik + 
kj
il =
1
3
(Cklij   Ckjil + Clkij   Cljik) =
1
3
(2Cklij + C
kl
ij ) = C
kl
ij ; (42)
en donde la ecuacion (41) ha sido usada de nuevo. Por tanto   ' = Id y, siendo
ambos espacios vectoriales de la misma dimension, resulta que  y ' son isomorsmos
y  = ' 1, luego la ecuacion (34) queda probada.
9. Calculo lineal de la QoS
Cada segmento fx;yg de longitud d proporciona una ecuacion lineal en C
(x;y)>C(x;y) = 0: (43)
Mediante el resultado (28), sabemos que son necesarias
L
def
= dimSym(N + 1)  1 = (N + 1)(N + 2)=2  1
ecuaciones para determinar C, dado que no hay ningun subespacio lineal de dimension
menor que pueda contener las cuadricas C. Ademas, el resultado 5.5 asegura que una
unica solucion C sera obtenida usando L segmentos de longitud d en posicion general.
Ocupemonos ahora del problema de la recuperacion de la geometra eucldea a
partir del conocimiento de longitudes arbitrarias di de un conjunto de segmentos
fxi;yig. Puesto que las correspondientes cuadricas Cdi se escriben como
Cdi = C1 +
d2i
2
C2;
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es suciente con obtener C1 y C2 a partir de las ecuaciones lineales
(xi;yi)
>

C1 +
d2i
2
C2

(xi;yi) = 0 (44)
lo cual, en principio, supone calcular 2L+1 parametros salvo un factor comun de es-
cala. Sin embargo, ahora veremos como, debido al resultado 6.1, L ecuaciones lineales
bastan.
De los resultados 5.3 y 6.1 sabemos ya que S2 es el espacio lineal generado por las
matrices de la forma (x;x)(x;x)>. Por tanto una base fM(2) gdimS2=1 de S2 puede ser
facilmente obtenida a partir de esta parametrizacion. Nuevamente, usando 6.1, vemos
que S1 = S
?
2 , y por tanto una base fM(1) gdimS1=1 de S1 puede ser obtenida despejando
C1 del sistema de dimS2 ecuaciones lineales
D
M
(2)
 ; C1
E
= 0:
Una vez obtenidas dichas bases, podemos parametrizar C1 y C2 linealmente como sigue
C1 =
dimS1X
=1
a(1) M
(1)

C2 =
dimS2X
=1
a
(2)
 M
(2)

(45)
para ciertos coecientes desconocidos a
(1)
 , a
(2)
 . Ahora las ecuaciones (44) pueden ser
escritas como
dimS1X
=1
ia
(1)
 +
d2i
2
dimS2X
k=1
ia
(2)
 = 0 (46)
donde
i = (xi;yi)
>M(1) (xi;yi);
i = (xi;yi)
>M(2) (xi;yi):
(47)
Por tanto, a partir de estas dimS1 + dimS2   1 = L ecuaciones, las L+ 1 incognitas
a
(1)
j ; a
(2)
k se pueden recuperar salvo un factor comun de escala, y por tanto se recupera
la QoS.
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Objectivo
Dado un conjunto de imagenes de una escena tridimensional
conteniendo un conjunto de segmentos fxi;yig de longitudes
conocidas di (posiblemente salvo un factor de escala comun),
obtener una reconstruccion 3D eucldea.
Suponemos que las bases M
(1)
 y M
(2)
 han sido pre-calculadas usando
la tecnica sugerida bajo la formula (44).
Algoritmo
(i) Obtengase una reconstruccion proyectiva de la escena.
(ii) Calculense los coecientes fi; ig de acuerdo con las formulas (47).
(iii) Resuelvase el sistema lineal homogeneo (46), obteniendose
as los coecientes fa(1) ; a(2) g.
(iv) Construyase el par de matrices (C1; C2) de acuerdo con las ecuaciones (45).
(v) Calculese una homografa recticante H usando una de las tecnicas siguientes:
a. Primeramente, obtengase el plano del innito 1
a partir de C2 usando el resultado 7.2. Una vez obtenido,
calculese una reconstruccion afn. Entonces calculese la reconstruccion
eucldea usando la tecnica de ajuste afn recordada en la seccion 2.
b. Calculese la DAQ a partir de C1 segun se indico
en la subseccion 7.2 y obtengase H de la misma
o calculese la AQC segun se describe en 8.1, y obtengase H usando [25].
10. Resultados experimentales
10.1. Marco general
El rendimiento de los algoritmos que la teora expuesta sugiere ha sido evaluado
en diferentes marcos experimentales. Algunas de las implementaciones hacen uso de
un ajuste afn. Se han considerado cuatro algoritmos:
Extraccion de la homografa recticante a partir de C1 (C1).
Extraccion de la homografa recticante a partir de C1 seguido de un ajuste afn
(C1A).
Calibracion afn usando el plano del innito extrado de C2 seguido de un ajuste
afn (C2A).
Ajuste afn puro (A) (incluido simplemente por comparacion).
Los experimentos estan basados en conjuntos de segmentos de igual longitud, de forma
que el principal parametro de la calidad de cada reconstruccion es la desviacion tpica
de las longitudes de los segmentos corregidas, dividida por su media (parametro =).
La probabilidades de fallo de los algoritmos tambien han sido estudiadas: aparte del
posible fallo del ajuste afn (si la aproximacion calculada de U>U no es denida (2))
la extraccion de la homografa recticante a partir de C1 falla y la matriz AQC de
rango tres no es semidenida.
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10.2. Experimentos con datos sinteticos
El primer conjunto de experimentos trata con datos bidimensionales. Se obtie-
nen segmentos aleatorios de longitud uno dentro de un cuadrado con esquinas vi; i =
1; 2; 3; 4, y una homografa aleatoria se les aplica. La homografa se dene como aquella
que transforma cada punto vi en vi + ni, donde ni es un vector aleatorio de com-
ponentes de media nula y desviacion tpica =1/8 del lado del cuadrado. Se a~nade
entonces ruido gaussiano de media nula y componentes independientes a los puntos
distorsionados y los algoritmos se aplican a la obtencion de la homografa recticante
usando las longitudes originales de los segmentos como dato de entrada. En la gura
Figure 1 se muestra un conjunto tpico de datos de entrada.
Los algoritmos han sido comprobados de forma similar en el caso tridimensional,
empleando segmentos aleatorios de longitud unidad en coordenadas eucldeas que se
encuentran dentro de un cubo de vertices vi; i = 1; : : : ; 8. La homografa aleatoria
se dene como aquella que transforma cinco vertices seleccionados del cubo en los
puntos correspondientes vi + ni con ni denidos como en el caso bidimensional La
gura 2 muestra un conjunto de datos de entrada.
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Reconstructed segments, method 1, noise = 0
Figura 1: Datos sinteticos bidimensionales
La gura 3 muestra en los casos 2D y 3D el rendimiento de los diferentes algorit-
mos como una funcion de la variancia del ruido. La dependencia del rendimiento de
los algoritmos en el numero de segmentos se ilustra en la gura 4. El algoritmo C1A
tiene un rendimiento muy cercano al mejor en terminos del parametro de calidad =,
mientras que la ventaja del algoritmo C2A sobre el C1A en el caso bidimensional se
invierte en el caso 3D. El algoritmo C1A tiene tambien un buen rendimiento en termi-
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Figura 2: Datos sinteticos tridimensionales
nos de la ratio de fracasos, mientras que el C2A es, en terminos de este parametro, el
que se comporta peor.
En la gura 4 la comparacion de los tres primeros algoritmos con el algoritmo
de referencia C2A revela que su rendimiento es muy pobre en cuando el numero de
segmentos es el mnimo necesario. Sin embargo, los rendimientos mejoran considera-
blemente cuando el numero de segmentos se dobla, mejorando a partir de entonces
lentamente los rendimientos.
El segundo experimento con datos sinteticos trata la actualizacion eucldea de las
reconstrucciones proyectivas obtenidas a partir de imagenes. Para cada instancia del
experimento, se genera un conjunto aleatorio de segmentos 3D de igual longitud y
situados dentro de un cubo, junto con parametros intrnsecos y extrnsecos aleatorios
de un par de camaras, orientadas de forma que el cubo se situa aproximadamente
en el centro de la imagen, con puntos que se proyectan a una distancia maxima
de 1000 pxeles del centro de la imagen. Se a~nade ruido gaussiano de media nula a
las proyecciones. Una de estas conguraciones aleatorias se muestra en la gura 5.
Una reconstruccion proyectiva de la escena se obtiene a partir de las dos imagenes
usando los algoritmos 10.1 (calculo de la matriz fundamental con ocho puntos) y 11.1
(triangulacion optima) de [5], la cual es hecha posteriormente cuasi-afn usando el
algoritmo 20.1 de [5]. Las cuatro tecnicas comprobadas previamente se aplican de
nuevo. Los resultados, que se encuentran en la gura 6, son semejantes a los de los
conjuntos previos de experimentos.
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Figura 3: Datos sinteticos: dependencia del rendimiento en la variancia del ruido en
2D (arriba) y 3D (abajo) para 42 y 110 segmentos, respectivamente.
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Figura 6: Datos sinteticos: reconstruccion a partir de imagenes. El rendimiento de los
algoritmos como funcion del ruido de la imagen.
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Figura 4: Datos sinteticos: dependencia del rendimiento en el numero de segmentos
en los casos 2D (arriba) y 3D (abajo) para una desviacion tpica del ruido 2% de la
desviacion tipica de los datos.
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Figura 5: Datos sinteticos: reconstruccion a partir de imagenes. Arriba: un ejemplo
de la escena sintetica original. Abajo: las vistas correspondientes de los segmentos.
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10.3. Experimentos con imagenes reales
Para comprobar el rendimiento de los algoritmos en el caso 2D usando datos reales,
se tomo una foto de una hoja de papel en la que se mostraban segmentos aleatorios de
la misma longitud. Despues de detectar los extremos de los segmentos, se obtuvieron
homografas recticantes usando los cuatro algoritmos comprobados. Los resultados
se muestran en la gura 7. Es particularmente satisfactorio el valor =, igual a 0;014,
que se obtiene usando el algoritmo C2A.
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Figura 7: Experimentos con datos reales bidimensionales. A la izquierda, la imagen
original. A la derecha, la version corregida.
Los experimentos de reconstrucciones 3D basadas en imagenes reales se realizaron
usando una varilla con tres LEDs equidistantes, cuyo movimiento se grabo usando dos
camaras de vdeo sincronizadas con una resolucion de 1280960 pxeles. La deteccion
de los LEDs se llevo a cabo automaticamente y se obtuvo una reconstruccion proyec-
tiva que despues se mejoro a una cuasi-afn. El mejoramiento eucldeo se llevo a cabo
usando los algoritmos propuestos, empleando exclusivamente el conocimiento de la
distancia entre los dos LEDs en los extremos de la varilla. El LED medio se uso para
poder tener una medida adicional de la precision de la reconstruccion.
La gura 8 muestra los puntos detectados en 131 fotogramas validos y la recons-
truccion 3D resultante, calculada con el metodo C2A a partir de una calibracion
proyectiva con error de reproyeccion medio de 0.41 pxeles. En esta reconstruccion las
longitudes de los segmentos satisfacen que = = 6;6 10 3 y la maxima longitud es
4% mayor que la longitud mnima. Las ratios de las distancias entre el LED medio y
los extremos de la varilla tienen un valor medio de 0.992 y un valor maximo un 8%
mayor que el mnimo. Los parametros intrnsecos calculados incluyen los angulos de
oblicuidad de los pxeles y las razones de aspecto: 1 = 0;96

2
, 1 = 0;99, 2 = 0;96

2
,
2 = 1;02, que aproximan los valores exactos de las camaras de pxeles cuadrados que
fueron empleadas en el experimento.
Los resultados fueron renados usando un ajuste de haces (BA) que forzaba que
las camaras tuvieran pxeles cuadrados y usando una funcion de coste dada por una
combinacion lineal del error de reproyeccion y la desviacion tpica normalizada de
las longitudes de los segmentos =. Forzar camaras de pxeles cuadrados implica un
incremento inicial del error de reproyeccion, pero despues del ajuste de haces este
parametro se reduce de nuevo a 0;50, y las longitudes de los segmentos 3D recons-
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truidos satisfacen = = 6;06 10 5, con longitud maxima 1;0003 veces mayor que la
mnima. El desplazamiento medio de los puntos 3D de la reconstruccion inicial respec-
to de la optimizada es 0.084. Los parametros intrnsecos de la camara, antes y despues
el ajuste de haces, se muestran en la gura 8, mostrando la ecacia del algoritmo para
la obtencion de reconstrucciones 3D.
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Antes BA Despues BA
Longitudes focales 1379.92 1378.50
1375.81 1385.77
Puntos principales (hor.) 605.01 647.42
707.00 656.07
Puntos principales (vert.) 448.75 444.79
434.93 421.15
Figura 8: Experimentos de reconstruccion 3D con datos reales. Arriba: vistas de la
varilla con ambas camaras. Medio: escena 3D reconstruida. Abajo: calculo de los
parametros intrnsecos de las dos camaras, antes y despues del ajuste de haces (BA).
Apendice
A. Detalles tecnicos
A.1. Demostracion del resultado 5.5
Para demostrat 5.5 necesitamos los dos lemas siguientes:
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Lema A.1. Sean C y C0 dos cuadricas de PN que toman los mismos valores a lo largo
de im, i.e.,
(x;y)>C(x;y) = (x;y)>C0(x;y)
para cualesquiera x;y 2 PN . Entonces C = C0.
Demostracion. Escribiendo nuestra hipotesis como
(x;y)>(C  C0)(x;y) = 0
vemos que es suciente con demostrar que (x;y)>C(x;y) = 0 para cualesquiera
x;y implica que C = 0. Denotemos
E = (x;y)>C(x;y):
Denotemos tambien como feig la base canonica de Cn+1 y denamos
Cklij = (ei; ej)
>C(ek; el): (48)
Los coecientes Cklij cumplen las simetras
Cklij = C
ij
kl = C
lk
ij = C
kl
ji ;
y, con un sencillo calculo de la 4ta derivada de E, vemos que
@4E
@xi@yj@xk@yl
= 2((ei; ej)
>C(ek; el) + (ei; el)>C(ek; ej)) = 0;
puesto que E = 0, y en consecuencia tenemos la simetra adicional
Cklij =  Ckjil ;
de forma que
Cklij =  Cjkil = Cjlik =  Clkij =  Cklij ;
y entonces (ei; ej)
>C(ek; el) = Cklij = 0 para cualesquiera i; j; k y l. Puesto que
f(ei; ej) : i  jg es una base de CN+1, conclumos que C = 0.
Lema A.2. Si todos los factores irreducibles de
E = (x;y)>C(x;y):
son de grado uno, entonces E es de la forma
E(x;y) = (a>x)(a>y)(b>x)(b>y)
para ciertos a;b 2 Cn+1.
Demostracion. Sea E(x;y) = (a>x+ a0>y)(b>x+b0>y)(c>x+ c0>y)(d>x+d0>y).
Del hecho de que todos los monomios de E son de grado dos tanto en las variables xi
como yi, deducimos que E debe ser de la forma E(x;y) = (a
>x)(b>x)(c>y)(d>y) y,
teniendo en cuenta la simetra E(x;y) = E(y;x), se sigue que E debe tener la forma
requerida.
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Estamos ahora en condiciones de demostrar el resultado 5.5.
Demostracion. Denotemos
E(x;y) = (x;y)>C(x;y)
y
E0(x;y) = (x;y)>C0(x;y);
y sea
E = (E1)
a1    (Es)as ;
E0 = (E01)
a01    (E0s0)a
0
s0 ;
su descomposicion en factores irreducibles. Puesto que E(x;y) y E0(x;y) tienen los
mismos ceros, tienen el mismo polinomio reducido R como consecuencia del teorema
de los ceros de Hilbert [3, p.49], i.e.,
R = E1   Es = E01   E0s0
salvo un factor de escala constante  que suponemos, sin perdida de generalidad, ser
 = 1. Reordenando factores si es preciso, obtenemos que s = s0 y Ei = E0i para todo
i = 1; : : : ; s. Tenemos varias posibilidades de acuerdo con que E sea o no reducido:
Primero, si E es reducido, i.e., E = R entonces se sigue que tambien E0 = R,
puesto que si algun a0i > 1 entonces degE
0 > degE, lo que es imposible. Ahora,
siendo E = E0 el resultado se sigue del lema A.1.
Si E no es reducido es entonces facil comprobar que las siguientes son las unicas
posibilidades (teniendo en cuenta que degE = degE0 = 4). Denotemos Ei =
E
(d)
i siendo degEi = d:
1. Si E = (E
(2)
1 )
2 la comparacion de factores irreducibles lleva inmediatamen-
te a que E0 = (E(2)1 )
2 y por tanto E = E0 y se sigue el resultado.
2. De forma similar, si E = E
(2)
1 (E
(1)
2 )
2 entonces necesariamente tambien
E = E0.
3. Si todas las componentes irreducibles son de grado uno entonces, teniendo
en cuenta el lema A.2, dado que E no es reducido la unica posibilidad es
que a = b y por tanto
E(x;y) = (a>x)2(a>y)2:
Pero en este caso el emparejamiento de las componentes irreducibles fuerza
que tambien E = E0 y el resultado queda demostrado.
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A.2. Demostracion del resultado 6.1
Demostracion. Usando el resultado 5.3 podemos parametrizar las posibles matrices
C2 como
C2(x)  (x;x)(x;x)>:
Se sigue inmediatamente de la denicion de (x;y) que cada coordenada de
(x;x)(x;x)>
es proporcional a un monomio de grado cuatro en las variables x0; : : : ; xn y que
ninguno de dichos monomios falta, de forma que S2 tiene la misma dimension que el
espacio vectorial de polinomios homogeneos de grado cuatro, es decir,
 
n+4
4

.
Veamos que S1 es ortogonal a S2. Puesto que la distancia de un punto a s mismo
es cero, tenemos la identidad
(x;x)>(C1 + 0 C2)(x;x) = (x;x)>C1(x;x) = 0; (49)
que da lugar a un conjunto de ecuaciones lineales que satisfacen las matrices C1 y por
tanto por cualquier elemento de S1. Usando (25) y el producto (2) para escribir la
ecuacion (49) como
0 = trace((x;x)>C1(x;x)) = trace((x;x)(x;x)>C1)  hC2(x); C1i ; (50)
concluimos que S1 ? S2. De aqu se deduce una cota superior para dimS1:
dimS1  dimSym(N+1) dimS2 = (N + 1)(N + 2)
2
 

n+ 4
4

=
1
12
n (n+1)2(n+2):
(51)
Veamos que, de hecho dimS1 coincide con esta cota. Usando (21) y (16) podemos
escribir C1 como sigue:
C1 =~H
>Ceuc1 ~H = fH>Ceuc1 fH>> =
nX
i=1
 
(k0;ki)(k0;ki)
>   (k0;k0)(ki;ki)>   (ki;ki)(k0;k0)>

;
donde ki denota las las de H = (hij). Veamos que los monomios que involucran solo
k0 y k1 son bastantes para alcanzar la dimension requerida de S2. Denotemos
Ei = (k0;ki)(k0;ki)
>   (k0;k0)(ki;ki)>   (ki;ki)(k0;k0)>
de forma que
C1 =
nX
i=1
Ei:
Observemos que, puesto que el cierre topologico de GL(n + 1) es el conjunto Mn+1
de todas las matrices de orden n+ 1, tenemos que
dimSpan fC1(H) : H 2 GL(n+ 1)g = dimSpan fC1(H) : H 2Mn+1g:
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Dado que
fC1(H) : H 2Mn+1g  fE1(H) : H 2Mn+1g;
se tiene que
dimSpan fC1(H) : H 2Mn+1g  dimSpan fE1(H) : H 2Mn+1g  1
12
n (n+ 1)2(n+ 2);
donde la ultima desigualdad es el contenido del lema A.3.
Finalmente, la demostracion de que
Span fC(H) : H 2 GL(n+ 1)g = Sym(N + 1)
es enteramente similar al resultado que acabamos de demostrar para C1 usando que
C =  d
2
4
E0 +
nX
i=1
Ei:
donde
E0 = (k0;k0)(k0;k0)
>
y comprobando que las
 
n+4
4

derivadas
E0ijkl =
@4E0
@hi0@hj0@hk0@hl0
son linealmente independientes de las derivadas (52).
A.3. Lemas necesarios para la demostracion del resultado 6.1
Lema A.3.
dimSpan fE1(H) : H 2Mn+1g  1
12
n (n+ 1)2(n+ 2):
Demostracion. Denamos
E1ijkl =
@4E1
@hi0@hj0@hk1@hl1
: (52)
Como todas las derivadas E1ijkl 2 Span fE1(H) : H 2Mn+1g, tenemos que
dimSpan fE1(H) : H 2Mn+1g  dimSpan fE1ijkl(H) : H 2Mn+1; 0  i; j; k; l  n+ 1g:
No es difcil comprobar que
E1ijkl =  2S((ei; ej); (ek; el)) + S((ei; ek); (ej ; el)) + S((ei; el); (ej ; ek));
donde S esta denido como en (1). El siguiente lema asegura que las matrices E1ijkl
son linealmente independientes:
Lema A.4. Dos matrices E1ijkl and E
1
i0j0k0l0 son ortogonales en tanto que fi; j; k; lg 6=
fi0; j0; k0; l0g.
371 ||||||||||
Homenaje J. Tarres
J.I. Ronda/A. Valdes Calibracion eucldea a partir de longitudes de segmentos
Demostracion. Es una consecuencia directa de que los productos
hS((ei; ej); (ek; el); S((ei0 ; ej0); (ek0 ; el0)i
se anulan siempre que fi; j; k; lg 6= fi0; j0; k0; l0g.
Denotemos por Pr(n+1) el subconjunto del conjunto potencia de f0; : : : ; ng dado
por los subconjuntos de cardinal r. Para cada elemento  2 Pr(n + 1), que es un
conjunto no ordenado, escojamos un orden dado por una sucesion de orden r concreta.
Denotemos tal sucesion como s = (s1 ; : : : ; s

r ), y tenemos que fs1 ; : : : ; sr g = . Sea
Sr el conjunto de todas estas sucesiones, una para cada .
Para cada s = (i; j; k; l) 2 S4 denimos el subespacio vectorial V (2)s engendrado
por E1ijkl y E
1
ikjl. Ademas denimos para cada s = (i; j; k) 2 S3 el subespacio vectorial
V
(3)
s generado por E1iijk; E
1
ijjk y E
1
ijkk. Finalmente, si s = (i; j) 2 S2 denimos V (1)s
como el subespacio vectorial engendrado por E1iijj .
Lema A.5. La dimension de cada V
(h)
s es h.
Demostracion. Comprobemos que dimV
(2)
s = 2, siendo tratados los otros casos de
forma similar. Denotando s = (i; j; k; l),
E1ijkl =  2S((ei; ej); (ek; el)) + S((ei; ek); (ej ; el)) + S((ei; el); (ej ; ek));
E1ikjl =  2S((ei; ek); (ej ; el)) + S((ei; ej); (ek; el)) + S((ei; el); (ek; ej));
Siendo (ei; ej); (ek; el); (ei; ek); (ej ; el); (ei; el); (ej ; ek) seis vectores indepen-
dientes, dado que son proporcionales a vectores distintos de la base canonica deCN+1,
las matrices simetrizadas S((ei; ej); (ek; el)), S((ei; ek); (ej ; el)),
S((ei; el); (ej ; ek)) son tambien independientes. Dado que las coordenadas de E
1
ijkl
y E1ikjl en terminos de la base formada por estas matrices ( 2; 1; 1) y (1; 2; 1), son
linealmente independientes, i.e., dimV
(2)
s = 2.
Consideremos ahora la suma de subespacios vectorialesM
s2S4
V (2)s 
M
s2S3
V (3)s 
M
s2S2
V (1)s :
Debido al lema A.4 esta es una suma ortogonal y su dimension es, debido al lema A.5
2

n+ 1
4

+ 3

n+ 1
3

+

n+ 1
2

=
1
12
n (n+ 1)2(n+ 2):
Esto prueba que
dimSpan fE1(H) : H 2Mn+1g  1
12
n (n+ 1)2(n+ 2):
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