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Abstract
For various typical cases and situations where the formulation results in an optimal control problem, the Linear Quadratic
Regulator (LQR) approach and its variants continue to be highly attractive. For the LQR problem, the optimal solution can
generally be effectively obtained by solving the Algebraic Riccati Equation (ARE). However, in certain scenarios, it can happen
that some prescribed structural constraints on the gain matrix would arise. Consequently then, the ARE is no longer applicable
in a straightforward way to obtain the optimal solution. This work presents a rather effective alternate optimization approach,
based on gradient projection, applicable to such scenarios. The utilized gradient is obtained through the methodology of a
data-driven formulation, and then projected onto applicable constrained hyperplanes. Essentially, this projection gradient
determines a direction of progression and computation for the gain matrix update with a decreasing functional cost; and then
the gain matrix is further refined in an iterative framework. With this formulation, this work thus presents and proposes a new
and effective alternate data-driven optimization algorithm for controller synthesis with structural constraints. This data-driven
approach also essentially has the key advantage that it avoids the necessity of precise modeling which is always required in
the classical model-based counterpart; and thus the approach here can additionally accommodate various model uncertainties.
Illustrative examples are also provided in the work to validate the theoretical results, and the examples also clearly show the
applicability of the methodology in the appropriate controller synthesis problems.
Key words: Data-driven control, optimal control, linear quadratic regulator, gradient descent, structural constraints.
1 Introduction
In many control systems cases that are commonly en-
countered, it is certainly evident that the methodol-
ogy of optimal control is highly applicable and effec-
tive [1,2,3,4,5] . As is also commonly known, a specific
case of the optimal control problem methodology which
is often and regularly utilized is the Linear Quadratic
Regulator (LQR) approach, where in the problem being
considered, it is possible to compose an objective func-
tion which is defined as the sum of quadratic terms with
respective weightings on state variables and control vari-
ables. Notably, the LQR problem admits the optimal so-
lution with several properties in terms of optimality and
robustness, and it is straightforward here to determine
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the optimal solution by solving the well-known Algebraic
Riccati Equation (ARE) [6].
With this rather pervasive power of the optimal control
problem methodology, it is noteworthy that a class of
controller optimization problems can essentially be for-
mulated, and solved, as an equivalent LQR problem, but
with additional structural constraints imposed on the
gain matrix. Most of these structural constraints come
from the zero elements in the controller gain matrix,
which frequently appear in the context of decentral-
ized control [7,8,9], sparse control [10,11,12]; and these
can also arise from some application-specific factors,
such as controller structural restrictions in view of the
complexity in measurement and feedback [13,14]. As
is known, the ARE always results in an optimal solu-
tion when there are no additional structural constraints
(thus known as a full matrix) for the LQR problem. But
if certain structural constraints are imposed on the gain
matrix, the ARE typically cannot be straightforwardly
used; in which case the optimal solution then cannot
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be easily obtained by similarly straightforward analyti-
cal means. Indeed some of these structural constraints
typically lead to the NP-hardness of the optimization
problem [15,16].
To cater to the possibility of such structural constraints,
some direct methods in optimization can be used. For
example, the original optimal control problem can
be converted to a nonlinear constrained optimization
problem or a nonlinear programming problem [17,18].
Additionally, there have also been significant progress
and success reported in approaches to use the gradient
to solve the optimization problem [19]. Furthermore,
the methodology of a projection operator is frequently
used to deal with the constraints [20,21]. These are po-
tentially very attractive and possibly highly effective
methodologies; though at this stage, it is evidently and
certainly unclear from the available existing reported
works on how to do the projection on a specific type
of constrained hyperplane considering the controller
structure. Also, an additional matter of crucial impor-
tance is that the determination of the gradient relies on
the mathematical model. In some scenarios when the
model is inaccurate (such as when there exist significant
model uncertainties) or rather difficult to be identified,
the model-based optimization approach has to contend
with this barrier to provide the “true” optimal solution.
Here although some robust optimization techniques
have been employed to ensure guaranteed robustness
towards model uncertainties, it nevertheless still sacri-
fices optimality to a certain extent [22,23,24]. To address
such a barrier, there have been some rather promis-
ing preliminary studies which utilizes the methodology
of data-driven approaches in control system synthesis
problems [25,26], and these avoid the requirement of a
precise model. However, at this current state of these
works, it still leaves an important and open question
on how to properly solve the linear quadratic opti-
mization problem with structural constraints through a
data-driven approach.
In this work here, a data-driven optimization algorithm
is developed to solve the LQR problem with structural
constraints. The gradient of the objective function with
respect to the gain matrix is obtained from experiments
by injecting an impulse signal to the system. Experimen-
tal procedures are given and discussed in terms of the
feasibility of practical implementation. To cater to the
structural constraints, a methodology is used where the
gradient is projected onto the constrained hyperplanes.
The main contributions of this paper are essentially en-
capsulated thus in three aspects: (1). Through a gra-
dient projection method, the LQR problem with struc-
tural constraints can be solved in an iterative framework
with guaranteed convergence; (2). The determination of
the gradient of the objective function with respect to
the gain matrix is formulated and obtained through a
data-driven approach, which here demonstrates supe-
riority over the model-based approach in situations of
significant model uncertainties; (3). The projection gra-
dient results in terms of zero-element constraints are
given here with rigorous mathematical derivations. Ef-
fectively then, this work further showcases the positive
and promising trend to use the data-driven approach as a
realistic and effective alternative methodology to achieve
optimal performance for industrial control systems.
The remainder of this paper is organized as follows. In
Section II, the problem statement of the LQR problem
with structural constraints is provided. Next, in Section
III, the data-driven approach utilized here is presented
to derive the gradient estimation of the objective func-
tion with respect to the gain matrix. Subsequently, the
gradient projection results with zero-element constraints
are presented in Section IV. Section V then presents the
data-driven optimization algorithm with some of its im-
portant properties. In Section VI, numerical examples
are given to demonstrate the applicability and effective-
ness of the methodology of the proposed algorithm. Fi-
nally, pertinent conclusions are drawn in Section VII.
2 Problem Statement
In the usual nomenclature, consider the linear time-
invariant (LTI) system
x˙ = Ax+Bu, (1)
with x(0) = x0, where x ∈ Rn is the state vector, u ∈ Rm
is the control input vector,A ∈ Rn×n is the state matrix,
B ∈ Rn×m is the input matrix. As is well-known, the
objective of the LQR problem is to compute a static
state feedback controller
u = Kx, (2)
withK ∈ Rm×n, which stabilizes the closed-loop system
and minimizes the cost function
J(K) =
∫ ∞
0
(xTQx+ uTRu) dt, (3)
whereQ  0,R  0. (A,B) is assumed to be stabilizable,
(A,
√
Q) is assumed to be detectable.
In this work here, thus suppose the gain matrix is un-
der structural constraints, which is expressed by K ∈ Φ,
and Φ represents the set consisting of all the gain matri-
ces that satisfy the prescribed structural constraints. In
particular, the rather commonly occurring case of zero-
element constraints are to be considered in this work.
If there is a single constraint imposed on K, the opti-
mization problem can be expressed in the following form:
min
K
J(K)
subject to C(K) = 0, (4)
2
whereC(K) is a function ofK withC(0) = 0. If multiple
constraints are imposed on K, the constraints can be
expressed as Ci(K) = 0,∀i = 1, 2, . . . , N , where Ci(K)
is a function of K with Ci(0) = 0, and N is the number
of structural constraints.
3 Gradient Estimation
With the formulation as described in Section II above,
the objective function is re-defined as
J(K) =
∫ ∞
0
1
2
(
xTQx+ uTRu
)
dt. (5)
Here, an important step in the procedure is to initially
obtain the gradient of the objective function with respect
to the gain matrix experimentally. To attain this, we first
propose, as a conceptual step only, to inject an impulse
signal to the system. Note that this is only a conceptual
proposition necessary at this stage to develop several key
analytical expressions essential in the methodology. In
the development which then follows that, we will show
how the impulse signal can be replaced in practical im-
plementation by a unit step signal, and the equivalent
expressions based on application of the step signal which
are used equivalently.
Here, first of all, we start with the case with m = 1 to
derive the gradient estimation. As an extension, the gra-
dient estimation results for the case with m ≥ 2 are de-
rived subsequently. The results for these two cases are
summarized by Theorem 1 and Theorem 2, respectively.
Without loss of generality, the initial state value can be
set to zero to simplify the following results. Remarkably,
whether the initial state value is zero or not will not influ-
ence the analysis, because the initial state value will be
perturbed when we inject the impulse signal to the sys-
tem. For the sake of brevity, xi, ∀i = 1, 2, . . . , n denotes
the ith state variable in the state vector, and uj , ∀j =
1, 2, . . . ,m denotes the jth control input in the control
input vector. Also, we defineA+(K) = (sI−A−BK)−1.
Theorem 1 If the impulse signal is injected to the sys-
tem, the gradient of the objective function with respect to
the gain matrix is given by
dJ(K)
dK
=
∫ ∞
0
xTQ
∂x(K)
∂K
dt
+
∫ ∞
0
uTR
(
xT +K
∂x(K)
∂K
)
dt, (6)
with
∂x(K)
∂K
=
[(
∂x1(K)
∂K
)T (
∂x2(K)
∂K
)T
· · ·(
∂xn(K)
∂K
)T]T
,
(7)
∂xi(K)
∂K
=
(
A+(K)Bδe
T
i A+(K)B
)T
, (8)
where δ represents the impulse signal, ei ∈ Rn,∀i =
1, 2, . . . , n is the standard basis vector (the ith entry is
one while the others are zero).
Proof of Theorem 1. To prove Theorem 1, Lemma 1
and Lemma 2 are used in the sequel.
Lemma 1 [27] Suppose A,B ∈ Rn×n, both A and (A+
B) are invertible, then (A+B)−1 = A−1−A−1BA−1 +
O(‖(BA−1)2‖).
Lemma 2 [28] Let f(X) : Rm×n → R be a function,
s.t. f(X+εδX) = f(X)+εTr(M(X)δX), ∀δX ∈ Rm×n
when ε→ 0, then df(X)/dX = M(X)T .
It is straightforward to obtain the gradient of the objec-
tive function with respect to the gain matrix, which is
given by
dJ(K)
dK
=
∫ ∞
0
xTQ
∂x(K)
∂K
dt+
∫ ∞
0
uTR
∂u
∂K
dt
=
∫ ∞
0
xTQ
∂x(K)
∂K
dt
+
∫ ∞
0
uTR
(
xT +K
∂x(K)
∂K
)
dt. (9)
Then, it can be observed that to obtain the gradient of
the objective function with respect to the gain matrix,
the gradient of the state vector with respect to the gain
matrix must be known, while the state variables and the
control input can be easily captured from the experi-
ment.
From Lemma 1, we have
A+(K + ε∆K)
= (sI −A−B(K + ε∆K))−1
=(sI −A−BK)−1 + (sI −A−BK)−1
Bε∆K(sI −A−BK)−1
=A+(K) +A+(K)Bε∆KA+(K), (10)
with the high order components O(·) ignored.
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Since
xi(K) = e
T
i A+(K)Bδ, (11)
then
xi(K + ε∆K) = e
T
i A+(K + ε∆K)Bδ. (12)
We have
xi(K + ε∆K)
=xi(K) + e
T
i A+(K)Bε∆KA+(K)Bδ
=xi(K) + Tr
(
eTi A+(K)Bε∆KA+(K)Bδ
)
=xi(K) + εTr
(
A+(K)Bδe
T
i A+(K)B∆K
)
, (13)
with the high order components O(·) ignored. From
Lemma 2, it is easy to obtain (7) and (8). This completes
the proof of Theorem 1. 2
From the viewpoint of practical implementation, inject-
ing the impulse signal to the system is impossible. To
tackle this problem, the impulse signal can be replaced
by the unit step signal, then (8) is replaced by
∂xi(K)
∂K
=
(
A+(K)B
∂
∂t
(
θeTi A+(K)B
))T
, (14)
where θ represents the unit step signal.
Two experiments are required to determine the gradi-
ent. Experiment 1 aims to realize ∂(θeTi A+(K)B)/∂t
(equivalent to ∂(eTi A+(K)Bθ)/∂t), which represents the
derivative of the state variables when injecting the unit
step signal through the input channel of the system.
In this paper, the superscripts “(1)”, “(2)”, and “(3)”
represent the Experiment 1, 2, and 3, respectively. We
have θeTi A+(K)B = x
(1)
i , ∀i = 1, 2, . . . , n, and it is
easy to see that the values of all the state variables, i.e.
x
(1)
1 , x
(1)
2 , . . . , x
(1)
n are required to be measured in Exper-
iment 1. Then, ∂(θeTi A+(K)B)/∂t can be easily derived
by taking the differentiation of x
(1)
1 , x
(1)
2 , . . . , x
(1)
n , and
we have x˙
(1)
1 , x˙
(1)
2 , . . . , x˙
(1)
n , respectively.
Experiment 2 realizes the remaining part of (8) and
we need to inject x˙
(1)
1 , x˙
(1)
2 , . . . , x˙
(1)
n through the in-
put channel of the system separately and measure
the state variables x
(2)
1,1, x
(2)
1,2, . . . , x
(2)
1,n (when inject-
ing x˙
(1)
1 ), x
(2)
2,1, x
(2)
2,2, . . . , x
(2)
2,n (when injecting x˙
(1)
2 ),
x
(2)
n,1, x
(2)
n,2, . . . , x
(2)
n,n (when injecting x˙
(1)
n ), respectively.
Here, define
x
(2)
1 =
[
x
(2)
1,1 x
(2)
1,2 · · · x(2)1,n
]T
,
x
(2)
2 =
[
x
(2)
2,1 x
(2)
2,2 · · · x(2)2,n
]T
,
...
x(2)n =
[
x
(2)
n,1 x
(2)
n,2 · · · x(2)n,n
]T
, (15)
we have
∂xi(K)
∂K
=
(
x
(2)
i
)T
, ∀i = 1, 2, . . . , n. (16)
Finally, the gradient can be easily determined by (6) and
(7).
Here next, we develop the results for the case withm ≥ 2.
Theorem 2 If the impulse signal is injected to the sys-
tem through each input channel, the gradient of the ob-
jective function with respect to the gain matrix is given
by
dJ(K)
dK
=
∫ ∞
0
n∑
i=1
qixi
∂xi(K)
∂K
dt+
∫ ∞
0
m∑
j=1
rjuj
∂uj(K)
∂K
dt,
(17)
with
∂xi(K)
∂K
=
(
A+(K)Bδve
T
i A+(K)B
)T
, (18)
∂uj(K)
∂K
=
1 · · · n
1

n∑
i=1
kji
∂xi(K)
∂k11
· · ·
n∑
i=1
kji
∂xi(K)
∂k1n

...
...
...
...
j x1 +
n∑
i=1
kji
∂xi(K)
∂kj1
· · · xn +
n∑
i=1
kji
∂xi(K)
∂kjn
...
...
...
...
m
n∑
i=1
kji
∂xi(K)
∂km1
· · ·
n∑
i=1
kji
∂xi(K)
∂kmn
, (19)
where qi,∀i = 1, 2, . . . , n and rj ,∀j = 1, 2, . . . ,m rep-
resent the entries located at the ith row and the ith col-
umn of Q, jth row and jth column of R, respectively.
δv ∈ Rm represents a vector of the impulse signals.
ei ∈ Rn,∀i = 1, 2, . . . , n is the standard basis vector, kji
represents the entry of the matrix K located at the jth
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row and ith column, ∂xi(K)/∂k11, . . . , ∂xi(K)/∂kmn are
the entries located at the 1st row and 1st column, . . ., the
mth row and nth column of ∂xi(K)/∂K in (18).
Proof of Theorem 2. (17) is straightforward through
matrix decomposition and the proof of (18) is similar to
the one in Theorem 1. Next, we are going to complete
the proof of (19).
The system input is given by uj =
n∑
i=1
kjixi. Then, we
have
∂uj(K)
∂kfg
=
n∑
i=1
(
∂kji
∂kfg
xi + kji
∂xi(K)
∂kfg
)
= eTj
(
∂K
∂kfg
x+K
∂x(K)
∂kfg
)
, (20)
where ej ∈ Rm,∀j = 1, 2, . . . ,m is the standard basis
vector. Because ∂K/∂kfg is a matrix with one entry as
one located at the fth row and gth column while the
other entries are zero, (20) can be further simplified as
∂uj(K)
∂kfg
=

eTg x+
n∑
i=1
kji
∂xi(K)
∂kfg
when j = f,
n∑
i=1
kji
∂xi(K)
∂kfg
when j 6= f,
(21)
where eg ∈ Rn is a standard basis vector which the gth
entry is one and all the other entries are zero. Arrange
(21) into matrix form, then we have (19). This completes
the proof of Theorem 2. 2
Similarly, the gradient can be determined through two
experiments. By replacing the impulse signal with the
unit step signal, (18) is replaced by
∂xi(K)
∂K
=
(
A+(K)B
∂
∂t
(
θve
T
i A+(K)B
))T
, (22)
where θv ∈ Rm represents a vector of the unit step sig-
nals.
Experiment 1 aims to realize ∂(θve
T
i A+(K)B)/∂t. How-
ever, in the multi-input case, θv is a vector (in the single-
input case, θ is a scalar), so ∂(θve
T
i A+(K)B)/∂t 6=
∂(eTi A+(K)Bθv)/∂t. Therefore, transformations on
(22) must be made to ensure the feasibility of the exper-
iment. Take the first state variable x1 as an example,
we have eT1 =
[
1 0 · · · 0
]
, then
∂
∂t
(
θve
T
1 A+(K)B
)
=
∂
∂t


1 0 · · · 0
...
...
. . .
...
1 0 · · · 0
A+(K)Bdiag{θ, θ, · · · , θ}

=

1 0 · · · 0
...
...
. . .
...
1 0 · · · 0
 ∂∂t

 A+(K)B

θ
0
...
0
 · · ·
A+(K)B

0
...
0
θ


 .
(23)
In this operation, ∂(θve
T
1 A+(K)B)/∂t can be realized
by injecting the unit step signal tom input channels sep-
arately, taking the differentiation and pre-multiplying a
matrix. (23) can be written in the following form:
∂
∂t
(
θve
T
1 A+(K)B
)
=

1 0 · · · 0
...
...
. . .
...
1 0 · · · 0
[x˙(1)1,1 · · · x˙(1)1,m] ,
(24)
where x
(1)
1,1 = A+(K)B
[
θ 0 · · · 0
]T
can be measured
with the unit step signal injected to the 1st input chan-
nel only, x
(1)
1,m = A+(K)B
[
0 · · · 0 θ
]T
can be mea-
sured with the unit step signal injected to the mth in-
put channel only. In a similar way, ∂(θve
T
i A+(K)B)/∂t,∀i = 1, 2, . . . , n can be obtained, and then define
x˙
(1)
1 =
∂
∂t
(
θve
T
1 A+(K)B
)
=

1 0 · · · 0
...
...
. . .
...
1 0 · · · 0
[x˙(1)1,1 · · · x˙(1)1,m] ,
...
5
x˙(1)n =
∂
∂t
(
θve
T
nA+(K)B
)
=

0 · · · 0 1
...
. . .
...
...
0 · · · 0 1
[x˙(1)n,1 · · · x˙(1)n,m] . (25)
Remark 1 Since x˙
(1)
1,1 = x˙
(1)
2,1 = . . . = x˙
(1)
n,1, x˙
(1)
1,2 =
x˙
(1)
2,2 = . . . = x˙
(1)
n,2, . . . , x˙
(1)
1,m = x˙
(1)
2,m = . . . = x˙
(1)
n,m, Ex-
periment 1 consists of m sub-experiments only.
For the sake of simplicity, define the following vectors to
be used in the sequel:
x
(1)
1,1 =
[
x
(1)
1,1,1 x
(1)
1,1,2 · · · x(1)1,1,n
]T
,
x
(1)
1,2 =
[
x
(1)
1,2,1 x
(1)
1,2,2 · · · x(1)1,2,n
]T
,
...
x
(1)
1,m =
[
x
(1)
1,m,1 x
(1)
1,m,2 · · · x(1)1,m,n
]T
. (26)
Experiment 2 aims to realize the remaining part of (22).
Because (25) can be explicitly represented by
x˙
(1)
1 =

x˙
(1)
1,1,1 · · · x˙(1)1,m,1
...
. . .
...
x˙
(1)
1,1,1 · · · x˙(1)1,m,1
 ,
...
x˙(1)n =

x˙
(1)
1,1,n · · · x˙(1)1,m,n
...
. . .
...
x˙
(1)
1,1,n · · · x˙(1)1,m,n
 , (27)
we have
∂x1(K)
∂K
=
A+(K)B

x˙
(1)
1,1,1
...
x˙
(1)
1,1,1
 · · · A+(K)B

x˙
(1)
1,m,1
...
x˙
(1)
1,m,1


T
.
(28)
Notably, A+(K)B
[
x˙
(1)
1,1,1 · · · x˙(1)1,1,1
]T
can be mea-
sured with x˙
(1)
1,1,1 injected to all m input channels,
where the measured state variables are denoted by
x
(2)
1,1,1, . . . , x
(2)
1,1,n. Similarly,A+(K)B
[
x˙
(1)
1,m,1 · · · x˙(1)1,m,1
]T
can be measured with x˙
(1)
1,m,1 injected to all m input
channels, where the measured state variables are de-
noted by x
(2)
1,m,1, · · · , x(2)1,m,n.
Define the following vectors:
x
(2)
1,1 =
[
x
(2)
1,1,1 x
(2)
1,1,2 · · · x(2)1,1,n
]T
,
x
(2)
1,2 =
[
x
(2)
1,2,1 x
(2)
1,2,2 · · · x(2)1,2,n
]T
,
...
x
(2)
1,m =
[
x
(2)
1,m,1 x
(2)
1,m,2 · · · x(2)1,m,n
]T
, (29)
then, (28) is expressed by
∂x1(K)
∂K
=
[
x
(2)
1,1 x
(2)
1,2 · · · x(2)1,m
]T
. (30)
Similarly, all the other states can be measured with the
same technique as mentioned above.
Experiment 3 is required to measure x1, x2, . . . , xn, this
step can be easily done by injecting the unit step signal
to allm input channels and take the differentiation of the
state variables, i.e., x
(3)
i = ∂(e
T
i A+(K)Bθv)/∂t, ∀i =
1, 2, . . . , n. Then, the gradient can be easily determined
by (17) and (19).
To summarize the input signals and measured states in
each experiment and sub-experiment, Table 1 is shown.
Remark 2 Theorem 1 and Theorem 2 demonstrate the
results with the impulse signal injected to the system.
However, as also noted and indicated earlier, it is the unit
step signal which will be used in practical implementation
(with the additionally developed equivalent analytical re-
lationships). It is also essential to carefully note that in
the developments, the measured system states and input
signals (which are denoted by respective symbols with su-
perscripts “(1)”, “(2)”, and “(3)”) are different from the
ones in Theorem 1 and Theorem 2 which are annotated
differently; and that the methodology utilizes numerical
derivatives.
4 Gradient Projection
As indicated earlier, the gradient projection results with
zero-element constraints are presented next.
Assume dJ(K)/dK is not null, then we aim here to de-
termine the projection gradient matrix D which guar-
antees the decrease of the objective function with a step
length α, i.e. J(K − αD) < J(K) with α > 0.
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Table 1
Input signals and measured states required in the experimental procedures
Experiments Sub-experiments Input signals Measured states
Single-input case
Experiment 1 - Unit step signal x
(1)
1 , x
(1)
2 , . . . , x
(1)
n
Experiment 2
Sub-experiment 2.1 x˙
(1)
1 x
(2)
1,1, x
(2)
1,2, . . . , x
(2)
1,n
Sub-experiment 2.2 x˙
(1)
2 x
(2)
2,1, x
(2)
2,2, . . . , x
(2)
2,n
...
...
...
Sub-experiment 2.n x˙
(1)
n x
(2)
n,1, x
(2)
n,2, . . . , x
(2)
n,n
Multi-input case
Experiment 1
Sub-experiment 1.1
Unit step signal to
the 1st input channel
x
(1)
1,1,1, x
(1)
1,1,2, . . . , x
(1)
1,1,n
Sub-experiment 1.2
Unit step signal to
the 2nd input channel
x
(1)
1,2,1, x
(1)
1,2,2, . . . , x
(1)
1,2,n
...
...
...
Sub-experiment 1.m
Unit step signal to
the mth input channel
x
(1)
1,m,1, x
(1)
1,m,2, · · · , x(1)1,m,n
Experiment 2
Sub-experiment 2.1.1
x˙
(1)
1,1,1 to
all m input channels
x
(2)
1,1,1, x
(2)
1,1,2, . . . , x
(2)
1,1,n
Sub-experiment 2.1.2
x˙
(1)
1,2,1 to
all m input channels
x
(2)
1,2,1, x
(2)
1,2,2, . . . , x
(2)
1,2,n
...
...
...
Sub-experiment 2.1.m
x˙
(1)
1,m,1 to
all m input channels
x
(2)
1,m,1, x
(2)
1,m,2, . . . , x
(2)
1,m,n
...
...
...
Sub-experiment 2.n.1
x˙
(1)
1,1,n to
all m input channels
x
(2)
n,1,1, x
(2)
n,1,2, . . . , x
(2)
n,1,n
Sub-experiment 2.n.2
x˙
(1)
1,2,n to
all m input channels
x
(2)
n,2,1, x
(2)
n,2,2, . . . , x
(2)
n,2,n
...
...
...
Sub-experiment 2.n.m
x˙
(1)
1,m,n to
all m input channels
x
(2)
n,m,1, x
(2)
n,m,2, . . . , x
(2)
n,m,n
Experiment 3 -
Unit step signal to
all m input channels
x
(3)
1 , x
(3)
2 , . . . , x
(3)
n
The Frobenius norm of a matrix is denoted by ‖ · ‖F .
For a problem with a single constraint, the optimization
problem (4) is equivalent to
min
D
1
2
∥∥∥∥dJ(K)dK −D
∥∥∥∥2
F
subject to C(D) = 0. (31)
The dual problem of (31) is given by
max
Λ
min
D
(
1
2
∥∥∥∥dJ(K)dK −D
∥∥∥∥2
F
+ Tr(ΛTC(D))
)
, (32)
where Λ is the Lagrange multiplier with respect to the
structural constraint C(D) = 0. For a problem with
multiple constraints, it can be expressed as
min
D
1
2
∥∥∥∥dJ(K)dK −D
∥∥∥∥2
F
subject to Ci(D) = 0, ∀i = 1, 2, . . . , N. (33)
Similarly, the dual problem is
max
Λi
min
D
(
1
2
∥∥∥∥dJ(K)dK −D
∥∥∥∥2
F
+ Tr
(
N∑
i=1
ΛTi Ci(D)
))
,
(34)
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where Λi is the Lagrange multiplier associated with the
structural constraint Ci(D) = 0.
In this work, we consider the structural constraints
where some elements in the controller gain matrix are
zero, which can be represented by C(D) = GDH (in the
case with a single constraint) or Ci(D) = GiDHi,∀i =
1, 2, . . . , N (in the case with multiple constraints), re-
spectively.
Remark 3 G, H, Gi, Hi, Gj, Hj are matrices that are
required to be chosen depending on the specific structure
of the controller gain matrix (locations of zero elements
in the controller gain matrix).
Theorem 3 presents the projection gradient when there is
a single zero-element constraint C(D) = GDH. Similar
results apply to the case when there are multiple zero-
element constraints Ci(D) = 0, ∀i = 1, 2, . . . , N , which
is summarized by Theorem 4.
Theorem 3 The gradient projected onto a single zero-
element constrained hyperplane C(D) = GDH is given
by
D =
dJ(K)
dK
−GT (GGT )−1GdJ(K)
dK
H
(
HTH
)−1
HT .
(35)
Proof of Theorem 3. The necessary and sufficient op-
timal solution to the dual problem (32) is given by
D − dJ(K)
dK
+
∂
∂D
(
Tr
(
ΛTC(D)
))
= 0, (36)
which gives
D =
dJ(K)
dK
−GTΛHT . (37)
Since GDH = 0, it is easy to see that
G
dJ(K)
dK
H −GGTΛHTH = 0. (38)
Therefore, we have
Λ =
(
GGT
)−1
G
dJ(K)
dK
H
(
HTH
)−1
. (39)
Substitute (39) to (37), we have (35). This concludes the
proof of Theorem 3. 2
As mentioned, similar results apply to the case when
there are multiple zero-element constraints Ci(D) = 0,
∀i = 1, 2, . . . , N , which is summarized by Theorem 4
below.
Theorem 4 The gradient projected onto multiple con-
strained hyperplanes Ci(D) = GiDHi, ∀i = 1, 2, . . . , N
is given by
D =
dJ(K)
dK
−
N∑
i=1
GTi ΛiH
T
i , (40)
where Λi,∀i = 1, 2, . . . , N can be obtained by solving the
following equations:
G1
dJ(K)
dK
H1 =
N∑
i=1
G1G
T
i ΛiH
T
i H1,
G2
dJ(K)
dK
H2 =
N∑
i=1
G2G
T
i ΛiH
T
i H2,
...
GN
dJ(K)
dK
HN =
N∑
i=1
GNG
T
i ΛiH
T
i HN . (41)
Proof of Theorem 4. The proof is omitted because it
is similar to the proof of Theorem 3. 2
5 Proposed Algorithm
To summarize the above results on solving the controller
synthesis problem under structural constraints, the pro-
posed algorithm is shown in the listed Algorithm 1 in a
step-by-step formulation.
Remark 4 The step size α can be specified by the user.
The stopping criterion of the optimization algorithm can
be implemented in different ways. One way is to define
a small , such that the optimization algorithm is ter-
minated as long as ‖Di∗‖F ≤ , which will be discussed
later; alternatives of termination condition can be defined
in terms of iteration numbers, etc.
It is worthwhile to mention that the algorithm exhibits
some important properties, including the convergence of
the algorithm, the preservation of structural constraints
and the closed-loop stability under certain conditions.
Details on these properties are summarized in Theo-
rem 5. For clarification of Theorem 5, the iteration num-
ber is denoted by N∗.
Theorem 5 The following statements hold:
(1) The optimization algorithm ensures convergence
with -optimality, i.e. ‖DN∗‖F ≤ ;
(2) If ∃K0 ∈ Rm×n such that C(K0) = 0, then
C(Ki∗) = 0, ∀i∗ = 1, 2, . . . , N∗;
(3) If ∃K0 ∈ Rm×n such that max(eig(A+BK0)) < 0,
then max(eig(A+BKi∗)) < 0, ∀i∗ = 1, 2, . . . , N∗.
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Algorithm 1 Data-driven Optimization Algorithm for Controller Synthesis under Structural Constraints
• Step 1: Set the iteration number i∗ = 0, and initialize the controller K0 such that the closed-loop system is stable.
• Step 2: i∗ = i∗ + 1. For the single-input case, go to Step 3a; for the multi-input case, go to Step 3b.
• Step 3a: Execute Experiment 1: inject the unit step signal to the system, measure the state variables x(1)1 , x(1)2 ,
. . . , x
(1)
n and the system input u(1). Calculate their derivatives x˙
(1)
1 , x˙
(1)
2 , . . . , x˙
(1)
n and u˙(1).
• Step 4a: Execute Experiment 2: inject x˙(1)1 to the system, measure the state variables x(2)1,1, x(2)1,2, . . . , x(2)1,n; inject
x˙
(1)
2 to the system, measure the state variables x
(2)
2,1, x
(2)
2,2, . . . , x
(2)
2,n; . . . ; inject x˙
(1)
n to the system, measure the state
variables x
(2)
n,1, x
(2)
n,2, . . . , x
(2)
n,n.
• Step 5a: Calculate ∂xi(K)/∂K by (15) and (16) and determine the estimation of dJ(Ki∗)/dK by (6) and (7). Go
to Step 7.
• Step 3b:Execute Experiment 1: inject the unit step signal to the 1st input channel, measure the state variables x(1)1,1,1,
x
(1)
1,1,2, . . . , x
(1)
1,1,n; inject the unit step signal to the 2nd input channel, measure the state variables x
(1)
1,2,1, x
(1)
1,2,2, . . . ,
x
(1)
1,2,n; . . . ; inject the unit step signal to themth input channel, measure the state variables x
(1)
1,m,1, x
(1)
1,m,2, . . . , x
(1)
1,m,n.
Calculate their derivatives x˙
(1)
1,1,1, x˙
(1)
1,1,2, . . . , x˙
(1)
1,1,n, x˙
(1)
1,2,1, x˙
(1)
1,2,2, . . . , x˙
(1)
1,2,n, . . . , x˙
(1)
1,m,1, x˙
(1)
1,m,2, . . . , x˙
(1)
1,m,n.
• Step 4b: Execute Experiment 2: inject x˙(1)1,1,1 to all m input channels, measure the state variables x(2)1,1,1, x(2)1,1,2, . . . ,
x
(2)
1,1,n; inject x˙
(1)
1,2,1 to all m input channels, measure the state variables x
(2)
1,2,1, x
(2)
1,2,2, . . . , x
(2)
1,2,n; . . . ; inject x˙
(1)
1,m,1
to all m input channels, measure the state variables x
(2)
1,m,1, x
(2)
1,m,2, . . . , x
(2)
1,m,n; . . . ; inject x˙
(1)
1,1,n to all m input
channels, measure the state variables x
(2)
n,1,1, x
(2)
n,1,2, . . . , x
(2)
n,1,n; inject x˙
(1)
1,2,n to all m input channels, measure the
state variables x
(2)
n,2,1, x
(2)
n,2,2, . . . , x
(2)
n,2,n; . . . ; inject x˙
(1)
1,m,n to all m input channels, measure the state variables
x
(2)
n,m,1, x
(2)
n,m,2, . . . , x
(2)
n,m,n.
• Step 5b: Execute Experiment 3: inject the unit step signal to all m input channels, measure the state variables
x
(3)
1 , x
(3)
2 , . . . , x
(3)
n and system inputs u(3). Calculate their derivatives x˙
(3)
1 , x˙
(3)
2 , . . . , x˙
(3)
n and u˙(3).
• Step 6b: Calculate ∂x1(K)/∂K by (29) and (30), and similarly calculate ∂x2(K)/∂K, . . . , ∂xn(K)/∂K, determine
the estimation of dJ(Ki∗)/dK by (17) and (19). Go to Step 7.
• Step 7: Determine the projected gradient Di∗ by Theorem 3 or Theorem 4.
• Step 8: Update the controller parameters by Ki∗ = K(i−1)∗ − αDi∗ .
• Step 9: If the stopping criterion is reached, terminate the optimization process; otherwise, go back to Step 2.
Proof of Theorem 5: For Statement 1), Lemma 2 is
used again, then we have
J(K − αD) = J(K)− αTr
((
dJ(K)
dK
)T
D
)
, (42)
with the high order components O(·) ignored.
Since D = 0 is always feasible in
min
D
1
2
∥∥∥∥dJ(K)dK −D
∥∥∥∥2
F
, (43)
we have ∥∥∥∥dJ(K)dK −D
∥∥∥∥2
F
≤
∥∥∥∥dJ(K)dK
∥∥∥∥2
F
, (44)
which leads to
Tr
((
dJ(K)
dK
)T
D
)
≥ 1
2
‖D‖2F . (45)
From (42), it is easy to derive
J(K − αD)− J(K) ≤ −1
2
α ‖D‖2F , (46)
with ‖D‖F 6= 0. Hence, if ‖D‖F 6= 0,∃α¯ > 0, such that
J(K − αD) < J(K),∀0 < α ≤ α¯.
For the case with a single constraint, in view of the nec-
essary optimal condition for (31), we have
dJ(K)
dK
+GTΓHT = 0, (47)
with K ∈ Φ, i.e. GKH = 0. Similarly, for the necessary
optimal condition for (32), we have
D − dJ(K)
dK
+GTΛHT = 0, (48)
with D ∈ Φ, i.e. GDH = 0. From (47) and (48), it is
easy to observe that if ‖D‖F = 0, the original problem
is equivalent to the projection problem with Γ = −Λ.
Hence, if ‖D‖F = 0, KKT conditions of optimization
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problem (31) are equivalent to those of (32). Similar re-
sults apply to the case with multiple constraints, where
the original problem and the projection problem are
equivalent with Γi = −Λi,∀i = 1, 2, . . . , N if ‖D‖F = 0.
Therefore, the algorithm is able to achieve -optimality
in finite time.
For Statement 2), the projection gradient satisfies the
structural constraint in each iteration, i.e. C(Di∗) = 0.
Hence, C(αDi∗) = 0. Since Ki∗ = Ki∗−1 − αDi∗ , if
C(Ki∗−1) = 0, then C(Ki∗) = 0. Therefore, if ∃K0 ∈
Rm×n such that C(K0) = 0, then C(Ki∗) = 0, ∀i∗ =
1, 2, . . . , N∗.
For Statement 3), since any stable closed-loop system
corresponds to a finite cost and the cost is monotonically
decreasing during iterations according to Statement 1),
it is trivial to conclude that the closed-loop stability is
preserved as long as any initial control gain stabilizes the
closed-loop system. This completes the proof of Theo-
rem 5. 2
6 Illustrative Examples
To illustrate the applicability and effectiveness of the
above results, two examples are reproduced from [29]
and [30] with some modifications. First of all, Exam-
ple 1 presents a controller design problem with a single
input and a single zero-element constraint. Next, Exam-
ple 2 is investigated, which presents a controller design
problem with multiple inputs and multiple zero-element
constraints.
Example 1 Consider a linear 2nd-order system, where
x˙ = Ax+Bu, x(0) = x0,
u = Kx,
and
A =
[
0 1
−1 −√2
]
, B =
[
0
1
]
.
Determine an optimal controller
K =
[
k1 k2
]
,
with k1 = 0, such that
min
K
∫ ∞
0
(
xTQx+ uTRu
)
dt,
where Q =
[
1 0
0 1
]
, R = 0.1.
Iteration Number
0 1 2 3 4 5
Co
st
×10-4
3
4
5
6
7
8
Fig. 1. Change of the cost during iterations in Example 1.
Iteration Number
1 2 3 4 5
N
or
m
0
0.5
1
1.5
2
2.5
Fig. 2. Change of the norm during iterations in Example 1.
The structural constraint on K can be stated as
KH = 0, H =
[
1 0
]T
.
Initialize the controller gain as
K =
[
0 0
]
,
which stabilizes the closed-loop system with a cost of
7.0711×10−4. Then, the optimization is executed with a
stopping criteria defined as a total of 5 iterations. Fig. 1
and Fig. 2 illustrate the changes of the cost and the
norm during 5 iterations. It can be observed that the
cost and the norm drop most significantly within the first
iteration. For the following iterations, the cost and the
norm still decrease, but with smaller amplitudes. After
5 iterations, the cost is given by 3.2992 × 10−4 with a
norm of 6.3111 × 10−2, and the optimal controller gain
is given by
K∗ =
[
0 −2.8873
]
.
Example 2 Consider a linear 4th-order system, where
x˙ = Ax+Bu, x(0) = x0,
u = Kx,
10
and
A =

0 1 0 0
9.8 0 −9.8 1
0 0 0 1
−9.8 0 29.4 0
 , B =

0 0
1 −2
0 0
−2 5
 .
Determine an optimal controller
K =
[
k1 k2 k3 k4
k5 k6 k7 k8
]
,
with k3 = k4 = k5 = k6 = 0 (which leads to a decentral-
ized control system), such that
min
K
∫ ∞
0
(
xTQx+ uTRu
)
dt,
where Q =

1 0 0 0
0 0 0 0
0 0 1 0
0 0 0 0
, R =
[
1 0
0 1
]
.
The structural constraints on K can be stated as
G1KH1 = 0, G1 =
[
1 0
]
, H1 =
[
0 0 1 0
]T
;
G2KH2 = 0, G2 =
[
1 0
]
, H1 =
[
0 0 0 1
]T
;
G3KH3 = 0, G3 =
[
0 1
]
, H3 =
[
1 0 0 0
]T
;
G4KH4 = 0, G4 =
[
0 1
]
, H4 =
[
0 1 0 0
]T
.
Initialize the controller gain as
K =
[
−50 −20 0 0
0 0 −20 −6
]
,
which stabilizes the closed-loop system with a cost of
3.2970× 10−2. Fig. 3 and Fig. 4 show the changes of the
cost and the norm during 5 iterations in the optimiza-
tion, and similar performance is observed as in Example
1. After 5 iterations, the cost is given by 2.1295× 10−2
with a norm of 7.6375×10−1, and the optimal controller
gain is given by
K∗ =
[
−57.0637 −19.8654 0 0
0 0 −35.9970 −7.6405
]
.
Iteration Number
0 1 2 3 4 5
Co
st
0.02
0.025
0.03
0.035
Fig. 3. Change of the cost during iterations in Example 2.
Iteration Number
1 2 3 4 5
N
or
m
0
5
10
15
20
Fig. 4. Change of the norm during iterations in Example 2.
Thus here in these two examples, it can be seen that
our proposed methodology rather effectively and suc-
cessfully provides suitable solutions to these problems of
a controller design problem with a single input and a sin-
gle zero-element constraint, and also a controller design
problem with multiple inputs and multiple zero-element
constraints.
7 Conclusion
In this work, a data-driven optimization algorithm is de-
veloped to solve the LQR problem with structural con-
straints. The gradient of the objective function with re-
spect to the gain matrix is derived for both the single-
input and the multi-input cases, and then it is projected
onto the related hyperplanes characterizing the zero-
element constraints. In this way, the gain matrix is it-
eratively updated towards the optimum with structural
constraints preserved. The proposed algorithm provides
a suitably general and effective methodology for solving
the constrained linear quadratic optimization problem
without the need for precise modeling. In the work here,
the formulation has also been evaluated and verified on
two numerical examples, where the effectiveness of the
theoretical results are successfully and clearly demon-
strated.
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