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DEDEKIND–CARLITZ POLYNOMIALS AS LATTICE-POINT ENUMERATORS
IN RATIONAL POLYHEDRA
MATTHIAS BECK, CHRISTIAN HAASE, AND ASIA R. MATTHEWS
Abstract. We study higher-dimensional analogs of the Dedekind–Carlitz polynomials
c (u, v; a, b) :=
b−1X
k=1
ub kab cvk−1,
where u and v are indeterminates and a and b are positive integers. Carlitz proved that these
polynomials satisfy the reciprocity law
(v − 1) c (u, v; a, b) + (u− 1) c (v, u; b, a) = ua−1vb−1 − 1 ,
from which one easily deduces many classical reciprocity theorems for the Dedekind sum and its
generalizations. We illustrate that Dedekind–Carlitz polynomials appear naturally in generating
functions of rational cones and use this fact to give geometric proofs of the Carlitz reciprocity law
and various extensions of it. Our approach gives rise to new reciprocity theorems and computa-
tional complexity results for Dedekind–Carlitz polynomials, a characterization of Dedekind–Carlitz
polynomials in terms of generating functions of lattice points in triangles, and a multivariate gen-
eralization of the Mordell–Pommersheim theorem on the appearance of Dedekind sums in Ehrhart
polynomials of 3-dimensional lattice polytopes.
1. Introduction
While studying the transformation properties of η(z) := epiiz/12
∏
n≥1
(
1− e2piinz) under SL2(Z),
Richard Dedekind, in the 1880’s [9], naturally arrived at what we today call the Dedekind sum
s (a, b) :=
b−1∑
k=0
((
ka
b
))((
k
b
))
,
where a and b are positive integers, and ((x)) is the sawtooth function defined by
((x)) :=
{
{x} − 12 if x /∈ Z,
0 if x ∈ Z.
Here {x} = x − bxc denotes the fractional part of x. The Dedekind sum and its generalizations
have since intrigued mathematicians from various areas such as analytic [1, 10] and algebraic num-
ber theory [15, 22], topology [13, 16], algebraic [6, 18] and combinatorial geometry [4, 17], and
algorithmic complexity [14].
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Almost a century after the appearance of Dedekind sums, Leonard Carlitz introduced the fol-
lowing polynomial generalization, which we will call a Dedekind–Carlitz polynomial :
c (u, v; a, b) :=
b−1∑
k=1
ub kab cvk−1.
Here u and v are indeterminates and a and b are positive integers. Undoubtedly the most important
basic property for any Dedekind-like sum is reciprocity. For the Dedekind–Carlitz polynomials, this
takes on the following form [7].
Theorem 1 (Carlitz). If u and v are indeterminates, and a and b are relatively prime positive
integers, then
(v − 1) c (u, v; a, b) + (u− 1) c (v, u; b, a) = ua−1vb−1 − 1 .
Carlitz’s reciprocity theorem generalizes that of Dedekind [9], which states that for relatively
prime positive integers a and b,
(1) s (a, b) + s (b, a) = −1
4
+
1
12
(
a
b
+
1
ab
+
b
a
)
.
Dedekind reciprocity follows from Theorem 1 by applying the operators u ∂u twice and v ∂v once
to Carlitz’s reciprocity identity and converting the greatest-integer functions into fractional parts.
Our motivation for this paper stems from the appearance of Dedekind sums in lattice-point
enumerators for rational polyhedra. The first such instance was discovered by Mordell [17] (the
case t = 1 in the following theorem) and vastly generalized by Pommersheim [18], who laid the
foundation for the appearance of Dedekind-like sums in Ehrhart polynomials LP(t) := #
(
tP ∩ Zd);
here P is a lattice d-polytope (i.e., P has integral vertices) and t denotes a positive integer.
Theorem 2 (Mordell–Pommersheim). Let T be the convex hull of (a, 0, 0), (0, b, 0), (0, 0, c), and
(0, 0, 0), where a, b and c are pairwise relatively prime positive integers. Then the Ehrhart polyno-
mial of T is
LT (t) =
abc
6
t3 +
ab+ ac+ bc+ 1
4
t2
+
(
3
4
+
a+ b+ c
4
+
1
12
(
bc
a
+
ca
b
+
ab
c
+
1
abc
)
− s (bc, a)− s (ca, b)− s (ab, c)
)
t+ 1 .
There are natural geometric interpretations for three of the four coefficients appearing in the
Ehrhart polynomial of the Mordell–Pommersheim tetrahedron T : the leading coefficient is the
volume of T , the second leading coefficient equals half of the sum of the areas of the faces of T ,
and the constant term is the Euler characteristic of T . (In fact, similar interpretations hold for any
d-dimensional lattice polytope [4, 11].) However, aside from toric varieties attached to T [18], a
geometric reason for the appearance of Dedekind sums in the linear term of the Ehrhart polynomial
in Theorem 2 has so far eluded mathematicians. In this paper we attempt to shed some light on
their appearance.
We begin by studying Dedekind–Carlitz sums through the generating function attached to the
lattice points of a rational polyhedron P ⊆ Rd, namely, the integer-point transform
σP (z) = σP (z1, z2, . . . zd) :=
∑
m∈P∩Zd
zm ,
where zm = zm11 z
m2
2 · · · zmdd . Our goals in this paper are as follows:
• We show that Dedekind–Carlitz polynomials appear naturally in integer-point transforms
of rational cones (Section 2).
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• We give novel geometric proofs of Theorem 1, some of its generalizations, and some new
reciprocity theorems (Sections 3 and 5).
• We show that our geometric setup immediately implies that (higher-dimensional) Dedekind–
Carlitz polynomials can be computed in polynomial time (Section 4).
• We realize the equivalence of Dedekind–Carlitz polynomials and the integer-point transform
of a two-dimensional analogue of the Mordell–Pommersheim tetrahedron (Section 6).
• We give an intrinsic geometric reason why Dedekind sums appear in Theorem 2 by applying
Brion’s decomposition theorem [6] to the Mordell–Pommersheim tetrahedron (Section 7).
While we believe that this paper constitutes the first fundamental study of Carlitz–Dedekind
sum through a geometric setup, a part of this setup can implicitly be found in papers by Solomon
[22] and Chapman [8] on generalized Dedekind sums, as well as in [3].
2. Polyhedral Cones Give Rise to Dedekind–Carlitz Polynomials
We start by decomposing the first quadrant R2≥0 into two cones, namely
K1 = {λ1(0, 1) + λ2(a, b) : λ1, λ2 ≥ 0} ,
K2 = {λ1(1, 0) + λ2(a, b) : λ1 > 0, λ2 ≥ 0} .
Thus K1 is closed, K2 is half-open, and R2≥0 is the disjoint union of K1 and K2. Let’s compute their
integer-point transforms. By a simple tiling argument (see, for example, [4, Chapter 3]),
σK1(u, v) = σΠ1(u, v)
∑
j≥0
vj
∑
k≥0
ukavkb
 = σΠ1(u, v)
(1− v) (1− uavb) ,
where
Π1 = {λ1(0, 1) + λ2(a, b) : 0 ≤ λ1, λ2 < 1}
is the fundamental parallelogram of the cone K1. Analogously, we can write
σK2(u, v) =
σΠ2(u, v)
(1− u) (1− uavb) ,
where
Π2 = {λ1(1, 0) + λ2(a, b) : 0 < λ1 ≤ 1, 0 ≤ λ2 < 1} .
Note that we need to include different sides of the half-open parallelograms Π1 and Π2.
Figure 1. The fundamental parallelogram Π1.
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Now we list the integer points in the half-open parallelepiped Π1. We may assume that a and b
are relatively prime. Then, since Π1 has height 1,
Π1 ∩ Z2 =
{
(0, 0),
(
k,
⌊
kb
a
⌋
+ 1
)
: 1 ≤ k ≤ a− 1, k ∈ Z
}
,
whence
σK1(u, v) =
1 +
∑a−1
k=1 u
kvb kba c+1
(1− v)(1− uavb) =
1 + uv c (v, u; b, a)
(v − 1) (uavb − 1) .
We obtain the integer-point transform for K2 in the same way, carefully adjusting our sums for
the half-open parallelepiped Π2:
σK2(u, v) =
u+
∑b−1
k=1 v
kub kab c+1
(1− u)(1− uavb) =
u+ uv c (u, v; a, b)
(u− 1) (uavb − 1) .
3. Carlitz Reciprocity
The reciprocity theorem for Dedekind–Carlitz sums now follows almost instantly from our geo-
metric setup.
Proof of Theorem 1. We have constructed two cones K1 and K2 such that R2≥0 = K1 unionsq K2 as a
disjoint union. In the language of integer-point transforms, this means
(2) σR2≥0(u, v) = σK1(u, v) + σK2(u, v) .
We just computed the rational generating functions on the right-hand side, and the integer-point
transform for the first quadrant is simple: σR2≥0(u, v) =
1
(1−u)(1−v) . Thus (2) becomes
1
(u− 1)(v − 1) =
1 + uv c (v, u; b, a)
(v − 1) (uavb − 1) +
u+ uv c (u, v; a, b)
(u− 1) (uavb − 1) ,
which yields the identity of Theorem 1 after clearing denominators. 
Our new, geometric proof of Carlitz’s reciprocity theorem has a natural generalization to higher
dimensions, which yields the reciprocity identity for the higher-dimensional Dedekind–Carlitz poly-
nomials
c (u1, u2, . . . , un; a1, a2, . . . , an) :=
an−1∑
k=1
u
j
ka1
an
k
1 u
j
ka2
an
k
2 · · ·u
j
kan−1
an
k
n−1 u
k−1
n ,
where u1, u2, . . . , un are indeterminates and a1, a2, . . . , an are positive integers. The reciprocity
theorem for these polynomials is due to Berndt and Dieter [5], and we give a novel proof using
essentially the same geometric picture as in our previous proof.
Theorem 3 (Berndt–Dieter). If a1, a2, . . . , an are pairwise relatively prime positive integers, then
(un − 1) c (u1, u2, . . . , un; a1, a2, . . . , an)
+ (un−1 − 1) c (un, u1, . . . , un−2, un−1; an, a1, . . . , an−2, an−1)
+ · · ·+ (u1 − 1) c (u2, u3, . . . , un, u1; a2, a3, . . . , an, a1)
= ua1−11 u
a2−1
2 · · ·uan−1n − 1 .
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Proof. Analogous to our proof of Theorem 1, we construct a single ray in n-dimensional space, and
then we decompose the non-negative orthant into n cones as follows. Let a := (a1, a2, . . . , an) ∈ Rn,
denote the jth unit vector by ej , and define
K1 = {λ2e2 + λ3e3 + · · ·+ λnen + λa : λ2, . . . , λn, λ ≥ 0} ,
K2 = {λ1e1 + λ3e3 + · · ·+ λnen + λa : λ1 > 0, λ3, . . . , λn, λ ≥ 0} ,
...
Kj =
{
λ1e1 + · · ·+ λj−1ej−1 + λj+1ej+1 + · · ·+ λnen + λa :
λ1, . . . , λj−1 > 0, λj+1, . . . , λn, λ ≥ 0
}
,
...
Kn = {λ1e1 + λ2e2 + · · ·+ λn−1en−1 + λa : λ1, . . . , λn−1 > 0, λ ≥ 0} .
The fundamental parallelepiped of Kj is
Πj =
{
λ1e1 + · · ·+ λj−1ej−1 + λj+1ej+1 + · · ·+ λnen + λa :
0 < λ1, . . . , λj−1 ≤ 1, 0 ≤ λj+1, . . . , λn, λ < 1
}
.
Thus a point in Πj will look like
(λ1 + λa1, . . . , λj−1 + λaj−1, λaj , λj+1 + λaj+1, . . . , λn + λan) ,
and a slice of this parallelepiped at xj = k (where 1 ≤ k ≤ aj − 1) will contain(⌊
ka1
aj
⌋
+ 1, . . . ,
⌊
kaj−1
aj
⌋
+ 1, k,
⌊
kaj+1
aj
⌋
+ 1, . . . ,
⌊
kan
aj
⌋
+ 1
)
as the only integer point. Note also that the integer point e1 + · · ·+ ej−1 is in Πj . Combining this
information as in Section 2 yields the integer-point transform
σKj (u) =
σΠj (u)
(1− ua) (1− u1) · · · (1− uj−1) (1− uj+1) · · · (1− un)
=
u1u2 · · ·uj−1 +
∑aj−1
k=1 u
—
ka1
aj

+1
1 · · ·u
—
kaj−1
aj

+1
j−1 u
k
ju
—
kaj+1
aj

+1
j+1 · · ·u
—
kan
aj

+1
n
(1− ua) (1− u1) · · · (1− uj−1) (1− uj+1) · · · (1− un)
=
u1u2 · · ·uj−1 + u1u2 · · ·un c (u1, . . . , uj−1, uj+1, . . . , un, uj ; a1, . . . , aj−1, aj+1, . . . , an, aj)
(1− ua) (1− u1) · · · (1− uj−1) (1− uj+1) · · · (1− un) ,
where u := (u1, u2, · · · , un) and ua := ua11 ua22 · · ·uann . Since
⋃n
j=1Kj = Rn≥0 is a disjoint union of
the nonnegative n-dimensional orthant,
σK1(u) + σK2(u) + · · ·+ σKn(u) = σRn≥0(u) =
1
(1− u1) · · · (1− un) .
Theorem 3 follows upon clearing denominators in this identity. 
To virtually every theorem in this paper, there exist translate companions, i.e., we can shift
the cones involved in our proofs by a fixed vector. This gives rise to shifts in the greatest-integer
functions, and the resulting Carlitz sums are polynomial analogues of Dedekind–Rademacher sums
[21]. For the sake of clarity of exposition, we only give integer-vertex versions of our cones, but
the reader should keep in mind that arbitrary vertices do, in principal, not cause any additional
problems.
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4. Computational Complexity
Dedekind’s reciprocity law (1) together with the identity s(a, b) = s(c, b), if a ≡ c mod b, allows
us to compute the classical Dedekind sum in a Euclidean-algorithm style and thus very efficiently,
namely in linear time. (Computational complexity is measured in terms of the input length, e.g., in
this case log a+ log b.) We do not know how to apply a similar reasoning to the Dedekind–Carlitz
polynomials via Carlitz’s reciprocity law Theorem 1; however, the following central theorem of
Barvinok [2] allows us to deduce that (higher-dimensional) Dedekind–Carlitz polynomials can be
computed efficiently.
Theorem 4 (Barvinok). In fixed dimension, the integer-point transform σP (z1, z2, . . . , zd) of a
rational polyhedron P can be computed as a sum of rational functions in z1, z2, . . . , zd in time
polynomial in the input size of P.
Note that Barvinok’s theorem says, in particular, that the rational functions whose sum repre-
sents σP(z) are short, i.e., the set of data needed to output this sum of rational functions is of size
that is polynomial in the input size of P. The application of Barvinok’s theorem to any of the cones
appearing in the proof of Theorem 3 immediately yields the following novel complexity result.
Theorem 5. For fixed n, the higher-dimensional Dedekind–Carlitz polynomial
c (u1, u2, . . . , un; a1, a2, . . . , an) can be computed in time polynomial in the size of a1, a2, . . . , an.
In particular, this result says that there is a more economical way to write the “long” polynomial
c (u1, u2, . . . , un; a1, a2, . . . , an) as a short sum of rational functions. Theorem 5 implies that any
Dedekind-like sum that can be efficiently derived from Dedekind–Carlitz polynomials (e.g., by
applying differential operators) can also be computed efficiently.
5. Variations on a Theme
The geometry we have used so far is very simple: it is based on one ray in space. Naturally,
this can be extended in numerous ways. To illustrate one of them, consider two rays through the
points (a, b) and (c, d) in the first quadrant of the plane, where a, b, c, d are positive integers. This
construction decomposes the first quadrant into three rational cones as shown in Figure ??.
Figure 2. Two-ray decomposition of the first quadrant.
The integer-point transform of each of the two exterior cones, K1 and K3, is easily computed in
the same manner as in Section 2. However, the cone in the middle, K2, is bounded on either side by
a non-unit vector, and therefore the interior points of the fundamental parallelogram of this cone
are not trivial to list. We will use unimodular transformations to compute σK2 . This construction
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leads to a new reciprocity identity (Theorem 7 below). We start by computing the integer-point
transform for a general rational cone in R2, i.e., K2 in Figure ??.
Lemma 6. Suppose a, b, c, d are positive integers such that ad > bc and gcd(a, b) = gcd(c, d) = 1,
and let x, y ∈ Z such that ax + by = 1. Then the cone K := {λ(a, b) + µ(c, d) : λ, µ ≥ 0} has the
integer-point transform
σK(u, v) =
1 + ua−yvb+x c
(
uavb, u−yvx; cx+ dy, ad− bc)
(uavb − 1) (ucvd − 1) .
Proof. To compute the generating function σK, note that the linear transformation given by
M :=
(
x y
−b a
)
maps K to the cone M(K) generated by (1, 0) and (cx+dy, ad− bc), whose integer-point transform
we know how to compute from Section 2. Since
M−1 =
(
a −y
b x
)
we obtain
σK(u, v) =
∑
(m,n)∈K∩Z2
umvn =
∑
(m,n)∈M(K)∩Z2
uam−ynvbm+xn =
∑
(m,n)∈M(K)∩Z2
(
uavb
)m (
u−yvx
)n
=
1 + ua−yvb+xc
(
uavb, u−yvx; cx+ dy, ad− bc)
(uavb − 1) (ucvd − 1) . 
Theorem 7. Suppose a, b, c, d are positive integers such that ad > bc and gcd(a, b) = gcd(c, d) = 1,
and let x, y ∈ Z such that ax+ by = 1. Then
uv(u− 1)
(
uavb − 1
)
c (v, u; d, c) + uv(v − 1)
(
ucvd − 1
)
c (u, v; a, b)
+ ua−yvb+x (u− 1) (v − 1) c
(
uavb, u−yvx; cx+ dy, ad− bc
)
= ua+cvb+d − uavb(uv − v + 1)− ucvd(uv − u+ 1) + uv .
Proof. Again, we prove the theorem geometrically. Let
K1 = {λ2e2 + λcd(c, d) : λ2 > 0, λcd ≥ 0} ,
K2 = {λab(a, b) + λcd(c, d) : λab, λcd ≥ 0} ,
K3 = {λ1e1 + λab(a, b) : λ1 > 0, λab ≥ 0} ,
so that K2 is closed and K1 and K3 are half-open, and K1 unionsq K2 unionsq K3 = R2≥0 is a disjoint union of
the first quadrant. With the methods introduced in Section 2, the integer-point transforms of K1
and K3 are
σK1(u, v) =
v +
∑c−1
k=1 u
kvb kdc c+1
(1− v) (1− ucvd) =
v + uv c (v, u; d, c)
(v − 1) (ucvd − 1) ,
σK3(u, v) =
u+
∑b−1
k=1 v
kub kab c+1
(1− u) (1− uavb) =
u+ uv c (u, v; a, b)
(u− 1) (uavb − 1) ,
and the integer-point transform of K2 was computed in Lemma 6. By our construction,
σK1(u, v) + σK2(u, v) + σK3(u, v) = σR2≥0(u, v) =
1
(1− u)(1− v) ,
from which Theorem 7 follows upon clearing denominators. 
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Theorem 7 is the polynomial analogue of the following result due to Pommersheim [18, Theo-
rem 7]:
Theorem 8 (Pommersheim). Suppose a, b, c, d are positive integers such that gcd(a, b) = gcd(c, d) =
1, and let x, y ∈ Z such that ax+ by = 1. Then
s(a, b) + s(c, d) = s(cx− dy, ad+ bc)− 1
4
+
1
12
(
b
d(ad+ bc)
+
d
b(ad+ bc)
+
ad+ bc
bd
)
.
This, in turn, generalizes Rademacher’s three-term reciprocity theorem [19]:
Corollary 9 (Rademacher). If a, b, c are pairwise coprime positive integers then
s
(
ab−1, c
)
+ s
(
ca−1, b
)
+ s
(
bc−1, a
)
= −1
4
+
1
12
(
a
bc
+
b
ca
+
c
ab
)
,
where a−1a ≡ 1 mod b, b−1b ≡ 1 mod c, and c−1c ≡ 1 mod a.
The case n = 3 of Berndt–Dieter’s Theorem 3 is the polynomial analogue of this three-term
law. Clearly, Dedekind’s reciprocity theorem (1) is implied by Corollary 9, and Girstmair showed
[12] that (1) implies Theorem 8, so that, in fact, Dedekind’s, Rademacher’s, and Pommersheim’s
reciprocity theorems are equivalent. Such an equivalence can clearly not hold on the polynomial
level, but one could ask whether Theorems 1 and 7 are equivalent.
Theorem 7 could be generalized in several ways, e.g., to higher dimensions or to more than three
cones in dimension 2 (this yields a Carlitz polynomial analogue of [18, Theorem 8]), but we digress.
Theorem 7 simplifies when ad − bc = 1: then the third Dedekind–Carlitz polynomial disap-
pears. Geometrically, this stems from the fact that the cone K2 is unimodular, i.e., its fundamental
parallelogram contains only the origin.
Corollary 10. If a, b, c, d are positive integers such that ad− bc = 1, then
(u− 1)
(
uavb − 1
)
c (v, u; d, c) + (v − 1)
(
ucvd − 1
)
c (u, v; a, b)
= ua+c−1vb+d−1 − uavb − ucvd + ua−1vb + ucvd−1 − ua−1vb−1 − uc−1vd−1 + 1 .
This is the polynomial analogue of the following result due to Rademacher [20].
Corollary 11 (Rademacher). If a, b, c, d are positive integers such that ad− bc = 1, then
s(a, b) + s(d, c) = −1
2
+
1
12
(
a
b
+
a
c
+
d
b
+
d
c
)
.
6. Dedekind–Carlitz Polynomials as Integer-Point Transforms of Triangles
We have shown that Dedekind–Carlitz polynomials appear as natural ingredients of integer-
point transforms of cones. In this light, it should come as no surprise that the following conic
decomposition theorem of Brion [6] will prove useful. We remind the reader that a rational polytope
is the convex hull of finitely many rational points in Rd. If v is a vertex of the polytope P, then
the vertex cone Kv is the smallest cone with apex v that contains P.
Theorem 12 (Brion). Suppose P is a rational convex polytope. Then we have the following identity
of rational functions:
σP(z) =
∑
v
σKv(z) ,
where the sum is over all vertices of P .
Brion’s theorem allows us to give a novel expression for the Dedekind–Carlitz polynomial as the
integer-point transform of a certain triangle.
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Theorem 13. Let a and b be relatively prime positive integers and u and v be indeterminates.
If ∆ is the triangle with vertices (0, 0), (a, 0), and (0, b), then the Dedekind–Carlitz polynomial
c
(
1
u , v; a, b
)
and the integer-point transform of ∆ are related in the following manner:
(u− 1)σ∆(u, v) = uav c
(
1
u
, v; a, b
)
+ u
(
ua + vb
)
− v
b+1 − 1
(v − 1) .
Proof. The triangle ∆ comes with the vertex cones
K1 = {j(1, 0) + k(0, 1) : j, k ≥ 0} ,
K2 = {(a, 0) + j(−1, 0) + k(−a, b) : j, k ≥ 0} ,
K3 = {(0, b) + j(a,−b) + k(0,−1) : j, k ≥ 0} .
Once more we apply the methods of Section 2 and obtain the integer-point transforms
σK1(u, v) =
1
(1− u)(1− v) ,
σK2(u, v) = u
a 1 +
∑b−1
k=1 v
kub− kab c
(1− u−1) (1− u−avb) = −
ua+1 + uav c
(
1
u , v; a, b
)
(u− 1) (u−avb − 1) ,
σK3(u, v) = v
b 1 +
∑a−1
k=1 u
kvb− kba c
(1− v−1) (1− uav−b) = −
vb+1 + uvb c
(
1
v , u; b, a
)
(v − 1) (uav−b − 1) .
Now Brion’s Theorem 12 gives
σ∆(u, v) =
1
(u− 1)(v − 1) −
ua+1 + uav c
(
1
u , v; a, b
)
(u− 1) (u−avb − 1) −
vb+1 + uvb c
(
1
v , u; b, a
)
(v − 1) (uav−b − 1)
or, after some manipulations,
(3) (u− 1)(v − 1)
(
ua − vb
)
σ∆(u, v) = ua − vb + u2a+1(v − 1)− v2b+1(u− 1)
+ u2av(v − 1) c
(
1
u
, v; a, b
)
− uv2b(u− 1) c
(
1
v
, u; b, a
)
.
The two Dedekind–Carlitz polynomials in this expression are actually related by reciprocity: after
a simple change of variables, Carlitz’s Theorem 1 implies
uvb(u− 1) c
(
1
v
, u; b, a
)
− uav(v − 1) c
(
1
u
, v; a, b
)
= uav − uvb,
and substituting this into (3) finishes the proof. 
We remark that we could also deal with triangles with rational vertices. The setup is exactly
the same, however, the formulas become quite a bit messier.
7. The Mordell–Pommersheim Tetrahedron
In this final section we derive a generating-function equivalent to Theorem 2. It is natural to
extend the application of Brion’s theorem in the last section to polytopes in higher dimensions,
which we will do with the tetrahedron T . Since our ultimate goal is a geometric proof of Theorem 2,
we will apply Brion’s theorem to the dilate tT for any positive integral t. As we will see, the following
higher-dimensional extensions of Dedekind–Carlitz polynomials will appear naturally in the integer-
point transforms of the vertex cones of T . For positive integers a, b, c, and indeterminates u, v, w,
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we define the Dedekind–Rademacher–Carlitz (DRC) sum
drc(u, v, w; a, b, c) :=
c−1∑
k=0
b−1∑
j=0
ub jab + kac cvjwk.
The DRC sums are the main ingredients for the integer-point transform of T .
Theorem 14. Let T be the convex hull of (a, 0, 0), (0, b, 0), (0, 0, c), and (0, 0, 0), where a, b and c
are pairwise relatively prime positive integers. Then
(u− 1)(v − 1)(w − 1)
(
ua − vb
)
(ua − wc)
(
vb − wc
)
σtT (u, v, w)
= u(t+2)a(v − 1)(w − 1)
(
vb − wc
) (
(u− 1) + drc (u−1, v, w; a, b, c))
− v(t+2)b(u− 1)(w − 1) (ua − wc) ((v − 1) + drc (v−1, u, w; b, a, c))
+ w(t+2)c(u− 1)(w − 1)
(
ua − vb
) (
(w − 1) + drc (w−1, u, v; c, a, b))
−
(
ua − vb
)
(ua − wc)
(
vb − wc
)
.
Proof. The tetrahedron tT has the vertex cones
K0 = {λ1(1, 0, 0) + λ2(0, 1, 0) + λ3(0, 0, 1) : λ1, λ2, λ3 ≥ 0} ,
K1 = {(ta, 0, 0) + λ1(−1, 0, 0) + λ2(−a, b, 0) + λ3(−a, 0, c) : λ1, λ2, λ3 ≥ 0} ,
K2 = {(0, tb, 0) + λ1(a,−b, 0) + λ2(0,−1, 0) + λ3(0,−b, c) : λ1, λ2, λ3 ≥ 0} ,
K3 = {(0, 0, tc) + λ1(a, 0,−c) + λ2(0, b,−c) + λ3(0, 0,−1) : λ1, λ2, λ3 ≥ 0} ,
and we will ultimately apply Brion’s Theorem 12 to obtain
(4) σtT (z) = σK0(z) + σK1(z) + σK2(z) + σK3(z) ,
which will yield Theorem 14.
The computation of the integer-point transforms of the vertex cones should be routine by now;
we will derive only one of them in detail. The vertex cone K1 has the fundamental parallelepiped
Π = (ta, 0, 0) + {λ1(−1, 0, 0) + λ2(−a, b, 0) + λ3(−a, 0, c) : 0 ≤ λ1, λ2, λ3 < 1} .
There exists exactly one integer point in Π at each integer j along the y-axis and k along the z-axis.
In other words, for j, k ∈ Z≥0, (x, j, k) ∈ Π is written as (x, j, k) = (−λ1 − λ2a− λ3a, λ2b, λ3c) and
hence λ2 = jb and λ3 =
k
c . Thus
Π ∩ Z3 =
{(⌊
−ja
b
− ka
c
⌋
, j, k
)
: j, k = 0, 1, . . . , b− 1
}
and
σK1(u, v, w) = u
ta
 ∑c−1k=0∑b=1j=0 ub− jab − kac cvjwk
(1− u−1) (1− u−avb) (1− u−awc)

= uta
1 +∑c−1k=0∑b=1j=0 u−b jab + kac c−1vjwk − u−1
u−2a−1 (u− 1) (ua − vb) (ua − wc)

=
u(t+2)a
[
(u− 1) + drc (u−1, v, w; a, b, c)]
(u− 1) (ua − vb) (ua − wc) .
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Similarly, we derive
σK2(u, v, w) = −
v(t+2)b
[
(v − 1) + drc (v−1, u, w; b, a, c)]
(v − 1) (ua − vb) (vb − wc) ,
σK3(u, v, w) =
w(t+2)c
[
(w − 1) + drc (w−1, u, v; c, a, b)]
(w − 1) (ua − wc) (vb − wc) ,
and
σK0(u, v, w) = −
1
(u− 1)(v − 1)(w − 1) .
Substituting these rational functions into (4) and clearing denominators gives the theorem. 
Proof of Theorem 2. Theorem 14 gives σtT (u, v, w) = ND with numerator
N = u(t+2)a(v − 1)(w − 1)
(
vb − wc
) (
(u− 1) + drc (u−1, v, w; a, b, c))
− v(t+2)b(u− 1)(w − 1) (ua − wc) ((v − 1) + drc (v−1, u, w; b, a, c))
+ w(t+2)c(u− 1)(w − 1)
(
ua − vb
) (
(w − 1) + drc (w−1, u, v; c, a, b))
−
(
ua − vb
)
(ua − wc)
(
vb − wc
)
and denominator D = (u− 1)(v − 1)(w − 1) (ua − vb) (ua − wc) (vb − wc). We obtain the Ehrhart
polynomial LT (t) = σtT (1, 1, 1) by taking the limit of this rational function as u, v, w → 1. We
need to use L’Hospital’s rule and take partial derivatives with respect to u once, v twice, and w
three times in both numerator and denominator before substituting u = v = w = 1. This is easily
done for the denominator D with the result −12bc2.
The numerator N of σtT (u, v, w) is not handled as easily. After differentiating and setting
u = v = w = 1 it becomes
− 2ab2c3t3 − 6ab2c3t2 − 6bc2t2 − 4ab2c3t− 18bc2t
+ 6bct
a−1∑
j=0
c−1∑
k=0
⌊
jb
a
+
kb
c
⌋
− 6bc2t
a−1∑
j=0
c−1∑
k=0
⌊
jb
a
+
kb
c
⌋
− 12bct
a−1∑
j=0
c−1∑
k=0
k
⌊
jb
a
+
kb
c
⌋
− 6bct
a−1∑
j=0
b−1∑
k=0
⌊
jc
a
+
kc
b
⌋
(5)
+ 24bc2t
a−1∑
j=0
b−1∑
k=0
⌊
jc
a
+
kc
b
⌋
+ 6bc2t2
a−1∑
j=0
b−1∑
k=0
⌊
jc
a
+
kc
b
⌋
− 6bct
a−1∑
j=0
b−1∑
k=0
⌊
jc
a
+
kc
b
⌋(
1 +
⌊
jc
a
+
kc
b
⌋)
plus numerous terms that do not depend on t. Fortunately, because the constant term of LT is 1
(see, for example, [4, Corollary 3.15]), we are not concerned with these extra terms. As before, we
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replace all greatest-integer functions with fractional-part functions to modify (5) to
− 2ab2c3t3 − 3b2c3t2 − 3abc3t2 − 6bc2t2 − b
2c3
a
t− 6abc3t
− 3bc3t− ac3t+ 6ab2c2t+ 6abc2t− 18bc2t− 5ab2ct
− 6bct
c−1∑
k=0
a−1∑
j=0
{
jb
a
+
kb
c
}
+ 6bc2t
c−1∑
k=0
a−1∑
j=0
{
jb
a
+
kb
c
}
+ 12bct
c−1∑
k=0
a−1∑
j=0
k
{
jb
a
+
kb
c
}
(6)
+ 12bct
b−1∑
k=0
a−1∑
j=0
{
jc
a
+
kc
b
}
− 24bc2t
b−1∑
k=0
a−1∑
j=0
{
jc
a
+
kc
b
}
− 6bc2t2
b−1∑
k=0
a−1∑
j=0
{
jc
a
+
kc
b
}
+
12bc2
a
t
b−1∑
k=0
a−1∑
j=0
j
{
jc
a
+
kc
b
}
+ 12c2t
b−1∑
k=0
a−1∑
j=0
k
{
jc
a
+
kc
b
}
− 6bct
b−1∑
k=0
a−1∑
j=0
{
jc
a
+
kc
b
}2
.
Now we use three elementary identities:
b−1∑
k=0
a−1∑
j=0
{
jc
a
+
kc
b
}
=
ab− 1
2
,
b−1∑
k=0
a−1∑
j=0
j
{
jc
a
+
kc
b
}
= c s(ab, c) +
ab(c− 1)
4
,
b−1∑
k=0
a−1∑
j=0
{
jc
a
+
kc
b
}2
=
(ab− 1)(2ab− 1)
6ab
.
They allow us to simplify (6) to
− 2ab2c3t3 − 3b2c3t2 − 3abc3t2 − 3bc2t2 − b
2c3
a
t− 3bc3t− ac3t− 3b2c2t
− 3abc2t− 9bc2t− ab2ct− c
a
t+ 12bc2 (s(ab, c) + s(ac, b) + s(bc, a)) t .
We divide by the denominator −12bc2 and add the constant term 1 to arrive at the desired formula
for LT (t). 
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