Objectives: To develop a novel approach (the Wavecontour ) for the detection of contours in vascular X-ray images, designed to eliminate any systematic under-or overestimation for vessel sizes in the range of 0.5 to 15 mm, and further minimize the influence of the user-defined startand endpoint. Materials and Methods: The method is based on the Wavefront Propagation principle in a twostage approach. Two validation experiments were performed: a plexiglass phantom study (tube sizes ranging from 0.51 to 9.9 mm) and an in vivo patient study (114 patients with various degrees of stenosis).
Introduction
Over the last decades, several approaches have been developed for the assessment of coronary artery morphology and the accurate and automatic quantification of coronary arterial lesions. The goal in this field of research of Quantitative Coronary Arteriography (QCA) has been the development of a robust method that can be used in clinical trials as well as during cardiac catheterization interventions, by providing clinically relevant parameters such as percent diameter stenosis, obstruction diameter, estimated reference diameter, obstruction length and others [37, 96] . These parameters can be used to select the proper devices during interventions and to assess accurately the development of the disease process over time.
In order for a method to be acceptable in these applications, it has to be fast, accurate, reproducible, automatic (or at least semi-automatic) and reliable, be able to handle different types of images and different types of vessel morphologies. In our lab, we have developed and validated various generations of such QCA software packages for online and offline usage over the past 25 years [37, 96, 38, 36] . The accuracy and precision data of these different generations of software packages have served as standards in Quantitative Coronary Arteriography.
Despite the proven high accuracy and precision of our software packages [40, 101] , it would be highly desirable to even further automate the procedure with associated likely smaller observer variabilities, to apply this contour detection scheme to all possible morphologies including complex lesions, bifurcations and ostial lesions, and to a wider range of vessel sizes, including all peripheral vessels, such as the carotid arteries, aorta, renal arteries, femoral arteries, etc. in order to achieve a broader acceptance in on-line applications. As a first step to minimize the user influence as much as possible, we recently developed the Wavepath [84, 102] , a highly reproducible and accurate pathline detection method that is virtually independent of the exact position of the user-defined start-and endpoints of the vessel segment of interest.
However, a stable and reproducible pathline alone is not enough to make the overall measurement more reliable and reproducible. The contour detection methods that were used so far in the QCA-CMS systems, i.e. the Minimal Cost Algorithm (MCA) [40] and the Gradient Field Transform (GFT) [50] , also introduce a certain amount of variation, even when the pathline is absolutely stable in the middle part of the segment.
This and other limitations that were encountered with the detection of the arterial contours using the MCA approach, are related to the scanlines, on which the MCA is based. These scanlines are constructed perpendicular to the initial model (i.e. the centerline of the vessel) and are used to calculate the possible edge-points that are subsequently used by the dynamic programming algorithm to calculate the best contours. The fact that only two points can be detected per scanline (one for each side of the vessel), makes this algorithm less suitable for following complex lesion morphologies and also causes an undersampling of the contours at the outside of corners and an oversampling at the inside. The latter can lead to crossing scanlines and therefore loops in sharp corners. This issue is explained in Figure 5 .1.
As mentioned above, scanline-based methods suffer from a relatively large variability since the definition of the scanlines is usually dependent on the pathline, which is divided into a fixed number of segments of equal length, making the resampling dependent on the length of the pathline. The use of the Wavepath [84, 102] does not solve this problem since the lengths of the pathlines vary with the manual definition of the start-and endpoints.
Figure 5.1: Under-and oversampling and crossing scanlines due to a sharp corner in a bifurcation.
To avoid these problems, we decided to design and implement an entirely new contour detection method that does not require scanlines to detect the contours and would indeed benefit clearly from a stable pathline and solve the problems the other algorithms suffer from, such as the difficult trade-off between smooth contours that are not affected by the noise in the image, and more irregular contours that are able to follow complex lesion morphologies.
In addition, the algorithm should also satisfy the requirements for vascular applications, i.e. it should provide accurate measurement data for a much larger range of vessel sizes, up to about 12-15 mm in diameter. Over the last several years we have seen that the coronary interventional techniques are transferred successfully to peripheral applications, in particular in the carotid arteries. This has created great possibilities and challenges for Quantitative Vascular Arteriographic (QVA) applications [103] . As a consequence, the algorithm must also be able to handle other vessel morphologies than the straight vessels in QCA, being ostial segments and bifurcations. At the same time, bifurcation stenting in coronary arteries has attracted more and more attention lately, requiring solutions from the QCA point-of-view [104, 105] .
In general, four different types of contour detection approaches can be distinguished: the derivative-based techniques [40, 50, 106, 107] , the densitometry based techniques [108, 109] , the threshold-based techniques [110, 111] and the model-based techniques [112, 57] . As was shown by Hoffmann et al [113] , all techniques can yield highly accurate contour detection results, but no single technique provides accurate sizes for the whole range of vessel sizes that is used in QCA and QVA. In our application, the densitometric methods are not favored since the coronary angiograms show substantial motion, which makes a background subtraction virtually impossible. This difficulty to separate the artery from the background as well as the non-linear transferfunction of the X-ray system, make the densitometric approaches unsuitable. The model-based techniques require detailed information about the exact characteristics of the imaging system to achieve its theoretical accuracy, which is in many cases not available. Since the threshold-based approaches show the largest error in size measurements and the derivative-based techniques have proven their accuracy in this field of application [40] , the new approach is also based on a derivative technique.
This paper describes the new contour detection approach that we have developed to perform successfully in the full range of new applications mentioned above. Next, the results of a validation study are presented, followed by a discussion about the advantages and limitations of this approach.
Materials and methods
The new approach for contour detection has to meet several criteria in order to be applicable in the practical environment of a QCA and QVA system: 1) The definition of the contours must be very accurate, such that no systematic over-or underestimation of the size of the vessel occurs; 2) the resulting contours must be reproducible; 3) the algorithm must be able to detect the vessel contours of different vessel morphologies, such as straight vessel segments, ostial segments and bifurcations; 4) the approach must be able to cope with complex lesion morphologies, such as an overhang or asymmetric and steep stenosis; 5) the algorithm must be applicable over a wide range of vessel sizes from 0.5 up to about 12 -15 mm in diameter; and 6) the algorithm must be fast enough for online applications.
In our approach, the measurement of an arterial stenosis is divided into the following steps: First a pathline through the vessel is detected between the user-defined start-and endpoint. Then, the contour detection is applied, to locate the contours of the arterial segment using the pathline as an initial model. Next, a first estimation of the location of the stenosis is made based on the detected contours. Subsequently, an estimation is made of the vessel segment without the obstruction (i.e. the reference contours), on the basis of the detected contours in the nonstenotic parts of the analyzed vessel. Finally, from these reference contours and the detected contours, the stenosis parameters are calculated. As mentioned earlier, we already developed a new approach for the detection of pathlines through the arteries, the Wavepath, that was designed to minimize any user influence. However, since we want the entire measurement to be robust and user-independent, the contour detection itself must be improved further to achieve a reproducible measurement approach.
Algorithm
To meet the criterion of eliminating all systematic errors, we choose for a two-stage approach. The first stage is meant to roughly find the correct contours and the second stage will adjust the contours to achieve the high accuracy and precision. In this first stage, all edges are detected using the edge filters that were already used in the MCA algorithm. To solve the problem of different vessel morphologies, more information is needed than only the edge strength. Therefore we add high-level information concerning the morphology of the vessel under study.
To extract this information, a Wavefront propagation [80] is used to detect the entire vessel. When analyzing the region that the Wavefront has reached, a binary image is computed that represents the morphology of the structure of interest. Subsequently, a skeletonization operation is performed that provides us with the information about the location and direction of sidebranches and bifurcations, as can be seen in Figure 5 .2. This information is taken into account in the different directional edge-images, which were generated in an earlier phase. In this way, the algorithm can be forced to step over an undesired sidebranch, or artifact in the image. This is achieved by locally modifying the detected edge images with a weighted combination of the direction of the edge and the direction of the pathline segment that is closest. The removal of the scanlines allows the algorithm to follow complex lesions, for example with overhangs, and sharp corners, but requires a different approach to the edge detection since the global direction of the contours is unknown. Therefore, all possible edges in all directions must be detected. We use different directional filters to achieve a directional edge-image in each of the possible directions. These directional edge-images are used later on for finding the optimal contour.
In our approach, we use the Wavefront propagation [80] and modified it to use not only one global edge-image as speed-image for the propagation, but also the directional edge images, all at the same time, in one single propagation. In this case, each position is not only assigned one speed value as is the case in the Wavefront algorithm, but also eight different direction dependent speed values. So dependent on the local direction the wavefront is propagating in, one of the extra speed-values is added. This allows the algorithm to find only the contours that lie on the edges in the correct direction.
The resulting contours are subsequently found by performing a traceback from the endpoints to the startpoints. These start-and endpoints of the contours are found by a simple 1-dimensional weighted edgefilter perpendicular to the pathline, at the position of the proximal point and the distal point.
The second stage of the algorithm uses the initial contours as input and refines the contours to achieve the final results, by using the optimal filter approach for the detection of coronary arteries that was defined by Van der Zwet et al [60] . Taking into account the average transfer function of an X-ray system and assuming that the arteries under study have a circular crosssection shape, a vessel profile is calculated, as can be seen in Eq. 5.1 and Figure 5 .3. For these vessel profiles, the optimal filters for detecting the True Edge Point (TEP) as well as the Most Characteristic Point (MCP) are defined. The TEP-filters are optimized for finding the true edgepoint, whereas the MCP-filters are optimized to find the point on the edge that best matches an anti-symmetrical profile. These filters are different for different vessel sizes, so an estimation of the width of the vessel is needed to select the proper filter. Since we use this filter in the final step of our two-stage algorithm, we already have initial contours and therefore an initial estimation of the vessel width.
As was shown by van der Zwet et al. the TEP-filters are very different for different vessel sizes, whereas the MCP-filters are quite similar for the different vessel sizes. The MCP-filters need to have a fixed offset to position the edge at the correct edge point. We chose the MCP-filters to detect the contours in the second stage of our algorithm, which results in the filter-profile that can be seen in Eq. 5.2 and Figure 5 .4.
f (x) = c 1 e sx cos(sx) + c 2 e sx sin(sx)+ c 3 e −sx cos(sx) + c 4 e −sx sin(sx)+
with c 1 − c 7 and s as parameters to optimize. Finally, in the last phase of our contour detection approach, a contour smoothing is performed to decrease the sensitivity of the contours to noise. To avoid the global edges of the contours to be cut off, an edge-preserved smoothing is used, based on the "Fuzzy Vector Median-based Surface Smoothing", proposed by Shen et al [114] . This filter, which was originally designed for surface smoothing, removes high frequent noise, while preserving the global morphology of the contours.
Validation
In order to assess the performance of our new contour detection approach, we performed two validation studies: one study on phantom images and the other study on clinical patient data.
Plexiglass phantom study
The first part of the validation concerned measuring the accuracy and precision of the Wavecontour approach. This is achieved by analyzing phantom images that were acquired on different imaging systems. Two plexiglass phantoms containing straight tubes with diameters ranging in size from 0.51 mm to 9.9 mm, were filled with 100% contrast agent, placed in the the X-ray system and acquired with different kV-levels (75-90 kV) and different image intensifiers (5 to 9 inch). Also different X-ray machines were used (a Philips cardio-system, a Philips vascular system and a GE cardio-system) in order to make the validation as general as possible.
All these images were analyzed and for each vessel segment, the diameters were measured for all points on the contours and the mean diameter of the segment, calculated from 100 diameter measurements, was compared to the true value. From these results the precision and accuracy of our contour detection approach was assessed.
In Vivo study
The second validation experiment was performed under in vivo circumstances by analyzing digital coronary and vascular arteriograms. A set of vascular segments was selected from 114 digital 512 2 angiographic images, being as diverse as possible, containing long and short, obstructed and non-obstructed, arterial segments. The selection was performed such that the resulting set of images represented a large variety in sizes, ranges and types.
In this study, the automatically detected contours obtained by the Wavecontour approach were compared to the contours that were drawn by an expert, which we use as a gold standard. The results are achieved by measuring the similarity between the contours using a threshold distance of 0.25 and 0.5 pixels, which corresponds to 0.05 -0.1 mm, when taking an average pixel size of 0.2 mm. Furthermore, the variations in the contours as a result of the variation in start and endpoint that are user-defined were assessed. To that end, each analysis of these 114 patients was repeated 25 times automatically, each time with a slightly different start and endpoint. All 25 contour pairs were processed and the variations in the contours were measured. This is achieved by drawing 50 scanlines perpendicular to the straight line from proximal to distal point and measuring the standard deviation of the intersections of the contours with these scanlines. This is done for the previous algorithm (MCA) and our new Wavecontour.
Statistics
As a measure for the overall performance of the new Wavecontour, we use the accuracy, which is defined as the average signed difference between the measured value and true value, and the precision, which is defined as the standard deviation of these differences. These measures are calculated for each of the different measured tube diameters in the phantom study, and finally, the overall accuracy and precision of the approach are calculated, which is the average accuracy and precision over all different measured tube diameters.
Results

Plexiglass phantom study
The results of the study with plexiglass phantoms are presented in Figure 5 .5. The measured sizes of the phantoms are strongly correlated to the true sizes, with a correlation coefficient of 0.9994. In Figure 5 .6, a Bland-Altman-plot is made, showing the error of the measured value in mm against the size of the tube in mm. Note that we only have a fixed number of tubes, which explains the non-continuous distribution along the x-axis. The dashed lines denote the minus and plus two times standard deviation boundaries. The vessel size measurements show an accuracy of 0.007 mm and a precision of 0.072 mm. It can also be seen that 82% of all measurements lie within the range of 0.1 mm relative to the baseline, 97% within the 0.2 mm range and the error never exceeds 0.3 mm. As is apparent from the figure, the error slightly increases with an increasing tube diameter; the major reason for that is that the images were acquired with an increasing pixel size, due to increasing image intensifier size.
The pooled standard deviation was 0.043 mm, which can be seen as a measure for the variation of the contour detection within a segment and was calculated over 100 points in each phantom segment. Figure 5 .7 shows the error in pixels against the diameter of the tube, also measured in pixels. It can be seen that the error never exceeds 0.7 pixel for any measured 
In Vivo study
The results of the study on clinical data, using expert contours, are shown in Table 5 .1. To obtain these results, we measured the distance from the detected contour to the expert contour as well as the other way around, from the expert contour to the detected contour, and averaged these numbers. This is done, since in some extreme cases (for example where one of the contours makes a strong curve and the other one is more or less straight) these numbers can differ substantially. Furthermore, the reproducibility of the Wavecontour was examined using the same clinical patient data set. The pathline and contours were calculated 25 times for each segment, while varying the proximal and distal point within a 7x7 matrix around the original points. The resulting contours were intersected with 50 scanlines perpendicular to the straight line from proximal to distal point, and the variation was calculated along these scanlines. This was done for the previous algorithm (MCA) as well as our new Wavecontour approach. The results are shown in Figure 5 .8.
The experiments show that the contours are very robust and remain very stable in the middle part of the segment, which is the most important section. Typically, the variation is 0.6 pixel lesions with an overhang. For this experiment, a copper phantom is used, consisting of multiple segments with different diameters and different angles, which can be combined in order to create obstructed vessel phantoms with different stenosis morphologies and different stenosis degrees. The results show that the Wavecontour is indeed capable of following these sharp corners and is able to "go backwards" to follow the overhang. This can be obtained in Figure 5 .10.
(a) (b) Figure 5 .10: The performance of the Wavecontour on difficult lesions and sharp angles.
Discussion and conclusion
We developed a new contour detection approach that is called the Wavecontour, and validated the approach on various phantom images as well as clinical patient data. The results show that an accurate measurement is achieved for the whole range of vessel sizes, and no significant systematic under-or overestimation occurs. The vessel size measurements demonstrate an accuracy of 0.007 mm and a standard deviation of 0.072 mm. The accuracy is slightly larger that the accuracy of the mincost algorithm, but the precision is lower, which means that the measurement is more reliable over the whole range of vessel segments. It is also shown that the contours in the clinical patient data show a good similarity to the contours that were drawn by an expert. More than 81% of the contours lie within a distance of 0.5 pixel from the expert-contour, and 93% within 1 pixel. Furthermore, it is shown that the approach is able to deal with complex lesions and sharp corners in the contours. Finally it is shown that the algorithm is robust and reproducible, since the approach shows virtually no change in the middle part of the detected contours due to variations in the user-defined proximal and distal markers. The In Vivo study that is used to validate the contour detection approach was performed only on straight segments. We put effort in selecting different types of images and different types of vessels (with and without side-branches, straight and curved segments, high contrast and low contrast). However, no ostial and bifurcation segments were taken into account since no expert contours were available for these types of analysis. For further validating, it is necessary also to include these other vessel morphologies to be able to prove that the approach is suitable for all the analyses that can be performed in the vascular application.
The research as it is described in this paper, is a part of a broader research that aims at achieving a stable, more reproducible measurement of vascular lesions. In an earlier stage of the research, we have already developed the Wavepath approach, which has already proven to be a robust pathline detection algorithm. The Wavecontour approach subsequently provides robust and stable contours as is shown in this article. However, to achieve a robust and stable stenosis quantification, also a proper method for the measurement of the diameters of the vessel is needed, as well as a method for quantification of the lesion. This is a topic for future research.
