Integral Equations for Electromagnetic Scattering at Multi-Screens by Claeys, Xavier & Hiptmair, Ralf
Integral Equations for Electromagnetic Scattering at
Multi-Screens
Xavier Claeys, Ralf Hiptmair
To cite this version:
Xavier Claeys, Ralf Hiptmair. Integral Equations for Electromagnetic Scattering at Multi-
Screens. Integral Equations and Operator Theory, Springer Verlag, 2016, 84 (1), pp.36.
<http://link.springer.com/article/10.1007
HAL Id: hal-01251236
https://hal.inria.fr/hal-01251236
Submitted on 1 Apr 2016
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
Integral Equations for Electromagnetic Scat-
tering at Multi-Screens
X. Claeys and R. Hiptmair
Abstract. In [X. Claeys and R. Hiptmair, Integral equations on multi-
screens. Integral Equations and Operator Theory, 77(2):167–197, 2013]
we developed a framework for the analysis of boundary integral equa-
tions for acoustic scattering at so-called multi-screens, which are arbi-
trary arrangements of thin panels made of impenetrable material. In this
article we extend these considerations to boundary integral equations for
electromagnetic scattering.
We view tangential multi-traces of vector fields from the perspec-
tive of quotient spaces and introduce the notion of single-traces and
spaces of jumps. We also derive representation formulas and establish
key properties of the involved potentials and related boundary oper-
ators. Their coercivity will be proved using a splitting of jump fields.
Another new aspect emerges in the form of surface differential operators
linking various trace spaces.
Mathematics Subject Classification (2010). Primary 45A05; Secondary
65R20.
Keywords. screen, integral equation, scattering, wave propagation, Helmholtz,
junction points.
1. Introduction
In this article we examine first-kind boundary integral equations (BIEs) re-
lated to the homogeneous Maxwell equations in frequency domain
curl curl u− κ2u = 0 , (1.1)
with wave number κ ∈ C \ (−∞, 0], in the exterior of rather general two-
dimensional surfaces (with boundary) that we have dubbed complex screens
or multi-screens, see Section 2. This generalises the well established theory
for Lipschitz screens as presented by Buffa and Christiansen in [4]. Interest in
this generalisation is motivated by the ubiquity of complex screen geometries
.
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in engineering applications and by the widespread use of boundary integral
equation techniques for numerical simulation, see [22, 26, 25, 8, 11] among
others.
This article can be viewed as a companion to [9], where we focused
on BIEs associated with the scalar Helmholtz equation and developed their
theory on complex screens. The definition of suitable trace spaces and, in par-
ticular, of spaces of jumps turned out to be a major mathematical challenge
in that work. We mastered it by consistently resorting to Green’s formulas in
the volume, following the modern paradigm for the analysis of BIEs [12]. Our
current bid to generalise the theory of [4] to (1.1) and the underlying function
spaces encounters further mathematical challenges related to the peculiarities
of the Maxwell equations compared to the Helmholtz equation. In particu-
lar, to prove stability of boundary integral operators, we have to deal with
Hodge type decompositions of vector fields in non-Lipschitz domains, which
is outside the scope of traditional results for this kind of decomposition.
Let us briefly review the plan of the paper. In Section 2 we recapitulate
the definition of multi-screens already introduced in [9]. Section 3 recalls the
scalar trace spaces defined in [9, Sections 5 & 6]. In the core Section 4 we fol-
low the reasonings of [9] to develop a clear idea of tangential traces of vector
fields with curl in L2. Next, Section 5 examines surface differential opera-
tors linking scalar and vector multi-trace, single-trace, and jump spaces. In
Section 6, we examine the well-posedness of the electromagnetic scattering
problem with perfectly conducting boundary conditions at a multi-screen.
To guarantee existence and uniqueness of the solution, we introduce an ad-
ditional geometrical assumption so as to guarantee that this boundary value
problem enters the standard Riesz-Schauder theory. Aiming for boundary in-
tegral operators, Section 7 provides a representation formula for solutions of
(1.1). Applying the trace operators introduced earlier to the representation
formula yields boundary integral equations. In Section 8 we give an alterna-
tive definition of our new tangential jump trace spaces, which establishes a
link to existing theory. In the final and crucial Section 9 we prove coercivity
of the Maxwell single layer boundary integral operator on a multi-screen, see
Theorem 9.7. To accomplish this, we have to resort to a novel variant of the
usual splitting technique based on a Hodge-type decomposition of the jump
traces.
Notations
Γ Multi-screen with boundary ∂Γ
Ωj Finite collection of Lipschitz domains adjacent to Γ, see
Definition 2.3
H1(R3 \ Γ) Sobolev space of functions R3 \ Γ→ C, see (3.1)
H(div,R3 \ Γ) Sobolev space of vector fields R3 \ Γ → C3 with square
integrable divergence
H
± 1
2 (Γ) Scalar values multi-trace spaces, see Definition 3.1
πd Dirichlet trace (point trace) H
1(R3 \ Γ)→ H1/2(Γ)
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πn Normal component trace H(div,R
3 \ Γ)→ H−1/2(Γ)
〈〈·, ·〉〉 Bilinear duality pairing for scalar functions on Γ, see (3.3)
H±
1
2 ([Γ]) Scalar-valued single traces spaces, see Definition 3.2
H(curl,R3 \ Γ) Sobolev space of vector fields R3 \ Γ → C3 with square
integrable curl
γt Standard tangential trace operator, see (4.2), (7.1)
H−
1
2 (curlΓ,Γ) Tangential multi-trace space, see Definition 4.4
πt tangential multi-trace operator; canonical projection onto
H
− 1
2 (curlΓ,Γ), see (4.5)
〈〈·, ·〉〉× Skew-symmetric duality pairing in H− 12 (curlΓ,Γ), see
(4.6), (4.8)
H−
1
2 (curlΓ, [Γ]) Tangential single-trace space, see Definition 4.12
H˜−1/2(curlΓ, [Γ]) Tangential jump space, see Definition 4.13
[ ] Jump operator, see (3.5) and Definitions 4.8
∇Γ surface gradient, see (5.2)
curlΓ surface rotation, see (5.4)
γr tangential trace of curl, see (7.1)
Gκ Helmholtz fundamental solution with wave number κ
DLκ, SLκ Vector single and double layer potentials, see (7.6)
ı imaginary unit
H
1
2
×(Γ) tangential trace space for (H
1(R3))3, see (8.5)
Et Dirichlet harmonic vector fields, see (9.1)
2. Geometrical Setting: Definition of Multi-Screens
Since the treatment of particular geometries is the main focus of the present
contribution, we start with a precise description of the geometries we consider,
closely following [9, Section 2]. To begin with, we recall what is an orientable
Lipschitz screen, a notion that was introduced by Buffa and Christiansen [4].
Here and in the sequel, we will only consider three dimensional situations,
since we are interested in the study of Maxwell’s equations.
Definition 2.1 (Lipschitz screen).
A Lipschitz screen (in the sense of Buffa-Christiansen) is a subset Γ ⊂ R3
that satisfies the following properties:
• the set Γ is a compact Lipschitz two-dimensional sub-manifold with
boundary,
• denoting ∂Γ the boundary of Γ, we have Γ = Γ \ ∂Γ,
• there exists a finite covering of Γ with cubes such that, for each such
cube C, denoting by h the length of its sides, we have
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* if C contains a point of ∂Γ, there exists an orthonormal basis of R3
in which C can be identified with (0, h)3 and there are Lipschitz
continuous functions ψ : R → R and φ : R2 → R with values in
(0, h) such that
Γ ∩C = { (x, y, z) ∈ C | y < ψ(x), z = φ(x, y) } ,
∂Γ ∩C = { (x, y, z) ∈ C | y = ψ(x), z = φ(x, y) } , (2.1)
* if C contains no boundary point, there exists a Lipschitz open set
Ω ⊂ R3 such that we have Γ ∩ C = ∂Ω ∩ C.
In the sequel, we will refer to orientable screens as “screens in the sense of
Buffa and Christiansen”. Multi-screens are generalisations of such objects
that allow the presence of several “panels” or “fins”.
Definition 2.2 (Lipschitz partition).
A Lipschitz partition ofR3 is a finite collection of Lipschitz open sets (Ωj)j=0...n
such that R3 = ∪nj=0Ωj and Ωj ∩Ωk = ∅, if j 6= k.
Definition 2.3 (Multi-screen).
A multi-screen is a subset Γ ⊂ R3 such that there exists a Lipschitz partition
of R3 denoted (Ωj)j=0...n satisfying Γ ⊂ ∪nj=0∂Ωj and such that, for each
j = 0 . . . n, we have Γ ∩ ∂Ωj = Γj where Γj ⊂ ∂Ωj is some Lipschitz screen
(in the sense of Buffa-Christiansen).
Remark 2.4. Since the definition above allows the presence of several branches,
multi-screens are not globally orientable a priori, although they are locally
orientable away from junction points, i.e. points where several branches meet.
Although such surfaces commonly occur in applications, beside our article [9],
we could not find any literature on integral equations considering such ob-
jects, especially in the context of electromagnetics.
Remark 2.5. Concerning variational formulations of Maxwell’s equations,
however, there already exist references dealing with possibly non-Lipschitz
geometries. In this direction, we would like to point out [21] that considers a
geometrical setting (see in particular Theorem 3.6) that covers the situations
considered in the present article.
3. Scalar Valued Function Spaces on Multi-Screens
To prepare the ground for treating traces of vector fields, we give a brief
review of the functional framework that was developed in [9] for analysing
scalar scattering by multi-screen objects. We shall provide no proofs of the
results contained in this section, and refer the reader to [9, Sections 5 & 6].
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3.1. Domain based function spaces
The trace spaces adapted to multi-screens that we introduced in [9] are built
upon two domain based functional spaces. The first one, denoted H1(R3\Γ), is
defined as the space of functions u ∈ L2(R3) such that there exists p ∈ L2(R3)
satisfying∗∫
R3\Γ
u div(q) dx = −
∫
R3\Γ
p · q dx ∀q ∈ (D(R3 \ Γ))3
and we set ‖u‖2
H1(R3\Γ)
:= ‖u‖2L2(R3) + ‖p‖2L2(R3) .
(3.1)
Naturally, this norm is well defined since, if such a p as above exists, it is
unique. The Sobolev space H1(R3 \ Γ) equipped with the norm defined in
(3.1) is a Hilbert space. We also define H10,Γ(R
3) the closure of D(R3 \ Γ) in
H1(R3 \ Γ) with respect to this norm. The second domain based space that
we introduced in [9, Section 4], denoted by H(div,R3 \ Γ), is the space of
fields p ∈ L2(R3)3 such that there exists u ∈ L2(R3) satisfying∫
R3\Γ
p · ∇v dx = −
∫
R3\Γ
u v dx ∀v ∈ D(R3 \ Γ) ,
and we set ‖p‖2
H(div,R3\Γ)
:= ‖u‖2L2(R3) + ‖p‖2L2(R3) .
(3.2)
Once again, if such a u as above exists, it is unique, so that the norm
‖ ‖
H(div,R3\Γ) is well defined. The space H(div,R
3 \ Γ) equipped with
this norm is a Hilbert space. We also define H0,Γ(div,R
3) as the closure
of D(R3 \ Γ)3 with respect to this norm.
3.2. Multi-trace spaces
These trace spaces are defined in an abstract manner as factor spaces, see [9,
Section 5].
Definition 3.1 (Scalar valued multi-trace spaces).
Scalar valued Dirichlet and Neumann multi-trace spaces, respectively, are
defined as
H
+ 1
2 (Γ) := H1(R3 \ Γ)/H10,Γ(R3)
H
− 1
2 (Γ) := H(div,R3 \ Γ)/H0,Γ(div,R3).
These spaces are equipped with their respective canonical quotient norms
‖ ‖H±1/2(Γ).
We also consider trace operators πd : H
1(R3 \ Γ) → H1/2(Γ) and πn :
H(div,R3 \ Γ) → H−1/2(Γ) simply as the canonical projections for these
∗Given any open subset ω ⊂ R3, D(ω) denotes the set of elements of C∞(R3) that vanish
in R3 \ ω, and D′(ω) designates its dual i.e., the space of distributions in ω.
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quotient spaces. The multi-trace spaces H±1/2(Γ) are dual to each other via
the bilinear pairing 〈〈·, ·〉〉 defined by the formula
〈〈πd(u), πn(p)〉〉 :=
∫
R3\Γ
p · ∇u+ div(p)u dx , (3.3)
for all u ∈ H1(R3 \ Γ) and all p ∈ H(div,R3 \ Γ). Identity (3.3) should be
understood as a generalised Green formula where Γ plays the role of the
”boundary” of R3 \ Γ.
3.3. Single-trace spaces and jumps
The elements ofH±1/2(Γ) may be regarded as double-valued functions defined
on Γ (each value being associated to a different face of Γ). We also consider
subspaces of the multi-trace spaces that correspond to single valued functions.
Definition 3.2 (Scalar-valued single trace spaces).
Scalar valued single traces spaces for Dirichlet and Neumann data, respec-
tively, are defined as
H+
1
2 ([Γ]) := H1(R3)/H10,Γ(R
3) = πd
(
H1(R3)
)
H−
1
2 ([Γ]) := H(div,R3)/H10,Γ(div,R
3) = πn
(
H(div,R3)
)
These are closed subspaces of H±1/2(Γ) and, as such, inherit the norms
‖ ‖H±1/2(Γ).
The single trace spaces H±1/2([Γ]) are polar to each other under the
duality pairing (3.3). In particular we have 〈〈u˙, p˙〉〉 = 0 for every u˙ ∈ H1/2([Γ]),
p˙ ∈ H−1/2([Γ]). We also define jump spaces as duals of the single trace spaces
H˜+
1
2 ([Γ]) = H−
1
2 ([Γ])′ and H˜−
1
2 ([Γ]) = H+
1
2 ([Γ])′ (3.4)
We equip the jump spaces (3.4) with the dual norms. Note that any element
of H±1/2(Γ) naturally induces an element of H˜±1/2([Γ]) via the pairing 〈〈·, ·〉〉.
This allows to consider a continuous and surjective “jump” operator [ · ] :
H+1/2(Γ)→ H˜+1/2([Γ]) defined by the formula
〈[u˙], q˙〉 := 〈〈u˙, q˙〉〉 ∀q˙ ∈ H− 12 ([Γ]) (3.5)
where this holds for any u˙ ∈ H+1/2(Γ). In a completely analogous manner we
can define a jump operator [ · ] : H−1/2(Γ) → H˜−1/2([Γ]) that is continuous
and surjective as well.
4. Tangential Traces on Multi-Screens
Now we study tangential traces of curl-conforming vector fields featuring
jumps across the multi-screen Γ. Our considerations run parallel to those [9]
for scalar Dirichlet and Neumann multi-traces. Let us also point out that our
treatment of traces is in the spirit of [2, 17].
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4.1. Function spaces for vector fields in the volume
First of all, we define spaces of vector fields on the unbounded domain R3 \Γ.
As usual, the space H(curl,R3\Γ) will designate the set of u ∈ L2(R3)3 such
that there exists p ∈ L2(R3)3 satisfying∫
R3\Γ
u · curl(v) dx =
∫
R3\Γ
p · v dx ∀v ∈ D(R3 \ Γ)3 . (4.1)
Of course, according to this definition, we have p = curl(u)|
R3\Γ in the sense
of distribution in R3 \ Γ. However, in general p 6= curl(u) in the sense of
distributions in R3, as there may be tangential jumps of u across Γ. We
equip the space H(curl,R3 \ Γ) with the scalar product
(u,v)
H(curl,R3\Γ) :=
∫
R3\Γ
uv dx+
∫
R3\Γ
(curl u|
R3\Γ) · (curl v|R3\Γ) dx .
It is well known that H(curl,R3 \ Γ) is a Hilbert space when equipped with
this scalar product. We denote by ‖ ‖
H(curl,R3\Γ) the induced norm. We
also define H0,Γ(curl,R
3) to be the closure of D(R3 \Γ)3 with respect to the
norm ‖ ‖
H(curl,R3\Γ). It is clear that both H0,Γ(curl,R
3) and H(curl,R3)
are closed subspaces of H(curl,R3 \ Γ).
4.2. Tangential trace spaces on boundaries of Lipschitz domains
Of course, the treatment of multi-screens is founded on established results
concerning traces of vector fields on the boundary of non-smooth domains. All
results presented in this section are covered in [6]; see also [7, 3] for surveys.
In this section, we consider a generic Lipschitz domain Ω ⊂ R3. Ac-
cording to Rademacher’s theorem, the normal vector field n at Γ := ∂Ω is a
well defined function of (L∞(Γ))3. Let H(curl,Ω) denote the space of vector
fields u ∈ (L2(Ω))3 such that curl(u) ∈ (L2(Ω))3. We define the tangential
trace γt as the operator that satisfies
γt(u) = n× (u× n) ∀u ∈ (D(R3))3 . (4.2)
This operator induces a surjective continuous trace operator γt : H(curl,Ω)→
H−1/2(curlΓ,Γ), see [6, Thm.4.1]. In addition, the following is a straightfor-
ward consequence of [6, Thm.5.1],
H0(curl,Ω) = ker( γt ) ,
whereH0(curl,Ω) is the completion of (D(Ω))3 inH(curl,Ω). Hence, there is
an isomorphism between H(curl,Ω)/H0(curl,Ω) and H
−1/2(curlΓ,Γ) which
makes possible the identification
H−1/2(curlΓ,Γ) = H(curl,Ω)/H0(curl,Ω) . (4.3)
The trace γt can thus be read as canonical projection onto a factor space.
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4.3. Tangential vector multi-traces
Now we introduce spaces obtained as tangential traces of vector fields be-
longing to H(curl,R3 \ Γ). The geometry of the multi-screen may be very
complex, and this makes this trace space difficult to define. To overcome this
geometrical difficulty, we take the cue from (4.3) and, in analogy to Defi-
nition 3.1 and [9, Section 5], use an abstract definition based on quotient
spaces:
Definition 4.1 (Tangential multi-trace space).
The tangential multi-trace space on the multi-screen Γ is defined as
H
− 1
2 (curlΓ,Γ) := H(curl,R
3 \ Γ)/H0,Γ(curl,R3) . (4.4)
Of course, the chosen notation contains ”− 12” as a superscript, as well
as ”curlΓ” in order to suggest as explicitly as possible that this new space
is a generalisation of the space H−1/2(curlΓ,Γ) for Γ = ∂Ω. In other words,
Definition (4.4) is consistent with (4.3).
The space (4.4) will be equipped with the quotient norm, see the Ap-
pendix in [9] for example, and the trace operator is given by the canonical
projection
πt : H(curl,R
3 \ Γ)→ H− 12 (curlΓ,Γ) . (4.5)
Now observe that, using elementary density arguments, for u,v ∈ H(curl,R3\
Γ) we have
∫
R3\Γ curl(u)·v−u ·curl(v) dx = 0 whenever u ∈ H0,Γ(curl,R3)
or v ∈ H0,Γ(curl,R3). As a consequence, for any u˙, v˙ ∈ H−1/2(curlΓ,Γ), we
can define
〈〈u˙, v˙〉〉× :=
∫
R3\Γ
curl(u) · v − u · curl(v) dx , (4.6)
where u,v ∈ H(curl,R3 \Γ) are such that πt(u) = u˙ and πt(v) = v˙. The bi-
linear form 〈〈·, ·〉〉× is clearly skew-symmetric and continuous on H(curl,R3 \
Γ)×H(curl,R3 \Γ). It actually puts H−1/2(curlΓ,Γ) into duality with itself,
cf. [9, Section 5.1].
Proposition 4.2 (Self-duality of H−
1
2 (curlΓ,Γ), cf. [9, Proposition 4.1], [7,
Theorem 2]). For any continuous linear form ϕ : H−1/2(curlΓ,Γ)→ C, there
exists a unique u˙ ∈ H−1/2(curlΓ,Γ) such that ϕ(v˙) = 〈〈u˙, v˙〉〉× for all v˙ ∈
H−1/2(curlΓ,Γ) and ‖ϕ‖(H−1/2(curlΓ,Γ))′ = ‖u˙‖H− 12 (curlΓ,Γ).
Proof: For any u˙ ∈ H−1/2(curlΓ,Γ), consider the unique minimal norm repre-
sentative u ∈ H(curl,R3 \ Γ), that is πt(u) = u˙. We have ‖u‖H(curl,R3\Γ) =
‖u˙‖H−1/2(curlΓ,Γ) by definition of the quotient norm and u satisfies the or-
thogonality condition∫
R3\Γ
curl(u) · curl(v) + u · v dx = 0 ∀v ∈ H0,Γ(curl,R3) . (4.7)
Set p = curl(u) ∈ H(curl,R3\Γ), so that curl(p) = −u since curl(curl(u))+
u = 0 in R3 \ Γ, which is a direct consequence of (4.7). Since both p and
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u linearly and continuously depend on u˙, we can set Φ(u˙) = πt(p), where
Φ : H−1/2(curlΓ,Γ)→ H−1/2(curlΓ,Γ) is a linear isometry. Then we have
〈〈 u˙,Φ(u˙) 〉〉× =
∫
R3\Γ
| curl(u)|2 + |u|2 dx = ‖u˙‖2
H
− 1
2 (curlΓ,Γ)
.
This clearly shows that the bilinear form 〈〈·, ·〉〉× induces an isometric isomor-
phism and concludes the proof. 
A consequence of the duality proved in Proposition 4.2 is the following char-
acterisation of the space H0,Γ(curl,R
3) as kernel of the bilinear form 〈〈·, ·〉〉×.
Lemma 4.3 (Characterization of H0,Γ(curl,R
3), cf. [9, Corollary 5.2]).
For any u ∈ H(curl,R3 \ Γ), we have u ∈ H0,Γ(curl,R3), if and only if∫
R3\Γ
curl(u) · v − u · curl(v) dx = 0 ∀v ∈ H(curl,R3 \ Γ) .
4.4. Tangential multi-trace spaces in particular situations
In this subsection we will examine two particular situations where it is easy
to give explicit descriptions of H−1/2(curlΓ,Γ) in terms of more standard
trace spaces. For scalar multi-trace spaces these considerations have been
elaborated in [9, Section 5.2].
4.4.1. Skeleton of a Lipschitz partition. We first consider the case where
Γ = ∪nj=0∂Ωj, where (Ωj)j=0...n is a Lipschitz partition of R3, see Definition
2.2. Denote Γj := ∂Ωj . In this situation, the operator Loc(u) = (u|Ωj )nj=0
provides an isometric isomorphism
Loc : H(curl,R3 \ Γ)→ H(curl,Ω0)× · · · ×H(curl,Ωn) .
For each subdomain Ωj , let Extj : H
−1/2(curlΓ, ∂Ωj) → H(curl,Ωj) be a
right inverse of the tangential trace operator local to Ωj . As a consequence
πt · Loc−1 · (Ext0 × · × Extn) is an isometric isomorphism, so that we can
identify
H
− 1
2 (curlΓ,Γ) ∼= H− 12 (curlΓ,Γ0)× · · · ×H− 12 (curlΓ,Γn) .
Let nj stand for the exterior unit normal vector to ∂Ωj. Let u˙, v˙ be two
elements of H−
1
2 (curlΓ,Γ) that we identify with (u˙j)
n
j=0, (v˙j)
n
j=0 according
to the isomorphism exhibited above. Standard Green’s formula applied in
each Ωj , along with (4.6) and (4.7) yield
〈〈u˙, v˙〉〉× =
n∑
j=0
∫
Γj
nj × u˙j · v˙jdσ , (4.8)
which agrees with the skew-symmetric duality pairing defined in [7, Formula
(10)]. Formula (4.8) provides further motivation for the notation “〈〈·, ·〉〉×”.
In the general case where Γ is not necessarily the skeleton of a Lipschitz
partition, the above discussion shows that (i) H−
1
2 (curlΓ,Γ) can at least be
embedded into Πnj=0H
− 1
2 (curlΓj ,Γj), although this embedding is not an iso-
morphism anymore, and that (ii) Expression (4.8) still holds for smooth u˙, v˙.
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4.4.2. Standard Lipschitz screens. Next, we consider the situation of a Lips-
chitz partition with two domains, R3 = Ω0 ∪Ω1, where Ω1 is a bounded Lip-
schitz domain, and Γ ⊂ ∂Ω0 ∩ ∂Ω1. Once again, let us denote Γj := Γ ∩ ∂Ωj
for j = 0, 1. The injection H(curl,R3 \ Γ) ⊂ H(curl,R3 \ ∂Ω0) induces a
natural embedding
H
− 1
2 (curlΓ,Γ) := H(curl,R
3 \ Γ)/H0,Γ(curl,R3) →֒
H(curl,R3 \ ∂Ω0)/H0,Γ(curl,R3)
From the isometric isomorphismH(curl,R3\∂Ω0) ∼= H(curl,Ω0)×H(curl,Ω1)
and the definition of trace spaces as quotient spaces in (4.3), we conclude that
there is a natural embedding,
H
− 1
2 (curlΓ,Γ) →֒ H− 12 (curlΓ,Γ)×H− 12 (curlΓ,Γ). (4.9)
Unless Γ = ∂Ω0 = ∂Ω1, this is a strict embedding (and not an isomor-
phism). Among all pairs (u,v) ∈ (H− 12 (curlΓ,Γ))2, let us describe those
belonging H−
1
2 (curlΓ,Γ). Consider an element of u˙ ∈ H− 12 (curlΓ,Γ) and let
u ∈ H(curl,R3 \ Γ) satisfy πt(u) = u˙ and denote uj := u|Ωj . In accordance
with the discussion above, we make the identification u˙ = (π0t(u0), π
1
t(u1))
where πjt(uj) := (nj × uj |Γ)× nj with uj = u|Ωj . Since tangential traces of
u0,u1 coincide on ∂Ω0 \ Γ i.e. (n0 × u0)× n0 = (n1 × u1)× n1 on ∂Ω0 \ Γ,
we have
π1t(u1)− π0t(u0) ∈ H˜−
1
2 (curlΓ,Γ) :=
{v˙ ∈ H− 12 (curlΓ, ∂Ω0) | v˙ = 0 on ∂Ω0 \ Γ} .
Using appropriate liftings of traces local to each subdomain, one shows that
the condition above actually yields a characterisation of H−
1
2 (curlΓ,Γ),
H−
1
2 (curlΓ,Γ) =
{(v˙1, v˙2) ∈ H− 12 (curlΓ,Γ) | v˙1 − v˙2 ∈ H˜− 12 (curlΓ,Γ) } .
(4.10)
Next, let us provide explicit formula for the duality pairing 〈〈·, ·〉〉×. Take two
traces u˙, v˙ ∈ H− 12 (curlΓ,Γ) and assume that u,v ∈ H(curl,R3 \ Γ) satisfy
πt(u) = u˙, πt(v) = v˙. Let us identify u˙ = (u˙0, u˙1) and v˙ = (v˙0, v˙1) in
accordance with the discussion above, and denote uj = u|Ωj , vj = v|Ωj .
Then we have
〈〈u˙, v˙〉〉× =
∫
R3\Γ
curl(u) · v − curl(v) · u dx
=
∑
j=0,1
∫
Ωj
curl(uj) · vj − curl(vj) · uj dx
=
∑
j=0,1
∫
∂Ωj
(nj × u˙j) · v˙j dσ
=
∫
Γ
(n0 × u˙0) · v˙0 + (n1 × u˙1) · v˙1 dσ .
(4.11)
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4.5. Single-trace spaces and jump spaces
Now we introduce a vector counterpart of single-trace spaces that correspond
to tangential traces matching on both side of each panel of multi-screens. This
space, and its dual, will play a pivotal role in the theoretical study of integral
equations posed on Γ.
Definition 4.4 (Tangential single-trace space, cf. [9, Definition 6.1]). The tan-
gential single-trace space is defined as the quotient space
H−
1
2 (curlΓ, [Γ]) := H(curl,R
3)/H0,Γ(curl,R
3) . (4.12)
Note that this definition differs from (4.4) in that H(curl,R3) is consid-
ered instead of H(curl,R3 \Γ), which induces transmission conditions across
the panels of Γ. Obviously, we have H−
1
2 (curlΓ, [Γ]) ⊂ H− 12 (curlΓ,Γ) and the
quotient norm on H−1/2(curlΓ, [Γ]) agrees with the norm inherited from the
multi-trace space H−1/2(curlΓ,Γ).
The single-trace space H−
1
2 (curlΓ, [Γ]) is actually polar (and not dual!)
to itself with respect to the pairing 〈〈·, ·〉〉×, which yields a variational char-
acterisation.
Proposition 4.5 (Characterization of tangential single-trace space, cf. [9,
Proposition 6.3]). For u˙ ∈ H−1/2(curlΓ,Γ), we have
u˙ ∈ H−1/2(curlΓ, [Γ]) ⇐⇒ 〈〈u˙, v˙〉〉× = 0 ∀v˙ ∈ H−1/2(curlΓ, [Γ]) .
Proof:Take an arbitrary u˙ ∈ H−1/2(curlΓ,Γ) and consider any u ∈ H(curl,R3\
Γ) that satisfies πt(u) = u˙. Assume first that u˙ ∈ H−1/2(curlΓ, [Γ]) so that
u ∈ H(curl,R3). Thus, according to the very definition of 〈〈·, ·〉〉× given
by (4.6) and Green’s formula, for any v˙ ∈ H−1/2(curlΓ, [Γ]) there exists
v ∈ H(curl,R3) such that πt(v) = v˙ which implies
〈〈u˙, v˙〉〉× =
∫
R3\Γ
curl(u) · v − u · curl(v) dx
=
∫
R3
curl(u) · v − u · curl(v) dx = 0 .
This proves the ”only if” part of the proposition. Now assume that 〈〈u˙, v˙〉〉× =
0 for all v˙ ∈ H−1/2(curlΓ, [Γ]), and let us show that u ∈ H(curl,R3). Set p =
curl(u)|
R3\Γ. For any v ∈ D(R3)3, we have πt(v) = v˙ ∈ H−1/2(curlΓ, [Γ]),
which implies∫
R3
u · curl(v) dx =
∫
R3\Γ
u · curl(v) dx = 〈〈v˙, u˙〉〉× +
∫
R3
v · p dx
=
∫
R3
v · p dx, ∀v ∈ (D(R3))3 .
This shows that u ∈ H(curl,R3) with curl(u) = p in R3, not just in R3 \Γ.
Hence u˙ = πt(u) ∈ H−1/2(curlΓ, [Γ]). 
As we pointed out above, the space H−1/2(curlΓ, [Γ]) is not dual to itself.
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As in [9, Section 6.2], this observation motivates the introduction to another
type of trace spaces.
Definition 4.6 (Tangential jump space, cf. [9, Definition 6.4]). The tangential
jump space on the multi-screen Γ is defined as the dual space
H˜−1/2(curlΓ, [Γ]) := H
−1/2(curlΓ, [Γ])
′ . (4.13)
We equip the space H˜−1/2(curlΓ, [Γ]) with the dual norm
‖u˙‖
H˜
− 1
2 (curlΓ,[Γ])
:= sup
v˙∈H−
1
2 (curlΓ,[Γ])
| 〈〈u˙, v˙〉〉×|
‖v˙‖
H
− 1
2 (curlΓ,Γ)
. (4.14)
SinceH−1/2(curlΓ, [Γ]) is a closed subspace of H
−1/2(curlΓ,Γ), a direct appli-
cation of the Hahn-Banach Theorem (see [23, Thm.3.6]) shows that for any
ϕ ∈ H˜−1/2(curlΓ, [Γ]), there exists u˙ ∈ H−1/2(curlΓ,Γ) such that 〈〈u˙, v˙〉〉× =
ϕ(v˙). This is a motivation for adopting 〈〈·, ·〉〉× as notation for the (self-
)duality pairing between H˜−1/2(curlΓ, [Γ]) and H
−1/2(curlΓ, [Γ]). Now, com-
bining Proposition 4.2 and Proposition 4.5, we easily arrive at the following
conclusion.
Lemma 4.7 (Quotient space H˜−1/2(curlΓ, [Γ])). The tangential jump space
H˜−1/2(curlΓ, [Γ]) is isometrically isomorphic to the quotient space
H−1/2(curlΓ,Γ)/H
−1/2(curlΓ, [Γ]).
Clearly, an element of H−1/2(curlΓ,Γ) induces an element of this space via
the duality pairing 〈〈·, ·〉〉×.
Definition 4.8 (Jump operator, cf. [9, Definition 6.5]).
We define the jump operator [ ] : H−1/2(curlΓ,Γ) → H˜−1/2(curlΓ,Γ)
through
〈〈[u˙], v˙〉〉× := 〈〈u˙, v˙〉〉× , ∀v˙ ∈ H− 12 (curlΓ, [Γ]) .
It was shown above that the jump operator is surjective. It can also can
be used to characterise single trace spaces. The following lemma is a direct
consequence of Proposition 4.5.
Lemma 4.9 (Single-trace space as kernel of jump operator, cf. [9, Corol-
lary 6.6]). A trace u˙ ∈ H−1/2(curlΓ,Γ) belongs H−1/2(curlΓ,Γ), if and only
if [u˙] = 0.
4.6. Single-trace spaces and jump spaces in special situations
Again, we wish to comment on simple situations where it is possible to give
rather explicit description of the single trace space H−1/2(curlΓ, [Γ]), and the
jump trace space H˜−1/2(curlΓ, [Γ]).
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4.6.1. Skeleton of a Lipschitz partition. As in Section 4.4.1, in this situation
the screen Γ = ∪nj=0∂Ωj is the union of the boundaries of a Lipschitz partition
R3 = ∪nj=0Ωj . Write Γj = ∂Ωj . Take any u˙ ∈ H−1/2(curlΓ, [Γ]) and consider
u ∈ H(curl,R3) that satisfies πt(u) = u˙. Let uj = u|Ωj and u˙j = (nj ×
uj |Γj )×nj. Following the arguments presented in §4.4, we can identify u˙ with
(u˙j)
n
j=0. The condition u ∈ H(curl,R3) amounts to nj × uj + nk × uk = 0
on ∂Ωj ∩ ∂Ωk. In other words,
H−
1
2 (curlΓ, [Γ]) ∼=
{
(u˙j)
n
j=0 ∈ Πnj=0H−
1
2 (curlΓj ,Γj) |
nj × u˙j + nk × u˙k = 0 on ∂Ωj ∩ ∂Ωk ∀j, k
}
Unfortunately, a similarly explicit description of the space of jumps in the
case of a Lipschitz skeleton remains elusive.
4.6.2. Standard Lipschitz screen. As in Section 4.4.2, we now examine the
case where Γ ⊂ ∂Ω1 for some bounded Lipschitz open set Ω1. For the com-
plement we write Ω0 = R
3 \ Ω1. Take any element u˙ ∈ H−1/2(curlΓ, [Γ]),
and consider u ∈ H(curl,R3) such that πt(u) = u˙. Denoting uj = u|Ωj
and u˙j := (nj × uj |Γ) × nj , according to the discussion of Section 4.4, we
can identify u˙ with (u˙0, u˙1). Since u ∈ H(curl,R3), the tangential traces of
u0 and u1 must coincide on ∂Ω0, and in particular on Γ. We conclude that
u˙0 = u˙1 on Γ, and this turns out to be a characterisation,
H−
1
2 (curlΓ, [Γ]) = { (v˙0, v˙0) | v˙0 ∈ H− 12 (curlΓ,Γ) } ⊂ H− 12 (curlΓ,Γ) .
Now take any element u˙ ∈ H˜− 12 (curlΓ, [Γ]). There exists p˙ ∈ H−1/2(curlΓ,Γ)
such that 〈〈v˙, u˙〉〉× = 〈〈v˙, p˙〉〉× for all v˙ ∈ H− 12 (curlΓ, [Γ]). The trace p˙ can
be identified with a pair (p˙0, p˙1) ∈ H−1/2(curlΓ,Γ) such that p˙0 − p˙1 ∈
H˜−1/2(curlΓ,Γ), see Section 4.4. Now for any v˙ ∈ H− 12 (curlΓ, [Γ]) that we
identify with (v˙0, v˙0), v˙0 ∈ H− 12 (curlΓ,Γ), according to (4.11), we have
〈〈v˙, u˙〉〉× = 〈〈v˙, p˙〉〉× =
∫
Γ
n0 × v˙0 · p˙0 + n1 × v˙0 · p˙1 dσ
=
∫
Γ
n0 × v˙0 · (p˙0 − p˙1) dσ
=
∫
Γ
n0 × v˙0 · ( p˙0 − p˙1
2
)− n1 × v˙0 · ( p˙0 − p˙1
2
) dσ
Set q˙ := (p˙0 − p˙1)/2 ∈ H˜−1/2(curlΓ,Γ). The calculus above shows that the
pair (q˙,−q˙) can also be chosen as representative of u˙. A careful inspection of
the previous calculus actually shows that for any u˙ ∈ H˜− 12 (curlΓ, [Γ]) there
exists one and only one q˙ ∈ H˜−1/2(curlΓ,Γ) such that (q˙,−q˙) represents u˙.
This proves that we can make the following identification,
H˜−
1
2 (curlΓ, [Γ]) = { (q˙,−q˙) | q˙ ∈ H˜− 12 (curlΓ,Γ) } .
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5. Surface Differential Operators
Compared to the developments in [9] for scalar valued functions a completely
new aspect for vector valued functions is the definition of the classical surface
differential operators such as surface gradient, curl, and divergence. These op-
erators will give rise to a De Rham diagram relating the scalar and tangential
trace spaces. We also show that these operators map single trace spaces into
single trace spaces, and jump traces to jump traces.
5.1. Surface gradient
Consider any function p ∈ H1(R3\Γ). We clearly have curl(∇p) = 0 in R3\Γ
so that∇p ∈ H(curl,R3\Γ). Thus, the tangential trace πt(∇p) is well defined
and, according to (4.6), for all u ∈ H(curl,R3 \ Γ) and p ∈ H1(R3 \ Γ) we
have ∫
R3\Γ
curl(u) · ∇p dx = 〈〈πt(u), πt(∇p)〉〉× . (5.1)
Since the left-hand side above does not change when replacing p by p + q
where q ∈ H10,Γ(R3), this formula allows to define the surface gradient ∇Γ :
H1/2(Γ)→ H−1/2(curlΓ,Γ) according to the formula
∇Γ(πd(p) ) := πt(∇p ) ∀p ∈ H1(R3 \ Γ) . (5.2)
From this definition of the surface gradient we conclude that, if p ∈ H1(R3),
we have ∇p ∈ H(curl,R3), so that ∇Γp˙ ∈ H−1/2(curlΓ, [Γ]) whenever p˙ ∈
H1/2([Γ]). In other words, the surface gradient maps single traces to single
traces.
5.2. Surface curl operator
For any u ∈ H(curl,R3 \ Γ), we clearly have div(curl(u)) = 0 in R3 \ Γ,
so that curl(u) ∈ H(div,R3 \ Γ). As a consequence, by definition of the
pairing (3.3) between H+1/2(Γ) and H−1/2(Γ), for all u ∈ H(curl,R3 \ Γ)
and p ∈ H1(R3 \ Γ) we have∫
R3\Γ
curl(u) · ∇p dx = 〈〈πd(p), πn(curl(u)) 〉〉 . (5.3)
Examining the left-hand side of this identity, it is clear that πn(curl(u)) only
depends on πt(u) (the equivalence class modulo an element ofH0,Γ(curl,R
3)),
so that it actually defines a continuous mapping curlΓ : H
−1/2(curlΓ,Γ) →
H
−1/2(Γ), the surface curl, by the formula
curlΓ(πt(u) ) := πn( curl(u) ) ∀u ∈ H(curl,R3 \ Γ) . (5.4)
In addition observe that, if πt(u) = ∇Γ(p˙) for some p˙ = πd(p) ∈ H1/2(Γ),
then we have curlΓ(∇Γp˙) = curlΓ(πt(∇p)) = πn( curl(∇p) ) = 0. In other
words curlΓ · ∇Γ = 0, which is a well known property of classical surface curl
and grad operators on the boundary of a Lipschitz open set.
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Moreover, if u ∈ H(curl,R3), we clearly have curl(u) ∈ H(div,R3), so
that curlΓ(u˙) ∈ H−1/2([Γ]) whenever u˙ ∈ H−1/2(curlΓ, [Γ]). In other words,
the surface curl operator maps single traces to single traces.
5.3. Surface Green’s formula
Recall that the trace operators πd : H
1(R3\Γ)→ H1/2(Γ), and πt : H(curl,R3\
Γ) → H−1/2(curlΓ,Γ) are onto by construction. An immediate consequence
of (5.1) and (5.3) is the following formula:
〈〈p˙, curlΓ(v˙)〉〉 = 〈〈v˙,∇Γ(p˙)〉〉× ∀p˙ ∈ H 12 (Γ) , ∀v˙ ∈ H− 12 (curlΓ,Γ) . (5.5)
This formula allows to extend the definition of surface differential operators to
jump trace spaces easily. Indeed we define ∇Γ : H˜1/2(Γ)→ H˜−1/2(curlΓ, [Γ])
as adjoint to curlΓ by the formula
〈〈v˙,∇Γu˙〉〉× := 〈〈u˙, curlΓv˙〉〉 ∀v˙ ∈ H− 12 (curlΓ, [Γ]) , (5.6)
for all u˙ ∈ H˜1/2(Γ). This definition is valid because surface gradient maps
single traces to single traces, as proved above. In a similar manner we define
a continuous operator curlΓ : H˜
−1/2(curlΓ, [Γ]) → H˜−1/2([Γ]).
5.4. Summary: Commuting diagrams for trace spaces
The previous definitions and results allow to do vector calculus on the surface
of multi-screens in a way very similar to standard calculus on the surface of
2D manifolds. In particular, the definitions and relationships of various trace
spaces and trace operators may be summarised by means of commutative
diagrams.
Lemma 5.1 (Commuting diagram for volume and surface differential opera-
tors: multi-trace case). The volume and surface differential operators com-
mute with the traces in the sense of the following commuting diagram
H1(R3 \ Γ) ∇−→ H(curl,R3 \ Γ) curl−→ H(div,R3 \ Γ)yπd yπt yπn
H+
1
2 (Γ)
∇Γ−→ H− 12 (curlΓ,Γ) curlΓ−→ H− 12 (Γ)
Obviously, if p˙ ∈ H1/2([Γ]), there exists p ∈ H1(R3) such that πd(p) = p˙. Then
we have ∇p ∈ H(curl,R3), so that πt(∇p) = ∇Γ(p˙) ∈ H−1/2(curlΓ, [Γ]). We
prove in a completely similar manner that, if u˙ ∈ H−1/2(curlΓ, [Γ]), then
curlΓ(u˙) ∈ H−1/2([Γ]). The following result summarises these two properties
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Lemma 5.2 (Commuting diagram for volume and surface differential opera-
tors: single-trace case). The following diagram connecting traces and differ-
ential operators commutes:
H1(R3)
∇−→ H(curl,R3) curl−→ H(div,R3)yπd yπt yπn
H+
1
2 ([Γ])
∇Γ−→ H− 12 (curlΓ, [Γ]) curlΓ−→ H− 12 ([Γ])
In addition, note that the jump operators introduced in (3.5) and (4.8) com-
mute with the surface differential operators defined above for jump trace
spaces. This, along with Lemma 4.9 and [9, Corollary 6.6] proves the follow-
ing lemma.
Lemma 5.3 (Commuting diagram for surface differential operators and jump
operators). Let ι denote canonical injections. Then the following diagram
commutes, and the vertical sequences are exact.
0 0 0y y y
H+
1
2 ([Γ])
∇Γ−→ H− 12 (curlΓ, [Γ]) curlΓ−→ H− 12 ([Γ])y ι y ι y ι
H+
1
2 (Γ)
∇Γ−→ H− 12 (curlΓ,Γ) curlΓ−→ H− 12 (Γ)y[ · ] y[ · ] y[ · ]
H˜+
1
2 ([Γ])
∇Γ−→ H˜− 12 (curlΓ, [Γ]) curlΓ−→ H˜− 12 ([Γ])y y y
0 0 0
6. Boundary Value Problem
Now, we consider a classical electromagnetic scattering problem in R3 \ Γ
namely the homogeneous Maxwell’s equations (1.1) with perfect conductor
(PEC) boundary conditions, which amounts to an exterior Dirichlet problem:
Given some tangential multi-trace g ∈ H−1/2(curlΓ,Γ), we wish to find a
vector field u ∈ Hloc(curl,R3 \ Γ) that satisfies
curl curl u− κ2u = 0 in R3 \ Γ, πt(u) = g on Γ , (6.1)
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and the Silver-Mu¨ller radiation conditions
lim
r→∞
∫
∂Br
| curl(u)× nr − iκu|2dσr = 0 . (6.2)
Although this is a fairly standard problem, existence and uniqueness of its
solution is not trivial due to the possibly highly irregular (non-Lipschitz) ge-
ometry under consideration here. Fredholm’s alternative and Riesz-Schauder
theory, that are key tools in the analysis of such boundary value problems
(see e.g. [17]), heavily rely on compact embedding results.
6.1. Restriction on the geometry
Unfortunately generic multi-screens can be very rugged and may thwart key
technical arguments linked with compact embeddings. Hence, we need to
introduce slight restrictions on the geometries under consideration. In order
to formulate this properly, we need an intermediate definition borrowed from
[21, Def.3.3].
Definition 6.1 (Cone with a tame base). An open subset D of the unit sphere
S2 is said to be tame, if for every s ∈ D there exists an open neighbourhood
U ⊂ S2 of s such that U ∩D has only finitely many connected components,
which are simply connected and enjoy the Rellich compactness property (that
is, the compact embedding of H1 in L2). In this case, the set C(D) := {τs | τ ∈
(0, 1) and s ∈ D} is called a cone with a tame base D.
Guided by Theorem 3.6 of [21] that provides sufficient geometric condi-
tions for the so-called Maxwell compactness property, see Theorem 6.5 below,
we shall make the following hypothesis in the remainder of this section.
Assumption 6.2. For every x ∈ Γ there exists an open neighbourhood Ux
centred at x such that Ux \ Γ has only finitely many connected components
that are Lipschitz diffeomorphic to some cone C(D) with a tame base D.
This assumption begs for explanation. Let us show why it is mild and
introduces only a slight restriction in the present geometric setting. The in-
terior of a multi-screen Γ, denoted int(Γ), consists of those points x ∈ Γ such
that Bx ∩ (R3 \ Γ) has several connected components for any ball Bx with
sufficiently small radius centered at x. Resorting to the Lipschitz partition
R3 = ∪nj=0Ωj from Definition 2.3, each connected component of Bx∩ (R3 \Γ)
is composed of intersections Bx ∩ Ωj . Since each Bx ∩ Ωj is Lipschitz diffeo-
morphic to the intersection of Bx with a straight half-space, Assumption 6.2
is clear for interior points of a multi-screen.
Next, denote by ∂rΓ the set of regular points of the boundary defined
as those points x ∈ ∂Γ := Γ \ int(Γ) such that Bx ∩Γ = Bx ∩Σ for some ball
Bx centred at x and some standard Lipschitz screen Σ as defined in Defini-
tion 2.1. For such points Assumption 6.2 holds, as is detailed in Example 4.1
in [21].
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From the previous discussion, we conclude that Assumption 6.2 induces re-
strictions on the geometry only in the neighbourhood of non-regular points of
the boundary, i.e., at points in ∂sΓ := ∂Γ \ ∂rΓ. In most relevant geometries,
∂sΓ merely is a finite set of points. To give examples, we have marked these
points in the geometries of Figure 1.
Figure 1. Irregular points of several multi-screens. For the
Mo¨bius strip represented on the right, the boundary does
not have any irregular point so that Assumption 6.2 is sat-
isfied. Each of the other two geometries in the left have two
irregular points.
Fortunately, a rigorous justification of Assumption 6.2 is possible for an im-
portant class of multi-screens.
Definition 6.3 (Piecewise smooth multi-screen). We call a multi-screen piece-
wise smooth, if the adjacent Lipschitz domains Ωj , j = 0, . . . , n, stipulated
by Definition 2.3, are curved Lipschitz polyhedra and Γ∩∂Ωj is the union of
smooth faces of Ωj .
Usually, only piecewise smooth multi-screens are faced in engineering
applications, where computer aided design is used to create geometries. Ex-
amples are smooth sheets with piecewise smooth boundaries glued together
at some edges, see Figure 1.
Recall that boundaries of curved Lipschitz polyhedra can locally be
mapped to boundaries of polyhedra by means of C∞-diffeomorphisms, see
[13, p. 244]. Hence, if Γ is a piecewise smooth multi-screen, then for each
x ∈ Γ there is a ball Bx centred at x and a Lipschitz diffeomorphism Φ :
Bx → Φ(Bx) ⊂ R3 such that Φ(Γ ∩ Bx) is the union of finitely many (cut)
hyperplanes intersected with Φ(Bx): piecewise smooth multi-screens allow
local flattening. The next result then shows that piecewise smooth multi-
screens accommodate Assumption 6.2 above.
Lemma 6.4. If Γ is a piecewise smooth multi-screen, then it satisfies Assump-
tion 6.2.
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Proof: Take a x ∈ Γ, and write Bx for a small ball around x and Bj,x :=
Bx ∩ Ωj , where the domains Ωj , j = 0, . . . , n, are those Lipschitz domains
occurring in the Definition 2.3 of a multi-screen. Thanks to the possibility
of local flattening discussed above, we can take for granted without loss of
generality that every Ωj is a genuine polyhedron. Thus, Bj,x is a cone: Bj,x =
{s · τ,where s ∈ [0, r), τ ∈ U} for some small radius r > 0 and some subset
U ⊂ S2. Now we have to show that U is tame. Assume that Bx has been
chosen small enough so that, in a suitable local coordinate system with origin
x, we have
rU = ∂Bx ∩ Ωj
= {y = (y1, y2, y3)T | (y1, y2)T ∈ U2x, y3 < f(y1, y2) , ‖y‖ = r} ,
where f is a uniformly Lipschitz continuous function f : U2
x
→ R, and U2
x
⊂
R2 a suitable neighbourhood of 0. This representation demonstrates that U
is a Lipschitz subdomain of S2. For it the Rellich compactness property as
introduced in Definition 6.1 is satisfied. 
6.2. Well posedness of the scattering problem
Now we recall and use a sophisticated compact embedding result by Picard,
Weck and Witsch [21, Thm. 3.6] adapted to possibly highly irregular geome-
tries. Its statement relies on the two Hilbert spaces
Et(Ω) := ( closure of D(Ω)3 in H(curl,Ω) ) ∩ H(div,Ω) ,
En(Ω) := H(curl,Ω) ∩ ( closure of D(Ω)3 in H(div,Ω) ) .
(6.3)
for a bounded open set Ω ⊂ R3. Both spaces above are closed in H(curl,Ω)∩
H(div,Ω) equipped with the norm ‖ · ‖H(curl,Ω) + ‖ · ‖H(div,Ω).
Theorem 6.5 (Maxwell compactness property). Let Ω ⊂ R3 be a bounded
open set. If Assumption 6.2 holds, then both En(Ω) and Et(Ω) are compactly
embedded in L2(Ω)3.
Now we take Assumption 6.2 for granted, so that the theorem above is
applicable with Ω = B \ Γ where B is any ball with sufficiently large radius.
As a direct consequence we have the well posedness of the scattering problem
(6.1)-(6.2).
Proposition 6.6 (Existence and uniqueness of solutions of the exterior Dirich-
let problem). Assume that R3\Γ is connected and that Assumption 6.2 holds.
For any tangential multi-trace g ∈ H−1/2(curlΓ,Γ) there exists a unique vec-
tor field u ∈ Hloc(curl,R3 \ Γ) that satisfies
curl curl u− κ2u = 0 in R3 \ Γ, πt(u) = g on Γ . (6.4)
and Silver-Mu¨ller outgoing radiation condition. Moreover, u depends contin-
uously on g.
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Proof: Using a lifting function provided by Lemma 7.1, the problem above
is equivalent to finding v ∈ H(curl,R3 \ Γ) such that πt(v) = 0 on Γ,
v satisfies the Silver-Mu¨ller radiation condition, and curl2 v − κ2v = f in
R3 \ Γ for some suitable compactly supported f ∈ L2(R3)3. According to
[21, Theorem 2.10], uniqueness of the solution also implies existence and
continuous dependency. Hence, the proposition will be established, if we can
prove that there is uniqueness of the solution.
Assume that u is solution of Problem (6.4) with g = 0. To prove that
u = 0 we simply reproduce a very classical argument of scattering theory
[10, Thm. 6.11]. For sufficiently large r > 0, let Br refer to the open ball of
radius r, and Ωr = Br \ Γ. Applying Green’s formula (4.6) and using that
curl2 u− κ2u = 0 in Ωr, we obtain∫
Ωr
| curl(u)|2 − κ2|u|2 dx
=
∫
∂Br
u× curl(u) · nr dσr +
∫
Ωr
u · ( curl2 u− κ2u) dx
=
∫
∂Br
curl(u)× nr · u dσr
=⇒ ℑm
{∫
∂Br
curl(u)× nr · u dσr
}
= 0
(6.5)
In the calculus above nr and σr respectively are the outgoing normal to Br,
and the surface Lebesgue measure of ∂Br. Besides we have∫
∂Br
| curl(u)× nr − iκu|2dσr =∫
∂Br
| curl(u)× nr|2 + κ2|u|2dσr
+2κℑm
{∫
∂Br
curl(u)× nr · u dσr
} (6.6)
Plugging the results of (6.5) into (6.6), and using Silver-Mu¨ller’s radiation
condition, we deduce that limr→∞
∫
∂Br
|u|2dσr = 0. This in turn implies that
u = 0 in R3 \ Γ according to Rellich’s Lemma [10, Lemma 2.12]. 
Remark 6.7. We emphasise that Theorem 6.5, and hence Assumption 6.2,
is not required in Section 7 and 8 below that establish various results on
layer potentials (such as representation formula, jump formula) associated to
Maxwell’s equations. It will be essential in Section 9, though.
7. Boundary Integral Equation
In the remaining of this article we will focus on boundary integral formu-
lations of the scattering problem (6.1)-(6.2). Since representation formulas
are a key stepping stone in the derivation of boundary integral equations, we
start by deriving them for solutions of the homogeneous Maxwell equations
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(1.1) in the exterior of the multi-screen Γ. Our approach employs distribu-
tional calculus and takes the cue from [7, Section 4] and [4, Section 3.2]. A key
ingredient are traces associated with the 2nd-order Maxwell operator, corre-
sponding to Dirichlet and Neumann traces for scalar 2nd-order operators: for
sufficiently smooth vector fields they are defined as
γt(u) := πt(u) and γr(u) := πt( curl(u) ) . (7.1)
Next, we write curl2 := curl curl, and introduce the Hilbert spaceH(curl2,R3\
Γ) := {v ∈ H(curl,R3 \ Γ) | curl2(v) ∈ L2(Γ)3}, equipped with the
natural norm
∑2
j=0 ‖ curlj v‖L2(R3\Γ). Then γt, γr : H(curl2,R3 \ Γ) →
H−1/2(curlΓ,Γ) are clearly continuous. Moreover, they are surjective:
Lemma 7.1.
The operators γt, γr : H(curl
2,R3 \ Γ)→ H−1/2(curlΓ,Γ) both admit a con-
tinuous right-inverse.
Proof:We provide the proof for γr, since the proof for γt may follow the sames
lines and is actually slightly simpler. For any given u˙ ∈ H−1/2(curlΓ,Γ),
let Ψ(u˙) refer to the minimal-norm representative of u˙ (see the proof of
Proposition 4.2). Then u˙ 7→ − curl ·Ψ(u˙) is the right inverse we are looking
for. 
7.1. Representation formulas
Next, we establish a representation formula for radiating solutions of the
homogeneous Maxwell equations (1.1) in the exterior of a multi-screen Γ.
By ”radiating” we mean that the Silver-Mu¨ller radiation conditions at∞ are
satisfied [10, Definition 6.6]. Pick any radiating function u ∈ H(curl2,R3 \Γ)
that satisfies curl curl u − κ2u = 0 in R3 \ Γ. In this case, for any v ∈
Hloc(curl
2,R3 \ Γ), we find the following Green’s formula∫
R3\Γ
curl(curl(u)) · v − u · curl(curl(v)) dx
= 〈〈γr(u), γt(v) 〉〉× − 〈〈γr(v), γt(u) 〉〉×
(7.2)
On the other hand, since curl curl u − κ2u = 0 in R3 \ Γ, we deduce that
div(u) = 0 in R3 \ Γ. As a consequence, for any v ∈ H1(R3 \ Γ), we have∫
R3\Γ
u · ∇v dx= 〈〈πd(v), πn(u)〉〉= 1
κ2
〈〈πd(v), πn(curl2 u)〉〉
=
1
κ2
〈〈γd(v), curlΓ(γr(u))〉〉 .
(7.3)
Now recall that the vector Laplace operator is given by −∆ = curl(curl)−
∇(div). Using this formula as well as (7.2)-(7.3), we conclude that for any
u ∈ H(curl2,R3\Γ) satisfying curl(curl u)−κ2u = 0 in R3\Γ, the following
holds in the sense of distributions in R3 (and not just R3 \ Γ!)
−∆u− κ2u = −γ′
r
(γt(u))− γ′t(γr(u)) + κ−2∇( γ′d · curlΓ(γr(u)) ) . (7.4)
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In the equation above the operators γ′
d
: H−1/2(Γ) → H1loc(R3 \ Γ)′, and
γ′t : H
−1/2(curlΓ,Γ) → Hloc(curl,R3 \ Γ)′ and γ′r : H−1/2(curlΓ,Γ) →
Hloc(curl
2,R3 \ Γ)′ are defined as formal adjoints of the trace operators
γd, γt and γr:
〈γ′
d
p˙, ϕ〉 = 〈〈p˙, γdϕ〉〉 ∀ϕ ∈ D(R3) ,
〈γ′∗u˙,ϕ〉 = 〈〈u˙, γ∗ϕ〉〉× ∀ϕ ∈ (D(R3))3 , ∗ = t,r .
Here 〈·, ·〉 designates the L2(R3) duality pairing between D(R3) and D′(R3)
(or their vector-valued counterparts). Note that the spaces H1loc(R
3 \ Γ)′,
Hloc(curl,R
3 \ Γ)′ and Hloc(curl2,R3 \ Γ)′ are naturally embedded in the
spaces of distributions D′(R3) and (D′(R3))3, respectively. Thus, the right
hand-side of Expression (7.4), and in particular the ∇ operator, can be under-
stood in the sense of distributions D′(R3). As the multi-screen Γ is assumed
to be bounded, this right-hand side is clearly a distribution with bounded
support.
Remark 7.2. Let us comment on how to read γ′
t
(γr(u)). Similar comments
will also apply to γ′
r
(γt(u)). Consider an arbitrary element u˙ ∈ H−1/2(curlΓ, [Γ]).
For any ϕ ∈ H1(R3 \ Γ) and any constant vector v ∈ C3, we have ϕv ∈
H(curl,R3 \ Γ), so that
(ϕ,v) 7→ 〈〈u˙, γt(ϕv)〉〉× (7.5)
is a continuous bilinear form over H1(R3 \ Γ) × C3. In addition, we obvi-
ously have 〈〈u˙, γt(ϕv)〉〉× = 0 whenever ϕ ∈ H10,Γ(R3), so that (7.5) actually
induces a bilinear form defined over H1/2(Γ) × C3, since by Definition 3.1
H1/2(Γ) := H1(R3 \ Γ)/H10,Γ(R3). From this discussion, we conclude that
γ′
t
(γr(u)) is a distribution with values in C
3 i.e. an element of (D′(R3))3. As
such, it can legitimately be considered as a (distributional) vector field.
Let Gκ(x) denote the radiating fundamental solution for the Helmholtz
equation with wave number κ, i.e. the unique distribution over R3 satisfying
−∆Gκ − κ2Gκ = δ0 and Sommerfeld radiation conditions at ∞ (δ0 is the
Dirac distribution centred at 0). Since the right-hand side in (7.4) could be
identified as a distributional vector field supported on Γ, the convolution of
Gκ with each term of this right-hand side makes sense, see [23, Def. 6.36],
and this leads to an explicit expression for u, the multi-screen version of the
Stratton-Chu representation formula [10, Theorem 6.2], [7, Formula (24)].
Proposition 7.3 (Representation formula, cf. [9, Proposition 8.2]). Assume
that u ∈ H(curl,R3\Γ) is a radiating vector field satisfying curl2 u−κ2u = 0
in R3 \ Γ. Then it can be represented as
u(x) = DLκ( γt(u) )(x) + SLκ( γr(u) )(x) ∀x ∈ R3 \ Γ
with DLκ(u˙) := −Gκ ∗ γ′r(u˙) (7.6a)
SLκ(u˙) := −Gκ ∗ γ′t(u˙) + κ−2∇(Gκ ∗ γ′d · curlΓ(u˙) ) . (7.6b)
In the sequel, the two potential operators DLκ and SLκ will be called double
and single layer potentials, respectively [7, Formulas (27) & (28)].
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7.2. Continuity and jump formula for layer potentials
In this paragraph we will establish continuity properties for layer potentials,
and study their behaviour across the multi-screen.
Lemma 7.4 (Continuity of the single layer potential, cf. [9, Proposition 8.3]).
The single layer potential SLκ maps continuously the space H
−1/2(curlΓ, [Γ])
into Hloc(curl,R
3).
Proof: According to the discussion above the distributions γ′t(u˙) and γ
′
d ·
curlΓ(u˙), respectively, belong to (H
1
loc(R
3)′)3 and H1loc(R
3)′. Besides Gκ∗ is
pseudo-differential operator of order -2 onR3 mapping continuously H1loc(R
3)′ →
H1loc(R
3) [24, Theorem 3.1.2]. Thus we conclude that Gκ∗γ′t(u˙) ∈ (H1loc(R3))3 ⊂
Hloc(curl,R
3). We also deduce that Gκ ∗ γ′d · curlΓ(u˙) ∈ H1loc(R3) so that
∇(Gκ ∗ γ′d · curlΓ(u˙) ) ∈ Hloc(curl,R3), which concludes the proof. 
An immediate consequence of the previous result is that [γt] ·SLκ(u˙) = 0 for
any u˙. Now let us establish a technical lemma that will help handle differential
and trace operators.
Lemma 7.5. For any u˙ ∈ H−1/2(curlΓ, [Γ]) we have div( γ′t(u˙)) = −γ′d ·
curlΓ(u˙), where the operator div should be understood in the sense of dis-
tributions on R3.
Proof: Take any element ϕ ∈ D(R3). The very definition of the divergence op-
erator in the distributional sense shows that 〈ϕ, div( γ′
t
(u˙) )〉 := −〈∇ϕ, γ′
t
(u˙)〉,
where the pairing 〈·, ·〉 refers to the duality between D(R3) and D′(R3). Now,
according to the definition of ∇Γ = γt · ∇, and the surface Green’s formula
(5.5), we have
〈ϕ, div( γ′t( u˙ ) )〉 = −〈〈u˙, γt(∇ϕ)〉〉× = −〈〈u˙,∇Γγd(ϕ)〉〉×
= −〈〈 γd(ϕ), curlΓ(u˙) 〉〉
= −〈ϕ, γ′
d
· curlΓ(u˙) 〉 ∀ϕ ∈ D(R3) .

The next lemma exhibits useful identities linking both potential operators
SLκ and DLκ from (7.6).
Lemma 7.6. For any u˙ ∈ H−1/2(curlΓ, [Γ]), we have divDLκ(u˙) = 0 and
div SLκ(u˙) = −κ−2γ′d · curlΓ(u˙), as well as curl SLκ(u˙) = DLκ(u˙) and
curl DLκ(u˙) = −γ′t(u˙) + κ2SLκ(u˙), where the operators div and curl are
to be understood in the sense of distributions on R3.
Proof: For any ϕ ∈ (D(R3))3, and any u˙ = γt(u) ∈ H−1/2(curlΓ, [Γ]), we have
〈ϕ, γ′
r
(γt(u))〉 = 〈〈γt(u), γr(ϕ)〉〉× = 〈〈γt(u), γt(curlϕ)〉〉×, which shows that
γ′
r
(u˙) = curl γ′
t
(u˙) (7.7)
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in the sense of D′(R3). From this, and standard properties of convolution (see
[23, Thm. 6.37] for example), we obtain
DLκ(u˙) = − curl
(Gκ ∗ γ′t(u˙) ) (7.8)
in the sense of distributions onR3. Further, (7.7) directly implies div γ′
r
(γt(u)) =
0, and also curl SLκ(u˙) = DLκ(u˙). Making use of Lemma 7.5, and standard
properties of convolution, we obtain
div SLκ(u˙) = −Gκ ∗
(
div γ′
t
(u˙)
)
+ κ−2∆
(Gκ ∗ γ′d · curlΓ(u˙) )
= Gκ ∗ γ′d · curlΓ(u˙) + κ−2∆
(Gκ ∗ γ′d · curlΓ(u˙) )
= κ−2(∆ + κ2)
(Gκ ∗ γ′d · curlΓ(u˙) ) = −κ−2γ′d · curlΓ(u˙)
To prove the last identity, we take the curl of Identity (7.8), standard prop-
erties of convolution and Lemma 7.5, which yields
curl DLκ(u˙) = − curl curl
(Gκ ∗ γ′t(u˙) ) = (∆−∇div)(Gκ ∗ γ′t(u˙) )
= −γ′t(u˙)− κ2Gκ ∗ γ′t(u˙)−∇
(Gκ ∗ div γ′t(u˙) )
= −γ′
t
(u˙) + κ2SLκ(u˙) .

These results show in particular that the potential operators naturally yield
radiating solutions of the homogeneous Maxwell equations (1.1) in R3 \Γ, cf.
[7, Formula (29)].
Corollary 7.7 (Potentials solve homogeneous Maxwell’s equations). The dou-
ble layer potential DLκ maps continuously H
−1/2(curlΓ, [Γ]) intoHloc(curl,R
3\
Γ). Moreover we have curl2 SLκ(u˙)−κ2SLκ(u˙) = −γ′t(u˙) and curl2 DLκ(u˙)−
κ2DLκ(u˙) = − curl( γ′t(u˙) ) in the sense of distributions in R3. In addition
DLκ(u˙), SLκ(u˙) both satisfy the Silver-Mu¨ller radiation conditions at ∞ for
any u˙ ∈ H−1/2(curlΓ,Γ).
From this we learn that DLκ(u˙) and SLκ(u˙) are continuous mappings
from H−1/2(curlΓ,Γ) intoH(curl
2,R3\Γ). Now we will derive jump formulas
for potential operators across Γ. cf. [7, Theorem 7]. Lemma 7.4 already estab-
lishes that SLκ(u˙) does not admit any tangential jump. The next proposition
provides sharper results.
Proposition 7.8 (Jump relations, cf. [9, Proposition 8.4]). For all tangential
traces u˙ ∈ H− 12 (curlΓ,Γ) we have
[γt] ·DLκ(u˙) = [u˙] , [γt] · SLκ(u˙) = 0 ,
[γr] ·DLκ(u˙) = 0 , [γr] · SLκ(u˙) = [u˙] .
Proof: As mentioned above, Lemma 7.4 directly implies [γt] · SLκ(u˙) = 0. In
addition Proposition 7.6 shows that curl DLκ(u˙) = κ
2SLκ(u˙) in R
3 \ Γ, so
we conclude in particular that [γr] ·DLκ(u˙) = κ2[γt] ·SLκ(u˙) = 0. Now there
only remains to prove that [γr] · SLκ(u˙) = [u˙] since this will automatically
imply [γt] ·DLκ(u˙) = [u˙] according to Proposition 7.6.
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Set ψ := SLκ(u˙) and pick an arbitrary smooth test function ϕ ∈
(D(R3))3. Since curl2ψ−κ2ψ = 0 in R3 \Γ, see Corollary 7.7 above, we can
apply (7.2), which yields
〈curl curlψ − κ2ψ,ϕ〉 = 〈〈γr(ϕ), γt(ψ)〉〉× + 〈〈γt(ϕ), γr(ψ)〉〉×
= 〈〈γt(ϕ), γr(ψ)〉〉× .
In the calculus above, 〈·, ·〉 is the duality pairing betweenD(R3)3 and (D′(R3))3.
We have also used the fact that [γt(ψ)] = 0, as γr(ϕ) ∈ H−1/2(curlΓ, [Γ]).
In addition, applying directly the result of Corollary 7.7 yields 〈curl2ψ −
κ2ψ,ϕ〉 = −〈〈u˙, γt(ϕ)〉〉×. Hence, we conclude that
〈〈(u˙− γr(ψ)), γt(ϕ)〉〉× = 0 ∀ϕ ∈ (D(R3))3 .
It remains to show that any vector single trace v˙ ∈ H−1/2(curlΓ, [Γ]) is the
limit (in the sense of H−1/2(curlΓ, [Γ])) of a sequence of traces of the form
γt(ϕ),ϕ ∈ D(R3)3. In light of the continuity of the trace operator γt, it is
sufficient to prove density of D(R3)3 inH(curl,R3), which is a classical result
(see for example [19, Chap.3]). 
The jump relations above admit the same form as in [9, Prop. 8.5]. The next
result shows that vector single traces do not radiate when taken as arguments
of the potential operators.
Lemma 7.9 (Kernels of potentials, cf. [9, Lemma 8.6]).
Ker(DLκ) = Ker(SLκ) = H
−1/2(curlΓ, [Γ]) .
Proof:We will prove the result for SLκ, since the same arguments will confirm
the result for DLκ. Take any u˙ ∈ H−1/2(curlΓ,Γ) such that SLκ(u˙) = 0.
Applying the jump relations of Proposition 7.8, we obtain [γt(u˙)] = SLκ(u˙) =
0, which implies u˙ ∈ H−1/2(curlΓ, [Γ]) according to Proposition 4.5.
Now take an arbitrary u˙ ∈ H−1/2(curlΓ, [Γ]), and consider any x ∈
R3 \ Γ. Denote Gκ,x(y) := Gκ(x − y). For any constant vector v ∈ C3 the
vector field vGκ,x is smooth in the neighbourhood of Γ, so that γt(vGκ,x) ∈
H−1/2(curlΓ, [Γ]). As a consequence of the polarity stated in Proposition 4.5,
we have v · (Gκ ∗ γ′t(u˙))(x) = 〈〈u˙, γt(vGκ,x)〉〉× = 0 for any v ∈ C3, and
x ∈ R3 \Γ. This shows that Gκ ∗ γ′t(u˙) = 0 in R3 \Γ. In a similar manner we
prove that ∇(Gκ ∗ γ′dcurlΓ(u˙)) = 0 in R3 \ Γ. Since SLκ(u˙) = 0 in R3 \ Γ in
the sense of distributions, and SLκ(u˙) ∈ (L2(R3))3, we finally conclude that
SLκ(u˙) = 0 in R
3. 
According to Lemma 4.7 the jump space H˜−1/2(curlΓ, [Γ]) defined by (4.13)
can be considered as a quotient space. Therefore the above lemma shows that
the potential operators naturally induce injective continuous maps defined on
the space of jumps:
SLκ,DLκ : H˜
− 1
2 (curlΓ, [Γ])→ Hloc(curl2,R3 \ Γ) .
26 X. Claeys and R. Hiptmair
For the sake of simplicity, we use the same notation for these quotient maps.
This should not lead to any confusion.
7.3. Electric Field Integral Equation (EFIE)
In this paragraph, we come back to the boundary value problem (6.1)-(6.2)
and show how to reformulate it as a boundary integral equation by means of
the layer potentials (7.6). For this, assuming that u is solution to the scatter-
ing problem, we use the integral representation formula from Proposition 7.3
that gives us
γt · SLκ(γr(u)) = γt · SLκ( [γr(u)] ) = f := g− γt ·DLκ(g) , (7.9)
where the first equality is a consequence of Lemma 7.9. According to the
jump relations given in Proposition 7.8 we have f ∈ H−1/2(curlΓ, [Γ]). Let us
consider p = [γr(u)] ∈ H˜−1/2(curlΓ, [Γ]) as unknown in the equation above.
Thanks to the representation formula of Proposition 7.3, determining u boils
down to determining p for which we will derive a boundary integral equation.
Since (7.9) is posed in H−1/2(curlΓ, [Γ]), we obtain an equivalent variational
form by testing with arbitrary functions in H˜−1/2(curlΓ, [Γ]):{
Find p ∈ H˜−1/2(curlΓ, [Γ]) such that
〈〈γt · SLκ(p),q〉〉× = 〈〈f ,q〉〉× ∀q ∈ H˜−1/2(curlΓ, [Γ]) .
(7.10)
This is our generalisation of the so-called electric field integral equation (EFIE)
[7, Section 7.2]. Analogous to [7, Formula (36)], the bilinear form in (7.10)
can be split into two parts. Indeed plugging the definition of the single layer
potential provided by Proposition 7.3, as well as the surface Green’s formula
(5.5), we obtain the important identity
〈〈γt · SLκ(p),q〉〉× =
κ−2 〈〈γd · Gκ ∗ γ′d(curlΓ p), curlΓ q〉〉 − 〈〈γt · Gκ ∗ γ′t(p),q〉〉× .
(7.11)
Based on this expression we give an explicit integral representation of the
EFIE bilinear form. Let Γj , j = 0, . . . n, be the subsets of a decomposition
of Γ = ∪nj=0Γj where Γj = Γ ∩ ∂Ωj as in Definition 2.3. Take two arbitrary
functions p,q ∈ H−1/2(curlΓ,Γ) that are traces of smooth vector fields u,v.
As in Section 4.4, we consider uj = u|Ωj , vj = v|Ωj and pj = (nj×uj |Γj )×nj
and qj = (nj × vj |Γj )× nj . With these notations we have
〈〈γt · SLκ(p),q〉〉× =
n∑
j=0
n∑
k=0
∫
Γj
∫
Γk
Gκ(x− y)
(
κ−2 curlΓj pj(x) curlΓk qk(y)
−(nj(x)× pj(x)) · (nk(y)× qk(y))
)
dσ(x)dσ(y)
(7.12)
Now, let us focus on the case of a standard orientable Lipschitz screen as
in Sections 4.4.2 and 4.6.2. The above expression yields the customary def-
inition of the EFIE operator for screens in the case where Γ is a standard
Lipschitz screen. Indeed, according to Lemma 4.9, Proposition 7.8, Lemma
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7.9, and (7.9), the identity (7.12) remains unchanged when adding any el-
ement of H−1/2(curlΓ, [Γ]) to p,q. Moreover, in the case of standard Lips-
chitz screens, the space H−1/2(curlΓ, [Γ]) can be identified with {(v˙, v˙) | v˙ ∈
H−1/2(curlΓ,Γ)}, see discussion in Section 4.6.
As a consequence, for each p,q in (7.12), we can choose representatives
of the form p = (p0,p1), q = (q0,q1) with p1 = −p0 and q1 = −q0, adding
elements ofH−1/2(curlΓ, [Γ]), if necessary. This implies n0×p0 = n1×p1 and
n0 × q0 = n1 × q1. So in the case of a standard Lipschitz screen, Expression
(7.12) contains four terms that are all equal, which yields
〈〈γt · SLκ(p),q〉〉× = 4
∫
Γ
∫
Γ
Gκ(x− y)
(
κ−2 curlΓ p0(x) curlΓ q0(y)
−(n0(x)× p0(x)) · (n0(y)× q0(y))
)
dσ(x)dσ(y) .
8. An Equivalent Norm on Jump Spaces
Since jump traces provide the natural variational space of the EFIE integral
equation, as this appears in Formulation (7.10), we will dedicate the present
section to a more detailed study of this space. To begin with, the next re-
sult shows that the operators SLκ with purely imaginary κ induces a scalar
product on H˜−1/2(curlΓ, [Γ]).
Lemma 8.1 (Coercivity of single layer potential, cf. [9, Proposition 8.7]).
With ı :=
√−1, the sesquilinear form (p,q) 7→ 〈〈γt · SLı(p),q〉〉× provides
an inner product on H˜−1/2(curlΓ, [Γ]). In particular, there exists a constant
C > 0 such that
〈〈p, γt · SLı(p)〉〉× ≥ C ‖p‖2
H˜−1/2(curlΓ,[Γ])
∀p ∈ H˜−1/2(curlΓ, [Γ]) .
Proof: Continuity of the above sesquilinear form is a direct consequence of
the continuity of the map SLı : H˜
−1/2(curlΓ, [Γ]) → H(curl,R3). Take any
p,q ∈ H˜−1/2(curlΓ, [Γ]). Since curl2 SLı(q) + SLı(q) = 0 in R3 \ Γ and
q = [γr] · SLı(q), Green’s Formula (4.6) yields
〈〈γt · SLı(p),q〉〉× = 〈〈γt · SLı(p), γr · SLı(q)〉〉×
=
∫
R3\Γ
curl SLı(p) · curl SLı(q) + SLı(p) · SLı(q) dx
(8.1)
Symmetry clearly follows from this expression, so we only need to check
coercivity. The expression above also implies that
〈〈γt · SLı(p),p〉〉× = ‖SLı(p)‖2
H(curl,R3\Γ)
(8.2)
Temporarily set Ψ := SLı(p) and observe that ‖ curl(Ψ)‖H(curl,R3\Γ) =
‖Ψ‖
H(curl,R3\Γ), since SLı(p) solves the homogeneous Maxwell equations and
enjoys an exponential decay towards ∞. Continuity of the trace operator γt
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and of the jump operator show that, for some constant C > 0,
‖ [γr(v)] ‖H˜−1/2(curlΓ,[Γ]) ≤ C‖ curl(v)‖H(curl2,Γ)
∀v ∈ H(curl2,R3 \ Γ) .
(8.3)
Since the jump formulas of Proposition 7.8 yield that p = [γr(Ψ)], (8.3)
together with (8.2) concludes the proof. 
As indicated by the notation H˜−
1
2 (curlΓ,Γ), usually (jump) spaces of tan-
gential traces of vector fields in H(curl,Ω) on ∂Ω or a standard Lipschitz
screen Γ ⊂ ∂Ω are introduced as graph space
H−
1
2 (curlΓ,Γ) := {v ∈ (H1/2× (Γ))′ | curlΓv ∈ H˜−
1
2 (Γ)} , (8.4)
equipped with the corresponding graph norm (notations will be explained
shortly). In this section we demonstrate that (8.4) carries over to multi-
screens. As a by-product we will derive a continuity result for γt · Gκ ∗ γ′t. As
a tool, consider the following tangential trace space
H
1
2
×(Γ) := πt
(
(H1(R3))3
)
endowed with
‖u˙‖
H
1/2
×
(Γ)
:= inf
{ ‖u‖H1(R3)3 | πt(u) = u˙, u ∈ (H1(R3))3 } . (8.5)
This is clearly a Banach space, so we may consider its dual H˜
−1/2
× (Γ) :=
(H
1/2
× (Γ))
′ and equip it with the dual norm. In what follows, the duality
pairing between H
1/2
× (Γ) and H˜
−1/2
× (Γ) shall be denoted 〈·, ·〉. Observe that
‖v‖H(curl,R3) ≤ C‖v‖H1(R3)3 ∀v ∈ H1(R3) for some constant C > 0. As a
consequence for any u˙ ∈ H˜−1/2(curlΓ, [Γ]), and any v˙ ∈ H1/2× (Γ), we have
| 〈〈v˙, u˙〉〉×| ≤ C ‖u˙‖H˜−1/2(curlΓ,[Γ])‖v‖H(curl,R3)
≤ C ‖u˙‖
H˜−1/2(curlΓ,[Γ])
‖v‖H1(R3)3
and the inequality above holds for any v ∈ (H1(R3))3 that satisfies πt(v) = v˙.
This clearly establishes that H˜−1/2(curlΓ, [Γ]) ⊂ H˜−1/2× (Γ) with continuous
embedding.
It turns out that the second part of the EFIE bilinear form (7.11) is contin-
uous on H˜
−1/2
× (Γ)× H˜−1/2× (Γ).
Lemma 8.2 (Continuity of vector single layer potential, cf. [7, Corollary 3]).
The mapping (p,q) 7→ 〈〈γt · Gκ ∗ γ′t(p),q〉〉× that is a priori well defined for
p,q ∈ H˜−1/2(curlΓ, [Γ]) can be extended to a continuous bilinear form on
H˜
−1/2
× (Γ).
Proof: As discussed in Remark 7.2, for any u˙ ∈ H−1/2(curlΓ,Γ) we have
γ′
t
(u˙) ∈ (H1loc(R3)′)3. More precisely, what precedes shows that, for any
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bounded open ball Br ⊂ R3 centred at 0 with radius r > 0 large enough
to guarantee Γ ⊂ Br, there exists a constant C > 0 such that∣∣〈γt(v), u˙〉∣∣ ≤ C ‖u˙‖
H
−1/2
×
(Γ)
‖γt(v)‖
H
1/2
×
(Γ)
≤ C ‖u˙‖
H
−1/2
×
(Γ)
‖v‖H1(Br)3 ∀v ∈ (H1loc(R3))3 .
As a consequence u 7→ γ′t(u) induces a continuous linear mapping from
H
−1/2
× (Γ) into (H
1
loc(R
3)′)3. In addition, the convolution operator Gκ∗ maps
continuously H1loc(R
3)′ into H1loc(R
3), which finally proves that u 7→ γt(Gκ ∗
γ′t(u)) maps continuously H
−1/2
× (Γ) into H
1/2
× (Γ). 
Since the operator γt · Gκ ∗ γ′t is close to the classical Dirichlet trace of the
single layer operator, it inherits its positivity properties.
Lemma 8.3 (Coercivity of vector single layer boundary integral operator, cf.
[7, Lemma 8]). The sesquilinear form (p,q) 7→ 〈〈γt · Gı ∗ γ′t(p),q〉〉× defines
an equivalent norm on H˜
−1/2
× (Γ): there exists a constant C > 0 such that
| 〈〈γt · Gı ∗ γ′t(p),p〉〉×| ≥ C ‖p‖2H˜−1/2
×
(Γ)
∀p ∈ H˜−1/2× (Γ) .
Proof: The only thing to be checked here is coercivity. We follow the proof
of [5, Theorem 4]. Take any p ∈ H˜−1/2× (Γ). Let ej , j = 1, 2, 3, stand for
the canonical basis vectors of R3. The map u 7→ 〈p, πt(u ej)〉 is continuous
on H1(R3) and vanishes whenever u ∈ H10,Γ(R3). So it induces an element
pj ∈ H˜−1/2([Γ]). This establishes a continuous embedding of H˜−1/2× (Γ) into
H˜−1/2([Γ]) × H˜−1/2([Γ]) × H˜−1/2([Γ]). Continuity implies that there exists a
constant C > 0 such that
‖p‖2
H
−1/2
×
(Γ)
≤ C
3∑
j=1
‖pj‖2H˜−1/2([Γ]) . (8.6)
We can abbreviate this decomposition by writing πt(p) = p1e1 + p2e2 +
p3e2. Plugging this decomposition into the sesquilinear form mentioned in
the statement of the lemma we obtain the decomposition
〈〈γt · Gı ∗ γ′t(p),p〉〉× =
3∑
j=1
〈〈γd · Gı ∗ γ′d(pj), pj〉〉 . (8.7)
In [9, Proposition 8.7] we showed that there exists a constant C > 0 such
that 〈〈γd · Gı ∗ γ′d(q), q〉〉 ≥ C‖q‖2H˜−1/2([Γ]). This together with (8.7) and (8.6)
leads to the conclusion of the proof. 
Proposition 8.4 (Jump space as graph space). There exist constants C± > 0
such that, for any p ∈ H˜−1/2(curlΓ, [Γ]), we have C−‖p‖2
H˜−1/2(curlΓ,[Γ])
≤
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‖p‖2
H˜
−1/2
×
(Γ)
+‖curlΓ(p)‖2H˜−1/2([Γ]) ≤ C+‖p‖2H˜−1/2(curlΓ,[Γ]). Thus, we can iden-
tify, algebraically and topologically,
H˜−1/2(curlΓ, [Γ]) = {p ∈ H˜−1/2× (Γ) | curlΓ(p) ∈ H˜−1/2([Γ])} .
Proof: The continuous embedding H˜−1/2(curlΓ, [Γ]) ⊂ H˜−1/2× (Γ) is an imme-
diate consequence of the continuous embedding H
1/2
× (Γ) ⊂ H−
1
2 (curlΓ, [Γ]),
which follows from (H1(R3))3 ⊂ H(curl,R3). Moreover, from Lemma 5.3 we
conclude curlΓH˜
−1/2(curlΓ, [Γ]) ⊂ H˜−1/2([Γ]). To confirm the reverse embed-
ding {p ∈ H˜−1/2× (Γ) | curlΓp ∈ H˜−1/2([Γ])} ⊂ H˜−1/2(curlΓ, [Γ]) we have to
show that {
H(curl,R3) → C ,
q 7→ 〈〈p, πt(q)〉〉× , (8.8)
is continuous, if p ∈ H˜−1/2× (Γ) and curlΓp ∈ H˜−1/2([Γ]). This can be inferred
from the regular decomposition of H(curl,R3), see [1, Lemma 3.5] or [15,
Lemma 2.4], which guarantees a stable decomposition
H(curl,R3) = (H1(R3))3 +∇H1(R3) .
Plugging the resulting splitting q = q⊥ +∇w, q⊥ ∈ (H1(R3))3, w ∈ H1(R3),
into (8.8), and using Green’s Formula (5.5), we get
〈〈p, πt(q)〉〉 = 〈〈p, πt(q⊥)〉〉+ 〈〈curlΓ(p), πd(w)〉〉
which is obviously continuous. 
9. Generalised G˚arding Inequality for EFIE bilinear form
From (7.11) it is obvious that the EFIE bilinear form cannot be coercive
on H˜−
1
2 (curlΓ,Γ), because curlΓ features a kernel of infinite dimension. This
compounds the difficulties of the analysis of the variational EFIE (7.10) com-
pared to the corresponding 1st-kind single layer BIE for scalar problems. If Γ
is the boundary of a domain [7, Lemma 10], [16, Section 3] or a simple screen
[4, Theorem 3.4], this key challenge has been successfully tackled by showing
a generalised G˚arding inequality, sometimes called “T-coercivity”. Its proof
in [4] relies on an L2(Γ)-orthogonal Hodge decomposition of H˜−
1
2 (curlΓ,Γ),
which is not available in a multi-screen setting. Yet, the proof in [7] needs
only a regular vector potential in the volume, [7, Lemma 1]. This perfectly
fits our policy of understanding function spaces on Γ from the volume R3 \Γ.
Thus, in this section we exploit vector potential liftings in R3 \ Γ to analyse
the EFIE bilinear form on multi-screens. We shall make use of the following
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spaces, cf. (6.3),
E :=H(curl,B \ Γ) ∩H(div,B \ Γ) , (9.1a)
En :={v ∈ E | πn(v) = 0 on Γ and v · n = 0 on ∂B } (9.1b)
Et :={v ∈ E | πt(v) = 0 on Γ and v × n = 0 on ∂B } (9.1c)
Et :={v ∈ Et | curl(v) = 0 and div(v) = 0} , (9.1d)
all equipped with the graph norm ‖·‖
E
of E. Here, B ⊂ R3 is a fixed ball
sufficiently large to satisfy Γ ⊂ B.
Throughout this section we consider only multi-screens, for which Assump-
tion 6.2 holds, which puts the Maxwell compactness property of Theorem 6.5
at our disposal.
9.1. Vector potential lifting operator
An important consequence of the Maxwell compactness property asserted in
Theorem 6.5 (together with Assumption 6.2) is the finite dimensionality of
the co-homology space Et. A more precise description is given in the following
lemma that extends Lemma 3 of [20] for the present geometrical setting.
Lemma 9.1 (Harmonic Dirichlet vector fields). The space Et is finite dimen-
sional and
Et = {∇ϕ | ϕ ∈ H1(B \ Γ), ∆ϕ = 0, ∇Γπd(ϕ) = 0, ∇∂Bϕ = 0} . (9.2)
Proof: Consider the form (v,w) 7→ ∫
B\Γ
curl(v) ·curl(w)+div(w)div(w)dx
for v,w ∈ Et that has Et as kernel. Since Et is compactly embedded into
L2(B), finite dimensionality of Et is a direct consequence of Fredholm’s al-
ternative applied to this bilinear form.
Next, it is clear that we have the inclusion “⊃” in (9.2). On the other
hand, consider an element w ∈ Et. Since πt(w) = 0, we have [πt(w)] = 0
hence w ∈ H(curl,B) with curl(w) = 0 in B. The trivial topology of B then
ensure the existence of a scalar potential: w = ∇ϕ for some ϕ ∈ H1(B), see
[14, Thm.2.9]. The fact ∆ϕ = 0 follows from divw = 0. Finally, we have
n×w|∂B = 0 so ∇∂Bϕ = 0, and 0 = πt(w) = ∇Γπd(ϕ) according to Lemma
5.1. 
Let us give an example of a geometrical configuration that is covered by the
present analysis but is outside the scope of [20, Lemma 3]. Figure 2 depicts
a multi-screen scatterer in this situation.
Lemma 3.5 of [1] and variants of it are instrumental in domain based ap-
proaches tackling the EFIE bilinear form on boundaries of a domain Ω. This
lemma asserts the existence of vector potentials in (H1(Ω))3 for divergence
free functions with vanishing flux through any closed surface. Alas, [1, Lemma
3.5] assumes that Ω is Lipschitz. Unfortunately we cannot use this result here
because R3 \ Γ is not Lipschitz and, in particular, it lies on both sides of its
own boundary. Providing a substitute for [1, Lemma 3.5] turned out to be a
major challenge.
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Figure 2. Connected multi-screen
Lemma 9.2 (Vector potential lifting operator). There exists a continuous
operator S : (L2(B))3 7→ En such that div S(u) = 0 in B \ Γ and∫
B\Γ
(
u− curl S(u) ) curl(v) dx = 0 ∀v ∈ En .
Proof: For the sake of conciseness, let us temporarily set
a(v,w) :=
∫
B\Γ
curl(v) · curl(w) + div(v)div(w) dx ∀v,w ∈ En .
According to Theorem 6.5 the spaceEn is compactly embedded into (L
2(B))3.
As a consequence, the bilinear form a(·, ·) induces a Fredholm operator with
index 0. For any u ∈ (L2(B))3, consider the following variational problem
Find v ∈ En such that
a(v,w) =
∫
B\Γ
u · curl(w)dx ∀w ∈ En.
If w ∈ En such that a(w,v) = 0 for all v ∈ En then curl(w) = 0 and
div(w) = 0 obviously, so that
∫
B\Γ
u · curl(w)dx = 0. As a consequence,
although the bilinear form of Problem (9.1) may have a non-trivial kernel, the
compatibility conditions of the Fredholm alternative are satisfied (see case (ii)
of [18, Theorem 2.27], for example). Hence Problem (9.1) admits a solution
(that is a priori not unique), and we may define S(u) as the unique solution
satisfying ‖S(u)‖E = min{‖v‖E | v solves (9.1) }, so that S : L2(B)3 → En
is continuous.
Now set f := div(S(u)) ∈ L2(B) . Since, by assumption, πn(S(u)) = 0
and S(u)·n = 0 on ∂B, Green’s formula yields ∫B f dx = 0. Let ψ ∈ H1(B\Γ)
satisfy ∆ψ = f in B \ Γ, and πn(∇ψ) = 0, ∇ψ · n = 0 on ∂B. By con-
struction ∇ψ ∈ En. Taking w = ∇ψ in the variational problem (9.1) satis-
fied by S(u), we obtain 0 =
∫
R3\Γ
div(S(u))∆ψ dx =
∫
R3\Γ
div(S(u))f dx =
‖div S(u)‖2L2(B). From this, we conclude that divS(u) = 0 in B \ Γ. Plugging
this into the variational problem (9.1) satisfied by S(u) leads to the varia-
tional identity stated in the lemma. 
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We continue writing S for a mapping S : (L2(B))3 7→ En provided by
the previous lemma. The following corollary gives sufficient conditions for
a vector field over B \ Γ to be the curl of another vector field. This result
is weaker than Lemma 3.5 of [1], because we fail to obtain extra Sobolev
regularity of the vector potential. On the other hand, we can handle more
general geometries
Corollary 9.3 (Existence of vector potentials). For all u ∈ H(div,B\Γ) such
that div(u) = 0 in B \Γ and ∫B u ·v dx = 0 ∀v ∈ Et we have curl S(u) = u.
Proof: Let u ∈ (L2(B))3 satisfy the assumptions of the corollary. Set w :=
u−curl S(u), so that ∫B\Γ w ·curl(v)dx = 0 for any v ∈ En and div(w) = 0
in B \ Γ. In particular we have ∫
B\Γ
w · curl S(u)dx = 0.
Take an arbitrary p ∈ H(curl,B \ Γ) and let ψ refer to the unique
element of H1(B \ Γ) satisfying ∫
B
ψ dx = 0 and
∫
B\Γ
∇ψ · ∇ϕdx = ∫
B\Γ
p ·
∇ϕdx for all ϕ ∈ H1(B \ Γ). Then we have p − ∇ψ ∈ En, so
∫
B\Γw ·
curl(p)dx =
∫
B\Γ
w · curl(p−∇ψ)dx = 0. Since p was chosen arbitrarily in
H(curl,B\Γ), we deduce that curl(w) = 0 in B\Γ, γt(w) = 0 and w×n = 0
on ∂B. As a consequence w ∈ Et, and we have
∫
B\Γ
u ·w dx = 0. This yields∫
B\Γ
|w|2dx = ∫
B\Γ
w ·udx− ∫
B\Γ
w · curl S(u)dx = 0. So, finally, w = 0. 
9.2. Hodge-type decomposition of jump space
For the boundary of a Lipschitz domain Ω Hodge-type decompositions refer
to splittings of H−
1
2 (curlΓ, ∂Ω) into the kernel of curlΓ and a complement
space that is compactly embedded in H˜
−1/2
× (∂Ω). As hinted above, we pursue
a domain based approach to construct a Hodge-type decomposition of the
jump space H˜−1/2(curlΓ, [Γ]), taking the cue from [7, Lemma 2 and (21)]. A
key tool will be the lifting operator S introduced in Lemma 9.2.
Let H10(B) = {v ∈ H1(B) | v|∂B = 0} and recall that v 7→ ‖∇v‖L2(B) is a norm
on H10(B). We define the continuous operator T : H˜
−1/2([Γ])→ H0(curl,B)∩
H(div,B \ Γ) by
T(q) := ∇ψq where ψq ∈ H10(B) and∫
R3\Γ
∇ψq∇v dx = 〈〈q, πd(v)〉〉 ∀v ∈ H10(B) .
(9.3)
Lemma 9.4 (Projection onto complement of kernel of curlΓ, cf. [7, Lemma 2]).
Let S be a mapping satisfying the properties stated in Lemma 9.2, and let T
be defined by (9.3). Define the continuous mapping
R : H˜−1/2(curlΓ, [Γ])→ H˜−1/2(curlΓ, [Γ]),
R := [γt] · S · T · curlΓ .
This map is a projection satisfying curlΓ(v) = curlΓ(R(v)) and R(v) =
R(v), for all for all v ∈ H˜−1/2(curlΓ, [Γ]).
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Proof: Note that div(T(q)) = 0 in R3 \ Γ and [πn] · T(q) = q for all q ∈
H˜−1/2(Γ). Also observe that∫
R3\Γ
T(curlΓv) ·wj dx = 〈〈curlΓv, wj〉〉 = 〈〈v,∇Γ(πdwj)〉〉× = 0 ,
where wj = ∇wj , wj ∈ H1(B), are the basis functions of Et defined in
Lemma 9.1. To understand the last equality remember that ∇Γ(πdwj) = 0
on Γ. Summing up, we have found that the vector fields T(curlΓv) satisfy
the assumptions of Corollary 9.3. Thus, we can use Corollary 9.3 together
with Lemma 5.3 and its commuting diagram involving jumps and surface
differential operators:
curlΓR(v) = curlΓ · [γt] · S · T · curlΓv = [curlΓγt · S · T · curlΓv]
= [γn · curl ·S · T · curlΓv] = [γn · T · curlΓv] = curlΓv .
The projection property is immediate from this. Finally, we clearly have
R(v) = R(v) simply because this property is satisfied by S and T. 
The operator R induces a decomposition of the space H˜−1/2(curlΓ, [Γ]).
In particular the operator v 7→ Rv−(Id−R)v is an involution of H˜−1/2(curlΓ, [Γ]).
In addition, the range of R satisfies a crucial compactness property.
Lemma 9.5 (Compactness of R). The operator R from (9.4) is compact as a
mapping H˜−1/2(curlΓ, [Γ])→ H˜−1/2× (Γ).
Proof: Consider once again the ball B introduced in the beginning of this sec-
tion. During construction ofR we built a continuous operator T : H˜−1/2(curlΓ, [Γ])→
En such that R = [γt] · T. For any p ∈ H˜−1/2(curlΓ, [Γ]) and any v ∈
(H10(B))
3, we have
| 〈〈γt(v), γt · T(p)〉〉×|=
∣∣∣ ∫
B\Γ
curl(v) · T(p)− v · curl(T(p)) dx
∣∣∣
≤ ‖v‖H1(B)3‖T(p)‖L2(B)3 + ‖v‖H1(B)3‖ curlT(p)‖H−1(B)3 .
Dividing the inequality above by ‖v‖H1(B)3 and taking the supremum over all
v ∈ (H10(B))3, we obtain that ‖R(p)‖H˜−1/2
×
(Γ)
≤ ‖T(p)‖L2(B)3+‖ curlT(p)‖H−1(B)3 .
Now recall that T maps continuously into En. Besides En is compactly em-
bedded into (L2(B))3 and (L2(B))3 is compactly embedded into (H−1(B))3.
This concludes the proof. 
Thus, from the continuity result of Lemma 8.2 we immediately infer the
following compactness.
Corollary 9.6 (Compactness of vectorial single layer potential on the range
of R). The bilinear form (p,q) 7→ 〈〈γt · Gı ∗ γ′t(R(p)),R(q)〉〉× is compact on
H˜−1/2(curlΓ, [Γ])× H˜−1/2(curlΓ, [Γ]).
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We abbreviate Θ := 2R − Id, which clearly defines an “sign-flipping”
isomorphism of H˜(curlΓ, [Γ]), cf. the operator XΓ from [7, Eq. (38)]. We now
proceed with the proof of a generalised G˚arding inequality satisfied by the
EFIE operator on multi-screens, which is the main finding of the present
section.
Theorem 9.7 (Generalized G˚arding inequality, cf. [7, Lemma 10]). There
exists a compact operator K : H˜−1/2(curlΓ, [Γ]) → H−1/2(curlΓ, [Γ]) and a
constant C > 0 such that, for all p ∈ H˜−1/2(curlΓ, [Γ]) we have∣∣ 〈〈γt · SLκ(p),Θ(p)〉〉× + 〈〈K(p),p〉〉×∣∣ ≥ C ‖p‖2
H˜(curlΓ,[Γ])
. (9.4)
Proof: Denote ı :=
√−1. According to Remark 3.1.3 in [24], the convolution
operator (Gı − Gκ)∗ is a pseudo-differential operator of order −4 mapping
H1loc(R
3)′ to H3loc(R
3). As a consequence, the bilinear form induced by the
operator γt · SLκ on H˜−1/2(curlΓ, [Γ]) × H˜−1/2(curlΓ, [Γ]) differs only by a
compact perturbation from the following symmetric bilinear form
α(p,q) := κ−2 〈〈γd · Gı ∗ γ′d(curlΓ p), curlΓ q〉〉 − 〈〈γt · Gı ∗ γ′t(p),q〉〉× ,
for p,q ∈ H˜−1/2(curlΓ, [Γ]). Thus it suffices to show that α(p,Θ(p)) satisfies
a Garding inequality of the form (9.4). First, we conclude from (7.11)
α(p,q) = −κ−2 〈〈γt · SLı(p),q〉〉×
−(1 + κ−2) 〈〈γt · Gı ∗ γ′t(p),q〉〉× .
(9.5)
Next, set Z := Id−R. According to Lemma 9.4, for all p ∈ H˜−1/2(curlΓ, [Γ])
we have curlΓZ(p) = curlΓp− curlΓR(p) = 0, which involves
α(Z(p),Z(p) ) = −〈〈γt · Gı ∗ γ′t(p),q〉〉× .
Thus, for p ∈ H˜−1/2(curlΓ, [Γ]), thanks to the symmetry of α and (9.5)
Re{α(p,Θ(p) )} = α(R(p),R(p) )− α(Z(p),Z(p) )
= −κ−2 〈〈γt · SLı(R(p)),R(p)〉〉×
− 〈〈γt · SLı(Z(p)),Z(p)〉〉×
−(1 + κ−2) 〈〈γt · Gı ∗ γ′t(R(p)),R(p)〉〉×
(9.6)
Let write β(p,q) for the continuous sesquilinear form associated with the last
term in (9.6). According to Lemma 9.6 above, the bilinear form β is compact.
So it suffices to prove Garding inequality for Re{α(p,Θ(p) ) − β(p,p)}. To
deal with the first two terms in (9.6) recall Lemma 8.1 that yields
〈〈γt · SLı(q),q〉〉× ≥ C ‖q‖2
H˜−1/2(curlΓ,[Γ])
∀q ∈ H˜−1/2(curlΓ, [Γ]) .
Since Id = R+ Z and R is a continuous projector, we deduce that
‖R(p)‖2
H˜−1/2(curlΓ,[Γ])
+ ‖Z(p)‖2
H˜−1/2(curlΓ,[Γ])
≥ 12‖p‖2H˜−1/2(curlΓ,[Γ]) .
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From this we conclude
−Re{ α(p,Θ(p) ) + β(p,p) }
= κ−2 〈〈γt · SLı(R(p)),R(p)〉〉× + 〈〈γt · SLı(Z(p) ),Z(p)〉〉×
≥ Cκ−2‖R(p)‖2
H˜−1/2(curlΓ,[Γ])
+ C‖Z(p)‖2
H˜−1/2(curlΓ,[Γ])
≥ 12Cmin(1, κ−2)‖p‖2H˜−1/2(curlΓ,[Γ]) ,
which completes the proof. 
Acknowledgement
The authors would like to thank Prof. Rainer Picard for valuable hints on
the Maxwell compactness property.
References
[1] C. Amrouche, C. Bernardi, M. Dauge, and V. Girault. Vector potentials in
three-dimensional non-smooth domains. Math. Methods Appl. Sci., 21(9):823–
864, 1998.
[2] M. Sh. Birman and M. Z. Solomjak. The L2-theory of the Maxwell operator in
domains with nonsmooth boundary. In Symposium “Partial Differential Equa-
tions” (Holzhau, 1988), volume 112 of Teubner-Texte Math., pages 33–41. Teub-
ner, Leipzig, 1989.
[3] A. Buffa. Trace theorems on non-smooth boundaries for functional spaces re-
lated to maxwell equations: an overview. In Computational Electromagnetics,
volume 28 of Lect. Notes Comput. Sci. Eng., pages 23–34. Springer, 2003.
[4] A. Buffa and S. H. Christiansen. The electric field integral equation on Lipschitz
screens: definitions and numerical approximation. Numer. Math., 94(2):229–267,
2003.
[5] A. Buffa, M. Costabel, and C. Schwab. Boundary element methods for Maxwell’s
equations on non-smooth domains. Numer. Math., 92(4):679–710, 2002.
[6] A. Buffa, M. Costabel, and D. Sheen. On traces for H(curl,Ω) in Lipschitz
domains. J. Math. Anal. Appl., 276(2):845–867, 2002.
[7] A. Buffa and R. Hiptmair. Galerkin boundary element methods for electro-
magnetic scattering. In M. Ainsworth, P. Davis, D. Duncan, P. Martin, and
B. Rynne, editors, Topics in Computational Wave Propagation. Direct and in-
verse Problems, volume 31 of Lecture Notes in Computational Science and En-
gineering, pages 83–124. Springer, Berlin, 2003.
[8] M. Carr, E. Topsakal, and J.L. Volakis. A procedure for modeling material junc-
tions in 3-d surface integral equation approaches. Antennas and Propagation,
IEEE Transactions on, 52(5):1374–1378, 2004.
[9] X. Claeys and R. Hiptmair. Integral equations on multi-screens. Integral Equa-
tions and Operator Theory, 77(2):167–197, 2013.
Electromagnetic scattering at multiscreens 37
[10] D. Colton and R. Kress. Inverse Acoustic and Electromagnetic Scattering The-
ory, volume 93 of Applied Mathematical Sciences. Springer, Heidelberg, 2nd
edition, 2013.
[11] K. Cools. Mortar boundary elements for the EFIE applied to the analysis of
scattering by PEC junctions. In Electromagnetic Compatibility (APEMC), 2012
Asia-Pacific Symposium on, pages 165 –168, may 2012.
[12] M. Costabel. Boundary integral operators on Lipschitz domains: Elementary
results. SIAM J. Math. Anal., 19(3):613–626, 1988.
[13] M. Costabel and M. Dauge. Maxwell and Lame´ eigenvalues on polyhedra.Math.
Methods Appl. Sci., 22(3):243–258, 1999.
[14] V. Girault and P.-A. Raviart. Finite Element Methods for Navier-Stokes Equa-
tions, volume 5 of Springer Series in Computational Mathematics. Springer-
Verlag, Berlin, 1986.
[15] R. Hiptmair. Finite elements in computational electromagnetism. Acta Numer-
ica, 11:237–339, 2002.
[16] R. Hiptmair and C. Schwab. Natural boundary element methods for the electric
field integral equation on polyhedra. SIAM J. Numer. Anal., 40(1):66–86, 2002.
[17] R. Leis. Initial-Boundary Value Problems in Mathematical Physics. B. G. Teub-
ner, Stuttgart; John Wiley & Sons, Ltd., Chichester, 1986.
[18] W. McLean. Strongly Elliptic Systems and Boundary Integral Equations. Cam-
bridge University Press, Cambridge, 2000.
[19] P. Monk. Finite Element Methods for Maxwell’s Equations. Numerical Mathe-
matics and Scientific Computation. Oxford University Press, New York, 2003.
[20] R. Picard. On the boundary value problems of electro- and magnetostatics.
Proc. Roy. Soc. Edinburgh Sect. A, 92(1-2):165–174, 1982.
[21] R. Picard, N. Weck, and K.-J. Witsch. Time-harmonic Maxwell equations
in the exterior of perfectly conducting, irregular obstacles. Analysis (Munich),
21(3):231–263, 2001.
[22] J. Putnam and L.N. Medgyesi-Mitschang. Combined field integral equation
formulation for inhomogeneous two and three-dimensional bodies: the junc-
tion problem. Antennas and Propagation, IEEE Transactions on, 39(5):667–672,
1991.
[23] W. Rudin. Functional Analysis. International Series in Pure and Applied Math-
ematics. McGraw-Hill Inc., New York, second edition, 1991.
[24] S. A. Sauter and C. Schwab. Boundary Element Methods, volume 39 of Springer
Series in Computational Mathematics. Springer-Verlag, Berlin, 2011.
[25] J. Shin, A.W. Glisson, and A.A. Kishk. Modeling of general surface junctions of
composite objects in an SIE/MoM formulation. Report ADA392109, Mississippi
Univ. University Dept. of Electrical Engineering, 1998.
[26] P. Yla¨-Oijala, M. Taskinen, and J. Sarvas. Surface integral equation method
for general composite metallic and dielectric structures with junctions. PIER,
52:81–108, 2005.
38 X. Claeys and R. Hiptmair
X. Claeys
Laboratoire Jacques-Louis Lions,
UPMC Univ. Paris 6 and CNRS UMR 7598,
75005, Paris, France
INRIA-Paris-Rocquencourt, EPC Alpines,
Le Chesnay Cedex, France
e-mail: claeys@ann.jussieu.fr
R. Hiptmair
Seminar of Applied Mathematics
ETH Zu¨rich
CH-8092 Zu¨rich
Switzerland
e-mail: hiptmair@sam.math.ethz.ch
