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TFG EN ENGINYERIA INFORMÀTICA, ESCOLA D’ENGINYERIA (EE), UNIVERSITAT AUTÒNOMA DE BARCELONA (UAB)
Anàlisi de prestacions de sistemes
d’emmagatzematge per IA
Joan Murciano Soto
Resum– Els programes d’Intel·ligència Artificial (IA) són programes que fan moltes lectures de fitxers per la
seva naturalesa. Aquestes lectures requereixen moltes crides a dispositius d’emmagatzematge, i aquestes
poden comportar endarreriments en l’execució del programa. L’ample de banda per transportar dades de disc
a memòria o viceversa pot esdevenir en un bottleneck, incrementant el temps d’execució. De manera que és
important saber detectar en aquest tipus de programes, si les entrades/sortides (E/S) del nostre sistema se
saturen. En aquest treball s’estudien diferents programes amb altes quantitats de lectures a disc. S’utilitzen
eines de monitorització, les quals ens informen amb mètriques relacionades amb E/S a disc. També veiem
l’impacte que té el swap, el qual també provoca un increment d’operacions d’E/S. Aquest document pretén
mostrar la metodologia utilitzada per a realitzar l’anàlisi descrivint les eines i els resultats obtinguts amb
l’objectiu de que serveixi de guia per a entendre el comportament i l’efecte de les E/S i el swap.
Paraules clau– E/S, swap, IA, monitorització.
Abstract– Artificial Intelligence (IA) programs make many file readings by nature. These readings require
many calls to storage devices, and this can lead to program execution delays. The bandwidth for transporting
data from the device to memory or vice versa can become a bottleneck, increasing the runtime. It is important,
in this type of software, to be able to detect if disk I/O is saturated. In this work, different programs with high
amounts of disk reads are studied using monitoring tools that inform us about I/O-related metrics. We will
also see the impact of swap, which increases I/O operations. This document aims to show the methodology
used to perform the analysis by describing the tools and results obtained with the aim of serving as a guide to
understanding the behavior and effect of I/O and swap.
Keywords– I/O, swap, AI, monitoring.
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1 INTRODUCCIÓ - CONTEXT DEL TREBALL
LA INTEL·LIGÈNCIA ARTIFICIAL (IA) és l’habilitatdels ordinadors per a fer activitats que normalmentrequereixen intel·ligència humana, utilitzant algo-
ritmes, aprendre de les dades i utilitzant allò après en la
presa de decisions[1]. El mode en què la IA és capaç d’obte-
nir aquestes capacitats és gràcies a l’aprenentatge automàtic
(Machine Learning). N’hi ha 3 tipus: l’aprenentatge super-
visat, el qual utilitza dades prèviament etiquetades amb una
categoria; el no supervisat, aquı́ els propis algoritmes han
de categoritzar les dades obtingudes; i l’aprenentatge per
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reforç, on els algoritmes aprenen de la seva pròpia expe-
riència[1]. A mida que ha avançat la tecnologia, el Big-
Data ha generat una gran demanda de sistemes amb una
intel·ligència avançada. Existeixen moltes plataformes ac-
tualment que ens ofereixen aquests serveis, com ara Azu-
re Machine Learning, Amazon Machine Learning, Tensor-
Flow o BigML.
Dins el Machine Learning, hi ha un sots camp anomenat
Deep Learning. Aquest utilitza una estructura jeràrquica de
xarxes neuronals artificials, que es construeixen d’una for-
ma similar a l’estructura neuronal del cervell humà [2]. Per
a poder realitzar aquesta ingent quantitat de càlculs és idoni
l’ús de GPUs (Unitats de Processament Gràfic), de la matei-
xa manera serà més eficient treballar amb aquestes aplicaci-
ons en entorns distribuı̈ts, d’aquesta manera reduint en gran
mesura el seu temps d’execució. Però ens trobem amb un
problema, els frameworks més utilitzats (com TensorFlow)
moltes vegades tenen mancances pel que fa a monitoritzar
certes mètriques de cara al desenvolupador d’aplicacions,
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com ara el rendiment d’E/S[3]. Això comporta no poder
utilitzar tècniques d’optimització adequades. De manera
que si volem optimitzar el rendiment de l’aplicació, haurem
d’obtenir certes dades amb altres eines de monitorització.
Aquı́ és on centrem l’atenció del nostre estudi.
1.1 Dispositius d’emmagatzematge i E/S
Quan parlem de les E/S, parlem de les crides a dispositius
d’emmagatzematge que la CPU realitza per transportar da-
des carregades en memòria principal fins al dispositiu, o per
carregar en memòria principal dades que es troben al dispo-
sitiu. És molt habitual en els programes d’IA trobar-se amb
moltes operacions d’E/S, ja que han de fer moltes lectures
de fitxers. Actualment, els discs durs són els dispositius
d’emmagatzematge secundari més utilitzats[4], sent el pri-
mari la memòria RAM. I els discs, determinen en gran me-
sura el rendiment global del sistema, en concret tenen molt
efecte a les aplicacions en les que es realitzen moltes ope-
racions d’E/S[4]. Mentres que en altres components com
la CPU o la RAM han augmentat el seu rendiment i ample
de banda a mida que ha avançat la tecnologia, els discs ho
han fet en menor mesura tot i ser components fonamentals
en el sistema d’emmagatzematge. Segons Pérez[5], va ha-
ver un canvi de mentalitat a l’evolució de la informàtica.
Entre els anys 60 i 80 va ser l’època de la revolució de la
computació, però a partir dels 90 va aparèixer l’època de
la informació, donant més importància als sistemes d’em-
magatzematge. Tot i aixı́, els discs no han avançat a un
ritme adecuat[5]. És a dir, l’ample de banda ofert pel disc
d’E/S acaba identificant-se com un dels majors bottlenecks
del rendiment a l’hora d’executar un programa d’IA. Una
possible solució és fer ús de sistemes distribuits amb siste-
mes d’E/S en paral·lel, però les E/S continuen sent un dels
principals bottlenecks, també a causa del desequilibri entre
el temps de còmput i d’E/S[5].
Cal esmentar que hi ha diferents tipus de disposi-
tius d’emmagatzematge secundari. Els més utilitzats són
els disc durs (HDD) i les unitats d’estat sòlid (SDD).
Gonzalez[6], fa una comparativa entre aquests dos tipus de
dispositius a la seva tesis amb la qual demostra que els SSD
tenen una velocitat de transferència molt més elevada, com-
portant un millor rendiment en l’execució de qualsevol pro-
grama en la majoria dels casos. Un SSD té els següents
avantatges davant d’un HDD: És més ràpid, te un consum
d’energia inferior, menys susceptibilitat a la pèrdua de da-
des, menys soroll durant el seu funcionament i més com-
pacte. Però te dos principals problemes: el preu es molt
més elevat i la vida útil. La durabilitat de les seves cèl·lules
de memòria ve definida pel nombre d’operacions d’escrip-
tura realitzades[7]. Aquestes són les principals raons per les
que encara s’utilitzen els discs durs, tot i no ser l’opció més
eficient.
1.2 Swap i memòria virtual
Hi ha casos en els que un sistema no compta amb la
memòria fı́sica (RAM) necessària per a carregar totes les
dades que necessita un programa en execució. Quan hi ha
processos que necessiten més memòria fı́sica de la dispo-
nible, es fa ús de la memòria virtual, i es genera swap (o
intercanvi de memòria)[8]. Aquest és un espai d’intercanvi
Fig. 1: Transferència en swap de dos programes.[11]
de memòria que ve limitat per la quantitat d’espai d’em-
magatzematge disponible (quant més espai, per exemple,
de disc dur, més gran pot ser l’espai de disc utilitzat per
a swap). S’utilitza aquest espai per emmagatzemar dades
temporalment a falta d’espai a la memòria principal[8]. Una
de les tècniques de memòria virtual més utilitzades és la
paginació[9]. En aquesta, la memòria principal es divideix
en marcs i cada procés es divideix en pàgines del mateix
tamany que els marcs, i aquestes pàgines es carreguen en
memòria en marcs lliures[10]. Quan es necessiten les da-
des d’una pàgina que es troba al dispositiu d’emmagatze-
matge (zona anomenada swap space) es provoca un error
de pàgina, es fa swap-out i es porta una pàgina carrega-
da en memòria principal que es detecti que no està sent
gaire utilitzada al swap space, per després fer swap-in i
portar la pàgina necessària del swap space a la memòria
principal[10]. Hi ha molts algoritmes que poden ser apli-
cats a aquesta tècnica, i poden afectar significativament al
rendiment del programa. A la figura 1 veiem un exemple de
l’esmentat anteriorment.
Hem de tenir en compte un aspecte molt important, i
és que cada cop que es fa una crida a un dispositiu per
a fer operacions swap, les hem de concebre com opera-
cions d’E/S. De manera que cada cop que s’accedeixi al
swap space d’algun dispositiu per a realitzar intercanvi de
memòria, el rendiment del programa pot resultar afectat per
les raons d’ample de banda i latència abans esmentades[12].
Sempre que s’intenti accedir a una zona d’intercanvi, cos-
tarà més lent que un accés directe a la memòria RAM[12].
1.3 Eines de monitorització
A la figura 2 observem diferents eines de monitorització de
Linux, desglossat en les capes en les quals observen. Per a
fer el nostre estudi utilitzem iostat, iotop, top, vmstat i perf-
stat i Darshan. Les eines escollides odfereixen mètriques
relacionades amb E/S i swap, més endavant s’explica el per-
què s’ha triat cadascuna d’elles.
Aquests possibles problemes relacionats amb les E/S, po-
den suposar un malbaratament energètic, temporal i mate-
rial. De manera que ens proposem monitoritzar diferents
programes i analitzar les mètriques extretes, creant un in-
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Fig. 2: Linux Performance Observability Tools[13]
forme en el que es descriu el seu comportament i aixı́ aju-
dar a trobar possibles bottlenecks relacionats amb les E/S a
una aplicació. L’organització de la resta del document està
separat en els següents apartats: Objectiu global i objectius
especı́fics; Metodologia utilitzada, planificació i les etapes
d’investigació realitzades; Explicació de les eines de mo-
nitorització utilitzades; Resultats; Discussió; Conclusions;
Bibliografia; Una secció a manera d’apèndix.
2 OBJECTIU GLOBAL
L’objectiu d’aquest estudi té com a finalitat fer una anàlisi
del comportament de les entrades/sortides (E/S) d’una apli-
cació d’IA, i analitzar el seu rendiment i temps d’execució.
2.1 Objectius especı́fics
Per assolir aquest objectiu global, el dividim en diferents
objectius més especı́fics:
1. Entendre el funcionament i les mètriques de diferents
eines de monitorització que ofereixen informació rela-
cionada amb E/S i swap.
2. Analitzar l’execució de diferents aplicacions a petita
escala amb un còmput molt baix, amb finalitat de po-
der transportar la metodologia a un còmput superior.
3. Comprendre els canvis que pot patir el temps d’exe-
cució d’aplicacions amb alta quantitat d’operacions
d’E/S segons els recursos que se li administrin al sis-
tema en el qual estan sent executats.
4. Crear una documentació amigable de totes les
mètriques mesurades amb la finalitat de comprendre
millor les E/S que es produeixen a les aplicacions i
com afecta al seu rendiment.
3 METODOLOGIA
Per a portar a terme el nostre estudi, utilitzem diferents ei-
nes d’observabilitat del rendiment. Aquestes ens permeten
monitoritzar tot tipus de moviment d’informació que ocorre
a una màquina i els processos que hi participen, observant
entre altres mètriques relacionades, les E/S. Per a triar les
eines a utilitzar, s’ha investigat i fet ús de més eines de les
que apareixen en aquest document, però algunes d’elles han
estat descartades. Les eines finalment utilitzades i que es
veuen reflectides als resultats són les següents: Iotop, Top,
Iostat, Vmstat, Perf-stat i Darshan. També s’han utilitzat
dos mòduls d’optimització del kernel Linux que milloren
el rendiment, evitant la paginació a disc. En un sotsapartat
més endavant s’explica detalladament cada eina. El projec-
te s’ha portat a terme amb un model en cascada. Cadascuna
de les etapes, s’han anat definint a mida que ha avançat el
projecte. Segons els resultats obtinguts a cadascuna de les
etapes, s’ha concretat els detalls per a seguir amb la següent
etapa.
3.1 Entorn de treball
Per a fer el nostre estudi, utilitzem màquines virtuals amb
el software Oracle VM VirtualBox. El sistema operatiu és
Debian 10.8. La raó d’utilitzar una distribució Linux, és
que te eines més especı́fiques amb obtenció de les mètriques
que ens interessa analitzar, amb fàcil obtenció i ús d’aques-
tes. A l’hora, ens resulta més fàcil i ràpid arrancar i apagar
màquines virtuals amb distribució Linux. Quelcom neces-
sari en el nostre estudi per a poder administrar a la màquina
diferents quantitats de memòria fı́sica i comparar els resul-
tats obtinguts. Les quantitats administrades de memòria es
troben en el rang de 800 MB fins a 3500 MB (depenent del
programa a analitzar). I hem administrat 50 GB d’emma-
gatzematge de disc dur (HDD). El fet d’utilitzar un HDD
enlloc de SSD és perque els HDD busquen i recuperen da-
des amb més lentitud. Això ens ajudarà a poder identificar
problemes d’E/S més fàcilment.
3.2 Planificació
Com hem comentat, el model que s’ha utilitzat ha estat en
cascada, afectant de la mateixa manera a la planificació.
Cadascuna de les etapes de la planificació coincideix amb
les etapes d’investigació que s’expliquen al següent apar-
tat. Per a veure gràficament i amb més detall, observar el
Diagrama de Gantt que es troba a l’apèndix.
3.3 Etapes d’investigació
En aquest apartat s’exposa cadascuna de les etapes d’inves-
tigació que hi ha hagut fins a la finalització del treball. Ho
separem en 3 apartats en els que els objectius a realitzar
evolucionen, a causa del coneixement adquirit a cada etapa.
3.3.1 Anàlisi de programa de crides intensives d’E/S
Prèviament a aquesta etapa, fem ús de l’eina ”strace”per a
comprovar que amb un senzill programa d’escriptura en un
fitxer estem fent crides a disc d’E/S d’escriptura, d’aquesta
manera assegurant-nos que realment s’estan fent aquestes
crides. El programa està escrit en python i es fan escriptu-
res en un fitxer. Es comencen a conèixer les diferents eines
esmentades anteriorment a analitzar les dades obtingudes.
Per a no estar creant fixers de grans dimensions i ocupar
espai al disc, es tria crear un fitxer de 4GB amb l’anterior
programa d’escriptura. A partir d’aquest moment, es co-
mencen a monitoritzar possibles bottlenecks d’E/S quan es
fan accessos a aquest fitxer, tant en aquesta etapa com en
la següent. En aquesta primera etapa executem un progra-
ma que anomenem ”read3”per a realitzar la lectura d’aquest
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fitxer. Es monitoritza aquest programa amb la idea de tro-
bar mètriques que ens demostrin aquest bottleneck, ja que
aquest programa no fa res més que lectures (39.99 MiB).
3.3.2 Anàlisi de programa d’E/S a causa del swap
El programa està escrit en python i es fan lectures d’un fit-
xer (3.90 MiB). Veiem a l’anterior etapa que al modificar
la quantitat de memòria fı́sica administrada a la màquina
virtual, es pot veure afectat el rendiment. O vist des d’u-
na altra perspectiva, si modifiquem la quantitat de dades a
carregar a memòria. En aquesta etapa ens fixem en que el
swap provoca problemes d’E/S, ja que s’ha de fer ús de la
memòria virtual i emmagatzemar en disc dades que haurien
d’estar en memòria fı́sica, però aquesta és insuficient. Ve-
ient aquests problemes, es crea un programa que anomenem
”read4”, el qual realitza el mateix nombre de crides d’E/S
que a l’anterior programa read3, però estructurant el codi de
tal manera que s’allibera memòria un cop ja no es necessita.
Amb aquest últim programa fem una anàlisi més exhausti-
va, monitoritzant mètriques interessants que ens permetin
entendre els bottlenecks d’E/S i de swap. Aquı́ afegim i
descartem mètriques i eines per acabar d’enfocar el nostre
estudi en un programa de IA.
3.3.3 Anàlisi d’un programa d’IA
El programa està escrit en C i es fan lectures de 2 fitxers
(657.42 MiB en total). En aquesta etapa ja tenim els co-
neixements necessaris per a comprendre les mètriques ob-
tingudes amb les eines. Després d’estar buscant entre di-
ferents programes, triem una xarxa neuronal de tipus Per-
ceptró amb tres capes de nodes: capa d’entrada, capa oculta,
i capa de sortida. Aquesta utilitza el dataset MNIST. Aquest
conté un conjunt d’imatges de dı́gits manuscrits de 0 a 9 en
grids de 32x32 pı́xels. Com veiem a la figura 3, aquest està
compost per 1s i 0s, creant la imatge d’un 0, i a la següent
lı́nia indicant quin número hi ha.
Fig. 3: Mostra del dataset d’entrenament MNIST(0)
Aquest programa l’anomenarem ”MNIST2”. MNIST2
és una adaptació del codi ofert a la UAB (Universitat
Autònoma de Barcelona) a les pràctiques de l’assignatura
de CAP (Computació d’Altes Prestacions). Les adaptaci-
ons del codi han estat les següents:
• Modificació del nombre de patrons a reconèixer del
fitxer optdigits.tra. Replicant els existents de 1934 a
768.000.
• Modificació del nombre de neurones d’entrada (NU-
MIN) del fitxer common.h, de 1934 a 650.000.
• Modificació dels epochs realitzats a l’entrenament a
l’arxiu nn-main.c, de 100.000 a 10.
S’ha triat aquest codi perquè molts programes d’IA tri-
guen moltes hores a ser executats, i realitzant aquestes mo-
dificacions al codi aconseguim monitoritzar mètriques in-
teressants sense que el resultat final de reconeixement de
números varii gaire i executar el programa en pocs minuts.
D’aquesta manera podem realitzar execucions més ràpides.
4 EINES DE MONITORITZACIÓ UTILITZADES
En aquest apartat farem una descripció de les eines utilitza-
des per a l’obtenció de mètriques interessants per a l’estudi
de possibles bottlenecks en programes de IA. Totes elles són
gratuites. Per a una detallada descripció del significat de ca-
dascuna de les mètriques interessants per al nostre estudi de
cada eina, mirar l’apèndix. Ve acompanyat de l’explicació
aquı́ realitzada per a contextualitzar millor les eines amb les
mètriques.
4.1 Iotop
Una eina que ens permet monitoritzar fàcilment diferents
detalls d’utilització d’E/S a disc i ens mostra aquests en una
taula dels diferents processos del kernel que que generen
les E/S. Les dades es mostren en temps real i s’actualit-
zen periòdicament (cada segon per defecte). Per a utilitzar
aquesta eina necessitem permisos de superusuari (root). per
a què només es mostrin els processos que realment generen
E/S hem d’utilitzar l’opció -o”. La comanda utilitzada és la
següent: sudo iotop -o.
Fig. 4: Eina iotop
4.2 Top
L’eina top ens ofereix un conjunt de mètriques relacionades
amb el temps d’activitat i càrrega mitja del sistema, estat
de tasques, estats de la CPU, memòria fı́sica del sistema,
memòria virtual i una taula a la que trobem els processos del
sistema amb diferents dades com l’ús de la CPU i memòria,
PID, usuari... Utilitzem l’opció -d 1 (delay) per a què l’in-
formació s’actualitzi cada segon per a què puguem veure les
dades en temps real. La comanda utilitzada és la següent:
top -d 1.
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Fig. 5: Eina top
4.3 Iostat
Iostat és una eina que ens proporciona informació detallada
sobre la CPU i els diferents discpositius d’emmagatzematge
utilitzats al sistema. S’encarrega de monitorar la càrrega
d’E/S. L’eina ve inclosa dins el paquet de sysstat, junt amb
altres eines de monitorització similars. Utilitzem l’opció -x
1”per a què ens mostri estadı́stiques ampliades i s’actualitzi
cada segon. La comanda utilitzada és la següent: iostat -x
1.
Fig. 6: Eina iostat
4.4 Vmstat
Aquesta eina ens ofereix estadı́stiques i dades del sistema.
Ens reporta sobre processos, crides d’E/S, ús de memòria
i swap, paginació, ús de CPU i estats del sistema. Una ei-
na molt útil per a poder veure amb exactitut quan el sis-
tema requereix més memòria que la fı́sica i emmagatzema
dades al disc dur fins que es tornin a necessitar. De manera
que la informació referent a el swap està relacionada amb la
mètrica ”SWAPIN”de l’eina iotop i les contingudes a ”MiB
Swap”de l’eina top. Utilitzem l’opció ”1”per a què s’actu-
alitzin les dades cada segon. La comanda utilitzada és la
següent: vmstat 1.
Fig. 7: Eina vmstat
4.5 Perf-stat
Aquesta eina només l’utilitzem per a calcular el temps d’e-
xecució de les diferents execucions realitzades amb dife-
rents quantitats de memòria fı́sica administrada a màquines
virtuals. Observem a la figura 8 el resultat obtingut al uti-
litzar perf-stat amb la següent comanda: perf stat [executa-
ble].
Fig. 8: Eina perf-stat
4.6 Darshan
Darshan és una eina de caracterització de E/S per HPC esca-
lable. Per defecte està pensada per HPC i codis que utilitzin
MPI, però es pot configurar per a utilitzar secuencialment
sense MPI. Aquesta eina la utilitzem per a comprovar els
MB en lectures a disc efectuats, l’ample de banda d’ope-
racions d’E/S i la quantitat de temps gastat en operacions
d’E/S. Aquestes 3 mètriques sense tenir en compte el swap.
Només es podrà utilitzar en el programa d’IA, ja que aques-
ta eina funciona amb llenguatges C/C++, i els altres 2 estan
escrits en python.
4.7 Zram i Zswap
Són dos mòduls del kernel de Linux que optimitzen el ren-
diment del sistema evitant la paginació a disc, aixı́ reduint el
nombre d’accessos que es fa a disc. Tenen un funcionament
similar, expliquem les seves diferències:
Zram crea un bloc dins de la memòria RAM per a utilitzar-
la com una memòria d’intercanvi de swap. Quan la resta de
la memòria RAM estigui saturada, es comprimirà una part i
es paginarà al bloc anteriorment creat.
Zswap funciona d’una manera similar, la principal di-
ferència és que necessita un dispositiu d’emmagatzematge.
La partició que crea Zswap només pren informació de la
RAM que tingui una bona tassa de compressió i que no sigui
susceptible a donar errors (quan la RAM té problemes d’es-
pai). En cas contrari, s’envia a la zona d’intercanvi swap
del dispositiu.
5 RESULTATS
Els resultats obtinguts fruit de la monitorització i observa-
bilitat amb les eines esmentades, són extensos. A la mos-
tra dels resultats, algunes mètriques són omeses perquè no
aporten informació que necessitem o es repeteix la informa-
ció d’altres mètriques. Separem els resultats per les dife-
rents etapes d’investigació i per eines amb les seves pròpies
mètriques. En el cas de les mètriques de vmstat, utilitzem
les següents icones per mostrar baix nombre de blocs de
dades transmesos i per un elevat nombre (respectivament):
↓ − ↑ .
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5.1 Programa de crides intensives d’E/S (re-
ad3)
Mostrem els resultats obtinguts amb el programa read3.
Aquest fa una lectura de 39,9 MiB del fitxer docf.txt de
4,38 GB. En aquest cas, volem que sobri memòria per a no
provocar swap i observar el temps que la CPU espera per
operacions d’E/S. De manera que administrem 2300 MB de
memòria.
TAULA 1: RESULTATS IOTOP A READ3
Iotop
RAM IO SWAPIN DISK READ
2300 MB 40% 0% molt elevat
TAULA 2: RESULTATS TOP A READ3
Top
RAM id %MEM MiB Swap wa %CPU
2300 MB 0% 0,4% 0/974 40% 60%
TAULA 3: RESULTATS IOSTAT A READ3
Iostat (cpu)
RAM %user %system %idle %iowait
2300 MB 20% 40% 0% 40%
Iostat (disk)
RAM %rrqm %wrqm await %util
2300 MB 84% pics 75% 2 80%
TAULA 4: RESULTATS VMSTAT A READ3
vmstat (swap + io)
RAM si so bi bo
2300 MB 0 0 ↑↑↑ ↓↓↓
TAULA 5: RESULTATS PERF-STAT A READ3
perf-stat
RAM Temps d’execució
2300 MB 410,60 s
Aspectes a destacar dels resultats:
• Gran espera (40% del temps) de la CPU degut a opera-
cions d’E/S a disc [IO (taula 1), wa (taula 2), %iowait
(taula 3)].
• Molt elevada lectura de disc, ja que el programa només
llegeix d’un fitxer [DISK READ (taula 1), bi (taula 4)].
• Molt baix ús de memòria (0,4%) [%MEM (taula 2)].
• No hi ha swap [SWAPIN (taula 1), si (taula 4), so (tau-
la 4)].
• Gran percentatge de sol·licituds de lectura en espera
abans de ser enviades a disc [%rrqm (taula 3)].
• Gran percentatge de temps transcorregut des de que
s’envien sol·licituds d’E/S a disc fins a ser ateses
[%util (taula 3)].
5.2 Programa d’E/S a causa del swap (read4)
El programa read4 fa una lectura de 3,9 MiB del fit-
xer docf.txt de 4,28 GB. En aquest cas, volem prendre
mètriques en diferents execucions amb diferents quantitats
de memòria fı́sica per a comprovar el seu comportament
amb swap. Per causes de còmput, necessita 3500 MB de
memòria. S’observen els resultats amb quantitats menors
de memòria.
TAULA 6: RESULTATS IOTOP A READ4
Iotop
RAM IO SWAPIN DISK READ
2000 MB 20% 90% molt elevat
2200 MB 20% 85% molt elevat
2300 MB 20% 20% molt elevat
2500 MB 20% 15% molt elevat
3000 MB 20% 2% molt elevat
3500 MB 20% 0% molt elevat
TAULA 7: RESULTATS TOP A READ4
Top
RAM id %MEM MiB Swap wa %CPU
2000 MB 0% 89% 246/974 89% 15%
2200 MB 0% 89% 233/974 55% 30%
2300 MB 0% 89% 180/974 30% 60%
2500 MB 0% 80% 65/974 21% 65%
3000 MB 0% 65% 51/974 20% 75%
3500 MB 0% 52% 6,5/974 20% 75%
TAULA 8: RESULTATS IOSTAT A READ4
Iostat (cpu)
RAM %user %system %idle %iowait
2000 MB 2% 13% 0% 85%
2200 MB 4% 26% 0% 55%
2300 MB 15% 45% 0% 30%
2500 MB 20% 45% 0% 21%
3000 MB 20% 55% 0% 20%
3500 MB 20% 55% 0% 20%
Iostat (disk)
RAM %rrqm %wrqm await %util
2000 MB 84% pics 80% 3,2 90%
2200 MB pics 82% pics 80% 2 70%
2300 MB pics 10% pics 80% 1,9 65%
2500 MB 0% pics 80% 1,5 65%
3000 MB 0% pics 80% 1,5 65%
3500 MB 0% pics 80% 1,5 65%
TAULA 9: RESULTATS VMSTAT A READ4
vmstat (swap + io)
RAM si so bi bo
2000 MB ↑↑ ↑↑↑ ↑↑↑ ↑↑↑
2200 MB ↑↑ ↑↑ ↑↑↑ ↑↑
2300 MB ↓ ↓↓↓ ↑↑↑ ↓↓↓
2500 MB ↓ ↓↓↓ ↑↑↑ ↓↓↓
3000 MB ↓↓↓ ↓↓↓ ↑↑↑ ↓↓↓
3500 MB ↓↓↓ ↓↓↓ ↑↑↑ ↓↓↓
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TAULA 10: RESULTATS PERF-STAT A READ4
perf-stat
RAM Temps d’execució
2000 MB 270,98 s
2200 MB 114,97 s
2300 MB 52,76 s
2500 MB 48,26 s
3000 MB 44,23 s
3500 MB 43,02 s
Aspectes a destacar dels resultats:
• Gran espera (20% del temps) de la CPU degut a opera-
cions d’E/S a disc [IO (taula 6), wa (taula 7), %iowait
(taula 8)].
• Molt elevada lectura de disc, ja que el programa només
llegeix d’un fitxer [DISK READ (taula 6), bi (taula 9)].
• Al llarg de les diferents execucions amb diferents
quantitats de memòria, s’observa que la quantitat de
swap que es porta a terme està relacionat amb la satu-
ració de la memòria fı́sica. De la mateixa manera, la
quantitat de memòria virtual utilitzada també augmen-
ta amb la saturació de memòria fı́sica. [%MEM (taula
7), SWAPIN (taula 6), MiB Swap (taula 7), si so bi
bo (taula 9)].
• Gran percentatge de sol·licituds de lectura en espera
abans de ser enviades a disc a les execucions amb insu-
ficient memòria fı́sica [%rrqm (taula 8), %MEM (taula
7)].
• Gran percentatge de temps transcorregut des de que
s’envien sol·licituds d’E/S a disc fins a ser ateses
[%util].
• Millora del temps d’execució amb més memòria ad-
ministrada i menys espera d’E/S [perf-stat (taula 10),
%MEM (taula 7), SWAPIN (taula 6), MiB Swap (taula
7), si so bi bo (taula 9)].
• Millora de la latència del disc a partir de 2500 MB de
memòria (1,5 ms) a gaire bé la meitat que amb 2000
MB (3,2 ms) [await (taula 8)].
5.3 Programa d’IA (MNIST2)
Aquest programa no té problemes d’E/S, però si els pot te-
nir per swap com hem vist a l’anterior programa read4. De
manera que també analitzem diferents execucions amb di-
ferents quantitats de memòria fı́sica. Es fan 657,42 MiB de
lectures de dos fitxers diferents, optdigits.tra i common.h.
Per raons de còmput, ús de memòria per les lectures i per a
que corri adecuadament el SO sense fer ús de swap, el pro-
grama necessita +1000 MB (2% de swap amb 1000 MB).
TAULA 11: RESULTATS IOTOP A MNIST2
Iotop
RAM IO SWAPIN DISK READ
800 MB 0,05% 85% molt elevat
900 MB 0,05% 65% molt elevat
1000 MB 0,05% 2% baix
1500 MB 0,05% 0% baix
2000 MB 0,05% 0% molt baix
TAULA 12: RESULTATS TOP A MNIST2
Top
RAM id %MEM MiB Swap wa %CPU
800 MB 0% 73% 500/974 92% 10%
900 MB 0% 73% 490/974 80% 30%
1000 MB 0% 73% 151/974 0% 98%
1500 MB 0% 46,70% 2/974 0% 98%
2000 MB 0% 34,90% 0,3/974 0% 98%
TAULA 13: RESULTATS IOSTAT A MNIST2
Iostat (cpu)
RAM %user %system %idle %iowait
800 MB 2% 8% 0% 90%
900 MB 5% 25% 0% 70%
1000 MB 65% 35% 0% 0%
1500 MB 65% 35% 0% 0%
2000 MB 65% 35% 0% 0%
Iostat (disk)
RAM %rrqm %wrqm await %util
800 MB 75% pics 90% 10 95%
900 MB 50% pics 78% 6 90%
1000 MB 0% pics 60% 0 4%
1500 MB 0% pics 60% 0 0%
2000 MB 0% pics 60% 0 0%
TAULA 14: RESULTATS VMSTAT A MNIST2
vmstat (swap + io)
RAM si so bi bo
800 MB ↑↑↑ ↑↑↑ ↑↑↑ ↑↑↑
900 MB ↑↑↑ ↑↑↑ ↑↑↑ ↑↑↑
1000 MB ↓ ↓ ↓ ↓
1500 MB ↓ ↓ ↓ ↓
2000 MB 0 0 ↓↓↓ ↓↓↓
TAULA 15: RESULTATS PERF-STAT A MNIST2
perf-stat
RAM Temps d’execució
800 MB 9388,80 s
900 MB 2506,88 s
1000 MB 356,47 s
1500 MB 347,76 s
2000 MB 346,59 s
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800 MB 657.42 11,17 MiB/s 58,80 s
900 MB 657.42 13,5 MiB/s 49,63 s
1000 MB 657.42 22,97 MiB/s 28,53 s
1500 MB 657.42 23,07 MiB/s 27,43 s
2000 MB 657.42 23,01 MiB/s 28,57 s
Aspectes a destacar dels resultats:
• Poca espera (0,05% del temps) de la CPU degut a ope-
racions d’E/S a disc per accedir al fitxer on es tro-
ben els models d’entrenament (IO), però amb poca
memòria s’eleven molt els accessos a disc a causa del
swap [wa (taula 12), %iowait (taula 13)].
• Molt elevada lectura de disc, ja que el programa lle-
geix de dos fitxers, sobretot en les ocasions en les que
es provoca swap i s’ha d’accedir a disc reiteradament
[DISK READ (taula 11), bi si so (taula 14)].
• Al llarg de les diferents execucions amb diferents
quantitats de memòria, s’observa que la quantitat de
swap que es genera està relacionat amb la saturació de
la memòria fı́sica. De la mateixa manera, la quanti-
tat de memòria virtual utilitzada també augmenta amb
la saturació de memòria fı́sica. [%MEM (taula 12),
SWAPIN (taula 11), MiB Swap (taula 12), si so bi bo
(taula 14)].
• Gran percentatge de sol·licituds de lectura en espera
abans de ser enviades a disc a les execucions amb in-
suficient memòria fı́sica [%rrqm (taula 13), %MEM
(taula 12)].
• Gran percentatge de temps transcorregut des de que
s’envien sol·licituds d’E/S a disc fins a ser ateses a les
execucions amb insuficient memòria fı́sica [%util (tau-
la 13), %MEM (taula 12)].
• Millora del temps d’execució amb més memòria ad-
ministrada i menys espera d’E/S [perf-stat (taula 15),
%MEM (taula 12), SWAPIN (taula 11), MiB Swap
(taula 12), si so bi bo (taula 14)].
• Quant més swap té l’execució, la velocitat de trans-
ferència disminueix i el temps en E/S augmenta [SWA-
PIN (taula 11), Vel. transferència Temps en E/S (taula
16)].
• S’observa un alt decrement en la latència en quant dei-
xa de produir-se swap amb 1000 MB [await (taula 13),
SWAPIN (taula 11)].
5.4 Optimitzacions programa d’IA amb
Zswap i Zram
Prenem l’execució de 900 MB, ja que és un cas especial.
El seu millor temps d’execució (370 s) dista molt de la seva
pitjor execució (2500 s), sent l’únic cas en el qual ens hem
trobat amb una diferència major a 20 s. El programa no
canvia respecte a l’anterior experimentació.
TAULA 17: RESULTATS IOTOP A MNIST2 AMB OPTI-
MITZACIONS
Iotop
Versió IO SWAPIN DISK READ
900 MB 0,05% 65% molt elevat
zswap 0,05% 10% molt elevat
zram 0,05% 5% molt elevat
zswap +
zram
0,05% 40% molt elevat
TAULA 18: RESULTATS TOP A MNIST2 AMB OPTIMIT-
ZACIONS
Top
Versió id %MEM MiB Swap wa %CPU
900 MB 0% 73% 490/974 80% 30%
zswap 0% 56% 486/974 15% 92%
zram 0% 73% 250/1074 7% 95%
zswap +
zram
0% 52% 536/1074 30% 65%
TAULA 19: RESULTATS IOSTAT A MNIST2 AMB OPTI-
MITZACIONS
Iostat (cpu)
Versió %user %system %idle %iowait
900 MB 5% 25% 0% 70%
zswap 43% 43% 0% 14%
zram 48% 47% 0% 5%
zswap +
zram
22% 48% 0% 30%
Iostat (disk)
Versió %rrqm %wrqm await %util
900 MB 50% pics 78% 6 90%
zswap 20% pics 78% 10 30%
zram 0% pics 78% 10 10%
zswap +
zram
30% pics 78% 10 80%
TAULA 20: RESULTATS VMSTAT A MNIST2 AMB OPTI-
MITZACIONS
vmstat (swap + io)
Versió si so bi bo
900 MB ↑↑↑ ↑↑↑ ↑↑↑ ↑↑↑
zswap ↓ ↓↓ ↓ ↓↓↓
zram ↑↑↑ ↑↑↑ ↓ ↓↓↓
zswap +
zram
↓ ↓ ↓ ↓
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Aspectes a destacar dels resultats:
• Observem que tant l’optimització de Zram com la de
Zswap milloren el rendiment, els accessos a disc i lús
de la memòria i swap. Ajuntant les dues optimitza-
cions obtenim un speed up molt favorable respecte la
versió original també, però inferior a les altres dues,
sent més òptima la de zram (perf-stat, %MEM, SWA-
PIN, MiB Swap, si, so, bi, bo).
• Pel que fa a mètriques, zram provoca que
top identifiqui l’espai de memòria reservat
per a Zram com a memòria virtual, restant-
la de la memòria fı́sica (MiB Swap).
• Augmenta considerablement la quantitat de CPU uti-
litzada a l’eliminar el swap (%CPU, SWAPIN, si, so).
• Tant Zram com Zswap provoquen aturar el swap, però
vmstat identifica que hi ha swap al accedir a la secció
reservada de la RAM per Zram, però comprovem que
no hi ha blocs d’entrada ni sortida a disc (si, so, bi, bo,
SWAP).
6 DISCUSSIÓ
Un cop extrets els resultats, observem diferents tendències
entre les E/S, memòria fı́sica, memòria virtual i el temps
d’execució:
Fig. 9: RELACIÓ IO - CPU
A la figura 9 comprovem l’impacte negatiu que generen
les E/S sobre el rendiment de la CPU. Com s’observa, a mi-
da que hi ha més E/S a disc, el rendiment de la CPU dismi-
nueix dràsticament, fins al punt de no poder gaire bé seguir
amb el programa esperant a carregar a memòria les dades
emmagatzemades a disc. Veiem com les E/S poden provo-
car problemes depenent de la quantitat de memòria submi-
nistrada i de la quantitat de swap que es genera. En els ca-
sos en què amb MNIST2 la CPU està treballant al 100%, no
s’observa cap problema d’espera per E/S. Amb read4, quan
es compta amb la memòria necessària, la CPU continua es-
perant per E/S, ja que hi manquen operacions de còmput.
Els valors de la gràfica els obtenim de les mètriques: wa i
%CPU de l’eina top.
En les diferents versions de tots els programes amb els
que s’ha experimentat, s’ha apreciat que el moment en el
qual es comença a fer swap és quan la memòria fı́sica que
Fig. 10: RELACIÓ MEM - SWAP
administrem comença a omplir-se, però no al 100%. A la fi-
gura 10 s’observa el rang en el qual es comença a fer swap.
És aproximadament a partir de quan s’arriba a fer ús del
70% de la RAM que es comença a fer ús de la memòria
virtual. Pot ser una bona tècnica per a prevenir que s’ompli
tota i hi hagi un problema de memòria que no permeti al
programa seguir amb la seva execució. Per a veure aquest
comportament ens fixem en les mètriques: %MEM de l’ei-
na top i SWAPIN de l’eina iotop.
Fig. 11: RELACIÓ SWAP - IO
A la figura 11 podem observar la relació que hi ha en-
tre les mètriques de les eines utilitzades que ens informen
entre la quantitat de swap i el percentatge de temps que la
CPU està esperant per instruccions d’E/S. En el programa
read4 ja teniem a la CPU esperant sense problemes de swap
(20%), però observem com a mida que hi ha swap, es crea
encara més espera d’E/S. En el cas de MNIST2, tot el pro-
blema d’E/S ve generat pel swap. Són dades en les quals és
molt important fixar-se, ja que encara que no tinguem pro-
blemes d’operacions d’E/S (sense comptar amb el swap) en
un programa, la memòria administrada és un factor molt
important en el rendiment final en els casos observats. En
aquesta gràfica ens fixem en les mètriques: wa de l’eina top
i SWAPIN de l’eina iotop.
Per acabar, separem en dues gràfiques com afecta final-
ment la quantitat de temps que la CPU espera per instruc-
cions d’E/S al temps d’execució total del programa. S’ob-
serva a les figures 12 i 13 com es multiplica el temps d’exe-
cució. Per observar aquest comportament ens fixem en les
mètriques: wa de l’eina top i el temps d’execució de l’eina
perf-stat.
Als resultats es veu com, mètriques de diferents eines que
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Fig. 12: RELACIÓ IO - TEMPS D’EXECUCIÓ (READ4)
Fig. 13: RELACIÓ IO - TEMPS D’EXECUCIÓ (MNIST2)
haurien de donar els mateixos resultats, mostren valors di-
ferents. La raó de que això ocorri l’atribuı̈m a que les eines
estan prenent les mètriques de diferents capes i en instants
diferents. De manera que és important executar múltiples
vegades el programa que volem analitzar amb eines. Dife-
rents execucions ens poden donar diferents valors, a més,
depenent del moment de l’execució també varien aquests
valors. Un exemple el podem trobar amb MNIST2 a l’exe-
cució amb 900MB de memòria. El seu millor temps d’e-
xecució (370 s) dista molt de la seva pitjor execució (2500
s), tot i que aquest és l’únic cas en el qual ens hem trobat
amb una diferència major a 20 s. Zram i Zswap empitjo-
ren pocs segons el millor temps del cas esmentat (386 i 446
respectivament), però es mantenen estables al llarg de les
execucions.
7 CONCLUSIONS
En aquest treball hem fet un estudi amb el fi de donar
una guia per a què programadors puguin conèixer dife-
rents eines de monitorització de recursos i les mètriques
que s’extreuen amb elles. Com utilitzar aquestes eines i
com interpretar-les, amb diferents exemples per a poder en-
tendre com poden variar les dades obtingudes en diferents
casos. En concret pot ser un informe útil per a aquells que
vulguin utilitzar programes d’IA. Aquests tipus de progra-
mes han d’accedir a molts fitxers per la seva naturalesa, i
això comporta moltes crides d’E/S a dispositius d’emma-
gatzematge. Després d’aquest estudi veiem com aquestes
poden afectar el rendiment del programa i la importància
que té saber identificar un bottleneck d’aquest tipus. També
hem vist la importància que té la quantitat de memòria fı́sica
que se li administra a la màquina, ja que aquesta pot provo-
car swap i aixı́ accentuar el problema de bottleneck amb les
E/S.
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[6] González Becerril, K. (2019). Estudio Comparativo
para Demostrar las Ventajas y Desventajas de las Uni-
dades de Almacenamiento: Disco Duro y Unidad de
Estado Sólido.
[7] de Usera, J. D. (2021). ¿En qué se diferenci-
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APÈNDIX
A EXPLICACIÓ MÈTRIQUES DE LES EINES
UTILITZADES
A.1 Iotop
Una eina que ens permet monitoritzar fàcilment diferents
detalls d’utilització d’E/S a disc i ens mostra aquests en una
taula dels diferents processos del kernel que que generen
les E/S. Les dades es mostren en temps real i s’actualit-
zen periòdicament (cada segon per defecte). Per a utilitzar
aquesta eina necessitem permisos de superusuari (root). per
a què només es mostrin els processos que realment generen
E/S hem d’utilitzar l’opció -o”. La comanda utilitzada és la
següent: sudo iotop -o.
Fig. 14: EINA IOTOP
Les dades que observem d’aquesta eina són les següents, les
podem observar a la figura 14:
• IO: Ús de cada procés d’E/S. Exactament mostra la
fracció de cada procés gastat en E/S. Si d’entrada ve-
iem que aquest valor és elevat, podem tenir un bottle-
neck a les crides a disc.
• SWAPIN: Ús de swap de cada procés. Mostra la frac-
ció de cada procés gastat en swap. Això també pot
generar bottleneck a E/S, tot i que no sempre sigui
identificat a la mètrica IO, però si amb altres mètriques
similars obtingudes amb altres eines posteriorment co-
mentades.
• DISK READ: Quantitat de dades per segon de lectura
de disc.
A.2 Top
L’eina top ens ofereix un conjunt de mètriques relacionades
amb el temps d’activitat i càrrega mitja del sistema, estat
de tasques, estats de la CPU, memòria fı́sica del sistema,
memòria virtual i una taula a la que trobem els processos del
sistema amb diferents dades com l’ús de la CPU i memòria,
PID, usuari... Utilitzem l’opció -d 1 (delay) per a què l’in-
formació s’actualitzi cada segon per a què puguem veure les
dades en temps real. La comanda utilitzada és la següent:
top -d 1.
Fig. 15: EINA TOP
Les dades que observem d’aquesta eina són les següents, les
podem observar a la figura 15:
• wa: Percentatge de temps de la CPU esperant per ope-
racions d’E/S. Aquesta mètrica, també trobada amb
l’eina vmstat posteriorment comentada, té en compte
el temps d’espera generat per swap.
• %MEM: Percentatge de memòria fı́sica utilitzada per
cada procés des de l’última actualització.
• MiB Swap: Ens ofereix diferents dades relacionades
amb la memòria virtual disponible, lliure i utilitzada.
Aquestes dades es veuen estretament relacionades amb
la capacitat de fer swap.
• %CPU: Percentatge de CPU utilitzat per cada procés
des de l’última actualització.
• id: Percentatge de CPU utilitzat en processos inactius
(CPU en desús).
A.3 Iostat
Iostat és una eina que ens proporciona informació detallada
sobre la CPU i els diferents discpositius d’emmagatzematge
utilitzats al sistema. S’encarrega de monitorar la càrrega
d’E/S. L’eina ve inclosa dins el paquet de sysstat, junt amb
altres eines de monitorització similars. Utilitzem l’opció -x
1”per a què ens mostri estadı́stiques ampliades i s’actualitzi
cada segon. La comanda utilitzada és la següent: iostat -x
1.
Fig. 16: EINA IOSTAT
Les dades que observem d’aquesta eina són les següents, les
podem observar a la figura 16:
• %user: Percentatge de temps de CPU gasta en dife-
rents processos (user end process).
• %sys: Percentatge de temps de CPU gasta en tasques
del sistema operatiu (user end process).
• %idle: Percentatge de CPU utilitzat en processos inac-
tius (CPU en desús).
• %iowait: Percentatge de temps de la CPU esperant per
operacions d’E/S. Els resultats obtinguts coincideixen
en la major part dels casos amb la mètrica ”wa”de les
eines top i vmstat.
• %rrqm: Percentatge de sol·licituds de lectura en espera
abans de ser enviades a disc.
• %wrqm: Percentatge de sol·licituds d’escriptura en es-
pera abans de ser enviades a disc.
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• await: Mitjana del temps en milisegons d’operacions
d’E/S a la cua del disc dur esperant per a ser ateses +
temps dedicat a atendre-les pel disc (latència).
• %util: Percentatge de temps transcorregut durant el
qual s’han emès sol·licituds d’E/S al dispositiu. Per-
centatge de temps duarant el qual, el dispositiu està
fent almenys una operació. El disc es veu saturat si
aquest valor és proper al 100%.
A.4 Vmstat
Aquesta eina ens ofereix estadı́stiques i dades del sistema.
Ens reporta sobre processos, crides d’E/S, ús de memòria
i swap, paginació, ús de CPU i estats del sistema. Una ei-
na molt útil per a poder veure amb exactitut quan el sis-
tema requereix més memòria que la fı́sica i emmagatzema
dades al disc dur fins que es tornin a necessitar. De manera
que la informació referent a el swap està relacionada amb la
mètrica ”SWAPIN”de l’eina iotop i les contingudes a ”MiB
Swap”de l’eina top. Utilitzem l’opció ”1”per a què s’actu-
alitzin les dades cada segon. La comanda utilitzada és la
següent: vmstat 1.
Fig. 17: EINA VMSTAT
Les dades que observem d’aquesta eina són les següents, les
podem observar a la figura 17:
• swpd: Tamany de memòria virtual utilitzada. Des del
moment en que és major a 0, significa que la memòria
fı́sica és insuficient i s’està portant a terme swap.
• bi: Nombre de blocs rebuts per segon per dispositius
de blocs (disc).
• bo: Nombre de blocs enviats per segon a dispositius de
blocs (disc).
• si: Nombre de blocs rebuts per segon per dispositius
de blocs deguts al swap (disc).
• so: Nombre de blocs enviats per segon a dispositius de
blocs deguts al swap (disc).
• id: Percentatge de CPU utilitzat en processos inactius
(CPU en desús).
• wa: Percentatge de temps de la CPU esperant per ope-
racions d’E/S.
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