Introduction. To develop and validate the first real-world data-based type 2 diabetes progression model (RAPIDS) employing econometric techniques that can study the comparative effects of complex dynamic patterns of glucoselowering drug use. Methods. The US Department of Veterans Affairs (VA) electronic medical record and claims databases were used to identify over 500,000 diabetes patients in 2003 with up to 9-year follow-up. The RAPIDS model contains interdependent first-order Markov processes over quarters for each of the micro-and macrovascular events, hypoglycemia, and death, as well as predictive models for 8 biomarker levels. Model parameters varied by static demographic factors and dynamic factors, such as age, duration of diabetes, 13 possible glucose-lowering treatment combinations, any blood pressure and any cholesterol-lowering medications, and cardiovascular history. To illustrate model capabilities, a simple comparative study was set up to compare observed treatment use patterns to alternate patterns if perfect adherence is assumed following initiating the use of any of these medications. Results. Data were randomly split into 307,288, 105,195, and 105,081 patients to perform estimation, out-of-sample calibration, and validation, respectively. Model predictions in the validation sample closely aligned with the observed longitudinal trajectory of biomarkers and outcomes. Perfect adherence among initiators increased proportion of days covered by only 6 months. Most of this increase came from increased adherence to monotherapies and did not lead to meaningful changes in any of the outcomes over the 9-year period. Conclusion. Future value of increasing medication adherence among VA patients with diabetes may lie among those who never initiate treatment or are late in initiating treatment. The first-of-its-kind real-world data-based model has the potential to carry out many complex comparative-effectiveness research (CER) studies of dynamic glucose-lowering drug regimens.
In type 2 diabetes, a core component of care is glycemic control, which reduced the long-term risk of microvascular and cardiovascular risks among the newly diagnosed in the UK Prospective Diabetes Study (UKPDS). The maintenance of intensive glucose control typically requires the use of multiple glucose-lowering agents, including insulin. 1 Over the past decade, the number of available glucose-lowering agents has expanded, creating more options and more uncertainty regarding the optimal approach to glucose control. 2, 3 This uncertainty is heightened by concerns regarding possible adverse effects of glucose-lowering agents and associated patterns of intensive glucose lowering. In 2008, the ACCORD (Action to Control Cardiovascular Risk in Diabetes) trial, 4 the ADVANCE (Action in Diabetes and Vascular Disease) trial, 5 and the VADT (Veterans Affairs Diabetes Trial), 6 each aiming to reduce glucose levels to very low levels with the intention of reducing cardiovascular events, released conflicting results. The ACCORD trial demonstrated excessive deaths in the very intensive glucose control arm. 4 On the other hand, the VADT and ADVANCE trials showed no statistically significant harm of very intensive glucose control but also showed no clear cardiovascular or mortality benefits. 5, 6 The rates of excess deaths in the ACCORD trial in comparison to the VADT and ADVANCE trials have been attributed to the combination and patterns of drugs used, the pace of glucose lowering, and distinct risk/benefit profiles for selected patient groups. 7 In posttrial follow-up of both ACCORD and VADT, cardiovascular benefits of intensive glucose control appeared to emerge. 8, 9 Newer glucose-lowering agents such as the glucagon-like peptide 1 (GLP-1) receptor agonists and sodium-glucose cotransporter 2 (SGLT-2) inhibitors have been found in drug v. placebo trials to reduce cardiovascular events and mortality in relatively short timelines among very high cardiovascular disease (CVD) risk participants. 10, 11 Beyond recommendations to use metformin as first-line therapy, there is considerable uncertainty regarding optimal choice of second-or third-line therapy. 12 In realworld clinical practice, physicians continue to use a variety of combinations of older and newer glucose-lowering drugs that are not easily studied in trials.
The extent to which concerns regarding drug combinations, the pace of treatment, and changes in treatment and associated outcomes are relevant for real-world practice remains unknown. In fact, longitudinal patterns of glucose-lowering medications and their associations with diabetes outcomes have not been well studied. To do so will require an understanding of patterns of careseeking that influence the frequency of treatment decisions as well as statistical approaches that capture the details and variability of dynamic treatment decisions. In turn, accounting for selection bias in clinical encounters and treatment decisions will require methods using instrumental variables. Moreover, establishing these patterns and related outcomes can help define the baseline against which future innovations in diabetes care can be compared. It can inform the relevance of monitoring biomarker levels beyond HbA1c to prescribe the combination of medications and achieving desired outcomes.
In this article, we describe the development and validation of the first real-world data-based progression in type 2 diabetes model (RAPIDS). The model can evaluate the impact of different dynamic combinations of glucose-lowering drugs on a variety of micro-and macrovascular outcomes as a function of 8 underlying biomarkers for patients with diabetes obtaining care through the US Veterans Affairs (USVA). To illustrate the range of complicated questions that the RAPIDS model would be able to answer, we perform a simple comparative analysis to compare observed treatment use patterns to alternate patterns if perfect adherence is assumed among patients who select to initiate treatment using any of these medications.
Data
Our real-world data consist of all patients with diabetes who were at least 40 years old and treated in the Veterans Affairs (VA) health care system in 2003. Patients were identified as having diabetes if they received at least 1 prescription for a diabetes medication in VA or Medicare data in 2002 or if 2 or more International Classification of Diseases, Ninth Revision, Clinical Modification (ICD-9-CM) codes 250.xx were present in any inpatient or outpatient records in 2001-2002. 13 Patients were followed from January 1, 2003, until death or study completion, December 31, 2011. The 9-year study was divided into 90-day periods. Initial quarter of follow-up period for each patient was determined by the first 90-day period where all the biomarkers levels can be inferred (see biomarker section). At least 80% of the patients in our sample had at least 1 prescription of a glucose-lowering drug between January 2001 and the first quarter of the followup period. Data were randomly split into three parts (parts A, B, and C) to carry out different out-of-sample validation exercises as described below.
Treatments
Detailed use of glucose (GLC)-lowering drugs, cholesterol (CHL)-lowering drugs and blood pressure (BP)-lowering drugs for each patient were extracted from the pharmacy claims databases. For each type of drug, use was defined as possession of at least a 30-day supply during a 90-day period. If a patient filled a prescription at the end of a period, the remaining days' supply was rolled over to the next period. For this analysis, no distinction between individual CHL drugs or BP drugs was made; they were represented as 2 broad categories defined by the receipt of any CHL drug and any BP drug. GLC drugs were categorized into 12 categories: 1) no therapy; 2) monotherapies: metformin only, sulfonylurea only, thiazolidinediones (TZD) only, and insulin only; 3) duotherapies: metformin and sulfonylurea, metformin and TZD, metformin and insulin, sulfonylurea and TZD, sulfonylurea and insulin, and TZD and insulin; and 4) triple therapies and other-where all combinations beyond duo-therapies and any newer therapies such as dipeptidyl peptidase 4 (DPP-4) inhibitors or GLP-1 agonists were grouped into 1 category. This last category was combined due to the relatively infrequent use of these regimens in practice during our time period of study.
Biomarkers
Data from VA Laboratory Results database and Corporate Data Warehouse vitals database were used to obtain levels of 8 different biomarkers for each patient over time. These biomarkers are hemoglobin A1c, body mass index, high-density lipoprotein (HDL) and lowdensity lipoprotein (LDL) cholesterol, total cholesterol, triglycerides, and systolic and diastolic blood pressure. If persons had multiple measurements of these biomarkers within a 90-day period, we used their average values. As typical for most real-world health care systems, these measurements were not recorded for every period. We implement linear interpolation of values between measurements across 2 periods with missing periods in between. For every patient, the first period where all biomarker levels are either directly measured or inferred based on interpolation marks the index quarter of that patient in our analyses. Thus, the baseline period could be chronologically different for a different patient.
Other Explanatory Variables
The following variables were assessed at the beginning of 2003 and were modeled as time invariant: sex, race/ethnicity, baseline marital status, and veteran status. Factors that were allowed to vary over each quarter were age, duration of diabetes (capped at 5 years before January 1, 2003) , and histories of myocardial infarction, unstable angina, stroke, and hypoglycemia.
Outcomes
A variety of outcomes were identified within each 90-day period. They included events such as myocardial infarction, unstable angina, stroke, and hypoglycemic episode. In addition, we identified the incidence of congestive heart failure, advanced eye disease, end-stage renal disease (ESRD), lower extremity amputation (LEA), and death.
In identifying these conditions, we created a combined list of all ICD-9-CM and Current Procedural Terminology-9 (CPT-9) codes from both VA and Medicare data files. The list of these codes is shown in online Supplemental Table S6 , linked in the Appendix. The first dates these conditions were recorded were taken as the dates of incidence. Conditions that were recorded only once in the outpatient file throughout the entire follow-up were treated as a rule-out condition and were not identified as an incident condition. ESRD was an exception to this rule. Patients with a minimum of 6 instances of dialysis-related treatment (see Suppl. Table S6 ) along with at least 1 diagnosis or procedure code of ESRD or outpatient dialysis were taken as evidence of ESRD. We separately identified all patients who have experienced any of these conditions before the baseline for exclusion in the analysis of each outcome separately.
Methods

Model Development
The RAPIDS model is illustrated in Figure 1 . At its heart, it contains a series of first-order Markov processes, one for each of the micro-and macrovascular events, hypoglycemia, and death over subsequent quarters. The transitions in each of these Markov processes are modeled to vary by static demographic risk factors as well as dynamic factors, such as age, duration of diabetes, treatments, cardiovascular history, and all biomarker levels and interactions with age. These factors were also used to predict the biomarker levels in the next period.
The methodological plan to develop parameter estimates for the RAPIDS model is grouped into 3 parts (sections I, II, and III) and summarized in the infographic in Figure 2 .
Section I: Causal Estimation of Treatment Effects and Validation of Subsequent Quarter Prediction Model
Treatment effect models were estimated using part A data where each of the biomarker and outcome levels in a quarter was modeled as a function of all their levels in the previous quarter, demographics, and treatment categories (Table 1 lists all the variables used). To address the selection biases associated with treatment choices in an observational setting, an instrumental variables (IV) approach was used. Selection biases would be especially strong in our case since we only adjust for factors that are necessary for the diabetes simulation model. National variation in the clinic-level use rate of a specific treatment during the year before the previous quarter was used as an instrumental variable to exploit exogenous variation in the treatment choice.
14 A 2-stage residual inclusion approach using Anscombe residuals was used for the instrumental variable methods so that the estimated coefficients could be used to obtain estimates of average treatment effects. First stage (fixed-effect linear model).
X i(t -1) = vector of age, biomarker, outcome levels, cardiovascular history, and treatment use in the previous quarter. (Suppl . Table S1 ) Z j(t -1) = instrumental variable, VA clinic-level variation in treatment-specific use rates in the year previous to that quarter. An F test is conducted using a likelihood 16 Results available in Supplemental Table S2 .
Second stage (nonlinear generalized linear models 17, 18 ). Table S3 ).
Normalization of predictions based on second-stage regression coefficients conditional on h(D jit -D jit ) = 0 and validation in part B data. Next, prediction models were developed based on the coefficients from the treatment effects models to predict the subsequent quarter's biomarker and outcome values conditional on the previous quarter's levels of all the covariates in the model. (Goodness of fit for individual regression estimators applied to part A data was assessed both in part A and in out-of-sample part B. Hosmer-Lemeshow goodnessof-fit tests were used to assess fit. No systematic lack of fit was detected for any of the final regression.) Since prospective application of these prediction models would not have values of the IV residuals to condition on, the prediction models were calibrated on part A data using constant multipliers (b k ), holding all the treatmentspecific residuals to zero.
Finally, these regression-based prediction models were validated using part B data, where each quarter's biomarker levels and outcomes were predicted based on demographics, the previous quarter's levels, and treatments. Results are shown in Supplemental Table S3 .
Modeling residual variances for each biomarker. In addition, residual variances for each biomarker from these prediction models were modeled as a function of its mean. These variance models are meant to allow for heteroscedasticity in our microsimulation model described below.
Results are shown in Supplemental Table S4 .
Section II: Developing the RAPIDS Microsimulation Model
Armed with the prediction models from section I, a microsimulation model was developed where, conditional on only the observed baseline quarter values of biomarkers and outcomes and the treatment pattern trajectory over 9 years, the prediction models were applied repeatedly over 36 quarters to predict the trajectory of biomarker values of outcomes for each patient in the part B data. Unlike the validation of regression model predictions in section I, here we use observed data only from the baseline period for each patient, which are then used to build predictions longitudinally for all future quarters. Note that the prediction model produced estimates of the expected value of a biomarker or outcome for a patient in any quarter. A random draw of individual-level value was then obtained based on the expected value and the modeled heteroscedasticity from section I for continuous biomarkers and assuming Bernoulli distribution for binary outcome variables. These individual values were then used to predict the next quarter's expected values using the prediction model. A thousand simulated trajectories over the 9-year period were generated for each patient and then averaged. A detailed pseudo-code on how the econometric regressions were integrated to develop the simulation model is provided in the online Appendix. It is common that a prediction model, which is meant to predict only the subsequent quarter, when applied over many quarters, can produce a natural drift in the predicted outcomes from true values. Therefore, the average longitudinal predictions over all patients were fitted to the average observed values using an exponential drift model, and an additional parameter was estimated to correct the drift effect by calibrating model predictions to observed values. The predicted values with additional parameter are given as
The underlying rationale for such an approach is that it is very likely that the transitional matrices for each outcome will not be stationary over time. However, estimating time-specific transition parameters will lead to overparameterization of this problem, severe overfitting, and difficulty in projecting future trends. Therefore, we use an additional multiplicative factor for each outcome to allow the transitional matrices to be nonstationary over time but at a constant rate. This approach is similar to introducing a time-varying regressor in duration model to allow for nonstationary transitions. 19 Results are shown in Supplemental Table S5 .
Section III: Out-of-Sample Validation of the Final RAPIDS Microsimulation Model
The final RAPIDS microsimulation model (which combined the calibrated prediction models from section I and the drift correction model from section II) was used to generate similar predictions as in section II for the part C data that were not used in any estimation or calibration of the RAPIDS model.
Comparative Assessment
To illustrate the value of the RAPIDS model in answering complex questions about how changing the treatment patterns of glucose-lowering drugs can affect outcomes, a simple comparative study was set up of alternative treatment patterns in part C data. First, we assess treatment use rates based on a total day's supply for any glucose-lowering drug available to a patient in any given quarter. We express these use rates using the traditional adherence metric of proportion of days covered (PDC), although 20% of our patients were not observed to initiate any treatment in the baseline period. We then assess how the fraction of this overall use rate is driven by those who do not initiate treatment at all v. those who become nonadherent after initiating treatment. This is important because for our comparative analysis, we compared outcomes under observed treatment patterns to the predicted outcomes if patients continued to be adherent to the last glucose-lowering drug that they initiate treatment during the follow-up period. So, our alternative treatment use patterns do not affect treatment choices for those who never initiate therapy during the follow-up period. They only affect patients who initiated any glucose-lowering drug such that, following that prescription fill, there was no gap in medication adherence until the end of the 9-year follow-up period. If the patients switched to another drug, they were assumed to continue on that new drug unless they switched again.
Results
The IV analyses were carried out on part A data on 307,228 individuals. On average, these individuals were followed over 23 quarters (Table 1) . Descriptive statistics in the first quarter for these individuals and other parts of the data splits are given in Table 1 . These patients, on average, were about 67 years old, 2% female, 65% married, and 74% whites. The IVs were significant predictors of actual treatment choices (F statistics ranged from 210 to 1979). Goodness-of-fit tests carried out for each outcome model on both part A and out-of-sample part B data did not reveal any systematic lack of fit. Predictions from the outcomes models were made holding the IV residuals to zero since future prediction will not have information on these residuals. Additional goodness-offit tests were carried out in out-of-sample part B data on 105,195 individuals with such calibrated outcomes model. The microsimulation model based on these IV regression parameter estimates was developed and calibrated on part B data. A multiplicative normalizing factor was added to the prediction model for each outcome to achieve best model fit through calibration. These factors ranged from 0.8295 (ESRD) to 1.3201 (advanced eye disease). Most normalizing factors were close to 1, indicating substantial calibration was not required. Results from sections I and II are presented in detail in the online link given in the Appendix.
In section III, the final microsimulation RAPIDS model was applied to part C data on 105,081 individuals and its predictions compared with observed outcomes to demonstrate complete out-of-sample validation. We found that the RAPIDS model could consistently predict all biomarker levels (Figure 3) , micro-and macrovascular events (Figure 4) , and death ( Figure 5 ). The y-axis scales for these figures represent 2 standard deviations of the corresponding outcome.
In our illustrative comparative study, we found the PDC for any glucose-lowering drug to be about 72.6% on average over the entire follow-up period. About 60.5% of patients had a PDC greater than or equal to 80%. However, this is not a true adherence measure as 10.8% of patients in our sample never initiated any therapy throughout the follow-up. Those who ever initiate therapy have an average PDC of 84.5% after initiation; over 72% achieve PDC !80%. In fact, among these patients, only 8% of patient-quarters over the remaining follow-up period are without any glucose-lowering drugs. This is in line with many other studies that have looked at adherence in patients with diabetes, although most studies have not looked at such a long follow-up. [20] [21] [22] For our analysis, we defined treatment use as having at least a 30 days' supply to any glucose-lowering drug within a quarter, as explained under the treatment definition. Using this criterion, those who were considered to have at least 1 glucose-lowering drug during a quarter, on average, had 87 (SE = 12) days' supply of glucoselowering drugs. Those who were not identified as having any glucose-lowering drug in a quarter, on average, had 2.6 (SE = 8.6) days' supply of glucose-lowering drugs; 87.5% of these quarters have zero days of supply of glucose-lowering drugs. Figure 6 shows how the patterns of treatments (identified based on whether they have or do not have a glucose-lowering drug in a given quarter) change with alternative treatment use assumptions for 100 randomly selected patients. Note that although Figure 6 illustrates these changes by grouping monotherapies and duotherapies, changes were implemented at the specific drug level within our model. Follow-up period remained constant under both treatment use profiles. Table 2 presents the extent of each treatment use under alternative treatment use profiles. Compared to observed treatment uses, the mean number of quarters with any glucose-lowering drug increased only by 2 quarters or about 6 months (17.9 to 20 quarters) under the alternative fully adherent treatment use profile. This increase aligns with the traditional adherence rates that we observed postinitiation and indicates that once individuals in this population initiate treatment, they adhere well to that treatment until a treatment switch occurs. In fact, most of the increase in treatment duration under the alternative adherence profile comes from increases in adherence to monotherapies across all the options. Table 3 reports the consequences of these changed treatment use patterns on long-term outcomes. There were no substantial changes in any outcomes under the alternative treatment patterns. These results suggest that any additional intervention, beyond what is already employed currently, to improve adherence of glucoselowering drugs in this population may not be valuable.
Discussion
The long-term management of glucose control has always been fraught with uncertainty, and this uncertainty has been compounded by the arrival of new classes of glucose-lowering medicines. The questions that providers often face include questions regarding 1) the optimal timing of therapeutic changes and 2) the optimal selection of therapies for a given patient. Neither one of these complex questions is readily addressed with traditional research methods. Randomized controlled trials of diabetes treatments are resource intensive, typically require prolonged follow-up to see changes in end-stage outcomes, and are not flexible enough to evaluate dynamic changes. For example, the UKPDS required 10 years of following for the original trial period and another 10 years of posttrial follow-up to reveal the full benefits of intensive glucose control v. conventional control. 23 Typical observational pharmacoepidemiological methods are also unable to address questions regarding the comparative effectiveness of dynamic treatment patterns. By its design, the RAPIDS model is a highly innovative analytic framework that helps to overcome the limitations of these methods. The RAPIDS model is distinct from existing models of diabetes complications in at least 3 dimensions. First, many models of diabetes are based on an amalgamation of observations from diverse diabetes studies, and many rely heavily on the UKPDS cohort as a source of data. [24] [25] [26] The UKPDS cohort comprises individuals willing to participate in a long-term clinical trial, and such individuals may have behaviors related to medication adherence and self-care that are fundamentally different from those of the majority of patients. The RAPIDS model is unique in that its source data come entirely from a real-world population. Second, RAPIDS is purposely designed to address comparative effectiveness questions. Most prior models did not even account for the presence of medications. RAPIDS accounts for the use of glucoseand BP-lowering medicines as well as statins. Third, RAPIDS was developed with econometric techniques, including the application of novel instrumental variables. The model accounts for selection issues related to prescribing behaviors of physicians by exploiting the large variation in the use of alternative glucose-lowering medications across the clinics in VA and over time.
The RAPIDS model can be used for both clinical decision making and also to evaluate population-level policies. As it currently stands, one of the unique future uses of such a model is to predict trajectories of outcomes for individual patients with specific levels of baseline values under alternative glucose intensification patterns and also under the assumption of alternative treatment use patterns. It can help inform the physician/patient shared decision making on whether to switch treatment, intensify, or maintain status quo at any point in time during the trajectory of care for patients with diabetes. It is this dynamic information that makes this model unique. We are in the process of making this model available as a web tool for carrying out such a comparison, with the caveat that these results only pertain to VA patients.
The model can also be used to inform policy, such as cost-effectiveness, clinical guidance change, and so on, at the population level, given that population-level treatment use patterns are well represented in the model. Any policy evaluation with this model would need to add a predictive component as to what treatment use patterns will look like under a specific alternative policy. We delegate this to our future work.
The model we have constructed does have limitations. The model is based on retrospective observations of care, and due to secular changes in patterns of care, the model does not account for many of the newer glucose-lowering drugs that are now available. This limitation is shared by all other studies dependent on historical observations. The RAPIDS model was also constructed with data from the VA population, which has limited representation by women. However, the data set used to develop RAPIDS was so large (1 million) that a significant number of women were still in the sample. Nevertheless, results from this analysis can only be used to project outcomes for patients with diabetes receiving care through the USVA. Future work should focus on validating these estimates against other populations.
The model only accounts for cardiovascular history but no other comorbidities, as is typical in other diabetes models. Especially because our focus is on the dynamic nature of outcomes, conditioning on any additional comorbidity would require developing an additional transition model for this comorbidity over time. This would result in an explosion of the parameter space.
Because of lack of retrospective data within the VA system before 1997, duration of diabetes in 2003 was capped at 5 years. Note that because of 9 years of followup, our regression models do allow the coefficients to vary by 0 to 14 years of duration of diabetes. Moreover, UKPDS data show that the risk of complication increases linearly with respect to duration of diabetes, 25 and so it is possible to extrapolate these risks beyond the 14-year duration period.
Due to severe restrictions on CPU power and continuous CPU use on the VA servers, we have not been able to run a bootstrap analysis on our estimation sample to get standard errors for our coefficients. Therefore, as it stands now, the RAPIDS model is a deterministic model in terms of parameter or second-order uncertainty. The RAPIDS model still captures first-order uncertainty, can generate multiple random trajectories for a given individual, and allow summarizing the prediction error. Although these summarized predictions from our deterministic model appear to perform quite well in an outof-sample validation exercise, we are continuing to work on bootstrap exercises to convert RAPIDS into a probabilistic model.
Despite these limitations, we believe that RAPIDS provides a methodological framework for addressing increasingly complex treatment decisions that we face today. It is built keeping in mind the modeling guidelines laid out by the American Diabetes Association for a diabetes model. 27 It employs data on a much more diverse population than typically enrolled in clinical trials, has a long follow-up, allows for interdependency in the progression to complications, and allows for treatment complexity. Further work to validate this model against heterogeneity defined by baseline factors, external trial data, and other real-world population would be needed. As we become more successful in extending the lives of our patients by preventing complications and as the choice of therapeutic classes grows, we will face difficult decisions regarding glucose control for patients with longstanding diabetes. The framework used to develop RAPIDS could be applied to other real-world populations that may have different demographic characteristics, baseline risks, and distinctive utilization of glucoselowering medications.
