Abstract. The most intuitive way of retrieving images is on the basis of domain concepts. However, this requires a mapping between the concepts and the content of the image. Such a mapping should be based on a proper visual guideline. We illustrate this with plant variety testing as an application for which such guidelines are available. The methods seem to have general applicability for every application domain where such guidelines can be made.
Introduction
Before we consider domain concept to feature mapping we rst give an introduction to the application for which the techniques have been developed.
Plant Breeders' Rights (PBR) are a means to reward plant breeders for their breeding e orts. They are special type of patents granted for plant varieties. To obtain PBR, a variety has to ful ll a number of criteria, most importantly it should be distinct from established varieties worldwide. Hence, given new variety application a set of similar established varieties should be selected for comparison with the application. This selection is currently based on the expertise of the crop-expert, on variety descriptions containing the physiological and morphological properties of each variety, and on pictures stored in picture books. As an indication of the size of the latter: for the ower Gerbera, hundreds of di erent varieties exist and the picture book consists of three large volumes for the yellow owers alone.
The selection of reference material based on morphological properties and pictures lends itself for an image database approach. Preferably this should be done using a generic content based image retrieval engine (CBRE) like QBIC 1] . A problem with such engines is that they are based on generic i.e. low level image and object features. These do often not correspond to the domain concepts of the user. To enhance acceptance, the system should interact with the user in terms of speci c domain concepts. Since in plant variety testing these domain concepts have evolved over many years they can be expected to yield much higher accuracy in matching and retrieving images then generic features of image details. To bridge the gap between the two, the speci c domain concepts should be mapped to generic features via possibly complicated classi cation algorithms.
The Chabot system 2] was one of the rst CBRE providing the user with the possibility to de ne domain concepts. In their system this is limited to concepts describing the color distribution in the image which are then mapped to low level color histogram features. In this paper we follow a similar approach for morphological properties in the domain concepts of plant variety testing.
Domain concepts in plant variety testing
To standardize the plant variety testing the International Union for the Protection of New Varieties of Plants (UPOV) introduced a set of guidelines. These guidelines form the domain concepts in our application.
A guideline contains for each crop a set of about 40 (on average) variety characteristics related to morphological and physiological aspects. Over 90% of the characteristics are morphological i.e. relate to size, shape, and color of speci c parts of the plants. They are de ned on an ordinal or nominal scale. In gure 1-3 examples of guidelines for various characteristics are shown. 
Concept mapping
To allow the user to interact with the system in terms of domain concepts i.e. the guideline, requires that each characteristic is mapped to a (set of) generic feature(s). The possible outcomes of the features have to be mapped to the ordinal or nominal scale of the characteristic. Since a characteristic may be de ned for a speci c subpart of the image object, the object rst has to be decomposed into its constituent parts. As this is steered by the domain concept, each of the derived parts can automatically be given a semantic label (bulb, beak, pod, leaves etc.).
In practice, for each incoming image, the relevant domain concept has to selected and the following processing steps are performed to instantiate the domain concepts with the proper values:
1. segment the object from the background 2. decompose the object into its constituent parts 3. measure features for each part 4. classify the variety into the ordinal or nominal class using a set of one or more generic features
The di erent steps will be explained in the following sections and are illustrated in gure 4. 
Segmentation
A proper segmentation of the object is very important and should preferably be done by controlling the circumstances under which the image acquisition takes place. As in our application the image recording is fully controlled, a simple automatic thresholding algorithm su ces.
Object decomposition
Decomposition of the object is facilitated by a good description of the object. For symmetrical natural objects, one useful description is based on its axis of symmetry.
For objects with an approximately straight symmetry axis the easiest way to nd the axis is by aligning the objects during recording in such a way that a Cartesian axis of the image can be used as symmetry axis. Another approach is to use one of the axes of the best tting ellipse. For curved objects the symmetry axis often coincides with the medial axis or skeleton of the binary object. Note that in this case, the symmetry axis is also curved.
By storing the width for each point of the symmetry-axis, a one-dimensional description of the object is obtained. If the symmetry axis is based on the distance transform, the distance values on the axis provide direct estimates for the local width.
In ection points of the width distribution are often the transition points between speci c parts of the object. They can be found as the local extrema of the rst order derivative of the width function which can be derived by convolution with a di erentiated Gaussian kernel.
Another useful technique to decompose objects is by using dominant contour points de ned as local extrema of the curvature function of the contour.
Feature measurement
For each of the semantically labeled subparts found in the previous step generic size and shape features can be measured.
Common size features derived from the contour are area and perimeter, Feretdiameters (especially the height and width of the bounding box) and the length, width and area of the Minimum Area Enclosing Rectangle (MER). Size features based on the axis of symmetry are for example the length of the axis, and the maximum or average width along the axis. An overview of these and other size features is given in 6].
Many useful global shape features are based on ratios of the above derived size features e.g. the shapefactor de ned as the ratio of area and perimeter squared, or the length/width ratio. Another shape feature is the ratio of the area of the object, and the area of its convex hull. This so called convex hull area de ciency is 1 for convex objects and between 0 and 1 for concave objects.
Classi cation
The classi cation of the objects on the basis of the derived features is basically a statistical problem and is performed in a supervised way by having domain experts label the di erent images and use these to optimize the division of the possible feature outcomes into the proper classes.
Often several di erent generic features can be used as suitable estimators for a characteristic. The best choice has to be made based on the classi cation results. For ordinal characteristics this can furthermore be tested by studying the correlation between manually derived and computed measures.
Results
Now we will describe some examples of the concept mapping for the previously introduced example guidelines.
Three characteristics for the bulb of onion are shown in gure 1. Two are size characteristics namely height and diameter of the bulb, and one is the shape of the bulb. The object is composed of leaves and bulb. The decomposition was done using the in ection point of the width distribution along the symmetry axis which is positioned during recording. The diameter and height of the bulb were calculated as the generic features width and height of the bounding box. The shape of the bulb was derived by combining the height/diameter ratio with the relative position of maximum width along the height-axis of the bulb. This is shown in gure 5. Another example is the shape of a seed of French Bean (median longitudinal section), where the di erent classes as described in the UPOV-guideline are shown in gure 2. For these type of objects no decomposition is required. The classes of the shape of seeds of French bean can be derived from the combination of the following three generic features:
1. convex hull area de ciency, to assess the kidney-shape of a bean, 2. the ratio of the length and width or the MER to assess the broadness of the bean 3. the position of the largest diameter along the length axis of the MER to assess the ovateness of the bean. For French bean, 17 characteristics are de ned for the pod. These include the length of the pod, the median width of the pod, the size of the beak (tip) of the pod, the degree of curvature of the pod and the shape of curvature ( gure 3). Note that this is another example of a mis t between domain concepts and generic features as curvature here relates to the global shape of the object and not to its contour.
A bean is composed of pod, beak, and stalk. Decomposition was based on the in ection points in the distance skeleton. Length of the pod was measured as the length of the medial axis (skeleton) of the pod. The median width was calculated as the ratio of area and length of the pod. For the degree of curvature a speci c feature was needed. It was measured by connecting the end points of the skeleton by a straight line and calculating the distance between skeleton and line halfway the skeleton. The direction of the vector connecting line and skeleton combined with the number of cross points gave the shape of curvature.
The mapping has been statistically validated for size characteristics of onion and French bean. It was shown that the correlation between manually and computer assessed features is very high 5].
Conclusions
For a good interaction between user and database system, we believe that it is necessary that the system can communicate in the domain concepts of the user, in our case in plant variety concepts. Furthermore, domain concepts have evolved over many years and have proven their success in determining di erences between varieties. To be able to communicate in terms of domain concepts, mapping between the domain concept and low level image features is required. We have shown several mappings using a rather general approach, consisting of four steps. The rst two steps are the segmentation of the image into objects and the decomposition of the objects into semantically meaningful parts. The next step is the measurements of generic features and the nal step involves the classi cation of the outcome-space into the scale of the domain concept.
The examples given have proven to be in accordance with the domain concepts for plant variety testing. The domain concepts are however extensive and many more mappings have to be de ned. We believe that most of the mappings for size and shape characteristics can be done using the algorithms for decomposition and feature measurement already available. A major step is the extension with the mapping of color and texture characteristics for which at the moment mappings are studied.
Although the mappings are illustrated with plant variety testing as an application we feel it has more general applicability. Consider for example the sh database used as illustration of the capabilities of QBIC 1]. Retrieval quality can be expected to be much better if the shes are rst decomposed in body, ns, and tails before shape computation is performed. A query for a shark could than be : \ nd a sh with a slim body and a large n". Of course it does require to establish domain concepts related to shes.
As concerns the database it should be noted that after computation of features and performing the required mappings the results can be stored in any relational database with standard SQL interface. However, full integration of the decomposition and feature computation with content based retrieval requires a more elaborate engine. Due to the hierarchy in the guidelines and hence in the decomposition and feature computation algorithms, ranging from generic to very speci c an object oriented approach seems the obvious choice. Our next step is therefore to use the object-relational Content Based Retrieval Engine Horus 7] as the basis for the plant variety testing database system.
