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Implicit interaction refers to human-computer interaction techniques that
do not require active engagement from the users. Instead, the user is pas-
sively monitored while performing a computer task, and the data gathered
is used to infer implicit measures as inputs to the system. Among the
multiple applications for implicit interaction, collecting user feedback on
information content is one that has increasingly been investigated. As the
amount of available information increases, traditional methods that rely
on the users’ explicit input become less feasible. As measurement devices
become less intrusive, physiological signals arise as a valid approach for
generating implicit measures when users interact with information. These
signals have mostly been investigated in response to audio-visual content,
while it is still unclear how to use physiological signals for implicit interac-
tion with textual information.
This dissertation contributes to the body of knowledge by studying phys-
iological signals for implicit interaction with textual information. The re-
search targets three main research areas: a) physiology for implicit rele-
vance measures, b) physiology for implicit affect measures, and c) phys-
iology for real-time implicit interaction. Together, these provide under-
standing not only on what type of implicit measures can be extracted from
physiological signals from users interacting with textual information, but




The first research area targets perceived relevance, as the most notewor-
thy underlying property regarding the user interaction with information
items. Two experimental studies are presented that evaluate the potential
for brain activity, electrodermal activity, and facial muscle activity as can-
didate measures to infer relevance from textual information. The second
research area targets affective reactions of the users. The thesis presents
two experimental studies that target brain activity, electrodermal activity,
and cardiovascular activity to indicate users’ affective responses to textual
information.
The third research area focuses on demonstrating how these measures can
be used in a closed interactive loop. The dissertation reports on two systems
that use physiological signals to generate implicit measures that capture
the user’s responses to textual information. The systems demonstrate real-
time generation of implicit physiological measures, as well as information
recommendation on the basis of implicit physiological measures.
This thesis advances the understanding of how physiological signals can be
implemented for implicit interaction in information systems. The work calls
for researchers and practitioners to consider the use of physiological signals
as implicit inputs for improved information delivery and personalization.
Computing Reviews (1998) Categories and Subject
Descriptors:
H.1.2 [MODELS AND PRINCIPLES]: User/Machine Systems
H.3.3 [INFORMATION STORAGE AND RETRIEVAL]: Information
Search and Retrieval—Relevance feedback
H.5.2 [INFORMATION INTERFACES AND PRESENTATION]: User
Interfaces—Interaction styles, Input devices and strategies,
Evaluation/methodology
General Terms:
Physiological Computing, Human-Computer Interaction, Information
Retrieval
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Implicit interaction refers to human-computer interaction (HCI) techniques
that support user interaction without active engagement of the users. Im-
plicit interaction often relies on monitoring the user behavior and inter-
action history in order to infer measures that can be used as inputs to
information systems. One of the most appealing characteristics of implicit
interaction techniques is that they enable input to the systems at no ad-
ditional cost from the user. The increasing availability and amount of
information content poses challenges to information access, and it becomes
harder to collect user feedback describing how users respond to information
items. The traditional way of collecting such feedback has been to rely on
the users’ explicit input, examples include profiling questionnaires in user
modeling [68], relevance feedback in information retrieval [106], and manual
annotation for content tagging [4]. Inferring implicit measures representing
the user feedback (also known as implicit feedback) has increasingly been
investigated to replace or complement explicit user feedback, as users have
proved not to be willing to interrupt their task in order to provide feed-
back [66]. For instance, YouTube recommendations are not only based on
the users’ likes or subscriptions to channels (explicit), but also take into
account the time users spend watching videos (implicit) [35].
Implicit measures present the advantage that they can be collected at
a high throughput, as they do not rely on the explicit engagement of the
user. However, they are less accurate than explicit measures as they are
inferred measures, and thus may fail to capture the true response from the
user. Following the previous example, a user might be playing a video,
but not paying attention to it, which would not be captured using solely
“playing time” as an implicit measure of user interest.
1
2 1 Introduction
Physiological signals have been studied in psychology as they have been
shown to reflect our moods and behaviors [28]. As devices that allow phys-
iological recordings are becoming more affordable and less intrusive, the
field of physiological computing, which concerns the use of these signals for
real-time interaction with computing systems, is growing fast [40, 41, 61].
One characteristic that makes physiological signals especially interesting
is that they can potentially reveal the user responses in real time, and
at no additional interaction cost. These attributes make them especially
well-suited for the problem of generating implicit measures to infer user
feedback on information items. The use of physiological signals for implicit
interaction with information is still for the most part restricted to images
and video content. However, it is not yet understood how physiological
signals can be used to infer implicit measures of the users’ responses to
textual information. Further, the generation and use of such measures in
real time has yet to be investigated.
1.1 Objectives and Scope
The goal of this thesis is to investigate physiological signals for implicit
interaction with textual information. This involves not only investigating
these signals to generate measures to gather user feedback, but also evalu-
ating their use for implicit interaction in real time. In order to provide a
comprehensive approach to the research problem, the objectives are broken
down into three main research areas, which are introduced below.
Investigate the potential of physiological signals to indicate mea-
sures of the user’s perceived relevance of textual information:
One important underlying property often used in information systems re-
garding the users’ interaction with information items is the perception of
relevance. That is, whether the users find a piece of information relevant for
their information needs. In information retrieval, implicit behavioral and
physiological sources have been explored to infer relevance of information,
namely dwell time and click-through activity [67], eye movements [24, 105],
pupil size [89], and facial expressions [7]. While some work has begun to
consider physiological signals as implicit measures for relevance (e.g., brain
signals for image retrieval [64]), the use of these signals to infer measures
targeting the relevance of textual information is still largely unexplored.
1.2 Research Contributions 3
Investigate the potential of physiological signals to indicate mea-
sures of the user’s affective responses to textual information: Af-
fect refers to the feeling or expression of an emotion, and physiological sig-
nals have increasingly been used to indicate users’ affect in HCI setups [33].
While research has tackled physiological signals as implicit channels to infer
affective clues of the users during information consumption setups, these
are mostly restricted to images and video content. Further, textual infor-
mation consumed in everyday situations is often of a mixed nature. For
instance, a news article might be accompanied by images, and it is unclear
how physiology can be used to indicate affective cues on this type of content.
Specifically concerning the field of information systems, emotional and af-
fective cues have been studied in what is known as affective recommender
systems [120]. These systems use inferred emotions through affective fea-
tures as contextual information for generating the recommendations [50].
Typically, affective information is extracted from the information content,
from contextual and behavioral clues, or other signals such as facial expres-
sions, but physiological signals have yet to be explored in this domain.
Investigate the use of physiological signals for real-time implicit
interaction with textual information: Physiological computing sys-
tems are defined by their ability to provide real-time adaptation based on
the recorded physiological signals [40]. However, when using physiological
signals to implicitly collect user feedback on information, the body of re-
search mostly concentrates on offline analysis approaches. That is, data is
collected under certain experimental conditions, and physiological signals
are later analyzed in order to infer measures describing the users’ inter-
action with information. It is a main objective of this thesis to target
real-time adaptation, validating the offline extraction of implicit measures
from physiological signals for implicit interaction with information systems.
1.2 Research Contributions
The research presented in this thesis contributes to the body of knowledge
by advancing the understanding of how physiological signals can be used
for implicit interaction with textual information in interactive information
systems. The greater contribution of this thesis is that it provides a broad
understanding of the topic, as enabled by bringing together six publications
that originated from the research process. Overall, this thesis contributes
to the body of knowledge with the following three main contributions, one
in each targeted research area:
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C1: Demonstrating the use of physiological signals to infer the user’s per-
ceived relevance of textual information (Publications I and II)
C2: Demonstrating the use of physiological signals to infer the user’s af-
fective responses to textual information (Publications III and IV)
C3: Demonstrating the use of physiological signals for real-time implicit
interaction with textual information (Publications V and VI)
The contributions of each of the six publications separately, as well as
the individual role of each author involved, are detailed below.
Publication I – Predicting term-relevance from brain signals
In this publication we demonstrate the use of brain signals alone to pre-
dict perceived relevance of terms. We present an experimental study and
machine learning models to demonstrate that brain signals can be used as
a unique source to infer relevance judgments from individual terms signif-
icantly better than a random baseline. In addition, we identify where and
at which point in time relevance signals are best captured in the measured
brain signals.
Individual contributions: The data recording experiment was designed
by Ilkka Kosunen, with contributions from the rest of the authors. I imple-
mented the experimental setup and ran the user studies, as well as wrote the
corresponding sections in the paper. Manuel J.A. Eugster, Tuukka Ruot-
salo and Michiel M. Spapé share the contribution regarding data analysis
and paper writing. All of the other authors, in minor degree, contributed to
the writing, and all the authors of the paper participated in the revisions.
Samuel Kaski and Giulio Jacucci supervised the process.
Publication II – Exploring peripheral physiology as a predictor
of perceived relevance in information retrieval
In this publication we explore facial muscles and skin conductance as
physiological indicators of relevance of text snippets. We provide statisti-
cal analyses to identify where relevance decisions are most reflected in the
physiological signals. Also, we present machine learning models to demon-
strate that we are able to predict relevance judgments from the physiological
signals significantly better than a random baseline.
Individual contributions: The data recording experiment was designed
by Ilkka Kosunen, with contributions from the rest of the authors. I imple-
mented the experimental setup and ran the user studies. I ran the phys-
iological analysis with supervision from Michiel M. Spapé. Manuel J.A.
Eugster designed the machine learning setup, and I implemented the fea-
ture selection. I led the paper writing, with input from Tuukka Ruotsalo,
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Manuel J.A. Eugster and Michiel M. Spapé. Giulio Jacucci supervised the
process, and all of the authors participated in the revisions.
Publication III – Extracting relevance and affect information
from physiological text annotation
In this publication we present the physiological text annotation frame-
work, which explores peripheral physiology for generating metadata on in-
formation items related to relevance and affect. The framework is demon-
strated by including the experimental setup and partial results of Publica-
tion II, as well as an additional experiment investigating skin conductance
as a measure to indicate affective responses to news articles.
Individual contributions: The experiment design and implementation
of the news articles experiment was done by me and Ilkka Kosunen. I
ran the experiment, and generated the features from the data, while Ilkka
Kosunen ran the data analysis. I led the paper writing, with significant
input from Ilkka Kosunen, as well as Tuukka Ruotsalo, and Michiel M.
Spapé, supervised by Giulio Jacucci. All the authors contributed to paper
revisions.
Publication IV – No need to laugh out loud: Predicting hu-
mor appraisal of comic strips based on physiological signals in a
realistic environment
In this publication we investigate brain activity, cardiovascular mea-
sures, and skin conductance to detect humor appraisal. We present an
experimental setup and thorough analysis to evaluate physiological mea-
sures for automatic detection of humor appraisal. Predictive models are
presented to demonstrate the predictive power of the physiological signals,
as well as compared to state-of-the-art facial detection analysis from video
recordings. In addition, we provide detailed analysis on how humor ap-
praisal is captured in the physiological recordings.
Individual contributions: The experimental setup and data analysis pro-
cedures were jointly designed by me and Ilkka Kosunen. I carried out the
data collection and analysis. The contribution to the writing is shared
between me and Ilkka Kosunen, under the supervision of Giulio Jacucci.
Publication V – Natural brain-information interfaces: Rec-
ommending information by relevance inferred from human brain
signals
In this publication we demonstrate the use of brain signals alone to rec-
ommend new information to users based on the relevance of terms inferred
from brain signals only. We present an experiment in which brain signals
of participants are recorded while they read a series of articles in order to
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infer term relevance measures. We evaluate new article recommendations
to the users based on the inferred relevance measures, demonstrating the
first-of-its-kind system that is able to recommend new valuable information
to users based on their brain signals only.
Individual contributions: Manuel J.A. Eugster, Tuukka Ruotsalo and
Michiel M. Spapé share the major contribution regarding system design,
data analysis, and paper writing. I ran the experimental studies. All of the
authors of the paper participated in the revisions. Niklas Ravaja, Giulio
Jacucci, and Samuel Kaski supervised the process.
Publication VI – Integrating neurophysiological relevance feed-
back in intent modeling for information retrieval
In this publication, we demonstrate real-time generation of relevance
measures from neurophysiological signals. We present a fully integrated
information retrieval system that uses measures of relevance as directly in-
ferred from brain activity and eye movements to estimate the users’ search
intentions. We present an evaluation experiment that allows to demon-
strate real-time generation of relevance measures for implicit interaction
paradigms.
Individual contributions: The system implementation and experiment
design was a joint effort from the various authors of the paper, led by
Giulio Jacucci. Markus Wenzel and Benjamin Blankertz implemented the
neurophysiology-based relevance predictor. Pedram Daee, under the super-
vision of Samuel Kaski, implemented the user intent model and information
retrieval system. I, with the close assistance of Baris Serim, led the imple-
mentation of the interface and integration of the several components, which
was materialized by research assistants. The data collection was carried out
by Patrik Plucchino, supervised by Luciano Gamberini, and research assis-
tants supervised by me and Baris Serim. I carried out the data analysis,
with input from Baris Serim and Pedram Daee. Giulio Jacucci and me
led the paper writing process. Benjamin Blankertz, Pedram Daee, Tuukka
Ruotsalo, and Baris Serim, provided input for major sections of the paper.
All the authors contributed to paper revisions.
1.3 Structure of the Thesis
The thesis is organized as follows. Chapter 2 provides preliminaries on
the physiological signals used in this thesis, followed by an overview of
the most closely related research literature, allowing the identification of
open challenges regarding physiology for implicit interaction with textual
information.
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Chapter 3 presents the research questions addressed in this thesis to
tackle the identified open challenges. The chapter also provides insight
into the research methods implemented to answer the research questions.
Ethical concerns tied to the proposed research are discussed as well.
Chapter 4 presents the research carried out addressing physiological sig-
nals for inferring measures of relevance of textual information. The chapter
overviews two experimental studies presented in Publications I and II, high-
lighting their joint contributions through their main results and findings.
Chapter 5 reports on the research carried out in using physiological
signals to infer affective responses of the users to textual information items.
The chapter presents two experimental studies and their main results and
findings, as reported in Publications III and IV, as well as highlights their
joint contributions.
Chapter 6 presents the research carried out for using implicit measures
from physiological signals for real-time interaction with textual informa-
tion. The chapter presents two systems that demonstrate real-time implicit
interaction with textual information, as reported in Publications V and VI.
The main contributions of the thesis are summarized in Chapter 7, and
their implications to the field are discussed. In addition, limitations of the
proposed research are identified, pointing out directions for future work.




This chapter provides necessary background information for the reader.
First, the chapter provides preliminary definitions in psychophysiology, in-
troducing what the physiological signals used in this thesis are, and how
they are measured. Then, the chapter overviews the most closely related
work that allows the identification of the open issues yet to be addressed
in the body of work, which are the motivating force behind the research
presented in this thesis.
2.1 Preliminaries of Psychophysiology
Psychophysiology refers to the science that studies how bodily reactions are
related to our moods, behavior, sentiments, elations, and frustrations [28].
This thesis mainly focuses on physiological signals for their use in HCI se-
tups, targeting mainly the central nervous system (CNS) and autonomic
nervous system (ANS). Within the CNS, this thesis makes use of electroen-
cephalography (EEG) as a method to measure brain-activity. Within the
ANS, this thesis utilizes electrodermal activity (EDA) to capture sweat
activity, electroencephalography (ECG) to capture cardiovascular activity,
and electromyography (EMG) to capture muscle activity (see Figure 2.1).
Provided below are further details on each of these signals, together with
a brief overview on how they have been used in HCI setups. For a thor-
ough overview of physiological measures in HCI, the reader is referred to
our publication The Psychophysiology Premier [33], which has not been
included in this thesis.
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Figure 2.1: Physiological sensors used in this thesis. Electroencephalog-
raphy (EEG, top-left), electrodermal activity (EDA, top-right), facial
electromyography (fEMG, bottom-left), and electrocardiography (ECG,
bottom-right).
2.1.1 Electroencephalography
Electroencephalography (EEG) measures the electrical activity on the scalp,
generated by the activation of the neurons. Common EEG measurement
devices involve placing several electrodes on the user’s scalp (ranging from
1 to 256, but typically 32 or 64), which together with conductive gel, allow
to capture electrical brain activity. High-end EEG amplifiers typically mea-
sure brain activity at 1000 - 2000 Hz. EEG is of special interest for HCI,
as it allows for brain activity recording in a non-invasive manner (e.g., it
does not involve surgical procedures), and it is light-weight (as opposed to
other brain-measurement devices that involve room-sized sensors). How-
ever, while within the range of brain-measurement devices EEG can be
considered non-intrusive, high quality EEG recordings are still arguably
cumbersome, involving 40 – 60 minutes to prepare a standard 32-channel
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EEG recording setup. There are existing commercial devices that allow for
easy and light-weight measuring of EEG, and studies have proven that these
are valid approaches for certain HCI applications [73, 133]. Also, there is
research targeting miniaturization of EEG sensors, in order to allow con-
tinuous measurement of EEG activity in a non-intrusive manner [88].
Brain-computer interfaces (BCIs) refer to systems that involve brain
measures to interact with machines. BCIs can be divided into active BCIs,
which involve explicit engagement of the users, and passive BCIs, which
refer to passively monitoring the users’ brain activity while they carry out
HCI tasks in order to infer properties of their state [134]. Active BCIs have
traditionally been studied as input control for motor-impaired patients to
interact with machines, example applications include text spellers [74], and
wheel-chair control [78]. Passive BCIs on the contrary target the general
population, by adding brain activity measurement as an additional com-
munication channel between human and machines, example applications
include workload monitoring [20, 48], assisted car-braking [58], and image
search [49].
2.1.2 Electrodermal Activity
Electrodermal activity (EDA), also known as galvanic skin response (GSR),
measures the changes in the electrical properties of the skin, due to the vary-
ing level of sweat-induced moisture. A common method to measure EDA
is to place two surface electrodes on two different points of the user’s skin
(e.g., middle phalanges of two different fingers), and a small, unnoticeable
current is passed through them in order to measure the electrical resistance
of the skin [17]. EDA has commonly been used to measure the activation of
the sympathetic nervous system; therefore, it has proved to be a good indi-
cator of the level of psychological, physiological and emotional arousal [6].
The EDA signal can be roughly separated into two components: phasic, and
tonic activity. The former refers to electrodermal responses to stimuli and
is characterized with spikes in the signal (i.e., skin conductance response;
SCR), whereas the latter represents the base skin conductance level which
is more related to ambient factors such as temperature, moisture, etc. [17].
EDA can be measured in a non-intrusive manner, and the phasic ac-
tivity is not only a well-established measure of arousal, but has also been
associated to stimulus novelty, intensity, and emotional content [33, 102].
The signal is very well suited for HCI scenarios as it can easily be measured
using non-invasive wearable technology. For instance, studies have shown
the use of wearable EDA sensors to detect stress [111], and wrist-bands [80]
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or rings1 have been envisaged to measure EDA in wearable setups. Further,
EDA is a reasonably simple signal, which does not require large computa-
tional resources to be processed. Also, its temporal nature is low, and
therefore measuring EDA at 60Hz is enough for most applications.
2.1.3 Electromyography
Electromyography (EMG), measures myoelectric potentials generated by
muscle activation using surface electrodes [27]. As the frequencies of in-
terest in EMG signals can be up to 500Hz, it is preferred to record the
signal at a sampling rate of at least 1000Hz [27, 33]. Electrodes can be
placed on any muscle group in order to measure their activity. EMG sen-
sors can also be integrated in wearable technology, example commercial
applications include EMG sensors on sportswear to quantify the effect of
muscle training2.
In psychophysiology, muscles that are especially interesting are facial
muscles, which are captured using facial electromyography (fEMG). Some
of these facial muscles are of special interest as they are mostly involuntary,
and have shown to reflect affective dimensions of the user state. For in-
stance, orbicularis occuli (muscle below the eye), together with zygomaticus
major (cheek muscle), are believed to indicate a “true smile”, that can’t
be faked [102]. On the other hand, corrugator supercilii (brow muscle)
has been linked to negative emotional valence as it reflects frowning activ-
ity [102]. Thereafter, fEMG is commonly studied for indicating emotional
valence [26]. Further, corrugator supercilii has been linked to other cogni-
tive states and processes such as mental workload [122], fatigue [124], and
compensatory mental effort [128].
In HCI, EMG has mostly been used as direct control input, applications
ranging from the use of forearm muscles for gesture control [107, 136] to the
control of prosthetics [14, 29]. While some effort has been put into studying
EMG and especially fEMG as additional implicit interaction inputs to other
HCI setups (e.g., video games [75]), this area is still largely unexplored.
2.1.4 Electrocardiography
Electrocardiography (ECG) captures the electrical activity of the heart,
using chest electrodes [28]. In psychophysiology, cardiovascular measures
are typically analyzed in the time-scale of minutes, and therefore recording
1www.moodmetric.com
2www.liveathos.com
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does not require high sampling rates. Most commonly, inter-beat inter-
val series are extracted from the raw ECG signal, and variability metrics
(such as heart-rate variability) are used as indexes of cognitive states and
processes [33].
ECG is only one of the possible techniques to measure cardiovascu-
lar activity, the most commonly used methods also include blood pres-
sure (BP) [33], and photoplethysmography (PPG) [3]. Cardiovascular mea-
sures in psychophysiology have been mostly investigated as indicators of
mental workload [1], mental stress and sympathetic and parasympathetic
nervous system activity [21, 22, 33, 123]. Wearable technology to measure
cardiovascular signals using ECG include chest straps [117], or wrist-worn
devices [56]; while most of the modern smart-watches include PPG sensors
for heart rate monitoring. Research has also considered remote measur-
ing of cardiovascular measures using webcams [79], or cameras on mobile
phones [55].
In HCI, cardiovascular measures are mostly used for sport [94] and
health tracking [34, 90], but have also been studied for workload infer-
ence [132], and affective interfaces [45].
2.2 Physiology for Implicit Relevance Feedback
Relevance feedback consists of gathering relevance assessments from users
when they are examining specific information items. The relevance assess-
ments can then be utilized in feedback loops to specify the user’s infor-
mation need in subsequent iterations [57], to direct a search using visual
interfaces [104, 116], or to gather relevance assessments from users for eval-
uation purposes [65]. One way to obtain relevance assessments is by direct
input from the users, also known as explicit relevance feedback. Despite the
robustness of this method, it is operationalized at the expense of the users’
cognitive resources and manual effort [65]. Eventually, as the task complex-
ity increases the cognitive resources required from the users, the technique
becomes insufficient due to the cognitive burden that it causes [66].
Another way to obtain the relevance assessments is through implicit
interaction, passively observing the users as they interact with the sys-
tem [67]. This method is known as implicit relevance feedback, and it
has been implemented mostly either through the use of surrogate measures
based on interaction with information items (e.g., dwell time, click-through
activity) or using other interaction data. Implicit feedback is not as robust
as explicit feedback techniques [131] but, on the other hand, these measures
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have the advantage of coming at high throughput and with no additional
cost from the user.
Novel inputs that provide user data which is not available through con-
ventional channels are being increasingly investigated for implicit relevance
feedback. For example, eye movements and pupil dilation have been investi-
gated as implicit relevance measures, by inferring users’ interest [25, 52, 89].
Facial expressions through video-recordings have also been explored for rele-
vance inference [7], even in combination with physiological measures [8, 84].
As a matter of fact, in recent years, neuro-physiological measures have been
drawing increasing attention in information retrieval [49, 53, 54, 86]. For
instance, Kauppi et al. (2015) studied magnetoencephalographic signals
alone and together with gaze signals in order to provide relevance feedback
in an image retrieval task, using a static image database [64]. Similarly,
Golenia et al. (2015) used EEG signals in combination with eye tracking
to help users disambiguate image search results, in real time [49]. Very
recently, Wenzel et. al (2017) used the same approach to predict relevance
from keywords in a relevance assessment task in order to infer in real-time
a given category of interest [130].
2.3 Physiology for Implicit Affective Annotation
Annotation refers to adding descriptive metadata to digital content and
has traditionally been a critical backbone of many digital media services. It
allows content management and analysis by enabling additional detailed in-
formation about the content. These annotations often rely on human input,
be it self-reported, expert users, or crowds. Examples include bookmark-
ing, rating, and tagging. To a certain level, these are digital adaptations
of traditional pen-based annotations. Similarly as with explicit relevance
feedback, it is operationalized at the expense of the users’ cognitive re-
sources and manual effort. Thus, with the increase of information available
and user-generated content, alternative methods which do not rely on ac-
tive engagement of the users are becoming the only viable and scalable
solution. For instance, human-centered implicit tagging is one type of an-
notation which considers the users’ natural responses to the information
content [112, 127]. Implicit tagging concerns the users’ reactions directly,
as typically measured through facial features or physiological recordings.
These implicit measures can be used for instance to improve content-based
annotation [63, 70, 113].
Nowadays, especially within social media, users annotate content with
affective cues, which represent their feeling or expression of an emotion [118].
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However, self-reported affective annotations have shown to be problematic
as they do not always reflect the real affective reaction of the users, but
rather the emotions that users want to socially communicate [96]. The role
of emotions in information sciences has been studied extensively [81, 82];
and physiological signals have been used as additional channels to implic-
itly measure human emotions and map affective states [31, 59, 69, 91].
Thus, using physiological signals to generate implicit affective annotations
(or tags), rise as a potential alternative or complement to self-reported an-
notations. For instance, Koelstra et al. (2013) used a combination of facial
expression recognition and physiological signals (namely EEG) to generate
implicit affective tags on videos, in the arousal-valence space [70]. Simi-
larly, Soleymani and Pantic (2013) used a reduced set of EEG electrodes
to not only generate affective tags on videos, in the arousal-valence space,
but also to detect relevant and irrelevant tags that had been pre-assigned
to images [113].
Further, these affective annotations have proven to be useful for sys-
tems that use affective metadata to better support the recommendation of
results to their users [119, 121]. These are known as affective recommender
systems, which use affective features to infer the user’s emotional responses
to information items, in turn using them as contextual information for
generating the recommendations [50]. For example, Tkalcic et al. (2010)
studied image recommender systems using affective and generic metadata
for improving image recommendation results, showing that including affec-
tive metadata compared to using generic metadata alone leads to better
performance of the recommender system [119].
2.4 Open Challenges
This section has first introduced the physiological signals used in this thesis.
This provided the reader with preliminary information regarding how these
measures are recorded and what they reflect, but also in which HCI setups
these signals are mostly being used. Further, the most closely related work
to the proposed research has been overviewed. In light of the above, I
identified the following main open challenges, which have motivated the
research carried out in this thesis around the three main research areas
presented in Section 1.1.
Lack of understanding of physiological signals in response to tex-
tual information. Most of the overviewed research targeting physio-
logical signals for relevance inference or for affect inference is studied in
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response to image or video content. Using this type of content allows
the measurement of users for extended periods of time, which in itself is
known to cause emotional responses and more substantial physiological re-
sponses [84, 85]. However, while information items that consist of textual
content (either in their totality, or partially) represent a great portion of the
totality of information items consumed, these have only marginally been
studied in the literature (e.g., [19]).
Lack of understanding of physiological signals to indicate rele-
vance of information. The overviewed recent work using physiological
signals to infer relevance measures do not target textual content, and is
mostly studied in combination with other implicit measures such as video
recordings. Therefore, at this stage, it is difficult to assess the capabilities
of physiological signals to infer relevance of textual information. Different
types of textual information might present different physiological responses,
which may be better captured using one or another signal. It is still un-
clear which signals are the most useful and how they should be used (e.g.,
what are the best time windows for physiology-based relevance prediction)
depending on the type of stimulus (words, text snippets, documents, etc.).
Lack of understanding of physiological signals to indicate affect
of non-controlled textual information. Most of the research target-
ing physiological responses to information items are carried out under con-
strained laboratory setups, using controlled datasets. These have the ad-
vantage that the content presented to the users is known, which facili-
tates the experimental design and analysis. However, when addressing
real-world information systems that for instance consider user-generated
content, the information items are highly heterogeneous, which makes it
harder to know beforehand to which affective category the item belongs
(i.e., “ground truth”). Further, textual information might be accompanied
with other types of content such as images, and it is mostly unclear how
to investigate physiological signals for affect inference under these types of
settings.
Lack of understanding of how to use physiological signals for real–
time interaction with information. The field that deals with physio-
logical signals for real-time adaptation is physiological computing [40, 41].
In these systems, physiological responses are measured in order to infer
properties of the users, which are then fed back in real time to the system,
leading to system adaptations which again influence users’ physiological re-
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sponses. This is referred to as the bio-cybernetic loop [39, 99]. Applications
of physiological computing systems are broad, examples including improved
task allocation for aviation operators [99, 100], video-games [75], or aided
meditation [71]. BCIs have for long been investigated as control input
channels especially targeting motor-impaired users [87]. However, research
targeting physiological signals for interacting with information mainly fo-
cuses on inferring cognitive properties of the users. In other words, there
is a lack of research investigating physiological signals to provide real-time
interaction with information, closing the bio-cybernetic loop.
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Chapter 3
Research Questions and Methods
The purpose of this thesis is to explore implicit interaction paradigms using
physiological responses to textual information items. Chapter 1 has intro-
duced the three main areas in which the research is centered. Following,
Chapter 2 has overviewed the most closely related work, which allowed the
identification of the major open challenges present in the literature. In
order to address these open issues, the thesis has been articulated around
three research questions (RQs). The RQs do not exhaustively address all
aspects of the main research problem, as their function is to demarcate the
research so that it is possible to conduct within the scope of a PhD thesis.
This section first introduces the RQs which are the backbone of the
presented research, and how the publications compiled in this thesis provide
answers to them. Following, the research strategies and methods used to
address the RQs are presented and discussed. Finally, ethical concerns of
the research and how they are addressed in this thesis are discussed.
3.1 Research Questions
RQ1: Can physiological signals be used for implicit relevance inference of
textual information? When interacting with an information item, the most
important underlying property is how relevant the item is perceived to be
by the user. The need for gathering measures of how relevant users perceive
the information items to be grows as the amount of information managed by
information systems increase. Physiological signals have been investigated
as potential sources for indicating relevance of information items. However,
their study has mostly been limited to images and video content, and it
remains unclear how physiological signals can be used to generate implicit
measures of relevance of textual information.
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Publications I and II report on two experimental studies that target
several physiological signals to infer relevance of text items. Physiological
signals are recorded when users perform relevance assessment tasks. Clas-
sification models are presented that generate implicit relevance measures
of information items from physiological signals. In addition, the publica-
tions investigate how and at which point in time relevance judgments are
reflected on the physiological signals. Together, the publications present
evidence for implicit relevance inference through physiological measures.
RQ2: Can physiological signals be used for implicit affect inference of
non-controlled textual information? Once an item is deemed relevant, it is
consumed, possibly eliciting affective responses. Detecting these affective
responses provides important clues to the users’ preferences. Physiological
signals are well suited for implicit affect detection as they have been related
to the users’ moods and behaviors, and can rarely be faked. However, while
physiological signals have been mostly studied to indicate affective states
in response to different types of controlled audio-visual content, it is still
not clear how they can be used to infer affective states in response to non-
controlled and heterogeneous textual information.
Publications III and IV report on two experimental studies that inves-
tigate physiological signals of users consuming non-controlled information
items, with the goal of inferring measures of their affective responses. Phys-
iological signals are recorded while users browse information items that are
fetched in real time from the web. Together, the publications present ev-
idence for the use of physiological signals to generate implicit measures of
affect to textual information commonly found in everyday situations.
RQ3: Can physiological signals reliably be used for real-time implicit in-
teraction with textual information? Building computational models that
use physiological measures to infer properties of the information items be-
ing consumed is essential towards the validation of these signals for such
use. However, applying these models to working systems that provide real-
time adaptation adds an additional complexity layer that needs to be in-
vestigated. First, novel interaction paradigms that enable the elicitation
of physiological responses without disrupting the users’ natural behavior
need to be investigated. Further, the use of real systems in real situations
involve an intrinsic loss of control over confounding factors as compared
to experimental studies, compromising the generalizability of the results
obtained under controlled experimental conditions.
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Publications V and VI report on two experimental systems that demon-
strate the use of physiological signals for real-time implicit interaction with
textual information. Publication V focuses on demonstrating the benefits
of implicit physiological measures for improved information filtering. Fur-
ther, Publication VI focuses on demonstrating the generation of implicit
measures from physiological signals in real time. Together, the publications
present a fundamental understanding for real-time implicit interaction with
textual information using physiological signals.
3.2 Research Methods
The thesis uses quantitative research methods to address the aforemen-
tioned research questions. Experimental research methods are used to col-
lect research evidence. The data is then analyzed using statistical methods,
with a primary focus on machine learning approaches. Detailed below are
the research methods used in this thesis regarding data collection and anal-
ysis.
As identified in Chapter 2, there is a lack of research literature targeting
physiological signals in response to textual information items. Accordingly,
this research focuses on collecting physiological responses to information
items in the form of textual content. To elaborate, when addressing RQ1
and RQ3, physiological responses are studied to infer relevance of informa-
tion items that solely consist of text. On the other hand, when studying
affective reactions to information items in addressing RQ2, the approach
is to lessen the degree of control in the experimental conditions, by using
information items fetched in real time from the web. In these cases infor-
mation items are often of mixed nature, for instance, composed of textual
information accompanied by images.
McGrath (1995) defines three criteria that should be maximized when
collecting research evidence: the generalizability of the collected evidence
across the population, the precision and control over the measured behav-
iors and confounding factors, and the realism of the context in which the
evidence is collected [83]. As explained by the author, by construct, it is
impossible to maximize the three criteria at once, and thus it is left to re-
searcher discretion to evaluate what is the most pertinent balance between
the three criteria for the specific research problem being investigated.
Throughout this thesis, the chosen methods for collecting research ev-
idence generally lean towards maximizing the precision. That being said,
the physiological sensors used in the research are selected so that they can
potentially be used for real-world interactive systems, leaving out possibly
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more precise measurements that would not be feasible in such interactive
scenarios (e.g., room-sized sensors such as fMRI). While physiological sen-
sors are becoming less obtrusive, in many cases high-quality recordings still
rely on - often cumbersome - sensor setups, which restrict their use outside
of the laboratory. This narrows the possibilities of carrying out field stud-
ies (that would maximize realism) or large sampling surveys (which would
maximize generalizability). The research presented in this thesis mostly
uses high-end physiological amplifiers to record physiological signals. In ad-
dition, lighter physiological recording setups that resemble future wearable
setups are also investigated. For instance, when addressing RQ2, physiolog-
ical signals are recorded using light-weight recording devices (e.g., avoiding
full EEG measurements, which are more cumbersome), which increased
realism, while using high-quality physiological amplifiers, which still maxi-
mized precision.
Laboratory experiments are used for collecting research evidence when
targeting RQ1, which is a research strategy that maximizes precision. Lab-
oratory experiments allow to control for as many confounding factors as
possible, at the expense of the realism of the setup and task. As the rel-
evance of textual information items is not yet very well understood, it is
important in the research design to maximize the control over as many
confounding factors as possible, in order to better investigate the physio-
logical correlates of perceived relevance of information items [23]. However,
some confounding factors, while being reduced using controlled laboratory
experiments, can’t be completely avoided. For instance, the user might
remember that she forgot a dentist appointment, eliciting a physiological
response that is likely to pollute the recorded physiological signals. The
research design has to be able to mitigate such factors, for instance using
repetitions and randomization [44].
Moving away from restricted laboratory experiments, towards more re-
alistic information interaction setups, experimental simulation is used to
address RQ2. The focus here is to investigate whether physiological signals
could be used to infer affective properties of information items in more nat-
uralistic scenarios. This research strategy involves “concocting a situation
or behavior setting or context, as in the laboratory experiment, but mak-
ing it as much like some class of actual behavior setting as possible” [83].
Therefore, experimental tasks in which users access information items that
are retrieved from the web in real time are considered. This increases the
realism of the experimental procedure, fostering the user engagement with
the experimental task.
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Addressing RQ3 is done using a mixed approach. RQ3 aims at investi-
gating real-time generation of implicit physiological measures for human-
information interaction. First, the usefulness of the implicit measures from
physiological signals is validated using a controlled laboratory experiment,
using a constraint dataset. This allows to better provide measures of the
impact that the implicit measures have on the interaction. Then, exper-
imental stimulation is used in order to investigate real-time generation of
implicit measures using realistic human-information interaction tasks. This
is carried out by implementing a fully integrated information system that
uses real-time implicit interaction measures from physiological signals.
To generate implicit measures from physiological signals, the research
relies on machine learning approaches. Supervised learning schemes are
used, which refer to models that are trained based on a set of observations
for which “ground truth” measures are available, in order to predict un-
known observations [72]. The users’ feedback is collected to generate the
“ground truth” labels, as the focus is on the users’ subjective perception
of the information items. Throughout the thesis, different machine learn-
ing algorithms are used, which are determined to best suit the needs of
the learning models for the specific problem at hand. To elaborate, multi-
ple kernel learning support vector machines [114] is used for RQ1, random
forests [18] for RQ2, and regularized linear discriminant analysis [46] for
RQ3. The learning algorithms are selected using a deterministic approach,
aimed at better suiting the characteristics of the learning problems in each
situation such as feature set size, sample size, and class imbalance. It is
not the drive of this thesis to develop novel learning algorithms for opti-
mizing physiology-based classification, and therefore a thorough evaluation
of which are the best learning approaches for each of the different setups
considered throughout addressing RQ1-RQ3 is out of scope. Further details
on the rationale for choosing the learning algorithms, as well as implemen-
tation details can be found in the respective publications appended to the
thesis.
3.3 Research Ethics
While the research presented in this thesis involves human beings, no phys-
ical intervention is required with respect to the subjects, and they are not
exposed to major security risks. Prior to their participation in the exper-
imental studies, users sign informed consent, and are always informed on
their right to withdraw from the experiment at any moment without any
adverse consequence. All experimental studies presented in this thesis have
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been granted ethical approval from the University of Helsinki Ethical re-
view board in humanities and social and behavioral sciences. Special ethical
emphasis is placed upon the fact of a) monitoring of users’ physiological
signals, and b) their application for implicit interaction paradigms. Each of
these have separate ethical concerns, which have been carefully taken into
account in the design of the research and are discussed below.
Recording physiological signals raise ethical concerns especially regard-
ing the fact that the signals can reflect the inner state of the user and, in
many cases, can’t be faked or controlled. Additionally, even very simple
measures such as EDA have been used to reflect medical conditions [97].
It is thus of the utmost importance that users are aware of which signals
are being recorded, and agree with it. Participants involved in the differ-
ent experiments are further informed that researchers involved in this work
have no training in detecting illness-related physiological irregularities, and
that the equipment used is not medically certified and thus invalid to pro-
vide clinical information. In addition, all physiological data collected from
the participants is always kept anonymized. In case participants withdraw
from the study, any recorded data is deleted within the following 24 hours.
Implicit interaction paradigms have strong ethical implications on their
own as, by definition, they imply users interacting with the systems in a
covert fashion. While this might not pose a risk to the users, it still may
result in a threat to their privacy, and the ultimate use of implicit signals
should always be known by the user. For instance, the user should be
aware of the possible use of these implicit signals by third parties, if any. In
the presented research, implicit interaction is used with the mere purpose
of improving user experience and system performance. Participants are
informed that no data is to be used outside of research purposes, nor is to
be handed over to third parties.
Chapter 4
Physiology for Implicit Inference
of Relevance
Cognitive scientists have long been interested in mapping basic cognitive
functions that are highly related to perceiving relevance (e.g., recognition
and memory recall [101, 135]) and reacting to relevant stimuli (e.g. im-
plementing intentions [76]). Thus, perception of relevance is a complex
cognitive construct, and it is still not completely understood how it hap-
pens in the brain, and how it is revealed physiologically [85].
This chapter reports on two experiments that together provide an an-
swer to RQ1: Can physiological signals be used for implicit relevance infer-
ence of textual information? The experiments were designed in a labora-
tory setup, under controlled experimental conditions, that allowed better
isolation of the relevance correlates. Textual stimuli were presented to
participants one at a time, who were asked to assess their relevance to a
certain topic. This simplification was introduced to isolate the physiological
responses to judging relevance from confounding factors that might occur
in scenarios where multiple items are presented simultaneously. Physio-
logical responses to textual content were collected, and predictive models
were built to infer relevance metrics from the physiological signals. Further,
physiological signals were analyzed in order to locate where and at which
point in time relevance decisions are reflected in the physiology.
The first experimental study, summarized in Section 4.1 and reported
in Publication I, targets the most basic form of text which are single terms,
and evaluates brain activity as the physiological signal to infer relevance.
Following, the experimental study which is summarized in Section 4.2 and
reported in Publication II, investigates longer pieces of textual content using
other physiological signals that have less restrictive time-constraints such as
skin conductance and facial muscle activity. Refer to the full publications
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which are reproduced at the end of this thesis for further details on data
collection, processing, and analysis.
4.1 Brain Signals for Relevance Feedback
4.1.1 Overview of the Study
We recorded the EEG signals of forty participants when they assessed rele-
vance in response to term stimuli shown on a screen. The term stimuli were
associated with a predetermined topic. Each participant judged relevance
for six terms in six topics, for a total of 36 trials. The terms were randomly
drawn from a pool of relevant (for each topic) and irrelevant (for all topics)
terms defined by experts. We used a balanced setup, i.e., for each topic
three relevant and three irrelevant terms were shown to the participant.
We randomized the order of the topics and the terms across participants.
In addition, the relevance-key assignment was balanced (right or left hand
used) between blocks of 12 trials to avoid possibly confounding hemispheric
effects. The recorded data reflects the user’s subjective relevance judgment
of the items (i.e., if a participant assessed the a-priori irrelevant “Morse
code” relevant for the topic “Iraq war”, it was considered as relevant), as
this is the user’s real assignment and the corresponding effect is what we
would also expect to predict from the brain signals.
4.1.2 Classification Findings
We extracted a set of features from the brain signals, grouped in seven fea-
ture sets (e.g., those related to alpha activity, beta activity, event-related
potentials, etc.). We then built several predictive models using all, or sub-
sets of these, to evaluate the predictive power of brain signals for relevance
feedback. We used data from 38 valid participants, and applied multi-
ple kernel learning (MKL) support vector machines [114] as the learning
method to learn classification models from a given set of relevance observa-
tions. We used a leave-one-participant-out classification setup, in which for
each participant, we trained a model using the data belonging to the rest
of the participants, and predicted the unseen trials from the participant.
The classifiers using all seven EEG feature sets predicted relevant and irrel-
evant terms for an unseen participant significantly better than the random
baseline, and achieved a mean classification accuracy of 0.54, which repre-
sents a mean improvement of 8.30% with respect to the random baseline
(see Figure 4.1). The best performing set of features were those capturing
ERP and Alpha activity, for which mean classification accuracy raised to
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0.56, representing a 11.72% improvement over the baseline. Significance
was tested using t-test against random classification accuracy (i.e., 0.5 as
we used a balanced setup).
Figure 4.1: Individual classification accuracy for each of the 38 participants,
in decreasing order. For each individual participant, models were trained
on the data of the remaining participants.
4.1.3 Physiological Findings
The feature sets that were found most effective for the classification were
those related to brain activity in the alpha frequency range (8-12 Hz),
and those involving the event-related potentials (ERPs). Therefore, these
components of the brain signals were further investigated to evaluate the
physiological correlates of relevance.
For the alpha activity, we attempted to localize the intra-cranial
source of the Alpha using exact low resolution electromagnetic tomography
(eLORETA, [93]), and used a F-ratio test to find a maximally significant
source localization. Maximal differences between relevant and irrelevant
trials were all located in the left frontal lobe, specifically in Brodmann
Area 10, which has previously been related to recognition [101], memory
retrieval [103], and the evaluation of working memory [135].
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To investigate which components of the ERP contributed most to the
classification model, we analyzed the mean difference between relevant and
irrelevant terms by computing the average relevant and irrelevant ERPs for
each participant. The main significant areas were observed in the channels
located on the central and parietal regions, with the peak difference in
Pz beginning at 477 ms and peaking at 757 ms (see Figure 4.2). The
latency and topography of the potential suggest the involvement of a P3-
like potential. The high latency and parietal topography coincide with
the P3b, thus suggesting that relevance does not affect an early change in
orientation, but a later, memory-related effect [98].
Figure 4.2: Event-related potential (ERP) signal averaged across all 38
participants and trials, locked to term onset. ERP signal shows the signifi-
cant difference between relevant and irrelevant terms after 450 milliseconds,
maximizing at 747 milliseconds.
4.2 Peripheral Physiology for Relevance Feedback
4.2.1 Overview of the Study
We recorded the EDA and the corrugator supercilii activity (CSA) of forty
participants while they were examining information items returned by a real
information retrieval system. Information items were abstract snippets (40
first words) as extracted from a scientific article database. Participants
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could type a query of their interest, and the system would return, one at a
time and in a randomized order, six abstract snippets: three relevant, and
three irrelevant (i.e., balanced setup). The relevant results were retrieved
directly based on the ranking model. The irrelevant results were selected
randomly with an additional Boolean constraint to exclude results that
contained words from the participant’s query. The participants then read
the abstract snippet and were asked to rate the relevance of the article on
a scale from 1 to 10. Participants were instructed to provide the relevance
feedback as soon as they made a decision on the relevance, without the
need to read the text until the end. Each participant judged the relevance
of six snippets in six topics, for a total of 36 trials.
4.2.2 Classification Findings
We extracted a set of features grouped in two feature sets, one for EDA and
one for CSA. Features were defined within a time window locked to the mo-
ment participants provided relevance feedback. The window spanned from
2 seconds before the explicit rating, which was considered to be sufficient
to cover the time between the psychological decision and the physical event
(Sternberg stimulus-response model [115]); and 6 seconds following it, as
skin conductance response (SCR) can take up to 6 or 7 seconds to reach
its peak [36].
We used the data of 36 valid participants, half of which (N=18) were
used for feature selection, and the other half for classification evaluation.
We used MKL support vector machines [114] as the learning method. We
built three classification models, with increasing number of features (top
five best features, top ten best features, and all features), and evaluated
their performance using a leave-one-participant-out classification setup.
Relevance judgments were binarized by considering ratings < 4 irrelevant
and ratings > 7 relevant. This led to a slightly unbalanced setup, so we
established balanced data to evaluate our models by randomly sampling
the relevant and irrelevant sets defined by the smaller set, and repeated
the procedure five times. Figure 4.3 shows the individual participant clas-
sification accuracies using the top ten best features for each signal, which
was the best performing model. The model predicted relevant and irrele-
vant terms for an unseen participant significantly better than the random
baseline, and achieved a mean classification accuracy of 0.57, which repre-
sents a mean improvement of 14.22% with respect to the random baseline.
Significance was tested using t-test against random classification accuracy
(i.e., 0.5 as we used a balanced setup).
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Figure 4.3: Individual classification accuracy for each of the 18 participants,
in decreasing order. For each individual participant, models were trained on
the data of the remaining participants. Points indicate the mean accuracy,
the error bars show the bootstrap confidence intervals.
4.2.3 Physiological Findings
To analyze the EDA and CSA signals within the time window of interest, we
computed the grand average across participants and trials of the relevant
and irrelevant text snippets. Figure 4.4 shows the grand average based
on the mean values with 95% confidence intervals for both signals. In the
case of EDA, a difference was visible between relevant and irrelevant trials
around 4 to 6 seconds after the explicit relevance judgment. In the case of
CSA, a difference was visible around 1 second after the explicit relevance
judgment.
We aggregated features from relevant and irrelevant snippets within
each participant, with both the mean and the median, and computed
repeated-measures analysis of variance (ANOVA). For both signals EDA
and CSA, a main effect of time was found, which indicates that the physio-
logical signal changes reliably due to the relevance judgment. However, the
direction of the judgment was only significant for electrodermal activity,
as indicated by the significant main effect of the relevance. This means
that decision-related physiological changes in CSA are either not related
to perceived relevance, too weakly related to become visible, not stable
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Figure 4.4: Grand average with 95% confidence interval within the 8 sec-
ond window of the electrodermal activity (EDA, bottom) and corrugator
supercilii activity (CSA, top) signals averaged over participants and trials.
The vertical gray line at “0” indicates the explicit rating event.
4.3 Contribution
The aim of this chapter is to address RQ1: Can physiological signals be
used for implicit relevance inference of textual information? The results
presented in this chapter demonstrate that it is possible to use physiolog-
ical signals to infer the user’s perceived relevance of textual information.
Together, the experimental studies reported in Publications I and II provide
fundamental understanding on how to use physiological signals as potential
candidates to generate implicit measures of relevance of textual information
items, by addressing both single terms and more complex textual informa-
tion.
First, results show that predictive models based on different physiolog-
ical sources are able to predict relevance judgments outperforming chance
levels. These results provide evidence that physiological responses collected
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in relevance-assessment tasks of textual information can be used to infer
implicit measures of the relevance decision.
Further, the point in time at which the signals are most strongly as-
sociated with the relevance judgment, in relation to the relevance decision
moment, are located. Results also provide insight on which signals, and
which of their components, are the most informative for inferring relevance
decisions of users in response to textual information.
Chapter 5
Physiology for Implicit Inference
of Affect
Affect refers to the feeling or expression of emotions, and thus is a broad
subject. Instead of providing a complete coverage of all possible appli-
cations of physiological signals for implicit inference of affect of textual
information, which would be out of scope of this thesis, a subset of affec-
tive reactions are addressed as the subject of study, focusing the study on
non-controlled textual information.
Two divergent scenarios in which users interact with textual information
are presented as showcases to provide an answer to RQ2: Can physiolog-
ical signals be used for implicit affect inference of non-controlled textual
information? This chapter reports on two experiments that consider affec-
tive responses of users when consuming non-controlled information items.
The studies were designed such that the users browsed content that was
retrieved in real time from the web, and their physiological responses were
measured using light-weight physiological sensors. This maximizes ecolog-
ical validity of the studies to real applications where users access specific
web services using different devices, while their responses are measured
using wearable technologies. While the experiments were designed in a
desktop environment and the signals were recorded using a high-quality
physiological amplifier, the studies allow demonstrating the potential for
physiological signals to indicate the user’s affective responses using light-
weight physiological sensors in realistic setups.
The study setups were inspired by widely used existing services that
could be enhanced by automatic detection of affective reactions from phys-
iological signals. The first experimental study presented in this chapter,
summarized in Section 5.1 and reported in Publication III, investigates
affective reactions to news reading in the context of sentiment analysis.
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The study was inspired by the most read Italian daily newspaper (both on
the Internet and on paper)1 which asks users to provide affective feedback
on the consumed content to mine the overall mood of their readers based
on the breaking news. Then, the experimental study summarized in Sec-
tion 5.2 which is reported in Publication IV, investigates humor detection
from comic strips in the context of user-generated content systems. The
study was inspired by one of the most used user-generated humorous web-
sites2, which employs user feedback on the humorousness of the content
to modulate the saliency of the extensive amount of data available. Refer
to the full publications which are reproduced at the end of this thesis for
further details on data collection, processing, and analysis.
5.1 Physiology for Affective Responses to News
Articles
5.1.1 Overview of the Study
We designed an experiment to study the physiological correlates of the af-
fective responses of users when consuming textual information encountered
in everyday situations. We selected news reading as the experimental stim-
ulus as it has intrinsically associated emotional content, while keeping the
user engaged and interested in it. Participants could freely read the news
of their choice from their favorite online news sources.
We recorded the EDA signals of 24 participants. Participants were in-
structed to browse news sites of their interest (typically between 1 and 3)
for a minimum of 45 minutes, up to 60 minutes. For each article read,
participants were instructed to provide affective feedback according to how
they felt after reading the article (i.e, “happy”, “sad”, “angry”, or “neu-
tral”). The goal of the experiment was to find out whether several affective
categories could be reliably associated with implicit measures inferred from
the physiological signals.
5.1.2 Findings
In order to study how physiological responses were associated with the par-
ticipants perceived affective content of the news articles, we compared phys-
iological responses to articles where the participant felt “happy”, “sad”, or
“angry” against articles where the participant felt “neutral”. The EDA
1Corriere.it
29gag.com
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data from 19 valid participants was separated into phasic, and tonic com-
ponents, through continuous deconvolution analysis [13], and skin conduc-
tance responses (SCRs) were extracted from the signal. We then com-
puted four features from the EDA signal, characterizing the overall tonic
activity (sumTonic), phasic activity (sumPhasic), amplitude of the SCRs
(meanAmpSCR), and frequency of SCRs (nSCR).
We compared the EDA responses of the participants for news articles
that received different affective feedback using Linear Mixed Models (LMM)
analysis owing to the unbalanced nature of the data. Figure 5.1 shows the
aggregated features over participants for each of the affective feedback cate-
gories, using the arithmetic mean, with 95% confidence intervals. Asterisks
indicate statistical difference with respect to the “neutral” category.
(a) sumTonic (b) sumPhasic
(c) meanAmpSCR (d) nSCR
Figure 5.1: Grand average with 95% confidence intervals for each of the four
EDA features and affective feedback categories, with signals averaged over
participants and articles. Asterisks indicate statistical difference respect to
the “neutral” category, at the levels of α = .05 (*), and α = .001 (**).
The results indicate that for all of the EDA features, there was no sta-
tistical difference between the “happy” and “neutral” categories. However,
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each EDA feature showed a statistically significant decrease for “sad” or
“angry” or both. Thus, news articles that elicited negative affect presented
lower levels of skin conductance response, hence, were less arousing.
5.2 Physiology for Affective Responses to Comic
Strips
5.2.1 Overview of the Study
We designed an experiment to study physiological signals for implicit in-
ference of affective reactions of users in response to non-controlled textual
information. We selected humor as a use case affective reaction, as the abil-
ity to infer implicit measures of humor can be applied to a wide range of
applications, including real-time adaptive conversational agents, or human-
centered implicit tagging. While humor has been investigated using physio-
logical measures, it has mostly been tackled using brain imaging techniques
such as functional magnetic resonance imaging (fMRI), which is less prac-
tical for realistic HCI applications [5, 129]. On the other hand, it presents
the advantage that it has widely been studied using other methods such as
content analysis or facial expressions analysis, providing a great ground for
comparison.
We recorded EDA, ECG, and EEG from 25 participants while they
browsed humorous web comics which were fetched in real-time from a pop-
ular user-generated humorous website3. Participants were asked to read
comic strips for a minimum of 45 minutes up to 60 minutes. Upon read-
ing a strip, participants were instructed to provide affective feedback to
indicate whether they found the comic strip funny or not, triggering the
presentation of the next strip.
5.2.2 Findings
The goal was to build predictive models from the recorded physiological
data to predict whether a comic strip was perceived as funny or not. This
was modeled as a two-class prediction setup: “funny” vs. “not funny”. We
generated a series of features to characterize the changes in each of the
physiological signals over the time participants spent reading a given comic
strip (i.e., a trial). Features were capturing different signal components at
different points of the trial (e.g., gamma EEG activity at the beginning of
39gag.com
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the trial, number of SCRs at the end of trial, inter-beat-interval over the
whole trial, etc.).
The data from 22 valid participants were divided into two subsets of 11
participants each. One subset was used to make decisions about the predic-
tion models, such as determining the best prediction and feature-selection
algorithms. The other subset was used to evaluate the predictive models.
We used random forests [18] as our prediction algorithm, which was the
algorithm that performed best among several algorithms that were tested.
Evaluation was carried out using two different approaches: a) across, which
followed a leave-one-participant-out cross-validation setup; and b) within,
which followed a leave-one-trial-out cross-validation setup. This allowed to
compare prediction performances of models trained using a participant’s
own data or using others’ data. Due to the data imbalance, we used area
under the ROC curve (AUC) as a performance metric of the predictive
models. AUC is a widely used and sensible measure, even under the class
imbalances of our scenario, and it is a comprehensive measure for compar-
ison between the different prediction models.
Figure 5.2 shows the classification performance of the models trained
using the different physiological sources in combination and separately, for
both evaluation approaches. Results show that combining the three dif-
ferent physiological sources improved the overall performance of the clas-
sifiers, and that individually trained models (within, average classification
performance of 0.73 in terms of AUC) performed better than across partic-
ipant models (across, average classification performance of 0.72 in terms of
AUC). Regarding classification models using individual physiological sig-
nals, ECG performed worse than EDA and EEG. The results for the latter
two in comparison are less clear, as their performances were generally sim-
ilar. In addition, we built models that used features generated from video
recordings of the participants’ faces. We evaluated both models using only
these features, as well as in combination with physiological features. As ex-
pected, models using facial video-recordings outperformed the ones using
physiological sources alone. However, on average and especially for some
users, physiological signals in combination with video recordings lead to
the greatest improvements in classification performances.
5.3 Contribution
The aim of this chapter is to address RQ2: Can physiological signals be used
for implicit affect inference of non-controlled textual information? The re-
sults reported in this chapter demonstrate the use of physiological signals to
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Figure 5.2: Individual classification performance in terms of area under
the ROC curve (AUC) for each of the 11 participants and physiological
signals (alone, and combined). Performance was computed training the
models based on the data of the remaining participants (left), and based
on the participants’ own data (right). Smaller black dots and dashed lines
indicate mean classification performance. Dashed horizontal lines indicate
chance performance, as well as averaged classification performance using
video-facial recordings alone and in combination with physiological signals.
infer the user’s affective responses to textual information items. Together,
the experimental studies reported in Publications III and IV, provide funda-
mental insights on physiological signals as potential candidates to generate
implicit measures of affect of textual information fetched in real time from
the web.
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First, results show that light-weight physiological recording setups can
effectively be used to indicate affective responses to non-controlled infor-
mation content. These results are encouraging when targeting light-weight
- potentially wearable - physiological recording technologies that can con-
tinuously monitor the users’ physiological signals in order to infer their
affective responses to textual information.
Further, results show that physiological measures can be used in combi-
nation with or as an alternative to other affect recognition methods. Signals
such as facial recordings from camera feeds are already ubiquitously avail-
able, and the results provide insight on how to use physiological signals
in combination with or as an alternative to these other sources of implicit
measures of affect.
40 5 Physiology for Implicit Inference of Affect
Chapter 6
Physiology for Real-Time Implicit
Interaction
Building computational models to use physiological signals to infer prop-
erties of the information items being consumed is essential towards the
validation of these signals for real-time implicit interaction. Up to this
point, the thesis has addressed physiological signals to generate measures
of relevance (RQ1, Chapter 4) and affect (RQ2, Chapter 5) of textual in-
formation. The final goal of this thesis is to validate physiological signals
not only to infer implicit measures describing the users’ responses to tex-
tual information, but also to be used for real-time implicit interaction with
textual information. Applying these models to working systems that make
predictions in real time, adds an additional complexity layer that needs to
be investigated. Real systems in real situations involve an intrinsic loss
of control over confounding factors as compared to experimental studies.
Thus, interaction paradigms that enable gathering implicit measures from
physiological signals without disrupting the users’ natural behavior, need
to be investigated.
In this chapter, brain signals are investigated to generate relevance mea-
sures of textual information in real time, and are used as implicit inputs
in real information retrieval systems. Out of the approaches investigated
when addressing RQ1 and RQ2, relevance prediction from brain signals
was selected to exemplify the use of physiology for real-time implicit in-
teraction with textual information for two main reasons. On one hand,
perception of relevance is one of the most noteworthy underlying cognitive
processes when users interact with information items. On the other hand,
brain signals remain one of the most intriguing physiological sources as
they directly target the source where relevance judgments are happening,
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and it is less clear how methods involving brain signals developed under
controlled experimental conditions transfer to realistic setups.
This chapter reports on two information retrieval systems that make
use of implicit relevance measures on textual information items from brain
signals. The systems allow showcasing both the benefits of using implicit
measures inferred from physiological signals for information filtering, as well
as generating real-time implicit measures; providing an answer to RQ3: Can
physiological signals reliably be used for real-time implicit interaction with
textual information?
The first system, summarized in Section 6.1 and reported in Publica-
tion V, uses an approach focused on demonstrating the feasibility of rec-
ommending new information based on measures from brain signals only.
The users inspect Wikipedia articles while relevance measures of words are
extracted from the brain signals. The trained models are then used to
recommend new information to the users. The second system presented
in this chapter, which is summarized in Section 6.2 and reported in Pub-
lication VI, is a fully integrated information retrieval system which uses
relevance measures generated in real time based on brain signals and eye
movements. The implementation of the system provides an instance of
how implicit measures can be generated in real time without disrupting the
users’ natural behavior. Refer to the full publications which are reproduced
at the end of this thesis for further details on system implementation, data
collection, processing, and analysis.
6.1 Physiological Signals for Information Filter-
ing
6.1.1 Overview of the System
We implemented a system that closes the human-machine interaction loop.
That is, users react to information items and their physiological signals are
recorded in order to infer measures of relevance, which are then used to
filter information, providing new potentially interesting information to the
users. The system uses relevance predictions made on simple words which
are then used to infer relevance over all words in the system. Words that
are both relevant and informative within the corpus are used to predict
the user’s search intention and, consequently, to recommend meaningful
documents.
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6.1.2 Overview of the Study
The document corpus used was the English Wikipedia, and documents were
defined as the first six sentences of a Wikipedia article. We recorded the
EEG signals of 15 participants while they performed a set of eight read-
ing tasks. In each reading task, participants were first presented with two
topics, which were randomly chosen from a list of 30 candidate topics, and
were asked to pick one as the topic of interest. Every reading task com-
prised six trials, each consisting of one sentence from the relevant and one
sentence from the irrelevant document. Each trial consisted of the sequen-
tial presentation of words, which the participants should “just read” and
during which their brain signals were monitored. Then, the participants
were presented with the words read previously and asked to rate them as
being “relevant” or “irrelevant”, which was needed to collect labels for the
data analysis.
6.1.3 Relevance Prediction Findings
Participant-specific prediction models were computed for each participant,
and the performance was evaluated on a leave-one-reading-task-out cross-
validation setup. The classification function was computed with regularized
linear discriminant analysis [46, 15], whereby the shrinkage parameter was
calculated with an analytic method [77, 109]. We used the AUC to quantify
the performance of the classifiers. Figure 6.1 shows the classification per-
formance in terms of AUC for each participant. For 13 out of the 15 partic-
ipants, the term-relevance prediction models performed significantly better
than a prediction model learned based on randomized feedback (hence hav-
ing AUC > 0.5; p < 0.05, within-participant permutation tests with 1000
iterations). For two participants, the predictions were essentially random
(AUC not significantly better than 0.5) and they were excluded from the
rest of the analyses. These findings are consistent with the ones presented
in Section 4.1.2.
6.1.4 Document Recommendation Findings
We used the relevant words –predicted from brain signals– for document
retrieval and recommendation, and evaluated the performance in terms of
cumulative information gain [62]. The cumulative information gain was
defined as the sum of the relevance scores assigned by three experts for the
documents that were ranked in the top-30 documents by the retrieval sys-
tem in response to the brain-based input. Figure 6.2 shows the document
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Figure 6.1: Individual classification performances in terms of area under the
ROC curve (AUC) of the 15 participants as distributed over the different
reading tasks. Asterisks indicate significantly better classification results
that the random baseline at the level of p < 0.05.
Figure 6.2: Individual retrieval performance for each of the 13 participants
in terms of average cumulative information gain (on a scale 0–3) based on
the top 30 retrieved documents for the participant. Asterisks indicate a
significantly better pooled information gain based on brain feedback than
random feedback retrieval, at the level of of p < 0.05.
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retrieval performance for each of the 13 participants that presented rele-
vance predictions above chance levels, in terms of mean information gain
(on a 3-point likert scale). For each participant, the figure shows the mean
information gain over all reading tasks based on brain feedback (blue bars)
and randomized feedback (purple bars). For 10 participants, the brain
feedback resulted in significantly greater information gain as compared to
randomized feedback (p < 0.05; two-sided Wilcoxon test).
6.2 Physiological Signals for Real-Time Implicit
Interaction
6.2.1 Overview of the System
In addition to showing the usefulness of physiological signals to infer im-
plicit measures to provide adaptation, such as information filtering, another
main challenge is to generate the measures in real time, while users interact
with the information system. To demonstrate real-time implicit interaction,
we implemented a fully integrated system that supports real-time implicit
relevance feedback from physiological signals. The implicit relevance feed-
back, together with explicit relevance feedback, is fed into the user model,
which allows the interactive information retrieval engine to refine accord-
ingly the next iteration of results to show to the user.
Before the user is able to engage in using the fully integrated system, the
physiological classifier, which is in charge of generating real-time implicit
relevance feedback, needs to be trained. This user-specific “calibration
phase” involves collecting enough user data in order to train the personal-
ized classifier, which is a common procedure in BCI systems [87]. To collect
training data for the physiological classifier, we use a dataset that closely
matches the application domain and consists of a set of topics and asso-
ciated keywords. During the “calibration phase” users are prompted with
a list of five topics, randomly selected from the dataset, and are asked to
select one as the topic of interest. Then, a series of keywords are shown to
the user, who is asked later to indicate the relevance to the selected topic.
This procedure is repeated for several topics until the system has gathered
enough data to train the physiological classifier. This procedure is similar
to the one described in Section 4.1.
Once the classifier has been trained, the user can proceed to the search
task that benefits from real-time implicit relevance feedback based on the
physiological signals (i.e., the “online phase”). The user initiates the search
by entering a query, which results in the first set of results retrieved by the
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system. To direct the search, users can open a view that displays a set
of keywords that are potentially relevant to their search. The users can
examine these keywords and provide explicit relevance feedback on one of
the keywords (by clicking on it to indicate that the keyword is relevant).
While users examine the keywords, the physiological classifier generates
implicit relevance feedback for each keyword fixated upon. The system then
takes into account both the explicit relevance feedback, and the implicit
feedback to estimate the user’s search intentions and return a new set of
results.
6.2.2 Overview of the Study
Sixteen participants took part in the final evaluation experiment. The goal
was to evaluate the feasibility to generate real-time implicit measures from
physiological signals, while users performed a simulated-work task inter-
acting with a fully integrated information system. After engaging in the
“calibration phase”, participants were given a topic and asked to interact
with the system in order to gather enough information to write an essay
about it. For evaluation purposes, the participants were prompted at the
end of each iteration with a dialog asking them to label the relevance of
the keywords they had fixated on.
6.2.3 Offline Relevance Prediction Findings
In order to evaluate the feasibility and performance of the system in pre-
dicting relevance, we first evaluated the classification performance in the
“calibration phase”. The data used in the “calibration phase” was con-
trolled and had the advantage that the same dataset was used to train
the classification models of the different users. Implicit relevance measures
were inferred from the EEG and eye tracking signals, for each keyword
on the screen that was fixated upon. For this purpose, high-dimensional
feature vectors were extracted from short epochs of the EEG signals, and
the fixation durations were appended to the corresponding feature vectors.
The classification function was computed with regularized linear discrimi-
nant analysis [46, 15], whereby the shrinkage parameter was calculated with
an analytic method [77, 109]. Further details regarding the physiological
classifier, in terms of feature extraction, signal contribution to the overall
model, and performance, can be found in the appended Publication VI, as
well as in the original publication by Wenzel et al. (2017) [130].
Classification performance was computed in terms of AUC and was
evaluated using a 10x10 cross-validation setup. To quantify the significance
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and the effect sizes of the implicit relevance feedback from the physiological
signals, we compared the classification performances against performances
from prediction models learned from randomized feedback. Standard per-
mutation tests were applied for significance testing [51].
Figure 6.3 presents the individual classification performances in the
“calibration phase”. Results show that the classification performance sig-
nificantly outperformed random predictions for 13 participants (hence hav-
ing AUC > 0.5; p < 0.05, within-participant permutation tests with 1000
iterations). For three participants, the predictions were essentially random
(AUC not significantly better than 0.5). These findings are consistent with
the ones presented in Section 4.1.2, and Section 6.1.3.
Figure 6.3: Individual classification performances of the 16 participants
in terms of area under the ROC curve (AUC) in the “calibration phase”.
Asterisks indicate significantly better classification results that the random
baseline at the levels of p < 0.05 (*), and p < 0.001 (**).
6.2.4 Real-Time Relevance Prediction Findings
The main challenge is to assess how well the classification performance
achieved in the controlled “calibration phase” transfers to the “online phase”.
In this phase, the implicit relevance measures are inferred from physiologi-
cal signals in real time, while users are engaged in a realistic information-
seeking task rather than a relevance assessment task. Further, the data
presented to the users is also generated in real time, as opposed to the
controlled dataset used in the “calibration phase”.
We implemented a user model that can estimate both the user’s current
search intent and the certainty of the relevance feedback provided by the
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user based on the limited feedback from keywords. The explicit feedback
is considered very certain, while the physiology-based implicit feedback is
uncertain, so their certainty is inferred from data. For example, if the im-
plicit feedback is in line with the previous history of feedback, particularly
with explicit feedback, then it will be inferred as certain and will contribute
to the user model. However, if it contradicts the system’s current belief,
then the inference system will consider it as an outlier. Further details on
the implementation of the user intent model can be found in the appended
Publication VI.
The participants whose classification performance in the “calibration
phase” was not significantly better than random were discarded from fur-
ther analyses. Furthermore, a participant had to be rejected from the
analysis due to problems in the logging during the execution of the exper-
imental task. For the remaining twelve participants, we studied how well
the classification performance achieved using the controlled “calibration
phase” transferred to the realistic search task in the “online phase”. This
was done by computing the classification performances in terms of AUC
both as directly predicted from the classifier in real-time, and as predicted
by the user intent model.
Figure 6.4 shows the classification performances in the offline “cali-
bration phase” and for the real-time search task in the “online phase”.
Overall, results show that the classification performances achieved using
the controlled dataset in the “calibration phase” transferred to the real
search task in the “online phase”. The overall distribution across partic-
ipants remained above random classification levels when considering the
relevance predictions based only on the physiological signals (Figure 6.4,
middle). Furthermore, the user model was able to correct the noisy im-
plicit relevance feedback, improving the overall performance and leading to
performances above chance levels for 10 of the 12 participants (Figure 6.4,
right).
6.3 Contribution
The aim of this chapter is to address RQ3: Can physiological signals re-
liably be used for real-time implicit interaction with textual information?
The results reported in this chapter demonstrate the use of physiological
signals in real time to generate measures to be used for implicit interac-
tion in realistic setups. Together, the systems reported in Publications V
and VI provide evidence of how physiological signals can be implemented
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Figure 6.4: Individual classification performance in terms of area under the
ROC curve (AUC) for each of the 12 participants. Left: offline prediction
in the “calibration phase”. Middle: physiological prediction in the “online
phase”. Right: user intent model prediction in the “online phase”. Smaller
black dots and dashed lines indicate mean classification performance.
in interactive information systems in order to provide implicit interaction
channels for real-time adaptation.
First, results show that implicit measures extracted from physiological
signals on textual information can be used to recommend new information
to users. The results indicate that physiological signals can be used not only
to extract implicit measures of relevance, but also that these can effectively
be used for system adaptation, closing the bio-cybernetic loop.
Further, results show the feasibility of reliably generating implicit phys-
iological measures in real time, while users perform realistic tasks using
interactive information systems. Models that are trained using a separate
relevance assessment task prove to be transferable to realistic simulated-
work tasks, providing reliable implicit relevance measures in real time.
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Chapter 7
Discussion
This thesis has explored the use of physiological signals for implicit inter-
action with textual information. The research was broken down into three
research questions (RQ1 - RQ3), which were addressed in Chapters 4-6 re-
spectively. Below I provide a summary of the main contributions before
discussing the implications of the research. Then, I discuss the limitations
of the proposed approach and point out directions for continuing the re-
search, prior to concluding remarks.
7.1 Summary of the Main Contributions
Chapter 4 studied the potential of physiological signals to infer relevance
properties of textual information items (RQ1). Following, Chapter 5 ad-
dressed physiological signals in regard to implicit affect inference of non-
controlled textual information (RQ2). Finally, Chapter 6 tackled physi-
ological signals for real-time implicit interaction with textual information
(RQ3). The research presented in these chapters led to the following main
contributions which, together, present a comprehensive approach to physi-
ological signals for implicit interaction with textual information.
C1: Demonstrating the use of physiological signals to infer the user’s per-
ceived relevance of textual information (RQ1)
C1.1: Building predictive models from physiological signals that out-
perform chance levels
C1.2: Identifying the spatial and temporal structure of relevance re-
flected in different physiological signals
The work summarized in Chapter 4, reported in Publications I and II, ad-
dresses RQ1 by demonstrating the use of different physiological signals to
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infer measures of relevance of textual information items. In Publication I,
we use brain signals as measured by EEG to infer relevance of single terms.
Then, in Publication II, we use skin conductance and facial muscle activity,
as measured by EDA and fEMG respectively, to infer relevance of text snip-
pets. We demonstrate in both cases that physiology-based predictive mod-
els outperform random models, representing classification improvements of
11.72% for selected features of the brain-based models, and 14.22% for se-
lected features of the EDA and fEMG-based models. While the accuracies
of the predictions are to some extent low, the studies establish physiolog-
ical signals as valid candidates to generate implicit relevance feedback of
textual information. In addition, we identify how and at which point in
time relevance judgments are most prominently reflected in the physiology.
More specifically, relevance of terms from brain signals are shown to be
most reflected in the Alpha activity (8-12 Hz), and on the event-related
potentials, maximizing at 757 milliseconds after stimulus onset. Relevance
of text snippets is reflected with a peak in the EDA signals following 4 to
6 seconds after the relevance judgments, while most discriminative differ-
ences are found in fEMG around 1 second after the relevance judgment.
The contribution to the body of work does not only rely on the fact that
physiological signals are studied in response to textual information, but
also on the insights given regarding the temporal and spatial structure of
relevance as reflected in the physiological signals.
C2: Demonstrating the use of physiological signals to infer the user’s af-
fective responses to textual information (RQ2)
C2.1: Using light-weight physiological recordings to indicate affective
responses to non-controlled information content
C2.2: Proving that physiological measures can be used in combination
or as alternative to common affect recognition methods such as
facial recordings
The work summarized in Chapter 5, reported in Publications III and IV,
addresses RQ2 by demonstrating various uses for physiological signals to in-
dicate affective responses to information items. The work especially targets
measuring physiological responses to information items which are fetched
in real time from the web, and that consist mostly of textual content.
In Publication III we target skin conductance, as measured by EDA, to
indicate affective responses to news reading. We demonstrate that a light-
weight physiological recording sensor can be used to indicate measures of
affective responses to information content being consumed under realis-
tic situations. We show that lower levels of skin conductance are found
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when reading news that elicit negative emotions, as compared to neutral
or positive news articles. Then, in Publication IV we target light-weight
sensors to measure cardiovascular activity, skin conductance, and brain
activity (using ECG, EDA, and EEG respectively) to capture the user’s
affective reactions to humorous content. We showcase the potential for
physiological signals to generate meaningful implicit measures to capture
humor appraisal, achieving averaged classification performances of 0.73 in
terms of AUC when using all of the recorded physiological signals in user-
specific trained models. Moreover, the highest classification performances
are found when combining physiological signals with video recordings of
the participant’s face (with an average classification performance of 0.88
in terms of AUC). This illustrates the potential for physiological sources
to be used as a complement or as an alternative to other well-established
implicit measures of affect detection such as facial recordings. Thereafter,
together, the results provide a contribution to the previous research work
as they demonstrate that light-weight physiological signals can successfully
be used to indicate affective responses of textual information, without the
need of having highly controlled measurement environments.
C3: Demonstrating the use of physiological signals for real-time implicit
interaction with textual information (RQ3)
C3.1: Recommending new information using implicit measures extracted
from physiological signals
C3.2: Reliably generating implicit physiological measures in real time
The work summarized in Chapter 6, reported in Publications V and VI,
addresses RQ3 by demonstrating the use of physiological signals for real-
time implicit interaction with textual information. In Publication V, we use
measures of relevance extracted from brain signals in order to recommend
new information to the users. The publication validates the use of implicit
measures from physiological signals for implicit interaction, constituting
presumably one of the first proof-of-concept systems that have performed
automatic information filtering on the basis of brain activity alone. In
fact, the recommended information leads to an improved information gain
for 75% of the participants for which relevance predictions are statistically
better than by chance. Then, in Publication VI, we demonstrate the gener-
ation of real-time implicit measures from physiological signals. We present
a fully integrated information retrieval system that uses real-time implicit
relevance measures from brain signals and eye movements, in combination
with explicit feedback, to estimate the user intent and present the next it-
eration of results. The system exhibits an interaction paradigm that uses a
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separate task to calibrate the physiological classifier, which allows the gen-
eration of reliable implicit physiological measures in real time for 80% of
the participants for which the relevance predictions are statistically better
than by chance in the separate calibration task. Jointly, these results repre-
sent a substantial contribution to the body of work, as, to the extent of my
knowledge, they are the first to demonstrate textual information filtering
on the basis of physiological signals alone, as well as the first to demon-
strate the generation of implicit relevance measures on textual information
in real time within a fully integrated system.
7.2 Implications of the Research
Overall, the research holds implications for general human-computer inter-
action (HCI), as C1-C3 contribute to emerging interaction approaches be-
tween man and machines. Implicit interaction paradigms are increasingly
being investigated as they provide novel interaction possibilities that do
not rely on the users’ active engagement with the systems. These interac-
tive paradigms are raising attention as the interaction with computerized
systems and devices is becoming more pervasive and ubiquitous. While
physiological recordings become less intrusive and wearable, they provide a
completely new perspective and exciting possibilities for implicit interactive
scenarios in HCI.
The main contributions of this thesis can be grouped roughly into two
research themes: a) capturing the user’s responses to information items (C1
and C2), and b) providing implicit input for human interaction with infor-
mation items (C3). The two research themes hold separate implications for
a variety of research fields.
The first theme, which concerns using physiological signals to character-
ize the user’s responses to information items, holds more direct implications
for fields related to information access, namely information retrieval, rec-
ommender systems, and user modeling. C1 provides insight on how physio-
logical signals can be used to gather implicit relevance measures of textual
content. Perception of relevance is crucial for capturing the user’s informa-
tion needs, which is a central aspect for improved retrieval, recommendation
and personalization of information. Further, C1 and C2 have implications
for automatic content annotation, as physiological signals present them-
selves as candidates to generate additional meta-data to better describe
the information items within a domain. In Publication III we present the
physiological text annotation framework, which exemplifies how the dif-
ferent findings presented in this thesis can be used for implicit content
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annotation. The framework proposes attaching physiological measures to
textual content as additional meta-data. These annotations can then be
used in addition to, or complementing, other annotation mechanisms that
could be explicit (e.g., user tags), or implicit (e.g., dwell time). One of
the possible uses for the annotations is to enable information recommen-
dation. Affective recommender systems have been defined as recommender
systems that use affective responses of the users as contextual information
to provide recommendations [121]. While the gathering of affective mea-
sures have been centered using explicit feedback or affective signals such as
facial recordings [92], C2 provides insight on how these affective measures
can be gathered using physiological signals.
The second theme, which concerns using physiological signals to provide
implicit input for human interaction with information items, is especially
relevant for the field of physiological computing systems. Physiological
computing systems refer to systems that use physiological signals for real-
time adaptation [40]. C3 bridges the fields of information retrieval and
physiological computing systems, as it demonstrates the use of physiolog-
ical signals for real-time adaptation using a fully integrated information
retrieval system. More specifically, C3 holds great implications for brain-
computer interfaces (BCIs), namely for passive brain-computer interfaces.
Traditional BCIs use active engagement of the users in order to provide
control input to computerized systems. Passive BCIs, on the contrary, fo-
cus on monitoring the user’s brain signals for implicit interaction, that is,
for BCIs that do not require active engagement from the user [30, 134]. C3
provides solutions for passive BCIs in information retrieval, contributing to
the field of neuro-information retrieval systems [53].
7.3 Limitations and Future Work
This thesis has provided evidence that it is possible to generate reliable im-
plicit measures describing the interaction of users with textual information,
besting chance levels. However, one of the main limitations encountered in
the research is the generally low classification performances, namely in the
relevance case as the recognition rates are consistently below 70%. There-
after, when using these types of measures for implicit interaction, it is
necessary to investigate ways to make use of these high-throughput, but
uncertain measures. One possibility is to build a user model that considers
previous relevance feedback values (which could potentially come from dif-
ferent sources), and uses it to estimate the likelihood of a classification to
be accurate. This is the approach presented in Section 6.2. Other possibil-
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ities include using descriptive information about the information domain
to mitigate the downsides of misclassified measures, or collecting repeated
measures in order to accumulate evidence towards more reliable predic-
tions. An example is the work by Wenzel et al. (2017), where they use
brain and eye signals to infer the relevance of keywords known to belong to
a certain category, in order to predict the category of interest (e.g., “chair”
and “table” belonging to the category “furniture”). The study shows the
benefits of using domain knowledge by repeatedly aggregating individual
predictions on words in order to infer broader categories of interest [130].
Another limitation that I consistently encountered at various stages of
my research is the high variability across users in terms of classification
performances. More importantly, be it studying measures of relevance or
affect, results show that predictive methods do not perform better than the
chance level for a non-negligible portion of the participants. This can be
attributed to the fact that brain-computer interface control has proven to
not work for around 15 - 30% of users [2, 16]. Analogously, EDA has also
proven to be unresponsive in the case of some users [125]. Novel methods
have been proposed to mitigate the issue [126], however, it remains unclear
how to completely avoid this drawback. Future work addressing physiolog-
ical signals for implicit interaction should take this into consideration by,
for instance, involving richer models that could bridge this limitation.
The recording devices used in the research, while being considered non
intrusive in terms of physical interventions, are still cumbersome (especially
EEG recordings), which represent a limitation regarding the applicability of
the proposed methods to widely used applications. This is especially prob-
lematic as these sensors take time to set up, and in some cases a trained
person is required to set them up correctly. Novel wearable devices that
allow the measurement of EEG and other physiological signals in a less
cumbersome manner already exist [47, 56]. However, at this stage, it is still
unclear how these devices can be used to implement the type of interaction
paradigms proposed in this thesis, especially due to the increase in signal-
to-noise ratio, which would most likely worsen the reliability of the implicit
measures extracted from physiological signals. As a matter of fact, with
this concern in mind, light-weight physiological recording setups were con-
sidered in the studies presented in Section 5. These setups were investigated
to generate measures of affect, and it is less clear how they would work for
other types of implicit measures. Thus, future work should study in more
detail what type of implicit measures describing the interaction between
users and information items, and under which setups, can be inferred using
lighter-weight, and ultimately wearable recording technology [73, 80, 133].
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Section 6.2 presented an interaction paradigm that facilitates the gen-
eration of real-time implicit measures from physiological signals, without
disrupting the user’s natural behavior when performing search tasks. The
main hindrance of the proposed approach is that the user must spend some
amount of time prior to using the system, in order to provide calibration
data to train the user-specific models. This presents a limitation towards
the application of these methods for everyday use, as users are unlikely to
be willing to spend large amounts of time to set up the sensors and calibrate
the system before they are able to engage in their task. To mitigate this is-
sue, future work should investigate alternative approaches to unobtrusively
collect training data for providing real-time implicit interaction. Models
that can learn from the interaction of other users [42, 43], or self-training
methods [95, 110] are some of the research directions to be investigated.
Lastly, while this thesis has addressed physiological signals to indicate
relevance and affect separately, in some cases one cannot completely sepa-
rate the two constructs. In fact, affect plays a role in the relevance judgment
process, as factors such as the overall search experience, system responsive-
ness or difficulty of the task may influence the user’s affective state and,
in turn, the way in which the information items are perceived. Such an
affective component of the relevance judgment process has been defined in
information science as affective relevance [108]. For instance, a user might
feel annoyed by a system that does not match her expectations, in turn
influencing the way she perceives the results of the system. In this case,
the affective state of the user plays a role in the process of perceiving the
relevance of information items [32]. Future work research should extend the
presented results, assessing scenarios where relevance and affect might be
more intertwined, further helping to bring the notion of affective relevance
from information science theory to real information systems [10].
7.4 Conclusion
This thesis is the result of close to four years of research that has led to
six original publications. The thesis goes beyond the individual publica-
tions, by providing an understanding on how to utilize physiological signals
as implicit inputs for human interaction with textual information. This is
achieved by focusing on three research areas. First, physiological signals
are investigated to indicate measures of how relevant users perceive textual
information. Second, instances of how physiological signals can be used
to indicate affective reactions to textual information are provided. Last,
real-time implicit interaction using physiological signals is demonstrated by
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presenting two systems that allow information filtering based on physiolog-
ical signals alone, as well as real-time generation of implicit measures from
physiological signals.
The thesis provides both basic and applied research on the topic of
implicit interaction with textual information using physiological signals.
This sheds light on the potential that these signals have to enrich every-
day human-computer interaction. Furthermore, it helps to identify the
main challenges that remain to be addressed for such interactive setups to
be adopted in everyday systems. Altogether, this thesis contributes to the
development of the next generation computer systems that will utilize ubiq-
uitously available physiological measurements through wearable recordings,
as implicit interactive inputs.
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G. Jacucci, and S. Kaski. Natural brain-information interfaces: Rec-
ommending information by relevance inferred from human brain sig-
nals. Scientific Reports, 6(1):38580, dec 2016.
[39] S. Fairclough and K. Gilleade. Construction of the biocybernetic
loop. In Proceedings of the 14th ACM international conference on
Multimodal interaction - ICMI ’12, page 571, New York, New York,
USA, 2012. ACM Press.
[40] S. H. Fairclough. Fundamentals of physiological computing. Inter-
acting with computers, 21(1-2):133–145, Jan. 2009.
[41] S. H. Fairclough and K. Gilleade. Advances in Physiological Comput-
ing. Springer Publishing Company, Incorporated, 2014.
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