Abstract. The Gabbay-Pitts nominal sets model provides a framework for reasoning with names in abstract syntax. It has appealing semantics for name binding, via a functor mapping each nominal set to the 'atomabstractions' of its elements. We wish to generalise this construction for applications where sets, lists, or other patterns of names are bound simultaneously. The atom-abstraction functor has left and right adjoint functors that can themselves be generalised, and their generalisations remain adjoints, but the atom-abstraction functor in the middle comes apart to leave us with two notions of generalised abstraction for nominal sets. We give new descriptions of both notions of abstraction that are simpler than those previously published. We discuss applications of the two notions, and give conditions for when they coincide.
Introduction
Programming languages and formal calculi frequently feature syntactic constructs called names, or object-level variables. When combined with binding constructs, rendering names anonymous within their scope, technical and conceptual issues arise that have attracted much research in recent years. Some such constructs bind not just a single name at a time, but a set, list, or pattern of names; as yet there is no convincing general theory for such binders [1] .
One of the most prominent approaches to names and binding is the nominal sets model [10, 16] . Nominal sets provide a mathematical model in which names exist as first-class citizens, manipulated by permutations. This model supports reasoning techniques that closely match pen-and-paper practice, in which we often explicitly manipulate bound names. Nominal sets have inspired a literature too extensive to summarise here, with nominal variants offered of everything from equational logic [4] , to interactive theorem proving [24] , to game semantics [23] .
Binding in nominal sets is elegantly captured by a construction called atomabstraction; for each nominal set X we define a new nominal set, written [A]X, which can be thought of in two ways: as a set of pairs of names and X-elements
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quotiented by legal renamings, and as a function mapping free names to Xelements. For example, [A]A (names abstracted over names) contains pairs such as (a, a), equivalent to (b, b) but not equivalent to (b, a), or alternatively contains functions such as λx.x and λx.a.
It is worth dwelling on this dual description of [A]X as (quotiented) product and (partial) function space. We can use the language of category theory to capture this intuition more firmly. The map X → [A]X extends to an endofunctor [A]-on the category of nominal sets with both left and right adjoints:
Attention was first drawn to this chain of adjunctions by [15] . It immediately tells us that atom-abstraction has nice properties, preserving all limits and colimits. More intriguingly, the leftmost functor comes via a sort of product, and the rightmost functor via a sort of function space. This can be compared to the cartesian closure adjunction -×X X → -, which gives the standard relationship between products and function spaces. Hence [A]X is somehow amphibious, both a product and a function space. As [6] puts it, atom-abstractions are "constructed like a pair... but destructed like a partial function". Atom-abstraction nominal sets as a semantics for binding one name at a time are now well established; what of applications involving more complex binding? Such applications, such as the functional programming operator letrec that binds lists of names simultaneously, are known to be imperfectly modelled by one-ata-time binding -see [1, 21, 24] for varied discussions on this point. This paper explores and critiques the fundamental mathematics that could provide a nominal sets semantics for such general binding. Concretely, we will try to generalise the atoms-abstraction construction [A]Y by replacing the set of names A with other nominal sets X, such as the nominal set of lists of names.
The adjunctions of (1) offer one approach to this generalisation, as the functors -⊗A and - [A] easily generalise to functors -⊗X and - [X] . These generalisations remain left and right adjoints respectively, but an interesting thing happens: the right adjoint of -⊗ X and left adjoint of - [X] do not in general coincide. Thus we have two notions of generalised abstraction, one of which is constructed like a pair, and the other of which is destructed like a partial function. Summarising our situation, we have
where X − * -and [X]-coincide in the case that X = A, but not in general.
The left hand adjunction of (2) is known to exist for general category theoretic reasons, because ⊗, called here the separated product, is related to the 'Day convolutions' of [5] . We call its closure the separating function space, and use the 'magic wand' notation from the logic of Bunched Implications (BI) [18] . However this category theoretic view does not yield an accessible nominal set theoretic construction, and such concrete constructions have been key to the succesful applications of nominal techniques. The closest we have to such a construction is [19, Sec. 3.3] , which involves a tricky quotient on partial functions and selection of canonical members from each equivalence class. In Sec. 3 we will give a considerably simpler and more intuitively appealing construction.
Conversely, the construction [X]-was established in [9, Sec. 6] and implemented in the language FreshML [22] . It has been given the name generalised abstraction and notation matching that name; we will harmonise with the literature on this, at the risk of implying it is the only generalisation of atomabstraction worth considering. To our knowledge, the right hand adjunction of (2) was first explicitly observed in the unpublished [17] , although it is a corollary of the earlier [19, Prop. 3.3 .32]; in Sec. 4 we will sketch this adjunction, along with a novel treatment of generalised abstractions as equalisers.
Sec. 5 will give necessary and sufficient conditions under which these notions of abstraction coincide, as they do for A. The 'sufficient' direction is due to [19, Sec. 10 .3]; here we restate that proof in terms of our simple notion of separating functions, and give the 'necessary' direction also. Finally, Sec. 6 will look at applications and limitations of these mathematical developments.
Nominal sets
This section gives us a brief overview of nominal sets; [16] or [3, Cha. 2] provide more leisurely introductions to the area. Definition 2.1. Fix a countably infinite set A of atoms. The set Perm of (finite) permutations consists of all bijections π : A → A whose non-trivial domain
is finite.
Perm is a group, with multiplication as permutation composition, π π(a) = π (π(a)), and identity as the permutation ι leaving all atoms unchanged. 
All the tuples of atoms we use in this paper will be so disjoint. Take a = (a 1 , . . . , a n ), a = (a 1 , . . . , a n ) ∈ A (n) with mutually disjoint underlying sets. Then their generalised transposition is ( a a ) (a 1 a 1 ) · · · (a n a n ) .
Definition 2.3.
A Perm-set is a set X equipped with a function, or Perm-action,
Given such a Perm-set X we say that a set of atoms a ⊆ A supports x ∈ X if for all π ∈ Perm, supp(π) ∩ a = ∅ implies that π · x = x. Definition 2.4. A nominal set is a Perm-set X with the finite support property: for each x ∈ X there exists some finite a ⊆ A supporting x.
If an element x is finitely supported then there is a unique least such support set [10, Prop. 3.4 ], which we write supp(x) and call the support of x.
Given nominal set elements x ∈ X, y ∈ Y , if supp(x) ∩ supp(y) = ∅ then we write x # y, and say that x is fresh for y, or equivalently that y is fresh for x.
Remark 2.5. The atoms A can be seen as a set of names, and the support of a nominal set element as its set of free names. The finite support condition reflects that for most notions of syntax, terms may have only finitely many free names. It is a useful condition because it allows us to uniquely define the support of an element, and hence always find names that are fresh for, or not free in, that element.
Example 2.6. (i) Any set is a nominal set under the trivial Perm-action π·x = x;
Perm is a nominal set given the conjugation action π · π = ππ π −1 ; support is as (3). (iv) P f in (A), the set of finite sets of atoms, is nominal given the element-wise Perm-action; supp(a) = a. (v) Given nominal sets X, Y , the usual product X × Y is nominal given the element-wise Perm-action; supp((x, y)) = supp(x) ∪ supp(y). We write the n-fold product of X as
This is nominal with the same element-wise action and supports as X × Y , and is called the separated product of X and Y . The n-fold separated product of X is written X (n) , as with (4). (vii) The usual disjoint union X + Y , with typical members (x, 1) or (y, 2), is nominal given the Perm-actions and supports inherited from X, Y . Where there is no confusion we will omit the indices.
Definition 2.7. We can define a Perm-action on the functions f : X → Y by applying the evident action to their graphs, i.e.
Functions between nominal sets are not necessarily finitely supported under this action; we call the functions that are so the finitely supported functions.
A function that has empty support under this action is called an equivariant function; this property has the equivalent formulation
The category of nominal sets, written Nom, has as objects, nominal sets, and as arrows, equivariant functions between them. Remark 2.9. Nom has much categorial structure; it is a Grothendiek topos. We in particular note, without proof, that it has initial object ∅ and terminal object 1 = {•} under the trivial Perm-actions (Ex. 2.6(i)), that Ex. 2.6(v) and (vii) define its binary product and coproducts, and that its exponential from X to Y is the nominal set of functions X → Y finitely supported under (5).
Lemma 2.10. The following are useful basic facts about nominal sets. We will use them often in this paper, usually without specific reference:
(i) Given an atom a ∈ A, a # x if and only if for some atom a # (a, x), we have (a a ) · x = x, if and only if for any atom a # (a, x), we have
We now present the standard atom-abstraction construction, which gives semantics for name binding operations such as λ-abstraction:
for some atom b # (a, a , x, x ). This defines an equivalence relation; write the class containing (a, x) as a x and call such a class the atom-abstraction of a on x. This relation is equivariant, i.e.
The set of atom-abstractions of a on x as a ranges over A and x over X hence forms a nominal set under the action π · a x π(a) (π · x). Write this nominal set [A]X, and call its members the atom-abstractions on X.
This construction extends to a functor [A]-: Nom → Nom by, given equiv-
Definition 2.12. The separated product construction X ⊗ Y of Ex. 2.6(vi) extends to a monoidal operation on Nom under the evident action on equivariant functions. This gives rise to a functor -⊗ X : Nom → Nom for any X. Definition 2.13. For any nominal sets X, Y define the nominal set of freshening functions from X to Y by
{f : X → Y | f is finitely supported, and ∀x ∈ X. x # f (x)} .
is the set of functions whose graphs draw elements from X ⊗Y . This extends to a functor - [X] : Nom → Nom in the evident manner: given equivariant g :
Theorem 2.14. We have the adjunctions
Proof. By Thms. 3.6, 4.5, and 5.5 below. We note here only that the co-unit of the left hand adjunction, with components ε X : [A]X ⊗ A → X, is called concretion, and is defined by
It is in this sense that atom-abstraction is destructed like a function space.
Separating functions
In this section we will define the closure of the separated product ⊗: a binary connective − * with the adjoint property -⊗ X X − * -for any nominal set X. Such a closure condition can be compared to the standard cartesian closure relating products and function spaces. As ⊗ is a sort of product, we will not be surprised to find that − * forms a sort of function space.
Definition 3.1. Given sets X, Y , the partial functions f : X Y are the functions f : dom(f ) → Y for dom(f ) ⊆ X. We say f (x) ↓, and that f (x) converges, if x ∈ dom(f ). We say f (x) ↑, and that f (x) diverges, if x ∈ X − dom(f ).
Given nominal sets X, Y and a partial function f : X Y , we can define a Perm-action on f by the Perm-action on its graph, i.e.
The nominal set X f s Y is the set of partial functions X Y finitely supported under (6). Definition 3.2. Given nominal sets X, Y a separating function f from X to Y is a finitely supported partial function satisfying
This defines a nominal subset of X f s Y , which we write X − * Y and call the separating function space from X to Y . 
Proof. The converse holds for any finitely supported f : Say a ∈ supp(f (x)) − supp(x) for some x ∈ dom(f ). Take a # (a, x, f ), so (a a ) · f (x) = f (x). To see that a ∈ supp(f ) we will show that f, (a a ) · f disagree on x. a, a # x implies that (a a ) · x = x, so f (x) ↓ implies that ((a a ) · f )(x) converges to (a a ) · f (x) by (6). This is not equal to f (x), as required. It therefore must be that f is partial and that its domain be entirely determined by its support; otherwise we would not have total evaluation, or would have nonidentical functions that evaluate identically. This restriction (here, Def. 3.2(i)) is also found in [19, Sec. 3.3] .
A counter-example helps to motivate Def. 3.2(ii). Following the 'sharing interpretation' of the logic BI [18, Cha. 9], if we interpret names as resources, and supports as the resources claimed by each element, then ⊗ is a 'non-sharing' product, and we would expect its closure to consist of functions that cannot access their arguments' supports. But consider the partial function ↑ a : A 1 that diverges on a and converges elsewhere. This obeys Def. 3.2(i), as supp(↑ a ) = {a}, yet it needs to access its argument's support to determine divergence. However the right hand side of (7) is empty, so ↑ a / ∈ A− * 1, so Def. 3.2(ii) fails. (iii) The separating functions (1+A)− * A are defined, for each a ∈ A, by mapping
• → a and then (1) as the identity on A except diverging on a, (2) sending all atoms to a except diverging on a, or (3) for any b = a, sending all atoms to b except diverging on {a, b}. 
Each ε Y is straightforwardly total and equivariant. We must show that for any
The map z → a z is straightforwardly equivariant, so a z ⊆ supp(z) by Lem.
2.10(ii). Now letf :
where a is an ordering of supp(z) ∩ supp(x) and a is a tuple of the same size fresh for (z, x). Then wheref (z)(x) ↓ we may picture the elements' supports as
Evidently ( a a ) · z # x, so f (( a a ) · z, x) is well-defined. To see thatf is welldefined we must check that it does not depend on our choice of fresh a . To do this we first prove a # f (z, ( a a ) · x) .
Suppose b is in the support of both sides of (11) . Now (b, z) # ( a a ) · x, so b ∈ a z by (9) . But a z # x and b ∈ supp(x) by definition, so by contradiction (11) holds. Because f is equivariant we can then apply ( a a ) to both sides of (11) to get a # f (( a a ) · z, x), which is sufficient to conclude that our choice of fresh a is arbitrary.f is hence a function; equivariance is straightforward. The diagram (8) commutes because if we start at (z, x) ∈ Z ⊗ X then a z # x, and a in (10) is empty, sof (z)(x) converges to f (z, x).
We next confirm thatf (z) is a separating function.f (z)(x) ↓ iff a z # x by (10), so Def. 3.2(i) holds if supp(f (z)) = a z . Def. 3.2(ii) asks further that supp(f (z)) equals
We start by showing that a z equals (12) . Taking a ∈ a z , there exists x ∈ X such that x # z and a ∈ supp(f (z, x)) − supp(x). Thenf (z)(x) = f (z, x), so a is in (12) . Conversely, take a in (12) . There exists x ∈ dom(f (z)) such that a ∈ supp(f (z)(x)) − supp(x). Nowf (z)(x) = f (( a a ) · z, x), and a # x implies a # a, and f is equivariant, so we can apply ( a a ) to both sides of a ∈ supp(f (z)(x)) − supp(x) to yield a ∈ supp(f (z, ( a a ) · x)) − supp(( a a ) · x). But ( a a ) · x # z, so a ∈ a z by (9) . By Lem 3.3 we need only now show (by contrapositive) that supp(f (z)) ⊆ a z . The equivariance off and Lem. 2.10(ii) tell us that a # z implies a #f (z), so we need only consider a ∈ supp(z) − a z . We will show that, given fresh atom a ,
Now, taking any x on which they converge, we will show thatf (z)(x) = ((a a ) ·f (z))(x). Byf 's equivariance and (10), this asks that
where a orders supp(z) ∩ supp(x), b orders supp((a a ) · z) ∩ supp(x), and a , b are chosen fresh. If a ∈ supp(z) ∩ supp(x) then ( a a ) and ( b b )(a a ) coincide (given an appropriate choice of fresh variables), so (13) holds. Otherwise, say a # x, in which case a = b. Now because a / ∈ a z and x ∈ dom(f (z)), we have a / ∈ supp(f (( a a ) · z, x)) − supp(x) by (9), and so a )( a a ) · z, (a a ) · x) . This is the right hand side of (13) because a # (x, a).
Finally, confirmation thatf is uniquely determined is routine. Proof. Given equivariant g : X → X, h : Y → Y , apply the adjunction to
Theorem 3.8. X − * -has no right adjoint in general.
Proof. It suffices to find some nominal set X, and some colimit in Nom, such that this colimit is not preserved by X − * -. Now
has two elements. 
Generalised abstraction
Lemma 4.1. Given nominal sets X, Y , we can define an equivalence relation ∼ on X × Y by setting, for all permutations π # (supp(y) − supp(x)),
recalling that π · (x, y) = (π · x, π · y).
Proof. For reflexivity, set π = ι. For symmetry, (π · x, π · y) ∼ π −1 · (π · x, π · y) by the equivariance of supp and set minus. Transitivity is similarly straightforward. where - [X] is the freshening function functor of Def. 2.13
Proof. In the case X = A, the proof is [8, Thm. 9.6.6], although the language of adjunctions is not explicitly used there. The general situation [17] holds similarly:
Theorem 4.6.
[X]− has no left adjoint in general.
Proof. It suffices to find some limit in Nom not preserved by [X]-for some X.
[A 2 ]1 has two distinct objects:
They are not equal because there is no permutation π such that π · ((a, a),
The next theorem gives a novel description of generalised abstractions as (isomorphic to) certain nominal subsets of finite atom-set abstractions. 
Proof. The forgetful functor Nom → Set reflects equalisers, so we need only observe that [X]Y is isomorphic to the usual equaliser via the bijective map x y → supp(x) (x, y).
When do separating functions and generalised abstraction coincide?
From Exs. 3.5(iii) and 4.4(ii) and Thms. 3.8 and 4.6, we see that X − * Y and
[X]Y are not always isomorphic. Thm. 5.5 will specify when they do coincide.
Example 5.2. (i)
A is transitive and strong.
(ii) P 2 (A), the nominal set of unordered pairs of atoms with the element-wise Perm-action, is transitive but not strong: (a b) · {a, b} = {a, b}, but it is not the case that (a b) # {a, b}. (iii) A(iii) Say X is not strong, so we have π · x = x with supp(π) ∩ supp(x) = ∅. Say supp(x) − supp(π) has n elements, and suppose for contradiction that there existed a total equivariant function f : X → A (n+1) . supp(f (x)) ⊆ supp(x) by Lem. 2.10(ii), and because supp(f (x)) has n + 1 elements it is too big to contain just supp(x) − supp(π); it must contain some a ∈ supp(x) ∩ supp(π).
, but this Perm-action is just the element-wise action on lists, so π(a) = a. This contradicts a ∈ supp(π), so there are no equivariant functions X → A (n+1) . But the total equivariant functions are the only emptily supported elements of separating function spaces, so X − * A
has no emptily supported elements. Conversely, let a be an ordering of (supp(x) − supp(π)) ∪ {a}, where a ∈ supp(π) ∩ supp(x). Then x a is an emptily supported element of [X](A Proof. We first check that for any ( x y, x ) ∈ [X]Y ⊗ X there exists such a permutation π. Because X is transitive there exists a permutation π such that π · x = x . Let a order supp(π ) ∩ supp( x y), so a # (x, x ), and let a be a fresh copy. Then ( a a )π ( a a ) · x = ( a a )π · x = ( a a ) · x = x . For any a ∈ supp( x y) either a # π or a ∈ supp( a); either way a # ( a a )π ( a a ).
Concretion does not depend on choice of permutation: say (π, π ) # x y and π · x = π · x. Then π −1 π · x = x, and so, because X is strong,
, and this is fresh for x y, so π −1 π # y, so π·y = π ·y. Concretion also does not depend on choice of representative: say (x, y) ∼ π·(x, y), and ( x y, π ·x) → π ·y. Applying π to both sides of π −1 π # x y yields π π −1 # π · x y, and so concretion maps (π · x y, π π
Concretion is then well-defined; equivariance is straightforward. 
The converse map h :
Such an x exists because X is non-empty. Equivariance of h is easy, but we must confirm that h does not depend on our choice of x: given x, x # f there exists π such that π # f and
) for π · x # x y and, without loss of generality, π # x y. This yields π · ( x y) = x y. Conversely, (g
Remark 5.6. The proof given under Thm. 5.5 is presented in more abstract form by [19, Prop. 10.3.7] , which shows that non-empty, transitive, strong nominal sets -called there name-like objects -produce a 'category with binding structure'. The converse (here, Lem. 5.3) is, however, new to this paper. We also note that [19, Lem. 10.3.6] gives a succinct description of name-like objects in Nom: a nominal set is non-empty, transitive and strong iff it is isomorphic to A (n) for n ≥ 0. This gives an easy criterion for which our generalisations of name binding coincide, so that they may be constructed like a pair and destructed like a partial function.
Applications and further work
The logic of Bunched Implications (BI). The categorial structure specified in Sec. 2, and by Thm. 3.6, makes Nom a bi-cartesian doubly closed category, and hence a model of BI [18] . BI is a logic where additive intuitionistic logic sits alongside multiplicative (substructural) intuitionistic logic. The additive logic is interpreted by cartesian closure and finite coproducts, while the multiplicative logic is interpreted by ⊗, − * , and ⊗'s identity. Now ⊗ has as identity the terminal object 1, which makes Nom a model of affine BI, where we have weakening via canonical 'projection' functions X ← X ⊗ Y → Y , but do not have contraction, as for example there is no equivariant function A → A ⊗ A.
We have thus described an appealingly concrete model for (affine) BI. It is, in fact, very close to the functor category Set I discussed in [18, Sec. 9.3] , where I is the category of finite sets (without loss of generality, finite sets of atoms), and injections between them. We can think of such a functor as mapping each finite a ⊆ A to the subset of elements it supports. Nom is known to be equivalent to the category of pullback-preserving functors I → Set, called the Schanuel topos. Pullback preservation means that elements' supports are closed under intersection, necessary for the definition of freshness. The inclusion functor cell : I → Set of [18, Sec. 9.3 ] then corresponds to the nominal set of atoms A. We hope that the concrete constructions of this paper will facilitate the application of BI to reasoning about names as resources, continuing the work of [20] .
Nom-enriched categories. Nom has two monoidal products ×, ⊗ with which it might make sense to explore enriched category theory [14] . For example, it is ⊗ that is used in [7, Sec. 5 ] to define their 'freshness environments'. As both these monoidal products are closed, we have two different notions of internal hom induced, for which we now have two concrete descriptions.
Nominal Isabelle. The Nominal Isabelle package for interactive theorem proving over abstract syntax now supports various notions of generalised binding [24] . Perhaps surprisingly, this work is not explicitly based on the established notion of generalised abstraction. Nonetheless it is clear that [24] 's set-binding and list-binding are the abstractions of P f in (A), and the nominal set A * of finite lists of atoms, respectively. It is hoped this paper will bring the concept of generalised abstraction back into view, and that our new Thm. 4.7 will help unify this notion. Nominal Isabelle's notion of 'set+-binding' goes further than P f in (A)-abstraction by ignoring 'vacuous binders', so for example {a} b ≈ α ∅ b for a = b. This is a quotient of the P f in (A)-abstraction.
The pure pattern calculus and other pattern binding.
[12] presents a formal calculus for pattern matching 2 , with term syntax t ::= a | t t | t → a t where a ∈ A and a ∈ P f in (A). We call a term p → a t a case, linking the pattern p to the body t via the binding variables a. Free atoms are defined by f a(a) a, f a(t u) f a(t) ∪ f a(u), f a(p → a t) (f a(p) ∪ f a(t)) − a .
(15) α-conversion is the congruence generated by p → a t ≈ α {a ← b}p → {a←b}a {a ← b}t where b / ∈ f a(p) ∪ f a(t) ∪ a and where {a ← b} is the substitution of b for a. As b is chosen fresh we can use permutations (a b) instead of substitutions, and hence prove that the nominal set of pure pattern calculus terms quotiented by α-equivalence is the initial algebra for this endofunctor on Nom:
Other inductive definitions in [12] , such as the free atom function (15) above, are also F -algebras, with their actions on terms defined in the usual way as the unique homomorphism from the initial algebra. The final coalgebra for F gives, as we would expect, a sensible notion of infinitary terms (following e.g. [11] ). This calculus also offers a convenient piece of syntactic sugar:
We could ask what would happen if we took this sort of construction as basic, rather than sugar, as is quite common -see for example the ρ-calculus [2] . As [1] says, "binding all of the distinct names of a term in another term seems to be a common enough case to deserve special attention and notation". Generalised abstraction provides exactly this notion. However induction over this construction becomes problematic. We would like to have a functor that acts on nominal sets by G X = [X]X . Finding a robust induction principle for such constructions is a topic for future research.
