A new biased estimator obtained by combining the Principal Component Regression Estimator and the special case of Liu-type estimator is proposed. The properties of the new estimator are derived and comparisons between the new estimator and other estimators in terms of mean squared error are presented.
Introduction
Multicollinearity is one of the problems faced in linear regression models. When multicollinearity is detected in data and the regressors that caused it are identified, one solution is to eliminate the regressors that are causing the multicollinearity. However, deleting regressors is not a safe strategy: there is no warning for extrapolation and there is no data to support a prediction in the region away from the multicollinearity.
Principal component regression is an alternative to regression deletion. Principal component regression is one type of biased regression method and its purpose is to eliminate those dimensions (which usually correspond to very small eigenvalues) causing the multicollinearity problem. Principal component regression approaches the problem of multicollinearity by dropping the dimension defined by a linear combination of the independent variables but not by a single (Rawlings, et al., 1998) . Thus, the Principal Component Regression Estimator (Massy, 1965; Marquardt, 1970; Hawkins, 1973; Greenberg, 1975 ) is a biased alternative to the unbiased Ordinary Least Squares Estimator in the presence of multicollinearity.
Motivated by the idea of combining different estimators that might produce a better estimator, the r-k Class Estimator was proposed by Baye & Parker (1984) . It has been shown that theoretical gains exist from combining the principal component regression and the ridge regression techniques. In addition, Kaciranlar and Sakallioglu (2001) From the Liu-type estimator proposed by Liu (2003) , a special case of Liu-type estimator was derived by Ng, et al. (2007) 1( ) ( ) , was compared with the special case of Liu-type estimator, ˆc γ , the Ordinary Least Squares Estimator, γ , and the Principal Component Regression Estimator, ˆr γ , in terms of mean squared error in order to evaluate the performance of the new estimator.
The mean squared errors ˆc γ , γ and ˆr γ are shown in Equations (3.1) to (3.3), respectively:
From the properties of the new estimator, ˆ( ) r c γ is equivalent to ˆc γ when r = p. 
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The solution for the inequality (3.5) is 
(3.16) 
The proof for Theorem 3.4 is completed.
Numerical Example A numerical example illustrates Theorems 3.2, 3.3 and 3.4. The data set is from Ryan (1997, pp. 402-403) . The data consists of one dependent variable and six independent variables. The regression model with standardized variables is
where Y is a 50×1 standardized observed random vector, Z is a 50×6 standardized known matrix with six independent variables, γ is a 6×1 vector of parameters and ε is a 50×1 vector of errors. Multicollinearity diagnostic indicates the presence of multicollinearity in the data. The least squares estimates are given by 1 γ = -5.218, 
Conclusion
The new biased estimator was obtained by combining the Principal Component Regression Estimator and the special case of Liu-type estimator. When certain conditions are satisfied, the new estimator has been shown to have smaller mean squared error compared to the special case of Liu-type estimator, the Ordinary Least Squares Estimator and the Principal Component Regression Estimator. The numerical comparison was also shown to be in line with the theoretical comparison.
In conclusion, the proposed new estimator was shown be an improvement in terms of reduction in mean squared error. Thus, the new estimator could be considered as an alternative to the unbiased Ordinary Least Squares Estimator when multicollinearity is detected in a linear regression model.
