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RÉSUMÉ. Dans ce papier on s’intéresse aux propriétés spectrales des systèmes hamiltoniens à
ports de dimension infinie. On montre que le spectre de tels systèmes peut être déduit du spectre
associé à une structure canonique, la structure de Stokes-Dirac, à l’aide de transformations
géométriques simples telles que des homothéties, translations ou dilatations. On montrera en
particulier que les spectres des systèmes d’équations d’onde et de diffusion peuvent être déduits
du même spectre canonique. Enfin on étudiera les propriétés de convergence d’une méthode
de réduction structurée de type éléments finis mixtes sur une problème de diffusion. Pour cela
on montrera la convergence du spectre de la structure réduite vers le spectre de la structure
canonique de Stokes-Dirac, puis on en déduira les propriétés de convergence finale par trans-
formation géométrique.
ABSTRACT. This paper deals with spectral properties of infinite dimensional Port Hamiltonian
systems. It is shown that the spectra of these systems can be deduced from the spectrum associ-
ated to a canonical structure, the Stokes Dirac structure, thanks to geometric transformations
such as homothety, translations or dilations. In particular, it is shown that the spectrum of
the wave equation system and of the diffusion system can be deduced from the same canonical
spectrum. Finally the spectral convergence properties of a mixed finite element based spatial
reduction methods is studied of a diffusion system. To this purpose, the convergence of the spec-
trum of the reduced structure to the spectrum of the canonical Stoke Dirac structure is proved.
It is obtained from the convergence properties of the canonical structure through geometric
transformations.
MOTS-CLÉS : Systèmes hamiltoniens à ports, analyse spectrale, réduction géométrique
KEYWORDS: Port Hamiltonian systems, spectral analysis, geometric reduction
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Notations
– H1([a, b],R2) Espace de Sobolev des fonctions une fois faiblement dérivables
de [a, b] dans R2,
– L2([a, b],R2) Espace des fonctions de carré intégrable de [a, b] dans R2,
– D Structure de Dirac,
– DA Domaine de l’opérateur A,
– ρ(A) Ensemble résolvant de A .
1. Introduction
L’analyse dynamique des systèmes régis par des équations aux dérivées partielles
(EDP) implique, dans le cas linéaire, le calcul des valeurs et vecteurs propres ou la
mise en place de schémas numériques de discrétisation spatiale (Le Pourhiet, 1988).
Ces deux alternatives peuvent présenter selon l’application traitée un effort certain
en termes de complexité ou de temps de calcul. Or, nombre de systèmes à analyser
sont issus de lois de conservation sur des variables extensives (variables dépendant
de la quantité de matière considérée, telles que le volume, la quantité de mouvement,
le nombre de moles...) et d’équations constitutives définissant les variables intensives
(variables indépendantes de la quantité de matière considérée, telles que la tempéra-
ture, la pression...). Il est donc tout à fait naturel de s’intéresser au lien existant entre
la structure du modèle, définie par l’ensemble des lois de conservation considérées, et
son spectre. Dans cet article nous mettrons en évidence de tels liens dans le cas mo-
nodimensionnel (1D) par le biais de l’utilisation du formalisme hamiltonien à ports et
plus particulièrement de la structure géométrique qui lui est associée, la structure de
Dirac (Courant, 1990).
Depuis les premier travaux de (van der Schaft et al., 2002; Maschke et al., 2000)
l’approche hamiltonienne à ports a connu un grand essor dans le cadre de l’analyse et
de la commande des systèmes mécaniques ou électriques. Particulièrement adaptée à
l’étude de systèmes en réseau (systèmes interconnectés) cette approche exprime le fait
que, dans le cas non dissipatif (systèmes mécaniques sans forces de frottement, etc.),
la trajectoire d’un système évolue au sein d’une structure géométrique conservative
de puissance, appelée structure de Dirac. Elle met de plus en relation l’énergie du sys-
tème, les forces motrices et la dynamique engendrée. La formulation hamiltonienne
à ports a été généralisée au cas des systèmes de dimension infinie (van der Schaft
et al., 2002; Le Gorrec et al., 2005) en intégrant les variables frontières à la struc-
ture géométrique, mettant en relation l’évolution de l’énergie interne et les flux de
puissance à la frontière. L’utilisation de cette structure géométrique, appelée structure
de Dirac, a montré toute son efficacité pour l’analyse des solutions et la synthèse de
lois de commande stabilisantes de type commande frontière (Le Gorrec et al., 2005).
Comme dans le cas de la dimension finie, on peut montrer que le cas dissipatif peut
être traité à l’aide des mêmes outils, la dissipation étant prise en compte sous forme
de feedback positif sur une structure géométrique étendue, interprétable dans ce cas
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comme une structure d’interconnexion entre des termes de nature énergétique diffé-
rente : accumulation et dissipation. La structure géométrique joue un rôle central dans
ce type de modélisation. Il est donc naturel, d’un point de vue dynamique, d’étudier
la relation qu’il peut y avoir entre spectre de l’opérateur associé au système dyna-
mique et la structure de Dirac. Dans cet article nous étudierons cette relation dans le
cas d’un système hyperbolique puis d’un système parabolique. Nous montrerons que
les spectres de ces systèmes peuvent être déduits respectivement par homothétie ou
rotation-dilatation du spectre du système dynamique associé à la structure de Stokes-
Dirac (structure canonique de Dirac).
Parallèlement à ces approches ont été développées des techniques de réduction
spatiale ayant pour objectif la conservation de cette structure géométrique lors de la ré-
duction (Golo et al., 2004; Baaiu et al., 2006; Baaiu et al., 2009; Moulla et al., 2011).
Ces travaux ont montré qu’il était possible, par un choix approprié des bases d’ap-
proximation des différentes variables de préserver la structure du modèle original en
dimension infinie lors de la réduction. Cette conservation des propriétés énergétiques
lors de la réduction a été évaluée qualitativement (Peng et al., 2007). Dans ce qui suit
on s’intéresse aux propriétés spectrales du schéma discrétisé. En particulier on s’inté-
resse aux propriétés de convergence de la méthode de réduction. Cela revient à étudier
si, en augmentant le nombre d’éléments de discrétisation à l’infini, le spectre du mo-
dèle discrétisé converge bien vers le spectre discret associé à l’opérateur différentiel.
On va pour cela utiliser les relations existant entre spectre et structure. Nous démon-
trerons que le spectre de la structure d’interconnexion réduite (structure de Dirac de
dimension finie) converge vers le spectre de la structure d’interconnexion canonique
de Stokes-Dirac de dimension infinie.
Cet article est organisé de la manière suivante : après avoir défini la classe de sys-
tèmes considérée nous définirons le spectre canonique associé à la structure canonique
de Stokes-Dirac. Dans un second temps, nous montrerons les propriétés que satisfont
les différents spectres associés aux deux exemples linéaires hyperbolique (corde vi-
brante) et parabolique (chaleur) obtenus en considérant les deux types d’équations de
fermeture correspondant. Enfin, nous étudierons, dans le cas d’un système de conduc-
tion, la convergence spectrale d’une méthode de réduction par éléments finis mixtes
structurée. Cette démonstration utilisera les propriétés géométriques mises en évi-
dence dans la première partie.
2. Structure de Dirac, systèmes hamiltoniens à ports, systèmes dissipatifs
Dans ce qui suit nous nous intéressons à la classe de systèmes 1D définis sur Z ⊂
[a, b] par l’équation aux dérivées partielles suivante :
∂x
∂t
= (J − GD(z)G⋆)δH
δx
[1]
où x(t, z) ∈ Rn est l’état du système, J est un opérateur différentiel formellement
antisymétrique G un opérateur quelconque ayant pour adjoint formel G∗, D(z) une
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matrice définie non négative ∈ Rm×m, m représentant le nombre de ports dissipatifs,
et H(x) est l’hamiltonien du système (fonction d’énergie) défini par :
H(x) =
1
2
∫ b
a
H(x)dz = 1
2
∫ b
a
xTLxdz [2]
où L > 0 est une matrice constante ∈ Rn×n, H est la densité d’énergie et δH
δx
est la
dérivée variationnelle (Duindam et al., 2009) de H qui vérifie dans notre cas δH
δx
=
dH
dx
. Le domaine de l’opérateur et les conditions frontières permettant de caractériser
les solutions de l’EDP [1] seront précisées ultérieurement. Les systèmes ainsi définis
sont des Systèmes hamiltoniens à ports dissipatifs. Dans ce qui suit, nous limiterons
notre étude au cas des systèmes ayant pour opérateur J :
J =
(
0 ∂
∂z
∂
∂z
0
)
[3]
appelé par la suite opérateur canonique. Dans ce cas n = 2.
2.1. Cas non dissipatif
Dans le cas où D = 0, ces systèmes sont liés à l’existence d’une structure géo-
métrique sous-jacente appelée structure de Stokes-Dirac, traduisant la conservation de
la puissance. Cette structure est définie à partir de couples de variables de puissance,
appelées variable de ports, dans le domaine spatial et aux frontières et d’un produit de
puissance symétrisé.
Les variables de ports dans le domaine sont données par f ∈ L2([a, b] ,R2) et
e ∈ H1([a, b] ,R2), appelée respectivement variable de flux et variable d’effort. Les
variables de ports à la frontière sont données par f∂ ∈ R2 et e∂ ∈ R2. Le produit de
puissance symétrisé vérifie1 :
〈〈(f1, f1∂ , e1, e1∂), (f2, f2∂ , e2, e2∂)〉〉 = 〈f2, e1〉L2 + 〈f1, e2〉L2
−〈f2∂ , e1∂〉 − 〈f1∂ , e2∂〉
[4]
où (f1, f1∂ , e1, e1∂) et (f2, f2∂ , e2, e2∂) appartiennent à B = F × E, avec F =
L2([a, b] ,R2)×R2 l’espace des flux et E = H1([a, b] ,R2)×R2 l’espace des efforts.
Définition 1 Une structure de Dirac D est un sous-espace de F × E maximalement
isotropique respectivement au produit canonique [4], soit : D = D⊥ où :
D⊥ = {b ∈ B|〈〈b, b′〉〉 = 0, ∀b′ ∈ D} [5]
1. 〈., .〉L2 représente le produit canonique sur L2([a, b] ,R2) c’est-à-dire 〈eT , f〉L2 =R b
a
fT e dz et 〈., .〉 le produit canonique sur R2 c’est-à-dire < e∂ , f∂ >= fT∂ e∂
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Il est montré dans (Le Gorrec et al., 2005) que les variables de ports à la frontière
(f∂ , e∂) peuvent être définies de manière non unique (à une transformation unitaire
prêt) par une combinaison linéaire des variables d’effort à la frontière de telle sorte
que le système défini par f = J e appartienne à une structure de Dirac, c’est-à-dire
que (f, f∂ , e, e∂) ∈ D. Comme indiqué précédemment, un système hamiltonien à
ports est défini à partir d’une fonction d’énergie, appelée fonction hamiltonienne, et
du fait que sa dynamique dérive de ce potentiel et évolue au sein d’une structure de
Dirac.
Définition 2 Considérons la structure de DiracD précédemment définie sur l’espace
B et la fonction hamiltonienneH(x) : L2([a, b] ,R2)→ R, où x représente le vecteur
des variables d’énergie. Définissons les variables de flux comme étant les dérivées
temporelles des variables d’énergie et les variables d’effort comme étant les dérivées
variationnelles de H. Le système défini par :
(f, f∂ , e, e∂) =
(
x˙, f∂ ,
δH
δx
, e∂
)
∈ D [6]
est un système hamiltonien à ports, d’énergie H(x).
Dans ce cas, le bilan d’énergie dans le domaine est lié au flux de puissance à la
frontière par le biais des variables de ports à la frontière :
dH
dt
= eT∂ f∂
Exemple 1 Corde vibrante : La dynamique de la corde vibrante s’écrit sur [a, b] à
partir de l’équation de Newton et de la loi de Hooke :
µ(z)
∂2u(z, t)
∂t2
=
∂
∂z
(
T (z)
∂u
∂z
)
[7]
où u(z, t) représente la position d’un point sur la corde, µ(z) la densité linéique de
masse et T (z) la constante d’élasticité.
Choisissons comme variable d’état les variables suivantes :
– la déformation ǫ = ∂u(z,t)
∂z
– le moment élastique p = µ(z)v(z, t), où v(z, t) = ∂u(z,t)
∂t
la vitesse en z.
L’énergie totale est donnée par : H = U(ǫ) +K(p)
– U(ǫ) est l’énergie potentielle élastique :
U(ǫ) =
∫ b
a
1
2
T (z)
(
∂u(z, t)
∂z
)2
dz =
∫ b
a
1
2
T (z)ǫ(z, t)2dz
650 JESA – 45/2011. Contrôle des systèmes à paramètres répartis
– K(p) est l’énergie cinétique :
K(p) =
∫ b
a
1
2
µ(z)v (z, t)
2
dz =
∫ b
a
1
2
p(z, t)2
µ(z)
dz
L’énergie totale du système s’écrit :
H =
∫ b
a
1
2
(
T (z)ǫ(z, t)2 + p(z,t)
2
µ(z)
)
dz
= 12
∫ b
a
(
ǫ p
)( T (z) 0
0 1
µ(z)
)(
ǫ
p
)
dz
[8]
Définissons les variables de flux comme étant les dérivées par rapport au temps
des variables d’état, c’est-à-dire
(
f1
f2
)
=
(
ǫ˙
p˙
)
. Le couple de variables d’effort
conjuguées aux variables de flux est donc défini par :(
e1
e2
)
=
(
δH
δǫ
δH
δp
)
=
(
T (z) 0
0 1
µ(z)
)(
ǫ
p
)
[9]
c’est-à-dire par la contrainte σ(z) = T (z)ǫ(z) et la vitesse v(z). Avec ce choix de
variables de ports, le système [7] se met sous la forme suivante :(
f1
f2
)
=
(
0 ∂
∂z
∂
∂z
0
)(
e1
e2
)
[10]
Les variables de ports à la frontière peuvent être choisies comme suit pour définir
une structure de Stokes-Dirac (Le Gorrec et al., 2005) :

e∂a
e∂b
f∂a
f∂b

 =


−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1




e1(a)
e1(b)
e2(a)
e2(b)

 [11]
2.2. Cas dissipatif
Dans le cas où D 6= 0, la puissance n’est pas conservée :
dH
dt
= eT∂ f∂ −
∫ b
a
eTGD(z)G⋆edz. [12]
Le système peut tout de même être représenté à l’aide d’une structure de Dirac, qui
est dans ce cas la structure d’interconnexion entre des parties du système de natures
énergétiques différentes. En effet la structure de Dirac initiale peut être étendue aux
couples de variables satisfaisant :(
f
ee
)
=
( J G
−G⋆ 0
)(
e
fe
)
avec fe = Dee [13]
par un choix approprié des variables de ports à la frontière (Le Gorrec et al., 2005).
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Exemple 2 Conduction de la chaleur
Dans le cas purement dissipatif (la partie dynamique se réduit à une variable
d’état et J = 0) comme dans l’équation de conduction de la chaleur mono dimen-
sionnelle dans une barre de longueur [0, L]. Cette dernière peut s’écrire :
∂
∂t
x(t, z) =
∂
∂z
(
D(z)
∂
∂z
x(t, z)
)
[14]
en posant f1 = ∂∂tx(t, z), e1 = x(t, z), f2 =
(
D(z) ∂
∂z
x(t, z)
)
, et e2 = ∂∂zx(t, z) il
vient :
(
f1
e2
)
=
(
0 ∂
∂z
∂
∂z
0
)(
e1
f2
)
avec f2 = D(z)e2 [15]
Dans ce cas les variables de ports à la frontière peuvent être choisies comme suit
pour définir une structure de Dirac(
e∂0 e∂L f∂0 f∂L
)
=
(
e1(0) −e1(L) f2(0) f2(L)
) [16]
3. Propriétés spectrales
Pour définir une structure de Stokes-Dirac associée à l’opérateur différentiel J
défini par [3], nous utiliserons la paramétrisation des variables de ports à la frontière
proposée dans (Le Gorrec et al., 2005).
Définition 3 Les variables de ports à la frontière associées à l’opérateur différentiel
[3] et au produit [4] sont les variables (f∂ , e∂) définies par :
(
f∂
e∂
)
= U


0 1 0 −1
1 0 −1 0
1 0 1 0
0 1 0 1


︸ ︷︷ ︸
Rext
(
e(b)
e(a)
)
avec UTΣU = Σ [17]
où Σ =
(
0 I
I 0
)
Théorème 1 Le sous-espaceD de B défini par :
D =
8><
>:
0
BB@
f
f∂
e
e∂
1
CCA |e ∈ H1 `[a, b] ; R2´ , f = J e,
„
f∂
e∂
«
= Rext
„
e(b)
e(a)
«9>=
>;
est une structure de Dirac.
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Dans cette étude nous considérons les systèmes dont la solution existe et dont
l’énergie ne croît pas lorsque l’entrée est nulle. Cela revient à considérer que le semi-
groupe associé à cet opérateur est un semi-groupe de contraction. Pour cela nous uti-
lisons le théorème 2 de (Le Gorrec et al., 2005) qui permet de paramétrer le domaine
de l’opérateur en fonction des conditions frontières de telle sorte que le semi-groupe
généré soit un semi-groupe de contraction.
Théorème 2 Soit W une matrice de rang plein de dimension 2 × 4, J l’opérateur
défini par [3], et (f∂ , e∂) les variables de ports à la frontière définies par [17]. L’opé-
rateur A tel que
Ae = J e [18]
sur le domaine
DA =
{
e ∈ H1 ([a, b] ;R2) |
(
f∂
e∂
)
∈ kerW
}
[19]
engendre un semi-groupe de contraction si et seulement si WΣWT ≥ 0 où Σ =(
0 I
I 0
)
.
Remarque 1 Dans le cas de l’exemple 1 on retrouve les conditions de Dirichlet en
posant :
W =
[
1 0 0 0
0 0 0 1
]
Dans ce cas WTΣW = 0 et(
f∂
e∂
)
∈ kerW ⇔ e1(a) = e2(b) = 0 soit σ(t, a) = 0 = v(t, b)
Dans le cas de l’exemple 2, ce même choix aboutit à e1(a) = f2(b) = 0 soit x(t, a) =
0 = D(b)dx(t,b)
dz
c’est-à-dire à des conditions de type Dirichlet-Neumann. Le choix
W =
[
1 0 0 0
0 1 0 0
]
aboutit à des conditions de type Neumann, plus connues en génie des procédés sous
le nom de conditions de Dankwert.
Intéressons-nous maintenant au spectre de l’opérateur [18]. Rappelons que le
spectre d’un opérateur A : DA −→ L2([a, b]) défini sur un ensemble DA dense
dans L2([a, b]) est défini comme le complémentaire de l’ensemble résolvant ρ(A).
L’ensemble résolvant est constitué des points λ ∈ C tels que l’opérateur A − λI
est inversible. Ce spectre est en partie déterminé par les conditions frontières. Le
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spectre est formé de l’union de plusieurs composantes. Une de ses composantes est
l’ensemble des valeurs λ pour lesquelles l’opérateur (A− λI)−1 n’existe pas ; cette
partie est appelée le spectre discret de A. Ses éléments sont appelés valeurs propres.
Les autres composantes du spectre concernent l’ensemble des valeurs pour lesquelles
(A− λI)−1 existe et est à domaine dense mais n’est pas borné et de l’ensemble des
valeurs pour lesquelles (A− λI)−1 existe mais n’est pas à domaine dense. Pour plus
de renseignements concernant les différentes composantes du spectre d’un opérateur,
le lecteur intéressé peut se référer à l’appendice 6 de (Curtain et al., 1995). Pour
un opérateur en dimension finie le spectre de l’opérateur est constitué de ses valeurs
propres : le spectre est réduit à l’ensemble des valeurs λ tel que Ax = λx.
Dans le cas de l’opérateur [18], l’opérateur résolvant est un opérateur compact et le
spectre de A est composé uniquement de valeurs propres isolées de multiplicité finie
(voir la démonstration du théorème 2.26 (Villegas, 2007)).
On peut remarquer que la structure géométrique 1 permet de caractériser une large
classe de systèmes. L’idée développée dans la suite de cet article consiste à compa-
rer les spectres des différents systèmes engendrés par la même structure géométrique.
Pour cela on considérera un spectre de référence, appelé spectre canonique correspon-
dant au cas où la variable de flux est choisie telle que f = x˙ et la variable d’effort telle
que e = x. Nous verrons ensuite comment évolue le spectre en fonction des différents
types d’équations de fermeture envisageable.
Définition 4 Le spectre associé à la structure canonique de Stokes-Dirac, appelé dans
ce qui suit spectre canonique, est constitué de l’ensemble des valeurs λ ∈ C telles qu’il
existe une solution non triviale telle que (λφ(z), f∂ ,Jφ(z), e∂) ∈ D. Ces valeurs sont
solutions du problème aux valeurs propres :
λφ(z) =
(
0 d
dz
d
dz
0
)
φ(z) [20]
avec les conditions frontières
(
φ(a)
φ(b)
)
∈ kerW . Les fonctions φ(z) sont appelées
fonctions propres.
Exemple 3 Nous considérons dans cet exemple l’intervalle [0, L]. Considérons l’en-
semble des fonctions propres sous la forme :
φ(z) =
(
φ1(z)
φ2(z)
)
[21]
Le système [20] implique :
dφ2(z)
dz2
= λ2φ2(z). [22]
La solution de cette équation est donnée par
φ2(z) = Ae
λz −Be−λz [23]
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On en déduit
φ1(z) = Ae
λz +Be−λz [24]
où A et B sont des constantes d’intégration. À partir des conditions frontières de type
Dirichlet, il vient :[
1 −1
eλL e−λL
](
A
B
)
= 0 [25]
On en déduit l’ensemble des k valeurs propres en calculant les valeurs de λ qui an-
nulent le déterminant. On obtient :
λk =
2k + 1
2L
πi où i est la variable complexe (i2 = 1) [26]
Lemme 1 Le spectre du système dynamique défini par (f, f∂ , e, e∂) =
(x˙, f∂, δxH, e∂) ∈ D où H = 12
∫ L
0
xTLx avec L =
(
α 0
0 β
)
et les condi-
tions frontières suivantes
(
δxH(0)
δxH(L)
)
∈ kerW est obtenu par homothétie de
facteur√αβ du spectre canonique [20].
Remarque 2 Le choix des conditions frontières doit être compatible avec celles du
système canonique. Dans le cas d’une matrice L diagonale, les conditions frontières
sont inchangées.
Preuve : Repartons du problème aux valeurs propres donné par [20] :(
φ1
φ2
)
λ =
(
0 ∂
∂z
∂
∂z
0
)(
φ1
φ2
)
En considérant maintenant l’équation de fermeture
(
e1
e2
)
=
(
δqH
δpH
)
avec :
H(q, p) = 12
∫ L
0
(
αq2 + βp2
)
dz, on écrit le problème aux valeurs propres du système
dynamique en remplaçant x(z, t) = ψ(z)eµt„
ψq
ψp
«
µ =
„
0 ∂
∂z
∂
∂z
0
«„
β 0
0 α
«„
ψq
ψp
«
On obtient finalement par identification :
=
0
@ φ1
φ2
1
A
z }| {„ √
β 0
0
√
α
«„
ψq
ψp
« =λz }| {
µ√
αβ
=
„
0 − ∂
∂z
− ∂
∂z
0
«„ √
β 0
0
√
α
«„
ψq
ψp
«
[27]
On obtient ainsi la relation d’homothétie µ =
√
αβλ
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Exemple 4 On reprend ici l’exemple traité dans 3 mais en choisissant pour équation
de fermeture α = β = 4 et les conditions limites δx1H(L) = δx2H(0) = 0 équi-
valentes à φ1(L) = φ2(0) = 0. Le facteur d’homothétie est donc k = 4 comme le
montre la comparaison des deux spectres de la figure 1.
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Figure 1. Comparaison entre spectre canonique et spectre du système dynamique avec
α = β = 4
Lemme 2 Le spectre du système dynamique défini par ((x˙, f2) , f∂, (x, e2) , e∂) ∈ D
où f2 = De2 (D est constant), les conditions frontières étant choisies en conséquence
en fonction de celle du spectre canonique, est obtenu par rotation et dilatation du
spectre canonique [20]. Plus précisément, ce spectre est défini par l’ensemble des
valeurs µ ∈ C telles que :
µ = D|λ|2e2i arg λ [28]
Preuve : Considérons le système différentiel :
(
f1
e2
)
=
(
0 ∂
∂z
∂
∂z
0
)(
e1
f2
)
[29]
où f1 = x˙ et e1 = x et
f2 = De2 [30]
656 JESA – 45/2011. Contrôle des systèmes à paramètres répartis
En utilisant le principe de séparation des variables, l’équation [29] peut s’écrire en
posant , x = e1 = ξ(z)eµt,e2 = ∂ξ∂z (z)e
µt = ξd(z)e
µt :
(
µ 0
0 1
)(
ξ(z)
ξd(z)
)
=
(
0 ∂
∂z
∂
∂z
0
)(
1 0
0 D
)(
ξd(z)
ξd(z)
)
. [31]
Il est connu que les valeurs propres µ sont réelles négatives car l’opérateur ∂
2
∂z2
avec les conditions frontières homogènes est auto-adjoint. On aboutit après calcul à :
(
i
√
| µ | 0
0
√
D
)(
ξ(z)
ξd(z)
)
i
√
| µ |√
D
=
(
0 − ∂
∂z
− ∂
∂z
0
)(
i
√
| µ | 0
0
√
D
)(
ξ(z)
ξd(z)
)
[32]
qui doit être identifié à :
(
ϕ1
ϕ2
)
λ =
(
0 − ∂
∂z
− ∂
∂z
0
)(
ϕ1
ϕ2
)
En posant λ = |λ|ei arg λ il vient :
µ = D|λ|2e2i arg λ
Exemple 5 Reprenons l’exemple 3. Les valeurs propres du système canonique sont
définies par :
λk =
2k + 1
2L
πi =
2k + 1
2L
e
pi
2
i
Considérons maintenant le système diffusif [14] où D = 2 il vient :
µk =
(
2k + 1
L
)2
eπi = −
(
2k + 1
L
)2
comme illustré sur la figure 2.
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Figure 2. Obtention des valeurs propres du système diffusif par rotation et dilatation
du spectre
4. Convergence d’un schéma de discrétisation structuré de type éléments finis
mixtes appliquée à un système de diffusion
Dans cette section nous nous intéressons à l’étude de la convergence spectrale d’un
schéma de discrétisation de type éléments finis mixtes sur l’exemple 2 de la conduc-
tion de chaleur. Ce schéma de discrétisation prend en compte la nature géométrique
des variables d’énergie et des variables de ports qui sont, dans les exemples présen-
tés précédemment des 0-formes et des 1-formes différentielles. Ces variables de na-
tures géométriques différentes sont approchées dans des espaces d’éléments finis eux
aussi différents. Cette idée qui conduit à des éléments finis mixtes à été proposée pour
la discrétisation des équations de Maxwell par Bossavit dans (Bossavit, 1998; Bos-
savit, 1991). Elle a été aussi appliquée à la réduction de la formulation hamilto-
nienne à ports des équations de la ligne de transmission sans perte (Golo et al., 2004)
à la colonne d’adsorption (Baaiu et al., 2009) et au cas des équations de Saint-
Venant (Hamroun et al., 2007). L’approche a également été généralisée pour la dé-
finition de méthodes pseudo-spectrales mixtes (polynomiales) symplectiques (Moulla
et al., 2011).
Considérons les équations de l’exemple 2 :
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(
f1
e2
)
=
(
0 ∂
∂z
∂
∂z
0
)(
e1
f2
)
avec e2 = Df2 [33]
On subdivise l’intervalle [0, L] en N intervalles élémentaires [a, b] et on projette
les formes différentielles d’ordre un
(
f1
e2
)
et les formes différentielles d’ordre zéro
(les fonctions)
(
e1
f2
)
sur des bases d’approximation différentes définies par :
– pour les formes d’ordre un : wf1ab = w
e2
ab =
dz
b−a
– pour les fonctions we1a = wf2a = z−ab−a , et w
e1
b = w
f2
b =
b−z
b−a
de telle sorte que la structure géométrique soit préservée.
On obtient ainsi sur chaque élément [a, b] le système d’équations :
(
fab1
eab2
)
=
(
0 1
α
− 1
α
0
)(
eab1
fab2
)
+
(
0 − 1
α
− 1
α
0
)(
e∂b
f∂a
)
(
f∂b
e∂a
)
=
(
0 1
α
1
α
0
)(
eab2
fab2
)
+
(
0 −α−1
α
1−α
α
0
)(
e∂b
f∂a
) [34]
où fab1 , eab2 , eab1 , fab2 sont des fonctions du temps représentant les valeurs moyennes
des variables f1, e2, e1, f2 sur l’élément [a, b]. e∂a, e∂b, f∂a, f∂b représentent les va-
riables à la frontière de l’élément. Dans (Peng et al., 2007) il est montré que la struc-
ture [34] est une structure de Dirac.
Le paramètre α est un paramètre géométrique lié à la définition des variables ex-
tensives eab1 , fab2 sur l’intervalle élémentaire. Pour plus de détails sur ce degré de li-
berté lié au noyau de la dérivée extérieure, se reporter à (Baaiu et al., 2009; Moulla et
al., 2011). Dans ce qui suit nous nous limitons au cas α = 1, c’est-à-dire :
(
fab1
eab2
)
=
(
0 1
−1 0
)(
eab1
fab2
)
+
(
0 −1
−1 0
)(
e∂b
f∂a
)
(
f∂b
e∂a
)
=
(
0 1
1 0
)(
eab2
fab2
) [35]
Par une mise en série des éléments [a, b] à travers une jonction traduisant la conti-
nuité des variables de flux et l’égalité des variables d’effort à la frontière, on obtient
un modèle global sur l’intervalle [0, L] de la forme :
(
F ab1
Eab2
)
= A
(
Eab1
F ab2
)
+B
(
e∂L
f∂0
)
[36]
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où F ab1 , Eab2 , Eab1 , F ab2 sont respectivement les vecteurs de dimension N de concaté-
nation des variables fab1 , eab2 , eab1 , fab2 des différents éléments. A est la matrice définie
par :
A =
[
0 M
−MT 0
]
[37]
avec M ∈ RN,N telle que :
M =


1 −1 0 0 · · ·
0 1 −1 0 · · ·
0
.
.
.
.
.
.
.
.
.
.
.
.
0 · · · 0 1 −1

 [38]
La matrice A est antisymétrique et ses valeurs propres λ sont complexes conjuguées.
Elles satisfont :
det(λ2I −MTM) = 0 [39]
Supposons que µ soit une valeur propre de AM = MTk Mk où Mk contient les k
premières lignes et les k premières colonnes de M , c’est-à-dire :
AM =


−2 1 0 0 0 0
1 −2 1 0 0 0
0 1 −2 1 0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0
.
.
.
.
.
. 1 −2 1
0 0 · · · 0 1 −1


[40]
Définissons le polynôme Pk(µ) = det(µI −AM ). Ce polynôme satisfait la récur-
rence suivante :
Pk = (µ+ 2)Pk−1 − Pk−2 [41]
avec P0 = 1 et P0 = 1 + µ. Cette récurrence correspond à celle que satisfont les
polynômes de Tchébycheff sauf pour le premier terme. CependantPk est un polynôme
orthogonal et nous savons que ses racines sont réelles. Après résolution ( voir le détail
du calcul dans l’annexe) on trouve :
µk = λ
2
k = 2 cos
(
2k + 1
2n+ 1
π
)
− 2 [42]
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Considérons maintenant le cas où le nombre d’éléments N est important et exa-
minons les k premières valeurs propres (k ≪ N ) . En utilisant un développement en
série de la fonction cosinus il vient :
µk = λ
2
k = −
(
2k + 1
2n+ 1
π
)2
+ o
(
1
N3
)
[43]
Il faut remarquer que, du fait du choix du schéma de discrétisation, les valeurs
propres λk dépendent de la taille des éléments [a, b] qui est dans notre cas égale à LN .
Pour pouvoir comparer avec les valeurs propres de la structure en dimension infinie
définies dans [26], on définit les valeurs propres normalisées comme suit :
λˆk =
N
L
λk =
N
L
2k + 1
2N + 1
πi+ o
(
1
N2
)
=
2k + 1
2L
πi
(
1− 1
2N
+ o
(
1
N
))
, ∀k ∈ Z [44]
On obtient finalement :
λˆk =
2k + 1
2L
πi
(
1− 1
2N
+ o
(
1
n
))
, ∀k ∈ Z [45]
On peut déduire qu’avec les conditions frontières choisies, le spectre réduit associé
à la structure de Dirac du modèle réduit converge vers le spectre discret théorique.
Ce résultat, présenté dans le cas de la conduction, reste général puisque la même
structure A est obtenue pour le modèle de la corde vibrante ou l’équation de Saint-
Venant (Hamroun et al., 2007).
Enfin, nous présentons en figure 3 des résultats numériques concernant l’évolution
des valeurs propres du modèle réduit par rapport au spectre discret en fonction du
nombre de pas de discrétisation utilisés.
On peut remarquer que pour n = 50, les dix premières valeurs propres sont par-
faitement approchées.
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Figure 3. Comparaison des valeurs propres du modèle réduit par rapport au spectre
discret pour différents N (o) spectre de la structure de Stokes-Dirac (+) spectre de la
structure de Dirac du modèle réduit
5. Conclusion
Dans cet article on s’est intéressé aux systèmes linéaires de dimension infinie issus
de lois de conservation, tels ceux décrits par les équations d’onde ou de la chaleur.
Bien qu’ayant des solutions différentes, ces systèmes peuvent être représentés
à l’aide d’une même structure géométrique linéaire appelée structure canonique de
Stokes-Dirac. On a montré que les spectres des exemples hyperbolique et parabolique
considérés peuvent être obtenus à partir du spectre associé à cette structure de Stokes-
Dirac par rotation, homothétie ou dilatation.
Dans un second temps, on a appliqué ces résultats pour prouver la convergence
d’une méthode de réduction de type éléments finis mixtes mise en œuvre sur un pro-
blème de diffusion de telle sorte que la structure géométrique du système réduit soit
conservée. On a montré qu’avec cette méthode le spectre du modèle réduit converge
vers le spectre discret de dimension infinie associé à la structure canonique de Stokes-
Dirac.
Ces premiers résultats concernent l’étude des valeurs propres dans le cas d’un
hamiltonien séparable. Une première perspective concerne l’étude d’exemples dont
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l’hamiltonien est non séparable, comme dans l’équation de Saint-Venant par exemple.
Une seconde perspective concerne le cas des systèmes dont les paramètres dépendent
de la variable d’espace.
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Annexe. Détail de calcul du spectre de la structure du modèle réduit
Pour résoudre l’équation aux récurrences d’ordre 2 suivante :
Pk = (µ+ 2)Pk−1 − Pk−2 [46]
avec P0 = 1 et P0 = 1 + µ. On procède au changement de variables suivant :
u =
µ+ 2
2
[47]
Il vient,
Pk = 2uPk−1 − Pk−2 et P1 = 2u− 1, P0 = 1 [48]
Cherchons Pk sous la forme :
Pk = Ar
k
1 +Br
k
2 avec A,B, r1, r2 ∈ C [49]
Cela revient à résoudre :
r2 − 2ur − 1 = 0 [50]
Restreignons-nous à u ∈ [−1, 1] et procédons au changement de variables suivant :
u = cos(y) avec y ∈ [0, π] [51]
Les solutions r1, r2 de [50] sont donc :
r1,2 = cos(y)±
√
(cos(y))
2 − 1 = e±iy [52]
Le polynôme Pk peut donc s’écrire :
Pk = Ae
iky +Be−iky [53]
Intéressons-nous maintenant aux conditions que doit satisfairePk en 0 et en 1. Il vient :{
P0 = A+B = 1
P1 = Ae
iy +Be−iy = 1
[54]
Soit :
A =
eiy − 1
eiy − e−iy and B =
1− e−iy
eiy − e−iy [55]
Par conséquent, le polynôme Pk peut s’écrire :
Pk =
eiy − 1
eiy − e−iy e
iky +
1− e−iy
eiy − e−iy e
−iky
=
1
eiy − e−iy
(
ei(k+1)y − eiky + e−iky − e−i(k+1)y
)
=
1
2i sin y
(2i sin ((k + 1)y)− 2i sin(ky))
[56]
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Ou encore en utilisant les relations trigonométriques :
Pk(y) =
cos
(
2k + 1
2
y
)
cos
(y
2
) [57]
Les valeurs propres associées à la discrétisation en n éléments sont liées aux racines
du polynôme :
Pn(y) =
cos
(
2n+ 1
2
y
)
cos
(y
2
) [58]
Les n racines yn de Pn sont obtenues en résolvant :
Pn(y) = 0 ⇐⇒ 2n+ 1
2
y =
π
2
+ kπ k ∈ {0, · · · , n− 1} [59]
Ce qui équivaut à :
yl =
2k + 1
2n+ 1
π k ∈ {0, · · · , n− 1} [60]
Revenons aux variables µ et λ et calculons :
µk = λ
2
k = 2 cos
(
2k + 1
2n+ 1
π
)
− 2 [61]
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