Do negative quantifiers like "few" reduce people's ability to rapidly evaluate incoming language with respect to world knowledge? Previous research has addressed this question by examining whether online measures of quantifier comprehension match the "final" interpretation reflected in verification judgments. However, these studies confounded quantifier valence with its impact on the unfolding expectations for upcoming words, yielding mixed results. In the current event-related potentials study, participants read negative and positive quantifier sentences matched on cloze probability and on truth-value (e.g., "Most/Few gardeners plant their flowers during the spring/winter for best results"). Regardless of whether participants explicitly verified the sentences or not, true-positive quantifier sentences elicited reduced N400s compared with false-positive quantifier sentences, reflecting the facilitated semantic retrieval of words that render a sentence true. No such facilitation was seen in negative quantifier sentences. However, mixed-effects model analyses (with cloze value and truth-value as continuous predictors) revealed that decreasing cloze values were associated with an interaction pattern between truth-value and quantifier, whereas increasing cloze values were associated with more similar truth-value effects regardless of quantifier. Quantifier sentences are thus understood neither always in 2 sequential stages, nor always in a partial-incremental fashion, nor always in a maximally incremental fashion. Instead, and in accordance with prediction-based views of sentence comprehension, quantifier sentence comprehension depends on incorporation of quantifier meaning into an online, knowledge-based prediction for upcoming words. Fully incremental quantifier interpretation occurs when quantifiers are incorporated into sufficiently strong online predictions for upcoming words.
Expression of quantity is a crucial aspect of people's ability to refer to things in the world in everyday language. Quantifiers are particularly important to differentiate between entities that belong to a larger set, and to communicate how representative a certain property is for the complete set of entities. The relationship between quantifier expressions and sentence truth-conditions has played a crucial role in formal semantics (e.g., Barwise & Cooper, 1981; Partee, 1996) , in pragmatics (e.g., Geurts, 2010; Katsos & Cummins, 2010) , and in the cognitive psychology of reasoning (e.g., Johnson-Laird, 1977) . However, the impact of positive and negative quantifier expressions (e.g., "most"/"few," respectively) on online language comprehension is still a matter of debate. This debate has centered on whether or not quantifier expressions are understood fully incrementally, that is, whether or not the initial comprehension of quantifier phrases (as reflected in online measures such as event-related potentials (ERPs or eye-tracking) matches their "final" interpretation (as reflected in offline judgments). Some findings suggest that quantifier meaning does not impact the initial stages of semantic comprehension at all (e.g., Kounios & Holcomb, 1992) , whereas others have reported that quantifier interpretation is neither fully immediate nor fully delayed (e.g., Urbach & Kutas, 2010) . However, as I discuss in detail below, previous work has confounded quantifier valence with its impact on the unfolding expectations for upcoming words. The current study examines whether the incremental nature of quantifier comprehension depends on their incorporation into an online linguistic prediction about upcoming words.
It is widely recognized that incremental language comprehension is limited as listeners and readers do not always immediately interpret linguistic information to the fullest degree possible (e.g., Garrod & Sanford, 1999) . This may also be the case for quantifiers given that the final interpretation depends on computation of quantifier scope (Kurtzman & MacDonald, 1993) , the domain to which the quantifier needs to be applied. With each new bit of the unfolding input, the prima facie plausibility of the expression can change. The phrase "Few mayors see" seems implausible, while "Few mayors see ghosts" seems more plausible, and vice versa for the quantifier most. To avoid misinterpretation, people generally hold off computing phrasal plausibility at "see" when they anticipate a wider quantifier scope.
However, even when scope is unambiguous, the final interpretation might not be available immediately. Evidence for such a delay in quantifier comprehension has come from the N400 ERP, a negative voltage deflection whose amplitude peaks approximately 400 ms poststimulus and indexes the extent to which retrieval of semantic memory associated with a word is facilitated by the context (Kutas & Hillyard, 1980) . Kounios and Holcomb (1992) reported that in quantified sentences such as "All/No rubies are gems/spruces," "gems" elicits a smaller N400 than "spruces" irrespective of sentence truth-value ratings. Such findings suggest that gems, because of semantic category priming from "rubies," is facilitated irrespective of the quantifier (see also Ferguson, Sanford & Leuthold, 2008; Fischler, Bloom, Childers, Roucos, & Perry, 1983) . Such findings are also compatible with sentence verification models in which an affirmative proposition ("rubies are gems") is computed before applying the negative quantifier meaning (i.e., sequential interpretation; Carpenter & Just, 1975) . Urbach and Kutas (2010) , however, reported different results for quantifier phrases with sentential objects that were typical or atypical for the preceding verb (e.g., "Few/Most mayors see citizens/ghosts on a regular basis"). Postsentence plausibility ratings showed that participants found typical objects more plausible than atypical objects following positive quantifiers, but less plausible following negative quantifiers. Atypical objects elicited the same N400s following positive and negative quantifiers. However, while typical objects elicited smaller N400s overall, N400s were more reduced following positive quantifiers compared with negative quantifiers. Thus, quantifier meaning impacted how the objects were processed as soon as they appeared, but the online effects of quantifier meaning differed qualitatively from their effects on final interpretation. Urbach and Kutas argued that quantifier comprehension was incremental yet partial, meaning that initial semantic processes were influenced by quantifier meaning yet not to the extent that they delivered an interpretation that was compatible with the final evaluation of plausibility.
The few available studies on quantifier comprehension leave open why comprehension sometimes proceeds incrementally yet partially, and whether comprehension can also proceed fully incrementally (i.e., when patterns from online and offline measures align). Partially incremental comprehension of quantifiers may be an epiphenomenon of the context in which quantifiers are used. As Urbach and Kutas note, sentences like "Few mayors see ghosts" lack a supportive pragmatic context, as usually available in natural language settings. Atypical objects are inherently less semantically related to the context words, and are less predictable from the sentence context. Hence, while the negative quantifier few may decrease expectations for "citizens," the expectation for "ghost" may not increase substantially. The things in the world that only few mayors see are practically unlimited (or at least substantially more numerous than things that most mayors see). The phrases "Few mayors see" and "Most mayors see" may both lead readers to expect a mayor-related concept. The object ghosts will be equally unexpected following negative and positive quantifiers. The results from Urbach and Kutas may reflect the extent to which the objects were expected or unexpected given the context, 1 not an inherent asymmetry in how positive and negative quantifiers are understood online (see Nieuwland & Kuperberg, 2008 , for related discussion on negation comprehension). In explaining their findings, previous studies have overlooked the role of predictability of the critical word, as is typically assessed with cloze probability scores. Higher cloze values suggest increased likelihood of online predictive processing, which in turn facilitates incremental processing (e.g., Altmann & Mirković, 2009; Staub & Clifton, 2006) . Comprehension of positive and negative quantifier sentences may become increasingly similar when those sentences elicit relatively strong linguistic predictions about upcoming words.
The Current Study
The current study disentangled the impact of quantifier valence and of predictability by comparing ERPs to positive and negative quantifier sentences that are pretested on cloze-value, truth-value, and on semantic relatedness of the critical words to the sentence context (see Table 1 ). Critical words came in pairs so that one word rendered the negative quantifier-sentence true and the positive quantifier-sentence false, and the reverse for the other word. Sentence materials were used with varied cloze values. A linear mixed-effects model analysis with continuous predictors for single-trial N400 data was performed to predict the interaction pattern between truth-value and quantifier based on item cloze value. Predictions centered on finding smaller N400s for words that render sentences true compared with words that render sentences false (i.e., sentence truth-value N400 effects). Such effects arise from world knowledge-based predictions about upcoming words (Nieuwland, Ditman, & Kuperberg, 2010; Nieuwland & Kuperberg, 2008; Nieuwland & Martin, 2012) . Here, I examine sentence truth-value N400 effects when participants are explicitly verifying the sentences and when they are not. Evidence for partial incrementality can be considered stronger if obtained when participants are engaged in explicit sentence verification. Moreover, effects that occur regardless of whether participants are engaged in explicit sentence verification cannot solely be ascribed to strategic task-effects.
Given that the N400 indexes the extent to which a word receives semantic facilitation from context-based predictions, and does not directly index the online computation of truth-value, several hypotheses can be formulated. If knowledge-based predictions impact comprehension in negative and positive quantifiers alike (see Nieuwland & Kuperberg, 2008) , a similar N400 reduction for true compared with false sentences may be observed in positive and negative quantifier sentences. Alternatively, if negative quantifiers compromise the ability to generate online predictions for upcoming words, a smaller N400 reduction is observed in negative 1 Their conclusions were also limited by the fact that participants judged sentences like "Few mayors see ghosts" to be neither plausible nor implausible (average ERPs were computed over sentences that were regarded as plausible or implausible), and by the lack of direct correspondence between midsentence ERPs to postsentence plausibility judgments, where the perceived quantifier scope may have differed. This document is copyrighted by the American Psychological Association or one of its allied publishers.
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quantifier sentences than in positive quantifier sentences (Urbach & Kutas, 2010) , or possibly no impact of quantifier type or truth-value on the N400 altogether (Kounios & Holcomb, 1992) . More import, however, if incremental comprehension of quantifier sentences depends on people's usage of quantifiers to generate linguistic predictions, then effects of truth-value in negative and positive quantifier sentences are more similar in high-cloze sentences. These hypotheses are tested with a mixed-effects model analysis that includes cloze value and truth-value as continuous predictors and quantifier (positive/negative) as a dichotomous predictor for the dependent variable N400 amplitude.
Method Participants
Written informed consent was obtained from 60 right-handed Edinburgh University students (21 males) between 19 and 35 years old (30 participants per instruction-condition). All were native English speakers, and none had neurological or psychiatric disorders or participated in the pretests.
Materials
Two hundred sentence quadruplets were constructed that started with quantifier expressions similar to the ones used by Urbach and Kutas (2010) . Critical words (CWs) per quadruplet came in pairs, with one word rendering a negative quantifier sentence true and a positive quantifier sentence false, and the reverse for the other word. The sentences covered different world-knowledge topics. Further item selection was based on two pretests. First, from one of two counterbalanced lists, 28 participants completed either the positive or the negative version of each sentence truncated before the CW, using the first sensible word coming to mind. Cloze value was computed as the percentage of participants who used the intended CW. Second, from one of four counterbalanced lists, 40 different participants evaluated one condition of each quadruplet on truth-value (1 ϭ false, 5 ϭ true).
Quadruplets were excluded when containing a true sentence with an average rating below 3 or a false sentence with an average rating over 3. Further selection was done so that the number of items was a multiple of four, and to minimize differences between conditions on the matching variables. In the final set of 124 items (available in Appendix A), critical word-pairs differed slightly in lexical frequency, t(123) ϭ 1.7, p ϭ .08, but were matched on lexical co-occurrence with words in the sentence (LSA-SSV, http://lsa.colorado.edu; t(123) ϭ 1.3, p ϭ .19). A 2 (Truth-Value: true, false) ϫ 2 (Quantifier: positive, negative) two-way interaction analysis of the cloze values revealed that true sentences had higher cloze values than false sentences, F(1, 123) ϭ 226.4, p Ͻ .001, and that negative sentences had higher cloze values than positive sentences, F(1, 123) ϭ 5.9, p ϭ .017, but no robust interaction between truth-value and quantifier type, F(1, 123) ϭ 0.23, p ϭ .88. A similar analysis for the truth-value ratings showed that true/ false ratings differed between the positive and negative quantifier sentences, F(1, 123) ϭ 17.1, p Ͻ .001, because of the fact that true-positive sentences were rated as slightly higher than true-negative sentences, t(123) ϭ 2.1, p ϭ .04, whereas falsepositive sentences were rated as slightly lower than falsenegative sentences, t(123) ϭ 2.9, p ϭ .004. When considering these numerically very small but statistically robust differences in cloze values and truth-value, however, it is important to keep in mind that the analysis here uses truth-value and cloze value as continuous predictors, rendering condition averages less relevant.
In the ERP experiment, CWs were followed by three additional words. Four counterbalanced lists were created so that each sentence appeared in only one condition per list, but in all conditions equally often across lists. Within each list, items were pseudorandomly mixed with 216 filler sentences (126 true and 90 false, see Nieuwland, 2015) .
Procedure
Participants silently read sentences, presented word-by-word, while minimizing movement. Word duration was 300 ms, and the inter-word-interval was 200 ms. Sentence-final words were presented for 600 ms and followed by a blank screen for 1,800 ms.
In the verification-instruction, a response display followed showing the response options 1-2-3-4 -5 centered on the screen and strongly disagree and strongly agree below the 1 and 5, respectively. Participants were instructed to respond as accurately as possible using the keyboard without time limit. After the response, a fixation mark appeared indicating that participants could self-pace on to the next sentence by pressing the space bar.
In the no-verification instruction, the postsentence blank screen was followed either by a fixation mark or by a yes/no world-knowledge question to which participants answered by button-press (followed by the fixation mark). These questions (82 in total, 41 requiring a "yes" response) were only included to keep participants alert, and they were independent of sentence condition and identical in each list.
Electroencephalogram Recording and Data Processing
The electroencephalogram (EEG) was recorded at 64 EEG electrodes, along with two mastoid electrodes and four EOG electrodes. The EEG was rereferenced offline to the mastoidaverage, filtered (0.05-30 Hz), segmented into epochs from Ϫ200 to 1,500 ms relative to CW onset, corrected for eye-movements using independent component analysis, baselinecorrected to Ϫ200 to 0 ms, and screened for artifacts (maximal/ minimal amplitude at 100/Ϫ100 V). In the verificationcondition, only trials with correct responses (strongly disagree or disagree for sentences prerated as being false, agree or strongly agree for sentences prerated as being true) were used for further analysis, which yielded an average of either 26 or 27 trials per condition. Analysis of the truth-value ratings obtained during the ERP experiment (see Table 1 ) showed that true sentences were rated higher than false sentences, F(1, 26) ϭ 4,906.2, p Ͻ .001 and that positive sentences were rated as slightly lower than negative sentences, F(1, 26) ϭ 5.4, p ϭ .03, but that the true-false rating differences were similar in positive and negative sentences, F(1, 26) ϭ 0.1, p ϭ .75.
Participants were excluded from analysis if more than one-third of trials were rejected because of artifacts or condition-inconsistent responses (verification-instruction) or because of artifacts only (no-verification). This left 51 participants for the analysis (27 participants that did verification, 24 that did not; average number of trials, verification: true-positive, M ϭ 25.7, SD ϭ 2.6; falsepositive, M ϭ 24.6, SD ϭ 3.2; true-negative, M ϭ 25.2, SD ϭ 3.0; false-negative, M ϭ 24.0, SD ϭ 3.3; no-verification, true-positive, M ϭ 27.8, SD ϭ 3.4; false-positive, M ϭ 28.5, SD ϭ 3.8; true-negative, M ϭ 28.3, SD ϭ 3.4; false-negative, M ϭ 27.8, SD ϭ 4.4). All subjects had at least 18 trials in each of the conditions.
Statistical Analysis
Mixed-effect model analyses (Baayen, Davidson, & Bates, 2008) were performed using the "lme4"= package (Bates, Maechler, Bolker, & Walker, 2014) in the R software (R Core Team, 2014). The dependent variable was mean amplitude in the 300 -450 ms (N400) time window at 22 posterior electrodes (CP1/ 3/5, P1/3/5/7, TP7, O1, PO3/7, and right equivalents), based on previously observed posterior N400 modulations (e.g., Nieuwland & Kuperberg, 2008; Nieuwland & Martin, 2012) . In all analyses, resulting t-values of 2.00 and above are treated as significant, because of complexities in estimating the degrees of freedom associated with predictors (Baayen et al., 2008) . A first linear mixed-effect model was constructed that included all three-way interaction terms between verification-instruction, quantifier-type, and the two continuous predictors (prerated) truth-value and cloze value.
2 Cloze value here refers to the average cloze value of the true positive and true negative sentences, a procedure that was used to circumvent colinearity between the cloze value and truthvalue because of the selection of false sentences with cloze values near zero. As random effects, the model included intercepts for subjects and items, a by-subject random slope for the interaction between quantifier-type, truth-value and cloze value, and a by-item random slope for the interaction between quantifier-type and truthvalue.
3 With a likelihood ratio test using an analysis of variance (ANOVA), this model was compared with a second model that included the same predictors and three-way interactions but not the three-way interaction term between cloze value, quantifier type, and truth-value.
Results
As shown in Figure 1 , critical words in all conditions elicited a positive P2 component followed by a negative N400 component, whether or not participants were performing an explicit verification task. A figure with results at all electrode positions is available in the Supplementary Materials. The mixed-effects model compar-2 Because the four-way interaction (verification ‫ء‬ clozevalue ‫ء‬ quantifier-‫ء‬ truthvalue) did not yield a significant effect, the model comparison between Model 1 and Model 2 was simplified by leaving out the four-way interaction term. Model 1: N400 ϳ (verification ϩ clozevalue ϩ quantifier ϩ truthvalue)^3 ϩ (1 ϩ clozevalue ‫ء‬ quantifier ‫ء‬ truthvalue | subject) ϩ (1 ϩ quantifier ‫ء‬ truthvalue |item). Model 2: N400 ϳ (verification ϩ clozevalue ϩ quantifier ϩ truthvalue)^3 -clozevalue:quantifier:truthvalue ϩ (1 ϩ clozevalue ‫ء‬ quantifier ‫ء‬ truthvalue | subject) ϩ (1 ϩ quantifier ‫ء‬ truthvalue |item). 3 Although an attempt was made to follow a fully maximal random effects structure, following Barr, Levy, Scheepers, and Tily (2013) , a model that included a by-item random slope for the three-way interaction between verification-instruction and truth-value and quantifier did not converge. This document is copyrighted by the American Psychological Association or one of its allied publishers.
ison revealed that the full interaction had a significantly better fit than a model without the three-way interaction term between cloze value, truth-value and quantifier type, 2 (1) ϭ 4.0, p ϭ .046. In the former model, the only robust three-way interaction was observed between cloze value, truth-value, and quantifier type (t ϭ 2.1). The nature of this interaction is illustrated in the lower graph in Figure  1 , which contains scatterplots of the mean fitted values and regression lines associated with the mixed effects model analysis, created with ggplot2 (Wickham, 2009) . For ease of exposition, voltage is plotted as a function of quantifier type and truth-value rating in the set with relatively high and low cloze values separately (based on a median split of the cloze value predictor). In items with higher cloze values, N400s become smaller (less negative) with increasing truth-value irrespective of quantifier type. A Figure 1 . Grand-average event-related potentials (ERPs) at electrode CP1 elicited by critical words in true and false sentences containing positive and negative quantifier expressions, across all participants and for the separate verification instructions (upper graphs). These ERP waveforms are high cut-off filtered at 5 Hz for presentation purposes, and negativity is plotted upward. An example sentence in each condition is shown below the ERP waveforms, along with the scalp distribution of the overall sentence truth-value effect (false minus true) for positive and negative quantifier sentences. The lower graphs illustrate the nature of the interaction pattern between cloze value, pretested truth-value, and quantifier type. For ease of exposition, these graphs show the mean fitted values from the mixed effects model results separately for sentences with high cloze values and low cloze values as scatterplots. See the online article for the color version of this figure. This document is copyrighted by the American Psychological Association or one of its allied publishers.
similar pattern occurred for positive quantifier sentences with relatively low cloze values, however, the reverse pattern occurred for negative quantifier sentences with low cloze values. The threeway interaction pattern was replicated in a mixed-effects model analysis that tested a more traditional factorial design using dichotomous predictors (negative/positive quantifier, true/false, or low/high cloze value). The results of this analysis and the accompanying pairwise follow-ups are available as Appendix B.
Discussion
This study examined ERPs elicited by words that rendered positive and negative quantifier sentences true or false. Positive and negative quantifier sentences elicited different effects in the complete set of items. Critical words in true-positive quantifier sentences elicited smaller N400s than false-positive quantifier sentences, reflecting the facilitated semantic retrieval for words that render a sentence true, regardless of whether people explicitly verified the sentences or not (e.g., Nieuwland, 2013 ; for behavioral findings, see Singer, 2013) . No such effect was observed in negative quantifier sentences. Critically, the observed effects depended on cloze value, such that decreasing cloze values were associated with an interaction pattern between truth-value and quantifier, whereas increasing cloze values were associated with more similar truth-value effects regardless of quantifier.
The current findings have several theoretical implications. First, the results are inconsistent with older accounts of quantifier comprehension. Kounios and Holcomb (1992) argued that, when people read quantifier sentences, they initially access semantic memory via nonpropositional processes, and compute sentence truth-value through later, decision-based processes (see also Fischler et al., 1983) . This prediction about delayed impact of quantifier meaning also follows from traditional sentence verification models, in which comprehension of negation involves the initial computation of an affirmative proposition followed by application of the negation term (Carpenter & Just, 1975) . Both these accounts predict that the N400, an index of semantic retrieval processes (Kutas & Hillyard, 1980) , is insensitive to quantifier valence, and is solely a function of the lower-level semantic relationships between critical words and context words. The current results show clearly that this explanation does not adequately describe how people comprehend sentences with different contextual constraints.
Second, the current results also shed further light on a recent proposal that quantifier phrases are understood immediately yet not completely incrementally. Urbach and Kutas (2010) reported that for sentences like Few/Most mayors see ghosts/citizens, semantic retrieval for typical objects like citizens is facilitated (i.e., eliciting smaller N400s) following positive quantifiers compared with negative quantifiers, whereas atypical objects like ghosts are not facilitated following negative quantifiers compared with positive quantifiers. While the plausibility ratings in that study suggested that the quantifier expressions were interpreted fully, that is, consistent with theoretical accounts of their meaning, the N400 patterns at the critical words suggested that the meanings of quantifiers were initially registered were not fully incorporated into the evolving representation of the sentential context. The misalignment between online and offline measurements led Urbach and Kutas to conclude that quantifier phrases are not understood fully incrementally. The current results show that this explanation too does not adequately describe how people comprehend sentences with different contextual constraints. Misalignment between online and offline measurements disappeared with increasing cloze values. The current results therefore suggest that fully incremental quantifier interpretation can be attained when quantifiers are successfully incorporated into predictions for upcoming words based on real-world knowledge.
The interaction pattern between quantifier type and truth-value as observed for lower cloze sentences is reminiscent of previous findings on quantifier comprehension (Kounios & Holcomb, 1992; Urbach & Kutas, 2010) . Nieuwland and Kuperberg (2008) also reported a similar pattern for implausible negation (e.g., "A bulletproof vest is not dangerous"). However, in light of the current cloze probability and truth-value ratings, the current results seem not to arise from implausible use of negative quantifiers. In fact, the current set as a whole is more similar to the plausible negation sentences from Nieuwland and Kuperberg in terms of offline judgments, which elicited the same N400 sentence truth-value effects as affirmative sentences. Therefore, the question arises why negative quantifiers would pose a particular challenge to incremental comprehension in plausible but low-cloze sentences.
One potentially relevant difference between the current sentences and those from Nieuwland and Kuperberg, beside the difference between negation and negative quantifiers, is the sentence position of the negative operator (sentence initial in the current study, right before the critical word in the Nieuwland and Kuperberg materials). Incremental incorporation of a negative term into the sentence representation may be particularly difficult when it occurs early in the sentence, when the quantifier scopes it still completely undetermined. In contrast, when a negation term appears midsentence, the property that needs to be negated may already be sufficiently salient or presupposed by the preceding sentence material. Availability of the to-be-negated information is one of the major determinants of ease with negation comprehension (e.g., Kaup, Zwaan, & Lüdtke, 2007 . Nordmeyer & Frank, 2014 Tian, Breheny, & Ferguson, 2010; Wason, 1965) . In addition, it may be more difficult for people to predict the end of the quantifier scope than the end of a negation scope during comprehension. Such differences would be exacerbated by the word-byword presentation procedure, which does not give the same information to predict scope end as would be available during natural reading or listening.
Prediction-Guided Full and Incremental Quantifier Interpretation
Quantifier sentences seem to be understood neither always in two sequential stages, nor always in a partial-incremental fashion, nor always in a maximally incremental fashion (i.e., delivering the fullest interpretation of a sentence fragment at each moment of the fragment's unfolding; Altmann & Mirković, 2009) . Instead, whether comprehension of quantifier sentences appears to occur in two stages, partial-incrementally or maximally incremental depends on the incorporation of quantifier meaning into an online prediction for an upcoming word. This could be a gradual phenomenon without a specific predictability tipping-point, although the required prediction strength remains to be established. This document is copyrighted by the American Psychological Association or one of its allied publishers.
This study shows a clear impact of whether or not a quantified sentence allows readers to predict upcoming words, but it used a range of different sentence types and, therefore, does not directly address the question of what makes a quantified sentence more or less predictable. Various sources of information are likely to contribute, based on well-established findings in the literature on negation comprehension and on predictability more generally. Clearly, there are general constraints that would apply to quantified sentences and nonquantified sentences alike. Predictions are partly driven by real-world factual knowledge as well as the pragmatic presumption of relevance (e.g., Grice, 1975; Nieuwland et al., 2010; Sperber & Wilson, 1986) . By default, people do not expect speakers to utter a sentence that they do not mean or to utter a sentence that has no obvious relevance to the ongoing discourse. This is what makes an isolated sentence such as Few mayors see ghosts or "No rubies are spruces" pragmatically infelicitous, but possibly very meaningful when placed in an appropriate context. In fact, very recent results from Urbach, Delong, and Kutas (2015) suggest that a supportive discourse context can but does not always lead to incremental quantifier comprehension. 4 Another contribution comes from sentence constraints that limit the number of grammatically correct continuations that satisfy the abovementioned pragmatic criteria. For example, the sentence "Most/Few gardeners plant their flowers during the" could lead comprehenders to predict a temporal noun phrase (e.g., "weekend," or a season). However, quantifiers may also generate more specific contributions to predictability by making a relevant contrast set available (e.g., Filik, Leuthold, Moxey, & Sanford, 2011; Paterson, Filik, & Moxey, 2009 ). This might be particularly important for negative quantifier sentences, given the contextual use of negation in everyday language (Horn, 1989) . For example, while "Few bananas are" will probably not elicit specific predictions, the phrase "Few green bananas are" may activate relevant real-world knowledge about the association between banana color and its ripeness. If the relevant contrast set (ripe-unripe) becomes available during comprehension, an online prediction may be generated that facilitates the upcoming word "ripe." Even an isolated negative quantifier sentence could then achieve a level of required presupposition that mimics the contextualized use of negative quantifiers in regular language use (e.g., Nieuwland & Kuperberg, 2008; Tian et al., 2010) .
At least some amount of prediction appears to be required for fully incremental comprehension of quantifiers. This fits with recent views that prediction plays an important role in language (Altmann & Mirković, 2009; Elman, 1990; Levy, 2008) , and that incremental comprehension is an emergent property of a language system that tries to continuously predict upcoming information at various levels of representation (e.g., phonology, semantic meaning, or eventknowledge). The current study shows that quantity information can be incorporated into such predictions of semantic information and their effects on online processing. As assumed by psycholinguistic studies on prediction, this claim relies on cloze probability as an independent measure of critical word predictability. This assumed link between an offline production measure and online semantic processing is not without its problems, however. Cloze values are obtained in absence of time constraints (although see Staub, Grant, Astheimer, & Cohen, 2015) , whereas online comprehension, especially in the standard serial visual presentation procedure, proceeds under time constraints. This means that there might be situations in which high cloze does not necessarily lead to online prediction-associated N400 effects (e.g., when words are presented at an uncomfortably rapid pace), and situations in which low-cloze negative sentences do lead to online predictions (e.g., when words are presented at a very slow pace or when participants are in control of the reading rate such as in natural sentence reading). Alternatively, the rich prosodic information available during auditory comprehension may also aid the online generation of predictions. Slower and/or more naturalistic presentation procedures may have a bigger impact on how people understand negative quantifiers than how they understand positive quantifiers.
Conclusion
Sentence truth-conditions have traditionally played an essential role in philosophical and linguistic theories of meaning. In psycholinguistics, however, people's ability to establish sentence truth-value has long been considered as reasoning about previously understood sentences (e.g., Hasson, Simmons, & Todorov, 2005) . This view has been reinforced by the often-reported insensitivity of early measures of semantic processing to sentence truth-value in negated sentences (e.g., Fischler et al., 1983; Kounios & Holcomb, 1992) . Critically, the current study suggests that previously reported dissociation between online and offline measures of quantifier comprehension disappears when quantifiers are incorporated into an online linguistic prediction for specific words. Negative quantifiers like "few" do not principally reduce people's ability to rapidly map incoming language onto what they hold to be true, as evidenced by sentence truth-value N400 effects in positive and negative quantifier sentences alike. These N400 effects reflect the facilitated semantic retrieval for words that are consistent with knowledge-driven online predictions. These predictions are what propel fully incremental quantifier comprehension. 4 Participants in one experiment read isolated sentences such as "Few/ Most children prefer vegetables/sweets," whereas participants in a second experiment read them after a supportive context sentence (e.g., "Alex was an unusual toddler"). Only with the context was a fully incremental pattern observed, although no between-experiment analysis was performed to directly test the effect of context. Surprisingly, however, the incremental pattern was not replicated in another experiment wherein participant evaluated plausibility of the sentence plus context. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
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This document is copyrighted by the American Psychological Association or one of its allied publishers. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly. Note. The negative quantifiers consisted predominantly of quantifiers that license negative polarity items such as "ever" or "hardly," with the exception of a small number of the items (e.g., "a minority of," "a small number of," 9 out of the final set of 124 sentences). Frequency count of used positive quantifier expressions: A large majority of (1), A large number of (7), a lot of (2), all (1), almost all (16), lots of (29), many (11), most (23), mostly all (1), nearly all (14), practically all (14), the majority of (1), very many (4). Frequency count of used negative quantifier expressions: A minority of (1), a small minority of (1), a small number of (7), a very few (2), almost no (14), few (36), hardly any (15), no (1), practically no (15), rather few (14), very few (18). The median split column lists each item based on the average cloze value of positive and negative quantifier sentences, which corresponds to the item split shown in in Figure 1 . HC ϭ high cloze; LC ϭ low cloze.
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