Neighborhood density refers to the number of words that sound similar to a given word. Previous studies have found that neighborhood density influences the recognition of spoken words (Luce & Pisoni, 1998) ; however, this work has focused almost exclusively on monosyllabic words in English. To investigate the effects of neighborhood density on longer words, bisyllabic words varying in neighborhood density were presented auditorily to participants in a perceptual identification task and a lexical decision task. In the perceptual identification task, words with sparse neighborhoods were more accurately identified than words with dense neighborhoods. In the lexical decision task, words with sparse neighborhoods were responded to more quickly and more accurately than words with dense neighborhoods. These results are similar to those found in studies examining the influence of neighborhood density on the recognition of monosyllabic words in English. In order to better understand lexical processing, models of spoken word recognition must account for the processing of words of all types.
Introduction
All current models of spoken word recognition (e.g., Luce & Pisoni, 1998; MarslenWilson, & Welsh, 1978; McClelland & Elman, 1986; Norris, 1994) account for the activation of and competition among multiple, similar word-forms. A common method used to assess the number of competitors that a word has is to measure the neighborhood density of the word. Neighborhood density is simply a count of the number of words that are formed by the addition, substitution, or deletion of one phoneme in a target word (Greenberg & Jenkins, 1967; Landauer & Streeter, 1973; Luce & Pisoni, 1998) . For example, the word kit has neighbors such as skit where a phoneme is added, cot, lit, or kid where a phoneme is substituted, and _it where a phoneme is deleted. A word, like cat, with many similar sounding words (e.g., at, bat, mat, rat, scat, pat, sat, vat, fat, gnat, cab, cad, calf, cash, cap, can, cot, kit, cut, coat) is said to have a dense neighborhood, whereas a word, like pig, with few similar sounding words (e.g., fig, wig, big, peg, pin, pitch) is said to have a sparse neighborhood. Note that each word has additional neighbors, but only a few are listed for illustrative purposes.
Laboratory-based experiments examining the process of spoken word recognition have shown in a variety of tasks that English words with a sparse neighborhood are responded to more quickly and more accurately than words with a dense neighborhood (Luce & Pisoni, 1998 ; see also Vitevitch & Luce, 1998 , 1999 . These results suggest that during spoken word recognition multiple word-forms are activated and compete with each other. (See Storkel, 2001 , for the influence of neighborhood density on the acquisition of English words; Vitevitch, 1997, and Sommers, 2003 , for the influence of neighborhood density on the production of English words; and Vitevitch & Stamer, 2006 , for the influence of neighborhood density on the production of Spanish words).
Evidence for the activation of and competition among multiple word-forms during spoken word recognition also comes from an analysis of a corpus of speech perception errors known as "slips of the ear" (Vitevitch, 2002b) . In a slip of the ear, the "listener reports hearing, as clearly and distinctly as any correctly perceived stretch of speech, something that does not correspond to the speaker's actual utterance" (Bond, 1999, p. 1) . Vitevitch (2002b) compared the words that were reported in slips of the ear to comparable words (i.e., content words with similar word length and familiarity rating as the slips) that were randomly drawn from the lexicon, and found that the words involved in slips of the ear had denser neighborhoods than words randomly drawn from the lexicon. This more ecologically valid examination of the process of spoken word recognition further demonstrates that multiple, similar word-forms are activated and compete during spoken word recognition, and that words that activate many similar sounding words are more likely to be misperceived than words that activate few similar sounding words.
It is important to note, however, that much of the empirical work-including studies of human behavior and computer simulations-examining the process of lexical activation has used monosyllabic words as stimuli. This is not only true for studies of spoken word recognition (e.g., Luce & Pisoni, 1998; Marslen-Wilson & Warren, 1994) , but it is also true for studies of visual word recognition (e.g., Coltheart, Rastle, Perry, Langdon, & Ziegler, 2001) . In order to better understand the process of spoken (and visual) word recognition, it is important to understand how many different types of words, such as words with more than one syllable, are processed.
Most work examining the recognition of longer words, however, has focused on longer words that are also morphologically complex (e.g., Frost, Grainger, & Rastle, 2005; Greber & Frauenfelder, 1999; Hay, 2003; Schriefers, Zwitserlood, & Roelofs, 1991; Zwitserlood, 2004;  however, see Mattys, Bernstein, & Auer, 2002) . It is unclear what the implications of theories of morphological decomposition are for the processing of words that are monomorphemic. Similarly, it is unclear how current models of spoken word recognition-based primarily on work examining monosyllabic words-account for the processing of longer words. Given that Wiener and Miller (1946) found that longer words were identified in noise more accurately than shorter words, it is possible that longer words may influence the processing dynamics in a model of spoken word recognition differently than the way shorter words influence the processing dynamics of the model. Indeed, recent work by Vitevitch and Rodríguez (2005) shows very different processing dynamics for the recognition of spoken bisyllabic words. The results of an auditory lexical decision task showed that bisyllabic words with dense neighborhoods were recognized more quickly and more accurately than bisyllabic words with sparse neighborhoods. It is important to note, however, that this work examined the recognition of bisyllabic Spanish words by native speakers of Spanish, not the recognition of bisyllabic English words by native speakers of English. Although the results of Vitevitch and Rodríguez suggest that multiple word-forms can facilitate the recognition of spoken words, it is unclear if the facilitative rather than competitive influence of neighborhood density on spoken word recognition could be better accounted for by a cross-linguistic difference in spoken word recognition processes-like that seen in the process of segmenting a spoken word from fluent speech (cf., Cutler & Norris, 1988; Mehler, Dommergues, Frauenfelder, & Segui, 1981) -or if the result reported in Vitevitch and Rodríguez was due to a different processing dynamic being employed for the recognition of longer versus shorter spoken words, as the work of Pitt and Samuel (2006) might suggest. Pitt and Samuel (2006) conducted four phoneme identification experiments using monosyllabic and trisyllabic words to examine the influence of word length on lexical activation and on lexical competition/inhibition. In these experiments, participants heard one of two words (e.g., wish or miss, abolish or arthritis) and had to decide whether the last phoneme was either "s" (/s/) or "sh" (/ʃ/). The last phoneme in each word had been modified to create a continuum from more /s/-like to more /ʃ/-like tokens. Pitt and Samuel reasoned that the extent of the bias in labeling the ambiguous phonemes in the /s/-/ʃ/ continuum, or the lexical shift, was indicative of the amount of lexical influences on phoneme perception, such that a large lexical shift indicated a large influence of lexical activation on phoneme identification.
They hypothesized that longer words would have greater lexical activation than shorter words, leading to a larger lexical shift in the trisyllabic words than in the monosyllabic words. They further hypothesized that words with more competitors would be subject to more competition (or to greater inhibition), resulting in decreased lexical activation, and to a smaller lexical shift in the trisyllabic words with many competitors (as defined by a late uniqueness point in the word) than in the trisyllabic words with few competitors (as defined by an early uniqueness point in the word). Evidence from the four experiments appeared to support these hypotheses. For example, Pitt and Samuel (2006) showed that longer words and words with an early uniqueness point displayed the greatest lexical shifts. They also found that duration manipulations and task demands modulated the effect, most notably for the monosyllabic words. Pitt and Samuel concluded that a better understanding of lexical processing could only be obtained by examining words of various lengths, not just monosyllabic words as previous studies have used.
Although we agree with Pitt and Samuel that a better understanding of lexical processing can only be obtained by examining words of various lengths, there are, unfortunately, several issues that make the results obtained by Pitt and Samuel (2006) difficult to interpret in such a straightforward manner, leaving the influence of word length on lexical processing unclear. First, consider that Pitt and Samuel (2006) defined lexical competition in terms of uniqueness points. Words with early uniqueness points were hypothesized to have few competitors, whereas words with late uniqueness points were hypothesized to have many competitors. This definition conflates uniqueness point with number of competitors (i.e., "cohort size," Pitt & Samuel, 2006 , p.1122 . Unfortunately, the relationship between uniqueness point and the number of competitors is not so straightforward. A word with a late uniqueness point may have many competitors as Pitt and Samuel suggest, or a word with a late uniqueness point may simply overlap one word, diverging only at the last phoneme, such as absence (/aebsəns/) and absent (/aebsənt/). That is, a word with a late uniqueness point may not have many competitors, but may actually have just one competitor.
The lack of a straightforward relationship between uniqueness point and the number of competitors is illustrated more clearly in Figure 1 , where the computationally derived uniqueness point of each of the (approximately 20,000) words in the database used in Vitevitch and Luce (2004) are plotted as a function of the number of competitors of each word, as defined by the one-phoneme metric (Greenberg & Jenkins, 1967; Landauer & Streeter, 1973; Luce & Pisoni, 1998) . As shown in the figure, many possibilities exist: a word with an early uniqueness point may have few competitors, a word with an early uniqueness point may have many competitors, a word with a late uniqueness point may have few competitors, and a word with a late uniqueness point may have many competitors. Because uniqueness point and the number of competitors are not linearly related, it is difficult to use uniqueness point as a consistent measure of number of competitors. 1 Although words with a later uniqueness point may be subject to greater inhibition, the study by Pitt and Samuel (2006) does not show that this influence is due to a greater number of competitors.
Second, Pitt and Samuel (2006) compared the size of the lexical shift obtained for the monosyllabic words to the lexical shift obtained for the trisyllabic words. In Experiment 1, they found that the monosyllabic words had a lexical shift of 26%, whereas the trisyllables (collapsed over uniqueness point) had a lexical shift of 40%; the difference between the lexical shifts (14%) was reported as statistically significant, F(1, 27) = 15.70. They interpreted the difference in lexical shift across word length as evidence that longer words generated more lexical activation than shorter words because longer words provided more perceptual information than shorter words. This interpretation is questionable because the number of competitors for the monoand trisyllabic words (i.e., neighborhood density) was not controlled. In the stimuli used in Pitt and Samuel, we found a statistically significant difference, t(14) = 5.56, p < .0001, in the number of phonological neighbors between the monosyllabic words (mean = 13.8 neighbors, standard deviation = 7.1) and trisyllabic words (mean = 0.0 neighbors, standard deviation = 0.0), as defined by the one-phoneme metric (Greenberg & Jenkins, 1967; Landauer & Streeter, 1973; Luce & Pisoni, 1998) . Recall that Luce and Pisoni (1998) suggested that words with dense neighborhoods experience more competition than words with sparse neighborhoods, accounting for the slower and less accurate responses to words with dense neighborhoods compared to words with sparse neighborhoods. Therefore, in the case of Pitt and Samuel (2006) , it is unclear if the larger lexical shift that they observed for the trisyllabic words was due to greater activation among the longer words as they hypothesized, or if the observed difference in the lexical shift was due to greater competition among the monosyllabic words, Figure 1 Uniqueness point plotted as a function of the number of neighbors of each word in the database used in Vitevitch and Luce (2004) which were from significantly denser neighborhoods than the trisyllabic words that they used.
In addition to the difference in neighborhood density between the tri-and monosyllabic words, some of the monosyllabic word pairs used in Pitt and Samuel (2006) also varied in neighborhood density (e.g., wish has 13 neighbors, whereas miss has 23 neighbors). Newman, Sawusch, and Luce (1997) found that phoneme perception was influenced by the neighborhood density of the stimuli at the ends of the continuum in the Ganong (1980) paradigm. The extent to which the results of Pitt and Samuel (2006) might also have been influenced by neighborhood density effects of this type is unclear.
Given the difficulty in interpreting the results of Pitt and Samuel (2006) , the influence of word length on lexical processing is still unclear. To more directly test whether longer words are processed differently from shorter words, we examined how neighborhood density influences the recognition of spoken bisyllabic words in English. Luce and Pisoni (1998) proposed the neighborhood activation model to quantitatively account for the influences of stimulus word intelligibility, stimulus word frequency, neighborhood confusability, and neighborhood frequency on spoken word recognition. These influences on spoken word recognition were expressed in the Frequency Weighted Neighborhood Probability Rule (FWNPR) (see equation 6 in Luce & Pisoni, 1998) :
where p(ID) is the probability of correctly identifying the stimulus word, PS i ; is the probability of the ith phoneme of the stimulus word, PN ij is the probability of the ith phoneme of the jth neighbor, n is the number of phonemes in the stimulus word and the neighbor, Freq S is the frequency of the stimulus word, Freq Nj is the frequency of the jth neighbor, and nn is the number of neighbors. Note that in the FWNPR, n, the number of phonemes in the stimulus word and the neighbor, is not restricted in any way (e.g., to "short" words, or n can only be less than a certain value, etc.). Thus, the neighborhood activation model would predict that factors such as stimulus word intelligibility, stimulus word frequency, neighborhood confusability, and neighborhood frequency should influence the recognition of a long word the same way that those factors influence the recognition of a short word. In other words, there is not one set of word recognition processes used for words of one length, and a different set of processes used for words of another length.
Although most of the empirical tests of the neighborhood activation model have used monosyllabic words as stimuli, a few studies have examined the influence of neighborhood density on the processing of bisyllabic words in English (e.g., CharlesLuce, Luce, & Cluff, 1991; Cluff & Luce, 1990; Luce & Cluff, 1998; Vitevitch & Luce, 1999) . However, certain characteristics of the stimuli and analyses employed in those studies limit the ability to generalize the findings that were obtained. First, consider the stimuli used in Cluff and Luce (1990) , Luce and Cluff (1998) , and Vitevitch and Luce (1999) . The stimuli in those experiments were so-called spondaic words, or words that contained two syllables (each a free morpheme) with equal stress, such as baseball. Most bisyllabic words in English do not have this structure. Rather, most bisyllabic English words are monomorphemic with a strong-weak stress pattern (Cutler & Norris, 1988; Sereno & Jongman, 1990 ), making it difficult to generalize the results of these previous studies of spondaic words to more typical bisyllabic words in English.
In addition to the unique stress pattern of the words used as stimuli in these previous experiments, the neighborhood density of the component syllables of the bisyllabic words-not the neighborhood density of the entire word-was manipulated in these previous studies. For example, previous studies examined how the neighborhood density of base and the neighborhood density of ball influenced processing, but did not examine how the neighborhood density of the entire word, baseball, influenced processing. Finally, Cluff and Luce (1990) and Luce and Cluff (1998) used words comprised of syllables that were lexically easy or lexically hard words. A lexically easy word is one with high word frequency and a sparse neighborhood, making it "easy" to recognize, whereas a lexically hard word is one with low word frequency and a dense neighborhood, making it "hard" to recognize. Thus, it is unclear how the overall neighborhood density of the word influences the recognition of a bisyllabic word when word frequency is not conflated with neighborhood density as it is in the easy-hard distinction.
In order to better understand how bisyllabic words are recognized in English, the present set of experiments used the same tasks-perceptual identification and auditory lexical decision-and the same definition of competitor set size-neighborhood density-that were used by Luce and Pisoni (1998) to examine the influence of lexical competition on the recognition of monosyllabic words in English. The stimuli of the present study, however, consisted of bisyllabic words that were not spondaic and that varied in neighborhood density across the entire word (word frequency and neighborhood frequency were controlled).
Experiment 1
In a perceptual identification task, a word mixed with white noise is presented auditorily over a set of headphones and the participant is asked to identify the word that was presented. Luce and Pisoni (1998) found, over a variety of signal-to-noise ratios (+15 dB, +5 dB, and -5 dB), that monosyllabic English words with sparse neighborhoods were identified more accurately than monosyllabic words with dense neighborhoods. A straightforward prediction can be derived from the neighborhood activation model developed by Luce and Pisoni: as in the case of monosyllabic words, bisyllabic words with sparse neighborhoods will be identified more accurately than bisyllabic words with dense neighborhoods (ceteris paribus). Note that the bisyllabic words used in the present experiment are fairly typical bisyllabic English words (i.e., words with a strong-weak stress pattern), and that only one signal-to-noise ratio was examined.
Method

Participants
Thirty-seven native speakers of English (U.S. Midwestern dialect) participated in this experiment. The participants received credit toward an introduction to psychology class for their participation. All participants reported no history of hearing or speech disorders.
Materials
Fifty-six English words were used in this task. All the words were bisyllabic with a strong-weak stress pattern.
2.1.2.1 Neighborhood density Phonological neighbors were defined as words that differed from the target word by the addition, substitution, or deletion of one phoneme (Greenberg & Jenkins, 1967; Landauer & Streeter, 1973; Luce & Pisoni, 1998) . Half of the stimuli were classified as having dense neighborhoods with a mean of 11.71 phonologically similar words (SD = 1.58), and the other half of the stimuli were classified as having sparse neighborhoods with a mean of 4.43 phonologically related words (SD = 1.99). The difference between the two conditions was significant, F(1, 54) = 229.88, p < .0001.
In general, there are fewer neighbors for the bisyllabic words used in the present set of experiments than the monosyllabic words used in previous studies. This difference between our stimuli and the monosyllabic stimuli used in previous studies in terms of number of neighbors may be a result of the language-wide relationship between neighborhood density and word length: longer words tend to have fewer neighbors than shorter words (Amano, 1996; Frauenfelder, Baayen, & Hellwig, 1993) .
Frequency of occurrence of the stimuli and their neighbors
Word frequency refers to the average number of times a word occurs in the language. The stimuli were controlled in terms of word frequency (dense words: mean = 46.89 occurrences per million, SD = 71.68; sparse words: mean = 52.89 occurrences per million, SD = 91.10). Neighborhood frequency refers to the mean word frequency of the neighbors of the target word. The stimuli were also controlled in terms of neighborhood frequency (dense words: mean = 92.22 occurrences per million, SD = 195.80; sparse words: mean = 123.86 occurrences per million, SD = 174.63). None of the differences in word frequency or neighborhood frequency were significant (all F's(1, 54) < .5, p > .5). All the frequency counts were based on the information contained in Kucera and Francis (1967) .
Component segments
All stimuli contained three to five phonemes, with the mean phoneme length in the dense condition equal to 3.9 phonemes (SD = .5) and the mean phoneme length in the sparse condition equal to 4.0 phonemes (SD = .5). This difference was not statistically significant, F(1, 54) = .68, p > .41. Based on the computer readable transcriptions (see Vitevitch & Luce, 2004, for more information regarding the transcription conventions in the database used to select the stimuli), stimulus items had the following syllable structures (C = consonant, V = vowel): CVV (e.g., hurry), CVCV (e.g., movie), CVCCV (e.g., lumber), CVCC (e.g., muscle), or CVCCC (e.g., candle). In the last two cases, the word-final C was a syllabic consonant.
Further note that equal numbers of the following phonemes appeared in each condition in the onset position: /b, d, k, f, h, l, m, p, ʃ, t, v, w/. For the vowels that appeared in the second position of each word, the dense words had the following vowels (with the number of occurrence in parentheses), ae (11), ɑ (1), ε (5), ʌ (4), ɝ (3), aI (1), e (1), i (1), o (1), and the sparse words had the following vowels (with the number of occurrence in parentheses), ae (5), ɑ (1), ε (2), ʌ (4), ɝ (3), aI (1), e (2), i (1), o (2), oI (1), I (1), u (1), au (3), ɔ (1). A chi-square analysis shows that there was no statistically significant difference in the distribution of vowels in the second position of each word between the two conditions (χ 2 = 11.20, d.f. = 13, p = .59).
Finally, we counted the number of times a fricative appeared in any of the phoneme positions that followed the initial CV. For the dense words, three fricatives were found in one of the phoneme positions that followed the initial CV, and for the sparse words, seven fricatives were found in one of the phoneme positions that followed the initial CV. A chi-square analysis shows that this difference was not statistically significant (χ 2 = 1.60, d.f. = 1, p = .20). It is important to carefully balance the phonological segments that appear in each condition because white noise differentially masks different types of phonemes. Given the similarities in the distribution of constituent phonemes in the two conditions, it is more likely that any difference we observe in the perceptual identification task is due to the difference in the independent variable (i.e., neighborhood density) than to differences in the constituent phonemes in the two conditions. The words, their phonemic transcriptions, and their lexical characteristics are listed in Appendix A.
Uniqueness points
The uniqueness points (Grosjean, 1980; Marslen-Wilson & Tyler, 1980) were determined computationally as in Luce (1986) . Using the same computerized lexicon as Luce (1986) , the uniqueness point of a word corresponded to the point at which the phonological transcription of the target word differed from all other transcriptions in the computerized lexicon (Nusbaum, Pisoni, & Davis, 1984) . The mean uniqueness point was 4.29 phonemes for the dense words and 4.25 phonemes for the sparse words. This difference was not statistically significant, F(1, 54) = .028, p > .80. By controlling uniqueness point, but varying neighborhood density, we were able to more directly assess the influence of lexical competition on longer words (cf., Pitt & Samuel, 2006) . 2.1.2.5 Recording the stimuli All of the words were recorded from a list in isolation by a female native speaker of English from the Midwest (the second author) at a normal speaking rate in an IAC sound attenuated booth using a high-quality microphone. The stimuli were recorded onto a digital audiotape at a sampling rate of 44.1 kHz. The recordings were transferred directly to a computer hard drive via a sound card using ProTools LE software (Digidesign). Correct pronunciation of each word was verified, and the words were edited into individual sound files using Sound Edit 16 (Macromedia, Inc.). The amplitude of the sound files was adjusted with the Normalize function to amplify the words to their maximum peak value without clipping or distorting the sound and without changing the pitch of the words.
2.1.2.6 Durations The mean total file duration, measured from the beginning of the sound file to the end of the sound file, for the dense words was 500 ms (SD = 48) and for the sparse words was 511 ms (SD = 52). The mean onset duration, measured from the beginning of the file to the onset of the stimulus word, for the dense words was 29 ms (SD = 10) and for the sparse words was 31 ms (SD = 9). The mean stimulus duration, measured from the onset of the word to the end of the word in the sound file excluding any silence before and after the word in the sound file, for the dense words was 432 ms (SD = 49) and for the sparse words was 446 ms (SD = 44). None of the differences in duration were statistically significant (all F's(1, 54) < .33, p > .55).
Noise
The stimuli in the perceptual identification task were presented at a +12 dB signal-to-noise ratio (S/N). Sound Edit 16 was used to create the degraded stimuli by adding to each sound file white noise that was equal in duration to each sound file and that was 12 dB less in amplitude than the mean amplitude of the sound file.
Procedure
Participants were seated in front of an iMac running PsyScope 1.2.2 (Cohen, MacWhinney, Flatt, & Provost, 1993 ) with a set of Beyerdynamic DT 100 headphones, and a computer keyboard. The computer program, PsyScope, controlled stimulus presentation and response collection.
Each trial proceeded as follows: the word READY appeared for 500 ms on the screen followed immediately by a randomly selected stimulus item (i.e., a word mixed with noise) presented auditorily through the headphones. Each stimulus was presented only once. The participant was instructed to use the computer keyboard to type the word that was heard through the headphones. After the participant pressed the Return key, the next trial began. Participants were able to see their responses while typing and were able to correct any typing error before pressing the Return key. Participants were instructed to provide their best guess for each word they heard. They were also instructed to press the Return key or "?" if they were absolutely unable to identify the word. Each participant received five practice trials before proceeding to the rest of the experiment. The practice trials were used to familiarize the participants with the task and were not included in the analyses.
Results and discussion
Words were scored as correct if a phonological transcription of the response matched the phonological transcription of the input. Misspellings and the transpositions of letters were also scored as correct responses. The omission of a single letter in a word was scored as a correct response only if the response did not form another English word. Typographical errors and the addition of a single letter in the responses were scored as a correct response if the character was within one key from the target letter on the keyboard. Words were scored as incorrect if they did not meet the above criteria.
In the dense condition, 77.1% (SD = 7.5) of the words were correctly identified, whereas in the sparse condition, 80.3% (SD = 9.2) of the words were correctly identified. A dependent samples t-test was used with participants as a random factor to examine the difference in accuracy rates between the dense and sparse words. This analysis showed that the difference between the dense condition and the sparse condition was statistically significant, t(36) = 7.08, p = .01. The observed difference is considered an effect of medium size (d = .44) and has a high probability of being replicated (p rep = .81, the lower limit for ''replicable'' is p rep ≈.55, Killeen, 2005) .
It is the current practice of psycholinguistic research to provide additional analyses of the items used as stimuli under the assumption that such an analysis rules out the possibility that the effects that were observed were due to a few "odd" items in the stimulus set (however, see Raaijmakers, 2003) . In current practice, this concern is typically addressed with an independent samples t-test treating the stimulus items as a random factor. There is, however, much debate about the proper use and interpretation of such analyses (Baayen, 2004; Baayen, Tweedie, & Schreuder, 2002; Cohen, 1976; Keppel, 1976; Raaijmakers, 2003; Raaijmakers, Schrijnemakers, & Gremmen, 1999; Smith, 1976; Wike & Church, 1976) . Although there are a number of concerns with the proper use and interpretation of such analyses, we have provided these analyses in order to be consistent with the current conventions of the field.
When collapsed across participants, the items in the dense condition had a mean accuracy rate of 77.10% (SD = 23.1), whereas items in the sparse condition had a mean accuracy rate of 80.30% (SD = 20.8). Note that the mean values are identical to those obtained in the analysis treating participants as a random factor. However, the standard deviations in the present analysis are two to three times those obtained in the analysis treating participants as a random factor. Given the increased variability in the present analysis, and the less sensitive independent samples t-test used in the present analysis, it is not surprising that the analysis failed to show a statistically significant difference, t(54) = .54, p = .59. To further address the concern that a few "odd" items were contributing to the observed effect, we provide several additional analyses.
If a few "odd" items were responsible for the observed effect, one might expect to see the (numerically) higher accuracy for sparse words compared to dense words to disappear or reverse when the items are randomly split into two groups of sparse and dense words, as the "odd" item would only affect half of the data. When half of the dense words and half of the sparse words were randomly separated into two lists (List A and List B, for ease of discussion), the numerical advantage in accuracy rates for sparse over dense words was found in both lists. In List A, the items in the dense condition had a mean accuracy rate of 74.9% (SD = 23.8), whereas items in the sparse condition had a mean accuracy rate of 77.6% (SD = 23.7; t(26) = .30, p = .76). In List B, the items in the dense condition had a mean accuracy rate of 79.3% (SD = 23.1), whereas items in the sparse condition had a mean accuracy rate of 83.0% (SD = 17.9; t(26) = .47, p = .64). Although neither of these analyses is statistically significant, both lists of randomly assigned stimuli (each containing half of the dense items and half of the sparse items) show the expected result: sparse words are responded to (numerically) more accurately than dense words. If the result observed in the participant analysis were due to a few "odd" items, it is unlikely that both lists of randomly separated items would continue to show the expected result.
To further rule out the possibility that a few "odd" items were responsible for the observed effect, we compared the frequency distributions of the accuracy rates for the dense and sparse items. If only a few sparse items were responded to accurately, producing a spurious advantage for sparse words, one would expect a positively skewed distribution for the sparse items. Similarly, if only a few dense items were responded to with low accuracy, producing a spurious disadvantage for dense words, then one would expect a negatively skewed distribution for the dense items. A chi-square analysis comparing the number of dense and sparse words that occurred in each bin of 10% increments from 0-100% accuracy shows that the two distributions do not differ from each other (χ 2 = 6.692, d.f. = 8, p = .57; Preacher, 2001) . The number of responses in each accuracy bin is provided in Appendix B. Given the similarity in the shape of the distributions for the dense and sparse items, it is unlikely that a few "odd" items in either the dense or sparse condition were responsible for the observed effect.
The result from the present perceptual identification task shows that bisyllabic English words with sparse phonological neighborhoods are identified more accurately than bisyllabic English words with dense phonological neighborhoods. These results are consistent with the predictions of the neighborhood activation model, and are similar to the results of Experiment 1 from Luce and Pisoni (1998) . Across three S/N ratios (−5 dB, +5 dB, +15 dB), Luce and Pisoni found a significant, positive correlation between the predicted probability of identifying a stimulus word (these values were derived from the FWNPR, which takes into account the influences of stimulus word intelligibility, stimulus word frequency, neighborhood confusability, and neighborhood frequency) and identification scores obtained in the perceptual identification tasks, providing clear evidence that monosyllabic English words with sparse neighborhoods were identified more accurately than monosyllabic English words with dense neighborhoods. The results of the present experiment suggest that the mechanisms that influence the recognition of short words also influence the recognition of long words, contrary to the claims of Pitt and Samuel (2006) , who found processing differences between short and long words. Although a perceptual identification task has much ecological validity-we often experience background or street noise in addition to the signal produced by an interlocutor-we, like Luce and Pisoni (1998) , wished to further examine the influence of neighborhood density on the recognition of spoken words in English. Like Luce and Pisoni (see their Experiment 2), we performed an auditory lexical decision task using the biyllabic words we used in the present experiment. As Luce and Pisoni (1998) pointed out, an auditory version of a lexical decision task enables us to examine the influence of neighborhood density without degrading the stimuli (as in the perceptual identification task). That is, a lexical decision task will enable us to "demonstrate that the effects of neighborhood structure generalize beyond words that are purposefully made difficult to perceive" (Luce & Pisoni, 1998, p. 15), thereby providing evidence from another task that is convergent with the evidence obtained in the perceptual identification task.
Experiment 2
In an auditory lexical decision task, a word or a nonword is presented without noise over a set of headphones and the participant must decide as quickly and as accurately as possible if the stimulus is a real word in English or a made-up, nonsense word. Using this task, Luce and Pisoni (1998; Experiment 2) found that monosyllabic words with a sparse neighborhood were recognized more quickly than words with a dense neighborhood. To further explore how neighborhood density influences the recognition of longer words, the same bisyllabic words used in Experiment 1 were used in the present experiment.
Method
Participants
Forty right-handed native speakers of English (Midwestern dialect) participated in this experiment. The participants received credit toward an introduction to psychology class for their participation. All participants reported no history of hearing or speech disorders. None of the participants in the present experiment took part in Experiment 1.
Materials
The same stimuli that were used in Experiment 1 were used in the present experiment. Additionally, 56 bisyllabic nonwords were used in this task. Recall that the mean uniqueness point was 4.29 phonemes for the dense words and 4.25 phonemes for the sparse words, and that the mean length for the dense words was 3.9 phonemes, and for the sparse words the mean was 4.0 phonemes. This means that the uniqueness point of the words used in the present experiment fell, on average, after the final phoneme. To avoid giving the participants a cue regarding the lexical status of the stimulus, the nonwords that were used in the present experiment were formed by replacing the final phoneme of a real word with another phoneme to create a nonword. For example, the /s/ from "tennis" /tεnIs/ (not a stimulus item) was replaced with /k/ to form the nonword "tennik" /tεnIk/. Thus, participants had to listen to the entire stimulus before making a decision regarding the lexical status of the item.
The nonwords were recorded in the same manner and at the same time as the real word stimuli used in Experiment 1, thereby eliminating possible cues to lexical status based on characteristics of the recordings. The phonological transcriptions of the nonwords are listed in Appendix C. None of the nonwords were created from stimulus items.
Procedure
The same equipment used in Experiment 1 was also used in the present experiment with the exception that a button box (New Micros), with a dedicated timing board to provide millisecond accuracy, was interfaced with the computer to record responses. Each trial proceeded as follows: the word READY appeared for 500 ms on the screen, followed immediately by a randomly selected word or nonword presented auditorily through the headphones. The participants were instructed to indicate whether the item they heard was a real word in English or a nonword by pushing as quickly and as accurately as possible the appropriately labeled button. "WORD" responses were made with the right (dominant) hand, and "NONWORD" responses were made with the left hand. After the participants made a decision, the next trial began. Prior to the trials in the experiment, the participants received 10 practice trials. These trials were used to familiarize the participants with the task and were not included in the analyses.
Results and discussion
To maintain the current conventions of psycholinguistic research, separate t-tests were used to examine each dependent measure (reaction time and accuracy rates) with participants (t 1 ) and stimulus items (t 2 ) treated as random factors. Only accurate WORD responses were included in the analysis of reaction times. Reaction times were measured from the onset of the sound file to the onset of the button press response. Reaction times that were approximately two standard deviations above and below the overall mean reaction time (i.e., below 500 ms and above 1700 ms) were considered outliers and were excluded from the analysis; this accounted for less than 1% of the data.
In the analysis of reaction time, words with sparse neighborhoods (mean = 833 ms, SD = 74.53) were responded to more quickly than words with dense neighborhoods (mean = 846 ms, SD = 77.53; t 1 (39) = 2.10, p = .04; t 2 (54) = 2.38, p = .02). The observed difference in the analysis of the reaction times treating participants as a random factor is considered an effect of medium size (d = .33) and has a high probability of being replicated (p rep = .76; Killeen, 2005) .
A significant difference was also found with regards to accuracy rates (t 1 (39) = 2.41, p = .02; t 2 (54) = 2.15, p = .03), such that words with sparse neighborhoods were correctly responded to 94.3% of the time (SD = 4.6) and words with dense neighborhoods were correctly responded to 92.0% of the time (SD = 5.6). The observed difference in the analysis of the accuracy rates treating participants as a random factor is considered an effect of medium size (d = .38) and has a high probability of being replicated (p rep = .79; Killeen, 2005) . This pattern of results also suggests that participants did not employ a strategy that traded speed for accuracy in their responses. Luce and Pisoni (1998; Experiment 2) found in an auditory lexical decision task that monosyllabic English words with sparse phonological neighborhoods were responded to more quickly than monosyllabic words with dense phonological neighborhoods. The results of the present experiment further suggest that neighborhood density also influences the processing of bisyllabic words in English in a similar manner. This finding, however, contrasts with the findings of Vitevitch and Rodríguez (2005) , who found that bisyllabic Spanish words with dense neighborhoods were recognized more quickly and more accurately than bisyllabic Spanish words with sparse neighborhoods in an auditory lexical decision task. The present result also contrasts with the conclusions of Pitt and Samuel (2006) , who suggested that long words are subject to different processing dynamics than short words.
General discussion
The present set of experiments examined the influence of neighborhood density on the processing of English bisyllabic words. The results of the perceptual identification task in Experiment 1 showed that listeners identified bisyllabic English words with sparse neighborhoods more accurately than bisyllabic English words with dense neighborhoods. In the auditory lexical decision task used in Experiment 2, listeners responded more quickly and more accurately to bisyllabic English words with sparse neighborhoods than to bisyllabic English words with dense neighborhoods. As predicted by the neighborhood activation model (Luce & Pisoni, 1998) , similar sounding bisyllabic English words, like similar sounding monosyllabic English words, compete during spoken word recognition. Words with few competitors are recognized more quickly and accurately than words with many competitors.
In contrast to the findings of the present study, Vitevitch and Rodríguez (2005) found that, in an auditory lexical decision task, bisyllabic Spanish words with dense neighborhoods were recognized more quickly and more accurately than bisyllabic Spanish words with sparse neighborhoods. Given the similar way in which monosyllabic and bisyllabic words (as demonstrated in the present study) in English were responded to, the divergent results of Vitevitch and Rodríguez (2005;  see also Vitevitch & Stamer, 2006) may reflect some sort of cross-linguistic difference in spoken word recognition processes-like that seen in the process of segmenting a spoken word from fluent speech (cf., Cutler & Norris, 1988; Mehler et al., 1981 )-rather than a difference in how longer and shorter words are processed.
Although there are a number of differences between English and Spanish that could lead to a difference in processing dynamics, one possibility relates to the morphological-in addition to the phonological-similarity that exists among some Spanish word-forms. Consider, for example, the Spanish word niña (i.e., the singular, feminine form for child, or little girl, and a word used in the study by Vitevitch & Rodríguez, 2005) . Words that are phonologically related (based on the one-phoneme metric) as well as morphologically and semantically related-such as niñas (girls) and niño (boy)-would also be activated in the lexicon. In addition, other words such as niños (boys), niñada (childishness), niñera (nursemaid), niñería (trifle), and niñez (childhood) might also be partially activated in the lexicon, even though they differ from niña by more than one phoneme. Other examples of stimulus items from the study by Vitevitch and Rodríguez [and morphologically related items] include moho moss [mohoso mossy], heno hay [henal hayloft, henar hayfield], and mudo mute [mudez silence]. The morphological (and semantic) similarity among these partially activated word forms may lead to different processing dynamics in the spoken word recognition system than partially activated word-forms that are only phonologically similar (e.g., cat and hat). We recognize the speculative nature of this hypothesis (however, see Bybee, 2001 , among others for similar ideas), but a complete explanation of the influence of neighborhood density on spoken word recognition in Spanish (e.g., Vitevitch & Rodríguez, 2005) is beyond the scope of the present study and discussion.
The results of the present study suggest that, in English, competition among similar word forms affects the recognition of shorter and longer words and affects them in the same way. Specifically, long and short words with few competitors are recognized more quickly and accurately than long and short words with many competitors. However, the results of Pitt and Samuel (2006) suggest that different processing dynamics are used to recognize shorter and longer words. Pitt and Samuel hypothesized that because longer words have more phonemes than shorter words, they accumulate more bottom-up activation than shorter words. They further hypothesized that shorter words have more competitors than longer words, and that trisyllabic words with a late uniqueness point have more competitors than trisyllabic words with an early uniqueness point. Therefore, short words are subject to more inhibition than longer words, and trisyllabic words with a late uniqueness point are subject to more inhibition than trisyllabic words with an early uniqueness point.
In several phoneme identification experiments using monosyllabic and trisyllabic words, Pitt and Samuel found a larger lexical shift-a measure of lexical influence on phoneme perception-in the labeling of ambiguous phonemes in an /s/-/ʃ/ continuum (Ganong, 1980) for longer words than for shorter words. This result suggested that longer words-which have more phonemes than shorter words, thereby contributing more bottom-up activation to the lexical representation-are activated to a greater degree than shorter words.
Although longer words do indeed have more phonemes than shorter words, it is unclear how uniquely informative the additional phonemes in the latter part of a longer word are. Connine, Titone, Deelman, and Blasko (1997) describe what they referred to as "lexical extant," or the information that occurs at the ends of words that can be used as a source of confirmatory evidence for the information at the beginning of the word. If the information in the later part of a long word is essentially redundant information (i.e., confirmatory evidence), it is not clear that this information will produce the same amount of lexical activation as the unique information found in the initial part of the word. Therefore, it's not clear that a longer word would indeed produce greater lexical activation than a shorter word, as Pitt and Samuel hypothesized, simply because it has more phonemes than a longer word.
In addition, the increased number of phonemes found in longer words might tax verbal short-term memory more than the smaller number of phonemes found in short words. As a result, sublexical representations might be recruited to maintain the longer input in phonological memory, so that word recognition can occur (see Experiments 4-6 of Vitevitch & Luce, 1999) . Given that sublexical representations might also be activated by a long word, it is not clear that the effects in the phoneme identification task observed by Pitt and Samuel (2006) can be attributed solely to greater lexical activation for longer words than for short words. Pitt and Samuel (2006) also observed a larger lexical shift for trisyllabic words with an early uniqueness point (which they took as an indication of few competitors) than for trisyllabic words with a late uniqueness point (which they took as an indication of many competitors), suggesting that trisyllabic words with a late uniqueness point are subject to more inhibition than trisyllabic words with an early uniqueness point. We have already noted the difficulty in using uniqueness point as a measure of number of competitors (see Figure 1) . It is also important to note that words that overlap in the initial portion of the word (i.e., the "cohort") are not the only items that contribute to lexical competition. Newman, Sawusch, and Luce (2005) found in lexical decision and phoneme identification tasks that words that differed from a target word only in their first phoneme still influenced lexical access. The results of Vitevitch (2002a) further suggest that word onsets may only take on a special status in the recognition of spoken (monosyllabic, English) words when overall neighborhood density is equated. Therefore, the claim that trisyllabic words with a late uniqueness point are subject to more inhibition than trisyllabic words with an early uniqueness point should be viewed with caution, as it is not clear that the trisyllabic stimuli used in Pitt and Samuel (2006) actually activated different numbers of lexical competitors.
The results of the present experiment, however, do clearly show that bisyllabic words with few competitors (i.e., a sparse neighborhood) are recognized more quickly and accurately than bisyllabic words with many competitors (i.e., a dense neighborhood). Although these results contrast with the claim by Pitt and Samuel (2006) that the processing dynamics of spoken word recognition differ for long and short words, these results are consistent with the predictions of the neighborhood activation model (Luce & Pisoni, 1998) , which predicted that longer (i.e., bisyllabic) words should be influenced by the same properties-stimulus word intelligibility, stimulus word frequency, neighborhood confusability, and neighborhood frequency-as shorter (i.e., monosyllabic) words.
Like Pitt and Samuel (2006) , however, we believe that a better understanding of the process of spoken word recognition can only be achieved by examining other types of words, not just monosyllabic words. The non-trivial task before spoken word recognition researchers is to examine how current models of spoken word recognition (e.g., Luce & Pisoni, 1998; McClelland & Elman, 1986; Norris, 1994) -which have been primarily tested in studies employing monosyllabic and monomorphemic words as stimuli-relate to processing models that account for the recognition of morphologically complex words (e.g., Frost, Grainger, & Rastle, 2005; Greber & Frauenfelder, 1999; Hay, 2003; Schriefers, Zwitserlood, & Roelofs, 1991; Zwitserlood, 2004) . Longer words in English tend to be of Latinate or Greek origins rather than Germanic origins (e.g., Reilly, Ramey, & Milsark, 2004) , and, therefore, tend to be more morphologically complex than shorter words. In order to have a complete model of spoken word recognition, we must better understand how words of all length and all degrees of morphological complexity are processed.
