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Abstract
Motivated by the work of Angeli and Sontag [Monotone control systems, IEEE Trans.
Automat. Control 48 (2003) 1684–1698] and Enciso and Sontag [On the global attractivity
of abstract dynamical systems satisfying a small gain hypothesis, with applications to biological
delay systems, Discrete Continuous Dynamical Systems, to appear] in control theory, we show
that certain ﬁnite and inﬁnite dimensional semi-dynamical systems with “negative feedback” can
be decomposed into a monotone “open-loop” system with “inputs” and a decreasing “output”
function. The original system is reconstituted by “plugging the output into the input”. Employing
a technique of Gouzé [A criterion of global convergence to equilibrium for differential systems
with an application to Lotka–Volterra systems, Rapport de Recherche 894, INRIA] and Cosner
[Comparison principles for systems that embed in cooperative systems, with applications to
diffusive Lotka–Volterra models, Dynam. Cont., Discrete Impulsive Systems 3 (1997) 283–303]
of imbedding the system into a larger symmetric monotone system, we are able to obtain
information on the asymptotic behavior of solutions, including existence of positively invariant
sets and global convergence.
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1. Introduction
In [1], Angeli and Sontag construct a theory of monotone control systems of the
form
x′ = f (x, u), (1)
y = h(x),
where the state space is partially ordered, the function space of controls u = u(t)
is partially ordered, and the output space is partially ordered. Monotonicity of this
input–output system means that increasing the input control function and/or the initial
conditions leads to a larger output. The property of monotonicity is preserved under
cascades of such systems whereby the output of one system is the input of the next
system. Angeli and Sontag say that system (2) has an input-to-state characteristic if for
each constant input u, there is a steady state x = kx(u) of the system which is globally
attracting; we will use this terminology simply to mean that there exists a unique steady
state x = kx(u), adding the modiﬁer “globally stable” in that case. Angeli and Sontag
use the theory of monotone control systems to show that certain (uncontrolled) systems
of nonlinear ordinary differential equations
v′ = F(v), (2)
not necessarily monotone (see [23,12]), can sometimes be decomposed into two mono-
tone control subsystems, each with scalar inputs and scalar outputs,
x′ = f1(x,w), y = h1(x), (3)
z′ = f2(z, y), w = h2(z),
where v = (x, y). If each subsystem has globally stable input-to-state characteristics
ki, i = 1, 2 with certain monotonicity properties and the output functions hi have
certain monotonicity properties, then the original system is globally convergent provided
that the scalar, discrete dynamical system uk+1 = (K2◦K1)(uk) has a globally attracting
ﬁxed point, where Ki = hi ◦ ki . See [1] for further details of this result, referred to
as the Small Gain Theorem. This theorem, and its extension in [8], have remarkable
applications [26,2,13,14,7] to biological and chemical models. The recent work of
Enciso and Sontag [8] extends the theory to abstract dynamical systems, including
certain inﬁnite dimensional systems such as delay-differential equations, and relaxes the
restriction to scalar inputs and outputs. They also give a nice strategy for decomposing
systems into subsystems of the required type.
Inspired by this work, we consider the input–output system (2) as a tool to study
the asymptotic behavior of the closed-loop system
x′ = f (x, h(x)), (4)
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where we make the following assumptions: (1) for each ﬁxed u ∈ U ⊂ Rm, x′ =
f (x, u) generates a monotone system in the usual sense [23,12], (2) f (x, u) is increas-
ing in u, relative to an order relation U , for each ﬁxed x, and (3) h is a decreasing
mapping of the state space into the input space U. These conditions will be made more
precise in the following section. We stress that these conditions do not mean that (4)
is a monotone system; in fact, it is not because of the negative feedback u = h(x).
Following Gouzé [9] and Cosner [5], we imbed (4) into the symmetric monotone system
x′ = f (x, h(y)),
y′ = f (y, h(x)), (5)
which reduces to (4) on the invariant diagonal x = y. This trick allows us to ob-
tain information, such as the existence of invariant regions and conditions for global
convergence, for the dynamics of (4) without assuming that (2) has an input-to-state
characteristic. In some of our results, we do assume that a characteristic x = kx(u)
exists for (2) but we do not assume that kx(u) is a globally attracting equilibrium for
the open-loop system (2), nor do we require conditions assuring continuity of kx . Fur-
thermore, our analog of a Small Gain-type theorem, which gives global convergence,
requires only that the mapping k = h◦kx has no strict, order-related, period-two points.
Remarkably, the existence and uniqueness of the globally attracting equilibrium comes
as a consequence of the result, not as part of the hypotheses. Our framework, using
systems (2) and (4), includes (4) as a special case as follows:
x′ = f1(x,w),
z′ = f2(z, h1(x)), (6)
W = h2(z).
More precisely, the input is w, the state of the system is (x, z) and the output is W.
It has the input-to-state characteristic (x, z) = (k1(w), (k2 ◦ h1)(x)) and input-to-output
characteristic K2 ◦ K1.
As a simple example of the kinds of results obtained, consider the classical “Goodwin
Model” of a negative feedback, gene regulatory system modeled by the equations
x′1 = g(xn) − 1x1, (7)
x′j = xj−1 − j xj , 2jn,
where j > 0 and g : R+ → R+ is continuously differentiable and satisﬁes g(0) > 0
and g′ < 0. See Smith [22] for references. The open-loop system is given by
x′1 = u − 1x1,
x′j = xj−1 − j xj , 2jn,
y = h(x) := g(xn).
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Let k : [0, g(0)] → [0, g(0)] be deﬁned by
k(u) = g(u),  = (12 . . . n)−1.
It is readily seen that k has a unique ﬁxed point u¯. Our main result for (8) is the
following, which also follows from methods developed in [26].
Proposition 1. If k has no period-two point other than u¯, then (20) has a globally
attracting equilibrium. In particular, this holds if
max
{
−g′(u) : 0ug(0)
/
n∏
i=1
i
}
<
n∏
i=1
i . (8)
Sharper results are obtained in [29] in case f is of Hill type. See [16] for a more
complete treatment of the dynamics of (8).
The theory extends as well to delay differential equations, to reaction–diffusion sys-
tems, and to discrete dynamical systems, although we treat the latter case elsewhere.
For example, Proposition 1 holds if delayed arguments are introduced into the ﬁrst
terms on the right-hand side of (8) and diffusion is included. We develop the theory
for ordinary differential equations, delay differential equations, and reaction–diffusion
systems in the following sections.
2. Ordinary differential equations
Let Rn be ordered by  generated by a cone K with nonempty interior. Recall that
xy means y − x ∈ K . Denote by K∗ the cone dual to K. If a, b ∈ Rn, we let
[a, b] = {x ∈ Rn : axb} denote the order interval. It is well known that order
intervals in ﬁnite dimensional spaces are bounded (see [6]). Let X ⊂ Rn.
Our focus is on the asymptotic behavior of the system
x′ = f (x, h(x)) ≡ F(x), (9)
which we view as the closed-loop system obtained from the open-loop, input/output
system
x′ = f (x, u), u ∈ U, (10)
y = h(x)
by identifying input and output: y = u.
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Assume that f : X × U → Rn and h : X → U are continuous and satisfy
(a) ∀u ∈ U, x → f (x, u) is quasimonotone in the sense of condition (QM).
(b) ∀x ∈ X, u1Uu2 ⇒ f (x, u1)f (x, u2).
(c) x1x2 ⇒ h(x2)Uh(x1).
Vector ﬁeld f (x, u) satisﬁes the quasimonotone condition in X if for all x, y ∈ X, all
u ∈ U , and  ∈ K∗ we have
(QM) xy and (x) = (y) implies (f (x, u))(f (y, u)).
See the reviews by Hirsch and Smith [11,12]. A consequence of the quasimonotonicity
assumption is that the open-loop system (11) gives rise to an order preserving, or
monotone system in the sense that, with constant input, larger initial data give rise to
larger states at time t > 0. The closed-loop system (9) does not have this property
since the input is not constant. In fact, the input is a nonincreasing function of the
output. In this sense, (9) is decomposable into the monotone open-loop system with
negative feedback.
We assume that solutions of initial value problems for (9) are unique and write
x(t, x0) for the maximally deﬁned solution of the associated initial value problem
x(0) = x0. Denote by F (A) the omega limit set of set A ⊂ X in case it exists.
The closed-loop system (9) can be imbedded in the larger symmetric system
x′ = f (x, h(y)),
y′ = f (y, h(x)). (11)
We assume unique solutions of initial value problems in X × X, write z = (x, y)
and use the notation z(t, z0) = (x(t), y(t)) for the solution satisfying z(0, z0) = z0.
Symmetry ensures that (x(t), y(t)) is a solution if and only if (y(t), x(t)) is a solution.
By uniqueness of solutions, the diagonal
D = {(x, x) : x ∈ X}
is invariant under (11). If z0 = (x0, x0), then z(t, z0) = (x(t, x0), x(t, x0)) where
x(t, x0) satisﬁes (9) and x(0, x0) = x0.
The larger system (11) generates a monotone system on X × X ⊂ Rn × Rn with
respect to the cone C := K × (−K) as we will show below. C gives rise to the order
relation
(x, y)C(x¯, y¯) ⇐⇒ x x¯ and y¯y.
The dual cone C∗ can be represented as K∗ × (−K∗) where (,−)(x, y) = (x) −
(y) holds for x, y ∈ R2n and , ∈ K∗.
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Lemma 2. (11) generates a monotone system on X × X with respect to C .
Proof. We need only verify the quasimonotone condition for the vector ﬁeld G(x, y)
:= (f (x, h(y)), f (y, h(x))) relative to the cone C; see [12]. Given (x, y)C(x¯, y¯) and
(,−) ∈ C∗ with (,−)(x, y) = (,−)(x¯, y¯), we must verify that
(,−)G(x, y)(,−)G(x¯, y¯). (12)
Now, (,−)(x, y)=(,−)(x¯, y¯) and , ∈K∗ imply that 0(x¯−x)=(y¯ − y)0
so (x¯) = (x) and (y¯) = (y). As x x¯ and y¯y, we have
(,−)G(x, y) = (f (x, h(y))) − (f (y, h(x)))
 (f (x, h(y¯))) − (f (y, h(x¯)))
 (f (x¯, h(y¯))) − (f (y¯, h(x¯))) = (,−)G(x¯, y¯).
where the second line follows from monotonicity of f and h and the third line follows
from the quasimonotonicity assumption (QM) for f. 
Lemma 2 may also be proved by appealing to the theory of monotone input/output
systems [1]: the composition of monotone input/output systems is monotone.
We now return to the closed-loop system (9). In the following, we give conditions
on the open-loop system that have important implications for the asymptotic behavior
of the closed-loop system.
Proposition 3. Let u0, v0 ∈ U satisfy u0Uv0 and suppose there exist x0, y0 satisfying
x0y0, f (y0, v0)0f (x0, u0) with [x0, y0] ⊂ X and
u0Uh(y0)Uh(x0)Uv0. (13)
Then [x0, y0] is positively invariant for (9). There exist x∗, y∗ ∈ [x0, y0] with x∗y∗
such that F ([x0, y0]) = ∅ is compact, invariant and
F ([x0, y0]) ⊂ [x∗, y∗]. (14)
Moreover, f (x∗, h(y∗)) = 0 = f (y∗, h(x∗)).
Proof. Inequality x0y0 implies that (x0, y0)C(y0, x0). Deﬁne the C-order interval
I := {(x, y) : (x0, y0)C(x, y)C(y0, x0)} = {(x, y) : x0x, yy0}
and observe that
I ∩ D = {(x, x) : x ∈ [x0, y0]}.
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Using (13), we have
f (x0, h(y0))f (x0, u0)0
and
f (y0, h(x0))f (y0, v0)0.
This implies that
(f (y0, h(x0)), f (x0, h(y0)))C(0, 0)C(f (x0, h(y0)), f (y0, h(x0))),
which, together with quasimonotonicity of G, imply that the order interval I is posi-
tively invariant for (11) (see [12, Section 3, Proposition 3.3]). Moreover, because of
monotonicity of (11) and (x0, y0)Cz¯C(y0, x0) if z¯ ∈ I , we have
(x0, y0)Cz(t, (x0, y0))Cz(t, z¯)Cz(t, (y0, x0))C(y0, x0)
for all t0 and for all z¯ ∈ I . Furthermore, z(t, (x0, y0)) ↗ (x∗, y∗) and z(t, (y0, x0)) ↘
(y∗, x∗), where the monotonicity implied by the inclination of the arrows is rela-
tive to C , and (x∗, y∗), (y∗, x∗) are equilibria of (11). See Fig. 1. Put z¯ = (x¯, x¯)
where x¯ ∈ [x0, y0], write z(t, (x0, y0)) = (x(t, x0, y0), y(t, x0, y0)) so z(t, (y0, x0)) =
(y(t, x0, y0), x(t, x0, y0)), to obtain
(x0, y0) C (x(t, x0, y0), y(t, x0, y0))C(x(t, x¯), x(t, x¯))
C (y(t, x0, y0), x(t, x0, y0))C(y0, x0)
or, on taking the ﬁrst components,
x0x(t, x0, y0)x(t, x¯)y(t, x0, y0)y0,
where x(t, x0, y0) ↗ x∗ and y(t, x0, y0) ↘ y∗ relative to  . This implies the positive
invariance of [x0, y0] for (9) and the remaining assertions. 
Remark 4. Proposition 3 could be stated more concisely by replacing the assump-
tions concerning x0, y0, u0, v0 including (13) by the existence of x0y0 such that
f (y0, h(x0))0f (x0, h(y0)). This amounts to taking u0 = h(y0) and v0 = h(x0).
However in applications, it may be easier to identify x0, y0, u0, v0 satisfying the hy-
potheses of Proposition 3 than to determine such x0, y0.
We observe that the positive invariance of [x0, y0] for (9) asserted in Proposition 3
implies the existence of an equilibrium for (9) in [x∗, y∗]. See e.g. Hale [10,
Chapter 1, Theorem 8.2].
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(x0, y0)
(y0, x0)
(x*, y*)
(y*, x*)
Fig. 1. Converging orbits z(t, (x0, y0))↗(x∗, y∗) and z(t, (y0, x0))↘(y∗, x∗) and their limits; F ([x0, y0])
belongs to the dashed box.
An immediate consequence of the ﬁnal assertion of Proposition 3 is the following
result.
Corollary 5. Let the hypotheses of Proposition 3 hold and suppose that
a, b ∈ [x0, y0], ab, f (a, h(b)) = 0 = f (b, h(a)) ⇒ a = b (15)
holds. Then x∗ = y∗, F(x∗) = 0 and
F ([x0, y0]) = {x∗}.
Symmetry dictates that equilibria of (11) come in pairs (a, b) and (b, a); if a = b, we
say the equilibrium is symmetric. Since ab if and only if (a, b)C(b, a), hypothesis
(15) just says that (11) does not have a C-ordered, nonsymmetric pair (a, b), (b, a) of
equilibria in the order interval I := [(x0, y0), (y0, x0)]C .
Remark 6. Hypothesis (13) is key: we require that corresponding to two ordered inputs
u0, v0 there are corresponding ordered sub- and super-equilibria x0, y0 of (11) with the
restriction that the corresponding outputs h(x0), h(y0) should fall between the given
inputs. This requirement is trivially satisﬁed in case that U = [u0, v0]U = {u ∈ Rm :
u0UuUv0} since h(X) ⊂ U and h is decreasing.
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The open-loop system is said to have an input-to-state characteristic if to each u ∈ U ,
f (x, u) = 0 has a unique solution x := kx(u) ∈ X. In that case, k : U → U deﬁned
by k(u) = h(kx(u)) is called the input-to-output characteristic.
Corollary 7. Suppose that U = [u0,∞) := {u ∈ Rm : u0Uu} and that (11) has
an input-to-state characteristic kx satisfying kx(u0)kx(u) for uu0, and X0 :=
∪uu0 [kx(u0), kx(u)] ⊂ X. If the input-to-output characteristic k : U → U has no
pair u, v ∈ U , u <U v such that k(u) = v, k(v) = u, then (9) has an equilibrium
x∗ ∈ [kx(u0), kx(h(x0))] and
F (x) = x∗, x ∈ X0.
Proof. The assertion follows from Proposition 3 and Corollary 5 applied to [u0, v0]U
for each v0 chosen as follows: put x0 = kx(u0) and let v0 satisfy h(x0)Uv0. Recall
that h is assumed to map X into U so u0Uh(x0). If y0 = kx(v0), then y0x0 because
v0u0 and u0Uh(y0)Uh(x0)Uv0. Therefore, the hypotheses of Proposition 3 are
satisﬁed. If a, b ∈ [x0, y0], a < b, and f (a, h(b)) = 0 = f (b, h(a)) then a = kx(h(b))
and b = kx(h(a)) and consequently h(a) = h(b) so h(b) <U h(a) by hypothesis (c).
Applying h, we have h(a) = k(h(b)) and h(b) = k(h(a)), contradicting our hypothesis.
Thus, Corollary 5 implies the result. 
Remark 8. The assumption that h is decreasing gives a negative feedback character to
the closed-loop system (9). One could instead modify (c) to assume that h is increas-
ing, i.e., that x1x2 implies that h(x1)Uh(x2). However, in this case, the closed-
loop system (9) satisﬁes the quasimonotone condition (QM) and therefore generates
a monotone system in its own right. As there is already a well-developed theory for
monotone systems, especially regarding convergence to equilibria, we do not pursue this
direction here.
A simple family of examples of the theory is given by systems of the form
x′ = Ax + h(x) (16)
on Rn+, where A is a Hurwitz stable, quasipositive matrix (aij 0, i = j ). In that case, it
is well-known that −A−1 = ∫∞0 eAt dt0 in the sense that all entries are nonnegative.
In case that A is irreducible, which we do not assume, then eAt  0, t > 0 so
−A−1  0 (all entries positive). Let s(A) denote the stability modulus of matrix A,
the maximum real part of any eigenvalue; s(A) is the dominant eigenvalue of A in
case A is quasipositive. Assume that h : Rn+ → Rn+ is continuously differentiable and
decreasing: x x¯ implies h(x¯)h(x) (so Dh(x)0). With these hypotheses, Rn+ is
positively invariant for (16).
Our assumptions imply that any solution x(t) of (16) with x(0)0 satisﬁes
x′Ax + h(0)
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so by standard comparison theorems, 0x(t)y(t), where y(t) satisﬁes the linear
inhomogeneous differential equation and y(0) = x(0). As A is a stable matrix, y(t) →
−A−1h(0) and hence the omega limit set of x(t) belongs to X := [0,−A−1h(0)].
We may as well restrict (16) to X.
The open-loop system, given by
x′ = f (x, u) := Ax + u, (17)
y = h(x),
where we may as well restrict u to belong to U := [0, h(0)]. The open-loop system
has a globally stable, nondecreasing input-to-state characteristic kx : U → X deﬁned
by kx(u) := −A−1u. We employ the standard ordering generated by Rn+ on both X
and U.
In order to apply Corollary 7 we let u0 = 0 and observe that input-to-output char-
acteristic k : U → U is deﬁned by
k(u) = h(−A−1u).
Proposition 9. Suppose that there does not exist u, v ∈ U , u < v such that k(u) = v
and k(v) = u. Then (16) has a globally attracting equilibrium in Rn+.
Alternatively, we could apply Lemma 3 and Corollary 5 to obtain the following
result.
Proposition 10. Suppose that whenever a, b ∈ X satisfy a < b and h(b) < h(a), then
A − ∫ 10 Dh(sb + (1 − s)a) ds is irreducible and
s
[
A −
∫ 1
0
Dh(sb + (1 − s)a) ds
]
= 0. (18)
Then (16) has a globally attracting equilibrium in Rn+.
Proof. Choose x0 = u0 = 0 and let v0 = h(0), y0 = −A−1v0. Then the hypotheses
of Proposition 3 are satisﬁed: f (x0, u0) = 0 = f (y0, v0) and u0h(y0)h(x0) = v0.
But we would like to conclude global stability. Corollary 5 requires consideration of
a, b ∈ [0, y0] satisfying ab and f (a, h(b)) = 0 = f (b, h(a)). Equivalently,
Aa + h(b) = 0 = Ab + h(a) or, if v := b − a, then
0 = Av − [h(b) − h(a)] =
[
A −
∫ 1
0
Dh(sb + (1 − s)a) ds
]
v.
If v = 0, then h(b) = h(a) by the equality above since A is nonsingular so v > 0.
Since A − ∫ 10 Dh(sb + (1 − s)a) ds is irreducible by hypothesis, it follows that the
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quasipositive matrix [A − ∫ 10 Dh(sb + (1 − s)a) ds] is singular and that its stability
modulus (eigenvalue of largest real part) is zero by the Perron–Frobenius theory [4].
But this contradicts (18). 
A particular example of (16), treated in [22], is the gene regulatory system modeled
by the equations
x′1 = g(xn) − 1x1, (19)
x′j = xj−1 − j xj , j2,
where j > 0 and g : R+ → R+ is continuously differentiable and satisﬁes g(0) > 0
and g′ < 0. The matrix A is clearly stable and quasipositive. Since the open-loop system,
obtained by replacing g(xn) by u, has scalar input and scalar output, we modify slightly
our notation from the general case. Let h(x) := g(xn) denote the output. The open-loop
system has input-to-state characteristic given by
kx(u) = u
(
−11 , (12)
−1, . . . , (12 . . . n)−1
)T
for u ∈ U = [0, g(0)]. We may take X := [0,−A−1(g(0), 0, . . . , 0)T ] = [0, kx(g(0))].
The input-to-output characteristic k = h ◦ kx : U → U is given by
k(u) = g(u),  = (12 . . . n)−1.
Obviously, k has a unique ﬁxed point u¯ > 0 since it is strictly decreasing. The unique
equilibrium of (20) is
x¯ = kx(u¯).
Applying Proposition 9 we get the following result.
Proposition 11. Assume that k ◦ k(u) = u for u ∈ [0, g(0)] implies that u = u¯. Then
x¯ is globally attracting for (20).
Proof. Follows from Corollary 7. 
A necessary condition that k has a nontrivial period-two point is that k′(u) = −1
for some u ∈ [0, g(0)]. Since k : [0, g(0)] → [0, g(0)] satisﬁes k(0) = g(0) and
k(g(0)) > 0, by the Mean Value Theorem k′(u) > −1 for some u. Therefore, if we
assume that k′(u) > −1 for all u ∈ [0, g(0)] then k has no nontrivial period-two points.
As k′(u) = g′(u), Proposition 11 implies Proposition 1.
Alternatively, we may apply Proposition 10 to get Proposition 1 of the introduction.
For this, we need to revert to the notation of the general case and take
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h(x) = (g(xn), 0, . . . , 0). Indeed, using the mean value theorem to evaluate the
integral, consider the matrix
A −
∫ 1
0
Dh(sb + (1 − s)a) ds =
⎡
⎢⎢⎢⎣
−1 0 · · · 0 −g′()
1 −2 · · · 0 0
...
...
. . .
...
...
0 0 · · · 1 −n
⎤
⎥⎥⎥⎦ , (20)
where  ∈ [0, g(0)]. It is quasipositive so its dominant eigenvalue is real; its charac-
teristic equation is given by
(1 + )(2 + ) . . . (n + ) + g′() = 0.
If −g′() = ∏ni=1 i holds, then the stability modulus of the above matrix cannot
vanish.
2.1. An alternative formulation
The effect of our assumptions (a)–(c) is that f (x, h(y)) is quasimonotone in x for
ﬁxed y and nonincreasing in y for ﬁxed x. Consequently, we may remove the control
theoretic aspects of our theory by simply considering
x′ = F(x) := f (x, x), (21)
where f : X × X → X satisﬁes
(i) ∀y ∈ X, x → f (x, y) is quasimonotone in the sense of condition (QM).
(ii) ∀x ∈ X, y1y2 ⇒ f (x, y2)f (x, y1).
In that case, the symmetric system
x′ = f (x, y),
y′ = f (y, x)
is quasimonotone with respect to the ordering C and a somewhat more elegant version
of Proposition 3 holds
Proposition 12. Suppose there exist x0, y0 satisfying x0y0, [x0, y0] ⊂ X, and
f (y0, x0)0f (x0, y0). (22)
Then [x0, y0] is positively invariant for (21). There exist x∗, y∗ ∈ [x0, y0] with x∗y∗
such that F ([x0, y0]) = ∅ is compact, invariant and
F ([x0, y0]) ⊂ [x∗, y∗]. (23)
Moreover, f (x∗, y∗) = 0 = f (y∗, x∗).
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In fact, the two formulations are equivalent. As noted above, if f and h satisfy
(a)–(c), then fˆ (x, y) := f (x, h(y)) satisﬁes (i) and (ii). Conversely, if f satisﬁes
(i)–(ii), let U = −X with KU = K , deﬁne g : X × U → X by g(x, u) := f (x,−u)
and h : X → U by h(x) = −x. Then g and h satisfy (a)–(c) and F(x) = g(x, h(x)).
It is a matter of taste which approach to take.
3. Functional differential equations
As in the previous section, let K be a cone in Rn with nonempty interior generating
a partial order  on Rn and let K∗ denote the dual cone. The cone K induces a cone
CK in the Banach space C := C([−r, 0],Rn), where r > 0, deﬁned by
CK = { ∈ C : (	)0, −r	0}.
We use the same notation  for the order relation in Rn and C since no confusion
should result. Let KU be a cone in Rm generating the partial order U . KU induces
a cone CUKU in the Banach space CU := C([−r, 0],Rm) in the same way. Again, we
use the notation U for both order relations generated by KU . It will be convenient
to have notation for the natural imbedding of Rn into C (Rm into CU). If x ∈ Rn, let
xˆ ∈ C be the constant function equal to x for all values of its argument. Let X ⊂ C
and U ⊂ CU and let X = {x ∈ Rn : xˆ ∈ X } and U = {u ∈ Rm : uˆ ∈ U}.
We consider the closed-loop system
x′ = f (xt ,h(xt )) ≡ F(xt ) (24)
obtained from the open-loop system
x′ = f (xt ,),  ∈ U, (25)
y = h(xt )
by identifying input and output:  = h(xt ).
Assume that f : X × U → Rn and h : X → U are continuous and satisfy
(a) ∀ ∈ U,  → f (,) is quasimonotone in sense of (QMD).
(b) ∀ ∈ X , 1U2 ⇒ f (,1)f (,2).
(c) ∀x ∈ X, ∃u := h(x) ∈ U such that h(xˆ) = uˆ; 12 ⇒ h(2)Uh(1).
Hypothesis (c) says that h maps constant functions into constant functions and is
decreasing.
The quasimonotone condition is:
(QMD) , 
 ∈ X ,  ∈ U, 
 and ((0)) = (
(0)) for some  ∈ K∗, implies
(f (,))(f (
,)).
This assumption implies that for each ﬁxed , the open-loop system (26) is monotone.
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We assume that solutions of initial value problems associated with (24) are unique
and write x(t,) (xt ()) for the maximally extended solution (state) of the associated
initial value problem x0 = . Denote by F (A) the omega limit set of set A ⊂ X in
case it exists.
As for ODEs, we imbed (24) into the symmetric delay system
x′ = f (xt ,h(yt )),
y′ = f (yt ,h(xt )). (26)
We assume unique solutions of initial value problems in X ×X , write z = (x, y), zt =
(xt , yt ) and use the notation z(t, ) = (x(t, ), y(t, )) for the solution satisfying
z0() =  = (,) ∈ X × X . Assume also that G(,) := (f (, h()), f (, h())),
the right-hand side of (26), is completely continuous. Symmetry of (26) ensures that
(x(t, ), y(t, )) is a solution with initial value  = (,) if and only if (y(t, ), x(t, ))
is a solution with initial value  = (,). Uniqueness of solutions implies that the
diagonal
D = {(,) :  ∈ X }
is invariant under (26). If  = (,), then z(t, ) = (x(t,), x(t,)) where x(t,)
satisﬁes (9).
The symmetric system (26) generates a monotone system on X × X ⊂ C × C with
respect to the cone P := CK × (−CK), generated by the cone K × (−K) on R2n, as
we will show below. P gives rise to the order relation
(,)P (¯, ¯) ⇐⇒ ¯ and ¯.
Lemma 13. (26) generates a monotone system on X × X with respect to P . More
precisely, if ,  ∈ X × X satisfy P , then zt ()P zt () for all t0 for which
both solutions are deﬁned.
Proof. We need only verify the quasimonotone condition for
G(,) := (f (, h()), f (, h()))
relative to the cone P; see [12, Section 4]. Given (,)P (¯, ¯) and (,−) ∈
K∗ × (−K∗) with (,−)((0),(0)) = (,−)(¯(0), ¯(0)), we must verify that
(,−)G(,)(,−)G(¯, ¯). (27)
Now, (,−)((0),(0)) = (,−)(¯(0), ¯(0)) and ,  ∈ K∗ imply that 0(¯(0)−
(0)) = (¯(0) − (0))0 so (¯(0)) = ((0)) and (¯(0)) = ((0)). As ¯
G.A. Enciso et al. / J. Differential Equations 224 (2006) 205–227 219
and ¯, we have
(,−)G(,) = (f (,h())) − (f (,h()))
 (f (,h(¯))) − (f (,h(¯)))
 (f (¯,h(¯))) − (f (¯,h(¯))) = (,−)G(¯, ¯).
where the second line follows from monotonicity of f and h and the third line follows
from the quasimonotonicity assumption (QMD) for f. 
We now return to the closed-loop system (24).
Proposition 14. Let u0, v0 ∈ U satisfy u0Uv0 and suppose there exist x0, y0 satis-
fying x0y0, f (yˆ0, vˆ0)0f (xˆ0, uˆ0) with [xˆ0, yˆ0] ⊂ X , and
u0Uh(y0)Uh(x0)Uv0. (28)
Then [xˆ0, yˆ0] is positively invariant for (24). There exist x∗, y∗ ∈ [x0, y0] with x∗y∗
such that F () = ∅ satisﬁes
F () ⊂ [xˆ∗, yˆ∗],  ∈ [xˆ0, yˆ0]. (29)
Moreover, f (xˆ∗,h(yˆ∗)) = 0 = f (yˆ∗,h(xˆ∗)).
Proof. Inequality x0y0 implies that (xˆ0, yˆ0)P (yˆ0, xˆ0). Deﬁne the P-order interval
I = [(xˆ0, yˆ0), (yˆ0, xˆ0)]P := {(,) : (xˆ0, yˆ0)P (,)P (yˆ0, xˆ0)}
= {(,) : xˆ0, yˆ0}
and observe that
I ∩ D = {(,) :  ∈ [xˆ0, yˆ0]}.
Using (28), we have
f (xˆ0,h(yˆ0))f (xˆ0, uˆ0)0
and
f (yˆ0,h(xˆ0))f (yˆ0, vˆ0)0.
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This implies that
(f (yˆ0,h(xˆ0)), f (xˆ0,h(yˆ0)))P (0, 0)P (f (xˆ0,h(yˆ0)), f (yˆ0,h(xˆ0))),
which, together with quasimonotonicity of G, implies that the order interval I is pos-
itively invariant for (26) (see [12, Section 4, Theorem 4.2]). Moreover, because of
monotonicity, we have
(xˆ0, yˆ0)P zt (xˆ0, yˆ0)P zt ()P zt (yˆ0, xˆ0)P (yˆ0, xˆ0)
for all t0 and for all  ∈ I . Furthermore, zt (xˆ0, yˆ0)↗(x∗, y∗) and zt (yˆ0, xˆ0)↘(y∗, x∗),
where the monotonicity implied by the inclination of the arrows is relative to P ,
and (xˆ∗, yˆ∗), (yˆ∗, xˆ∗) are equilibria of (26). Put  = (¯, ¯) where ¯ ∈ [xˆ0, yˆ0], write
z(t, (xˆ0, yˆ0)) = (x(t, xˆ0, yˆ0), y(t, xˆ0, yˆ0)) and z(t, (yˆ0, xˆ0)) = (y(t, xˆ0, yˆ0),
x(t, xˆ0, yˆ0)), to obtain
(xt (xˆ0, yˆ0), yt (xˆ0, yˆ0))P (xt (¯), xt (¯))P (yt (xˆ0, yˆ0), xt (xˆ0, yˆ0))
or, on taking the ﬁrst components,
xˆ0xt (xˆ0, yˆ0)xt (¯)yt (xˆ0, yˆ0) yˆ0,
where xt (xˆ0, yˆ0) ↗ xˆ∗ and yt (x0, y0) ↘ yˆ∗. This implies the positive invariance of
[xˆ0, yˆ0] for (9) and the remaining assertions. 
An immediate consequence of the ﬁnal assertion of Lemma 14 is the following result.
Corollary 15. Let the hypotheses of Lemma 14 hold and suppose that
a, b ∈ [x0, y0], ab, f (aˆ,h(bˆ)) = 0 = f (bˆ,h(aˆ)) ⇒ a = b (30)
holds. Then x∗ = y∗ and
F () = {xˆ∗},  ∈ [xˆ0, yˆ0].
An especially simple example is given by the delayed negative feedback equation
x′(t) = −x(t) + h
(∫ 0
−r
x(t + 	) d(	)
)
, (31)
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where  is a probability measure (a positive Borel measure with ([−r, 0]) = 1),
h(0) = 0 and h′ < 0. In this case X = R and U = R with the usual ordering on X and
U. A special case of (31) is, after a simple change of variable, the equation introduced
by Mackey for red blood cell dynamics [15]. The corresponding open-loop equation is
given by
x′ = (0) − x,  ∈ CU,
y = h(xt ) := hˆ
(∫ 0
−r
x(t + 	) d(	)
)
.
Note that h maps into the constant functions in CU and that (a)–(c) hold where
f (,) := (0) − (0). Our hypotheses guarantee that 0 is the unique equilibrium
of (31).
Proposition 16. Assume that there exist sequences 0 < an, bn → ∞ such that
h([−an, bn]) ⊂ [−an, bn] for all n1 and that h ◦ h(x) = x ∈ R implies x = 0.
Then x = 0 is globally attracting for (31).
Proof. Apply Proposition 14 with u0 = −an, v0 = bn and x0 = u0, y0 = v0. Our
hypotheses regarding the sequences an, bn ensure that (28) holds. The hypothesis for-
bidding nontrivial period-two points of h ensures that (30) of Corollary 15 holds.
Indeed, 0 = f (aˆ,h(bˆ)) = h(b) − a and 0 = f (bˆ,h(aˆ)) = h(a) − b imply h(h(b)) = b
so b = 0 and similarly for a. The latter result implies that F ([−aˆn, bˆn]) = {0ˆ} for
every n. 
The hypotheses of the proposition are equivalent to the requirement that x = 0 is
globally attracting for the difference equation xn = h(xn−1).
Remark 17. In the special case that  = −r is the Dirac measure with unit mass at
−r , the equation is x′(t) = −x(t)+h(x(t − r)). In this case, we could take f (,) =
−(0) + (−r) and h() = h ◦ ,  ∈ CU . Thus, f (,h)() = −(0) + h((−r))
and hypotheses (a)–(c) hold.
The open-loop system is said to have an input-to-state characteristic if to each
u ∈ U , f (xˆ, uˆ) = 0 has a unique solution x := kx(u) ∈ X. The following result
is proved exactly as Corollary 7.
Corollary 18. Suppose that U = [uˆ0,∞) := { : uˆ0U}, for each v0 with u0Uv0,
kx(u0)kx(v0), and X0 := ∪v0u0 [kˆx(u0), kˆx(v0)] ⊂ X . If k : U → U deﬁned by
k(u) = h(kx(u)) has no pair u, v ∈ U , u <U v such that k(u) = v, k(v) = u, then
(24) has an equilibrium xˆ∗ ∈ [kˆx(u0), kˆx(h(u0))] such that
F () = {xˆ∗},  ∈ X0.
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Consider the delayed gene regulatory system
x′1 = g(Lnxtn) − 1x1,
x′j = Lj−1xtj−1 − j xj , 2jn, (32)
where j > 0 and g : R+ → R+ is continuously differentiable and satisﬁes g(0) > 0
and g′ < 0. See [22] for details of model interpretation. Let
Lix
t
i =
∫ 0
−r
xi(t + 	) di (	), 1 in,
where each i is a positive Borel measure on [−r, 0] such that i ([−r, 0]) = 1. We
employ the notation xt = (xt1, . . . , xtn) for the state of the system as time t.
Deﬁne the open-loop system by
x′1 = (0) − 1x1,  ∈ CU,
x′j = Lj−1xtj−1 − j xj , j2,
y = h(xt ) := gˆ(Lnxtn). (33)
It may be useful to stress that CU = C([−r, 0],R+), X = C([−r, 0],Rn+) and that
h : X → CU is deﬁned by h() = gˆ(Lnn), that is, h() is a constant function.
We note that (a)–(c) hold with, as in the case without delays,
kx(u) = u(−11 , (12)−1, . . . , (12 . . . n)−1)T .
Indeed, the open-loop system is afﬁne and its solutions, which may be solved recursively
beginning with x1, can be shown to satisfy x(t,,) → kx((0)) as t → ∞. The
same differential inequality argument that we used in the nondelay case shows that
limit sets belong to X = [0, kx(g(0))]. We may take U = [0, g(0)] with the usual
ordering on X and U. Thus, k : [0, g(0)] → [0, g(0)] is given by
k(u) = h(kx(u)) = g(u),  = (12 . . . n)−1.
k has a unique ﬁxed point u¯ > 0 and the unique equilibrium of (32) is
x¯ = kx(u¯).
Proposition 19. Assume that k ◦ k(u) = u implies u = u¯. Then x¯ is globally attracting
for (32).
Proof. Follows from Corollary 18 and the fact that X0 = X . 
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Proposition 19 afﬁrms that Proposition 1 remains true when delays are introduced.
Bélair and Buono [3], extending work of Siegel and Pitt [21], consider a system of
delay differential equations modeling the controlled delivery of a drug from a chamber
partially bounded by a semi-permeable membrane whose permeability depends on the
concentration of a product produced in the chamber via an enzyme catalyzed reac-
tion using substrate. The strategy is to choose product and membrane such that the
permeability of the membrane to drug oscillates with a controlled period so that the
drug delivery can be pulsatile. This may be achieved if the product negatively effects
permeability so that when product is low the permeability increases allowing substrate
from the exterior to diffuse into the chamber and form product which then reduces
permeability and so on. The equations for substrate x and product y are given by
x′(t) = (y(t − r))(1 − x(t)) − x(t),
y′(t) = x(t) +(y(t − r))(Y − y(t)), (34)
where Y and 1 denote the constant external concentrations of product and substrate, re-
spectively, and r is the delay in the response of permeability to product. Y, r0, , :
R+ → R+ are positive with ′ < 0, ′0. In order to simplify the algebra, we as-
sume, as in [21], that  ≡ c > 0 is constant. The domain X := [0, 1] × [Y,∞) ⊂ R2
is positively invariant and attracts all solutions with nonnegative initial data.
The open-loop system can be chosen to be the linear system without delays
given by
x′(t) = (−r)(1 − x(t)) − x(t),
y′(t) = x(t) + c(Y − y(t)),
z = h(yt ) := (yt (−r)). (35)
One see that (a)–(c) holds with U = [0,∞) and X with the usual orderings. For each
u0 (35) has a unique equilibrium
x = kx(u) =
(
u
u + 1 ,
1
c
u
u + 1 + Y
)
.
The map k : U → U deﬁned by k(u) = h ◦ kx(u) is given by
k(u) = 
(
1
c
u
u + 1 + Y
)
is monotone decreasing and has a unique ﬁxed point u¯ > 0.
We have the following conditions for the failure of oscillatory drug release.
Proposition 20. Assume that k ◦ k(u) = u implies u = u¯. Then x¯ := kx(u¯) is globally
attracting for (34).
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Proof. Follows from Corollary 18 and the fact that X0 = X . 
We remark that (a)–(c) continue to hold without the assumption that  ≡ c. However,
the characteristic is difﬁcult to express.
4. Reaction–diffusion systems
Rather than give the most general results possible, we specialize to the case that
Rn is given the standard ordering generated by the cone Rn+. Other orthant cones
may be substituted for this one and general polyhedral cones may be used following
[19,20]. We assume (a)–(c) of the ODE section holds for f : X × U → Rn and
h : X → U . The ordering on U ⊂ Rm may be given by a general cone KU as in that
section. Let  ⊂ Rk be a bounded domain with smooth boundary and C := C(,Rn)
ordered in the usual way by w1w2 if and only if w1(x)w2(x) for all x ∈ . Let
X = {w ∈ C : w(x) ∈ X, x ∈ }. For a ∈ Rn, we write aˆ for the element of C
satisfying aˆ(x) = a, x ∈ .
The reaction–diffusion system of interest is given by
wt = Dw + f (w, h(w)), x ∈ ,
w
n
= 0, x ∈ , (36)
where D is a positive diagonal matrix. Given w0 ∈ X , denote by w(t, x,w0) the
solution of (36) satisfying w(0, x, w0) = w0(x), x ∈ . We assume that (36) generates
a completely continuous local semi-ﬂow on X . Let F (w0) be the omega limit set of
w0 ∈ X if it exists.
System (36) can be imbedded into the symmetric system
wt = Dw + f (w, h(W)), x ∈ ,
Wt = DW + f (W, h(w)),
w
n
= W
n
= 0, x ∈ . (37)
We assume (37) has unique solutions of initial value problems in X × X , write z =
(w,W) and use the notation z(t, x, z0) = (w(t, x),W(t, x)) for the solution satisfying
z(0, x, z0) = z0(x). Symmetry ensures that (w(t, x),W(t, x)) is a solution if and only
if (W(t, x), w(t, x)) is a solution. By uniqueness of solutions, the diagonal
D = {(w0, w0) : w0 ∈ X }
is positively invariant under (37) and
z(t, x, z0) = (w(t, x,w0), w(t, x,w0)), z0 = (w0, w0),
where w(t, x,w0) satisﬁes (36).
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When z0 is a constant function z0 = zˆ = (wˆ, Wˆ ), then z(t, x, zˆ) is independent
of x so we drop the x and write z(t, zˆ) for the solution of the ordinary differential
equation (11).
The symmetric system (37) generates a monotone system on X ×X with respect to
the order relation
(w,W)P (w¯, W¯ ) ⇐⇒ w(x)w¯(x) and W¯ (x)W(x), x ∈ .
Lemma 21. (37) generates a monotone system on X × X with respect to P . More
precisely, if z0P z¯0, then z(t, •, z0)P z(t, •, z¯0) for all t0 for which both solutions
exist.
Proof. We need only verify the quasimonotone condition for the vector ﬁeld G(x, y) :=
(f (x, h(y)), f (y, h(x))) relative to the cone C deﬁned in the ODE section. See e.g.
[23, Proposition 1.3, Chapter 8]. But this was done in Lemma 2. 
As in the previous sections, our main result is stated in terms of the input/output
system which, in this section, we have omitted. Notice that the hypotheses of the
result are precisely those of Proposition 3 with only a change of notation. Thus,
Proposition 3 remains true when diffusion is added.
Proposition 22. Let u0, v0 ∈ U satisfy u0Uv0 and suppose that there exist w0,W0
satisfying w0W0, f (W0, v0)0f (w0, u0) with [w0,W0] ⊂ X and
u0Uh(W0)Uh(w0)Uv0. (38)
Then [wˆ0, Wˆ0] is positively invariant for (36). There exist w∗,W∗ ∈ [w0,W0] with
w∗W∗ such that for each w ∈ [wˆ0, Wˆ0], F (w) = ∅ is compact, invariant and
F (w) ⊂ [wˆ∗, Wˆ∗]. (39)
Moreover, f (w∗, h(W∗)) = 0 = f (W∗, h(w∗)).
Proof. By Proposition 3, the solutions z(t, (w0,W0)) = (w(t),W(t)) and z(t, (W0, w0))
= (W(t), w(t)) satisfy
(w0,W0)Cz(t, (w0,W0))Cz(t, (W0, w0))C(W0, w0)
and z(t, (w0,W0)) ↗ (w∗,W∗) and z(t, (W0, w0)) ↘ (W∗, w∗), the monotonicity rela-
tive to C . By Lemma 21, for z0 ∈ [(wˆ0, Wˆ0), (Wˆ0, wˆ0)], we have
z(t, (w0,W0))P z(t, x, z0)P z(t, (W0, w0)), x ∈ , t0.
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Putting z0 = (w¯, w¯) with w¯ ∈ [wˆ0, Wˆ0] and taking only the ﬁrst components, we ﬁnd
that
w(t)w(t, x, w¯)W(t), t > 0, x ∈ .
The result follows immediately since w(t) ↗ w∗ and W(t) ↘ W∗. 
Corollary 23. Let the hypotheses of Proposition 22 hold and suppose that
a, b ∈ [w0,W0], ab, f (a, h(b)) = 0 = f (b, h(a)) ⇒ a = b (40)
holds. Then w∗ = W∗, f (w∗, h(w∗)) = 0 and
F (w) = {w∗}, w ∈ [wˆ0, Wˆ0].
The obvious analog of Corollary 7 holds. Furthermore, this result implies that Propo-
sition 1 holds even when diffusion is added to the Goodwin system to (8).
The ideas here may be extended to reaction–diffusion systems with more general
elliptic part and to systems with time delays. See [17,18].
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