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THE THEORY OF LINEAR G-DIFFERENCE EQUATIONS
PER K. JAKOBSEN
VALENTIN V. LYCHAGIN
Abstract. We introduce the notion of difference equation defined on a struc-
tured set. The symmetry group of the structure determines the set of dif-
ference operators. All main notions in the theory of difference equations are
introduced as invariants of the action of the symmetry group. Linear equations
are modules over the skew group algebra, solutions are morphisms relating a
given equation to other equations, symmetries of an equation are module en-
domorphisms and conserved structures are invariants in the tensor algebra of
the given equation.
We show that the equations and their solutions can be described through
representations of the isotropy group of the symmetry group of the underlying
set. We relate our notion of difference equation and solutions to systems of
classical difference equations and their solutions and show that out notions
incluse these as a special case.
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1. Introduction
Let us consider a general second order difference equation of the form
aifi+1 + bifi + cifi−1 = 0
Introduce the simple graph S consisting of vertices {xi}i∈Z and edges {{xi, xi+1}}i∈Z.
Let F(S) be the R-algebra of R-valued functions on the graph S. Then the se-
quences {ai}, {bi}, {ci} and {fi} are all elements in F(S). Denote these elements
by a,b,c,and f. Let s be the operator of left translation on the lattice S, sxi = xi−1.
Then s acts on F(S) in the natural way
(sf)(xi) = f(s
−1xi)
Define △ = as + be + cs−1 where e acts as the identity on S. Then △ acts on
F(S) as a R-linear operator and our original equation can be written
△(f) = 0
In order to understand what △ is in algebraic terms we need to introduce some
new notions. Let G = Aut(S) be the automorphism group of the graph S. This
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group acts on F(S) in the natural way (gf)(xi) = f(g−1xi). Let A be the set of
finite formal linear combinations of elements in G with coefficients in F(S).
A = {
∑
g
agg | ag ∈ F(S)}
On the set A we define addition and scalar multiplication with elements r ∈ R
componentwise. Product is defined in the following way
(ag)(bg′) = (agb)(gg′)
With these operations A is a R-algebra. A = F(S)[G] is the skew group algebra
of G over F(S). This algebra acts on F(S) through
(
∑
g
agg)f =
∑
g
agg(f)
Using these notions we observe that our classical difference operator △ = as +
be+ cs−1 is an element of the skew group algebra A. It is now evident that we can
interpret all elements in A as difference operators over S. We will in fact define A
to be the algebra of G-difference operators over S. This means that the notion of
difference operator is defined in terms of the symmetries of the underlying graph S.
The group of symmetries of S measures the arbitrariness in the description of S.
Without this arbitrariness difference operators could not exist, in a totally asym-
metrical space with trivial symmetry group there could be no difference operators
and as a consequence no difference equations.
We will in this paper generalize these simple observations and consider a set S
and a group G acting on S. For any such group action there exists some structure on
S such that G is a subgroup of the full automorphism group of this structure. If the
set is finite then the group is actually the full group of automorphisms of the space
S. The algebra of scalar difference operators on S will be the skew group algebra
A = F(S)[G] where F(S) will be the algebra of F-valued functions defined on S.
Difference equations on S and their solutions must be invariant objects under the
action of the group G. If they are not invariant their description and solutions will
depend on the arbitrariness in the specification of the underlying space. The Klein
Erlanger program in geometry has shown that the building blocks of the geometry
of a set with a group action are the invariants of the group. Geometrical objects
and their relations are constructed from invariants. In this way the geometry will
not depend on the arbitrariness of the underlying space. What we propose in this
paper is in the spirit of the Erlanger program in geometry.
We propose that the building blocks of the theory of difference equations on a
finite space with some structure are the invariants of the group of automorphisms
acting on the space. The algebra of difference operators will be the skew group
algebra,A, of G and all main notions in the theory of difference equations will
be defined in terms of invariants. A linear difference equations E will be an A-
module, symmetries of E will be A-endomorphisms of E . All conserved quantities
and structures of the equations will be invariant elements in the tensoralgebra of
the equation E . A special role will be played by the equations corresponding to
indecomposable and simple A-modules.
In this paper we introduce a Categorical point of view on equations and solutions.
The equations are objects in a full subcategory of the Category of A-modules.
Solutions of an equation are descriptions of the equation in terms of other equations.
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Only descriptions that are invariants are allowed and this leads to the idea of
a solution of an equation in a Category of A-modules as a morphism between
the given equation and some other equation. So solutions are morphisms in the
Category. Solving an equation thus means to find the G-invariant descriptions or
morphisms between the given equation and all other equations in the Category.
In this way symmetries are special types of solutions, they are descriptions of an
equation in terms of itself. Simple equations play a special role in that they can
only be described in terms of themselves. They play the role of atoms in our
category of equations. In the semisimple situation all equations are sums of simple
equations so the description of a given equation in terms of simple equations in
fact given a complete description of the equation. In a more general situation
we also need descriptions in terms of indecomposable equations in order to give a
complete description of a given equation. The indecomposable equations that are
not simple are closely related to the notion of quantization. The family of simple
and indecomposable equations is determined by the group of symmetries of the
underlying space so this group determines the type of solutions that are needed to
solve any equation in the Category. Note that from this point of view a solution is
a relational concept. It does not belong to one object but to a pair of objects.
We will in this paper develope the theory for a class of equations we call finite
type. These are analogs of the finite type or Frobenius equations in the theory of
differential equations. Note that if the set S is finite then all equations are of finite
type. In an upcoming work the theory will be developed for a much wider class of
equations.
There exists currently several geometric-algebraic approaches to the study of
difference and differential equations; the differential algebra approach of Ritt [1]
and Kolchin [2] and the description through use of jet bundles and D-modules
[3] just to mention two. Our approach does not belong directly to any of these
directions. It is however somewhat related to the approach in [3] and the difference
algebra approach in [4].
2. The main notions in the theory of finite type difference
equations on a set
Let S be a set and let G be a group acting on S. We will assume that the action
of G is from the left and is faithful and transitive so that G is acting as a transitive
group of permutations on S. It is well know from the theory of permutation groups
that there exists a finite set of relations on S such that the group G is included in
the full group of symmetries of these relations. A space is a set with some structure
defined. Any group acting on a set can thus be thought of a the symmetry group
of a space. Examples of such spaces are graphs, lattices, finite projective spaces,
finite linear spaces etc.
Example. Let S be the cyclic graph with vertex set {x1, x2, · · · , xn} and edge set
{{x1, x2}, {x2, x3}, · · · , {xn, x1}}. This graph can be considered to be a discrete
approximation to the circle S1. The group of symmetries of this finite space is the
dihedral group, D2n. It has two generators t and s, where t is reflection around x1
and s is left translation. The symmetry group has 2n elements and presentation in
terms of generators and relations in the following form, D2n = 〈s, t | sn = 1, t2 =
1, tst = sn−1〉.
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We will now define the main notions in the theory of difference equations on a
space S as the invariants associated to the group of symmetries of S.
2.1. The algebra of G-difference operators. Let F be a field and let F(S) be
the F-algebra of F valued functions on S. Let G be the symmetry group of the space
S. The the left action of G on S can be lifted to a left action of G on F(S) in the
natural way
(g(f))(x) = f(s−1x) ∀g ∈ G
The skew group algebra of G over F(S) is the set of finite formal linear combinations
of elements of G with coefficients in F(S). Addition and multiplication by elements
in F is defined componentwise and multiplication is defined by
(fg)(hg′) = (fg(h))gg′
We now define the first basic notion in our theory of difference equations.
Definition 1. F(S)[G] is the algebra of G-difference operators on the set S.
Notation. We will from now on use the notation k = F(S) and A = F(S)[G].
Example. Let S be the cyclic graph S with n elements. We have seen that the
symmetry group of S is the dihedral group D2n with generators beeing left trans-
lation s and reflection t. The algebra of D2n-difference operators consists of formal
linear combinations of F-valued functions and elements of D2n. The algebra A con-
tains the usual difference operators from the calculus of differences whose continum
limit corresponds to the usual ordinary differential operators. But it also contains
operators involving the reflection t. These operators will in the continum limit
correspond to differential-delay equations.
2.2. Linear G-difference equations of finite type and solutions. Let A be
the algebra of G-difference operators on a space S. Let E be a finitely generated
module over k. If not otherwise noted finitely generated means finitely generated
over k. Assume that G acts on E on the left, g(fe) = g(f)ge. Then E is a left A-
module with the natural action of the skew group algebra A on E . In this way E can
be considered to be an invariant for the symmetry group G of the underlying space.
We will consider only left A-modules that can be given a geometrical interpretation.
Define µx ⊂ k by
µx = {f : S → F | f(x) = 0}
The subsets µx are clearly ideals in k. They are in fact maximal ideals
Proposition 1. µx is a maximal ideal in F(S).
Proof. µx is clearly an ideal in F(S). Let J be an ideal in F(S) and assume that
µx ⊂ J ⊂ F(S) ⇒ ∃ j ∈ J such that j /∈ µx ⇒ j(x) 6= 0 ⇒
j
j(x) ∈ J . But then
( j
j(x) − 1)(x) =
j(x)
j(x) − 1 = 0 ⇒
j
j(x) − 1 ∈ µx. But µx ⊂ J ⇒
j
j(x) − 1 ∈ J ⇒
j
j(x) − (
j
j(x) − 1) = 1 ∈ J ⇒ J = F(S). This is a contradiction so J = µx and µx
is maximal.
For each x ∈ S we have a submodule µxE since µx is an ideal. We will only
consider left A-modules that have no invisible elements [3].
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Definition 2. E is a geometric left A-module iff
⋂
x∈S
µxE = 0(2.1)
E beeing a left A-module means that we have an action of the algebra of G-
difference operators on E . We are now ready to define the second main notion in
our theory.
Definition 3. A linear G-difference equation of finite type is a geometric left A-
module that is finitely generated over k.
We will use the term GF-difference equations for the equations defined in the
previous definition. In general the structure of a GF-difference equation is inves-
tigated by comparing it to other equations. An equation will be considered to be
understood only if its relations to all other equations are known. This is the Cate-
gorical point of view. Relations between equations are A-morphisms so an equation
E is understood or solved if HomA(E ,F) is known for all GF-difference equations
F . Let us formalize this in a definition
Definition 4. Let E be any GF-difference equation. Then a solution of E of type
F , where F is a GF-difference equation, is a A-module morphism φ ∈ HomA(E ,F)
Using this definition we can now say that a GF-difference equation is solved
if we know all solutions of the equation. We will introduce two special types of
solutions that will play a central role in our theory. A GF-difference equation
is indecomposable if it can not be written as a direct sum of two GF-difference
equations. Our first special type of solution is the following
Definition 5. Let E be any GF-difference equation and let S be a indecompos-
able equation. Then a indecomposable solution of E of type S is an element of
HomA(E ,S).
The second special type of solution is symmetries. These are relations that
describe the equation in terms of itself so we define.
Definition 6. Let E be any GF-difference equation. Then a symmetry of E is a
A-morphism of E to itself.
So a symmetry of E is an element of EndA(E). If f ∈ HomA(E ,F) is any
solution E of type F and φ is a symmetry of E then φ∗(f) = φ ◦ f is also a solution
of type F . So symmetries map solutions of some type to solutions of the same type.
The problem of solving an equation is closely linked to the module structure of the
equation and we will now start to develope the structure theory for GF-difference
equations.
3. The structure of the Category of GF-difference equations
Let GFE be a category [5] whose objects are GF-difference equations and mor-
phisms are A-module morphisms.
Definition 7. GFE is the category of GF-difference equations
A complete description of the structure of the category GFE is the same as
knowing all solutions to all GF-difference equations. This is in general an enor-
mously complicated problem. We will in this section describe what can be said in
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general about the structure of the category GFE without placing any restrictions
on the set S or the group G. We will start our investigation of the structure of GFE
by investigating the closure of the set of GF-difference with respect to the usual
linear algebra operations like direct sum, tensor product etc. These operations pre-
serve the set of modules that are finitely generated over k. They also preserve the
property of beeing geometric as we will now see.
3.1. The algebra of GF-difference equations. Let E1, E2 be two GF-difference
equations. Then E1 ⊕ E2 is a finitely generated left A-module with the operations
f(e1, e2) = (fe1, fe2) ∀f ∈ k
g(e1, e2) = (ge1, ge2) ∀g ∈ G.
Proposition 2. The direct sum of GF-difference equations E1⊕E2 is a GF-difference
equation.
Proof. We know that
⋂
x∈S µxE1 = 0,
⋂
x∈S µxE2 = 0 and we have by definition
that µxE = {
∑
i fiei | fi ∈ µx, ei ∈ E} ⇒ µx(E1 ⊕ E2) = {
∑
i fi(e
1
i + e
2
i ) | fi ∈
µx, e
1
i ∈ E1, e
2
i ∈ E2}. But
∑
i fi(e
1
i + e
2
i ) =
∑
i fie
1
i +
∑
i fie
2
i ∈ µxE1 ⊕ µxE2.
So µx(E1 ⊕ E2) ⊂ µxE1 ⊕ µxE2. ⇒
⋂
x∈S µx(E1 ⊕ E2) ⊂
⋂
x∈S(µxE1 ⊕ µxE2) ⊂⋂
x∈S µxE1 ⊕
⋂
x∈S µxE2 = 0 + 0 = 0. So the direct sum is a finitely generated
geometric left A-module.
Let E1, E2 be GF-difference equations. From this it follows that they are left
k-modules since k ⊂ A as algebras. The algebra k is abelian so E1 ⊗k E2 is a well
defined finitely generated k-module. Define aG action on the tensorproduct module
by g(e1 ⊗k e2) = ge1 ⊗k ge2. With this action we have
Proposition 3. E1 ⊗k E2 is a A-module with the given G action.
Proof.
g(fe1 ⊗k e2) = g(fe1)⊗k ge2 = g(f)(ge1)⊗k ge2
= ge1 ⊗k g(f)(ge2) = ge1 ⊗k g(fe2)
= g(e1 ⊗k fe2).
(g1g2)(e1 ⊗k e2) = (g1g2)e1 ⊗k (g1g2)e2 = g1(g2e1)⊗k g1(g2e2)
= g1(g2e1 ⊗k g2e2) = g1(g2(e1 ⊗k e2)).
(gf)(e1 ⊗k e2) = g(fe1 ⊗k e2) = g(fe1)⊗k ge2
= (g(f)g)e1 ⊗k ge2 = (g(f))(ge1 ⊗k ge2) = (g(f)g)(e1 ⊗k e2).
Proposition 4. Assume that E1, E2 are two GF-difference equations. Then E1⊗kE2
is also a GF-difference equation.
Proof. We observe that µx(E1⊗kE2) ⊂ µxE1⊗kE2. So we have
⋂
x∈S µx(E1⊗kE2) ⊂⋂
x∈S(µxE1 ⊗k E2) ⊂ (
⋂
x∈S µxE1)⊗k E2 = 0.
Let E1, E2 be two GF-difference equations. Then Homk(E1, E2) is a finitely gen-
erated left k-module with the natural action of k
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(fφ)(e) = f(φ(e)) ∀f ∈ k
Define an action of G on Homk(E1, E2) by
(gφ)(e) = g(φ(g−1e)) ∀g ∈ G
Proposition 5. Homk(E1, E2) is a left A-module with the given action of k and G.
Proof.
(gφ)(fe) = g(φ(g−1fe)) = g(φ((g−1)fg−1e)) = g((g−1)fφ(g−1e))
= g(g−1)f(gφ(g−1e)) = f((gφ)(e))
((g1g2)φ)(e) = (g1g2)φ((g1g2)
−1e) = g1(g2φ(g
−1
2 (g
−1
1 e)))
= g1((g2φ)(g
−1
1 e)) = (g1(g2φ))(e)
((gf)(φ))(e) = (g(fφ))(e) = g((fφ)(g−1e)) = g(f(φ(g−1e)))
= g(f)(g(φ(g−1e))) = g(f)((gφ)(e)) = (g(f)(gφ))(e) = ((g(f)g)(φ))(e).
Proposition 6. Homk(E1, E2) is GF-difference equation.
Proof. Let ψ ∈ µxHomk(E1, E2) ⇒ ψ =
∑
i fiφi with fi ∈ µx, φi ∈ Homk(E1, E2)
⇒ ψ(e) =
∑
i fi(φ(e)) ∈ µxE2 so ψ(e) ∈ µxE2 for all e ∈ E1 ⇒ ψ ∈ Homk(E1, µxE2).
So we have µxHomk(E1, E2) ⊂ Homk(E1, µxE2). But then
⋂
x∈S µxHom(E1, E2) ⊂⋂
x∈S Homk(E1, µxE2) ⊂ Homk(E1,
⋂
x∈S µxE2) = 0
As a special case of the last proposition we have
Corollary 1. Let E be a GF-difference equation. Then the dual E∗ is also a GF-
difference equation.
Let us next consider the case of quotients. Assume that E is a GF-difference
equation and let E ′ ⊂ E be a submodule of E .
Proposition 7. E/E ′ is GF-difference equation.
Proof. Since E/E ′ is finitely generated we only need to prove that it is geometric.
Let h ∈ µx(E/E ′) then h =
∑
i fi[ei] where fi ∈ µx and [ei] ∈ E/E
′ are the
equivalent classes of elements in E . So h =
∑
i fi[ei] = [
∑
i fiei] and we can
conclude µx(E/E ′) ⊂ µxE/E ′. But then we have
⋂
x∈S µx(E/E
′) ⊂
⋂
x∈S µxE/E
′ ⊂
(
⋂
x∈S µxE)/E
′ = 0.
We already know that tensor products and direct sums of GF-difference equations
are GF-difference equations. This implies that the tensor algebra TE of a GF-
difference equation is a GF-difference equation. The modules SnE and ∧nE are
factors of the tensor algebra of E so we have the following result.
Corollary 2. Let E be a GF-difference equation. Then SnE and ∧nE are GF-
difference equations.
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3.2. GF-difference equations as modules of sections in vectorbundles.
We have seen that the category of GF-difference equations is closed with respect to
quotients, ⊕,⊗k,Homk, ∧k and Snk . These modules can be given an interpretation
as modules of sections in vectorbundles over the set S.
Let E be a GF-difference equation. Then in particular E is a k-module and
µxE ⊂ E is a k submodule of E . Let Ex = E/µxE . Then Ex is A-module over
k/µx ≈ F and therefore is a F vectorspace. Denote the elements of Ex by [e]x
where [e]x = [e
′]x only if e− e
′ ∈ µxE . Let the bundle B over S be defined by
B =
⋃
x∈S
(x,Ex)
where the projection,π : B −→ S, in the bundle is projection on the first com-
ponent. Let Γ (B) be the set of sections in the bundle B. This set is a module over
k through pointwise addition and multiplication by functions in k.
For each element in G define a bundle map in the bundle B through
g(x, [e]x) = (gx, [ge]gx).(3.1)
This set of bundle maps in fact defines an action of G on the bundle B.
Proposition 8. Bbundle map 3.1 is well defined and determines an action of G
on the bundle B.
Proof. Assume [e]x = [e
′]x. Then e − e′ ∈ µxE and so ge − ge′ ∈ g(µxE). Let
e˜ ∈ µxE , then e˜ =
∑
i fiei where ei ∈ E and fi ∈ µx and so ge˜ =
∑
i g(f)igei. But
g(f)i(gx) = fi(x) = 0 so g(fi) ∈ µgx. Then it follows that ge− ge
′ ∈ µgxE and we
can conclude that [ge]gx = [ge
′]gx so the map is well defined. Using the definition
of the bundle map we have
(g1g2)(x, [e]x) = ((g1g2)x, [(g1g2)e](g1g2)x) = (g1(g2x), [g1(g2e)]g1(g2x))
= g1(g2x, [g2e]g2x) = g1(g2(x, [e]x))
so the bundle map defines an action of G on the bundle B.
Corollary 3. B is a vectorbundle,that is dimEx is constant.
Proof. Let x ∈ S be a fixed point in the set S. The group acts transitively on the
set S so for any y ∈ S there exists a g ∈ G such that gx = y.This element induces
a map φg : Ex −→ Ey defined by φg([e]x) = [ge]gx. This map is linear and has an
inverse φg−1 . We can therefore conclude that all fibers Ey of the bundle B have
the same dimension so B is a vectorbundle.
We now induce an action of G on Γ (B) defining
(gs)(x) = g(s(g−1x))(3.2)
Proposition 9. Action 3.2 gives Γ (B) the structure of an A-module.
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Proof.
((gf)(s))(x) = (g(fs))(x) = g((fs)(g−1x)) = g(g(f)(x)s(g−1x))
= g(f)(x)(gs)(x) = (g(f)g)(s)(x)
((g1g2)s)(x) = (g1g2)s((g1g2)
−1x) = g1(g2s(g
−1
2 (g
−1
1 x)))
= g1((g2s)(g
−1
1 )) = (g1(g2s))(x)
Proposition 10. E ≈ Γ (B) as A-modules.
Proof. Let e ∈ E . Define φ(e) ∈ Γ (B) by φ(e)(x) = [e]x. We clearly have φ : E −→
Γ (B).
φ(e + f ′)(x) = [e+ f ′]x = [e]x + [f
′]x = φ(e)(x) + φ(f
′)(x) = (φ(e) + φ(f ′))(x),
φ(fe)(x) = [fe]x = f(x)[e]x = f(x)φ(e)(x) = (fφ(e))(x).
We have used that fact that z[e]x = [fe]x where f is any function such that f(x) =
z. This is well defined because if [e]x = [e
′]x and f(x) = z, f
′(x) = z then e′ =
e+h, f ′ = f+g where h ∈ µxE and g ∈ µx. But then fe−f ′e′ = fe−(f+g)(e+h) =
−ge− fh− gh ∈ µxE . So [fe]x = [f ′e′]x.
We have now proved that φ is a k-module morphism. It is also a A-module
morphism
φ(ge)(x) = [ge]x = [ge]g(g−1x) = g([e]g−1x) = g(φ(e)(g
−1x)) = (gφ(e))(x).
Assume φ(e) = φ(e′). Then [e]x = [e
′]x so [e − e′]x = 0 ∀x ∈ S. But this
means that e− e′ ∈
⋂
x∈S µxE . We can therefore conclude that e = e
′ because E is
geometric. So φ is injective.
For each y ∈ S let Πy : E −→ Ey be the canonical projection. B is a vectorbundle
so that the dimension n of each fibre as a F-vector space is the same. Let {ei}mi=1
be a set of generators for E . Then Πy({ei}
m
i=1) generates Ey for all y ∈ S so at
each point at least one subset of say n elements of {ei}ni=1 form a basis for Ey after
projection by Πy. There are only finitely many subsets of n elements from the set
of m generators. Enumerate these subsets
Bi = {el(i,k)}
n
k=1 i = 1 · · · r.
Here l(i, k) is an index function. Put S1 = S and define subsets Vi ⊂ S recur-
sively
Vi = {y ∈ Si | Πy(B
i) is a basis of Ey},
Si+1 = Si − Vi.
This gives us a finite set of nonempty subsets {Vi}
p
i=1 such that Vi
⋂
Vj = ∅ for i 6= j,
S =
⋃p
i=1 Vi and ΠyB
i = {[el(i,k)]y}
n
k=1 is a basis for Ey for all y ∈ S. Let δVi be the
characteristic function for Vi. Then δVi ∈ k and
∑
i δVi = 1 Let Ti = δViΓ (B). Then
Ti is a k-submodule of Γ (B) and Ti has k-basis {δViφ(el(i,k))}
n
k=1. Let s ∈ Γ (B)
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be any section. Then we have
s = (
∑
i
δVi)(s) =
∑
i
δVis =
∑
i
∑
k
fikδViφ(el(i,k))
= φ(
∑
i
∑
k
fikδViel(i,k)).
But e =
∑
i
∑
k fikδViel(i,k) ∈ E so φ is surjective.
This result show that the category GFE is equivalent to the category of modules
of sections in vectorbundles Γ (B) over S where the action of G is defined through
3.1 and 3.2.
Proposition 11. Let E be a GF-difference equation. Then E is free and finitedi-
mensional as a k-module.
Proof. Let {exi }
n
i=1 be a basis for Ex over F. The number n exists and is independent
of x since we all our bundles are finite dimensional and vector bundles so that the
dimension of all fibers are the same. Define sections {si}ni=1 by si(x) = e
x
i . Assume
that
∑n
i=1 fisi = 0. Then
∑n
i=1 fi(x)e
x
i = 0 so fi(x) = 0 for all x ∈ S and all
i. This implies that fi = 0 for all i and we conclude that {si}ni=1 is a linearly
independent set over k. Let s ∈ Γ (B), then s(x) = ex ∈ Ex so there exists complex
numbers {cxi }
n
i=1 such that s(x) =
∑n
i=1 c
x
i e
x
i . Define functions in k by fi(x) = c
x
i ,
then s =
∑x
i=1 fisi and {si}
n
i=1 is a spanning set.
We can use this result to prove a standard isomorphism. Define a map φ :
E∗ ×F −→ Homk(E ,F) by
φ(e∗, f)(e) = e∗(e)f
Proposition 12. φ is k-bilinear.
Proof.
φ(e∗1 + e
∗
2, f)(e) = φ((e1 + e2)
∗, f)(e) = (e1 + e2)
∗(e)f = e∗1(e)f + e
∗
2(e)f
= φ(e∗1, f)(e) + φ(e
∗
2, f)(e) = (φ(e
∗
1, f) + φ(e
∗
2, f))(e)
φ(e∗, f1 + f2)(e) = e
∗(e)(f1 + f2) = e
∗(e)f1 + e
∗(e)f2
= (φ(e∗1, f1) + φ(e
∗, f2))(e)
φ(re∗, f)(e) = (re∗)(e)f = (r(e∗(e)))f = r(e∗(e)f)
= r(φ(e∗, f)(e)) = (rφ(e∗, f))(e)
This proposition show that we have a well defined map φ : E∗ ⊗k F −→
Homk(E ,F) defined by φ(e∗ ⊗k f)(e) = e∗(e)f .
Proposition 13. φ is an A-isomorphism
Proof. Let {ei}ni=1, {fi}
m
i=1 be basis over k for E and F . Let {e
∗
i }
n
i=1 be the dual
basis for E∗. Then {e∗i ⊗k fj} is a basis for E
∗ ⊗k F because the modules are free
over k. Let v =
∑
ij aije
∗
i ⊗k fj and assume that φ(v) = 0. Then φ(v)(es) = 0
for all s and we have
∑
j asjfj = 0 so that aij = 0 for all i and j because {fj} is
a basis for F . So φ is injective. Let F ∈ Homk(E ,F). Define the matrix (Fij)
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by F (ei) =
∑
j Fijfj and let v =
∑
ij Fije
∗
i ⊗k fj . Then φ(v) = F so that φ is
surjective. Finally we have
φ(g(e∗ ⊗k f))(e) = φ(ge
∗ ⊗k gf)(e) = (ge
∗)(e)gf = (g(e∗(g−1e)))gf
= g(e∗(g−1e)f) = g(φ(e∗ ⊗k f)(g
−1e)) = (gφ(e∗ ⊗k f))(e)
so that φ is an A-morphism.
Corollary 4. Homk(E ,F) ≈ E∗ ⊗k F
We know that the category of GF-difference equations is closed with respect to
the usual linear algebra operations. Since we have proved that any GF-difference
equation is isomorphic to A-module of sections in a vectorbundle over S it is ev-
ident that all such linear algebra operations must reduce to operations on the
corresponding vectorbundles. The following series of propositions show that the
correspondence is as nice as one would expect.
Let E1, E2 be two GF-difference equations.. Then E1 ≈ Γ (B1) and E2 ≈ Γ (B2)
where B1, B2 are vectorbundles
B1 =
⋃
x∈S
(x,E1x)
B2 =
⋃
x∈S
(x,E2x)
We then have
Proposition 14. E1 ⊕ E2 ≈ Γ (B1 ⊕B2).
Proof. Define a map φ : E2 ⊕ E2 −→ Γ (B1 ⊕B2) by
φ(s1, s2)(x) = (s1(x), s2(x))
where we identify the GF-difference equations E1, E2 with their corresponding mod-
ules of sections.
Assume φ(s1, s2) = φ(s
′
1, s
′
2). Then (s1(x), s2(x)) = (s
′
1(x), s
′
2(x)) and so s1(x) =
s′1(x), s2(x) = s
′
2(x) for all x ∈ S. But this implies that (s1, s2) = (s
′
1, s
′
2) and φ is
injective.
Let s ∈ E1 ⊕ E2. Then s(x) ∈ E1x ⊕ E
2
x for all x ∈ S. Define s1(x) = π1 ◦ s(x)
and s2(x) = π2 ◦ s(x) where π1 : E1x ⊕E
2
x −→ E
1
x and π2 : E
1
x ⊕E
2
x −→ E
2
x are the
projections on the first and second factor. But then (s1, s2) ∈ E1⊕E2 and evidently
φ(s1, s2)(x) = (s1(x), s2(x)) = s(x)
so φ is surjective. Furthermore we have
φ(f(s1, s2))(x) = φ(fs1, fs2)(x) = ((fs1)(x), (fs2)(x))
= (f(x)s1(x), f(x)s2(x)) = f(x)(s1(x), s2(x)) = (fφ(s1, s2))(x),
φ(g(s1, s2))(x) = φ(gs1, gs2)(x) = ((gs1)(x), (gs2)(x))
= (g(s1(g
−1x)), g(s2(g
−1x))) = g((s1, s2)(g
−1x)) = (gφ(s1, s2))(x).
So φ is a left A-module morphism and the proof is complete.
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We have seen that the k-tensor product of GF-difference equations is a GF-
difference equation with the action of k and G defined by
f(s1 ⊗k s2) = fs1 ⊗k s2 ∀f ∈ k,
g(s1 ⊗k s2) = gs1 ⊗k gs2 ∀g ∈ G.
Using the vectorbundles B1 and B2 corresponding to E1 and E2 we define a new
vectorbundle B1 ⊗F B2 by
B1 ⊗F B2 =
⋃
x∈S
(x,E1x ⊗F E
2
x).
Let Γ (B1 ⊗F B2) be the set of sections in the vectorbundle B1 ⊗F B2. This set
is a k-module through pointwise addition and multiplication by elements of k. It is
also a left A-module through the action
(gs)(x) = g(s(g−1x))
where
g(x, [e1]⊗F [e2]) = (gx, [ge1]gx ⊗F [ge2]gx).
We then have the following result
Proposition 15. E1 ⊗k E2 ≈ Γ (B1 ⊗F B2).
Proof. Define a map φ˜ : E1 × E2 −→ Γ (B1 ⊗F B2) by
φ˜(s1, s2)(x) = s1(x)⊗F s2(x).
We have
φ˜(s1 + s1, s2) = (s1 + s1)(x)⊗F s2(x) = (s1(x) + s1(x)) ⊗F s2(x)
= s1(x)⊗F s2(x) + s1(x)⊗F s2(x) = (φ(s1, s2) + φ(s1, s2))(x),
φ˜(fs1, s2)(x) = (fs1)(x) ⊗F s2(x) = (f(x)s1(x)) ⊗F s2(x)
= s1(x)⊗F (f(x)s2(x)) = s1(x)⊗F (fs2)(x) = φ(s1, fs2)(x).
So φ˜ is k-bilinear and therefore induces a unique map φ : E1⊗k E2 −→ Γ (B1⊗FB2)
where
φ(s1 ⊗k s2)(x) = s1(x)⊗F s2(x).
Let {s1i }
n
i=1 and {s
2
i }
n
i=1 be bases for E1 and E2 as k-modules. These bases exists
because the modules are free as modules over k. Let s ∈ E1 ⊗k E2 then
s =
∑
ij
fijs
1
i ⊗k s
2
j .
Assume that φ(s) = 0. This implies that
s =
∑
ij
fij(x)s
1
i (x)⊗F s
2
j(x) = 0 ∀x ∈ S.
But then fij(x) = 0 ∀x ∈ S and so fij = 0 and as a consequence s = 0. So φ is
injective. Let s ∈ Γ (B1 ⊗F B2). This implies that s(x) ∈ B1 ⊗F B2 so there exists
elements of F zxij such that
s(x) =
∑
ij
zxijs1(x) ⊗F s2(x).
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Define elements fij ∈ k by fij(x) = zxij and define h ∈ E1 ⊗k E2 by
h =
∑
ij
fijs
1
i ⊗k s
2
j .
Then we evidently have φ(h) = s and φ is surjective.
We already know that φ is k-linear by definition of tensor product. But we also
have
φ(g(s1 ⊗k s2))(x) = φ(gs1 ⊗k gs2)(x) = (gs1)(x) ⊗F (gs2)(x)
= g(s1(g
−1x)) ⊗F g(s2(g
−1x)) = g((s1 ⊗k s2)(g
−1x))
= g(φ(s1, s2)(g
−1x)) = (gφ(s1 ⊗k s2))(x)
so φ is a A-module morphism and the proof is complete
Now let E ≈ Γ (B) be a GF-difference equation with corresponding vectorbundle
B. Let E ′ ⊂ E be a subequation. Define
Vx = {[e]x | e ∈ E
′}.
Then Vx ⊂ Ex is a subspace of Ex for each x ∈ S and the dimension is independent
of x. Define a vectorbundle B′ by
B′ =
⋃
x∈S
(x, Vx).
Then B′ is evidently a subvectorbundle of B and we have by construction that
E ′ ≈ Γ (B′). Let Ex/Vx be the factor space. Its dimension is independent of x and
we can form the vectorbundle
B/B′ =
⋃
x∈S
(x,Ex/Vx).
Denote the elements of Ex/Vx by [vx]Vx . We define an action by elements in G
by
g([vx]Vx) = [g(vx)]Vgx .
This action is well defined and we use it to induce an action of G on Γ (B/B′)
in the usual way.
Proposition 16. E/E ′ ≈ Γ (B/B′)
Proof. Define a map φ : Γ (B)/Γ (B′) −→ Γ (B/B′) by φ([s])(x) = [s(x)]Vx . Then φ
is well defined because if [s] = [s′] then s−s′ ∈ Γ (B′) and therefore s(x)−s′(x) ∈ Vx.
So [s(x)]Vx = [s
′(x)]Vx and therefore φ([s]) = φ([s
′]). Furthermore we have
φ([s] + [s′])(x) = φ([s+ s′])(x) = [(s+ s′)(x)]Vx
= [s(x) + s′(x)]Vx = [s(x)]Vx + [s
′(x)]Vx = (φ([s]) + φ([s
′]))(x),
φ(f [s])(x) = φ([fs])(x) = [(fs)(x)]Vx = [f(x)s(x)]Vx
= f(x)[s(x)]Vx = f(x)φ([s])(x) = (fφ([s]))(x),
φ(g[s])(x) = φ([gs])(x) = [(gs)(x)]Vx = [g(s(g
−1x))]Vx
= [g(s(g−1x))]V
g(g−1x)
= g([s(g−1x)]V
g−1x
)
= g(φ([s])(g−1x) = (gφ([s]))(x).
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So we can conclude that φ is a A-module morphism. Assume that φ([s]) = φ([s′]).
Then φ([s])(x) = φ([s′])(x) for all x ∈ S. But this is the same as [s(x)]Vx = [s
′(x)]Vx
so s(x)− s′(x) ∈ Vx. This implies that s− s′ ∈ Γ (B′) so by definition [s] = [s′] and
φ is injective. Let γ ∈ Γ (B/B′), then γ(x) = [vx]Vx . Define s ∈ Γ (B) by s(x) = vx.
Then clearly φ([s])(y) = [s(y)]Vy so φ([s]) = γ and φ is surjective.
Since ∧nE and SnE are factor bundles of the tensor algebra TE , it follows from the
previous proposition that
Corollary 5.
∧nΓ (B) = Γ (∧nB),
SnΓ (B) = Γ (SnB).
Let E1 and E2 be GF-difference equations. We have proved that Homk(E1, E2)
is a GF-difference equation with the actions
(fφ)(s1) = f(φ(s1)) ∀f ∈ k,
(gφ)(s1) = g(φ(g
−1s1)).
We know that E1 ≈ Γ (B1), E2 ≈ Γ (B2) where B1 =
⋃
x∈S(x,E
1
x) and B2 =⋃
x∈S(x,E
2
x) are vectorbundles. Let HomF(E
1
x, E
2
x) be the set of F-linear maps
from E1x to E
2
x. These have all the same dimension and we can form the vector
bundle
HomF(B1, B2) =
⋃
x∈S
(x,HomF(E
1
x, E
2
x))
We have a G-action on the vectorbundle HomF(B1, B2) given by
g(x, φx) = (gx, g(φx)) where we define
g(φx)([e1]gx) = g(φx(g
−1[e1]gx))
This induces the structure of a left A-module on the set Γ (HomF(B1, B2)) in the
usual way.
Proposition 17. Homk(E1, E2) ≈ Γ (HomF(B1, B2))
Proof. Define a map
F : Homk(E1, E2) −→ Γ (HomF(B1, B2)),
φ 7−→ Fφ
as (Fφ)(x)(v1x) = φ(s)(x) where s ∈ Γ (B1) satisfies s(x) = v
1
x. This is well defined
because if s, s′ ∈ Γ (B1) and s(x) = s′(x) for the given x ∈ S then
φ(s)(x) = (δxφ(s))(x) = (φ(δxs))(x).
φ(s′)(x) = (δxφ(s
′))(x) = (φ(δxs
′))(x).
But
(δxs)(y) = δx(y)s(y) = δxyv
1
x,
(δxs
′)(y) = δx(y)s
′(y) = δxyv
1
x.
Therefore δxs = δxs
′ and we have φ(s)(x) = (φ(δxs))(x) = (φ(δxs
′))(x) = φ(s′)(x).
So F is well defined. Assume that Fφ1 = Fφ2. Let s ∈ Γ (B1), then φ1(s)(x) =
(Fφ1)(x)(s(x)) = (Fφ2)(x)(s(x)) = φ2(s)(x) for all x ∈ S. But then φ1 = φ2 and F
16 PER K. JAKOBSEN VALENTIN V. LYCHAGIN
is injective. Let γ ∈ Γ (HomF(B1, B2)) be given. Define a map φ : Γ (B1) −→ Γ (B2)
by φ(s)(x) = γ(x)(s(x)). Then we have
φ(s+ s′)(x) = γ(x)(s(x) + s′(x))
= γ(x)(s(x)) + γ(x)(s′(x)) = φ(s)(x) + φ(s′)(x),
φ(fs)(x) = γ(x)(f(x)s(x)) = f(x)γ(x)(s(x))
= f(x)φ(s)(x) = (fφ(s))(x).
So we have that φ ∈ Homk(Γ (B1), Γ (B2)) and also
F (φ)(x)(v1x) = φ(s)(x) = γ(x)(s(x)) = γ(x)(v
1
x).
Therefore we have that Fφ = γ and F is surjective. Furthermore we have
F (fφ)(x)(v1x) = (fφ)(s)(x) = (f(φ(s)))(x)
= f(x)(φ(s)(x)) = f(x)(F (φ)(x)(v1x)) = (f(x)F (φ)(x))(v
1
x) = (fF (φ))(x)(v
1
x),
F (gφ)(x)(v1x) = (gφ)(s)(x) = (g(φ(g
−1s)))(x) = g(φ(g−1s)(g−1x))
= g(F (φ)(g−1x)(g−1v1x)) = (g(F (φ)(g
−1x)))(v1x)
= (gF (φ))(x)(v1x).
So F is a A-module morphism.
Let E ≈ Γ (B) be a given GF-difference equation where B =
⋃
x∈S(x,Ex) is a
vectorbundle. Define the dual vector bundle B∗ =
⋃
x∈S(x,E
∗
x). Then as a special
case of the previous proposition we have.
Proposition 18. E∗ ≈ Γ (B∗).
3.3. The geometric description of A-morphisms. Let Γ (B), Γ (B′) be two
GF-difference equations with corresponding vectorbundles B =
⋃
x∈S(x,Ex), B
′ =⋃
x∈S(x,E
′
x) and let φ ∈ HomA(Γ (B), Γ (B
′)). Define a map Fφ : B −→ B′ by
Fφ(x, vx) = (x, F
x
φ )
where F xφ (vx) = φ(s)(x) and s ∈ Γ (B) is any section satisfying s(x) = vx.
Proposition 19. F xφ : Ex −→ E
′
x is well defined.
Proof. Assume s(x) = s′(x) = vx. then
φ(s)(x) = (δxφ(s))(x) = φ(δxs)(x),
φ(s′)(x) = (δxφ(s
′))(x) = φ(δxs
′)(x),
and (δxs)(y) = δx(y)s(y) = δx(y)s
′(y) = (δxs
′)(y) for all y ∈ S. This means
that δxs = δxs
′ and so φ(δxs) = φ(δxs
′) and we can conclude that φ(s)(x) =
φ(s′)(x).
Proposition 20. F xφ is F-linear.
Proof. Let vx, ux ∈ Ex and let s, t ∈ Γ (B) be any sections such that s(x) =
vx, t(x) = ux. Then (s+ t)(x) = vx + ux and we have
F xφ (vx + ux) = φ(s+ t)(x) = φ(s)(x) + φ(t)(x) = F
x
φ (vx) + F
x
φ (ux).
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Let a ∈ F and vx ∈ Ex. Let s ∈ Γ (B) be any section such that s(x) = vx. Then
(as)(x) = a(s(x)) = avx and we have
F xφ (avx) = φ(as)(x) = (aφ(s))(x) = a(φ(s)(x)) = aF
x
φ (vx),
Proposition 21. F yφ ◦ g = g ◦ F
g−1y
φ for all g ∈ G and y ∈ S.
Proof. Let y ∈ S, g ∈ G and vg−1y ∈ Eg−1y. Let s ∈ Γ (B) be any section such that
s(g−1y) = vg−1y. Then we have
F yφ (gvg−1y) = F
y
φ (gs(g
−1y)) = F yφ ((gs)(y)) = φ(gs)(y)
= (gφ(s))(y) = g(φ(s)(g−1y)) = g(F g
−1y
φ (s(g
−1y))) = g(F g
−1y
φ (vg−1y).
The previous three propositions show that a morphism of GF-difference equa-
tions is a family of F-linear maps that are related at different points as described in
the last proposition. Let Hy be the isotropy group of the point y ∈ S. As a special
case of the last proposition we have
Corollary 6. F yφ ◦ h = h ◦ F
y
φ for all h ∈ Hy and y ∈ S.
So the maps F yφ commutes with the action of the isotropy group at each point
and are F[Hx]-module morphisms on the fibre above the point. Properties of the
morphisms φ ∈ Hom(Γ (B), Γ (B′)) is transferred to the family of maps F xφ .
Proposition 22. Let x ∈ S be some point in S. Then φ ∈ HomA(Γ (B), Γ (B′))
is surjective if and only if F xφ : Ex −→ E
′
x is surjective.
Proof. Assume φ is surjective. Let v′x ∈ E
′
x be given. Then there exists γ ∈ Γ (B
′)
such that γ(x) = v′x. Let s ∈ Γ (B) be such that φ(s) = γ. Let vx = s(x). Then
F xφ (vx) = φ(s)(x) = γ(x) = v
′
x
so F xφ is surjective.
Assume that F xφ is surjective. Let y ∈ S and let v
′
y ∈ E
′
y. There exists g ∈ G
such that gx = y. Define v′x = g
−1v′y ∈ E
′
x. Then there exists vx ∈ Ex such that
F xφ (vx) = v
′
x. Define vy = gvx. Then we have
F yφ (vy) = F
y
φ (gvx) = gF
x
φ (vx) = gv
′
x = v
′
y
so F yφ is surjective for all y ∈ S. Let γ ∈ Γ (B
′). Then γ(y) = vy ∈ E
′
y for all y.
For each y there then exists vy ∈ Ey such that F
y
φ (vy) = v
′
y. Define s ∈ Γ (B) by
s(y) = vy . Then we have
φ(s)(y) = F yφ (vy) = v
′
y = γ(y)
so φ(s) = γ and φ is surjective.
Proposition 23. Let x ∈ S be any point in S. Then φ ∈ HomA(Γ (B), Γ (B′)) is
injective if and only if F xφ : Ex −→ E
′
x is injective.
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Proof. Assume that φ ∈ HomA(Γ (B), Γ (B′)) is not injective. Then there exists
s ∈ Γ (B) ,s 6= 0 such that φ(s) = 0. There is at least one point y ∈ S such that
s(y) = vy 6= 0. Then
F yφ (vy) = φ(s)(y) = 0
so F yφ is not injective. Let g ∈ G be such that gx = y. Let g : Ex −→ Ey be the
corresponding invertible fibermap. Define vx = g
−1vy . Then vx 6= 0,vx ∈ Ex and
F xφ (vx) = F
x
φ (g
−1vy) = g
−1F yφ (vy) = 0
so F xφ is not injective.
Assume that φ is injective. Let vx ∈ Ex and assume that F xφ (vx) = 0. Let
s ∈ Γ (B) be any section such that s(x) = vx. Define γ ∈ Γ (B) by γ = δxs. Then
φ(γ)(y) = φ(δxs)(y) = δx(y)φ(s)(y) = δxyF
x
φ (vx) = 0
for all y ∈ S. But then γ = 0 and so vx = s(x) = γ(x) = 0 and we conclude that
F xφ is injective.
Combining the previous propositions we have
Corollary 7. Let x ∈ S be any point in S. Then φ ∈ HomA(Γ (B), Γ (B′)) is an A-
module isomorphism if and only if F xφ : Ex −→ E
′
x is a F[H ]-module isomorphism.
Any A-morphism gives us a family of F-linear maps with the properties described.
Any such family will in fact come from a A-morphism of modules.
For each x ∈ S let F x : Ex −→ E′x be a F-linear map. Assume that the members
of the family are related through
F xφ ◦ g = g ◦ F
g−1x
φ
for all g ∈ G and x ∈ S.
Define a map φ : Γ (B) −→ Γ (B′) by
φ(s)(x) = F x(s(x)).
Proposition 24. φ ∈ HomA(Γ (B), Γ (B
′))
Proof. Let s, t ∈ Γ (B). Then
φ(s+ t)(x) = F x((s+ t)(x)) = F x(s(x) + t(x))
= F x(s(x)) + F x(t(x)) = φ(s)(x) + φ(t)(x).
Let s ∈ Γ (B) and f ∈ k. Then
φ(fs)(x) = F x((fs)(x)) = F x(f(x)s(x))
= f(x)F x(s(x)) = f(x)φ(s)(x) = (fφ(s))(x).
Let s ∈ Γ (B) and g ∈ G. Then
φ(gs)(x) = F x((gs)(x)) = F x(g(s(g−1x)))
= g(F g
−1x(s(g−1x))) = g(φ(s)(g−1x)) = (gφ(s))(x)
In general a submodule of a finitely generated module does not have to be finitely
generated. We will now show that for the category GFE all submodules are in fact
GF-difference equations.
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Proposition 25. Let E and E ′ be GF-difference equations and let φ ∈ HomA(E , E ′)
be a A-module morphism. The Imφ and Kerφ are GF-difference equations.
Proof. We know that imφ and kerφ are submodules of geometric modules and are
therefore geometric. Let {ei}ni=1 be a set of generators for E . Then {φ(ei)}
n
i=1 is
a finite set of generators for imφ. So imφ is a GF-difference equation. We know
that E ≈ Γ (B) for some vectorbundle B =
⋃
y∈S(y, Ey). We know that kerφ is
a geometric submodule so we have an injective A-module morphism T : kerφ →֒
Γ (B′) ⊂ Γ (B) where B′ =
⋃
y∈S(y, Vy) is the subbundle with fibers
Vy = {s(y) | s ∈ kerφ}.
Let {F yφ}y∈S be the family of maps corresponding to φ and let vy ∈ Vy. Then
vy = s(y) for some s ∈ kerφ and we have F
y
φ (vy) = φ(s)(y) = 0. Let γ ∈ Γ (B
′).
Then γ(y) ∈ Vy for all y ∈ S so that φ(γ)(y) = F
y
φ (γ(y)) = 0 and as a concequence
γ ∈ kerφ and the map T is surjective. But then we have proved that kerφ ≈ Γ (B′)
and kerφ is finitely generated and therefore a GF-difference equation.
Corollary 8. Let E be a GF-difference equation and E ′ ⊂ E a submodule. Then E ′
is a GF-difference equation.
Proof. We know that E and E/E ′ are GF-difference equations. Let φ : E −→ E/E ′
be the natural projection. Then φ is a A-module morphism and E ′ = kerφ.
3.4. The general structure of GFE. We are now ready to give a characterization
of the structure of the category GFE. All the structural properties follow from the
following proposition.
Proposition 26. Let E be a GF-difference equation. Then E is both Artinian and
Noetherian.
Proof. Let E1 ⊂ E2 ⊂ E3 · · · be a ascending chain of submodules in E . Then in
particular this is a chain of free k-modules. But E has finite dimension over k so the
chain must stop and the module E is Noetherian. Similarly let · · · ⊂ E3 ⊂ E2 ⊂ E1
be a decending chain of submodules of E . Then in particular it is a decending chain
of free k-modules. But the dimension of any module over k is nonnegative so the
chain must stop.
A GF-difference equation is simple if it contains no GF-difference equations as
submodules and indecomposable if it can not be written as a direct sum of GF-
difference equations. A composition series for a GF-difference equation is a finite
filtering 0 ⊂ E1 ⊂ E2 · · · E of the equation E such that the composition factors
Ei/Ei−1 are simple equations. Because of the previous proposition and the general
structure theory for modules [?] we have
Theorem 1. Let E be a GF-difference equation. Then E has a composition series
and all composition series for E has the same number of elements in the filtration
and the composition factors are the same up to isomorphism. Any GF-difference
equation can be written as a direct sum of a finite number of indecomposable equa-
tions.
This theorem is a combination of the Jordan-Hølder theorem and the Krull-
Smidth teorem. This Theorem reduce the problem of solving GF-difference equa-
tions to the study of indecomposable equations. Furthermore it show that all inde-
composable equations are related to simple equations through a finite set of simple
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decomposition factors. The first problem then is to find the simple equations and
the next is to construct the indecomposable equations using a set of composition
factors. This last problem is essentially the problem of quantization. Even finding
the simple equations is in general not a trivial task in the category GFE. We will
however now proceed to prove a Theorem that show that the Category GFE is
equivalent to a category where the problem of finding simple and indecomposable
objects is more approachable.
4. The equivalence Theorem
We will first construct a special class of GF-difference equations and then show
that all GF-difference equations are in fact of this type. Let x ∈ S and let Hx be the
isotropy group of that point. All such groups for different points x are isomorphic.
We will usually supress the point we are referring to and just write H = Hx. For
each y ∈ S define the set yH by
yH = {g ∈ G | gx = y}.
We evidently have gH = yH where g ∈ G satisfy gx = y so the sets yH are just
the left cosets of H in G. Let V be a finite dimensional F[H ]-module and form the
trivial bundle S × V
S × V =
⋃
y∈S
(y, V ),
Let σ be a transversal to the partitioning of G by the classes yH
σ(y) ∈ yH ∀y ∈ S,
Let Γ (G×V ) be the k-module of sections in the trivial bundle S ×V . We will now
define an action of G in this module of sections as
g(y, v) = (gy, σ(gy)−1gσ(y)v).
This gives a G-action.
Proposition 27. (gg′)(y, v) = g(g′(y, v))
Proof.
(gg′)(y, v) = ((gg′)y, σ((gg′)y)(gg′)σ(y)v)
= (g(g′y), σ(g(g′y))gσ(g′y)σ(g′y)−1g′σ(y)v)
= g(g′y, σ(g′y)g′σ(y)v) = g(g′(y, v)).
We let this action in the bundle induce an action on the module of sections in the
bundle in the usual way.
(gs)(y) = g(s(g−1y))
This gives the set of section in the bundle S × V the structure of a GF-difference
equation. It appears as if each choise of transversal σ gives a different action on
the bundle and so a different A-module structure on the set Γ (S × V ). They are
however all isomorphic. Let Γ (S×V ) and Γ (S×V )′ be the modules corresponding
to the choise of two transversals σ and σ′. Then we have
Proposition 28. Γ (S × V ) ≈ Γ (S × V )′
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Proof. For each y ∈ S there exists a γ(y) ∈ H such that σ(y) = σ′(y)γ(y). Define a
map φγ : Γ (S × V ) −→ Γ (S × V )′ by φγ(s)(y) = γ(y)−1(s(y)) This map is clearly
bijective with inverse φγ−1 where φγ−1(s)(y) = γ(y)(s(y)). We also have
φγ(fs)(y) = γ(y)
−1((fs)(y)) = γ(y)−1(f(y)s(y)) = f(y)(γ(y)−1(s(y)))
= f(y)φγ(s)(y) = (fφγ(s))(y),
φγ(gs)(y) = γ(y)
−1((gs)(y)) = γ(y)−1(g(s(g−1y)))
= γ(y)−1(σ(y)−1gσ(g−1y)s(g−1y))
= γ(y)−1σ(y)−1gσ(g−1y)γ(g−1y)γ(g−1y)−1s(g−1y)
= (σ(y)γ(y))−1g(σ(g−1y)γ(g−1y))γ(g−1y)−1s(g−1y)
= σ′(y)−1gσ′(g−1y)(φγ(s))(g
−1y)
= (gφγ(s))(y).
So the map φγ is also a A-module morphism and the proof is complete.
The constructed class of GF-difference equations in fact includes all GF-difference
equations.
Theorem 2. Let E be any GF-difference equation. Then E ≈ Γ (S × V ) for some
F[H ]-module of finite dimension over F.
Proof. We know that E ≈ Γ (B) for some vectorbundle B
B =
⋃
y∈S
(y, Ey).
Let σ be a transversal to the classes yH , Then σ(y)x = y and so the action of G
on the bundle gives us the lift σ(y) : Ex −→ Ey and this map is an isomorphism
since G is a group. Define V = Ex. Then V is an finite dimensional H space. Let
φ be the map
φ : B −→ S × V
(y, vy) 7−→ (y, σ(y)
−1vy).
This map is clearly an isomorphism of vectorbundles and it commutes with the G
action
φ(g(y, vy)) = φ(gy, gvy) = (gy, σ(gy)
−1gvy)
= (gy, σ(gy)−1gσ(y)σ(y)−1vy) = gφ(y, vy).
Define a map Fφ by
Fφ : Γ (B) −→ Γ (S × V )
Fφ(s)(y) 7−→ φ(s(y))
Fφ is clearly bijective with inverse Fφ−1 and we also have
Fφ(fs)(y) = φ((fs)(y)) = φ(f(y)s(y)) = f(y)φ(s(y))
= f(y)(Fφ(s)(y)) = (fFφ(s))(y),
Fφ(gs)(y) = φ((gs)(y)) = φ(g(s(g
−1y)))
= g(φ(s(g−1y))) = g(Fφ(s)(g
−1y)) = (gFφ(s))(y).
So Fφ is a A-module morphism and the proof is complete.
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Let F[H ]− finmod be the category of modules over F[H ] with finite dimension
over F with direct sum and tensor product and dual over F defined as is usual in
representation theory. For this category all main structural theorems for the decom-
position of modules apply so that all such modules have compositionseries and can
be written as a finite direct sum of indecomposables. We will now proceed to show
that the categoryGFE and F[H ]−finmod are in fact equivalent as categories. From
a structural point of view we will not distinguish between isomorphic objects and
will therefore prove the equivalence by showing the isomorphism of the Grotendick
algebra [6] AG for GFE and AH for F[H ]− finmod. The algebra structure in AG
and AH is the one induced from direct sum and tensor product in the corresponding
categories. In addition to the usual algebra structure we have a conjugation map
induced from the dual in the categories. Define a map on T : AH −→ AG by
T ([V ]) = [Γ (S × V )]
where elements in the Grotendick algebras are denoted by square brackets of
elements in the corresponding categories.
Proposition 29. T is well defined
Proof. Assume [V ] = [U ]. Then there exists a F[H ]-module isomorphism F x :
V −→ U . So F x is an F-isomorphism and F x(hv) = hF x(v) for all h ∈ H . Denote
the fiber over y ∈ S of the vectorbundles B1 = S × V and B2 = S × U by Vy and
Uy. For each y ∈ S define a map F y : Vy −→ Uy by F y(vy) = g(F x(g−1vy)) ∈ Uy
where g is any element in G such that gx = y. The family of maps {F y}y∈S is well
defined because if g1 is another element in G such that g1x = y then g1 = gh for
some h ∈ H and we have
g1(F
x(g−11 vy)) = (gh)(F
x((gh)−1vy)) = g(h(F
x(h−1g−1vy))) = g(F
x(g−1vy)).
The family {F y}y∈S satisfies all requirements in proposition (24) and therefore
determines a A-morphism, φ : Γ (S × V ) −→ Γ (S × U). From the construction we
observe that each member of the family {F y}y∈S is a F[H ]-module isomorphism.
We therefore can conclude that the map φ is an A-isomorphism so that [Γ (S×V )] =
[Γ (S × U)].
Proposition 30. T : AH −→ AG is a bijection.
Proof. Let [E ] be any element in AG. From theorem 2 we know that there exists
a V in F[H ] − finmod such that [E ] = [Γ (S × V )]. The T ([V ]) = [E ] so that T
is surjective. Assume that T ([V ]) = T ([U ]). This means that there exists a A-
module isomorphism φ : Γ (S × V ) −→ Γ (S × U). Let y ∈ S be any point.Then
proposition7 show that there exists a F[H ]-module isomorphism F yφ : V −→ U . But
then [V ] = [U ] and T is injective.
Rewriting some of the results proved earlier we find that T is a structure pre-
serving map.
Proposition 31. The map T is structure preserving
T ([U ] + [V ]) = T ([U ]) + T ([V ])
T ([U ][V ]) = T ([U ])T ([V ])
T ([U ]∗) = (T ([U ])∗
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This relation between the categories GFE and F[H ]− finmod gives us a way to
find all indecomposable equations of finite type in GFE from the indecomposable
F[H ]-modules of finite dimension over F.
Proposition 32. E is a indecomposable GF-difference equation of finite type if and
only if E ≈ Γ (S × V ) where is a indecomposable F[H ]-module of finite dimension
over F.
Proof. Let E be indecomposable. We know that E ≈ Γ (S × V ) for some F[H ]-
module V. Assume that V is decomposable so that V ≈ V1 ⊕ V2. Define E1 =
Γ (S × V1), E2 = Γ (S × V2). Then
[E ] = T ([V ]) = T ([V1 ⊕ V2]) = T ([V1] + [V2])
= T ([V1]) + T ([V2]) = [E1] + [E2] = [E1 ⊕ E2].
So that E ≈ E1 ⊕ E2 and E is decomposable. This is a contradiction so that V is
indecomposable. Let V be indecomposable and of finite dimension over F. Define
E = Γ (S × V ). Then E is a GF-difference equation of finite type and T ([V ]) = [E ].
Assume that E is decomposable. Then E ≈ E1⊕E2. We know that there exists F[H ]-
modules V1, V2 of finite dimension over F such that E1 ≈ Γ (S×V1), E2 ≈ Γ (S×V2).
Then we have
T [V ] = [E ] = [E1 ⊕ E2] = [E1] + [E2] = T ([V1]) + T ([V2])
= T ([V1] + [V2]) = T ([V1 ⊕ V2]).
But T is injective so that [V ] = [V1⊕V2]. Then V ≈ V1⊕V2 and V is decomposable.
This is a contradiction.
For simple equations of finite type we have
Proposition 33. E is a simple GF-difference equation of finite type if and only if
E ≈ Γ (S × V ) where V is a simple F[H ]-module.
Proof. Let E be a simple GF-difference equation of finite type. We know that
E ≈ Γ (S × V ) for some F[H ]-module V of finite dimension over F. Assume that
V has a submodule V ′. let E ′ = Γ (S × V ′). Then E ′ is a submodule of E so E is
not simple. This is a contradiction. Assume that V is a simple F[H ]-module. Let
E = Γ (S × V ) and assume that E is not simple so that it has a submodule E ′. But
then E ′ ≈ Γ (S × V ′) where V ′ is a submodule of V. This is a contradiction.
The simple F[H ]-modules are in general not easy to find. For the case when the
isotropy group is finite and the character of the field does not divide the order of
the group H, the algebra F[H ] is semisimple and the full power of the theory of
characters [7] can be applied. Even in the case when the character of F does divide
the order of the group, the modular case, powerful tools are available.
5. The projection formula for GF-difference equations
The Frobenius projection formula [8] can be generalized to apply to GF-difference
equations when the isotropy group is finite and the underlying field is C. This
formula greatly simplifies the solution process when it applies. Let E ≈ Γ (B) be
any GF-difference equation where B =
⋃
y∈S(y, Ey) is a vectorbundle over S. We
know that the fiber over y ∈ S is a F[Hy]-module. Denote the character of this
module by χy. There is a relation between characters at different points.
24 PER K. JAKOBSEN VALENTIN V. LYCHAGIN
Proposition 34. χy(hy) = χgy(ghyg
−1) for all y ∈ S, g ∈ G and hy ∈ Hy.
Proof. Let hy ∈ Hy and let g ∈ G. Then hy = g−1ghyg−1g = g−1(ghyg−1)g so we
have
χy(hy) = tr(hy) = tr(g
−1(ghyg
−1)g) = tr(ghyg
−1) = χgy(ghyg
−1).
Assume that E ′ ≈ Γ (B′) is a submodule of E ≈ Γ (B). Then B′ ⊂ B so that
E′y ⊂ Ey as a F-linear subspace for all y ∈ S. For each y ∈ S let ΠE′(y) : Ey −→ Ey
be the Frobenius map
ΠE′(y)vy =
dimE′y
| Hy |
∑
hy∈Hy
χy(h
−1
y )hyvy.
Here χy is the character of the F[H ]-module E
′
y.
Each hy is a F-linear map so clearly ΠE′(y) is a F-linear map for each y ∈ S. We
also have
Proposition 35. ΠE′(y)(gvg−1y) = gΠE′(g
−1y)(vg−1y) for all y ∈ S and g ∈ G.
Proof. Let cy = dimEy/ | Hy |. Then cy = cy′ for all y, y′ ∈ S since B =⋃
y∈S(y, Ey) is a vectorbundle and Hy ≈ Hy′ for all y, y
′ ∈ S. We have
ΠE′(y)(g
−1vy) = cy
∑
hy∈Hy
χy(h
−1
y )hy(gvg−1y) = cy
∑
hy∈Hy
χy(h
−1
y )g(g
−1hyg)vg−1y)
= cyg
∑
hy∈Hy
χy(h
−1
y )(g
−1hyg)vg−1y
= cyg
∑
h
g−1y∈Hg−1y
χy(gh
−1
y g
−1)hg−1yvg−1y
= cg−1yg
∑
h
g−1y∈Hg−1y
χg−1y(h
−1
g−1y
)hg−1yvg−1y
= ΠE′(g
−1y)(vg−1y).
Define a map ΠE′ on E ≈ Γ (B) by
ΠE′(e)(y) = ΠE′(y)(e(y)).
Then we can conclude from the previous proposition that
Corollary 9. ΠE′ ∈ HomA(E , E).
In general ΠE′ is not a projection on E ′. Assume that F = C. Then E =
∑
i niSi
where all Si are simple A-modules. Then we have
Proposition 36. ΠSi |Sj= δijid
Proof. ΠSi |Sj∈ HomA(Sj ,Sj). But this means that ΠSi |Sj (y) ∈ HomC(Sjy,Sjy)
for all y ∈ S. From the Schur lemma we can conclude that ΠSi |Sj (y) = λij(y)idy.
But then
dimSjyλij(y) = Tr(ΠSi |Sj (y)) =
dimSiy
| Hy |
∑
hy∈Hy
χiy(h
−1
y )χjy(hy) = δijdimSiy
So we have λij(y) = δij and the proof is complete.
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Corollary 10. ΠSi is a projection of E onto niSi ⊂ E.
The projection formula can be used to simplify the solution process for GF-
difference equations.
Proposition 37. φ is a solution of E of type S if and only of φ = Π∗
S
(ψ) for some
solution ψ of ΠS(E) of type S.
Proof. Let ψ ∈ HomA(niSi,Si). Then Π∗Si(ψ) = ψ ◦ ΠSi ∈ HomA(E ,Si) and so
Π∗
Si
(ψ) is a solution of E of type Si. Conversely let φ ∈ HomA(E ,Si) be a solution
of E of type Si. We know by the structure theorem that E ≈
∑
j njSj . By the
Schur lemma φ |njSj= 0 for i 6= j. Let ψ = φ |niSi , then ψ ∈ HomA(niSi,Si) is
a solution of niSi of type Si and for any e =
∑
j ej in E ≈
∑
j njSj we have
Π∗Si(ψ)(e) = ψ(ΠSi (e)) = ψ(ei) = φ(ei) = φ(e).
6. Coordinate description of GF-difference equations
Let E be any GF-difference equation. The structure of E is essentially determined
by the action of G on the k-module E . Let {ei}ni=1 be a k-basis for E . Define a set
of matrices Eg ∈Mat(n, k) by
gei =
∑
j
Egijej
The set of matrices {Eg}g∈G determines the G-action on E with respect to the gives
k-basis. They formally play the same role as the connection symbols in differential
geometry and we will call them the connection of the given GF-difference equation.
In general Egg
′
6= EgEg
′
so the relation g −→ Eg is not a representation of G. We
have however the following result.
Proposition 38. Egg
′
= g(Eg
′
)Eg.
Proof.
(gg′)ei = g(g
′ei) = g
∑
j
Eg
′
ij ej =
∑
j
g(Eg
′
ij )gej
=
∑
j
∑
k
g(Eg
′
ij )E
g
jkek =
∑
j
(
∑
k
g(Eg
′
ik )E
g
kj)ej .
So we can conclude that
Egg
′
ij =
∑
k
g(Eg
′
ik )E
g
kj
From this result we immediately have
Corollary 11. (Eg)−1 = g(Eg
−1
).
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6.1. Coordinate description of tensor operations. We will now investigate
how the connections of GF-difference equations behave when we perform the usual
linear algebra operations on the corresponding modules.
Let E and F be left A-modules and let {ei}ni=1, {fj}
m
j=1 be k-basises for E and
F . Let {Eg}g∈G and {F
g}g∈G be the connection of the G-difference equations E
and F with respect to the given basis. With respect to direct sum we have the
following result
Proposition 39. (E ⊕ F)g = Eg ⊕Fg.
Proof. A basis for E ⊕ F is {(ei, 0), (0, fj)}
n,m
i=1,j=1 and
g(ei, 0) = (gei, 0) = (
∑
j
Egijej, 0)
=
∑
j
Egij(ej , 0),
g(0, fi) = (0, gfi) = (0,
∑
j
Fgijfj)
=
∑
j
Fgij(0, fj).
So we have proved that (E ⊕ F)g = Eg ⊕Fg.
For k-tensorproduct we have a similar simple result.
Proposition 40. (E ⊗k F)g = Eg ⊗k Fg.
Proof. Since E and F are free k-modules it follows that {ei⊗k fj}
n,m
i=1,j=1 is a k-basis
for E ⊗k F . Furthermore we have
g(ei ⊗k fj) = gei ⊗k gfj = (
∑
r
Egirer)⊗k (
∑
s
Fgjsfs)
=
∑
r
∑
s
EgirF
g
jser ⊗k fs.
So
(E ⊗k F)
g
irjs = E
g
irF
g
js.
For Homk(E ,F) we have the following result.
Proposition 41. Homk(E ,F)g = Fg ⊗k ((Eg)t)−1.
Proof. Define elements δij ∈ Hom(E ,F) by
δij(ek) =
{
fi if j = k,
0 if j 6= k.
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Then {δij} is a k-basis for Homk(E ,F). Furthermore we have
(gδij)(eu) = g(δij(g
−1eu)) = g(δij(
∑
v
Eg
−1
uv ev))
= g
∑
v
Eg
−1
uv δij(ev) = g(E
g−1
uj )gfi
=
∑
r
g(Eg
−1
uj )F
g
irfr.
So we can conclude that
Homk(E ,F)
g = Fg ⊗k (g(E
g−1))t.
But gEg
−1
= (Eg)−1 and the proof is complete.
Consider the special case E∗ = Homk(E , k). Clearly Fg = kg = 1 and the
previous proposition gives
Corollary 12. (E∗)g = ((Eg)t)−1.
For symmetric and antisymmetric product there are no simple general formulas
for computing the connection of SnE and ∧nE in terms of the connection of E . For
notational simplicity we only consider the case n = 2. Let {ei} be a k-basis for E .
Then {eiej}i6j is a k-basis for S
2E . We have by definition
gei =
∑
j
Egije.j
But then we have
g(eiej) = geigej = (
∑
k
Egikek)(
∑
l
Egjlel) =
∑
kl
EgikE
g
jlekel
=
∑
k>l
EgikE
g
jlekel +
∑
k=l
EgikE
g
jlekel +
∑
k<l
EgikE
g
jlekel
=
∑
k
EgikE
g
jkekek +
∑
k<l
(EgikE
g
jl + E
g
ilE
g
jk)ekel
So for n = 2 we have
(S2E)gijkl =
{
EgikE
g
jk k = l
EgikE
g
jl + E
g
ilE
g
jk k < l.
We now consider ∧2E . A k-basis for ∧2E is {ei ∧ ej}i<j. Furthermore we have
g(ei ∧ ej) = gei ∧ gej = (
∑
k
Egikek) ∧ (
∑
l
Egjlel) =
∑
kl
EgikE
g
jlek ∧ el
=
∑
k<l
EgikE
g
jlek ∧ el +
∑
k>l
EgikE
g
jlek ∧ el
=
∑
k<l
(EgikE
g
jl − E
g
ilE
g
jk)ek ∧ el.
We can conclude that
(∧2E)gijkl = E
g
ikE
g
jl − E
g
ilE
g
jk.
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Assume that dimkE = 2. Then we have
Eg =
(
Eg11 E
g
12
Eg21 E
g
22
)
The module ∧2E is one dimensional over k with basis e1∧e2. The matrix (∧2E)g
is the scalar
(∧2E)g = Eg11E
g
22 − E
g
12E
g
21 = det(E
g).
It is evident that a similar result holds in general
Proposition 42. Let dimkE = n. Then
(∧nE)g = det(Eg).
6.2. Coordinate description of A-module morphisms and solutions. Let
E and F be GF-difference equations with k-bases {ei}ni=1, {fi}
m
i=1 and connection
{Eg}g∈G, {F
g}g∈G. Let φ ∈ HomA(E ,F) be a A-module morphism. Then φ is
k-linear and has a matrix φ = (φij) with respect to the given bases for E and F .
Proposition 43. g(φ)Fg = Egφ for all g ∈ G.
Proof. The k-morphism φ is a A-module morphism only if φ(ge) = gφ(e) for all
g ∈ G. But we have
φ(gei) = φ(
∑
j
Egijej) =
∑
j
Egijφ(ej) =
∑
j
Egij
∑
k
φjkfk
=
∑
k
(
∑
j
Egijφjk)fk,
gφ(ei) = g(
∑
φijfj) =
∑
j
g(φij)gfj =
∑
j
g(φij)
∑
k
Fgjkfk
=
∑
k
(
∑
j
g(φij)F
g
jk)fk
comparing sides we have
∑
j g(φij)F
g
jk =
∑
j E
g
ijφjk for all i,k and g ∈ G.
It is clearly sufficient that the matrix φ satisfie the equation in the previous
proposition only on a set of generators for G. We have defined solution of type F to
a given GF-difference equation E as A-morphisms from E to F . Using coordinates
as in the previous proposition we see that solutions in our sense is a matrix of
functions on S that solves a set of classical difference equations. This show that
we are not redefining the notion of solution and justifies our use of this term in our
theory.
7. Invariant structures
Let E , E ′,F and F ′ be GF-difference equations. Let φ ∈ HomA(E ,F) and ψ ∈
HomA(E ′,F ′) and define maps φ⊗k ψ, Snφ,∧nφ by
(φ⊗k ψ)(e ⊗k e
′) = φ(e)⊗k ψ(e
′),
Snφ(e1e2 · · · en) = φ(e1)φ(e2) · · ·φ(en),
∧nφ(e1 ∧ e2 · · · ∧ en) = φ(e1) ∧ φ(e2) · · · ∧ (en).
Then the maps are well defined and we have the following result whose proof
can be found in standard texts [?].
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Proposition 44. The maps φ⊗k ψ, Snφ,∧nφ are well defined and
φ⊗k ψ ∈ HomA(E ⊗k E
′,F ⊗k F
′),
Snφ ∈ HomA(S
nE , SnF),
∧nφ ∈ HomA(∧
nE ,∧nF).
7.1. Conserved quantities. Let E ,F be GF-difference equations and let φ ∈
HomA(E ,F) be a solution of E of type F . Using φ we can generate morphisms
Snφ : SnE −→ SnF and ∧nφ : ∧nφ −→ ∧nF . Let us first consider the symmetric
case. Assume that there exists an invariant element or structure α ∈ SnE . This
means that gα = α for all g ∈ G. Then Snφ(α) ∈ SnF and we have
g(Snφ(α)) = Snφ(gα) = Snφ(α)
So that Snφ(α) is an invariant structure in SnF . Let us consider the particular
case when F is the simple object S ≈ k corresponding to the trivial action of G.
Then SnS ≈ k and we have the following result
Proposition 45. Let E be any GF-difference equation with an invariant structure
α ∈ SnE. Let φ ∈ HomA(E , k) be any solution of E of type S ≈ k. Then
Snφ(α) = constant.
Proof. We know that Snφ(α) is an element in k and that gSnφ(α) = Snφ(α) for all
elements in G. But G acts transitivly so Snφ(α) must be a constant function.
Note that in coordinates this gives us a symmetric polynomial invariant for the
equation E .
Let us next consider the antisymmetric case. Let α ∈ ∧nE be a invariant struc-
ture for E so that gα = α for all g ∈ G. Then g(∧nφ(α)) = ∧nφ(α) so ∧nφ(α) is
an invariant structure in ∧nF . This leads to the following proposition
Proposition 46. Let S be a GF-difference equation and n = dimkF . Let E be
any GF-difference equation with invariant structure α ∈ ∧nE. Then
∧nφ(α) = constant.
for any solution φ ∈ HomA(E ,S).
This gives us an antisymmetric polynomial invariant for the equation E . In a
similar way conditions for other types of conservation laws can be specified through
invariants.
7.2. Self-dual equations. Let E be any GF-difference equation and let E∗ be the
dual equation. Assume that there is an invariant structure α ∈ S2E∗ or α ∈ ∧2E∗.
Define a map Fα : E −→ E ′ by
Fα(e)(e
′) = α(e, e′).
We have the following result
Proposition 47. Fα is a A-morphism.
Proof. It is evident that Fα(e) ∈ E∗ and that Fα is k-linear. Furthermore we have
Fα(ge)(e
′) = α(ge, e′) = gg−1(α(ge, g(g−1e′))) = g((g−1α)(e, g−1e′))
= g(α(e, g−1e′)) = g(Fα(e)(g
−1e′)) = (gFα(e))(e
′).
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Let us now define the notion of self duality for GF-difference equations.
Definition 8. A GF-difference equation E is self-dual if E ≈ E∗ as A-modules.
Using the previous proposition we can now prove the following
Proposition 48. Let E be a GF-difference equation and assume E has a nonde-
generate invariant structure α ∈ S2E∗ or α ∈ ∧2E∗. Then E is self-dual.
Proof. We have a A-morphism Fα : E −→ E∗. This map is bijective if α is non-
degenerate because Fα(e) = β if and only if α(e, e
′) = β(e′) for all e′ and these
equations has one and only one solution e since α is nondegenerate.
This proposition show that any GF-difference equation with an invariant euclid-
ian or symplectic structure is self-dual.
7.3. Solutions and composition principles. Let E ,F be GF-difference equa-
tions and let φ ∈ Homk(E ,F). Then φ is a solution of type F of E if gφ = φ for
all g ∈ G. This means that a solution is a invariant structure in Homk(E ,F). Let
α ∈ S2(Homk(E ,F)
∗) ⊗k Homk(E ,F) be a invariant structure. Using the stan-
dard isomorphism Homk(F ,F ′) ≈ F∗⊗k F ′, α defines a map Tα : Homk(E ,F)⊗k
Homk(E ,F) −→ Homk(E ,F) defined by
Tα(φ, ψ) = α(φ, ψ)
For the map Tα we have the following result
Proposition 49. Let E ,F be a GF-difference equations and. Let φ, ψ ∈ HomA(E ,F)
be a pair of solutions of E of type F . Then Tα(φ, ψ) ∈ HomA(E ,F) is a solution
of E of type F .
Proof. We have gφ = φ and gψ = ψ for all g ∈ G since they are solutions. But
then we have
g(Tα(φ, ψ)) = g(α(g
−1gφ, g−1gψ)) = (gα)(gφ, gψ)
= α(φ, ψ) = Tα(φ, ψ).
So a GF-difference equation E has a symmetric composition principle for solu-
tions of type F if there is an invariant structure in S2(Homk(E ,F)
∗)⊗kHomk(E ,F).
In a similar way other types of composition principles will correspond to the exis-
tense of certain invariants in the tensor algebra of the equation E .
8. Module description of classical difference equations
We will now develope the analog of differential operators on sections in vector-
bundles. Many of the constructions introduced also applies in the case of equations
that are not of finite type. We will however in this section assume that all modules
that appears are GF-difference equations. This will in particular mean that A itself
must be a GF-difference equation. This can only happend if G is a finite group.
Since G acts transitively on S this means that we are considering the situation
where S is a finite set.
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8.1. The module of difference operators. Let E ,E ′ be A-modules. We will
define an action of elements in the module Homk(E , E ′) ⊗k A on E . For each
element (φ, a) ∈ Homk(E , E ′)×A define a map µ(φ, a) : E −→ E ′ by
µ(φ, a)(e) = φ(ae).
Proposition 50. µ(φ, a) is F-linear.
Proof.
µ(φ, a)(e + e′) = φ(a(e + e′)) = φ(ae + ae′) = φ(ae) + φ(ae′)
= µ(φ, a)(e) + µ(φ, a)(e′),
µ(φ, a)(re) = φ(a(re)) = φ(r(ae)) = rφ(ae) = rµ(φ, a)(e).
Let µ be the map (φ, a) −→ µ(φ, a). Then we have
Proposition 51. µ is k-bilinear.
Proof.
µ(φ+ φ′, a)(e) = (φ+ φ′)(ae) = φ(ae) + φ′(ae)
= µ(φ, a)(e) + µ(φ′, a)(e),
µ(φ, a+ a′)(e) = φ((a+ a′)e) = φ(ae + a′e) = φ(ae) + φ(a′e)
= µ(φ, a)(e) + µ(φ, a′)(e),
µ(fφ, a)(e) = (fφ)(ae) = f(φ(ae)) = φ(f(ae))
= φ((fa)e) = µ(φ, fa)(e).
So we have a well defined map µ : Homk(E , E ′)⊗k A −→ HomF(E , E ′) defined by
µ(φ⊗k a) = φ(ae)
Proposition 52. The map µ is a A-module morphism.
Proof. By construction the map µ is a k-module morphism. Let g ∈ G, then we
have
µ(g(φ⊗k a))(e) = µ(gφ⊗k ga) = (gφ)(gae)
= g(φ(g−1(gae))) = g(φ(ae)) = g(µ(φ⊗k a)(e))
= (gµ(φ ⊗k a))(e).
The elements θ ∈ Homk(E , E ′)⊗kA thus acts as F-linear maps from the module
E to the module E ′. The action is defined by
θ(e) = µ(θ)(e).
We will now consider the coordinate expression for these maps. Let {ei}, {e′i} be
k-basises for E and E ′. Then {φij} is a basis for Homk(E , E
′) where φij(ek) = δike
′
j.
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Let θ ∈ Homk(E , E ′) ⊗k A and e ∈ E . Using basis we have θ =
∑
ijg θijgφij ⊗k g
and e =
∑
i fiei. This gives us
(
∑
ijg
θijgφij ⊗k g)(
∑
k
ek) =
∑
ijg
θijgφij(g
∑
k
fkek) =
∑
ijg
θijgφij(
∑
k
g(f)k
∑
l
Egklel)
=
∑
ijklg
θijgg(f)kE
g
klφij(el) =
∑
ijklg
θijgg(f)kE
g
klδile
′
j
=
∑
ijkg
θijgg(f)kE
g
kie
′
j .
The equation θ(e) = 0 is therefore equivalent to a system of classical difference
equations ∑
k
(
∑
ig
θijgE
g
kig)fk = 0
In general any elements in the kernel of µ will be trivial when considered as
F-linear maps.
Example. Let S = {x, y, z} be the cyclic graph of three elements with symmetry
group S3. Let the group elements in cycle notation be g0 = id, g1 = (1, 3, 2), g2 =
(1, 2, 3), g3 = (1, 2), g4 = (2, 3) and g5 = (1, 3). Then the element θ = φ ⊗k (g0 +
g1 + g2 − g3 − g4 − g5), φ 6= 0, is trivial as a F-linear map.
We therefore makes the following definition
Definition 9. Difn∗(E , E ′) = (Homk(E , E ′)⊗kA)/kerµ is the module of difference
operators from E to E ′.
8.2. Composition of difference operators. Let E1, E2 and E3 be A-modules. For
each pair of elements (φ, g) ∈ Homk(E2, E3)×A define a map Fφg : Homk(E1, E2)×
A −→ Homk(E1, E3)⊗k A by
Fφg (ψ, b) = φ ◦ gψ ⊗k gb
Proposition 53. Fφg is middle k-linear for each (φ, g) ∈ Homk(E2, E3)×A.
Proof.
Fφg (ψ + ψ
′, b) = φ ◦ (g(ψ + ψ′))⊗k gb = φ ◦ (gψ + gψ
′)⊗k gb = (φ ◦ gψ + φ ◦ gψ
′)⊗k gb
= φ ◦ gψ ⊗k gb+ φ ◦ gψ
′ ⊗k gb = F
φ
g (ψ, b) + F
φ
g (ψ
′, b),
Fφg (ψ, b+ b
′) = φ ◦ gψ ⊗k g(b+ b
′) = φ ◦ gψ ⊗k (gb+ gb
′)
= φ ◦ gψ ⊗k gb+ φ ◦ gψ ⊗k gb
′ = Fφg (ψ, b) + F
φ
g (ψ, b
′),
Fφg (ψ, fb) = φ ◦ gψ ⊗k g(fb) = φ ◦ gψ ⊗k g(f)gb = g(f)(φ ◦ gψ)⊗k gb
= φ ◦ (g(f)(gφ)) ⊗k gb = φ ◦ ((g(f)g)ψ)⊗k gb = φ ◦ ((g(f))ψ)⊗k gb
= φ ◦ g(fψ)⊗k gb = F
φ
g (fψ, b).
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So we have a well defined F-linear map Fφg : Homk(E1, E2)⊗kA −→ Homk(E1, E3)⊗k
A defined by
Fφg (ψ ⊗k b) = φ ◦ gψ ⊗k gb.
We use this map to define a map F : Homk(E2, E3)×A −→ HomF(Homk(E1, E2)⊗k
A,Homk(E1, E3)⊗k A) by
F (φ, a) =
∑
g
agF
φ
g
where a =
∑
g agg.
Proposition 54. F is k-bilinear.
Proof. We have
Fφ+φ
′
g (ψ ⊗k b) = (φ + φ
′) ◦ gψ ⊗k gb = (φ ◦ gψ + φ
′ ◦ gψ)⊗k gb
= φ ◦ gψ ⊗k gb+ φ
′ ◦ gψ ⊗k gb = F
φ
g (ψ ⊗k b) + F
φ′
g (ψ ⊗k b).
Using this we find
F (φ+ φ′, a) =
∑
g
agF
φ+φ′
g =
∑
g
agF
φ
g +
∑
g
agF
φ′
g = F (φ, a) + F (φ
′, a),
F (φ, a+ a′) =
∑
g
(ag + a
′
g)F
φ
g =
∑
g
agF
φ
g +
∑
g
a′gF
φ
g = F (φ, a) + F (φ, a
′),
F (fφ, a)(ψ ⊗k b) =
∑
g
agF
fφ
g (ψ ⊗k b) =
∑
g
ag((fφ) ◦ gψ ⊗k gb)
=
∑
g
ag(f(φ ◦ gψ)⊗k gb) =
∑
g
agf(φ ◦ gψ ⊗k gb)
=
∑
g
(fag)(φ ◦ gψ ⊗k gb). = F (φ, fa)(ψ ⊗k b)
We can conclude that we have a well defined map F : Homk(E2, E3) ⊗k A −→
HomF(Homk(E1, E2)⊗k A,Homk(E1, E3)⊗k A)
F (φ⊗k a)(ψ ⊗k b) =
∑
g
agφ ◦ (gψ)⊗k gb
Let µi, i = 1, 2, 3 be the action map. Then we have
Proposition 55. F (θ2)(θ1) ∈ kerµ3 if θ1 ∈ kerµ1 or θ2 ∈ kerµ2
Proof. Let θ1 ∈ Homk(E1, E2)⊗kA, θ2 ∈ Homk(E2, E3)⊗kA. Then θ1 =
∑
i ψi⊗k bi
and θ2 =
∑
i φi ⊗k ai. But then we have
F (θ2)(θ1) =
∑
ij
F (φi ⊗k ai)(ψj ⊗k bj) =
∑
ijg
aigφi ◦ gψj ⊗k gbj
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Using this we find
µ3(F (θ2)(θ1))(e1) =
∑
ijg
aig(φ ◦ gψj)(gbje1) =
∑
ijg
aigφi(gψj(bje1))
=
∑
ig
aigφi(g(
∑
j
ψj(bje1))) =
∑
ig
aigφi(gµ1(θ1)(e1)
=
∑
i
(φi(
∑
g
aigµ1(θ1)(e1))) =
∑
i
φi(aiµ1(θ1)(e1))
= µ2(θ2)(µ1(θ1)(e1)) = 0
if θ1 ∈ kerµ1 or θ2 ∈ kerµ2
The map F therefore restricts to the modules of difference operators and we have
a map c : Difn∗(E2, E3)×Difn∗(E1, E2) −→ Difn∗(E1, E3) defined by
c([θ2], [θ1]) = [F (θ2)(θ1)].
We use the map c to define composition of difference operators.
Definition 10. Let ∆1 ∈ Difn∗(E1, E2) and ∆2 ∈ Difn∗(E2, E3) be difference
operators. Define the composition ∆2 ◦∆1 ∈ Difn∗(E1, E3) by
∆2 ◦∆1 = c(∆2,∆1)
8.3. Modules corresponding to difference operators. By constructionDifn∗(k, k)
is a left A-module. Let µ : A −→ HomF(k, k) be the action map of A. Then by
definition Difn∗(k, k) = A/kerµ. For any element a ∈ A let ∆a = [id ⊗k a] ∈
Difn∗(k, k) be the corresponding difference operator. Then we have
Proposition 56. Let ∆ ∈ Difn∗(E , k). Then
a∆ = ∆a ◦∆.
Proof. We only need to consider a generating set for Difn∗(E , k). Let ∆ = [α⊗k b].
Then we have
a∆ = [a(α⊗k b)] = [
∑
g
agg(α⊗k b)] = [
∑
g
ag(gα⊗k gb)]
= [
∑
g
agF
id
g (α⊗k b)] = [F (id⊗k a)(α⊗k b)] = c([id⊗k a], [α⊗k b])
= ∆a ◦∆.
Let ∆ ∈ Difn∗(E1, E2). Define a map φ∆ : Difn∗(E2, k) −→ Difn∗(E1, k) by
φ∆(∇) = ∇ ◦∆
Then we have
Proposition 57. φ∆ is a left A-module morphism.
Proof.
φ∆(a∇) = (a∇) ◦∆ = (∆a ◦ ∇) ◦∆ = ∆a ◦ (∇ ◦∆) = aφ
∆(∇)
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Definition 11. Let ∆ ∈ Difn∗(E1, E2). The GF-difference equation corresponding
to ∆ is
E∆ = Cokerφ
∆.
8.4. Classical solutions. Let ∆ ∈ Difn∗(E1, E2) be a difference operator. Define
the set of classical solutions C(∆) of ∆ by
Definition 12. C(∆) = {e ∈ E1 | ∆(e) = 0}.
Let S0 ≈ k be the simple module corresponding to trivial action of G. For each
e ∈ C(∆) define a map φe : E∆ −→ S0 by
φe([λ]) = λ(e).
Proposition 58. φe is well defined for each e ∈ C(∆).
Proof. Assume that [λ] = [λ′]. Then λ − λ′ = φ∆(∇) for some ∇ ∈ Difn∗(E2, k).
But then we have
φe([λ]) = λ(e) = λ
′(e) + φ∆(∇)(e)
= λ′(e) +∇(φ∆(e)) = λ
′(e).
Proposition 59. φe ∈ HomA(E∆,S0)
Proof.
φe(a[λ]) = φe([aλ]) = (∆a ◦ λ)(e) = ∆a(λ(e))
= (id⊗k a)(λ(e)) = aλ(e) = aφe([λ]).
Now define a map φ : C(∆) −→ HomA(E∆,S0) by φ(e) = φe. Then we have
Proposition 60. φ : C(∆) −→ φ(C(∆)) ⊂ HomA(E∆,S0) is a isomorphism of
F-vectorspaces.
Proof. Assume that φ(e) = φ(e′). Then we have that φe([λ]) = φe′ ([λ]) so that
λ(e − e′) = 0 for all λ ∈ Difn∗(E1, k). Let {ei} be a basis for E1 and {e∗i } the
dual basis. Then e − e′ =
∑
i fiei, λj = [e
∗
j ⊗k 1] ∈ Difn∗(E1, k) and we have
fj = e
∗
j(
∑
i fiei) = λj(e − e
′) = 0. So e = e′ and φ is injective. Furthermore we
have φ(re)([λ]) = λ(re) = rλ(e) = rφ(e)([λ]) so φ is F-linear.
The previous proposition show that any classical solution of a difference operator
∆ is contained in the set of solutions of E∆ of type S0.
8.5. Modules corresponding to systems of difference equations. Any sys-
tem of difference equations on the space S is of the form
n∑
k=1
(
∑
g
cjkgg)fk = 0 for j = 1 · · ·m
The given system of difference equations will only fix the k-module structure of
the A-modules E1 and E2. It will not fix the A-module structure or the operator
∆ ∈ Difn∗(E1, E2) separately but will fix a relation between the A-module structure
on E1 and the operator ∆. The space of solutions of the given system of difference
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equations must be equal to C(∆) Using bases {ei} and {fi} for E1 and E2 we have
∆ = [
∑
ijg θijgφij ⊗k g] and the relation is∑
i
θijgE
g
ki = c
j
kg
where Eg is the connection for the action of g on E1. This means that in general
we have many different modules E∆ corresponding to a given system of difference
equations. However for all these modules E∆ we have C(∆) ∈ HomA(E∆,S0) so
they all contain the set of solutions of the given system of difference equations.
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