Find the mean, median, and mode for these data. 
If you drew this by hand, you might have selected a different strategy, but the general appearance should be similar. We're asked for an explanation of this shape. We're going to have to come up with an extra-statistical argument, meaning a statement that goes beyond what the data are telling us directly. One such statement is that the factory regularly produces automobiles in the 350-400 range, but every now and then something goes very wrong, with the production dropping by about 40 to 50 cars. The data tell us directly that most of the time the production is in the range 350-400, but now and then the production drops to 320-340. The data do not tell us the reason why this drop occurs; any such explanation goes beyond the statistical information.
.c. The mean of 373.4 would be a good guess. The median of 378 would be also.
.d. The maximum of 390 might be tempting. But, it is hard to expect a randomly chosen day to be as good as the best day in a sample, especially as the number of observations gets large. It would be good to move back from the extreme point. A slightly lower value such as 386 or 387 might be a better guess.
3. Which of the two samples in each set has the higher standarddeviation. You can tell by looking at the data. It is not necessary to do any computation to answer this question. Explain your reasoning for each answer.
Set 1 Sample A: 16, 16, 16, 16, 16 Sample B: 15, 16, 16, 16, 16 Set 2 Sample A: 20, 25, 25, 25, 30 Sample B: 15, 25, 25, 25, 35 Set 3 Sample A: 20, 20, 30, 40, 40 Sample B: 20, 25, 30, 35, 40 Set 1. S.D. of Sample A is 0.0. It is something greater than 0 for sample B Set 2. Sample B is the same as A in the middle, but the leftmost observation is smaller and the rightmost observartion is larger than in A. So sample B has the larger standard deviation. Set 3. Observations 1,3,5 are the same in both. (Descriptive statistics will include means and standard deviations and medians. Graphical tools include histograms and box plots.) c. Does higher income buy higher life expectancy? Produce a scatter plot of DALE (on the Y axis) against GDPC (on the X axis). What do you find? d. Does education produce higher income? Produce a scatter plot of EDUC (on the X axis against GDPC. What do you find? What conclusion do you draw? e. Do higher levels of education appear to be associated with higher life expectancy? 
Boxplot of DALE, GDPC
Here is a possibly informative histogram of DALE.
The boxplot of DALE provides only five benchmarks (minimum, Q1, median, Q3, maximum). We had the number from Descriptive Statistics, and the boxplot makes these into a visual display: The income variable shows the familiar skewness pattern. The skewness measure that we discussed in class is given above as 1.458, which is fairly large. Later in the semester, we will discuss how to decide if this is statistically "large."
Here is a similar picture for DALE The figure shows two well known results. First, very definitely higher per capita income is associated with higher life expectancy. Second, there is a plateau. Expected life spans peak at about 72 years.
d. We (as educators) certainly hope that higher incomes are associated with higher amounts of education. The figure does seem to be consistent with this observation. A low level of education is certainly bad, but a high level of education does not guarantee economic success.
Part II. Unconditional and Conditional Probability
6. An icosahedron is a regular geometric figure that has 20 geometrically identical faces.These can be marked with numbersand used like dice. Suppose that you have one of these, and that it is marked with theintegers 1, 2, 3, ..., 20. If you roll this object exactly once, find a. the probability that the top face has an even number; b. the probability that the top face has a number greater than 7; c. the probability that the top face has a number at most 4; d. the probability that the top face has a number less than 4.
SOLUTION:
(a) This is 10/20 = 1/2 = 0.50. (b) The description "greater than 7" here refers to the set {8, 9, 10, 11, …, 20}. The probability is 13/20 = 0.65 (c) The description "at most 4" refers to {1, 2, 3, 4}. The probability is 4/20 = 1/5 = 0.20. (d) The description "less than 4" refers to {1, 2, 3}, and the probability is 3/20 = 0.15 7. In a fit of boredom, Stanley decides that he will flip a coin 80 times. a. What is the probability that the first flip will be heads? b. What is the probability that the first flip will be tails? c. What is the probability that the second flip will be heads? d. What is the probability that the 43rd flip will be tails? e. What is the probability that the total number of heads, out of 80 flips, will be aneven number? SOLUTION: For each of parts (a) through (d), the solution is clearly 1/2. For part (e), imagine that you've done the first 79 flips. At that point, you either will have an even number of heads or an odd number of heads. If the first 79 flips gave you an even number of heads, the probability is 1/2 that the final flip (by getting tails) will leave you with an even number. If the first 79 flips save you an odd number of heads, the probability is 1/2 that the final flip (by getting heads) will bring you back to an even number. Thus, the probability that 80 flips will result in an even number of heads is 1/2. NOTES: The fact that the coin is fair, meaning P(heads) = P(tails) = 1/2, is critical to this solution. For a fair coin, the probability of getting exactly 40 heads in 80 flips is 0.0889, about 9%.
8. A secretary has left you four index cards involving phone messages. You will have to call back Johnson, Ortega, Green, and Baker. If you shuffle these cards into random order, a. What is the probability that the names will end up in alphabetical order, starting with Baker? b. What is the probability that Johnson will precede Green? This should be interpreted as having Johnson anywhere before Green, meaning either one turn ahead or two turns ahead or three turns ahead.
c. What is the probability that Johnson and Green will be on consecutive cards? SOLUTION: There are 4! = 24 possible orders, and all are equally likely. (a) The probability that you will end up with order Baker-Green-Johnson-Ortega is then 1/24. (b) The probability is 1/2. Either Johnson precedes Green or Green precedes Johnson. These two descriptions are symmetric, so they must have equal probabilities. (c) There are many ways to do this. One reliable method just lists all the orders: BGJO* GBJO JBGO OBGJ* BGOJ GBOJ JBOG OBJG* BJGO* GJBO* JGBO* OGBJ BJOG GJOB* JGOB* OGJB* BOGJ* GOBJ JOBG OJBG BOJG* GOJB JOGB OJGB* The lines marked with * have J and G consecutive. There are 12 such cases, so the probability is 12/24 = 1/2.
Here's a method that is less clerically intensive. There are 4! = 24 possible orders. Let's count up the number of orders in which J and G are consecutive. Think of three symbols B, X, O, where the X represents (J, G) together. There are 3! = 6 orderings of these three symbols. The count must however be doubled to account for both JG and GJ. Then there are 2 × 6 = 12 orders in which J and G are consecutive. The probability is then 12/24 = 1/2, as above. This approach makes it easy to generalize to any number of cards. Suppose that you have n cards, randomly shuffled, and you want to know that probability that any particular two of them will be together. This probability is 2( -1)! 2( -1)! 2 == ! ( -1)! nn n n n n . The case n = 4 is illustrated by this problem.
9. Liz Waters, the manager of Food City Supermarket, has all sorts of data on the store'scomputer. The customers use "frequent shopper" scan tags at each visit, and most of theitems are priced by scanning bar codes. Liz is exploring whether coupons can be used toentice consumers to change brands, in particular, will a coupon for Tide detergent causeconsumers to purchase Tide. Over the four-week study period, each customer who buysany detergent is given a coupon for $1 off the next purchase of Tide. The display belowis limited to those customers who, during the four-week study period * purchased detergent during the first week * visited the store a second time during the four weeks and made a purchaseof at least $25 A summary of the transactions from the study:
There were no instances in which a customer bought two different detergent brands on the same visit.Suppose that one of the customers is selected at random. Find a. the probability that the customer bought Tide in week 1. b. the probability that the customer bought Tide in week 1 and also purchased Tide again during the study period. c. the conditional probability that the customer bought Tide at a subsequent visit, given that he or she bought Tide in week 1. d. the conditional probability that the customer bought Tide at a subsequent visit, given that he or she bought a non-Tide detergent in week 1.
(a) Since 102 of the customers are in this category, the probability is 102/350 ≈ 0.2914. This would seem to show that people who bought Tide the first time (without a coupon) were relatively eager, at 30%, to use the coupon to purchase Tide again. About 15% of the non-Tide customers used the coupon to buy Tide. This makes an interesting statement about brand loyalty, but it says absolutely nothing about whether Tide is a good product.
10. Suppose that, hypothetically, 88% of all people being tried for burglary are in fact guilty of the crime. Suppose that 6% of innocent people are convicted at trial and that74% of guilty people are convicted at trial. a. If a person is convicted at trial, what is the probability that the person really is guilty of the crime? b. If a person is acquitted at trial, what is the probability that the person really is innocent of the crime?
Let G indicate guilty, ~G indicate not guilty (innocent), C = convicted and ~C = not convicted (acquitted). The "facts of the case" give us directly P(G) = .88 so P(~G) = 1 -.88 = .12. We are also given P(C|~G) = .06 and P(C|G) = .74. The first question asks for P(G|C). The direct solution uses Bayes theorem. P(G|C) = P(G and C)/P(C) = [P(C|G)P(G)]/[P(C|G)P(G) + P(C|~G)P(~G)] = .74(.88)/[.74(.88) + .06(.12)] = .9891. The second question asks for P(~G|~C). Once again the solution is easily found using Bayes Theorem. We are given P(C|~G) = .06, so P(~C|~G) = 1 -.06 = .94. Also, we are given P(C|G) = .74 so P(~C|G) = 1 -.74 = .26. Then, using the theorem again, P(~G|~C) = [P(~C|~G)P(~G)] / [P(~C|~G)P(~G) + P(~C|G)P ( There are other ways to solve this sort of problem. A "hypothetical hundred thousand" method also works easily. Just imagine 100,000 (or any other convenient large number) cases, apportioned to the given proportion:
Of the 12,000 innocent, there will be (in the expected value sense) 0.06 × 12,000 = 720 who are convicted. Of the 88,000 guilty, there will be 0.74 × 88,000 = 65,120 convicted. Place this information into the table:
Now fill in across the rest of the details:
(a) There are 65,840 convictions here, and 65,120 are in fact guilty of the crime. Thus, the conditional probability of guilt, given conviction, is 65,120/65,840 ≈ 0.9891. This is just under 99%.
(b) There are 34,160 acquittals. Of these, 11,280 are innocent. The conditional probability of innocence, given acquittal, is 11,280/34,160 ≈ 0.3302. This is about 33%.
11. The customer service office of Garsett Bank receives complaints regarding transactions at its two off-site ATMs. We'll identify these sites as A and B. We know the following: Site A generates 70% of all the ATM activity, and site B generates 30%. The proportion of transactions that lead to a complaint is 0.006. Among the complaints received by the customer service office, 45% are related to site B. Based on these facts, find the site-specific complaint rates. That is find P(complaint|A)and P(complaint | B).
This is again a Bayes' formula activity, but it's a bit convoluted. Let's set up the "hypothetical hundred thousand" layout:
This shows 70% of the transactions coming from site A. We are told that 0.006 of the transactions lead to complaints, and so we can update the table to this:
However, 45% of the complaints are traced to site B. Noting that 0.45 × 600 = 270, we update our table as follows:
At this point, it becomes clear that P(complaint | A) = 330/70,000 ≈ 0.0047 and that P(complaint | B) = 270/30,000 = 0.0090.
Part III. Expected Value, Covariance and Correlation
12. (This is Exercise HOG 4.11, page 148.) An investment syndicate is trying to decide which of two $2,000,000 apartment houses to buy. An advisor estimates the following probabilities for the two-year net returns (in thousands of dollars): (b) For house 1, we can calculate the expected squared return as (-50)2 × 0.02 + 02 × 0.03 + … + 2502 × 0.02 = 12,500. The variance would then be 12,500 -100 2 = 2,500, and the standard deviation would then be the square root of 2,500 = 50. This could have also been done as the expected squared deviation from average. The arithmetic is this: (-50 -100)2 × 0.02 + (0 -100)2 × 0.03 + … + (250 -100)2 × 0.02 = 2,500 For house 2, the expected squared return is (-50 You can see that house 2 has a better expected value, but the much larger standard deviation indicates that it is considerably more risky 13. The following (completely fictitious) table shows the probabilities of music CD sales per minute of Tower Records in a given month (back when there was a Tower Records, and back when people actually bought music CDs) associated with the random distribution of the number of concerts scheduled in that month. It appears that the two random variables may be correlated. 
