Population genetics encompasses a strong theoretical and applied research tradition on the multiple demographic processes that shape genetic variation present within a species. When several distinct populations exist in the current generation, it is often natural to consider the pattern of their divergence from a single ancestral population in terms of a binary tree structure. Inference about such population histories based on molecular data has been an intensive research topic in the recent years. The most common approach uses coalescent theory to model genealogies of individuals sampled from the current populations. Such methods are able to compare several different evolutionary scenarios and to estimate demographic parameters. However, their major limitation is the enormous computational complexity associated with the indirect modeling of the demographies, which limits the application to small data sets. Here, we propose a novel Bayesian method for inferring population histories from unlinked single nucleotide polymorphisms, which is applicable also to data sets harboring large numbers of individuals from distinct populations. We use an approximation to the neutral Wright-Fisher diffusion to model random fluctuations in allele frequencies. The population histories are modeled as binary rooted trees that represent the historical order of divergence of the different populations. A combination of analytical, numerical, and Monte Carlo integration techniques are utilized for the inferences. A particularly important feature of our approach is that it provides intuitive measures of statistical uncertainty related with the estimates computed, which may be entirely lacking for the alternative methods in this context. The potential of our approach is illustrated by analyses of both simulated and real data sets.
Introduction
In the recent years, population genetics has seen two major advances that have greatly contributed to the analysis of differentiation between several natural populations. First, the development of technologies that allow routine genotyping of hundreds of thousands of single nucleotide polymorphisms (SNPs) has lead to a whole new level of accuracy in inferring population structure. For example, several studies have shown how the structure of genetic variation in humans closely resembles geographical patterns (Lao et al. 2008; Li et al. 2008; Novembre et al. 2008) , which can be compared with the lower resolution representation brought by a much smaller number of microsatellite polymorphisms (Rosenberg et al. 2002) . Second, statistical machinery for conducting such analyses has seen a rapid development. The methods assume either separate populations, for example, the Bayesian models implemented in the programs STRUCTURE (Pritcxhard et al. 2000; Falush et al. 2003) and BAPS (Corander et al. 2003 (Corander et al. , 2008 , or continuous population structure, where relative differences between samples are measured (Patterson et al. 2006) . However, these methods are descriptive in the sense that they only show what differences are present in current populations and offer no insight into the origin of the differences.
The standard way of making inferences about the evolution of genetic variation is to use phylogenetic trees that provide a description of relatedness among taxonomic units. Focus in phylogenetic studies has traditionally been on modeling the histories of single genes or other similar sequences, but it has been argued that more effort should be concentrated on species or population trees (Edwards 2009) . Gene tree of an individual gene need not to have the same topology as the species tree and this should be accounted for in the analysis. Another possibility is to model directly phenomena on the population or species level, such as the variation in allele frequencies, which avoids the possible gene tree heterogeneity caused by deep coalescence. In fact, the idea of modeling population-level variation in a phylogenetic tree traces back to the early developments of phylogenetic methods (Cavalli-Sforza and Edwards 1967; Felsenstein 1973) .
Here, we introduce a novel method for inferring population trees based on variation in allele frequencies of multiple SNPs. Populations are represented as descendants of a single ancestral population, which has encountered a number of splits. It is assumed that the populations have evolved in isolation after the splits. The population history takes MBE then the form of a bifurcating rooted tree, where the root corresponds to the common ancestral population and the leaves to the populations present in the current generation. In contrast to standard phylogenetic models based on molecular evolution at the sequence level, position of the root of the tree is identifiable in our model formulation. This result follows from the fact that the underlying stochastic process is not assumed to be reversible, meaning that the direction of time cannot be changed.
Our focus is on a modeling context where the main source of variation in SNPs between populations is "genetic drift," that is, random fluctuations in allele frequencies caused by demographic processes. It is assumed that the genetic variation observed in the genotyped SNPs in current populations has been present already in the common ancestral population. The possibility that novel mutations have arisen at the considered loci after the initial split of the ancestral population is thus ignored. However, minor deviations of this assumption are generally expected to have fairly negligible biasing effect on the inferences. In our formulation, only unlinked SNPs are modeled so that the extent of genetic drift can be modeled independently for each locus. Although an SNP contains only very limited amount of information, the abundance of loci typically available enables more conclusive inferences when they are modeled jointly. Also, as the SNPs are commonly evenly spread out over the genome, gene-specific signals that could potentially bias the inferences are smoothened. It should nevertheless be emphasized that inference based only on the spectrum of allele frequencies at neutral loci cannot uniquely identify the whole population history, including population sizes for each generation (Myers et al. 2008 ). In our modeling framework, it is possible to infer the strength of drift between two split events, where the strength is relative to both time and population size.
The model-based methods suggested earlier for the problem of reconstructing ancestry can be broadly divided into two categories: coalescent-based models and models that use diffusion approximations to the allele frequencies. The former can be considered as an exact approach in the sense that the consequences of demographic processes are modeled backward in time by tracking genealogies of individual alleles within a population history using the coalescent framework (Hein et al. 2005) . Such methods have not been widely exploited as the computation of the likelihood of a given population tree has been tractable only in simple settings, where the number of populations is at most four (Nielsen et al. 1998 ). The limitation is primarily caused by the need to sum over all possible numbers of coalescent events in each branch of the tree. Recently, a pruning algorithm was introduced that takes the conditional independence structure of a tree into account and enables computation of a likelihood also in larger trees (RoyChoudhury et al. 2008) . However, the computational complexity associated with such an approach is still quadratic in the number of individuals sampled, which makes the model applicable in practice only when the size of the considered data set is moderate.
Our model belongs to the latter category of models operating at the level of population allele frequencies. To illustrate the impact of genetic drift on allele frequencies, consider an SNP locus in a population of N diploid individuals with M 0 copies of the first allele. Under the WrightFisher model M 1 , the number of copies of the first allele in the next generation follows a binomial distribution with parameters (2N , M 0 /2N ) (Rice 2004) . The distribution of M t , the count of the first allele after t generations, does not admit any simple form, but it can be approximated relatively well by the so-called neutral Wright-Fisher diffusion when the underlying population sizes are reasonably large. The diffusion is obtained by considering the relative frequency of the first allele under transformed time t /2N and letting the population size go to infinity. Although exact computations with the diffusion are in general intractable, the process resembles closely a Gaussian process when genetic drift has a small impact. To present this idea more precisely, let θ be an initial allele frequency and δ = t /2N a relative drift. Then, if δ is small, the current allele frequency θ * is approximately normally distributed with mean θ and variance δθ(1 − θ). The parameter δ can be interpreted as a variance parameter, which is related to the genetic correlation coefficient F ST (Balding 2003) . The relation to the F ST can be seen by considering a subdivided population with known allele frequency p. Then, letting p * denote the unknown allele frequency in a subpopulation, the F ST of the subpopulation takes the form Var (p * )/(p(1−p)), which can be expressed as Var (p * ) = F ST p(1 − p). However, because the variance depends on the unknown initial allele frequency, direct utilization of the normal approximation is not possible, rendering analytical computation intractable in this setting. A solution proposed in the early implementations of the model was to use a transformation of the frequency to the real line (Cavalli-Sforza and Edwards 1967; Felsenstein 1973) . Such transformation stabilizes the variance well if the initial allele frequency is not extreme and makes the computations very efficient in practice. A similar model without the transformation has later been used with atoms placed on boundaries to restrict the Gaussian distribution to the interval [0, 1] and utilizing a Markov chain Monte Carlo (MCMC) sampler to overcome the computational difficulties (Nicholson et al. 2002) . However, this approach was implemented only for a model configuration where the ancestral population splits directly into the current populations.
We utilize an approximation to the diffusion process in a slightly different fashion in our modeling framework. Instead of a Gaussian approximation, we model the change in allele frequencies with a Beta distribution having the same two moments defined above. A similar model was earlier developed in a completely different context by considering equilibrium under migration and drift (Balding and Nichols 1995, 1997; Rannala 1996) . The model has been subsequently used in several methods for inferring population structure, however, without explicit inferences being made about the history (Falush et al. 2003; Guillot et al. 2005) . For the assumptions behind the model and MBE a comparison with the normal distribution, see Balding (2003) .
A major difference between our method and the earlier model-based approaches is that we utilize a fully Bayesian approach by developing a joint probability model for all the unknown quantities (Bernardo and Smith 1994) . This provides the particular advantage that one can quantify the uncertainty associated with the results in a coherent way. For example, one can derive an approximate posterior probability for the event that the true tree structure is within some subset of all possible trees or for the event that two particular populations coalesce before any other populations. We demonstrate how such probabilities can be obtained using various Bayesian computational strategies. In addition to approximating these probabilities, we also consider derivation of a maximum a posteriori (MAP) tree. Such a tree can be a particularly plausible inference summary when the genetic data are highly informative. To illustrate the potential applications of the methods introduced, we analyze both simulated and real data sets.
Materials and Methods

Statistical Model
We consider a sampling design typical in applied population genetics, where a number of unrelated individuals representing a diploid or haploid organism are sampled from each of K distinct predefined populations and genotyped using a set of SNP loci. To encode the evolutionary history of these populations, we utilize a rooted bifurcating phylogenetic tree T , which describes the order of divergence from a single ancestral population. The leaves (1, . . . , K ) of the tree correspond to the current sampled populations, whereas the inner nodes (K + 1, . . . , 2K − 1) can be interpreted to represent ancestral populations.
A rooted bifurcating tree T is here associated with branch lengths δ = (δ 1 , . . . , δ 2K −2 ), which are in our model formulation equal to drift parameters quantifying the amount of genetic drift that has occurred between the populations encoded by the nodes. These parameters are indexed according to the child nodes, such that the branch connecting node c with its parent has the length δ c . Subsequently, we refer to T as "tree topology" and use the term "tree" for the topology T combined with the branch lengths δ.
Consider an SNP locus and let θ c denote the "relative frequency" of its first allele in a population labeled with node c. In harmony with the standard notation in genetics, we refer subsequently to θ c as an "allele frequency" and use the term "allele count" to denote the observed count of the allele from empirical data. We model the impact of genetic drift on the allele frequencies using an approximation to the so-called neutral Wrigth-Fisher diffusion. Throughout the remainder of this paper, the approximation is referred to as the Balding-Nichols model.
In our joint Bayesian formulation, the change in the allele frequencies at each single locus is characterized hierarchically along the tree from the root toward the leaves.
In particular, the joint prior distribution of the allele frequencies is defined as follows:
(1) where p(θ c |θ pa (c ) , δ c ) denotes the conditional distribution of the allele frequency in population labeled with node c conditional on the allele frequency θ pa (c ) in its parent population (node pa(c)). For the allele frequency in the root population, we specify a symmetrical Beta(α, α) distribution and for all the other allele frequencies, we use Beta(θ pa (c ) 
Thus, the conditional distribution of the allele frequency in the child population has the expected value and variance equal to θ pa (c ) and θ pa (c ) (1 − θ pa (c ) )δ c , respectively. The two first moments of the conditional distribution are therefore identical to those obtained using the diffusionbased Gaussian approximation. A particular advantage of using a Beta distribution-based model for the conditional allele frequency is that a considerable fraction of the nuisance parameters can then be handled analytically when making inferences about the tree (see below).
Assume now that we have for the K sampled populations genotype data for L unlinked SNP loci, such that the corresponding allele frequencies have evolved independently with respect to the same tree topology T and drift parameters δ. Because the sufficient statistics from the data are allele counts instead of individual genotypes, the model introduced below can coherently handle missing observations over the investigated loci without need for data augmentation. In order to keep the notation as simple as possible, no explicit indexing will be introduced for missing alleles or genotypes.
Let N = (N 1 , . . . , N K ) denote the observed allele counts across the leaf populations, where each N c , c = 1, . . . , K , is a 2 × L array with entries n cil , i = 1, 2, l = 1, . . . , L , denoting the count of the i th allele at locus l in population c. Under the assumptions of panmictic populations and unlinked loci, the probability of observing N given the allele frequencies in the leaf populations takes a product-binomial form
where θ cl denotes the allele frequency of the first allele in population c and locus l and the constant of proportionality depends only on N . The conditional joint distribution of the allele counts in N and all the allele frequencies, say θ, given the topology T and drift parameters can then be expressed as follows:
MBE
Conditional on the allele frequencies of the inner nodes, the observed allele counts have binomial distributions with independent Beta priors. Hence, allele frequencies of the leaf populations can be analytically marginalized out and the probability of allele counts N cl in leaf population c and locus l equals
c . Definition of the evolutionary model is completed by specifying a joint prior distribution for the topology and the drift parameters. First, in accordance with standard phylogenetic models, we specify a uniform prior distribution for T in the space of rooted binary trees with K leaves. Second, conditional on T , we define the default prior distribution of each drift parameter δ c to be uniform on the interval (0, 1). The choice of a uniform prior distribution for δ c is made for computational simplicity and it could be argued that this distribution is fairly informative under some circumstances, as the values of drift parameters are usually expected to be in the vicinity of zero. Therefore, sensitivity of the inferences with respect to the prior specification is investigated in Results. The joint distribution of all random quantities can now be expressed as follows:
where N l and θ l correspond to the observed allele counts and the ancestral allele frequencies at locus l , respectively.
Computation
In the Bayesian framework, the posterior distribution summarizes all the information contained in the data about the unknown parameters of the model. In this section, we show how to estimate several posterior quantities using our model. We mostly concentrate on the joint posterior p(T , δ|N ) of the tree topology T and the drift parameters δ and on the marginal posterior p(T |N ) of the tree topology T . We also briefly consider the conditional posterior p(δ|T , N ) of δ given T .
In the last 20 years, MCMC samplers for exploring the joint posterior distribution of model parameters have become the standard way of pursuing Bayesian inference (Robert and Casella 2004) . Although MCMC methods have been successfully implemented in a very large number of contexts, a general drawback of these algorithms is that the assessment of convergence toward the true posterior is often very difficult, apart from the most simple cases. For our model, the necessity to move in the space of tree structures would make the design of a sampler more complicated, as some of the frequency parameters between the topologies are distinct. Therefore, a different approach to solving the computational inference problem is utilized, where we explicitly compute each integral using numerical and stochastic techniques. The methods exploited here have been a part of the Bayesian computational toolbox for a long time, but until recently, they have been mostly overshadowed after the reintroduction of MCMC algorithms to statistics. For a review of non-MCMC computational techniques for Bayesian inference, see Evans and Swartz (2000) .
The joint posterior of the unknown parameters (θ, T , δ) is proportional to the joint distribution defined in equation (5), where the constant of proportionality depends only on the data N . In order to extract probability statements about the quantities of interest from the joint posterior distribution, we first need to marginalize out the unknown allele frequency parameters θ related to inner nodes of the tree, as the allele frequencies corresponding to leaf nodes were already integrated out in equation (4). Because the joint distribution (eq. 3) of the allele counts and frequencies has a product form over the loci conditional on the other parameters (T , δ), integration can be performed separately for each locus. The allele frequency parameters are handled with Laplace approximation, which is an analytical technique based on a local normal approximation to the posterior (Evans and Swartz 2000) . Laplace approximation has a long history in Bayesian statistics (Tierney and Kadane 1986) , and there has been considerable renewal of interest in it recently (Rue et al. 2009 ). It is based on the notion that for any two random variables X and Y , the marginal distribution of X can be expressed as follows:
which holds true for any value of y in the support of p(y|x ). When the conditional density p(y|x ) is unknown, it is approximated with a Gaussian distribution. The Laplace approximation is then obtained by replacing the true conditional density with the density of the Gaussian distribution. For a single locus l , the Gaussian approximation is constructed by identifying the modeθ l of p(θ l |T , δ) and computing the Hessian matrixĤ l atθ l . The Laplace approximation equals noŵ
where p G (·|N l , T , δ) is the density of a Gaussian distribution with meanθ l and varianceĤ l −1
. We perform the Laplace approximation after an inverse logit transformation on θ l to avoid difficulties near boundaries, however, this operation and its associated Jacobians are omitted from the above MBE formula to simplify the notation. The Laplace approximation causes a slight bias compared with the true posterior, but according to our numerical tests, the bias remains fairly constant and thus mostly cancels out. The motivation of using a deterministic approximation instead of a stochastic one is that we can then easily maximize the posterior of (T , δ), which would be extremely tedious if a random error term was included in the expressions.
By multiplicating the marginalized probability of N given by equation (7) with the prior distributions of T and δ, we obtain their joint posterior according tô
To maximize the above posterior with respect to δ with a fixed tree topology T , we use a simple component-wise linesearch algorithm, which optimizes the drift parameters one at a time until no improvement in the posterior is obtained. In extensive test analyses, the algorithm has never failed to find the maximum; however, it cannot be generally guaranteed that it does not converge to a local mode under some specific circumstances.
In the case where only inferences about the tree topology T are sought, we need to marginalize the posterior also over the drift parameters δ. This poses a more difficult problem than the marginalization of the allele frequencies, as there are twice as many parameters and less is known about them a priori. Also, the Laplace approximation may cause some small errors in the estimates of the posterior distribution of (T , δ), which could, for example, prevent the application of any numerical method as the posterior might not be smooth. Thus, we use of a more robust importance sampling (IS) method. IS is a Monte Carlo integration technique (Evans and Swartz 2000) for computing integrals that can be expressed as an expectation of the form E (h (X )), where X is a random variable. The expectation is approximated with a weighted sum n
where the values x i are independent random samples from a proposal distribution g and the weights are defined as w i = f (x i )/g(x i ), with f being the density of X . The choice of proposal distribution is crucial for the numerical efficiency of the method, as an IS estimator can have infinite variance under an inappropriate choice. This drawback can be partially circumvented by using an adaptive version of IS (Oh and Berger 1992) , where the proposal distribution is modified during simulation based on earlier samples. However, if the first proposal performs poorly, the weights associated with the samples generated from it may dominate the estimator. We avoid this problem by using the adaptive multiple importance sampling (AMIS) algorithm in which all weights are updated on every iteration. The algorithm provides a modification to the earlier IS approaches by utilization of the method popularized by Owen and Zhou (2000) , and its properties are shown in the arXiv document available at http://arxiv.org/abs/0907.1254v1. The crucial general advantage of the adaptive IS over nonadaptive methods is that it may provide substantial reduction in the variance of the estimators. The form of the estimator iŝ
, where each δ j , j = 1, . . . , M , is sampled from a proposal distribution q j (δ j ). Note that here h (δ) = 1 for every value of δ because we are computing the normalizing constant of the posterior. As a proposal, we use a product of independent Beta distributions for the first M 1 < M samples and for the remaining samples, a multivariate Student's tdistribution whose parameters are adapted at fixed intervals. The parameters for the Beta distributions are of the form (Fa(δ j ), F (1 − a(δ j ))), where F = 10,δ j is the posterior mode of δ j , and a(y) = y + (min(y − 0.1, 0)) 2 . The transformation a shifts small values of δ j away from zero to avoid too narrow proposal distributions.
A Beta distribution might not necessarily be the best proposal in IS as its density goes rapidly to 0 near boundaries when the parameters defining the density are larger than 1. This can potentially cause a high level of variation in the estimates; however, in the adaptive approach, this is avoided with the subsequent simulations from the t -distribution and the recomputation of the weights. The adaptation of the t -distribution is performed by computing the first two moments of the posterior of δ from the earlier samples and using them as mean and scale parameters. To ensure proper adaptation of the proposal, a significant proportion of the iterations should be simulated from the initial Beta distributions. In our tests, we have used M 1 = M /2 and the number of adaptations for the t -distribution has been in the range 10-200 depending on the total number of iterations. Although the recomputation of the weights at each adaptation might seem computationally expensive, its cost is negligible compared with the time spent on evaluatinĝ p(N |T , δ j ).
In addition to estimating the marginal posterior of T , the samples can be used to compute the conditional expectation of a functional g of δ, such as any posterior quantile of interest. The estimator can then be written as follows:
As the posterior distribution is known only up to a normalizing constant, we need to use a self-normalized IS estimate (Robert and Casella 2004) and scale the weights to sum up to 1. Our computational approximation provides means for investigating the ratio of posterior probabilities for any particular pair of tree topologies, that is,
which provides the basis of assessing the relative statistical support for a topology T 1 over another topology T 2 . In practice, one would usually need either to explore the tree space completely or at least approximate the poste- rior distribution over some representative subset, regardless of whether we want to estimate a MAP tree together with drift parameters or approximate the posterior probabilities of topologies. With a large number of populations, the search itself becomes perhaps the largest computational challenge because the number of possible tree topologies grows exponentially in the number of populations sampled. If the number of populations is small, say, six or seven at most, one can exhaustively compute the above quantities for each topology. However, with a larger number of populations, approximations based on an identified subset of topologies would have to be considered. In this work, we have utilized a greedy search algorithm that always scans enumeratively the neighborhood of the currently identified posterior optimal tree topology and replaces the topology with a new MAP estimate if any of the examined topologies is associated with a higher posterior probability than the current one. The neighborhood of a tree topology T is defined to be the set of topologies that can be reached from T by changing the parent of a single node. It should be noted that even with moderate number of populations, it is usually advisable to do initial search by evaluatingp(T ,δ|N ), whereδ is the posterior mode of δ, instead ofp(T |N ). The computational cost of maximizingp(T , δ|N ) as a function of δ is comparable with the time needed to compute a few dozen iterations in the AMIS algorithm. Therefore, it makes little sense to compute posterior probabilities of topologies that are far from the correct one.
Results
Analysis of Simulated Data
To test the ability of our model to infer correctly the underlying population phylogeny, we analyzed a simulated data set generated using the drift-based model with a fixed topology. The data consisted of five sample populations with 40 haploid individuals in each. The tree connecting the populations is shown in figure 1A . The drift parameters were sampled from a uniform distribution on the interval (0.005, 0.055). Such a choice of variation in drift parameters corresponds to fairly closely related populations, which can still be separable from each other on the basis of genetic variation at neutral loci. We simulated allele frequencies for a total of 320 SNP loci. For each locus, the frequencies in the tree were sampled using our model with the hyperparameter α set to log 2 5 ≈ 2.32 in the root node. The value of α was chosen after some initial experiments to ensure variability at most of the loci. The allele counts were then simulated using binomial distributions with the corresponding allele frequencies as parameters and sample size equal to 40. The MAP tree, that is, the tree that maximizes the joint posterior of T and δ, was computed for five different subsets of the total data set, such that the number of loci used in the analysis was in the range 20-320, whereas the sampled individuals were kept the same. The MAP tree was found by maximizing the conditional posterior of the drift parameters for each of the 105 possible topologies and finally choosing the one associated with highest estimated probability. Apart from the data set harboring 80 loci, the MAP tree corresponded to the correct underlying topology in all cases. The optimal topology obtained with 80 loci was otherwise similar to the generating topology, but the root was misplaced. The MAP tree computed with all the 320 loci is shown in figure 1B . Although the estimates of the drift parameters corresponding to the leaf branches seem reasonable, the estimates corresponding to inner nodes vary more. This can be caused by the fact that the data are bound to be fairly uninformative about the impact of drift between two ancestral populations, which leads to a relatively flat posterior distribution. Moreover, when a distribution has a considerable probability mass near a boundary, other inferential summary statistics than mode may be more suitable.
In the second analysis, we computed the posterior probability of each tree topology for the same five subsets of the data as considered above. The computations were done with the AMIS algorithm using 2500 iterations with the product Beta proposal and 10,000 iterations with a t -proposal that was adapted 200 times. In each of these experiments, the correct tree topology had the highest posterior probability. The generated samples were also used for estimation of posterior means and credible intervals for the drift parameters in the correct topology. The results, shown in figures 1C and 2, are more consistent than the MAP estimates, as the extreme values have disappeared. It can also be seen from figure 2B that the uncertainty in the estimates decreases as the number of loci increases and that in most cases, the true value is contained in the 50% credibility interval.
The maximization of δ in a fixed topology took about 45 s and the computation of the posterior probability of a topology took about 20 min with the 20 locus data using a single core on a standard desktop computer with a 2.66-GHz processor. The other data sets scaled approximately linearly with the number of loci.
Analysis of Human Data
We also tested our model with a human data set from Human Genome Diversity Panel-CEPH with more than 650,000 SNPs (Li et al. 2008) . The data consist of genotypes of 938 unrelated individuals representing 51 populations worldwide. We considered a subset of the data with seven populations from Europe, Africa, and Middle-East.
We chose first roughly every 100th locus out of the original data, which lead to 6,418 SNP loci and thereafter two separate 100 locus subsets were randomly chosen among the 6,418 loci. The MAP tree was identified for both resulting data sets using the previously described greedy algorithm from a random starting point. The resulting trees ( fig. 3A and B ) had similar topologies apart from the order of divergence of Palestinian and Bedouin populations. The structure of both trees mimics closely the geographical distribution of the populations with a clear separation between the African and non-African populations. We also computed the posterior probability of the two topologies for both data sets using a total of 30,000 iterations in the AMIS algorithm. The results were well in harmony with those obtained using the MAP estimates. The computation of the posterior probability of a single topology with a 100 locus data set took about 20 h using a single core on a standard desktop computer with a 2.66-GHz processor.
To investigate stability of the inferences obtained with the 100 locus data sets, we performed an additional analysis by combining the data sets and computed posterior probabilities for both the previously obtained tree topologies shown in figure 3A and B on the basis of the 200 loci. The topology with the higher posterior probability and the posterior means of the drift parameters are shown in figure 3C . The log Bayes factor (Bernardo and Smith 1994) of the topology was 3.5 when compared against the other one, which indicates that the evidence in favor of this topology is moderate according to the guidelines in Kass and Raftery (1995) . It is interesting to compare our results with the current knowledge about the origins of modern humans. For example, the divergence time between the African and non-African populations could be approximated by computing distances to the root. The 95% posterior interval of the distance from the population of Biaka Pygmies to the root is (0.12, 0.21), which corresponds to 60,000-125,000 years when assuming an effective population size of 10,000 and 25-year generations and using the formula δ = t /(2N e ). This seems to be well in line with current research (Campbell and Tishkoff 2008) .
To assess whether the assumptions behind our model are violated in the human data, we evaluated the goodness of fit by simulating a 6,418 locus reference data set using the tree from figure 3C . The numbers of individuals in each leaf population were matched to those in the real data, whereas the allele frequencies and counts were simulated from the fitted model. Using both the reference and the 6,418 locus real data sets, we computed the folded frequency spectra of the SNPs in each of the seven populations. To be able to compare the spectra, we projected them to down to size 30, which was the lowest number of observed alleles in any population and locus. That is, in each SNP and population, we randomly sampled a subset of 30 alleles and used these for the comparison. The frequency spectra (supplementary fig.  S1 , Supplementary Material online) are otherwise similar between the real and simulated data sets, but the number of rare alleles is significantly higher in the simulated data. This phenomenon could be caused by ascertainment bias in the real data set, as it has been shown to reduce the frequency of rare alleles in SNP data (Albrechtsen et al. 2010) . We also computed pairwise F ST statistics for each pair of populations at each locus. Histograms of the F ST values over the loci are shown in figure 4 and supplementary figure S2 , Supplementary Material online. Histograms for the real and simulated data are highly similar, which suggests that the model captures fairly adequately the genetic variation present in the human data.
Accuracy of Modeling Approximations and Impact of Priors
Although the modeling approximations we have used should be theoretically sound and cause only slight bias in the inferences, we sought to systematically examine their combined impact on the accuracy of the obtained posterior distribution. A formal comparison of the coalescent-based likelihood and the diffusion approximation is demanding due to the particular computational complexity of the former approach as a function of the number of individuals sampled. To perform such a comparison in a reasonable setting that is still numerically manageable, we simulated three data sets each with two populations and 10 sampled haploid individuals in both populations. The drift parameter values were set to δ = (0.01, 0.01), δ = (0.1, 0.1), and δ = (0.01, 0.1) in the three cases, respectively. We simulated allele frequencies for 20 SNP loci from our model with the hyperparameter α set equal to 1.
We examined the posterior distribution of the drift parameters for each simulated data set with three different methods: our method, Balding-Nichols model with numerical integration, and a coalescent-based method from Nielsen et al. (1998) . As the coalescent-based method is defined conditional on the allele frequencies in the root, we assigned uniform priors on these parameters and used numerical integration to marginalize out them. Note that the difference between the first two methods is that in our method, we use Laplace approximation for the allele frequencies and the AMIS algorithm to handle the drift parameters. The posterior distributions of the drift parameters obtained with different methods are shown in figure 5. Although there are some differences among the distributions, the discrepancies are relatively minor and appear primarily between the Balding-Nichols model and the coalescent model.
We also evaluated how sensitive the results obtained from our model are to the choice of prior distribution for the drift parameters and allele frequencies in the root. Specifically, estimators of the form (8) are known to vary with different prior distributions (Kass and Raftery 1995) . We simulated a three population data set with 20 loci and 40 individuals in each population. The drift parameters were (0.05, 0.05, 0.1, 0.05) and the Populations 1 and 2 merge first in the topology. Otherwise, the simulation was similar to the earlier data sets. We computed Bayes factors of the correct topology against a topology where Populations 1 and 3 merge first with different choices of prior distributions. We considered Beta (0.5, 5) and Beta(0.5, 20) priors for the drift parameters as an alternative to the uniform distribution. The Beta distributions reflect the fact that the drift parameters are usually close to zero. For the allele frequencies in the root node, we tested three different values of α: 0.1, 0.5, and 1. We also analyzed a 10 loci subset to evaluate how the prior influence scales with the number of loci. The Bayes factors were computed by evaluating the posterior probabilities of both topologies using 30,000 iterations in each setting. A summary of the results is presented in table 1. It is evident that the choice of prior distribution has a nonneglible effect on the posterior distributions. Specifically, the choice of α seems to have a larger impact, which will not vanish as the number of loci increases. However, the log Bayes factor was positive in each setting indicating support for the correct topology. Also, we believe that the prior on the allele frequencies in the root plays a lesser role with a larger number of populations, but we have not confirmed this.
Discussion
The likelihood-based method introduced in this paper shows considerable potential for solving the problem of population history reconstruction, which has attracted a keen interest both in theoretical and in applied population genetics. In particular, when compared with a recent alternative introduced in RoyChoudhury et al. (2008) , the computational complexity associated with our method is substantially lower because there is no need of modeling the ancestry at the level of individuals. Another recently introduced method with similar aims is discussed in Reich et al. (2009) ; however, their method is not likelihood based, which prevents formal inferences in the sense considered here. Nevertheless, it is supposed to handle more flexible scenarios of population evolution, and therefore, it would be interesting to perform in future systematic comparisons of all these alternative approaches.
From the statistical perspective, it is important to pay attention to the uncertainty about the estimates of histories, irrespectively of the method that is used for making the inferences. The Bayesian approach is particularly attractive in this respect because the posterior probabilities provide an intuitive characterization of the uncertainty. On the other hand, this comes with a price, as the posterior probabilities may be misleading when the statistical model utilized is a poor approximation to the underlying data generating process, which has been widely discussed in the phylogenetic literature. In addition, as always regarding the attempts to reconstruct past using phylogenetics, it is necessary to consider the limitations of the data when interpreting the results. For instance, on the basis of the data considered here, it is not possible to consider absolute times in divergences among the populations. Despite of the relatively large improvement in the computationalcomplexity compared with the coalescent-based approach (RoyChoudhury et al. 2008 ), our method is still very computation intensive. This restricts in practice the number of modeled loci to some hundreds and limits the number of populations that can be investigated, unless parallel computing is exploited. As an alternative approach one could consider an MCMC sampler with the state space equal to the combined space of tree topologies, drift parameters, and allele frequencies. However, due to the complexity of the model structure and transitions associated with changes in the tree topology, it is challenging to implement such a sampler algorithm and ensure good convergence properties. Given the empirical evidence about mixing problems in applications of MCMC to large and complex models, it is likely that standard MCMC algorithms would be prone to fail for the class of models considered here (Corander et al. 2006) . One possibility to construct a consistent algorithm for approximating the posterior distribution over the space of trees would be to generalize the nonreversible parallel Metropolis-Hastings algorithm introduced in Corander et al. (2006) . This would improve the possibilities to obtain reliable approximations to the posterior as the proposal mechanisms of the algorithm could be more intelligent, that is, efficient in guessing reasonable candidate topologies and values for continuous parameters.
Moreover, for such algorithms, the posterior probability estimates are not based on the relative frequencies of visits to any particular topology, but on conditional estimates based on marginal likelihood evaluation, which can reduce the variance of posterior estimates considerably. However, the algorithm in Corander et al. (2006) is directly applicable only to model classes where the marginal likelihood can be calculated analytically conditional on the structural parameters of any model. The version of our hierarchical model for population history reconstruction introduced here is restricted to SNP data. An attractive generalization would be to allow for multiallelic loci, such as microsatellites. The computational challenge would then inevitably increase due to the more complex integration operation associated with the MBE marginalization over the allele frequencies. In addition, microsatellites have relatively high mutation rates, which brings a further source of variation which would be necessary to take explicitly into account in the model. Nevertheless, given that such extensions were successfully introduced, our method would open up possibilities for even wider application in the applied population genetics. Other possible extensions include consideration of admixture and migration events in the population history as a part of the model.
Our aim is to make the methods introduced here freely available in a future software package, which will be released at the Web site: http://web.abo.fi/fak/mnf/mate/jc /smack software eng.html.
Supplementary Material
Supplementary figures S1 and S2 are available at Molecular Biology and Evolution online (http://www.mbe .oxfordjournals.org).
