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Abstract
We obtain rapidly convergent series expansions of operators taking the form A = Γ1BΓ1 where Γ1(k) is a
projection that acts locally in Fourier space and B(x) is an operator that acts locally in real space. Such resolvents
arise naturally when one wants to solve any of the large class of linear physical equations surveyed in Parts I, II, III,
and IV that can be reformulated as problems in the extended abstract theory of composites. We review how Q∗-
convex operators can be used to bound the spectrum of A, and this information can be used to obtain even more
rapidly converging series expansions. Finally, based on the Cherkaev-Gibiansky transformation and subsequent
developments, we obtain a connection between resolvents with A = Γ1BΓ1 where B is not Hermitian, and inverses
of associated Hermitian operators. Using this connection we obtain a Stieltjes type integral represention in the
case where there exists an angle ϑ such that cI − [eiϑB + e−iϑB†] is positive definite (and coercive) for some
constant c. The integral representation holds in the half plane Re(eiϑz0) > c
1 Introduction
In Parts I, II, III, and IV we established that an avalanche of equations in physics can be rewritten in the form
J(x, t) = L(x, t)E(x, t)− s(x, t), Γ1E = E, Γ1J = 0, (1.1)
as encountered in the extended abstract theory of composites, Γ1 is a projection operator that acts locally in Fourier
space, and s(x) is the source term.
Here in Part V we are concerned with solving the equations, through rapidly converging series expansions asso-
ciated with resolvents of the form
R0 = (z0I−A)−1 = z0(I−A/z0)−1, (1.2)
where the operator A takes the form A = Γ1BΓ1, in which Γ1 is a projection operator in Fourier space, while B
acts locally in real space and typically has an inverse, and one that is easily computed. Thus if Γ1 or B act on a field
F to produce a field G then we have, respectively, that G(x) = B(x)F(x) or Ĝ(k) = Γ1(k)F̂(k), in which Ĝ(k) and
F̂(k) are the Fourier components of G and F.
As in the previous parts we define the inner product of two fields P1(x) and P2(x) to be
(P1,P2) =
ˆ
R3
(P1(x),P2(x))T dx, (1.3)
where (·, ·)T is a suitable inner product on the space T such that the projection Γ1 is selfadjoint with respect to this
inner product, and thus the space E onto which Γ1 projects is orthogonal to the space J onto which Γ2 = I − Γ1
projects. We define the norm of a field P to be |P| = (P,P)1/2, and given any operator O we define its norm to be
‖O‖ = sup
P,|P|=1
|OP|. (1.4)
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When we have periodic fields in periodic media the integral in (1.3) should be taken over the unit cell Ω of periodicity.
If the fields depend on time t then we should set x4 = t take the integral over R4 with the integral over the spatial
variables restricted to Ω if the material and fields are spatially periodic.
The goal of this paper is four fold:
• To highlight the connection between such resolvents and the solution of problems in the extended theory of
composites;
• To review iterative methods that have been developed to accelerate the solution of problems in the extended
theory of composites, and to transfer this knowledge to develop rapidly convergent iterative schemes for the
calculation of resolvents, where A = Γ1BΓ1. These iterative methods automatically apply to calculating the
action of the inverse of a matrix B on a vector subspace, when the inverse of B on the whole vector space is
easily computed. They were introduced by Moulinec and Suquet [45] in the context of calculating the fields
and effective moduli in the theory of composites, and subsequently accelerated algorithms were discovered, [15]
and Chapter 8 of [40]. They have been the subject of increasing attention: see [61] and references therein;
• To review how Q∗-convex operators can be used to bound the spectrum of A = Γ1BΓ1, and to review some
methods for constructing Q∗-convex operators [37];
• To establish a remarkable connection, founded on the work of Cherkaev and Gibiansky [13] and elaborated
upon in [33,36,39,39], between resolvents with A = Γ1BΓ1 where A is not Hermitian, and associated resolvents
where A is Hermitian;
• On the basis of this connection to obtain Stieltjes type integral representations for the resolvent in the case
where B is nonselfadjoint but there exists an angle ϑ such that c − [eiϑB + e−iϑB†] is positive definite (and
coercive) for some constant c. The integral representation holds in the half plane Re(eiϑz0) > c.
The work presented is largely based on the books [34, 40], reviewed in [2, 21, 51, 52], and the articles [15, 33, 37],
but develops some of the ideas further.
There is also the related resolvent
R ≡ (z0I− Γ1B)−1Γ1 = (z0Γ1 −A)−1
= (z0I−A)−1Γ1 = R0 + (Γ1 − I)/z0, (1.5)
where in the final expression on the first line the inverse is to be taken on the subspace onto which Γ1 projects –
thus R is the resolvent of A within this subspace, i.e. on this subspace
R = (Γ1LΓ1)
−1 where L = z0I−B. (1.6)
The equivalences in (1.5) are easily checked by expanding each expression in a powers of A or Γ1B.
We seek expansions such that the action of the resolvent on a given field can be calculated by a simple iterative
process, that for a given z0 just requires the application of a given operator to the previous iterate. This avoids having
to store multiple fields, such as the m different fields that result from the actions of the m operators A,A2, . . . ,Am
on the given field. Even if we are interested in R as a function of z0 the rapid convergence implies that, to achieve
a desired accuracy, we can keep fewer fields than if the convergence were slower. One reason for the importance of
knowing the resolvent as a function of z is that it allows computation of any operator valued analytic function f(A)
of the matrix A according to the formula
f(A) =
ˆ
γ
f(z0)(z0I−A)−1 dz0, (1.7)
where γ is a closed contour in the complex plane that encloses the spectrum of A.
The first equation in (1.1) is called the constitutive law with s(x) being the source term. As remarked previously,
if the null space of L is nonzero then one may one can often shift L(x) by a multiple c of a “null-T operator” Tnl(x)
(acting locally in real space or spacetime, and discussed further in Section 5), defined to have the property that
Γ1TnlΓ1 = 0, (1.8)
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that then has an associated quadratic form (possibly zero) that is a “null-Lagrangian”. Clearly the equations (1.1)
still hold, with E(x) unchanged and J(x) replaced by J(x) + cTnlE(x) if we replace L(x) with L(x) + cTnl(x). In
other cases L may contain ∞ (or ∞’s) on its diagonal. If one can remove any degeneracy of L(x), we can consider
the dual problem
E = L−1J(x) + L−1s(x), Γ2J = J, Γ2E = 0, (1.9)
with Γ2 = I − Γ1, and then, if desired, try to shift L−1(x) by a multiple of a “null-T operator” T˜nl(x) satisfying
Γ2T˜nlΓ2 = 0 to remove its degeneracy.
To make contact with the conventional representations of equations, we note, as in Parts I, II, III, and IV, that
in many cases, but not in all cases of physical interest, Γ1(k) (or the diagonal blocks Γ1(k)) has the factorization
Γ1(k) = D(ik)[F(k)]
−1D(ik)†, where F(k) = D(ik)†D(ik), (1.10)
in which D(ik) is a (scalar, vector, tensor, or supertensor) polynomial function of ik and the inverse in (1.10) is to
be taken on the range of D(ik)†, defined as the adjoint of D(ik). Its Fourier transform D(∇) is then a differential
operator and we can rewrite (1.1) as
D(∇)†LD(∇)Ψ = f , (1.11)
that may be solved for the potential Ψ, given a source term f . We can identify f with D(∇)†s, and the potential
field Ψ may be obtained from E through their Fourier transforms:
Ψ̂(k) = D̂(ik)†[F(k)]−1D̂(ik)Ê(k). (1.12)
Conversely, given f and a solution Ψ we have that
E = D(∇)Ψ, J = LE− s, (1.13)
provided s is chosen so that f = D(∇)†s.
Clearly (1.11) has the solution
Ψ = Rf , where R = [D(∇)†LD(∇)]−1. (1.14)
In many problems of interest, such as the time harmonic wave equations and the time Schro¨dinger equation encoun-
tered in Part II, D(∇)†LD(∇) can be written in the form
D(∇)†LD(∇) = zI−D(∇)†BD(∇), (1.15)
Thus, for example, for typical wave equations z = ω2, where ω is the frequency, for the Schro¨dinger equation z = E,
where E is the energy. Substituting (1.15) back in (1.14) gives
R = [z −D(∇)†BD(∇)]−1, (1.16)
and we have the resolvent problem that most scientists focus on solving, rather than (1.2). Here B acts in a different
space than where f and Ψ live.
Our results, in particular, apply to the family of problems associated with analyzing the response of two phase
composite materials, where B(x) itself depends on z0 and takes the form
B(x) = z0I− L1χ1(x)− L2χ2(x), (1.17)
where the χi(x) are the characteristic functions
χi(x) = 1 in phase i
= 0 elsewhere, (1.18)
satisfying χ1(x)+χ2(x) = 1, while L1 and L2 are the tensors of the two phases, representing their material properties,
and the “reference parameter” z0 can be freely chosen. This family will serve as model problems for our analysis.
Specifically, the convergence of the expansions that we develop is best illustrated if we further assume that
B(x) = z0I− z1Iχ1(x)− z2Iχ2(x) = (z0 − z2)I− (z1 − z2)Iχ1(x), (1.19)
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where now, for example, z1 and z2 may represent the conductivities of the two phases and z0 a reference conductivity.
With the particular choice z0 = z2 the expression (1.2) reduces to
R = z−12 {I− (1− z1/z2)Γ1χ1Γ1}−1, (1.20)
which is now again a problem directly of the form (1.2) with B and z0 now being identified as
B = χ1I, z0 = z2/(z2 − z1). (1.21)
We will assume that z0, Γ1 and B are fixed and known. So the analysis in this paper is really just about
computing the inverse of operators of the form I−Γ1BΓ1/z0. The parameter z0, even if fixed, is helpful as the rates
of convergence of the series we investigate are conveniently expressed in terms of z0.
We will start by assuming that B is real and that we know some bounds on it:
b−I ≤ B ≤ b+I, implying b−Γ1 ≤ A ≤ b+I, (1.22)
where the last identity follows by projecting the first inequality on the subspace E. We may sometimes know tighter
bounds on A:
a−I ≤ A ≤ a+Γ1, where a− ≥ b−, a+ ≤ b+. (1.23)
Some approaches to deriving such bounds will be presented in Section 5.
One well known expansion of the resolvent is the Laurent series:
R(z0)/z0 = (I−A/z0)−1 =
∞∑
n=0
(A/z0)
n, (1.24)
better known as the Neumann expansion or Born expansion in the context of operators A, which holds provided the
series converges and this is the case if the matrix or operator A/z0 has norm less than 1. From the bounds (1.23) it
follows that
|A/z0| ≤ r0, where r0 = max{a
+, a−}
|z0| ≤
max{b+, b−}
|z0| , (1.25)
and convergence of the expansion is assured if r0 < 1, i.e. for |z0| > max{b+, b−}. With B and z0 being given by
(1.21) we can take b− = 0 and b+ = 1 and (1.24) naturally reduces to
R = z2
∞∑
n=0
(1− z1/z2)n(Γ1χ1)n. (1.26)
2 Recasting the resolvent problem as a problem in the extended ab-
stract theory of composites
As Γ1 is a selfadjoint projection in Fourier space, so too is Γ2 = I−Γ1. We let E denote the space of fields onto which
Γ1 projects, and J denote the orthogonal space of fields onto which Γ2 projects. Associated with these operators is
a problem in the extended abstract theory of composites: given s ∈ E, find E ∈ E and J ∈ J that solve
J = LE− s. (2.1)
The abstract theory of composites is reviewed, for example, in Chapter 12 and forward in [34], and in Chapters 1 and
2 in [40]. The extended abstract theory of composites is developed in Chapter 7 of [40] and further in [37]. Applying
Γ1 to both sides of (2.1) we obtain
Γ1LE = Γ1s, (2.2)
which has the solution
E = [Γ1LΓ1]
−1Γ1s. (2.3)
Next let us introduce the “polarization field”
P = J− L0E = (L− L0)E− s, (2.4)
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and a matrix Γ defined by
E′ = ΓP if and only if E′ ∈ E, P− L0E′ ∈ J, (2.5)
or equivalently by
Γ = Γ1(Γ1L0Γ1)
−1Γ1, (2.6)
where the inverse is to be taken on the subspace E. The operator L0Γ is the projection onto the subspace L0E that
annihilates J. These are not orthogonal subspaces unless one modifies the norm to (P1,P2)L0 = (L0P1,P2) [46]
but brings with it the problem that if L(x) is Hermitian in the original norm, then it will not be in the new norm
unless L(x) commutes with L0. Instead, if L0 is positive definite then L
1/2
0 ΓL
1/2
0 is the projection onto L
1/2
0 E that
annihilates the orthogonal subspace L
−1/2
0 J. We require that L0 be chosen so that the rank of Γ1(k)L0Γ1(k) does
not change as k varies. While the operator Γ is not a projection with respect to the standard norm it satisfies
ΓL0Γ = Γ. (2.7)
From (2.4) it follows that ΓP = −E, and so
ΓP = Γ(L− L0)E− Γs = −E, (2.8)
implying
E = [I− ΓB]−1Γs, where B ≡ L0 − L. (2.9)
Comparing this with (2.3) gives
[Γ1LΓ1]
−1Γ1 = [I− ΓB]−1Γ, (2.10)
resulting in the series expansion
R = [I− ΓB]−1Γ =
∞∑
n=0
[Γ(L0 − L)]nΓ. (2.11)
While it appears like the right hand sides of (2.10) and (2.11) depend on L0 they in fact do not, as shown by the
above derivation. With L0 = z0I, we have that Γ = Γ1/z0 and then it is apparent that with A = Γ1BΓ1 where
B = z0I−L the computation of (2.10) involves the resolvent (1.2). Conversely, if we are interested in computing the
resolvent in (1.2), then we can recast it as a problem in the theory of composites with L = L0 − B, where we are
free to choose L0. The series expansion (2.11) is well known in the theory of composites: see, for example Chapter
14 of [34], [59], and references therein.
For the special case of a two phase medium where B(x) takes the form (1.17) we may take L0 = L2 giving
B(x) = χ(x)(L1 − L1) and obtain the expansion
R = [I− Γχ(x)(L1 − L1)]−1Γ =
∞∑
n=0
[Γχ(x)(L1 − L1)]nΓ. (2.12)
Having established this connection with the resolvent we can now apply all the theory developed in extended
abstract theory of composites to resolvents of the required form, and conversely. In the theory of composites it is
clear that (2.1) can be written in the equivalent form
E = L−1J + L−1s. (2.13)
So direct analogy with (2.9) gives
J = −[I− Γ˜B˜]−1Γ˜L−1s, (2.14)
where
B˜ = M0 − L−1, Γ˜ = Γ2(Γ2M0Γ2)−1Γ2, (2.15)
in which we can freely choose M0.
Substituting (2.14) in (2.13) and comparing the result with (2.3) gives
[I− ΓB]−1Γ = L−1 − L−1[I− Γ˜B˜]−1Γ˜L−1, (2.16)
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and in particular with M = I/z0 this implies
R = [z0I− Γ1B]−1Γ = L−1 − L−1{I/z0 − Γ2[I/z0 − (z0I−B)−1]}−1Γ2L−1. (2.17)
It follows from this identity that if B(x) = χ(x)I where χ(x) is a characteristic function, and if λ is in the spectrum
of Γ1BΓ1 then 1 − λ will be in the spectrum of Γ2BΓ2. This can also be established by representing χI in a basis
where Γ1 is block diagonal with I in the first block and 0 in all other entries.
We can now take rapidly converging iterative methods for the solution of (2.1) and apply them to obtain rapidly
convergent series expansions for the resolvent. This will be the focus in Sections 3, 4, and 6 of this paper.
There is another connection with the theory of composites. Suppose that s ∈ E is given and define the three
projection operators
Γ0 = s⊗ s/|s|2, Γ1 = Γ1 − Γ0, Γ2 = Γ2 = I− Γ0 − Γ1, (2.18)
and the three subspaces U, E, and J onto which they project. Now the solution to E to (2.1) can be written as
E = E + z∗s, where E ∈ E. Hence (2.1) can be recast as a standard problem in the abstract theory of composites:
given s ∈ U find z∗, which is known in the theory of composites as an effective parameter, such that
(J + s) = L(E + s/z∗), J ∈ J, E ∈ E, (2.19)
and the solution (2.9) implies
s/z∗ = Γ0[I/z0 − Γ1B]−1Γ1Γ0s, where B ≡ I/z0 − L. (2.20)
Owing to the invariance of the form of (2.20) when we make the replacements
s→ z∗s, J→ E, E→ J, L→ L−1, (2.21)
we obtain the alternative identity:
s/z0 = Γ0[z0I− Γ1B]−1Γ1Γ0s, where B ≡ z0I− L−1 = z0I− [I/z0 −B]−1. (2.22)
Now we treat B as fixed so that L and B depend on z0. Consider the function z
∗(z0). When z0 has positive (negative)
imaginary part, then the imaginary parts of the operators B and the resolvent [z0I−Γ1B]−1 are positive (negative)
definite too. We conclude that the imaginary part of z∗ has the same sign as that of z0. Hence the poles and zeros of
z∗ lie on the real axis, are simple, and the poles alternate with the zeros along the real axis. Assuming the source s
excites all modes (i.e is not orthogonal to any eigenfunction of A) the poles of z∗(z0) will reveal the spectrum of the
operator A while the zeros of z∗(z0) will correspond to the spectrum of Γ1BΓ1 – note that this spectrum depends
on both z0 and s.
We can now take rapidly converging iterative methods for the solution of (2.1) and apply them to obtain rapidly
convergent series expansions for the resolvent. These expansions, that will be a major focus of the paper, give the
action of the resolvent on a source field s in the form
Rs = C0
∞∑
j=0
Wjs, (2.23)
for suitable operators C0 and W, whose action is relatively easy to compute (typically just requiring two fast Fourier
transforms: to Fourier space and back). The iterative procedure of obtaining the fields
qi+1 = Wqi + s, q0 = s, (2.24)
gives C0qn as a good approximation to Rs for large enough n. There is no need to keep the qj , for j ≤ i once one
has computed qi+1. If one has a series expansion of the form
Rs = C0
∞∑
j=0
cjWjs, (2.25)
and one is interested in Rs as a function of c (which may in turn be a function of another variable of interest), then
one can replace the iterative procedure in (2.24) with
qi+1 = Wqi, q0 = s, (2.26)
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storing the qi as one goes along. Then if the series converges rapidly, the approximation
Rs ≈ C0
n∑
j=0
cjqj (2.27)
holds for relatively small values of n. Of course as c is increased the series converges more slowly, or perhaps not at
all, and then the approximation becomes not so good for small values of n
3 Improvements to the Neumann or Born Series
We start by reviewing a well known route for improving the convergence rate of the Neumann or Born Series, that
does not rely on the fact that we can express A in the form A = Γ1BΓ1. Thus, we note that A can be split as
A = (A− cI) + cI and the resolvent can be reexpressed as
R0 = [(z0 − c)I− (A− cI)]−1 = (z0 − c)−1{I− [(A− cI)/(z0 − c)]}−1, (3.1)
where c can be chosen to make the associated expansion
R = (z0 − c)−1
∞∑
n=0
(A− cI)n/(z0 − c)n (3.2)
converge more rapidly than the expansion with c = 0: the basic idea here is to choose c to shift A to decrease the
spectral radius. Such splittings are well known for accelerating convergence, the best known being the Jacobi and
Gauss-Seidel splittings [18]. The expansion can clearly be calculated iteratively. If B satisfies the bound (1.22) then
a natural choice of c is
c = 12 (b
+ + b−), (3.3)
giving
|A− cΓ1| ≤ α, where α = 12 (b− − b−), (3.4)
and the series (3.2) is guaranteed to converge if
|(A− cI)|/|(z0 − c)| ≤ |(B− cΓ1)/(z0 − c)| ≤ r1, (3.5)
where
r1 =
∣∣∣∣ b+ − b−b+ + b− − 2z0
∣∣∣∣ = ∣∣∣∣ (b+ − z0)− (b− − z0)(b+ − z0) + (b− − z0)
∣∣∣∣ = ∣∣∣∣q − 1q + 1
∣∣∣∣ in which q = (z0 − b+)/(z0 − b−). (3.6)
Improved convergence can be obtained if we have bounds on A itself that are tighter than the bounds (1.22).
We now draw upon rapidly converging iterative methods for the solution of (2.1) in the extended theory of
composites and apply them to obtain rapidly convergent series expansions for the resolvent. This will be the focus
of the rest of the paper.
In particular, as (2.10) holds for any choice of L0 we can transform to an equivalent problem where B is replaced
with
B′ = L′0 − L = B− L0 + L′0, (3.7)
and we have the identity
[I− ΓB]−1Γ = [I− Γ′B′]−1Γ′ with Γ′ = Γ1(Γ1L′0Γ1)−1Γ1, (3.8)
and Γ being given by (2.6). The associated series expansion is
[I− Γ1B/z0]−1Γ =
∞∑
n=0
[Γ′(B− z0I + L′0)]nΓ′. (3.9)
Let us suppose that B is Hermitian and satisfies the bound (1.22). We take L0 = z0I and L
′
0 = z
′
0I with
z′0 = z0 − c, where c = 12 (b+ + b−), (3.10)
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so that B′ = B− cI satisfies
− 12 (b+ − b−) ≤ B′ ≤ 12 (b+ − b−). (3.11)
This implies
|B′/z′0| ≤ r1, where r1 =
∣∣∣∣ b+ − b−b+ + b− − 2z0
∣∣∣∣ = ∣∣∣∣ (b+ − z0)− (b− − z0)(b+ − z0) + (b− − z0)
∣∣∣∣ = ∣∣∣∣q − 1q + 1
∣∣∣∣ , in which q = (z0−b+)/(z0−b−),
(3.12)
and the series expansion
[I− ΓB]−1Γ = [I− Γ′B′]−1Γ′ =
∞∑
j=0
[Γ′B′]jΓ′ =
∞∑
n=0
[Γ1B
′/z′0]
nΓ1/z
′
0 (3.13)
will converge provided r1 < 1, i.e. provided z0 < b
− or z0 > b+. Moreover r1 determines the minimum rate of
convergence. In the field of composites the series expansion (2.11) and the independence of the resulting sum on L0
(assuming the sum of the series converges) is well known. Moulinec and Suquet [45] realized that the series could be
easily computed by an iterative process as in (2.24). The action of B (or B′) can be computed in real space while the
action of Γ (or Γ′) can be computed in Fourier space and Fast Fourier transforms can be used to transform between
real space and Fourier space. The choice (3.10) is motivated by their choice of a “reference medium”. Moreover,
their approach is easily extended to nonlinear media [45], and has successfully been used for studying elastoplasticity,
elastoviscoplasticity, dislocations, shape memory polycrystals, and crack prediction in brittle materials: See [61] and
references therein, where Zhou and Bhattacharya use a related augmented Lagrangian method, also introduced in
the accelerated scheme of Michel, Moulinec, and Suquet [31], to study bifurcations and liquid crystal elastomers.
By substituting the formula B′ = B− cI in (3.13) with c = 12 (b+ + b−) we obtain
[I− ΓB]−1Γ =
∞∑
n=0
[Γ1B
′/z′0]
nΓ1 =
∞∑
i=0
(A− cI)n/(z0 − c)nΓ1, (3.14)
which is exactly the same expansion as in (3.2) in view of the identity (1.5). The advantage of the expansion (3.9)
is that it allows more general choices of L′0 not necessarily proportional to I.
In particular, for the resolvent (1.20) with B and z0 being given by (1.21) so that b
+ = 1, b− = 0 and c = 1/2 we
obtain z′0 =
1
2 (z2 + z1)/(z2 − z1) and the expansion (3.13) becomes
R = z2
∞∑
n=0
[Γ1(χ1 − 12I)]n/(z′0)n = z2
∞∑
n=0
rn[Γ1(2χ1 − I)]n, where r = z2 − z1
z2 + z1
(3.15)
Comparing this with (1.26) we now have an expansion where χ1 is replaced by χ1 − 12I which has half the spectral
radius.
The expansion still converges for an appropriate value of z′0 when B is not Hermitian, but, for some z0, L =
L0 −B = z0I−B is bounded in the sense that there is some β such that
β > sup
P,|P|=1
|LP|, (3.16)
and coercive, in the sense that there is some α > 0 such that
Re(LP,P) > α|P|2, for all P. (3.17)
Then, as proved in Section 2.4 of [40], with z′0 = β
2/α one gets the bound
‖B′/z′0‖ = ‖I− L/z′0‖ ≤
√
1− (α/β)2 < 1, (3.18)
which ensures convergence of the series (3.13).
8
4 An accelerated convergence method
To obtain, in most cases, accelerated convergence we use the identity
[I− Γ1B/z0]−1 = [I− Γ′(L′0 − L)]−1 = [I + M(L− L′0)− (M− Γ′)(L− L′0)]−1
= [I + M(L− L′0)]−1[I− (M− Γ′)(L− L′0)[I + M(L− L′0)]−1]−1
= (L− L′0)−1K(I−ΨK)−1, (4.1)
where
K = (L− L′0)[I + M(L− L′0)]−1, Ψ = M− Γ′. (4.2)
This identity had its genesis in formulae for the fields and effective tensors in laminated materials [33], later in-
dependently arrived at in [60]. Then it was further employed in representations for the effective conductivity of a
composite as a function of the component conductivities: see equation (5.20) in [38]. It was used in [15] to develop
the fast numerical schemes that we generalize here (see also sections 14.9, 14.10, and 14.11 in [34]). It also has proved
invaluable for the development of the theory of exact relations in composites [19,22] (see also Chapter 17 in [34] and
the book [20]), and in the affiliated development of exact identities satisfied by the Green’s function (fundamental so-
lution) in certain classes of inhomogeneous media (not necessarily with microstructure) and the associated discovery
of a wealth of new conservation laws, called boundary field equalities [37].
The rate of convergence of the series is enhanced when M is chosen to make the norm of Ψ small. When L0 is
positive definite we have that Γ ≤ L−10 and so a natural choice is M = 12L−10 . In this case
K = 2(L− L′0)(L + L′0)−1L′0, Ψ = (L′0)−1(I− 2Γ′L′0)/2. (4.3)
Further let us suppose that L′0 = z
′
0I. Then we obtain
|(L− L′0)(L + L′0)−1| = |(L− z′0I)(L + z′0I)−1| ≤ r2, (4.4)
where
r2 = max
{ |z0 − b+ − z′0|
|z0 − b+ + z′0|
,
|z0 − b− − z′0|
|z0 − b− + z′0|
}
. (4.5)
We choose
z′0 =
√
(z0 − b+)(z0 − b−) (4.6)
to minimize r2, giving
r2 =
√
q − 1√
q + 1
, (4.7)
where q = (z0 − b+)/(z0 − b−) is the same as that given in (3.12). The value of q is always greater than 1 when the
series converges, i.e. provided z0 < b
− or z0 > b+. Comparing this with the expression for r1, we see that we get
faster convergence since
√
q is smaller than q and significantly smaller when q is large.
Consider the case, relevant to two phase conducting composites, where L = z1χ1(x)I+z2χ2(x)I. With the choice
z′0 =
√
z1z2 one has
K = 2(L− z′0I)(L + z′0I)−1L′0 = 2z′0
√
z1/z2 − 1√
z1/z2 + 1
(χ1 − χ2)I, (4.8)
so that the expansion of (4.1) becomes
R = [I− Γ1B/z0]−1 = (L− L′0)−1K(I−ΨK)−1 = (L− L′0)−1K
∞∑
n=0
(ΨK)n
= 2
√
z1z2(L + I
√
z1z2)
−1
∞∑
n=0
[(2χ1 − I)(I− 2Γ1)]n
[√
z1/z2 − 1√
z1/z2 + 1
]n
. (4.9)
Comparing this with (1.26) we now have an expansion where effectively χ1 and Γ1 are replaced by χ1 − 12I and
Γ1 − 12I thus having the spectral radius of both. Due to the appearance of the terms
√
z1/z2 in this expansion it is
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best suited to the case where B and hence A are Hermitian. However, the expansion still works if they are not self
adjoint. For the case where B(x) takes the form
B = z0I− z1P− z2(I−P), (4.10)
where P is a projection, but not a Hermitian one and not necessarily local in real space, this is made clearer in
Figure 3.
Note that we always have the freedom to rescale B so that it replaced by a positive semidefinite operator of norm
less than 1. To do this we rewrite the formula for R appearing at the end of the first line in (1.5) by
R = [z˜0Γ1 − Γ1B˜Γ1]−1/α, where z˜0 = (z0 − c)/α, B˜ = (B− cΓ1)/α, (4.11)
in which we are free to choose c and α. Taking
c = 12 (b
+ + b−) and α = 12 (b
+ − b−) (4.12)
then guarantees that the spectrum of B˜ is between 0 and 1.
We remark that this method does not always converge more rapidly than Moulinec and Suquet’s method. Gen-
erally it does, with a large factor of improvement. However, it depends on the spectrum of A, which we will consider
in the next section. For example, for the conductivity of composites of two isotropic phases having conductivities
σ1 and σ2 , Moulinec and Suquet’s method can sometimes converge for negative ratios of σ1/σ2, this is never the
case for the “accelerated” method, as the square roots in (4.8) induce singularities that prevent convergence when
σ1/σ2 < 0. This is explored in more detail in [46]: see Figure 1.
Figure 1: Rates of convergence in the z1/z2-plane and in the r-plane for the original Moulinec-Suquet scheme [45,46]
where r = (z2 − z1)/(z2 + z1). The intervals of possible singularities are marked by red lines. As concluded in [46]
even without knowledge of α and β (that are α = 0.35 and β = 0.8 in this example) their scheme can converge for
negative values of z1/z2 and outperform the “Eyre-Milton” scheme in certain regions of the complex z1/z2-plane. The
convergence rates for the “Eyre-Milton” scheme, correspond to those in the z1/z2-plane in Figure 3. The contours
reflect the number of iterations m needed for convergence to a tolerance . In the r-plane, for small enough , one
needs at radius r for m to be such that c(r/r0)
m ≈  for some constant c where r0 > 1 is the radius of convergence,
i.e., m ≈ log(/c)/ log(r/r0) so we have plotted the contours of −1/ log(r/r0) and their preimages in the other planes.
Other accelerated schemes that do not use information about the spectrum of A include those of Michel, Moulinec,
and Suquet [31] and Monchiet and Bonnet [41]. All three accelerated schemes are compared in [44].
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5 Bounding the spectrum of A
Here we survey the powerful methods introduced in [37] to bound resolvents using Q∗-convex operators. They
build on a large body of literature associated with quasiconvex functions and the associated notion of weak lower
semicontinuity. This has a long history, with many applications, reviewed for example in [9, 14]. The approach can
have the advantage that in one fell swoop it gives bounds that are universally valid for the spectrum of all resolvents
in a given class. For example, if L(x) is piecewise constant taking N values, that then can be labeled as N different
phases, then the bounds on the spectrum can be independent of the geometry, i.e., on the way these phases are
distributed. As yet, due to their novelty, the methods described have not been exploited, even within the theory of
composites. However, that they will prove to be a strong tool is guaranteed, based on the successful application of
quasiconvex functions for obtaining sharp bounds on effective moduli based on the translation method, or method
of compensated compactness, as summarized in the books [1,12,34,56,57]. I prefer the name translation method as
it applies more broadly (see, for example, [35]) than within the compensated compactness framework of sequences of
spatially oscillating fields with progressively finer and finer oscillations (as occurs in periodic homogenization when
one has a sequence of periodic materials with smaller and smaller unit cell sizes) — in particular the concept of
Q∗-convexity, described below, loses its significance in the compensated compactness setting. In practice one rarely
has a sequence of materials, but rather just one inhomogeneous material and one wants to say something about the
response of it. For geometries of well separated spheres Bruno [11] obtained some bounds on the spectrum for the
conductivity problem.
Let us first consider the case when B and hence A are Hermitian. Then, to bound the spectrum of A we look
for a Hermitian tensor field T(x), and constant a− such that:
B(x) ≥ T(x) + a−I for all x, Γ1TΓ1 ≥ 0. (5.1)
Following [35, 37] we call T(x) a Q∗-convex operator and the associated quadratic form a Q∗-convex function. Q∗-
convexity generalizes the notion of quadratic quasiconvex functions, which have a long history, reviewed for example
in [9, 14]. Besides their importance for obtaining bounds on the effective properties of composites as outlined in the
books [1, 12, 34, 40, 56, 58], they have been a powerful tool for the proof of existence of solutions to the nonlinear
Cauchy elasticity equations [5, 6] and for furthering our understanding of shape memory material alloys [7, 8].
For quadratic functions, quasiconvexity [30, 42, 43], and the closely related A-quasiconvexity [16] are associated
with Q∗-convexity when T(x) is independent of x and Γ1(k) is a homogeneous function of k. Then the quadratic
quasiconvex function associated with T is f(P) = P ·TP, having the quasiconvexity property that the integral over
all space of f(E) is non-negative when Γ1E = E. Unlike Q
∗-convexity, quasiconvexity for quadratic functions is
only linked to the highest powers of k in Γ1(k) when it is not a homogeneous function of k. This is because these
notions of quasiconvexity arose in the context of understanding what could go wrong when seeking minimizers of
nonconvex functions in the calculus of variations. Without going much into the details, weak lower semicontinuity
is what one needs to show existence of smooth solutions to equations, such as the nonlinear elasticity equations
where one needs to show that minimizers of the integral of W (∇u(x)), over a body represented by a region Ω in
the undeformed state, exist [5, 6]. Here W is the elastic energy and u(x) is the position of a particle in the body
having coordinates x ∈ Ω in the undeformed state. Rather than there being a minimizer there may be a sequence
of highly oscillatory functions u = ui(x), i = 1, 2, 3 . . . , producing ever lower energies that cannot be achieved
with smooth functions u(x). If this happens one says that the integral as a function of u is not weakly lower
semicontinuous. Quasiconvexity safeguards against this by ensuring that the finest scale oscillations have an energy
penalization When one has quadratic functions W (∇u,∇∇u, . . . ,∇mu), it is typically only the dependence of W
on the highest derivatives ∇mu (which dominate when u is highly oscillatory) that is important to determining
weak lower semicontinuity and hence the existence of a minimizer. One needs to show that W (∇u,∇u, . . . ,∇mu) is
quasiconvex with respect to ∇mu when one replaces all the other arguments of W by fixed constants [30]. If W is a
quadratic function and a smooth minimizer exists, it satisfies the m-th order gradient elasticity equations discussed
in Part IV: hence the connection to Γ1(k), with ∇mu being associated with the terms of order k2m in Γ1(k). For
bounding the spectrum of A we need Q∗-convexity rather than quasiconvexity if Γ1(k) is not homogeneous function
in k. For the Schro¨dinger equation some Q∗-convex operators have been identified (see Sections 13.6 and 13.7 of [40]),
but not yet applied to bounding spectrums.
Combining the equations in (5.1) gives
A ≥ Γ1TΓ1 + a−Γ1 ≥ a−Γ1. (5.2)
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Clearly, then a− is a lower bound on the spectrum of A = Γ1BΓ1 in the space E. Alternatively, for the same or
another T satisfying Γ1TΓ1 ≥ 0, one can look for a constant a+ such that
a+I−B(x) ≥ T(x) for all x, (5.3)
and we obtain
a+Γ1 −A(x) ≥ Γ1TΓ1 ≥ 0, (5.4)
thus implying that a+ is an upper bound on the spectrum of A. From the identity (2.17) we see that when B is a
finite dimensional matrix bounds on
A˜ = Γ2B˜Γ2, where B˜ = [I/z0 − (z0I−B)]−1, (5.5)
also allow us to bound the values of z0 for which R−L−1 has a null space. Note that with z0 = 0 one has B˜ = B−1.
To bound the spectrum of A˜ we seek a T˜(x) and constant a˜− such that
B˜(x) ≥ T˜(x) + a˜−I for all x, Γ2T˜Γ2 ≥ 0 (5.6)
and then a˜− is a lower bound on the spectrum of A˜ (where this spectrum itself depends on z0). Bounds analogous to
(5.4) can clearly also be obtained. When B(x) = χ(x)I for some characteristic function then, as observed following
(2.17), Γ2B(x)Γ2 will have exactly the same spectrum as I − A, even though Γ1 and Γ2 project onto different
spaces. In passing, we remark that the Rayleigh-Ritz method allows us to get upper bounds on a− and lower
bounds on a+ and thus can provide an indication of how tight are the bounds obtained using Q∗-convex operators.
The Rayleigh-Ritz method can be improved using the power method as (Ans, s)/|s|2 provides a lower bound a+−
on a+ and provided a+− is not too far off the mark ((a+−I − A)ns, s)/|s|2 provides an upper bound on a−. (If
|((a+−I−A)ns, |Bs)|/|s|2 is close to (a+ − a+−)n then that signals the need for a better lower bound on a+.) The
case n = 1 corresponds to what the Rayleigh-Ritz method gives. One of the most important classes of T(x) = Tnl(x),
not necessarily Hermitian, are those having the property that Γ1TnlΓ1 = 0. The associated quadratic form is then
what is known as a null-Lagrangian, so we call them null-T operators. However, it should be remembered that the
non-Hermitian part of Tnl(x) gets lost when considering the quadratic form — the quadratic form could even be
zero if Tnl(x) is anti-Hermitian. A simple example is for electrical conductivity with Γ1(k) = k ⊗ k/k2 where one
may take Tnl(x) to be any antisymmetric matrix valued field with ∇ ·Tnl = 0. If Γ1E = E, then automatically
Γ1TnlE = Γ1TnlΓ1E = 0. (5.7)
In other words, we are free to subtract Tnl (or any multiple of it) from L(x) without disturbing the solution E(x),
and with J(x) being replaced by J−TnlE. We can shift L(x) in this way as we please. These Tnl(x) allow one to
establish equivalence classes between problems taking the form (1.1). Of course, if one is finding the spectral bounds
according to the prescription just outlined, then the non-Hermitian part of Tnl(x) is irrelevant, and we may as well
assume that Tnl(x) is Hermitian. Then one can recover it from the associated null-Lagrangian. In this case we call
Tnl(x) a null-Lagrangian. To generate suitable null-T operators in three dimensions, one uses the result that if U(x)
is a antisymmetric 3×3 matrix valued field with ∇·U = 0, and e(x) is a three component curlfree field, then j = Ue
satisfies ∇ · j = 0. This is easily seen if we write e = ∇φ, giving
∇ · j = ∇ ·U(x)∇φ = (∇ ·U) · ∇φ+ Tr(U∇∇φ) = 0, (5.8)
in which Tr(U∇∇φ) vanishes because U is antisymmetric while ∇∇φ is symmetric. Equivalently, one may write
U = η(u) where the antisymmetric matrix η(u) has the property that η(u)e = u ⊗ v. Then ∇ · U is zero if
∇ × u = 0, and (5.8) reflects the fact that the cross product of two curlfree fields is divergence free. Here φ could
be any potential, or linear combination of potential components, in the equations that are being studied. The same
holds true in two dimensions, but then the condition that ∇ ·U = 0 forces the antisymmetric 2× 2 matrix U to be
constant, and thus proportional to
R⊥ =
(
0 1
−1 0
)
, (5.9)
the matrix for a 90◦ rotation. Additionally in two dimensions, R⊥ acting on a divergence free field j produces a curl
free field R⊥j. Through these observations one can generate a multitude of null-T operators associated with a given
operator Γ1.
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As an application of the power of null Lagrangians in proving uniqueness of solutions, one may consider the
elasticity equations, when the elasticity tensor C(x) is bounded and coercive, i.e., on the space of symmetric matrices
the inequality
β+I ≥ C(x) ≥ β+I (5.10)
holds for some constants β+ > β− > 0. This implies that a unique solution for the strain ε = [∇u + (∇u)] exists,
but that does that uniquely determine u? Korn’s inequality shows that it does, but a simpler approach [28] is to
introduce the null-Lagrangian associated with a fourth order tensor T, whose action on a matrix P is given by
TP = I Tr(P)−PT . (5.11)
Adding T, with  > 0, to C(x) gives an equivalent problem that breaks the degeneracy: for small enough , C(x)+T
is bounded and coercive on the space of all matrix valued fields, not just the symmetric matrix valued fields (see, for
example, Section 6.4 of [34]. So ∇u, and hence u, is uniquely determined. In the context of minimizing sequences
of fields, Bhattacharya [10] has used T to bound the fluctuations in the antisymmetric part of u in terms of the
fluctuations of the symmetric part of ∇u.
For a fixed Γ1 the associated set S of Hermitian Q
∗-convex operators is a convex set, since if Γ1T1Γ1 ≥ 0 and
Γ1T2Γ1 ≥ 0 then clearly Γ1[(T1+T2)/2]Γ1 ≥ 0. The set is invariant with respect to additions or subtractions of any
null-Lagrangians If we focus, for simplicity, on Q∗-convex operators that do not depend on x, then it makes sense to
look for the extreme points of S, modulo additions or subtractions of null-Lagrangians. These extremal T = Te have
the property that they lose their Q∗-convexity whenever any Q∗-convex T that is not a null-Lagrangian is subtracted
from it, as portrayed in Figure 2. Since the inequalities
B(x) ≥ T1 + a−1 I and B(x) ≥ T2 + a−2 I imply B(x) ≥ 12 (T1 + T2) + 12 (a−1 a−2 )I, (5.12)
we see that the best bounds on the spectrum will be generated by the extremal T. The characterization of the
extremal T is a challenging problem. Interestingly, there is a connection with extremal polynomials: see [23] and
references therein.
Tighter spectral bounds can be obtained by following important ideas of Murat and Tartar [47–49, 53–55] and
embedding the problem in a coupled field equation setting where there are no couplings, but letting T be chosen
with couplings. Thus, given an integer ` ≥ 1, define
B =

B 0 . . . 0 0
0 B . . . 0 0
...
...
. . .
...
...
0 0 . . . B 0
0 0 . . . 0 B

︸ ︷︷ ︸
` blocks
, G1 =

Γ1 0 . . . 0 0
0 Γ1 . . . 0 0
...
...
. . .
...
0 0 . . . Γ1 0
0 0 . . . 0 Γ1

︸ ︷︷ ︸
` blocks
(5.13)
If for some tensor field T(x) and constant a− one has
B ≥ T(x) + a−I for all x, G1TG1 ≥ 0, (5.14)
then it follows that 
A 0 . . . 0 0
0 A . . . 0 0
...
...
. . .
...
...
0 0 . . . A 0
0 0 . . . 0 A
 = G1BG1 ≥ G1TG1 + a−I ≥ a−I. (5.15)
As the first and last operators are both block diagonal we see that this new a− is also a lower bound on the spectrum
of A = Γ1BΓ1 in the space E. Of course if T is block diagonal then we gain nothing by this procedure, but the point
is to take operators T where there are off diagonal blocks that couple everything together.
Generally it is very difficult to find T(x) such that Γ1TΓ1 ≥ 0 (or T(x) such that G1TG1 ≥ 0 which is essentially
the same problem so we will not treat it separately). However there appear to be at least three routes. One approach,
following the ideas of Tartar and Murat [47–49,53–55], is to look for T(x) that are constant and recognize Γ1TΓ1 ≥ 0
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T−space
Extremals
Null−Lagrangian
Direction
Figure 2: A very schematic figure showing what is meant by extremal Q∗-convex operators T. This is a high
dimensional space and there may be many directions that correspond to Null-Lagrangians. There is a cone of
possible T, since if T is Q∗-convex so is λT for all λ > 0. The figure does not capture the cone, as that would make
it at least four dimensional, but rather the figure can be viewed as a linear cross section through that cone.
is an inequality in Fourier space with Γ1TΓ1 ≥ 0 acting locally in Fourier space. Thus the inequality holds if and
only if
Γ1(k)TΓ1(k) ≥ 0 for all k. (5.16)
This still leaves an abundance of choices of T. Taking T independent of x can have some additional advantages too.
In the field of composites, with L(x) piecewise constant taking N values corresponding to N phases it leads to bounds
that do not depend upon the microstructure of the composite, aside from possibly the volume fractions occupied by
the phases in the composite. While there are many examples of T that have been worked out for a multitude of
problems when Γ1(k) is a homogeneous function of k, the case where this is not so (as, for example, occurs in time
harmonic wave equations, time dependent diffusion of heat or particles and the Schro¨dinger equations) is uncharted
territory. I know only of examples associated with the time harmonic Schro¨dinger equation: see Sections 13.6 and
13.7 in [40].
One general class of T(x) (or T) has met with a lot of success as it generates sharp bounds on the effective moduli
of composites corresponding to many obtained using the successful Hashin-Shtrikman variational principles [24,25],
and sometimes improves on them. This form of T [33] was motivated by optimal bounds [3, 27] on these variational
principles, and is given by [33]:
T =

L0 0 . . . 0 0
0 L0 . . . 0 0
...
...
. . .
...
...
0 0 . . . L0 0
0 0 . . . 0 L0
− νV ⊗V, V =

v1
v2
...
v`−1
v`
 , (5.17)
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where by choosing
1/ν = min
k
∑`
i=1
vi · Γ(k)vi, where Γ(k) = Γ1(k)[Γ1(k)L0Γ1(k)]−1Γ1(k), (5.18)
we ensure that T is Q∗-convex [33]. Typically the “reference medium” is positive definite, but it can also be chosen
to be Q∗-convex .
If T is rotationally invariant then it will suffice to check this inequality for one value of k. There is some freedom in
what one means by rotationally invariant. For example for three dimensional conductivity with ` = 3 one may treat
T(x) as a fourth order tensor with three potentials that mix under rotations, or as an array of 9 second order tensors,
with three potentials that do not mix under rotations, and T(x) may be rotationally invariant in one sense but not
the other. In the first instance there are 3 real parameters that specify a rotationally invariant Hermitian fourth order
tensor (each associated with projections onto the three rotationally invariant subspaces of matrices proportional to I,
tracefree symmetric matrices and antisymmetric matrices), but three real and three complex numbers in a Hermitian
matrix T(x) containing 9 blocks each proportional to the identity matrix. In applications more success in producing
tight bounds on the effective properties of composites have been obtained by looking for T(x) that are fourth order
tensors for conductivity [4, 49,55] and eighth order tensors for elasticity [32,33].
Two other routes can produce a T(x) that depend upon x. This can be advantageous since B(x) depends on
x. One approach is to take one T(x), and then to make a coordinate transformation to x′ = x′(x) and obtain a
T′(x′) in the new coordinates, that depends on x′ even if T(x) was independent of x. The second approach is to
make a substitution. For example, following [50] and Section V(C) of [37], if some of the fields in E derive from
the derivatives of any order of a scalar, vector, or tensor potential u then for any given Z(x) and z(x) one can try
substituting
u˜(x) = Z(x)u(x) + z(x), (5.19)
in a Q∗-convex quadratic form, involving u˜ and its derivatives, to get a Q∗-convex quadratic form, and associated
Q∗-convex operator T, involving u and its derivatives. Here u might include all potentials on the right hand side
of the constitutive law. Note that even if the original Q∗-convex quadratic form, only involves say ∇u˜ then the
new Q∗-convex quadratic form will involve both ∇u and u. In this case Γ(k) will transform to a Γ˜(k) that will not
necessarily be a homogeneous function of k even if Γ1(k) is a homogeneous function of k. Correspondingly, T will
transform to an associated T˜ that generally will be a function of x even if T was not. We will not discuss these last
two routes, but instead we refer the interested reader to Section V in [37].
We can also use Q∗-convex operators to bound the spectrum of the function 1/z∗(z0) defined in Section 3. From
(2.17) we see this spectrum is contained in the spectrum of the operator Γ1BΓ1. To bound this consider for a
Q∗-convex T,
Γ1TΓ1 = (Γ1 − Γ0)T(Γ1 − Γ0)
= Γ1TΓ1 − Γ0TΓ0 + Γ0TΓ1 + Γ1TΓ0 = Γ1TΓ1 − Γ0TΓ0
≥ −Γ0TΓ0, (5.20)
where we have used that fact that Γ0 commutes with T and Γ0Γ1 = Γ1Γ0 = 0. Hence if T is chosen so B(x) ≥ c+T(x)
for all x, then we have the operator bound
Γ1BΓ1 ≥ cΓ1 + Γ1TΓ1 ≥ cΓ1 − Γ0TΓ0 = cΓ1 − Γ1(Γ0TΓ0)Γ1, (5.21)
where we have used that s ∈ E.
The results in this Section are easily extended to non-Hermitian operators. For example, we can replace (5.1)
with
eiϑA ≥ a−Γ1 if eiϑB(x) ≥ T(x) + a−I for all x and Γ1TΓ1 ≥ 0, (5.22)
where the inequalities holds in the sense of quadratic forms, i.e. they bound the Hermitian part of eiϑA given bounds
on the Hermitian part of eiϑB. Similarly with z0 = 0 so that B˜(x) is the inverse of B(x), the obvious extension of
(5.22) implies bounds on the Hermitian part of eiϑΓ2B
−1Γ2 given bounds on the Hermitian part of eiϑB−1.
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6 Getting even faster convergence when we have bounds on the spec-
trum of A
So far in developing our expansions we have used bounds on the operator B, but using the tools in the previous
section, or otherwise, we may have bounds on the spectrum of the operator A = Γ1B in the subspace E and,
as we will see now, this information can be used to obtain faster convergence. The route explored here is by no
means obvious but has its foundations in the theory of superfunctions, including the ideas of nonorthogonal subspace
collections, as developed in Chapter 7 of [40], and the idea of substituting of one subspace collection into another
subspace collection (first introduced in Section 29.1 of [34]). The analysis here closely parallels that in Chapter 8
of [40], which also outlines the reasoning for following the steps here.
To start we consider the following linear algebra problem: given h, s, p1, p2, p3 and E1, solve the matrix equation, J0
J2
 = z0
EE1
0
− s
 p21 p1p2 p1p3p1p2 p22 p2p3
p1p3 p2p3 p
2
3

︸ ︷︷ ︸
P
EE1
0
−
h0
0
 , (6.1)
for J in terms of E. We will ultimately allow for p1, p2 and p3, that are either real or purely imaginary, chosen with
p23 = 1− p21 + p22, (6.2)
to ensure that P is a projection matrix, though not selfadjoint in our application. The significance of (6.1) is that it
corresponds to a problem in the abstract theory of composites: define U, E, and J to be the three subspaces spanned
by the three unit vectors
w0 =
10
0
 , w1 =
01
0
 , w2
00
1
 , (6.3)
respectively, so that Γi = wi ⊗ wi, i = 1, 2, 3, are the projections onto U, E, and J respectively. The associated
projections are
Γ0 =
1 0 00 0 0
0 0 0
 , Γ1 =
0 0 00 1 0
0 0 0
 , Γ2 =
0 0 00 0 0
0 0 1
 . (6.4)
Then (6.1) reduces to
Jw0 + J2w2 = L(Ew0 + E1w1)− hw0, L = z0I− sP = (z0 − s)P + z0(I−P), (6.5)
which is a problem in the abstract theory of composites, that more generally takes the form: given E0 ∈ U, and a
source term h in H = U⊕ E⊕ J, and an operator L mapping H to H, find J0 ∈ U, E ∈ E and J ∈ J such that
J0 + J = L(E0 + E)− h. (6.6)
In our case, the subspaces U, E, and J are clearly orthogonal, but P and I−P do not generally project onto orthogonal
subspaces: we have a nonorthogonal subspace collection when p1, p2 and p3 are not all real.
The motivation for considering this problem is that the abstract theory of composites applies to resistor networks
with say resistors having resistances R1 and R0. We have the freedom to replace every resistor in the network having
resistance R1 by a circuit just containing two weighted resistances R0 and R2(R1), where R2(R1) is chosen so the net
resistance (effective resistance) of the circuit equals R1 and, say, R2(1) = 1. Then the resistance z
∗(R1, R0) of the
entire network as a function of R1 and R0 will be the same as the resistance z˜
∗(R1, R2) of the new network, having
resistances R0 and R2 when R2 = R2(R1). In particular, we can take the circuit to consist of a weighted resistance
(1− q)R0 in series with weighted resistances qR2/t2 and qR0/t0 in parallel, where t0 + t2 = 1 giving
R1 = (1− q)R0 + q
t0/R0 + t2/R2
. (6.7)
Mathematically, this step of replacing every resistor in the network having resistance R1 by a circuit containing the
resistances R2(R1) and R0 is an example of substitution in subspace collections. The linear algebra problem (6.1)
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is nothing other than the equations one solves to arrive at (6.7), allowing for a source term s. A field is a three
dimensional vector. The projection P is nothing other than the projection onto the one dimensional space of fields in
the resistor R2; U⊕E is the two dimensional space of fields corresponding to electrical currents, meeting the Kirchoff
condition that the net currents flowing into a node equates with the net currents flowing out of that node, U⊕ J is
the two dimensional space of fields resulting from potential drops, U is the one dimensional space of fields that arise
in the circuit when R0 = R2 = 1. (The spaces E and J are perhaps the reverse of what one first expects, but that is
because we have resistances rather than conductances).
To find the norm of P we consider its action on a possibly complex vector a. We have
|Pa| = |p(p · a)| ≤ |p|2|a|, (6.8)
with equality when a = p. Thus P has norm
|P|2 = |p1|2 + |p2|2 + |p3|2, (6.9)
and this will surely be greater than or equal to 1 if (6.2) holds and p1, p2 and p3 are either real or purely imaginary.
For example, if p1 is purely imaginary while p2 and p3 are purely real then (6.9) implies
1 = −|p1|2 + |p2|2 + |p3|2 = |P|2 − 2|p1|2, (6.10)
which forces |P|2 to be greater than or equal to 1.
The matrix equation (6.1) is clearly satisfied with
E1 =
sp1p2
z0 − sp22
E, J = (z0 − sp21)E − sp1p2E1 − h =
(
z0 − p21s−
s2p21p
2
2
z0 − sp22
)
E − h
=
(
z0 − p
2
1z0s
z0 − sp22
)
E − h = (z0 − b)E − h, (6.11)
where
b =
p21z0
z0/s− p22
. (6.12)
A correspondence with (6.7) can be made by making the substitutions:
s = z0 − z2, b = z0 − z1, p22 = t0 = 1− t2, p21 = qt2. (6.13)
Solving (6.12) for s in terms of b gives
s =
bz0
p21z0 + bp
2
2
. (6.14)
Suppose now that in the extended abstract theory of composites we are interested in solving the equations
J(x) = [z0I−B(x)]E(x)− s(x), with Γ1E = E, Γ1J = 0, (6.15)
or equivalently in finding the resolvent (1.2) with A = Γ1B. Setting
S(x) = z0B(x)[p
2
1z0I + p
2
2B(x)]
−1, (6.16)
our preliminary linear algebra problem shows this is equivalent to solving J(x)0
J2(x)

︸ ︷︷ ︸
J(x)
=
[
z0I−
 p21I p1p2I p1p3Ip1p2I p22I p2p3I
p1p3I p2p3I p
2
3I
S(x) 0 00 S(x) 0
0 0 S(x)

︸ ︷︷ ︸
B(x)
]E(x)E1(x)
0

︸ ︷︷ ︸
E(x)
−
s0
0

︸ ︷︷ ︸
s(x)
, (6.17)
with Γ1E = E and Γ1J. We are back at an equivalent problem in the extended abstract theory of composites as
both J and E lie in orthogonal spaces. Specifically, we have
J(x) = L(x)E(x)− s(x), Γ1E = E, Γ1J = 0 with L(x) = z0I−B(x), Γ1 =
Γ1 0 00 I 0
0 0 0
 . (6.18)
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To see how this can improve convergence, let us consider the case where B(x) and z0 are given by (1.21). Then
S(x) =
z0χ(x)
p21z0 + p
2
2
= − z0χ(x)(z1 − z2)
p21z2 − p22(z1 − z2)
, (6.19)
and associated with (6.17) is the resolvent
[z0I− Γ1B]−1 = z−10 {I− [(z2 − z1)/z2]Γ1Λ}−1, (6.20)
where
Λ(x) = χ(x)p⊗ p, z2 = 1, z1 = 1 +
z0χ(x)(z1 − z2)
p21z2 − p22(z1 − z2)
. (6.21)
Note that Λ is a projection operator because both P and χ1 are projections and thus the operator inverse in (6.20)
has exactly the same form as in (1.20) with z1, z2 and χ1 being replaced by z1, z2, and Λ. Thus (6.20) can be
thought of as the resolvent associated with some sort of “two phase composite” with moduli z1 and z2. Also z1 can
be re-expressed in the form
z1 = 1 +
(z1 − z2)(β − α)
(z1 + βz2)(1 + α)
=
(z1 + αz2)(1 + β)
(z1 + βz2)(1 + α)
, (6.22)
where
α = −1− p
2
1
p22 − 1
,
β = −1− p
2
1
p22
. (6.23)
Note that −α (respectively −β) is obtained by substituting t = 0 (respectively t =∞) in (6.21). Given real β > α > 0
we need to choose p1 and p2 so that these equations are satisfied. This will necessitate complex solutions for p2 since
otherwise β will be negative. Explicitly we have
p21 =
[
1
1 + α
− 1
1 + β
]−1
, p22 =
[
1− 1 + β
1 + α
]−1
. (6.24)
With p1 being real and p2 being purely imaginary, and so Λ is no longer Hermitian, even though it is a projection.
This translates to a problem in the extended abstract theory of composites with a nonorthogonal subspace collection,
as introduced in Chapter 8 of [40].
Next, we follow the steps outlined in the previous section, though now Λ does not have norm 1. We end up with
an expansion
[I− Γ1B/z0]−1 = (L− L′0)−1K(I−ΨK)−1 = (L− L′0)−1K
∞∑
n=0
(ΨK)n
= 2
√
z1z2(L + I
√
z1z2)
−1
∞∑
n=0
[(2χ1 − I)(I− 2Γ1)]n
[√
z1/z2 − 1√
z1/z2 + 1
]n
=
∞∑
n=0
vnCn
=
∞∑
n=0
Cn
(√
z1/z2 − 1√
z1/z2 + 1
)n
=
∞∑
n=0
Cn

√
(z1+αz2)(1+β)
(z1+βz2)(1+α)
− 1√
(z1+αz2)(1+β)
(z1+βz2)(1+α)
+ 1
n , (6.25)
where
Cn = 2
√
z1z2(L + I
√
z1z2)
−1
∞∑
n=0
[(2Λ− I)(I− 2Γ1)]n, (6.26)
and
v =
w − 1
w + 1
, w =
√
z1/z2, z1/z2 =
(z1/z2 + α)(1 + β)
(z1/z2 + β)(1 + α)
. (6.27)
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We now obtain lower bounds on the rate of convergence of the series using bounds on the spectrum of A. We suppose
that the spectrum of A = Γ1χ1 on the subspace E lies inside the interval between a
− and a+ (i.e. A satisfies (1.23))
and we let α = (1/a−) − 1 and β = (1/a+) − 1 so that the singularities of Γ1LΓ1 lie between z1/z2 = −α and
z1/z2 = −β. Now v is obtained from z1/z2 through a series of transformations z1/z2 → z1/z2 → w → v as indicated
in Figure 3, which also shows how the possible singularities of A transform under these changes of variable. The
mappings transform the singularities between z1/z2 = −α and z1/z2 = −β in the z1/z2-plane to singularities around
the edge of the unit disk in the v-plane. The radius of convergence of the series is dictated by the resolvent’s nearest
singularity to the origin in the v-plane. By construction, all singularities lie outside the unit disk in the v-plane and
the mapping from z1/z2 to w =
√
z1/z2 will create a singularity at the origin in the w-plane corresponding to a
singularity on the unit disk. Consequently we deduce that
‖(2Λ− I)(I− 2Γ1)‖ = 1. (6.28)
This is by no means obvious as Λ, like P in (6.1), has norm exceeding 1.
It is to be emphasized that a+ and a− can be replaced by estimates of a+ and a−, such as obtained by Rayleigh
Ritz methods, or by the power method. One can still apply the same transformations only now (2Λ − I)(I − 2Γ1)
will have norm greater than 1.
If B is not a projection operator, it is not so clear how to choose α and β and it is also not so clear how to bound
the norm of the operator. However, after normalizing B as in (4.11) and (4.12) to ensure its spectrum is between
0 and 1, then it would be natural to choose α and β so that the spectrum of A lies inside the interval between
1/(1 + α) and 1/(1 + β). To determine the success of such an approach requires further analysis and/or numerical
investigations.
7 A remarkable identity between the resolvent of a non-Hermitian op-
erator A = Γ1BΓ1 and the inverse of an associated Hermitian operator
Let us express L as L = L1 + L2 and consider the equation
J = (L1 + L2)E− s, (7.1)
which we rewrite in the two equivalent forms
E = L−11 J− L−11 L2E + L−11 s,
J = L1E + L2[L
−1
1 J− L−11 L2E + L−11 s]− s. (7.2)
The first is easily seen to hold by substituting (7.1) in it, and the second follows by substituting the first equation
back in (7.1) We write these and the differential constraints as(
E
J
)
︸ ︷︷ ︸
J0
=
(
L−11 −L−11 L2
L2L
−1
1 L1 − L2L−11 L2
)
︸ ︷︷ ︸
L0
(
J
E
)
︸ ︷︷ ︸
E0
−
( −L−11 s
s− L2L−11 s
)
︸ ︷︷ ︸
s0
, Γ01 =
(
Γ2 0
0 Γ1
)
. (7.3)
These manipulations are similar to the manipulations of Cherkaev and Gibiansky [13] and the subsequent manipu-
lations in [33] that led to (4.4), (5.2), and (9.2) in Part I, and which were generalized in [39] to include source terms.
Now there is a close relation between J0 and E0 and they need not be real. Clearly, we are back at a problem in the
extended abstract theory of composites. It so happens that the constitutive law (7.1) implies this very close relation
between J0 and E0. This equation has the solution
E0 = [z0I− Γ01B0]−1Γ01s, where B0 = z0I− L0, (7.4)
implying
E =
(
0 I
)
[z0I− Γ01B0]−1Γ01
( −L−11 s
s− L2L−11 s
)
=
(
0 I
)
H0
( −I
L1 − L2
)
L−11 s with H
0 = (Γ01L
0Γ01)
−1 = [z0I− Γ01B0]−1Γ01. (7.5)
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Figure 3: Convergence rates in the different planes, extending the analysis in Chapter 8 of [40] and in [46]. The
mappings transform singularities between −β and −α (with α = 0.5 and β = 2 in this example) in the complex
z1/z2-plane to singularities around the edge of the unit disk in the v-plane. The possible range of singularities are
marked in red, though in the last two figures one could have singularities in the analytic continued function outside
the unit disk in the v-plane or in the left hand side of the w-plane. The contours, as in Figure 1, reflect the number
of iterations m needed for convergence. They are level curves of −1/ log(r) in the v-plane and their preimages in
the other planes. Here −β and −α could be outerbounds on the spectrum, or they could be sharp bounds marking
the endpoints of the spectrum. Note that the contours in the z1/z2-plane coincide with those for the accelerated
“Eyre-Milton” scheme in the z1/z2-plane. Here −β and −α could be just
Hence we arrive at the remarkable identity:
R = (z0I− Γ1BΓ1)−1 = R0 − (Γ1 − I)/z0 = [z0I− Γ1B]−1Γ1 − (Γ1 − I)/z0
=
(
0 I
)
H0
( −I
L1 − L2
)
L−11 − (Γ1 − I)/z0, (7.6)
that holds for any real or complex B and any real or complex z0 with B0 = z0I−L0. In particular if we take L1 as
the Hermitian part of L and L2 as the anti-Hermitian part,
L1 = (L + L
†)/2, L2 = (L− L†)/2, (7.7)
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Figure 4: Convergence rates when one only has estimates of a+ and a− obtained via the Rayleigh Ritz method, or
by the power method. One can still use the same transformations. However, now there will be branch cuts extending
(ideally slightly) within the unit disk in the v-plane, say a distance dl on the left side and a distance dr on the right
side. As a consequence the radius of convergence r0 < 1 of the series in the v-plane will be the minimum of 1 − dl
and 1− dr, with a corresponding change in the rates of convergence of the series as indicated by the contours of As
in the previous figure, the possible singularities are marked in red, though they could also lie outside the red circle
in the v-plane or in the left hand side of the w-plane. The contours, as in Figure 1, reflect the number of iterations
m needed for convergence. They are level curves of −1/ log(r/r0) in the v-plane and their preimages in the other
planes. Here −β and −α are the estimates of the endpoints of the spectrum in the z1/z2 plane, in this example
α = 1 and β = 2.
then L0 is a Hermitian operator. So we have an identity between the resolvent of a non-Hermitian operator and the
inverse of an associated Hermitian operator. Furthermore, and what is more significant, L0 will be positive definite
if and only if L1 is positive definite. Of course these results apply to matrices as well, not just operators.
The simplest example is when Γ1 = I and B = (z0 − z)I, where z = z1 + iz2 is complex. Then
Γ01B
0Γ01 = Γ
0
1(z
0I− L0)Γ01 =
(
0 0
0 (z0 − z1 − z22/z1)I
)
, (7.8)
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so that
[z0I− Γ01B0Γ01]−1 =
(
(z0)−1I 0
0 (z1 + z
2
2/z1)
−1I
)
. (7.9)
Hence the right hand of (7.6) evaluates to
(
0 I
)((z0)−1I 0
0 (z1 + z
2
2/z1)
−1I
)(
0 0
0 I
)( −I
z1 − iz2
)
z−11 =
(z1 − iz2)I
z21 + z
2
2
=
I
z
= R, (7.10)
in agreement with (7.6).
8 A Stieltjes function type integral represention for the resolvent of a
non-Hermitian operator A = Γ1BΓ1
If one is to use the formula (1.7) it is obviously best to keep z0 complex rather than splitting it into its real and
imaginary parts. To do this we take
L1 = z0I− 12 (B + B†), L2 = 12 (B† −B). (8.1)
Setting
Z(z0) = L
−1
1 = [z0I− 12 (B + B†)]−1 = Z′(z0) + iZ′′(z0), (8.2)
where Z′(z0) and Z′′(z0) are the real and imaginary parts of Z(z0), we see that Z′(z0) and Z′′(z0) are Hermitian,
and Z′(z0) is positive definite if
Re(z0)I >
1
2 (B + B
†). (8.3)
This is an extension of the result that the inverse of a matrix A = Ah + Aa with positive definite Hermitian part
Ah and anti-Hermitian part Aa has a positive definite Hermitian part. To establish this we write
A = A
−1/2
h [I− i(iA−1/2h AaA−1/2h )]−1A−1/2h , (8.4)
and then diagonalize the Hermitian matrix iA
−1/2
h AaA
−1/2
h to calculate the inverse. The Hermitian part of L0(z0)
is
1
2 [L
0 + (L0)†] =
(
Z′ −Z′L2
L2Z
′ 1
2 [Re(z0)I− 12 (B + B†)] + L2Z′L†2
)
=
(
0 0
0 Re(z0)I− 12 (B + B†)
)
+
(
I
−L†2
)
Z′
(
I −L2
)
, (8.5)
and this is clearly positive definite if (8.3) holds. Let c be a real value of z0 such that (8.3) holds (and c− 12 (B + B†)
is coercive), and define w0 = z0 − c. Then we have
L1 = z0I− 12 (B + B†) = w0I + M0, with M0(x) = cI− 12 [B(x) + B†(x)] > 0. (8.6)
So H0(w0) is Hermitian when w0 is real and positive, and the Hermitian part of H
0(w0) is positive definite for all
w0 in the right hand plane. Additionally, as w0 →∞, we have
H0(w0) = w0H1 + H2 + O(1/w0), H1 =
(
Γ2 0
0 0
)
, H2 =
(
Γ2M0Γ2 0
0 0
)
. (8.7)
These properties are reminiscent of the complex conductivity tensor σ as a function of iω where ω is the frequency.
Equivalently, H0(w0)−w0H1 is an operator valued Stieltjes function of w0 and we have the representation formula:
H0(w0) = w0H1 + H2 +
ˆ ∞
0
dµ(λ)
w0 + λ
, (8.8)
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where µ(λ) is a positive semidefinite Hermitian valued measure. This measure is given by the Stieltjes inversion
formula:
µ(λ1) + µ(λ1) + 2µ((λ1, λ2)) = pi
−1 lim
↓0
ˆ λ2
λ1
{H0(−λ+ i) + [H0(−λ+ i)]†} dλ. (8.9)
In summary, by substituting (8.8) back in (7.6) we obtain an integral representation for R.
There are other families of nonselfadjoint operators for which the resolvents have integral representations. The
simplest is for bounded operators where the real and imaginary parts are each selfadjoint with a real part that is
coercive (as for the just mentioned complex conductivity tensor σ as a function of iω). For dissipative operators,
which (modulo multiplication by a complex number) have a positive semi-definite imaginary part, Gohberg and
Kre˘ın [17] show that one can embed the Hilbert space on which A acts in a larger Hilbert space and find a Hermitian
operator H such that f(H)P = f(A)P for all P in the Hilbert space where A acts. The spectral theory for H
then allows one to compute f(H)P for analytic functions f , and gives a Nevanlinna-Herglotz representation integral
representation for the resolvent associated with H. The approach we take here also has some similarities with Livsˇic’s
compression of resolvents: see [26,29] and references therein.
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