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Abstract
Quasi-Monte Carlo (QMC) methods for high dimensional integrals over unit cubes and
products of spheres are well-studied in literature. We study QMC tractability of integrals
of functions defined over the product of m copies of the simplex T d ⊂ Rd. The domain
is a tensor product of m reproducing kernel Hilbert spaces defined by ‘weights’ γm,j, for
j = 1, 2, . . . , m. Similar to the results on the unit cube in m dimensions, and the product of
m copies of the d-dimensional sphere, we prove that strong polynomial tractability holds iff
lim supm→∞
∑m
j=1 γm,j <∞ and polynomial tractability holds iff lim supm→∞
∑m
j=1 γm,j
log(m+1)
<∞.
We also show that weak tractability holds iff limm→∞
∑m
j=1 γm,j
m
= 0. The proofs employ
Sobolev space techniques and weighted reproducing kernel Hilbert space techniques for the
simplex and products of simplices as domain. Properties of orthogonal polynomials on a
simplex are also used extensively.
Keywords: Quasi-Monte Carlo methods, Multivariate integration, Product of simplices,
Worst-case error, Tractability
1. Introduction
Integration over simplices is an important problem in computer graphics and light trans-
port theory. This applies, in particular, to image rendering. The main problem is to calculate
an integral of the form ∫
T d
· · ·
∫
T d
f(x1, . . . , xm) dx1 dx2 · · ·dxm, (1)
where d is usually small, m can be very large and T d is the d-dimensional simplex defined
by
T d :=
{
x ∈ Rd : x1 ≥ 0, . . . , xd ≥ 0, 1−
d∑
i=1
xi ≥ 0
}
.
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Sampling over such product spaces is quite challenging. Most quasi-Monte Carlo (QMC)
techniques are well developed for numerical integration of functions defined on the unit
cube [0, 1]m. The quantity µ :=
∫
[0,1]m
f(x) dx is approximated by an equal weight rule
µˆN := (1/N)
∑N
i=1 f(xi) for carefully chosen xi ∈ [0, 1]m. The accuracy of such a QMC
method can be measured using the Koksma-Hlawka inequality (see [12]) which suggests to
use low-discrepancy sequences in order to reduce the error of numerical integration. However,
they have a cost (in terms of the number of function evaluations) which grows exponentially
with m. In this setting of the unit cube, Sloan and Woz´niakowski [24] find a class of
functions for which the cost is bounded independently of m. (They use d instead of m for
the dimension). Later on Kuo and Sloan [11] study numerical integration over products of
unit spheres (in a fixed dimensional Euclidean space) and find a class of functions with the
same property. In this paper, we study such a class of functions by considering the domain
to be products of standard simplices.
Interest in numerical integration over the simplex is quite recent. Brandolini et al. [5]
develop a new Koksma-Hlawka type inequality on the simplex to study low-discrepancy
sequences. Pillards and Cools [19] give a series of transformations from the unit cube to the
simplex and very recently, Basu and Owen [4] give two explicit low-discrepancy constructions
on the triangle.
Similar to [11, 24] we find a function class Hm, such that the number of function evalua-
tions needed to reduce the initial error by a factor of ǫ is bounded independently of m. We
also prove that error in numerical integration is O(n−1/2) for functions belonging to the class
Hm. We use the well-known, elegant and powerful method of reproducing kernel Hilbert
spaces in the weighted case by combining it with tensor-product techniques. The smoothness
condition of r > d/2 for the underlying space in the case of the sphere, ensures that these
techniques work (see [11]). In our situation for the embedding results, point evaluations and
the well-definiteness of worst-case error, we need r > d+ 1. Here r is the number of deriva-
tives used in defining the inner product associated with the function class Hm. Our results
are based on finding an orthonormal basis on the simplex which has similar properties to
that of spherical harmonics on the sphere. A detailed overview of the connections between
the sphere, ball and simplex can be found in [31].
The rest of the paper is organized as follows. We describe the problem in Section 2.
The preliminaries are explained in Section 3. We prove our theorem on QMC tractability
in Section 4. Concluding remarks and discussions follow in Section 5.
2. Numerical integration over products of simplices and tractability
Let T d be the d-dimensional simplex defined by
T d := {x ∈ Rd : x1 ≥ 0, . . . , xd ≥ 0, 1− |x| ≥ 0}, (2)
where |x| := x1 + · · ·+ xd. The purpose of this paper is to study the problem of integration
on the product space (T d)m := T d× T d× · · ·× T d of m copies of the d-dimensional simplex
T d. Usually, d is small and m is very large. There are many papers on integration over
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the triangle T 2 and the simplex [4, 18, 19] but very little is known when the domain is the
product of higher dimensional simplices.
Let us begin with a few notations, which we use throughout the rest of the paper. We
write the integral as
Im(f) :=
1
cm
∫
(T d)m
f(x) dx, (3)
where cm :=
∫
(T d)m
1 dx = 1/(d!)m is the normalizing constant. The integrand is assumed
to belong to some Sobolev space Hm which is a tensor product of m weighted reproducing
kernel Hilbert spaces (RKHS), where the jth weighted RKHS is parametrized by weights
γm,j for j = 1, . . . , m. We give the explicit definition in Section 3.
We approximate the integral (3) using the following QMC method:
Qn,m(f) :=
1
n
n∑
i=1
f(ti) =
1
n
n∑
i=1
f(ti,1, . . . , ti,m), (4)
where t1, . . . tn ∈ (T d)m. Following Sloan and Woz´niakowski [24], we consider the worst-case
error of Qn,m which is the worst-case performance of Qn,m, over the unit ball of Hm; i.e.,
en,m := e(Qn,m) = sup
f∈Hm,||f ||m≤1
|Im(f)−Qn,m(f)|, (5)
where || · ||m denotes the norm in Hm. For n = 0, we formally set Q0,m := 0. The corre-
sponding worst-case error is the initial error
e0,m := sup
f∈Hm,||f ||m≤1
|Im(f)|.
We would like to reduce the initial error by a factor of ǫ, where ǫ ∈ (0, 1). Thus, we are
looking for the smallest n = n(ǫ,m) for which t1, . . . , tn exist such that en,m ≤ ǫe0,m. We can
now define what we mean by QMC tractability. The general notion of tractability can be
found in [13, 27, 28]. For a detailed account of tractability of multivariate problems, we refer
the reader to the trilogy by Novak and Woz´niakowski [14, 15, 16]. The integration problem
(in the worst-case setting) is said to be ‘polynomial tractable’ iff there exist non-negative
C, q, and p such that
n(ǫ,m) ≤ Cǫ−pmq ∀m = 1, 2, . . . ; ∀ǫ ∈ (0, 1). (6)
If (6) holds, then the infima of q and p are called the m-exponent and ǫ-exponent of
tractability. The problem is said to be ‘strongly polynomial tractable’ if (6) holds with
q = 0. Some years ago, a third relevant notion of tractability was introduced, namely ‘weak
tractability’ (see [15] for details). The integration problem is said to be weakly tractable iff
lim
ǫ−1+m→∞
log n(ǫ,m)
ǫ−1 +m
= 0. (7)
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In Section 4, we prove our results on the necessary and sufficient conditions for polyno-
mial, strong polynomial and weak tractability. We will prove that if γm,j are positive and
uniformly bounded, then strong polynomial tractability holds iff
lim sup
m→∞
m∑
j=1
γm,j <∞,
polynomial tractability holds iff
lim sup
m→∞
∑m
j=1 γm,j
log(m+ 1)
<∞
and weak tractability holds iff
lim
m→∞
∑m
j=1 γm,j
m
= 0.
The conditions are exactly the same when the products of m simplices and one unit cube
of dimension m are considered [9, 24, 26]. It is also same when products of simplices and
products of spheres of fixed dimension are considered. Kuo and Sloan [11] do not show
the result for weak tractability but it easily follows from their proof. The tractability
results in the case for product of simplices follow from non-constructive arguments. We
are yet to develop QMC methods that achieve the lower bound of O(n−1/2) like that in
[8, 10, 21, 22, 23].
3. Preliminaries
3.1. The d-dimensional Simplex and Orthogonal Polynomials
Let L2(T
d) be the space of square-integrable and measurable real-valued functions on T d
provided with the inner product,
〈f, g〉L2(T d) = d!
∫
T d
f(x)g(x) dx. (8)
The orthogonal polynomials with respect to this inner product have been studied extensively
(see [7]). Let Vdℓ denote the space of orthogonal polynomials of degree ℓ with respect to this
inner product. Let rdℓ = dimVdℓ . It is well known that rdℓ =
(
ℓ+d−1
ℓ
)
. Aktas¸ and Xu [1]
obtained the following result regarding a basis of Vdℓ .
Lemma 1. For n˜ ∈ Nd0 and x ∈ Rd, one defines
Pn˜(x) :=
∂|n˜|
∂xn˜
[
xn˜(1− |x|)|n˜|] , (9)
where ∂
|n˜|
∂xn˜
= ∂
|n˜|
∂x
n˜1
1 ...∂x
n˜d
d
and xn˜ = xn˜11 . . . x
n˜d
d . Pn˜ are orthogonal polynomials with respect to
constant function and {Pn˜ : |n˜| = ℓ} is a basis of Vdℓ .
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For the proof of this lemma, see [7]. Note that the set Bℓ = {Pn˜ : |n˜| = ℓ} has cardinality
rdℓ and we can order the elements of Bℓ with some fixed ordering parametrized by k, where
1 ≤ k ≤ rdℓ . Further, we can convert this basis into an orthonormal basis. For simplicity, let
us denote the orthonormal basis as {Pℓ,k, 1 ≤ k ≤ rdℓ}. We shall now discuss a few properties
of this orthonormal basis which we will use in our proofs in later sections. For more details,
we refer to [1].
3.1.1. Orthonormality
By orthonormality of {Pℓ,k} we mean
〈Pℓ1,k, Pℓ2,j〉 = d!
∫
T d
Pℓ1,k(x)Pℓ2,j(x) dx = δj,kδℓ1,ℓ2,
where δa,b = 1 if a = b and 0 otherwise. Xu [30] gives more details regarding orthogonal
polynomials on simplices and cubature formulae.
3.1.2. Summability
Summability of the orthonormal polynomials is important for explicitly defining the
reproducing kernel Hilbert space, as we discuss later. Let us define,
Pℓ(x, y) :=
rd
ℓ∑
k=1
Pℓ,k(x)Pℓ,k(y) = [Pℓ(x)]
T [Pℓ(y)],
where Pℓ =
(
Pℓ,1, . . . , Pℓ,rd
ℓ
)T
. Note that, any other orthonormal basis of Vdℓ can be obtained
by multiplying an orthogonal matrix to Pℓ. Thus, Pℓ(x, y) is independent of the choice of
the orthonormal basis. Xu [29] gives a closed form for this sum which we will use in our
proofs. Theorem 2.2 of [29] states that
Pℓ(x, y) =
2ℓ+ d
(2π)d+1d
∫
[−1,1]d+1
C
(d)
2ℓ
(
d+1∑
i=1
√
xiyiti
)
d+1∏
i=1
(1− t2i )−
1
2 dt,
where xd+1 = 1−|x|, yd+1 = 1−|y|, and C(λ)n is the Gegenbauer polynomial of degree n = 2ℓ
and parameter λ = d. More details about the Gegenbauer polynomial can be found in
[7, 17, 20].
3.1.3. Eigenfunctions
Consider a partial differential operator ∇ defined as
∇ :=
d∑
i=1
xi(1− xi) ∂
2
∂x2i
− 2
∑
1≤i≤j≤d
xixj
∂2
∂xi∂xj
+
d∑
i=1
(1− (d+ 1)xi) ∂
∂xi
.
It is well known (see [1]) that for all P ∈ Vdℓ , we have
∇P = −ℓ(ℓ + d)P.
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In other words, orthogonal polynomials of degree ℓ are eigenfunctions of the second order
partial differential operator ∇ with eigenvalue −ℓ(ℓ + d). Hence for our orthonormal basis
{Pℓ,k}, we get for all k ∈ {1, . . . , rdℓ},
(−∇)Pℓ,k = ℓ(ℓ+ d)Pℓ,k.
For any r > 0, we define the (pseudo-differential) operator (−∇) r2 by
(−∇) r2Pℓ,k := [ℓ(ℓ+ d)] r2Pℓ,k.
Since −∇ is a second order partial differential operator, we can intuitively think of (−∇) r2
as the r-th derivative operator.
Remark 1. Throughout this Section, we work with the inner product on L2(T d) as defined
in (8), where the integration is with respect to the constant weight of d!. There also exists
a classical weight function on the d-dimensional simplex T d defined as in [30] by
Wα(x) := wαx
α1
1 · · ·xαdd (1− |x|)αd+1 for α1, . . . , αd, αd+1 > −1,
where wα is such that
∫
T d
Wα(x) dx = 1. With this weight function, the corresponding inner
product can be defined as,
〈f, g〉α =
∫
T d
f(x)g(x)Wα(x) dx.
Choosing α = 0, we get our specific case. Most of the results in this Section can be
generalized to arbitrary α. For more details on the general weight function and orthogonal
polynomials, see [1, 7, 30].
In the following lemmas we summarize the properties of the function Pℓ(x, y) that we
will need in our proofs.
Lemma 2. For ℓ ≥ 1 and x, y ∈ T d, we have Pℓ(x, y) ≤ Mℓ2d, where M is a constant
depending only on d.
Proof. We have
Pℓ(x, y) =
2ℓ+ d
(2π)d+1d
∫
[−1,1]d+1
C
(d)
2ℓ
(
d+1∑
i=1
√
xiyiti
)
d+1∏
i=1
(1− t2i )−
1
2 dt. (10)
Since x, y ∈ T d, we have −1 ≤ ∑d+1i=1 √xiyiti ≤ 1. The Gegenbauer polynomials have the
following properties (see [7]) :∣∣∣C(λ)ℓ (x)∣∣∣ ≤ C(λ)ℓ (1) for x ∈ [−1, 1], C(λ)ℓ (−x) = (−1)ℓC(λ)ℓ (x). (11)
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Thus, we get
Pℓ(x, y) ≤ (2ℓ+ d)C
(d)
2ℓ (1)
(2π)d+1d
∫
[−1,1]d+1
d+1∏
i=1
(1− t2i )−
1
2 dt
=
(2ℓ+ d)C
(d)
2ℓ (1)
(2π)d+1d
d+1∏
i=1
∫
[−1,1]
(1− t2i )−
1
2 dti
=
(2ℓ+ d)C
(d)
2ℓ (1)
2d+1d
,
where the last equality follows from
∫
[−1,1]
(1−t2i )−
1
2 dti = π. Now from [7] we know C
(d)
2ℓ (1) =(
2ℓ+2d−1
2ℓ
)
. Thus, we have
Pℓ(x, y) ≤ 2ℓ+ d
2d+1d
C
(d)
2ℓ (1) =
2ℓ+ d
2d+1d
(
2ℓ+ 2d− 1
2ℓ
)
=
(2ℓ+ d)
2d+1d
(2ℓ+ 2d− 1) . . . (2ℓ+ 1)
(2d− 1)!
≤ 2ℓ+ d
2d+1d
M˜ℓ2d−1 ≤Mℓ2d,
where M˜ and M depend only on d.
Lemma 3. For ℓ ≥ 1 and for any x ∈ T d,∫
T d
Pℓ(x, y) dy = 0.
Proof. Note that
∫
T d
Pℓ(x, y) dy =
∫
T d
rd
ℓ∑
k=1
Pℓ,k(x)Pℓ,k(y) dy
=
rd
ℓ∑
k=1
Pℓ,k(x)
∫
T d
Pℓ,k(y) dy.
Now, for ℓ = 0, rd0 = 1. Thus, P0,1(x) =
∂|0|
∂x0
[
x0(1− |x|)|0|] = 1. Using this, we can write
the above integral as
∫
T d
Pℓ(x, y) dy =
rd
ℓ∑
k=1
Pℓ,k(x)
∫
T d
P0,1(y)Pℓ,k(y) dy = 0.
The last equality follows from the fact that on T d the basis functions {Pℓ,k} are orthonormal
with respect to the constant weight function.
With these definitions and notations we can now define our Sobolev spaces.
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3.2. The Sobolev Space H1
Let f ∈ L2(T d). The Fourier expansion of f with respect to the family of orthonormal
polynomials {Pℓ,k : 1 ≤ k ≤ rdℓ , ℓ = 0, 1, 2, . . .} is given by
f(x) ∼
∞∑
ℓ=0
rd
ℓ∑
k=1
aℓk(f)Pℓ,k(x), where a
ℓ
k(f) = d!
∫
T d
f(x)Pℓ,k(x) dx. (12)
We denote by Πd the set of polynomials in d variables on T d and by Πdℓ the subset of
polynomials of degree at most ℓ, that is Πd = ∪∞ℓ=0Πdℓ . For r > 0 and γ > 0, we define the
Sobolev space H1 := H
(d,r)
1,γ ⊆ L2(T d) as the closure of Πd with respect to the norm
||f ||21 := I1(f)2 +
1
γ
||(−∇) r2f ||2L2(T d),
where I1(f) = d!
∫
T d
f(x) dx and (−∇) r2f(x) =∑∞ℓ=0∑rdℓk=1[ℓ(ℓ + d)] r2aℓk(f)Pℓ,k(x). Thus, it
follows from Parseval’s Theorem that for r > 0 and f ∈ H1,
||f ||21 = a01(f)2 +
1
γ
∞∑
ℓ=1
rd
ℓ∑
k=1
[ℓ(ℓ+ d)]raℓk(f)
2
=
∞∑
ℓ=0
rd
ℓ∑
k=1
Bd,r,γ(ℓ)a
ℓ
k(f)
2 <∞,
where
Bd,r,γ(ℓ) =
{
1 if ℓ = 0
1
γ
[ℓ(ℓ+ d)]r if ℓ ≥ 1.
Thus, for any two functions f, g ∈ H1 we can define the inner product as
〈f, g〉1 :=
∞∑
ℓ=0
rd
ℓ∑
k=1
Bd,r,γ(ℓ)a
ℓ
k(f)a
ℓ
k(g).
We now give a condition for the convergence of the Fourier series (12), which is different
from the condition in Kuo and Sloan [11]. The uniform convergence result for the Fourier
series expansion on the simplex are more restrictive than for the unit sphere.
Lemma 4. Let f ∈ H1. Then the Fourier series of f given in (12) converges uniformly if
r > d+ 1.
Proof. We shall show that the Weierstrass’ M-test holds for r > d + 1 and thereby the
series
∑∞
ℓ=0 fℓ(x) converges uniformly on T
d, where fℓ(x) =
∑rd
ℓ
k=1 a
ℓ
k(f)Pℓ,k(x). To apply
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the Weierstrass’ M-test, we first find a bound Mℓ such that |fℓ(x)| ≤ Mℓ for all ℓ ≥ 0 and
all x ∈ T d. Observe that for ℓ ≥ 1,
|fℓ(x)| =
∣∣∣∣∣∣
rd
ℓ∑
k=1
aℓk(f)Pℓ,k(x)
∣∣∣∣∣∣
=
∣∣∣∣∣∣
rd
ℓ∑
k=1
aℓk(f)Bd,r,γ(ℓ)
1/2Pℓ,k(x)Bd,r,γ(ℓ)
−1/2
∣∣∣∣∣∣
≤

 rdℓ∑
k=1
aℓk(f)
2Bd,r,γ(ℓ)


1/2
 rdℓ∑
k=1
Pℓ,k(x)Pℓ,k(x)
Bd,r,γ(ℓ)


1/2
≤ ||f ||1
(
Pℓ(x, x)
Bd,r,γ(ℓ)
)1/2
≤ ||f ||1
√
M
ℓd√
Bd,r,γ(ℓ)
=:Mℓ
by the Cauchy-Schwarz inequality; we have
rd
ℓ∑
k=1
aℓk(f)
2Bd,r,γ(ℓ) ≤
∞∑
ℓ=0
rd
ℓ∑
k=1
aℓk(f)
2Bd,r,γ(ℓ) = ||f ||21;
and finally the last inequality follows from Lemma 2. For ℓ = 0, we have
|f0(x)| = |a01(f)P0,1(x)| = |a01(f)| = |I1(f)| =: M0
Now,
∞∑
ℓ=0
Mℓ = M0 +
∞∑
ℓ=1
Mℓ = |I1(f)|+ ||f ||1
√
M
∞∑
ℓ=1
ℓd√
Bd,r,γ(ℓ)
= |I1(f)|+ ||f ||1
√
Mγ
∞∑
ℓ=1
ℓd
[ℓ(ℓ+ d)]r/2
≤ |I1(f)|+ ||f ||1
√
Mγ
∞∑
ℓ=1
ℓd−r.
Thus,
∑∞
ℓ=0Mℓ < ∞ if r > d + 1. Hence, if r > d + 1, then Weierstrass’ M-test holds and∑∞
ℓ=0
∑rd
ℓ
k=1 a
ℓ
k(f)Pℓ,k(x) converges uniformly on T
d.
Using the result of Lemma 4, it easy to see the following embedding result for the Sobolev
space H1.
Lemma 5. If r > d + 1, H1 ⊆ C(T d), where C(T d) is the class of continuous functions on
T d.
Proof. Let f ∈ H1. Since r > d+1, by Lemma 4 we see that the Fourier series of f converges
uniformly. Now, as uniform convergence preserves continuity we have that f is continuous
and pointwise equal to its Fourier series. Hence, the result follows.
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3.3. Reproducing Kernel Hilbert Space
We will now show that H1 is indeed a reproducing kernel Hilbert space. (For more details
on RKHS see [2].) Using the embedding result of Lemma 5, we can prove the following result.
Lemma 6. Let r > d+ 1. For f ∈ H1, we have |f(x)| ≤ C||f ||1 for some C > 0.
Proof. Since f ∈ H1 ⊆ C(T d) we get
|f(x)| =
∣∣∣∣∣∣
∞∑
ℓ=0
rd
ℓ∑
k=1
aℓk(f)Pℓ,k(x)
∣∣∣∣∣∣
=
∣∣∣∣∣∣
∞∑
ℓ=0
rd
ℓ∑
k=1
aℓk(f)Bd,r,γ(ℓ)
1/2Pℓ,k(x)Bd,r,γ(ℓ)
−1/2
∣∣∣∣∣∣
≤

 ∞∑
ℓ=0
rd
ℓ∑
k=1
aℓk(f)
2Bd,r,γ(ℓ)


1/2
 ∞∑
ℓ=0
rd
ℓ∑
k=1
Pℓ,k(x)Pℓ,k(x)
Bd,r,γ(ℓ)


1/2
= ||f ||1
(
∞∑
ℓ=0
Pℓ(x, x)
Bd,r,γ(ℓ)
)1/2
= ||f ||1
(
1 + γ
∞∑
ℓ=1
Pℓ(x, x)
[ℓ(ℓ+ d)]r
)1/2
.
Now,
∞∑
ℓ=1
Pℓ(x, x)
[ℓ(ℓ+ d)]r
≤M
∞∑
ℓ=1
ℓ2d
[ℓ(ℓ+ d)]r
=: cd,r, (13)
where the inequality follows from Lemma 2 and the convergence holds because r > d + 1.
Thus,
|f(x)| ≤ (1 + γcd,r)1/2||f ||1.
Taking C = (1 + γcd,r)
1/2, we have our result.
The embedding result yields that point evaluation is a bounded linear functional on H1
for r > d + 1. Therefore, H1 is a reproducing kernel Hilbert space. Thus, there exists a
kernel K1 : T
d × T d → R, which has the reproducing property; namely K1(x, y) = K1(y, x)
for all x, y ∈ T d, K1(x, ·) ∈ H1 for all x ∈ T d, and
〈f,K1(·, y)〉1 =
∞∑
ℓ=0
rd
ℓ∑
k=1
aℓk(f)Pℓ,k(y) = f(y) ∀ f ∈ H1, y ∈ T d.
It is easy to see that the kernel K1(x, y) can be explicitly written as
K1(x, y) = K
(d,r)
1,γ (x, y) =
∞∑
ℓ=0
rd
ℓ∑
k=1
Pℓ,k(x)Pℓ,k(y)
Bd,r,γ(ℓ)
= 1 + γ
∞∑
ℓ=1
Pℓ(x, y)
[ℓ(ℓ+ d)]r
.
Note further that
∑∞
ℓ=1
Pℓ(x,y)
[ℓ(ℓ+d)]r
converges uniformly for r > d + 1. In fact from Lemma 9
(proved later) we can show it converges absolutely for all x, y ∈ T d. ThusK1(x, y) ≤ 1+γcd,r,
where cd,r is given in (13) and K1 is a continuous function on T
d × T d.
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3.4. The Sobolev Space Hm
From now onwards we shall assume that r > d+ 1. We closely follow [11] when defining
the weighted Sobolev space Hm = H
(d,r)
m,γm over the product of simplices (T
d)m as the tensor
product
Hm = H
(d,r)
m,γm := H
(d,r)
1,γm,1 ⊗H(d,r)1,γm,2 ⊗ · · · ⊗H(d,r)1,γm,m ,
where the weights in γm = (γm,1, . . . , γm,m) are assumed to be positive and uniformly
bounded, i.e.,
γ∗ := sup
m≥1
max
1≤j≤m
γm,j <∞. (14)
Any function f ∈ Hm can be expressed as
f(x) = f(x1, . . . , xm) =
∑
ℓ∈Nm0
∑
k∈K(m,ℓ)
aℓk(f)
m∏
j=1
Pℓj ,kj(xj),
where K(m, ℓ) := {k ∈ Nm : 1 ≤ kj ≤ rdℓj for each j = 1, 2, . . . , m} and
aℓk(f) := (d!)
m
∫
(T d)m
f(x)
m∏
j=1
Pℓj ,kj(xj) dx.
Similar to the space H1, we can define the inner product on Hm as
〈f, g〉m :=
∑
ℓ∈Nm0
∑
k∈K(m,ℓ)
(
m∏
j=1
Bd,r,γm,j (ℓj)a
ℓ
k(f)a
ℓ
k(g)
)
and the reproducing kernel as
Km(x,y) :=
m∏
j=1
K
(d,r)
1,γm,j
(xj , yj) =
m∏
j=1
(
1 + γm,j
∞∑
ℓ=1
Pℓ(xj , yj)
[ℓ(ℓ+ d)]r
)
.
4. QMC tractability
Kuo and Sloan [11] gave expressions for the worst-case error in reproducing kernel Hilbert
spaces on products of spheres, in terms of the reproducing kernel. Here we state analogous
results considering the domain to be products of simplices. The worst-case error using the
QMC rule with points (t1, . . . , tn) is
e2n,m = sup
f∈Hm,||f ||m≤1
|Im(f)−Qn,m(f)|2
= (d!)2m
∫
(T d)m
∫
(T d)m
Km(x,y) dx dy − 2(d!)
m
n
n∑
i=1
∫
(T d)m
Km(x, ti) dx
+
1
n2
n∑
i=1
n∑
h=1
Km(ti, th).
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The initial error satisfies
e20,m = (d!)
2m
∫
(T d)m
∫
(T d)m
Km(x,y) dx dy.
The mean square worst-case error over all cubature points is
E(e2n,m) := (d!)
nm
∫
(T d)m
· · ·
∫
(T d)m
e2n,m(t1, . . . , tn) dt1 · · ·dtn
=
1
n
(
(d!)m
∫
(T d)m
Km(x,x) dx− (d!)2m
∫
(T d)m
∫
(T d)m
Km(x,y) dx dy
)
.
We now focus on our Sobolev space Hm and give an upper and lower bound on e
2
n,m which
will then be used to prove QMC tractability in the space Hm. We begin with a lemma which
is similar to Lemma 1 in [11].
Lemma 7. Let r > d+ 1. Then e0,m = 1 and
e2n,m = −1 +
1
n2
n∑
i=1
n∑
h=1
m∏
j=1
(
1 + γm,j
∞∑
ℓ=1
Pℓ(ti,j, th,j)
[ℓ(ℓ+ d)]r
)
.
Proof. Observe that
(d!)m
∫
(T d)m
Km(x,y) dx = (d!)
m
∫
(T d)m
m∏
j=1
(
1 + γm,j
∞∑
ℓ=1
Pℓ(xj , yj)
[ℓ(ℓ+ d)]r
)
dx
=
m∏
j=1
d!
∫
T d
(
1 + γm,j
∞∑
ℓ=1
Pℓ(xj , yj)
[ℓ(ℓ+ d)]r
)
dxj
=
m∏
j=1
(
1 + γm,jd!
∫
T d
∞∑
ℓ=1
Pℓ(xj , yj)
[ℓ(ℓ+ d)]r
dxj
)
.
Now, since
∑∞
ℓ=1
Pℓ(xj ,yj)
[ℓ(ℓ+d)]r
is uniformly bounded, by the bounded convergence theorem, we
can interchange the sum and the integral. Thus, we get
(d!)m
∫
(T d)m
Km(x,y) dx =
m∏
j=1
(
1 + γm,j
∞∑
ℓ=1
d!
∫
T d
Pℓ(xj , yj) dxj
[ℓ(ℓ+ d)]r
)
= 1,
where the last equality follows from Lemma 3. Thus, we get
e20,m = (d!)
2m
∫
(T d)m
∫
(T d)m
Km(x,y) dx dy
= (d!)m
∫
(T d)m
1 dy = 1.
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We also get
e2n,m = (d!)
2m
∫
(T d)m
∫
(T d)m
Km(x,y) dx dy − 2(d!)
m
n
n∑
i=1
∫
(T d)m
Km(x, ti) dx
+
1
n2
n∑
i=1
n∑
h=1
Km(ti, th)
= 1− 2 + 1
n2
n∑
i=1
n∑
h=1
Km(ti, th)
= −1 + 1
n2
n∑
i=1
n∑
h=1
m∏
j=1
(
1 + γm,j
∞∑
ℓ=1
Pℓ(ti,j, th,j)
[ℓ(ℓ+ d)]r
)
.
4.1. Upper Bound for e2n,m
We use the expected worst-case error to obtain a particular set of t1, . . . , tn ∈ (T d)m such
that e2n,m(t1, . . . , tn) has the required upper bound. The following lemma gives the result.
It is of the same flavor as Lemma 2 in [11].
Lemma 8. Let r > d+ 1. There exist t1, . . . , tn ∈ (T d)m such that
e2n,m(t1, . . . , tn) ≤
1
n
(
m∏
j=1
(1 + γm,jcd,r)− 1
)
,
where cd,r is given in (13).
Proof. Note that E(e2n,m) is the mean of e
2
n,m over all possible selection of cubature points.
Thus, there exists a collection (t1, . . . , tn) such that e
2
n,m(t1, . . . , tn) ≤ E(e2n,m). Now,
E(e2n,m) =
1
n
(
(d!)m
∫
(T d)m
Km(x,x) dx− (d!)2m
∫
(T d)m
∫
(T d)m
Km(x,y) dx dy
)
=
1
n
(
(d!)m
∫
(T d)m
Km(x,x) dx− 1
)
=
1
n
(
m∏
j=1
(
1 + γm,j
∞∑
ℓ=1
d!
∫
T d
Pℓ(xj , xj) dxj
[ℓ(ℓ+ d)]r
)
− 1
)
.
Note that
∞∑
ℓ=1
d!
∫
T d
Pℓ(xj , xj) dxj
[ℓ(ℓ+ d)]r
≤
∞∑
ℓ=1
d!
∫
T d
Mℓ2d dxj
[ℓ(ℓ+ d)]r
= M
∞∑
ℓ=1
ℓ2d
[ℓ(ℓ+ d)]r
= cd,r,
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where the first inequality follows from Lemma 2. Furthermore, for all j ∈ {1, . . . , m},
Pℓ(xj , xj) =
∑rd
ℓ
k=1(Pℓ,k(xj))
2 ≥ 0. Thus, we get for all j ∈ {1, . . . , m}
1 ≤
(
1 + γm,j
∞∑
ℓ=1
d!
∫
T d
Pℓ(xj , xj) dxj
[ℓ(ℓ+ d)]r
)
≤ 1 + γm,jcd,r.
Plugging it back into E(e2n,m), we see that there exist t1, . . . , tn such that
e2n,m(t1, . . . , tn) ≤ E(e2n,m) ≤
1
n
(
m∏
j=1
(1 + γm,jcd,r)− 1
)
.
4.2. Lower Bound on e2n,m
We begin this section with a few notation. We add an extra subscript on the previous
notation to identify the weights with respect to which the Sobolev space is defined. Let
||·||m,γm , en,m,γm andKm,γ(·, ·) denote the norm, worst-case error and the kernel, respectively,
in the space H
(d,r)
m,γm .
We follow the argument in [11, 25] to obtain our lower bound. The argument would have
been much simpler as in [24], if Km,γ(x,y) ≥ 0. However that may not always be the case,
so we introduce ηm = (ηm,1, . . . , ηm,m), a collection of positive weights such that ηm,j ≤ γm,j
for all j = 1, . . . , m and later choose η such that Km,η(x,y) is non-negative.
Observe, that as ηm,j ≤ γm,j for all j = 1, . . . , m, we have Bd,r,γm,j (ℓ) ≤ Bd,r,ηm,j (ℓ) for
all j = 1, . . . , m which shows that ||f ||m,γm ≤ ||f ||m,ηm . This implies that the unit ball of
H
(d,r)
m,ηm is contained in the unit ball of H
(d,r)
m,γm . Thus, from Definition (5), we get
en,m,ηm(t1, . . . , tn) ≤ en,m,γm(t1, . . . , tn).
Thus, it is enough to obtain a lower bound for en,m,ηm to get a lower bound for en,m,γm .
To do that we first need to find the appropriate weights ηm. For x, y ∈ T d, consider the
continuous function
g(x, y) =
∞∑
ℓ=1
Pℓ(x, y)
[ℓ(ℓ + d)]r
. (15)
Let gmin and gmax denote the minimum and maximum of g(x, y). Note that by Lemma 2,
gmax is finite because r > d+1 by assumption. We shall also show that gmin > −∞. In fact
we produce an explicit lower bound for gmin.
Lemma 9. Let r > d+ 1. For x, y ∈ T d, let g(x, y) denote the function in (15). Then,
gmin = inf
x,y∈T d
g(x, y) ≥ −cd,r,
where cd,r is given in (13).
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Proof. From (10), we have
Pℓ(x, y) =
2ℓ+ d
(2π)d+1d
×
∫
[−1,1]d+1
C
(d)
2ℓ
(
d+1∑
i=1
√
xiyiti
)
d+1∏
i=1
(1− t2i )−
1
2 dt
≥ 2ℓ+ d
2d+1d
min
u∈[−1,1]
C
(d)
2ℓ (u).
Now, from [7] we know that the Gegenbauer polynomials satisfy |C(λ)ℓ (u)| ≤ C(λ)ℓ (1) for all
u ∈ [−1, 1]. Therefore, minu∈[−1,1]C(d)2ℓ (u) ≥ −C(d)2ℓ (1). From this we get,
gmin = inf
x,y∈T d
∞∑
ℓ=1
Pℓ(x, y)
[ℓ(ℓ+ d)]r
≥
∞∑
ℓ=1
2ℓ+ d
2d+1d(ℓ(ℓ+ d))r
min
u∈[−1,1]
C
(d)
2ℓ (u)
≥ −
∞∑
ℓ=1
2ℓ+ d
2d+1d(ℓ(ℓ+ d))r
C
(d)
2ℓ (1)
≥ −M
∞∑
ℓ=1
ℓ2d
[ℓ(ℓ + d)]r
= −cd,r > −∞,
where the third inequality follows from the proof of Lemma 2.
Thus, we get −cd,r ≤ gmin ≤ gmax ≤ cd,r. Now, we define
bd,r := min
(
1,
1
γ∗|gmin|
)
, (16)
where γ∗ is given in (14) and set ηm,j = bd,rγm,j for each j = 1, . . . , m. With this definition
it is easy to show that ηm has all desired properties. The non-negativity of the kernel is
proved as follows.
Lemma 10. Let ηm = bd,rγm, where bd,r is defined in (16). Then Km,η(x,y) ≥ 0.
Proof. Note that for each j ∈ {1, . . . , m}
1 + ηm,jg(xj, yj) = 1 + bd,rγm,jg(xj , yj)
≥ 1 + bd,rγm,jgmin ≥ 1− bd,rγm,j|gmin|
≥ 1− bd,rγ∗|gmin| ≥ 0,
where the last inequality follows from (16). Thus, we get
Km,η(x,y) =
m∏
j=1
(1 + ηm,jg(xj, yj)) ≥ 0
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Now we are at the stage to prove the lower bound for en,m. Analogous to (15), for x ∈ T d
we define
g˜(x) :=
∞∑
ℓ=1
Pℓ(x, x)
[ℓ(ℓ+ d)]r
. (17)
Let g˜min = infx∈T d g˜(x). Since Pℓ(x, x) ≥ 0 for all x ∈ T d, we have g˜min ≥ 0. Using g˜min, we
give the lower bound for en,m in the following lemma. It is similar to Lemma 3 in [11].
Lemma 11. Let r > d+ 1. For all (t1, . . . , tn) ∈ (T d)m, we have
e2n,m(t1, . . . , tn) ≥ −1 +
1
n
m∏
j=1
(1 + bd,r g˜minγm,j) ,
where bd,r is given in (16) and g˜min is the minimum of the function g˜ given in (17).
Proof. We have already shown that en,m = en,m,γm(t1, . . . , tn) ≥ en,m,ηm(t1, . . . , tn), where
ηm = bd,rγm. Now, from Lemmas 7 and 10, we have
e2n,m,ηm(t1, . . . , tn) = −1 +
1
n2
n∑
i=1
n∑
h=1
m∏
j=1
(1 + ηm,jg(ti,j, th,j))
≥ −1 + 1
n2
n∑
i=1
m∏
j=1
(1 + ηm,jg(ti,j, ti,j))
≥ −1 + 1
n2
n∑
i=1
m∏
j=1
(1 + ηm,j g˜min)
= −1 + 1
n
m∏
j=1
(1 + ηm,j g˜min) = −1 + 1
n
m∏
j=1
(1 + bd,r g˜minγm,j) ,
where we get the first inequality by dropping the terms, where h 6= i.
4.3. Tractability
Now we state and prove our main theorem on QMC tractability.
Theorem 1. Let r > d + 1, and let γm = (γm,1, . . . , γm,m) be a collection of positive and
uniformly bounded weights; i.e., γ∗ given in (14) is finite . Then
1. Multivariate integration is strong polynomial tractable in H
(d,r)
m,γm iff
lim sup
m→∞
m∑
j=1
γm,j <∞.
If the above is true, then the ǫ-exponent of strong polynomial tractability is at most 2.
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2. Multivariate integration is polynomial tractable in H
(d,r)
m,γm,j iff
β := lim sup
m→∞
∑m
j=1 γm,j
log(m+ 1)
<∞.
If the above is true, then the ǫ-exponent of polynomial tractability is at most 2 and the
m-exponent of polynomial tractability is at most cd,rβ, where cd,r is given by (13).
3. Multivariate integration is weakly tractable in H
(d,r)
m,γm,j iff
lim
m→∞
∑m
j=1 γm,j
m
= 0.
Proof. To recall definitions, n(ǫ,m) is the smallest n for which t1, . . . , tn exist such that
en,m ≤ ǫe0,m. The multivariate integration problem is said to polynomial tractable iff there
exist non-negative C, p, and q such that, n(ǫ,m) ≤ Cǫ−pmq for all m = 1, 2, . . . and for all
ǫ ∈ (0, 1). The problem is said to be strong polynomial tractable if the above holds with
q = 0. The problem is weakly tractable iff limǫ−1+m→∞
logn(ǫ,m)
ǫ−1+m
= 0.
Fix any ǫ ∈ (0, 1) and m ≥ 1. We will first show the if part of all statements. From
Lemmas 7 and 8, we have
n(ǫ,m) ≤ 1
ǫ2
m∏
j=1
(1 + γm,jcd,r) =
1
ǫ2
exp
(
m∑
j=1
log (1 + γm,jcd,r)
)
≤ 1
ǫ2
exp
(
cd,r
m∑
j=1
γm,j
)
, (18)
where the last inequality follows from the fact that log(1 + x) ≤ x for x > 0. Now, if
lim supm→∞
∑m
j=1 γm,j < ∞, then (18) gives n(ǫ,m) ≤ Cǫ−2 for some constant C. Since ǫ
and m were arbitrary, we have strong polynomial tractability with ǫ-exponent at most 2.
To show polynomial tractability we rewrite (18) as
n(ǫ,m) ≤ 1
ǫ2
(m+ 1)
cd,r
∑m
j=1 γm,j
log(m+1) . (19)
If β := lim supm→∞
∑m
j=1 γm,j
log(m+1)
<∞, then for any δ > 0 there exists mδ ≥ 1 such that∑m
j=1 γm,j
log(m+ 1)
≤ β + δ for all m ≥ mδ.
This combined with the upper bound in (19) yields n(ǫ,m) ≤ ǫ−2(m + 1)cd,r(β+δ). Thus,
there exists a constant Cδ such that for all m ≥ 1, n(ǫ,m) ≤ Cδǫ−2mcd,r(β+δ). Since this
holds for arbitrary δ > 0, we have polynomial tractability with ǫ-exponent at most 2 and
m-exponent at most cd,rβ.
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To show weak tractability, note that from (18)
lim
ǫ−1+m→∞
logn(ǫ,m)
ǫ−1 +m
≤ lim
ǫ−1+m→∞
cd,r
∑m
j=1 γm,j + 2 log ǫ
−1
ǫ−1 +m
. (20)
For any value of ǫ, if m→ ∞ in (20), then by the assumption of limm→∞
∑m
j=1 γm,j
m
= 0, we
see that the limit is 0. If m is finite and ǫ−1 → ∞, then also the limit is 0. Thus, we have
weak tractability if limm→∞
∑m
j=1 γm,j
m
= 0.
Now we prove the only if part of all statements. From Lemma 11, we have
n(ǫ,m) ≥ 1
1 + ǫ2
m∏
j=1
(1 + bd,rg˜minγm,j)
=
1
1 + ǫ2
exp
(
m∑
j=1
log (1 + bd,rg˜minγm,j)
)
(21)
Let us define Md,r := bd,rg˜minγ
∗. Then bd,r g˜minγm,j ≤Md,r for all j = 1, . . . , m. Now, for any
x ∈ (0,Md,r], we have log(1+x) ≥ αd,rx with αd,r = log(1+Md,r)/Md,r. Using this, we have
n(ǫ,m) ≥ 1
1 + ǫ2
exp
(
αd,rbd,rg˜min
m∑
j=1
γm,j
)
. (22)
Note that since g˜min ≥ 0, we have αd,rbd,rg˜min ≥ 0. Thus, if lim supm→∞
∑m
j=1 γm,j = ∞,
then the bound in (22) implies n(ǫ,m)→∞ asm→∞ which contradicts strong polynomial
tractability.
The argument for polynomial tractability is a bit more subtle. Similar to (19), we rewrite
(22) as
n(ǫ,m) ≥ 1
1 + ǫ2
(m+ 1)
αd,rbd,rg˜min
∑m
j=1 γm,j
log(m+1) . (23)
Now if lim supm→∞
∑m
j=1 γm,j
log(m+1)
=∞, then there exists a subsequence {mk} such that
∑mk
j=1 γmk,j
log(mk+1)
increases to infinity as k →∞. Fix any non-negative C, p, and q. We shall show that there
exists an ǫ and m such that n(ǫ,m) > Cǫ−pmq. Choose ǫ = 1/2. Now there exists a K such
that for all k ≥ K
4
5
(mk + 1)
αd,rbd,rg˜min
∑mk
j=1
γmk,j
log(mk+1) > C2p(mk + 1)
q
Thus, we have n(1/2, mk) > C2
pmqk for all k ≥ K. Since the choice of C, p and q was
arbitrary, we get a contradiction to polynomial tractability.
To show the only if part for weak tractability, note that if limm→∞
∑m
j=1 γm,j
m
6= 0, then
lim supm→∞
∑m
j=1 γm,j
m
> 0. From (22), we have
lim sup
ǫ−1+m→∞
logn(ǫ,m)
ǫ−1 +m
≥ lim sup
ǫ−1+m→∞
αd,rbd,rg˜min
∑m
j=1 γm,j + log(1 + ǫ
2)−1
ǫ−1 +m
> 0, (24)
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where the last inequality follows by fixing ǫ = ǫ0 and taking m → ∞. This gives a contra-
diction to weak tractability.
Thus, we have shown that lim supm→∞
∑m
j=1 γm,j < ∞, lim supm→∞
∑m
j=1 γm,j
log(m+1)
< ∞, and
limm→∞
∑m
j=1 γm,j
m
= 0 are necessary and sufficient for strong polynomial, polynomial and
weak tractability, respectively.
5. Conclusion
Following the approach in [11], we have shown that there exists a sequence of QMC
methods for integration over m fold products of simplices with a Monte Carlo rate of con-
vergence. The proof technique uses properties of weighted reproducing kernel Hilbert spaces
and orthonormal polynomials defined on simplices. Since the proof is based on an averaging
argument, it does not throw any light on a specific construction of such points which achieve
the Monte Carlo rate.
In the special case of a single triangle, T 2, Basu and Owen [4] give explicit constructions
with a higher rate of convergence than Monte Carlo. In [3], the same authors generalized
a scrambled net procedure to construct points on the product of m, d-dimensional spaces
to obtain a variance rate of O(n−1−2/d(logn)m−1). Much more work is needed to remove
the dependency on m. The non-constructive arguments in [11, 24] were followed by explicit
constructions [8, 10, 21, 22, 23]. We hope similar results will follow from this paper as well.
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