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Abstract
A new single stepped-iris waveguide technique is used to nondestructively deter-
mine the permittivity and permeability of conductor-backed media. This thesis will
demonstrate a proof-of-concept that obtains two independent reflection measurements
with a magnetic radar absorbing material (magRAM). Using a two measurement pro-
cedure, in which, the first measurement will apply a single rectangular waveguide to a
known conductor-backed absorbing material under test (MUT) and the second mea-
surement will insert a stepped-iris in between the single rectangular waveguide and
MUT reducing the aperture to retrieve two independent electromagnetic properties
(i.e. permittivity and permeability). The theoretical reflection coefficients are ob-
tained using a rigorous full-wave solution combined with a mode matching method
at the waveguide and iris regions. Additionally, a root search algorithm is used to
extract electromagnetic properties of magRAM by comparing the theoretical and ex-
perimentally measured reflection coefficients. The experimental measurements of a
commercial magRAM using a network analyzer will demonstrate the feasibility of the
stepped-iris approach. Plots of the extracted permittivity and permeability of the
MUT are analyzed to validate the stepped-iris material characterization technique.
v
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ELECTROMAGNETIC CHARACTERIZATION OF CONDUCTOR-BACKED
MEDIA USING STEPPED RECTANGULAR WAVEGUIDE
I. Introduction
Electromagnetic material characterization with conductor-backed magnetic radar
absorbing material (magram) by in situ measurements is challenging. In situ measure-
ments identify the electromagnetic properties (i.e., permittivity and permeability), of
the concerned or damaged material in its original place or position. Electromagnetic
material characterization is the process to determine the electromagnetic properties
of a material under applied electromagnetic field over a range of frequencies. Permit-
tivity is the measure of how susceptible a dielectric polarizes (or aligns) in response to
an electric field. Likewise, permeability is the measure of how susceptible a material
magnetizes (or aligns) in response to a magnetic field.
1.1 Background
These measurements focus on evaluating materials nondestructively (without caus-
ing damage to the material). In contrast, cutting or tearing parts off the material
of interest for measurements is classified as a destructive technique. Nondestructive
measurements are taken noninvasively (not inserting or entering any device internally)
such as penetrating or probing inside the material of interest for measurements. The
above-mentioned measurements are invaluable because, in cases where damaged or
corrupted material is observed, an estimate of the material’s electromagnetic proper-
ties is useful and complements visible and mechanical inspections. Several destructive
reflection/transmission techniques have been developed for characterizing the electro-
1
Figure 1. Open-ended Rectangular Waveguide. This hollow structure consists of four
finite conducting walls with open-ends on both sides of the rectangle. A rectangular
coordinate system is appended to the face of the open-ended rectangular waveguide
cross section (bold) where the height corresponds to the y-axis, the length corresponds
to the x-axis and the z-axis corresponds to the direction of wave propagation.
magnetic properties of materials under laboratory conditions, but the majority of the
developments are of no avail because transmission measurements are typically not
available and material destruction is not allowed in field use applications [1].
To overcome this shortfall, research has focused on directly applying the field to
the material under test (MUT), and a favorable technique used is the open-ended
rectangular-waveguide probe. An open-ended waveguide, shown in Fig. 1, is a two-
port device that typically has a rectangular cross-section; the structure is open on one
end and terminated on the other end by a conductor i.e., a perfect electric conductor
(PEC) [2]. In Fig. 1 the PEC walls helps direct electromagnetic energy through the
open end, where a, b, z correspond to x, y, z respectively. This energy is subsequently
used to interrogate the electromagnetic properties of materials. These devices are
normally enticing since they can be used to determine the electromagnetic properties
of a material nondestructively and are commercially available.
Most nondestructive (NDE) and noninvasive experiments and research regarding
open-ended rectangular-waveguide probes denote single waveguide probe geometries
2
that primarily focus on dielectric materials. A dielectric is an electrical insulator
that can be polarized by an applied electric field, in which positive charges are dis-
placed in the direction of the field and negative charges are moved in the opposite
direction. Further, when dielectric materials are placed in an electric field, hardly no
current flows in them. Recall, single waveguide probes are terminated by a conductor
in the waveguide structure, prohibiting the transmission coefficient to be recovered.
Consequently, single waveguide probes only retrieve one out of the two scattering
parameters (S-parameters), i.e., the reflection coefficient, in a measurement; hence,
the use is convenient to determine the electromagnetic property, i.e., permittivity, of
dielectric MUT. However, a magram demands both electromagnetic properties and
therefore requires two independent reflection measurements.
1.2 Problem Statement
Two complex electromagnetic properties need to be determined for magRAM, and
here, the MUT is assumed to be conductor-backed. A concept is desired in which
two-independent reflection coefficients are retrieved during a measurement. Addition-
ally, single waveguide probes have been proven to extract electromagnetic properties
of materials, but the accuracy of the current techniques is limited by the accuracy of
the theoretical model applied. Several single waveguide probe techniques have been
studied and practiced to obtain the two necessary independent reflection measure-
ments. Popular single waveguide probe techniques include the Dester et al., [3], Two-
Thickness (TT) technique. The TT technique has dependable and accurate outcomes
in obtaining the two reflection measurements. This technique involves measuring the
reflection/transmission coefficients of two samples having two different known thick-
ness.
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Similarly, Stewart and Havrilla [4], characterize a conductor-backed lossy shielding
material accomplished by using experimental reflection coefficients from two differ-
ent thicknesses of the material. The theoretical reflection coefficients are obtained
by using a rigorous magnetic field integral-equation formulation to extract the per-
mittivity and permeability. As stated above, due to the theoretical model applied,
these techniques are not applicable in all situations. This type of measurement can
be useful in the laboratory because two samples of the MUT might be available and
permanently affixed to a conductor backing. On the contrary, it is not practical in the
field where the nature of the MUT is unknown. For example, some materials require a
priori (knowing the electromagnetic properties prior to the experiment) of the MUT
across frequencies to obtain the most agreeable results. A more viable technique is
the Dester et al. [5], Two-Layer (TL) technique. The TL technique obtains the two
independent reflection measurements. The first reflection measurement is collected by
placing the probe against an unknown MUT. The second measurement is made when
another known material is inserted between the probe and the unknown MUT. Due
to relatively high error uncertainty results, the accuracy of this technique is limited.
Today, researchers are persistently trying to obtain an accurate and reliable tech-
nique for extracting the electromagnetic properties of conductor-backed magRAMs.
In this effort, a measurement with and without an iris will be observed. Where the
stepped-iris is a symmetrically reduced aperture in height which will be placed in front
of conductor-backed magRAM using a rectangular waveguide. Anticipating that two
independent reflection measurements arise. Ultimately, the goal of this research is to
develop the stepped-iris technique for extracting the permittivity and permeability of
magram.
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1.3 Assumptions
The material samples are assumed to be simple media (linear, homogeneous, and
isotropic). Additionally, it is assumed that the material is planar and uniform across
the entire sample. Within the geometry, the PEC is assumed to be infinite in extent
in the transverse direction and act as a perfect short circuit.
1.4 Scope
The measuring techniques discussed above may be used to extract the electromag-
netic properties of the material, but in this thesis the only measurement technique
that will be pursued is the single stepped-iris rectangular waveguide probe with a
conductor-backed media. An exclusive measurement and analysis of a magram is
examined. This measurement will only be considered as a proof-of-concept and vali-
dated through lab environment measurement; however, a waveguide probe technique
can be used in the field after the knowledge of the electromagnetic fields transmitted
through the material is determined reliable. Additionally, this thesis only considers
the X-band (8-12.4 GHz) range of frequencies to evaluate the material.
1.5 Approach
The stepped-iris technique uses a single waveguide probe to determine permit-
tivity and permeability of a material. A physical sample of the material will be
provided and inserted into a rectangular waveguide component backed by a perfect
electric conductor (PEC), coupled with and illuminated, in the X-band, by a Vec-
tor Network Analyzer (VNA). The first reflection measurement is obtained with the
material backed by a PEC and inserted in the rectangular waveguide (with no waveg-
uide stepped-iris). In the second measurement, a stepped-iris rectangular waveguide
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is placed between the rectangular waveguide and the MUT. These measured reflec-
tion coefficients will then be entered into a MATLAB program devised to extract the
the magram permittivity and permeability.The stepped-iris permittivity and perme-
ability results are then compared to the permittivity and permeability computed via
the well-known Nicholson-Ross-Weir (NRW) reflection/transmission technique. The
stepped-iris technique is validated when its extracted permittivity and permeability
matches the NRW results to within two standard deviations.
1.6 Material and Equipment
Resources required to complete this research include a calibration kit, 2-port VNA,
rectangular waveguide components, computer/laptop, MATLAB application, and a
FGM-125 material (magram). All equipment and components are available via the
Microwave Laboratory located at AFIT.
1.7 Research Questions
The goal of this research is to answer two existing questions. Is there a technique
that can acquire reliable and accurate electromagnetic properties from a conductor-
backed absorbing material applying the mode matching approach to obtain the neces-
sary theoretical reflection coefficients? Moreover, will a single stepped-iris be enough
to alter the structure of the electromagnetic field to produce two independent reflec-
tion coefficients?
1.8 Thesis Overview
In Chapter 2, the rectangular waveguide theory will be reviewed, including the
derivation of the the Helmholtz wave equation, followed by the separation of variables
and ending with waveguide cut off frequencies. Chapter 3 provides the details of the
6
NRW and the stepped-iris material characterization technique. Chapter 4 discusses
the process of the experiment, extracting the electromagnetic properties, the results
and subsequent findings. Lastly, Chapter 5 ends the thesis with conclusions and
recommendations for future work.
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II. Background
2.1 Introduction
Chapter 2 provides the necessary background for the understanding of modal
analysis that accommodates the resulting waveguide discontinuities in a rectangular
waveguide with lossy media. In particular, field configurations (modes) of rectangular
waveguides will be briefly reviewed through the construction of vector potentials.
2.1.1 Modes in rectangular waveguides.
Guided waves and waveguides were introduced around the late nineteenth cen-
tury. Following this was the analysis of wave propagation leading into the theory and
experimental knowledge, such as field configuration, in waveguide structures [6]. Gen-
erally, field configurations and their characteristics are supported and sustained by
rectangular waveguide structures. Rectangular waveguide use increased circa World
War II because of the development of microwave sources and amplifiers, such as mag-
netrons, klystrons, and traveling-wave tube amplifiers. The different bands influenced
the standardized dimensions of rigid rectangular waveguides. Specifically, the most
popular band used in communication was the standard X-band frequencies. These
guides are popular since materials can be easily machined and fitted inside the cross-
sectional plane of the waveguide; their unfailing durability and stability across low
to high frequencies in retrieving electromagnetic properties; and they are available
commercially off the shelf (COTS) and admit analytic closed form solutions.
To access an appropriate and unique solution to Maxwell’s equations for practical
application (i.e., involving material bodies with boundaries), it is required to un-
derstand the behavior of the electromagnetic field at the discontinuities (boundaries)
separating material bodies with various electrical properties. General boundary-value
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problems include standard waveguides structures that consist of various regions satis-
fying Maxwell’s equations or the wave equation. However, this research effort exam-
ines a symmetrically reduced stepped-iris inserted between the rectangular waveguide
structure and the media backed by perfect electrical conductor (PEC) in which the
geometry encourages centering the origin in the middle of the rectangular waveguide,
without loss of generality. A solution to this type of structure and electromagnetic
boundary-value problem, that accommodates the resulting waveguide discontinuities,
is conceivably expressed through field configurations that satisfy Maxwell equation’s
with the corresponding boundary conditions below.
A field configuration is derived of a particular mode for a given electromagnetic
boundary-value problem. There are several modes that can exist in waveguide struc-
tures, but this review will only focus on the Transverse Electric (TEzmn) and Trans-
verse Magnetic (TM zmn) modes where m and n are the modes, wavenumbers, inside
the rectangular waveguide corresponding to the x and y, respectively. Most practical
waveguide systems are designed to operate so that only the dominant TE10 propagat-
ing mode is excited, thus preventing the possibility of dispersion from higher-order
modes propagating. In general, the mode with the lowest cutoff frequency is referred
to as the ”dominant mode.” The interested reader can obtain more general review of
modal analysis and waveguide theory from Collin and Balanis [6–8].
2.1.2 Helmholtz Wave equation.
Time harmonic fields (time variations of the form ejwt) are the most common form
used in practical time variation problems. In a linear, homogeneous and isotropic
medium in regions where there are no sources, such as, J=M=qev=qmv=0. Where J
represents the electric current density, M represents the magnetic current density, qev
represents electric charge density and qmv represents the magnetic charge density.
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All solutions in the time-harmonic field form must satisfy the following Maxwell
equation’s:
∇× E = −jωµH (1a)
∇×H = jωεE (1b)
∇ · E = 0 (1c)
∇ ·H = 0 (1d)
Where the electric field, E, magnetic field, H represent the complex spatial forms of
electromagnetic fields; angular frequency is represented by ω; and ε and µ represent
the constitutive parameters permittivity and permeability, respectively [6, 7] .
The electromagnetic fields of boundary-valued problems are obtained as solutions
to Maxwell’s equations, which are first-order partial differential equations. However,
the vector wave equation forms are generally preferred over the above Maxwell’s
equations because of its simple form. The solutions to the wave equation will be
derived from the Maxwell’s equations (1a), not in its entirety, in the subsequent
paragraph. For more in depth derivation please refer to Balanis [7].
For the most part, when solving for E, it is beneficial to uncouple the equation
but at the expense of raising its order. To do this take the curl of both sides, using
the vector identity where G is arbitrary
∇×∇×G = ∇(∇ ·G)−∇2G, (2)
substituting the Maxwell’s equation utilizing the constitutive relation and rearranging
terms, we obtain the source-free vector wave equation
∇2E + k2E = 0 (3)
10
where,
k2 = ω2µε (4)
Auxiliary vector potentials are a common practice in the analysis of electromag-
netic boundary value problems. It is used as an aid in obtaining solutions for the
electric and magnetic fields, E and H, respectively. Note that this may not illustrate
clearly definable physical entities (i.e., absence of sources) and can be viewed as just
useful as analytical functions from which the electromagnetic fields may be obtained.
The most common vector potential functions are the F, electric vector potential and
A, magnetic vector potential.
The principal type wave is a plane transverse electromagnetic wave (TEM). It is a
wave, in which the electric and magnetic field vectors are in the plane that is transverse
(perpendicular) to the propagation direction, the z-axis. However, this wave generally
exists on an ideal transmission line, thus, other modes such as, transverse electric and
magnetic, (TE) and (TM), respectively are considered in this review. The transverse
electric field configurations (frequently illustrated as TEz) are modes whose electric
field components rest in the plane that is transverse to the wave propagation direction
along the waveguide. Defined as TE to z direction (TEz), this implies that Ez=0.
Each of the other two electric field components (Ex and Ey) and three magnetic field
components (Hx, Hy, and Hz) may or may not exist. The following solution will be
demonstrated in the rectangular coordinate system [6,7].
F(x, y, z) = xˆFx(x, y, z) + yˆFy(x, y, z) + zˆFz(x, y, z) (5)
where x, y, z are the rectangular coordinates. Now, using the vector wave equation
that was derived above, Eq. (5) can be substituted into Eq. (3). Subsequently, these
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can be reduced to three scalar wave (Helmholtz) equations
∇2Fx(x, y, z) + k2Fx(x, y, z) = 0 (6a)
∇2Fy(x, y, z) + k2Fy(x, y, z) = 0 (6b)
∇2Fz(x, y, z) + k2Fz(x, y, z) = 0. (6c)
TEz electric and magnetic fields satisfy the specified equations:
Ex = −1
ε
∂2Fz
∂y
Hx = −j 1
ωµε
∂2Fz
∂x ∂z
Ey =
1
ε
∂2Fz
∂x
Hy = −j 1
ωµε
∂2Fz
∂y ∂z
Ez = 0 Hx = −j 1
ωµε
( ∂2
∂z2
+ k2
)
Fz (7)
where Fz(x,y,z) is a scalar potential function from Eq. (5) that represents the z
component of the vector potential function F. The potential F must satisfy the Eq.
(6c) which can be reduced to
∇2Fz + k2Fz = ∂
2Fx
∂x2
+
∂2Fx
∂y2
+
∂2Fx
∂z2
+ k2Fz = 0. (8)
2.1.3 Separation-of-Variables.
Using the separation-of-variables method, assume the solution for Fz(x,y,z) can
be written in the form
Fz(x, y, z) = f(x)g(y)h(z) (9)
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where the x,y,z variation of Fz are separable. Substituting Eq. (8) into Eq. (9), leads
to
gh
∂2f
∂x2
+ fh
∂2g
∂y2
+ fg
∂2h
∂z2
+ k2fgh = 0. (10)
Dividing each term by fgh produces
1
f
∂2f
∂x2︸︷︷︸
-k2x
+
1
g
∂2g
∂x2︸︷︷︸
-k2y
+
1
h
∂2h
∂x2︸︷︷︸
-k2z
+ k2 = 0 (11)
and the dispersion equation is written as
k2x + k
2
y + k
2
z = k
2. (12)
Because the waveguide is bounded in the x and y directions, the forms of f(x) and g(y)
must be chosen to represent standing waves. Here h(z) is represented as a traveling
wave since the waveguide is infinite in length; thus,
f(x) = A sin kx(x+
a
2
) +B cos kx(x+
a
2
) (13a)
g(y) = C cos ky(y +
b
2
) +D sin ky(y +
b
2
) (13b)
h(z) = Ee−jkzz + Fe+jkzz. (13c)
Substituting all three equations in Eq. (13) into Eq. (9), gives the result
Fz(x, y, z) =
[
A sin kx(x+
a
2
) +B cos kx(x+
a
2
)
]
× [C cos ky(y + b2) +D sin ky(y + b2)][Ee−jkzz + Fe+jkzz] (14)
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Recall, the tangential components of the electric field is zero (Etang,z = 0), at the PEC
waveguide walls. Below is the boundary conditions which leads to the permissible
values of kx,y or called eigenvalues to achieve an unique solution
Ey(x = −a2) = 0⇒ A = 0
Ex(y = − b2) = 0⇒ C = 0 (15)
Ey(x =
a
2
) = 0⇒ kx = kxm = mpi
a
. . .m = 0, 1, 2, . . .
Ex(y =
b
2
) = 0⇒ ky = kyn = npi
b
. . .m = 0, 1, 2, . . . (16)
where m and n represent the designated modes (field configurations) for TEzmn, a
and b represent the x and y direction on the rectangular waveguide, reference Fig. 1.
Substituting Eq. (14) into Eq. (7) and writing the x and y components of the electric
field produces the relations
Ex = −ky
ε
[
A sin kx(x+
a
2
) +B cos kx(x+
a
2
)
]
× [C cos ky(y + b
2
)−D sin ky(y + b
2
)
][
Ee−jkzz + Fe+jkzz
]
(17)
Ey =
kx
ε
[
A cos kx(x+
a
2
)−B sin kx(x+ a2)
]
× [C sin ky(y + b2)−D cos ky(y + b2)][Ee−jkzz + Fe+jkzz]. (18)
After enforcing the bottom, top, right and left wall boundary conditions and if
BDE = εA+mn, BDF = εA
−
mn the Fz scalar function reduces to
Fzmn =ε cos kxm(x+
a
2
) cos kyn(y +
b
2
)
(
A+mne
−jkzmnz + A−mne
+jkzmnz
)
. (19)
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In summary, the appropriate expression for TEzmn modes can be written as
Exmn = kyn cos kxm(x+
a
2
) sin kyn(y +
b
2
)
(
A+mne
−jkzz + A−mne
+jkzz
)
(20a)
Eymn = −kxm sin kxm(x+ a2) sin kyn(y + b2)
(
A+mne
−jkzz + A−mne
+jkzz
)
(20b)
Hxmn =
kxm
ωµ
kzmn
sin kxm(x+
a
2
) sin kyn(y +
b
2
)
(
A+mne
−jkzz − A−mne+jkzz
)
(20c)
Hymn =
kyn
ωµ
kzmn
cos kxm(x+
a
2
) sin kyn(y +
b
2
)
(
A+mne
−jkzz − A−mne+jkzz
)
(20d)
Hzmn =
1
jωµ
(k2 − k2zmn︸ ︷︷ ︸
k2xm+k
2
yn=k
2
cmn
) cos kxm(x+
a
2
) sin kyn(y +
b
2
)
(
A+mne
−jkzz + A−mne
+jkzz
)
(20e)
where the wave impedance, from Eq. (20) shows that
ZTEmn =
Ex
Hy
= −Ey
Hx
=
ωµ
kzmn
(21)
ZTEmn = ∞ (open) and ZTMmn = 0 (short) when f = fcmn. The section below discusses
fcmn more in detail.
Note, that Transverse magnetic (TM) modes can be derived in a fashion similar
to the TE fields where vector potential, A, has a nonvanishing component in the
direction in which the TM fields are desired, and all the remaining components of A
and F are set equal to zero [7, 9, 10].
2.1.4 Cutoff Frequency.
The demarcation separating the propagating and evanescent (nonpropagating)
wave frequencies is usually referred to as the “cutoff,” which occurs when
kzmn = 0 . . . at cutoff. (22)
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Stated in the Introduction section of Chapter 2, the mode with the lowest cutoff
frequency is referred to as the dominant mode. This is when m=1 and n=0 (TE10),
a > b and
k = kcmn ⇒ fcmn = c
2
√
rµr
√
m2
a2
+
n2
b2
(23)
where fcmn is the cutoff frequency. To express the dominate mode and its largest
bandwidth of a single-mode operation consider, for example in a free-space filled X-
band waveguide with dimensions a = 0.02286 meters and b = 0.01016 meters here the
cutoff frequency for the dominant TE10 mode is fc10 = 6.561 GHz, while that of the
next higher-order mode, the TE20 mode, is fc20 = 13.123 GHz. X-band waveguides
are traditionally operated in the frequency range 1.25fc10 ≤ f ≤ 0.95fc20 GHz which
translate to 8.2 ≤ f ≤ 12.4 GHz. This operational regime ensures a well-behaved
dominant propagating mode with all higher-order modes being evanescent [7, 9].
2.2 Conclusion
The field configurations that occur inside a rectangular waveguide are subject to
the dimensions of the waveguide, the medium filling the waveguide the cutoff fre-
quencies of the various modes, and the coupling of energy from the source to the
waveguide. Further, the wave propagation characteristics for waveguide structures
can be determined, including their matching guide wavelengths, wave impedance,
phase and attenuation constants. Assumptions and typical trends follow perfect in
PEC walls, structures are vacuum filled, waveguide dimension (a =2b), and oper-
ational regimes fitting to best practices [6]. Consequently, the physical constraints
however, forms other difficulties involving complex media, such as lossy media and
terminated structures (probes, seen in Chapter 3). Best practice is to continue us-
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ing the dominant mode to avoid excessive dispersion, but there are still obstacles in
identifying and decoupling contributions of each individual propagating mode.
2.3 Summary
In this chapter a review of the modal-analysis technique derived utilizing the
common auxiliary vector potentials expressed in TEz and TM z modes was discussed.
Waveguide discontinuities were accommodated first through expanding the fields fol-
lowed by separation of variable solution to the vector wave equation and enforc-
ing boundary conditions across the waveguide structure. The existing fields inside
the structure are the modes (field configurations). Subsequently, these modes can
be used to analyze the discontinuities such as media and aperture in the structure.
Chapter 3 will apply the modal-analysis technique discussed in Chapter 2 to three
different waveguide structures including a standard structure with media, a struc-
ture conductor-backed media, and a structure with a stepped-iris placed in front of
conductor-backed media; analyze the discontinuities (i.e., media and apertures) in
each structure, and finally develop the stepped-iris technique to extract the materials
electromagnetic properties.
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III. Methodology
3.1 Introduction
The purpose of this research is to develop an extraction technique that can ac-
curately and reliably characterize absorbing media for nondestructive (NDE) and
noninvasive measurements of materials to assist visible and mechanical inspections.
This chapter briefly provides a broad view of the stepped-iris extraction minimization
algorithm and specifies a modal analysis process that derives the two theoretical re-
flection coefficients, Sthy,111 and S
thy,2
11 , respectively which enables a method to extract
the electromagnetic properties of a magnetic radar absorbing material (magRAM)
sample in a conductor-backed and stepped-iris rectangular waveguide structure. The
extracted electromagnetic properties are obtained via comparison of theoretical and
experimentally measured scattering parameters estimated by a numerical root search
algorithm.
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Figure 2. Decomposition of theoretical and experimental response is represented for
case 1 (blue) and case 2 (orange) to estimate the most optimal εr and µr by determining
the magnitude of the error between each response.
Figure 3. The minimization algorithms function is to minimize x3 ≈ 0 to produce the
most optimal match between theoretical and experimental response.
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3.2 Theory
Ultimately, the output from the stepped-iris extraction algorithm generates the
optimal match between the theoretical and experimental response which conclusively
represents the electromagnetic properties εr and µr, respectively. Above can be geo-
metrically depicted in Figure 2 where both theoretical, Sthy, and experimental,Sexp,
reflection coefficient vectors are decomposed onto S11,re and S11,imag plane. The error
vector is the sum of squares between theoretical and experimental vector and is rep-
resented by xi. The two norm mathematical measure of error in length leads to the
result,
||xi||2 = min
εr,µr∈C
∣∣∣∣∣
∣∣∣∣∣
2∑
i=1
Sthy,i11 (ω, ε, µ)− Sexp,i11 (ω)
∣∣∣∣∣
∣∣∣∣∣
2
< δ (24)
where i is the number of measurements. Note, δ represents the termination tolerance
on the function. In this effort, the Levenberg-Marquardt was utilized as the nonlinear
least squares algorithm with a tolerance function, δ = 1 × 10−7. The algorithm
minimizes the error between theoretical and experimental reflection coefficients from
both case 1 and case 2, x1 and x2, respectively where if the optimal match, x3 goes
to approximately zero, seen in Figure 3.
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Figure 4. Conductor-backed Rectangular Waveguide. This hollow structure consist
of four finite conducting walls with an open-end (side where the coordinates placed)
and terminated by a perfect electric conductor (PEC (black)). The material under
test (MUT) is inserted and completely filling the rectangular waveguide cross-section
adjacent to the PEC. PEC does not allow transmission across interface; thus, only
reflection measurements are measured.
3.3 Material and Equipment
Radar absorbers are widely used and are typically classified as impedance match-
ing absorbers. These materials are customarily made from resistive and/or magnetic
materials and fuse materials with different loss mechanisms. Typically, these materi-
als make use of physical optics and combinations of many different shapes and struc-
tures to have robust absorption over wide bandwidths. In this paper, the Eccosorb
FGM-125 material, magRAM shown Figure 4, is used to experimentally validate this
proof-of-concept. It is thin, flexible, broadband silicone absorber and effective in re-
ducing specular reflections as well as surface current traveling waves [11].
The Keysight (Agilent) E8362A Vector Network Analyzer (VNA), shown in Fig-
ure 5, will be used in this experiment to measure a magRAM sample in the fre-
quency regime 8.2 - 12.4GHZ (i.e., X-band). The VNA has the combination of speed,
precision and high-performance to test samples. The VNA also meets these testing
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challenges by implementing the required sweep speeds, wide dynamic range, low trace
noise and flexible connectivity. In addition, the VNA comes with Through-Reflection-
Line (TRL) calibration for waveguide devices, 16 term error model, built-in hard
drive and supplied mouse. The standard configuration used in the VNA measures
linear components illuminated by a sweep. The following configuration can make ei-
ther reflection measurements or transmission measurements, where only the reflection
measurement will be utilized in this research effort. An incident signal generated by
an Radio Frequency (RF) source controlled by the VNA is applied to the sample and
compared with the signal reflected from the samples input [12].
22
Figure 5. A photo of Keysight (Agilent) E8362A Vector Network Analyzer. 45 MHz to
40 GHz Vector Network Analyzer measures the magnitude and phase characteristics of
electronic networks and other components such as filters, amplifiers, attenuators and
antennas [12].
3.4 Procedure and Process
In this experiment, the procedure for developing an accurate and reliable extrac-
tion technique will be derived and modeled from the open-ended rectangular waveg-
uide, discussed in Chapter 2, and Nicholson-Ross-Weir (NRW) material measurement
technique. The open-ended rectangular structure has been used in past research and
conventional material measurement techniques were developed to extract electromag-
netic properties of material samples (i.e., NRW) [13] [14]. Nicholson-Ross-Wier(NRW)
is well-known extraction method which extracts the electromagnetic properties of the
media utilizing the experimentally measured S-parameters, Sexp, from the vector net-
work analyzer and the reflection and transmission coefficients. These conventional
techniques require a reflection measurement and a transmission coefficient to obtain
the two independent equations needed to solve for the electromagnetic properties.
Usually, to apply the NRW technique, the sample must be simple media with
parallel front and back surfaces and the material must fill the waveguide cross-section
entirely [15]. However, if the material sample is permanently adhered to a conduc-
tor, then this technique cannot be used, due to the transmission coefficient not being
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available.
In this effort, the material examined cannot have its conductor backing detached
without affecting the electromagnetic properties, so in the next section a modal anal-
ysis method is presented to analyze theoretical reflection coefficient #1 denoted as
Sthy,111 or Case 1 with a conductor-backed rectangular waveguide structure, completely
filling its cross section, shown in Figure 4. Then, a modal analysis method is pre-
sented to analyze theoretical reflection coefficient #2 denoted as Sthy,211 or Case 2
with a symmetrically reduced stepped-iris in height (i.e. y-axis) along the waveg-
uide dimension in x-axis, which restricts the conductor-backed material’s upper and
lower portion of illumination via VNA frequency sweep. Recall, modal analysis can
be decomposed into three easy steps of expanding the electromagnetic fields in each
region, satisfying boundary conditions across each interface/discontinuity, and test-
ing by applying applicable integral operators. Consequently, these two reflection
measurement coefficients serve the needed information to obtain the material’s elec-
tromagnetic properties. Lastly, the extraction method in determining the material’s
electromagnetic properties (i.e. parameters) is discussed.
3.5 Method: Reflection Measurement #1
The side view of the conductor-backed geometry for the first reflection measure-
ment is shown in Figure 6. The magRAM sample is placed in front of the PEC of the
waveguide. Region A (z<0) is air-filled and Region B (z∈ (0, d)) is the sample holder,
sample contained inside, filling the entire rectangular cross-section having width d
and height b. The PEC does not permit a transmission measurement.
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Figure 6. Reflection Measurement #1 diagram. This diagram is a side view of the
conductor-backed rectangular waveguide. Divided into two regions A and B where
each has a forward, +, and a reverse, -, traveling wave. Region A is air-filled and
Region B (yellow) is the sample holder composed of the magRAM sample with a width
d and a height b. In black, terminating the rectangular waveguide, represents a perfect
electric conductor (PEC).
3.5.1 Field Expansion in Waveguide Regions.
The transverse fields in the waveguide regions (i.e., Regions A and B), are repre-
sented in the following expansions
EAt = A
+
10e
A
t10e
−jkAz10z + A−10e
A
t10e
jkAz10z
HAt = A
+
10h
A
t10e
−jkAz10z − A−10hAt10ejk
A
z10z
 z<0 (25)
EBt = B
+
10e
B
t10e
−jkBz10z +B−10e
B
t10e
jkBz10z
HBt = B
+
10h
B
t10e
−jkBz10z −B−10hBt10e−jk
B
z10z
 z∈(0,d) (26)
where A+10 represents the amplitude of the incident TE10 mode traveling in the pos-
itive z-direction, A−10 represents the amplitude of the reflected TE10 mode from the
waveguide to the sample holder interface at z=0. Similarly, B+10 represents the ampli-
tude of the transmitted TE10 mode through the sample region at z=0 and represents
the amplitude of the incident mode at z=0, B−10 represents the amplitude of the re-
flected TE10 mode from the sample holder to the waveguide region at interface at
z=0, and the negative signs in magnetic field, HA,B10 , equations represents the polar-
ization rotation upon reflection. The other variables in the field expansions have the
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following values for Regions A and B.
eAt10 = −yˆkx1 sin kx1(x+ a2), kx1 =
pi
a
, hA10 =
zˆ × eAt10
ZA10
ZA10 =
ωµ0
kAz10
, kAz10 =
√
k20 − k2x1 (27)
eBt10 = e
A
t10, kx1 =
pi
a
, hB10 =
zˆ × eBt10
ZB10
hBt10 =
ZA10
ZB10
hAt10, Z
A
10 =
ωµ
kAz10
, kBz10 =
√
k2 − k2x1. (28)
In this case (i.e., sample holder is the same dimension of the waveguide), the TE10
is the only mode needed to extract the material parameters since it is the only mode
that exists.
3.5.2 Satisfying Boundary Conditions.
The next step in the modal analysis technique is to satisfy boundary conditions
across each discontinuity and interface at z = 0+,− and z = d, (i.e., Region B) which
leads to
EBt (z = d) = 0⇒ B+10eBt10
P︷ ︸︸ ︷
e−jk
B
z10d +B−10e
B
t10
P−1︷ ︸︸ ︷
ejk
B
z10d
⇒ B−10 = −B+10P 2 (29)
where P represents the one way phase delay and attenuation in the forward travel-
ing wave inside the material. Thus, enforcing continuity of tangential electric and
26
magnetic fields at z=0 leads to
⇒
EBt = B
+
10e
B
t10e
−jkBz10z(1− P 2ej2kBz10z)
HBt = B
+
10h
B
t10e
−jkBz10z(1 + P 2ej2k
B
z10z)
(30)
EAt (z = 0
−) = EBt (z = 0
+)⇒ 1 + A
−
10
A+10︸︷︷︸
Sthy11
=
B+10
A+10︸︷︷︸
T
(1− P 2)
⇒ 1 + Sthy11 = T (1− P 2) (31)
HAt (z = 0
−) = HBt (z = 0
+)⇒ 1− Sthy11 = T
ZA10
ZB10
(1 + P 2), (32)
where Sthy11 represents the theoretical reflection coefficient in the S-parameters and T
represents the theoretical transmission coefficient at z = 0 interface. Dividing Eq.
(31) by Eq. (32) produces the first reflection coefficient measurement:
1 + Sthy11
1− Sthy11
=
T (1− P 2)
T
ZA10
ZB10
(1 + P 2)
⇒ Sthy11 =
R− P 2
1−RP 2 , R =
ZB10 − ZA10
ZB10 + Z
A
10
(33)
3.6 Method: Reflection Measurement #2
Figure 7 depicts the reduced stepped-iris conductor-backed rectangular waveg-
uide. In this effort, the stepped-iris reduces the height, y = h, of the air-filled region,
Region B, and the conductor-backed material rests behind the stepped-iris filling the
entire cross section. In the past, step guides have been used to examine material
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Figure 7. Stepped-iris conductor-backed Rectangular Waveguide. This hollow struc-
ture consist of four finite conducting walls with an open-end (side where the coordinates
placed) and terminated by a perfect electric conductor (PEC (black)). The material
under test (MUT) is inserted and completely filling the rectangular waveguide cross-
section adjacent to the PEC. In addition, a stepped-iris is inserted in front of MUT
(black). PEC does not allow transmission across interface, thus, only reflection mea-
surements are measured only.
electromagnetic properties [16] [17]; however, in those cases the iris was horizontally
reduced or a portion of the sample was fit into a vertically reduced stepped-iris, re-
spectively.
The side view of the stepped-iris conductor-backed geometry for the second re-
flection measurement is shown in Figure 8. Note, excitation symmetry and scattering
geometry forces the first index (x-variation) for the TE and TM modes to be ”1” only
and the second index (y-variation index) to be even (0,2,4,. . . ). The kz values for a
given region and index values are the same for TE/TM modes. Region A (z < 0) is
air-filled, Region B (z∈ (0, `)) is a symmetrically reduced stepped-iris (black) along
the x-axis having width a and height b − h, the region between the stepped-iris is
air-filled (green). The magRAM sample is in Region C, in front of the PEC (black)
of the waveguide, ` < z < (` + d) filling the entire rectangular cross-section having
width d and height b. The PEC does not permit a transmission measurement.
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3.6.1 Field Expansion in Waveguide Regions.
An iris is a thin metal plate that forms discontinuities across the waveguide. This
blockage or vertically reduced stepped-iris is placed in the transverse plane and works
by exciting evanescent higher modes of both modes, TE and TM to z. However,
the conventional waveguide configuration TEz or TM z modes alone cannot satisfy
the boundary conditions of this structure, such as an empty waveguide with sample
discussed above. Therefore, a separate and distinct mode configuration is developed
to exist within this structure. Below presents the field configurations that are a
combination of the two modes (i.e. TEz and TM z) that can be solutions and satisfy
the boundary conditions of this structure.
The transverse fields in the waveguide regions are represented in the following
expansions:
Figure 8. Reflection Measurement #2 diagram. This diagram is a side view of the
stepped-iris conductor-backed rectangular waveguide. Divided into three regions A,
B, and C where each has a forward, +, and a reverse, -, traveling wave. Region A is
air-filled, reduced stepped-iris technique (black) in front of the material interface and
Region B (green) air-filled, and Region C (yellow) is the sample holder composed of
the magRAM sample with a width d and a height h < b.
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Region A (z < 0)
EAt = A
+,TE
1,0 e
A,TE
t1,0 e
−γAz1,0z +
N∑
n=1
A−,TE1,2(n−1)e
A,TE
t1,2(n−1)e
γA
z1,2(n−1)z
+
N∑
n=2
A−,TM1,2(n−1)e
A,TM
t1,2(n−1)e
γA
z1,2(n−1)z
HAt = A
+,TE
1,0 h
A,TE
t1,0 e
−γAz1,0z −
N∑
n=1
A−,TE1,2(n−1)h
A,TE
t1,2(n−1)e
γA
z1,2(n−1)z
−
N∑
n=2
A−,TM1,2(n−1)h
A,TM
t1,2(n−1)e
γA
z1,2(n−1)z
(34)
Region B (0 < z < `)
EBt =
N∑
n=1
B+,TE1,2(n−1)e
B,TE
t1,2(n−1)e
−γB
z1,2(n−1)z +
N∑
n=1
B−,TE1,2(n−1)e
B,TE
t1,2(n−1)e
γB
z1,2(n−1)z
+
N∑
n=2
B+,TM1,2(n−1)e
B,TM
t1,2(n−1)e
−γB
z1,2(n−1)z +
N∑
n=2
B−,TM1,2(n−1)e
B,TM
t1,2(n−1)e
γB
z1,2(n−1)z
HBt =
N∑
n=1
B+,TE1,2(n−1)h
B,TE
t1,2(n−1)e
−γB
z1,2(n−1)z −
N∑
n=1
B−,TE1,2(n−1)h
B,TE
t1,2(n−1)e
γB
z1,2(n−1)z
+
N∑
n=2
B+,TM1,2(n−1)h
B,TM
t1,2(n−1)e
−γB
z1,2(n−1)z −
N∑
n=2
B−,TM1,2(n−1)h
B,TM
t1,2(n−1)e
γB
z1,2(n−1)z
(35)
Region C (z > ` to z < `+ d)
ECt =
N∑
n=1
C+,TE1,2(n−1)e
C,TE
t1,2(n−1)e
−γC
z1,2(n−1)(z−`)[1− PC21,2(n−1)e2γCz1,2(n−1)(z−`)]
+
N∑
n=2
C+,TM1,2(n−1)e
C,TM
t1,2(n−1)e
−γC
z1,2(n−1)(z−`)[1− PC21,2(n−1)e2γCz1,2(n−1)(z−`)]
HCt =
N∑
n=1
C+,TE1,2(n−1)h
C,TE
t1,2(n−1)e
−γC
z1,2(n−1)(z−`)[1 + PC21,2(n−1)e2γCz1,2(n−1)(z−`)]
+
N∑
n=2
C+,TM1,2(n−1)h
C,TM
t1,2(n−1)e
−γC
z1,2(n−1)(z−`[1 + PC21,2(n−1)e2γCz1,2(n−1)(z−`)]
(36)
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where ` represents the length of the stepped-iris and air-filled Region B. The interested
reader may locate the details in Appendix A to interpret Region C. Below is the
indexing convention that corresponds to each Region, respectively
eA,TE1,2(n−1) = xˆ(−1)nkAy2(n−1) sin kx1x sin kAy2(n−1)y + yˆ(−1)nkx1 cos kx1x cos kAy2(n−1)y
eA,TM1,2(n−1) = xˆ(−1)nkx1 sin kx1x sin kAy2(n−1)y − yˆ(−1)nkAy2(n−1) cos kx1x cos kAy2(n−1)y
hA,TEt1,2(n−1) =
zˆ × eA,TEt1,2(n−1)
ZA,TE1,2(n−1)
, hA,TMt1,2(n−1) =
zˆ × eA,TMt1,2(n−1)
ZA,TM1,2(n−1)
(37)
ZA,TE1,2(n−1) =
jωµ0
γAz1,2(n−1)
, ZA,TM1,2(n−1) =
γAz1,2(n−1)
ωε0
kx1 =
pi
a
, kAy2(n−1) =
2(n− 1)pi
b
, γAz1,2(n−1) =
√
k2x1 + k
A2
y2(n−1) − k20
following a similar convention from Equations (27) and (28) where superscript A can
be replaced with the B and C for each region. Note, in Region B the height is
represented by h (See Appendix A). In addition, m = 1 and n even values which
represents the different combinations that exist in that relative frequency range in
both x and y directions, respectively.
3.6.2 Satisfying Boundary Conditions.
The next step in the modal analysis technique is to satisfy boundary conditions
across each discontinuity and interface at z = 0+,−, z = `+,− (i.e., Region B), and
z = ` + d (note all BC’s that follow are assumed valid in the region 0 < x < a).
Substituting the forward and backward wave propagation in Regions A,B,C and
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dividing each field by A+TE10 produces
RA,TE1,2(n−1) =
A−,TE
1,2(n−1)
A+,TE1,0
. . . n = 1, . . . , N, RA,TM1,2(n−1) =
A−,TM
1,2(n−1)
A+,TE1,0
. . . n = 2, . . . , N,
RB,TE1,2(n−1) =
B−,TE
1,2(n−1)
A+,TE1,0
. . . n = 1, . . . , N, RB,TM1,2(n−1) =
B−,TM
1,2(n−1)
A+,TE1,0
. . . n = 2, . . . , N, (38)
TB,TE1,2(n−1) =
B+,TE
1,2(n−1)
A+,TE1,0
. . . n = 1, . . . , N, TB,TM1,2(n−1) =
B+,TM
1,2(n−1)
A+,TE1,0
. . . n = 2, . . . , N,
TC,TE1,2(n−1) =
C+,TE
1,2(n−1)
A+,TE1,0
. . . n = 1, . . . , N,TC,TM1,2(n−1) =
C+,TM
1,2(n−1)
A+,TM1,0
. . . n = 2, . . . , N,⇒
where R and T are reflection and transmission coefficients, respectively. The super-
script A,B,C correspond to each region.
Boundary Condition #1
EAt (z = 0
−) =

0 . . . 0 < |y| > h
2
EBt (z = 0
+) . . . |y| < h
2
⇒
eAt1,0 +
N∑
n=1
RA,TE1,2(n−1)e
A,TE
t1,2(n−1) +
N∑
n=2
RA,TM1,2(n−1)e
A,TM
t1,2(n−1) (39)
=

0 . . . |y| < h
2
N∑
n=1
TB,TE1,2(n−1)e
B,TE
t1,2(n−1) +
N∑
n=1
RB,TE1,2(n−1)e
B,TE
t1,2(n−1)
+
N∑
n=2
TB,TM1,2(n−1)e
B,TM
t1,2(n−1) +
N∑
n=2
RB,TM1,2(n−1)e
B,TM
t1,2(n−1) . . . |y| < h2
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Boundary Condition #2
HAt (z = 0
−) = HBt (z = 0
+) . . . |y| < h
2
⇒
hA,TEt1,0 −
N∑
n=1
RA,TE1,2(n−1)h
A,TE
t1,2(n−1) −
N∑
n=2
RA,TM1,2(n−1)h
A,TM
t1,2(n−1) (40)
=
N∑
n=1
TB,TE1,2(n−1)h
B,TE
t1,2(n−1) −
N∑
n=1
RB,TE1,2(n−1)h
B,TE
t1,2(n−1)
+
N∑
n=2
TB,TM1,2(n−1)h
B,TM
t1,2(n−1) −
N∑
n=2
RB,TM1,2(n−1)h
B,TM
t1,2(n−1)
Boundary Condition #3 (note: PB1,2(n−1) = e
−γB
z1,2(n−1)`),
ECt (z = `
+) =

0 . . . |y| > h
2
EBt (z = `
−) . . . |y| < h
2
⇒
N∑
n=1
TC,TE1,2(n−1)e
C,TE
t1,2(n−1)
[
1− PC21,2(n−1)
]
+
N∑
n=2
TC,TM1,2(n−1)e
C,TM
t1,2(n−1)
[
1− PC21,2(n−1)
]
(41)
=

0 . . . |y| > h
2
N∑
n=1
TB,TE1,2(n−1)e
B,TE
t1,2(n−1)P
B
1,2(n−1) +
N∑
n=1
RB,TE1,2(n−1)e
B,TE
t1,2(n−1)P
−1B
1,2(n−1)
+
N∑
n=2
TB,TM1,2(n−1)e
B,TM
t1,2(n−1)P
B
1,2(n−1) +
N∑
n=2
RB,TM1,2(n−1)e
B,TM
t1,2(n−1)P
−1B
1,2(n−1) . . . |y| < h2
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Boundary Condition #4
HCt (z = `
+) = HBt (z = `
−) . . . |y| < h
2
⇒
N∑
n=1
TC,TE1,2(n−1)h
C,TE
t1,2(n−1)
[
1 + PC21,2(n−1)
]
+
N∑
n=2
TC,TM1,2(n−1)h
C,TM
t1,2(n−1)
[
1 + PC21,2(n−1)
]
(42)
=
N∑
n=1
TB,TE1,2(n−1)h
B,TE
t1,2(n−1)P
B
1,2(n−1) −
N∑
n=1
RB,TE1,2(n−1)h
B,TE
t1,2(n−1)P
−1B
1,2(n−1)
+
N∑
n=2
TB,TM1,2(n−1)h
B,TM
t1,2(n−1)P
B
1,2(n−1) −
N∑
n=2
RB,TM1,2(n−1)h
B,TM
t1,2(n−1)P
−1B
1,2(n−1)
Boundary Condition #5 (note, all BC’s that follow are assumed valid in the region
0¡x¡a)
ECt (z = `+ d) = 0 . . . 0 < y < b⇒
N∑
n=1
C+,TE1,2(n−1)e
C,TE
t1,2(n−1)
PC
1,2(n−1)︷ ︸︸ ︷
e−γ
C,TE
z1,2(n−1)d +
N∑
n=1
C+,TE1,2(n−1)e
C,TE
t1,2(n−1)
P−1C
1,2(n−1)︷ ︸︸ ︷
eγ
C,TE
z1,2(n−1)d
+
N∑
n=1
C−,TM1,2(n−1)e
C,TM
t1,2(n−1)
PC
1,2(n−1)︷ ︸︸ ︷
e−γ
C,TM
z1,2(n−1)d +
N∑
n=2
C−,TM1,2(n−1)e
C,TM
t1,2(n−1)
P−1C
1,2(n−1)︷ ︸︸ ︷
eγ
C,TM
z1,2(n−1)d = 0
(43)
3.6.3 Testing with Integral Operators.
The last step of the modal analysis process applies testing operators on the bound-
ary conditions enforced in the step above. Boundary condition enforcement reveals
there will be 8 equations with 8N unknowns. To solve for these unknown coefficients
it is necessary to apply 8N appropriate testing operators to generate 8N equations,
which will lead to a 8N × 8N matrix, where N = 1, 2, 3, . . . , N is the quantity of
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higher order modes. These modes etTE1(n−1), h
TE
t1,2(n−1), e
TM
t1,2(n−1), and h
TM
t1,2(n−1) will
be appropriate testing function since these are used in this problem. Please refer to
Appendix A for more detail.
Applying the testing operator
∫
CSB
eB,TEt1,2(m−1) · {} ds . . .m = 1, 2, 3, . . . , N to (39)
leads to the result
Am1︷ ︸︸ ︷∫
CSB
eB,TEt1,2(m−1) · eA,TEt1,0 ds
+
N∑
n=1
Amn︷ ︸︸ ︷∫
CSB
eB,TEt1,2(m−1) · eA,TEt1,2(n−1)dsRA,TE1,2(n−1) +
N∑
n=2
Bmn︷ ︸︸ ︷∫
CSB
eB,TEt1,2(m−1) · eA,TEt1,2(n−1)dsRA,TM1,2(n−1)
=
N∑
n=1
Cmn︷ ︸︸ ︷∫
CSB
eB,TEt1,2(m−1) · eB,TEt1,2(n−1)dsTB,TE1,2(n−1) +
N∑
n=1
Cmn︷ ︸︸ ︷∫
CSB
eB,TEt1,2(m−1) · eB,TEt1,2(n−1)dsRB,TE1,2(n−1)
+
N∑
n=2
0︷ ︸︸ ︷∫
CSB
eB,TEt1,2(m−1) · eB,TMt1,2(n−1)dsTB,TM1,2(n−1) +
N∑
n=2
0︷ ︸︸ ︷∫
CSB
eB,TEt1,2(m−1) · eB,TMt1,2(n−1)dsRB,TM1,2(n−1) ⇒
(44)
N∑
n=1
AmnR
A,TE
1,2(n−1) +
N∑
n=2
BmnR
A,TM
1,2(n−1) (45)
−
N∑
n=1
CmnT
B,TE
1,2(n−1) −
N∑
n=1
CmnR
B,TE
1,2(n−1) = −Am1 . . .m = 1, . . . , N
Applying the testing operator
∫
CSB
eB,TMt1,2(m−1) · {} ds . . .m = 2, 3, 4 . . . , N to (39) leads
to the result
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Dm1︷ ︸︸ ︷∫
CSB
eB,TMt1,2(m−1) · eA,TEt1,0 ds
+
N∑
n=1
Dmn︷ ︸︸ ︷∫
CSB
eB,TMt1,2(m−1) · eA,TEt1,2(n−1)dsRA,TE1,2(n−1) +
N∑
n=2
Emn︷ ︸︸ ︷∫
CSB
eB,TMt1,2(m−1) · eA,TMt1,2(n−1)dsRA,TM1,2(n−1)
=
N∑
n=2
0︷ ︸︸ ︷∫
CSB
eB,TMt1,2(m−1) · eB,TEt1,2(n−1)dsTB,TE1,2(n−1) +
N∑
n=1
0︷ ︸︸ ︷∫
CSB
eB,TMt1,2(m−1) · eB,TEt1,2(n−1)dsRB,TE1,2(n−1)
+
N∑
n=2
Fmn︷ ︸︸ ︷∫
CSB
eB,TMt1,2(m−1) · eB,TMt1,2(n−1)dsTB,TM1,2(n−1) +
N∑
n=2
Fmn︷ ︸︸ ︷∫
CSB
eB,TMt1,2(m−1) · eB,TMt1,2(n−1)dsRB,TM1,2(n−1) ⇒
(46)
N∑
n=1
DmnR
A,TE
1,2(n−1) +
N∑
n=2
EmnR
A,TM
1,2(n−1) (47)
−
N∑
n=2
FmnT
B,TM
1,2(n−1) −
N∑
n=2
FmnR
B,TM
1,2(n−1) = −Dm1 . . .m = 2, . . . , N
Applying the testing operator
∫
CSB
hB,TEt1,2(m−1) · {} ds . . .m = 1, 2, 3, . . . , N to (40)
leads to the result
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Gm1︷ ︸︸ ︷∫
CSB
hB,TEt1,2(m−1) · hA,TEt1,0 ds
−
N∑
n=1
Gmn︷ ︸︸ ︷∫
CSB
hB,TEt1,2(m−1) · hA,TEt1,2(n−1)dsRA,TE1,2(n−1) −
N∑
n=2
Hmn︷ ︸︸ ︷∫
CSB
hB,TEt1,2(m−1) · hA,TMt1,2(n−1)dsRA,TM1,2(n−1)
=
N∑
n=1
Imn︷ ︸︸ ︷∫
CSB
hB,TEt1,2(m−1) · hB,TEt1,2(n−1)dsTB,TE1,2(n−1) +
N∑
n=1
Imn︷ ︸︸ ︷∫
CSB
hB,TEt1,2(m−1) · hB,TEt1,2(n−1)dsRB,TE1,2(n−1)
−
N∑
n=2
0︷ ︸︸ ︷∫
CSB
hB,TEt1,2(m−1) · hB,TMt1,2(n−1)dsTB,TM1,2(n−1) −
N∑
n=2
0︷ ︸︸ ︷∫
CSB
hB,TEt1,2(m−1) · hB,TMt1,2(n−1)dsRB,TM1,2(n−1) ⇒
(48)
N∑
n=1
GmnR
A,TE
1,2(n−1) +
N∑
n=2
HmnR
A,TM
1,2(n−1) (49)
+
N∑
n=1
ImnT
B,TE
1,2(n−1) −
N∑
n=1
ImnR
B,TE
1,2(n−1) = Gm1 . . .m = 1, . . . , N
Applying the testing operator
∫
CSB
hB,TMt1,2(m−1) · {} ds . . .m = 2, 3, 4 . . . , N to (40)
leads to the result
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Jm1︷ ︸︸ ︷∫
CSB
hB,TMt1,2(m−1) · hA,TEt1,0 ds
−
N∑
n=1
Jmn︷ ︸︸ ︷∫
CSB
hB,TMt1,2(m−1) · hA,TEt1,2(n−1)dsRA,TE1,2(n−1) −
N∑
n=2
Kmn︷ ︸︸ ︷∫
CSB
hB,TMt1,2(m−1) · hA,TMt1,2(n−1)dsRA,TM1,2(n−1)
=
N∑
n=1
0︷ ︸︸ ︷∫
CSB
hB,TMt1,2(m−1) · hB,TEt1,2(n−1)dsTB,TE1,2(n−1) −
N∑
n=1
0︷ ︸︸ ︷∫
CSB
hB,TMt1,2(m−1) · hB,TEt1,2(n−1)dsRB,TE1,2(n−1)
+
N∑
n=2
Lmn︷ ︸︸ ︷∫
CSB
hB,TMt1,2(m−1) · hB,TMt1,2(n−1)dsTB,TM1,2(n−1) −
N∑
n=2
Lmn︷ ︸︸ ︷∫
CSB
hB,TMt1,2(m−1) · hB,TMt1,2(n−1)dsRB,TM1,2(n−1) ⇒
(50)
N∑
n=1
JmnR
A,TE
1,2(n−1) +
N∑
n=2
KmnR
A,TM
1,2(n−1) (51)
+
N∑
n=2
LmnT
B,TM
1,2(n−1) −
N∑
n=2
LmnR
B,TM
1,2(n−1) = Jm1 . . .m = 2, . . . , N
Applying the testing operator
∫
CSB
eB,TEt1,2(m−1) · {} ds . . .m = 1, 2, 3, . . . , N to (41)
leads to the result
38
N∑
n=1
Mmn︷ ︸︸ ︷∫
CSB
eB,TEt1,2(m−1) · eC,TEt1,2(n−1)ds
[
1− PC21,2(n−1)
]
TC,TE1,2(n−1)
+
N∑
n=2
Nmn︷ ︸︸ ︷∫
CSB
eB,TEt1,2(m−1) · eC,TMt1,2(n−1)ds
[
1− PC21,2(n−1)
]
TC,TM1,2(n−1)
=
N∑
n=1
Omn︷ ︸︸ ︷∫
CSB
eB,TEt1,2(m−1) · eB,TEt1,2(n−1)dsPB1,2(n−1)TB,TE1,2(n−1)
+
N∑
n=1
Pmn︷ ︸︸ ︷∫
CSB
eB,TEt1,2(m−1) · eB,TEt1,2(n−1)dsP−1B1,2(n−1)RB,TE1,2(n−1)
+
N∑
n=2
0︷ ︸︸ ︷∫
CSB
eB,TEt1,2(m−1) · eB,TMt1,2(n−1)dsPB1,2(n−1)TB,TM1,2(n−1)
+
N∑
n=2
0︷ ︸︸ ︷∫
CSB
eB,TEt1,2(m−1) · eB,TMt1,2(n−1)dsP−1B1,2(n−1)RB,TM1,2(n−1) ⇒ (52)
N∑
n=1
MmnT
C,TE
1,2(n−1) +
N∑
n=2
NmnT
C,TM
1,2(n−1) (53)
−
N∑
n=1
OmnT
B,TE
1,2(n−1) −
N∑
n=1
PmnR
B,TE
1,2(n−1) = 0 . . .m = 1, . . . , N
Applying the testing operator
∫
CSB
eB,TMt1,2(m−1) · {} ds . . .m = 2, 3, 4 . . . , N to (41) leads
to the result
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N∑
n=1
Qmn︷ ︸︸ ︷∫
CSB
eB,TMt1,2(m−1) · eC,TEt1,2(n−1)ds
[
1− PC21,2(n−1)
]
TC,TE1,2(n−1)
+
N∑
n=2
Rmn︷ ︸︸ ︷∫
CSB
eB,TMt1,2(m−1) · eC,TMt1,2(n−1)ds
[
1− PC21,2(n−1)
]
TC,TM1,2(n−1)
=
N∑
n=1
0︷ ︸︸ ︷∫
CSB
eB,TMt1,2(m−1) · eB,TEt1,2(n−1)dsPB1,2(n−1)TB,TE1,2(n−1)
+
N∑
n=1
0︷ ︸︸ ︷∫
CSB
eB,TMt1,2(m−1) · eB,TEt1,2(n−1)dsP−1B1,2(n−1)RB,TE1,2(n−1)
+
N∑
n=2
Smn︷ ︸︸ ︷∫
CSB
eB,TMt1,2(m−1) · eB,TMt1,2(n−1)dsPB1,2(n−1)TB,TM1,2(n−1)
+
N∑
n=2
Tmn︷ ︸︸ ︷∫
CSB
eB,TMt1,2(m−1) · eB,TMt1,2(n−1)dsP−1BTM1(n−1)RB,TM1,2(n−1) ⇒ (54)
N∑
n=1
QmnT
C,TE
1,2(n−1) +
N∑
n=2
RmnT
C,TM
1,2(n−1) (55)
−
N∑
n=2
SmnT
B,TM
1,2(n−1) −
N∑
n=2
TmnR
B,TM
1,2(n−1) = 0 . . .m = 2, . . . , N
Applying the testing operator
∫
CSB
hB,TEt1,2(m−1) · {} ds . . .m = 1, 2, 3, . . . , N to (42)
leads to the result
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N∑
n=1
Umn︷ ︸︸ ︷∫
CSB
hB,TEt1,2(m−1) · hC,TEt1,2(n−1)ds
[
1 + PC21,2(n−1)
]
TC,TE1,2(n−1)
+
N∑
n=2
Vmn︷ ︸︸ ︷∫
CSB
hB,TEt1,2(m−1) · hC,TMt1,2(n−1)ds
[
1 + PC21,2(n−1)
]
TC,TM1,2(n−1)
=
N∑
n=1
Wmn︷ ︸︸ ︷∫
CSB
hB,TEt1,2(m−1) · hB,TEt1,2(n−1)dsPB1,2(n−1)TB,TE1,2(n−1)
−
N∑
n=1
Xmn︷ ︸︸ ︷∫
CSB
hB,TEt1,2(m−1) · hB,TEt1,2(n−1)dsP−1B1,2(n−1)RB,TE1,2(n−1)
+
N∑
n=2
0︷ ︸︸ ︷∫
CSB
hB,TEt1,2(m−1) · hB,TEt1,2(n−1)dsPB1,2(n−1)TB,TM1,2(n−1)
−
N∑
n=2
0︷ ︸︸ ︷∫
CSB
hB,TEt1,2(m−1) · hB,TMt1,2(n−1)dsP−1B1,2(n−1)RB,TM1,2(n−1) ⇒ (56)
N∑
n=1
UmnT
C,TE
1,2(n−1) +
N∑
n=2
VmnT
C,TM
1,2(n−1) (57)
−
N∑
n=1
WmnT
B,TE
1,2(n−1) +
N∑
n=1
XmnR
B,TE
1,2(n−1) = 0 . . .m = 1, . . . , N
Applying the testing operator
∫
CSB
hB,TMt1,2(m−1) · {} ds . . .m = 2, 3, 4 . . . , N to (42)
leads to the result
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N∑
n=1
Ymn︷ ︸︸ ︷∫
CSB
hB,TMt1,2(m−1) · hC,TEt1,2(n−1)ds
[
1 + PC21,2(n−1)
]
TC,TE1,2(n−1)
+
N∑
n=2
Zmn︷ ︸︸ ︷∫
CSB
hB,TMt1,2(m−1) · hC,TMt1,2(n−1)ds
[
1 + PC21,2(n−1)
]
TC,TM1(n−1)
=
N∑
n=1
0︷ ︸︸ ︷∫
CSB
hB,TMt1,2(m−1) · hB,TEt1,2(n−1)dsPB1,2(n−1)TB,TE1,2(n−1)
−
N∑
n=1
0︷ ︸︸ ︷∫
CSB
hB,TMt1(m−1) · hB,TEt1,2(n−1)dsP−1B1,2(n−1)RB,TE1,2(n−1)
+
N∑
n=2
Γmn︷ ︸︸ ︷∫
CSB
hB,TMt1,2(m−1) · hB,TMt1,2(n−1)dsPB1,2(n−1)TB,TM1,2(n−1)
−
N∑
n=2
∆mn︷ ︸︸ ︷∫
CSB
hB,TMt1,2(m−1) · hB,TMt1,2(n−1)dsP−1B1,2(n−1)RB,TM1,2(n−1) ⇒ (58)
N∑
n=1
YmnT
C,TE
1,2(n−1) +
N∑
n=2
ZmnT
C,TM
1,2(n−1) (59)
−
N∑
n=2
ΓmnT
B,TM
1,2(n−1) +
N∑
n=2
∆mnR
B,TM
1,2(n−1) = 0 . . .m = 2, . . . , N
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Now, arranging the coefficients in matrix form results in a 8N × 8N matrix

Amn Bmn −Cmn 0 −Cmn 0 0 0
Dmn Emn 0 −Fmn 0 −Fmn 0 0
Gmn Hmn Imn 0 −Imn 0 0 0
Jmn Kmn 0 Lmn 0 −Lmn 0 0
0 0 −Omn 0 −Pmn 0 Mmn Nmn
0 0 0 −Smn 0 −Tmn Qmn Rmn
0 0 −Wmn 0 Xmn 0 Umn Vmn
0 0 0 −Γmn 0 ∆mn Ymn Zmn


RATE1(n−1)
RATM1(n−1)
TBTE1(n−1)
TBTM1(n−1)
RBTE1(n−1)
RBTM1(n−1)
TCTE1(n−1)
TCTM1(n−1)

=

−Am1
−Dm1
Gm1
Jm1
0
0
0
0

(60)
where the set of all possible TEzmn and TM
z
mn, m = 1, 2, 3, . . . , N and n = 0, 1, 2, . . . , N
is the column space of the matrix to the left, called matrix A. The column space of
matrix A is the span of TEz10 and higher order modes, Amn, Bmn, Cmn, etc, . . . , where
N represents the quantity of higher order mode. The column space of matrix A is the
range of the matrix transformation, B, −Am1,−Dm1, Gm1, etc. which represent the
reflection and transmission coefficient from that region. Further, a linear combination
of these vectors is any vector of the form,
RA,TE1,2(n−1)Amn + . . . T
C,TE
1,2(n−1)Mmn + . . . (61)
where R is the reflected coefficient from each region and T is the transmitted coef-
ficient from each region represented in column vector by x. The column vector of
matrix A can be written as a product of A with the column vectors, x. Therefore,
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Ax = B leads to the second reflection coefficient measurement
x = A/B (62)
S
(2)
11 = x1(1, 1)
3.7 Material Parameter Extraction
To extract the electromagnetic properties at each frequency, a Newton’s root-
searching algorithm is used to find the electromagnetic properties that best match the
theoretically calculated and experimentally measured S-parameters delineated in Eq.
(24). The material parameter extraction technique used in this effort are performed
by MatLAB. Note this algorithm has to represent all variables as real numbers. Thus,
the complex electromagnetic properties are separated into real and imaginary parts,
||xi|| = Sthy,i11 − Sexp,i11 = (Sthy,i11 − Sexp,i11 )− j(Sthy,i11 − Sexp,i11 ) (63)
where i is the number of cases. Reference Figure 2.
The modal analysis process outputs the theoretically calculated S-parameters,
Sthy,i i = 1, 2 (discussed above), used to predict the electromagnetic properties of
the magRAM sample. Consequently, a root search algorithm generates the minimum
value using an approximate initial guess inputted from the user of the magRAM
sample’s electromagnetic properties to match the theoretical calculated S-parameters
and experimental values at each frequency, within a specified accuracy, namely
||Sthy,111 (ω, ε, µ)− Sexp,111 (ω)|| < δ
||Sthy,211 (ω, ε, µ)− Sexp,211 (ω)|| < δ. (64)
where 1 and 2 superscripts represent the theoretical and experimental reflection co-
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efficient response from Case 1 and Case 2. Note, a typical value of δ = 1× 10−7.
3.8 Summary
A detailed description of magRAM material and VNA equipment was discussed
and revealed the importance and difficulties in measuring and characterizing ma-
gRAM material. In addition, two methods were presented that accommodates the
resulting wave discontinuities at the interfaces of a conductor-backed and stepped-
iris rectangular waveguide structure, which utilized the three step modal analysis
technique from the open-ended rectangular waveguide structure in Chapter 2. The
electromagnetic boundary value problem was transformed into a matrix form for
the theoretical S-parameters that predicted the electromagnetic properties. Lastly, a
Newton’s root search algorithm for extracting the magRAM samples electromagnetic
properties from the experimental S-parameters was discussed.
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IV. Measurement Uncertainty Analysis and Results
4.1 Introduction
Chapter 3 outlines an experimental method for a material extraction technique
using an open-ended waveguide structure connected to two specific reflection cases
that extend the physical insight for a successful in situ electromagnetic property ex-
traction. The main goal of Chapter 4 is to compare the electromagnetic properties of
the two independent theoretical reflection coefficients to the general NRW techniques
using the developed stepped-iris extraction technique algorithm, discussed in Chapter
3, by measuring two materials in the X-band frequency (i.e. 8-12GHz). Specifically,
experimental results for polymer material generally known as acrylic and magnetic
radar absorbing material (magRAM) will be presented. Additionally, error analysis
is applied to each technique to determine if the results are in agreement with one
another.
The experimental setup will be addressed in the following section, but first an
overview of sources of error in equipment, measurements and measurement uncer-
tainties is discussed below. There are multiple potential sources of errors that arise
with measurement error sources including, material under test (MUT) properties, sys-
tematic errors (i.e. Network Analyzer) and measurement uncertainties. Most of these
categories listed can be negligible by ensuring the network analyzer is the following:
properly constructed; proper measurement correction techniques used; and adequate
MUT preparation is used coupled with material assumptions. However, the most
important measurement uncertainty error to account for is from the electromagnetic
material properties. Therefore, it is best practice to compute the uncertainty of the
following: S-parameter measurements, air gaps, and sample position to ensure accu-
rate results. The effects and discussions of systematic errors and VNA measurement
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uncertainties will be examined in Section 4.2.1 in more detail.
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Figure 9. Experimental setup showing a WR90 waveguide connected to an E8362B
Vector Network Analyzer with coaxial cables. The stepped-iris and conductor-backed
sample holder is mounted to a single rectangular waveguide with alignment pins and
clamps.
Figure 10. The first two on the left are full-aperture sample holders width, w=.01 and
w=.0033 in meters, respectively, having the same dimension as rectangular waveguide.
Third, is the stepped-iris reduced in height, h=.0071 in meters and width is the same
dimension as the rectangular waveguide. Lastly, is a perfect electric conductor (PEC).
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4.2 Experimental Setup
The experimental setup is shown in Figure 9 , the measured reflection coefficients
Smeas1,211 were collected using an Agilent Technologies E8362B VNA in the X-band
frequencies. A WR90 waveguide (i.e. abbreviation WR represents “waveguide rect-
angular” and 90 states the inner width a=.90 in. of the waveguide) where a=.02286
meters connected to the VNA via coaxial cables. Prior to the material measure-
ments, the VNA was properly configured and calibrated. The cable junctions were
cleaned with alcohol and junctions properly tightened with a torque wrench to en-
sure appropriate electrical contact. Also, the sample holder and attached stepped-iris
were mounted to waveguide with alignment pins to minimize discontinuities at in-
terfaces. Systematic error-terms were corrected by a full two-port thru, reflect, line
(TRL) calibration procedure by measuring without the MUT using known calibra-
tion standards provided via VNA software and removing these effects from subsequent
measurements.
4.2.1 Calibration Procedure.
The full two port process required to remove the effects of errors include the fol-
lowing thru, reflect, and line measurements. The VNA has two ports port 1 and
port 2. Port 1 transmits/receives forward/reflected wave and port 2 receives trans-
mitted waves from Port 1. These ports (i.e. port 1 and port 2) are connected to an
open-ended WR90 extended from the VNA via the coaxial cable. The first measure-
ment, thru is a measurement which port 1 and port 2 waveguides are aligned and
connect with alignment pins and clamps with no line (i.e. sample holder). Second,
reflect measurement consist of two measurements in which a brass plate (i.e. perfect
electric conductor (PEC)) is clamped at the end of port 1. This measurement is
repeated for port 2. Lastly, line measurement is a measurement which port 1 and
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port 2 are aligned and connected with a line (i.e. sample holder) inserted between
(i.e. port 1 and port 2) using alignment pins and clamps. The purpose of these three
measurements is to remove the effect of errors from the VNA.
4.2.2 Measurement Procedure.
Next, the measurement process to measure the MUT at X-band frequencies is dis-
cussed. The only required port to measure the MUT is port 1 for reflection coefficient
measurements. In this effort, the independent reflection measurements consist of two
distinct cases described in Chapter 3, reflection measurement #1 (i.e. Case 1) and
reflection measurement #2 (i.e. Case 2). The sample holder and the stepped-iris to
verify the modal-analysis technique are shown in Figure 10. To minimize air gaps and
alignment position between the sample holder and the conductor-back MUT clamps
and alignment pins are used to connect the open-ended waveguide (i.e. port 1) . Re-
flection #1 measurement is a MUT conductor-backed connected to waveguide where
the sample holder has the same dimensions of the waveguide. Reflection #2 measure-
ment is a symmetrically reduced stepped-iris in height, conductor-backed MUT and
sample holder( MUT inside) are connected to waveguide.
4.3 Error Analysis
The complex relative permittivity and permeability of the MUT will be estimated
by finding Levenberg-Marquardt nonlinear least squares, which compared the theoret-
ical reflection coefficient obtained from the modal analysis and the measured reflection
coefficient obtained from the network analyzer at each frequency, within a specified
accuracy of δ = 1× 10−7.
||xi||2 = min
εr,µr∈C
∣∣∣∣∣
∣∣∣∣∣
2∑
i=1
Sthy,i11 (ω, ε, µ)− Sexp,i11 (ω)
∣∣∣∣∣
∣∣∣∣∣
2
< δ (65)
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where i is the number of iterations, Sexp represents the measured data, and Sthy
represents the theoretical reflection response using the modal-analysis method. Errors
when determining permittivity and permeability appear when the measured data
has uncertainties in the S-parameters, from the VNA. As stated earlier other viable
sources of error enter in from taking the measurement itself such as air gaps and
sample position at the discontinuities. These types of errors can be eliminated by
carefully aligning connecting parts with alignment pins and minimizing errors due
to gaps with clamps. Another source of error is human error in measuring length
and thicknesses of the stepped-iris, sample holder and sample respectively, which are
inevitable and lead to the most difficult parameters to accommodate.
To observe the effects of errors and account for the measurement inaccuracy from
the measurement uncertainties, a Taylor Series analysis was performed. In the anal-
ysis, error sources considered for evaluation were the following: material under test
thickness d and a waveguide stepped-iris height h and length lsi. A uniform random
variables distribution was applied to all measurement uncertainties.
The goal is to statistically quantify the effects and show how they influence the
desired outputs. The desired outputs can be estimated as a function of material
thickness d, stepped-iris height h, and length lsi approximated by the Talyor Series
expansion. In this effort, the thickness and heights of the material and stepped-iris
are relatively small values and become negligible when these higher order terms in
the Taylor series expansion increases. Thus, the initial points of the measurements
remains.
Independent perturbations can be conducted separately and then added together
to determine the overall error from each specific uncertainty. The independent con-
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tributions can be added in quadrature as
σεrer =
√(∂εrer
∂d
)2
σ2d +
(∂εrer
∂h
)2
σ2h +
(∂εrer
∂lsi
)2
σ2lsi (66)
where σεrer , is the standard deviation of real relative permittivity. Thus, the best
estimate of σεrer = ε
re
r (do, ho, lsio) ± kσεrer , where k = 1, 2, 3, . . . which correspond to
a higher percentile of standard deviation. Note each electromagnetic property can be
determined in similar manner. For a more information the reader can refer to NIST
Technical Note 1355-R [18]
4.4 Results
The comparison of the stepped-iris extraction technique with the NRW technique
was provided by experimentally measuring polymer and ECCOSORB FGM-125 rep-
resenting a dielectric material and magnetic radar absorbing material (magRAM),
respectively, in the X-band frequency (i.e. 8.2-12.4GHz) to obtain the electromag-
netic properties of the material. Case 1 and Case 2 only used the acrylic material
by assuming the µ=1 of the material. Case 3 merges the two Cases to obtain ε and
µ. These three Cases demonstrates the accuracy and reliability of this technique. In
addition, it is shown that higher-order modes are not significant to converge.
4.4.1 Case 1.
Initially, a biaxial acrylic sample filling the entire length of the sample was mea-
sured using the modal-analysis technique as a preliminary model. Note, due to the
class of material consistent measurements were taken where the biaxial acrylic ma-
terial was oriented and measured in the y direction only, thus fitting the isotropic
dielectric characteristics needed to support this extraction technique. Acrylic mate-
rial has a rigid structure and displays low dielectric loss, nondispersive, relatively low
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Figure 11. Extraction permittivity using root-search algorithm from conductor-backed
biaxial acrylic material completely filling full-aperture sample holder mounted to single
rectangular waveguide (No stepped-iris).
Figure 12. Permittivity compared between Case 1 and S21 Transmission only measure-
ment convergence with just 1 mode.
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dielectric constant and non-magnetic properties analogous to pure dielectric charac-
teristics. Further, having a priori knowledge of the sample and its desirable qualities
acrylic makes this an ideal material to check this material extraction technique by
using its permittivity property. The electromagnetic properties of the acrylic sample
(εr=2.31 and µr=1) were determined using the Nicolson, Ross, Weir (NRW) method.
Experimentally, this measurement was without the stepped-iris and used the sam-
ple holder (far left) and the short (far right) in Figure 10 and the theoretical response
used the modal analysis to determine the reflection coefficient. Case 1 extraction root-
search algorithm was utilized to extract the permittivity parameter, seen in Figure
11. The extracted permittivity and the assumed permeability convergence of mode
1 compared to the S21 transmission are shown in Figure 12. With an initial guess
of ε=2.33 the complex permittivity are an accurate extraction and is a near perfect
comparison. An explanation not seen physically in the graphic is the root-search
algorithm reliability and accuracy obtaining the permittivity of the acrylic material.
Deliberately providing the algorithm a +/−3.5 initial input guess from by the user
the obtained ε parameter still converges with only 1 mode.
4.4.2 Case 2.
Case 2 measures the biaxial acrylic material with the stepped-iris placed in front
with the hopes of sufficiently retrieving another independent measurement of the
electromagnetic properties of the material. The stepped-iris inner dimensions were
w=.0097 meters and h=.0071 meters. The biaxial acrylic material filled the entire
aperture of the sample holder d=.0101 meters. In Figure 10, sample holder (far left),
stepped-iris (second to far right) and short (far right) were used experimentally. Case
2 stepped-iris extraction technique is similarly used as in Case 1 one to obtain the
electromagnetic properties.
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Figure 13. Extraction of complex permittivity using root-search algorithm from
conductor-backed biaxial acrylic material completely filling full-aperture sample holder
mounted to single rectangular waveguide with stepped-iris inserted between rectangu-
lar waveguide and sample holder. Complex permittivity properties are excited in the
stepped-iris region from the reduced height.
Figure 14. Comparison between real permittivity in NRW and Case 2 material ex-
traction technique. Note, Acrylic is a dielectric material with nonmagnetic properties,
assuming µr = 1.
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Indeed, an independent measurement is achieved obtaining the ε parameter while
assuming that µ=1. The Figure 13 corroborates this claim, it appears to be pertur-
bations involved with inserting the symmetrically reduced height stepped-iris in the
y-axis along the x-axis. This physical insight implies that the incident wave, ATE10 is
excited on the stepped-iris region (i.e. Region B, z=0) from Region A, and reflected
back into Region A interfering continued transmitting waves from Region A. Addi-
tionally, the transmitted wave passing through the stepped-iris region Region B (i.e.
Region B, z=0) gets excited once again entering sample holder and material region
(i.e. Region C, z=l), creating yet another reflection back to Region A. The reflected
wave travels through Region B, therefore concluding the infinitely higher-order modes
play a huge part in perturbing the fields adequately to provide an independent re-
flection measurement. Another look comparing the NRW measurement and Case 2
using the biaxial acrylic is shown in Figure 14.
4.4.3 Case 3.
Case 3 needs to obtain the two unknowns, both permittivity and permeability,
utilizing two equations. This is accomplished by combining Case 1 and Case 2 (i.e.
two equations) together where each cases uses the Levenberg-Marquardt nonlinear
Figure 15. Extraction of complex permittivity and permeability using root-search algo-
rithm from Case 1 and Case 2 between theoretical and measurement reflection response,
without and with stepped-iris, respectively.
56
Figure 16. Permittivity compared between Case 3 and S21 Transmission only measure-
ment convergence with just 1 mode. Conductor-backed media improves permittivity
measurement by eliminating half resonance developed from thick material.
Figure 17. Extraction of complex permittivity and permeability using root-search al-
gorithm from from Case 1 and Case 2 between theoretical and measurement reflection
response, without and with stepped-iris, respectively, with just 1 mode.
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Figure 18. Permittivity convergence of 1 mode to classical NRW method within 95%
confidence. Near exact, but small deviation due to measurement uncertainties and less
significant electric field presence from conductor-backing.
Figure 19. Permeability convergence of 1 mode to classical NRW method.Near exact,
but sensitivity increased due to strong magnetic field existence at conductor-backing.
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Figure 20. Permittivity convergence of 1 mode to classical NRW method within 95%
confidence. Near exact, but small deviation due to measurement uncertainties and less
significant electric field presence from conductor-backing.
Figure 21. Permeability convergence of 1 mode to classical NRW method.Near exact,
but sensitivity increased due to strong magnetic field existence at conductor-backing.
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least squares algorithm to find the optimal match between the theoretical reflection
response and experimental reflection coefficient at each frequency, respectively. Ul-
timately, the output of each optimal match represents the extracted permittivity
and permeability of the material with making no assumption of any electromagnetic
property. Reference Chapter 3 for more detail.
Figure 15 is the extracted electromagnetic properties of a biaxial acrylic material.
These results suggest that the developed stepped-iris technique favorably represents
the electromagnetic properties of dielectric material. Figure 16 depicts the compari-
son between permittivity obtained using the stepped-iris extraction technique of the
biaxial acrylic material, aligning slightly atop of the S21 transmission only from the
NRW technique. The typical transmission and reflection coefficient NRW extraction
technique cannot be used to compare because the thickness of the material devel-
ops a half resonance which provides another benefit to the stepped-iris extraction
technique. It appears using a conductor-backed media eliminates half resonance in
thicker materials indicated from the permittivity agreeing with the S21 transmission
data from NRW. Experimentally, dielectric material in Case 3 extraction technique
seems to converge with the NRW technique with 1 mode, thus with agreeable data
leads to the anticipation of the stepped-iris extraction techniques effectiveness with
magRAM material. Now, the following will discuss the results for the magRAM ma-
terial and comparing the obtained complex electromagnetic property to the classical
NRW method.
MagRAM electromagnetic properties are more difficult since both ε and µ have
real and imaginary values, rather than being able to assume that µ=1 as for dielectric
material. FMG-125 represents the magRAM MUT and the sample holder used in
this experiment can be viewed in Figures 10. The FGM-125 material was cut from a
sheet of Eccosorb FGM-125 just slightly larger than the sample holder to minimize
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as much space and gaps as possible. Both the sample and the sample holder were
approximately d=.0033 meters wide.
The result shows that in fact it resoundingly exhibits convergence with the classical
NRW method for FGM-125 electromagnetic properties. The permittivity is seen to
be in almost perfect agreement with the NRW results, shown in Figure 17.
In addition, the material is conductor-backed by which perhaps leads to the in-
sensitive permittivity output since the Et=0 on a PEC, thus not strongly affecting
permittivity, shown in Figure 18. On the contrary, the magnetic field is considerably
stronger at the conductor-backed PEC, leading to the complex permeability values
near exact to the classical NRW method seen in Figure 19. The imaginary permit-
tivity is within 2σ standard deviation with NRW technique, seen in Figure 20 and
imaginary permeability agrees with NRW technique as well, shown in Figure 21 which
both seem to change in correlation to the real part from the higher-order modes intro-
duced. Moreover, convergence was established using 1 mode and other contributions
imperfections are due from either the uncertainty in the S-parameter, material length
and gaps.
The physical insight beautifully agrees between the theoretical response and mea-
surement data verifying that a symmetrically reduced height stepped-iris influences
enough perturbations inside the structure to produce a sufficiently independent mea-
surement to obtain the electromagnetic properties of a magRAM material.
4.5 Summary
Both Biaxial acrylic and FGM-125 materials were measured in two independent
reflection cases to validate the stepped-iris extraction technique. The biaxial acrylic
material was shown for Case 1 and Case 2 due to the known permeability for a
dielectric material. Case 1 results matched the material’s properties extremely well
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when compared to NRW method. Case 2 shows that indeed the reduced stepped-
iris in height perturbs the electric field enough to produce an independent reflection
coefficient. Lastly, FGM-125 compared with NRW method results were statistically
excellent. Convergence with the use just of 1 mode demonstrates that this technique
is reliable for obtaining the electromagnetic properties of a conductor-backed media.
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V. Conclusions and Recommendations
In this paper, a new single stepped-iris waveguide extraction technique was pre-
sented to nondestructively determine the permittivity and permeability of conductor-
backed media. A full-wave solution combined with a mode matching method which
accommodates the resulting waveguide structure’s discontinuities across the various
interfaces was implemented. The performance of this extraction technique was esti-
mated by firstly, finding Levenberg-Marquardt nonlinear least squares, which com-
pared the theoretical reflection coefficient obtained from the modal analysis and the
measured reflection coefficient obtained from the network analyzer at each frequency,
within a specified accuracy of δ = 1× 10−7. Secondly, performing and conducting a
Taylor Series analysis on the stepped-iris extraction technique which accommodates
the physical measurement uncertainties when compared to the Nicolson-Ross-Weir
(NRW) electromagnetic property measurements of each material.
The comparison of the stepped-iris extraction technique with the NRW technique
was provided by experimentally measuring polymer and ECCOSORB FGM-125 rep-
resenting a dielectric material and magnetic radar absorbing material (magRAM),
respectively, in the X-band frequency (i.e. 8.2-12.4GHz). The three cases demon-
strated a notably accurate, reliable and concluding that this technique agrees fa-
vorably with the NRW technique, thus proving that stepping the waveguide in the
y-axis symmetrically along the x-axis indeed perturbs the field sufficiently to obtain
the electromagnetic properties of the material. In addition, the physical insight re-
vealed that permittivity is not sensitive due to electric field being zero at the PEC,
thus, permeability parameters are more sensitive since the magnetic field is maximum
at the PEC which explains its close agreement to the NRW method.
The Taylor Series analysis supports the physical insight with convergence within
the classical NRW method error bars under 1 mode. Moreover, no higher-order modes
63
such as the TE1,2(n−1) are required in this scenario, suggesting that the stepped-iris
excites higher-order modes, but vanish before making any significant contribution
to effectively accommodate the medium inside the rectangular waveguide. Nonethe-
less, this enables in situ measurements in obtaining electromagnetic properties of
conductor-backed magRAM material using a stepped-iris rectangular waveguide.
5.1 Future Work
Focus in accurately and reliably characterizing magnetic radar absorbing material
experimentally in the X-band operating frequencies has been expanding, especially in
search for an effective technique. Although, in this effort, the stepped-iris extraction
technique was in favor, additional application in this technique can further augment
the stepped-iris extraction technique.
First, consider developing a stepped-iris extraction technique that examines an
expanded region junction between the iris and the material. See if evanescent higher-
order modes TE1,2(n−1) are strongly excited to independently find a reflection coeffi-
cient.
Secondly, comparison between past techniques such as the two-thickness, two layer
and two iris for sensitivity analysis can inspected. Additionally, wider source of error
in Monte Carlo analysis can be extended perhaps by including other effects such as
random noise. Even though, in this research sample thickness was chosen to fit the
entire sample holder. This can be added if smaller samples are investigated.
Lastly, an asymmetrical stepped-iris could be manufactured where the height is
reduced on only one side of the material. Additionally, extending this concept multiple
shims can be devised to search for additional unique measurement.
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Appendix A. Modal Analysis Details
1.1 Measurement Reflection 2 math details
EAt = A
+,TE
1,0 e
A,TE
t1,0 e
−γAz1,0z +
N∑
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z<0 (67)
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(69)
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eA,TE1,2(n−1) = xˆ(−1)nkAy2(n−1) sin kx1x sin kAy2(n−1)y + yˆ(−1)nkx1 cos kx1x cos kAy2(n−1)y
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eC,TM1,2(n−1) = xˆ(−1)nkx1 sin kx1x sin kCy2(n−1)y − yˆ(−1)nkAy2(n−1) cos kx1x cos kCy2(n−1)y
hC,TEt1,2(n−1) =
zˆ × eC,TEt1,2(n−1)
ZC,TE1,2(n−1)
, hC,TMt1,2(n−1) =
zˆ × eC,TMt1,2(n−1)
ZC,TM1,2(n−1)
(72)
ZC,TE1,2(n−1) =
jωµ0µr
γCz1,2(n−1)
, ZC,TM1,2(n−1) =
γCz1,2(n−1)
ωε0εr
kx1 =
pi
a
, kCy2(n−1) =
2(n− 1)pi
b
, γCz1,2(n−1) =
√
k2x1 + k
C2
y2(n−1) − k2
Boundary Condition # 5 (note, all BC’s that follow are assumed valid in the
region 0<x>a)
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(73)
Applying the testing operator
b
2∫
− b
2
a
2∫
−a
2
eCtTE1(m−1) · {} dxdy to (40) leads to the result
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Applying the testing operator
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set of steps leads to the anticipated result
⇒ C−,TM1,2(n−1) = −C+,TM1,2(n−1)PC21,2(n−1) . . . n = 2, . . . , N (79)
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What if h = b and ` = 0
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
A11 −C11 −C11 0
G11 Imn −Imn 0
0 −Omn −Pmn Mmn
0 −Wmn Xmn Umn

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TB,TE10
RB,TE10
TC,TE10
 =

−A11
G11
0
0
⇒ RA,TE10 = R−P 21−RP 2 = S(1)11 . . . asexpected
(125)
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