Abstract This paper presents the regime-switching recurrent reinforcement learning (RSRRL) model and describes its application to investment problems. The RSRRL is a regime-switching extension of the recurrent reinforcement learning (RRL) algorithm. The basic RRL model was proposed by Moody and Wu (Proceedings of the IEEE/IAFE 1997 on Computational Intelligence for Financial Engineering (CIFEr). IEEE, New York, pp 300-307 1997) and presented as a methodology to solve stochastic control problems in finance. We argue that the RRL is unable to capture all the intricacies of financial time series, and propose the RSRRL as a more suitable algorithm for such type of data. This paper gives a description of two variants of the RSRRL, namely a threshold version and a smooth transition version, and compares their performance to the basic RRL model in automated trading and portfolio management applications. We use volatility as an indicator/transition variable for switching between regimes. The out-of-sample results are generally in favour of the RSRRL models, thereby supporting the regime-switching approach, but some doubts exist regarding the robustness of the proposed models, especially in the presence of transaction costs.
Introduction
The recurrent reinforcement learning (RRL), proposed by Moody and Wu (1997) , is a direct reinforcement approach for investment decision making. It has an autoregressive outlook and can be likened to a recurrent neural network with a single layer. Previous work has already shown that the RRL offers good promise in finding D. Maringer (B) · T. Ramtohul Universität Basel, 4002 Basel, Switzerland e-mail: Dietmar.Maringer@unibas.ch T. Ramtohul e-mail: Tikesh.Ramtohul@unibas.ch profitable strategies in financial markets. Despite the reported findings, its simplistic nature casts some doubts about its ability to capture the non-linearities present in financial data. This is the motivating factor behind our study. We propose a new model, called regime-switching recurrent reinforcement learning (RSRRL), that augments the existing RRL with regime-switching properties to cater for these non-linearities. The principal goal of this paper is to give a detailed description of this new model, and compare its performance with the basic RRL in investment applications. We look at two variants of the RSRRL, a threshold version (TRRL) and a smooth transition (STRRL) version. We perform controlled experiments using artificial data to better understand the working principles of both sets of algorithms, and then use real-world data sets to test the efficiency of the systems in a simple automated trading setting. Additionally, an active portfolio management strategy based on these models is investigated and the performance of the three types of investors is compared with a passive benchmark.
The outline of the paper is as follows: in Sect. 2, we present a review of previous work concerned with the application of RRL in financial trading. Section 3 is devoted to the RSRRL. It starts by briefly reviewing the RRL methodology and proceeds with a detailed description of the RSRRL model, with emphasis on the learning procedure and the selection of indicator/transition variables. The ensuing section describes the experiments carried out to compare the two methodologies, presents the results, and provides an assessment of the main findings. Section 5 provides the concluding remarks and discusses possibilities for future work.
Literature review
Early work by Moody and Wu (1997) and Moody et al. (1998) aimed at demonstrating the efficiency of the RRL methodology for training trading systems and portfolios by optimising the differential Sharpe ratio (DSR). Their early studies emphasized on two main aspects. First, trading systems based on the reinforcement learning paradigm perform better than those based on supervised learning techniques. Second, mechanical traders trained to maximise a risk-adjusted performance criterion like the DSR outperform trading systems which aim at either maximising profits or minimising some error criterion. Based on these results, Moody and Saffell (2001) used real data sets to test the efficacy of the RRL-traders. They used the half-hourly US Dollar/British Pound FX rate from the first 8 months of quotes in 1996 to train a 3-position, i.e. {long, short, neutral} trader. The differential downside deviation ratio (see Moody and Saffell 2001) was used as the performance criterion. The RRL-traders led to profitable situations and positive Sharpe ratios in both the absence and presence of transaction costs, thereby indicating the ability of the RRL technique to discover structure in real-world financial data series. The authors also compared the performance of the RRL-trader with a Q-trader (a reinforcement learning approach developed by Watkins (1989) ) and a simple buy-and-hold strategy for an asset allocation problem between the S&P 500 and T-bills for a 25-year period (1970-1994) . It was found that both sets of RRL-traders and Q-traders yield higher Sharpe ratios than the buy-and-hold strategy, suggesting that reinforcement learning approaches are able to uncover useful
