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1. 
In the present paper, we consider the following Volterra integral equations: 
(1.1) 
~(4 = f(4 + Ioz 4x, 4 ~(4 ds + + (joz k*(x, 4 Q(YW ds) ,
o<x<oo, (1.3) 
where f(x), K(x, s), and k*(x, s) are nonnegative known functions and the 
functions Q(u) and #(u) are positive, nondecreasing in u. Let I denotes the 
interval 0 < x < co. The equation (1.1) is a linear Volterra integral equation 
and has been studied in many details [6]. Equation (1.2) is an integral equation 
containing two nonlinearities. Many properties such as existance, uniqueness 
of solutions, and asymptotic behavior periodic solutions are known for the 
case 4(u) = u under various conditions on the kernel or the function Q [5]. 
The equation (1.3) is still more general which combines the features of 
Equations (1.1) and (1.2) and contains a case of two kernels. The equation 
having more than one kernel of convolution type has been recently studied 
by Grossman [4] for the existence and stability properties of solutions. In 
the following discussions, it is assumed that Equations (l.l)-( 1.3) possess 
solutions on the interval 0 < x < CO. 
In the present paper, we aim at obtaining pointwise estimates of the solu- 
tions of Eqs. (l.l)-(1.3) under suitable conditions on the kernels K(x, S) and 
k*(x, s). For this purpose we generalize further the linear integral inequality 
due to Bellman [l , p. 581. To consider the equations of the form (1.2) and 
(I .3), the generalization of the integral inequality due to Bihari [2] is necessary. 
615 
Copyright 0 1974 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
616 DHONGADE AND DE0 
It has been generalized in several directions in the following discussion. The 
inequalities of this type play an important role in the study of the properties 
of solutions of integral and differential equations. Recently, the authors have 
obtained some generalizations of the integral inequalities due to Bellman and 
Bihari [3]. The present paper includes the generalizations of these inequalities 
in some other directions. The integral inequalities of this type have been 
found to be useful in several ways and in a recent paper due to Vidyasagar 
and Deo [7], these types of inequalities have been profitably employed in the 
study of bounded-input-bounded-output (BIBO) stability properties of some 
feedback systems. The authors propose to extend these results further and 
employ more general results proved in this paper for (BIBO) stability pro- 
perties. 
2. 
The discussions of the present paper are stimulated by the following 
lemma. 
LEMMA 1. Suppose that 
(4 @), h(x): (0, 00) - (0, m), 
(ii) f(x): (0, co) -+ (0, co) and monotonic nondecreasing in x, 
(iii) g(x): (0, cc) ---f [ 1, co), 
and 8, h, f, andg are continuous functions on (0, co). Further, ;f 
e(x) < f(x) + g(x) j’ h(s) @) ds, XEI, (2.1) 
0 
then 
@I < f(x) g(x) exp (jo’ h(s) g(s) ds) , x E I. (2.2) 
Proof. Since f (x) is monotonic, nondecreasing, and g(x) > 1, we observe 
from (2.1) that 
(2.3) 
xtz.z. 
Denoting the bracket on the right side by R(x), we obtain 
G Q ‘d4 44 XEI, 
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which on integration from 0 to x reduces to (2.2). For g(x) = 1, this inequality 
has been obtained by Bellman [1, p. 581. Further, (2.1) is also studied by 
Willett [8] under a more general hypothesis. In the inequality (2.1), we assume 
monotonicity on f(x) and obtain a different estimate than [8, Theorem 01. 
The above lemma leads to the following more general inequality containing 
n-linear terms. 
THEOREM 1. Suppose that 
(i) the functions 0(x), f(x) are de$ned as in Lemma 1, 
(ii) gi(x): (0, W) + [l, CO) and continuous for i = 1, 2, 3 ,..., n, 
(iii) h,(x): (0, co) -+ (0, 00) and continuous for i = 1, 2, 3 ,..., n, and if 
Q) < f (4 + i g&4 jz hi(s) W & XEI, (2.4) 
i=l 0 
then 
‘+) d Ff, (2.5) 
where Ek is de$ned inductively as follows: 
E’“f = f (E"-lg,) exp (lo’ hkEk-lg, ds) , k = 1, 2 ,..., n. (2.6) 
Proof. The proof is by finite induction. Note that Theorem 1 reduces to 
Lemma 1 for n = 1 and hence is true. Let us assume that (2.5) is true for 
given integer K, 1 < k < n - 1. Now 
< El”f [ 1 + g,+,(x) L’ h+p ds] . (2.7) 
In view of (2.6), we observe that Ekf/f > 1. Since g,(x) 3 1, one can write 
(2.7) as 
e(x) <&c+,(X) E’“f 
f(x) f(x) 
x E I. 
This inequality is of the form (2.3). H ence, as in Lemma 1, (2.2) takes the 
form 
e(x) < g,+,(x) Ekf (exp lo= hk+l(s)fR$r(s) Ekf ds) . 
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It is now easy to write, in view of (2.6), that 
This proves that (2.5) holds for K + 1. We conclude that (2.5) is true for 
i = 1, 2, 3 ,..., n. 
COROLLARY 1. In Theorem 1, let g$(x) = 1, x 61 for i = 1, 2 ,..., n, then 
‘W d E”f> 
where Ek is defined inductively as follows 
E’“f = (I?“-‘f) exp (I EkP1hkcs) ds) , x E I. 
The proof can be written by following Theorem 1. This inequality is a linear 
generalization of the Lemma due to Bellman [l, p. 581 for n terms. As an 
illustration of Theorem 1, consider the inequality 
e(s) < x3 -I- Lz (1 + s) e(s) ds + e” jOz e-s2/20(s) ds, 0 < x < CO. 
We observe that 
f (4 = x3, .i?lW = 1, 4(s) = (1 + 4, 
g2(4 = ex, h,(s) = e-s’/“. 
In view of (2.6), we notice that 
19(x) < E2f= x3 exp (66) exp ($ - 1) . 
Below, we obtain pointwise estimate for the solution of Equation (1.1) under 
the condition that the kernel k(x, s) is differentiable and the first partial 
derivative is directly separable. 
THEOREM 2. Let the function k(x, s), (x 3 s) be defined and continuous on 
I x I. Suppose that 
v < i gi(x) hi(s) (2.8) 
i=l 
4x, 4 < m(x), (2.9) 
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where gi(x) and hi(x) are as in Theorem 1 and m(x): (0, co) + (0, co) is a 
continuous function. Let f(x) be de$ned as in Lemma 1. If y(x) is the solution of 
(1.1) 01z I, then 
I YWI <P(X) + i Qd-4 jo’ hi(s) I r(s)1 & XGI, (2.10) 
i=l 
and further, 
I r(x)1 G E”P> (2.11) 
where E” is dejined as in (2.6) replacing g, by Qk and 
P(X) = f (x) + joz m(s)f (s) exp (j= m(t) dt) ds, 
Qi(x) = 1 + J;gi(s) exp (1% m(t) iti ds. 
s 
(2.12) 
(2.13) 
Proof. Let y(x) be the solution of (1 .I) existing on I. Then 
I r(x>l G f(x) + joz 4x, ~1 I r(s)1 ds. 
Define 
Now 
R(x) = j’ k(x, 4 I r(s)1 ds. 
0 
(2.14) 
R’(x) = k(x, x) j y(x)/ + jo’ ak(x’ “;r(“” ds . 
In view of (2.9) and (2.14), we get 
R’(x) < m(x)f(x) + m(x) R(x) + joz ak(xT sy(s)i ds .
Transposing m(x) R(x) to the left-hand side and multiplying by the inte- 
grating factor (exp(- Jf m(s) ds)), we obtain 
[R(x) ~XP (- joz W ds)] ’ 
< m(x)f(x) exp (- joz m(s) ds) + (exp - lo’ m(s) ds) joz ak(x’ “\~(“)’ g . 
Now substituting for ak(x, s)/ax from (2.8) and integrating from 0 to x, we 
obtain the bound for R(x). Using the bound for R(x) in (2.14) and then 
substituting the value of p(x) and Q<(x) from (2.12) and (2.13), we obtain 
I~(41 G p(x) + $lQi(s) joz hi(s) I r(s)1 ds. 
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The conclusion (2.11) is a direct consequence of Theorem 1. As an illustra- 
tion, consider the following Volterra integral equation of the form (1.1) 
x3 + 3.X 
Y(X) = ---p-- + Joz (1 + .G) eAS313 y(s) ds, o<x<co. 
Now, from Theorem 2, we assume that m(x) = (1 + x2). Further, since 
a+, 4 
ax = 2xexp - + , ( 1 
suppose that 
gdx) = 2x, h,(s) = exp (- $) . 
In view of (2.12) and (2.13), we obtain 
P(X) = CZ>[l +x+%1 
Ql(x) = 1 + 2 exp ($) [es - x - 11. 
Now following the estimate given by (2.11), 
I r(x)1 d %W) = 2 exp (y) [I + x + $1 
X 1 +2exp f (P-x- 1)] [2-x---~a]. [ ( 1 
3. 
In this section, we prove an integral inequality which is useful to consider 
nonlinear Volterra integral equations of the form (1.2). This inequality 
heavily makes use of the result of Bihari [2]. While considering nonlinear 
integral equations, generally linearization techanics are followed; however, 
below we attempt to obtain genuine upper bound for the solution of the 
nonlinear integral equation. For this purpose, we need a class of functions 
9 defined in [3]. For completeness, we state the definition. 
DEFINITION. A function w: [0, cc) -+ [0, co) is said to belong to the class 
S if 
(i) W(U) > 0 is nondecreasing and continuous on [0, co), 
(ii) (l/w) w(u) < w(z+), 21 > 0. 
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LEMMA 2. Suppose that 
(i) The functions f(x), g(x), h(x), and B(x) are defined as in Lemma 1, 
(ii) Q, 4 E 9 and Q is submultiplicative. If 
@) G f(x) + g(4 c ( JoZ 44 Q(W) q ) x E I, (3-l) 
then 
x E I’, (3.2) 
where F-l is the inverse of F which is dejked by 
F(u) = lu; q&(t)) ’ o<u,<u (3.3) 
and XEI’CI so that 
s 
z h(s) Q(g(s)) ds E dom(F-I). 
0 
Proof. Since f(x) is monotonic, nondecreasing, g(x) > 1 and Q, 4 E $, 
we observe from (3.1) that 
!Ql < [ 1 + g(x) 4 
f(x) [joZ 44 Q (#) ds]] 
<g(x) [ 1 + 4 (loS h(s) $2 (j#) ds)] ’ x E I* 
(3.4) 
Define 
R(x) = 1% h(s) Q ($$ ds, x ~1. 
0 
Whence from (3.4) 
since D is nondecreasing and submultiplicative. Now, multiplying both sides 
by h(x) and using the definition of R(x), we obtain 
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In view of (3.3), this reduces to 
qg < h(x) ii?(&)). 
Now integrating from 0 to x, we get 
Wd < F-l (lo’ h(s) J&T(S)) dsj . 
The result (3.2) now follows from (3.4) and the above estimate of R(x). 
The following theorem provides pointwise estimate of the solution of the 
integral equation (1.2) under suitable conditions on the kernel K(x, s). 
THEOREM 3. Suppose that 
(i) the functions Q, # E 9 and are s&multiplicative, 
(ii) k(x, s) (x 3 s) be defined and continuous on I x I, 
k(x, x) = 0, (3.5) 
“p < g(x) h(s), (3.6) 
where g(x), h(s) are continuous functions on (0, co). If y(x) be a solution of 
(1.2) existing on I, then 
1 y(x)l <f(x) m(x) [ 1 + 4 [F-l c!b” h(s) -Q(m(s)) dsj] 1 7 x E I’, (3.7) 
where F-l is the inverse function of F which is dejned in Lemma 2 and x E I’ C I 
so that 
and 
s 
z h(s) .Q(iit(s)) ds E dom(F-r) 
0 
Proof. Since y(x) is a solution of (1.2), we have 
I~(41 <f(4 + # (j-oz4W41~ IWj , XEZ. (3.9) 
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Define 
44 = j’ 4x, s) Q(l ~(41) ds, XEI, 
” 
R’(x) = K(x, x) Q(l y(x)l) + j; v sZ(( y(s)l) ds. 
In view of (3.5) and (3.6), we get 
W) G&l j’ 4s) -WI YW ds- 0 
Integrating from 0 to x, one obtains 
Now replacing in the limits s by x, the inequality still holds and becomes 
the product of two integrals. In view of the definition of R(x), (3.8), and the 
fact that z,A E 9, we can write (3.9) as follows: 
Ir(4l G.fM + %4 4 ( jox &I Q(l YNI) ds) . 
This now is of the form (3.1), which, by the application of Lemma 2, gives 
the desired result (3.7). 
4. 
In the following theorem, we prove a more general inequality. It contains 
n-linear terms and one nonlinear term. 
THEOREM 4. Suppose that 
(i) the functions f(x), g,(x), h,(x), (i = 1, 2,..., n + 1) be dejned as in 
Theorem 1, 
(ii) the functions Q, # be defined as in Lemma 2. If 
4x1 < f (2) + &4 j; W) W ds + c~m+,W 4 ( jo’ hn+&) Q@W 4) 9 
XEI, (4.1) 
then 
4-4 < E”(f 1 -Vgn+dxN [ 1 + # [F-l (jl” hn+&) Wn,n+&)) ds/] 9 
XEII, (4.2) 
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where En is defined inductively as in Theorem 1 and F-l has the same meaning 
as in Lemma 2 and x E I’ C I such that 
I ox h,+,(s) Q(Engn+&N ds E do+‘-7. 
Prooj. Define 
T(x) = f(4 + &+1@) * ( jox hrs+1(4 -Q(@)) ds) * 
Then (4.1) can be written as 
@4 < T(x) -t i g,(x) jz hi(s) e(s) 4 XEI. 
i=l 0 
In view of Theorem 1, this inequality gives the estimate 
@4 < @(T(x)) 
whence 
= En [f(x) +gn+k4 4 ( joz hn+ds) Q(W) ds] 
= En(f) + En [gn+&) 4 (.ro’ hn+1(4 WW) ds)-j 
= E”(f) +gn+k4 4 [ joz hn+ds) Q(W) ds] 
. pgg,&l exp (6h?E%,(s)) ds] , 
This inequality is of the form (3.1). The bound (4.2) is now clear. 
The pointwise estimate of the solution of the integral equation (1.3) which 
contains two different kernels is obtained in the following theorem. 
THEOREM 5. Suppose that 
(i) the functions, Q, 4 E 9 and are submultiplicative, 
(ii) K(x, s), (x > s), K(x, x), %(x, s)/& be dejined as (2.8) and (2.9) 
in Theorem 2, 
(iii) k*(x, s), (x > s) be continuous on I x I and further 
k*(x, x) = 0, (4.3) 
ak*(x, s) 
ax G ge+dx) hn+&), (4.4) 
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where g,+,(x) and h,+l(s) are defined and continuous on (0, CO) and [l, CO), 
respectively, and ify(x) be a solution of (1.3) existing on I, then 
I r(x)1 < ~$4 w(x) [ 1 + # [F-l (Jo’ h,+,(s) J-VW)) dsi] 7 x E I’, (4.5) 
where F-l is the inverse of F de$ned as in Lemma 2 and x E I’ C I is such that 
and 
s Oz h,+,(s) sZ( W(s)) ds E dom(F-l), 
where 
JW = 1 + G) 4 (IO’ g,+,(s) ds) 
44 = En 1 f (4 + If (4 m(s) exp (Ia m(t) dt) ds/ 
g(x) = 6(E+‘Qn) exp (J’,” h.E’+‘(QJsi) ds) , 
(4.6) 
(4.7) 
(4.8) 
6 = 1 + 1% m(s) exp (I’m(t) dt) ds, 
f&(x) = iozgi(l) exp (sz m(i) dt) ds. 
s 
Proof. Since y(x) is a solution of (1.3), we have 
I r(x)1 <f (4 + IO’ 4x, 4 I r(s)1 ds + 4 (jox k*(x, 4 WI YWI) ds) 9 XEI. 
Let 
T(x) = f (4 + $ (I k*(x, 4 Q(l ~(41) ds) > 
Then the above inequality takes the form 
I ~(4 < W + jos 4x, 4 I r(s)1 ds. 
This inequality is of the form (2.14). By the application of Theorem 2 we have 
I r(x)1 < E”(P(x)), 
where 
p(x) = T(x) + 1: m(s) T(s) exp (Lx m(t) dt) ds. 
626 DHONGADE AND DE0 
Substituting for p(x), we get 
I YWI G En [T(X) + joz m(s) W) exp (1’ m(t) dt) ds] 
s 
= En [fk) + # (joz k*b 4 ~(1 Y@)I) dsj 
+ joz f44 i fo + * (jos k*(h t) Q(I Y(S)I) exp [j: m(t) dt) j ds] . 
Rearranging the terms and applying (4.7) and (4.8), we obtain 
Define 
IYWI G 44 + %4 4 (joz k*(x, 4 -Q(l r(s)l)j ds. (4.9) 
so that 
W4 = jz k*(x, s) Q(l y(s)l) ds 
0 
R’(x) < k*(x, x) sz(l y(x)/) + joz ak*(xf 4 it’ y(s)‘) ds . 
By using (4.3) and (4.4), 
R’(x) < g,+,(x) jb” h,+,(s) Q( / y(s)/) ds. 
Integrating from 0 to x, we get 
~(4 Gjsgn+ds) ( j’y h+,(t) Q(Iye) dt) 4
0 0 
which in view of (4.9) yields to 
I Y(X)1 < 44 + 44 ti [joZwn+lN (ji kL+dt) WI YW) ^tj ds] . 
Because of (4.6) and the fact that # is submultiplicative; this further reduces 
to 
which is of the form (3.1). Now, the application of Lemma 2 gives the desired 
result (4.5). 
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Let us consider the following example of the type (1.3), 
y(x) = ex + (” ez-sy(s) ds + /” sin(x - s)” y”“(s) ds, 
Since 
We assume that 
Jo JO 
k(x, x) = 1 = m(x), k*(x, x) = 0. 
E = e”-S 
ax ' 
i3k” - - 
ax cos(x - s)2 2(x - s) < 2xs. 
gl(x) = ex:, h,(s) = e+, 
g2(x) = x7 h,(s) = 2s. 
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XGI. 
We note that 
From (4.6)-(4.8), we obtain 6 = ea, Q1(x) = xex, Q2(x) = e” - 1 - X. 
Hence 
z(x) = (1 + X) xe2s+x2~2(ez - 1 - x) exp (.c 
5 2ses+s2’2(eS - 1 - s) ds 
0 
W(X) = 1 + g e2z+x2/2(es - 1 - x) exp 2&is2/2(& - ] _ s) ds . 
Further, 
F-‘(u) = $ (zc - 1)3:“. 
Now, substituting the above values in (4.5), we get the estimate of the 
solution y(x). 
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