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Testing bounded arboricity
Talya Eden ∗ Reut Levi † Dana Ron ‡
Abstract
In this paper we consider the problem of testing whether a graph has bounded arboricity. The
family of graphs with bounded arboricity includes, among others, bounded-degree graphs, all
minor-closed graph classes (e.g. planar graphs, graphs with bounded treewidth) and randomly
generated preferential attachment graphs. Graphs with bounded arboricity have been studied
extensively in the past, in particular since for many problems they allow for much more efficient
algorithms and/or better approximation ratios.
We present a tolerant tester in the sparse-graphs model. The sparse-graphs model allows
access to degree queries and neighbor queries, and the distance is defined with respect to the
actual number of edges. More specifically, our algorithm distinguishes between graphs that
are ǫ-close to having arboricity α and graphs that c · ǫ-far from having arboricity 3α, where c
is an absolute small constant. The query complexity and running time of the algorithm are1
O˜
(
n√
m
· log(1/ǫ)ǫ + n·αm ·
(
1
ǫ
)O(log(1/ǫ)))
where n denotes the number of vertices and m denotes
the number of edges. In terms of the dependence on n and m this bound is optimal up to
poly-logarithmic factors since Ω(n/
√
m) queries are necessary (and α = O(
√
m)). We leave it
as an open question whether the dependence on 1/ǫ can be improved from quasi-polynomial to
polynomial. Our techniques include an efficient local simulation for approximating the outcome
of a global (almost) forest-decomposition algorithm as well as a tailored procedure of edge
sampling.
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1 Introduction
The arboricity of a graph is defined as the minimum number of forests into which its edges can
be partitioned. This measure is equivalent (up to a factor of 2) to the maximum average degree
in any subgraph [20, 25, 21] and to the degeneracy of the graph2. Hence, the arboricity of a
graph can be viewed as a measure of its density “everywhere”. The family of graphs with bounded
arboricity includes many important families of graphs, e.g., all minor-closed graph classes such
as planar graphs, graphs of bounded treewidth and graphs of bounded genus. However, graphs
with bounded arboricity do not necessarily exclude a fixed minor, in fact, graphs over n vertices of
arboricity 2 may have a K√n-minor. In the context of social networks, it includes graphs that are
generated according to evolving graph models such as the Baraba´si-Albert Preferential Attachment
model [3]. For various graph optimization problems, it is known that better approximation ratios
and faster algorithms exist for graphs with bounded arboricity3 (e.g., [7, 15, 12, 2] and [4, 18] in
the distributed setting), and several NP-hard problems such as Clique, Independent-Set and
Dominating-Set become fixed-parameter tractable[1, 11].
In this work we address the problem of testing whether a graph has bounded arboricity. That
is, we are interested in an algorithm that with high constant probability accepts graphs that have
arboricity bounded by a given α, and rejects graphs that are relatively far from having slightly
larger arboricity (in the sense that relatively many edges should be removed so that the graph will
have such arboricity). In fact, as explained precisely next, we solve a tolerant [24] version of this
problem in which we accept graphs that are only close to having arboricity α. Furthermore, our
result is in what is known as the sparse-graphs model [23], where there is no upper bound on the
maximum degree in the graph, and distance to having a property is measured with respect to the
number of edges in the graph. As we discuss in more detail in Subsection 1.4, almost all previous
results on testing related bounded graph measures assumed the graph had a bounded degree.
1.1 Our result
Let G = (V,E) be a graph with n vertices and m edges. We assume that for any given vertex
v ∈ V , it is possible to query for its degree, d(v), as well as query for its ith neighbor for any
1 ≤ i ≤ d(v).4 We say that G is ǫ-close to having arboricity α if at most ǫ ·m edges should be
removed from G so that the resulting graph will have arboricity at most α. Otherwise, G is ǫ-far
from having arboricity α.
We present an algorithm that, given query access to G together with parameters n, α and ǫ
distinguishes with high constant probability between the case that G is ǫ-close to having arboricity
at most α, and the case in which G is c · ǫ-far from having arboricity 3α for an absolute constant5
c. The query complexity and running time of the algorithm are
O˜
(
n√
m
· log(1/ǫ)
ǫ
+
n · α
m
·
(
1
ǫ
)O(log(1/ǫ)))
in expectation.
2A k-degenerate graph is an undirected graph in which every subgraph has a vertex of degree at most k. The
arboricity of G is upper bounded by its degeneracy and the degeneracy is less than twice the arboricity.
3Some of these algorithms are fixed-parameter tractable for degenerate graphs.
4We note that the ordering of the neighbors of vertices is arbitrary and that a neighbor query to vertex v with
i > d(v) is answered by a special symbol. Observe that a degree query to v can be replaced by O(log d(v)) neighbor
queries.
5The constant we achieve is 20. For the sake of simplicity and clarity of the algorithm and its analysis, we did not
make an effort to minimize this constant.
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1.2 Discussion of the result
The tightness of the complexity bound. Since the arboricity of every graph with m edges
is O(
√
m), we have that nα/m = O(n/
√
m). Therefore, if we consider the complexity of the
algorithm as a function of n and m (ignoring the dependence on ǫ), we get that it is O(n/
√
m)
(up to polylog(n) factors). We observe that this complexity is tight. To be precise, Ω(n/
√
m)
queries are necessary for any algorithm that is not provided with any information regarding m, or
even when it is provided with a constant factor estimate of m (e.g., a factor-2 estimate). If the
algorithm is provided with m (or a very precise estimate, i.e., within (1± ǫ/c) for c > 1), then the
lower bound does not hold. However, in such a case Ω(nα/m) queries are necessary (and we also
show that they are sufficient).
Bounded-degree graphs. Suppose first that we are given an upper bound d on the maximum
degree in G, and let d = 2m/n denote the average degree. Then we can replace the term O˜(n/
√
m)
in the complexity of the algorithm by d/d. Note that we may assume that d ≥ α/2 (or else the
graph necessarily has arboricity at most α), so that the term nα/m is upper bounded by O(d/d).
The above statement was for the case that distance to having the property is measured (as
defined in the sparse-graphs model), with respect to m (and we only assume that the algorithm is
provided with additional information regarding the maximum degree in the graph). If we consider
the bounded-degree model [13], in which not only do we get d as input, but in addition distance is
measured with respect to d ·n (which is an upper bound on m), then our algorithm can be slightly
modified so that its complexity depends only on 1/ǫ (and the dependence is quasi-polynomial).
Expected complexity. The reason that the query complexity and running time are in expecta-
tion is due to our need to obtain an estimate for the number of edges. If such a (constant factor)
estimate is provided to the algorithm, then the bound on the complexity of the algorithm is with
probability 1.
α vs. 3α. Our algorithm distinguishes between the case that the graph is close to having
arboricity at most α and the case that it is far from having arboricity at most 3α. The constant 3
can be reduced to 2+ η at a cost that depends (exponentially) on 1/η, but we do not know how to
avoid this cost and possibly go below a factor of 2. However, in some cases this constant may not
be significant. For example, suppose we want to know whether, after removing a small fraction of
the edges, we can obtain a graph G′ with bounded arboricity so that we can run an optimization
algorithm on G′ (or possible on G itself), whose complexity depends polynomially on the arboricity
of G′. In such a case, the difference between α and 3α is inconsequential.
Two-sided error vs. one-sided error. Our algorithm has two-sided error, and we observe that
every one-sided error algorithm must perform Ω(n) queries.
Dependence on ǫ. In the second term of the complexity of our algorithm there is a quasi-
polynomial dependence on 1/ǫ. It is an open problem whether this dependence can be reduced to
polynomial.
1.3 Techniques
Our starting point is a simple (non-sublinear and deterministic) algorithm that is similar to the
distributed forest decomposition algorithm of Barenboim and Elkin [4]. This algorithm works in
ℓ = O(log(1/ǫ)) iterations, where in each iteration it assigns edges to a subset of the vertices, and
the vertices that are assigned edges become “inactive”. We show that if the graph has arboricity
at most α, then, when the algorithm terminates, the number of edges between remaining active
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vertices, whose set we denote here by Aℓ, is relatively small. On the other hand, if the graph is
sufficiently far from having arboricity at most 3α, then the number of edges between vertices in Aℓ
is relatively large.
Given this statement regarding the number of remaining edges between vertices in Aℓ, our
algorithm estimates the number of such remaining edges. To this end we devise a procedure for
deciding whether a given vertex v belongs to Aℓ. This can be done by emulating the deterministic
algorithm on the distance-ℓ neighborhood of v. However, such an emulation may require a very
large number of queries (as the maximum degree in the graph is not necessarily bounded). Instead,
we perform a certain approximate randomized emulation of the deterministic algorithm, which is
much more query efficient. While this emulation does not exactly answer whether or not v ∈ Aℓ, it
gives an approximate answer that suffices for our purposes (see Lemma 4 for the precise statement).
Armed with this approximate decision procedure for membership in Aℓ, we sample edges and
apply the procedure on their endpoints. To be precise, for the sake of efficiency, we start by
estimating the number of edges with two high-degree endpoints (i.e., with degree above α/ǫ),
referred to as high edges. We exploit the fact that if the graph is close to having arboricity α, then
the number of high edges is small. Hence, we first verify that indeed there are relatively few high
edges by using the algorithm of Eden and Rosenbaum [10] for sampling edges almost uniformly,
and querying for the degree of the endpoints of each returned edge. It remains to estimate the
number of edges between vertices in Aℓ for which at least one endpoint has low degree. To this end
we employ a more efficient edge-sampling procedure whose complexity depends on α, and run the
approximate procedure for membership in Aℓ on the endpoints of each returned edge.
1.4 Related Work
Most of the related property testing results are in the bounded-degree model [13]. Recall that in
this model the algorithm has the same query access to the graph as we consider, but it is also
given an upper bound, d, on the maximum degree in the graph, and distance is measured with
respect to d · n (rather than the actual number of edges, m), so that it is less stringent. As noted
in Subsection 1.2, an adaptation of our algorithm to the (“easier”) bounded-degree model achieves
complexity that is quasi-polynomial in 1/ǫ (and independent of n). In the bounded-degree model
there are several results on testing whether a graph excludes specific fixed minors as well as results
on testing minor-closed properties in general. In what follows we assume that d is a constant, since
in some of these works this assumption is made (so that no explicit dependence on d is stated).
Goldreich and Ron [13] provide an algorithm for testing if a graph is cycle-free, namely, ex-
cludes C3-minors, where the complexity of the algorithm is O(1/ǫ
3). Yoshida and Ito [26] test
outerplanarity (excluding K4-minors and K2,3-minors) and if a graph is a cactus (excluding a
diamond-minor) in time that is polynomial in 1/ǫ. Benjamini, Schramm, and Shapira [5] showed
that any minor-closed property can be tested in time that depends only on 1/ǫ (where the de-
pendence may be triply-exponential). Hassidim et al. [16] introduced a general tool, a partition
oracle, for locally partitioning graphs that belong to certain families of graphs, into small parts
with relatively few edges between the parts. A partition oracle for a family of graphs implies a
corresponding (two-sided error) tester for membership in this family. Hassidim et al. [16] designed
partition oracles for hyperfinite classes of graphs and minor-closed classes of graphs. One of the
implications of their work is improving the running time of testing minor-closed properties from
triply-exponential in poly(1/ǫ) to singly exponential in poly(1/ǫ). Levi and Ron later improved
the running time of the partition oracle for minor-closed classes of graphs to quasi-polynomial in
1/ǫ [19]. Edelman et al. designed a partition oracle for graphs with bounded treewidth [9] whose
query and time complexity are polynomial in 1/ǫ. Newman and Sohler [22] extended the result
of [16] and showed that every hyperfinite property (i.e., property of hyperfinite graphs) is testable
in time that is independent of the size of the graph.
All the aforementioned testing algorithms have two-sided error (and this is also true of our
algorithm). Czumaj et al. [8] study the problem of one-sided error testing of Ck-minor freeness
and tree-minor freeness. For cycle-freeness (C3-minor freeness) they give a one-sided error testing
algorithm whose complexity is O˜(
√
n · poly(1/ǫ)) (for k > 3 there is an exponential dependence on
k). They show that the dependence on
√
n is tight for any minor that contains a cycle. On the
other hand, for tree-minors they give an algorithm whose complexity is exp((1/ǫ)O(k)), where k is
the size of the tree (so that the complexity is independent of n).
Finally we discuss related results in the sparse-graphs model studied in this paper. Czumaj
et al. [8] show that their result for cycle-freeness extends to the sparse-graphs model, where the
complexity of the algorithm is O˜(
√
n · poly(1/ǫ)). Iwama and Yoshida consider an augmented
model that allows random edge sampling. In this augmented model they provide several testers for
parameterized properties including k-path freeness whose complexity is independent in the size of
the graph.
1.5 Organization
Following some basic preliminaries in Section 2, we give the aforementioned “edge-assignment
algorithm” in Section 3. In Section 4 we present our testing algorithm. The lower bounds men-
tioned in Subsection 1.2 are provided in Section 5 and the variants of our algorithm (e.g., in the
bounded-degree model) appear in Section 6. Some missing technical claims and proofs appear in
the appendix.
2 Preliminaries
For an integer k, let [k] , {1, . . . , k}. For an undirected simple graph G = (V,E) let n = |V | and
m = |E|. For each vertex v ∈ V , let d(v) denote its degree.
We assume there is query access to the graph in the form of degree queries and neighbor queries.
That is, for any vertex v ∈ V , it is possible to perform a query to obtain d(v), and for any v and
i ∈ [d(v)], it is possible to perform a query to obtain the ith neighbor of v (where the order over
neighbors is arbitrary), or a special symbol if such neighbor does not exist, i.e., when d(v) < i.
Definition 1 (Distance). For a property P of graphs, and a parameter ǫ ∈ [0, 1], we say that a
graph G is ǫ-far from (having) the property P, if more than ǫ · m edge modifications on G are
required so as to obtain a graph that has the property P.
Definition 2 (Arboricity). The arboricity of a graph G = (V,E) is the minimum number of forests
into which its edges can be partitioned. We denote the arboricity of G by α(G).
By the work of Nash-Williams [20, 21], for every graph G = (V,E),
α(G) ≤ max
S⊆V
⌈ |E(S)|
|S| − 1
⌉
, (1)
where E(S) denotes the set of edges in the subgraph induced by S.
We make use of Hoeffding’s inequality [17], stated next. For i = 1, . . . , s, let χi be a 0/1 values
random variable, such that Pr[χi = 1] = µ. Then for any γ ∈ (0, 1],
Pr
[
1
s
s∑
i=1
χi > µ+ γ
]
< exp
(−2γ2s)
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and
Pr
[
1
s
s∑
i=1
χi < µ− γ
]
< exp
(−2γ2s) ,
We also apply the following version of the multiplicative Chernoff bound [6]. For i = 1, . . . , s,
let χi be a random variables taking values in [0, B], such that Ex[χi] = µ. Then for any γ ∈ (0, 1],
Pr
[
1
s
m∑
i=1
χi > (1 + γ)µ
]
< exp
(
−γ
2µs
3B
)
and
Pr
[
1
s
m∑
i=1
χi < (1− γ)µ
]
< exp
(
−γ
2µs
2B
)
.
3 A Deterministic Edge-Assignment Algorithm
In this section we describe a deterministic algorithm that, given a graph G = (V,E), assigns edges
to vertices. The algorithm works iteratively, where in each iteration it assigns edges to a new
subset of vertices. The algorithm is provided with parameters that determine an upper bound on
the number of edges that are assigned to each vertex (where an edge may be assigned to both of its
endpoints). When the algorithm terminates, some edges may remain unassigned (and some vertices
may not have been assigned any edges). This algorithm (when viewed as a distributed algorithm) is
a variant of the algorithm by Barenboim and Elkin [4] for finding a forest decomposition in graphs
with bounded arboricity.
The algorithm, which is described next (and named Assign-Edges), is provided with 3 pa-
rameters: α, ǫ and γ. It might be useful to first consider its execution with γ = 0. The role
of γ will become clear subsequently (when we describe our testing algorithm and its relation to
Assign-Edges). In the case of γ = 0, in every iteration, each vertex with degree at most 3α in
the current graph is assigned all its incident edges in this graph. The initial graph is G, and at
the end of each iteration, the vertices that are assigned edges, together with the edges assigned to
them, are removed from the graph.
Assign-Edges(G,α, ǫ, γ)
1. G0(γ) = G, A0(γ) = V .
2. For i = 1 to ℓ , ⌈log6/5 log(1/ǫ)⌉ do:
(a) Let Bi(γ) be the set of vertices v ∈ V whose degree in Gi−1(γ) is at most
3α+ γ · d(v).
(b) Assign each vertex v ∈ Bi(γ) the edges incident to it in Gi−1(γ).
(c) Let Ai(γ) = Ai−1(γ) \Bi(γ), and let Gi(γ) be the graph induced by Ai(γ).
In each iteration i of the algorithm Assign-Edges, the set of vertices that are assigned edges
in the iteration, is denoted Bi(γ).
6 Once vertices are assigned edges, we view them as becoming
inactive. We use the notation Ai(γ) for the vertices that are still active at the end of iteration i.
Observe that by the definition of the algorithm, for γ1 ≤ γ2, we have that Ai(γ2) ⊆ Ai(γ1) for every
iteration i, and hence Gi(γ2) is a subgraph of Gi(γ1).
6While Bi(γ) depends also on α, we shall want to refer to these sets when the algorithm is invoked with the same
value of α but with different values of γ. Hence, only γ appears explicitly in the notation.
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In the next lemma we upper bound the number of edges in Gℓ(0) when G is close to having
arboricity α, and we lower bound the number of edges in Gℓ(γ) (which is a subgraph of Gℓ(0)),
when G is far from having arboricity 3α.7
Lemma 3. If G is ǫ-close to having arboricity at most α, then |E(Gℓ(0))| ≤ 5ǫm. If G is ǫ′-far
from having arboricity 3α, then |E(Gℓ(γ))| > (ǫ′ − 2γ)m.
Proof. Let G be a graph that is ǫ-close to having arboricity at most α. Since each of its subgraphs
has arboricity at most α, in particular this is true for the subgraphs Gi(0) defined by the algorithm,
for i = 1, . . . , ℓ. Denoting by mi the number of edges in Gi(0), we have that mi ≤ α · |Ai(0)|+ ǫm.
By the definition of Ai(0), each vertex v ∈ Ai(0) has degree greater than 3α in Gi−1(0). It
follows that mi−1 ≥ 3α|Ai(0)|/2. Therefore, if |Ai(0)| > 4ǫm/α, then mi ≤ 5α|Ai(0)|/4, implying
that mimi−1 ≤ 5/6. Hence, in every iteration of Assign-Edges in which |Ai(0)| > 4ǫm/α, the
number of edges in the graph decreases by a multiplicative factor of 5/6. On the other hand, if
|Ai(0)| ≤ 4ǫm/α, then, since G is ǫ-close to having arboricity at most α, mi ≤ |Ai(0)|·α+ǫm ≤ 5ǫm.
Hence, after at most ⌈log6/5(1/ǫ)⌉ iterations, there are at most 5ǫm edges between active vertices.
We now turn to the case that G is ǫ′-far from having arboricity 3α. Assume, contrary to the
claim, that |E(Gℓ(γ)| ≤ (ǫ′ − 2γ)m. We shall show that by removing at most ǫ′ · m edges from
G we can obtain a graph that has arboricity at most 3α, thus reaching a contradiction. First we
remove all edges in Gℓ(γ), that is, all edges in which both endpoints belong to Aℓ(γ). We are left
with edges that are incident to vertices in the set V \Aℓ(γ). For each vertex v ∈ V \Aℓ(γ), let a(v)
be the number of edges it is assigned, and recall that a(v) ≤ 3α + γd(v). For each such vertex v,
we remove max{a(v) − 3α, 0} of the edges it is assigned (these edges can be selected arbitrarily),
thus leaving it with at most 3α assigned edges.
Similarly to what was shown in [4], the edges that were not removed can be decomposed into
at most 3α forests. To verify this observe that we can orient the edges so that we obtain an acyclic
orientation as follows. Consider an edge (u, v) such that u ∈ Bi and v ∈ Bi′ . If i 6= i′, then we
orient (u, v) from the vertex that became inactive first to the vertex that became inactive second.
That is, if (without loss of generality) i < i′, then (u, v) is oriented from u to v. If both vertices
became inactive at the same iteration, that is i = i′, then we orient (u, v) from the vertex with the
smaller id to the vertex with the larger degree. Since the total number of edges removed is at most
|E(Gℓ(γ))| +
∑
v∈V
max{a(v) − 3α, 0} ≤ (ǫ′ − 2γ)m+
∑
v∈V
γd(v) = ǫ′ ·m ,
we have obtained the desired contradiction.
4 The testing algorithm
In this section we describe our algorithm. The algorithm uses three subroutines: A subroutine
that locally emulates the outcome of Assign-Edges for a single vertex (Subsection 4.1) and a pair
of subroutines that estimate the number of edges that remain in the graph after the execution of
Assign-Edges. More precisely, the first subroutine estimates the total number of edges between
high-degree vertices (Subsection 4.2) and the other estimates the number of remaining edges that
are incident to at least one low-degree vertex (Subsection 4.3). In Subsection 4.4 we put everything
together and describe the testing algorithm.
In what follows we assume that the distance parameter, ǫ, is at most 1/20 (since otherwise
the algorithm can simply accept, as it is required to reject graphs that are 20ǫ-far from having
arboricity at most 3α).
7The term 3α can be improved to (2+ η)α for any η > 0 by increasing the number of iterations by a factor of 1/η.
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4.1 Deciding whether a vertex is active
In this subsection we present a procedure that, roughly speaking, decides whether a given vertex
v belongs to the set of active vertices Ai(0) (as defined in the algorithm Assign-Edges from
Section 3). This procedure is then used to estimate the number of edges remaining in Gℓ(0) (the
subgraph induced by Aℓ(0)).
Observe that by the description of the algorithm Assign-Edges, for any vertex v, the decision
whether v ∈ Ai(0) can be made by considering the distance-i neighborhood of v. However, the
size of this neighborhood may be very large, as the maximum degree in the graph is not bounded.
Hence, rather than querying for the entire distance-i neighborhood, we query (in a randomized
manner), for only a small part of the neighborhood, as detailed in the procedure IsActive. As
stated in Lemma 4, the procedure ensures (with high probability), that its output is correct on
v ∈ Aℓ(2γ) ⊆ Aℓ(0) and on v /∈ Aℓ(0). If v ∈ Aℓ(0) \ Aℓ(2γ), then the procedure may return any
output, and as we shall see subsequently, this suffices for our purposes.
IsActive(α, γ, δ, v, i)
1. If d(v) ≤ 3α then return No.
2. If i = 1 and d(v) > 3α then return Yes.
3. Sample a random multiset, Sv,i, of t = log(1/δ)/γ
2 neighbors of v.
4. For every u ∈ Sv,i, invoke IsActive(α, γ, δ′, u, i − 1), where δ′ = δ/(2t) and let
η(v, i) be the fraction of vertices in Sv,i that returned Yes.
5. If η(v, i) · d(v) > 3α+ γ · d(v), then return Yes, otherwise return No.
Lemma 4. For ℓ = ⌈log6/5(1/ǫ)⌉, the procedure IsActive(α, γ, δ, v, ℓ) returns a value in {Yes,No}
such that the following holds.
1. If v /∈ Aℓ(0), then the procedure returns No with probability at least 1− δ.
2. If v ∈ Aℓ(2γ), then the procedure returns Yes with probability at least 1− δ.
The query complexity and running time of IsActive(α, γ, δ, v, ℓ) are O
((
cℓ log(ℓ/(γδ))
γ2
)ℓ)
for a
constant c > 1.
Proof. For a vertex v ∈ V , consider the execution of IsActive(α, γ, δ, v, ℓ). For 2 ≤ i ≤ ℓ let δi
denote the value of δ for the invocations of IsActive with parameter i, and let ti denote the size
of the corresponding sampled multiset selected in Step 3, when IsActive is invoked with i. Note
that i decreases as the depth of the recursion increases, and observe that δℓ = δ, δi = δi+1/2ti+1,
and ti = log(1/δi)/γ
2.
For 1 ≤ i ≤ ℓ, define Si to be the multiset of vertices on which IsActive is invoked with the
parameter i. In particular, Sℓ = {v}, and for i < ℓ, the vertices in Si were selected in invocations
of IsActive with i + 1. For a vertex u, let η˜(u, i) be the fraction of vertices in Su,i that are in
Ai−2(2γ), and let η̂(u, i) be the fraction of vertices in Su,i that are in Ai−2(0) (which is a superset
of Ai−2(2γ)). Recall that A0(0) = A0(2γ) = V .
For 2 ≤ i ≤ ℓ we say that a vertex u ∈ Si is i-successful if one of the following holds:
1. u ∈ Ai−1(2γ) and η˜(u, i) · d(u) > 3α+ γd(u).
2. u /∈ Ai−1(0) and η̂(u, i) · d(u) ≤ 3α+ γd(u).
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3. u ∈ Ai−1(0) \ Ai−1(2γ).
Otherwise, it is i-unsuccessful . For i = 1, every vertex is 1-successful.
Consider a recursive call to IsActive(α, γ, δi, u, i) on a vertex u ∈ Ai−1(2γ) for 2 ≤ i ≤ ℓ.
Since u ∈ Ai−1(2γ), we have that Ex[η˜(u, i) · d(u)] > 3α + 2γd(u). By Hoeffding’s inequality, the
probability that u is i-unsuccessful is upper bounded by
Pr
[
η˜(u, i) ≤ Ex[η˜(u, i)] − γ
]
< exp(−2γ2 · ti) < δi/2 .
Now consider a vertex u /∈ Ai−1(0). That is, u ∈
⋃
i′<iBi′(0) (where Bi′(·) is as defined in the
algorithm Assign-Edges). In this case we claim that Ex[η̂(u, i) · d(u)] ≤ 3α. To verify this claim
observe that since u ∈ Bi′(0) (for some i′ ≤ i− 1), the number of neighbors that u has in Ai′−1(0)
is at most 3α. The claim follows since Ai−2(0) ⊆ Ai′−1(0) (for i′ ≤ i− 1), and by the definition of
η̂(u, i). By Hoeffding’s inequality, the probability that u is i-unsuccessful is upper bounded by
Pr
[
η̂(u, i) > Ex[η̂(u, i)] + γ
]
< exp(−2γ2 · ti) < δi/2 .
For 2 ≤ i ≤ ℓ we say that a vertex u ∈ Si is recursively i-successful if u is i-successful and all
the vertices in Su,i are recursively (i−1)-successful. Every vertex is recursively 1-successful. By an
inductive argument and the union bound, the probability that u is recursively i-successful is at least
1− δi. We claim that if u ∈ Si is recursively i-successful, then the following holds: if u ∈ Ai−1(2γ),
then IsActive(α, γ, δi, u, i) returns Yes and if u /∈ Ai−1(0), then IsActive(α, γ, δi, u, i) returns No.
We establish this claim by induction on i.
For i = 1 (the leaves of the recursion tree), the claim follows by Steps 1 and 2 of the algorithm.
For the induction step, assume the claim holds for i− 1 ≥ 1, and we prove it for i. If u ∈ Ai−1(2γ),
then by definition, η˜(u, i) ·d(u) > 3α+γd(u), and since all the vertices in Su,i are recursively (i−1)-
successful, then by induction, the algorithm returns Yes in Step 5. If u /∈ Ai−1(0), then by definition,
η̂(u, j) · d(u) ≤ 3α + γd(u), and since all the vertices in Su,i are recursively (i − 1)-successful, by
induction the algorithm returns No in Step 5.
It remains to bound the complexity of the algorithm. Consider the recursion tree corresponding
to the complete execution of IsActive(α, γ, δ, v, ℓ) for any vertex v. Let δi and ti be as defined
above. Since the recursion depth j increases as i decreases, it will be convenient to make a change of
variables, and define δ˜j , δℓ−j+1 and t˜j , tℓ−j+1. Hence, δ˜1 = δℓ = δ, and δ˜j = δ˜j−1/(2t˜j−1) =
δ˜j−1γ2/(2 log(1/δ˜j−1)). By applying Claim 15 (that appears in Appendix A) to this recursive
expression, we get that δ˜j ≥
(
δ·γ4
4j2
)j
, so that t˜j = O(j log(δγ/j)/γ
2). Since the query complexity
and running time of the procedure are O
(∏ℓ
i=2 ti
)
= O((t˜ℓ)
ℓ), the upper bound on the complexity
of the procedure follows.
4.2 Estimating the number of edges between high-degree vertices
In this subsection we provide a procedure for distinguishing between the case that the number of
edges between vertices whose degree is above a certain threshold is relatively small, and the case
in which the number of such edges is relatively large.
Definition 5. We say that a vertex v is a high-degree vertex if d(v) > 2α/ǫ. We let H denote the
set of high-degree vertices in the graph. If both endpoints of an edge are high-degree vertices, then
we say that the edge is a high edge. Otherwise, if either endpoint of the edge is low, we say that the
edge is a low edge.
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Claim 6. If G is ǫ-close to having arboricity at most α, then the number of high edges in G is at
most 2ǫm.
Proof. Let E(H) denote the set of high edges. By the definition of high-degree vertices, |H| <
ǫm/α. Since G is ǫ-close to having arboricity at most α, |E(H)| ≤ α|H| + ǫm, implying that
|E(H)| ≤ 2ǫm.
Our procedure for estimating the number of high edges makes use of the following theorem.
Theorem 7 (Eden & Rosenbaum [10], rephrased). Let G = (V,E) be a graph with n vertices and
m edges. There exists an algorithm named Sample-edge-almost-uniformly, that is given query
access to G and parameters n, ǫ and δ. The algorithm returns an edge e ∈ E with probability at
least 1 − δ, where each edge in the graph is returned with probability in
[
(1−ǫ)
m ,
(1+ǫ)
m
]
. The query
complexity and running time of the algorithm are O˜
(
n√
ǫm
)
· poly(log(1/δ)).
Estimate-high-edges(n, α, ǫ, δ,m)
1. Set r = 200 ln(2/δ)ǫ and δ
′ = δ/(2r).
2. For i = 1 to r do:
(a) Invoke Sample-edge-almost-uniformly(n, 0.1, δ′) and let (ui, vi) be the re-
turned edge. If no edge was returned then return Few.
(b) Set χi = 1 if both ui and vi are high-degree vertices, and set χi = 0 otherwise.
3. Set χ = 1r
∑
i∈Y χi.
4. If χ > 2.6ǫ, then return Many. Otherwise, return Few.
Lemma 8. The procedure Estimate-high-edges returns a value in {Many,Few} and satisfies the
following.
1. If the graph G has more than 4ǫm high edges, then the procedure returns Many with probability
at least 1− δ.
2. If the graph G has at most 2ǫm high edges, then the procedure returns Few with probability at
least 1− δ.
The expected query complexity and running time of the procedure are O˜
(
n√
m
· log(1/ǫ)ǫ
)
·
poly(log(1/δ)).
Proof. By Theorem 7, the invocation of Sample-edge-almost-uniformly(n, 0.1, δ′) returns an
edge (ui, vi) with probability at least 1−δ′. Therefore, by the setting of δ′ and by the union bound,
with probability at least δ/2 all invocations will return an edge. We henceforth condition on this
event.
Also by Theorem 7, for every edge in the graph G, the probability that it will be the returned
edge is in
[
0.9 · 1m , 1.1 · 1m
]
. Hence, if G has more than 4ǫm high edges, then Ex[χ] ≥ 0.9 · 4ǫ > 3ǫ.
By the multiplicative Chernoff bound, and by the setting of r,
Pr
[
1
r
r∑
i
χi ≤ 2.6ǫ
]
< exp
(
−0.1
2 · 3ǫ · r
3
)
<
δ
2
.
It follows that in this case the procedure will return Many with probability at least 1− δ.
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We now turn to the case that that G has at most 2ǫm high edges, so that Ex[χ] ≤ 2.2ǫ. By the
multiplicative Chernoff bound, and by the setting of r,
Pr
[
1
r
r∑
i
χi > 2.6ǫ
]
< exp
(
−0.1
2 · 2.2ǫ · r
2
)
<
δ
2
.
Therefore, the procedure will return Few with probability at least 1− δ.
It remains to prove the third item of the lemma. By Theorem 7, the expected query complexity
and running time of each invocation of Sample-edge-almost-uniformly with parameters 0.1 and
δ′ are O˜
(
n√
m
· poly log(1/δ′)
)
. Therefore, by the setting of r and δ′, the expected query complexity
and running time are O˜
(
n√
m
· log(1/ǫ)ǫ
)
· poly(log(1/δ)).
4.3 Estimating the number of remaining low edges
Recall that a low edge (as defined in Definition 5) is an edge such that at most one of its endpoints
is a high-degree vertex. In this subsection we describe a procedure for distinguishing between the
case that the number of low edges in Gℓ(0) is relatively small, and the case in which the number
of low edges in Gℓ(2ǫ) (which is a subgraph of Gℓ(0)), is relatively large.
We define ≺ to be a total order on the graph vertices such that v ≺ u if d(v) < d(u) or if
d(v) = d(u) and id(v) < id(u) (where id(v) denotes the unique id of vertex v). In the following
procedure and analysis we consider an orientation of the edges such that each edge (v, u) is oriented
from its lower endpoint according to ≺.
Estimate-remaining-low-edges(α, ǫ, δ, ℓ,m)
1. Set t = αn
ǫ2·m · (800 ln(1/δ)).
2. For i = 1 to t do:
(a) Sample a uniform vertex vi ∈ V .
(b) If vi is a high-degree vertex, then set χi = 0 and continue to iteration i+ 1.
(c) Choose a random index ji ∈ [1, 2α/ǫ] and query for the jthi neighbor of vi.
If no neighbor was returned, then set χi = 0 and continue to iteration i + 1.
Otherwise let ui denote the returned neighbor.
(d) Invoke IsActive(α, ǫ, ǫ/2, vi, ℓ) and IsActive(α, ǫ, ǫ/2, ui, ℓ). If the procedure
returned Yes on both invocations and d(vi) ≺ d(ui) then set χi = 1. Otherwise,
set χi = 0.
3. Set χ = 1t
∑t
i=1 χi and set µ =
n·(2α/ǫ)
m · χ.
4. If µ ≤ 14ǫ, then return Few. Otherwise, return Many.
Lemma 9. Assume that m ∈ [m/2,m]. If the number of low edges in Gℓ(0) is at most 5ǫ, then
Estimate-remaining-low-edges returns Few with probability at least 1 − δ. If the number of
low edges in Gℓ(2ǫ) is at least 18ǫ, then Estimate-remaining-low-edges returns Many with
probability at least 1− δ.
The query complexity and running time of Estimate-remaining-low-edges(α, ǫ, δ, ℓ,m) are
O
(
αn
m ·
(
cℓ log(ℓ/ǫ)
ǫ2
)ℓ+1)
for a constant c > 1.
Proof. We say that the procedure IsActive is correct when invoked with a vertex v if v ∈ Aℓ(2ǫ)
and IsActive returns Yes or if v /∈ Aℓ(0) and IsActive returns No. For a subgraph G′ of G we let
m(G′) denote the number of edges in G′.
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We define the following sets of pairs. Let R be the set of all pairs (v, j) such that v ∈ V and
j ∈ [1, 2α/ǫ]. For every γ ≥ 0, let R(γ) ⊂ R be the set of all pairs (v, j) such that (i) v ∈ Gℓ(γ)\H,
(ii) j ≤ d(v), (iii) u is the jth neighbor of v and u ∈ Gℓ(γ), and (iv) d(v) ≺ d(u).
We first consider the case that Gℓ(0) has at most 5ǫm edges. Observe that by the definition
of R(γ), there exists a one-to-one correspondence between the pairs in R(0) and the oriented low
edges of Gℓ(0). For every i such that (vi, ji) /∈ R(0), it holds that either vi or ui (where ui
is the jthi neighbor of vi) is not in Aℓ(0). Hence, by Lemma 4, IsActive returns Yes on both
vertices with probability at most ǫ/2. For every pair (vi, ji) ∈ R(0), we bound the probability that
IsActive returns Yes on both vertices by 1. Hence, Ex[χi] ≤ |R(0)||R| + ǫ · m|R| ≤ m(Gℓ(0))+ǫm|R| , and if
m(Gℓ(0)) ≤ 5ǫm, then Ex[χ] ≤ 6ǫmn·(2α/ǫ) . By the multiplicative Chernoff bound and by the setting
of t = αn
ǫ2·m · (800 ln(1/δ)), if m ≤ m,
Pr
[
1
t
t∑
i=1
χi >
(
1 +
1
20
)
· 6ǫm
n · (2α/ǫ)
]
< exp
(
−
(1/20)2 · 6ǫmn·(2α/ǫ) · t
3
)
< δ.
It follows that if m ∈ [m/2,m] and m(Gℓ(0)) ≤ 5ǫm then with probability at least 1− δ,
µ ≤ 7ǫm
n · (2α/ǫ) ·
n · (2α/ǫ)
m
≤ 14ǫ,
and the procedure returns Few.
Now consider the case that Gℓ(2ǫ) has at least 18ǫm low edges. Similarly to the above, there
exists a one-to-one correspondence between the pairs in R(2ǫ) and the oriented low edges of Gℓ(2ǫ).
For every i such that the pair (vi, ji) is in R(2ǫ), χi = 1 if the invocations of IsActive on vi and
ui (where ui is the j
th
i neighbor of vi) return Yes. Since for every such pair ui and vi are in Aℓ(2ǫ),
by Lemma 4 and by the union bound, IsActive returns Yes on both vertices with probability at
least 1− ǫ. Hence,
Ex[χi] ≥ |R(2ǫ)|(1 − ǫ)|R| ≥
(m(Gℓ(2ǫ))−m(H))(1 − ǫ)
n · (2α/ǫ) ,
where m(H) denotes the number of high edges in the graph. Therefore, if the number of low edges
in Gℓ(2ǫ) is at least 18ǫm, then Ex[χ] ≥ 18ǫ(1−ǫ)m|R| ≥ 16ǫmn·(2α/ǫ) . By the multiplicative Chernoff bound
and by the setting of t = αn
ǫ2·m · (800 ln(1/δ)), if m ≤ m,
Pr
[
1
t
t∑
i=1
χi <
(
1− 1
20
)
· 16ǫm
n · (2α/ǫ)
]
< exp
(
−
(1/20)2 · 16ǫmn·(2α/ǫ) · t
2
)
< δ.
Therefore, if m ∈ [m/2,m] and the number of low edges in Gℓ(2ǫ) is at least 18ǫm, then with
probability at least 1− δ,
µ ≥ 15ǫm
n · (2α/ǫ) ·
n · (2α/ǫ)
m
≥ 15ǫ,
and Estimate-remaining-low-edges returns Many.
In each step of the for loop there are at most two invocations of the procedure IsActive with
parameters γ = ǫ and δ = ǫ/2. By Lemma 4, the query complexity and running time resulting from
these invocations are O
((
cℓ log(ℓ/ǫ)
ǫ2
)ℓ)
. The rest of the steps inside and outside the for loop take
constant queries and running time, and therefore the total query complexity and running time are
O
(
αn
m ·
(
cℓ log(ℓ/ǫ)
ǫ2
)ℓ+1)
.
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4.4 The algorithm for testing bounded arboricity
We are now ready to present our algorithm for testing bounded arboricity. The algorithm makes
use of the following theorem.
Theorem 10 ([14]). Let G = (V,E) be a graph with n vertices and m edges. There exists an
algorithm named Estimate-number-of-edges, that is given query access to G and parameters n,
ǫ and δ. The algorithm outputs an estimate m of m such that with probability at least 1− δ satisfies
m/2 ≤ m ≤ m. The query complexity and running time of the algorithm are O˜
(
n√
m
· log(1/δ)
)
in
expectation (for a constant c).
Is-bounded-arboricity(G,α, ǫ)
1. Let δ = 2/3.
2. Invoke Estimate-number-of-edges(1/2, δ/3) and letm denote the returned value.
3. Invoke Estimate-high-edges(α, ǫ, δ/3), and if the procedure returned Many then
return No.
4. Set ℓ = ⌈log6/5(1/ǫ)⌉.
5. Invoke Estimate-remaining-low-edges(α, ǫ, δ/3, ℓ,m) and if the procedure re-
turned Few then return Yes and otherwise return No.
Theorem 11. If G is ǫ-close to having arboricity at most α, then Is-bounded-arboricity returns
Yes with probability at least 1− δ, and if G is 20ǫ-far from having arboricity at most 3α, then Is-
bounded-arboricity returns No with probability at least 1− δ.
The query complexity and running time of Is-bounded-arboricity are
O˜
(
n√
m
· log(1/ǫ)
ǫ
+
n · α
m
·
(
1
ǫ
)O(log(1/ǫ))
in expectation.
Proof. By Theorem 10, the invocation of Estimate-number-of-edges(ǫ, δ/3) returns a value m
such that m ∈ [m/2,m] with probability at least 1 − δ/3. We henceforth condition on this event.
Consider first the case that G is ǫ-close to having arboricity at most α. By Claim 6, G has at
most 2ǫm high edges, and by Lemma 8, the procedure Estimate-high-edges returns Many with
probability at most δ/3. Therefore, the algorithm continues to the following step with probability at
least 1− 2δ/3. We condition on this event as well. By Lemma 3, if G is ǫ-close to having arboricity
at most α then m(Gℓ(0)) ≤ 5ǫm, and therefore by Lemma 9, Estimate-remaining-low-edges
will return Few with probability at least 1 − δ/3. By taking a union bound over all “bad” events
and by the setting of δ = 2/3, it holds that with probability at least 2/3 Is-bounded-arboricity
will return Yes.
Now consider the case that G is at least 20ǫ-far from having arboricity at most 3α. If G
has at least 2ǫm high edges, then by Lemma 8, Estimate-high-edges returns Many with prob-
ability at least 1 − δ/3 and therefore Is-bounded-arboricity returns No with probability at
least 1 − 2δ/2 > 2/3. Therefore, assume that G has at most 2ǫm high edges. By Lemma 3,
m(Gℓ(2ǫ)) > (20ǫ − 2ǫ)m and it follows that Gℓ(2ǫ) has at most 18ǫm low edges. Hence, by
Lemma 9, Estimate-remaining-low-edges returns Many with probability at least 1 − δ/3. By
taking a union bound over all “bad” events and by the setting of δ = 2/3, it holds that with
probability at least 2/3 Is-bounded-arboricity will return No.
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By Theorem 10, the expected query complexity and running time of the invocation of
Estimate-number-of-edges with parameters ǫ = 1/2 and δ = 2/9 are O˜
(
n√
m
)
. By Lemma 8,
the expected query complexity and running time of the invocation of Estimate-high-edges with
parameters ǫ and δ/3 = 2/9 are O˜
(
n·log(1/ǫ)
ǫ
√
m
)
. By Lemma 9, the running time and query
complexity of Estimate-remaining-low-edges when invoked with m and ℓ = ⌈log6/5(1/ǫ)⌉
are O
(
nα
ǫ2m
· (1/ǫ)O(log(1/ǫ))). Therefore, the expected query complexity and running time of
Is-bounded-arboricity are
O˜
(
n√
m
· log(1/ǫ)
ǫ
+
n · α
m
·
(
1
ǫ
)O(log(1/ǫ)))
.
5 Lower bounds
The following lower bounds are quite simple and are brought here for the sake of completeness.
Claim 12. For a graph G let n denote the number of vertices in G and let m be a constant factor
approximation of the number of edges, m in G. Let A be an algorithm that is given query access to
a graph G as well as parameters n,m,α and ǫ < 12 and is required to distinguish with high constant
probability between the case that G has arboricity at most α and the case that G is ǫ-far from having
arboricity at most 3α. Then A must perform Ω
(
n√
m
)
queries.
Proof. Consider the following two families of graphs. Every graph in the first family consists of a
two subgraphs. The first is a bipartite subgraph with m/α vertices in each sides, and there are
α perfect matchings between the two sides. The second subgraph is an independent set of size
n − 2m/α. The different graphs within the family differ from one another only by their labeling.
The graph in the second family have the same bipartite subgraph, but two additional subgraphs. A
clique over
√
m vertices and an independent set of size n− 2m/α−√m. As in the first family, the
graphs within the second family differ only by their labeling. Clearly in the first family all graphs
have arboricity α, while in the second family all graphs are Ω(1)-far from having arboricity at most
3α. Also, for both families m is a constant factor approximation of their number of edges. Since
the probability of witnessing a vertex in the clique is
√
m
n , at least Ω
(
n√
m
)
queries are required
in order to distinguish between a graph drawn from the first family and a graph drawn from the
second family with high constant probability.
The above lower bound does not hold in the case that the algorithm is also given the exact
number of vertices in the graph. In this case we prove a lower bound of nαm .
Claim 13. For a graph G let n denote the number of vertices in G and let m denote the number of
edges. Let A be an algorithm that is given query access to a graph G as well as parameters n,m,α
and ǫ < 12 and is required to distinguish with high constant probability between the case that G has
arboricity at most α and the case that G is ǫ-far from having arboricity at most 3α. Then A must
perform Ω
(
nα
m
)
queries.
Proof. Consider the following two families of graphs. Every graph in the first family consists of
two subgraphs. The first subgraph is a bipartite graph with m/α vertices in each side, and there
are α perfect matchings between the two sides. The second subgraph is an independent set of
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n− 2m/α vertices. The graphs in the second family are similar and the difference is in the setting
of parameters. They also consist of two subgraphs, but here the first subgraph is a bipartite graph
with m/(3α(1 + 2ǫ)) vertices in each side, and 3α(1 + 2ǫ) perfect matchings between the two sides.
The second subgraph is now an independent set over n− 2m/(3α(1+ 2ǫ)) vertices. Within the two
families the graphs differ only by their labeling.
Clearly all graphs in the first family have arboricity α, and all graphs in the second family
are 2ǫ-far from having arboricity 3α. In order to distinguish between the two families with high
constant probability any algorithm must at least witness a vertex in the graph. Since the probability
of hitting a vertex in the bipartite subgraphs is O
(
m/α
n
)
, it follows that any high constant success
probability algorithm must perform Ω(nαm ) queries.
Finally we establish that there is no one-sided error algorithm for bounded arboricity that
performs a number of queries that is sublinear in n.
Claim 14. For a graph G let n denote the number of vertices in G and let m denote the number of
edges. Let A be an algorithm that is given query access to a graph G as well as parameters n,m,α
and ǫ < 12 and is required to accept G with probability 1 if it has arboricity at most α and reject G
with probability at least 2/3 if it is ǫ-far from having arboricity at most 3α. Then A must perform
Ω(n) queries.
Proof. Consider the second family of graphs in the proof of Claim 12. Recall that every graph in
this family is Ω(1)-far from having arboricity at most 3α. However, if a one-sided error algorithm
performs at most n/c queries for a sufficiently large constant c and observes only vertices from the
bipartite subgraph and the independent set, then it must accept. This is true since for every such
set of queries, there exists a graph with arboricity at most α that is consistent with the answers to
these queries (and has the same number of edges as the queried graph). This graph is the same as
the queried graph except that the clique, together with part of the independent set, are replaced
by a subgraph with the same number of edges and arboricity at most α.
6 Variations and adaptations of the algorithm
In the case that the number of edges m is given to the algorithm, we can modify the algorithm
as follows in order to improve the query complexity and running time. First, we do not need to
estimate the number of edges, as it is already given as input. Now, we can change the procedure
for estimating the number of high edges as follows. We consider an orientation of the graph edges
according to degrees so that each edge is only considered from its lower degree endpoint (and ties
are broken arbitrarily). Now we can estimate the number of low edges by sampling random vertices,
and if they are of low-degree querying for their ith neighbor where i is a uniformly at random chosen
index in [1, 2α/ǫ]. Denoting by mℓ the number of low edges in the graph, it holds that the success
probability of the described procedure is mℓn·(2α/ǫ) . Hence, if at least an ǫ-fraction of the graph edges
are low, we can obtain a (1± ǫ) approximation of mℓ, denoted m˜ℓ , using O
(
nα
ǫ2m
)
queries. Since we
know m exactly, this also yields a (1± ǫ) approximation of the number of high edges in the graph.
From this point we can continue as before to get an O
(
nα
ǫ2m
· (1ǫ )O(log(1/ǫ)
)
testing algorithm.
If the algorithm is not given the number of edges, but is given information on the maximal
degree d in the graph, we can similarly change the algorithm to improve the first term in the
running time to O(d/d) where d is the average degree of the graph (if d >
√
m then it is better
to use the original algorithm.) The approximations of m and mℓ can be obtained similarly to the
above, by sampling random vertices and querying for their ith neighbor where i is chosen uniformly
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in [1, d]. The success probabilities for hitting an edge and a low edge are mn·d and
mℓ
n·d , respectively,
and therefore a (1± ǫ) approximations can be obtained in time O ((n · d/(ǫ2m)) = O (d/(ǫ2d)).
Finally if an upper bound d on the maximal degree is known, and the distance measure is with
respect to n · d then the algorithm can be altered to run in time (1ǫ )O(log(1/ǫ). This is true, since
testing if there are more than ǫ · n · d high edges can be done in time O(1ǫ ), and similarly testing if
the number of remaining low edges is higher than ǫ ·n · d requires sampling O(1ǫ ) edges and testing
if their endpoints are active, which takes a total of (1ǫ )
O(log(1/ǫ) time.
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A Missing technical claims
Claim 15. Consider the following recursive formula:
Xj =
Xj−1 · α
log(1/Xj−1)
16
where α < 1 and X1 < 1. Then for any j ≥ 1,
Xj ≥
(
X1 · α2
j2
)j
.
Proof. We prove the claim by induction. For the base of the induction, j = 1, we have that
X1 ≥ X1 · α2, since α < 1. To prove the induction step for j + 1 > 1, we use the induction
hypothesis by which
Xj ≥
(
X1 · α2
j2
)j
.
This implies that
log(1/Xj) ≤ j · log
(
j2
X1 · α2
)
.
By combining this with the definition of the recursive formula we get that
Xj+1 =
Xj · α
log(1/Xj)
(2)
≥
(
X1 · α2
j2
)j
· α · 1
j · log
(
j2
X1·α2
) (3)
≥
(
X1 · α2
(j + 1)2
)j+1
· j + 1
X1 · α · log
(
j2
X1 · α2
)
. (4)
The claim follows since
log
(
j2
X1 · α2
)
≤ 2 · log
(
j
X1 · α
)
≤ j
X1 · α ,
which holds since j + 1 ≥ 2 and X1α < 1.
17
