In this paper a pair of Gauss-Chebyshev integration formulas for singular integrals are developed. Using these formulas a simple numerical method for solving a system of singular integral equations is described. To demonstrate the effectiveness of the method, a numerical example is given. In order to have a basis of comparison, the example problem is solved also by using an alternate method.
Abstract.
In this paper a pair of Gauss-Chebyshev integration formulas for singular integrals are developed. Using these formulas a simple numerical method for solving a system of singular integral equations is described. To demonstrate the effectiveness of the method, a numerical example is given. In order to have a basis of comparison, the example problem is solved also by using an alternate method.
1. Introduction. The solution of a large class of mixed boundary value problems in physics and engineering can be reduced to that of a system of singular integral equations of the following form: In (1.1) <t>!, ■ • • , 4>m are the unknown functions, the constant matrix (a,,) is nonsingular, the kernels k{j(x, t), (i, j = 1, ■ • • , M), are bounded in the closed domain -1 < (x ,t) < 1, and g, , • • • , gM are the known input functions. In physical problems the function 4>, may be either a potential (e.g., temperature, displacement, velocity potential, electrostatic field) or a flux-type quantity (e.g., heat flux, stress, dislocation, velocity, charge density). The end points Tl are points of geometric singularity. At these points 4>, is bounded if it is a potential and has an integrable singularity if it is a flux-type quantity. The singular behavior of the functions <£,(£) around t = =Fl may be obtained by analyzing the dominant part of the integral equations (1.1) through the use of functiontheoretic methods [1] . By multiplying (1.1) by A~\ A = (a,;), and by following the procedure of [1] , it can easily be shown that the fundamental functions of (1.1) which characterize the singular behavior of <t>i are given by R,(t) = (1 + 2)(_i/2, + 0,(1 -0 (I/2>+^  (1.2) where a, /S = 0, =Fl; -1 < + a < 1, -1 < | + jS < 1 and the index of the integral equation is k = -(a + p) = =Fl. Thus, if <£,• is bounded at the singular points, a = 1, 0 = 0, and
if 4>j has an integrable singularity, a = 0, /S = -1, and
For k = 1, the solution of (1.1) contains M arbitrary constants which are usually determined by using the following set of (physical) conditions: 5) where Ci , ■ ■ ■ , CM are known constants. The general theory of the system of singular integral equations (1.1) has been extensively studied (see, for example, [1] and [2] ). The conventional method of solving (1.1) is based on the regularization of the system through the application of another singular operator (usually the adjoint of that of (1.1)). By expressing the unknown functions as = RMFM (1.6) this method leads to a system of Fredholm integral equations in the new set of unknown functions F,(<) which are bounded and continuous in the interval -1 < t < 1. However, from the viewpoint of numerical analysis, the method is rather cumbersome and very
laborious. An effective approximate method preserving the correct nature of singularities of the functions <£, is described in [3] . Here, noting that the fundamental functions iB,- In this paper we will describe a more direct numerical method of solving the system of singular integral equations (1.1). The method is based on the notion that by selecting the nodal points tk and xk in the interval (-1, 1) properly, the system (1.1) can be treated as if it were a system of Fredholm equations and the unknown functions F,(t) may be determined by using the conventional collocation technique.
2. Two auxiliary formulas. Before describing the numerical method we will prove the validity of the following formulas: Using the recursion formula [4] = T&W^ix) -Tn(x)U,-i(x) (2.6) and noting that T"(4) = 0, from (2.4) and (2.5) we obtain
For x = xr and U"-i(xr) = 0, ; = 0 part of (2.1) follows from (2.7). For j > 0 from (2.6) and (2.7) we obtain A T,{tk) _ TT . , TjjxW^x) . .
which reduces to (2.1) for x = xr , Un-i(xr) = 0.
To prove (2.2) consider the following expansion:
where, noting that UJth) = 0 and [4] (1 -t2)U'n{t) = (n + 1)Zy"_!(«) -ntU"(t), (2.10) the constants bk are given by
Using (2.6), the recursion formulas [4] TJt) = Un(t) -tU.-At), US) = I\-(0 + tUj-i(t) (2.12) and again noting that U" (tk) -0, from (2.9) and (2.11) we obtain
Using (2.6) now for j -> j + 1 and n -* n + 1, (2.13) becomes
which reduces to (2.2) for x = xT , T"+1(xr) = 0. 3. Gauss-Chebyshev integration formulas for singular integrals. Consider now the following singular integral:
and F(t) is bounded in -1 < t < 1.
(a) The case of k = 1. In this case R(t) = (1 -t2)~1/2 is the weight of 7\(0-Let us assume that in -1 < t < 1 the function F(t) can be approximated to a sufficient degree of accuracy by the following truncated series:
Thus (3.1) may be expressed as
where the following relation is used [4] :
For x = xr it follows from (3.4), (3.3), and (2.1) that
fa fa n(4 -xr) fa n(tk -xr)
where
If one considers the Gauss-Chebyshev integration formula [5] 1 [1 77^ Tn(tk) = 0, (3.8)
it is seen that (3.6) formally represents the Gauss-Chebyshev integration formula for the singular integrals which is valid only at the discrete set of points x -xr (r = 1, • • • , n -1), Un-i(xr) = 0.
(b) The case of k = -1. For this case R(t) = (1 -t2)1'2 is the weight of U,(t) and we will again assume that the following truncated series represents F(t) with sufficient accuracv:
From the relation [4] r1 £/,«)(i -iyr-
t -x and (3.1), (3.2) and (3.9), it follows that S(x) ~ £ A,. -f fy/~ dt= -£ A,rm(aO.
For x = xr . using (2.2) and (3.9), (3.11) may be expressed as Again, if we consider the related Gauss-Chebyshev integration formula [5] -f ma -ty/2 dt^f:(1 "ff0, um = o, 7T «/ -i 1 Tt ~p* X (3.11) (3.12) (3.13) (3.14)
it is seen that formally (3.12) may be considered as the Gauss-Chebyshev integration formula for singular integrals which is valid only at the discrete set of points x = xr (r = l, +1), T"+j(xr) = 0. Note 1: The only error in the formulas (3.6) and (3.12) comes from the truncated series representation of the function Fit) by (3.3) and (3.9), indicating that, if F is bounded and continuous, arbitrarily high accuracy can be obtained by choosing n sufficiently large.
Note 2: Even though the number p shown in (3.3) and (3.9) does not appear in the final equations (3.6) and (3.12), in deriving them it is assumed that n > p. Following a procedure similar to that for case (a), we obtain from (3.12), (3.14), (4.1) and (4.6) tk -cos (kir/(n + 1)), xr = cos (ir(2r -l)/2(ri + 1)). Thus it is sufficient to choose only n of these points to determine F(tk). (In practice n may be selected as an even integer and the point corresponding to r = n/2 + 1 may be ignored.) Note that the extension of the formulas (4.5) and (4.7), which are given for a single integral equation, to the system of singular integral equations such as (1.1) is straightforward.
Example.
As an example consider the following integral equation:
Equation (5.1) represents the formulation of the plane elasticity problem for a cover plate bonded to an elastic half-space y < 0, -<» < x < <» along y = 0, -1 < x < 1. The elastic constants of the plate and the half-space are hi , and /x2 , <c2 respectively. <t>(t) (-1 < t < 1) is the shear stress acting on the interface. The thickness h of the plate is sufficiently small to justify the assumption that <jv ~ 0 throughout the plate. The constant X is given by
The constant P0 represents the external load; in this case, P0 = -a0/2, where a0 = <r2" is the uniform stress acting on the half-space away from and parallel to the cover plate. In this problem the shear stress <f>(t) has integrable singularities at t = =Fl. Thus <t> may be expressed as m = F(t)/{i -ey/2 (5.4) where F(t) is a bounded function in the closed interval -1 < t < 1. From a practical viewpoint an important quantity to evaluate is the strength of the stress singularity at the end points t = =Fl which may be obtained from (5.4) as
The function F is obtained from (4.5). Here we will only give the results for the strength of the stress singularity A. For X = 0 (i.e., the inextensible cover plate), it is seen from (3.5) that the exact solution is F(t) = PbTi(t) = P0t and A = P0 . For PQ = 1, X = â nd X = 3, and for n = 20, 40, 60 the calculated results are shown in Table I . The values of A given in Table I are obtained from a quadratic extrapolation of F(tk) based on the last three points. The last column in the table is obtained from the solution of the problem by using the method given in [3] . This solution will now be described briefly.
Noting that F(t) is an odd function, we let
and substitute into (5.1). Using (3.5) and performing the integrals, we find
An appropriate method of determining £>,• would be the reduction of (5.7) to an infinite algebraic system through a weighted residual technique with weight functions U2k(x) (1 -a:2)1/2 (k = 0, 1, 2, • • •)• Using the orthogonality relations
we may then express (5.7) as 00 bk = 12 ckjbi + Dk-j (k = 1,2, ■■ ■), The infinite system (5.9) can be solved by using the method of reduction if it is regular or quasi-regular [6] . For regularity the coefficients must satisfy the following relation [6] In (5.11) the quantity in brackets takes its greatest value for k = 1. Hence the range of X for which the system is regular is found to be X < 3x/16. (5.12)
For values of X greater than 3ir/16, (5.9) is quasi-regular in the sense that there exists a k for which the infinite system beginning with the k + ls< equation is regular. The integral equation (5.1) has also been reduced to an infinite system in [7] . However, the procedure followed in [7] is extremely complicated and no examples are given. which is reflected in the convergence of A(N) for the two cases. Nevertheless, the table shows that the convergence is very good for both cases. In order to compare the results obtained by the two methods, the values of F(x) calculated at a selected set of points x are shown in Table III . The agreement between two sets of results seems to be quite satisfactory.
Regarding the convergence of the calculated results in the numerical work where it is conjectured that "exact" results would be obtained if one lets "N -* =°", one may try to estimate the limiting values of the calculated results by suitably expressing them as functions of 1/N and letting N -* co . For example, in the problem under consideration it may be assumed that for "large" values of N the strength of the stress singularity A(iV), which is given in Table II, where A{<x>), B, and a are unknown constants and A(<&) is the desired quantity. These unknowns can be determined by writing (5.14) for N -N{ , i = 1, 2, 3. As an example, the results obtained from Table II (which contain only a part of A(iV)) for X = ^ are given in Table IV. The table shows Table I needs no further elaboration. From examination of (5.14) it may be seen that for stability of the calculated results, at N = co dA/d(l/N") should be zero; that is, a should be greater than one. Generally speaking, the greater the exponent a, the higher the stability. If a < 1 the extrapolation may give very erroneous results. Also, if the behavior of A (Ar.) is oscillating in nature, the model given by (5.14) requires modification.
Conclusion. Based on the results given in this paper, and particularly those obtained for much more complicated problems which were worked out recently, the technique described in this paper seems to be an extremely simple and a very effective method for solving a system of singular integral equations of the first kind. 
