Time delays arise in most feedback systems and have specific relevance for remotely piloted vehicles with ground-based pilots and controllers. NASA's test facility for flight dynamics and control research using sub-scale vehicles, AirSTAR, has developed the remotely piloted Generic Transport Model (GTM). Analysis of a numerical model of this has previously provided insight into open-loop upset dynamics and the impact of flight controllers. However, to date, studies have not considered the effect of time delay on the system's stability. Current developments at the AirSTAR facility are aimed at testing a sub-scale generic airliner model during loss-of-control conditions over extended distances and altitudes compared to the GTM. In developing controllers for such a remotely piloted vehicle it is helpful to understand the effect of delay in the communication links and protocols. This paper utilises bifurcation analysis to evaluate the effect of delay on the closed-loop stability for the GTM numerical model with a linear quadratic regulator controller with proportional and integral components (LQR-PI). The impact of time delays in both fixed-gain and gain-scheduled versions of the controller are presented in terms of the stability of nominal and off-nominal solutions. This is followed by a discussion of stability maps, again generated by bifurcation analysis, which can be used to assess, over a wide
flight envelope, the maximum acceptable delay before instability arises. It is well known that the addition of time delays to a closed-loop control system may degrade the system's behaviour; these issues have been an important consideration in controller design for many years [1] .
Typically, time delay and lags arise from data sensors, filters, transmission protocols and processing, which are present in all practically realisable closed-loop controllers. Consideration of time delay is of particular importance to remotely controlled aircraft such as NASA's subscale Generic Transport Model (GTM) [2] ;
this model was designed to improve knowledge of airliner loss-of-control and the testing of upset recovery methods, including control laws [2] . Because the controller and pilot are ground based, additional delays are present in the GTM system due to the telemetry up-and downlinks. The current GTM, which does not fly beyond visual range, experiences delays of 21ms which are relatively small compared to the internal time scales of the vehicle. However, current research at the NASA Langley AirSTAR facility includes the development of a larger scale aircraft, with onboard control capability, capable of operating over longer distances and at a higher altitude than the present GTM [3] . This wider operating envelope will provide more scope for exploring upset, loss-of-control and recovery. In developing any remotely piloted aircraft, it is helpful to understand the potential effect delays will have on the system. Consideration of time delay is also an issue for the general field of aircraft loss-of-control, because instabilities caused by time delays could lead to the development of upset conditions and/or modified loss of control behaviour.
The effect of time delay on an aircraft is typically assessed by using a linearized equivalent of the system [4] . This would be analysed by calculating gain and phase margins and keeping these within stable bounds.
However, this is of limited use once the aircraft enters nonlinear flight regimes where the delays could potentially cause dangerous rapid responses under certain flight conditions. Another method for investigating the effect of time delay on a system is to use batch time history/Monte Carlo simulations. Although this can accurately assess time delay margins, it requires an extensive number of individual simulations to attain accuracy over a wide flight envelope. For adaptive controllers, other methods of analysing system time delay have been developed, such as the matrix measure method [5] , Lyapunov-Razumikhin analysis [6] and sumof-squares polynomial optimizations [7] . While these methods provide useful information on the system stability in the presence of time delay, they are still based on linear models and, therefore, do not provide information when the aircraft is operating in off-nominal nonlinear flight regimes. Furthermore, none of these methods has been attempted for a system as complex as the GTM 'DesignSim' (GTMds) model, an open SIMULINK model of the GTM that includes high angle of attack and sideslip aerodynamics. The robustness to delay of several controllers designed for the GTMds was previously evaluated by increasing the time delays in the control loop and evaluating the resulting aircraft response to pilot commands [8] . Time delays of up to 200ms were used in the real-time simulator. It was found that the tighter the command tracking to pilot commands is, the less robust the controller is to time delay. Although this analysis on the full nonlinear simulation model captures all of the system dynamics, and that of the pilot, simulation offers no guarantee that all the possible instabilities will be found, and the dynamics encountered could differ depending on the initial conditions and inputs during the simulation.
In order to understand the effect of time delays on the control of nonlinear models, it is necessary to examine how the addition of time delay alters the underlying dynamical 'structure' which governs the nonlinear behaviour. This structure consists of the multiple steady state solution branches, their stability and changes thereof (at bifurcation points) and their dependence on parameter variations. Although it is possible to gather information on the underlying structure of a model from time history simulations, they typically require lengthy runs to be performed in order to capture the key features that occur as parameters change.
On the other hand, the use of numerical bifurcation analysis, implemented via continuation algorithms [9] , has been shown to be extremely useful in developing an understanding of the characteristics of both stable and unstable solution branches in state-parameter space. This allows response types to be inferred not only locally but also 'globally' across a wide operating region [10] . Bifurcation analysis has, since Carroll and Mehra [11] , a wide history of use in military aircraft flight dynamics and control problems [12] [13] [14] [15] . With regards to the loss-of-control of civil aircraft, bifurcation analysis has been applied, in open-loop form, to the GTMds [10] and the model created for the 'Simulation of UPset Recovery in Aviation' (SUPRA) research programme [16] , which have both revealed the existence of spiral dives and steep spins.
In [17] bifurcation analysis was applied to the GTMds coupled to the fixed-gain (denoted C 1 ) and gainscheduled (denoted C 2 ) LQR-PI controllers, described by Crespo et al. [18] . This study confirmed that the steep spirals present in the open-loop dynamics were modified into more benign descending turns and the oscillatory steep spin was eliminated with the control action. In this paper we build on the work presented in [17] to specifically investigate the effect of time delay on the GTMds coupled to controllers C 1 and C 2 .
This assessment provides information on whether the controllers need to be modified in order to provide acceptable stability as time delay is increased from the baseline values of 9ms for the downlink and 12ms
for the uplink paths. Although numerical continuation algorithms can be applied directly to systems with time delay by the use of specialist continuation software such as DDE-BIFTOOL [19] , this is not practical for a model as large as the GTMds due to the computational expense. Instead, our approach is to use a third order Padé approximation for both the downlink and uplink delays to give a smooth approximation to time delay that can be analysed effectively, using conventional continuation software for ODEs such as AUTO [20] .
This paper is organized as follows. A description of the GTM and controllers is presented in section II, followed by the implementation of time delays in the full nonlinear system in section III. Then in section IV, as a baseline, the tolerance to delay is assessed with standard linear methods. This is followed in section V by a bifurcation analysis of the GTMds with the nominal total delays of 21ms, where the commanded angle of attack, α cmd , is used as the continuation parameter. This allows direct comparison with the results for the zero-delay case shown in [17] , highlighting the effect of the presence of delays on the behaviour of the GTM.
In section VI we use the delay itself as the continuation parameter for both the fixed-gain controller C 1 and the gain-scheduled controller C 2 to assess the magnitude of the total allowable time delay to maintain stability.
Following this, in section VII, the stability of the controller as a function of total delay and commanded angle of attack is discussed and compared to those shown in section IV. Conclusions are drawn in section VIII.
II. GTM and Controllers
The GTM is a 5.5% dynamically scaled model of a commercial airliner developed by National Aeronautics and Space Administration (NASA) Langley Research Center for use in understanding upset scenarios [2] . The GTM is controlled, via radio link, from a ground station which allows piloted flying and easy implementation of control laws. The primary ground station of the GTM is known as the Mobile Operations Station (MOS). This is a self-contained motor vehicle capable of serving as a research and operations station for the GTM. In conjunction with the GTM aircraft, the GTMds, a high-fidelity 6 degree-of-freedom The control laws are implemented inside the 'Ground Station and Controllers' block with the downlink delay implemented in the feedback loop to this block and the uplink delay on its output. In this paper, two controllers based on an LQR-PI architecture with auto throttle are analysed and are known as C 1 and C 2 . The controller C 1 is a fixed-gain controller, designed about a single trim condition at α = 4.28
• and γ = 0 • , which corresponds to cruising flight. This controller, although acceptable at low angles of attack, was found to exhibit instabilities at higher angles of attack. Hence, a second controller C 2 was designed to correct this with nonlinear gain-scheduling. The gain-scheduling was implemented by designing three separate fixedgain controllers and interpolating the gains between the three design points. The design points of controller C 2 are: (i) at the same α = 4.28
• cruising condition as C 1 ; (ii) at α = 13
• , which corresponds to the stall region for the GTMds, and (iii) at α = 22
• where the GTMds is in post stall. The lateral controller transitions the gains linearly between the three design points; however, the longitudinal controller changes gains more aggressively. This keeps the gains of the α = 4.28
• trim point held until α = 8.5
• , and then they vary linearly until the α = 13
• trim point gain values are first applied at α = 9.5
• . These gains are kept constant until α = 14.5
• , where again they vary linearly until the α = 22
• trim point gain values are reached at α = 15.5
• . After this point the longitudinal gains are held constant. Fig. 2 illustrates schematically how the longitduinal and lateral gains are scheduled with respect to the three design points. 
III. Implementation of Time Delays
Bifurcation analysis is generally applied to a dynamical system of the general forṁ
where f is a set of n nonlinear differentiable functions, x ∈ IR n is the state vector and λ ∈ IR m is a vector of m parameters. The numerical continuation algorithm requires the model under consideration to be continuous and bifurcation theory requires that the function f is smooth enough, for example, twice differentiable. With pure time delays the overall GTMds dynamics take the form of a delay differential equation (DDE). Solutions of these can be continued [21] with software such as DDE-BIFTOOL [19] . However, such algorithms are generally suitable only for relatively small systems with a few explicit equations due to the computational expense of the continuation routine.
In contrast, the GTMds coupled to controllers C 1 or C 2 comprises 32 states, incorporating the eighthorder flight mechanics equations of motion, the control surface actuator states and the critical controller states. For this reason the delays are replaced with a low-order transfer function approximation: the Padé approximation [1, 22] . As transfer functions are smooth and continuous, standard numerical continuation software such as AUTO [20] can be used. For the analysis in this paper, a third-order Padé approximation was implemented instead of the 'transport delay' block. The downlink and uplink delays are defined in terms of the total loop delay ∆ (in ms), allowing them to be scaled relative to their nominal values of 9ms and 12ms respectively. These transfer functions take the form:
Uplink Delay : The Padé approximations, equations (2) and (3), are implemented on the six downlink feedback signals [α, β, V, p, q, r] and the four control surface actuator inputs [δ e , δ a , δ r , δ t ], respectively. This adds an extra 30 states into the GTMds model, resulting in a system of 62 states. In the remainder of this paper, unless otherwise stated, 'delay' refers to the total delay ∆ resulting from the Padé approximations given in (2) and (3).
IV. Calculation of Robustness to Delay by using a Linear Model
To give a baseline assessment of the robustness of the GTMds to delays, the allowable delay before the onset of instability was calculated over a range of α cmd values by simulation of locally linearized models.
The linearization routine and models were the same as those used in the controller design and only the 'fast' modes were considered. For each specific value of α cmd the GTMds was linearized and then simulated for increasing values of delay until the point where stability was lost, i.e. the delay exceeds the delay margin.
This was the allowable delay for that value of α cmd . For controller C 1 , see Fig. 4 (a), there are three instability regions within the α cmd -delay range considered. The first of these spans 0
• where the minimum allowable delay is 29ms. The second, when α cmd ≈ 12.5
• , is comparable to the loss of longitudinal stability for controller C 1 without delay ('regime B' in [17] ). The third region, α cmd > 15.5
• , also includes a region where the allowable delay is 0ms which is comparable to 'regime E' in [17] ).
The linear assessment of the allowable delay for controller C 2 , shown in Fig. 4(b) , indicates that instability is eliminated for the zero delay case. There are only two regions of instability; the first one is identical to that for controller C 1 , since the two controllers are the same over the range 0 • ≤ α cmd ≤ 4.5
• . However, at higher α cmd , where the gain-scheduling activates, the sensitivity to delay increases. The second region of instability spans 6.5
• < α cmd < 26
• with a minimum delay for instability of 95ms. Within this region a sudden decrease in allowable delay occurs at α cmd = 15.5
• . This point corresponds to the value of α cmd where the scheduling of the longitudinal controller gains varies sharply with α.
While this linear assessment is quick, it is not very representative of the full nonlinear system. The black stars in Fig. 4(b) indicate, for three α cmd levels, the onset of instability for the full nonlinear system with true delays evaluated by time-stepping simulations. Their location implies that the linear model provides a non-conservative estimate of the allowable delay before instability. Note that, for the symmetric-flight branch, no points higher than α cmd = 12
• could be assessed via simulation of the nonlinear system due to a slow instability of the spiral mode that becomes stronger as α cmd increases. This instability is considered permissible in terms of controller design where only fast modes were accounted for; the spiral mode was assumed to be slow enough to be controlled by a pilot or autopilot.
V. Commanded Angle of Attack Continuations
To address these shortcomings in the linear approach, bifurcation analysis is now used to assess the impact of delay on the full nonlinear GTMds system. In [17] a bifurcation analysis of both controllers C 1 and C 2 was carried out with α cmd as the continuation parameter. This analysis found three equilibrium branches:
a symmetric wings level trim branch and two helical descending turn solutions, one to the left and the other to the right. As mentioned in section IV, the controller design had been concerned with the fast modes, with the slow spiral and phugoid modes being disregarded: these are typically too slow to be a concern in a piloted task. It was found that there was a spiral instability on the symmetric branch. • , see [17] .
To determine the effect of delay on the GTMds controlled with C 1 or C 2 , a bifurcation analysis with α cmd as the continuation parameter was conducted for the case where the total delay is equal to the nominal 21ms. To ensure horizontal trimmed flight conditions (flight path angle γ = 0 • ) on the symmetric branch, a schedule on V cmd is used as a means of trimming the throttle input. This V cmd schedule is implemented throughout the continuation routine. The bifurcation diagrams, in which β cmd = p cmd = 0, are generated with the method of numerical continuation, in this case with the software package AUTO [20] incorporated into Matlab via the Dynamical Systems Toolbox [24] . Table 1 lists the line types and symbols adopted here to define whether solutions are equilibria or limit cycles, stable or unstable, and to denote bifurcation points. First we consider controller C 1 , which was found to exhibit some regions of instability even when no delay is present. Fig. 5 shows the bifurcation diagrams of the one-parameter continuation of C 1 subjected to a total delay of ∆ = 21ms, showing projections of (a) α and (b) φ versus α cmd . As was the case without delay (see [17] ), the spiral mode on the symmetric branch (regime A, see panel (b)) is unstable. However, where the MIL-F-8785C criterion for level 1 spiral mode flying qualities is met, these solutions are categorised as stable and denoted by a different line type in the bifurcation diagrams, see Table 1 . When this criterion is no longer met, the branch is denoted unstable. Also, similar to the delay-free case, two stable equilibria exist (regimes C1 and C2) and represent helical turns with positive and negative φ, respectively. The types of behaviour on the various solution branches in Fig. 5 are summarised in Table 2 .
Within the range of α cmd assessed, Hopf bifurcations exist on the symmetric branch of regime A and on the two helical turns (regimes C1 and C2) in the range 12 • ≤ α ≤ 12.7
• . The periodic orbits that originate from these Hopf bifurcations (labelled regimes B, D1 and D2) were also found to exist in [17] when there are no system delays. Hence, these instabilities do not result from the introduction of delay. Similarly, Hopf bifurcations at higher angles of attack, α cmd ≈ 20 • , were found which also exist when no delay is present (although they are not plotted here). The only changes from the delay-free case are the existence of Hopf bifurcations on regimes A, C1 and C2 at α cmd = 0.18
• along with the resulting periodic orbits and a largeamplitude periodic orbit labelled as regime G -the delay-free response is discussed in [17] . Due to the extensive computational time required for numerical continuation of the periodic orbits and the likelihood that they would be very similar to the delay-free case, it was decided to focus the continuation of periodic orbits on these Hopf bifurcations, which emerge at low α cmd and are specifically caused by the addition of delay, rather than those at higher α cmd which were also found to exist without delay. Whilst these low incidences correspond to unreasonably high flight speeds, the purpose here is to illustrate the method rather than to suggest a practical instability induced by the delay. Figure 5 , in particular panel (b) , shows that at these low angles of attack, relative to the delay-free case in [17] , there are now additional Hopf bifurcations. These give rise to stable and unstable periodic orbit solutions, some of which exist only over very small ranges of α cmd . The branch of periodic orbits labelled G covers a slightly wider portion of the bifurcation diagram, namely 0 • ≤ α cmd ≤ 0.68 • . These are stable solutions that were computed by time-stepping analysis (rather than the parametric path-following continuation adopted elsewhere): at the first point, a time simulation was run for sufficient length to allow it to reach a steady state; once this had occurred, a small change was made to the continuation parameter and the simulation run until transients disappeared. This was then repeated over the desired parameter range.
This method has the drawback of being able to find only stable solutions. For α cmd < 0.174
• this highamplitude oscillatory state is the only stable solution, and it is highly undesirable due to the large amplitudes and angular rates. Although regime G exists at angles of attack low enough to be outside the typical aircraft operating region, the extent to which the time delay degrades the behaviour here is unexpected.
VI. Continuation in the Total Delay Figure 5 shows that with the nominal time delay of ∆ = 21ms the GTMds exhibits oscillations due to delay only at low angles of attack, α cmd < 0.68
• . This is far below the normal operating incidence of a civil airliner in cruise. It is perhaps of more interest to identify the maximum delay which the controllers can tolerate in the region of typical flight operation before instability occurs. This information is useful for the control engineer as it indicates the sensitivity of the system stability to varying delay and can, thus, be a convenient tool in the re-design of the control law in the presence of delay. In order to assess this question for both controllers C 1 and C 2 , bifurcation analysis is applied with the delay setting parameter, ∆, as the continuation parameter for fixed values of α cmd . Only equilibrium solutions were continued because it would typically be intended that the controller design eliminates bifurcations to periodic orbits within the operating envelope. Figure 6 shows the α and φ projections of a one-parameter bifurcation diagram in the total delay of the GTM with controller C 1 at α cmd = 4.28
• , its design point. It is evident from Fig. 6 that both the turning solutions, C1 and C2, and the symmetric branch, A, remain stable up until a time delay of approximately 147ms. On branch A, at this point the solution changes from 6-state stable, where there is one slow unstable pole, to unstable, via a Hopf bifurcation, due to a separate pair of roots passing through the imaginary axis.
The fact that these flight regimes destabilise at roughly the same total delay implies that, at this angle of attack, once stability is lost on one branch it is lost everywhere, so that only a reduction of the delay may lead to re-stabilisation. In effect, once the total time delay exceeds 147ms, controller C 1 is incapable of controlling the GTM without alterations to the gains. As α cmd = 4.28
• is also one of the design points of the gain-scheduled control law C 2 , this controller is identical to C 1 at this particular point. Hence, the loss of stability at a delay of ≈ 147ms is also exhibited by controller C 2 . The time history shown in Fig. 7 reveals the difference in response of the system with controller C 1 with the nominal delay of 21ms, compared to that with a delay of 147ms in the presence of a ±30
• /s doublet perturbation in p cmd , of 2s duration starting at t = 10s. For the nominal delay the aircraft quickly returns to the commanded values (α cmd = 4.28
• , p cmd = 0 • ). For time delays above the stability limit (the Hopf bifurcations shown in Fig. 6 ), the aircraft quickly diverges from the commanded values to a high-frequency periodic orbit.
At higher angles of attack, the two controllers C 1 and C 2 are no longer equivalent due to the gainscheduling in C 2 . Figures 8 and 9 show the bifurcation diagrams when continuing in total time delay, ∆, for
• and using controllers C 1 and C 2 , respectively. These two figures show that at α cmd = 8
• , the loss of stability via Hopf bifurcations for C 1 occurs at a larger total delay than that for the controller design point at α cmd = 4.28
• , shown in Fig. 6 . In fact, the symmetric branch, A, in Fig. 8 , maintains 6-state stability throughout the entire range of ∆ shown. Also, the descending turning solutions, C1 and C2, have Hopf bifurcations at a delay of approximately 176ms, which is within the plotted region. This implies that, for delays larger than about 176ms, it is possible that, if the GTMds was disturbed away from the symmetric branch (or left long enough for the spiral instability to become apparent), it will settle on an undesirable highamplitude, high-frequency oscillatory solution. Hence, at this α cmd , the GTMds is more prone to upset due to time delay on the off-nominal turn solutions than for symmetric trimmed flight. This increase in the amount of acceptable time delay at α cmd = 8
• compared to α cmd = 4.28
• is perhaps initially unexpected. However, it is likely that at the controller design point, where the gains are optimised for that α cmd , the phase margin would be lower due to the gains providing a more aggressive response to pilot commands. It is also possible, in principle, that as angle of attack increases and control surface effectiveness reduces due to experiencing Fig. 9 Projections of one-parameter bifurcation diagram in ∆ with controller C2 and α cmd = 8
• .
lower dynamic pressure, the susceptibililty to delay may increase.
For controller C 2 , Fig. 9 , the symmetric equilibrium stability is lost at a total delay of about 120ms, with the descending turn solution branches losing stability at a total delay of approximately 88ms. This onset of instability is far lower than that for controller C 1 and indicates that at α cmd = 8
• the delay margin for C 2 is less than that for C 1 . Although the gain-scheduling provides a better response at this angle of attack when no delay is present, it is more sensitive to the introduction of time delay. It is likely that this is again due to controller C 2 having more aggressive controller gains than C 1 in this region of α cmd and, therefore, will give larger control surface inputs to disturbances. Hence, C 2 is more likely to go out of phase when time delay is present, as the controller overcompensates. Controller C 2 exhibits a faster response and tighter command tracking to p cmd and β cmd ; however, this improved control performance results in a reduction in the allowable delay in the lateral/directional axes.
VII. Computation of Stability Regions
In section IV, a linear stability analysis based on linearizing the model at various operating points was discussed as a way to calculate the stability regions of the GTMds for different values of α cmd and delay for the symmetric branch. Bifurcation analysis can be used to provide this information for the full nonlinear model (with Padé approximations of the delays) over a grid with a much higher resolution. This type of analysis is performed by means of a two-parameter continuation, where the location of a bifurcation point is mapped out in two parameters. In order to compute the stability regions, such a two-parameter continuation is performed in α cmd and total delay ∆ while continuing the Hopf bifurcations where the symmetric branch loses stability. Figure 10 shows the stability regions for both controllers C 1 and C 2 calculated by means of two-parameter continuation. These regions are bounded by red curves, which denote a stability boundary in the aircraft longitudinal modes, or blue curves, which designate the lateral/directional stability boundary. For controller Fig. 10(a) shows similar features to those calculated for the linear system in Fig. 4(a) For controller C 2 , however, the allowable delay predicted by the two-parameter continuation is far lower than that predicted by the linear model. Here, two loci of Hopf bifurcations combine to create the full stability boundary, one longitudinal the other lateral. The dramatic changes in the longitudinal Hopf loci at α cmd = 8
• and α cmd = 14.5
• are due to the gain-scheduling of the longitudinal controller. This is not as smooth as the lateral controller, and the gains change significantly from one design point to the next within 1
• of α cmd .
These scheduling α cmd values correspond to the locations where there is a reduction in the allowable delay for C 2 up until local minima at α cmd = 8.01
• and α cmd = 15
• , where the allowable delay increases with α cmd again. The three stars in Fig. 4(b) showing the onset of instability using time-simulation of the full nonlinear model, are also shown in Fig. 10(b) . It is evident that the two-parameter continuation matches these points significantly better than the linear model. Only the point at α cmd = 12
• is not matched perfectly, although it is reasonably close: this might be due to the difficulties in being able to accurately assess the loss of stability in the presence of spiral divergence in the time-stepping simulation.
Two-parameter continuations can also be performed in other parameters, for example the controller gains. In [17] a 'gain parameter', GP, was introduced which acts as a scalar parameter on some or all of the controller gains. When GP = 0 the gains are zero (open loop) and when GP=1 the relevant gains are equal to the design values for the controller. The gain parameter can be increased beyond 1 to further explore the stability margins. A two-parameter continuation in GP (applied to all the gains) and total delay for controller C 2 is shown in Fig. 11 ; it shows a continuation of the Hopf bifurcation, where stability is lost on the symmetric branch of regime A, for α cmd = 11
• . This value of the angle of attack was chosen because it is the point of the local minimum for delay at which lateral/directional stability is lost in Fig. 10(b) . Fig.   11 confirms that, as the gains are increased, raising the authority of the controller, the allowable time delay is reduced. Hence, it is clear that when designing a controller for systems with delays there is a trade-off between controller performance and the amount of acceptable time delay. The amount of time delay in a system is often not known during the control law design stage (since the hardware has not yet been selected).
Therefore, bifurcation analysis is a potentially useful tool in evaluating the sensitivity of nonlinear closedloop systems to time delay -for nominal and off-nominal operating conditions.
VIII. Concluding Remarks
The results presented in this paper provide insight into how the closed-loop stability of the Generic Transport Model (GTM) are affected when delay is included in the system using the GTM DesignSim (GT- • .
analysis to sub-scale airliner controller dynamics was used to show that instabilities due to delay were only present at very low values of the commanded angle of attack, α cmd , for the nominal total delay of 21ms.
However, these instabilities were shown to exhibit unacceptable large-amplitude oscillations which would need to be avoided should the vehicle stray into this low incidence flight regime.
Selecting the total time delay as the continuation parameter showed that the fixed-gain controller C 1 displays better tolerance to the total time delay than the gain-scheduled controller C 2 . The stability regions for the symmetric, trimmed flight branch were then mapped out in the plane of α cmd versus total delay to identify the ranges of allowable time delay. This provided a more accurate estimation of the allowable delay for both controllers C 1 and C 2 than the linear model, which provided a non-conservative estimate of the onset of instability due to delay. A stability region in the plane of gain parameter versus total delay was also computed. It highlights the trade-off in controllers designed to be tolerant to delay; an increase in performance will reduce the value of the total delay at which instability is encountered.
Bifurcation analysis constitutes a valuable tool for exploring potentially adverse scenarios when subscale aircraft are subject to time-delays within the control loop. In particular, the study reported here shows that this technique offers a new perspective on the control performance if there is significant uncertainty in the magnitude of the time delays present. The technique also reveals how flight regimes change stability due to delay in the context of nonlinear systems and could therefore be applied to loss-of-control studies.
