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Abstract
In this paper, we employ the fixed point theorem to study the existence of an integral equation and obtain
the global attractivity and asymptotic stability of solutions of the equation. Some new results are given.
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1. Introduction
Nonlinear functional-integral equations have been studied in the vehicular traffic, the biol-
ogy, theory of optimal control and economics, etc., for example, see [1,4–8]. Deimling [5] and
Argyros [1] considered the equation
x(t) = f (t, x(t))
1∫
0
u
(
t, s, x(s)
)
ds, t ∈ [0,1]. (1)
Using the technique associated with measures of noncompactness, Banas´ and Rzepka [4] studied
the Volterra counterpart of Eq. (1) on unbounded interval
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t∫
0
u
(
t, s, x(s)
)
ds, t  0. (2)
In this paper, we use the fixed point theorem to establish the existence of solutions of the
following integral equations:
x(t) = f
(
t, x(t),
t∫
0
u
(
t, s, x(s)
)
ds
)
, t  0, (3)
and
x(t) = g(t, x(t))+ x(t)
t∫
0
u
(
t, s, x(s)
)
ds, t  0. (4)
Using the measures of noncompactness, we show that Eq. (3) has solutions being continuous and
bounded functions on the interval [0,∞) and those solutions are globally attractive; Eq. (4) has
solutions being continuous and bounded functions on the interval [0,∞) and those solutions are
asymptotic stable.
2. Preliminaries
Assume E is a Banach space. By B(x, r) we denote the closed ball centered at x and with
radius r . The symbol Br stands for the ball B(θ, r).
Let X be a subset of E. X¯, convX denote the closure and convex closure of X, respectively.
The family of all nonempty and bounded subsets of E is denoted by ME and its subfamily
consisting of all relatively compact sets is denoted by NE .
We accept the following definition of the concept of the measure of noncompactness [2].
Definition. A mapping μ :ME → R+ = [0,+∞) is said to be a measure of noncompactness in
E if it satisfies the following conditions:
(1) the family kerμ = {X ∈ ME : μ(X) = 0} is nonempty and kerμ ⊂ NE ;
(2) X ⊂ Y ⇒ μ(X) μ(Y );
(3) μ(convX) = μ(X);
(4) μ(X¯) = μ(X);
(5) μ(λX + (1 − λ)Y ) λμ(X) + (1 − λ)μ(Y ) for λ ∈ [0,1];
(6) if {Xn} is a sequence of sets from ME such that Xn+1 ⊂ Xn, X¯n = Xn (n = 1,2, . . .), and if
limn→∞ μ(Xn) = 0, then the intersection X∞ =⋂∞n=1 Xn is nonempty.
We will need the following fixed point theorem [2].
Theorem A. Let Q be a nonempty bounded closed convex subset of the space E and let F :Q →
Q be a continuous operator such that μ(FX) kμ(X) for any nonempty subset X of Q, where
k ∈ [0,1) is a constant. Then F has a fixed point in the set Q.
This observation allows us to characterize solutions of considered operator equations.
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bounded and continuous on R+. The space BC(R+) is equipped with the standard norm
‖x‖ = sup{|x(t)|: t  0}.
In this paper, we recollect the construction of the measure of noncompactness which was
introduced in [3].
Let X be a nonempty bounded subset of BC(R+) and T be a positive number. For x ∈ X and
ε  0 denote by ωT (x, ε) the modulus of continuity of x on the interval [0, T ], i.e.,
ωT (x, ε) = sup{∣∣x(t) − x(s)∣∣: t, s ∈ [0, T ], |t − s| ε}.
Further, put
ω0(X) = lim
T →∞ limε→0 sup
{
ωT (x, ε): x ∈ X}.
For any t  0 we denote
X(t) = {x(t): x ∈ X} and diamX(t) = sup{∣∣x(t) − y(t)∣∣: x, y ∈ X}.
Define the function μ on the family MBC(R+) by the formula
μ(X) = ω0(X) + lim sup
t→∞
diamX(t).
It can be shown [3] that the function μ is a measure of noncompactness on the space BC(R+).
Definition 1. The solution x(t) of Eq. (3) is said to be globally attractive, if there are
lim
t→+∞
(
x(t) − y(t))= 0
for any solution y(t) of Eq. (3).
The concept of the asymptotic stability of a solution x(t) of Eq. (4) is understood in the
following sense [4].
Definition 2. For any ε > 0 there exist T (ε) > 0 and r(ε) > 0 such that if x, y ∈ Br and x(t), y(t)
are solutions of Eq. (4), then |x(t) − y(t)| ε for t  T (ε).
3. Main results
First we will consider Eq. (3) under the following assumptions:
(H1) f :R+ × R × R → R is a continuous function f (t,0,0) ∈ BC(R+).
(H2) There exist the continuous functions m1,m2 :R+ → R+ such that∣∣f (t, x1, y1) − f (t, x2, y2)∣∣m1(t)|x1 − x2| + m2(t)|y1 − y2|
for all xi, yi ∈ R, i = 1,2 and t ∈ R+.
(H3) u :R+ × R+ × R → R is a continuous function such that
lim
t→∞m2(t)
t∫
0
∣∣u(t, s, x(s))∣∣ds = 0
uniformly with respect to x ∈ BC(R+).
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m1(t) k
for any t  0.
Theorem 1. Assume (H1)–(H4) hold. Then Eq. (3) has at least one solution x(t) which belongs
to the space BC(R+) and is globally attractive.
Proof. Define the operator F on the space BC(R+) by
(Fx)(t) = f
(
t, x(t),
t∫
0
u
(
t, s, x(s)
)
ds
)
, t  0.
Clearly, the function Fx is continuous on the interval R+ for any function x ∈ BC(R+).
From the assumptions we have
∣∣(Fx)(t)∣∣
∣∣∣∣∣f
(
t, x(t),
t∫
0
u
(
t, s, x(s)
)
ds
)
− f (t,0,0)
∣∣∣∣∣+ ∣∣f (t,0,0)∣∣
m1(t)
∣∣x(t)∣∣+ m2(t)
t∫
0
∣∣u(t, s, x(s))∣∣ds + ∣∣f (t,0,0)∣∣.
Hence
‖Fx‖ k‖x‖ + A, (5)
where
A = sup
{
m2(t)
t∫
0
∣∣u(t, s, x(s))∣∣ds + ∣∣f (t,0,0)∣∣: t  0
}
∈ R+.
Since k < 1, this implies F(Br) ⊂ Br for r = A/(1 − k). Let ε > 0 and x, y ∈ Br such that
‖x − y‖ ε. Then, for t  0, we get∣∣(Fx)(t) − (Fy)(t)∣∣ m1(t)∣∣x(t) − y(t)∣∣
+ m2(t)
t∫
0
∣∣u(t, s, x(s))− u(t, s, y(s))∣∣ds. (6)
By assumption (H3) there exists T > 0 such that for t  T ,
m2(t)
t∫
0
∣∣u(t, s, x(s))∣∣ds  (1 − k)ε
2
. (7)
Thus, for t  T , in view of (6) and (7) we obtain∣∣(Fx)(t) − (Fy)(t)∣∣ kε + (1 − k)ε + (1 − k)ε = ε.
2 2
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[0, T ] × [0, T ] × [−r, r], we deduce that ω(ε) → 0 as ε → 0, where
ω(ε) = sup{∣∣u(t, s, x) − u(t, s, y)∣∣: t, s ∈ [0, T ], x, y ∈ [−r, r], |x − y| ε}.
Thus, we get for t ∈ [0, T ],∣∣(Fx)(t) − (Fy)(t)∣∣ kε + T ω(ε) sup{m2(t): t ∈ [0, T ]}.
Hence, the operator F is continuous on the ball Br .
Let X be a nonempty set of Br . Then, for x, y ∈ X and t  0, we get
∣∣(Fx)(t) − (Fy)(t)∣∣m1(t)∣∣x(t) − y(t)∣∣+ m2(t)
t∫
0
∣∣u(t, s, x(s))− u(t, s, y(s))∣∣ds
m1(t)
∣∣x(t) − y(t)∣∣+ m2(t)
t∫
0
∣∣u(t, s, x(s))∣∣ds
+ m2(t)
t∫
0
∣∣u(t, s, y(s))∣∣ds.
Hence, we can easily deduce
diam(FX)(t) k diamX(t)
+ sup
x,y∈X
{
m2(t)
t∫
0
∣∣u(t, s, x(s))∣∣ds + m2(t)
t∫
0
∣∣u(t, s, y(s))∣∣ds
}
.
Now, from (H3) we get
lim sup
t→∞
diam(FX)(t) k lim sup
t→∞
diamX(t). (8)
For any T > 0, ε > 0, x ∈ X and t, s ∈ [0, T ] such that |t − s| ε, without loss of generality
we may assume that s < t , in view of the assumptions we have∣∣(Fx)(t) − (Fx)(s)∣∣
m1(t)
∣∣x(t) − x(s)∣∣+ m2(t)
∣∣∣∣∣
t∫
0
u
(
t, τ, x(τ )
)
dτ −
s∫
0
u
(
s, τ, x(τ )
)
dτ
∣∣∣∣∣
+
∣∣∣∣∣f
(
t, x(s),
s∫
0
u
(
s, τ, x(τ )
)
dτ
)
− f
(
s, x(s),
s∫
0
u
(
s, τ, x(τ )
)
dτ
)∣∣∣∣∣
m1(t)
∣∣x(t) − x(s)∣∣+ m2(t)
[ t∫
s
∣∣u(t, τ, x(τ ))∣∣dτ
+ m2(t)
s∫ ∣∣u(t, τ, x(τ ))− u(s, τ, x(τ ))∣∣dτ
]
0
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∣∣∣∣∣f
(
t, x(s),
s∫
0
u
(
s, τ, x(τ )
)
dτ
)
− f
(
s, x(s),
s∫
0
u
(
s, τ, x(τ )
)
dτ
)∣∣∣∣∣.
Hence
ωT (Fx, ε) kωT (x, ε) + m2(t)ε sup
{∣∣u(t, s, x(s))∣∣: t, s ∈ [0, T ], |x| r}
+ m2(t)T sup
{∣∣u(t, τ, x(τ ))− u(s, τ, x(τ ))∣∣: t, s, τ ∈ [0, T ], |x| r}
+ sup
{∣∣∣∣∣f
(
t, x,
s∫
0
u
(
s, τ, x(τ )
)
dτ
)
− f
(
s, x,
s∫
0
u
(
s, τ, x(τ )
)
dτ
)∣∣∣∣∣:
t, s ∈ [0, T ], |x| r
}
.
Since f (t, x, y) is uniformly continuous on the set [0, T ] × [−r, r] × [−N,N ] and the function
u(t, s, x) is uniformly continuous on the set [0, T ] × [0, T ] × [−r, r], where
N = sup
{ s∫
0
∣∣u(s, τ, x(τ ))∣∣dτ : s ∈ [0, T ], |x| r
}
,
we have
sup
{∣∣f (t, x, y) − f (s, x, y)∣∣: s, t ∈ [0, T ], |s − t | ε, |x| r, |y|N}→ 0 as ε → 0
and
sup
{∣∣u(t, τ, x) − u(s, τ, x)∣∣: s, t, τ ∈ [0, T ], |s − t | ε, |x| r}→ 0 as ε → 0.
Hence
ω0(FX) kω0(X). (9)
Now, from (8) and (9) we get
μ(FX) kμ(X).
Applying Theorem A, F has a fixed point x(t) in Br . Hence, Eq. (3) has at least one solu-
tion x(t).
On the other hand, for any other solution y(t) of Eq. (3), we have∣∣x(t) − y(t)∣∣= ∣∣(Fx)(t) − (Fy)(t)∣∣
m1(t)
∣∣x(t) − y(t)∣∣+ m2(t)
t∫
0
∣∣u(t, τ, x(τ ))∣∣dτ
+ m2(t)
t∫
0
∣∣u(t, τ, y(τ ))∣∣dτ.
Thus
lim
t→∞
∣∣x(t) − y(t)∣∣ 1
1 − k limt→∞m2(t)
[ t∫
0
∣∣u(t, τ, x(τ ))∣∣dτ +
t∫
0
∣∣u(t, τ, y(τ ))∣∣dτ
]
= 0.
This completes the proof of Theorem 1. 
X. Hu, J. Yan / J. Math. Anal. Appl. 321 (2006) 147–156 153Second, we will consider Eq. (4) under the following assumptions:
(L1) g :R+ × R → R is a continuous function g(t,0) ∈ BC(R+).
(L2) There exists a continuous function m(t) :R+ → R+ such that∣∣g(t, x) − g(t, y)∣∣m(t)|x − y|
for all x, y ∈ R and t ∈ R+.
(L3) u :R+ × R+ × R → R is a continuous function such that
lim
t→∞
t∫
0
∣∣u(t, s, x(s))∣∣ds = 0
uniformly with respect to x ∈ BC(R+).
(L4) There exists a constant l ∈ [0,1) such that
m(t) +
t∫
0
∣∣u(t, s, x(s))∣∣ds  l
for any t  0 and x ∈ BC(R+).
Theorem 2. Assume (L1)–(L4) hold. Then Eq. (4) has at least one solution x(t) which belongs
to the space BC(R+) and is asymptotically stable.
Proof. Define the operator L on the space BC(R+) by the formula
(Lx)(t) = g(t, x(t))+ x(t)
t∫
0
u
(
t, s, x(s)
)
ds, t  0.
Clearly, the function Lx is continuous on the interval R+ for any function x ∈ BC(R+).
Applying assumptions, we have the following estimate:
∣∣(Lx)(t)∣∣ ∣∣g(t, x(t))− g(t,0)∣∣+ ∣∣g(t,0)∣∣+ ∣∣x(t)∣∣
t∫
0
∣∣u(t, s, x(s))∣∣ds

(
m(t) +
t∫
0
∣∣u(t, s, x(s))∣∣ds
)∣∣x(t)∣∣+ ∣∣g(t,0)∣∣
 l
∣∣x(t)∣∣+ ∣∣g(t,0)∣∣.
Hence
‖Lx‖ l‖x‖ + B, (10)
where B = sup{|g(t,0)|: t  0}.
Obviously, in view of the assumptions (L1) and (L3) we have that B < ∞. Since l < 1, from
(10), the operator L transforms Bν into itself for ν = B/(1 − l).
Take ε > 0 and x, y ∈ Bν such that ‖x − y‖ ε. Then, for t  0, we get
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t∫
0
∣∣u(t, s, x(s))∣∣ds
+ ∣∣y(t)∣∣
t∫
0
∣∣u(t, s, x(s))− u(t, s, y(s))∣∣ds

∣∣x(t) − y(t)∣∣
[
m(t) +
t∫
0
∣∣u(t, s, x(s))∣∣ds
]
+ ν
t∫
0
∣∣u(t, s, x(s))− u(t, s, y(s))∣∣ds
 l
∣∣x(t) − y(t)∣∣+ ν
t∫
0
∣∣u(t, s, x(s))− u(t, s, y(s))∣∣ds.
As in the proof of Theorem 1, we can obtain that the operator L is continuous on the ball Bν and
lim sup
t→∞
diam(LX)(t) l lim sup
t→∞
diamX(t). (11)
For any T > 0, ε > 0, a function x ∈ X and t, s ∈ [0, T ] such that |t − s| ε, without loss of
generality we may assume that s < t . Then, in view of assumptions we have∣∣(Lx)(t) − (Lx)(s)∣∣
m(t)
∣∣x(t) − x(s)∣∣+ ∣∣g(t, x(s))− g(s, x(s))∣∣
+ ∣∣x(t)∣∣
t∫
s
∣∣u(t, τ, x(τ ))∣∣dτ + ∣∣x(t) − x(s)∣∣
t∫
0
∣∣u(t, τ, x(τ ))∣∣dτ
+ ∣∣x(s)∣∣
s∫
0
∣∣u(t, τ, x(τ ))− u(s, τ, x(τ ))∣∣dτ
 l
∣∣x(t) − x(s)∣∣+ sup{∣∣g(t, x(s))− g(s, x(s))∣∣: t, s ∈ [0, T ], |x| ν}
+ νε sup{∣∣u(t, s, x(s))∣∣: t, s ∈ [0, T ], |x| ν}
+ νT sup{∣∣u(t, τ, x(τ ))− u(s, τ, x(τ ))∣∣: t, s, τ ∈ [0, T ], |x| ν}.
Since the function g(t, x) is uniformly continuous on the set [0, T ] × [−ν, ν] and the function
u(t, s, x) is uniformly continuous on the set [0, T ] × [0, T ] × [−ν, ν], we deduce that
sup
{∣∣g(t, x) − g(s, x)∣∣: s, t ∈ [0, T ], |s − t | ε, |x| ν}→ 0 as ε → 0
and
sup
{∣∣u(t, τ, x) − u(s, τ, x)∣∣: s, t, τ ∈ [0, T ], |s − t | ε, |x| ν}→ 0 as ε → 0.
Hence, from the above estimate we obtain
ω0(LX) lω0(X). (12)
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μ(LX) lμ(X).
Finally, applying Theorem A, we complete the proof of Theorem 2. 
Remark 1. We infer easily from the proof of Theorem 2 that any solution of Eq. (4) which
belongs to the ball Bν is asymptotically stable.
Consider Eq. (2) under the following assumptions:
(i) f :R+ × R → R is continuous and f (t,0) ∈ BC(R+).
(ii) There exists a continuous function n :R+ → R+ such that: for all x, y ∈ R and t ∈ R+∣∣f (t, x) − f (t, y)∣∣ n(t)|x − y|.
(iii) u :R+ × R+ × R → R is a continuous function such that
lim
t→∞
t∫
0
∣∣u(t, s, x(s))∣∣ds = 0 and lim
t→∞n(t)
t∫
0
∣∣u(t, s, x(s))∣∣ds = 0
uniformly with respect to x ∈ BC(R+).
(iv) There exists a constant p ∈ [0,1) such that
n(t)
t∫
0
∣∣u(t, s, x(s))∣∣ds  p
for any t ∈ R+ and x ∈ BC(R+).
As the proof of Theorems 1 and 2, we can obtain the following result.
Theorem 3. Assume (i)–(iv) hold. Then Eq. (2) has at least one solution x(t) which belongs to
the space BC(R+) and is asymptotically stable.
Remark 2. Theorem 3 improves the result of [4].
For example, for the following functional-integral equations:
x(t) = 1
2
cosx(t) +
∫ t
0
t
1 + t4 exp
(−ts − x2(s))ds,
x(t) = 1
8
sinx(t) + x(t)
t∫
0
t
4 + t2
exp(−ts)
1 + x2(s) ds,
x(t) = sin(tx(t))
t∫
0
s|x(s)|
3 + t5 exp
(−t − sx2(s))ds,
the assumptions of Theorems 1–3 are satisfied, respectively.
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