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Modern Measurement, Probability, and Statistics: Some 
Generalities and Multivariate Illustrations  
 
In broad terms, effective probability modeling of modern measurement requires 
the development of (usually parametric) distributions for increasingly complex 
multivariate outcomes driven by the physical realities of particular measurement 
technologies.  "Differences" between measures of distribution center and truth 
function as "bias."  Model features that allow hierarchical compounding of 
variation function to describe "variance components" like "repeatability," 
"reproducibility," "batch-to-batch variation," etc.  Mixture features in models 
allow for description (and subsequent down-weighting) of outliers.  For a variety 
of reasons (including high-dimensionality of parameter spaces relative to typical 
sample sizes, the ability to directly include "Type B" considerations in assessing 
uncertainty, and the relatively direct path to uncertainty quantification for the real 
objectives of measurement ) Bayesian methods of inference in these models are 
increasingly natural and arguably almost essential. 
We illustrate the above points first in an overly simple but instructive example.  
We then provide a set of formalism for expressing these notions.  Then we 
illustrate them with real modern measurement applications including 1) 
determination of cubic crystal orientation via electron backscatter diffraction, 2) 
determination of particle size distribution through sieving, and 3) analysis of 
theoretically monotone functional responses from thermogravimetric analysis in a 
materials study. 
Keywords: probability modeling; Bayesian statistical methods; variance 
components; outliers  
Subject classification codes:  
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1.  Introduction 
1.1  Modern Measurement and Statistics 
The advance of science, technology, and commerce is inextricably tied to the advance 
of measurement methodology.  Physical measurement is the lens through which modern 
society builds its understanding of its world, and as the complexity of that 
understanding develops, so also must the sophistication of measurement.  What then is 
equally true (but often less obvious to practitioners who are fixed on applying newly 
available measurements to advance science, technology, and commerce) is that most 
effective use of new measurement technologies is inextricably tied to the advance of 
appropriate modeling and data analysis technology.  All of the basic metrology 
activities of establishing traceability to standard units, calibration, and uncertainty 
quantification in increasingly complex problems are both affected by statistical 
considerations and motivate the development of interesting and important new 
statistical methods. 
The purpose of this article is to outline and illustrate the main elements of a 
conceptual and methodological framework that is the natural generalization of more or 
less standard/established univariate measurement doctrine to more complex 
measurement forms that are now routinely encountered.  It is in the direction if not 
technical spirit of the famous GUM (Guide to Expression of Uncertainty in 
Measurement) (Joint Committee (2008)) and particularly the GUM Technical 
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Supplement 2 (Joint Committee (2011)) that is concerned with multivariate 
measurement.   
We'll begin in the balance of this introduction with an overly simple example 
that (is nevertheless multivariate and) can be used to motivate the generalities that will 
be provided in Section 2.  In the following three sections we'll discuss a series of 
interesting real examples of modern measurement and application of the general 
framework to their analysis.  Then the article will conclude with a few summary 
remarks. 
 
1.2  A Simple Multivariate Measurement Example 
Laser measuring devices are now ubiquitous, with business and technology applications 
across fields as diverse as manufacturing, surveying and construction and forensics, for 
measuring on scales from m 's to hundreds of m 's.  To name just a few examples, 
portable laser coordinate measuring machines are used in machine calibration, CAD-
based inspection, and tool-building and setup in manufacturing, in accident 
reconstructions, and for as-built documentation and 3-D modeling of existing buildings 
in architecture and construction.  In all of these contexts, it is important to know how 
precise is a measured 3-D location/position  , ,x y z  (relative to a reference coordinate 
system on the device) produced by a laser coordinate measuring machine. 
The basic observations that go into a single observed location measurement are 
an observed bearing/azimuth angle,  , an observed elevation/altitude angle,  , and an 
observed range, r .  In terms of these, a measured 3-D location has coordinates 
 cos cos ,   cos sin ,   and  sinx r y r z r         (1) 
and of course there are the relationships 
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 As a basis of introduction and motivation, we consider what observed triples  , ,x y z  
(or equivalently observed triples  , ,r   )  of various kinds can say about the 
measurands that are the actual locations that produced them. 
For the time being, suppose that available are n  measurements  , ,i i ix y z  of a 
single fixed location (a measurand)  , ,x y z   .  Probability modeling here is most 
naturally begun not in terms of the measurand and xyz measurements, but in terms of 
the vectors  , ,i i ir    and the vector  , ,     whose coordinates are derived from the 
measurand through use of the inverse relationship (2).  The most coherent modelling 
possible treats the bearing and altitude as rotations in 2-D, elements of the so-called 
"special orthogonal" group,  2SO , that has operation "composition of rotations" 
(corresponding to addition of corresponding angles mod 2 ).1  Continuous 
distributions on  2SO  can be specified by densities on  ,  .  For example, the so-
                                                 
1 The referee has kindly and correctly pointed out that for the particular case of laser coordinate 
measuring offered as motivation here, radii are typically measured to within 1 part in 510  
and angles to within 1 part in 410 ,  making the use of this kind of modeling practical overkill 
in this simplest version of the motivating context.  (Instead, simply treating angles as 
elements of some appropriately centered interval of length 2  suffices.)  This said, this 
simple situation can serve as motivation for structure that is genuinely needed in more 
complicated problems.  Further, other sources of variation besides the basic machine 
repeatability like fixturing and machine set-up could well make the full generality of the 
modeling important in some contexts. 
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called von Mises distribution for a direction angle   with center   and concentration 
parameter   can be thought of as specified by a density on  ,   
      0
exp cos
| ,
2
f
I
      
  
for 0I  the modified Bessel function of order 0.  So, for appropriate values  and    , a 
possible joint distribution for the observed angles has density 
         2 0 01 exp cos cos4 I I                  
Further, a simple potential model for a radius is  U ,    for an appropriate  . 
Then a possible likelihood function built based on n  measurements of a single location 
is 
          
 
1
0 0
1 exp cos cos
                                     max min
n
i in
i
i i
I I
I r r
   
 
     
 


     
      

 (3)  
where  , ,     is directly related to the fundamental xyz measurand  , ,x y z   , 
and the parameters , ,  and     quantify measurement precision for the radius and 
two angles. A frequentist statistical approach to measurement data analysis might 
attempt inference for at least the measurand (if values of the precision parameters are 
somehow supplied) and potentially the precision parameters as well, although the exact 
path to making such inferences in even this fairly low-dimensional non-regular model is 
not completely clear. 
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1.3  Adding Important Elements to the Simple Multivariate Measurement Example: 
Handling of Type B considerations, Bayesian Analysis, Potentially Aberrant 
Observations, and Hierarchical Modeling 
There are a number of ways in which the above example can be extended to illustrate 
the handling of important metrological issues.  First, in many applications, making 
multiple measurements of a single location is infeasible and only 1n   is possible in the 
likelihood above.  (For example, redoing a 3-D scan of a building exterior will produce 
a new set of measured points on the exterior of the building that cannot be lined up one-
to-one with the set of points on a previous scan.)  So "Type A" evaluation (evaluation 
based on measurements in hand) of precision of a single observed  , ,x y z  is infeasible 
and only "Type B" information (other types of information) can be used.   Specifying 
values for , ,  and     as externally produced constants or externally produced 
functions of  , ,     is a coherent "Type B" input into an uncertainty quantification. 
The fact that an obvious route from a likelihood to an uncertainty quantification 
for a measurand is lacking in even a relatively simple problem like this, strongly 
suggests the alternative of applying (particularly MCMC-based) Bayesian statistical 
methodology to directly address the fundamental measurement problem.  For example, 
even with 1n   in the single location problem, setting independent  U ,   prior 
distributions on  and     independent of an improper "uniform on  "  prior on  , 
one has a proper posterior for these variables with density proportional  
       exp cos cos I r r                   
That is, a posterior distribution is one of independence with 
      vonMises , , von Mises , ,  and U ,r r                  
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and the variables , ,  and x y z     inherit a joint posterior distribution that coherently 
describes what is known about the xyz  measurand.  In this particular fairly simple 
example, iid simulation2 from this joint posterior distribution of parameters is 
straightforward and (followed by transformation via the relationship (1)) can, for 
example, be used to identify a ball in 3-D with approximately 95% posterior probability 
of containing the measurand vector  , ,x y z   . 
On occasion, an xyz location measurement may simply be aberrant.  Rather than 
attempting to identify and cull such data, a more principled and coherent way of 
proceeding is to model the possibility of an outlier.  (For one thing, without such 
explicit modelling, how to appropriately adjustment measurement precision statements 
to account for the culling is not clear.)  Mixture modeling is a natural way to handle this 
issue.  For example, in place of using a joint density
 
            2 0 0
, , | , ,
1        exp cos cos
2 4
f r
I r
I I
 
   
 
    
                 
for a vector of observed values, for some small 0p   the alternative 
      11 , , | , , 10 10
20
p f r p I r                    
allows a long run fraction of p  measurements to have unconstrained associated angles 
and radii that are 10 times as far from the central radius as does the basic measurement 
                                                 
2 In more complicated applications, MCMC simulation will typically need to replace iid 
sampling of a posterior.  But the basic point stands that this kind of modeling provides for 
coherent inclusion of Type B information about measurement and subsequent quantification 
of uncertainty that is free of propagation of error type approximations, directly addressing 
the basic "inverse problem" nature of location measurement. 
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model.  Replacing terms  , , | , ,i i if r        with corresponding values of this 
mixture density in forming likelihoods is a means of coherently accounting for the 
possibility of outlying measurements. 
A basic concern of measurement system analysis is the identification of 
important sources of variation, and hierarchical statistical modeling is a natural way of 
accounting for them.  As a simple hypothetical example in the laser coordinate 
measuring context (and one that might motivate the need for the use of the full 
generality of modeling of 2-D rotations in  2SO ) consider the possibility that over 
multiple (say, r ) set-ups of a portable laser coordinate measuring machine, the location 
of the same benchmark point in space is measured multiple (say, n ) times.  Relative to 
the machine coordinate system, there are now r  measurands 
  , ,x y z j     
that themselves can be modeled as coming in iid fashion from some distribution in 3 .   
An overall likelihood based on rn  measurements for r  set-up-specific parameter 
vectors  , , j     and precision parameters , ,  and     common across set-ups can 
be built from products of likelihoods (3), and then a model for the set-up-specific 
parameter vectors built from central values * * *, ,  and      and precision parameters 
* * *, ,  and     (in the same way we built models for the observed  , ,r    in the one 
sample case).  Upon assigning priors for , ,  and     and for * * *, ,  and    ,  
MCMC-implemented Bayesian analysis then enables comparison of the measurement 
uncertainty for a given set-up to the variation in measurands between set-ups. 
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2.  Some Generalities 
2.1  Modeling for Multivariate Measurements 
Basic introductions to measurement typically begin with a real-valued measurand, x .  
But the "truth" in a modern world is less and less often adequately captured in terms of 
a single number, and is instead almost always multivariate in nature. (Again, this reality 
is recognized in Supplement 2 to the GUM (Joint Committee (2011)).)  So for our 
general exposition here we'll suppose that a measurand, X , is inherently multivariate.  
Depending upon the circumstance, this object could be as complicated as 
(1) a set of points in 3-D on a 2-D surface of an object (see, for example, Del 
Castillo, Colosimo, and Tajbakhsh (2015)), 
(2) a time series of points representing the weight of a specimen at discrete points in 
time as it is heated and loses mass through evaporation (see Section 5), 
(3) an "orientation" of an object in 3-D represented in some appropriate way (see 
Section 3), 
(4) a 3-D "field" of real values representing density of a specimen at a grid of points 
internal to the specimen,  
etc.  Advance in science and technology now typically requires treating a complex 
measurand and a measurement of it, say Y , as entities rather than in terms of single 
elements or univariate summaries. 
In the context of univariate measurement it is natural to think of a realized 
measurement y  as x  plus measurement error,  , i.e. to write 
  or  y x y x       
In some cases where X  is basically "only" an array of real values, component-wise 
arithmetic on  and X Y  makes perfectly good sense and the resulting difference serves 
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nicely as a conceptual "measurement error."  But not all modern measurement problems 
are this simple.  In the real example case treated in Section 3, X  is initially a 3-D 
orientation3 relative to some fixed/world coordinate system.  This is most simply 
represented as a 3 3  orthogonal matrix with positive determinant.  In this situation, the 
"difference" between measurand and measurement is most naturally thought of in terms 
of another orthogonal matrix with positive determinant, Ε , such that (via matrix 
multiplication) 
 Y ΕX   
and the measurement error Ε  is a rotation matrix that rotates orientation X  to 
orientation Y . 
So, in generalization of the simple framework of additive real-valued 
measurement error we consider the following.  One might assume that both 
measurements and measurands belong to some (algebraic) group G  with group 
operation   (generalizing ordinary addition) and that a measurement error Ε  is an 
element of G  for which 
  Y Ε X   (4) 
(In some cases the operation can simply be component-wise addition in arrays of 
numbers in a fixed configuration.)  Groups have identity elements, the natural 
generalization of the real number 0 .  Ideally a measurement is perfect, Y X , and 
"adding" measurement error Ε  doesn't change X .  So the group identity in G  naturally 
serves as an ideal measurement error.  Where the operation is component-wise addition, 
the ideal measurement error is the array " 0 ."  In the orientation example, the ideal 
measurement error is the 3 3  identity matrix, I .   
                                                 
3 Ultimately an even more complicated "equivalence class of orientations" is in view. 
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Probability modeling is the standard (and only coherent) tool for describing 
various kinds of measurement variation and uncertainty.  "Good" measurement is 
measurement where errors are negligible.  In the simple univariate context, this means 
that desirable distributions for y x    are ones with small spread about 0.  The 
expected error in the simple case is, of course, the measurement bias 
 E Ey x      
(that one typically hopes to make small). 
In general, one is faced with the potentially new mathematical problem of 
finding useful probability distributions on G  and characterizing such in terms of a 
"central value" in the group, and a spread parameter.  (Technically speaking, G
becomes not only an algebraic structure but also a measure space upon which one must 
specify probability distributions.)  Desirable distributions (on G ) for errors Ε  are those 
with central value Δ  (a kind of measurement bias) that is close to the group identity 
element, and "small" spread.  And as soon as one has developed a probability model for 
Ε , relationship (4) immediately (at least in theory) produces a corresponding 
probability distribution for Y (with central value Δ X ). 
Probability models for univariate real measurements typically include 
independent 0 mean additive random effects to account for systematic differences 
between operators (reproducibility variation), batch-to-batch differences, environmental 
differences, and other "random-but-consistent-across-some-known-set-of-
measurements" effects.  This too can be generalized.  Where a given measurement is 
affected by several identifiable but random causes, say causes A, B, and C, independent 
random effects A B C, ,  and Ε Ε Ε  and an independent omnibus "all else random" 
measurement error Ε can allow one to conceptualize measurand and measurement as 
related by 
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 C B A    Y Ε Ε Ε Ε X   (5) 
Different individual measurements sharing a common instance of a particular 
identifiable cause would then have model equations sharing a single instance of the 
corresponding random measurement error.  This is a form of hierarchical statistical 
modeling and the reader is referred to Gelman and Hill (2007) for an excellent general 
introduction to the practical use of hierarchical models.  
2.2  Modeling Potential Outliers 
On occasion (for reasons unknown) a measurement error is simply surprisingly large.  
Dealing coherently with this possibility requires appropriate modeling.  One general 
means of approaching this is through the use of mixture distributions.  If, for example, 
F  is a parametric distribution on G  centered at the group identity element and for 
which the distribution spread increases with   in some well-defined sense, for some 
.5p   and *   one might suppose that with probability 1 p , FΕ   and with 
probability p , *FΕ  .  This is, of course, equivalent to the model assumption that 
   *1 p F pF  Ε    (6) 
With appropriate repeat observations to support the effort, inference involving all of the 
parameters *, ,  and p    can become feasible.  For example, with a sample of iid 
measurements of X , say  
  for 1, 2, ,i i i n  Y E X    
where the iE  have marginal distribution as in (6), all of the model parameters 
*, , ,  and p  X  (including especially the measurand) can potentially be estimated.  This 
can be done in a rational way that neither totally ignores measurements that might 
somehow be identified as outlying, nor treats them as being as informative regarding the 
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measurand as are other measurements.  (For univariate application of these mixture 
ideas to metrology, see Page and Vardeman (2010).) 
2.3  Bayesian Analysis 
Ordinary statistical analysis in metrology has historically most often been implicitly (if 
not explicitly) frequentist in nature.  But there are a number of good reasons why 
Bayesian analysis is increasingly natural and in fact often almost essential in modern 
measurement applications.  (See Gelman et al. (2014) for a comprehensive introduction 
to Bayesian analysis and Weaver et al. (2012) for application of Bayesian methods to 
some univariate metrology problems involving hierarchical modeling.)  Among them 
are these: 
1. MCMC-based Bayesian technology provides a general and straightforward path 
to the development of measurement uncertainty quantifications in new models 
and measurement contexts.  Even where frequentist methodologies could be 
developed and be effective, they require far more "one-model-at-a-time" work 
than is required for the making and effective use of Metropolis-Hastings MCMC 
algorithms (that can often be quickly implemented in existing user-friendly 
freeware Bayesian analysis packages). 
2. Bayesian analysis directly produces answers to the right problems.  In a cogent 
comment on an earlier draft of this paper, the referee said: "Most measurement 
problems are inverse problems and Bayesian approaches are the most 
appropriate tool as they allow us to say something about the measurand directly, 
rather than characterize the sampling distribution of an estimator.  Bayesian and 
frequentist approaches agree (give us the same distributions) for linear models 
and Gaussian noise but come up with different answers for nonlinear models 
15 
 
and/or non-Gaussian distributions.  This is because they are answering different 
questions.  The Bayesian approach answers the question we are really interested 
in by providing a state of knowledge about the measurand." 
3. Bayesian analysis provides a logically coherent framework for a metrologist to 
incorporate what is genuinely known about a measurement system and a 
measurand into the analysis of current measurements.  "Type B" information can 
be coherently used in ways beyond specification of sampling distributions and 
parameter spaces.  As a very simple example, consider measurement of a 
physical constant by a new method.  One does not enter the analysis of several 
new measurements without anything more than sampling distribution and 
parameter space knowledge of that physical constant, and existing information 
about the physical constant and the new measurement method ought to be part of 
any uncertainty qunatification.   
4. Bayesian analysis is simply better suited to high-dimensional problems than is 
frequentist methodology.  (As measurands X  become increasingly 
complex/high-dimensional, realistic models for measurements Y  will typically 
need to be increasingly flexible and therefore specified by high-dimensional 
parameters.)  Likelihood analysis for high-dimensional parameters is 
problematic to begin with.  But recognizing that "sample size" is the number of 
complete measurements Y  available (not the number of real values that 
comprise those)  it becomes obvious that increased measurement complexity 
makes effective frequentist statistical analysis less and less feasible.  Sample 
sizes adequate for frequentist analysis with univariate statistical models will be 
wholly inadequate for frequentist analysis with high-dimensional measurements.  
Rather, some kinds of sound prior information will typically have to substitute 
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for overwhelming data requirements, and Bayesian technology is the right 
technical means of combining empirical observations and prior information. 
Consider, for example, the complexity of the need to turn single set of 3-D 
points measured as on the surface of a 75 meter long fiberglass windmill blade into an 
inferred surface for the blade and an envelope around that inferred surface representing 
uncertainty.  What is needed is a logically coherent framework for incorporating 
"external"/Type B information about inputs to measurements, adequately flexible 
multivariate models, sound prior information about model features, and empirical 
measurements to produce appropriate representations for measurement uncertainty.  
And MCMC-based Bayesian technology is the only existing methodology that produces 
anything like a straightforward and effective approach to this problem. 
3.  A First Real Example: Measurement of 3-D Orientations (and 
Equivalence Classes of Them) and Electron Backscatter Diffraction (EBSD) 
3.1  The Motivating Application: Electron Backscatter Diffraction and Grain 
Maps 
Electron backscatter diffraction is a common methodology for studying grain patterns of 
metals in materials science.  In rough layman's terms, at a particular location on the 
surface of a metal specimen, an empirical diffraction pattern produced by an electron 
beam striking the specimen and reflected to a sensor array is compared to patterns 
associated with the metal's crystalline structure that theory predicts for various 
orientations of the pertinent crystal relative to the machine's coordinate system.  A best-
fitting orientation is returned (usually in terms of 3 "Euler angles" that define a 3-D 
rotation matrix that would rotate the machine/world coordinate system to a coordinate 
system consistent with the crystalline structure).  (Actually, all that can really be learned 
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here is an equivalence class of orientations corresponding to the set of ways that right-
handed coordinate systems can be set up on a single crystal of the material's type.  A bit 
more will be said about this later.)  
A detail-level analysis of the metrological aspects of the production of measured 
orientations would be a fascinating exercise, but for present purposes we will take as 
given the existing technology as currently implemented and consider only high-level 
modeling and inference for measurements that are 3-D orientation/rotation matrices. 
3.2  Modeling 
3-D rotation matrices are 3 3  orthogonal matrices with positive determinant. These 
matrices form a group4 (sometimes called  3SO ) with the operation matrix 
multiplication (composition of rotations).  A first issue in modeling measurement error 
for EBSD is the production of probability models for 3-D rotations.  In a series of 
papers Bingham, Nordman, Vardeman, Qiu, and Du have identified and developed 
effective Bayesian inference for a useful class of such distributions that they have 
called UARS (Uniform Axis Random Spin) models.  (See Bingham, Vardeman, and 
Nordman (2009), Bingham, Nordman, and Vardeman (2009), Bingham, Nordman, and 
Vardeman (2012), Du, Nordman, and Vardeman (2015), and Qiu, Nordman and 
Vardeman (2014a) for details.) 
A UARS rotation with central value I  can be thought of as generated by 
choosing a uniformly distributed direction from the origin of a coordinate system, using 
                                                 
4We might note that the common parameterization in terms of three Euler angles is 
unsatisfactory in that it involves singularities and other parameterizations (e.g. in terms of 
quaternions) are obscure.  We have found it preferable to work with the set of rotation 
matrices directly. 
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that to define a positive axis of rotation, and then spinning the coordinate system in a 
clockwise direction about that axis according to some circular distribution.  A parameter 
(say,  ) controlling the spread of the circular distribution then controls the spread/size 
of random rotations produced by the so-called  UARS ,I  model. 
As it turns out, not only is there a simple construction that can be used to 
generate realizations of UARS distributed random quantities, there is a natural way to 
write "densities" for UARS distributions.  That is, there is a uniform distribution on 3-D 
rotations, and UARS densities with respect to that distribution are easily related to the 
corresponding densities on  ,   for the "random spin" involved in the construction 
of a UARS observation.  This means that likelihoods can be identified and Bayesian 
models with appropriate MCMC sampling algorithms can be developed for 
measurement data structures involving 3-D orientations as observables. 
Consider, for example, a context in which multiple scans are made of the surface 
of a metal specimen, involving a number of fixed locations inside a number of grains in 
the material. Let 
 the orientation at the th location inside grain ij j iX   
and 
 the th measurement of ijk ijkY X   
If there is grain-to-grain variation in orientation, location-to-location variation in 
orientation within a grain, scan-to-scan variation in measurement that is common across 
all measurements made in a particular scan, and some variation in measurement that is 
simply "repeatability" variation (that would be seen in measurements at a fixed site on 
the same scan) then one might model as follows. 
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For iG 's that are iid  UARS , GI  representing real grain-to-grain variation in 
orientation, independent of  ijL 's that are iid  UARS , LI  representing real location-to-
location variation in orientation, independent of kS 's that are iid  UARS , SI  
representing scan-to-scan variation in measurement, independent of iid  UARS ,I  
(repeatability) measurement errors ijkΕ 's, and some central orientation O , consider 
representations 
 ij ij iX L G O   (3) 
and 
 ijk ijk k ijY E S X   (4) 
The set of model parameters  , , , ,G L S   O  then provide a parsimonious, tractable, 
and interpretable characterization of how measured orientations vary.  This kind of 
modeling (without the kS  elements) has been used effectively with EBSD data in 
Bingham, Lograsso, and Laabs (2010). 
3.3  Priors, Bayesian Inference, and Representing Posterior Distributions 
Bingham Qiu, Du, Nordman, and Vardeman in their development of this kind of 
modeling, have found that extremely effective Bayesian inference is available in models 
like that represented by displays (3) and (4) through the use of uniform (on  3SO ) 
priors for unknown orientations (like O  above), and Jeffreys (often improper) priors for 
spread parameters   (of the circular distributions used in the UARS 
construction/definition).  It is straightforward to develop MCMC algorithms for 
sampling posterior distributions of not only model parameters but also unobservable 
random effects and latent variable including the ijX .  It turns out that credible regions 
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for parameters are typically well-calibrated in the sense that actual confidence levels 
agree closely with defining credible levels. 
A particular virtue of this approach is that the flexibility of construction afforded 
by use of MCMC iterates allows the creation of highly geometrically interpretable 
credible sets for orientations.  These might be termed "set-of-cones" regions.  For 
example, MCMC iterates for 11X  can be processed to find a single "mean" orientation 
to represent a central value for the iterates (and posterior distribution for the crystal 
orientation at the first location in the first grain).  Thinking of that central value as 
represented by 3 positive coordinate axes for a rotated coordinate system, one might 
then find for each iterate a maximum angle between a positive coordinate axis for the 
iterate and the corresponding axis of the central value.  Using the 95th percentile of the 
set of maximum angles as a "credible cones angle," say cc , the set of all rotations of 
the central value so that no rotated axis is outside the cone of angle cc  around its 
central value serves as a geometrically interpretable 95% credible set.  Figure 1 
illustrates this kind of credible set. 
Figure 1.  A Set-of-Cones Credible Region for a 3-D Rotation. (Figure from Qiu, 
Nordman, and Vardeman (2014b).) 
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3.5  The Real EBSD Measurement Problem: Equivalence Classes of 
Orientations 
While results reported by EBSD measuring devices appear to be orientations, they are 
in fact something more complicated, namely equivalence classes of orientations.  No 
real material crystal has a right-hand coordinate system marked on 3 edges extending 
from a single corner.  For the case of cubic crystals, what is reported as a 
"measurement" is in truth only a representative one of a set of 24 possible equivalent 
orientations that could be associated with axes set at a corner of a cube.  (8 corners 
times 3 possible right-handed systems for each corner makes 24 possible.) 
Distributions over orientations induce distributions over equivalence classes of 
orientations.  (In the cubic crystal case, these simply add probabilities or densities over 
all 24 orientations in the equivalence class.)  It is then not surprising that appropriate 
modifications of the modeling and inference methodology outlined here for orientations 
leads to effective inference for "unlabelled orientations" that delineate only alignment of 
edges (and not direction or identity of coordinate axes) of a crystal.  Figure 2 illustrates 
the kind of set-of-cones credible set that Du, Nordman, and Vardeman (2015) develop 
for cubic crystal alignments. 
Figure 2.  A Set-of-Cones Credible Region for a Cubic Crystal Alignment.  (Figure 
from Du, Nordman and Vardeman (2015).) 
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4.  A Second Real Example: Sieving and "Particle Size Distributions" 
4.1  Motivating Applications 
In a variety of contexts, ranging from environmental soil studies, to the analysis of 
(concrete) cement composition, to mastication studies, to the preparation of plastic 
bonded explosives powders or drug delivery systems, it is important to know what size 
particles make up a granular material or powder.  A standard method of attempting to 
characterize the nature of a physical sample from such a particle system is to run it 
through a set of progressively finer sieves, weighing the amount of material caught on 
each sieve.  That is, for sieve sizes 1 1, , kC C   with 0 1 10 k kC C C C        we 
suppose that actual weight fractions of a particles of specimen of material of total 
weight m  in the intervals  1,i iC C for 1, 2, ,i k   are respectively 1 2, , , kp p p  ( kp  
is the weight fraction caught by the sieve of size 1kC  , …, 2p  is the weight fraction 
caught on the sieve of size 1C , 1p  is the weight fraction passing the sieve of size 1C ).  
Analysis of these weight fractions of material is what is typically meant by analysis of a 
"particle size distribution" based on a sieving study.5 
4.2  Basic (One-Sample) Modeling and Inference 
As explained in Leyva, Page, Vardeman, and Wendelberger (2013), under a modeling 
assumption of successive random sampling of particles, application of a renewal theory 
argument due originally to Scheaffer (1969) implies that there is a function  ,CW s θ  
of features θ  of the joint distribution of the pairs  ,size weight  in the "population" of 
                                                 
5 From a statistician's point of view, a more natural meaning of this phrase is probably the 
relative frequency distribution of the sizes of particles in the population of particles. 
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particles, giving the limit as m  of the weight fraction of particles with size less 
than or equal to s .  Further, with 1ln ln  for 2,3, ,i iq p p i k     and 
 2 3, , kq q q q   
     1MVN ,kq Δ θ Σ θ   
for         2 3, , , k    Δ θ θ θ θ  where 
            1 1 0ln , , ln , ,i i iCW C CW C CW C CW C    θ θ θ θ θ   
and  Σ θ  also depends upon features θ  of the underlying joint distribution of particle 
 ,size weight  pairs. 
We note that this modeling covers only variation in real weight fraction vectors.  
It is possible to add parameters allowing for and describing precision of weight 
measurement and produce more flexible forms for Σ  depending upon them as well as 
upon θ .  Limited testing suggests that not too much is lost ignoring this issue. 
In the examples treated in Leyva, Page, Vardeman, and Wendelberger (2013) 
and Page and Vardeman (2012), k  ranged from 10 to 21 and the dimension of θ  ranged 
from 4 to 7.  "Sample sizes" (the number of vectors q  from a fixed set of conditions) 
varied from 6 to 21.  It should be more or less obvious that effective multivariate normal 
inference with observation dimensionality and samples of these typical sizes would be 
effectively hopeless without the kind of fairly low-dimensional parametric modeling of 
a mean function and covariance matrix provided by the renewal theory and "large m " 
approximations.  Even using these, effective frequentist joint inference unaided by prior 
distribution assumptions on the elements of θ  will often be problematic.  Leyva, Page, 
Vardeman, and Wendelberger (2013) were able to produce effective Bayesian 
inferences for model parameters θ , values of 1 and CW CW  , and predictions of  new 
24 
 
vectors of weight fractions  1 2, , , kp p p  based on one-sample (iid 1, , nq q ) data.  
Figures 3 through 5 illustrate two different analyses made using this technology on the 
data of Lwin (1994).   Figure 3 is a plot of 6 cumulative versions of vectors 
 1 2, , , kp p p , Figure 4 summarizes a Bayesian analysis based on a 4-parameter 
model, and Figure 5 summarizes a Bayesian analysis based on a 7-parameter model that 
allows the underlying distribution of particles to be a mixture of particles of two 
components. 
Figure 3.  Six Vectors of Cumulative Weight Fractions.  (Figure from Leyva, Page, 
Vardeman, and Wendelberger (2013)) 
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Figure 4.  Results from a Bayesian Analysis Using a 4-Parameter Model.  (Figure from 
Leyva, Page, Vardeman, and Wendelberger (2013).) 
 
Figure 5.  Results from a Bayesian Analysis Using a 7-Parameter (Mixture) Model.  
(Figure from Leyva, Page, Vardeman, and Wendelberger (2013).) 
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To make connection with the general framework set out in Section 2, the most 
basic measurand, X , in this context is the vector of 10 values of  CW s  and 
measurements, Y , are (6) corresponding vectors of cumulative sums of the values ip .  
The only obvious group operation here is that of ordinary addition of 10-vectors.  
4.3 Incorporating Additional Modeling Features 
The basic one-sample modeling and analysis just discussed can be extended in several 
ways that make it useful in particular real measurement contexts.  We next briefly 
indicate how hierarchies of observations and outliers can be effectively modelled and 
incorporated into Bayesian analyses of sieving studies.  (We note before proceeding that 
the particular hierarchical modeling employed here doesn't fit the (group operation) 
"additive" format of the discussion Section 2.1, making it obvious that the development 
there is not yet fully general.) 
The featured study in Leyva, Page, Vardeman and Wendelberger (2013) is one 
in which there are 2 sieving results (one for each of two different specimens) drawn 
from each of 6 different batches of material.  The basic one-sample model used in the 
paper's analysis had a 7 dimensional θ that we will think of as broken into 2 parts, i.e. 
we'll write  1 2,θ θ θ .  (In the actual analysis the two parts were 4 and 3 dimensional.)  
With ijq  the thj  observation from the thi  batch we can suppose that there is a single 
descriptor of the batch  ,size weight  distribution of particles,  1 2,i i iθ θ θ .  It was 
plausible to suppose that 2 2i θ θ , some common value across lots, but that the 1iθ  
varied lot to lot.  Then independent priors for the 1 2's and iθ θ  (the former a 2-level 
hierarchical prior) allowed an analysis providing inference for model parameters, 
prediction of values of all 1 and i iCW CW
 , and predictions of values of 1 and CW CW   
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for a new lot, and predictions of new vectors of weight fractions  1 2, , , kp p p  (from 
existing and new lots).  Figures 6 and 7 provide a summary of the paper's analysis.  The 
first is a plot of the 12 cumulative versions of vectors  1 2, , , kp p p , and the second 
provides fitted/predicted versions of the 6 curves CW  represented in the data, and 
predictions of a new CW  curve, and a new (to be observed) cumulative weight fraction 
vector. 
Figure 6.  12 Cumulative Weight Fraction Observations.  (Figure from Leyva, Page, 
Vardeman, and Wendelberger (2013).) 
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Figure 7.  Predictions from a Bayesian Analysis.  (Figure from Leyva, Page, Vardeman, 
and Wendelberger (2013).) 
 
Another issue that can arise in a sieving study is that of the presence of outliers.  
Page and Vardeman (2012) concerns Bayesian analysis of sieving studies under this 
possibility.  Figure 8 is a plot in cumulative form of weight fraction vectors from 21 
different labs in a round robin study meant to establish a reference standard particle size 
distribution for Portland cement.  Several aberrant/outlying curves are in evidence. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
29 
 
Figure 8.  Cumulative Weight Fractions from 21 Different Labs.  (Figure from Page and 
Vardeman (2012).) 
 
 
Page and Vardeman (2012) used what they termed a "partially specified 
contamination model" (PCM) to describe the possibility of outlying empirical weight 
fraction vectors.  That is, they assumed that conditional on parameters  0,1p  and θ ,  
the vectors  for 1, 2, , 21i i q   were iid according to a mixture 
         1 11 MVN , MVU ,k kp p  Δ θ Σ θ G H   
where completely specified  and G H  are elements of 1k  with each i iG H  and 
 1MVU ,k G H  indicates a uniform distribution on  
2
,
k
i i
i
G H

 .  Setting a beta prior on 
p  and appropriate priors on the parameters in θ  they were able to effectively predict 
the function  ,CW s θ  for use as a reference standard particle size distribution, and to 
assess posterior probabilities that (latent) indicator variables identifying outlying 
laboratories take the value 1.  Figure 9 summarizes the analysis.  The posterior mean of 
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the function  ,CW s θ  is in red (two alternative estimates are in blue and green) and 5 
traces with posterior probability of coming from the multivariate normal part of the 
mixture distribution less than 0.1 are in dark grey.  The fit of the posterior mean is 
arguably less than perfect, and could have been improved by use of a more flexible 
MVN model with higher-dimensional θ .  But the main point here is accommodation of 
outliers exactly in the style of Section 2.2. 
 
Figure 9.  Bayesian PCM Standard Reference Curve in Red and Outlying Curves in 
Dark Grey.  (Figure from Page and Vardeman (2012).) 
 
5.  A Third Real Example: Thermogravimetric Analyses (TGA) 
5.1  The Nature of Motivating Applications 
It is often of interest how the mass of a specimen changes with temperature (e.g. as 
volatiles evaporate or oxidation occurs).  The source 
http://www.perkinelmer.com/CMSResources/Images/44-
132088APP_CharacterizationofPolymersUsingTGA.pdf  (accessed May 13, 2015) 
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identifies "polymeric materials, including thermoplastics, thermosets, elastomers, 
composites, films, fibres, coatings and paints" and associated measurement of  
"composition of multi-component materials or blends, thermal stabilities, oxidative 
stabilities, estimated of product lifetimes, decomposition kinetics, effects of reactive 
atmospheres, filler content of materials, and moisture and volatiles contents" as 
important applications of the methodology. 
What is obtained as a "raw measurement" in a TGA study is actually a time 
series of data pairs     ,temp t weight t  taken at a very high time ( t ) frequency.  If it 
were not for measurement error (in both temperature and weight), both time series 
would typically be monotone and the observed points would fall on a curve representing 
a (weight) function monotone in temperature.  In many important applications involving 
polymeric materials, what is of subject matter importance is the location and level of 
"flats" of such a function, and a measurand ( X  in the notation of Section 2) is naturally 
an ordinary Euclidean vector of such quantities.  Figure 10 shows some 
interpolated/smoothed values of percent weight of a specimen of calcium oxalate 
monohydrate at equally-spaced temperature points based on a TGA study where 
temperature was increased at a rate of 20 C/min .  These were read from a graph at 
http://www.greenenergy.fcu.edu.tw/wSite/publicfile/Attachment/f1381221459937.pdf 
(accessed May 13, 2015) and the smoothing was done in the JMP package using a loess 
routine. 
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Figure 10.  A Plot of Percent Weight versus Temperature in a TGA Study.
 
5.2  The Definition of and Modeling of Basic Features 
There is a substantial amount of initial processing of a TGA "measurement series" that 
must be done to produce variables amenable to statistical modeling.  One really wants to 
treat weight as a function of temperature, and often desires multiple observations to be 
on the same grid of temperatures (that will rarely correspond exactly to temperatures in 
the observed temperature time series).  This and the noise inherent in both the weight 
and temperature measurements makes initial smoothing of a set of observed 
    ,temp t weight t  pairs seem nearly essential.  After this is done, one can think 
about defining elements of the measurand and modeling corresponding measurement 
vectors ( Y  in notation of Section 2) that are characteristics of the resulting curves.  
In a case like that pictured in Figure 10, the most obvious features of the plot are 
the plateaus.  Any reasonable characterization of the results of such a TGA will include 
the (weight) levels/elevations and some measure of location (in temperature) of those 
plateaus.  Such measures are naturally defined in terms of the derivative of a "weight as 
a function of temperature" function.  Smoothed first differences of 
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(smoothed/interpolated) specimen weights provide approximate first derivatives, as 
illustrated for the TGA data of Figure 10 in Figure 11. 
Figure 11.  The Plot from Figure 10 and Corresponding Approximate Derivative 
Function. 
 
Upon adoption of some sensible definition of temperature intervals where 
weight is nearly "constant" (derivative is essentially 0) over which one averages weight 
to get the "elevation" of a plateau, and a definition of "location" of a plateau (such as the 
first temperature after a "large" negative derivative with an essentially 0 derivative) one 
entries of Y .  The most obvious place to then begin probability modeling is then with a 
7-dimensional multivariate normal distribution for the 4 elevations and 3 locations.  
And this will already typically be problematic in terms of frequentist joint inference, as 
reasonable numbers of TGA runs for a single set of conditions will not approach the 
dimensionality of the unconstrained parameter space.  Some use of prior information in 
a Bayesian context seems essential if this path is to be followed.  (Work with Iliana 
Vaca, Michael Hamada, Lisa Moore, and Tom Burr has begun in this direction.) 
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A virtue of this line of thinking is that the basics of using hierarchical 
compounding to account for variation in material batches, between laboratories, etc. in 
this modeling exactly as indicated in Section 2 are clear.  A multivariate normal 
distribution providing iid mean 0   (batch or lab, etc.) differences between vectors 
specifying average characteristics of plateaus immediately provides this "random 
effects" feature in the present context. 
5.3  More Detailed Analysis of the Shapes of TGA Weight versus Temperature 
Plots 
Physical differences between lab set-ups, exact temperature increase schedules, or 
batches of a material can affect not only the plateau levels and locations, but also the 
shapes of the "shoulders" of the weight-versus-temperature curve as it drops from one 
plateau to the next.  It can be of some interest to understand differences between those 
shapes.  What follows here is a bit of speculation (reflecting some work begun with 
Iliana Vaca, Michael Hamada, Lisa Moore, and Tom Burr) on modeling and Bayesian 
analysis that might be useful in this effort. 
We begin with the notion of establishing a "standard shape" for one plateau-and-
shoulder of a particular kind of TGA curve.  Different observations will have slightly 
different differences in weight and temperature between a successive pair of location 
"landmarks" (with temperature coordinates the two successive locations of plateaus).  It 
makes sense that before trying to "average" within or between groups to find a standard 
shape, one might linearly rescale both weight and temperature to, say, the intervals 
 0,1  giving "standard weight" and "standard temperature" values for a particular 
35 
 
plateau-and-following-shoulder.6  Smoothing then applied across an appropriate group 
of observed rescaled observations provides a fitted standard shape for rescaled weight 
and temperature that can be easily translated to an unscaled instance and sampled on 
any desired temperature grid. 
A model for an "average" realized TGA curve can then be put together by 
beginning with the average starting temperature and 3 landmark temperatures, together 
with 4 plateau weight levels.  Piecing together 4 plateau-and-following-shoulder curves 
obtained by scaling standard curves by the corresponding mean landmarks and plateau 
levels, one has an average curve. 
Finally, one possibility for accounting for variation in shapes of a section of a 
kind of TGA curve is the use of a smooth additive mean 0 Gaussian process "error 
curve" conditioned to take the value 0 at the two ends of the relevant interval.  Various 
kinds of low-dimensional parameterized covariance functions might be employed, 
estimated from observed curves, and used to identify labs or batches with relatively 
large or small amounts of "shape variation" in their curves. 
 
6.  Conclusion 
Modern physical measurement technology evolves rapidly.  While the basic qualitative 
concerns of metrology remain unchanged, their technical expression and statistical 
methodology appropriate to their quantification must keep pace with the evolution.  
That raises fascinating problems in the development of relevant models and inference 
                                                 
6 Some special handling of the left-most plateau-and-shoulder will be required, perhaps defining 
its beginning as a "last" temperature with essentially 0 derivative, rather than in terms of the 
previous landmark temperature. 
36 
 
methods.  I hope this article has provided a sense of the work to be done and some 
useful suggestions regarding what general mathematical constructs have proved and 
may prove useful in an interesting sampling of real problems of modern technology. 
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