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Abstract 
This paper describes a general purpose flexible technique 
which uses physical modelling techniques for determining 
the features of a 3D object that are visible from any 
predefmd view. Physical modelling techniques m used to 
determine which of many different types of features are 
visible from a complete set of viewpoints. The power of this 
technique lies in its ability to detect and parameterise object 
features. regardless of object complexity. Raytracing is 
used to simulate the physical process by which object 
features are visible so that surface properties (eg 
specularity, transparency) as well as object boundaries can 
be used in the recognition process. Using this technique 
occluding and non-occluding edge based features are 
extracted using image processing techniques and then 
parameterised. Features caused by specularity are also 
extracted and qualitative descriptions for these are defined. 
1. Introduction 
Object recognition is an important goal for computer 
vision systems to enable the understanding of complex 
scenes. An important paradigm used in lecognition systems 
is the matching of 2D features extracted from 3D models 
for particular views to those detected in images. This 
reduces a 3D object recognition pmblem to matching one of 
a number of 2D views for each model. In most recognition 
systems the 3D model is generated by one of a number of 
commercially available or home grown CAD systems. The 
type of CAD representation used depends on the types of 
features used for matching. A CAD system that uses 
constructive solid geometry (CSG) would be most useful 
for a recognition system that is based on extracting CSG 
primitives (such as spheres, cylinders & blocks) 151 from 
the image. 3D representatiaas based on faces. edges and 
vertices, usually described as a boundary representation or 
BRep, have been used [8.11.171 as edges and vertices can 
be easily extracted from images. For an object consisting of 
many different surfaces and object shapes, a large number 
of different procedures are necessary to determine the 
different types of edges that would be visible in an image. 
In addition, it is difficult to parameterise many of these 
edges in a suitable form e.g. as an ellipse or straight line. 
Although most work has concentrated on edge and 
surface primitives of objects, other physical features of 
objects are valuable for recognition. Examples are colour, 
texture, surface markings, specularities as well as features 
due to transparency properties and self illumination. We 
argue that a general purpose model based recognition 
system should consider all physical aspects of a model. It is 
highly likely that the human visual system uses many 
features, other than edge based information, fop successful 
object recopition. The use of many feature types and 
information (both qualitative and quantitative) is necessary 
to disambiguate different objects and provide cues for fast 
indexing into large model databases. Hence it is desirable 
that many of these attributes are extracted from the model. 
To extract all useful features. a physical model generating a 
realistic image is required. The extraction of features in this 
way is analogous to extracting features from an image of a 
real scene which was obtained under controlled conditions 
and is similar to the techniques used by humans to learn 
about objects in the real world. The only limitation is that 
the same techniques be applied in both cases (i.e. when 
capturing an image of the object to be I-ecognised and when 
producing the artificial image from the physical model). 
This means that any of the available feature detection 
algorithms could be used. A further advantage of this 
approach is that because it deals with extracting 
information from simulated images generated under known 
conditions. it can be used for reverse engineering in which 
a CAD model is generated from a number of viewpoints of 
a real object. This is regarded as an important use for 
computer vision for manufacturing as it may be easier to 
acquire a model from a real prototype than generate the 
model manually (e.g. for hand sculptured parts). Using 
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controlled conditions (i.e. known light placement, known 
camera location) video images of real objects could be used 
instead of artifical images produced by a physical 
modelling package. 
This paper proposes a general purpose technique for 
predicting which 2D features of an object are visible from 
one of a number of specified viewpoints as well as 
providing a mechanism for the pdct ion  of what areas of 
in image of a particular object are likely to contain 
specularities. The main advantages of this technique are 
that it is general purpose (i.e. all object models can be 
treated the same) and that it can extended it to 
accommodate many, if not all, feature types based on the 
object’s physical properties (e.g. transparency, texture). 
Section 2 describes previous work in the area of 3D object 
recognition along with the underlying philosophy behind 
the proposed technique. Section 3 discusses the advantages 
of using physical modelling techniques for 3D object 
recognition. Section 4 describes the methods that are used 
to match 2D BRep featms to edge data and then to 
parameterise the remaining occluding edges. Section 4 also 
discusses the elimination of noise caused by shadow and 
lighting effects. The way in which our system deals with 
specularity is described in section 5. The results of our 
experiments are discussed in section 6 followed by our 
conclusions in section 7. 
2. Background 
There has been much research into the problem of 
predicting features visible from certain viewpoints for 3D. 
Aspect graphs 1101 use nodes in the graph to represent 
positions from which particular combinations of features 
are visible. This produces reasonable sized graphs for 
simple polygonal rigid objects [14,71 but the complexity of 
the graphs increases rapidly for non-cmvex polytopes, 
curved surfaces 113.61 and articulated objects 1151. Thus it 
is diffiiult to represent camplex objects with an aspect 
graph of manageable size and indexing into such a complex 
structure is diffmdt 111. The feature type that is used in 
defm aspects must be very specifii (e.g. visible faces) 
which then restricts the amount of usable information to 
that cacemed with the aspect. Other, possibly useful 
information will be discarded (e.g. data concerning 
specularity). A m e y  of recent results for aspect graphs 
can be found in 121. 
For characteristic views [16,181, a viewsphere is created 
with the object at the centre and the surface partitioned into 
regions in which the same features are visible. Viewspheres 
have been described as being very useful for 3D model- 
based object recognition[201. Analytic techniques have 
been presented that accommodate objects with curved 
surfaces (quadratic) and perspective distortion 131. 
One problem confronting the techniques described above 
is that of objects made up of various surface types, each 
needing to be dealt with. A major advantage of the 
technique described in this paper is that by using raytracing 
techniques to render an image of the object from a 
particular viewpoint it is possible to detect aad describe any 
occluding edges which may result regardless of the surface 
types which make up the model. 
To determine the features visible for many viewpoints of 
an object consider the case of determining only edge based 
features. A method is presented based on the following 
observations: 
a viewsphere is useful for determining the views and 
features visible for each of these views, 
geometry for an object stored in a hierarchy of solids, 
faces, edges and vertices, 
the best general purpose technique to deter“ 
visibility for a wide range of features is based on a 
physical model e.g. ray tracing and radio& techniques. 
some means of statistically quantifying the predictability 
of the visibility of features is desirable and possible 
essential, and 
most 3D object models of interest will be generated by 
some form of CAD system. 
Edges hold much information and are widely regarded as 
being adequate for most applications of computer vision, 
especially those applications in semiconstrained 
environments e.g. industrial and indoor ewiranments. 
There are a number of techniques that have been proposed 
in the literature for object recognition based on edges 
[71.[91.[111. many of them relying on some form of 
representation of the objects of interest and most only 
concerned with polyhedral objects. 
It is intended that the technique described here be 
incorporated into a 3D object recognition system. A 
viewsphere of viewpoints is created for each object to be 
stored in the model database. It has been argued C121 that 
270 views (resulting in a 10 degree spacing between 
viewpoints) is sufficient for object recognition purposes 
although the system we propose can use as many views as 
required. The meW used is viewsphere tessellation using 
an icosohedronE211 although alternative methods cau be 
used [201. For each viewpoint the technique described in 
this paper generates a list of visible features. Object 
recognition could then be accomplished by the well known 
paradigm: fovea@ m the object to be recOgnsed. 
capturing an image and generating an edge map. The 
features found in the edge map could then be used as an 
index into the model database. For each possible candidate 
boundary representations @Reps) contain all the 
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object the viewpoint could be derived resulting in an 
estimate of the pose. confiation could tben be made by 
changing the viewpoint and canparing the features derived 
from the resulting video image with those that a contained 
in the viewsphere for that object and viewpoint. This 
process can be repeated until only one candidate object 
remains. This means that an exact match is not required as 
the process is one offinding the best possible match. 
3. Use of Physical Models 
In this paper the use of ray tracing is examined for the 
extraction of features from models for predefined views. 
Ray tracing a model of an object simulates the physical 
process of the interaction of light from some source or 
sources with the object or objects in a simulated scene. In 
fact light source positioning may be used to advantage to 
determine the optimum illumination for a particular 
environment [4]. 
3.1 Physical Modelling Using Raytracing 
Techniques 
It is important for a 3D object recognition system to not 
only determine whether or not a particular object feature is 
visible from a specified viewpoint but also how it will 
appear and how visible it will be. The best way to achieve 
this is by modelling how the object will appear under 
specified conditions [3 11. PREMIO is an object recognition 
system which applies a hidden surface removal algorithm to 
determine feature visibility 13 11. The next consideration is 
how is the object to be modelled? We argue that by 
rendering an image of the object, the same feature 
extraction techniques applied to the real image can be 
applied to the rendered image. Raytracing techniques can 
be used to simulate real world environments. Lighting 
conditions. surface properties and even camera parameters 
can be simulated. 
It can be argued that while raytracing techniques can 
produce subjectively extremely realistic images, the pixel 
data produced does not match that produced via an image 
of the actual object. This argument does have validity as 
much graphics research is concerned with producing 
visually pleasing images. Raytracing is used to predict 
which edges of an object will be visible from a particular 
view point. Clearly the edge data from &e raytraced image 
will be accurate in position and will represent the ideal case 
of a perfect object in a perfect environment. Any other 
edges or features present will be a function of light source 
placement and surface properties. However features 
resulting from specularities will differ considerably 
between raytraced renders and actual images of the object. 
This is because in reality when a light ray strikes a surface, 
an infinite number of light rays will be reflected off that 
surface. Raytracing packages can only reflect a finite 
number of rays because of computation considerations. 
Researchers into raytracing are developing methods for 
overcoming these problems using techniques such EIS 
radiosity [223. Shadows can be realistically simulated if we 
know something about the light source placement in the 
environment in which object recognition is to take place. 
The features can be classified as object features or as 
shadow features. By using raytracing, liiting and surface 
effects can be tumed off or eliminated as required thus 
enabling the classification of features. In this way images 
can be created that only contain the required information. 
The high computation cost of raytracing has been 
considered a serious disadvantage. This is not a problem as 
the data we gather and store in the viewsphere is pre- 
processed off-line, that is, there is no requirement for real- 
time raytracing. Furthermore, raytracing techniques can be 
easily parallelised. as the processing for each ray cast into 
the environment is independent of the other rays, thus 
reducing processing time. The particular system used is 
Raytrace [19] which uses a simple CSG tree description of 
the object, various types of light source, surface models and 
either a perspective or orthographic model of projection. 
While the system that we use does not run on a parallel 
machine, parts of renders can be famed out to different 
workstations thus sharing the rendering task amongst as 
many workstations as are quired/ available (coarse grain 
parallelism). 
3.2 The Importance of Specularity in 3D 
Object Recognition 
Most object recognition systems today use either edges 
or faces for object recognition. However, an object 
recognition system which uses physical modelling 
techniques can also store information about surface 
properties (i.e. surface specularity, transparency, texture). 
We would argue that knowledge of these types of properties 
is almost as signifcant as object boundary information for 
3D object recognition. The way in which an object will 
appear in the real world is related to how light reflects o€f 
the objects surfaces. The image of an object with matte 
surfaces will not contain any specular effects. On the other 
hand the most significant features in an image of an object 
whose surfaces are very shiny (e.g. chrome plated) will be 
those due to specularity. Recently. interest has been shown 
in the detection of specularity [251[261C271, extracting 
shape information from specular features [231[241. 
determining light source placement [28] and the 
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development of specular reflectance models 1291. 
Specularity is useful for other applications. In particular 
active vision systems could use specular image features as 
a means of deciding where to look when searching for an 
object which has a high degree of specularity. A discussion 
of the role of physical modelling techniques in active vision 
can be found in [301. 
A general purpose 3D object mgnition system must be 
able to deal with specularity in some way. At the very least 
it should be able to threshold out specular image features so 
that they will not be confused with other image features. 
While it has not been formally proven, it is obvious that 
specularity plays a significant role for humans in attempting 
to recognise objects. If a human observer is asked to 
describe an object whose surfaces have a high degree of 
specularity. the fact that the object is shiny will be included 
in the description. The simple knowledge that an object 
contains highly specular surface properties could be used to 
disambiguate it from a similar shaped object which does not 
(e.g. a black rubber ball and a chrome plated ball). 
4. Predicting Stable Features 
V 
psrametaise temaining fea- Remove fmm edge map 
3
an edgemap is produced. This edge map only 
contains object boundaries. Any BRep features 
that appear in the edge map are removed and then 
the remaining features are treated as occluding 
edges. 
The first stage of the technique under development extracts 
visible edges, both occluding and non-occluding. An 
advantage of using physical modelling techniques is that 
lighting and surface effects can be turned off or eliminated 
(see section 4.1) thus yielding edge maps which contain 
only object boundary information. These edge maps can 
then be used to generate lists detailing the specifii object 
boundaries visible from a particular view point. Because 
the edge data is obtained from rendering images of the 
object, the process can produce adequate results regardless 
of object complexity. Starting with a CAD model of the 
object both a BRep and a CSG description for the object are 
generated (figure 1). The CSG description is used as input 
to the raytracing software which produces a series of 
renders from the same view point but with different light 
source placements. These images are edge detected and 
merged together to form an edge map which will only 
contain edges formed by the object, that is, shadow edges 
are effectively eliminated. The process of deriving this edge 
map is described in detail in section 4.1. A search is then 
made for each 2D feature contained in the BRep 
description. Edges which are matched to a BRep feature 
removed from the edge map. The 2D parameterisation for 
these matched features is then taken from the BRep 
description. Any remaining edges are then assumed to be 
occluding edges and are parameterised as such (the 
matching process is described in section 4.2). 
4.1 The Elimination of Lighting Effects. 
*. 
Shadow edge \ 
Stable x edp 
Figure 2. The stable edge in the diagram above 
appears in the same place regardless of light 
source placement whereas the shadow edge has 
moved with the light source. 
In order to produce an image of an object that is totally h 
of lighting effects it is necessary to combine raytraced 
renders of the object with merent light some placements. 
Object edge features will remain stable under changes in 
illumination whereas edge features that are dependent an 
light sou~ce placement will move as the light source is 
moved (figure 2). 
Figure 3 shows the method by which shadow effects are 
removed. Each rendered image is edge detected and then 
the resulting edge maps are summed together. Thus stable 
edges will be reinforced and edges which have moved 
(because they are shadow edges) will form clouds. 
Arbitrary light source placement can result in a stable edge 
being in shadow and thus not appearing in a given render 
but if enough light sources are used, then by combining the 
results, a fully illuminated image can be produced. The 
light "e placement is calculated in the same way as the 
viewpoints on the viewsphere i.e. by viewsphere 
tessellation. Currently ninety two light sou~ce placements 
are used. Ninety two raytraced renders are generated. each 
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with a diff-t light source plac"ent. Each render is then 
edge detected (using the b y  edge detector) and 
binarised (every edge pixel is set to 1 and all other pixels axe 
set to 0). The resulting edge maps axe then summed 
togethex. This means that the intensity of a given pixel in 
the summed edge map reflects the number of images in 
which that pixel was an edge pixel (i.e. a pixel which 
appeared in all of the edge maps will have an intensity of 
92). A thresholding process is then applied to remove the 
weaker edaes (which will be caused by shadows). 
I 
Figure 3. Removal of shadow effects 
There are a number of possible alternate de.finitiicms for 
desuibing a feature and hence other ways to quantify each 
feature as stable or unstable. Each feature consists d edge 
pixels which are adjacent in the summed edge map and thus 
have been linked together. The intensity of a particular 
pixel in the summed edge map represents the number of 
edge maps in which that pixel was an edge pixel (PXs).An 
obvious way of determining stable pixels is to threshadd 
based on the pixel probability (Pxy/92.0). The larger the 
probability, the more images that pure1 occurs in. However 
this does not take into account the desirability of edge 
pixels being locally "ected i.e. features.Instead The 
pixel intensities are used to calculate the probability of a 
complete feature (F'STAB14fi)) being a stable feature by 
taking the average of the intensities of the pixels that 
constitute feature fi. that is, 
Si 
where fi denotes the ith list of pixels. 
denotes the length (in pixels) of the ith list of pixels 
P denotes the intensity of the jth pixel in the ith list. 
We require the probability of a feature to be based solely 
on the numbex of images it appeared in so that the 
thresholding of edges can be done on that basis (i.e. stable 
edges will have appeared in most of the images and shadow 
edges will only have appeared in a few images). 
The featwe map is then created in which a pixel which is 
not part of a feature is given an intensity of zero and pixels 
which are part of any feature are given an intensity scaled 
from the feature probability (i.e. PSTAJ3LE(fi) x 255.0). 
At this point it is necessary to discriminate between 
stable (i.e. those edges caused by the object's boundaries) 
and unstable (i.e. shadow edges). This is achieved currently 
by calculating a threshold value based an the histogram d 
the feature map. A histogram of the feature map will 
generally umist of two separate groupings of data. This 
first grouping repments the intensities of the unstable 
features Le. all the edge pixels which made up features 
which had a low PSTABLE value. The size and shape d 
this grouping is a function of object shape in that an object 
with very few curved surfaces will not have many unstable 
features resulting in a sparser grouping at the lower 
intensity end of the histogram than an object which contains 
alargenumberofcutvedsurf~s.Thisisbecauseasurface 
which is curved can have a shadow edge appear at virtudy 
any point on the surface (see figure 2) whereas a surface 
which is flat will only ever have a shadow edge due to part 
of the object occluding the light source. It is the intensities 
which make up this fmt grouping that we wish to threshold 
out. The threshold is caldated by finding the intensity 
ccmresponding to the higher end of the first grouping. See 
section 6 for a discussion on the test results for this 
The shadow features edge map is of little use if there is 
no prior knowledge of light source placement. However if 
light source placement is known then the shadow features 
edge map could be processed in the same manner as with 
technique. 
specularity (see section 5). 
4.2 Detecting and Parameterising Occluding 
and Non-Occluding Object Edges. 
The stable features edge map umtains a set of edges 
which can only be object edge features. If an edge is not 
explicitly represented in the BRep of the object, then the 
edge is an occluding edge. To deter" the BRep features 
which are visible, the BRep is transformed to cmspond 
with the image. Thenforeachedge in the BRep a search is 
made in the image for edge points that areclose to theedge 
and hence indicate that the edge is visible (i.e. within one or 
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two pixels). This margin is necessary to allow for the small  
digitisation errors which OCCUT with raytracing. edge 
detection and the inspection process. There should be very 
little error as the BRep and CSG tree wen generated 
together and the transformation parameters are known. 
There are three outcomes: (1) the complete feature may be 
detected in the image, (2) only part or some parts may be 
detected due to self occlusion. and (3) no feature may be 
detected. The edge or parts ofthe edge that is detectedh the 
image can be parmekrised because the parameterisation 
of the edge is known from the BRep. Hence straight lines. 
arcs, ellipses etc. can be parmeterised. Currently, each 
BRep feature match is ranked based on how much of the 
BRep feature has been matched. Matches of more than am 
BRep edge to one image edge are resolved by letting the 
BRep feature which is closest to the viewpoint win. Any 
edges remaining after the extraction of edges which were 
not mapped to a BRep feature are occluding edges and are 
marked as such. For many occluding boundaries the edge 
type will be known from the BRep because it wil l  be known 
which surface produces the occluding edge e.g. if the 
surface is cylindrical, the occluding boundary will be a 
straight line. Accidental alignment of surface patches may 
give rise to edges which cannot be easily parameterised. In 
this case approximation by a sequence of lines or points is 
used. In this way any type of occluding edge, regardless of 
the complexity of the surface which produced it, can be 
detected and described. The output of the technique is a list 
of features of different types visible from each viewpoint on 
the viewsphere. 
5. Predicting Specularity from a Specified 
Viewpoint 
storeloc.tionof eacLre&laasahOffset Qualitive descriflicm 
ofsillmuelkcentroid ofurchregbon 
Figure 5. Overvlew of the technique for deriving 
descriptions of the specularity visible from a 
specified viewpoint 
Figure 5 shows the component of the system that deals with 
specularity. For the purposes of object recognition the 
technique being developed records approximate regions 
where a specularity may OCCUT. The location of specularity 
on a surface is a function of light source placement and 
shape. A series of pairs of renders (i.e. one render with no 
specularity and one render with specularity) are generated. 
Each pair of renders is generated with one of 92 uniformly 
distributed light source placements. For each render pair, 
the one without specularity is subtracted from the one with 
specularity. The resulting difference map should only 
contain features caused by the specularity that occurred for 
a particular light source placement. The 92 difference maps 
are then summed together to form the resultant specularity 
map and artifacts that are of low intensity are zemoved by 
tbresholding. The regions in the specularity map are then 
labelled using a standard region labelling algorithm. At the 
moment small regions are discarded on the basis that their 
usefulness is limited by the qualitative nature of the region 
description. The specularity map umtains the pixel 
boundaries for each region. Each specularity region needs 
to be refmnced to some point on the object so that: 
(i) if a tentative pose of the object has been determined, 
then the region indicates where a specularity’s 
presence could reinforce that hypothesis, and 
(ii) the presence of specularity will enable a tentative 
hypothesis of the pose of the model to be generated. 
Currently the boundary description is simply a bounding 
box but any simple boundary description could be used 
such as an ellipse. The objective of the boundary 
description is to be as simple as possible while also 
maintaining a reasonable degree of accuracy. 
6. Test Results 
With the system developed so far. all the BRep features 
and occluding edges visible from a specifiid viewpoint can 
be detected and parmeterised. All of the images used are 
256 by 256 with 256 grey levels. The Canny edge detector 
is used (with a sigma of 1.0). The object models that we 
have used have been designed to test the robustness of our 
ideas. Figure 6 shows a series of images using a test object 
which is made up of two intmectiug toriods. This object is 
a good test of the shadow edge removal process because the 
object contains nothing but curved surfaces which will 
result in a high frequency af shadow edges OcCuRing. The 
BRep description of this object will only contain the 3D 
information for the two toriods (i.e. m t r e s ,  radii and 3D 
transformation matrix) and hence contains no 2D feature 
information therefore the U> feature description of its 
occluding edges is sig&cant information.Figure 6a shows 
a render of the test object with arbitrary light source 
placement. Became of the light source placement the 
occluding edges which should appear in the lower right 
hand comer of the image are in shadow and thus cannot be 
detected but edges caused by shadows can be seen. 
U 
Figure 6b shows the same view edge detected without 
eliminating lighting effects. Using this edge data alone it 
would be very W i d t  to separate edges which describe 
object boundaries from edges caused by shadows. Fw 6c 
shows the stable features edge map produced after 
combining the edge maps of images generated with 92 
diffemt light source placements and then thresholding Out 
the shadow edges. Figure 6d shows the shadow features 
edge map produced by the same process. The thresholdhg 
has not produced a perfect result in that a few unstable 
features have been classified as stable features. This is not 
seen as a problem as most of the occluding edges have been 
classified as stable features. The use of more light sources 
would also improve the results. Note that some of the edges 
at the intersection of the two toroids appear to be in both the 
stable edge map and the shadow features edge map. In fact 
the edges in the shadow f e a m s  edge map are shadow 
edges which appear close to the actual object edge. It is 
important to remember that the image in figure 6d has been 
mtrast  stretched to make them more visible (in fact most 
of the edges in the shadow features edge map are not visible 
to a human viewer). It can be clearly seen by examining 
f i~s6cand6dthat theno i seproducedby~~ef fec t s  
and the edges produced by occluding boundaries of the 
object have been separated adequately. 
The padlock seen in figure 7 has a box section which can 
be matched to BRep features and a hoop whose occluding 
edges cannot be mapped to any BRep features. The 
narrowness of the hoop means that this object is also a good 
test of our shadow removal process because the 92 diffemt 
light source placements will result in a large number of 
shadow edges being formed on the hoop. Figure 7a shows 
one of the 92 raytraced renders of the test object. Note that 
without being able to eliminate lighting effects on the hoop. 
detection and parameterisation of the hoop's occluding 
edges would be difficult due to the problem of 
differentiating between edge pixels caused by occluding 
edges and edge pixels due to lighting effects. Figure 7b 
shows the stable features edge map produced by edge 
detecting the 92 renders, summing the results and then 
thresholding the summed image. 
Figure 7. The padlock test object 
Figure 7c shows the BRep features which have been 
mapped to edges in figure 7b. Figure 7d shows the 
remaining edges after the elimination of matched edges and 
figure 7e shows the shadow feature edge map which 
illustrates the amount of shadow effects on the hoop. Again, 
the shadow feature edge map has been contrast stretched to 
bring Out the shadow information. Comparison of figures 
7d and 7e show the adequate separation of lighting features 
from object boundaries. 
Figure 8. Specularity processing using the cup and 
double toroid test objects. 
Figures Sa & Sb show renders (with specularity) of two 
of the test objects. Specularitiescanbe seenon the inside of 
the cup as well as around the cup ha~dle. In the case of the 
double toroid, specularities have occurzed mainly on the 
inner surfaces. Figures 8c & 8d show the equivalent 
specularity maps indicating where a specuhity is most 
likely to occur (if we have no knowledge of the position and 
type of light sources). Note that the specularity regions only 
allow for stable specularities. By stable we mean 
specularities. which result from a number of different light 
source placements, which overlap. Unstable specularities 
are defined as those of small spatial extent which are 
extremely sensitive to light source position resulting in 
them not overlapping in the specularity map. To allow for 
this type of specularity would mean that every visible 
curved surface of an object would have to be considered as 
a specularity region. If some knowledge of real world light 
source type and placement is available then this type of 
specularity might be useful. F m s  8e & 8f show the 
results of =@on labelling. Bounding boxes have been 
placed around each ~ g i o n  to delineate them. Each region 
(marked by bounding boxes and small crosses representing 
the region centroid in figures 8e & 8 f )  is referenced by an 
offset from the centroid of the object's silhouette (marked 
by the large crosses in figures 8e & Sf). 
7. Conclusions 
The power of the technique described in this paper lies 
in its ability to detect and parameterise object features, 
regardless of object complexity. Much work has been done 
on the estimation of occluding edges. Past work has to 
handle each object shape as a special case (e.g. cylinders, 
toriods, etc.). The technique described here will detect most 
of the occluding boundaries of any object type. There is no 
need for special cases. Considering only features visible in 
the BRep limits the amount of information available. Some 
of the most significant edge features are occluding edges 
and hence not defined in the BRep. Thus for an object 
recognition system to be practical it must be able to take full 
advantage of features other than those defined in the 
object's BRep description. A major advantage of this 
technique is that the feature extraction and description 
module can make use of any of the many feature extraction 
algorithms currently available. The only limitation is that 
the same feature extraction algorithm is used when 
processing images of the actual object. 
Currently, the system describes 2D BRep features as 
arcs and lines and occluding edges as lists of pixels. Further 
work will involve the use of alternative descriptions for 2D 
features and scale based techniques. Codons (qualitative) 
and log-polar models (invariant to geometric 
transformations) a~ two feature descriptions which will be 
considered. An important attribute of the technique comes 
to light when consideration is given of the need to generate 
feature descriptions at a number of different scales. This 
requirement is important for model based 3D object 
recognition. It is difficult to imagine a method of 
determinjng Werent scale features from CAD models 
directly because of the need to model the effect of different 
scales of edge detection. Because ofthe proximity of edges. 
interaction of edges at Merent scales can be 
accommodated by processing raytraced images. Ultimately 
the distortion of the model features at Merent scales are 
acceptable if they are a good approximation of those that 
will be obtained for real scenes. Unlike aspect graphs 
neither the complexity of the object nor the complexity of 
the object's surfaces will affect the reliability of this 
technique. Raytracing is a computationally intensive task 
but as the processing is performed off-line, and the 
sequential algorithm is easily mapped onto a parallel 
machine, this is not seen as a problem. 
Part of the technique described in this paper quanhfies 
where specularities may c" so as to be useful for 3D 
object recognition. The main consideration that must be 
made when dealing with physical features such as 
specularity is the differences in the data between actual 
video images and simulated raytraced images. When object 
recognition is taking place it is not necessary to uniquely 
identify an area of the video image as specular, rather to 
determine, given a particular object, whether or not that 
area of the image is likely to be specular. This information 
is then further evidence as to which object is being viewed. 
Also, it is not necessary to determine the exact profile of the 
specularity, just that it will occu and should be detectable 
by a particular specularity detection technique. 
The main advantage of this technique is that it can be 
extended so that further renders can be used to determire 
qualitative information for texture. colour, surface 
markings and transparency. The result is that for each 
viewpoint the maximum amount of information about what 
object features can be detected is stored thus making the 
selection of a particular view much easier. Note that for 
transparent objects it is possible that qualitative and 
quantitative information can be obtained about features of 
the object that will be visible through transparent surfaces 
on the object. 
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