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ABSTRAKT
Tato práce se věnuje problematice sledování objektu v reálném čase. Sledovaný objekt
je definován oblastí ohraničujícího obdélníku. V práci je popsána problematika zpracování
obrazu a využití histogramu pro sledování objektu v reálném čase.
Hlavním přínosem práce je rozšíření poskytnutého programu o sledování objektu v re-
álném čase s měnící se velikostí ohraničujícího obdélníku. Dále je analyzováno chování
detekce v různých scénářích. K tomu byly otestovány i různé výpočty vah. Program
je napsán v C++ s využitím knihovny OpenCV.
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ABSTRACT
This thesis focuses on object tracking in real-time. Tracked object is defined by bounding
rectangle. The thesis works on issue of image processing and using histogram for real-
time object tracking.
The main contribution of the work is the extension of the provided program to track
object in real-time with changing bounding rectangle. Size of the rectangle is changing
as the object moves closer of further from camera. Furthemore the detection behavior
in different scenarios is analyzed. In addition, various weight calculations were tested.
The program is written in C++ using OpenCV library.
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Úvod
Sledování a detekce objektů je velmi aktuální a rozšířené odvětví v informatice. Cí-
lem je získávání informací z určitého snímku nebo videa a pomocí těchto informací
je poté možné sledovat rozdíly mezi snímky nebo sledovat objekt ve videu. Využití
této technologie je například pro sledování změn ve videu, interakcí mezi počítačem
a člověkem, ovládání robota apod. Největším problémem tohoto odvětví je jeho vý-
početní náročnost a komplexnost. Pokud je využito přesnějších metod jsou většinou
velmi náročné na výpočetní techniku a naopak. Je tedy nutné aplikovat správný
algoritmus pro specifické situace.
Cílem diplomové práce je prozkoumat možnosti integrálního histogramu a im-
plementace, která byla poskytnuta vedoucím práce a tuto práci rozšířit o sledování
objektů v reálném čase s proměnlivou velikostí ohraničujícího obdélníku. Poskytnutý
program1 je OpenCV implementací integrálního histogramu z práce [1]. Program má
za úkol detekovat změny pomocí LTP texturálních deskriptorů. Sledování objektu
pomocí histogramu má výhodu v nízké výpočetní náročnosti, ale musí se zohlednit
situace, ve které se má nasadit.
V rámci této práce byl zprovozněn poskytnutý program a knihovna OpenCV.
Praktická část práce byla zhotovena ve vývojovém prostředí Visual Studio s knihov-
nou OpenCV pro práci s maticemi, výpočtem a porovnání histogramů. V teoretické
části byla popsána problematika sledování objektů, různé metody a popsána byla
i problematika histogramů.
Hlavním přínosem práce je rozšíření existujícího řešení detekce rozdílů histo-
gramů. Rozšíření spočívalo v aplikaci sledování objektu ve videosekvenci. Za úkol
bylo i to, že s měnící se velikostí objektu se mění i jeho ohraničující obdélník. Dále
byly analyzovány různé scénaře s metodami výpočtů vah.
Práce je rozdělena do čtyř kapitol. V kapitole 1 je popsán celkový proces pro
sledování objektů a jeho dílčí kroky. V kapitole 2 jsou více rozebrány a popsány
jednotlivé způsoby a konkrétní metody pro sledování objektů ve videu. Ke konci
kapitoly jsou rozebrány i problémy, které se často řeší. V kapitole 3 jsou popsány
histogramy a konkrétní řešení detekce pomocí integrálního histogramu [1]. Poslední
kapitola 4 je věnována praktické části této práce.
1https://github.com/deu439/Integral-Histograms
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1 Zpracování obrazu a sledování objektu
Sledování objektů v reálném čase je definováno jako proces odhadování trajektorie
nebo cesty objektu v po sobě jdoucích snímcích. Hlavním cílem sledování objektu
je proces segmentace objektu nebo více objektů z videa a sledování jejich pohybu,
okluze a orientace. Sledování objektu zájmu pomocí technik zpracování obrazu je
náročným a zajímavým odvětvím. Je využito v mnoha aplikacích jako např. řízení
provozu [2], navigace robota [3], sledování dopravy [4], identifikace objektů [5] apod.
Zpracování obrazu je aktuálně velmi rozšířenou výzkumnou oblasti, do kterého patří
i sledování objektů v reálném čase, např. sledování osob a monitorování. To je však






Obr. 1.1: Základní kroky při sledování objektu.
Pro analýzu videa jsou hlavní tyto tři kroky: detekce pohybujících se objektů,
klasifikace objektů pomocí jejich chování nebo vzhledu a sledování těchto objektů
mezi snímky. Sledování objektů je tedy využitelné v těchto oblastech:
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• Rozpoznání na základě pohybu - Detekce člověka při pohybu, automatická
detekce objektů apod. V práci [7] je zajištěna detekce pomocí binárního vzoru,
která zajišťuje větší odolnost proti změnám osvětlení scény.
• Automatizovaný dohled - Monitorování scény pro detekci podezřelých ak-
tivit a událostí. V [8] jsou detekovány objekty ze snímků s využitím učení.
V praxi tato metoda byla použita na detekci pracovníků a strojů na stavbě
z databáze pořízených fotografií.
• Indexování Videa - Automatická anotace a načítání videí v multimediálních
databázích. Jako příklad lze uvést práci [9], kde je řešena problematika nalezení
specifické části videa z databáze mnoha videí na dané téma.
• Interakce člověk-počítač - Rozpoznávání gest, sledování zrakových pohledů
pro vstupní data do počítače apod. Gesta jsou použita například při ovládaní
herního zařízení Kinect nebo při virtuální realitě, jak lze vidět v práci [10],
kde byl využit Kalmánův filtr k rozpoznání gest.
• Sledování provozu - Shromažďování dopravních statistik pro řízení provozu.
Studie [11] automatizuje sběr dat pomocí sledovacích technik, které pomáhají
k implementaci přesnějšího a spolehlivějšího softwaru.
• Navigace vozidla - Plánování trasy na základě videa a vyhýbání se překáž-
kám. Použití sledování několika objektů v souvislosti s autonomním řízením
vozidla je prezentováno v [12].
Sledování může být definováno jako problematika odhadu trajektorie pohybují-
cího se objektu v obraze. Při sledování objektu dochází k označování polohy sledo-
vaného objektu v různých snímcích videa. V závislosti na metodě je při sledování
možné zjistit informace o objektu jako orientace, oblast nebo tvar objektu. Sledování
objektu je komplexní záležitost z těchto důvodů:
• Ztráta informací při zpracovávání projekce 3D objektu na plochu 2D obrazu,
• šum v obraze,
• složitý pohyb objektu,
• složitý tvar objektu,
• částečná nebo celá okluze,
• změny osvětlení ve scéně,
• požadavky na zpracování v reálném čase.
Ke snazšímu sledování objektů může pomoci např. jednoduchý vzhled objektu
bez výrazných změn během sledování, konstantní rychlost pohybu nebo předem daná
velikost či počet objektů. Existuje mnoho přístupů pro sledování objektu, které se liší
hlavně tím, v jaké oblasti se používají, jaké objekty je potřeba sledovat nebo počet
objektů ke sledování. Cílem této kapitoly je zařadit jednotlivé metody do kategorií
a popsat metody, které reprezentují tyto kategorie. V sekci 1.1 jsou vysvětleny různé
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způsoby reprezentace objektu. V další sekci 1.2 jsou rozebrány různé prvky obrazu
jako barva, hrany apod. V sekci 1.3 jsou popsány způsoby detekce objektu ve videu.
Dále v sekci 1.4 jsou popsány jednotlivé kategorie sledování. V předposlední sekci
2.4 jsou popsány hlavní problémy, které jsou řešeny při sledování objektu. Na konci
kapitoly je shrnutí (viz sekce 2.5).
1.1 Reprezentace objektu
Při implementaci algoritmu pro sledování objektu je třeba zvolit vhodný způsob
reprezentace objektu. Objekty jsou reprezentovány pomocí jejich tvarů a vzhledu.
Reprezentace pomocí tvaru nebo vzhledu můžou být použity samostatně, ale větši-
nou se používají společně pro větší efektivitu [13].
(a)
(f ) (g) (h) (i)
(b) (c) (d) (e)
Obr. 1.2: Reprezentace objektu pomocí různých modelů [13].
• Bodově - Objekt je reprezentován jedním umístěným bodem, který je ve středu
objektu (1.2(a)), nebo více body (1.2(b)). Použití bodové reprezentace ob-
jektu může být problémové při sledování více objektů ve videu, pokud dochází
k okluzi mezi těmito objekty. Využívá se spíše pro malé, jednoduché objekty.
• Jednoduché geometrické útvary - Tvar objektu je reprezentován jedním
z jednoduchých geometrických útvarů (1.2(c) a (d)). Pohyb objektů pro tyto
tvary je obvykle modelován rigidní nebo afinní transformací. Je běžné, že části
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objektu jsou mimo geometrický útvar popř. pozadí je uvnitř, což negativně
ovlivňuje přesnost sledování. Jednoduché geometrické tvary jsou vhodnější pro
objekty, které nemění svůj tvar v závislosti na čase.
• Silueta a obrys - Objekt je reprezentován pomocí obrysu (1.2(g) a (h)) či si-
luetou, tedy oblastí, ohraničenou obrysem. (1.2(i)). Tyto reprezentace objektů
jsou vhodné pro sledování komplexních objektů, které mění tvar v čase [14].
• Kloubové tvarové modely - Reprezentace objektu se skládá z částí těla,
které jsou mezi sebou spojeny klouby. Například lidské tělo má spojenou hlavu,
trup, ruce, nohy a chodila pomocí kloubů. Vztah mezi částmi je řízen pomocí
pohybových modelů, např. úhel kloubů apod. Tyto části jsou pak zobrazené
pomocí elips (1.2(e)).
• Modely kostry - Kostru objektu je možné získat aplikováním medial axis
transformace na siluetu objektu [15]. Tento model se běžně používá pro repre-
zentaci a rozpoznání objektu a lze využít i pro reprezentaci rigidních objektů
(1.2(f)).
Podobně jako u tvarů je mnoho způsobů, jak reprezentovat vzhledové vlastnosti
objektu. Jednotlivé modely tvarů a vzhledů se můžou kombinovat pro sledování [13].
Některé běžně vzhledové reprezentace v souvislosti se sledováním objektů jsou:
• Hustota pravděpodobnosti vzhledu objektu - Hustota pravděpodob-
nosti je funkce, která popisuje relativní pravděpodobnost, že tato náhodná
proměnná zaujme danou hodnotu [16]. Použitím vnitřní oblasti snímku ur-
čeného tvarovým modelem (např. kontury nebo siluety) lze vypočítat odhad
hustoty pravděpodobnosti příznaků odvozených z obrazu. Tímto příznakem
může být například barva nebo textura. Odhady hustoty pravděpodobností
vzhledu objektu mohou být buď parametrické (Gaussián a směs Gaussiánů),
nebo neparametrické (Parzenova okna a histogramy).
• Šablony - Šablony jsou tvořeny s použitím jednoduchých geometrických tvarů
a siluet. Výhoda šablony je ta, že obsahuje prostorové i vzhledové informace.
Do šablon je kódován pouze vzhled objektu generovaný z jednoho pohledu.
Tato reprezentace je tedy vhodná pouze pro sledováni objektů, jejichž vzhled
se během sledování výrazně nemění.
• Aktivní modely vzhledu - Jsou generovány modelováním tvaru a vzhledu
objektu zároveň. Obecně lze říci, že tvar objektu je definován sadou orien-
tačních bodů, které tvoří tvar objektu. Podobně jako u reprezentace pomocí
obrysu, orientační body mohou ležet na krajích objektu nebo uvnitř objektu.
Aktivní modely vzhledu vyžadují tréninkovou fázi, během které je tvar i vzhled
získán ze sady vzorků pomocí například analýzy hlavních komponent (PCA).
• Vícepohledové modely vzhledu - Tyto modely jsou kódovány z různých
pohledů na objekt. Jeden způsob reprezentující různé pohledy na objekt je
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generování podprostoru z daných pohledů. Subprostorové přístupy jako např.
PCA a analýza nezávislých složek (ICA) jsou použity pro reprezentaci tvaru
i vzhledu [17].
Dalším způsobem jak zjistit různé pohledy na objekt je trénováním sady klasifi-
kátorů (metoda podpůrných vektorů [18] nebo Bayesovské sítě [19]). Limitací je však
to, že trénovací sada musí pokrýt všechny variace vzhledu objektu. Obecně lze říci,
že existuje silný vztah mezi reprezentací objektu a sledovacím algoritmem. Repre-
zentace objektu je většinou zvolena podle oblasti aplikace sledování. Pro sledování
objektů, které jsou v obraze velmi malé je většinou vhodné použít bodovou repre-
zentaci. Pro objekty, které spíše připomínají základní geometrické útvary je vhodné
použít zase reprezentaci modelů jednoduchých geometrických tvarů. Pro sledování
obtížnějších tvarů, např. lidí, je vhodné použít reprezentaci pomocí obrysu a siluety.
1.2 Výběr příznaků pro sledování objektu
Zvolení správného příznaku hraje kritickou roli pro sledování objektů. Nejžádanější
vlastností vizuálního příznaku je jeho unikátnost, pomocí které lze objekty v pro-
středí rozlišit. Výběr funkce je úzce spjat s reprezentací objektu. Například barva
je použita jako příznak pro sledování pomocí histogramu a pro sledování s využitím
obrysů jsou důležité příznaky hrany objektu. Mnoho sledovacích algoritmů využívá
kombinaci těchto příznaků. Běžné vizuální příznaky jsou:
• Barva - Barva je jedním z nejjednodušeji aplikovatelných a nejspolehlivějších
vizuálních příznaků. Je robustní vůči problémům s pozadím a je nezávislý
na velikosti a orientaci snímku. Nejpoužívanější technikou pro získání barev
ze snímku je barevný histogram, který ukazuje distribuci barev v obraze. Ba-
revný histogram má dva hlavní problémy a to, že nezohledňuje prostorové
informace a není unikátní. Dva jiné snímky můžou mít stejnou barevnou dis-
tribuci a tím pádem stejné histogramy. Zároveň můžou vzniknout dva rozdílné
histogramy při dvou stejných snímcích s rozdílným nasvětlením scény [20].
• Hrany - Rozdíl mezi objektem a pozadím je většinou jednoduše rozpozna-
telný. Hrany objektů obvykle generují silné změny v intenzitě obrazu. Důleži-
tou vlastností hran je to, že jsou méně náchylné na změny osvětlení scény než
barevné prvky.
• Optický tok - Algoritmus optického toku (OF) vypočítává posun vzorů jasu
z jednoho snímku na druhý. To se provádí pomocí hodnot intenzity sousedních
pixelů. Algoritmy, které vypočítávají posunutí pro všechny obrazové pixely
se označují jako algoritmy hustého OF, zatímco algoritmy řídkého OF vypo-
čítávají posunutí pro určitý počet pixelů ve snímku. Výpočet tohoto zjevného
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pohybu se provádí identifikací pohybu každého pixelu mezi snímky. Tato me-
toda je časově náročnější pro detekci složitějšího pohybu objektu a hodí se více
pro detekci pohybu více objektů zároveň. [21].
• Textura - Textura je změna intenzity povrchu, která využívá prvky jako ply-
nulost a pravidelnost. V porovnání s barvou je vyžadováno předzpracování
pro generování deskriptorů. Podobně jako u hran je textura méně náchylná na
změny osvětlení scény [6].
Ve většině případů si uživatel vybere, které příznaky chce využít pro svou apli-
kaci. Dá se však využít i automatická selekce příznaků a to pomocí metody filtrování
a metody obtékání. Metody filtrace se snaží zvolit příznak na základě obecného kri-
téria (např. příznaky by neměly spolu souviset). Metoda obtékání se snaží zvolit
příznaky na základě užitečnosti Příznaků v konkrétní problematice (např. klasifi-
kace pomocí podmnožin příznaků). PCA je příkladem metody filtrování k redukci
příznaků.
1.3 Detekce objektu
Detekce objektu je část, která detekuje instance objektů třídy v obraze. Každá
metoda pro sledování objektů vyžaduje detekci objektu buď v každém snímku, nebo
v době, kdy se sledovaný objekt objeví poprvé ve videu. Běžným přístupem je to,
že se využívá informace v jednom snímku. Některé metody však využívají dočasné
informace vypočtené ze sekvence snímků k redukci špatných detekcí. V tabulce 1.1
jsou uvedené běžně používané metody pro detekci objektu.
Tab. 1.1: Jednotlivé metody detekce objektů.
Kategorie Odpovídající práce
Bodové detektory Harrisova detektoru rohů [22]
SIFT [23]
Segmentace Střední posun [24]
Aktivní obrysy [25]







• Bodové detektory - Využívají se pro nalezení bodů zájmu v obraze. Bod
zájmu je definován jako bod ve snímku, který je lehce detekovatelný. To zna-
mená, že bodem zájmu může být např. konec čáry, bod maxima na křivce nebo
roh objektu. Velkou výhodou těchto detektorů je to, že tyto příznaky jsou do
značné míry nezávislé na osvětlení a na pohledu kamery [30].
• Segmentace - Cílem segmentace obrazu je rozdělit snímek na několik menších
homogenních oblastí. Díky tomu dochází ke zjednodušení a změně reprezen-
tace obrazu do pochopitelnější formy, která je lépe analyzovatelná. Segmentace
obrazu se obvykle používá k nalezení objektů a hran v obraze. Segmentace ob-
razu je proces přiřazování označení každému v pixelu v obraze tak, že pixely
se stejným označením sdílejí určité charakteristiky [31].
• Odčítání pozadí - Odčítání pozadí se používá k oddělení pohyblivého objektu
od pozadí. Při používání této metody je nutné vybudovat model pozadí pro
danou scénu. K detekci objektu pak dochází jakmile dojde ve scéně ke změně,
která není konzistentní s modelem pozadí. Pixely podléhající této změně vy-
značují oblast sledovaného objektu. Velkým omezením těchto přístupů je to,
že vyžaduje statické pozadí [32].
• Učení s učitelem - Učení s učitelem se používá ke klasifikaci a zpracování
dat pomocí strojového jazyka. Při učení s učitelem se využívají označená data
k odvození učícího algoritmu. Soubor dat se používá jako základ k predikci
klasifikace jiných neoznačených dat pomocí strojového učení [33].
1.4 Sledování objektu
Sledování objektu je problematika použití měření ze senzorů k určení polohy, cesty
a charakteristik objektu zájmu. Senzorem může být jakékoliv měřící zařízení, které se
používá pro shromažďování informací o objektech v prostředí (kamera, radar apod.).
Cílem sledování objektu je odhad trajektorie objektu v čase. Toho je docíleno pomocí
lokalizace polohy objektu v každém snímku videa. V prvním případě je oblast ob-
jektu v každém snímku získána pomocí algoritmu detekce objektu a v každém dalším
snímku je sledován odpovídající objekt. V druhém případě je oblast objektu odha-
dována iterativní aktualizací pozice a oblasti objektu z předchozích snímků. V obou
případech sledování jsou objekty reprezentovány tvarem nebo vzhledovým modelem
(viz sekce 1.1) [34]. Při sledování objektu existuje celá řada nejistot. Např. může
dojít k částečné okluzi objektu, objekt může být špatně detekován (popř. špatný
počet, pokud je detekovaných objektů více.) nebo může změnit svůj tvar. Měření ze
senzorů mohou podléhat náhodnému šumu. Pokud je více senzorů, je komplexnější
a časově náročnější sledovat jeden objekt z více pohledů. Objekty také můžou být
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blízko sebe a sledování objektu může změnit cíl sledování. Senzory také velice často
poskytují data, bez toho, aniž by byl objekt v obraze. [35]
Bodové sledování Sledování s jádrem Sledování siluet
Deterministické Statistické
Na základě více 
pohledů







Variační přístup Heuristický přístup
Obr. 1.3: Rozdělení metod pro sledování [13].
Rozdělení sledovacích metod lze vidět na obrázku 1.3. Dále budou popsány jed-
notlivé metody a ke každé uvedené stručně příklad.
1.5 Shrnutí
V této kapitole byla obecné popsána problematika spjatá s klasifikací, detekcí a sle-
dováním objektu. V úvodní části kapitoly 1 je stručně popsáno, v čem spočívá zpra-
cování obrazu a sledování objektů. V sekci 1.1 je sepsáno, jakým způsobem se ob-
jekt klasifikuje. Klasifikace objektu je důležitá např. v odvětví dolování dat, kde
pomocí automatického prohledávání datové sady lze rychle vyhledávat klasifikované
objekty. Dále je důležité pro část detekce, kde se může rozlišovat např. mezi osobou
a zvířetem. V sekci 1.3 je popsáno, jakým způsobem se detekují objekty v obraze.
Pro správně sledování objektu je detekce důležitou součástí kvůli plynulému a bez-
chybnému sledování. V poslední sekci 1.4 kapitoly je popsáno a rozděleno sledování
objektu. Této části je věnovaná další kapitola 2.
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2 Způsoby a metody sledování objektů
V této kapitole budou rozebrány různé kategorie pro sledování objektů ve videu
a to bodové sledování 2.1, sledování s jádrem 2.2 a sledování siluet 2.3. Jednotlivé
kategorie jsou poté dále rozděleny na jednotlivé metody, které jsou popsány.
2.1 Bodové sledování
Detekce objektu v po sobě jdoucích snímcích je reprezentována body a asociace
těchto bodů je založena na předešlých stavech objektu, které zahrnují jeho pozici
a pohyb. Určení korelujících bodů mezi snímky je komplikovaný problém především
z důvodu okluze a chybné detekce. Obecně lze rozdělit tyto metody do dvou skupin -
deterministické a statistické metody. Deterministické metody používají kvalitativní
pohybovou heuristiku k omezení problémů korelace. Na druhou stranu, statistické
metody modelují nejistoty měření a berou je v potaz při vytváření korelace. Tato
korelace je definovaná jako pravděpodobnost asociací objektu ve snímku 𝑡−1 k spe-
cifickému objektu ve snímku 𝑡.
Metody sledování bodů lze porovnat na základě vytváření správné trajektorie
bodů. Vzhledem k ground truth může být výkon vyhodnocen výpočtem přesnosti a







kde 𝑆𝐾 je počet správných korelací, 𝑉 𝐾 je počet vytvořených korelací a 𝐴𝐾 je
počet aktuálních korelací. Aktuální korelace označuje korelaci dostupnou v ground
truth. Kvalitau sledovacích metod lze porovnat i podle těchto vlastnosti:
• Schopnost vypořádání se s novými objekty a objekty opouštějící scénu.
• Zacházení s okluzí.
• Vytvoření optimálního řešení problému výpočetní náročnosti funkcí pro sta-
novení korelace.
Bodové sledování je vhodné pro sledování velmi malých objektů reprezentovaných
jedním bodem. Ke sledování větších objektů je nutno použít více bodů.
2.1.1 Deterministická metoda
U bodového sledování tato metoda pracuje na propojení každého objektu v přede-
šlém snímku s jediným objektem v aktuálním snímku. Deterministická metoda pro
korelaci bodů definuje cenu asociace každého objektu v čase 𝑡 − 1 jedinému objektu
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v čase 𝑡 pomocí sady pohybových omezení. Minimalizace korelace je formulováno
jako problém kombinatorické optimalizace. Řešení vzájemných korelací (obr. 2.1(a))
mezi všemi možnými asociacemi (obr. 2.1(b)) lze získat pomocí optimálních metod
přiřazování (např. [36]).
t-1 t-1 t-1t t t-2 t
(a) (b) (c)
Obr. 2.1: Bodová korelace. (a) Všechny možné asociace bodu (objektu) ve snímku
𝑡 − 1 s body (objekty) ve snímku 𝑡, (b) jedinečná sada asociací vykreslená čárami,
(c) vícesnímková korelace [13].
Omezení hodnoty korelace je definováno pomocí kombinace následujících ome-
zení:
• Podobnost předpokládá, že objekt nezmění razantně polohu mezi snímky (viz
2.2(a)).
• Omezení rychlosti definuje hranici rychlosti objektu a vymezí kruhovou ob-
last, ve které se nachází objekt (viz 2.2(b)).
• Plynulost pohybu předpokládá, že se směr a rychlost objektu drasticky ne-
změní (viz 2.2(c)).
• Společný pohyb omezuje rychlost objektů ve vzájemně blízkosti tak, aby
byla podobná. Toto omezení je vhodné pro objekty reprezentované více body
(viz 2.2(d)).
• Rigidita předpokládá, že objekty ve 3D světě jsou rigidní, proto vzdálenost
mezi dvěma body objektu se nezmění (viz 2.2(e)).
• Podobná jednotvárnost kombinuje podobnost a omezení rychlosti.
Příkladem deterministické metody je řešení od Shafique a Shah [37], kteří navr-
hují víceúčelový přístup k zachování časové koherence rychlosti a polohy (viz 2.2(c)).
Formulují korelaci jako teoretický problém grafu. Korelace více snímků slouží k na-
lezení nejlepší unikátní cesty 𝑃𝑖 = 𝑥0, ..., 𝑥𝑘 pro každý bod (horní index je číslo
snímku. U chybně detekovaných bude cesta obsahovat chybějící pozice v příslušných
snímcích. Graf generovaný pomocí bodů v 𝑘 snímcích je převeden na bipartitní graf
rozdělením každého objektu na dva (+ a -) uzly. Korelace je pak získána pomocí
hladového algoritmu.
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Obr. 2.2: Různá omezení pohybu. (a) blízkost, (b) omezení rychlosti, (c) plynulost
pohybu, (d) společný pohyb, (e) rigidita. Trojúhelník znázorňuje pozici objektu ve
snímku 𝑡−2, kruh označuje snímek v čase 𝑡−1 a křížek označuje snímek v čase 𝑡 [13].
2.1.2 Statistická metoda
Není možné se úplně vyhnout chybám jako šumu v měření nebo náhodným chybám
v pohybu. Statistická metoda tyto chyby bere v úvahu při odhadu stavu objektu,
díky čemuž je robustní. Statistická metoda je však více komplexní než determinis-
tická metoda. Metody statistické korelace používají stavový prostor k modelování
vlastnosti objektu jako je poloha, rychlost a zrychlení. Bodové sledování není tolik
ovlivněno změnou osvětlení. Vyžaduje však další mechanismy pro detekci objektu
v každém snímku. Má také problémy s okluzí a není dobré pro rozlišení více objektů
od objektu s pozadím.
Informace o objektu ve scéně jsou reprezentovány stavovými hodnotami. Např.
poloha objektu je reprezentována jako sekvence stavů 𝑋 𝑡 : 𝑡 = 1, 2, ... Změna stavu
za čas je pak dána dynamickou rovnicí
𝑋 𝑡 = 𝑓 𝑡(𝑋 𝑡−1) + 𝑊 𝑡, (2.3)
kde 𝑊 𝑡 : 𝑡 = 1, 2, ... je šum. Vztah mezi měřením a stavem objektu je dán jako
rovnice měření 𝑍𝑡 = ℎ𝑡(𝑋 𝑡, 𝑁 𝑡), kde 𝑁 𝑡 je bíly šum, který je nezávislý na 𝑊 𝑡.
Cílem sledování je určit stav 𝑋 𝑡 pomocí všech měření do daného momentu, popří-
padě zkonstruovat funkci hustoty pravděpodobnosti (PDF) 𝑝(𝑋 𝑡|𝑍1,...,𝑡). Teoretické
optimální řešení je použití rekurzivního Bayesovského filtru, který řeší problém ve
dvou krocích. Krok predikce využívá dynamické rovnice a vypočtené PDF stavu
v čase 𝑡 − 1 k odvození původního PDF aktuálního stavu, který je 𝑝(𝑋 𝑡|𝑍1,...,𝑡−1).
Krok korekce využívá PDF 𝑝(𝑋 𝑡|𝑍𝑡) aktuálního měření pro výpočet předešlého PDF
𝑝(𝑋 𝑡|𝑍1,...,𝑡−1). V případě, že měření vznikají pouze v důsledku přítomnosti jednoho
objektu ve scéně může být stav odhadnut těmito dvěma kroky. Pokud se však ve
scéně objevuje více objektů, musí být měření spojena s odpovídajícími stavy objektů.
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Odhad stavu jednoho objektu
Pokud jsou 𝑓 𝑡 a ℎ𝑡 lineární funkce, počáteční stav 𝑋1 a šum má Gaussovo rozdělení,
pak je odhad optimálního stavu určen Kalmanovým filtrem. V opačném případě je
použit filtr částic.
Kalmanův filtr se skládá z kroků predikce a korekce [13].
?̄? 𝑡 = D𝑋 𝑡−1 + 𝑊,
Σ̄𝑡 = DΣ𝑡−1D𝑇 + 𝑄𝑡,
kde ?̄? 𝑡 a Σ̄𝑡 jsou stav a predikce kovariance v čase 𝑡. D je stav matice přechodu,
která definuje vztah mezi stavovými proměnnými v čase 𝑡 a 𝑡 − 1. 𝑄 je kovariance
šumu 𝑊 . Podobně krok korekce využívá aktuální pozorování 𝑍𝑡 k aktualizaci stavu
objektu:
𝐾𝑡 = Σ̄𝑡M𝑇 [MΣ̄𝑡M𝑇 + 𝑅𝑡]−1, (2.4)
𝑋 𝑡 = ?̄? 𝑡 + 𝐾𝑡 [𝑍𝑡 − M?̄? 𝑡]⏟  ⏞  
v
, (2.5)
Σ𝑡 = Σ̄𝑡 − 𝐾𝑡MΣ̄𝑡,
kde 𝑣 se nazývá inovace, M je měřící matice, 𝐾 je Kalmanův zisk.
Filtr částic se využívá, když stavové proměnně nemají Gaussovo rozložení. Hus-
tota podmíněného stavu 𝑝(𝑋𝑡|𝑍𝑡) v čase 𝑡 je reprezentována sadou vzorků 𝑠(𝑛)𝑡 : 𝑛 =
1, ..., 𝑁 (částice) s hmotností 𝜋(𝑛)𝑡 (vzorkovací pravděpodobnost), kde váhy definují
důležitost vzorku. Ke snížení výpočetní složitosti je nutné uložit kumulativní hmot-
nost 𝑐(𝑛) (𝑐(𝑁)=1) pro každou n-tici (𝑛((𝑛)), 𝜋((𝑛)). Nové vzorky jsou vytvářeny




𝑡−1) : 𝑛 = 1, ..., 𝑁} pomocí různých schémat odběrů
vzorků. Nejběžnějším schématem vzorkování je vzorkování podle důležitosti, které
funguje následovně:
1. Selekce. Je vybráno 𝑁 náhodných vzorků 𝑠(𝑛)𝑡 z S𝑡−1 generováním náhodného














𝑡 je nulová střední Gaussova chyba a 𝑓 je kladná funkce, tj. 𝑓(𝑠) = 𝑠.
3. Korekce. Váhy 𝜋(𝑡)𝑡 odpovídající novým vzorkům 𝑠
(𝑛)
𝑡 jsou vypočítány pomocí
měření 𝑧𝑡 podle 𝜋(𝑛)𝑡 = 𝑝(𝑧𝑡|𝑥𝑡 = 𝑠
(𝑛)
𝑡 ), kde 𝑝 lze modelovat jako Gaussovu
hodnotu.





𝑡 , 𝑊 ). Sledovače založené na filtru částic mohou být inicializovány
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pomocí prvních měření, 𝑠(𝑛)0 ∼ 𝑋0, s váhou 𝜋
(𝑛)
0 = 1𝑁 nebo trénováním systému
pomocí vzorkovacích sekvencí. Kromě sledování nejlepších částic se obvykle používá
další převzorkování k eliminaci vzorků s velmi nízkou váhou [38].
Asociace dat a odhad stavu více objektů.
Při sledování více objektů pomocí Kalmanova filtru nebo filtru částic je potřeba před
použitím těchto filtrů vyřešit problém korelace. Nejjednodušší metodou je využití
přístupu nejbližšího souseda. Pokud jsou však objekty blízko sebe, je šance, že kore-
lace nebude správná. Špatně asociovaná měření můžou způsobit chybu konvergence.
K řešení tohoto problému existuje několik metod pro přiřazování statistických dat
(např. JPDAF nebo MHT), které jsou popsány níže.
Filtr asociace dat pravděpodobnosti (JPDAF) využívá trasu, což je sek-
vence měření, u nichž se předpokládá, že pocházejí ze stejného objektu. Pokud máme
𝑁 tras a 𝑍(𝑡) = 𝑧1(𝑡), ..., 𝑧𝑚𝑡(𝑡) jsou 𝑚 měření v čase 𝑡. Je potřeba přiřadit tato mě-
ření k existujícím trasám. Předpokládá se, že počet tras zůstává konstantní v čase.
𝑣𝑖,𝑙 je inovace (viz rovnice 2.5) přiřazena trase 𝑙 díky měření 𝑧𝑖. JPDAF spojuje





kde 𝛽𝑙𝑖 je pravděpodobnost, že měření 𝑖 je vytvořeno z objektu asociovaného k trase





kde 𝜂𝑖,𝑙 je indikátor proměnné, 𝑖 = 1,...,𝑚𝑘 a 𝑙 = 1,...,𝑁 . 𝜂𝑖,𝑙 se rovná jedné, pokud
je měření 𝑧𝑖(𝑘) asociované k trase 𝑙, jinak se rovná nule. Velkým omezením JPDAF
algoritmu je jeho neschopnost zpracovávat nové objekty, které se objevují ve scéně
a sledované objekty, které scénu opouštějí. Dalším problémem je, že data jsou aso-
ciovaná pevnému počtu objektů mezi dvěma snímky. Pokud dojde ke změně počtu
objektů, dochází k chybám [39].
Sledování více hypotéz (MHT) řeší problém týkající se změny počtu objektů
u JPDAF. Pokud je pohybová korelace stanovena pouze pomocí dvou snímků, může
vzniknout nesprávná korelace. Lepších výsledků je dosaženo, pokud je korelace od-
ložena, dokud není analyzováno více rámců. MHT algoritmus uchovává několik kore-
lačních hypotéz pro každý objekt v každém časovém rámci. Algoritmus má schopnost
vytvářet nové trasy pro objekty vstupující do scény a ukončovat trasy pro objekty
opouštějící scénu a díky tomu řeší i okluzy [40].
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2.2 Sledování s jádrem
Sledování s jádrem vypočítává pohyb objektu. Pohyb objektu můžeme modelovat po-
mocí parametrického modelu (translace, konformita, afinita). Při sledování objektu
s určeným místem výběru lze pomocí výpočtu pohybu definovat jeho oblast a ori-
entaci v následujícím snímku, protože pro každý bod objektu v aktuálním snímku
lze jeho umístění v následujícím snímku určit pomocí odhadovaného pohybového
modelu. V závislosti na situaci, při které jsou sledovače použity, může být důležitá
jedna z následujících tří charakteristik. Například při analýze chování objektu na
základě jeho trajektorie je postačující pouze pohyb. Pro identifikaci objektu je však
také důležitá oblast, ve které se nachází. Za účelem vyhodnocení výkonnosti sledova-
cích zařízení v této kategorii je možné definovat podmínku, na jejímž základě bude
zařízení dělat to, co se od něj očekává. Pokud se očekává, že se bude sledovat pouze
pohyb, může být při vyhodnocování proveden výpočet míry vzdálenosti mezi odha-





kde A a B jsou pohybové vektory. Pokud je požadováno, aby sledovače poskytly
kromě své trajektorie i správné určení oblasti objektu, lze tyto údaje získat vyhod-
nocením výpočtu přesnosti a odvolání. Přesnost i míra odvolání jsou označovány
jako průsečík předpokládané a správné oblasti objektu. Přesnost je určena pomě-
rem průniku předpokládaných oblastí. Odvolání je poměr průniku k ground truth.
Kvalitativní srovnání sledovacích zařízení lze dělit na základě:
• schopnost sledování jednoho nebo více objektů,
• schopnost zvládnout okluzi,
• implementace učení,
• typ pohybového modelu,
• požadavek na ruční inicializaci.
Velmi běžnou reprezentací objektů v reálném čase jsou geometrické tvary (viz
2.3. Vzhledem k omezení rigidity, počítají sledovací metody v této kategorii parame-
trický pohyb objektu. Pohyb objektu lze odhadnout porovnáním vzhledu objektu
mezi předchozím a současným rámcem. Proces odhadu může být ve formě přímého
vyhledávání nebo pomocí postupného přibližování a oddalování. Sledování objektu
založené na principu příblížení a oddálení vyžaduje, aby alespoň část objektu byla vi-
ditelná uvnitř oblasti, jehož pozice je definovaná pozicí objektu v předešlém snímku.
V takovýchto případech se používá Kalmanova filtrace nebo filtrace částic (viz 2.1.2).
Nevýhodou nahrazování objektů jednoduchými geometrickými obrazci je, že může
dojít k vynechání částí objektu mimo oblast obrazce, nebo naopak zahrnutí části
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pozadí dovnitř. Tyto jevy lze pozorovat jak u rigidních objektů (měnících pouze
svoji polohu), tak u nerigidních (u nichž pohybem dochází ke změně vzhledu). V ta-
kových případech nemusí být odhad polohy objektu pomocí zvětšení podobnosti
modelu správný. K překonání tohoto omezení je jedním z možných řešení zachytit
uvnitř objektu jádro, spíše než do něj zahrnout kompletní tvar. Další možností je
modelování vzhledu objektu pomocí funkce pravděpodobnosti hustoty barvy nebo
textury a přiřazením váhy pixelům nacházejícím se uvnitř jednoduchého obrazce na
základě podmíněné pravděpodobnosti pozorované barvy nebo textury.
Metody sledování pomocí jádra se liší reprezentací vzhledu, počtu sledovaných
objektů a v použité metodě odhadu pohybu objektu. Tyto metody sledování rozdě-
lujeme do dvou kategorií na základě reprezentace vzhledu objektu, a to na sledování
na základě více pohledů, a na sledování s využitím šablon [42].
Obr. 2.3: Sledování pomocí jádra.
2.2.1 Modely založené na šablonách
Modely založené na šablonách prohledávají snímek a hledají šablonu objektu, která
je definovaná z předchozího snímku. Vzhledem ke své jednoduchosti a nízké výpo-
četní náročnosti se používají šablony a modely vzhledu založené na hustotě. Díky
šablonám lze sledovat jak jeden objekt, tak i více objektů zároveň [43].
Sledování jednoho objektu
Nejběžnější přístup v této kategorii je shoda šablon. Shoda šablon vyhledává ve
snímku 𝐼𝑤 pomocí hrubé síly oblast, která je podobná šabloně objektu 𝑂𝑡 z přede-
šlého snímku. Pozice šablony v aktuálním snímku je vypočítaná mírou podobnosti,















kde (𝑑𝑥, 𝑑𝑦) je pozice šablony. Pro vytvoření šablony je možné využít barvu nebo tex-
turu snímku. Zmíněna metoda se používá kvůli své flexibilitě a nekomplikovanému
přístupu. Jelikož se využívá hrubé síly pro prohledávání snímku, je tato metoda vý-
početně náročná. Ke snížení výpočetní náročnosti se vymezuje oblast vyhledávání
podle nalezeného objektu z předešlého snímku.
Kromě šablon se dá využít k reprezentaci objektu např. barevný histogram nebo
modely směsí, které lze vypočítat pomocí hodnot pixelů uvnitř čtverce nebo elipsy.
V práci [44] jsou generovány objektové modely nalezením střední barvy pixelů uvnitř
obdélníkové oblasti. Aby se snížila výpočetní složitost, prohledávají objekt v osmi
sousedních oblastech. Podobnost mezi modelem objektu 𝑀 a hypotetickou pozicí
𝐻 je vypočtena vyhodnocením poměru barev u 𝑀 a 𝐻. Pozice, která má největší
poměr je vybrána jako aktuální pozice objektu.
Sledování více objektů
Modelování objektů individuálně nezohledňuje interakci mezi více objekty ani in-
terakci mezi pozadím a objekty během sledování. Příkladem interakce mezi objekty
může být jeden objekt částečně nebo úplně překrývající druhý. Pro vyřešení tohoto
problému bylo navrhnuto několik metod. Jedna z metod je popsána v práci [45], kde
je odhadován statistický model pozadí sestrojený z více vrstev pomocí Bayesovského
mechanismu aktualizace, který je pak porovnán s aktuálním snímkem pro určení pi-
xelů v popředí. Měřením vzdálenosti mezi barvou pixelů a odpovídajícími modely se
získá mapa vzdálenosti. Aktuální objekty jsou sledovány několika jádry se středním










Střední posun s více jádry
Obr. 2.4: Iterace středního posunu pomocí více jader [45]
.
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2.2.2 Sledování s více pohledy
V předchozích metodách sledování jsou histogramy, šablony, aj. obvykle generovány
online - tedy představují informace shromážděné o objektu z nejnovějších pozorování.
Objekty mohou vypadat jinak z různých úhlů pohledu a pokud se během sledování
výrazně změní pohled na objekt, tak vzhled objektu již nemusí být platný a trasa
objektu může být ztracena. Tento problém řeší např. [46], kde jsou prvky z různých
pohledů efektivně zpracovány pomocí korelačních filtrů. Poté jsou jednotlivé pohledy
sloučeny, aby se získal přesnější výsledek v rámci pravděpodobnostního rámce.
2.3 Sledování siluet
Objekty můžou mít komplexní tvary např. ruce, hlava, ramena apod., které nemohou
být popsány pomocí jednoduchých geometrických tvarů. Metody sledování s využi-
tím siluet poskytuje přesný popis tvaru těchto objektů. Cílem je najít oblast objektu
v každém snímku pomocí objektového modelu vygenerovaného pomocí předchozích
rámců. Tento model může být ve formě barevného histogramu, hrany objektu nebo
obrysu objektu (viz 2.5b).
Sledování siluety se využívá, když je vyžadováno sledování celé oblasti objektu.
V souvislosti se sledováním oblastí jsou přesnost a odvolání definovány jako průsečík
předpokládaných a správných objektů. Přesnost je poměr průniku k předpokládané
oblasti a odvolání je poměr průniku k původní pozici. Důležité faktory pro rozlišení
různých sledovačů siluety jsou použití prvků, práce s okluzí, trénování. Některé al-
goritmy navíc používají pro sledování pouze informace o hranici siluety, zatímco jiné
používají celou oblast uvnitř siluety (viz 2.3). Obecně jsou přístupy oblastí odolnější
vůči obrazovému šumu. Kvalitativní srovnání přístupů ke sledování Nejdůležitější
výhodou sledování pomocí siluet je jejich flexibilita při manipulaci s celou řadou
tvarů objektů. Siluety mohou být zastoupeny různými způsoby. Nejběžnější repre-
zentace siluety je ve formě binární indikační funkce, která označuje oblast objektu
jedničkami a zbytkové oblasti nulami. U metod založených na konturách je silueta
znázorněna explicitně nebo implicitně. Explicitní metoda definuje hranici siluety sa-
dou kontrolních bodů. Implicitní metoda definuje siluetu pomocí funkce definované
na mřížce. Nejběžnějším implicitním znázorněním kontury je reprezentace množin.
Sledování pomocí siluet je rozděleno do dvou kategorií a to shoda tvarů a sle-
dování obrysu. Metody shody tvarů hledají siluetu objektu v aktuálním snímku.
Oproti tomu sledování obrysu posouvá výchozí obrys do nové pozice v aktuálním
snímku buď na základě modelů stavu a prostoru nebo přímou minimalizací energe-
tické funkce [6]. Sledování siluet je flexibilní při reprezentaci objektu, zvládá velkou
variaci tvarů a dokonce i komplexní tvary s klouby. Detekce objektu je potřeba jen
ve snímku, kdy se objekt objeví poprvé na scéně. Problémy jsou při okluzi.
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(a) Objekt zájmu (b) Obrys objektu (c) Silueta objektu
Obr. 2.5: Sledování siluet.
2.3.1 Shoda tvarů
Shoda tvarů je podobná metoda jako sledování založené na porovnávání šablon,
kde silueta objektu a jeho asociovaný model se hledají v aktuální snímku. Hledání
se provádí výpočtem podobnosti objektu s modelem předpokládané siluety objektu
zjištěné z předchozího rámce. Model objektu, který je ve formě mapy hran, je znovu
inicializován, aby zvládl změny vzhledu v každém snímku.
Přístupem ke shodě tvarů je použití určité míry podobnosti k měření míry po-
dobnosti mezi dvěma tvary. Metody měření podobnosti jsou tedy důležitou součástí
této metody. Algoritmus pro využití metody tvarů záleží na specifických problé-
mech shod. Tato metoda pracuje podobně jako metoda šablon. Model je generován
na základě siluety z předchozího snímku a ta je využita k výpočtu podobnosti v ak-
tuálním snímku. Model objektu je potom ve formě histogramu barvy nebo hran,
hrany objektu nebo kombinací těchto modelů.
Dalším přístupem k porovnání tvarů je najít odpovídající siluety detekované ve
dvou po sobě jdoucích snímcích. Vytvoření korespondence siluety je podobné jako
v sekci 2.1. Hlavní rozdíl mezi porovnáním siluety a porovnáním bodů je reprezen-
tace objektů a použité objektové modely. Siluety využívají prvky vzhledu objektu
oproti bodovému sledování, kde se používají pouze pohybové prvky. Detekce siluety
se obvykle provádí pomocí odčítání pozadí. Jakmile jsou siluety objektu extraho-
vány, shoda proběhne pomocí výpočtu určité vzdálenosti mezi objektovými modely
spojenými s každou siluetou. Objektové modely jsou obvykle ve formě funkcí hustoty
(histogramy hrany nebo barvy), hranice siluety (zavřené nebo otevřené objektové
kontury) nebo kombinace těchto modelů [48].
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2.3.2 Sledování obrysu
Metody sledování obrysů, v kontrastu s metodami porovnávání tvarů, iterativně roz-
víjejí vstupní obrys z předchozího snímku do nového obrysu na aktuálním snímku.
Tento rozvoj vyžaduje, aby nějaká část objektu na aktuálním snímku překrývala ob-
last pozice objektu na předchozím snímku. Sledováním rozvíjením obrysu může být
provedeno dvěma různými přístupy. První přístup používá modely stavu a prostoru
k vymodelování tvaru a pohybu objektu. Druhý přístup přímo rozvíjí obrys minima-
lizací (obrysové energie?) za použití technik přímé minimalizace, jako je například
gradient klesání [49].
Sledování za použití modelu stavu a prostoru
Stav objektu je definován z hlediska tvaru a pohybových parametrů obrysu. Tento
stav je aktualizován v každém okamžiku tak, aby maximalizována pravděpodobnost
kontury. Pravděpodobnost kontury závisí na předchozím stavu a aktuální pravděpo-
dobnosti, která je obvykle definovaná z hlediska vzdálenosti obrysu od pozorovaných
hran.
Sledování přímou minimalizací funkční energie kontury
V kontextu vývoje kontury existuje analogie mezi metodami segmentace diskutova-
nými v části 4.3 a metodami sledování kontury v této kategorii. Metody segmentace
i sledování minimalizují energetickou funkčnost buď chamtivými metodami nebo kle-
sáním. Energie obrysu je definována jako časová informace ve formě buď časového
gradientu (optický tok)
2.4 Problémy při sledování
V této sekci jsou popsány problémy spjaté se sledováním objektu v reálných situa-
cích. Mezi dva hlavní problémy patří okluze a sledování jednoho objektu při sledování
z více kamer.
2.4.1 Řešení okluze
Okluze může být rozdělena do tří kategorií: vlastní okluze, okluze mezi dvěma ob-
jekty a okluze způsobená strukturou pozadí scény. Vlastní okluze se děje, když jedna
část objektu překrývá druhou. Tato situace se nejčastěji stává při sledování objektu
s klouby (ruce, nohy apod.). Okluze mezi dvěma objekty nastává, když dva objekty,
které jsou sledovány, se překrývají. Okluze způsobená pozadím nastává v případě,
když objekt v pozadí překrývá sledovaný objekt. Částečnou okluzi objektu ve scéně
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je těžké předpovědět, protože je obtížně rozlišit mezi změnou tvaru objektu a okluzí
objektu. Běžným přístupem k zvládnutí kompletní okluze během sledování je mode-
lováním pohybu objektu lineárními dynamickými modely nebo nelineární dynamikou
a v případě okluze odhadovat polohu objektu,dokud se znovu neobjeví. Pro odhad
umístění pohybu objektů lze využít např. Kalmanův filtr a pro nelineární dynamické
modely lze použít filtr částic.
Pravděpodobnost okluze se dá také redukovat zvolením vhodné pozice kamery.
Menší šance k okluzi dochází, pokud je kamera ve výšce a vidí na scénu z ptačího
pohledu. K častější okluzi dochází pokud je kamera v úrovni s objektem, poté je
potřeba implementovat mechanismy pro řešení okluzí [50].
2.4.2 Sledování z více kamer
Využívání více kamer pro sledování je důležité hlavně ze dvou důvodů. Prvním důvo-
dem je použití hloubky informace pro sledování a řešení okluze. Druhým důvodem je
zvětšení pozorované oblasti, protože není možné, aby jediná kamera sledovala velké
oblasti kvůli konečnému zornému poli senzoru. Důležitým problémem při používání
více kamer je vztah mezi různými pohledy kamer, které lze ručně definovat, či vy-
počítat automaticky na základě pozorování objektů pohybujících se v obraze. U sle-
dovacích algoritmů, které vyžadují odhad hloubky je nutný velký výpočetní výkon.
Metody zajišťující korelaci mezi nepřekrývajícími se senzory předpokládají, že jsou
nehybné, a že jsou k dispozici trasy objektů každé kamery. Výkon těchto algoritmů
hodně závisí na tom, jak moc objekty následují zavedené cesty a na vzájemné syn-
chronizaci obrazu z vícero kamer. V případě, že nelze využít časoprostorové omezení,
např. u objektů, které se libovolně pohybují v oblasti bez okluze, je možné použít
pouze přístup sledování podle rozpoznávání, který využívá vzhled a tvar objektu
k rozeznání při znovu objevení na scéně [51].
2.5 Shrnutí
V této kapitole byly probrány jednotlivé metody a kategorie pro sledování objektů.
U přístupů ke sledování objektu je nejdůležitější věcí zajistit pohyb objektu. Metody
sledování objektu, které jsou v kapitole vysvětlené pomocí nastudované literatury,
jsou vhodnými příklady i díky tomu, že jsou snadno implementovatelné. Pro sta-
tické pozadí funguje velmi dobře metoda rozlišovaní rámců, která zajišťuje vysokou
přesnost a malý výpočetní výkon. Objekty mohou být kategorizovány podle po-
hybu, tvaru, barvy a textury. Metody založené na barvách a texturách jsou nejvíce
využívány díky vysoké přesnosti. U sledování založeném na obrysech a sledování
s využitím jádra je požadováno, aby byl objekt přítomen v prvním snímku. Ten je
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poté detekován v každém dalším. Z tab. 2.1 lze vidět, že určité metody je možné
využít pouze jen v některých situacích. Obecně lze říci, že čím přesnější je sledování,
tím je výpočetně náročnější [6].






Kalmanův Filtr Ne Ne Jeden
Filtr částic Ano Ne Několik
Sledování více hypotéz Ano Ne Několik
Porovnání šablon Částečná Ne Jeden
Průměrný posun Částečná Ne Jeden
Podpora vektorového stroje Částečná Ano Jeden
Sledovaní založené na vrstvách Ano Ne Několik
Shoda obrysu Ano Ano Několik
Shoda tvaru Ne Ne Jeden
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3 Integrální histogram
Na úvod je vhodné vysvětlit, co je to vůbec histogram, co je barevný histogram a proč
se používá pro sledování objektů. Dále bude vysvětleno, jaké metody se využívají
pro prohledávání obrázku a porovnávání jednotlivých histogramů mezi sebou.
3.1 Barevný histogram
Histogram je graf, který zobrazuje distribuci číselných proměnných hodnot jako řadu
sloupců. Každý sloupec obvykle pokrývá rozsah číselných hodnot, které jsou nazvané
jako zásobníky. Výška daných sloupců označuje výskyt datových bodů s hodnotou
odpovídajícího zásobníku. Histogramy jsou dobré pro zobrazení obecných distribuč-
ních funkcí proměnných datových sad. V histogramu lze vidět, kde jsou vrcholy
distribuce, zda je distribuce zkosená, nebo symetrická nebo jestli se v grafu nachá-
zejí nějaké odlehlé hodnoty. Aby bylo možné použít histogram, je nutné mít nějakou
proměnnou, která využívá po sobě jdoucí číselné hodnoty. To znamená, že rozdíly
mezi hodnotami jsou konstantní bez ohledu na jejich absolutní hodnoty. Nastavení
zásobníku je věc, která musí být zohledněna při sestavovaní histogramu. Způsob,
jak jsou zvoleny zásobníky má velký efekt na to, jak jsou histogramy interpretovány.
Pokud je hodnota na hranici zásobníku, bude trvale přiřazena k zásobníku pravé
nebo levé straně. Která strana je určená záleží na vizualizačním nástroji. Některé
nástroje mají možnost přepsat výchozí nastavení [52]. Příklad histogramu lze vidět
na obrázku 3.1. Na ose X jsou zásobníky rozsahu náhodných čísel, a na ose Y je
četnost čísel v zásobníku.
Obr. 3.1: Ukázka histogramu.
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V odvětví zpracování obrazu je barevný histogram reprezentací distribuce barev
ve snímku. Barevný histogram lze vytvořit pro jakýkoliv druh barevného prostoru,
ale nejčastěji se používají trojrozměrné prostory RGB nebo HSV (viz obr. 3.2). Pro
monochromatické obrázky se používá histogram intenzity. Pro multispektrální ob-
razy, kde je každý pixel reprezentován libovolným počtem měření (např. nad rámce
RGB), je barevný histogram 𝑁 -rozměrný, kde 𝑁 je počet měření. Každé měření
má svůj vlastní rozsah vlnových délek světelného spektra, z nichž některé mohou
být mimo viditelné spektrum. Pokud je sada hodnot barev malá, může být každá
z těchto barev umístěna do určitého rozsahu. Pak histogram obsahuje pouze počet
pixelů, které mají každou možnou barvu. Nejčastěji je prostor rozdělen do vhodného
počtu rozsahů (zásobníků), uspořádaných jako pravidelná mřížka, z nichž každá ob-
sahuje mnoho podobných hodnot barev. Barevný histogram může být také znázor-
něn a zobrazen jako hladká funkce definovaná v barevném prostoru, který se blíží
počtu pixelů. Stejně jako jiné druhý histogramů je i barevný histogram statistikou,
na kterou lze nahlížet jako na aproximaci základní kontinuální distribuce hodnot
barev [53].
Obr. 3.2: Barevný histogram snímku.
Hlavní nevýhodou histogramů pro klasifikaci je, že reprezentace závisí na barvě
sledovaného objektu, bez toho, aniž by byl brán v potaz jeho tvar nebo textura. Ba-
revné histogramy mohou být teoreticky identické pro dva snímky s různým obsahem
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jen díky tomu, že náhodou sdílejí stejné barevné informace. Dalším problémem je
to, že barevný histogram má vysokou citlivost na šum, jako je např. změna intenzity
osvětlení. Dalším problémem je vysoký rozměr zásobníků. Tento problém lze vyřešit
např. zavedením průniku barevných histogramů, výpočtem kvadratické vzdálenosti
nebo indexování barevných konstant. Použití barvy v systému, v reálném čase, má
několik výhod. Jednou z nich je, že informace o barvách se počítají rychleji ve srov-
nání s jinými invariantami. V určitých případech je to velmi efektivní metoda pro
identifikaci objektů se známým umístěním a vzhledem. Pro výpočet podobnosti dvou
snímků se používá např. průnik histogramů nebo euklidova vzdálenost. Výsledku se
říká váha a sama o sobě nemá vypovídající hodnotu, využívá se pouze v případě,
že je porovnána s jinými váhami. Omezením je tedy to, že při porovnávání snímku
s objektem je nutnost, aby předpokládaný objekt prošel celý snímek a vypočítal
váhy v celém snímku [54].
Dalším přístupem k vyjádření obsahu barevného snímku je dvourozměrný ba-
revný histogram. 2D barevný histogram zvažuje vztah mezi barvami párů pixelů.
2D barevný histogram je dvourozměrné pole, tedy matice, přičemž každý prvek
ukládá normalizovaný počet párů pixelů, kde každá barva odpovídá indexu prvku
v každém sousedství pixelů. Pro výpočet podobnosti dvou obrazů lze využít např.
chi-kvadrát test [55] nebo Bhattacharyya vzdálenost [56] [57].
3.2 Vyhledávání v obraze
Histogramy patří mezi nejběžnější funkce používané v mnoha úlohách počítačového
vidění jako např. vyhledávání objektů v obraze [58], segmentaci [59], detekci [60]
a sledování [61]. Porikli [1] zobecnil koncept integrálního obrazu a představil výpo-
četně velmi rychlou metodu extrahování histogramu z jakéhokoliv obrazu v konstant-
ním čase. Integrální histogram zajišťuje optimální a kompletní řešení problematiky
hledání objektu na základě histogramu. Tato metoda má tři hlavní výhody:
1. Výpočetně rychlejší než konvenční přístupy. Integrální histogram je schopen
zpracovat i složité vyhledávací procesy v reálném čase, což dříve bylo velmi
nepraktické
2. Může být rozšířena na vyšší datové dimenze, stejnosměrné i nestejnoměrně
zásobníky a více cílů bez ztráty výpočetního výkonu.
3. Umožňuje popis prvků vyšší úrovně histogramu (viz 3.3).
Aby byly splněny výpočetní požadavky pro detekci, byla vyvinuta metoda pro








Barva a textura vlasů
Konstrukce obecného modelu 
obličeje pomocí histogramů
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p
h(p) = h1 - h2 + h3 -  h4 h(p) = h1 - h2 + h3
Prostorová variace Víceúrovňová kombinace Výběr funkcí a učení
Obr. 3.3: Pokročilé prvky lze vypočítat pomocí integrálního histogramu. [1]
využito prostorové rozmístění dat v kartézské soustavě souřadnic a je šířena agre-
govaná funkce, která se nazývá integrální histogram. Ta začíná v počátečním bodě
a prochází všemi zbývajícími body díky skenovací linii. Integrální histogram v da-
ném bodě je iterován na základě histogramů, dříve zpracovaných datových bodů.
V každém kroku se navyšuje hodnota zásobníku daného bodu. Poté, co je získán in-
tegrální histogram pro každý datový bod, je možné jednoduše dopočítat histogramy
cílových oblastí s využitím integrálních hodnot histogramu v rohových bodech těchto
oblastí bez nutnosti rekonstrukce histogramů pro každou oblast. V 2D datech, jako
je třeba obrázek, se převádí integrální histogram na extrakci obdélníkových oblastí
histogramů, které se počítají průnikem integrálního histogramu ve čtyřech rohových
bodech.
Je možné vypočítat součet hodnot v pravoúhlých oblastech v lineárním čase bez
opakování operátoru sumace pro každou možnou oblast [29]. Kumulativní obrazová
funkce je definovaná tak, že každý prvek funkce zadržuje hodnotu součtu hodnot
nalevo a nad pixelem, včetně hodnoty samotného pixelu. Kumulativní obraz lze vy-
počítat pro všechny pixely se čtyřmi aritmetickými operacemi na pixel. Začínaje od
levého horního rohu přecházejícím nejprve doprava a poté dolů, je hodnota kumula-
tivního obrazu na aktuálním pixelu rovna součtu levého a horního pixelu a odečtení
kumulativních hodnot levého horního pixelu. Po výpočtu kumulativního obrazu lze
součet obrazové funkce v obdélníku vypočítat pomocí dalších čtyř aritmetických ope-
rací s příslušnými úpravami na okraji. S lineárním výpočtem lze tedy v lineárním
čase vypočítat součet obrazové funkce na jakémkoliv obdélníku.
Konvenční přístup k měření vzdáleností mezi daným histogramem a histogra-
mem všech možných cílových oblastí je složitý. Tento proces vyžaduje generování
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histogramů pro regiony vycentrované v každém možném bodu. V případě, že hle-
dání by bylo provedeno pomocí různých měřítek, neboli různých velikostech cílové
oblasti, tak by se proces opakoval tolikrát, kolik je různých měřítek.
3.3 Matematická formulace integrálního histogramu
Integrální histogram je rekurzivní metoda nacházející se v kartézské soustavě a může
být rozšířena do libovolného dimenzionálního datového prostoru a reprezentována
jakýmkoli tenzorem. Jedná se o nadmnožinu kumulativní formulace zmíněné v před-
chozí sekci. K porovnání histogramu je potřeba prvně vygenerovat integrální histo-
gram a poté vypočítat histogram cílových oblastí průniku.
Předpokládejme, že funkce 𝑓 je definována v 𝑑-dimenzionální prostředí a reálná
hodnota v kartézském prostředí 𝑅𝑑 jako x →f(𝑥), 𝑘𝑑𝑒𝑥 = [x1, ..., 𝑥𝑑] je bod v pro-
storu. Tato funkce mapuje do k-rozměrného tenzoru, tj. 𝑓([𝑥1,...,𝑥𝑑]) = [𝑦1,...,𝑦𝑘].
Předpokládá se, že d-dimenzionální datový prostor je v rozsahu 𝑁1,...,𝑁𝑑, tj. 0 ≤ 𝑥𝑖
≤ 𝑁𝑖.
Integrální histogram je definován jako 𝐻(x𝑝, 𝑏) v datovém bodě, v řádu 𝑝𝑡ℎ
společné se sekvencí bodů x0, x1,...,x𝑝 a je vyjádřen jako:
𝐻(𝑥𝑝, 𝑏) = ∪𝑝𝑗=0𝑄(𝑓(𝑥𝑗)). (3.1)
𝑄(.) je odpovídající zásobník v daném bodě a ∪ je operátor sjednocení, který
je definován: hodnota zásobníku 𝑏 z histogramu 𝐻(x𝑝, b) je roven součtu všech
předtím navštívených bodů zásobníků histogramu, který je součtem 𝑄(𝑓(x𝑗)) kde 𝑗
< 𝑝. 𝐻(x𝑝, 𝑏) je histogram oblasti mezi původním a aktuálním bodem: 0 ≤ 𝑥𝑗1 ≤ 𝑥𝑝1,
0 ≤ 𝑥𝑗2 ≤ 𝑥𝑝2, ..., atd. Integrální histogram může být napsán rekurzivně jako
𝐻(𝑥𝑝, 𝑏) = 𝐻(𝑥𝑗−1, 𝑏) ∪ 𝑄(𝑓(𝑥𝑗)). (3.2)
S počáteční podmínkou 𝐻(0, 𝐵) = 0, což znamená, že v původním bodě jsou
všechny zásobníky prázdné.
3.4 Metody procházení oblastí
Je více různých přístupů k procházení a skenování oblastí. Porikli [1] popisuje dvě
hlavní metody, které se používají nejvíce.
Řetězcová metoda prohledávání obrazu
Jedna z metod je řetězcová metoda, která prochází datovou oblast podél každé di-
menze, např. zleva doprava a shora dolů pro obrazová data. Integrální histogram
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v aktuálním bodě je získán zkopírováním předchozích hodnot a zvětšením odpoví-
dajícího zásobníku vzhledem k aktuální hodnotě. Řetězcová metoda se aktualizuje
v každém kroku. Pro získání histogramu z oblasti polytopu v d-dimenzionálních
datech by mělo být provedeno skenování d řetězců v různých rozměrech, jak je zná-
zorněno na 3.4.
H(x1) H(x1) - H(x2)





Obr. 3.4: Znázornění řetězcové metody prohledávání obrazu.
Prohledávání obrazu pomocí vlnových ploch







H(x1 – 1, x2 – 1, b)
H(x1, x2 – 2, b)
H(x1, x2, b)
H(x1 – 1, x2, b)
Obr. 3.5: Prohledávání obrazu pomocí vlnových ploch.
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Prohledávání pomocí vlnoploch vyžaduje aktualizaci integrálního histogramu pro
takové datové body, kde jejich sousední levý, horní a levý horní jsou už skenovány
pro obrazová data. Integrální histogram v bodě je získán pomocí tří aritmetických
operací pro každý zásobník s využitím hodnot integrálního histogramu, pro tři sou-
sedy, jak je vidět na obrázku 3.5. Hodnoty integrálního histogramu předešlých bodů
jsou kopírovány do daného bodu před další propagací. Buď se aktualizovaný zásobník
zkopíruje do všech ostatních zásobníků zbývajících bodů (Celkem 𝑁
2 − 2
2 kopírova-
cích operací) nebo všechny předešlé zásobníky jsou zkopírovány do aktuálního (𝐵𝑁




V této kapitole je popsána praktická část práce. Cílem práce je optimalizace inte-
grálního histogramu pro práci v reálném čase a vytvoření funkční aplikace, která
je schopna sledovat uživatelem určený objekt. Uživatel může během přehrávání za-
stavit video, zvolit si objekt zájmu a znovu spustit video se sledovaným objektem.
Tento objekt je pak vyznačený v dalších snímcích. Hlavním problémem je řešení
vzdálenosti objektu od kamery a změna velikosti sledovacího obdélníku. Práce je
realizována přes konzolovou aplikaci s využitím prostředí Visual Studia a knihovny
OpenCV. Celá práce je pak napsána v programovacím jazyce C++.
4.1 Visual Studio a OpenCV
Pro práci je zvoleno vývojové prostředí Visual Studia, s využitím knihovny OpenCV1,
která se používá pro zpracování obrazu. Visual Studio je integrované vývojové pro-
středí, díky kterému je možné upravovat, ladit a vytvářet kód. OpenCV je volně do-
stupná knihovna v C++ pro zpracování obrazu a počítačové vidění. Je to knihovna
zaměřená hlavně na zpracování videa v reálném čase, což je pro naši aplikaci žádoucí.
Má několik stovek funkcí, které implementují algoritmy zpracování obrazu a usnad-
ňují vývoj aplikací. Knihovna je strukturovaná do 4 hlavních částí (viz obr. 4.1).
CV
Zpracování obrazu a 
algoritmy vidění
MLL
Statistické klasifikátory a 
nástroje klastrování
HighGUI
GUI, vstup a výstup 
obrazu a videa
CXCore
Základní datové struktury a algoritmy
Obr. 4.1: Struktura knihovny OpenCV.
1https://opencv.org/
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4.2 Testy hypotéz pro porovnání histogramů
Pro výpočet váhy dvou histogramů je potřeba vybrat metriku (𝑑(𝐻1, 𝐻2)) k vyjád-
ření váhy. Váha je v tomto případě míra shody. V první části je práce jsou porov-
nány výpočty, které nabízí knihovna OpenCV pro výpočet váhy dvou histogramů.
OpenCV knihovna nabízí tyto metody výpočtu:
• Korelace - CV_COMP_CORREL:
𝑑(𝐻1, 𝐻2) =
∑︀












a 𝑁 je celkový počet zásobníků histogramu.



















𝐻1(𝐼) · 𝐻2(𝐼) (4.4)
Pro otestování výpočtů a detekce objektu ve snímku pomocí šablony je nutné
mít snímky ve správném barevném formátu (HSV). Tento barevný formát vyžaduje
OpenCV funkce calcHist(), která slouží k výpočtu histogramu. Vstupní parametry
jsou následující:
• Snímek, ze kterého se počítá histogram.
• Počet snímků
• Počet kanálů - rozsah (pro tři kanály channels[] = {0, 2} ).
• Výstupní histogram
• Počet dimenzí
• Velikost histogramu - počet zásobníků v každém směru.
• Rozsah hodnot - rozsahy hodnot zásobníků.
• Uniformnost - zjišťuje, jestli je histogram unimorfní nebo ne.
• Akumulace - pokud je nastavena, histogram není při alokaci vymazán.
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1 // Vstupni snimek
2 Mat img = imread("surf.jpg", IMREAD\_COLOR);
3 // Pocet barevnych kanalu
4 int channels [] = {0, 2};
5 // Vypocitany histogram
6 Mat output;
7 // velikost histogramu , odstin = 30, saturace = 32
8 int histSize [] = {30, 32};
9 // rozsahy hodnot
10 float hranges [] = {0, 180}; // Odstin
11 float sranges [] = {0, 256}; // Saturace
12 const float* ranges [] = {hranges , sranges };
13 bool uniform = true;
14 bool accumulate = false;
15
16 // vypocet histogramu
17 calcHist (&img , 1, channels , Mat (), output , 2, histSize ,
ranges , uniform , accumulate );
Využití této funkce je výpočetně náročné a proto není vhodné ji použít pro real-
time sledování. Postup pro porovnání dvou snímku je následující:
1. Uživatel vytvoří šablonu z prvního obrázku (viz 4.3).
2. Aplikování výpočtu integrálního histogramu na celý snímek a na šablonu.
3. Porovnávání histogramu šablony a histogramu stejné velikosti ve druhém snímku
pomocí compareHist().
4. S využitím metody klouzavého okna je ve druhém snímku nalezena oblast
s nejlepší váhou 4.4.
5. Vykreslení oblasti nalezeného objektu.
V prvním kroku je vybrána šablona uživatelem. To se dělá před spuštěním pro-
gramu oříznutím šablony z původního snímku. V druhém kroku je poté vypočítán
integrální histogram prvního snímku a oblasti zájmu. Výpočtem integrálního histo-
gramu je zjištěna intenzita barvy jednotlivých pixelů. Jelikož je nutné porovnávat
histogramy o stejné velikosti, musí se porovnávat histogram šablony a stejně veliká
oblast z druhého snímku. To je dosaženo pomocí funkce regionHistogram(), která
z vypočteného integrálního histogramu z prvního snímku zjišťuje hodnoty intenzity
barev pixelů pouze z dané oblasti. Tato oblast má stejnou velikost jako šablona. Poté
se provede třetí krok a oblast se porovnává se šablonou. Takhle se pomocí klouzavého
okna porovnají všechny oblasti v druhém snímku a oblast, kde je nejlepší výsledek
váhy je objekt zájmu. V této oblasti je pak vykreslen obdélník. Uživatelem zvolená
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šablona musí být co nejpřesněji okolo objektu zájmu, jinak může dojít k chybnému
sledování objektu. Pokud je zvolena větší oblast, než je objekt, může být sledování
ovlivněno barvami v pozadí. Pokud mezi snímky nedojde k výrazné transformaci
hledaného objektu, je objekt nalezen. Tento postup je aplikován na několik situací,
které se liší transformací objektu a celého snímku.
Obr. 4.2: Vybrané šablony pro porovnání metod výpočtu.
Pro demonstraci detekce objektu byly vybrány tři scénáře. V prvním případě
je pozorována detekce při okluz. (viz 4.3a, 4.3b, 4.3c. V druhém případě dochází
ke změně vzhledu objektu (dochází ke změně polohy kamery, viz 4.3d). Ve tře-
tím případě se změnila poloha objektu a změnil jas obrazu (viz 4.3e, 4.3f). Každá
metoda výpočtu má přiřazenou svoji barvu ohraničujícího obdélníku. Metodě chi-
kvadrátu patří červený ohraničující obdélník, průniku zelený, Bhattacharyya vzdále-
nosti modrý, alternativnímu chi-kvadrátu černý a KL divergenci bílý. Kromě výpočtu
metodou průniku platí, že čím menší je vypočtená váha, tím větší přesnost.
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Ptačí pohled 2200,71 317 0,71469 2219,03 12675,6
Okluze 1 2827,33 12813 0,218036 5661,67 6239,8
Okluze 2 10089,2 11113 0,32527 9773,41 13407,7*
Okluze 3 30783,5 9523 0,401322 14950,3 9725,01
Surf 5817,41 10267 0,336751 9681,78 29755,1*
Surf tmavší 14473,3 4417 0,744665 39058,7 233375
Z výsledků lze vidět, že sledování objektu pomocí histogramu pracuje velmi dobře
s okluzí. Dobrých výsledků bylo dosaženo i při změně pohledu. Dobrých výsledků
nebylo dosaženo pro zmenšení jasu snímku, jelikož již při malém zmenšení u metody
výpočtu Bhattacharyya je výsledek špatně. KL divergence měla ze všech metod
nejhorší přesnost detekce. Objekt je ve všech případech nalezen, ale obdélník neo-
hraničuje celý objekt podle šablony a tyto případy jsou vyznačeny v tab. 4.1 .
(a) Okluze 1 (b) Okluze 2 (c) Okluze 3
(d) Ptačí pohled (e) Surf (f) Surf tmavší
Obr. 4.3: Vybrané šablony pro porovnání metod výpočtu.
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4.3 Sledování v reálném čase
V následující části je řešena problematika sledování objektu ve videu (v reálném
čase). Jelikož funkce použita v sekci 4.2 je výpočetně náročnější, je potřeba vy-
tvořit funkci pro výpočet váhy. Nejsnadněji implementovaná metoda výpočtu je
chi-kvadrát, který je implementován v další části.
Před samotnou prací s histogramy je nutné načíst snímek, ve kterém je objekt vy-
hledáván. Šablonu je po zmáčknutí klávesy N zvolena zvolením ohraničujícího obdél-
níku okolo objektu. Zvolení nové šablony je možné díky metodě selectNewTemplate(),
které se předává video a matice snímku. V aplikaci pro sledování v reálném čase,
která je v této práci, je použit výpočet pomocí chi-kvadrátu. Výpočet je aplikován ve
funkci compare_X2(), kde jako vstupní data jsou dva histogramy o stejně velikosti
a vrácená hodnota je váha porovnání. V případě chi-kvadrátu platí, že čím menší
je vrácená hodnota, tím víc jsou si oba histogramy podobné. Funkce je zobrazena
níže:
1 float compare_X2 ( uint16_t *h1 , uint16_t *h2 , int len)
2 {
3 float sim = 0;
4 float val;
5 for (int i = 0; i < len; i++)
6 {
7 val = h1[i] - h2[i];
8 if (val != 0)
9 sim += (val*val) / (h1[i] +




Po zvolení šablony a výpočtu integrálního histogramu šablony i snímku je nutné
vypočítat histogramy obdélníkové oblasti o velikosti šablony. Toho je docíleno po-
mocí metody klouzavého okna.
4.3.1 Klouzavé okno s přizpůsobením oblasti
Pro nalezení objektu v druhém snímku ze šablony prvního snímku je nutné využít
metodu klouzavého okna. Nejprve je nutné vypočítat integrální histogram pro šab-
lonu a pro snímek, ve kterém je hledán objekt pomocí šablony. Poté pomocí funkce
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regionHistogram() je vypočítán histogram obdélníku o velikosti šablony a postup-
ným posouváním po snímku se vyhledává objekt zájmu (viz obr. 4.4). Každý tento
obdélník se porovná se šablonou pomocí funkce compareHist(). Všechny hodnoty
jsou uloženy do vektoru. Po dokončení prohledávání je vektor seřazen od nejmenších
vah. Nejmenší váhy mají největší pravděpodobnost nalezení objektu ve snímku.
Obr. 4.4: Prohledávání pomocí klouzavého okna.
Jelikož je žádoucí i změna velikosti ohraničujícího obdélníku podle změny veli-
kosti objektu, je při procházení snímku implementováno i zvětšování a zmenšování
prohledávajícího obdélníku. Toho je docíleno prohledáváním snímku pomocí obdél-
níku, který má v jednom cyklu menší velikost, v druhém stejnou a v třetím větší
velikost než šablona. Prohledávání snímku tedy proběhne třikrát pro tři různé ve-
likosti obdélníku. Tyto obdélníky jsou také porovnávány funkcí compareHist() se
šablonou a vyhodnocená váha je ukládána do příslušných vektorů.
4.3.2 Výpočet finální váhy a určení polohy objektu.
Jakmile prohledávání skončí, musí se vektory vytřídit tak, aby se pracovalo jen
s hodnotami, které mají co nejmenší váhu. To je dosaženo funkcí sort(), která
vytřídí podle váhy jednotlivé obdélníky. Funkce resizeArray() pak vyselektuje na
základě váhy několik nejmenších vah. Tohle udělá pro všechny vektory. Ze všech
zbylých vah se poté vypočítá průměr pomocí funkce averageTracking() a tím se
získá hledaný obdélník. Podle něho je poté aktualizována šablona a celý proces
probíhá znovu pro další snímek.
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V dalším snímku už však není prohledávaná celá oblast, jelikož se neočekává,
že by objekt se přesunul přes celou scénu během jednoho snímku. K prohledávání
celé oblasti je potřeba mnohem větší výkon než když se vymezí oblast okolo sledo-
vaného objektu. V práci je momentálně vymezená oblast prohledávání nastavena na
±50 pixelů. Tato hodnota zajišťuje plynulý chod videa a bezproblémovou detekci
a sledování objektu. Tím, že se omezí oblast sledování se předchází i potencionál-
ním chybám, které by mohli vzniknout výpočtem histogramů objektů mimo námi
sledovaný objekt zájmu.
Sledování objektu a měnící se velikost objektu lze pozorovat na obrázcích 4.5.
(a) (b) (c)
(d) (e) (f)
Obr. 4.5: Sledování objektu v reálném čase [63].
4.3.3 Shrnutí
Sledování bylo plynule pro video [63] o rozlišení 480x360 na Laptopu ThinkPad
T490. Pro dané video fungovalo sledování v reálném čase s měnící se velikostí ohra-
ničujícího obdélníku dobře. Problém by mohl nastat, kdyby se měnilo osvětlení scény
nebo pokud by se objevil objekt u objektu zájmu. Omezením vyhledávané oblasti se
značně ušetří počet početních operací a sníží se nároky na výpočetní výkon. U vyš-
ších rozlišení je však potřeba více výpočetního výkonu. Sledování by se dalo použít
u dohledových kamer, kde není nutný velký počet snímků za vteřinu.
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5 Závěr
Tato práce se zabývala sledováním objektu ve videu pomocí porovnávání histogramů.
Cílem bylo zprovoznit dodaný program, seznámit se s problematikou sledování ob-
jektu a integrálního histogramu a rozšířit existující řešení detekce změn mezi dvěma
snímky. Rozšíření spočívalo v aplikaci sledování objektu ve videu, v reálném čase
s měnící se velikostí ohraničujícího obdélníku. V 1. kapitole byly popsány jednotlivé
kroky související se zpracováním obrazu a sledováním objektu. V 2. kapitole jsou
podrobněji popsané způsoby a metody sledování objektů. Kapitola je rozdělena do
sekcí podle způsobů sledování. Ke konci kapitoly jsou popsány časté problémy u sle-
dování objektů. V kapitole 3 je obecně histogram a následovaný detailním popisem
integrálního histogramu vycházejícího z práce [1]. Poslední kapitola č. 4 popisuje
řešení práce. V první části 4. kapitoly je popsáno vybrané vývojové prostředí, ná-
sledované otestováním metod výpočtu vah pro porovnání histogramů.
V této práci byla zprovozněn program poskytnutý vedoucím práce pro detekci
změn v obraze pomocí knihovny pro zpracování obrazu OpenCV, vývojového pro-
středí Visual Studia a programovacího jazyka C++. V práci je prostudována proble-
matika sledování objektů a integrálního histogramu, ze kterého vychází poskytnutý
program. Dále jsou porovnány metody výpočtu pro porovnání dvou histogramů.
Správnou implementací těchto metod je možné zlepšit přesnost sledování.
Hlavním přínosem práce byl rozšíření dosavadního řešení o sledování objektu
v reálném čase. Tento objekt je zvolen uživatelem. Správně zvolená šablona zvyšuje
přesnost sledování. Dalším z přínosů je upravování velikosti ohraničujícího obdélníku
podle velikosti sledovaného objektu.
Návrh na budoucí rozšíření práce je možné vést více směry. Práce by se dala
rozšířit o sledování více objektů zároveň. Další z možností by byla implementace
strojového učení pro zlepšení detekce a sledování objektu např. i při opuštění scény.
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Seznam symbolů, veličin a zkratek
EDM Earth mover’s distance
HSV Odstín, Sytost, Hodnota – Hue, Saturation, Value
ICA Nezávislá analýza složek – independent component analysis
KL Kullback–Leibler – Kullback–Leibler
LTP Místní ternární vzor – Local Ternary Pattern
OF Optický tok – Optical flow
MHT Sledování více hypotéz – Multiple Hypotheses Tracking
PDF Funkce hustoty pravděpodobnosti – Probability density function
PCA Principal Component Analysis — Analýza hlavních komponent
RGB Červená, Zelená, Zodrá – Red, Green, Blue
SIFT Velikost-Invariance transformace prvků – Scale-invariant feature
transform
SVM Metoda podpůrných vektorů – Support vector machine
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