potential to shift the paradigm in the use and kind of information that can be derived from fluctuation methods for membrane studies. Also, spatiotemporal correlation can complement single-particle tracking experiments with much higher sensitivity and faster time scale.
One way to introduce the basic concepts in FCS is to emphasize the spatial distribution that arises owing to the diffusion of molecules. For example, if a molecule is at a given location at time τ = 0, as the time evolves, the probability of finding the same molecule at a given distance from the original point can be described by a three-dimensional (3D) Gaussian function in which the variance σ 2 of the Gaussian increases with time according to the following expression: σ 2 = 4Dτ, (10.1) where D is the diffusion coefficient and τ is the time. Figure 10 .1 schematically illustrates this idea.
We use the concept depicted in Figure 10 .1 to illustrate in Figure 10 .2 some of the methods used to measure the diffusion of particles in 3D and also in the cell membrane.
As shown in Figure 10 .2 at time τ = 0, the particle is at the origin. The variance of the Gaussian describing the spatial distribution is zero at this time. Then, at a later time, the particle can be found at different locations as shown in Figure 10 .2 for panels a through c. As illustrated in Figure 10 .2a, the probability to find the particle at the location indicated by the dark gray circle, or observation volume, decreases with time. The reason to use a circle in this schematic representation of the process in Figure 10 .2 is to account for the way the fluctuations are measured, generally by focusing a laser beam to a diffraction-limited spot. At very long time, the probability for the same particle to be within the circle in Figure 10 .2a becomes very small. If we multiply the probability to find the particle in the circle at time t = 0 multiplied by the probability at a later time t, this product will start high and then will become small at long times. This schematic representation of the spatial and temporal evolution of the probability density of finding FIGURE 10.1 Fick's law for diffusion describes the evolution of the probability to find a particle at a location r at time t if the particle was at the origin at t = 0. This figure emphasizes the concept that the spatial distribution of this probability is Gaussian in a uniform medium. The width of the Gaussian increases linearly with time while the amplitude of the Gaussian decreases with time.
a particle at a given location gives us the opportunity to put the different techniques under a common scenario used for fluctuation spectroscopy and to introduce the concept of spatially correlated fluctuations. The simplest implementation of the correlation methods is when the intensity fluctuations are measured at the same point. This method is commonly known as single-point FCS (Figure 10 .2a). Another variant is when the point of observation is moved systematically as in line (or circular) scan FCS or in a raster scan motion as in the raster image correlation spectroscopy (RICS) method ( Figure  10 .2b). Finally, other methods measure the intensity fluctuation at two or more points simultaneously such as the method called pCF (pair correlation function). Alternatively, measuring fluctuations of many points simultaneously can be done with the image mean square displacement (iMSD) method (Figure 10 .2c). There are other variants of the FCS technique that are included in Table 10 .1 with a short description. All the techniques mentioned in Table 10 .1 can have additional prefixes such as "cc" for cross-correlation. In all cases, a particle is at the origin at time = 0 and then the particle diffuses so that the probability of finding a particle at a larger distance increases with time. The small dots graphically indicate this probability. The positions of the dots are identical in the three parts of the figure to emphasize that the physical process is the same but what is different is the way we observe the diffusion.
(a) In the single-point FCS, we observe the system always at the same point and we measure the decay of the probability of finding the particle within the volume of observation indicated by the circle at the origin. (b) In the scanning FCS and RICS technique, we gradually move the volume of observation. If the movement is fast, we rapidly decrease the probability to observe the same particle. (c) In the spatial cross-correlation technique, we simultaneously observe different volumes and then we calculate the probability that a particle that was in the circle at the origin at t = 0 will appear in the shifted circle at a later time. This probability is initially zero, increases with time, and then finally decays to zero.
THE AUTOCORRELATION FUNCTION
The spectrum of the fluctuations at a given location is generally represented by the autocorrelation function (ACF). Starting from an expression of the fluorescence intensity as indicated in Figure 10 .3, we define the ACF as shown in the logical scheme of Figure 10 .3. 
The fluorescence intensity F(t) is proportional to instrument factors indicated by κ, the molecule quantum yield Q, and the convolution of the probability P(r,t) that a molecule is in the profile of illumination W(r) where t is the time and r is the spatial coordinate. The fluorescence fluctuation δF(t) is defined as the fluorescence at times t subtracted by the average fluorescence 〈F(t)〉. The brackets 〈〉 indicate temporal average. The normalized correlation function G(τ) is defined in the figure that also shows schematically the intensity fluctuations, the average intensity, and the delay τ between points at which the correlation function is computed.
If the profile of illumination is Gaussian in all dimensions and if the changes in concentration follow Fick's law described in Figure 10 .1, then the correlation function can be calculated by simple integration of the definition given in Figure 10 In the single-point approach, the method is called PCH, which stands for photon count histogram, [28] [29] [30] and in the contest of image analysis, it is known as N&B, which stands for number and brightness analysis. 19, 31, 32 In this chapter, we will discuss the application of the fluctuation methods that are more relevant for the studies of membrane systems, which have particular requirements.
THE PRINCIPLE OF SCANNING FCS
Scanning FCS can be performed with a commercial confocal microscope with analog detectors or a homebuilt two-photon laser scanning system with photon counting detectors. If we can move the point at which we acquire FCS data fast enough to other points and then return to the original point "before" the particle had left the volume of excitation, then we can "multiplex the time" and collect FCS data at several points simultaneously as schematically shown in Figure 10 .5a. 33 The fastest way to scan several points in a confocal microscope and then return to the original point is to perform a circular orbit using the scanner galvos ( Figure  10 .5b). For this motion to occur, two galvos for the x and y axis, respectively, are driven by two sine waves shifted by 90°, thereby obtaining a projected circular orbit on the sample. Using current conventional technology, one orbit could be performed in times of less than 1 to 0.5 ms, or in 0.15 to 0.1 ms using acousto-optic deflectors. What is the minimum time required for an orbit so that we will not miss the "fastest" diffusion process in a cell? As shown in Figure 10 . Therefore, if we could perform a full orbit in approximately 0.5 to 1 ms, we should be able to return to the same position before a molecule of green fluorescent protein (GFP) should have moved away from the original volume of excitation. Instead, for the same protein in solution, the motion is too fast and diffusing molecules will be partially missed. This scenario is shown in Figure 10 Why is the distance between points important? As illustrated in Figure 10 .6, if the orbit radius is larger than 5 μm, the points are separated by more than the width of the PSF (assuming 64 points per orbit: 2πR/64 ~500 nm). Setting the conditions of the instrument for no overlap has the result of making the measurements at the different points partially independent, but it limits the capability of obtaining spatial correlations along the orbit.
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Once the data along the orbits have been measured for approximately 1000 to 10,000 orbits (1 to 10 s), the data stream is presented as a "carpet" in which the There are different approaches that we can use to extract the diffusion of particles, the number of particles, and their brightness at each point along the orbit. If we consider the intensity at each point of the orbit and in the carpet representation we select a column of the carpet, we obtain a time sequence at a specific point of the orbit. Using this time sequence, we calculate the ACF as shown in Figure 10 .8. The sampling time in this time sequence is equal to the orbit time; the ACF can then be used to extract the local (to the (a) (b) "Carpet" orbit location) diffusion coefficient. The simulation shown in Figure 10 .8 corresponds to particles diffusing randomly with a diffusion coefficient of 10 μm 2 /s. For a homogeneous sample, every column should be equivalent, so that we can calculate the ACF for every column and then fit all the columns either globally or individually as shown in Figure 10 .9.
In this example, the G(0) changes from line to line, because the statistics is poor ( Figure 10 . The expected value of the diffusion constant for this simulation is recovered at each line, while the amplitude (which is inversely proportional to the number of particles) has much more noise owing to the small number of particles used in this simulation.
THE RICS PRINCIPLE
The RICS method explicitly takes into account the spatial correlation among adjacent points (Figure 10.10) . 17, 24 Since adjacent points are needed to extract dynamics, we can have a combination of very high time resolution with sufficient spatial resolution. A major benefit of RICS is that it can be done using the raster scan pattern (rather than the circular pattern) that is usually available in commercial laser scanning microscopes. Another significant advantage is that it can be done with analog detection, as well as with photon counting systems, although the characteristic of the detector must be carefully characterized owing to possible time correlations at very short times attributed to the analog filter found in some microscope electronics. More importantly, RICS provides an intrinsic method to separate the immobile fraction and can reveal the different spatial distribution that arises from processes such as weak binding form true diffusion.
The principle of RICS is schematically depicted in Figure 10 .10. Briefly, in a raster scan image, points are measured at different positions and at different times simultaneously. If we consider the time sequence, it is not continuous in time; instead, if we consider the pixel sequence, it is contiguous in space. In the RICS approach, we calculate the two-dimensional (2D) spatial correlation function (similarly to the ICS method of Petersen and Wiseman 34, 35 ):
. Faster diffusion Pixel Spatial correlation FIGURE 10. 10 In situation 1, we schematically show the laser beam moving along a line in the raster scan pattern. If a particle indicated by the dot moves slowly, as the laser is moved, the particle can only be found in the very adjacent pixels. In these pixels, the spatial correlation of the fluctuations is high as shown by the line in the graph. In situation 2, the particle is diffusing fast. The probability of finding the particle in the very adjacent pixels decreases, but it increases at distant pixels. The spatial correlation decreases at the closest pixels, but it increases at distant pixels (line in the graph).
In Equation 10.3, the variables ξ and ψ represent spatial increments in the x and y directions, respectively. 2D spatial correlation can be computed very efficiently using fast Fourier transform methods.
To introduce the "RICS concept," we must account for the relationship between time and position of the laser beam so that x and y are explored in a specific time sequence according to the raster scan pattern. The RICS correlation function is generally written as the product of two or more terms. One term accounts for the temporal fluctuations caused by the diffusion and the other term account for the spatial distribution owing to Fick's law:
For any diffusion value, the amplitude decreases as a function of time and the width of the Gaussian increases as a function of time according to the following relationship also illustrated in Figure 10 .11. where δr is the pixel size. For D = 0, the spatial correlation gives the autocorrelation of the PSF, with an amplitude equal to γ/N. As D increases, the correlation (G term) becomes narrower and the width of the S term increases. Figure 10 .12 and the caption describe how an experiment is performed using simulated data. Until now, we have only discussed the principle of the spatial correlation method. When we apply the RICS approach to cells, we must account for the immobile fraction, since the spatial correlation of the image contains all the spatial features of the cell rather than just the fluctuations attributed to motion of the molecules. We need to separate this immobile fraction from the mobile part before calculating the spatial correlation function. This is achieved by subtracting the average image pixel by pixel. Furthermore, we need to disregard the correlation at time zero and at shift (0,0); the correlation at this point contains the noise of the detector. The detector noise does not propagate to adjacent pixel; it neither has a time memory. If we subtract the average intensity and disregard the zero time-space point, the immobile bright region totally disappears from the correlation function. Figure 10 .13 shows schematically the procedure to subtract the immobile part before calculating the RICS correlation function.
As a take-home message for this first part of our contribution, the RICS approach either along a line or in entire images can be used to measure dynamic rates from the microsecond-to-millisecond time scale. Anyone with a commercially available instrument can use it. Immobile structures can be filtered out and fast fluctuations can be detected. The range of processes that can be measured include the diffusion of small molecules in solutions and cytosolic diffusion of proteins and can be used to discriminate other types of processes and interactions such as weak binding, blinking, and conformational transitions.
Although RICS is a quite powerful technique, in the context of membrane biophysics, there are other fundamental processes that are difficult if not impossible. RICS is based on correlating fluctuation among adjacent pixels, but the RICS correlation function does not calculate correlations among fluctuations occurring at longer times corresponding to different frames in a time stack acquisition. Using this more general approach, we could address questions related to the diffusion as well as the confinement of the diffusing molecules and measurement of active transport, which are commonly studied using single-particle tracking. 
THE iMSD CONCEPT AND THE GENERALIZATION OF FLUCTUATION CORRELATION EXPERIMENTS
Molecules on biological membranes move according to an underlying spatial structure that has been shown by single-particle tracking. 1,36 However, single-particle tracking requires labeling molecules with large probes and a concentration in which each particle is separated from the other. Particle tracking experiments were quite important because they have given us information about the structure and dynamics of membranes at the 100-200 nm scale that are not amenable to other structural methods (x-rays, etc.). The algorithms for determining the trajectory of particles require the motion to be essentially in 2D and that the particles should not disappear/reappear during tracking. The advantage of single-particle tracking is the detailed information that can be obtained through the analysis of the mean square displacement (MSD). The MSD provides information about directed motion, flows, and directionality. However, this is obtained one particle at a time at a long time range (several seconds per particle) (Table 10. 2). The method that we discuss here (iMSD) provides the value of the MSD similarly to single-particle tracking but using single-particle fluctuations in an ensemble analysis approach based on correlation functions. 37 This method can be applied to entire images or parts of images and it is done using fast cameras (in the TIRF configuration for membrane studies) at a relatively high concentration of fluorescent particles. To calculate the spatiotemporal correlation function, we acquire a stack of images, generally approximately 1000. The STICS correlation function is given by the following expression 38 : The correlation function can be calculated using the principles already outlined in Figure 10 .2, based on the excitation profile and a model for the diffusion, in our case, Fick's law:
The general expression for the correlation function takes the following form:
The term g(τ) corresponds to a decay function that is indicative of the lack of correlation at a long time. Figure 10 .14 shows the general concepts behind the iMSD approach.
The variance of the Gaussian term can be modeled according to (i) free diffusion, (ii) confined diffusion, and (iii) transient confinement, with a probability to escape from confinement. Difficult to obtain diffusion and interaction in every position in the cell, difficult to obtain molecular interaction and stoichiometry of aggregates RICS/ccRICS/N&B/ccN&B Provides a map of molecular diffusion and aggregates in the entire cell, provides stoichiometry information
Works better with fast diffusion and fast binding (on and off rates)
Single-particle tracking Provides detailed information about directional motion, diffusion in restricted space
One particle at a time, the particles must be bright and isolated from each other
The three situations are illustrated in Figure 10 .15. One crucial characteristic of the iMSD approach is that the iMSD at time t = 0 converges to σ 0 2 . This is the size of the PSF. If we determine the size of the PSF with great precision and we subtract it from the iMSD, then the limiting value should tend to the size of the particle. Since in our measurements we use molecules that are of negligible size compared to the PSF, any excess value of iMSD above zero must be due to a fast motion within the exposure time of the camera (Figure 10.16) .
A distinct advantage of the iMSD technique is that we can measure the iMSD using a line scan. The iMSD is based on correlation rather than tracking, so we do not need to exactly follow the particle for many frames. If the particle disappears and then reappears like in a line scan, the correlation function will "fill the dots" and the iMSD could be measured at very high speed in the microsecond range, which is not attainable yet using cameras. This point will be further discussed in connection with experimental results. 
EXAMPLE OF STUDIES OF MEMBRANE LATERAL DIFFUSION THAT EMPHASIZE THE SPATIAL CORRELATION METHOD
In this example, we show an application of the iMSD spatial correlation method to determine transient confinement in cell membranes. The original work by Kusumi's laboratory 36 using single-particle tracking demonstrated that the transferrin receptor (TfR) is transiently confined and that the confinement is due to interactions of the receptor with the underlying cytoskeleton as schematically shown in Figure 10 .17a. Images of cells transfected with TfR-GFP are shown in Figure 10 .17b. In the TIRF microscope, images were acquired at 100 frames/s and the iMSD correlation function was calculated and shown at different delays τ (Figure 10 .17c). The correlation decays as a function of time and the amplitude of the correlation function is shown in Figure 10 .17d. The iMSD is calculated as described in Figure 10 .14 and plotted in Figure 10 .17e (light gray curve). In accordance with the work of Kusumi et al., 36 we can clearly see the transient confinement of the TfR. We then treated the cells with latrunculin, which is known to disorganize the actin cytoskeleton (Figure 10 .17f). After treatment, the receptor moves almost unobstructed as shown in Figure 10 .17e (dark gray curve). We note that this experiment was done with a relatively small added part to the TfR receptor (the GFP), which better reproduces the biological situation than the gold particles or antibodies used by Kusumi. Furthermore, in our experiment, we have a relatively large density of receptors; still, the iMSD can be obtained with great accuracy. To further investigate if the barrier that causes the confinement is due to a simple mechanical obstruction, we performed experiments as a function of temperature in a relatively narrow temperature range not to affect the cell membrane. We found that an increase in temperature causes an increase in the rate of hopping over the barrier. An Arrhenius analysis allowed us to determine the barrier height at the origin of the confinement. Figure 10 .18a shows the iMSD as two temperatures and Figure  10 .18b shows the iMSD at very short time delays. In Figure 10 .18c, we show that the apparent diffusion increases with temperature. We paid particular attention to the behavior of the iMSD at very short times, and after subtracting the value of the PSF, we realized that the iMSD shows a confinement effect from which we determined the confinement parameter L (Figure 10 .18e). In Figure 10 .18f, we show the Arrhenius analysis that shows a single slope. We also observed that the iMSD was not going to zero, as predicted by the theory. We hypothesized that the minimum frame time of 0.01 s allowed by our camera is still too long and that during that time, the protein could diffuse in within the confinement zone, producing a spot of a given size that is due to motion rather than to the real size of the molecule (Figure 10.19a) .
We then exploited the property of the iMSD that allows us to use a very fast line scan to explore the very beginning of the iMSD curve (Figure 10.19b) . The iMSD analysis of line scan shows that at very short times, the iMSD goes to zero, as predicted by the theory. We then determine directly the transition point and we were able to find independently the size of the confinement zone. This latter result is quite intriguing because it suggests that only at very fast times can we observe the "true" behavior of the TfR and that at very short times, the protein diffuses relatively fast. 
CONCLUSIONS
The development of the concept of spatial correlation in the FCS approach is particularly important for membrane studies. The concept shifts the focus from the measurements of intensity fluctuations caused by the passage of the molecule in the volume of illumination to the spatial path taken by the molecule. Given the intrinsic structural and dynamical nano-and macrostructure of biological membranes, this shift of paradigm could be very significant. The development of the spatial correlation of the fluctuations requires a more complex mathematical approach but produces simple and intuitive results that can be inferred directly from the shape and behavior of the spatial correlation function. The concept of the iMSD method was key for the discovery of membrane domains and confinement and, in general macrostructures, comes naturally from mathematical derivation. More importantly, measurements of fluctuations are done using relatively small fluorescence tags and on single molecules. There are no large particles attached to lipids or proteins. The measurement of the spatial correlation can be done either using confocal techniques or using fast, commercially available cameras. Camera measurements can be supplemented with fast line scans to interrogate a time range that is still not reachable with current camera technologies. Data analysis is very simple and fast as opposed to single-particle tracking that requires sophisticated algorithms for determining the regions of confinement.
A topic not discussed in this contribution is that the iMSD approach can be done using multiple detection channels similarly to the cross-correlation fluctuation techniques. This still unexploited capability could reveal the formation of molecular complexes and their transport in the membrane. Another subject that is not discussed here is the measurement of molecular flows, as proposed originally by the Wiseman laboratory upon the introduction of the STICS technique. The current RICS or iMSD analysis allows dividing the image in small subimages so that the behavior of a large portion of the plasma membrane of cells could be studied and compared. Another interesting topic that is enabled by the RICS technique is the quantification of aggregation and binding. The N&B methods are currently used to analyze the distribution of the amplitude of the fluctuations, to determine membrane receptor aggregations and other biologically significant processes. The fluctuation correlation approach is a powerful method used to determine several membrane properties such as local structure, molecular interactions, and protein and lipid transport. Although the principles of the method have been known for some time, only recently has the fluctuation approach been applied to the study of membrane systems in great detail. As originally conceived, the FCS method provides information about the rate of fluorescence intensity fluctuations at a single point. During the last few years, the fluctuation analysis has been enhanced to account for spatially correlated fluctuations. In the context of membrane studies, this evolution of the fluctuation correlation method has opened new possibilities that have brought notable insight about the dynamic structures of membranes, both in model systems and in the membranes of living cells. Since spatial correlation methods are relatively new, here we review the conceptual framework that has allowed us to develop and apply the notion of spatial correlation to cellular systems. First, we describe the spatial correlation approach using schematic graphical representations and then we show a recent application of image correlation analysis to membrane systems in live cells.
