1. Introduction. Numerous improvements have been made in the the sieve method since the appearance of Brim's work.
1 Rademacher, 2 Estermann, 3 and, more recently, Buchstab 4 have introduced new ideas and so obtained more precise results. If their work is examined it will be seen that the various estimates which they use can all be made to depend on the single estimate (1.1) H (log p)/p = log x +0(1), the summation extending over all primes p^x.
In a previous paper 6 it was shown that Rademacher's results could be extended to any infinite set of primes for which the estimate applies. Here, and subsequently, the dash indicates that the summation extends over all the primes of a given infinite set which do not exceed x, and r is a given real number such that 0 <r ^ 1. In this paper it will be shown that Buchstab's results can be similarly extended. Application will be made to primes in arithmetic progression since the set of all primes p = h (mod k) with (h, k) = 1 satisfies (1.2) with r = l/4>(k).
where C and D are constants. These two estimates form the basis of Rademacher's results.
In precisely the same way it follows from (1.2) that (2 .1) £' \/p = r log log x + C(r) + 0(l/log *) and
where C(r) and D{r) depend only on r. Another result which Buchstab uses (Lemma 3 of the first paper referred to) and which also follows from (1.1) is
where u and v are real numbers such that 2 = u = v. This may also be written in the form
which may be generalized. The proof of (2.4) is made in the usual way by partial summation. An outline of the proof follows. Let
where r(x) =0(1) and, in particular r(l) = 0. Then the left side of (2.4) is equal to
where the summation range is x 1/v^n <x 1,u . Since log n • -log (n -1) = 1/w + 0(l/« 2 ), the first sum will be (2.6) J]l/{w log n(log x -log n) 2 } plus an error term. The sum (2.6), in turn, is given by ƒ, l/{*log/(log x-log ty}dt plus an error term. The substitution log t = (log x)/(z + l) transforms this integral into the integral in (2.4). The proof is then completed by showing that the second sum in (2.5) and the various error terms are all 0(l/log 3 tf). The generalized form of (2.4) is given in the following lemma. 
Then
Z' i/{#(iog *-log py°}
The proof is omitted since it follows that given for (2.4) but uses (1.2) instead of (1.1).
3. The first theorem. Next, following Rademacher and Buchstab, we define a function P w (#; y, r) = P(x;y, r\ A, a; pi, a it b t ). Let A and a be given positive integers and let pu ' • • , pk be the primes not dividing A and less than y of a given infinite set of primes for which (1.2) holds. Let co denote a given set of non-negative integers ai, b\\ • • • ; a k , b k ', ai<pi, bi<pi with a^bi, i = l, • • • , k. Then Poe(x; y, r) is defined as the number of integers n which satisfy the conditions
Since P w {x\ y, r) =P ù) (x; x, r) for y^x we may allow y to be infinite and consider an infinite set of integers ai, bi. It follows as in Rademacher's paper that if p k is the largest prime of the given set less than x 1,y then
From (2.1) and (2.2) it follows that for every e>0 there exists a number w 0 = Wo(e) such that for all w^Wowe have
We now define three positive numbers h> B> and B' which depend on r. Thus
where e is an arbitrarily small positive number. Buchstab uses these numbers with r = 1 in the proofs of his first two lemmas which correspond to our Theorem 1. Following Buchstab we choose ki = k where pk is the largest prime of the given set less than x 1/y ; for i^2 we choose ki so that pk ( is the largest prime in the given set less than x llyBh% . The process is continued until we come to i = t+l where pk t+1 is the least prime in the given set for which pl^Kwo^p^ ^ For t+Ki^n we choose pki=pk t+1 .
We denote by E v (v = 1, 2, • • • , n) the sum formed by taking from E only those terms for which the subscripts on the p's exceed fe v+ i. We then write For v = 1 we have
and hence using (3.3) and (3.4)
From (3.2) and the values for B and h it follows that S™ = 2 £' i/ #fl < 2r log (£ + e) = 2 log (22/17), ST = 2 2' V#« < 2r log (h + e) = 2 log e' 7 " = 1/2.
Similarly from (3.2) we obtain
These numerical results are exactly the inequalities used by Buchstab to estimate the value of E from (3.5). We may therefore use his calculations and conclude that
where
Similarly it can be shown that
where 
.0-1 
By repeated application of (4.2) we obtain
where X^Ms = 0(x 1/2 ). The two sums on the right side of (4.3) are each divided into partial sums defined by
where Ui -a -1 + i(/3 -a)/w, and n is an integer such that c\ log # ^ w ^ £ 2 log x. For a typical partial sum Ti we use (4.1) and obtain
Ti ^ Fk(u i+l ) £ x/{p{\og x -log pY)
+ 0(*/log *)£ l/{*(log x -log £) 2 }.
By Lemma 1 with s = 1, w -l=Ui, v-1 = w t+ i this becomes Putting these results together we find that
which means that 
are also functions satisfying (5.2).
The method of proof is again that given by Buchstab but we use Lemma 1 instead of (2.4).
Since P oe (x; x 1,A , s; x llA , r) is the same as the function P w (tf ; x 1,A , s) first used, it is clear from Theorem 1 that for A =y we may take 6. Some numerical results. An interesting question is that of determining how small r must be in order that there should exist integers n^x, n = a (mod A) for which
for every pi belonging to the given infinite set satisfying (1.2). Clearly, (6.1) holds if pi >x so that we have to determine values of r for which Pco(x\x, r) >0. We shall show that this is true for all sufficiently large x when r = 1/5. For this value of r we find that h = 3. 49, 5 = 3.62, B' =1.84, 7 = 3.78 . A deeper problem is that of determining the greatest value of r for which Paix) x, r)>0 independently of co. All that we have been able to prove so far, however, is what we have just shown, namely that rèl/S.
As a simple numerical example of the use of Theorem 3 we take f = 1/2, 5 = 1. Here we can improve Theorem 1 by using the results in Buchstab's second paper. From them it follows that we may take , for 0 = a < 7,
.346 for a -7, We have thus shown that P^x; x in , 1 ; x 1/4 , 1/2) >0 for all sufficiently large x independently of w.
Suppose now that we take the set of all odd primes as our set with 5 = 1 and the set of all primes congruent to 3 (mod 4) as the subset with r = 1/0(4) = 1/2. Since the function P w does not decrease if we remove the restriction a^bi we may choose Since x = 2 (mod 4) the same reasoning applies to x -n. We have thus shown that every sufficiently large integer x = 2 (mod 4) is the sum of two integers which either have at most six prime factors all congruent to 1 (mod 4) or else have exactly two prime factors congruent to 3 (mod 4) and at most three congruent to 1 (mod 4). It seems likely that a slight improvement in the method of proof would lead to the elimination of the second possibility, but at present there are still difficulties to be overcome.
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