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DYNAMIC OF THRESHOLD SOLUTIONS FOR ENERGY-CRITICAL WAVE
EQUATION
THOMAS DUYCKAERTS1 AND FRANK MERLE2
Abstract. We consider the energy-critical non-linear focusing wave equation in dimension
N = 3, 4, 5. An explicit stationnary solution, W , of this equation is known. In [KM06b], the
energy E(W, 0) has been shown to be a threshold for the dynamical behavior of solutions of
the equation. In the present article we study the dynamics at the critical level E(u0, u1) =
E(W, 0) and classify the corresponding solutions. We show in particular the existence of two
special solutions, connecting different behaviors for negative and positive times. Our results are
analoguous to [DM07], which treats the energy-critical non-linear focusing radial Schro¨dinger
equation, but without any radial assumption on the data. We also refine the understanding of
the dynamical behavior of the special solutions.
1. Introduction and main results
We consider the focusing energy-critical wave equation on an interval I (0 ∈ I)
(1.1)
{
∂2t u−∆u− |u|
4
N−2u = 0, (t, x) ∈ I ×RN
u↾t=0 = u0 ∈ H˙1, ∂tu↾t=0 = u1 ∈ L2.
where u is real-valued, N ∈ {3, 4, 5}, and H˙1 := H˙1(RN ). The theory of the Cauchy problem for
(1.1) was developped in many papers (see [Pec84, GSV92, LS95, SS94, SS98, Sog95, Kap94]).
Namely, if (u0, u1) ∈ H˙1 × L2, there exists an unique solution defined on a maximal interval
I = (−T−(u), T+(u)) and the energy
E(u(t), ∂tu(t)) =
1
2
∫
|∂tu(t, x)|2dx+ 1
2
∫
|∇u(t, x)|2dx− 1
2∗
|u(t, x)|2∗dx
is constant (2∗ := 2NN−2 is the critical exponent for the H
1-Sobolev embedding in RN ).
An explicit solution of (1.1) is the stationnary solution in H˙1 (but in L2 only if N ≥ 5)
(1.2) W :=
1(
1 + |x|
2
N(N−2)
)N−2
2
.
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The works of Aubin and Talenti [Aub76, Tal76], give the following elliptic characterization of
W (throughout the paper we denote by ‖ · ‖p the Lp norm on RN )
∀u ∈ H˙1, ‖u‖2∗ ≤ CN‖∇u‖2(1.3)
‖u‖2∗ = CN‖∇u‖2 =⇒ ∃ λ0 > 0, x0 ∈ RN , δ0 ∈ {−1,+1} u(x) = δ0
λ
(N−2)/2
0
W
(x+ x0
λ0
)
,(1.4)
where CN is the best Sobolev constant in dimension N .
The dynamical behavior of some solutions of (1.1) was recently described in [SK05], [SKT07]
(in the radial three-dimensional case) and [KM06b]. In [KM06b], Kenig and Merle has shown
the important role of W , whose energy E(W, 0) = 1
NCN
N
is an energy threshold for the dynamics
in the following sense. Let u be a solution of (1.1), not necessarily radial, such that
(1.5) E(u0, u1) < E(W, 0).
Then
• if ‖∇u0‖2 < ‖∇W‖2, we have I = R and ‖u‖
L
2(N+1)
N−2
t,x
<∞, which implies from the linear
theory of (1.1) that the solution scatters;
• if ‖∇u0‖22 > ‖∇W‖22 then T+ <∞ and T− <∞.
Our goal (as is [DM07] for the nonlinear Schro¨dinger equation in the radial case) is to give a
classification of solutions of (1.1), not necessarily radial, with critical energy, that is with initial
condition (u0, u1) ∈ H˙1 × L2 such that
E(u0, u1) = E(W, 0).
The stationnary solutionW belongs to this energy level, is globally defined and does not scatter.
Another example of special solutions is given by the following.
Theorem 1 (Connecting orbits). Let N ∈ {3, 4, 5}. There exist radial solutions W− and W+
of (1.1), with initial conditions
(
W±0 ,W
±
1
) ∈ H˙1 × L2 such that
E(W, 0) = E(W+0 ,W
−
1 ) = E(W
−
0 ,W
−
1 ),(1.6)
T+(W
−) = T+(W
+) = +∞ and lim
t→+∞
W±(t) =W in H˙1,(1.7) ∥∥∇W−∥∥
2
< ‖∇W‖2, T−(W−) = +∞, ‖W−‖
L
2(N+1)
N−2 ((−∞,0)×RN )
<∞,(1.8) ∥∥∇W+∥∥
2
> ‖∇W‖2, T−(W+) < +∞.(1.9)
Remark 1.1. Our construction gives a precise asymptotic development of W± near t = +∞.
Indeed there exists an eigenvalue e0 > 0 of the linearized operator near W , such that, if Y ∈
S(RN ) is the corresponding eigenfunction with the appropriate normalization,
(1.10)
∥∥∇ (W±(t)−W ± e−e0tY)∥∥
L2
+
∥∥∂t (W±(t)−W ± e−e0tY)∥∥L2 ≤ Ce−2e0t.
We refer to (6.1) and (6.9) for the development at all orders in e−e0t.
Remark 1.2. Similar solutions were constructed for NLS in [DM07]. However, in the NLS case,
we were not able to prove that T−(W
+) < ∞ except in the case N = 5. We see this fact, in
particular in the case N = 3, as a nontrivial result. Note thatW+ is not in L2 except for N = 5,
so that case (c) of Theorem 2 below does not apply.
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Our next result is that W , W− and W+ are, up to the symmetry of the equation, the only
examples of new behavior at the critical level.
Theorem 2 (Dynamical classification at the critical level). Let N ∈ {3, 4, 5}. Let (u0, u1) ∈
H˙1 × L2 such that
(1.11) E(u0, u1) = E(W, 0) =
1
NCNN
.
Let u be the solution of (1.1) with initial conditions (u0, u1) and I its maximal interval of
definition. Then the following holds:
(a) If
∫
|∇u0|2 <
∫
|∇W |2 = 1
CNN
then I = R. Furthermore, either u = W− up to the
symmetry of the equation, or ‖u‖
L
2(N+1)
N−2
t,x
<∞.
(b) If
∫
|∇u0|2 =
∫
|∇W |2 then u =W up to the symmetry of the equation.
(c) If
∫
|∇u0|2 >
∫
|∇W |2, and u0 ∈ L2 then either u = W+ up to the symmetry of the
equation, or I is finite.
The constant CN is defined in (1.3). In the theorem, by u equals v up to the symmetry of the
equation, we mean that there exists t0 ∈ R, x0 ∈ RN , λ0 > 0, δ0, δ1 ∈ {−1,+1} such that
u(t, x) =
δ0
λ
(N−2)/2
0
v
( t0 + δ1t
λ0
,
x+ x0
λ0
)
.
Remark 1.3. Case (b) is a direct consequence of the variational characterization of W given
by (1.4). Furthermore, using assumption (1.11), it shows (by continuity of u in H˙1 and the
conservation of energy) that the assumptions
∫
|∇u(t0)|2 <
∫
|∇W |2,
∫
|∇u(t0)|2 >
∫
|∇W |2
do not depend on the choice of the initial time t0. Of course, this dichotomy does not persist
when E(u0, u1) > E(W, 0).
Remark 1.4. Theorem 2 is also the analoguous, for the wave equation, of Theorem 2 of [DM07]
for NLS, but without any radial assumption. The nonradial situation carries various problems
partially solved in [KM06b], the major difficulty being a sharp control in time of the space local-
ization of the energy. We conjecture that the NLS result also holds in the nonradial situation.
Note that case (a) implies (W being radial) that any solution of (1.1) satisfying (1.11) and whose
initial condition is not radial up to a space-translation must scatter if
∫ |∇u0|2 < ∫ |∇W |2.
Remark 1.5. In dimension N = 3 or N = 4, W+ is not in L2, and case (c) means that any
critical-energy solution such that
∫ |∇u0|2 > ∫ |∇W |2 and u0 ∈ L2 blows-up for t < 0 and t > 0.
It seems a delicate problem to get rid of the assumption u0 ∈ L2.
Remark 1.6. As a corollary, in dimension N = 5, a dynamical characterization of W is obtained.
It is, up to the symmetry of the equation, the only L2-solution such that E(u0, u1) ≤ E(W, 0)
that does not explode and does not scatter neither for positive nor negative time.
The paper is organized as follows. In Section 2 we recall previous results on the Cauchy
Problem for (1.1) and give preliminary properties of solutions of (1.1) at the energy threshold
such that
∫ |∇u0|2 < ∫ |∇W |2 and which do not scatter for positive times. These properties
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mainly follow from [KM06b]. In Section 3, we show that these solutions converge exponentially
to W as t → +∞, which is the first step of the proof of Theorem 2 in case (a). In Section 4,
we show the same result for energy-threshold solutions such that
∫ |∇u0|2 > ∫ |∇W |2, u0 ∈ L2
and that are globally defined for positive time. In Section 5, we study the linearized equation
around the solution W . Both theorems are proven in Section 6. The main tool of the proofs is
a fixed point giving the existence of the special solutions and, by the uniqueness property, the
rigidity result in Theorem 2.
2. Preliminaries of subcritical threshold solutions
2.1. Quick review on the Cauchy problem. We recall some results on the Cauchy Problem
for (1.1). We refer to [KM06b, Section 2], for a complete overview. If I is an interval, write
S(I) := L
2(N+1)
N−2 (I × RN ), N(I) := L 2(N+1)N+3 (I × RN)(2.1)
‖u‖ℓ(I) := ‖u‖S(I) + ‖D1/2x u‖
L
2(N+1)
N−1 (I×RN )
+ ‖∂tD−1/2x u‖
L
2(N+1)
N−1 (I×RN )
.(2.2)
We first consider the free wave equation:
∂2t u−∆u = f, t ∈ (0, T )(2.3)
u↾t=0 = u0, ∂tu↾t=0 = u1,(2.4)
where D
1/2
x f ∈ N(0, T ), u0 ∈ H˙1, u1 ∈ L2. The solution of (2.3), (2.4) is given by
u(t, x) = cos
(
t
√
−∆)u0 + sin (t√−∆)√−∆ u1 +
∫ t
0
sin
(
(t− s)√−∆)√−∆ f(s)ds.
Then we have the following Strichartz estimates (see [GV95, LS95]).
Proposition 2.1. Let u and f be as above. Then u ∈ C0(0, T ; H˙1) and ∂tu ∈ C0(0, T ;L2).
Furthermore, for a constant C > 0 independent of T ∈ [0,∞]
(2.5) ‖u‖ℓ(0,T ) + sup
t∈[0,T ]
‖∇u(t)‖2 + ‖∂tu(t)‖2 ≤ C
(
‖∇u0‖2 + ‖u1‖2 +
∥∥D1/2x f∥∥N(0,T )) .
Furthermore, if D
1/2
x f ∈ N(T,+∞),
(2.6) ∀t ≥ 0,
∥∥∥∥∥∇
(∫ +∞
T
sin
(
(t− s)√−∆)√−∆ f(s)ds
)∥∥∥∥∥
2
+
∥∥∥∥∥∂t
(∫ +∞
T
sin
(
(t− s)√−∆)√−∆ f(s)ds
)∥∥∥∥∥
2
≤ C∥∥D1/2x f∥∥N(T,+∞).
A solution of (1.1) on an interval I ∋ 0 is a function u ∈ C0(I, H˙1) such that ∂tu ∈ C0(I, H˙1)
and u ∈ S(J) for all interval J ⋐ I and
u(t, x) = cos
(
t
√−∆)u0 + sin (t√−∆)√−∆ u1 +
∫ t
0
sin
(
(t− s)√−∆)√−∆ |u(s)| 4N−2u(s)ds.
Proposition 2.2. (see [Pec84, GSV92, SS94])
(a) Existence. If u0 ∈ H˙1, u1 ∈ L2, there exists an interval I ∋ 0 and a solution u of (1.1)
on I with initial conditions (u0, u1).
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(b) Uniqueness. If u and u˜ are solutions of (1.1) on an interval I ∋ 0 such that u(0) = u˜(0)
and ∂tu(0) = ∂tu˜(0), then u = u˜ on I.
According to Proposition 2.2, if (u0, u1) ∈ H˙1 × L2, there exists a maximal open interval of
definition for the solution u of (1.1), that we will denote by (−T−(u), T+(u)). The following
holds
Proposition 2.3.
(a) Finite blow-up criterion. If T+ := T+(u) <∞ then
‖u‖S(0,T+) =∞.
A similar result holds for negative times.
(b) Continuity. Let u be a solution of (1.1) on an interval I with initial condition (u0, u1) ∈
H˙1 × L2. If (uk) is a sequence of solution of (1.1) with initial conditions
(uk0 , u
k
1) −→
k→+∞
(u0, u1) in H˙
1 × L2
and J ⋐ (−T−, T+), then for large k, J ⊂
(−T−(uk), T+(uk)), and
(uk, ∂tu
k) −→
k→+∞
(u, ∂tu) in C
0(J, H˙1)× C0(J,L2), uk −→
k→+∞
u in S(J).
(c) Scattering. If u is a solution of (1.1) such that T+(u) = ∞ and ‖u‖S(0,∞) < ∞, then u
scatters.
(d) Finite speed of propagation. (see [KM06b, Lemma 2.17]) There exist ε0, C0 > 0, de-
pending only on ‖∇u0‖2 and ‖u1‖2, such that if there exist M, ε > 0 satisfying ε < ε0
and
∫
|x|≥M |∇xu0|+ 1|x|2 |u0|2 + |u0|2
∗
+ |u1|2 ≤ ε, then,
∀t ∈ [0, T+(u)),
∫
|x|≥ 3
2
M+t
|∇u(t, x)|2 + 1|x|2 |u(t, x)|
2 + |u|2∗ + |∂tu(t, x)|2dx ≤ C0ε.
2.2. Properties of subcritical threshold solutions. We are now interested in solutions of
(1.1) with maximal interval of definition (T−, T+) and such that
E(u0, u1) = E(W, 0), ‖∇u0‖2 < ‖∇W‖2(2.7)
‖u‖S(0,T+) =∞.(2.8)
We start with the following claim (see [KM06b, Theorem 3.5]).
Claim 2.4 (Energy Trapping). Let u be a solution of (1.1) satisfying (2.7). Then for all t in
the interval of existence (−T−, T+) of u.
(2.9) ‖∇u(t)‖22 +
N
2
‖∂tu‖22 ≤ ‖∇W‖22.
Proof. Recall the following property which follows from a convexity argument
(2.10) ∀v ∈ H˙1, ‖∇v‖22 ≤ ‖∇W‖22 and E(v, 0) ≤ E(W, 0) =⇒
‖∇v‖22
‖∇W‖22
≤ E(v, 0)
E(W, 0)
.
(See [DM07, Claim 2.6]). Let u be as in the claim. Note that by remark 1.3 ‖∇u(t)‖2 <
‖∇W‖2 for all t in the domain of existence of u. Now, according to (2.10) and the fact that
E(u(t), ∂tu(t)) = E(W, 0),
‖∇u(t)‖22
‖∇W‖22
≤ E(u, ∂tu)−
1
2‖∂tu(t)‖22
E(W, 0)
=
E(W, 0) − 12‖∂tu(t)‖22
E(W, 0)
,
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which yields (2.9), recalling that NE(W, 0) = ‖∇W‖22. 
We recall now some key results from [KM06b]. In their work, these results are shown for a
critical element u, where assumptions (2.7) are replaced by E(u0, u1) < E(W, 0), and ‖∇u0‖2 <
‖∇W‖2. Rather than recalling the proofs which are long and far from being trivial, we will
briefly explain how they adapt in our case. If (f, g) is in H˙1 × L2, we write
(f, g)λ0,x0(y) =
 1
λ
N
2
−1
0
f
( y
λ0
+ x0
)
,
1
λ
N
2
0
g
( y
λ0
+ x0
) , fλ0,x0(y) = 1
λ
N
2
−1
0
f
( y
λ0
+ x0
)
.
Lemma 2.5. Let u be a solution of (1.1) satistisfying (2.7) and (2.8). Then there exist contin-
uous functions of t, (λ(t), x(t)) such that
K :=
{(
u(t), ∂tu(t)
)
λ(t),x(t)
, t ∈ [0, T+)
}
has compact closure in H˙1 × L2.
The proof of Lemma 2.5, which corresponds to Proposition 4.2 in [KM06b], is very close
to the proof of Proposition 4.1 in [KM06a] and of Proposition 2.1 in [DM07]. The two main
ingredients are the fact, proven in [KM06b] that a solution of (1.1) such that E(u0, u1) < E(W, 0)
and ‖∇u0‖2 < ‖∇W‖2 is globally defined and scatters, a Lemma of concentration-compactness
for solution to the linear wave equation due to Bahouri and Ge´rard [BG99], and variational
estimates as in Claim 2.4.
Proposition 2.6 ([KM06b]). Let u be a solution of (1.1) satisfying (2.7) and (2.8). Assume
that there exist functions (λ(t), x(t)) such that
K :=
{(
u(t), ∂tu(t)
)
λ(t),x(t)
, t ∈ [0, T+)
}
has compact closure in . . . × L2 and that one of the following holds
(a) T+ <∞, or
(b) T+ = +∞ and there exists λ0 > 0 such that ∀t ∈ [0,+∞), λ(t) ≥ λ0.
Then
∫
u1∇u0 = 0.
Proof. If inft∈(−T−,T+) ‖∂tu(t)‖22 = 0, then, using that ‖∇u(t)‖2 is bounded, and that
∫
∂tu∇u(t)
is conserved, we get immediately that
∫
u1∇u0 = 0. Thus we may assume
(2.11) ∃δ0 > 0, ∀t ∈ (−T−, T+), ‖∇u(t)‖22 ≤ ‖∇W‖22 − δ0.
In this case, the proof is the same as in [KM06b, Propositions 4.10 and 4.11] which is shown
under assumption (2.8) and
(2.12) ‖∇u0‖2 < ‖∇W‖2, E(u0, u1) < E(W, 0).
This implies by variational estimates (2.11), which is what is really needed in the proof of the
proposition. 
Proposition 2.7 ([KM06b]). Let u be a solution of (1.1) satisfying (2.7) and (2.8). Assume
(2.13)
∫
u1∇u0 = 0.
Then T+ =∞.
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This result is proven in [KM06b, Section 6] under the assumptions (2.8) and (2.12), but
assumption (2.12) is only used to show that ‖∇u(t)‖2 is bounded, which is, in our case, a
consequence of (2.7) (see [KM06b, Remark 6.14]).
As a consequence of Proposition 2.6 and 2.7 we have, following again [KM06b]:
Proposition 2.8. Let u be a solution of (1.1) satisfying (2.7) and (2.8). Let λ(t), x(t) given
by Lemma 2.5. Then
(a) T+ =∞.
(b) lim
t→+∞
tλ(t) = +∞.
(c)
∫
RN
u1∇u0 = 0.
(d) lim
t→+∞
x(t)
t
= 0.
Corollary 2.9. Let u be a solution of (1.1) with maximal interval of definition (−T−, T+) and
such that E(u0, u1) ≤ E(W, 0) and ‖∇u0‖2 ≤ ‖∇W‖2. Then
T+ = T− = +∞.
Proof of Corollary 2.9. It is a consequence of (a). Indeed, if ‖∇u0‖2 = ‖∇W‖2, then by Claim
2.4, u1 = 0. Furthemore by (2.10), E(W, 0) = E(u0, 0) = E(u0, u1). Thus ‖u0‖2∗ = ‖W‖2∗ , and,
by the characterization (1.4) of W , u0 = ±Wλ0,x0 for some parameters λ0, x0. By uniqueness in
(1.1), u is one of the stationnary solutions ±Wλ0,x0 , which are globally defined.
Let us assume now ‖∇u0‖2 < ‖∇W‖2. Then if E(u0, u1) < E(W, 0), we are in the setting of
[KM06b, Theorem 1.1], which asserts than T+ = T− = +∞. On the other hand, if E(u0, u1) =
E(W, 0), then if ‖u‖S(0,T+) < ∞, we know by the finite blow-up criterion of Proposition 2.3,
that T+ = ∞, and if ‖u‖S(0,T+) = ∞, then by (a), T+ = ∞. The same argument for negative
times shows that T− =∞. 
Proof of Proposition 2.8. Proof of (a). Let u be as in Lemma 2.5. By Proposition 2.6, if
T+ < ∞, then
∫
u1∇u0 = 0, but then by Proposition 2.7, T+ = ∞ which is a contradiction.
Thus T+ =∞, which shows (a).
Proof of (b). Assume that (b) does not hold. Then there exists a sequence tn → +∞ such that
(2.14) lim
n→+∞
tnλ(tn) = τ0 ∈ [0,+∞).
Consider
wn(s, y) =
1
λ(tn)
N−2
2
u
(
tn +
s
λ(tn)
, x(tn) +
y
λ(tn)
)
.(2.15)
wn0(y) = wn(0, y), wn1(y) = ∂swn(0, y).(2.16)
By the compactnees of K, (wn0, wn1)n converges (up to the extraction of a subsequence) in
H˙1×L2. Let (w0, w1) be its limit, and w be the solution of (1.1) with initial condition (w0, w1).
Note that E(w0, w1) = E(W, 0) and ‖∇w0‖2 ≤ ‖∇W‖2. Thus by Corollary 2.9
T−(w0, w1) =∞.
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Furthermore, as −tnλ(tn) → −τ0, and by the continuity of the Cauchy Problem for (1.1) ((b)
in Proposition 2.3),
1
λ(tn)
N−2
2
u0
(
x(tn) +
y
λ(tn)
)
= wn(−tnλ(tn), y) −→
n→∞
w(−τ0, y) in H˙1
1
λ(tn)
N
2
u1
(
x(tn) +
y
λ(tn)
)
= ∂swn(−tnλ(tn), y) −→
n→∞
∂sw(−τ0) in L2.
Since λ(tn) tends to 0, we obtain that w(−τ0) = 0 and ∂sw(−τ0) = 0, which contradicts the
equality E(w0, w1) = E(W, 0). The proof of (b) is complete.
Proof of (c). According to (a), T+ =∞. By Proposition 2.7, (c) holds unless
(2.17) lim inf
t≥0
λ(t) = 0.
Let us show (c) in this case. We will use the same argument as in the proof of Theorem 7.1 in
[KM06b]. Let us sketch it. Consider (tn)n such that
(2.18) tn −→
n→∞
+∞, λ(tn) −→
n→∞
0, and ∀t ∈ [0, tn), λ(t) > λ(tn).
Define wn, wn0 and wn1 by (2.15) and (2.16), and consider (w0, w1) ∈ H˙1 × L2 such that
(2.19) lim
n→+∞
(wn0, wn1)n = (w0, w1) in H˙
1 × L2,
and w the solution of (1.1) with initial conditions (w0, w1).
By Corollary 2.9, T−(w) =∞. By (2.8) and (b) in Proposition 2.3,
(2.20) ‖w‖S(−∞,0) = +∞.
Now, fix s ≤ 0, and consider
λ˜n(s) =
λ
(
tn +
s
λ(tn)
)
λ(tn)
, x˜n(s) = λ(tn)
[
x
(
tn +
s
λ(tn)
)
− x(tn)
]
.
By (b), tnλ(tn)→ +∞, and thus for large n, 0 < tn + sλ(tn) ≤ tn. Hence by (2.18),
(2.21) ∃n0(s), ∀n ≥ n0(s), λ˜n(s) ≥ 1.
Now, for t = t(n, s) := tn +
s
λn(s)
,
vn0(s, y) :=
1
λ˜n(s)
N−2
2
wn
(
s, x˜n(s) +
y
λ˜n(s)
)
=
1
λ(t)
N−2
2
u
(
t, x(t) +
y
λ(t)
)
,(2.22)
vn1(s, y) :=
1
λ˜n(s)
N
2
(∂swn)
(
s, x˜n(s) +
y
λ˜n(s)
)
=
1
λ(t)
N
2
(∂tu)
(
t, x(t) +
y
λ(t)
)
.(2.23)
which shows that (vn0(s), vn1(s)) ∈ K. In view of (2.19) and the continuity property (b) in
Proposition 2.3, (wn(s), ∂swn(s)) converges in H˙
1 × L2. By the compactness of K and (2.21)
this shows that there exists λ˜(s) ∈ [1,+∞), x˜(s) ∈ RN such that for some subsequences,
lim
n→+∞
λ˜n(s)) = λ˜(s), lim
n→+∞
x˜n(s)) = x˜(s)
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and (
1
λ˜(s)
N−2
2
w
(
s, x˜(s) +
·
λ˜(s)
)
,
1
λ˜(s)
N
2
(∂sw)
(
s, x˜(s) +
·
λ˜(s)
))
∈ K.
Thus w fullfills all the assumptions of Proposition 2.6, case (b), which shows that
∫
w1∇w0 =
0. By (2.19) and the conservation of
∫
∂tu(t)∇u(t)∫
u1∇u0 =
∫
∂tu(tn)∇u(tn) =
∫
wn1∇wn0 −→
n→∞
∫
w1∇w0 = 0.
The proof of (c) is complete.
Proof of (d).
We follow the lines of the proof of Lemma 5.5 in [KM06b]. Assume that (d) does not hold,
and consider tn → +∞ such that
|x(tn)|
tn
≥ ε0 > 0.
In particular, x(t) is not bounded. We may assume that x(0) = 0, λ(0) = 1 and that x and λ
are continuous. For R > 0, let
t0(R) := inf
{
t ≥ 0, |x(t)| ≥ R} ∈ [0,+∞).
Thus t0(R) is well defined, t0(R) > 0, |x(t)| < R for 0 ≤ t < t0(R) and |x(t0(R))| = R. As a
consequence, if Rn := |x(tn)|, then tn ≥ t0(Rn), which implies
(2.24)
Rn
t0(Rn)
≥ ε0.
Let
(2.25) e(u) :=
1
2
|∂tu|2 + 1
2
|∇u|2 − 1
2∗
|u|2∗ , r(u) := |∂tu|2 + |∇u|2 + 1|x|2 |u|
2 + |u|2∗ .
By compactness of K, we know that for each ε > 0, there exists R0(ε) such that
(2.26) ∀t ≥ 0,
∫
λ(t)|x−x(t)|≥R0(ε)
r(u)dx ≤ ε.
Let ϕ ∈ C∞0 (RN ) be radial, nonincreasing and such that ϕ(x) = 1 for |x| ≤ 1 and ϕ(x) = 0 if
|x| ≥ 2. Let ψR(x) := xϕ( xR ). Let ε > 0, to be chosen later independently of n and
R˜n :=
R0(ε)
inft∈[0,t0(Rn)] λ(t)
+ |x(tn)| = R0(ε)
inft∈[0,t0(Rn)] λ(t)
+Rn
z eRn(t) :=
∫
RN
ψ eRn(x)e(u)(t, x)dx.
Note that
(2.27) 0 ≤ t ≤ t0(Rn), |x| ≥ R˜n =⇒ λ(t)|x− x(t)| ≥ λ(t)(R˜n −Rn) ≥ R0(ε).
Step 1. Bound on z′eRn
(t). Let us show
(2.28) ∃C1 > 0, ∀n, 0 ≤ t ≤ t0(Rn) =⇒ |z′eRn(t)| ≤ C1ε.
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Indeed by explicit calculation and equation (1.1) (see [KM06b, Lemma 5.3]), we get recalling
that by (c) and the conservation of the moment
∫
∂tu(t)∇u(t) =
∫
u1∇u0 = 0
(2.29) z′eRn
(t) =
∫
RN
∂tu∇u+O
(∫
|x|≥ eRn
r(u)dx
)
= O
(∫
|x|≥ eRn
r(u)dx
)
Estimate (2.28) then follows from (2.26) and (2.27)
Step 2. Bounds on z eRn(0) and z eRn(t0(Rn)). We next show
|z eRn(0)| ≤ 2εR˜n +MR0(ε)(2.30)
Rn
(
E(W )− ε)− 2R˜nε−M R0(ε)
λ(t0(Rn))
≤ |z eRn(t0(Rn))|,(2.31)
where M := supt≥0
∫
r(u)(t, x)dx ≤ C‖∇W‖22 by Claim 2.4. We have.
|z eRn(0)| =
∫
|x|≥R0(ε)
ψ eRne(u)dx +
∫
|x|≤R0(ε)
ψ eRne(u)dx.
Recall that |ψ eRn(x)| ≤ |x| ≤ 2R˜n. According to (2.26) (using that x(0) = 0 and λ(0) = 1), the
first term is bounded by 2R˜nε. The second term is bounded by R0(ε)
∫
r(u)dx, which yields
(2.30).
Write, for t ∈ [0, t0(Rn)]
(2.32) z eRn
(
t
)
=
∫
λ(t)|x−x(t)|≥R0(ε)
ψ eRne(u)dx+
∫
λ(t)|x−x(t)|≤R0(ε)
ψ eRne(u)dx
Using again (2.26), we get
∣∣∣∫λ(t)|x−x(t)|≥R0(ε) ψ eRne(u)dx∣∣∣ ≤ 2R˜nε. According to (2.27) and the
definition of ψ eRn , if λ(t)|x − x(t)| < R0(ε), then |x| < R˜n which implies ψ eRn(x) = x. Thus the
second term of (2.32) is
(2.33)
∫
λ(t)|x−x(t)|≤R0(ε)
xe(u)dx
=
∫
λ(t)|x−x(t)|≤R0(ε)
x(t)e(u)dx +
∫
λ(t)|x−x(t)|≤R0(ε)
(x− x(t))e(u)dx.
The second term in the right-hand side of (2.33) is bounded by R0(ε)λ(t)
∫
r(u)(t, x)dx. On the
other hand ∫
λ(t)|x−x(t)|≤R0(ε)
x(t)e(u)dx = x(t)E(W ) −
∫
λ(t)|x−x(t)|≥R0(ε)
x(t)e(u)dx
and thus by (2.26)
(2.34)
∣∣∣∣∣
∫
λ(t)|x−x(t)|≤R0(ε)
x(t)e(u)dx
∣∣∣∣∣ ≥ |x(t)|(E(W ) − ε).
Combining (2.33) and (2.34) with t = t0(Rn) we get (2.31).
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Step 3. Conclusion of the proof of (d). According to the two precedent steps
C1εt0(Rn) ≥ Rn(E(W )− ε)− 4R˜nε− 2MR0(ε)
λ(t0(Rn))
C1ε ≥ Rn
t0(Rn)
(E(W )− ε)− 4 R˜n
t0(Rn)
ε−M R0(ε)
t0(Rn)λ(t0(Rn))
.(2.35)
As a consequence of (b)
t0(Rn)λ(t0(Rn))→ 0 as n→∞.
Furthermore
eRn
t0(Rn)
= Rnt0(Rn)+
R0(ε)
t0(Rn) inft∈[0,t0(Rn)] λ(t)
. Again by (b), t0(Rn) inft∈[0,t0(Rn)] λ(t) tends
to +∞. Thus
R˜n
t0(Rn)
=
Rn
t0(Rn)
+ o(1), n→∞.
Together with (2.24) and (2.35), we get
C1ε ≥ Rn
t0(Rn)
(E(W ) − 5ε) + o(1) ≥ ε0(E(W )− 5ε) + o(1), n→∞.
Chosing ε small enough, so that C1ε ≤ ε04 E(W ) and E(W )−5ε > 12E(W ) we get a contradiction.

3. Convergence to W in the subcritical case
The aim of this section is to prove the following result in the subcritical situation (‖∇u0‖2 <
‖∇W‖2), which is the nonradial version of the result of [DM07, Proposition 3.1] in the NLS
radial setting. The main difficulty here compared to [DM07] and [KM06b] is to control the
space localization of the energy (see §3.3).
Proposition 3.1. Let u be a solution of (1.1) such that (2.7) and (2.8) hold. Then there exist
λ0, x0 such that
(3.1) ‖∇(u(t)−Wλ0,x0)‖2 + ‖∂tu‖2 ≤ Ce−ct.
Furthermore,
(3.2) ‖u‖S(−∞,0) <∞.
Remark 3.2. From Corollary 2.9, (2.7) implies that u is defined on R.
3.1. Convergence for a subsequence. Let
(3.3) d(t) :=
∣∣∣∣∫ |∇u(t, x)|2dx− ∫ |∇W (x)|2dx∣∣∣∣+ ∫ |∂tu(t, x)|2dx.
Then the equality E(u(t), ∂tu(t)) = E(W, 0) implies
∣∣∣‖u‖2∗2∗ − ‖W‖2∗2∗ ∣∣∣ ≤ Cd(t). It is known (see
[Lio85]) that the variational characterization (1.4) ofW by Aubin and Talenti implies that there
exists a function ε0(δ) such that ε0(δ)→ 0 as δ → 0 and, for any fixed t
(3.4) inf
µ,X,±
∥∥∇(uµ,X(t)±W )∥∥2 ≤ ε0(d(t)).
The key point of the proof of Proposition 3.1 is to show that d(t) tends to 0, which by (3.4)
implies that there exists (λ(t), x(t))t≥0 such that uλ(t),x(t)(t)−W tends to 0 in H˙1 as t tends to
+∞. We first show:
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Lemma 3.3. Let u be a solution of (1.1) such that (2.7) and (2.8) hold. Then
(3.5) lim
T→+∞
1
T
∫ T
0
d(t)dt →
t→+∞
0.
Corollary 3.4. There exists an increasing sequence τn → +∞ such that
lim
n→+∞
d(τn) = 0.
Proof. Let ϕ be a C∞ function such that ϕ(x) = 1 if |x| ≤ 1 and ϕ(x) = 0 if |x| ≥ 2. For R > 0,
write
(3.6) ϕR(x) = ϕ(x/R) and ψR(x) = xϕ(x/R).
Let ε > 0. Consider as in [KM06b, §5]
(3.7) gR(t) :=
∫
ψR.∇xu∂tudx+ (N − 1
2
)
∫
ϕRu∂tudx.
Step 1. Bound on gR(t). We first show
(3.8) ∃C1 > 0, ∀t ≥ 0, |gR(t)| ≤ C1R.
Indeed, note that suppϕR ∪ suppψR ⊂ {|x| ≤ 2R}, so that |ψR(x)| ≤ 2R and |ϕR(x)| ≤ 2R|x| .
Hence
|gR(t)| ≤ 2R
∫
|∇xu∂tu|dx+ N
2
∫
2R
|x| |u∂tu|dx,
which yields (3.8) by Hardy’s inequality and Claim 2.4.
Step 2. Bound on g′R(t). There exists C2 > 0, c > 0, such that for all ε > 0, there exists
t1 = t1(ε) > 0 such that
(3.9) ∀t ∈ [t1, T ], g′εT (t) ≤ −cd(t) + C2ε.
By explicit computation and the equality E(u0, u1) = E(W, 0) (see Claim C.1 in the appendix)
g′εT (t) =
1
N − 2
∫
|∂tu|2dx− 1
N − 2
(∫
|∇W |2dx−
∫
|∇u|2dx
)
+O
(∫
|x|≥εT
r(u)dx
)
,
where r(u) is defined in (2.25). Note that by Claim 2.4 an elementary calculation
(3.10) − 1
N − 2
∫
|∂tu|2dx+ 1
N − 2
(∫
|∇W |2dx−
∫
|∇u|2dx
)
≥ 1
N + 2
(∫
|∂tu|2dx+
∫
|∇W |2dx−
∫
|∇u|2dx
)
.
Thus there exists C2 > 0 such that
(3.11) g′R(t) ≤ −
1
N + 2
d(t) +C2
∫
|x|≥εT
r(u).
By Proposition 2.8, tλ(t)→ +∞ and |x(t)|/t→ 0. Thus we may chose t1 = t1(ε) such that
t ≥ t1 =⇒ |x(t)| ≤ ε
2
t and |λ(t)| ≥ 2R0(ε)
εt
,
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where R0(ε) is defined in (2.26) Then for t1 ≤ t ≤ T ,
|x| ≥ εT =⇒ λ(t)(|x| − |x(t)|) ≥ 2R0(ε)
εT
(
εT − εT
2
)
≥ R0(ε),
which yields, together with (2.26) and (3.11), our expected estimate (3.9).
Step 3. End of the proof.
Integrating (3.9) between t1 and T , one gets
gεT (T )− gεT (t1) =
∫ T
t1
g′εT (t)dt ≤ −c
∫ T
t1
d(t)dt+ C2(T − t1)ε.
and thus, by (3.8),
c
T
∫ T
t1
d(t) ≤ 2C1ε+ C2ε,
hence
lim sup
T→+∞
1
T
∫ T
0
d(t)dt ≤ 2C1 +C2
c
ε
which yields the result. 
3.2. Modulation of solutions. We will now precise, using modulation theory, the dynamics
of solutions of (1.1) near W . We will only suppose
(3.12) E(u0, u1) = E(W, 0),
without any further assumption on the size of ‖∇u0‖2. We have the following development of
the energy near W :
(3.13) E(W + f, g) = E(W, 0) +Q(f) +
1
2
‖g‖22 +O
(‖∇f‖32), f ∈ H˙1, g ∈ L2
where Q is the quadratic form on H˙1 defined by
(3.14) Q(f) :=
1
2
∫
|∇f |2 − N + 2
2(N − 2)
∫
W
4
N−2 f2.
Let us specify an important coercivity property of Q. Consider the orthogonal directions W ,
W˜ , Wj, j = 1 . . . N in the real Hilbert space H˙
1 = H˙1(RN ,C) where W˜ and Wj are defined by
W˜ = c˜
∂
∂µ
(Wµ,X)↾(µ,X)=(1,0) = −c˜
(N − 2
2
W + x · ∇W
)
Wj = cj
∂
∂Xj
(Wµ,X)↾(µ,X)=(1,0) = cj∂xjW.
(3.15)
and the constants c˜, c1, . . . , cN are chosen so that
(3.16) ‖∇W˜‖2 = ‖∇W1‖2 = . . . ‖∇WN‖2 = 1.
We have
(3.17) Q(W ) = − 2
(N − 2)CNN
, Q
↾span{fW,W1,...,Wn} = 0,
where CN is the best Sobolev constant in dimension N . The first assertion follows from direct
computation and the fact that ‖W‖2∗2∗ = ‖∇W‖22 = 1CN
N
. From (3.13), (3.15), and the invariance
of E by all transformations f 7→ fµ,X , we get that Q(W˜ ) = Q(W1) = . . . = Q(WN ) = 0.
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Furthermore, it is easy to check that W˜ , W1, . . . , WN are Q-orthogonal, which gives the second
assertion.
Let H := span{W, W˜ ,W1, . . . ,WN} and H⊥ its orthogonal subspace in the real Hilbert space
H˙1. The quadratic form Q is nonpositive on H. By the following claim, Q is positive definite
on H⊥ (see [Rey90, Appendix D] for the proof).
Claim 3.5. There is a constant c˜ > 0 such that for all radial function f˜ in H⊥
Q(f˜) ≥ c˜‖∇f˜‖22.
Now, let u be a solution of (1.1) satisfying (3.12) and define d(t) as in (3.3). We would like
to specify (3.4). We start by chosing µ and X.
Claim 3.6. There exists δ0 > 0 such that for all solution u of (1.1) satisfying (3.12), and for
all t in the interval of existence of u such that
(3.18) d(t) ≤ δ0,
there exists (µ(t),X(t)) ∈ (0,+∞)× RN such that
uµ,X ∈ {W˜ ,W1, . . . ,WN}⊥.
We omit the proof of Claim 3.6, which follows from (3.4) and the implicit function Theorem.
We refer for example to [DM07, Claim 3.5] for a similar proof.
If a and b are positive, we write a ≈ b when C−1a ≤ b ≤ Ca with a positive constant C
independent of all parameters of the problem.
Now, consider u satisfying (3.12) and assume that on an open subset J of its interval of
definition, u also satisfies (3.18).
According to the preceding claim, there exist (µ(t),X(t)) such that
∀t ∈ J, uµ,X(t) ∈ {W˜ ,W1, . . . ,WN}⊥.
We will prove the following lemma, which is a consequence of Claim 3.5, in Appendix A.
Lemma 3.7 (Estimates on the modulation parameters). Let u, µ, X be as above. Changing u
into −u if necessary, write
uµ,X(t) = (1 + α(t))W + f˜(t), 1 + α :=
1
‖∇W‖22
∫
∇W · ∇uµ,Xdx, f˜ ∈ H⊥.
Then
|α| ≈ ‖∇(αW + f˜)‖ ≈ ‖∇f˜‖2 + ‖∂tu‖2 ≈ d(t)(3.19) ∣∣∣∣α′µ
∣∣∣∣+ ∣∣∣∣ µ′µ2
∣∣∣∣+ ∣∣X ′(t)∣∣ ≤ Cd(t).(3.20)
3.3. Exponential convergence to W . Using Subsections 3.1 and 3.2, we are now ready to
prove Proposition 3.1
Let u be as in the proposition. By Lemma 2.5, we may assume that
There exist functions λ(t), x(t) continuous on [0,+∞) such that
K :=
{(
u(t), ∂tu(t)
)
λ(t),x(t)
, t ∈ [0,+∞)
}
is relatively compact in H˙1 × L2.(3.21)
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Let µ(t) and X(t) be the modulation parameters of Subsection 3.2, defined for d(t) ≤ δ0. It is
easy to see that the compactness of K implies that the set
K1 :=
{(
u(t), ∂tu(t)
)
[µ(t),X(t)]
, t ∈ [0,+∞), d(t) < δ0
}
has compact closure in H˙1 × L2. By an elementary construction, one can find continuous
functions λ˜(t) and x˜(t) of t ∈ [0,+∞) such that (λ˜(t), x˜(t)) = (X(t), µ(t)) if d(t) ≤ δ0. The set
K˜ defined as in (3.21) has compact closure in H˙1×L2. We will still denote by x(t) and λ(t) the
new parameters that satisfy, in addition to (3.21),
(3.22) d(t) < δ0 =⇒ λ(t) = µ(t), x(t) = X(t).
The proof of Proposition 3.1 relies on the two following Lemmas.
Lemma 3.8 (Virial type estimates on d(t)). Let u be a solution of (1.1) satisfying (2.7), (3.21),
and (3.22). Then there is a constant C > 0 such that
0 ≤ σ < τ =⇒
∫ τ
σ
d(t)dt ≤ C
(
sup
σ≤t≤τ
|x(t)|+ 1
λ(t)
)(
d(σ) + d(τ)
)
.
Remark 3.9. We will also need the following variant of Lemma 3.8, whose proof is exactly the
same: if u satisfies the assumptions of Lemma 3.8 for all t ∈ R, then there is a constant C > 0
−∞ < σ < τ < +∞ =⇒
∫ τ
σ
d(t)dt ≤ C
(
sup
σ≤t≤τ
|x(t)|+ 1
λ(t)
)(
d(σ) + d(τ)
)
.
Lemma 3.10 (Parameters control). Let u be a solution of (1.1) fullfilling the assumptions of
Lemma 3.8. Then there exists a constant C > 0 such that
0 ≤ σ and σ + 1
λ(σ)
≤ τ =⇒ |x(τ)− x(σ)|+
∣∣∣∣ 1λ(τ) − 1λ(σ)
∣∣∣∣ ≤ C ∫ τ
σ
d(t)dt.
Remark 3.11. The technical assumption σ + 1λ(σ) < τ is needed because of the infinite choice of
parameters x(t) and λ(t) when d(t) > δ0.
Let us first assume Lemma 3.8 and 3.10 to show Proposition 3.1.
Proof of Proposition 3.1. Step 1. Let us show that, (replacing u by u(·−x∞) for some x∞ ∈ RN
if necessary), there exist c, C > 0 and λ∞ ∈ (0,∞)
(3.23)
∫ ∞
t
d(s)ds+ |λ(t)− λ∞|+ |x(t)| ≤ Ce−ct.
We first show that x(t) and 1λ(t) are bounded. According to Lemmas 3.8 and 3.10, there exists
a constant C0 > 0 such that for all 0 ≤ σ ≤ s < t ≤ τ with s+ 1λ(s) < t, we have
(3.24) |x(s)− x(t)|+
∣∣∣∣ 1λ(s) − 1λ(t)
∣∣∣∣ ≤ C0{ sup
σ≤r≤τ
(
|x(r)|+ 1
λ(r)
)}
(d(σ) + d(τ)).
Now consider the increasing sequence τn → +∞, given by Corollary 3.4, and chose n0 such that
(3.25) n ≥ n0 ⇒ d(τn) ≤ 1
4C0
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Using (3.24) with σ = s = τn0 , and τ = τn for some large n we get, in view of (3.25)
τn0 +
1
λ(τn0)
< t =⇒ |x(τn0)− x(t)|+
∣∣∣∣ 1λ(τn0) − 1λ(t)
∣∣∣∣ ≤ 12
{
sup
τn0≤r
(
|x(r)|+ 1
λ(r)
)}
.
Thus
sup
τn0+
1
λ(τn0)
≤t
(
|x(t)|+ 1
λ(t)
)
≤ 1
2
{
sup
τn0≤t
(
|x(t)|+ 1
λ(t)
)}
+ |x(τn0)|+
1
λ(τn0)
,
which shows the boundedness of x and λ.
By Lemma 3.8 between σ = t and τ = τn, and taking into account the fact that x(t) and
1
λ(t) are bounded, we get
∫ τn
t d(s)ds ≤ C(d(t) + d(τn)). Letting n goes to infinity we obtain∫ +∞
t d(s)ds ≤ Cd(t). Thus for some constants c, C > 0,
(3.26)
∫ +∞
t
d(s)ds ≤ Ce−ct,
which is the first bound in (3.23).
By (3.26), Lemma 3.10 and the fact that x(t) and 1λ(t) are bounded, we have, if σ+
1
λ(σ) < τ ,
|x(σ)− x(τ)|+ ∣∣ 1λ(σ) − 1λ(τ) ∣∣ ≤ Ce−cσ. Thus there exist x∞ ∈ RN , ℓ∞ ∈ [0,+∞) such that
|x(t)− x∞|+
∣∣∣∣ 1λ(t) − ℓ
∣∣∣∣ ≤ Ce−ct.
Translating u, we will assume x∞ = 0. It remains to show that ℓ∞ > 0. Assume that ℓ∞ = 0.
Let 0 ≤ σ ≤ s. Let τn be the sequence such that d(τn)→ 0. Then, by (3.24), if n is large enough
(so that s+ 1λ(s) < τn),
|x(s)− x(τn)|+
∣∣∣∣ 1λ(s) − 1λ(τn)
∣∣∣∣ ≤ C0 [ sup
σ≤r≤τn
(
|x(r)|+ 1
λ(r)
)]
(d(s) + d(τn)).
Letting n tends to infinity, we get, by the assumptions ℓ∞ = 0, and x∞ = 0
0 ≤ σ ≤ s =⇒ |x(s)|+ 1
λ(s)
≤ C0
[
sup
σ≤r
(
|x(r)|+ 1
λ(r)
)]
d(σ).
Taking the supremum in s in the preceding inequality, we get, if σ = τn
sup
τn≤s
|x(s)|+ 1
λ(s)
≤ C0
[
sup
τn≤s
(
|x(s)|+ 1
λ(s)
)]
d(τn).
Recalling that d(τn) tends to 0, we get a contradiction, showing that ℓ∞ > 0. The proof of
(3.23) is now complete.
Step 2. Proof of (3.1). Let us first show by contradiction
(3.27) lim
t→+∞
d(t) = 0.
Indeed, if it does not hold, there exists a subsequence of (τn)n (that we still denote by (τn)n),
and a sequence (τ˜n)n such that
τn < τ˜n, ∀t ∈ [τn, τ˜n), d(t) < δ0/2, d(τ˜n) = δ0/2.
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On [τn, τ˜n] the parameters α(t), µ(t) and X(t) of Lemma 3.7 are well-defined. By (3.23) and
Lemma 3.7.
(3.28) |α(τn)− α(τ˜n)| ≤
∫ τ˜n
τn
∣∣∣∣α′(t)µ(t)
∣∣∣∣ dt ≤ C ∫ τ˜n
τn
d(t)dt ≤ Ce−τn .
By Lemma 3.7, α(t) ≈ d(t). As d(τn) → 0 and d(τ˜n) = δ0/2, this contradicts (3.28), showing
(3.27).
In view of (3.27), there exists T > 0 such that for t ≥ T , d(t) < δ0, so that u is close to ±W
for t ≥ T . By continuity of u, the sign before W does not change for large t. Changing u into
−u if necessary, we can make it a +. Write as in Lemma 3.7
(3.29) uµ,X(t) = (1 + α(t))W + f˜(t).
Integrating the estimate |α′(t)| ≤ Cµ(t)d(t) of Lemma 3.7, we get, by (3.23), |α(t)| ≤ Ce−ct.
Furthermore, again by Lemma 3.7, ‖∇f˜‖2 + ‖∂tu‖2 . d(t) ≈ |α(t)|. Thus
(3.30) ∀t ≥ T, |α(t)|+ |µ(t)− λ∞|+ |X(t)| + ‖∇f˜‖2 + ‖∂tu(t)‖2 ≤ Ce−ct.
This implies (3.1) in view of (3.29).
Step 3. Proof of (3.2). Assume, in addition to the assumption of Proposition 3.1, that we have
(3.31) ‖u‖S(−∞,0) = +∞.
By Lemma 2.5 there exist λ(t) and x(t), defined for t ∈ R such that
K :=
{(
u(t), ∂tu(t)
)
λ(t),x(t)
, t ∈ R
}
has compact closure in H˙1 × L2. As a consequence of the preceding steps, applied to u(t, x)
and u(−t, x), we get that d(t) tends to 0 as t goes to +∞ and −∞, and that 1λ(t) and x(t) are
bounded independently of t ∈ R. By Remark 3.9,
(3.32) σ < τ ⇒
∫ τ
σ
d(t)dt ≤ C (d(σ) + d(τ)) .
Letting σ go to −∞ and τ to +∞, we get that d(t) = 0 for all t. Thus u = W up to the
invariance of the equation, which contradicts the assumption ‖∇u0‖2 < ‖∇W‖2. 
Proof of Lemma 3.8. Let R > 0 to be chosen later and gR the function defined by (3.7)
Step 1. Bound on gR. Let us show that there is a constant C0 independent of t ≥ 0 such that
(3.33) |gR(t)| ≤ C0Rd(t).
Indeed by the explicit expression of gR, the fact that ψR ≤ 2R and ϕR ≤ 2R/|x| and Hardy’s
inequality we get
|gR(t)| ≤ CR‖∂tu(t)‖2‖∇u(t)‖2 ≤ CR‖∂tu(t)‖2.
By Lemma 3.7 ‖∂tu‖2 ≤ Cd(t) for t such that d(t) ≤ δ0. As ‖∂tu‖2 is bounded by
√
2E(W )
(Claim 2.4), this bounds is valid for any t, which concludes the proof of (3.33).
Step 2. Bound on g′R. In this step we show that there exist ρ0 > 0, c > 0, independent of σ and
τ such that if for some t ∈ [σ, τ ],
(3.34) R ≥ ρ0
(
1
λ(t)
+ |x(t)|
)
,
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then
(3.35) g′R(t) ≤ −cd(t).
Indeed by Claim C.1 in the appendix,
g′R(t) =
1
N − 2
∫
|∂tu|2dx− 1
N − 2
(∫
|∇W |2dx−
∫
|∇u|2dx
)
+AR(u, ∂tu),
where AR is defined in (C.1). We first claim the following bounds on AR(u, ∂tu):
∀ε > 0, ∃ρε > 0, ∀t ≥ 0, R ≥ 2|x(t)| + ρε
λ(t)
=⇒ |AR(u, ∂tu)| ≤ ε.(3.36)
∃C1 > 0, ∀ρ ≥ 1, ∀t ≥ 0,
[
R ≥ 2|x(t)|+ 2ρ
λ(t)
and d(t) < δ0
]
(3.37)
=⇒ |AR(u(t), ∂tu(t))| ≤ C1
(
1
ρ
N−2
2
d(t) + d(t)2
)
.
By (C.1), there exists C2 > 0 such that
(3.38) AR(u, ∂tu) ≤ C2
∫
|x|≥R
r(u)dx,
where r(u) is defined in (2.25). Let ρε := 2R0(ε/C2), where R0 is defined in (2.26). Assume
that R ≥ 2|x(t)| + ρε
λ(t)
. Then
|x| ≥ R =⇒ |x− x(t)| ≥ R− |x(t)| ≥ R
2
≥ R0(ε/C2)
λ(t)
.
By (3.38) and the definition of R0, we get (3.36).
Let us show (3.37). Let t such that d(t) < δ0, where δ0 is the parameter given by §3.2. Recall
that by (3.22), λ(t) = µ(t) and X(t) = x(t).
For any λ0, x0, we know that Wλ0,x0 is a solution of (1.1) independent of t, so that gR(t) = 0,
and g′R(t) = 0, which shows by Claim C.1 that AR(Wλ0,x0 , 0) = 0. Thus
AR(u, ∂tu) = AR(u, ∂tu)−AR
(
W 1
µ
,−X , 0
)
.
By the change of variable x = X + yµ we get
(3.39)
∫
ajkR (x)∂ju(x)∂ku(x)dx−
∫
ajkR
∂
∂xj
(
W 1
µ
,−X
)
(x)
∂
∂xk
(
W 1
µ
,−X
)
(x)dx
=
∫
ajkR
(
X +
y
µ
)
∂j(W + f)∂k(W + f)dy −
∫
ajkR
(
X +
y
µ
)
∂jW∂kWdy
=
∫
ajkR
(
X +
y
µ
)
(∂jW∂kf + ∂jf∂kW ) dy +
∫
ajkR
(
X +
y
µ
)
∂jf∂kfdy.
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where f = uµ,X −W , is such that ‖∇f(t)‖2 ≤ C0d(t) by Lemma 3.7. Now, a similar calculation
on the other terms of AR(u, ∂tu)−AR(W 1
µ
,−X) yields the bound
(3.40) |AR(u, ∂tu)| =
∣∣∣AR(u, ∂tu)−AR(W 1
µ
,−X , 0
)∣∣∣
≤ C
∫
˛˛
˛X+ yµ
˛˛
˛≥R
[
|∇f |2 + |∇W · ∇f |+W 2∗−1|f |+ |f |2∗ + 1
µ2
∣∣X + yµ ∣∣2
(
W |f |+ |f |2) ]dy.
Let us bound the terms of the right-hand side of (3.40) that are linear in f Recall that
µ(t) = λ(t) and X(t) = x(t). Using that R ≥ 2|x(t)| + 2ρµ(t) , we get, if
∣∣∣X + yµ ∣∣∣ ≥ R
|y|
µ
≥ 2ρ
µ
=⇒ |y| ≥ 2ρ and
∣∣∣∣X + yµ
∣∣∣∣ ≥ ∣∣∣∣ yµ
∣∣∣∣−X ≥ ∣∣∣∣ yµ
∣∣∣∣− R2 ≥
∣∣∣∣yµ
∣∣∣∣− ρµ ≥ 12
∣∣∣∣ yµ
∣∣∣∣ .
Thus, recalling that W (y) ≈ |y|2−N for large |y|.∫
˛˛
˛X+ y
µ
˛˛
˛≥R
|∇W · ∇f |dy ≤
(∫
|y|≥2ρ
|∇W |2
)1/2
‖∇f‖2 ≤ C
ρ
N−2
2
d(t)
∫
˛˛
˛X+ yµ
˛˛
˛≥R
W 2
∗−1|f |dy ≤
(∫
|y|≥2ρ
W 2
∗
)N+2
2N
‖f‖2∗ ≤ C
ρ
N+2
2
d(t)
∫
˛˛
˛X+ y
µ
˛˛
˛≥R
W |f |
µ2
∣∣X + yµ ∣∣2dy ≤
∫
˛˛
˛X+ y
µ
˛˛
˛≥R
4
W |f |∣∣y∣∣2 ≤ C
(∫
|y|≥2ρ
1
|y|2 |W |
2
)1/2
‖∇f‖2 ≤ C
ρ
N−2
2
d(t).
By (3.40), we get (3.37).
We are now ready to show (3.35). Note that by Claim C.1, we have, for a small constant
c˜ > 0,
(3.41) g′R(t) ≤ −c˜d(t) + |AR(u, ∂tu)|.
Chose δ1 := min
{
δ0,
c˜
4C1
}
and ρ1 > 1 such that
C1
ρ
N−2
2
1
≤ c˜4 where C1 is the constant in (3.37).
By (3.37)
d(t) < δ1 and R ≥ 2
(
|x(t)|+ ρ1
λ(t)
)
=⇒ |AR(u, ∂tu)| ≤ c˜
2
d(t).
According to (3.36) with ε := c˜2δ1,
d(t) ≥ δ1 and R ≥ 2|x(t)| + ρε
λ(t)
=⇒ |AR(u, ∂tu)| ≤ c˜
2
δ1 ≤ c˜
2
d(t).
In view of (3.41), we get (3.35) under the assumption (3.34) for ρ0 := max(2ρ1, ρε, 2). Step 2 is
complete.
Step 3. End of the proof. Take
R := 2ρ0 sup
σ≤t≤τ
(
1
λ(t)
+ |x(t)|
)
,
where ρ0 is given by Step 2. Then by (3.35)
∀t ∈ [σ, τ ], cd(t) ≤ −g′R(t)
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Integrating between σ and τ , we get, in view of (3.33)
c
∫ τ
σ
d(t)dt ≤ |gR(σ)|+ |gR(τ)| ≤ C0R(d(σ) + d(τ)),
which yields the conclusion of Lemma 3.8. 
Proof of Lemma 3.10. Step 1. Bounds by compactness on a short time interval. We show that
there exists C1 > 0 such that
(3.42) ∀τ, σ ≥ 0, |τ − σ| ≤ 1
λ(τ)
=⇒ λ(τ)|x(τ) − x(σ)|+ λ(τ)
λ(σ)
+
λ(σ)
λ(τ)
≤ C1.
If not, we may find sequences τn, σn ≥ 0 such that
(3.43) |τn − σn| ≤ 1
λ(τn)
, λ(τn)|x(τn)− x(σn)|+ λ(τn)
λ(σn)
+
λ(σn)
λ(τn)
−→
n→+∞
+∞.
Extracting subsequences, we may assume
(3.44) lim
n→+∞
λ(τn)(σn − τn) = s0 ∈ [−1, 1].
Consider the solution of (1.1)
vn(s, y) :=
1
(λ(τn))
N−2
2
u
(
s
λ(τn)
+ τn,
y
λ(τn)
+ x(τn)
)
.
By compactness of K, extracting subsequences if necessary,
(
vn,
∂vn
∂s
)
↾s=0
has a limit (v0, v1) in
H˙1 × L2. Let v be the solution of (1.1) with initial condition (v0, v1), which is globally defined
according to Corollary 2.9. By Proposition 2.3 (b),
wn(y) := vn (λ(τn)(σn − τn), y) = 1
(λ(τn))
N−2
2
u
(
σn,
y
λ(τn)
+ x(τn)
)
−→
n→+∞
v(s0, y) in H˙
1.
Furthermore the compactness of K implies that the following sequence stays inside a compact
set of H˙1.
1
(λ(σn))
N−2
2
u
(
σn,
y
λ(σn)
+ x(σn)
)
=
(
λ(τn)
λ(σn)
)N−2
2
wn
(
λ(τn)
λ(σn)
y + λ(τn)(x(σn)− x(τn))
)
.
Thus λ(τn)λ(σn) ,
λ(τn)
λ(σn)
and λ(τn)(x(τn)− x(σn)) must be bounded, contradicting (3.43).
Step 2. Control of the variations of d. Let δ0 > 0 be given by Subsection 3.2. Let us show
(3.45) ∃δ1 > 0, ∀τ ≥ 0, sup
τ≤t≤τ+ 1
λ(τ)
d(t) > δ0 =⇒ inf
τ≤t≤τ+ 1
λ(τ)
d(t) > δ1.
Indeed, assume that it does not hold, so that (extracting if necessary), we may find sequences
(τn)n, (tn)n, (t
′
n)n, such that
(3.46) tn, t
′
n ∈
[
τn, τn +
1
λ(τn)
]
, d(tn)→ 0 and d(t′n) > δ0.
Let
vn(s, y) :=
1
(λ(tn))
N−2
2
u
(
s
λ(tn)
+ tn,
y
λ(tn)
+ x(tn)
)
.
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By the compactness of K, and the fact that d(tn) tends to 0, we may assume that (vn(0), ∂svn(0))
tends to some Wλ0,x0 .
By Step 1, 1λ(tn) ≤
C1
λ(τn)
, thus λ(tn)(tn − t′n) is bounded. Extracting if necessary, we may
assume limn λ(tn)(tn − t′n) = s0 ∈ [−1, 1]. By Proposition 2.3 (b),
(3.47) lim
n→∞
vn
(
λ(tn)(tn − t′n)
)
= ±Wλ0,x0 in H˙1.
Furthermore, vn(λ(tn)(tn − t′n)) =
1
λ(tn)
N−2
2
u
(
t′n,
y
λ(tn)
+ x(tn)
)
. Thus by (3.46), ‖∇W‖22 −
‖∇vn‖22 > δ0, which contradicts (3.47). Step 2 is complete.
Step 3. End of the proof We first show that , there exists C > 0 such that
(3.48) 0 ≤ σ ≤ σ˜ ≤ τ˜ ≤ τ = σ + 1
C1λ(σ)
=⇒ |x(τ˜)− x(σ˜)|+
∣∣∣∣ 1λ(τ˜ ) − 1λ(σ˜)
∣∣∣∣ ≤ C ∫ τ
σ
d(r)dr,
where C1 ≥ 1 is the constant defined in Step 1. Indeed, if d(t) ≤ δ0 for t ∈ [σ, τ ], we have by
(3.22) that x(t) = X(t) and λ(t) = µ(t) on [σ, τ ]. Thus by (3.20) in Lemma 3.7,
|x(σ˜)− x(τ˜)|+
∣∣∣∣ 1λ(σ˜) − 1λ(τ˜)
∣∣∣∣ = ∣∣∣∣∫ τ˜
σ˜
x′(t)dt
∣∣∣∣+ ∣∣∣∣∫ τ˜
σ˜
λ′(t)
λ2(t)
dt
∣∣∣∣ ≤ C ∫ τ
σ
d(t)dt,
which yields (3.48) in this case. The second case is when there exists a t ∈ [σ, τ ] such that d(t) >
δ0. By Step 2, we get that d(t) > δ1 for all t ∈ [σ, τ ]. Note that by Step 1, |σ˜−τ˜ | ≤ 1C1λ(σ) ≤ 1λ(σ˜) ,
and thus, again by Step 1, |x(σ˜)− x(τ˜)| ≤ C1λ(σ˜) and
∣∣∣ 1λ(σ˜) − 1λ(τ˜ ) ∣∣∣ = 1λ(σ˜) ∣∣∣1− λ(σ˜)λ(τ˜ ) ∣∣∣ ≤ 2C1λ(σ˜) .
|x(σ˜)− x(τ˜)|+
∣∣∣∣ 1λ(σ˜) − 1λ(τ˜ )
∣∣∣∣ ≤ 3C1λ(σ˜) ≤ 3C21λ(σ) = 3C21 |σ − τ | ≤ 3C21δ1
∫ τ
σ
d(t)dt.
The proof of (3.48) is complete.
It is straightforward to deduce the conclusion of Lemma 3.10 from (3.48) , dividing the interval
[σ, τ ] into small subintervals, and we omit the details. 
4. Supercritical case for L2 solutions
In this section we study a solution u of (1.1) such that
u0 ∈ L2(4.1)
E(u0, u1) = E(W, 0), ‖∇u0‖2 > ‖∇W‖2(4.2)
T+(u) = +∞.(4.3)
Our main result is the following.
Proposition 4.1. Let u be a solution of (1.1) with N ∈ {3, 4, 5} satisfying (4.1), (4.2) and
(4.3). Then N = 5 and changing u into −u if necessary, there exist c, C > 0 and λ0, x0 such
that
(4.4) ∀t ≥ 0, ‖∇u(t)−∇Wλ0,x0‖2 + ‖∂tu(t)‖2 ≤ Ce−ct.
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Remark 4.2. In dimension N = 3 or N = 4, Proposition 4.1 asserts than any solution of (1.1)
satisfying (4.1) and (4.2) must blow-up in finite time for positive and negative time. We are not
able to prove (4.4). Nevertheless, one can show the weaker property
lim
T→+∞
1
T
∫ T
0
d(t)dt = 0.
Let
y(t) :=
∫
RN
(u(t))2dx,
and define d(t) by (3.3). We first prove the following.
Lemma 4.3. Let u satisfying the assumptions of Proposition 4.1. Then
∀t ≥ 0, y′(t) < 0(4.5)
lim
t→+∞
y(t) = y∞ ∈ (0,+∞)(4.6) ∫ +∞
t
d(s)ds ≤ Ce−ct.(4.7)
Corollary 4.4. Under the assumptions of Proposition 4.1, T−(u) <∞.
Proof of Corollary 4.4. Indeed by (4.5), y′(t) < 0. But if T−(u) = +∞, (4.5) applied to the
solution u(−t, x) of (1.1) (which also satisfies the assumptions of Proposition 4.1) shows that
y′(t) > 0, which is a contradiction. 
Proof of Lemma 4.3. By direct calculation (and using equation (1.1) and assumption (4.2) to
compute y′′)
y′(t) = 2
∫
RN
u(t)∂tu(t)dx(4.8)
y′′(t) = 2
∫
(∂tu(t))
2 − |∇u(t)|2 + |u(t)|2∗(4.9)
= 4
N − 1
N − 2
∫
(∂tu(t))
2 +
4
N − 2
[∫
|∇u(t)|2 −
∫
|∇W |2
]
≥ d(t).
Furthermore, by Cauchy-Schwarz inequality,
(4.10) y′(t)2 ≤ 4
∫
(u(t))2
∫
(∂tu(t))
2 ≤ N − 2
N − 1y(t)y
′′(t).
Proof of (4.5).We argue by contradiction. Note that by Remark 1.3, assumption (4.2) implies
that ‖∇u(t)‖2 > ‖∇W‖2 for all t. By (4.9), y′′(t) > 0 for any t ≥ 0. Assume that for some t0,
y′(t0) ≥ 0.
(4.11) ∀t > t0, y′(t) > 0.
Hence by (4.10), N−1N−2
y′
y ≤ y
′′
y′ , which yields by integration
∀t ≥ t0 + 1, y
′(t)
y′(t0 + 1)
≥
(
y(t)
y(t0 + 1)
)N−1
N−2
,
which leads to blow-up in finite time from the fact that N−1N−2 > 1, contradicting (4.3).
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Proof of (4.6). The function y is positive and, by (4.5), decreasing. Thus
(4.12) lim
t→+∞
y(t) = y∞ ∈ [0,+∞).
We must show y∞ > 0. Let us first show that for t ≥ 0
(4.13) |y′(t)| ≤ C‖∂tu(t)‖2 ≤ Cd(t).
By Cauchy-Schwarz, |y′(t)| ≤ ‖u(t)‖2‖∂tu(t)‖2. By (4.12), ‖u(t)‖2 =
√
y(t) is bounded, which
shows the first bound in (4.13). According to Lemma 3.7, if d(s) ≤ δ0 then ‖∂tu(t)‖2 ≤ Cd(t).
Furthermore, if d(s) ≥ δ0, ‖∂tu(t)‖22 ≤ d(t) ≤ 1δ0 d(t)2, hence the bound ‖∂tu(t)‖2 ≤ Cd(t), which
concludes the proof of (4.13).
To show that y∞ > 0, we argue by contradiction. Assume that y∞ = 0. By(4.13),
(4.14) y(t) = −(y∞ − y(t)) = −
∫ +∞
t
y′(s)ds ≤ C
∫ +∞
t
d(s)ds.
Note that
(4.15)
∫ +∞
t
d(s)ds ≤ |y′(t)|.
Indeed
∫ T
t y
′′(s)ds = y′(T ) − y′(t) ≤ −y′(t), which yields (4.15) in view of (4.9). Combining
(4.14) and (4.15), we get∫ +∞
t
d(s)ds ≤ |y′(t)| ≤ 2‖∂tu(t)‖2
(
y(t)
)1/2 ≤ C‖∂tu(t)‖2(∫ +∞
t
d(s)ds
)1/2
and thus, by (4.13),
(∫ +∞
t d(s)ds
)1/2
≤ Cd(t) for t ≥ 0. This is a differential inequality of the
form
√
Y ≤ −CY ′, which can not be valid on [0,∞) if ∀t ≥ 0, Y > 0. The proof of (4.6) is
complete.
Proof of (4.7). By (4.13) and (4.15) ,
∀t ≥ 0,
∫ ∞
t
d(s)ds ≤ |y′(t)| ≤ Cd(t),
which implies (4.7). 
Proof of Proposition 4.1. Step 1. Convergence in L2. We first show that there exits u∞ ∈ L2
such that
(4.16) lim
t→+∞
‖u(t)− u∞‖2 = 0.
Indeed we have, if 0 ≤ t1 < t2,
(4.17) |u(t1, x)− u(t2, x)|2 =
∣∣∣∣∫ t2
t1
∂tu(t, x)dt
∣∣∣∣2 ≤ (t2 − t1)∫ |∂tu(t, x)|2dt.
Integrating (4.17) in space, we get by (4.7)
‖u(t1)− u(t2)‖22 ≤ |t1 − t2|
∫ t2
t1
‖∂tu(t)‖22dt ≤ C|t1 − t2|
∫ t2
t1
d(t)dt ≤ C|t1 − t2|e−ct1 .
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By an elementary summation argument, we obtain, taking a larger constant C, the bound
‖u(t1) − u(t2)‖22 ≤ Ce−ct1 for t1 < t2. Thus u satisfies the Cauchy criterion in L2 as t → +∞,
which yields (4.16).
Step 2. End of the proof By (4.7), there exists a sequence tn → ∞ such that d(tn) tends to
0. Thus, extracting a subsequence and changing u into −u if necessary, there exists λ0,x0 such
that u(tn) tends to Wλ0,x0 in H˙
1, thus in D′(RN ). In view (4.16), u(tn) tends also to u∞ in
D′(Rn). Thus Wλ0,x0 = u∞ ∈ L2. This shows that N = 5 and
(4.18) lim
t→+∞
‖u(t) −Wλ0,x0‖2 = 0.
Let us show
(4.19) lim
t→+∞
d(t) = 0.
If (4.19) does not hold, there exist increasing sequences (tn)n, (t
′
n)n such that tn < t
′
n, d(tn)→ 0,
d(t′n) = δ0 and d(t) < δ0 for t ∈ [tn, t′n). On [tn, t′n], the modulation parameters µ(t) and X(t)
are well-defined. Furthermore, by (4.18), µ(t) must be bounded on
⋃
n[tn, t
′
n]. Thus by (4.7)
and the same argument as in the proof of (3.27), α(t′n) tends to 0 which contradicts the estimate
d(t′n) ≈ α(t′n) of Lemma 3.7. Hence (4.19).
Thus there exists T > 0 such that for t ≥ T , d(t) ≤ δ0. By (4.18), µ converges to λ−10 . In
view of estimate (3.20) of Lemma 3.7 and the boundedness of µ,
(4.20) |α′(t)|+ |µ′(t)|+ |X ′(t)| ≤ Cd(t).
In view of (4.7), this shows as in the end of the proof of Proposition 3.1 that d(t), α(t), µ(t)
and X(t) converges exponentially when t→ +∞, which implies (4.4). The proof of Proposition
4.1 is complete. 
5. Preliminaries on the linearized equation near W
This section is similar to the corresponding one in the NLS case [DM07, Section 5].
Let u be a solution of (1.1), defined on [0,+∞), and close to W . Let h := u−W . Then
∂2t h−∆h− |W + h|
4
N−2 (W + h) +W
N+2
N−2 = 0,
which we rewrite as
∂2t h+ Lh = R(h),(5.1)
L := −∆− N + 2
N − 2W
4
N−2 , R(h) := |W + h| 4N−2 (W + h)−W N+2N−2 − N + 2
N − 2W
4
N−2h.
Note that 12(Lu, u)L2 = Q(u) where Q is the quadratic form defined in (3.14).
5.1. Preliminary estimates. Recall the definition of the spaces ℓ(I) and N(I) defined in (2.1),
(2.2).
DYNAMIC FOR ENERGY CRITICAL WAVE 25
Lemma 5.1. There exists C > 0 such that if f ∈ L2∗, I is a time interval and u, v ∈ ℓ(I).
‖D1/2x (W
4
N−2u)‖N(I) ≤ C
(
|I| 2N+1 + |I| 52(N+1)
)
‖u‖ℓ(I)(5.2)
‖R(f)‖ 2N
N+2
≤ C
(
‖f‖22∗ + ‖f‖
N+2
N−2
2∗
)
(5.3)
‖D1/2x (R(u)−R(v))‖N(I)(5.4)
≤ C
(
1 + |I| 6−N2(N+1)
)
‖u− v‖ℓ(I)
(
‖u‖ℓ(I) + ‖v‖ℓ(I) + ‖u‖
4
N−2
ℓ(I) + ‖v‖
4
N−2
ℓ(I)
)
.
We postpone the proof of Lemma 5.1 to Appendix B.
We will also need the following version of Lemma 5.1 with exponentially decreasing norms.
Corollary 5.2. Let u, v ∈ ℓ(t0,+∞), t0 ∈ R, such that for some γ > 0, and some constant
M > 0,
∀t ≥ t0, ‖u‖ℓ(t,+∞) + ‖v‖ℓ(t,+∞) ≤Me−γt.
Then there exists C = C(γ,M) > 0 such that
‖D1/2x (W
4
N−2u)‖N(t,+∞) ≤ Ce−γt, ‖R(u(t))‖ 2N
N+2
≤ Ce−2γt
∀t ≥ t0, ‖D1/2x (R(u)−R(v))‖N(t,+∞) ≤ Ce−γt‖u− v‖ℓ(t,+∞).
Proof. This is an immediate consequence of Lemma 5.1 and the following elementary Claim,
which is Claim 5.8 in [DM07]:
Claim 5.3 (Sums of exponential). Let t0 > 0, p ∈ [1,+∞[, a0 6= 0, E a normed vector space,
and f ∈ Lploc(t0,+∞;E) such that
(5.5) ∃τ0 > 0, ∃C0 > 0, ∀t ≥ t0, ‖f‖Lp(t,t+τ0,E) ≤ C0ea0t.
Then for t ≥ t0,
(5.6) ‖f‖Lp(t,+∞,E) ≤
C0e
a0t
1− ea0τ0 if a0 < 0; ‖f‖Lp(t0,t,E) ≤
C0e
a0t
1− e−a0τ0 if a0 > 0.

Corollary 5.4 (Strichartz estimates for the perturbative equation). Let h be a solution of (5.1)
on [0,∞) such that
‖∇h(t)‖2 + ‖∂th(t)‖2 ≤ Ce−γt.
Then
‖h‖ℓ(t,+∞) + ‖D1/2x W
4
N−2h‖N(t,+∞) ≤ Ce−γt,
‖R(h(t))‖ 2N
N+2
+ ‖D1/2x R(h)‖N(t,+∞) ≤ Ce−2γt.
Proof. The proof is the same than the one of [DM07, Lemma 5.6]. We sketch it for the sake of
completness. Note that all desired estimates are, by Corollary 5.2, a consequence of
‖h‖ℓ(t,+∞) ≤ Ce−γt,
so that we only need to show this last estimate We have
∂2t h−∆h =
N + 2
N − 2W
4
N−2h+R(h).
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Let t > 0 and τ ∈ (0, 1). First note that W + h is solution of (1.1), and thus, by the standard
Cauchy problem theory for (1.1), ‖h‖ℓ(t,t+τ) is finite. By Strichartz inequality (Proposition 2.1)
and Lemma 5.1,
‖h‖ℓ(t,t+τ) ≤ C
(
‖D1/2x W
4
N−2h‖N(t,t+τ) + ‖D1/2x R(h)‖N(t,t+τ) + e−γt
)
≤ C
(
τ
2
N+1 ‖h‖ℓ(t,t+τ) + ‖h‖2ℓ(t,t+τ) + ‖h‖
N+2
N−2
ℓ(t,t+τ) + e
−γt
)
.
By a standard argument (see the proof of [DM07, Lemma 5.7]), we deduce from the preceding
inequality, τ is small,
‖h‖ℓ(t,t+τ) ≤ Ce−γt.
The conclusion follows from Claim 5.3. 
5.2. Spectral theory for the linearized operator. The following Proposition sums up spec-
tral properties of L (see [SK05], [SKT07] for the radial case in R3).
Proposition 5.5. The operator L on L2 with domain H2 is a self-adjoint operator with essential
spectrum [0,+∞), no positive eigenvalue and only one negative eigenvalue −e20, with a radial,
exponentially decreasing, smooth eigenfunction Y. Furthermore, if
G⊥ :=
{
f ∈ H˙1,
∫
Yf =
∫
∇f · ∇W˜ =
∫
∇f · ∇W1 = . . . =
∫
∇f · ∇WN = 0
}
.
Then there exists cQ > 0 such that
(5.7) ∀f ∈ G⊥, Q(f) ≥ cQ‖∇f‖22.
Remark 5.6. The proposition shows
{u ∈ H˙1, Lu = 0} = span{W˜ ,W1, . . . ,WN}.
Indeed, the inclusion ⊃ is already known. For the other inclusion, note that if the dimension of
the space {u ∈ H˙1, Lu = 0} was strictly higher than N +1, we could find Z ∈ H˙1, Z 6= 0, such
that LZ = 0, and orthogonal to W˜ ,W1, . . . ,WN . By self-adjointness of L,
∫ ZY = − 1e0 ∫ ZLY =
0. Thus on one hand Z ∈ G⊥ \ {0}, and on the other Q(Z) = (LZ,Z) = 0 contradicting (5.7).
Proof of the proposition. Step 1. Existence of a negative eigenvalue. The fact that L is a self-
adjoint operator on L2 with domain H2 is well-known. Note that L = −∆ − N+2N−2W
4
N−2 with
W
4
N−2 ≈ 1/|x|4 for large x. In particular, W 4N−2 is bounded and tends to 0 at infinity, which
shows that the essential spectrum of L is [0,∞) (see e.g. [RS78, Theorem XIII.14]). Furthermore,
|x|W 4N−2 tends to 0 at infinity, so that by Kato’s Theorem [RS78, Theorem XII.58], L does not
have any positive eigenvalue.
By the equation −∆W =W N+2N−2 , we have LW = − 4N−2W
N+2
N−2 and thus∫
LWW = −
∫
4
N − 2W
2∗ < 0.
By approximating W by compactly supported functions
inf
‖u‖2=1,u∈H2
∫
Luu < 0,
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Thus L has at least one negative eigenvalue −e20, and the corresponding eigenfunction Y is
exponentially decreasing by Agmon estimate. We chose −e20 to be the first eigenvalue of L,
which implies that Y is radial and −e20 is a simple eigenvalue
Step 2. Proof of (5.7). We first show
(5.8) ∀f ∈ G⊥, Q(f) > 0.
If not ∃f ∈ G⊥, Q(f) ≤ 0. Let g ∈ span
{
f,Y, W˜ ,W1, . . . ,WN
}
. Taking into account that
LW˜ = LW1 = . . . = LWN = 0, and that
∫
LYf = −e20
∫ Yf = 0 we get
Q(g) =
∫
Lg g =
∫
L(αY + βf)(αY + βf) = β2Q(f)− α2e20
∫
Y2 ≤ 0.
Note that span
{
f,Y, W˜ ,W1, . . . ,WN
}
is a subspace of H˙1 of dimension N +3, whereas H⊥ =
span{W, W˜ ,W1,W2, . . . ,WN}⊥ (the orthogonal is taken in H˙1) is of codimension N + 2 in H˙1.
Thus there exists a nonzero g ∈ span
{
f,Y, W˜ ,W1, . . . ,WN
}
∩ H⊥. By Claim 3.5, Q(g) > 0,
whereas we have just shown that Q(g) ≤ 0 yielding a contradiction. The proof of (5.8) is
complete.
We now turn to the proof of (5.7). We argue again by contradiction. If (5.7) does not hold,
there exists a sequence (fn) such that
(5.9) fn ∈ G⊥, ‖∇fn‖2 = 1, Q(fn) −→
n→∞
0.
Extracting a subsequence from (fn), we may assume
fn ⇀ f in H˙
1.
The weak convergence of fn ∈ G⊥ to f implies that f ∈ G⊥. By Cauchy-Schwarz inequality for
the positive quadratic form Q on G⊥, we get
√
Q(fn)Q(f) ≥
∣∣∫ Lf fn∣∣. Thus by (5.9),
Q(f) = lim
n→+∞
∫
Lf fn = 0.
As f ∈ G⊥, (5.8) shows that f = 0 and thus
fn ⇀ 0 in H˙
1.
Now, by compactness
∫
W
4
N−2 |fn|2 tends to 0. Using that by (5.9), Q(fn) tends to 0, we get
that ‖∇fn‖2 tends to 0, contradicting (5.9). The proof of (5.7) is complete.
Step 3. Uniqueness of the negative eigenvalue. Assume that L has a second eigenfunction Y1,
with eigenvalue −e21 ≤ 0. As −e20 is the first eigenvalue of L, we have that −e20 < −e21 and∫ YY1 = 0. The same argument than above shows that
∀f ∈ span{Y,Y1, W˜ ,W1, . . . WN}, Q(f) ≤ 0,
which yields a subspace of H˙1 of dimension N +3 where Q is nonpositive, contradicting the fact
that Q is positive on the subspace H⊥, which is of codimension N + 2 in H˙1. 
In the sequel, we will chose Y such that
(5.10)
∫
Y2 = 1.
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5.3. Properties of the nonhomogeneous linearized equation. Let t0 ≥ 0. We are now
interested by the following problem
(5.11) ∂2t h+ Lh = ε, t ≥ t0,
where h ∈ C0([t0,+∞), H˙1), ∂th ∈ C0([t0,+∞), L2), ε ∈ C0 ([t0,+∞), L 2NN+2) and D1/2x ε ∈
N(t0,+∞) (see (2.1) for the definition of N(t0,+∞)).
Proposition 5.7. Let h and ε be as above. Assume that for some constant c0, c1 such that
0 < c0 < c1,
‖∂th(t)‖2 + ‖∇h(t)‖2 ≤ Ce−c0t(5.12)
‖ε(t)‖ 2N
N+2
+ ‖D1/2x ε‖N(t,+∞) ≤ Ce−c1t.(5.13)
Then, if c−1 is any arbitrary number < c1.
• if c1 > e0, there exists A ∈ R such that
(5.14)
∥∥∂t (h(t)−Ae−e0tY)∥∥2 + ∥∥(∇(h(t) −Ae−e0tY)∥∥2 ≤ Ce−c−1 t;
• if c1 ≤ e0,
(5.15) ‖∂th(t)‖2 + ‖∇h(t)‖2 ≤ Ce−c
−
1 t.
Proof. Write
h(t) = β(t)Y + γ˜(t)W˜ +
N∑
j=1
γj(t)Wj + g(t), g(t) ∈ G⊥.
By the definition of G⊥, the condition g(t) ∈ G⊥ is equivalent to
(5.16) β(t) :=
∫
h(t)Y, γ˜(t) :=
∫
∇ (h(t)− β(t)Y)∇W˜ , γj(t) :=
∫
∇ (h(t) − β(t)Y)∇Wj.
Step 1. Reduced case.
In this case, we assume, in addition to the hypothesis of Proposition 5.7
(5.17) ∀t ≥ t0, β(t) :=
∫
h(t)Y = 0.
And show that (5.14) (with A = 0) or (5.15) hold. It is sufficient to show
(5.18) ‖∂th(t)‖2 + ‖∇h(t)‖2 ≤ Ce−
(c0+c1)
2
t.
An iteration argument will give the desired result.
We first prove
(5.19)
1
2
d
dt
(
Q(h(t)) + ‖∂th(t)‖22
)
=
∫
RN
ε(t)∂th(t).
Indeed, recalling that Q(h) =
∫
Lhh, we get
1
2
d
dt
(
Q(h(t)) + ‖∂th(t)‖22
)
=
∫
RN
Lh(t)∂th(t) +
∫
RN
∂2t h(t)∂th(t),
which gives directly (5.19) from equation (5.11), .
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We now turn to the proof of (5.18). Note that h is exponentially decreasing in the Strichartz
norms:
(5.20) ‖h‖ℓ(t,+∞) ≤ Ce−c0t
Indeed ∂2t h−∆h = N+2N−1W
4
N+2h+ ε and by Corollary 5.2, assumptions (5.12) and (5.13),∥∥∥∥D1/2x (N + 2N − 1W 4N+2h+ ε
)∥∥∥∥
N(t,+∞)
≤ Ce−c0t.
By Strichartz estimates (see Proposition 2.1), we get (5.20).
Now, by (5.19),∣∣∣∣ ddt (Q(h(t)) + ‖∂th(t)‖22)
∣∣∣∣ ≤ C‖D1/2x ε(t)‖ 2(N+1)
N+3
‖D−1/2x ∂th(t)‖ 2(N+1)
N−1
.
Integrating between t and +∞, we get, combining assumption (5.13) on ε, estimate (5.20), and
Ho¨lder inequality in time,
Q(h(t)) + ‖∂th(t)‖22 ≤ C‖D1/2x ε‖N(t,+∞)‖h‖ℓ(t,+∞) ≤ Ce−(c0+c1)t.
By Claim 3.5, and (5.17), ‖∇g(t)‖22 ≤ CQ(g(t)) = CQ(h(t)) ≤ Ce−(c0+c1)t. Hence
(5.21) ‖∂th(t)‖2 + ‖∇g(t)‖2 ≤ Ce−
(c0+c1)
2
t.
Furthermore, note that by the definition of γ˜ in (5.16) and (5.21).
γ˜(t) =
∫
RN
h(t)∆W˜ −→ 0
t→+∞
, |γ˜′(t)| =
∣∣∣∣∫
RN
∂th(t)∆W˜
∣∣∣∣ ≤ Ce− c0+c12 .
Hence
(5.22) |γ˜(t)| ≤ Ce− (c0+c1)t2 .
By an analogous argument
(5.23)
N∑
j=1
|γj(t)| ≤ Ce−
(c0+c1)t
2 .
This gives (5.18) and concludes Step 1.
Step 2. General case. We no longer assume β(t) = 0. We have:
β′′(t) = e20β(t) + η(t), where η(t) :=
∫
RN
ε(t)Y.(5.24)
Indeed,
β′′(t) =
∫
RN
∂2t h(t)Y = −
∫
RN
Lh(t)Y +
∫
RN
ε(t)Y = e20
∫
RN
h(t)Y + η(t)Y.
We will show that h˜(t) := h(t)− β(t)Y and ε˜(t) := ε(t)− η(t)Y satisfy the hypothesis of Step 1.
By assumption (5.13), |η(t)| ≤ Ce−c1t. We distinguish two cases.
First case: e0 < c1. Then e
e0t|η(t)| ≤ Ce−(c1−e0)t with c1 − e0 > 0. Solving (5.24), we see that
there exist real parameters β+, β− such that
β(t) = β−e
−e0t + β+e
e0t − 1
2e0
∫ +∞
t
ee0(t−s)η(s)ds +
1
2e0
∫ +∞
t
e−e0(t−s)η(s)ds.
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Note that
∣∣∣∫ +∞t ee0(t−s)η(s)ds∣∣∣ + ∣∣∣∫ +∞t e−e0(t−s)η(s)ds∣∣∣ ≤ Ce−c1t. Furthermore β(t) tends to 0
by (5.12) which shows that β+ = 0. Hence
(5.25) β(t) = β−e
−e0t +O(e−c1t).
Second case: c1 ≤ e0. Solving again (5.24), we get real parameters β+, β− such that
β(t) = β−e
−e0t + β+e
e0t − 1
2e0
∫ +∞
t
ee0(t−s)η(s)ds − 1
2e0
∫ t
0
e−e0(t−s)η(s)ds.
Note that ∣∣∣∣ 12e0
∫ +∞
t
ee0(t−s)η(s)ds +
1
2e0
∫ t
0
e−e0(t−s)η(s)ds
∣∣∣∣ ≤ C
{
e−c1t if c1 < e0
te−c1t if c1 = e0
,
so that we must have again β+ = 0. As a conclusion
(5.26) c1 < e0 =⇒ β(t) = O(e−c1t), c1 = e0 =⇒ β(t) = O(te−c1t).
In view of (5.24), it is easy to check that in both cases, h˜ and ε˜ satisfy the assumptions of Step
1, which implies, together with (5.25) or (5.26), the conclusions (5.14) or (5.15) of Proposition
5.7. 
6. Proof of main results
In this section we conclude the proofs of Theorem 1 an 2. We start, in Subsection 6.1, by
constructing approximate solutions Uak of (1.1) which converge to W as t → +∞. Subsection
6.2 is devoted to a fixed point argument near Uak for large k. The proof of Theorems 1 and 2 is
the object of Subsection 6.3, except for the blow-up of W+ for negative times, which is shown
in Subsection 6.4.
6.1. A family of approximate solutions converging to W .
Lemma 6.1. Let a ∈ R. There exist functions (Φaj )j≥1 in S(RN ), such that Φa1 = aY and if
(6.1) Uak (t, x) := W (x) +
k∑
j=1
e−je0tΦaj (x),
then as t→ +∞,
(6.2) εk := ∂
2
t U
a
k −∆Uak −
∣∣Uak ∣∣ 4N−2Uak = O(e−(k+1)e0t) in S(RN ).
Proof. The proof is identical to the proof of [DM07, Lemma 6.1]. We sketch it for the sake of
completness. Note that
(6.3) ∂2t (W + h)−∆(W + h) + |W + h|
4
N−2 (W + h) = ∂2t h+ Lh−R(h)
where L and R are defined in (5.1). We have
R(h) =W
N+2
N−2J(W−1h), J(t) := |1 + t| 4N−2 (1 + t)− 1− N + 2
N − 2t.
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The function J is real analytic for |t| < 1 and J(0) = J ′(0) = 0. Thus J(t) is a power series of
the form
∑
j≥2 cjt
j which has radius of convergence 1. In particular, if h ∈ S(RN ) and satisfies
|h(x)W−1(x)| ≤ 1/2, for all x ∈ RN , then
(6.4) R(h) =
+∞∑
j=2
cjW
N+2
N−2
(
hW−1
)j
,
where the series converges in S(RN ).
Let us fix a ∈ R. We will omit most superscripts a to simplify notations. Clearly, by (6.3), if
U1 =W + aYe−e0t,
∂2t U1 −∆U1 −
∣∣U1∣∣ 4N−2U1 = e20ae−e0tY + ae−e0tL(Y)−R (aYe−e0t) = −R (aYe−e0t) ,
which yields (6.2) for k = 1.
Now assume that for some k ≥ 1, there exist Φ1,. . . ,Φk in S(RN ) such that (6.2) holds with
(6.5) Uk =W + hk, where hk :=
k∑
j=1
e−je0tΦj .
Let Φk+1 ∈ S(RN ). Then
(6.6) ∂2t
(
hk + e
−(k+1)e0tΦk+1
)
+ L
(
hk + e
−(k+1)e0tΦk+1
)
−R
(
hk + e
−(k+1)e0tΦk+1
)
=
(
(k + 1)2e20 + L
)
e−(k+1)e0tΦk+1 + εk +R(hk)−R
(
hk + e
−(k+1)e0tΦk+1
)
.
By (6.4) we see that εk must be, for large t > 0, an infinite sum of the form
∑
j≥0 e
−je0tΨj,k(x),
with convergence in S(RN ). Furthermore, the induction hypothesis (6.2) shows that Ψj,k = 0
for j ≤ k. Thus
εk(t, x) =
∑
j≥k+1
e−je0tΨj,k(x).
Furthermore, R(hk) and R
(
hk + e
−(k+1)e0t
)
have similar asymptotic developments, and if t is
large enough, using that hk = O(e
−e0t), we get
∣∣R(hk)−R(hk + e−(k+1)e0t)∣∣ ≤ Ce−e0(k+2)t.
This shows
(6.7) εk +R(hk)−R
(
hk + e
−(k+1)e0tΦk+1
)
= e−(k+1)e0tΨk+1,k +O
(
e−(k+2)e0t
)
in S(RN ).
By Proposition 5.5, −(k + 1)2e20 is not in the spectrum of L. It is classical that the resolvent(
(k + 1)2e20 + L
)−1
maps S into S (see e.g. [DM07, §7.2.2] for the proof of a similar fact). In
view of (6.6) and (6.7), it suffices to take
Φk+1 :=
(
(k + 1)2e20 + L
)−1
Ψk,k+1
to get (6.2) at rank k + 1. 
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6.2. Contraction argument near an approximate solution of large order.
Proposition 6.2. Let a ∈ R. There exists k0 > 0 such that for any k ≥ k0, there exists tk ≥ 0
and a solution Ua of (1.1) such that for t ≥ tk,
(6.8)
∥∥Ua − Uak ∥∥ℓ(t,+∞) ≤ e−(k+ 12 )e0t.
Furthermore, Ua is the unique solution of (1.1) satisfying (6.8) for large t. It is independent of
k and satisfies, for large t,
(6.9) ‖∇(Ua(t)− Uak )‖2 + ‖∂t(Ua(t)− Uak )‖2 ≤ e−(k+
1
2
)e0t.
Proof. We follow the lines of the proof of [DM07, Proposition 6.3].
Step 1. Transformation into a fixed-point problem. As in the proof of Lemma 6.1, we will fix
a ∈ R and omit most of the superscripts a. Recall the definition of εk and hk from (6.1) and
(6.5). The proof relies on a fixed point argument to construct
w := Ua −W − hk.
The function Ua is solution of (1.1) if and only if Ua −W is solution of (5.1). Substracting
equation (5.1) on Ua −W and the equation ∂2t hk + Lhk = R(hk) + εk, we get that Ua satisfies
(1.1) if and only if w satisfies ∂2t w + Lw = R(hk + w)−R(hk)− εk. This may be written as
∂2t w −∆w =
N + 2
N − 2W
4
N−2w +R(hk + w)−R(hk)− εk.
Thus the existence of a solution Ua of (1.1) satisfying (6.8) for t ≥ tk may be written as the
following fixed-point problem on w
(6.10) ∀t ≥ tk, w(t) =Mk(w)(t) and ‖w‖ℓ(t,+∞) ≤ e−(k+
1
2)e0t, where Mk(w)(t) :=
−
∫ +∞
t
sin
(
(t− s)√−∆)√−∆
[
N + 2
N − 2W
4
N−2w(s) +R(hk(s) + w(s))−R(hk(s))− εk(s)
]
ds.
Let us fix k and tk. Consider
Ekℓ :=
{
w ∈ ℓ(tk,+∞); ‖w‖Ek
ℓ
:= sup
t≥tk
e(k+
1
2)e0t‖w‖ℓ(t,+∞) <∞
}
Bkℓ :=
{
w ∈ Ekℓ , ‖w‖Ek
ℓ
≤ 1}.
The space Ekℓ is clearly a Banach space. In view of (6.10), it is sufficient to show that if tk and
k are large enough, the mapping Mk is a contraction on Bkℓ .
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Step 2. Contraction property. Note that by Strichartz inequality on the free equation (Lemma
2.5), there is a constant C∗ > 0 such that if w, w˜ ∈ Ekℓ , k ≥ 1,
‖Mk(w)‖ℓ(t,+∞) ≤ C∗
[ ∥∥∥D1/2x (W 4N−2w)∥∥∥
N(t,+∞)
(6.11)
+
∥∥∥D1/2x (R(hk +w) −R(hk))∥∥∥
N(t,+∞)
+ ‖D1/2x εk‖N(t,+∞)
]
‖Mk(w)−Mk(w˜)‖ℓ(t,+∞) ≤ C∗
[ ∥∥∥D1/2x (W 4N−2 (w − w˜))∥∥∥
N(t,+∞)
(6.12)
+
∥∥∥D1/2x (R(hk + w)−R(hk + w˜))∥∥∥
N(t,+∞)
]
.
Claim 6.3. There exists a constant Ck > 0, depending only on k such that for all w, w˜ ∈ Bkℓ
and t ≥ tk
‖D1/2x εk‖N(t,+∞) ≤ Cke−(k+1)e0t,(6.13) ∥∥D1/2x (R(hk + w)−R(hk + w˜))∥∥N(t,+∞) ≤ Cke−(k+ 32 )e0t‖w − w˜‖Ekℓ .(6.14)
Furthermore, there exists k0 > 0 such that for all k ≥ k0 and all w ∈ Ekℓ
(6.15)
∥∥∥D1/2x (W 4N−2w)∥∥∥
N(t,+∞)
≤ 1
4C∗
e−(k+
1
2
)e0t‖w‖Ek
ℓ
.
Proof of Claim 6.3. The proof is very close to [DM07, Claim 6.4]. Estimate (6.13) follows im-
mediately from (6.2), and (6.14) follows immediately from Corollary 5.2.
Let us show (6.15). Let τ0 ∈ (0, 1). By Lemma 5.1, there exists a constant C2 > 0 such that
‖D1/2x (W
4
N−2w)‖N(t,t+τ0) ≤ C2τ
2
N+1
0 ‖w‖ℓ(t,t+τ0) ≤ C2τ
2
N+1
0 e
−(k+ 12)e0t‖w‖Ek
ℓ
.
By Claim 5.3,
‖D1/2x (W
4
N−2w)‖N(t,+∞) ≤
C2e
−(k+ 1
2
)e0t
1− e−(k+ 12 )e0τ0
τ
2
N+1
0 ‖w‖Ek
ℓ
.
Chosing τ0 and k0 such that C2τ
2
N+1
0 =
1
8C∗ , and e
−(k0+
1
2
)e0τ0 ≤ 12 , we get (6.15) for k ≥ k0. 
Chose k ≥ k0. By (6.11) and Claim 6.3, we get, if g ∈ Bkℓ
‖Mk(w)‖ℓ(t,+∞) ≤
(
1
4
e−(k+
1
2
)e0t‖w‖Ek
ℓ
+ C∗Cke
−(k+ 3
2
)e0t‖w‖Ek
ℓ
+ C∗Cke
−(k+1)e0tk
)
≤ e−(k+ 12 )e0t
(
1
4
+ C∗Cke
−e0tk + C∗Cke
− 1
2
e0tk
)
.
Chosing tk so large that C
∗Cke
−e0tk + C∗Cke
− 1
2
e0tk ≤ 12 , we get that for large k, Mk(w) is in
Bkℓ .
Now, let w, w˜ ∈ Bkℓ . Similarly, by (6.12) and Claim 6.3,
‖Mk(w)−Mk(w˜)‖Ek
ℓ
≤ ‖w − w˜‖Ek
ℓ
(
1
4
+ C∗Cke
−e0tk
)
,
which shows, chosing a larger tk if necessary, that Mk is a contraction of Bkℓ .
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Thus, for each k ≥ k0, (1.1) has an unique solution Ua satisfying (6.8) for t ≥ tk. The
preceding proof clearly remains valid taking a larger tk, so that the uniqueness still holds in the
class of solutions of (1.1) satisfying (6.8) for t ≥ t′k, where t′k is any real number larger than tk.
Using the uniqueness in the Cauchy problem (1.1), it is now straightforward to show that Ua
does not depend on k ≥ k0.
It remains to show (6.9). Let k > 0 be a large integer and w ∈ Bkℓ . By Strichartz inequality
(2.6), and the definition of Mk, we have, for t ≥ tk,
‖∇Mk(w)(t)‖2 + ‖∂tMk(w)(t)‖2 ≤
∥∥∥D1/2x (N + 2N − 2W 4N−2w+R(hk +w)−R(hk)− εk)∥∥∥N(t,+∞).
As a consequence of Claim 6.3 and the fact that ‖w‖kEℓ ≤ 1, we get
‖Mk(w)(t)‖H˙1 ≤ C
(
e−(k+
1
2)e0t‖w‖Ek
ℓ
+ e−(k+1)e0t
)
≤ Ce−(k+ 12)e0t.
Applying the preceding inequality to the solution w = Ua − Uak of the fixed point w =Mk(w),
we get directly (6.9). The proof of Proposition 6.2 is complete. 
6.3. Conclusion of the proofs. At this levels, the proof are similar to the one of [DM07],
except for the blowing-up of W+ which is proven in the next subsection.
Proof of Theorem 1. The function Y is an eigenfunction for the first eigenvalue of L, thus it
must have constant sign. Replacing Y by −Y if necessary, we may assume that Y(x) > 0 for all
x and thus
(6.16)
∫
∇Y · ∇W > 0.
Let
W± := U±1,
which yields two solutions of (1.1) for large t ≥ t0. Then all the conditions of Theorem 1 are
satisfied. Indeed, W± is globally defined gor t ≥ t0 and by (6.9), (W±, ∂tW±) tends to (W, 0)
in H˙1 × L2, which yields (1.7). The energy condition (1.6) then follows from the conservation
of the energy. Furthermore, again by (6.9),
‖∇Ua‖22 = ‖∇W‖22 + 2ae−e0t
∫
(∇W · ∇Y +O(e− 32 e0t),
which shows, together with (6.16), that for large t > 0,
‖∇W+(t)‖2 > 0, ‖∇W−(t)‖2 < 0.
From Remark 1.3, this inequalities remain valids for every t in the intervals of existence of W+
and W−.
Finally T−(W
−) = −∞ by (a) in Proposition 2.8 and ‖u‖S(−∞,0) <∞ by (3.2) in Proposition
3.1 .
Except for the proof of the finite time blow-up of W+ for negative time, which we postpone
to Subsection 6.4, the proof of Theorem 1 is complete. 
Proof of Theorem 2. Let us first prove:
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Lemma 6.4. If u is a solution of (1.1) satisfying
(6.17) ‖∇(u(t)−W )‖2 + ‖∂tu(t)‖2 ≤ Ce−γ0t, E(u0, u1) = E(W )
then
∃!a ∈ R, u = Ua.
Corollary 6.5. For any a 6= 0, there exists Ta ∈ R such that
(6.18)
{
Ua =W+(t+ Ta) if a > 0
Ua =W−(t+ Ta) if a < 0.
Proof of Lemma 6.4. Let u = W + h be a solution of (1.1) for t ≥ t0 satisfying (6.17). Recall
that h satisfies equation (5.1).
Step 1. We show that there exists a ∈ R such that
(6.19) ∀η > 0, ‖∇(h(t) − ae−e0tY)‖2 + ‖∂th(t) + ae0e−e0tY‖2
+
∥∥h(s)− ae−e0sY∥∥
ℓ(t,+∞)
≤ Cηe−(2−η)e0t.
Indeed we will show
(6.20) ‖∇h(t)‖2 + ‖∂th‖2 ≤ Ce−e0t, ‖R(h(t))‖ 2N
N+2
+ ‖D1/2x (R(h))‖N(t,+∞) ≤ Ce−2e0t.
Assuming (6.20), we are in the setting of Proposition 5.7, with ε = R(h), c0 = e0 and c1 = 2e0.
The conclusion (5.15) of the lemma would then yield (6.19). It remains to prove (6.20).
By Corollaries 5.2 and 5.4 the bound on R(h) in (6.20) follows from the bound on ‖∇h(t)‖2+
‖∂th(t)‖2, so that we only need to show this first bound. By Corollary 5.4, assumption (6.17)
implies ‖∇h(t)‖2 + ‖∂th(t)‖2 + ‖h‖ℓ(t,+∞) ≤ Ce−γ0t. By Corollary 5.2
‖R(h(t))‖
L
2N
N+2
+ ‖∇(R(h))‖N(t,+∞) ≤ Ce−2γ0t.
Thus we can apply Proposition 5.7, showing that
‖h(t)‖H˙1 ≤ C
(
e−e0t + e−
3
2
γ0t
)
.
If 32γ0 ≥ e0 the proof of (6.20) is complete. If not, assumption (6.17) on v holds with 32γ0 instead
of γ0, and an iteration argument yields (6.20).
Step 2. Let us show
(6.21) ∀m > 0, ∃t0 > 0, ∀t ≥ t0,
∥∥∂t(u(t)− Ua(t))∥∥2 + ∥∥∇(u− Ua)∥∥ℓ(t,+∞) ≤ e−mt.
By Step 1, (6.21) holds for m = 32e0. Let us assume (6.21) holds for some m = m1 > e0. We
will show that it holds for m = m1 +
e0
2 , which will yield (6.21) by iteration and conclude the
proof.
Write h(t) := u(t)−W , ha(t) := Ua(t)−W (so that in particular u− Ua = h− ha). Then
∂2t (h− ha) + L(h− ha) = −R(h) +R(ha).
By induction hypothesis ‖∂t(h(t)−ha(t))‖2+ ‖∇(h(t)−ha(t))‖2+
∥∥∇(h−ha)∥∥
ℓ(t,+∞)
≤ e−m1t.
According to Corollary 5.2∥∥D1/2x (R(h)−R(ha))∥∥N(t,+∞) + ∥∥R(h(t)) −R(ha(t))∥∥L 2NN+2 ≤ Ce−(m1+e0)t.
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Then by Proposition 5.7
‖∂t(h(t)− ha(t))‖2 + ‖∇(h(t) − ha(t))‖2 +
∥∥∇(h− ha)∥∥
ℓ(t,+∞)
≤ Ce−
(
m1+
3
4
e0
)
t,
which yields (6.21) with m = m1 +
e0
2 . By iteration, (6.21) holds for any m > 0. Taking
m = (k0 + 1)e0 (where k0 is given by Proposition 6.2), we get that for large t > 0∥∥∇(u− Uak0)∥∥Z(t,+∞) ≤ e−(k0+ 12 )e0t.
By uniqueness in Proposition 6.2, we get as announced that u =W a which concludes the proof
of the lemma. 
Proof of Corollary 6.5. Let a 6= 0 and chose Ta such that |a|e−e0Ta = 1. By (6.9),
(6.22)
∥∥∂t(Ua(t+ Ta)−W ∓ e−e0tY)∥∥2 + ∥∥∇(Ua(t+ Ta)−W ∓ e−e0tY)∥∥2 ≤ Ce− 32e0t.
Furthermore, Ua(·+ Ta) satisfies the assumptions of Lemma 6.4, which shows that there exists
a′ ∈ R such that Ua(· + Ta) = Ua′ . By (6.22), a′ = 1 if a > 0 and a′ = −1 if a < 0, hence
(6.18). 
Let us turn to the proof of Theorem 2. Point (b) is an immediate consequence of the variational
characterization of W ([Aub76], [Tal76]).
Let us show (a). Let u be a solution of (1.1) such that E(u0, u1) = E(W, 0) and ‖∇u0‖2 <
‖∇W‖2. Assume that ‖u‖S(R) =∞. Replacing if necessary u(t) by u(−t), we may assume that
‖u‖S(0,+∞) =∞. Then (replacing u by −u if necessary), Proposition 3.1 shows that there exist
µ0 > 0, x0 ∈ RN , and c, C > 0 such that ‖∂tu(t)‖2 + ‖∇(u(t) −Wµ0,x0)‖2 ≤ Ce−ct. This shows
that uµ−10 ,−µ
−1
0 x0
fullfills the assumptions of Lemma 6.4 with ‖∇u0‖2 < ‖∇W‖2. Thus there
exists a < 0 such that uµ−10 ,−µ
−1
0 x0
= Ua. By Corollary 6.5,
u(t) =W−µ0,x0(t+ Ta),
which shows (a).
The proof of (c) is similar. Indeed if u is a solution of (1.1) defined on [0,+∞) and such
that E(u0, u1) = E(W, 0), ‖∇u0‖2 > ‖∇W‖2 and u0 ∈ L2, then by Proposition 4.1, ‖u(t) −
Wµ0,x0‖H˙1 ≤ Ce−ct, which shows using Lemma 6.4 and the same argument as before that for
some T ∈ R,
u(t) =W+µ0,x0(t+ T ).
The proof of Theorem 2 is complete. 
6.4. Blow-up of W+. In this section we prove that the functionW+ blows-up in finite negative
time.
We will argue by contradiction, assuming thatW+ is globally defined. As before, we will write
d(t) :=
∫ |∇W+|2 − ∫ |∇W |2 + ∫ |∂tW+|2. Let ϕ ∈ C∞0 (RN ), radial such that 0 ≤ ϕ(x) ≤ 1,
ϕ(x) = 1 if |x| ≤ 1 and ϕ(x) = 0 if |x| ≥ 2. Let ϕR(x) = ϕ(x/R). Consider
yR(t) :=
∫
(W+)2ϕR.
We start with some estimates on y′R and y
′′
R.
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Step 1. Estimates for large positive t. Let us show that there exists R0, t0, c0 > 0 such that for
all R ≥ R0,
∀t ≥ t0, y′′R(t) ≥ 4
N − 1
N − 2
∫ (
∂tW
+
)2
+
2
N − 2
(∫ ∣∣∇W+∣∣2 − |∇W )|2) ≥ 2
N − 2d(t).(6.23)
y′R(t0) ≤ −2c0, yR(t0) ≤

C
R if N = 3
C logR if N = 4
C if N = 5
(6.24)
By explicit computations and E(W+, ∂tW
+) = E(W, 0), we have
y′R(t) = 2
∫
W+∂tW
+ϕR,(6.25)
y′′R(t) = 4
N − 1
N − 2
∫
RN
(
∂tW
+
)2
+
4
N − 2
(∫
RN
∣∣∇W+∣∣2 − ∫
RN
|∇W |2
)
(6.26)
+
∫
∆ϕR
(
W+
)2
+ 2
∫
(1− ϕR)
(∣∣∇W+∣∣2 − ∣∣W+∣∣2∗ − ∣∣∂tW+∣∣2) .
Replacing W by W+ in the preceding expressions, we see that the corresponding yR must be
constant, so that in particular,∫
∆ϕR (W )
2 + 2
∫
(1− ϕR)
(
|∇W |2 − |W |2∗
)
= 0.
By (6.8) in Proposition 6.2,W+ =W+e−e0tY+r1 with ‖∇r1‖2+‖∂tr1‖2 ≤ Ce−2e0t. Developping
W+, we get, recalling that Y is in S and that ϕR(x) = 1 for |x| ≤ R,∣∣∣∣∫ ∆ϕR (W+)2 + 2∫ (1− ϕR)(∣∣∇W+∣∣2 − ∣∣W+∣∣2∗ − ∣∣∂tW+∣∣2)∣∣∣∣ ≤ C (e−e0tR + e−2e0t
)
,∫ ∣∣∇W+(t)∣∣2 − ∫ |∇W |2 = 2e−e0t ∫ WY +O(e−20t).
Thus by (6.26)
y′′R(t) ≥ 4
N − 1
N − 2
∫ (
∂tW
+
)2
+
2
N − 2
[∫ ∣∣∇W+(t)∣∣2 − ∫ |∇W |2]
+
4
N − 2e
−e0t
∫
WY − C
(
e−e0t
R
+ e−2e0t
)
.
As
∫
WY > 0, we get (6.23) for R ≥ R0.
Now, fixing R ≥ R0, we get, using that y′R(t) tends to 0 at infinity,
y′R(t0) = −
∫ +∞
t0
y′′R(t)dt ≤ −4
N − 1
N − 2
∫ +∞
t0
|∂tW+(t)|2dt,
which yields the first assertion in (6.24).
It remains to shows the second assertion in (6.24). Note that W ≈ C
|x|N−2
at infinity, so that
(6.27) lim
t→+∞
yR(t) =
∫
W 2ϕR ≈

R if N = 3,
logR if N = 4,
1
R
if N = 5.
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Furthermore, |y′R(t)| ≤ C‖∂tW+‖2
√
yR(t) ≤ Ce−e0t
√
yR(t), and thus√
yR(t0)− lim
t→∞
√
yR(t) ≤ C
∫ ∞
t0
e−e0tdt ≤ C,
which yields together with (6.27), the second assertion in (6.24). Step 1 is complete
Step 2. Estimates for t0 − ε0R ≤ t ≤ t0. As a consequence of the preceding estimates, we show
that there exists C0 > 0 such that for R ≥ R0 and t0 − ε0R ≤ t ≤ t0,
y′′R(t) ≥ 4
N − 1
N − 2
∫ (
∂tW
+
)2
+
4
N − 2
(∫ ∣∣∇W+∣∣2 − ∫ |∇W |2)− C0
RN−2
,(6.28)
y′R(t) ≤ −c0,(6.29)
where ε0 :=
c0
2C0
.
Estimate (6.29) follows from (6.28) by integration in time and the fact that y′R(t0) ≤ −2c0
for R large. Let us show (6.28).
By (6.26), it is sufficient to show
(6.30)
∫
|x|≥R
r(W+)(t)dx ≤ C
RN−2
.
where r(W+) is defined in (2.25). Writing W+ = W + O(e−e0t), and using that W ≈ 1
|x|N−2
,
|∇W | ≈ 1
|x|N−1
, as |x| → +∞, we get for large R∫
|x|≥R
6
r(W+)(t0 +R/4) ≤ C
RN−2
+ Ce−
R
4
e0 ≤ C
RN−2
.
Hence by finite speed of propagation (Proposition 2.3 (d)), and taking R large,
(6.31) ∀t ≤ t0,
∫
|x|≥R
2
+t0−t
r(W+)(t) ≤ C
RN−2
,
which yields (6.30), and thus (6.28).
Step 3. Differential inequalities. Let us show that there exists a constant C > 0 such that
(6.32) ∀t ∈
[
t0 − ε0
2
R, t0
]
, 0 ≤ −y′R(t) ≤
C
R
yR(t0).
By (6.24), if N = 4 or N = 5, yR(t0)R → 0 as R → ∞ and 2c0 ≤ −y′R(t0). Thus (6.32) gives
an immediate contradiction in this cases. The remaining case N = 3, which is the limit case in
(6.32) will be treated in Steps 4 and 5.
By Step 2 and the fact that N ≥ 3 we have, for t0 − ε0R ≤ t ≤ t0,
(6.33) y′R(t)
2 = 4
(∫
ϕRW
+∂tW
+
)2
≤ 4
∫
ϕR
(
W+
)2 ∫
ϕR(∂tW
+)2 ≤ N − 2
N − 1yR(t)
(
y′′R(t) +
C0
R
)
.
Claim 6.6 (Differential inequality argument). Let T > 0 and y ∈ C2([0, T ]). Assume
∀t ∈ [0, T ], y′(t) ≥ c0 > 0, y(t) > 0
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and for some C1 > 0,
(6.34) ∀t ∈ [0, T ], y′(t)2 ≤ N − 2
N − 1y(t)
[
y′′(t) +
C1
T
]
.
Then there is a constant C > 0 (depending only on N , c0 and C1, but not on T , such that
∀t ∈
[
0,
T
2
]
, T y′(t) ≤ Cy(0).
Proof. By (6.34),
y′(t)
y(t)
≤ N − 2
N − 1
(
y′′(t)
y′(t)
+
C1
Ty′(t)
)
≤ N − 2
N − 1
(
y′′(t)
y′(t)
+
C1
Tc0
)
.
Then, integrating between s and t, 0 ≤ s ≤ t ≤ T ,
log
y(t)
y(s)
≤ N − 2
N − 1
(
log
y′(t)
y′(s)
+
C1
c0
)
, i.e e
−
C1
c0
y′(s)
y(s)
N−1
N−2
≤ y
′(t)
y(t)
N−1
N−2
.
Integrating with respect to t between s and T , we get
e
−
C1
c0
y′(s)
y(s)
N−1
N−2
(T − s) ≤ −(N − 2)
(
1
y(T )
1
N−2
− 1
y(s)
1
N−2
)
≤ N − 2
y(s)
1
N−2
,
which yields
(6.35) ∀s ∈ [0, T ], y
′(s)
y(s)
(T − s) ≤ (N − 2)e
C1
c0 ≤ C.
Integrating (6.35) between 0 and t ∈ [0, T2 ] we get
log(y(t)) ≤ log(y(0)) + C log
(
T
T − t
)
≤ log(y(0)) +C log 2, i.e. y(t) ≤ Cy(0),
which, gives together with (6.35), the announced result. 
By (6.33) and the preceding claim on the function y = yR(t0− t), with R large, T = ε0R and
C1 = C0ε0, we get (6.32).
Step 4. Let us show that there exists a constant C > 0 such that
(6.36) ∀R ≥ 1, ∀t ∈ R, |y′′R(t)| ≤ Cd(t).
Indeed
(6.37) y′′R(t) = 8
∫ (
∂tW
+
)2
ϕR + 2
∫ (∣∣∇W+∣∣2 − ∣∣W+∣∣6 − ∣∣∂tW+∣∣2)ϕR + ∫ (W+)2∆ϕR.
Let us fix t ∈ R. First assume that d(t) ≤ δ0. Then by Lemma 3.7, there exists λ0, x0 such that
‖∇(W+(t)−Wλ0,x0)‖2 + ‖∂tW+(t)‖2 ≤ Cd(t). Noting that
8
∫
(∂tWλ0,x0)
2 ϕR + 2
∫ (
|∇Wλ0,x0 |2 − |Wλ0,x0 |6
)
ϕR +
∫
(Wλ0,x0)
2∆ϕR = 0,
we get (6.36) for d(t) ≤ δ0 by developping (6.37).
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Now assume that d(t) ≥ δ0. Thus 2‖∇W‖
2
2
δ0
d(t0) ≥ ‖∇W‖22. As a consequence,(
1 +
2 ‖∇W‖22
δ0
)
d(t) ≥ ∥∥∇W+∥∥2
2
+
∥∥∂tW+∥∥22 .
By the energy equality E(W+, ∂tW+) = E(W, 0), ‖W+‖66 = 3‖∇W+‖2 + 3‖∂tW+‖2 + E(W, 0).
Thus there exists a constant C > 0 such that
d(t0) ≥ δ0 =⇒ Cd(t) ≥
∥∥∇W+∥∥2
2
+
∥∥W+∥∥6
6
+
∥∥∂tW+∥∥22 ,
which shows, together with (6.37), implies estimate (6.36) in the case d(t) ≥ δ0
Step 5. End of the proof in the case N = 3. Let us first show
(6.38)
∫ +∞
−∞
d(t)dt <∞.
Estimates (6.24) and (6.32) give a constant C, independant or R, such that 0 ≤ −y′R(t0−ε0R) ≤
C. Thus by (6.23) and (6.28),∫ +∞
t0−ε0R
d(t)dt =
∫ t0
t0−ε0R
d(t) +
∫ +∞
t0
d(t) ≤
∫ t0
t0−ε0R
(
y′′R(t) +
C
R
)
+
∫ +∞
t0
y′′R(t)
≤ Cε0 +
∫ +∞
t0−ε0R
y′′R(t)dt = Cε0 − y′R (t0 − ε0R) ≤ C.
Letting R tends to ∞ we get (6.38).
Let M ≫ 1. Let t ∈ [t0 −M, t0]. By (6.28), for R ≥ R0, y′′R(t) ≥ 4d(t)− C0R . Taking RM ≫ 1
so that mint0−M≤t≤t0 d(t) ≥ C0RM , we get that y′′RM (t) ≥ 2d(t) for t0 −M ≤ t ≤ t0 and thus, in
view of (6.23),
(6.39) ∀t ≥ t0 −M, y′′RM (t) ≥ 2d(t).
By (6.38), there exists a sequence tn → −∞ such that d(tn)→ 0. As a consequence, y′R(tn)→ 0.
We have y′R(tn) = −
∫ t0−M
tn
y′′R(t)dt−
∫ +∞
t0−M
y′′R(t)dt, which yields by (6.36) and (6.39)∫ +∞
t0−M
d(t)dt ≤ C
∫ t0−M
tn
d(t)dt+
1
2
|y′R(tn)|.
Letting n tends to infinity, we obtain
∀M ≫ 1,
∫ +∞
t0−M
d(t)dt ≤ C
∫ t0−M
−∞
d(t)dt.
Note that by (6.38), both integrals in the preceding inequality are finite. Letting M tends to
+∞, we get ∫ +∞−∞ d(t)dt = 0. This shows that d(t) = 0 for all t, which is a contradiction. 
Appendix A. Estimates on the modulation parameters
In this appendix we prove Lemma 3.7. Proof of (3.19). In the proof of estimate (3.19), t is
just a parameter that we will systematically omit.
Developping the equality E
(
(1 + α)W + f˜ , ∂tu
)
= E(W, 0), we get, with (3.13),
(A.1) Q(αW + f˜) +
1
2
‖∂tu‖22 = O
(‖∇(αW + f˜)‖32).
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By the orthogonality of f˜ with W in H˙1, and the equation ∆W +W
N+2
N−2 = 0 we have∫
∇W · ∇f˜ =
∫
W
N+2
N−2 f˜ = 0.
Thus W and f˜ are Q-orthogonal and Q(αW + f˜) = −α2|Q(W )|+Q(f˜). Hence
(A.2) − α2|Q(W )|+Q(f˜)+ 1
2
‖∂tu‖22 = O
(‖∇(αW + f˜)‖32).
Now
(A.3) ‖∇(αW + f˜)‖22 = α2‖∇W‖22 + ‖∇f˜‖22.
If δ0 is small, so is ‖∇(αW + f˜)‖L2 , so that by (A.2) and Claim 3.5, there exists c > 0 such that
α2 ≥ c
(
‖∇f˜‖22 + ‖∂tu‖22
)
. Thus by (A.3),
∥∥∇(αW + f˜)∥∥2
2
≈ α2. Using again (A.2), we get
α2 ≈ ‖∇f˜‖22 + ‖∂tu‖22.
We have
‖∇u‖22 − ‖∇W‖22 = ‖∇(W + αW + f˜)‖22 − ‖∇W‖22 = (2α+ α2)‖∇W‖22 +
∥∥∇f˜∥∥2
2
≈ α,
which concludes the proof of (3.19).
Proof of (3.20). Let v(t) := uµ,X(t). Then
(A.4) u = µ
N−2
2 v
(
t, µ(x−X(t))).
Differentiating (A.4), and writing y = µ(x−X(t)), we get
∂tu(t, x) =
(
N
2
− 1
)
µ′
µ
u(t, x) + µ
N−2
2
[
µ′(x−X(t)) · ∇yv
(
t, y
)− µX ′ · ∇v(t, y) + ∂tv(t, y)] .
Recall that v =W + αW + f˜ . Multiplying the preceding equation by µ−
N
2 , we obtain
w(t, y) :=
1
µ
N
2
∂tu
(
t,
y
µ
+X
)
=
(
N − 2
2
)
µ′
µ2
(W+αW+ f˜)+
µ′
µ2
y ·∇y(W+αW+ f˜)−X ′ ·∇y(W+αW+ f˜)+ 1
µ
∂
∂t
(αW+ f˜).
Hence
w = − µ
′
µ2
W˜ −
N∑
j=1
X ′j(t)Wj +
α′
µ
W + (R)
(R) :=
µ′
µ2
(
N − 2
2
+ y · ∇y
)
(αW + f˜)−
N∑
j=1
x′j(t)∂yj (αW + f˜) +
1
µ
∂tf˜ .
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Hence (using the orthogonality in H˙1 of W , W˜ , W1,. . . ,WN )
(A.5)

∫
w∆W = −α
′
µ
‖∇W‖22 +
∫
(R)∆W∫
w∆W˜ = − µ
′
µ2
‖∇W˜‖22 +
∫
(R)∆W˜∫
w∆Wj = −x′j(t)‖∇Wj‖22 +
∫
(R)∆Wj , j = 1 . . . N.
Let
d1(t) := d(t) +
∣∣∣∣α′µ
∣∣∣∣+ ∣∣∣∣ µ′µ2
∣∣∣∣+ ∣∣X ′(t)∣∣ .
Then, noting that for all t, ∂tf˜(t) ∈ H⊥ and using estimate (3.19), we have∣∣∣∣∫ (R)∆W ∣∣∣∣+ ∣∣∣∣∫ (R)∆(−iW )∣∣∣∣+ ∣∣∣∣∫ (R)∆W˜ ∣∣∣∣+ N∑
j=1
∣∣∣∣∫ (R)∆Wj∣∣∣∣ ≤ Cd21(t).
Summing up estimates (A.5) and using that ‖w(t)‖2 = ‖∂tu(t)‖2 . d(t), we get
d1(t) ≤ d21(t) + d(t)
which yields (3.20) for small d(t). 
Appendix B. Some technical estimates
In this appendix we proof Lemma 5.1.
We will need the following version of Ho¨lder estimate for fractional Sobolev spaces
Claim B.1. Let p, p2, p3, p4 ∈ (1,∞), p1 ∈ (1,∞], such that 1p1+ 1p2 = 1p , and 1p3+ 1p4 = 1p .
(a)
∥∥D1/2x (fg)∥∥p . ∥∥f∥∥p1∥∥D1/2x g∥∥p2 + ∥∥D1/2x f∥∥p3∥∥g∥∥p4 .
(b) Let F ∈ C1(R) such that F (0) = 0. Then∥∥D1/2x F (f)∥∥p . ∥∥F ′(f)∥∥p1∥∥D1/2x f∥∥p2
(c) Let m ∈ N∗ and r1, r2, r3 ∈ (1,∞) such that 1r1 + 1r2 + 1r3 = 1. Then∥∥D1/2x (f2m − g2m)∥∥p . (∥∥f2m−1∥∥p1 + ∥∥g2m−1∥∥p1) ∥∥D1/2x (f − g)∥∥p2
+
(∥∥f2m−2∥∥
r1
+
∥∥g2m−2∥∥
r1
)(∥∥D1/2x f∥∥r2 + ∥∥D1/2x g∥∥r2) ∥∥f − g∥∥r3 .
Points (a) and (b) follows from [KPV93, Theorems A.7, A.8, A.9 and A.12]. Point (c) is a
consequence of (a).
Proof of (5.2).
By Claim B.1 (a), we have
(B.1)
∥∥∥D1/2x (u(t)W 4N−2)∥∥∥ 2(N+1)
N+3
≤ C
{∥∥∥D1/2x u(t)∥∥∥ 2(N+1)
N−1
∥∥∥W 4N−2∥∥∥
N+1
2
+ ‖u(t)‖ 2(N+1)
N−2
∥∥∥D1/2x (W 4N−2)∥∥∥ 2(N+1)
5
}
.
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Furthermore, W is a C∞ function on RN such that W
4
N−2 ≈ 1/|x|4, Dx
(
W
4
N−2
)
≈ 1/|x|5.
Hence W
4
N−2 belongs to L
N+1
2 ∩W 1, 2(N+1)5 . As a consequence we can rewrite (B.1) as∥∥∥D1/2x (u(t)W 4N−2)∥∥∥ 2(N+1)
N+3
≤ C
(∥∥∥D1/2x u(t)∥∥∥ 2(N+1)
N−1
+
∥∥∥u(t)∥∥∥
2(N+1)
N−2
)
,
which gives (5.2), using Ho¨lder inequality in time.
We will skip the proof of (5.3) which is a direct consequence of Ho¨lder inequality.
Proof of (5.4).
Fixing t, we will show
(B.2)∥∥D1/2x (R(u)−R(v))∥∥ 2(N+1)
N+3
.
∥∥D1/2x (u− v)∥∥ 2(N+1)
N−1
[∥∥∥|u|+ |v|∥∥∥
2(N+1)
N−2
+
∥∥∥|u|+ |v|∥∥∥ 4N−2
2(N+1)
N−2
]
+
∥∥u− v∥∥ 2(N+1)
N−2
[∥∥∥|u|+ |v|∥∥∥
2(N+1)
N−2
+
∥∥∥|u|+ |v|∥∥∥ 4N−2
2(N+1)
N−2
+
∥∥∥∣∣D1/2x u∣∣+ ∣∣D1/2x v∣∣∥∥∥ 2(N+1)
N−1
+
∥∥∥∣∣D1/2x u∣∣+ ∣∣D1/2x v∣∣∥∥∥ 4N−22(N+1)
N−1
]
.
Ho¨lder inequality in time will yield the desired result. We have R(u) =W
N+2
N−2J
(
W−1u
)
, where
J(s) = |1 + s| 4N−2 (1 + s)− 1− N+2N−2s, J ′(s) = N+2N−2 |1 + s|
4
N−2 − N+2N−2 . Hence
(B.3) R(u)−R(v) = N + 2
N − 2(u− v)
∫ 1
0
(
|W + v + (u− v)θ| 4N−2 −W 4N−2
)
dθ︸ ︷︷ ︸
I(u,v)
.
Hence, by Claim B.1 (a),∥∥∥D1/2x (R(u)−R(v))∥∥∥ 2(N+1)
N+3
.
∥∥D1/2x (u−v)∥∥ 2(N+1)
N−1
∥∥I(u, v)∥∥N+1
2
+
∥∥u−v∥∥ 2(N+1)
N−2
∥∥D1/2x I(u, v)∥∥ 2(N+1)
5
.
In view of the integral expression of I(u, v), (B.2) will follow from the estimates∥∥∥ |W + h| 4N−2 −W 4N−2∥∥∥
N+1
2
.
∥∥h∥∥ 2(N+1)
N−2
+
∥∥h∥∥ 4N−22(N+1)
N−2
(B.4) ∥∥∥D1/2x (|W + h| 4N−2 −W 4N−2)∥∥∥ 2(N+1)
5
(B.5)
.
∥∥h∥∥ 2(N+1)
N−2
+
∥∥h∥∥ 4N−22(N+1)
N−2
+
∥∥D1/2x h∥∥ 2(N+1)
N−1
+
∥∥D1/2x h∥∥ 4N−22(N+1)
N−1
.
Let us first show (B.4). By the pointwise bound
∣∣∣|W + h| 4N−2 − |W | 4N−2 ∣∣∣ . W 6−NN−2 |h| + |h| 4N−2 ,
and Ho¨lder inequality∥∥∥ |W + h| 4N−2 −W 4N−2 ∥∥∥
N+1
2
.
∥∥W 6−NN−2∥∥ 2(N+1)
6−N
∥∥h∥∥ 2(N+1)
N−2
+
∥∥h∥∥ 4N−22(N+1)
N−2
.
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Noting that
∥∥W 6−NN−2∥∥ 2(N+1)
6−N
=
∥∥W∥∥ 6−NN−22(N+1)
N−2
<∞, we get (B.4). It remains to show (B.5). We will
distinguish two cases.
First case: N = 3 or N = 4. Then 4N−2 ∈ {2, 4}. By Claim B.1, (c),∥∥∥D1/2x ((W + h) 4N−2 −W 4N−2) ∥∥∥ 2(N+1)
5
.
(∥∥∥(W + h) 6−NN−2∥∥∥
2(N+1)
6−N
+
∥∥∥h 6−NN−2∥∥∥
2(N+1)
6−N
)∥∥∥D1/2x h∥∥∥ 2(N+1)
N−1
+
(∥∥∥(W + h) 8−2NN−2 ∥∥∥
2(N+1)
8−2N
+
∥∥∥h 8−2NN−2 ∥∥∥
2(N+1)
8−2N
)
×
(∥∥∥D1/2x (W + h)∥∥∥ 2(N+1)
N−1
+
∥∥∥D1/2x h∥∥∥ 2(N+1)
N−1
)∥∥∥h∥∥∥
2(N+1)
N−2
.
Hence∥∥∥D1/2x ((W + h) 4N−2 −W 4N−2) ∥∥∥ 2(N+1)
5
.
(
1 +
∥∥∥h∥∥∥
2(N+1)
N−2
) 6−N
N−2
∥∥∥D1/2x h∥∥∥ 2(N+1)
N−1
+
(
1 +
∥∥∥h∥∥∥ 8−2NN−2
2(N+1)
N−2
)(
1 +
∥∥∥D1/2x h∥∥∥ 2(N+1)
N−1
)∥∥∥h∥∥∥
2(N+1)
N−2
.
∥∥∥h∥∥∥
2(N+1)
N−2
+
∥∥∥h∥∥∥ 4N−2
2(N+1)
N−2
+
∥∥∥D1/2x h∥∥∥ 2(N+1)
N−1
+
∥∥∥D1/2x h∥∥∥ 4N−22(N+1)
N−1
,
by the convexity inequality AB ≤ 6−N4 A
4
6−N + N−24 B
4
N−2 . This yields (B.5), and concludes the
proof of (B.2) (thus of (5.4)) when N = 3 or N = 4.
Second case: N = 5.
In this case, we must bound
∥∥∥D1/2x (|W + h|4/3 −W 4/3)∥∥∥ 12
5
by sum of powers of ‖h‖4 and
‖D1/2x h‖3. Note that Claim B.1 (c) is no longer available. We have
(B.6) |W + h|4/3 −W 4/3 =W 4/3F (W−1h)+ |h|4/3, F (s) = |1 + s|4/3 − 1− |s|4/3.
By Claim B.1, (b)
(B.7)
∥∥∥D1/2x |h|4/3∥∥∥ 12
5
.
∥∥∥|h|1/3∥∥∥
12
∥∥∥D1/2x h∥∥∥
3
.
∥∥∥h∥∥∥1/3
4
∥∥∥D1/2x h∥∥∥
3
.
∥∥∥h∥∥∥4/3
4
+
∥∥∥D1/2x h∥∥∥4/3
3
,
by the convexity inequality AB ≤ 34A4/3 + 14B4.
Note that F is C1 and that F ′ is bounded. In order to apply Claim B.1 (b) toW 4/3F
(
W−1h
)
we will need a dyadic decomposition of R5. Let ϕ ∈ C∞(R5) such that ϕ(x) = 1 if |x| ≤ 1
and ϕ(x) = 0 if |x| ≥ 2. Define ψ(x) := ϕ(x/2) − ϕ(x), so that suppψ ⊂ {1 ≤ |x| ≤ 4}. Let
ψk(x) := ϕ(x/2
k−1) for k ≥ 1 and ψ0(x) := ϕ(x). Then
suppψk ⊂
{
1
2k−1
≤ |x| ≤ 1
2k+1
}
, k ≥ 1, suppψ0 ⊂ {|x| ≤ 2};
∑
k≥0
ψk(x) = 1.
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Choose also ψ˜ ∈ C∞0 (R5) such that supp ψ˜ ⊂ {1/2 ≤ |x| ≤ 8} and ψ˜(x) = 1 on {2 ≤ |x| ≤ 4}.
Let ψ˜k(x) := ψ˜(x/2
k−1) for k ≥ 1 and ψ0(x) := ϕ(x/2). Then
supp ψ˜k ⊂
{
1
2k−2
≤ |x| ≤ 1
2k+2
}
, k ≥ 1, supp ψ˜0 ⊂ {|x| ≤ 4}; x ∈ supp ψ˜k =⇒ ψk(x) = 1.
We have
(B.8) W 4/3F
(
W−1h
)
=
∑
k≥0
ψkW
4/3F
(
W−1h
)
=
∑
k≥0
ψkW
4/3F
(
W−1ψ˜k(x)h
)
.
We leave the proof of the following estimates which follow from the explicit expression of W and
scaling arguments to the reader.
Claim B.2. For all p ∈ [1,∞] and for all k ≥ 0,∥∥∥ψkW 4/3∥∥∥
p
. 2(−4+5/p)k ,
∥∥∥D1/2x (ψkW 4/3)∥∥∥
p
. 2(−9/2+5/p)k ,∥∥∥ψ˜kW−1∥∥∥
p
. 2(3+5/p)k ,
∥∥∥D1/2x (ψ˜kW−1)∥∥∥
p
. 2(5/2+5/p)k .
By Claim B.1 (a),
(B.9)
∥∥∥D1/2x (ψkW 4/3F (W−1ψ˜kh))∥∥∥ 12
5
.
∥∥∥D1/2x (ψkW 4/3)∥∥∥
6
∥∥∥F (W−1ψ˜kh)∥∥∥
4
+
∥∥∥ψkW 4/3∥∥∥
12
∥∥∥D1/2x (F (W−1ψ˜kh))∥∥∥
3
.
Note that |F (s)| . |s|, so that, in view of Claim B.2,∥∥∥F (W−1ψ˜kh)∥∥∥
4
.
∥∥∥W−1ψ˜kh∥∥∥
4
. 23k
∥∥h∥∥
4
Thus by Claim B.2 again,
(B.10)
∥∥∥D1/2x (ψkW 4/3)∥∥∥
6
∥∥∥F (W−1ψ˜kh)∥∥∥
4
. 2(−9/2+5/6+3)k = 2−
2
3
k
∥∥h∥∥
4
.
Furthermore, F ′ being bounded, by Claim B.1 (b), then (a)∥∥∥D1/2x (F (W−1ψ˜kh))∥∥∥
3
.
∥∥∥D1/2x (W−1ψ˜kh)∥∥∥
3
.
∥∥∥D1/2x (W−1ψ˜k)∥∥∥
12
∥∥∥h∥∥∥
4
+
∥∥∥W−1ψ˜k∥∥∥
∞
∥∥∥D1/2x h∥∥∥
3
.
Thus by Claim B.2,
(B.11)
∥∥∥ψkW 4/3∥∥∥
12
∥∥∥D1/2x (F (W−1ψ˜kh))∥∥∥
3
. 2(−4+5/12)k
(
2(3+5/12)k
∥∥h∥∥
4
+ 23k
∥∥D1/2x h∥∥3)
. 2−
1
6
k
∥∥h∥∥
4
+ 2−
7
12
k
∥∥D1/2x h∥∥3.
By (B.9), (B.10) and (B.11),
(B.12)
∥∥∥D1/2x (W 4/3F (W−1h))∥∥∥ 12
5
.
∑
k≥0
∥∥∥D1/2x (ψkW 4/3F (W−1ψ˜kh))∥∥∥ 12
5
.
∥∥h∥∥
4
+
∥∥D1/2x h∥∥3.
In view of (B.6), we get, by (B.7) and (B.12)∥∥∥D1/2x (|W + h|4/3 −W 4/3)∥∥∥ 12
5
.
∥∥h∥∥4/3
4
+
∥∥D1/2x h∥∥4/33 + ∥∥h∥∥4 + ∥∥D1/2x h∥∥3.
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This yields (B.5), concluding the proof of (5.4) in the case N = 5. 
Appendix C. Derivative of gR
Claim C.1. Let u be a solution of (1.1) such that E(u0, u1) = E(W, 0) and gR be defined by
(3.7). There exist C∞ real-valued functions on RN , ajkR , b
1
R, b
2
R, b
3
R, supported in {|x| ≥ R},
bounded independently of R and such that
g′R(t) =
1
N − 2
∫
|∂tu|2dx− 1
N − 2
(∫
|∇W |2dx−
∫
|∇u|2dx
)
+AR(u, ∂tu).
where
(C.1) AR(u, ∂tu) :=
∑
jk
∫
ajkR ∂ju∂ku dx+
∫
b1R(∂tu)
2 + b2Ru
2∗ +
1
|x|2 b
3
Ru
2dx.
Proof.
(C.2)
d
dt
∫
ψR · ∇u∂tu dx =
∫
ψR · ∇u
(
∆u+ |u|N+2N−2u
)
dx+
∫
ψR · ∇∂tu∂tu dx.
Furthermore, denoting by ψRj , j = 1 . . . N , the coordinates of ψR,∫
ψR · ∇u(∆u)dx =
∑
j,k
∫
ψRj∂ju∂
2
ku dx
= −1
2
∑
j
∫
∂ψRj
∂xj
(∂ju)
2dx+
1
2
∑
j,k
j 6=k
∫
∂ψRj
∂xk
(∂ju)
2dx−
∑
j,k
j 6=k
∫
∂ψRj
∂xk
∂ju∂ku dx.
Note that if |x| ≤ R, ∂ψRj∂xj (x) = 1 and
∂ψRj
∂xk
(x) = 0 (j 6= k). Thus∫
ψR · ∇u(∆u)dx = N − 2
2
∫
|∇u|2dx+
∑
jk
∫
|x|≥R
a˜Rjk∂ju∂ku dx,
where the a˜Rjk are bounded independently of R, C
∞, and supported in |x| ≥ R. By similar
integration by parts on the other terms of (C.2), we get
(C.3)
d
dt
∫
ψR(x)·∇u∂tu = N − 2
2
∫
|∇u|2dx−N − 2
2
∫
|u|2∗dx−N
2
∫
(∂tu)
2dx+A˜R(u, ∂tu),
where A˜R(u, ∂tu) is a sum of integrals of the desired form (C.1).
Furthermore,
N − 1
2
d
dt
∫
ϕRu∂tu dx =
N − 1
2
∫
ϕR(∂tu)
2 + ϕRu
(
∆u+ |u|N+2N−2u
)
dx
=
N − 1
2
∫
ϕR(∂tu)
2 − ϕR|∇u|2 + 1
2
(∆ϕR)u
2 + ϕR|u|2∗dx.
Noting that for |x| ≤ R, ϕR = 1 and ∆ϕR = 0, and that if |x| ≥ 2R, ∆ϕR = 0, we get
(C.4)
N − 1
2
d
dt
∫
ϕRu∂tu dx =
N − 1
2
∫
−|∇u|2 + |u|2∗ + (∂tu)2dx+ ÂR(u, ∂tu),
where ÂR(u, ∂tu) is again of the form (C.1).
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Summing up (C.3) and (C.4), we obtain
g′R(t) = −
1
2
∫
|∇u|2dx+ 1
2
∫
|u|2∗dx− 1
2
∫
(∂tu)
2dx+AR(u, ∂tu),
where AR is defined by (C.1) for some functions a
jk
R , b
1
R, b
2
R, b
3
R. To conclude the proof, note
that E(u, ∂tu) = E(W, 0) implies
1
2
∫
|u|2∗ = N
2(N − 2)
∫
|∇u|2dx+ N
2(N − 2)
∫
(∂tu)
2dx− N
N − 2E(W, 0),
and recall that E(W, 0) = 1N ‖∇W‖22, which gives (C.2). 
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