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Stability of Randomly Switched Diffusions
Henrik Schioler, John Leth and Mehdi Gholami
Abstract— This paper provides a sufficient criterion for ǫ-
moment stability (boundedness) and ergodicity for a class of
systems comprising a finite set of diffusions among which
switching is governed by a continuous time Markov chain.
Stability/instability properties for each separate subsystem are
assumed to be quantified by a Lyapunov function candidate and
an associated growth rate equation. For the set of Lyapunov
functions a compatibility criterion is assumed to be fulfilled
bounding the ratio between pairs of Lyapunov functions. The
established criterion is shown to be equivalent to an exact cri-
terion for the almost sure convergence of an associated process
bounding moments of the process under study. Examples are
provided to illustrate the use of the established criterion.
Index Terms— stochastic system; switching diffusion; stabil-
ity
I. I NTRODUCTION
Randomly Switched Systems, (RSS) with Piecewise De-
terministic Processes (PDP) [1] as a subclass, denotes a clas
of systems where system state evolves in time according to
one among a finite set of smooth dynamics selected by a
discrete mode switching process. RSS have been suggested
for modeling within various fields such as finance, population
dynamics, manufacturing, and fault tolerant control [2].
In [3] general sufficient conditions for the existence and
uniqueness of stationary distributions of PDPs are provided
through a basic result of [4]. Markov Jump Linear Systems
(MJLS) as studied in [5], [6] and [7] is the special case
of RSS where smooth dynamics are linear and switching is
governed by a continuous time Markov chain with discrete
state space. In [5], [6] noise free dynamics are assumed
as the basis of analytical results although [5] more broadly
suggests discrete modes governed by linear stochastic differ-
ential equations, i.e. linear diffusions. The work [8] provides
sufficient conditions for almost sure convergence of 2nd
order MJLS based on projections to the unit circle and the
existence and uniqueness of a stationary distribution of the
projected process. The work [9] provides general sufficient
conditions for convergence in distribution of RSS expressed
in terms of switched Stochastic Differential Equations, i.e.
so called Switched Diffusion Processes (SDP). SDPs are
also studied in [10], [11] and [12] where the two former
treats stability criteria for systems comprising both stable and
unstable modes and the latter stability criteria for switching
among stable systems allowing discontinuous jumps of the
continuous state at mode switching instants. In [13] Linear
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Jump Systems are analyzed for stability under deterministic
bounds for the number of jumps within time intervals of
defined lengths.
A great variety of definitions of stochastic stability exist
as surveyed in e.g. [14] and [15]. For the above mentioned
studies, stochastic stability unanimously implies some kind
of stochastic convergence to an equilibrium state. In [12]
results are given in the shape of exponentialpth moment con-
vergence to0, generally implying convergence in probability.
In [15] stability results for fault tolerant control systems are
given in terms of mean square exponential convergence to
0, whereas in [16] 3 different definitions of mean square
stochastic stability are considered. In [10] the concept of
input-to-state stability (ISS) is extended to a probabilistic
setting through expectation and applied to SDP.
We find stability definitions based on stochastic conver-
gence insufficient for many practically appearing probabilis-
tic models since such models frequently include a driving
(process) noise component preventing even stable systems
from convergence. Such a term is included in [12], where
the underlying assumptions however force the noise compo-
nent to vanish at the equilibrium, as also indicated by the
examples provided. Although theoretically appealing such
assumptions seem unrealistic for practical cases, where stable
operation is characterized by stationary random fluctuations
around the equilibrium
Thus stability definitions based on stationary or ergodic
behavior as studied in [3] seem more suitable from a practical
point of view. For systems with a compact state space the
main criteria are of mixing type, i.e. systems almost never
map proper subsets into themselves, which for Markovian
systems corresponds to irreducibility, where all states are
mutually reachable. For systems with non-compact state
spaces, the main questions is that of stability, whereas the
mixing/irreducibility property is mostly taken as a prerequi-
site. Ergodicity of non compact systems is studied in [4] and
[17] for discrete and continuous time respectively.
In this paper we give sufficient conditionspth moment
boundedness and ergodicity for switched diffusion processes
(SDP), where a Lyapunov function candidate has been identi-
fied for each subsystem as in [10]. Our approach is similar to
that of [18] in their treatment of 1st order jump linear systems
(JLS). Our contribution distinguishes from [3] and [9] in the
more specific setup yielding more specific and operational
results. It contrasts to [8] in its generality to nth order systems
and to [18] be including state jumps at switching moments
allowing its application to multiple Lyapunov analysis.
The section to follow provides mathematical prerequisites
and main definitions. This is followed by the analytical
results section, where a number of lemmas are given along
with the main results expressed as theorems. The analytical
results section is preceded by a section devoted to numerical
results of simulations comprising a practically illustrative
control system with unstable faulty modes. Results for the
method suggested in this paper are compared to results from
neighboring methods suggested in [8] and [16]. Finally con-
clusions and discussions are provided along with suggestions
for the direction of future research.
II. M ATHEMATICAL PREREQUISITES
We generally have a state spaceRn×P and a state(x, σ)
evolving in continuous time, i.e:(x, σ) : Ω×R → Rn ×P,
whereΩ is an appropriate probability space. The processx is
interpreted as the continuous state of the system, whereas th
switching processσ indicates the discrete state, i.e. normal
and faulty modes. A finite number of distinct discrete states
is assumed, i.e.P={1, ..,M}. We generally assume that
the pair(x, σ) constitutes a continuous time Markov chain,
where the switching process is assumed to be governed by
an independent Markov chain.
The treatment is based on system dynamics in the shape
of a Stochastic Differential Equation (SDE), where the noise
part is modeled as a Brownian motion. For each discrete
modep = σ(t) an SDE is defined, i.e.
dx = fp(x)dt+ gp(x)dw (1)
wherew is a vector ofn independent standard Brownian
motions andfp : Rn → Rn and gp : Rn → Rn are appro-
priate mappings satisfying suitable smoothness conditions t
ensure unique continuous solutions to (1), see e.g. [19].
We say that a functionalV : Rn → R+ is a Lyapunov
function candidate if it is continuous differentiable,V (x) ≥
0 andV −1([0, C]) are compact sets for allC ≥ 0.
We assume for eachp ∈ P that there exists a real number
λp and a Lyapunov function candidateVp : Rn → R+ such
that
∇Vp(x)fp(x) ≤ λpVp(x) (2)
with ∇V denoting the gradient ofV . For λp < 0, (2)
ensures stability of the associated deterministic system,dx =
fp(x)dt. We generally do not assumeλp < 0, since we allow
instability for some discrete states.
For a sufficiently smoothV (twice continuous differen-
tiable will do) we conclude from It̂o’s chain rule that the
processV (x(t)) has the stochastic differential
dV = ∇V fpdt+ g
T
p HV gpdt+∇V gpdw (3)
whereHV denotes the Hessian ofV and all terms are to be
evaluated atx(t). Hence we get
d
dt
E(V (x(t))|x(t) = x) = ∇V (x)fp(x)+gp(x)
THV (x)gp(x)
In the sequel we assume thatgTp (x(t))HVp(x(t))gp(x(t)) is
globally bounded above by some positive constantKp and
that (2) holds for everyx ∈ Rn. Hence
d
dt
E[Vp(x(t))] ≤ λpE[Vp(x(t))] +Kp (4)
Note that (4) holds for any initial distribution ofx, hence it
holds conditionally forx(0) = x̄.
We shall in the sequel assume, as in [10], that the
Lyapunov function candidatesVp are compatible, i.e. a real
numberµ > 1 exists such that
Vp′(x) ≤ µVp(x), ∀p, p
′ ∈ P, ∀x ∈ Rn
A. Switching process
The switching processσ governs the choice of smooth
dynamics for the continuous state. The evolution ofσ is
specified through an infinitesimal generator matrixQ =
{qij} defined by
P (σ(t+ h) = j|σ(t) = i) = hqij +O(h)
for j 6= i and
P (σ(t+ h) = i|σ(t) = i) = 1− hqii +O(h)
We say that the processσ is communicating (irreducible)
iff for any i 6= j a sequence of distinct states{k1, ..kp} exist
such thati = k1, j = kp andqks,ks+1 > 0. In looser terms the
rocess is communicating, if any state is reachable from any
other state in finite time with a probability greater than zero.
If a process is communicating the generator matrixQ has
an eigenvalue of multiplicity 1 at 0 and an accompanying
one-dimensional eigenspace of solutions to0 = πQ. All
other eigenvalues ofQ fall in the left complex half plane.
The unique probabilistic (left) eigenvectorπ is called the
stationary distribution of the chain. A finite communicating
chain is ergodic, i.e.
P∗( lim
t→∞
1
t
∫ t
0
Iσ(t)=idt = πi) = 1, ∀i
whereP∗ is the probability distribution induced on the space
of realizations through the specification of transition rates.
We shall in the sequel assumeσ to be irreducible.
III. STOCHASTIC STABILITY
Stability properties ofx(t) needs to be established in the
context of stochastic stability, where a variety of inter relat d
definitions exist. Most definitions are based on associated
definitions of convergence, i.e. convergence in probability,
convergence in mean/moment and almost sure convergence
as listed below.
limt→∞ P (|x(t)| > δ) = 0, ∀δ > 0
limt→∞ E(|x(t)|
ǫ) = 0
P (limt→∞ x(t) = 0) = 1
The two latter cannot be ordered in strength they both
imply the former. As mentioned in the introduction most
practically appearing stochastic systems fail to convergeto
any equilibrium. In this case stability definitions should re-
flect, not convergence, but stationary behavior. An immediat
definition based onǫ-moment can be stated as; for each initial
distribution there existsǫ > 0 andK > 0 such that
E(|x(t)|ǫ) ≤ K, ∀t ≥ 0 (5)
We say that a system isǫ-moment-stable if (5) is fulfilled.
In many works focus has been put on2 d moment stability.
However second moment stability is generally a stronger
requirement thanǫ-moment stability forǫ < 2, so focusing
on second moment (mean and variance) may lead to overly
pessimistic analysis and designs in cases where no specific
requirements regarding second moment stability have been
put forth.
More generally we define a system to bemoment-stable in
the wide sense(MSWS) if for any initial distribution there
existsK > 0 and a Lyapunov function candidateV such
that
E(V (x(t))) ≤ K, ∀t ≥ 0 (6)
Alternatively stable stationary behavior could be defined
in terms of the statistics generated by process realizations
as implied by ergodicity. That is, a stationary probability
measureΦ exists such that for all measurable subsetsA
P ( lim
t→∞
1
t
∫ t
0
Ix(τ)∈Adτ = Φ(A)) = 1 (7)
If both (5) and (7) are fulfilled we have through the Markov
inequality forA = {|x| ≤ C}
Φ(A) ≥ 1−
K
Cǫ
Hence the processx(t) has to be closer to0 thanC, infinitely
often and visits this neighborhood with an average frequency
above1− K
Cǫ
over the long run. In the sequel we consider a
discrete time skeleton{x(n∆)}n∈N in regards to ergodicity,
i.e.
P ( lim
N→∞
1
N
N−1
∑
n=0
Ix(n∆)∈A = Φ(A)) = 1 (8)
IV. STABILITY ANALYSIS
The analysis is based on the definition of a dominating
processU , for which stability criteria are given. SinceU is
an approximation from above, the presented criteria can only
be sufficient. Analysis is initially performed conditionedon
a specific realization̄σ of the switching processσ and the
initial condition x(0) = x̄ and subsequently turned into an
unconditional result through expectation over the probability
space of realizations and initial conditions.
Let the sequence{tj} be the transition instants of a
particular realizationσ̄ of the switching processσ, such
that σ̄(t) = pi for t ∈ [ti, ti+1). We define the conditional
expectationEσ̄ by
Eσ̄[·] = E[·|σ = σ̄, x(0) = x̄]
Hence fort ∈ [ti, ti+1) we have from (4) that
d
dt
Eσ̄(Vpi(x(t))) ≤ λpiEσ̄[Vpi(x(t))] +Kpi
Now for the processW defined by
d
dt
W (t) = λpiW (t) +Kpi , t ∈ [ti, ti+1) (9)
W (ti+1) = µW (t
−
i+1), µ > 1 (10)
W (0) = Vσ̄(0)(x̄) (11)
we have the following two lemmas whose proof we leave to
the reader.
Lemma 1:
Eσ̄[Vσ(t)(x(t))] ≤ W (t), ∀t ≥ 0 (12)
Let Wmin = min{p | λp<0}{−Kp/λp, Vσ̄(0)(x)}. It is then
asily proved thatW (t) ≥ Wmin for all t > 0 if W (0) ≥
Wmin. Thus forW (0) ≥ Wmin, t ∈ [ti, ti+1) and0 ≤ ǫ < 1
d
dt
W ǫ(t) = ǫW ǫ−1(t)(λpiW (t) +Kpi)
≤ ǫλpiW
ǫ(t) + ǫKpiW
ǫ−1
min
Now let K̄ = maxp{Kp}, κ̄ = ǫK̄W
ǫ−1
min, and define the
processU by
d
dt
U(t) = ǫλpiU(t) + κ̄, t ∈ [ti, ti+1)
U(ti+1) = µ
ǫU(t−i+1)
U(0) = W ǫ(0)
Lemma 2:For ǫ > 0
U(t) ≥ W ǫ(t), ∀t ≥ 0 (13)
Moreover, we obtain the following result which is proven in
appendix.
Lemma 3:Define the processesγp by γp(t) =
Iσ̄(t)=pU(t) then
d
dt
E[γl(t)] = ǫλlE[γl(t)] + µ
ǫ
∑
j 6=l
qjlE[γj(t)]
+ E[γl(t)]qll + κl(t) (14)
where0 ≤ κl(t) ≤ κ̄. Or more compactly
d
dt
E[γ(t)] = ΛE[γ(t)] + κ(t), (15)
where Λ = µǫQ + ǫDiag(λ1, .., λM ) + (1 − µǫ)Diag(Q),
γ(t) = [γ1(t), .., γM (t)]
T andκ(t) = [κ1(t), .., κM (t)]T .
From (12) and (13) we then get
Eǫσ̄[Vσ(t)(x(t))] ≤ U(t) (16)
which yields
E[Eǫσ̄[Vσ(t)(x(t))]] ≤ E[U(t)] =
∑
p
E[γp(t)] (17)
A. Moment stability in the wide sense for continuous time
We note that (17) implies, that ifE[γl(t)] → 0 for t → ∞
and all l ∈ P then E(Eǫσ̄[Vσ(t)(x(t))]) → 0 for t → ∞.
However, due toκl(t) in (14) convergence to zero is not
possible. Still boundedness ofγl(t) leads to a boundedǫ-
moment ofEσ̄[Vσ(t)(x(t))]. Moreover, Jensen’s inequality
gives for0 < ǫ < 1
E(Eǫσ̄[Vσ(t)(x(t))]) ≥ E(Eσ̄[V
ǫ
σ(t)(x(t))]) = E[V
ǫ
σ(t)(x(t))]
which in turn leads to the boundedness ofE[V ǫσ(t)(x(t))]
and in fact moment stability in the wide sense (MSWS) of
(x, σ).
Algebraically, stability of (15) is determined by the
eigenvalues of the matrixΛ = Λ(µ, λ1, .., λM , ǫ), where
Λjl = µ
ǫqjl for j 6= l and Λll = ǫλl + qll. Note
that Λ(µ, λ1, .., λM , 0) = Q has (for an irreducibleσ) an
eigenvalue at0 of multiplicity 1, and all other eigenvalues
in the left complex plane.
A sufficient criterion for the existence of anǫ > 0 such
that Λ(µ, λ1, .., λM , ǫ) is stable is that the root locus of
Λ for positive ǫ takes the root at0 to the left half plane.
Defining Γ = 1
µǫ
Λ we obtain that stability properties ofΓ
are equivalent to those ofΛ and
Γ = Q+
ǫ
µǫ
diag(λ1, .., λM ) +
1− µǫ
µǫ
diag(Q)
Let D(s, ǫ) be the determinant ofsI−Γ then the implicit
function theorem gives the following sufficient stability cri-
terion
Dǫ(0, 0)
Ds(0, 0)
> 0 (18)
which through the Jacobi formula for determinant deriva-
tives, lemma 1 to 3 and [18, lemma 3.10], leads to the first
main result which is proven in the Appendix
Theorem 1:Assume that
E[Eδσ̄[Vσ(0)(x(0))]] < ∞, ∀δ ∈]0, 1[
and
M
∑
i=1
πi(λi − log(µ)qii) < 0 (19)
then0 < ǫ < 1 andK < ∞ exists such that
E[V ǫσ(t)(x(t))] < K, ∀t ≥ 0
B. Ergodicity
In this section we establish sufficient criteria for ergodicity
to accompagne the previously established stability criteria.
Ergodicity is generally based on two main characteristics;
recurrence and irredicibility, where the former is in fact a
stability property and the latter is concerned with mutual
reachability within the state space. We conjecture that ir-
redicibilty of the switched process(x, σ) is inherited from
the irredicibility of σ and at least one of the subprocesses
(1) indexed byp ∈ P. Since this paper is devoted to the
study of stability we omit further treatment of irredicibility
and refer the reader to e.g. [20] for nessesary and sufficient
criteria for irreducibility of diffusion processes.
It is readily recognized that the derivation of (15) is
carried out without reference to the initial distribution of
(x(0), σ(0)) so that it in fact holds for(x(0), σ(0)) con-
centrated on a single element(x̄, σ̄) or in other words
conditional on the initial conditionsx(0) = x̄ andσ(0) = σ̄,
i.e.
d
dt
E[γ(t)|x(0) = x̄, σ(0) = σ̄] =
ΛE[γ(t)|x(0) = x̄, σ(0) = σ̄] + κ(t)
Let λ̄ > sup{Re(λ) | λ eigenvalue ofΛ}. Then using the
fact that there exists a constantL such that
| exp(Λ t)E[γ(0)|x(0) = x̄, σ(0) = σ̄]| ≤
L exp(λ̄t)|E[γ(0)|x(0) = x̄, σ(0) = σ̄]|, ∀t ≥ 0
with | · | denoting the 1-norm, we conclude that a∆ > 0,
0 < α < 1 andκ > 0 exist so that
|E[γ(∆)|x(0) = x̄, σ(0) = σ̄]| ≤
α|E[γ(0)|x(0) = x̄, σ(0) = σ̄]|+ κ
Now assume that|γ(0)| ≥ (κ+ c)/(1− α) for a positive
constantc. Then
|E[γ(∆)|x(0) = x̄, σ(0) = σ̄]| ≤
|E[γ(0)|x(0) = x̄, σ(0) = σ̄]| − c (20)
and since by construction
|E[γ(t) | x(0) = x̄, σ(0) = σ̄]|
= E[|γ(t)| | x(0) = x̄, σ(0) = σ̄]
= E[U(t) | x(0) = x̄, σ(0) = σ̄]
inequality (20) becomes
E[U(∆)|x(0) = x̄, σ(0) = σ̄]
≤ E[U(0)|x(0) = x̄, σ(0) = σ̄]− c
= V ǫσ̄ (x̄)− c
For 0 < ǫ < 1, Jensen’s inequality and (16) then yields
E[U(t)|x(0) =x̄, σ(0) = σ̄]
≥ E(Eǫσ̄(Vσ(t)(x(t)))|x(0) = x̄, σ(0) = σ̄)
≥ E(V ǫσ(t)(x(t)))|x(0) = x̄, σ(0) = σ̄)
so that finally
E(V ǫσ(∆)(x(∆)))|x(0) = x̄, σ(0) = σ̄) ≤ V
ǫ
σ̄ (x̄)− c
Through [4, Theorem 5.1] we obtain the second main
result
Theorem 2:Assume the process(x(t), σ(t)) to be irre-
ducible and (19) is fulfilled then the discrete time process
(x(n∆), σ(n∆)) is ergodic.
C. Relation to almost sure convergence
For Kpi = 0, consider the dominating processW defined
by (9) to (11). Then
W (t) = W (0) exp(
∫ t
0
λσ(t)dt)µ
N(t)
whereN(t) denotes the number of state switches in[0, t].
The expected sojourn timeTi in every statei is inversely
proportional to the sum of rates out of that state, i.e.Ti =
1/
∑
j∈P,j 6=i qij = −1/qii. For an ergodic chain the average
fraction of time in statei approachesπi. Thus the average
number of returns to statei within [0, t] is πi t/Ti = −πi tqii
such thatN(t) approaches−t
∑
i∈P πi qii.
Now by taking logarithms
log(W (t)) = log(W (0)) +
∫ t
0
λσ(t)dt+ log(µ)N(t)
and recalling that for an ergodic chain
∫ t
0
λσ(t)dt ≈
t
∑
i∈P πiλi we obtain that (19) is also an exact criterion
for almost sure convergence ofW to 0.
V. EXAMPLES
The example comprises a linearized model of a car back-
ing with an attached trailer The statex of the system is the
angle between the directional vectors of car and trailer and
the input is the angleα between directional vectors of car
and front wheels i.e. the steering angle. Due to road and
tire imperfections a random term is included in the system
dynamics to give the following diffusion equation
dx = (x− α)dt+ dw (21)
wherew is a standard Brownian motion.
It is assumed that steering angleα is set by a referenceR
through a servo mechanism comprising 1st order dynamics,
i.e.
d
dt
α = −Cα+R (22)
where C > 0 is a design parameter. The loop is closed
through a proportional feedback, i.e.R = K xm, where the
control gainK is also a design parameter andxm is the
measurement of the trailer angle, i.e.xm = x + N , where
N(t) is an independent standard Gaussian measurement
noise. We assume a simplistic fault model comprising 2
discrete states:{0, 1}, where the former indicates the fault
free situation and the latter a faulty situation in which the
measurement of the system state is not available. In the latter
case we simplistically setR = 0 with resulting system poles
s = {1,−C}. We set design parametersK = 4 andC = 2.
For both states the resulting continuous time dynamics are
linear with matricesA0 and A1, where a continuous time
Markov process switches between the two discrete system
state.
A0 =
[
1 −1
4 −2
]
A1 =
[
1 − 1
0 − 2
]
Selecting Lyapunov functionsV0 and V1 is a non trivial
task, for which the systematic study is postponed to future
research. It is readily shown that Lyapunov function candi-
dates may be found such that
d
dt
Vd ≤ 2λdVd (23)
whereλd is the largest real part of eigenvalues ofAd. Thus
quadratic Lyapunov function candidates may be found for
which
d
dt
V0 ≤ −1V0 and
d
dt
V1 ≤ 2V1.
In this case we chooseVd(x) = xtQdx and solve the
following linear matrix inequalities forQd
Qd ≥ 0 and A
tQd +QdA− 2λdQd ≤ 0
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Fig. 1. Simulation result forT1 = 0.2 and π1 = 0.001,
E(Vσ(t)(x(t))) < ∞.
using the YALMIP [21] library for MATLAB, i.e.
Q_d = sdpvar(2,2);
F=[Q_d >= 0, A’*Q_d+Q_d*A-2*lambda_d*Q_d<=0]
solvesdp(F)
A least conservative value forµ may be found by solving
the generalized eigenproblem
Q0vi = µiQ1vi.
Then the least conservativeµ can be found as
max
i
{µi,
1
µi
} = max{13.6231, 37.8529,
1/13.6231, 1/37.8529} = 37.8529.
We may however scaleQ0 without alteringλ0 and λ1 in
(23). The scaling factor yielding the smallest value ofµ is
1/
√
maxi{µi}mini{µi} = 0.044, yielding µ = 1.6669.
We parametrize the switching process through the station-
ary error probabilityπ1 = q01/(q01+q10) and the error state
sojourn timeT1 = 1/q10, with q01 andq10 the two transition
rates.
We present simulation results for 3 different situations;
one whereE(Vσ(t)(x(t))) < ∞ (figure (1)), one where
E(V ǫσ(t)(x(t))) can be proven finite only forǫ << 1 (figure
(2)) and finally one where no momentsE(V ǫσ(t)(x(t))) can
be proven finite (figure (3)).
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Fig. 2. Simulation result forT1 = 1.6 andπ1 = 0.03, E(V ǫ
σ(t)
(x(t))) <
∞.
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Fig. 3. Simulation result forT1 = 1.6 andπ1 = 0.3, no guaranteed stable
moments.
It seems clear from figures 1 and 3 that, whereas the
former exhibits evident stable behavior the latter is obvi-
ously unstable. The intermediate case depicted in 2 would
be harder to categorize by inspection. In such a case the
theoretical results obtained in this paper could resolve the
dispute.
A. Comparison of results
Application of the method proposed in [8] would require
(A2,2(i)−A1,1(i))
2 + 4A2,1(i)A1,2(i) < 0 for i ∈ {0, 1}
which is not fulfilled in this case. An immediate reason
for this, is that the criterion proposed in [8] additionally
sanctions irreducibility, which is left out of consideration
here.
A comparison of results may also be conducted with
the exact criteria proposed in [16] for so calledStochastic
Stability (SS) andMean Stochastic Stability(MSS), which
are both strongly related to second moment stability. SS is
achievediff
E[
∫ ∞
0
|x(t)|2dt|x0, σ0] ≤ T (x0, σ0)
for all initial conditionsx0, σ0, whereas MSS is equivalent
to
lim
t→∞
E[|x(t)|2|x0, σ0] = 0
for all initial conditions. Thus SS and MSS both refer
to the behaviour of 2nd moments. Disregarding noise in
the example above yields a system of the type defined in
equation (2.1) of [16] for which both SS and MSS are
equivalent to the following coupled LMIs being feasible for
symmetric and positive definite matricesKi, i ∈ P
A(i)TKi +KiA(i) +
∑
j
qijKj < 0 (24)
as specified in theorems 2 and 4 of [16]. Application of
(24) to the example above has been conducted also with the
YALMIP tool. Only the first parameter setting, i.e.T1 = 0.2
and π1 = 0.001 yields feasible LMIs, corresponding well
to the fact that in this case our method guarantees a finite
second moment, i.e.E(Vσ(t)(x(t))) ≤ ∞. Theorem 7 of [16]
treats the noisy case. However as specified in equation (2.50)
of [16] the noise intensity is scaled by state value, which is
not consistent with the example presented above.
VI. CONCLUSION
A sufficient criterion forǫ-moment stability (boundedness)
and ergodicity has been established for a class of systems
comprising finite set of diffusions among which switching
is governed by a continuous time Markov chain. For each
separate diffusion stability/instability properties aressumed
to be quantified by a Lyapunov function and an associated
growth rate equation. For the discrete set of Lyapunov
functions a compatibility criterion is assumed to be fulfilled.
The established sufficient criterion is shown to be equivalent
to an exact criterion for the almost sure convergence of a
dominating process. Examples are provided to illustrate the
use of the established criterion.
It may be argued that since the established criterion is
only sufficient it may provide overly pessimistic conclu-
sions. However the equivalence to the exact criterion for
the dominating process indicates the possibility of tightness
for special cases. Another source of conservatism is the
compatibility criterion for Lyapunov functions applied. This
criterion may be refined such that a separate criterion is
expressed for each pair of discrete neighboring modes in
the transition graph. Finally the stability criteria established
should not stand alone in the analysis of practically appearing
systems.
Analysis of the eigenvalues of the matrixΛ could be use
for identifying a particularǫ > 0 for which moment stability
is guaranteed. This particular value indicates the nature of
the resulting marginal state distribution, i.e. the power of its
tail. Such results are valuable in the qualitative assessment
of stability properties. The refinement of the compatibility
criterion and the use of tail powers for stability assessment
define important directions for future research.
VII. A PPENDIX
A. Proof of lemma(3)
γl(t+ h) = Iσt+h=l[h
∑
j
ǫλjIσt=j + µ
ǫ
∑
j 6=l
Iσt=j
+ Iσt=l]U(t) + Iσt+h=lhǫK̄W
ǫ−1
min
taking expected values (i.e. averaging over the space of
switching process realizations) and neglecting higher order
truncation errors, gives
E[ γl(t+ h) ]
= h
∑
j
ǫλjE[Iσt+h=lIσt=jU(t)]
+ µǫ
∑
j 6=l
E[Iσt+h=lIσt=jU(t)]
+ E[Iσt+h=lIσt=lU(t)] + E[Iσt+h=l]hǫK̄W
ǫ−1
min
= h(h
∑
j 6=l
ǫλjqjlE[Iσt=jU(t)]
+ λl(1− h
∑
j 6=l
qlj)E[Iσt=lU(t)])
+ hµǫ
∑
j 6=l
qjlE[Iσt=jU(t)]
+ (1− h
∑
j 6=l
qlj)E[Iσt=lU(t)]
+ E[Iσt+h=l]hǫK̄W
ǫ−1
min
≈ hǫλlE[Iσt=lU(t)] + hµ
ǫ
∑
j 6=l
qjlE[Iσt=jU(t)]
+ (1− h
∑
j 6=l
qlj)E[Iσt=lU(t)] + E[Iσt+h=l]hǫK̄W
ǫ−1
min
so that subtractingE[Iσt=lU(t)] and taking limits forh → 0
gives
d
dt
E[γl(t)] = ǫλlE[γl(t)] + µ
ǫ
∑
j 6=l
qjlE[γj(t)]
+ E[γl(t)]qll + lim
h→0
E[Iσt+h=l]ǫK̄W
ǫ−1
min
B. Proof of Theorem (1)
From the Jacobi formula
Dǫ = −tr(adj(sI − Γ)
∂Γ
∂ǫ
), Ds = tr(adj(sI − Γ))
such that Dǫ(0, 0) = tr(adj(Q)∂Γ∂ǫ ) and Ds(0, 0) =
−tr(adj(Q)) with ∂Γ
∂ǫ
evaluated at(0, 0). Since ∂Γ
∂ǫ
is a
diagonal matrix it follows that
Dǫ(0, 0) =
M
∑
i=1
Mii(
∂Γ
∂ǫ
)ii, Ds(0, 0) = −
M
∑
i=1
Mii
whereMii are the diagonal minors ofQ. From [18, lemma
3.10], there is a positive constantc so that
Mii = (−1)
M−1cπi
hence
Dǫ(0, 0)
Ds(0, 0)
= −
M
∑
i=1
πi(
∂Γ
∂ǫ
)ii
Next for s = ǫ = 0
(
∂Γ
∂ǫ
) = diag(λ1, .., λM )− log(µ)diag(Q)
which yields
Dǫ(0, 0)
Ds(0, 0)
= −
N
∑
i=1
πi(λi − log(µ)qii)
Thus from lemmas (1) to (3) and (18) the theorem follows.
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