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Abstract
A square real matrix A is said to have signed d-power, if the sign pattern of the power Ad
is uniquely determined by the sign pattern of A. A is said to have totally signed powers if A
has signed d-powers for all positive integers d . A is said to be d-powerful if all the non-zero
terms in the expansion formula of each entry of Ad have the same sign. A is powerful if A is
d-powerful for all positive integers d . We show that A has totally signed powers is equivalent
to A being powerful, although A has signed d-power is not equivalent to A being d-powerful.
© 2003 Elsevier Inc. All rights reserved.
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1. Introduction
The sign of a real number a, denoted by sgn a, is defined to be 1, −1 or 0, accord-
ing to a > 0, a < 0 or a = 0. The sign pattern of a real matrix A, denoted by sgn A,
is the (0, 1,−1)-matrix obtained from A by replacing each entry by its sign. The set
of real matrices with the same sign pattern as A is called the qualitative class of A,
and is denoted by Q(A) [1].
Definition 1.1. Let d be a positive integer. A square real matrix A is said to have
signed d-power, if for each matrix B with the same sign pattern as A, Bd also has
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the same sign pattern as Ad (i.e., the sign pattern of Ad is uniquely determined by
the sign pattern of A).
Definition 1.2. A square real matrix A is said to have totally signed powers, if A
has signed d-powers for all positive integers d .
It is easy to see from the above definition that if A is a non-negative square matrix,
then A has totally signed powers.
There is also a related notion of powerful matrices (for real matrices or sign pat-
tern matrices) which was first introduced and studied by Li et al. in [3]. The main
purpose of this paper is to study the relationship between the matrices with totally
signed powers and powerful matrices. (We will see that this relationship is differ-
ent from the relationship between the matrices with signed d-power and d-powerful
matrices.)
We now use some graph theoretical language to introduce the concept of powerful
matrices.
A signed digraph S is a digraph where each arc of S is assigned a sign 1 or −1.
A walk W in a digraph is a sequence of arcs: e1, e2, . . . , ek such that the terminal
vertex of ei is the same as the initial vertex of ei+1 for i = 1, . . . , k − 1. The number
k is called the length of the walk W , denoted by l(W). The sign of the walk W (in a
signed digraph), denoted by sgn W , is defined to be∏ki=1 sgn(ei).
Two walks W1 and W2 in a signed digraph are called a pair of SSSD walks, if
they have the same initial vertex, same terminal vertex and same length, but they
have different signs.
Definition 1.3. Let d be a positive integer. A signed digraph S is called d-powerful
if S contains no pair of SSSD walks of length d .
Definition 1.4. A signed digraph S is called powerful, if S contains no pair of SSSD
walks (i.e., S is d-powerful for all positive integers d).
It is easy to see from the definitions that a signed subdigraph of a powerful (or
d-powerful) signed digraph is always powerful (or d-powerful). Also, if the signed
digraph S is strongly connected and S is d-powerful, then S is k-powerful for all
positive integers k with k  d . The following Theorem 1.A, a rephrasing of a result
by Li et al. in [3], gives a necessary and sufficient condition for a strongly connected
signed digraph S to be powerful.
Theorem 1.A [3, Theorem 3.5]. Let S be a strongly connected signed digraph and h
be the index of imprimitivity of S (i.e., h is the greatest common divisor of the lengths
of all the cycles of S). Then S is powerful if and only if S satisfies the following two
conditions:
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(∗ 1) All cycles in S with lengths even multiples of h(if any) are positive.
(∗ 2) All cycles in S with lengths odd multiples of h have the same sign.
Theorem 1.A will be used several times in the proofs of our main results in
Section 2.
Let A = (aij ) be a square real matrix of order n. The associated digraph D(A) of
A (possibly with loops) is defined to be the digraph with vertex set V = {1, 2, . . . , n}
and arc set E = {(i, j)|aij /= 0}. The associated signed digraph S(A) of A is ob-
tained from D(A) by assigning the sign of aij to each arc (i, j) in D(A).
Using this relationship between matrices and digraphs, one can define the power-
ful and d-powerful matrices.
Definition 1.5 [3]. A square real matrix A is powerful (or d-powerful) if its associ-
ated signed digraph S(A) is powerful (or d-powerful).
Powerful matrices (and powerful signed digraphs) were first introduced and stud-
ied in [3], and were further generalized to powerful ray pattern matrices in [4].
Let A be a matrix of order n and (Ak)ij be the (i, j)-entry of the matrix Ak . We
have the following basic expansion formula for (Ak)ij :
(Ak)ij =
∑
1i1,i2,...,ik−1n
aii1ai1i2 · · · aik−1j . (1.1)
From this formula we can verify that if A is k-powerful, then A has signed k-power
(Consequently if A is powerful, then A has totally signed powers). The following
Example 1.1 shows that the converse (from signed k-power to k-powerful) is not
necessarily true.
Example 1.1. Let A =
(−1 1
0 1
)
. Then A has signed 3-power but A is not
3-powerful.
Proof. Let W1 = 1 → 1 → 2 → 2 and W2 = 1 → 2 → 2 → 2 be two walks in
S(A). Then clearly W1 and W2 are a pair of SSSD walks in S(A) from vertex 1 to
vertex 2 of length 3. So A is not 3-powerful.
On the other hand, take any A˜ =
(−a b
0 c
)
∈ Q(A), where a, b, c are arbitrary
positive numbers. Then we have
A˜3 =
(−a3 b(a2 − ac + c2)
0 c3
)
.
Notice that a2 − ac + c2 > 0 is always true, so we see that A has signed
3-power. 
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From the above example it is natural to ask the following question:
Question: Does “A has totally signed powers” imply “A is powerful”?
In this paper, we will use a combination of graph theoretical methods, matrix
theoretical methods and number theoretical methods to show that the answer to this
question is affirmative.
2. Main results
The three main tools we will use in the proofs of our main result (Theorem 2.2)
are: minimal non-powerful digraph (see Definition 2.1), distinguished cycle pair (see
Definition 2.2) and the Frobenius number φ(a1, . . . , ak) for a set of relatively prime
positive integers a1, . . . , ak (see the paragraphs before Lemma 2.4).
Definition 2.1. A signed digraph D is called a minimal non-powerful digraph (or
MNPG), if D is not powerful, but each proper signed subdigraph of D is powerful.
It is easy to see that each non-powerful signed digraph contains a MNPG as its
signed subdigraph.
Now we first give a necessary condition for a square real matrix A to have signed
d-power in the following Theorem 2.1.
Theorem 2.1. Let A = (aij ) be a real matrix of order n and S = S(A) be the as-
sociated signed digraph of A. Suppose W1 and W2 are a pair of SSSD walks in S
from x to y with length d. Let D1 be the signed subdigraph of S induced by the arc
set E(W1) ∪ E(W2) (then clearly D1 is not powerful since D1 contains a pair of
SSSD walks W1 and W2). Suppose that D1,W1 and W2 satisfy the following three
conditions:
(1) D1 is a MNPG.
(2) There exist e1 ∈ E(W1)\E(W2) and e2 ∈ E(W2)\E(W1).
(3) There does not exist a walk W in D1 from vertex x to vertex y with length d
containing both the arcs e1 and e2.
Then there exist A1 and A2 in Q(A) such that (Ad1)xy and (A
d
2)xy have different
signs (thus A does not have signed d-power).
Proof. First we show that each walk W in D1 from x to y with length d contains
either e1 or e2. For if not, suppose sgn W = −sgn W1. Then D1\{e2} contains a pair
of SSSD walks W1 and W , contradicting the hypothesis that D1 is a MNPG.
Similarly we can show that each walk W in D1 from x to y with length d con-
taining the arc ek has the same sign as Wk (k = 1, 2).
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For each arc e = (u, v) in D(A), define a(e) = auv . Also for each walk W =
e1(W) · · · er(W) (where e1(W), . . . , er (W) is the sequence of arcs of W ) in D(A),
define a(W) =∏ri=1 a(ei(W)). Let Sk be the set of walks in D1 from x to y with
length d containing the arc ek (k = 1, 2). Let S be the set of walks in D(A) from x
to y with length d which are not in D1. Then by formula (1.1) we have
(Ad)xy =
∑
W∈S1
a(W) +
∑
W∈S2
a(W) +
∑
W∈S
a(W), (2.1)
where the first two terms of the right hand side of (2.1) have (non-zero) different
signs. Now take a sufficiently small number ε > 0 and take Ak = (a(k)ij ) ∈ Q(A) for
k = 1, 2 with
a
(k)
ij =


εaij if (i, j) = ek or (i, j) is not an arc of D1
aij otherwise.
(k = 1, 2)
Then it can be verified by using (2.1) for A1 and A2 that (Ad1)xy and (Ad2)xy have
different signs. 
The greatest common divisor of a set of integers a1, . . . , ak is denoted by
gcd(a1, . . . , ak).
Definition 2.2. Let C1 and C2 be a pair of cycles of a signed digraph D with lengths
l1 and l2, respectively. Suppose gcd(l1, l2) = r , l1 = p1r and l2 = p2r (where gcd(p1,
p2) = 1). Then C1 and C2 are called a distinguished cycle pair if they satisfy one of
the following two conditions:
1. Both p1 and p2 are odd and sgn C1 = −sgn C2.
2. pi is odd and pj is even (where {i, j} = {1, 2}), and sgn Cj = −1.
It is easy to check from the definition that if C1 and C2 are a distinguished cycle
pair with lengths as in Definition 2.2, then
(sgn C1)p2 = −(sgn C2)p1 . (2.2)
The following Proposition 2.1 shows that there are close relationships between dis-
tinguished cycle pairs and conditions (∗ 1) and (∗ 2) of Theorem 1.A.
Proposition 2.1. Let D be a signed digraph and h be the greatest common divisor
of the lengths of all the cycles of D. Then D satisfies the conditions (∗ 1) and (∗ 2)
in Theorem 1.A if and only if D contains no distinguished cycle pair.
Proof. Sufficiency. Suppose D does not satisfy the conditions (∗ 1) and (∗ 2) in
Theorem 1.A.
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Case 1. D contains a negative cycle C1 of length 2ph. Now there must be a cycle
(say, C2) of length qh with q odd in D (since h is the gcd of the lengths of all the
cycles of D). It is easy to see that C1 and C2 satisfy condition (2) of Definition 2.2,
and so are a distinguished cycle pair.
Case 2. D contains a pair of cycles C1 and C2 with different signs and lengths
ph and qh, where both p and q are odd. Then C1 and C2 satisfy condition (1) of
Definition 2.2, and so are a distinguished cycle pair.
Necessity. Suppose D contains a distinguished cycle pair C1 and C2 with lengths
as in Definition 2.2. Then r is a multiple of h. Write r = ah. If a is even, then D
does not satisfy condition (∗ 1) in Theorem 1.A since at least one of the cycles C1
and C2 is negative; if a is odd, then D does not satisfy condition (∗ 1) or (∗ 2) in
Theorem 1.A, since C1 and C2 satisfy condition (1) or (2) in Definition 2.2. 
Combining Proposition 2.1 with Theorem 1.A, we can see that a strongly con-
nected signed digraph S is powerful if and only if S contains no distinguished cycle
pairs (this condition does not explicitly involve the index of imprimitivity of S).
The following Lemma 2.1 about distinguished cycle pairs will be used in the proof
of Lemma 2.2.
Lemma 2.1. Let C1 and C2 be a distinguished cycle pair with lengths l1 and l2
in a signed digraph D, and G1, . . . ,Gm be cycles with lengths h1, . . . , hm in D.
Suppose that
l1 + l2 = h1 + · · · + hm, (2.3)
and
2∏
i=1
sgn Ci =
m∏
j=1
sgn Gj . (2.4)
Then there exist 1  i  2 and 1  j  m such that Ci and Gj are also a distin-
guished cycle pair.
Proof. Suppose l1 = p1r , l2 = p2r , and gcd(l1, l2) = r = 2s · q (where q is odd).
Case 1. Both p1 and p2 are odd and sgn C1 = −sgn C2. Then by (2.4) at least
one Gk has negative sign.
Subcase 1.1. Each hi (i = 1, . . . , m) is a multiple of 2s+1. Then the negative Gk
and C1 are a distinguished cycle pair.
Subcase 1.2. Some hj is not a multiple of 2s+1.
(1) If hj is not a multiple of 2s , then Gj and the negative Ci are a distinguished
cycle pair.
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(2) If hj is a multiple of 2s , let Ci be the cycle (among C1 and C2) with different
sign as Gj , then Ci and Gj are a distinguished cycle pair.
Case 2. p1 is odd, p2 is even and sgn C2 = −1.
Then l1 + l2 = (p1 + p2)r = 2s · q(p1 + p2) is not a multiple of 2s+1. So some hj
is not a multiple of 2s+1. Thus C2 and Gj are a distinguished cycle pair. 
Lemma 2.2. Let C1 and C2 be a distinguished cycle pair in a signed digraph S
with at least one common vertex. Let D be the signed subdigraph of S induced by
the arc set E(C1) ∪ E(C2) (then D is not powerful by Theorem 1.A and Proposition
2.1 since D is strongly connected). Suppose D is a MNPG. Then the common part
of C1 and C2 is exactly a path. (Namely, there exist vertices x and y in V (C1) ∩
V (C2) such that xC1y = xC2y, and yC1x and yC2x have no internal common
vertices.)
Proof. Without loss of generality, we may assume that C1 and C2 contain at least
two common vertices. Let u and v be different common vertices of C1 and C2 such
that vC1u has no internal vertices on C2. If uC1v = uC2v, then we get the desired
result. Suppose to the contrary that uC1v /= uC2v. By the choice of u and v we see
that vC1u + uC2v is a cycle, denoted by G1.
Also, uC1v + vC2u is a closed walk, so it is an arc “union” of several cycles
(counting multiplicities), say, G2, . . . ,Gm. Clearly, no Gj contains Ci (i = 1, 2; j =
1, . . . , m). Let the length of Ci be li and the length of Gj be hj . Then we have:
l1 + l2 = h1 + · · · + hm,
and also
2∏
i=1
sgn Ci =
m∏
j=1
sgn Gj .
Now by Lemma 2.1 some Ci (1  i  2) and some Gj (1  j  m) are also a dis-
tinguished cycle pair. Let D0 be the signed subdigraph of D induced by the arc
set E(Ci) ∪ E(Gj ). Then D0 is a proper subdigraph of D (since Gj can neither
contain the whole C1 nor the whole C2). Also Ci and Gj contain at least one common
vertex, so D0 is strongly connected. Now Ci and Gj are a distinguished cycle pair
in D0, so by Theorem 1.A and Proposition 2.1 D0 is not powerful, contradicting the
hypothesis that D is a MNPG. So we must have uC1v = uC2v and thus the desired
result follows. 
Let D be a digraph and D1, . . . , Dr be all the strong components of D. The
condensed digraph (possibly with multiple arcs) of D, denoted by D̂, is the digraph
with vertex set V = {v1, . . . , vr}, and there are k arcs in D̂ from vi to vj if and only
if i /= j and there are k arcs in D from Di to Dj (see [2]).
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The condensed digraph D̂ will be used (in the proof of our main result Theorem
2.2) to divide the proof of Theorem 2.2 into two cases (according to whether D̂ is
a simple path or not). The following Lemmas 2.3 and 2.4 concern one case, and
Lemma 2.5 concerns the other case.
Lemma 2.3. Let D be a signed digraph containing no distinguished cycle pair and
its condensed digraph D̂ is a simple path (here “simple” means containing no mul-
tiple arcs). Then D is powerful.
Proof. Let h be the greatest common divisor of the lengths of all the cycles of D.
Since D contains no distinguished cycle pair, D satisfies the conditions (∗ 1) and
(∗ 2) in Theorem 1.A by Proposition 2.1.
Let D1, . . . , Dr be all the strong components of D and (xi, yi) be the arcs in D
with xi in Di and yi in Di+1 (i = 1, . . . , r − 1) (since D̂ is a simple path). Let D∗ be
a new signed digraph obtained from D by adding r − 1 new paths P1, . . . , Pr−1 such
that each Pi is a path from yi to xi of length 2h − 1 with sgn Pi = sgn(xi, yi) and
all the internal vertices of Pi are new vertices (i = 1, . . . , r − 1). Then it is easy to
verify that D∗ is a strongly connected signed digraph and D∗ satisfies the conditions
(∗ 1) and (∗ 2) in Theorem 1.A (all the new cycles of D∗ are positive cycles with
length 2h). Thus D∗ is powerful by Theorem 1.A and so D is also powerful (as a
signed subdigraph of D∗). 
In order to prove the next Lemma 2.4, we need to use some number theoretical
techniques.
Let a1, . . . , ak be positive integers. Define the Frobenius set S(a1, . . . , ak) as:
S(a1, . . . , ak) = {r1a1 + · · · + rkak|r1, . . . , rk are non-negative integers}.
It is well known, by a lemma of Schur, that if gcd(a1, . . . ,ak) = 1, then S(a1, . . . ,ak)
contains all the sufficiently large positive integers. In this case we define the Frobe-
nius number φ(a1, . . . , ak) to be the least integer φ such that m ∈ S(a1, . . . , ak) for
all integers m  φ.
It follows from the above definition that φ(a1, . . . , ak) − 1 is not in S(a1, . . . , ak).
It is also well known that if a, b are coprime positive integers, then φ(a, b) =
(a − 1)(b − 1) (see [5, Section 3.1]).
Lemma 2.4. Let D1 be a signed digraph satisfying the following three conditions:
(1) D1 is a MNPG.
(2) D1 contains a distinguished cycle pair C1 and C2.
(3) The condensed digraph D̂1 is a simple path.
Then there exists a pair of SSSD walks W1 and W2 in D1 such that D1, W1 and W2
satisfy all the three conditions in Theorem 2.1.
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Proof. Suppose the lengths of C1 and C2 are respectively l1 = p1r , l2 = p2r where
gcd(p1, p2) = 1.
Case 1. C1 and C2 have no common vertices.
Since D̂1 is a simple path, there exists some path in D1 from C1 to C2 or from
C2 to C1. Suppose P is a shortest path from C1 to C2 with initial vertex u and
terminal vertex v. Take W1 = p2C1 + P and W2 = P + p1C2 (where piCj denotes
the closed walk consisting of pi many cycles Cj ). Then W1 and W2 are a pair of
SSSD walks in D1 from u to v with length p1p2r + l(P ) (since p2C1 and p1C2 have
different signs by (2.2)). It follows that D1 is induced by the arc set E(W1) ∪ E(W2)
since D1 is a MNPG.
Now let e1 be any arc in C1 and e2 be any arc in C2. Then clearly e1 ∈ E(W1)\
E(W2) and e2 ∈ E(W2)\E(W1). We now verify condition (3) of Theorem 2.1.
Suppose to the contrary that there exists a walk W in D1 from u to v with length
p1p2r + l(P ) containing both e1 and e2. Then W uses C1 at least once and uses C2
at least once. Thus there exist non-negative integers a and b such that
p1p2r + l(P ) = l(W) = p1r + ap1r + l(P ) + p2r + bp2r,
which implies that
φ(p1, p2) − 1 = p1p2 − p1 − p2 = ap1 + bp2
contradicting the definition of the Frobenius number φ(p1, p2).
Case 2. C1 and C2 contain at least one common vertex.
Then the signed subdigraph D0 of D1 induced by the arc set E(C1) ∪ E(C2) is not
powerful (by Proposition 2.1 and Theorem 1.A, since D0 is strongly connected).
Thus D0 = D1 since D1 is a MNPG. Therefore we can use Lemma 2.2 to conclude
that the common part of C1 and C2 is exactly a path, say P = uC1v = uC2v.
Now similar to Case 1 we take W1 = p2C1 + P and W2 = P + p1C2. Take an
arc e1 in vC1u and an arc e2 in vC2u. By the similar arguments as in Case 1, we can
verify that D1, W1 and W2 satisfy all the three conditions in Theorem 2.1. 
Lemma 2.5. Let D1 be a MNPG and W1, W2 be a pair of SSSD walks in D1 from
vertex x to vertex y with length d. Suppose the condensed digraph D̂1 is not a simple
path. Then D1, W1 and W2 satisfy all the three conditions of Theorem 2.1.
Proof. By the minimality of D1 it is easy to see that D1 is induced by the arc set
E(W1) ∪ E(W2). Now suppose that
W1 = P1 + e11 + P2 + e12 + · · · + e1r−1 + Pr, (2.5)
where each Pi is a subwalk entirely contained in some strong component Gi of
D1 (i = 1, . . . , r), and G1, . . . ,Gr are different strong components of D1, e1i =
(xi, yi) is an arc with xi in Gi and yi in Gi+1 (i = 1, . . . , r − 1). Since D̂1 is not
a simple path, there exists some arc e1i in W1 which is not in W2 (suppose i is the
minimal index such that e1i is in W1 but not in W2). Let e2i be the arc of W2 with
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initial vertex in Gi and terminal vertex not in Gi . Take e1 = e1i and e2 = e2i . Then
it is easy to see that D1, W1 and W2 (together with e1 and e2) satisfy all the three
conditions of Theorem 2.1. 
Using the above Lemmas 2.3–2.5 and Theorem 2.1, we are now able to obtain our
main result.
Theorem 2.2. Let A be a real matrix of order n. If A is not powerful, then A does
not have totally signed powers.
Proof. Let S = S(A) be the associated signed digraph of A. Then S is not powerful
since A is not. Let D1 be a signed subdigraph of S which is a MNPG. We consider
the following cases:
Case 1. D̂1 is not a simple path.
Let W1 and W2 be a pair of SSSD walks in D1. Then D1 is induced by the arc set
E(W1) ∪ E(W2) and D1, W1 and W2 satisfy all the three conditions of Theorem 2.1
by Lemma 2.5. So A does not have totally signed powers by Theorem 2.1.
Case 2. D̂1 is a simple path.
Subcase 2.1. D1 contains no distinguished cycle pair.
Then D1 is powerful by Lemma 2.3, which is a contradiction (This means that
subcase 2.1 cannot occur).
Subcase 2.2. D1 contains a distinguished cycle pair.
Then by using Lemma 2.4 for D1 and using Theorem 2.1 we can also conclude
that A does not have totally signed powers. 
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