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RÉSUMÉ
Dans le passé, les descripteurs contextuels pour la synthèse de la parole acoustique ont été étudiés
pour l’entraînement des systèmes basés sur des HMMs. Dans ce travail, nous étudions l’impact de
ces facteurs pour la synthèse de la parole audiovisuelle par DNNs. Nous analysons cet impact pour
les trois aspects de la parole : la modalité acoustique, la modalité visuelle et les durées des phonèmes.
Nous étudions également l’apport d’un entraînement joint et séparé des deux modalités acoustique et
visuelle sur la qualité de la parole synthétique générée. Finalement, nous procédons à une validation
croisée entre les résultats de la synthèse des différentes émotions. Cette validation croisée, nous
a permis de vérifier la capacité des DNNs à apprendre des caractéristiques spécifiques à chaque
émotion.
ABSTRACT
Comparative study of input parameters for DNN-based expressive audiovisual speech synthe-
sis
In the past, contextual descriptors for acoustic speech synthesis have been studied for training systems
based on HMMs. In this work, we study the impact of these factors for DNN-based audiovisual
speech synthesis. We analyze this impact on the three aspects of speech : the acoustic modality, the
visual modality and the duration of the phonemes. We also study the contribution of a joint and
separate training of the acoustic and visual modalities in the quality of the generated synthetic speech.
Finally, we cross-validate the results of the synthesis of the different emotions. This cross validation
allowed us to analyze the ability of DNNs to learn characteristics specific to each emotion.
MOTS-CLÉS : Synthèse audiovisuelle expressive, tête parlante expressive, émotion, expression
faciale, réseau de neurones profond récurrent à mémoire court-terme et long terme .
KEYWORDS: Expressive audiovisual speech synthesis, Expressive talking head, emotion, facial
expression, deep bidirectional long short-term memory neural network (DBLSTM).
1 Introduction
De nos jours, l’animation automatique des têtes parlantes virtuelles expressives est en gain constant
d’attention. Elle peut être utilisée dans plusieurs domaines, tel que le domaine des jeux vidéo, des
films d’animation ainsi que dans le domaine médical et celui de l’éducation (Sproull et al., 1996;
Pandzic et al., 1999; Ostermann & Millen, 2000). L’expressivité dans les systèmes de synthèse
de la parole est très demandée puisqu’elle permet d’améliorer l’expérience des utilisateurs et de
rendre l’interaction plus naturelle (Eyben et al., 2012; Charfuelan & Steiner, 2013). La synthèse
paramétrique statistique de la parole a connu des améliorations ces dernières années, notamment en
terme d’intelligibilité (King, 2014), grâce aux techniques paramétriques statistiques allant des HMMs
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(Hidden Markov Models) aux réseaux de neurones (Ze et al., 2013; Zen & Senior, 2014), notamment
les réseaux BLSTM (Bidirectional Long Short-Term Memory) qui sont capables de prendre en compte
les informations passées et futures d’une séquence. Il a été démontré que les BLSTMs donnent de
meilleurs résultats de synthèse que les HMMs et les DNNs standards (Fan et al., 2014, 2015; Klimkov
et al., 2018). Par ailleurs, le choix des paramètres et la configuration de ces réseaux sont cruciaux pour
que la parole synthétique soit naturelle et intelligible. Il faut donc étudier et choisir minutieusement
les différents paramètres et architectures impliqués dans l’entraînement des modèles de la parole.
Plusieurs travaux et systèmes se basent sur des descripteurs linguistiques pour des fins de synthèse
vocale que ça soit avec des HMMs (Pouget, 2017; Baumann & Schlangen, 2012) ou par DNNs (Wu
et al., 2016; Houidhek et al., 2018; Ribeiro et al., 2016). Nous présentons dans cet article une étude
bien nécessaire qui regroupe un ensemble d’expériences permettant d’apporter des réponses et des
éclaircissements sur le comportement des DNNs face aux données linguistiques et audiovisuelles. Des
études similaires ont été menées dans le passé sur des systèmes HMMs (Watts et al., 2010; Le Maguer
et al., 2013; Cernak et al., 2013) mais peu d’études se sont intéressées à l’impact des paramètres
linguistiques sur un système basé sur les DNNs et encore moins leur impact sur la modélisation de la
parole visuelle.
Le Maguer et al. (2013) ont étudié l’apport des différents paramètres linguistiques à la qualité de la
synthèse du système HTS basé sur des HMMs. Cette étude menée sur un corpus acoustique de langue
française a montré que l’utilisation du contexte phonétique améliore la modélisation du spectre de la
parole et des durées, et que l’utilisation des informations sur les syllabes améliore la modélisation
de la F0. Toutefois, le reste des facteurs contextuels ne semblent pas apporter une amélioration
significative à la modélisation acoustique avec HTS. Cernak et al. (2013) ont également étudié les
facteurs contextuels des données linguistiques pour la synthèse vocale par HMMs pour l’anglais.
Cette étude confirme que le contexte syllabique fait partie des facteurs contextuels les plus importants
et que le contexte relatif aux mots de la phrase a peu d’importance comme préalablement établie dans
l’étude de Yu et al. (2010).
Pour la synthèse vocale par DNNs, Ribeiro et al. (2016) utilisent différents niveaux de contextes
linguistiques pour entraîner un réseau de neurones à propagation vers l’avant (DNN-Feed-Forward ou
DNN-FF) pour l’anglais. Les paramètres suprasegmentaux ont été traités par un DNN agissant au
niveau des syllabes, et la sortie (sous forme de paramètres acoustiques) de ce dernier a été intégrée en
tant qu’entrée supplémentaire à un DNN standard agissant au niveau des frames. Cette étude montre
que l’ajout d’une représentation pré-entraînée des paramètres suprasegmentaux est bénéfique pour
la modélisation acoustique. Par ailleurs, l’ajout des vecteurs de plongement (embedding) appris sur
des mots ne montre aucune amélioration des performances du DNN. Récemment, Mametani et al.
(2019) ont présenté une étude des paramètres contextuels appris automatiquement par un système de
synthèse End-to-End pour l’anglais. Ce genre de système se base sur des DNNs et prend en entrée
un texte brut (ou sa représentation phonétique) pour le convertir en paramètres vocaux. Les résultats
expérimentaux montrent que le réseau arrive à tirer parti de l’information implicite contenue dans la
représentation phonétique du texte comme la réduction des voyelles ou le stress sur les syllabes dans
le mot.
Notre étude s’ajoute au travail d’exploration des paramètres d’entrée pour la modélisation de la parole
dans la synthèse par DNNs pour la langue française. De plus, dans ce travail nous étudions différents
aspects relatifs à la parole, partant des données linguistiques, passant par la modélisation des durées
et des données acoustiques et visuelles jusqu’à la modélisation des émotions. Nous effectuons aussi
une comparaison objective entre les performances d’un modèle audiovisuel entraîné sur les données
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acoustiques et visuelles conjointement puis séparément. Dans le passé, Schabus et al. (2013) ont
entraîné un système HMMs pour la modélisation audiovisuelle de la parole. Cette étude a montré que
les modèles joints offrent une meilleure synchronisation entre les modalités acoustique et visuelle et
que la qualité des paramètres acoustiques prédits ne subit pas de dégradation par rapport au modèle
acoustique indépendant. Dans une étude similaire, effectuée sur des données audiovisuelles provenant
d’une caméra, Filntisis et al. (2017) ont déclaré n’avoir trouvé aucune différence significative entre les
résultats des deux modèles DNNs (joints et séparés) concernant le réalisme de la vidéo de synthèse.
Toutefois, les résultats acoustiques du modèle séparé ont été significativement plus appréciés que ceux
du modèle joint. Cette étude s’est basée sur des résultats de tests perceptifs, dans notre étude nous
voulons quantifier avec un test objectif l’apport ou la dégradation de la qualité due à l’utilisation d’un
modèle joint. De plus, les données visuelles que nous utilisons proviennent d’un système de capture
de mouvements et contiennent les informations en 3D. Finalement, nous effectuons une validation
croisée sur les résultats obtenus pour les différentes émotions, pour vérifier si les modèles des durées,
acoustique et visuel, arrivent à se spécialiser dans la modélisation des différentes émotions.
2 Données utilisées
Dans ce travail nous utilisons le corpus de langue française présenté dans Dahmani et al. (2019).
Ce corpus a été joué par une actrice semi-professionnelle et contient six émotions plus l’état neutre.
Des marqueurs rétro-réflectifs ont été collés sur le visage de l’actrice pour suivre les mouvements de
son visage. 2000 phrases ont été enregistrées pour l’état neutre (4h de parole). De ces 2000 phrases,
un sous-ensemble de 500 phrases a été sélectionné pour chacune des six émotions basiques : joie,
tristesse, colère, surprise, peur et dégoût (entre 55min et 1h 11min de parole pour chaque émotion).
Le contenu linguistique est identique pour toutes les émotions et les phrases de ce corpus ont été
considérées de telle sorte qu’elles offrent une couverture phonétique maximale. Le corpus neutre
couvre 92% des diphones du français et le sous-corpus de 500 phrases en couvre 52%. Les données
textuelles, acoustiques et visuelles ont été alignées automatiquement au niveau phonétique.
Nous utilisons un vecteur de 417 paramètres linguistiques composé de :
— 190 paramètres binaires relatifs à la nature du phonème courant et de ses contextes gauches et
droits (5x38 paramètres : 36 phonèmes et 2 codes supplémentaires, un pour les pauses et le
deuxième pour les silences de début et de fin),
— 195 paramètres binaires relatifs à la catégorie phonétique (voyelle, consonne, nasal, fricatif,...)
du phonème courant et de ses contextes gauches et droits (5x39 paramètres),
— 2 paramètres numériques relatifs à la position du phonème courant dans la syllabe courante,
— 7 paramètres numériques relatifs à la syllabe courante précédente et suivante, le nombre de
phonèmes qu’elles contiennent, la position de la syllabe courante dans la phrase et dans le
mot courants,
— 18 paramètres binaires relatifs à la nature de la voyelle centrale dans la syllabe courante,
— 5 paramètres numériques relatifs aux nombres de syllabes dans le mot courant, précédent et
suivant ainsi que la position du mot courant dans la phrase courante.
Ces paramètres linguistiques représentent le vecteur d’entrée pour l’entraînement des trois modèles
principaux : des durées, acoustique et visuel.
La durée de chaque phonème est extraite sous forme du nombre de frames qu’il couvre en considérant
un pas de 5ms entre deux frames consécutifs. Pour les paramètres acoustiques, nous avons utilisé le
Vocodeur WORLD pour extraire 60 coefficients MFCC (Mel-Frequency Cepstral Coefficients), 5
paramètres BAP (Band-Aperiodicity), la fréquence fondamentale avec une échelle logarithmique (log
F0) et leurs paramètres dynamiques (∆ et ∆∆) ainsi qu’un paramètre binaire pour préciser la nature
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voisée/non-voisée du son dans chaque frame. Ces paramètres ont été extraits des fichiers audio toutes
les 5ms. Ils représentent la sortie du DNN qui sera entraîné pour générer des paramètres acoustiques
à partir des paramètres linguistiques. Concernant l’aspect visuel, nous nous intéressons dans ce
travail uniquement à l’animation de la partie inférieure du visage. Nous sélectionnons sur l’ensemble
des données disponibles dans le corpus les 44 points 3D qui couvrent la région des articulateurs
(lèvres, joues, mâchoire et menton), soit un vecteur de 132 valeurs. Ces données ont été également
présentées avec un écart de 5ms entre deux frames consécutifs. Nous avons divisé le corpus en trois
sous-ensembles : l’ensemble d’entraînement contenant 80% des données, l’ensemble de validation et
celui de test avec 10% de données chacun.
3 Impact du contexte linguistique sur la qualité de la synthèse
Dans cette section, nous testons 4 types différents de paramètres d’entrée pour analyser leurs impacts
sur l’apprentissage des modèles de durées, acoustique et visuel :
— 1_cont : Uniquement l’information sur le phonème central ;
— 3_cont : L’information sur le phonème central son contexte gauche et droit immédiats ;
— 5_cont : L’information sur le phonème central ses deux contextes gauches et ses deux droits ;
— 5_cont_p : Même informations que 5_cont en plus des informations sur la position du phonème
courant dans la syllabe et la catégorie phonétique des cinq phonèmes du contexte ;
— 5_cont_p_s : Même informations que 5_cont_p en plus des informations sur les syllabes ;
— 5_cont_p_s_m : Même informations que 5_cont_p_s en plus des informations sur les mots ;
Dans cette section nous utilisons uniquement les données du corpus neutre et adoptons deux architec-
tures : une avec des DNN-FF et une autre avec des BLSTMs. Pour ces deux architectures, un DNN à
deux couches a été retenu et nous avons essayé plusieurs largeurs de DNNs pour les différents vecteurs
d’entrée (256, 512, 1024 et 2048). Les trois modèles ont été entraînés séparément, et l’architecture
qui donne le meilleur résultat sur l’ensemble de validation a été retenue pour chaque expérience.
Les meilleurs modèles ont été sélectionnés avec la technique du early stopping. Les modèles ont
été entraînés avec MSE comme fonction de perte. La fonction d’activation des couches cachées est
TANH et une fonction d’activation linéaire pour la couche de sortie. Nous avons utilisé l’optimiseur
Adam et aucun dropout, BatchNorm ou régularisation spécifique n’a été utilisée.
Le calcul des différentes métriques a été effectué entre les paramètres prédits et ceux provenant du
corpus original. Pour le modèle acoustique et visuel, les durées utilisées sont celles provenant du















RMSE (f/p) 8.672 (±0.018) 5.888 (±0.007) 5.532 (±0.006) 5.435 (±0.009) 5.259 (±0.008) 5.256 (±0.007)















RMSE (f/p) 7.237 (±0.011) 5.418 (±0.006) 5.413 (±0.006) 5.411 (±0.006) 5.301 (±0.007) 5.247 (±0.006)
Corrélation 0.639 (±0.002) 0.821 (±0.0007) 0.824 (±0.00006) 0.826 (±0.0006) 0.827 (±0.0006) 0.827 (±0.0006)
TABLE 1 – Les résultats du RMSE en frames/phonème et de la corrélation de Pearson sur l’ensemble
de test générés par le modèle de durées en variant les paramètres linguistiques lors de l’entraînement
avec une architecture de type DNN-FF et BLSTM.
Dans les tableaux 1, 2 et 3, il est très intéressant de constater qu’en utilisant une architecture DNN-FF,
l’ajout de toutes les informations contextuelles améliore la qualité de la synthèse pour les trois aspects
de la parole, bien que l’écart soit extrêmement serré entre les résultats avec et sans informations
















MCD (dB) 6.653 (±0.026) 6.136 (±0.025) 6.132 (±0.024) 5.910 (±0.024) 5.901 (±0.024) 5.900 (±0.024)
BAPD (dB) 0.327 (±0.004) 0.295 (±0.004) 0.292 (±0.004) 0.295 (±0.003) 0.288 (±0.003) 0.287 (±0.003)
F0-RMSE (Hz) 35.226 (±1.105) 32.447 (±1.132) 31.334 (±1.106) 31.360 (±0.757) 30.648 (±0.733) 30.555 (±0.743)
F0-Corrélation 0.341 (±0.021) 0.481 (±0.018) 0.529 (±0.017) 0.526 (±0.016) 0.557 (±0.016) 0.563 (±0.015)















MCD (dB) 5.304 (±0.029) 5.099 (±0.023) 5.152 (±0.023) 5.103 (±0.025) 5.106 (±0.026) 5.146 (±0.024)
BAPD (dB) 0.282 (±0.004) 0.242 (±0.003) 0.245 (±0.003) 0.242 (±0.003) 0.247 (±0.003) 0.247 (±0.003)
F0-RMSE (Hz) 32.580 (±0.818) 27.934 (±0.622) 29.010 (±0.624) 28.460 (±0.690) 28.201 (±0.648) 28.207 (±0.865)
F0-Corrélation 0.471 (±0.016) 0.640 (±0.013) 0.620 (±0.013) 0.628 (±0.014) 0.639 (±0.013) 0.637 (±0.014)
V/N-V (%) 10.736 (±0.369) 8.348 (±0.262) 8.822 (±0.257) 8.571 (±0.293) 8.566 (±0.303) 8.755 (±0.292)
TABLE 2 – Les résultats sur l’ensemble de test générés par le modèle acoustique en variant les















RMSE (mm) 1.760 (±0.031) 1.458 (±0.029) 1.429 (±0.030) 1.427 (±0.030) 1.424 (±0.029) 1.423 (±0.029)















RMSE (mm) 1.327 (±0.030) 1.316 (±0.029) 1.328 (±0.031) 1.330 (±0.030) 1.331 (±0.031) 1.332 (±0.031)
Corrélation 0.823 (±0.005) 0.828 (±0.005) 0.822 (±0.005) 0.822(±0.005) 0.821 (±0.005) 0.821 (±0.005)
TABLE 3 – Les résultats sur l’ensemble de test générés par le modèle visuel en variant les paramètres
linguistiques lors de l’entraînement avec une architecture de type DNN-FF et BLSTM.
même comportement face aux informations linguistiques. Pour le modèle des durées, et de manière
similaire au DNN-FF, l’ajout de l’ensemble des informations linguistiques améliore la prédiction des
durées. Concernant les modèles acoustique et visuel, le réseau BLSTM atteint la meilleure qualité
de synthèse avec les contextes gauche et droit immédiats uniquement. Cela peut s’expliquer par la
capacité des BLSTMs à accéder automatiquement aux contextes passés et futurs de la frame courante,
contrairement aux DNN-FF qui nécessitent que cette information soit explicitement donnée en entrée.
Nous remarquons qu’en utilisant le réseau BLSTM, pour le modèle acoustique, les informations
sur la position et la catégorie des phonèmes ainsi que les informations sur les syllabes améliorent
la modélisation de la F0, alors que l’ajout des informations relatives aux mots a un impact presque
nul sur les mesures objectives. Ces constatations confirment les résultats des études précédentes
(Le Maguer et al., 2013; Cernak et al., 2013; Yu et al., 2010). Par ailleurs, force est de constater que,
pour le modèle visuel, l’ajout des informations contextuelles autres que les contextes gauche et droit
immédiats est néfaste pour l’apprentissage. Ce comportement peut être expliqué par la réduction
du nombre d’exemples d’apprentissage avec l’augmentation du nombre de combinaisons possibles
dans le vecteur d’entrée. En réalité, l’ajout de plus de contraintes contextuelles divise les données en
classes de plus en plus petites, et réduit de ce fait le nombre d’exemples d’apprentissage de chaque
classe. Pour le modèle des durées, ce comportement ne semble pas se produire, nous pensons que
cela vient du fait que le réseau doit prédire un seul et unique paramètre, qui est une tâche plus simple
et qui nécessite donc moins d’exemples d’apprentissage.
4 Entraînement joint et séparé des modèles acoustique et visuel
Dans cette section nous étudions l’apport éventuel d’un entraînement joint des modalités acoustique
et visuelle sur la qualité de la synthèse audiovisuelle. Nous incluons les six catégories d’émotions
dans le processus d’apprentissage et nous utilisons 3_cont comme informations linguistiques. Le
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vecteur de sortie pour le modèle joint est le résultat de la concaténation des paramètres acoustiques et
visuels.
Le calcul des différentes métriques a été effectué entre les paramètres prédits et ceux provenant du
corpus original. Pour le modèle acoustique et visuel, les durées utilisées sont celles provenant du
corpus original.










MCD (dB) 4.863 5.738 5.288 5.262 5.699 5.226 5.431 5.305 6.135 5.740 5.691 6.157 5.669 5.844
BAPD (dB) 0.224 0.312 0.269 0.268 0.287 0.231 0.256 0.265 0.359 0.304 0.322 0.335 0.269 0.304
F0-RMSE (Hz) 26.172 46.723 32.074 39.514 32.203 40.617 35.972 32.203 47.617 37.972 45.094 45.676 46.201 44.003
F0-Corrélation 0.687 0.631 0.518 0.524 0.702 0.627 0.535 0.683 0.627 0.514 0.513 0.683 0.488 0.518






RMSE (mm) 1.304 1.572 1.317 1.466 1.482 1.424 2.124 1.309 1.581 1.320 1.475 1.504 1.429 2.132
Corrélation 0.833 0.777 0.792 0.810 0.807 0.826 0.696 0.829 0.776 0.790 0.808 0.803 0.825 0.689
TABLE 4 – Les résultats des paramètres acoustiques et visuels sur l’ensemble de test générés en
entraînant le DNN avec les données acoustiques et visuelles séparément puis conjointement.
Le tableau 4 montre les résultats obtenus avec les deux modèles. Nous remarquons que l’entraînement
joint des deux modalités dégrade toutes les mesures objectives, que ça soit pour la modalité acoustique
ou visuelle. En effectuant une écoute informelle nous avons constaté plus de distorsion et un son
légèrement étouffé dans les résultats acoustiques du modèle joint, mais pour les résultats visuels, nous
n’avons constaté aucune différence humainement perceptible. Ce résultat rejoint celui de Filntisis
et al. (2017) qui a montré via des tests perceptifs que les résultats des modèles séparés sont considérés
comme légèrement plus réalistes, mais qu’aucune différence d’ordre significatif n’a été trouvée entre
les résultats audiovisuels des deux modèles. Cependant, les résultats acoustiques du modèle séparé
ont été considérés comme significativement plus réalistes que ceux générés par le modèle joint.
5 Validation croisée des résultats de la synthèse expressive
Dans cette expérience nous utilisons des modèles acoustique et visuel séparés avec 3_cont comme
vecteur d’entrée, et 5_cont_p_s_m comme entrée du modèle des durées. Sachant que dans une étude
précédente (Dahmani et al., 2019), utilisant le même corpus et une architecture neuronale similaire
(BLSTM), il a été montré, via des tests perceptifs que les émotions synthétiques sont correctement
reconnues (sauf la peur et la tristesse). Dans ce travail nous souhaitons vérifier, via une étude objective
la capacité des modèles à apprendre des caractéristiques spécifiques à chaque émotion. Pour ce faire
nous procédons à une validation croisée.
Dans cette expérience, nous évaluons la capacité de nos modèles à modéliser les durées et les
modalités acoustique et visuelle, toutefois la prononciation des phrases peut changer d’une émotion à
l’autre (plus ou moins de pauses, suppression/ajout de voyelles). Ce dernier point n’est pas étudié
dans ce travail. Pour le modèle des durées, nous utilisons les informations linguistiques de l’ensemble
de test d’une émotion cible pour générer les durées de toutes les autres émotions et nous avons calculé
les mesures de toutes les autres émotions par rapport aux données originales de l’émotion cible. Pour
les modèles acoustique et visuel, nous avons considéré les données linguistiques ainsi que les durées
des données originales de l’ensemble de test de l’émotion cible. En utilisant ces informations, nous
générons les paramètres acoustiques et visuels correspondants à chaque émotion et calculons les
différentes mesures. Les résultats relatifs à chaque émotion traitée sont représentés dans les lignes
des tableaux 5, 6 et 7. Les résultats affichés dans ces trois tableaux montrent que les trois modèles
arrivent à se spécialiser dans la modélisation des différentes émotions. Pour le modèle des durées,
le dégoût semble être très différent des autres émotions. Cela peut s’expliquer par les durées des
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TABLE 5 – Les résultats du RMSE en frames/phonème et de la corrélation de Pearson pour la
validation croisée sur les résultats de prédiction des durées des données expressives de l’ensemble de
test.
Visuel






































































































































TABLE 6 – Les résultats de validation croisée sur les résultats de prédiction des trajectoires visuelles
des données expressives de l’ensemble de test. Statique représente un visage à l’état neutre avec une
bouche constamment fermée.
émotions dans le corpus utilisé. En fait, cette émotion a été jouée avec un débit remarquablement lent.
La durée du corpus du dégoût (1h 53min) représente environ le double des durées des autres émotions
(entre 55min et 1h 11min). Les résultats visuels nous permettent de voir certaines ressemblances entre
quelques émotions, notamment entre l’état neutre et la tristesse et entre la colère et la peur. En ce qui
concerne le modèle acoustique, nous remarquons qu’il y a également une ressemblance entre l’état
neutre et la tristesse puis entre la colère et le dégoût, de plus la joie et la surprise sont les émotions
avec le plus grand écart de F0 par rapport au neutre et aux autres émotions.
6 Conclusion
Dans cet article, nous avons effectué une étude bien nécessaire sur la synthèse audiovisuelle expressive
de la parole, afin de donner des éclaircissements sur l’apport de certains paramètres sur les résultats
générés. Pour atteindre cet objectif, nous avons adopté différentes architectures neuronales pour
entraîner trois modèles : le modèle des durées, le modèle acoustique et le modèle visuel. Nous avons
réalisé une comparaison directe entre ces architectures en variant les paramètres linguistiques utilisés.
Les résultats obtenus montrent que bien que toutes les informations linguistiques soient bénéfiques
pour le modèle des durées, pour le modèle acoustique, uniquement les informations sur le contexte
gauche et droit immédiats ainsi que le contexte syllabique améliore la prédiction. Toutefois pour
le modèle visuel les informations autres que le contexte gauche et droit immédiats semblent être
nuisibles pour l’apprentissage. Nous avons également comparé la qualité de la synthèse des modèles
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TABLE 7 – Les résultats de validation croisée sur les résultats de prédiction des paramètres
acoustiques des données expressives de l’ensemble de test.
acoustique et visuel entraînés séparément puis conjointement. Nous avons trouvé que les modèles
entraînés séparément atteignent une meilleure précision de reconstruction lors de la comparaison
via des tests objectifs. Finalement, les résultats objectifs de la validation-croisée effectuée sur les
différentes émotions, montrent que les trois modèles arrivent à se spécialiser aux différentes émotions.
Ces résultats nous ont aussi permis de constater des similarités et des différences entre certaines
émotions. Ces résultats viennent pour compléter une étude perceptive effectuée précédemment par
Dahmani et al. (2019) sur le même corpus. Sachant que les résultats objectifs ne reflètent pas toujours
la perception humaine, nous comptons compléter, dans nos prochains travaux, cette étude par des
tests perceptifs.
Nous souhaitons que cet ensemble d’expériences apportera plus de clarté sur le comportement des
DNNs face aux différentes données linguistiques, des durées et audiovisuelles, et que ça facilitera,
pour les autres chercheurs, le choix de l’architecture neuronale la plus adaptée pour la synthèse
audiovisuelle expressive de la parole.
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