Beyond special relativity and the notion of spacetime by Relancio, J. J.
Beyond special relativity and the notion
of spacetime
José Javier Relancio Martínez
Supervisor: Prof. José Manuel
Carmona Martínez
Prof. José Luis Cortés
Azcoiti
Departamento de Física Teórica
Universidad de Zaragoza
This dissertation is submitted for the degree of
Doctor in Physics
August 2020
ar
X
iv
:2
00
8.
08
49
5v
1 
 [h
ep
-th
]  
19
 A
ug
 20
20

Declaration
I hereby declare that except where specific reference is made to the work of others, the
contents of this dissertation are original and have not been submitted in whole or in part
for consideration for any other degree or qualification in this, or any other university. This
dissertation is my own work and contains nothing which is the outcome of work done in
collaboration with others, except as specified in the text and Acknowledgements.
José Javier Relancio Martínez
August 2020

Acknowledgements
Firstly, I would like to express my gratitude to my supervisors, Professor Carmona and
Professor Cortés, for their patient guide, encouragement, and fruitful criticisms during this
thesis. Their support goes beyond the academical sphere and helped me a lot not only in the
research work but in everything surrounding my Ph.D.
I would also thank Professor Asensio and Professor Clemente for their advice and useful
discussions in the geometric part of the work, which would not be carried out without their
aid. Besides, conversations with Professor Liberati were a guidance during my visit in Trieste,
helping me with the last part of the thesis. Moreover, the help of Raúl Carballo-Rubio during
that time was also indispensable.
Finally, I would like to express my profound gratitude to my parents for their unfailing
support and encouragement during all these years. Also to my best friends, Eduardo, Adrián
and Miguel, for all the good moments we spent.
vi
Esta tesis ha sido llevada a cabo gracias al contrato predoctoral para la formación de
personal investigador concedido por el Ministerio de Economía, Industría y Competitividad
(España) con referencia BES-2016-077005. Asimismo, la investigación aquí presentada
ha sido parcialmente financiada por los proyectos de investigación FPA2015-65745-P y
PGC2018-095328-B-I00 del Ministerio de Economía, Industría y Competitividad (España).
Abstract
One of the challenges of theoretical physics nowadays is the unification of general relativity
and quantum field theory, or equivalently, the formulation of a quantum gravity theory. Both
theories, well checked experimentally in the past century, present fundamental incompati-
bilities which have their origin in the role that spacetime plays in them (it is a dynamical
variable in general relativity, and a static frame in quantum field theory). There have been
many attempts to formulate a quantum field theory of gravity, such as string theory, quantum
loop gravity, set causal theory, etc. In some of these frameworks, the spacetime acquires a
fundamental and characteristic structure, very much different from the notion of a continuous
spacetime in special relativity. However, neither the dynamics of these theories are fully
understood, nor they are easily contrastable with experimental observations. At the begin-
ning of the century a new theory started to be developed and it is still germinating, doubly
special relativity. The starting point is very different from the other perspectives: it is not
a fundamental theory, but it is considered a low energy limit of a quantum gravity theory
that tries to study its possible residual elements. In particular, in doubly special relativity the
Einstenian relativity principle is generalized, adding to the speed of light c another relativistic
invariant, the Planck length lP. This idea can really have possible experimental observations,
giving place to what it is known as quantum gravity phenomenology. On the other hand,
doubly special relativity implies the existence of deformed composition laws for energy
and momentum, which leads to a spacetime with nonlocal ingredients, an element that also
appears in other approaches of quantum gravity.
In this thesis, after exposing the motivations to consider deformations of special relativity,
we will study the role that the changes of momentum variables play in a deformed relativistic
kinematics, observing that there is a simple way to define such a deformation just by using a
change of variables. We will see that one of the most studied kinematics in doubly special
relativity models, κ-Poincaré, can be obtained through this method order by order. This leads
to too many deformed composition laws, bringing us to think that a mathematical or physical
criteria might be needed in order to restrict the possible kinematics.
In many works in the literature, a connection between the κ-Poincaré model and a
curved momentum space has been explored. We will see that considering a maximally
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symmetric momentum space one can construct a deformed relativistic kinematics, and that
the κ-Poincaré model is obtained as a particular case when the curvature of the space is
positive.
This deformed composition law changes the notion of spacetime. As we will see, in
the doubly special relativity framework, there is a loss of locality of interactions due to
the deformed composition law for the momenta. We will study how this loss arises and
how a new spacetime, which turns out to be noncommutative, can be considered in order to
make the interactions local. We will also see that there is a relation between the locality and
geometry frameworks.
After that, we will consider two different phenomenological studies. In the first one,
we will analyze the possible time delay in the flight of photons as a consequence of a
deformed kinematics. This will be done considering that observables are defined either on a
commutative or on a noncommutative spacetime. We will find that, while in the first case
a time delay could exist, depending on the choice of momentum variables one is working
with, in the last scheme one obtains that there is no time delay, independently of the choice
of variables. Since photon time delays measurements may be the only phenomenological test
of doubly special relativity for small energies compared with the Planck scale, the absence
of time delays would imply that the constraints on the high energy scale that characterizes
doubly special relativity might be orders of magnitude smaller than the Planck energy. With
this observation in mind, we will do some computations in quantum field theory with a simple
ansatz for the modified Feynman rules corresponding to a particle process, concluding that a
deformed kinematics with an energy scale of some TeV’s is compatible with the observational
data.
However, the previous study of time delays is carried out in flat spacetime, which is not
the correct way to consider the propagation of a photon in an expanding universe. In the last
part of the thesis, we will study the generalization of the geometrical approach for a curved
spacetime. We will develop the construction of a metric in the cotangent bundle that takes
into account the deformed relativistic kinematics in the presence of a nontrivial geometry
in spacetime. With a generalization of the usual procedures of general relativity, we will
study the phenomenological consequences of a momentum dependent metric in the cotangent
bundle for an expanding universe and a stationary static black hole.
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Resumen
Uno de los desafíos de la física teórica hoy en día es la unificación de la relatividad general y
la teoría cuántica de campos, o equivalentemente, la formulación de una teoría de gravedad
cuántica. Ambas teorías, bien comprobadas experimentalmente durante el siglo pasado,
presentan incompatibilidades fundamentales que tienen su origen en el papel que el espacio-
tiempo juega en ellas (es una variable dinámica en relatividad general, y un marco estático en
teoría cuántica de campos). Ha habido numerosos intentos de formular una teoría de gravedad
cuántica, como la teoría de cuerdas, teoría cuántica de bucles, teoría de conjuntos causales,
etc. En algunos de estos marcos, el espacio-tiempo adquiere una estructura fundamental y
característica, muy diferente de la noción de espacio-tiempo continuo de relatividad especial.
Sin embargo, ni se entiende completamente la dinámica de estas teorías, ni son fácilmente
contrastables con observaciones experimentales. Al principio de este siglo ha empezado
a desarrollarse una teoría que todavía está germinando, la relatividad doblemente especial.
El punto de partida de esta teoría es completamente distinto al de las otras perspectivas:
no es una teoría fundamental, sino que es considerada un límite de bajas energías de una
teoría de gravedad cuántica que intenta estudiar sus posibles elementos residuales. En
particular, en relatividad doblemente especial se generaliza el principio de relatividad de
Einstein, añadiendo a la velocidad de la luz c otro invariante relativista, la longitud de Planck
lp. Esta idea puede tener evidencias experimentales, dando lugar a lo que se conoce como
fenomenología de gravedad cuántica. Por otro lado, la relatividad doblemente especial
implica la existencia de una ley de composición deformada para la energía y el momento, lo
que lleva a un espacio-tiempo con ingredientes no locales, un elemento que también aparece
en otras aproximaciones de gravedad cuántica.
En esta tesis, tras mostrar las motivaciones para considerar deformaciones de la relativi-
dad especial, estudiaremos el papel que juegan los cambios en las variables momento en una
cinemática relativista deformada, observando que hay una forma simple de definir una defor-
mación usando simplemente un cambio de variables. Veremos que una de las cinemáticas
xmás estudiadas en los modelos de relatividad doblemente especial, κ-Poincaré, puede obten-
erse a través de este método orden a orden. Esto conduce a demasiadas leyes de composición
deformadas, llevándonos a pensar que podría ser necesario un criterio matemático o físico
para restringir las cinemáticas posibles.
En muchos trabajos de la literatura se ha explorado una conexión entre el modelo de
κ-Poincaré y un espacio de momentos curvo. Veremos que considerando un espacio de
momentos maximalmente simétrico se puede construir una cinemática relativista deformada,
y que entre las posibles cinemáticas se obtiene κ-Poincaré como un caso particular cuando la
curvatura del espacio de momentos es positiva.
Esta ley de composición deformada altera el comportamiento del espacio-tiempo. Como
veremos, en el marco de la relatividad doblemente especial, hay una pérdida de la noción
de localidad de interacciones debido a la ley de composición deformada para los momentos.
Estudiaremos cómo aparece esta pérdida y cómo un nuevo espacio-tiempo, que es no
conmutativo, puede considerarse para hacer que las interacciones sean locales. Veremos
también que hay una relación entre los marcos de localidad y geometría.
Después, consideraremos dos estudios fenomenológicos. En el primero, analizaremos
el posible retraso en tiempo de vuelo para fotones como consecuencia de una cinemática
deformada. Esto se hará considerando que los observables están definidos en un espacio-
tiempo conmutativo o no conmutativo. Encontraremos que, mientras que en el primer caso
podría existir un retraso en el tiempo, dependiendo de la elección de variables momento
con las que uno trabaja, en este último esquema se obtiene que no hay retraso en el tiempo,
independientemente de la elección de variables. Ya que las medidas de retrasos en tiempos
de vuelo podrían ser el único test fenomenológico de relatividad doblemente especial para
pequeñas energías comparadas con la escala de Planck, la ausencia de retrasos en tiempos de
vuelo implicaría que las restricciones en la escala de alta energía que caracteriza relatividad
doblemente especial podría ser órdenes de magnitud menor que la energía de Planck. Con
esta observación en mente, haremos algunos cálculos en teoría cuántica de campos con una
suposición simple para las reglas de Feynman modificadas correspondientes a procesos de
partículas, concluyendo que una cinemática deformada con una escala de energía de unos
pocos TeV’s es compatible con los datos experimentales.
Sin embargo, los estudios anteriores de tiempos de retrasos se llevan a cabo en espacio-
tiempo llano, que no es la forma correcta de considerar la propagación de un fotón en un
universo en expansión. En la última parte de la tesis, estudiaremos la generalización del
enfoque geométrico para un espacio-tiempo curvo. Desarrollaremos la construcción de una
métrica en el fibrado cotangente que tiene en cuenta la cinemática relativista deformada en
presencia de una geometría no trivial en el espacio-tiempo. Con una generalización de los
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procedimientos usuales de relatividad general, estudiaremos las consecuencias fenomenoló-
gicas de una métrica dependiente del momento en el fibrado cotangente para un universo en
expansión y para un agujero negro estacionario.
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Chapter 1
Introduction
I study myself more than any other
subject. That is my metaphysics, that is
my physics.
Michel de Montaigne
Since the dawn of humanity, human beings have tried to explain all observed phenomena.
With scientific research new theories have been developed, so more phenomena have been
explained. Thanks to the technology provided by this research, smaller scales have been
studied, leading to new processes that had to be understood. The problem arises when
one knows that there are some missing parts or inconsistencies in the theory, while no new
experimental observations are available to guide its development. This undesirable fact
emerges in theoretical physics nowadays.
One source of inconsistencies appears when one tries to unify general relativity (GR)
and quantum theory (QT). One of the possible issues that impedes the unification of these
two theories is the role that spacetime plays in them. While in quantum field theory (QFT)
spacetime is given from the very beginning, as a framework in which the processes of
interactions can be described, in GR the spacetime is understood as the deformation of a
flat 4-dimensional space modeled by matter and radiation. Of course, one can consider a
quantum theory of gravitation where the mediation of the interaction is carried out by the
graviton, a spin-2 particle, leading to Einstein’s equations [1]. The problem of this approach
is that this theory is not renormalizable, and then it gives well-defined predictions only for
energies below the Planck scale.
With the huge machinery that these two theories provide we can describe, on the one
hand, the massive objects (GR), and on the other one, the lightest particles (QFT), so one
could naively say that a theory that contains both, a quantum gravity theory (QGT), would
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be completely unnecessary. But this is not the case if one wants to study the propagation
and interaction of very tiny and energetic particles: the kinematics of the processes should
take into account the quantum and gravitational effects together, something unthinkable if
QFT and GR cannot be studied in the same framework. This kind of interactions did take
place at the beginning of the universe, where a huge amount of matter was concentrated in a
minute region of space. So in order to describe the first instants of the universe, a complete
understanding of a QGT should be indispensable.
Besides this, we do not know what happens inside a black hole, which is a source of
contradiction between GR and QT [2]. What happens with the information when it crosses
the event horizon? If one considers that the information is lost, one is going against what
QT says. If on the other hand, the information remains encrypted in the horizon surface, the
evaporation of the black hole [3] would lead to a contradiction between pure and mixed states.
In fact, one of the possible solutions to the information paradox, named firewall [4] because
it proposes that due to the existence of mixed states there would be particles “burning” an
observer in free fall into the black hole, violates the equivalence principle, which states that
one should not feel anything while crossing the event horizon. Another question is: what
happens when one comes to the singularity? To answer all these questions, we need a QGT.
Another problem that one finds is that in QT one assumes that spacetime is given and
studies with all detail the properties and movement of particles in it, including matter and
radiation. In GR, and specially in cosmology, one takes the opposite way: the properties
of matter and radiation are given (through state equations) and one describes the resultant
spacetime.
There is also a difficulty in defining spacetime. Einstein thought about being able to
describe the space-time coordinates through the exchange of light signals [5], but when one
uses this procedure, one neglects all information about the energy of the photons and assumes
that the same spacetime is rebuilt by exchange of light signals of different frequencies.
However, what would happen if the speed of light depends on the energy of the photon, as
it happens in many theoretical frameworks which try to unify GR with QT? In this case,
the energy of the photon would affect the own structure of spacetime. Also, this procedure
of identifying points of spacetime assumes that interactions are local events, happening at
the same point of spacetime. This is no longer valid when one has a deformed relativistic
kinematics [6, 7], as we will see.
Presumably, all these paradoxes and inconsistencies could be avoided if a QGT was
known. Despite our ignorance about the possible consequences and implications of a
complete QGT, we can pose the main properties that such a theory should have, and the
characteristic phenomenological impacts that may result.
1.1 Towards a QGT: main ideas and ingredients 3
1.1 Towards a QGT: main ideas and ingredients
In the last 60 years, numerous theories have tried to avoid the inconsistencies that appear
when one tries to put in the same scheme GR and QFT: string theory [8–10], loop quantum
gravity [11, 12], supergravity [13, 14], or causal set theory [15–17]. The main problem is the
lack of experimental observations that could tell us which is the correct theory corresponding
to a QGT [18].
In most of these theories, as they are trying to consider a generalization of the classical
version of spacetime, a minimum length appears [19–21], which is usually considered to
be the Planck one, and then the Planck energy is taken as a characteristic energy. In order
to obtain the Planck length lp, time tp, mass Mp and energy Ep, one only needs to use the
physical constants of quantum mechanics h¯, relativity c and gravitation G,
lp =
√
h¯G
c3
= 1.6× 10−35 m ,
tp =
√
h¯G
c5
= 5.4× 10−44 s ,
Ep
c2
= Mp =
√
h¯c
G
= 2.2× 10−8 kg = 1.2× 1019 GeV/c2 . (1.1)
The consideration of a minimum length provokes that the spacetime acquires some very
particular features that must be studied in order to know what kind of theories we are facing.
Along this thesis (although, exceptionally, not in this chapter), we will be using natural
units, in which h¯, c and G are 1.
1.1.1 Minimum length scenario
There are numerous consequences of having a minimal length (see Ref. [22] for more
information). We can enumerate some of them:
• The concept of a space-time manifold disappears. SR, QFT and GR are developed
under the idea that time is a continuous concept (it admits a description in terms of
real numbers). But due to the presence of a minimum length and time, we have an
uncertainty in the measure of distances and times that impedes us to synchronize
two clocks with more precision than the Planck time. Due to this impossibility of
synchronizing clocks in a precise way, the idea of a univocal time coordinate for a
reference frame is only approximated, and it cannot be maintained in an accurate
description of nature. We do not have a way to sort events for times smaller than the
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Planck one either. One then is forced to forget about the idea of time as a unique
“point”. For example, at Planckian scales the concept of proper time disappears.
• In this way one has a quantized spacetime, in the sense that it is discrete and non-
continuous. Due to this quantization, the concepts of a point in space and of an
instant of time is lost, as a consequence of the impossibility of measuring with a
greater resolution than the Planck scale. Also, this gives place to a modification of
the commutation rules (as we will see below), because the measure of space and time
leads to non-vanishing uncertainties for position and time, ∆x∆t ≥ lp tp.
• Since one cannot determine the metric at these scales, the sense of curvature is lost.
That is, the impossibility of measuring lengths is exactly equivalent to curvature
fluctuations. It is possible then to imagine that spacetime is like a foam [23, 24] at
very small scales. Particles would notice these effects due to the quantum fluctuations
of spacetime, being more and more relevant for higher energies.
• Due to this imprecision of measuring at Planckian scales, the concepts of spatial order,
translational invariance, vacuum isotropy and global coordinates systems, lose all
experimental support at these dimensions. Moreover, spacetime is neither invariant
under Lorentz transformations, nor diffeomorphisms or dilation transformations, so all
fundamental symmetries of SR and GR are only valid approximations for scales larger
than the Planck one.
• At the Planck scale we lose the naive sense of dimensions. The number of dimensions
of a space can be obtained by determining how many points can be chosen such the
distance between them are equal. Then, if one can find n points, the space has n−1
dimensions. For example, in 1D one has two points, in 2D three points, and so on. The
lack of precise measurements makes impossible to determine the number of dimensions
at Planckian scales with this method. With all this, we see that the physical spacetime
cannot be a set of mathematical points. We also are not able to distinguish at small
scales if a distance is timelike or spacelike. At Planckian scales, space and time cannot
be distinguished. Summarizing, spacetime at these scales is neither continuous, nor
ordered, nor metric gifted, nor four-dimensional, nor made of points.
• Since space and time are not continuous, observables do not vary continuously, either.
This means that at Planckian scales, observables cannot be described with real numbers
with (potentially) infinity precision. Nor the physical fields can be described as
continuous functions.
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• Also the concept of point particle disappears. In fact, it is completely senseless. Of
course, the existence of a minimum length, for empty space so for objects, is related
with this fact. If the term of point is senseless, also the concept of point particle is lost.
• If one takes as valid that the size of an elementary particle is always smaller than
its Compton wavelength and always bigger than the Planck one, one can prove that
the mass of particles must be less than the Planck mass. In QFT we know that the
difference between a real or virtual particle is if it is on-shell or off-shell. Due to these
uncertainties in measurements, at Planckian scales one cannot know if a particle is
real or virtual. As antimatter can be described as matter moving backwards in time,
and since the difference between backwards and forwards cannot be determined at
Planckian scales, one cannot distinguish between matter and antimatter at these ranges.
Since we do not have well-defined rotations, the spin of a particle cannot be properly
defined at Planck scales, and then, we cannot distinguish between bosons and fermions,
or, in other words, we cannot distinguish matter and radiation at these scales.
• Finally, let us think about the inertial mass of a tiny object. In order to determine it,
we must push it, that is, elaborate a scattering experiment. In order to determine the
inertial mass inside a region of size R, a wavelength smaller than R must be used, so
one needs high energies. That means that the particle will feel attraction due to gravity
interaction to the probe (as we will see in the next subsection). Then, at Planckian
scales, inertial and gravitational mass cannot be distinguished. To determine the mass
in a Planck volume, a wavelength of Planck size has to be used. But, as the minimal
error in the wavelength is also the Planck length, the error in the mass becomes so
big as the Planck energy is. In this way, one cannot differentiate between matter and
vacuum, and then, when a particle with Planck energy is traveling through spacetime,
it can be scattered by the own fluctuations of spacetime, making impossible to say if it
has been scattered by vacuum or matter.
With all these examples, we see that physics at Planck scales is completely different to what
we are used to and to what we can even imagine. In the following section we will consider
some gedanken experiments in order to shed some light about how new physics effects may
arise.
6 Introduction
1.1.2 GUP: generalized uncertainty principle
We have seen many consequences of having a minimum length, but we do not have explored
through a physical intuition how this minimum length could appear. In this subsection we
study a thought experiment in which the Planck scale arises.
First of all, we consider the gedanken Heisenberg microscope experiment in QT. Accord-
ing to classical optics, the wavelength of a photon with momentum “ω” establishes a limit in
the possible resolution ∆x in the position of the particle which interacts with the photon
∆x≳ 1
2πω sinε
, (1.2)
where ε is the aperture angle of the microscope lens. But the photon used to measure the
position of the particle has a recoiling when it is scattered and it transfers momentum to the
particle. As one does not know the direction of the photon with more resolution than ε , this
leads to an uncertainty in the momentum of the particle in the x direction
∆px ≳ ω sinε . (1.3)
Taking all this together, one obtains the uncertainty
∆x∆px ≳
1
2π
. (1.4)
This is a fundamental property of the quantum nature of matter.
We can recreate the mental Heisenberg microscope experiment including the gravitational
attraction between the particle whose position one wants to know and the probe used for
that aim [25, 21]. As we have seen, the interaction of the photon with the particle does
not take place in a well-defined point, but in a region of size R. For the interaction to take
place and the measurement to be possible, the time passed between the interaction and the
measurement has to be at least of the order τ ≳ R. The photon carries an energy that, even
though small, it exerts a gravitational attraction over the particle whose position we want to
measure. The gravitational acceleration acting over the particle is at least of the order of
a≈ Gω
R2
, (1.5)
and, assuming that the particle is non-relativistic and much slower than the photon, the
acceleration acts approximately along the time the photon is in the region of the interaction,
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so the particle acquires a speed
v≈ aR = Gω
R
. (1.6)
So, in a time R the acquired velocity allows the particle to travel a distance
L≈ Gω . (1.7)
However, since the direction of the photon is unknown with a width of angle ε , the direction
of the acceleration and the movement of the particle are also unknown. The projection over
the x axis gives and additional uncertainty of
∆x≳ Gω sinε . (1.8)
Combining Eq. (1.2) and Eq. (1.8) we see that
∆x≳
√
G = lp . (1.9)
One can refine this argument taking into account that, strictly speaking, during the experiment
the photon momentum is increased by
Gmω
R
, (1.10)
where m is the mass of the particle. This increases the uncertainty of the momentum of the
particle
∆px ≳ ω
(
1+
Gm
R
)
sinε , (1.11)
and during the time in which the photon is in the interaction region, it is translated
∆x≈ R∆px
m
, so ∆x≳ ω
(
G+
R
m
)
sinε , (1.12)
which is bigger than the previous uncertainty and then the limit in which one is not considering
gravity is still satisfied.
Assuming that the regular uncertainty and the gravitational one add linearly, one gets
∆x≳ 1
∆px
+G∆px . (1.13)
This result is also obtained in string theory through completely different assumptions [26, 27].
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With this thought experiment, we see that when one adds the gravitational interaction to
the usual Heisenberg microscope we obtain a generalized uncertainty principle, which leads
to a modification of the commutation rules. This could be then considered as an ingredient
that a QGT should have. From the fact we have different commutation rules, one can guess
that it is necessary a completely different notion of spacetime, and then the symmetries acting
on it should also be different.
1.1.3 Spacetime and symmetries in a QGT
As we have seen in the previous subsection, the introduction of a minimum length leads to
nontrivial commutation rules, which could be considered as a way to parametrize a quantum
nature of spacetime. The idea of a quantum spacetime was firstly proposed by Heisenberg
and Ivanenko as an attempt to avoid the ultraviolet divergences of QFT. This idea passed
from Heisenberg to Peierls and to Robert Oppenheimer, and finally to Snyder, who published
the first concrete example in 1947 [28]. This is a Lorentz covariant model in which the
commutator of two coordinates is proportional to the Lorentz generator
[xµ ,xν ] = i
Jµν
Λ2
, (1.14)
where Λ has dimensions of energy by dimensional arguments1. But this model, originally
proposed to try to avoid the ultraviolet divergences in QFT, was forgotten when renormal-
ization appeared as a systematic way to avoid the divergences at the level of the relations
between observables. Recently, the model has been reconsidered when noncommutativity
was seen as a way to go towards a QGT.
Another widely studied model is the canonical noncommutativity [29, 30],
[xµ ,xν ] = iΘµν , (1.15)
where Θµν is a constant matrix with dimensions of length squared. In this particular simple
case of noncommutativity it has been possible to study a QFT with the standard perturbative
approach.
The last model we mention here, named κ-Minkowski2 [31], has the following non-
vanishing commutation rules [
x0,xi
]
= −ix
i
Λ
, (1.16)
1Remember that we are using natural units, making that the inverse of length is an energy.
2We will study it in more detail in Sec.1.2 and Sec. 3.3 as it is included in the scheme of κ-Poincaré.
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where Λ has also dimensions of energy.
Snyder noncommutative spacetime is very peculiar from the point of view of symmetries
since the usual Lorentz transformations used in SR are still valid. But in general, in the
other models of noncommutativity, linear Lorentz invariance is not a symmetry of the new
spacetime, which is in agreement with what we have seen previously: the classical concept of
a continuum spacetime has to be replaced somehow for Planckian scales, where new effects
due to the quantum nature of gravity (for example, creation and evaporation of virtual black
holes [32]) should appear. So, while SR postulates Lorentz invariance as an exact symmetry
of Nature (every experimental test up to date is in accordance with it [33–36]; see also the
papers in Ref. [18]), a QGT is expected to modify someway this symmetry. Many theories
which try to describe a QGT include a modification of Lorentz invariance in a form or another
(for a review, see Ref. [37]), and the possible experimental observations that confirms or
refutes this hypothesis would be very important in order to constrain these possible theories.
A way to go beyond the Lorentz invariance is to consider that this symmetry would be
violated for energies comparable with the high energy scale. This is precisely what is studied
in the so-called Lorentz-invariance violation theories (LIV). In this way, the SR symmetries
are only low energy approximations of the true symmetries of spacetime. We will study
in the next subsection the usual theoretical framework in which these kind of theories are
formulated and the main experiments where a LIV effect could be manifest.
1.1.4 Lorentz Invariance Violation
As we have previously mentioned, the symmetries of the “classical” spacetime have to be
broken of deformed at high energies due to the possible new effects of the quantum spacetime.
LIV theories consider that Lorentz symmetry is violated at high energies, establishing that
there is a preferred frame of reference (normally an observer aligned with the cosmic
microwave background (CMB), in such a way that this radiation is isotropic). A conservative
way to consider this theory is to assume the validity of the field theory framework. Then, all
the terms that violate Lorentz invariance (LI) are added to the standard model (SM), leading
to an effective field theory (EFT) known as the standard model extension (SME) [38] (in the
simplest model one considers only operators of dimension 4 or less, known as the minimal
SME, or mSME) with the condition that they do not change the field content and that the
gauge symmetry is not violated.
Historically, in the middle of the past century researchers realized that LIV could have
some phenomenological observations [39–43], and in the seventies and eighties theoretical
bases were settled pointing how LI could be established for low energies without being an
exact symmetry at all scales [44–49]. However, this possible way to go beyond SR did not
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draw much attention since it was thought that effects of new physics would only appear for
energies comparable to the Planck mass. It seems impossible to talk about phenomenology
of such a theory being the Planck energy of the order of 1019 GeV and having only access to
energies of 104 GeV from particle accelerators and 1011 GeV from particles coming from
cosmic rays. But over the past few years people have realized that there could be some effects
at low energy that could find out evidences of a LIV due to amplification processes [50].
These effects were baptized as “Windows on Quantum Gravity”. A partial list of these
windows on QG includes (see Refs. [50, 51] for a review):
• Change in the results of the experiment as the laboratory moves
Due to the existence of a preferred frame of reference, there is a change in the measure-
ment since the laboratory moves (due to the rotation and translation of the Earth), and
then different results should be obtained depending on the spatial location where the
experiment takes place and the time when it is done. To carry out the experiment, two
“clocks”, i.e., two atomic transition frequencies of different materials or with different
orientations, are positioned in the same point of the space. During the movement
of the “clocks”, they would take different components of the tensors appearing in
the deformed Lorentz violating EFT of the mSME. This supposed difference of time
between the clock frequencies should be measured over a long time in order to be
appreciable, and its absence puts constraints in the parameters of the model (generally
for protons and neutrons [52]).
• Cumulative effects
There are two important effects trying to be measured. On the one hand, if there is
a deformed dispersion relation (DDR) with Lorentz invariance violating terms, the
velocity of particles (and particularly photons), would depend on their energy (this
effect was considered for the first time in Ref. [53]). This could be measured for
photons coming from a gamma-ray burst (GRB), pulsars, or active galactic nuclei
(AGN), due to the long distance they travel, amplifying the possible effect3. On the
other hand, some terms in the mSME would produce a time delay for photons due to a
helicity dependence of the velocity, phenomenon baptized as birefringence [54].
• Threshold of allowed (SR forbidden) reactions
Due to the existence of a preferred reference frame, some reactions forbidden in SR are
now allowed starting at some threshold energy. For example, photon splitting γ→ e+e−
3This effect will be seen in more detail in Sec.1.2
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is not allowed in usual QFT because of kinematics and charge-parity (CP) conservation,
but it could be possible in a LIV scenario from some threshold energy [55].
• Shifting of existing threshold reactions
The GZK cutoff [56, 57] is a theoretical limit on the energy of the ultra-high energy
cosmic rays (UHECR) that come to our galaxy due to interactions with CMB photons,
i.e. interactions like γCMB+ p→ ∆+→ p+π0 or γCMB+ p→ ∆+→ n+π+. In the
LI case these interactions have a threshold energy of 5×1019 eV. Experimentally, the
suppression of the UHECR flux was confirmed only recently [58, 59] in the Auger and
HiRes experiments and also in the AGASA collaboration [60]. Even though this cutoff
could be expected due to the finite acceleration power of UHECR sources, the fact
that the maximum energies of UHECR coincide with the proposed GZK cutoff makes
plausible its explanation as due to the interaction with the CMB photons. However, if a
LIV scenario is present this cutoff could be modified. The GZK cutoff is a good arena
for constraining LIV since the threshold of the interaction of high energy protons with
CMB photons is very sensitive to a LIV in the kinematics [55].
Despite the efforts of the scientific community, until now there is no clear evidences of
LIV. Current experiments have only been able to put constraints in the SME parameters [33].
In this thesis, the main field of research is a different way to go beyond SR. In this
framework there is also a high energy scale parameterizing departures from SR, but preserving
a relativity principle.
1.2 DSR: Doubly Special Relativity
In the previous subsection we briefly summarized the most important features of LIV. Now
we can wonder if there is another option instead of violating Lorentz symmetry for going
beyond SR (BSR). One could consider that Lorentz symmetry is not violated at Planckian
scales but deformed. This is nothing new in physics; some symmetries have been deformed
when another, more complete theory which encompasses the previous one, is considered.
For example, Poincaré transformations, that are the symmetries of SR, are a deformation of
the Galilean transformations in classical mechanics. In this deformation, a new invariant
parameter appears, the speed of light. Similarly, in a theory beyond SR (thinking on some
approximation of a QGT), one could have a Poincaré deformed symmetry with a new
parameter. This is what doubly special relativity (DSR) considers (see Ref. [37] for a review).
In this theory, the Einstein relativity principle is generalized adding a new relativistic
invariant to the speed of light c, the Planck length lP. This is why this theory is also-called
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Doubly Special Relativity. The Planck length is normally considered as a minimum length.
Of course, it is assumed that in the limit in which lP tends to 0, DSR becomes the standard
SR.
1.2.1 Introduction of the theory
We start this subsection by summarizing the first papers [61, 62], in which DSR was for-
mulated as a low energy limit of a QGT that could have some experimental consequences.
These papers formulate DSR as the result of the introduction of a new invariant scale in SR,
the Planck length lP, in a parallel way as the speed of light c is introduced as a fundamental
scale to obtain SR from the Galilean relativity principle.
One starts with the relativity principle (R.P.) introduced by Galileo:
• (R.P.): The laws of physics take the same form in all inertial frame, i.e. these laws are
the same for all inertial frames.
In this approach there is not any fundamental scale. Using this postulate, one can derive the
composition law of velocities v′ = v0+ v that describes the velocity of a projectile measured
by an observer, when a second observer, moving with velocity v0 with respect to the former,
sees it with a velocity v. One just impose that v′ = f (v0,v) where f must satisfy f (0,v) = v,
f (v0,0) = v0, f (v,v0) = f (v0,v), f (−v0,−v) =− f (v0,v), and by dimensional analysis the
known law is obtained.
In SR, Einstein introduced a fundamental velocity scale in such a way that it is consistent
with the relativity principle. Then in SR, every observer agrees that the speed of light is c.
The new relativity principle (Einstein laws, E.L.) can be written as
• (E.L.): The laws of physics involve a fundamental velocity scale c, corresponding with
the speed of light measured by each inertial observer.
Form (R.P.) and (E.L.) one can read the new expression for the composition of velocities,
being v′ = f (v0,v;c) = (v0+ v)/(1+ v0v/c2).
If one wants to include a new invariant scale one can proceed as before:
• (L.1.): The laws of physics involve a fundamental velocity scale c, and a fundamental
length scale lP.
• (L.1.b): The value of the fundamental velocity scale c can be measured by each inertial
observer as the speed of light with wavelength λ much larger than lP (more rigorously,
c is obtained as the λ/lP → ∞ limit of the speed of light of wavelength λ ).
1.2 DSR: Doubly Special Relativity 13
(L.1.b) appears since the addition of a new length scale would introduce in principle a
dependence of the speed of light as a function of the energy of the photon, or equivalently,
the speed of the photon would depend on the quotient λ/lP. So due to this scenario, a new
addendum to the relativity principle can be written:
• (L.1.c): Each inertial observer can establish the value of lp (same value for all iner-
tial observers) by determining the dispersion relation for photons, which takes the
form E2− c2 p2 + f (E, p; lp) = 0, where the function f is the same for all inertial
observers. In particular, all inertial observers agree on the leading lp dependence of f :
f (E, p; lp)≃ η lpcp⃗2E.
Here η is the dimensionless constant coefficient of the first term of an infinite series expansion.
This expression was used in Refs.[61, 62] only as an example in order to study the possible
effects of this new deformed relativity principle.
1.2.2 Deformed relativistic kinematics
Since the dispersion relation has changed, the usual Lorentz transformations are no longer
valid, and in order to save the relativity principle, one has to consider deformed transformation
rules assuring that every inertial observer uses the same dispersion relation4.
Normally, it is considered that the isotropy of the space remains unaltered (so rotations
are not deformed), but there is a modification of the differential operators
Bi = icpi
∂
∂E
+ i[E/c−η lp(E2/c2− p⃗2)] ∂∂ pi − iη lp pi p j
∂
∂ p j
, (1.17)
that represent the generators of “boosts” acting on momentum space. The quotation marks
are added in order to remark that these transformations are no longer the SR boosts.
Now we have seen how the kinematics is changed in the one-particle sector, we can
wonder what happens while considering a simple scattering process, a+ b → c+ d. The
conservation law has to be consistent with the deformed transformation rules in order to
be valid in every inertial frame (in particular, all observers must agree on whether or not a
certain process is allowed). In SR the conservation law is the sum, but in the case we are
considering, the deformed composition law is
Ea⊕Eb = Ea+Eb+ lpcpa pb ,
pa⊕ pb = pa+ pb+ lp(Ea pb+ paEb)/c .
4This is a crucial difference between LIV and DSR. In LIV scenarios there is a deformed dispersion relation,
different for each observer, while in DSR the dispersion relation is the same for every observer, so deformed
transformation rules are needed.
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One can check that this composition rule is compatible with the deformed transforma-
tions (1.17) 5.
We see that the main ingredients of a DSR relativistic kinematics are: a deformed
dispersion relation, a deformed composition law for the momenta, and nonlinear Lorentz
transformations making compatible the two previous pieces with a relativity principle 6.
1.2.3 Thought experiments in DSR
We have seen in Sec. 1.1 that one of the ingredients that a QGT should have is a minimum
length, and this implies an uncertainty in the measurement of time and position. If DSR
considers a minimum length, somehow these uncertainties should appear.
As in Sec. 1.1, in order to understand how a minimum length, deformed commutation
rules and uncertainties in measurements emerge when the gravitational interaction plays a
role in the Heisenberg microscope, in this subsection we will study some thought experiments
and see what are the consequences of having a new fundamental length scale introduced in
the dispersion relation as before, leading to a momentum dependent velocity for photons [64,
62, 65].
Minimum length uncertainty
Starting from the dispersion relation for photons E2 ≃ c2 p2+η lpcE p2 one can obtain the
velocity as
dE
d p
= vγ(p) ≃ c
(
1+η lp
|p|
2
)
. (1.18)
Since the velocity is momentum dependent, any uncertainty on the momentum of a photon
used as a probe for length measurements would induce an uncertainty on its speed. The
first uncertainty comes from the position of the photon, which is related to the momentum
uncertainty through ∆x1 ≥ 1/∆p (since we are using units in which h¯ = 1). As there is a
velocity uncertainty ∆vγ ∼ |η |∆plpc and the distance traveled during its flight is L= vγT , the
uncertainty of the distance is ∆x2 ∼ |η |∆plpL. As ∆x1 decreases with ∆p while ∆x2 increases
with it, one easily finds that ∆L≥√ηLlp. If |η |≃ 1, this procedure is only meaningful for
L > lp, finding ∆L > lp. This result is obviously observer independent by construction. One
can see that the fact of postulating a deformed dispersion relation including a length scale
leads to the interpretation of this scale as a minimum length.
5Note that in fact this example can be obtained from the SR kinematics through a change of momentum
basis (in Ch. 2 we will study this in detail).
6There are DSR models where there is no modification in the dispersion relation, and the Lorentz transfor-
mations in the one-particle system are linear [63].
1.2 DSR: Doubly Special Relativity 15
Minimum length and time
In SR, the Lorentz contraction implies that, given a length measured by an observer, it is
always possible to find another observer for which the measured length is arbitrarily small.
In DSR, this can be no longer valid, so in order to understand better what would happen in
this frame, let us consider a simple thought experiment.
Let us imagine two observers with their own spaceships moving in the same direction
with different velocities, i.e. one is at rest and the other is moving with respect to the first
one with a velocity V . In order to measure the distance between A and B, two points on the
ship at rest, there is a mirror at B and the distance is measured as half of the time needed by a
photon with momentum p0 emitted at A to come back to the initial position after reflection
by the mirror. Timing is provided by a digital light clock with the same system used before:
a mirror placed at C (at the same rest ship, in a cross direction to AB) and a photon with
the same energy emitted from A would measure the distance between these two points. The
observer at rest measures the distance between A and B obtaining AB = vγ(p0)Nτ0/2, where
N is the number of ticks done by the digital light clock during the journey of the photon
traveling from A→ B→ A and τ0 is the interval of time corresponding to each tick of the
clock (τ0 = 2AC/vγ(p0)). The observer on the second ship moving with velocity V with
respect to the one at rest will see that the elapsed time for the photon going from A→C→ A
is given by
τ =
vγ(p0)√
v2γ(p′)−V 2
τ0 , (1.19)
where p′ is related to p0 through the formula for boosts in a direction orthogonal to the one
of motion of the photon. On the other hand, the observer who sees the ship moving measures
that the time in which the photon goes and come back from A to B is given by
Nτ =
AB′
vγ(p)−V +
AB′
vγ(p)+V
=
2AB′vγ(p)
v2γ(p)−V 2
, (1.20)
and then,
AB′ =
v2γ(p)−V 2
vγ(p)
N
τ
2
, (1.21)
where p is given by the action of a finite boost Eq. (1.17) over p0. Combining Eq.(1.21) and
Eq.(1.19) one obtains
AB′ =
(
v2γ(p)−V 2
)
vγ(p0)
vγ(p)
√
v2γ(p′)−V 2
N
τ0
2
=
v2γ(p)−V 2
vγ(p)
√
v2γ(p′)−V 2
AB . (1.22)
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This derivation is analogous to the SR one, where a momentum velocity of the photon is
taken into account. The implications of this formula are very easy when one considers the
small V and small momentum limit, since one recovers the result of SR. For large V , AB′ has
two important contributions
AB′ >
√
c2−V 2
c
AB+
ηclp AB√
c2−V 2 AB′ , (1.23)
where |p|> |∆p|> 1/AB′ is imposed (the probe wavelength must be shorter than the distance
being measured). The first one is the usual Lorentz contribution and the last one makes that,
for η positive and of order 1, AB′ > lp for all values of V . This study is only taking into
account leading order corrections, so when V is large enough, the correction term is actually
bigger than the 0th order contribution to AB′. But we see that there is a modification of the
Lorentz contraction in such a way that a minimum length appears, unlike in the SR case,
where for photons (V = c) the measured length is zero.
Spacetime fuzziness for classical particles
The necessity of imposing nonlinear boosts in order to keep the relativity principle has
important consequences in the propagation of particles and in the identification of intervals
of time.
Let us consider an observer O who sees two different particles of masses m1 and m2
moving with the same speed and following the same trajectory. Another observer O′ boosted
with respect to O would see that these particles are “near” only for a limited amount of time:
the particles would become more and more separated as they move. According to this, the
concept of “trajectory” should be removed from this picture.
A similar effect occurs considering Eqs.(1.17) and (1.19). For simplicity, let us consider
two photons with energies E2 and E1 such that v(E2) = 2v(E1), i.e. the difference in energy
is large enough to induce a doubling of the speed, making the time lapsed for the first photon
to describe the same trajectory twice that of the second, τ1 = 2τ2. But when one considers
another observer moving with a speed V with respect to the first one
τ ′1 =
v(E1)√
v(E ′1)2−V 2
τ1 ̸= 2τ ′2 = 2τ2
v(E2)√
v(E ′2)2−V 2
. (1.24)
These implications on spacetime that DSR kinematics is provoking would lead to think
that the usual concept of spacetime would have to be modified in this scheme, leading to a
new spacetime where these “paradoxes” do not appear.
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1.2.4 Relation with Hopf algebras
The example set in (L.1.c) is considering only the first order modification in lp of the disper-
sion relation. In order to construct a relativistic kinematics at all order with a fundamental
length scale, one needs a new ingredient, a mathematical tool. In this context, the use of
Hopf algebras is introduced [66], and a particular example is considered, the deformation of
Poincaré symmetries through quantum algebras known as κ-Poincaré [67–70].
We have previously seen that there are modifications in the kinematics when a minimum
length is considered. For the one-particle sector, one has a deformed dispersion relation and
a deformed Lorentz transformation. For the two-particle system, a deformed composition
law (DCL) for the momenta appears. In κ-Poincaré, there is a modification of the dispersion
relation, of the Lorentz symmetries in the one-particle system, and a coproduct of momenta
and Lorentz transformations in the two-particle system7. The coproduct of momenta is
considered as a deformed composition law and the coproduct of the boosts tell us how one
momentum changes under Lorentz transformations in presence of another momentum. One
of the most studied bases in κ-Poincaré is the bicrossproduct basis8. All the ingredients of
this basis are
m2 =
(
2κ sinh
( p0
2κ
))2− p⃗2ep0/κ ,[
Ni, p j
]
= iδi j
(
κ
2
(
1− e−2p0/κ
)
+
p⃗2
2κ
)
− i pi p j
κ
, [Ni, p0] = ipi ,
∆(Mi) = Mi⊗ I+ I⊗Mi , ∆(Ni) = Ni⊗ I+ e−p0/κ ⊗Mi+ 1κ εi j k p j⊗Mk ,
∆(p0) = p0⊗ I+ I⊗ p0 , ∆(p1) = p1⊗ I+ I⊗ e−p0/κ .
(1.25)
Besides the deformed relativistic kinematics (DRK), as we have seen previously in this
section through thought experiments, a minimum length appears, and we know from Sec.1.1
this fact is related to a noncommutativity of the space-time coordinates. Hopf algebras also
gives the commutators of phase space coordinates and in particular, in the bicrossproduct
basis of κ-Poincaré, the commutators are
[
x0,xi
]
= −i x
i
κ
,
[
x0, p0
]
= −i[
x0, pi
]
= i
pi
κ
,
[
x0, pi
]
= −δ ij ,
[
xi, p0
]
= 0 .
(1.26)
7The coproduct of the boost does not appear in the example considered in Refs.[61, 62] due to the fact that
the composition law is just the sum expressed in other variables.
8For this and other bases see Refs. [71, 72].
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We see that this gives all the ingredients that a deformed relativistic kinematics should
have and also gives nontrivial commutators in phase space, making Hopf algebras an attractive
way for studying DSR theories.
1.2.5 Phenomenology
We have said at the subsection dedicated to LIV that there are numerous ways to look for
possible LIV effects. But in the context of DSR, the phenomenology is completely different.
In LIV, there is not an equivalence of inertial frames, so in order to observe an effect on the
threshold of a reaction, the particles involved in the process must have enough energy. The
first order correction for the threshold of a reaction is E3/m2Λ, where E is the energy of a
particle involved in the process measured by our Earth-based laboratory frame, and m is a
mass that controls the corresponding SR threshold, so the energy has to be high enough in
order to have a non-negligible correction. In contrast, in DSR there is a relativity principle,
so the threshold of a reaction cannot depend on the observer; there is no new threshold for
particle decays at a certain energy of the decaying particle: the energy of the initial particle
is not relativistic invariant, so the threshold of such reaction cannot depend on it. Moreover,
as a consequence of having a relativity principle, cancellations of effects in the deformed
dispersion relation and the conservation law appear [73, 74], so many of the effects that can
be observed in the LIV case are completely invisible in this context.
Then, in principle, the only experiment that can report some observations are time delay
of astroparticles9, so many models of emission, propagation and detection of photons and
neutrinos have been studied [81, 82]. In those works, a time delay for photons could appear
due to a DDR, which leads to a velocity depending on the energy. For energies much smaller
than the Planck one, the DDR can be written in a power series
E2− p⃗2−m2 ≈ ζn E2
(
E
Λ
)n
, (1.27)
where the coefficients ζn are the n-th order to the modification of the dispersion relation.
Considering the speed as
v =
dE
d p
, (1.28)
9This is true if the parameter that characterizes the deformation is of the order of the Planck energy, but as
we will see in Ch. 6, if one leaves out this restriction, there could appear other possible observations in the next
generation of particle accelerators. This in principle seems absurd because the time delay experiments put high
restrictions a to first order deviation to SR [75–77], but in Refs. [78–80] it is shown that such a modification
does not necessarily imply a time delay. We will study in more detail how this possibility appears in Ch. 5.
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one can check that this leads to a flight time delay
∆t ∼ d
c
ζn
(
E
Λ
)n
, (1.29)
where d is the distance between the emission and detection. This time delay could be
measured, as in the LIV case, for photons with different energies that come from a very
distant source. But unlike the LIV scenario, the time delay depends on the model for the
propagation and detection, making important the choice of momentum space-time variables
(see Refs. [78, 79]). In Ch. 5 we will study this phenomenology in more detail.
1.2.6 Curved momentum space
In the 30’s, Born considered a duality between spacetime and momentum space, leading to a
curved momentum space [83] (this idea was discussed also by Snyder some years after [28]).
This proposal was postulated as an attempt to avoid the ultraviolet divergences in QFT, and
until some years ago, it was not considered as a way to go beyond SR.
In this work, it was shown that a “reciprocity” (name chosen from the lattice theory of
crystals) between space-time and momentum variables appears in physics. For example, in
the description of a free particle in quantum theory through a plane wave
ψ(x) = eipµ x
µ
, (1.30)
the role played by the x’s or the p’s are completely identical. pµ can be seen as usual as
the translation generator of the space-time coordinates, −i∂/∂xµ , or, conversely, xµ can be
treated as the translations in momentum space, being −i∂/∂ pµ . As in GR, the line element
is written as
ds2 = dxµ gµν dxν . (1.31)
Now, thanks to this duality, a line element in momentum space can be considered:
ds2 = d pµ γ µν d pν . (1.32)
Also, it is proposed that this new metric in momentum space, that has not to be the same
that the space-time metric, can be also a Riemannian metric, leading then to the Einstein’s
equations
Pµν −
(
1
2
P+λ ′
)
γ µν = −κ ′T µν , (1.33)
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where Pµν is the Ricci tensor, P the scalar of curvature, and λ ′ and κ ′ play the dual role of
the cosmological constant and 8πG of GR. We can understand the T µν term if one keeps
in mind that the integrals
∫
Tµ0dxdydz are the four momentum of the system considered, so∫
T µ0d pxd pyd pz would be the space-time coordinates. The interpretation of the λ ′ and κ ′
and their possible connection with their dual of the space-time counterpart was not clear for
Born.
An anti-de Sitter momentum space is considered in such a way that there is a maximum
value for the momentum (note that the aim of this proposal is to get rid of the ultraviolet
divergences in QFT, and a cutoff would be necessary). With this assumption, the author sees
that a lattice structure for the spacetime appears, an ingredient that, as we have seen, a QGT
should have.
In Refs. [37, 84, 85] it was proposed a way to establish a connection between a geometry
in momentum space and a deformed relativistic kinematics. In Ch. 3 we will explain this
work in depth and will make another proposal to relate a curved momentum space and DSR,
in such a way that a noncommutative spacetime appears in a natural way (this will be studied
in Ch. 4), leading to a similar conclusion to the lattice structure obtained in Ref. [83].
1.2.7 About momentum variables in DSR
Since the first papers laying the foundations of the theory, DSR was criticized because
it was considered to be just SR in a complicated choice of coordinates [86]. The point
is that the deformed dispersion relation and the deformed composition law of momenta
proposed in Sec. 1.2.2 can be obtained through a change of momentum basis. But in general,
a DRK cannot be obtained in such a way, like for example κ-Poincaré. Any deformed
kinematics with a non-symmetric composition law cannot be SR, because there is no change
of momentum variables that reproduce it. In such a way, DSR is safe.
In a collision of particles in DSR, the energy and momentum of the initial and final state
particles do not fix the total initial and final momenta, since there are different channels for
the reactions due to the non-symmetric DCL (see for example Ref. [87]), i.e different total
momentum states would be characterized by different orderings of momenta in the DCL.
This will be studied in detail in Ch. 6.
Also, there is a controversy about what the physical momentum variables are [65]. In
SR we use the variables where the conservation law for momenta is the sum and where the
dispersion relation is quadratic in momentum. We could wonder why no other coordinates
are used. It seems a silly question in the sense that every study in SR is easier in the usual
coordinates, and the use of another (more complicated) ones would be a mess and a waste
of time. But in the DSR scheme, this naive and useful argument is no longer valid. There
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are a lot of representations of κ-Poincaré [71], and in some of them, the dispersion relation
is the usual one, but the DCL takes a non-simple form (the so-called “classical basis” is
an example); however, in other bases, the DCL is a simple expression but, conversely, the
DDR is not trivial (the “bicrossproduct” basis). So the criteria used in SR to choose the
physical variables cannot be used in these schemes. From the point of view of the algebra,
any basis is completely equivalent, but from the point of view of physics, only one should
be the nature choice (supposing κ-Poincaré is the correct deformation of SR). Ideally, one
could use any momentum variable if it were possible to identify the momentum variable
from a certain signal in the detector. The problem resides in the fact that the physics involved
in the detection is too complicated to be able to take into account the effect of a change in
momentum variables in relation with the detector signal. Maybe some physical criteria could
identify the physical momentum variables.
We have discussed in this section the fact that there are many ways to represent the
kinematics of κ-Poincaré in different momentum variables. But in addition to this particular
model, there are also a lot of them characterizing a DRK (this will be studied in Ch. 3). In
the next chapter, we will study how to construct a generic DRK from a simple trick, and how
κ-Poincaré is contained as a particular example.

Chapter 2
Beyond Special Relativity kinematics
Science, my lad, is made up of mistakes,
but they are mistakes which it is useful
to make, because they lead little by little
to the truth.
Jules Verne, A Journey to the Center of
the Earth
As we have discussed at the end of Sec 1.2, there are many ways to consider a relativistic
kinematics that goes beyond the usual SR framework. In order to satisfy a relativity principle,
all the ingredients that integrate the kinematics must be related, i.e. given a DCL and a DDR,
some deformed Lorentz transformations (DLT) making them compatible have to exist.
In Ref. [88], a generic DRK with only first order terms in the high energy scale was
studied, analyzing how the ingredients of the kinematics must be related in order to have a
relativity principle. In that work, a particular simple process (a photon decay to an electron-
positron pair) was used in order to obtain what are called “golden rules”, relationships
between the coefficients of the DDR and DCL. Due to the considered simplifications (the
particular choice of the process), only one such a rule was obtained. In Ref. [89], a general-
ization of the previous work was carried out, without restricting to a particular process, and
including a new term proportional to the Levi-Civita symbol in the DCL. In that work, the
most general DRK is obtained at first order and it is shown that in fact, there are two golden
rules.
In the previous work there was also a discussion about the choice of momentum variables.
It was found that the one-particle sector, i.e. the DDR and the DLT for the one-particle
system, can be reduced to SR kinematics just through a nonlinear change of momentum basis.
But when the two-particle sector is considered, one cannot carry out this simplification in
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a general case. Only when the composition law is symmetric, one can find such a change
of basis that indicates the considered kinematics is just SR in a fancy choice of momentum
variables. The discussion whether different bases reproduce different physics will be treated
along this thesis. We consider here that the main ingredient that characterizes if a kinematics
is just SR in other variables, is the fact that one can reproduce the SR kinematics through a
change of basis1. Obviously, with this prescription, any non-symmetric composition law is a
kinematics which goes beyond SR.
In Ref. [90], we developed a systematic way to consider different kinematics compatible
with the relativity principle. Starting from the SR kinematics, one can obtain the most
general DRK at first order studied in [89]. With this method, a DRK up to second order is
worked out, in such a way that (by construction) it is relativistic invariant, i.e. the appropriate
relationship between the ingredients of the kinematics holds. A DRK with only second
order additional terms had been previously considered in the DSR literature in relation to
the Snyder noncommutativity [91], but it had not been studied with such a detail before this
work. Obviously, possible new physics effects at second order will be of less relevance than
first order effects if both corrections are present, which is what is usually considered in the
literature for near-future experiments [37]. The motivation to go beyond first order DRK
is that there are strong limits (constraining the high energy scale to values larger than the
Planck one) to this possible modification imposed by experiments that try to measure photon
time delays coming from astrophysical sources, like gamma-ray bursts and blazars [75–77].
Also, in Ref. [92], a possible explanation for the apparent cutoff in the energy spectrum of
neutrinos observed by IceCube is offered assuming second order Planckian physics instead
of a first order modification (see Ref. [93] for an analytic version of the same study). From a
theoretical point of view, as we have seen in Sec. 1.1.2, a generalized uncertainty principle
of the Heisenberg microscope incorporates corrections at second order in the characteristic
length. Moreover, in the supersymmetry framework, d = 6 Lorentz-violating operators (terms
proportional to Λ−2) can suppress Lorentz violation effects at low energies generated through
radiative corrections, while these effects appear for d = 5 Lorentz-violating operators (Λ−1
corrections to SR) [94–96].
In this chapter, we will start by summarizing the results obtained in Ref. [89], and how
the results from that work can be reproduced by a change of variables. After that, we will
compute the second order DRK with the same procedure, and we will see that the particular
example of κ-Poincaré kinematics in the classical basis [63] is obtained through this method.
1We will see strong motivations for such assumption in Chs. 3-4.
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2.1 Beyond SR at first order
2.1.1 A summary of previous results
We will start by reviewing the results obtained in Ref. [89]. The most general expression for
a first-order (in a series expansion in the inverse of the high energy scale) DDR compatible
with rotational invariance as a function of the components of the momentum is parametrized
by two adimensional coefficients α1,α2:
C(p) = p20− p⃗2+
α1
Λ
p30+
α2
Λ
p0 p⃗2 = m2 , (2.1)
while the DCL is parametrized by five adimensional coefficients β1,β2,γ1,γ2,γ3,
[p⊕q]0 = p0+q0+
β1
Λ
p0q0+
β2
Λ
p⃗ · q⃗ , [p⊕q]i = pi+qi+
γ1
Λ
p0qi+
γ2
Λ
piq0+
γ3
Λ
εi jk p jqk ,
(2.2)
where εi jk is the Levi-Civita symbol. By definition, a DCL has to satisfy the following
conditions
(p⊕q)|q=0= p , (p⊕q)|p=0= q , (2.3)
leaving room only for these five parameters when one assumes a linear implementation of
rotational invariance.
The most general form of the Lorentz transformations in the one-particle system is
[T (p)]0 = p0+(p⃗ · ξ⃗ )+
λ1
Λ
p0(p⃗ · ξ⃗ ) ,
[T (p)]i = pi+ p0ξi+
λ2
Λ
p20ξi+
λ3
Λ
p⃗2ξi+
(λ1+2λ2+2λ3)
Λ
pi(p⃗ · ξ⃗ ) , (2.4)
where ξ⃗ is the vector parameter of the boost, and the λi are dimensionless coefficients. These
expressions are obtained after imposing that these transformations must satisfy the Lorentz
algebra, i.e. the commutator of two boosts corresponds to a rotation.
The invariance of the dispersion relation under this transformation, C(T (p)) = C(p),
requires the coefficients of the DDR to be a function of those of the boosts
α1 =−2(λ1+λ2+2λ3) , α2 = 2(λ1+2λ2+3λ3) . (2.5)
As we have mentioned previously, a modification in the transformations of the two-
particle system is needed in order to have a relativity principle, making the DLT to depend
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on both momenta. Then, we are looking for a DLT such that (p,q)→ (T Lq (p),T Rp (q)), where
T Lq (p) = T (p)+ T¯
L
q (p) , T
R
p (q) = T (q)+ T¯
R
p (q) . (2.6)
When one considers the most general transformation in the two-particle system and imposes
that they are Lorentz transformations and that they leave the DDR invariant, the final form
for the DLT in the two-particle system is obtained:
[
T¯ Lq (p)
]
0 =
ηL1
Λ
q0(p⃗ · ξ⃗ )+ η
L
2
Λ
(p⃗∧ q⃗) · ξ⃗ ,[
T¯ Lq (p)
]
i =
ηL1
Λ
p0q0ξi+
ηL2
Λ
(
q0εi jk p jξk− p0εi jkq jξk
)
+
ηL1
Λ
(
qi(p⃗ · ξ⃗ )− (p⃗ · q⃗)ξi
)
,[
T¯ Rp (q)
]
0 =
ηR1
Λ
p0(⃗q · ξ⃗ )+ η
R
2
Λ
(⃗q∧ p⃗) · ξ⃗ ,[
T¯ Rp (q)
]
i =
ηR1
Λ
q0 p0ξi− η
R
2
Λ
(
p0εi jkq jξk−q0εi jk p jξk
)
+
ηR1
Λ
(
pi(⃗q · ξ⃗ )− (⃗q · p⃗)ξi
)
.
(2.7)
The last step is to find the relationship between the boosts and the DCL coefficients. In
order to do so, we have to impose the relativity principle for a simple process, a particle
with momentum (p⊕ q) decays into two particles of momenta p and q. The relativity
principle imposes that the conservation law for the momenta must be satisfied for every
inertial observer, that is,
T (p⊕q) = T Lq (p)⊕T Rp (q) . (2.8)
This imposes the following relations between the coefficients of the DLT and DCL:
β1 = 2(λ1+λ2+2λ3) , β2 = −2λ3−ηL1 −ηR1 , (2.9)
γ1 = λ1+2λ2+2λ3−ηL1 , γ2 = λ1+2λ2+2λ3−ηR1 , γ3 = ηL2 −ηR2 . (2.10)
Now one can establish a relationship between the DDR and DCL through the DLT coefficients,
i.e. the two conditions imposed by the relativity principle, the “golden rules”, over the
adimensional coefficients of the DDR and DCL:
α1 = −β1 , α2 = γ1+ γ2−β2 . (2.11)
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2.1.2 Change of variables and change of basis
In Ref. [90] we introduced a new mathematical trick in order to avoid the previous tedious
computation that leads to Eqs. (2.5), (2.9), (2.10). The main idea is that one can construct
the same DRK in an easy way through a change of variables in the two-particle system. We
will distinguish here between two different changes of momentum variables. The first one
is what we will call a change of basis (p0, p⃗)→ (P0, P⃗), following Ref. [89], where the new
momentum variables are just a function of the old ones (preserving rotational invariance),
p0 = P0+
δ1
Λ
P20 +
δ2
Λ
P⃗2 ≡B0(P0, P⃗)≡B0(P) ,
pi = Pi+
δ3
Λ
P0Pi ≡Bi(P) .
(2.12)
This change of basis is the same for all particles involved in a process. The name of change
of basis is taken form the Hopf algebra context, where different coproducts (DCL) in the
κ-Poincaré deformation are related through this kind of transformation. From a geometrical
point of view, different bases would correspond to different momentum coordinates on a
curved momentum space. So from the algebraical and geometrical perspectives, a change of
basis has no content. However, this is not the case from the point of view of DSR, where
different bases are supposed to be physically nonequivalent2.
Let us consider that (P0, P⃗) are the SR momentum variables with a linear conservation law,
i.e the sum. Let us see what is the new kinematics one gets with the change of basis (2.12)
(this was done systematically in Ref. [89]). In order to compute the DCL in the new variables
one has to use the inverse of (2.12)
P0 = p0− δ1Λ p
2
0−
δ2
Λ
p⃗2 ≡B−10 (p) ,
Pi = pi− δ3Λ p0 pi ≡B
−1
i (p) ,
(2.13)
and then
(P+Q)0 = P0+Q0 =B−10 (p)+B
−1
0 (q) = p0+q0−
δ1
Λ
(p20+q
2
0)−
δ2
Λ
(p⃗2+ q⃗2) . (2.14)
2This will be treated from a theoretical point of view in Ch. 4, and the possible phenomenological conse-
quences of this non-equivalence in Ch. 5.
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We see that this cannot define a DCL since it does not satisfy (2.3). However, this condition
can be implemented as
(p⊕q)µ ≡ Bµ
(
B−1(p)+B−1(q)
)
. (2.15)
This procedure is used in the DSR literature in order to describe the “physical variables”
from the “auxiliary variables” (the SR variables which compose and transform linearly) [97].
One then gets
(p⊕q)0 = p0+q0+ 2δ1Λ p0q0+
2δ2
Λ
p⃗ · q⃗ , (2.16)
(p⊕q)i = pi+qi+ δ3Λ p0qi+
δ3
Λ
q0 pi . (2.17)
We see that there is a relationship between the δ ’s and β ’s and γ’s, in such a way that only the
symmetric part of the composition law is reproduced. In particular, one sees that β1 = 2δ1,
β2 = 2δ2, γ1 = γ2 = δ3, and γ3 = 0.
Besides the modification in the conservation law, a change of basis produces a modifica-
tion in the dispersion relation and in the Lorentz transformation in the one-particle system. In
particular, if (P0, P⃗) transform as in SR under a Lorentz boost, P′0 = P0+ P⃗ · ξ⃗ , P⃗′ = P⃗+P0ξ⃗ ,
the new boosts for the new momentum coordinates are
[T (p)]0 ≡B0(P′) = P0+ P⃗ · ξ⃗ + δ1Λ (p0+ p⃗ · ξ⃗ )
2+
δ2
Λ
(p⃗+ p0ξ⃗ )2
= p0+
(2δ1+2δ2−δ3)
Λ
p0 p⃗ · ξ⃗ , (2.18)
[T (p)]i ≡Bi(P′) = Pi+P0ξi+ δ3Λ (p0+ p⃗ · ξ⃗ )(pi+ p0ξi)
= pi+ p0ξi+
(δ3−δ1)
Λ
p20ξi−
δ2
Λ
p⃗2ξi+
δ3
Λ
pi p⃗ · ξ⃗ . (2.19)
Again, we can compare these results with Eq. (2.4),
λ1 = 2δ1+2δ2−δ3 , λ2 = δ3−δ1 , λ3 =−δ2 . (2.20)
For the DDR, one obtains
C(p)≡ P20 − P⃗2 = p20− p⃗2−
2δ1
Λ
p30+
2(δ3−δ2)
Λ
p0 p⃗2 = m2, (2.21)
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and, comparing with the results of Eq. (2.1),
α1 = −2δ1 =−β1 , α2 = 2(δ3−δ2) = γ1+ γ2−β2 . (2.22)
By construction, all the results agree with Eqs. (2.20) and (2.5), and with the golden
rules (2.11).
The other kind of transformations will be denoted change of variables, which is in fact a
change of variables in the two-particle system, where
(P,Q)→ (p,q) = (F L(P,Q),FR(P,Q)) such thatF L(P,0) = P ,F L(0,Q) = 0 ,
andFR(0,Q) = Q ,FR(P,0) = 0 .
(2.23)
While a change of basis has a clear interpretation in the algebraic or geometric approaches,
this is not the case for this kind of transformation. It is only used as a mathematical trick in
order to compute a DRK from SR kinematics in a simple way without doing all the tedious
work showed in Ref. [89] for the first order case. In fact, we are going to see that this trick
reproduces the most general DRK at first order.
Let us consider again that (P,Q) are the SR variables with linear Lorentz transformations
and conservation law. Instead of considering a change of basis as in Eq. (2.12), we are
going to see what DRK is obtained from the change of variables of Eq. (2.23), which will
be compatible with a relativity principle by construction. Since we are only considering a
change of variables and not a change of basis, we will reproduce the DRK and their relation
with the η’s coefficients obtained in Eqs. (2.9)-(2.10) without the λ ’s, as they only appear
when a change of basis is explored. We will denote this kind of basis where there are no
modification of the Lorentz transformations in the one-particle system the classical basis, as
it is usually the name appearing in the Hopf algebras scheme (see Sec. 2.3). So through a
change of variables, we can only construct a DRK in the classical basis.
In order to check that the kinematics obtained through a change of variables is compatible
with the relativity principle, we start by defining
p⊕q≡ P+Q , (2.24)
which satisfies the condition (2.3),
(p⊕q)|q=0=
[(
F−1
)L
(p,q)+
(
F−1
)R
(p,q)
]
q=0
= p+0 = p , (2.25)
being then a good definition of a DCL. Here we have used the inverse of the change of
variables, P =
(
F−1
)L
(p,q), Q =
(
F−1
)R
(p,q), and the features of Eq. (2.23). As we are
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not changing the basis, the total momentum also transforms linearly, as a single momentum
does.
The transformations of (p,q) are given by
T Lq (p)≡F L(P′,Q′) , T Rp (q)≡FR(P′,Q′) , (2.26)
where P′, Q′, are the linear Lorentz transformed momenta of P, Q. Then,
T Lq (p)⊕T Rp (q) = F L(P′,Q′)⊕FR(P′,Q′) = P′+Q′ = (P+Q)′ = T (p⊕q) , (2.27)
where we have used Eq. (2.26), that P and Q transform linearly, and the definition appearing
in Eq. (2.24). We can see that condition (2.8) is automatically satisfied when a change of
variables is made.
Since we have not deformed the one-particle transformations, the Casimir is the SR
one, C(p) = p20− p⃗2 = m2 (this is a particular characteristic of the classical basis, being the
Casimir different for any other basis).
One cannot take the most general expression of the change of variables compatible with
rotational invariance because, as it was explained in Sec. 2.1.1, the Casimir of the two-particle
system must be P20 − P⃗2 = p20− p⃗2, Q20− Q⃗2 = q20− q⃗2. Once this condition is implemented
at first order in 1/Λ, one obtains
P0 = p0+
vL1
Λ
p⃗.⃗q , Pi = pi+
vL1
Λ
p0qi+
vL2
Λ
εi jk p jqk ,
Q0 = q0+
vR1
Λ
p⃗.⃗q , Qi = qi+
vR1
Λ
q0 pi+
vR2
Λ
εi jkq j pk .
(2.28)
Using definition (2.24), one gets
[p⊕q]0 = P0+Q0 = p0+q0+
vL1 + v
R
1
Λ
p⃗.⃗q ,
[p⊕q]i = Pi+Qi = pi+qi+
vL1
Λ
p0qi+
vR1
Λ
q0 pi+
vL2 − vR2
Λ
εi jk p jqk ,
(2.29)
so we can establish a correspondence with Eq. (2.2), obtaining
β1 = 0 , β2 = vL1 + v
R
1 , γ1 = v
L
1 , γ2 = v
R
1 , γ3 = v
L
2 − vR2 . (2.30)
We see that we have obtained the general solution of the golden rules appearing in Eq. (2.11)
when α1 = α2 = 0 (note that this is the main property of the classical basis).
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One can obtain from Eq. (2.26) the transformation law in the two-particle system:
ηL,R1 = −vL,R1 , ηL,R2 = vL,R2 . (2.31)
In this way, we obtain Eqs. (2.9)-(2.10) in the particular case when all λ ’s vanish. Then, one
can combine a change of basis and change of variables in order to obtain the most general
DRK at first order in 1/Λ, as there is a one-to-one correspondence between the parameters of
the kinematics and those of the change of basis (2.12) and the change of variables (2.28). We
will now assume that this property is true at higher orders, so that through this mathematical
trick we can obtain the most general relativistic kinematics at any order from what we will
denote a covariant composition law.3
2.1.3 Covariant notation
Before studying the kinematics at second order, it is very convenient to use a covariant
notation in order to simplify the calculations. We will study now how this can be done for
the change of variables satisfying again
(P,0)→ (P,0) , (0,Q)→ (0,Q) , P2 = p2 , Q2 = q2 . (2.32)
In order for the Casimir in the two-particle system to be the same as the Casimir that appears
in the one-particle system, the change of variables must be such that the terms proportional
to (1/Λ) appearing in P must be orthogonal to the momentum p, and also to q. We will
introduce a fixed vector n and the Levi-Civita tensor with ε0123 =−1 in order to rewrite the
deformed kinematics. The most general change of variables with this requirement written in
covariant notation is
Pµ = pµ +
vL1
Λ
[
qµ(n · p)−nµ(p ·q)
]
+
vL2
Λ
εµνρσ pνqρnσ , (2.33)
Qµ = qµ +
vR1
Λ
[
pµ(n ·q)−nµ(p ·q)
]
+
vR2
Λ
εµνρσqν pρnσ . (2.34)
One obtains the previous results of (2.28) when nµ = (1,0,0,0). 4
3There is not a proof of this assumption, but even if this is not true, this is a way to produce examples of
DRKs without tedious calculations.
4The expression obtained is not really covariant because n does not transform under Lorentz transformations
like a vector (because it is a fixed vector).
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As before, we suppose that P variables compose additively, and then we obtain the
composition law in the p variables
(p⊕q)µ ≡
[
P
⊕
Q
]
µ
= Pµ +Qµ = pµ +qµ +
vL1
Λ
(n · p)qµ + v
R
1
Λ
(n ·q)pµ
− (v
L
1 + v
R
1 )
Λ
nµ(p ·q)+ (v
L
2 − vR2 )
Λ
εµνρσ pνqρnσ .
(2.35)
Taking nµ = (1,0,0,0) in this composition law we obtain
[p⊕q]0 = p0+q0+
(vL1 + v
R
1 )
Λ
p⃗ · q⃗ ,
[p⊕q]i = pi+qi+
vL1
Λ
p0qi+
vR1
Λ
q0 pi+
(vL2 − vR2 )
Λ
εi jk p jqk ,
(2.36)
giving the same result appearing in Eq. (2.29).
In order to simplify the notation for the Lorentz transformations of Secs. 2.1.1-2.1.2, we
will denote by (p′,q′) or (P′,Q′) the transformed momenta of (p,q) or (P,Q), instead of the
previous convention of T Lq (p)or T
R
p (q). Also, we will use the notation X˜µ ≡ ΛνµXν , where
the Λνµ are the usual Lorentz transformation matrices. Then, we see that
p′µ +
vL1
Λ
[
q′µ(n · p′)−nµ(p′.q′)
]
+
vL2
Λ
εµνρσ p′νq′ρnσ ≡ P′µ ,
= ΛνµPν = p˜µ +
vL1
Λ
[
q˜µ(n˜ · p˜)− n˜µ(p˜ · q˜)
]
+
vL2
Λ
εµνρσ p˜ν q˜ρ n˜σ .
(2.37)
We can realize that p′ is equal to p˜ when one neglects terms proportional to (1/Λ), which is
obvious since the Lorentz transformations of the new momentum variables are a consequence
of the change of variables. So at first order we have
p′µ = p˜µ +
vL1
Λ
[
q˜µ ((n˜−n) · p˜)−
(
n˜µ −nµ
)
(p˜ · q˜)]+ vL2
Λ
εµνρσ p˜ν q˜ρ(n˜σ −nσ ) . (2.38)
For an infinitesimal Lorentz transformation, we have
X˜µ = Xµ +ωαβηµαXβ , (2.39)
where ωαβ =−ωβα are the infinitesimal transformation parameters, and then
p′µ = p˜µ +ω
αβnβ
[
vL1
Λ
(
qµ pα −ηµα(p ·q)
)
+
vL2
Λ
εµανρ pνqρ
]
. (2.40)
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A similar procedure leads to the transformation for the second variable q
q′µ = q˜µ +ω
αβnβ
[
vR1
Λ
(
pµqα −ηµα(p ·q)
)
+
vR2
Λ
εµανρqν pρ
]
. (2.41)
Eqs. (2.40)-(2.41) are the new Lorentz transformations of the variables (p,q) at first order.
For nµ = (1,0,0,0), one obtains
ω0βnβ = 0 , ω iβnβ = ω i0 = ξ i =−ξi , (2.42)
and hence, (2.40)-(2.41) become
p′0 = p0+(p⃗ · ξ⃗ )−
vL1
Λ
q0(p⃗ · ξ⃗ )+ v
L
2
Λ
(p⃗∧ q⃗) · ξ⃗ ,
p′i = pi+ p0ξi−
vL1
Λ
(
qi(p⃗ · ξ⃗ )− (p ·q)ξi
)
− v
L
2
Λ
(
q0(p⃗∧ ξ⃗ )i− p0(⃗q∧ ξ⃗ )i
)
,
q′0 = q0+(⃗q · ξ⃗ )−
vR1
Λ
p0(⃗q · ξ⃗ )+ v
R
2
Λ
(⃗q∧ p⃗) · ξ⃗ ,
q′i = qi+q0ξi−
vR1
Λ
(
pi(⃗q · ξ⃗ )− (p ·q)ξi
)
− v
R
2
Λ
(
p0(⃗q∧ ξ⃗ )i−q0(p⃗∧ ξ⃗ )i
)
,
(2.43)
leading to the same result of Eq. (2.31).
With this, we conclude the discussion of how a DRK at first order can be obtained from a
change of variables in covariant notation. Now we can consider a change of basis written in
covariant notation in order to reproduce the previous results. The most general expression of
a change of basis has also three terms,
Xµ = Xˆµ +
b1
Λ
Xˆµ(n · Xˆ)+ b2Λ nµ Xˆ
2+
b3
Λ
nµ(n · Xˆ)2 (2.44)
(where X stands for p or q), which leads to the dispersion relation
m2 = p2 = pˆ2+
2(b1+b2)
Λ
pˆ2(n · pˆ)+ 2b3
Λ
(n · pˆ)3 , (2.45)
and also to a new composition law at first order pˆ⊕ˆ qˆ obtained from Eqs. (2.15) and (2.44)
[p⊕q]µ = [pˆ⊕ˆ qˆ]µ +
b1
Λ
(pˆ+ qˆ)µ (n · (pˆ+ qˆ))+ b2Λ nµ(pˆ+ qˆ)
2+
b3
Λ
nµ (n · (pˆ+ qˆ))2 .
(2.46)
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In the hat variables, the DCL finally reads
[pˆ⊕ˆ qˆ]µ = pˆµ + qˆµ +
vL1 −b1
Λ
(n · pˆ)qˆµ + v
R
1 −b1
Λ
(n · qˆ)pˆµ
− (v
L
1 + v
R
1 )+2b2
Λ
nµ(pˆ · qˆ)− 2b3Λ nµ(n · pˆ)(n · qˆ)+
(vL2 − vR2 )
Λ
εµνρσ pˆν qˆρnσ .
(2.47)
Taking nµ = (1,0,0,0) in Eqs. (2.45) and (2.47), we obtain the new DDR for these variables
m2 = pˆ2+
2(b1+b2)
Λ
pˆ2 pˆ0+
2b3
Λ
(pˆ0)
3
= pˆ20− ⃗ˆp
2
+
2(b1+b2+b3)
Λ
(pˆ0)
3− 2(b1+b2)
Λ
pˆ0⃗ˆp2 ,
(2.48)
to be compared with Eq. (2.1), and
[pˆ⊕ˆ qˆ]0 = pˆ0+ qˆ0−
2(b1+b2+b3)
Λ
pˆ0qˆ0+
(vL1 + v
R
1 )+2b2
Λ
⃗ˆp ·⃗ˆq ,
[pˆ⊕ˆ qˆ]i = pˆi+ qˆi+
vL1 −b1
Λ
pˆ0qˆi+
vR1 −b1
Λ
qˆ0 pˆi+
(vL2 − vR2 )
Λ
εi jk pˆ jqˆk ,
(2.49)
to be compared with Eq. (2.2). As expected, the golden rules (2.11) are satisfied, obtaining
the same results appearing in Sec. 2.1.1 for a DRK at first order (DDR and DCL), compatible
with rotational invariance.
2.2 Beyond SR at second order
In this section we will obtain a deformed kinematics at second order by performing a change
of variables from momentum variables which transform linearly. As we will see, this does
not imply that the composition law of the original variables is just the sum. We could get a
general kinematics by making a change of basis over the obtained kinematics, but since we
want to compare our results with those of the literature, and in particular with the kinematics
derived from Hopf algebras, this is not mandatory. We will compare our kinematics with the
one obtained in the Hopf algebra framework in the classical basis, where the one-particle
momentum variable transforms linearly.
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2.2.1 Change of variables up to second order
We proceed as in Sec. 2.1.3 finding the most general expression of a change of variables at
second order (P,Q)→ (p,q) compatible with p2 = P2, q2 = Q2. The complete calculation
is developed in Appendix A. Here, we only summarize the main results and procedures.
As in the first order case, we first start by obtaining the most general change of variables
compatible with p2 = P2 up to second order, obtaining Eqs. (A.2)-(A.3), which have a total
of 14 parameters (vL1 , . . . ,v
L
7 ;v
R
1 , . . . ,v
R
7 ).
As we are applying a change of variables to momenta which transform linearly, the
starting composition law (which we will call covariant composition law, also noted in
Ref. [98]) will be a sum of terms covariant under linear Lorentz transformations:[
P
⊕
Q
]
µ
= Pµ +Qµ +
c1
Λ2
PµQ2+
c2
Λ2
QµP2+
c3
Λ2
Pµ(P ·Q)+ c4Λ2 Qµ(P ·Q) . (2.50)
Then, we can obtain a generic DCL and DLT in the two-particle system by applying a generic
change of variables to this covariant composition law.
As it is showed in Appendix A, a generic DCL obtained through a change of variables up
to second order has coefficients depending on 16 parameters: the four parameters appearing
in the covariant composition law (2.50), and 12 combinations of the 14 parameters of the
change of variables (A.2)-(A.3). For the case nµ = (1,0,0,0), the composition law reads
[p⊕q]0 = p0+q0+
(vL1 + v
R
1 )
Λ
p⃗ · q⃗+ (2c1− v
L
1v
L
1 −2vR3 )
2Λ2
p0q2+
(2c2− vR1 vR1 −2vL3)
2Λ2
q0 p2
+
(2c3+ vR1 v
R
1 − vR2 vR2 −2vL4 −2vR5 )
2Λ2
p0(p ·q)+
(2c4+ vL1v
L
1 − vL2vL2 −2vL5 −2vR4 )
2Λ2
q0(p ·q)
+
(vR2 v
R
2 +2v
L
3 +2v
L
4 +2v
R
5 )
2Λ2
p20q0+
(vL2v
L
2 +2v
R
3 +2v
L
5 +2v
R
4 )
2Λ2
p0q20 ,
[p⊕q]i = pi+qi+
vL1
Λ
p0qi+
vR1
Λ
q0 pi+
(vL2 − vR2 )
Λ
εi jk p jqk +
(2c1− vL2vL2)
2Λ2
piq2+
(2c2− vR2 vR2 )
2Λ2
qi p2+
(2c3− vR1 vR1 + vR2 vR2 )
2Λ2
pi(p ·q)+ (2c4− v
L
1v
L
1 + v
L
2v
L
2)
2Λ2
qi(p ·q)+
(vR2 v
R
2 +2v
L
4)
2Λ2
p20qi+
(vL2v
L
2 +2v
R
4 )
2Λ2
piq20+
(vL3 + v
R
5 )
Λ2
pi p0q0+
(vR3 + v
L
5)
Λ2
qi p0q0
+
(vL6 − vR7 )
Λ2
p0 εi jk p jqk +
(vL7 − vR6 )
Λ2
q0 εi jk p jqk ,
(2.51)
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where we can identify, following the same notation used at first order, the dimensionless
coefficients:
β1 = 0 β2 = vL1 + v
R
1 2β3 = 2c1− vL1vL1 −2vR3
2β4 = 2c2− vR1 vR1 −2vL3 2β5 = 2c3+ vR1 vR1 − vR2 vR2 −2vL4 −2vR5 2β6 = 2c4+ vL1vL1 − vL2vL2 −2vL5 −2vR4
2β7 = vR2 v
R
2 +2v
L
3 +2v
L
4 +2v
R
5 2β8 = v
L
2v
L
2 +2v
R
3 +2v
L
5 +2v
R
4 γ1 = v
L
1
γ2 = vR1 γ3 = v
L
2 − vR2 2γ4 = 2c1− vL2vL2
2γ5 = 2c2− vR2 vR2 2γ6 = 2c3− vR1 vR1 + vR2 vR2 2γ7 = 2c4− vL1vL1 + vL2vL2
2γ8 = vR2 v
R
2 +2v
L
4 2γ9 = v
L
2v
L
2 +2v
R
4 γ10 = v
L
3 + v
R
5
γ11 = vR3 + v
L
5 γ12 = v
L
6 − vR7 γ13 = vL7 − vR6 . (2.52)
These are the generalization of Eq. (2.30) at second order. As it was shown in the first-order
case, we can obtain the golden rules at second order by using the relations in Eq. (2.52)
β1 = β2− γ1− γ2 = 0
β3+β6− γ4− γ7+ γ9+ γ11− γ
2
1
2
= 0
β4+β5− γ5− γ6+ γ8+ γ10− γ
2
2
2
= 0
β7− γ8− γ10 = β8− γ9− γ11 = 0 .
(2.53)
Also, in Appendix A, we obtain the DLT in the two-particle system, (p,q)→ (p′,q′),
using the same procedure used to obtain Eqs. (2.40)-(2.41) in Sec. 2.1.3. Their coefficients
depend on the 14 parameters that characterize a generic change of variables in the two-particle
system. The 4 parameters ci of the covariant composition law do not appear, since a covariant
DCL is compatible with linear LT. Note also that only at first order the coefficients of the
DCL are determined by the ones of the DLT. This is no longer true at second order due to the
Lorentz covariant terms that can be present in the DCL.
The previous kinematics can be generalized by means of a change of basis that will
modify the DDR, making it invariant at second order. In the following subsection we will
consider a simplified case in which the corrections to SR start directly at second order.
2.2.2 Change of variables and change of basis starting at second order
As we saw at the beginning of the chapter, there are some phenomenological indications, and
also theoretical arguments, that seem to suggest that the corrections in a deformed kinematics
could start at second order. In this subsection, we will study this case, finding the most
general DRK in the same way we did in Sec. 2.1.3 for the first order case.
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The DRK obtained from a change of variables can be easily obtained by making
vL1 ,v
R
1 ,v
L
2 ,v
R
2 equal to zero in Eqs. (A.5)-(A.7).
The change of basis starting at second order is
Xµ = Xˆµ +
b4
Λ2
nµ Xˆ2(n · Xˆ)+ b5Λ2 Xˆµ(n · Xˆ)
2+
b6
Λ2
nµ(n · Xˆ)3 , (2.54)
that leads to the DDR
m2 = p2 = pˆ2+
2(b4+b5)
Λ2
pˆ2(n · pˆ)2+ 2b6
Λ2
(n · pˆ)4 . (2.55)
Choosing nµ = (1,0,0,0) in Eq. (2.55), we obtain
m2 = pˆ20− ⃗ˆp
2
+
α3
Λ2
(pˆ0)
4+
α4
Λ2
(pˆ0)2⃗ˆp2 , (2.56)
with
α3 = 2(b4+b5+b6) , α4 =−2(b4+b5) , (2.57)
which is the DDR that generalizes Eq. (2.1) when the corrections to SR start at second order.
The DCL coefficients in this particular case are obtained from Eqs. (2.52) are now:
β3 = c1− vR3 −b4 β4 = c2− vL3 −b4 β5 = c3− vL4 − vR5 −2b4
β6 = c4− vL5 − vR4 −2b4 β7 = vL3 + vL4 + vR5 −3b5−3b6 β8 = vR3 + vL5 + vR4 −3b5−3b6
γ4 = c1 γ5 = c2 γ6 = c3
γ7 = c4 γ8 = vL4 −b5 γ9 = vR4 −b5
γ10 = vL3 + v
R
5 −2b5 γ11 = vR3 + vL5 −2b5 γ12 = vL6 − vR7
γ13 = vL7 − vR6 . (2.58)
As we did for the first order case Eq. (2.11), we can find the golden rules at second order:
β3+β6− γ4− γ7+ γ9+ γ11 = β4+β5− γ5− γ6+ γ8+ γ10 = 32 α4 ,
β7− γ8− γ10 = β8− γ9− γ11 = −32 (α3+α4) .
(2.59)
2.2.3 Generalized kinematics and the choice of momentum variables
In the preceding subsections, we have constructed a DRK at second order in (1/Λ) through
a change of variables. At the beginning of the chapter, we have mentioned that there is
a controversy about the physical meaning of the momentum variables. While there is a
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clear distinction between kinematics related through a change of variables, those kinematics
related through a change of basis are completely equivalent from the algebraic and geometric
point of views. However, from a physical point of view, this may not be the case.
Whatever the situation is, one can wonder whether there are DRKs that cannot be obtained
from SR with the procedure proposed in the previous subsections. As we saw in Sec. 2.1,
the most general DRK at first order can be obtained following this prescription. We will
see now that this is not the case for a general DRK at second order. The difference lays in
the covariant terms of the composition law (2.50), that cannot be generated by a covariant
change of basis.
In order to do so, we start with the additive composition law in the variables
{
Pˆ , Qˆ
}
. We
can make a covariant change of basis
P˜µ = Pˆµ
(
1+
b
Λ2
Pˆ2
)
, (2.60)
that leaves the dispersion relation invariant since Pˆ2 is an invariant. As we did in Eq. (2.15),
we can find the DCL generated by this change of basis[
P˜
⊕˜
Q˜
]
µ
= P˜µ + Q˜µ − bΛ2 P˜µQ˜
2− b
Λ2
Q˜µ P˜2− 2bΛ2 P˜µ(P˜ · Q˜)−
2b
Λ2
Q˜µ(P˜ · Q˜) . (2.61)
Moreover, in order to obtain a generic DCL from the procedure proposed in this chapter, we
need to make a covariant change of variables in such a way that momentum variables do not
mix in the dispersion relations
P˜µ = Pµ +
vL
Λ2
(
QµP2−Pµ(P ·Q)
)
, Q˜µ = Qµ +
vR
Λ2
(
PµQ2−Qµ(P ·Q)
)
. (2.62)
We finally obtain
[
P
⊕
Q
]
µ
=Pµ +Qµ +
vR−b
Λ2
PµQ2+
vL−b
Λ2
QµP2
− v
L+2b
Λ2
Pµ(P ·Q)− v
R+2b
Λ2
Qµ(P ·Q) .
(2.63)
As one can see comparing Eq. (2.63) with Eq. (2.50), there are three parameters in the DCL
obtained through a change of basis and a change of variables, while in a generic covariant
composition law there are four. This shows the impossibility of obtaining the most general
covariant composition law with the methods we used for the first order case.
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Summarizing, 17 out of the 18 parameters (vLi ,v
R
i ,ci) can be reproduced by a change of
basis and variables. This means that not any DRK can be obtained through this procedure
from the linear composition (the sum) but, at least up to second order, it is possible to obtain
the most general composition law applying a change of basis and a change of variables to a
generic covariant composition. The parameter that cannot be generated is a combination of
the coefficients of the covariant composition law ci.
2.3 Relation with the formalism of Hopf algebras
We can compare now our results of the previous subsections with the kinematics obtained in
the formalism of Hopf algebras. Since we have obtained the most general kinematics up to
second order with linear Lorentz transformations in the one-particle system, we are able to
see if there is a correspondence with the so-called classical basis of κ-Poincaré [63]:
∆(Ni) = Ni⊗1+
(
1− P0
Λ
+
P20
2Λ2
+
P⃗2
2Λ2
)
⊗Ni− 1Λεi jkPj
(
1− P0
Λ
)
⊗ Jk , (2.64)
∆(P0) =P0⊗
(
1+
P0
Λ
+
P20
2Λ2
− P⃗
2
2Λ2
)
+
(
1− P0
Λ
+
P20
2Λ2
+
P⃗2
2Λ2
)
⊗P0
+
1
Λ
Pm
(
1− P0
Λ
)
⊗Pm , (2.65)
∆(Pi) =Pi⊗
(
1+
P0
Λ
+
P20
2Λ2
− P⃗
2
2Λ2
)
+1⊗Pi . (2.66)
One can see that [∆(N j),C⊗1] = [∆(N j),1⊗C] = 0, since the Casimir of the algebra C,
commutes with the (P0,Pi,Ji,Ni) generators. This shows that the Casimir is trivially extended
to the tensor product of the algebras (or in our language of Sec. 2.1.1, that the DDR does not
mix momentum variables).
In order to find the relation between these algebraic expressions and the kinematical
language used in this thesis, we can consider that the generators of the Poincaré algebra act
as operators on the basis of the momentum operator, Pµ |p⟩= pµ |p⟩. The boost generators
N j in SR satisfy
|p′⟩ = (1− iξ jN j +O(ξ 2))|p⟩ , (2.67)
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where |p′⟩ ≡ |p⟩′ is the transformed state from |p⟩ with a boost. Neglecting terms of order
O(ξ 2), we find
−iξ j[N j,Pµ ]|p⟩ = −iξ j(N jPµ −PµN j)|p⟩ = pµ(|p′⟩− |p⟩)− p′µ |p′⟩+ pµ |p⟩
= (p− p′)µ |p′⟩ = (p− p′)µ |p⟩+O(ξ 2) . (2.68)
From here we obtain
p′µ = pµ + iξ j[ f j(p)]µ , (2.69)
where [ f j(p)]µ are the eigenvalues of [N j,Pµ ], being a function of the Pµ :
f j(Pµ)|p⟩ ≡ [N j,Pµ ]|p⟩ = [ f j(p)]µ |p⟩ . (2.70)
These relations can be extended for the two-particle system. Then, we can define
(Pµ ⊗1)|p′;q′⟩ = p′µ |p′;q′⟩ , (1⊗Pµ)|p′;q′⟩ = q′µ |p′;q′⟩ , (2.71)
and the generators of co-boosts, ∆(N j), satisfying
|p′;q′⟩ = (1− iξ j∆(N j)+O(ξ 2))|p;q⟩ . (2.72)
So Eq. (2.69) is generalized to
p′µ = pµ + iξ j[ f
(1)
j (p,q)]µ , q
′
µ = qµ + iξ j[ f
(2)
j (p,q)]µ , (2.73)
where [ f (1)j (p,q)]µ and [ f
(2)
j (p,q)]µ are the eigenvalues of [∆(N j),Pµ ⊗1] and [∆(N j),1⊗
Pµ ], respectively:
[∆(N j),Pµ ⊗1]|p;q⟩ = [ f (1)j (p,q)]µ |p;q⟩ , [∆(N j),1⊗Pµ ]|p;q⟩ = [ f (2)j (p,q)]µ |p;q⟩ .
(2.74)
Finally, the coproduct ∆(Pµ) acting in the two-particle system momentum space is
∆(Pµ)|p;q⟩ = (p⊕q)µ |p;q⟩ . (2.75)
With the previous relations, we can now make explicit the correspondence between our
language and that of κ-Poincaré. From Eq. (2.75) and Eqs. (2.65) and (2.66), the DCL of
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κ-Poincaré in the classical basis is
(p⊕q)0 = p0+q0+ p⃗ · q⃗Λ +
p0
2Λ2
(
q20− q⃗2
)
+
q0
2Λ2
(
p20+ p⃗
2)− p0
Λ2
(p⃗ · q⃗) ,
(p⊕q)i = pi+qi+ q0 piΛ +
pi
Λ2
(
q20− q⃗2
)
.
(2.76)
From the coproduct of the boost, Eq. (2.64), and using Eqs. (2.73)-(2.74), together with
the usual commutation relations [Ni,P0] =−iPj, [Ni,Pj, ] = iδi jP0, [Ji,Pj] = iεi jkPm (we are
working in the classical basis, where the Lorentz transformations in the one-particle system
are linear), we obtain
p′0 = p0+ p⃗ · ξ⃗ , p′i = pi+ p0ξi ,
q′0 = q0+ q⃗.⃗ξ
(
1− p0
Λ
+
p20
2Λ2
+
p⃗2
2Λ2
)
,
q′i = qi+q0ξi
(
1− p0
Λ
+
p20
2Λ2
+
p⃗2
2Λ2
)
+(p⃗ · q⃗)ξi
(
1
Λ
− p0
Λ2
)
+ q⃗ · ξ⃗
(
− pi
Λ
+
p0 pi
Λ2
)
.
(2.77)
Comparing Eq. (2.76) with Eq. (2.51), and Eq. (2.77) with Eqs. (A.8)-(A.11), we see that
the choice of the coefficients that reproduces κ-Poincaré in the classical basis is
vR1 = 1 , c1 = c3 =
1
2
,
being the rest of the parameters equal to zero. We can see that, as expected, κ-Poincaré is
a particular case of our general framework that includes a DRK beyond SR up to second
order in the power expansion of κ (1/Λ). In fact, we can reproduce the covariant terms of
κ-Poincaré kinematics with b = vL =−vR/2 =−1/6.
We have found a systematic way to obtain all the possible DRKs up to second order, but
this work can be generalized order by order. Then, we have plenty of ways to go beyond
SR. A physical criteria is needed in order to constrain the possible kinematics, an additional
ingredient that is still not clear. In this sense, to consider a different framework might lead to
a better understanding of how a DRK appears and what represents from a physical point of
view. This will be the aim of the next chapter, where we will study how a DRK naturally
emerges from the geometry properties of a curved momentum space.

Chapter 3
Curved momentum space
Equations are just the boring part of
mathematics. I attempt to see things in
terms of geometry.
Stephen Hawking
As we have mentioned in the previous chapters, Hopf algebras are a mathematical tool
which has been used as a way to characterize a DRK, considering the DDR as the Casimir
of the Poincaré algebra in a certain basis, and the DCL as given by the coproduct operation.
The description of symmetries in terms of Hopf algebras introduces a noncommutative
spacetime [99] that can be understood as the dual of a curved momentum space. In the
particular case of the deformation of κ-Poincaré [72], the noncommutative spacetime that
arises is κ-Minkowski, as we have shown in the Introduction, from which one can deduce a
momentum geometry corresponding to de Sitter [100].
In Refs. [6, 101, 85] there are other proposals that try to establish a relation between a
geometry in momentum space and a deformed kinematics. In Ref. [6], the DDR is defined as
the squared of the distance in momentum space from the origin to a point p, and the DCL
is associated to a non-metrical connection. The main problem of this work is that there is
no mention to Lorentz transformations, and then to a relativity principle, the fundamental
ingredient of a DRK.
Another proposal was presented in Ref. [101], achieving a different path to establish
a relation between a DCL and a curved momentum space through a connection, which
in this case can be (but it is not mandatory) affine to the metric that defines the DDR in
the same way as before. This link is carried out by parallel transport, implemented by a
connection in momentum space, which indicates how momenta must compose. They found a
way to implement some DLT implementing the relativity principle; with this procedure any
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connection could be considered, giving any possible DRK, and then, this would reduce to the
study of a generic DRK as we did in the previous chapter.
In Ref. [85], a possible correspondence between a DCL and the isometries of a curved
momentum space related to translations (transformations that do not leave the origin invariant)
is considered. The Lorentz transformations are the homogeneous transformations (leaving
the origin invariant), in such a way that a relativity principle holds if the DDR is compatible
with the DCL and this one with the DLT. As one would want 10 isometries (6 boosts and
4 translations), one should consider only maximally symmetric spaces. Then, there is only
room for three options: Minkowski, de Sitter or anti-de Sitter momentum space.
However, in Ref. [85] there is not a clear way to obtain the DCL, because in fact, there
are a lot of isometries that do not leave the origin invariant, so a new ingredient is mandatory.
Moreover, the relativity principle argument is not really clear since one needs to talk about
the transformed momenta of a set of two particles, as we saw in Ch. 2.
In this chapter, we will first review the geometrical framework proposed in Ref. [6]. After
that, we will make clear our proposal [102]. We present a precise way to understand a DCL:
it is associated to translations, but in order to find the correct one, we must impose their
generators to form a concrete subalgebra inside the algebra of isometries of the momentum
space metric.
We will see how the much studied κ-Poincaré kinematics can be obtained from our
proposal. In fact, the method we propose can be used in order to obtain other DRKs, such as
Snyder [91] and the so-called hybrid models [103].
Finally, we will see the correspondence between our prescription and the one proposed in
Refs. [6, 101].
3.1 Momentum space geometry in relative locality
In Ref. [84], a physical observer who can measure the energies and momenta of particles
in her vicinity is considered. This observer can define a metric in momentum space by
performing measurements in a one-particle system, and a (non-metrical) connection by
performing measurements in a multi-particle system.
The one-particle system measurement allows the observer to determine the geometry
of momentum space through the dispersion relation, considering it as the square of the
geodesic distance from the origin to a point p in momentum space, which corresponds to the
momentum of the particle,
D2(p) ≡ D2(0, p) = m2 . (3.1)
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The kinetic energy measurement defines the geodesic distance between two particles
of mass m: p, which is at rest, and another particle p′ with kinetic energy K, i.e. D(p) =
D(p′) = m, and
D2(p, p′) = −2mK , (3.2)
where the minus sign appears since we are considering a Lorentzian momentum manifold.
From both measurements she can reconstruct a metric in momentum space
dk2 = hµν(k)dkµdkν . (3.3)
This metric must reduce to the Minkowski space in the limit Λ→ 0. Also, they argued
this metric must possess 10 isometries (transformations that leave the form of the metric
invariant), 6 related with Lorentz transformations and 4 with translations, so the only possible
metrics are those that correspond to a maximally symmetric space, leading to only three
options: Minkowski, de Sitter or anti-de Sitter momentum spaces.
From the measurement of a system of particles, she can deduce the composition law
of momenta, which is an operation that joins two momenta, and in order to consider more
particles, the total momentum is computed by gathering momenta in pairs. The authors
define also a momentum called antipode pˆ (which was previously introduced in the context
of Hopf algebras [66]) in such a way that pˆ⊕ p = 0.
This composition law, which in principle cannot be assumed linear, nor commutative, nor
associative, defines the geometry of momentum space related to the algebra of combinations
of momentum. The connection at the origin is
Γτλν (0) = −
∂ 2(p⊕q)ν
∂ pτ∂qλ
∣∣∣∣
p,q→0
, (3.4)
and the torsion
T τλν (0) = −
∂ 2 ((p⊕q)− (q⊕ p))ν
∂ pτ∂qλ
∣∣∣∣
p,q→0
. (3.5)
The curvature tensor is determined from the lack of associativity of the composition law
Rµνρσ (0) = 2
∂ 3 ((p⊕q)⊕ k− p⊕ (q⊕ k))σ
∂ p[µ∂qν ]∂kρ
∣∣∣∣∣
p,q,k→0
, (3.6)
where the bracket denotes the anti-symmetrization. They suggested that the non-associativity
of the composition law, giving a non-vanishing curvature tensor in momentum space, could
be tested with experiments.
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In order to obtain the connection at any point, they defined a new composition depending
on another momentum k
(p⊕k q) .= k⊕
(
(kˆ⊕ p)⊕ (kˆ⊕q)) . (3.7)
Then, they claimed that the connection at a point k can be determined by
Γτλν (k) = −
∂ 2(p⊕k q)ν
∂ pτ∂qλ
∣∣∣∣
p,q→k
. (3.8)
In principle, the connection is not metrical in the sense that it is not the affine connection
given by the metric defining the DDR. This fact is argued from the construction they gave,
separating the dispersion relation from the composition law from the very beginning.
But a DRK is not only composed of a DDR and a DCL. In order to have a relativity
principle, a DLT for the one and two-particle systems must make the previous ingredients
compatible. The Lorentz transformations of the one-particle system are proposed to be
determined by the metric, being directly compatible with the DDR (the explicit expression of
the distance is invariant under isometries). However, it is not clear how to implement the
two-particle transformations, making all the ingredients of the kinematics compatible with
each other.
In the next section, we present another proposal which tries to avoid these problems and
puts all the ingredients of the kinematics in the same framework.
3.2 Derivation of a DRK from the momentum space geom-
etry
As we have commented previously, a DRK is composed of a DDR, a DCL and, in order to
have a relativity principle, a DLT for the one and two-particle systems, making the previous
ingredients compatible. In this section we will explain how we propose to construct a DRK
from the geometry of a maximally symmetric momentum space.
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3.2.1 Definition of the deformed kinematics
In a maximally symmetric space, there are 10 isometries. We will denote our momentum
space metric as gµν(k)1. By definition, an isometry is a transformation k → k′ satisfying
gµν(k′) =
∂k′µ
∂kρ
∂k′ν
∂kσ
gρσ (k) . (3.9)
One can always take a system of coordinates in such a way that gµν(0) = ηµν , and we
write the isometries in the form
k′µ = [Ta(k)]µ = Tµ(a,k) , k
′
µ = [Jω(k)]µ = Jµ(ω,k) , (3.10)
where a is a set of four parameters and ω of six, and
Tµ(a,0) = aµ , Jµ(ω,0) = 0 , (3.11)
so Jµ(ω,k) are the 6 isometries forming a subgroup that leave the origin in momentum space
invariant, and Tµ(a,k) are the other 4 isometries which transform the origin and that one can
call translations.
We will identify the isometries k′µ = Jµ(ω,k) with the DLT of the one-particle system,
being ω the six parameters of a Lorentz transformation. The dispersion relation is defined,
rather than as the square of the distance from the origin to a point k (which was the approach
taken in the previous section), as any arbitrary function of this distance with the SR limit
when the high energy scale tends to infinity2. Then, under a Lorentz transformation, the
equality C(k) =C(k′) holds, allowing us to determine the Casimir directly from Jµ(ω,k). In
this way we avoid the computation of the distance and obtain in a simple way the dependence
on k of C(k).
The other 4 isometries k′µ = Tµ(a,k) related with translations define the composition law
p⊕q of two momenta p, q through
(p⊕q)µ .= Tµ(p,q) . (3.12)
1There is a particular choice of coordinates in momentum space which leads the metric to take the simple
form gµν(k) =ηµν±kµkν/Λ2, where the de Sitter (anti-de Sitter) space corresponds with the positive (negative)
sign.
2This disquisition can be avoided with a redefinition of the mass with the same function f that relates the
Casimir with the distance C(k) = f (D(0,k)).
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One can easily see that the DCL is related to the translation composition through
p⊕q = Tp(q) = Tp(Tq(0)) = (Tp ◦Tq)(0) . (3.13)
Note that the equation above implies that T(p⊕q) differs from (Tp ◦Tq) by a Lorentz transfor-
mation, since it is a transformation that leaves the origin invariant.
From this perspective, a DRK (in Sec. 3.2.2 we will see that with this construction a
relativity principle holds) can be obtained by identifying the isometries Ta, Jω with the
composition law and the Lorentz transformations, which fixes the dispersion relation.
Then, starting from a metric, we can deduce the DRK by obtaining Ta, Jω through
gµν(Ta(k)) =
∂Tµ(a,k)
∂kρ
∂Tν(a,k)
∂kσ
gρσ (k), gµν(Jω(k)) =
∂Jµ(ω,k)
∂kρ
∂Jν(ω,k)
∂kσ
gρσ (k) .
(3.14)
The previous equations have to be satisfied for any choice of the parameters a, ω . From the
limit k → 0 in (3.14)
gµν(a) =
[
lim
k→0
∂Tµ(a,k)
∂kρ
] [
lim
k→0
∂Tν(a,k)
∂kσ
]
ηρσ ,
ηµν =
[
lim
k→0
∂Jµ(ω,k)
∂kρ
] [
lim
k→0
∂Jν(ω,k)
∂kσ
]
ηρσ ,
(3.15)
one can identify
lim
k→0
∂Tµ(a,k)
∂kρ
= δρα eαµ (a) , limk→0
∂Jµ(ω,k)
∂kρ
= Lρµ(ω) , (3.16)
where eαµ (k) is the (inverse of
3 the) tetrad of the momentum space, and Lρµ(ω) is the standard
Lorentz transformation matrix with parameters ω . From Eq. (3.12) and Eq. (3.16), one
obtains
lim
k→0
∂ (a⊕ k)µ
∂kρ
= δρα eαµ (a) , (3.17)
which leads to a fundamental relationship between the DCL and the momentum space tetrad.
For infinitesimal transformations, we have
Tµ(ε,k) = kµ + εαT αµ (k) , Jµ(ε,k) = kµ + εβγJ
βγ
µ (k) , (3.18)
3Note that the metric gµν is the inverse of gµν .
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and Eq. (3.14) leads to the equations
∂gµν(k)
∂kρ
T αρ (k) =
∂T αµ (k)
∂kρ
gρν(k)+
∂T αν (k)
∂kρ
gµρ(k) , (3.19)
∂gµν(k)
∂kρ
J βγρ (k) =
∂J βγµ (k)
∂kρ
gρν(k)+
∂J βγν (k)
∂kρ
gµρ(k) , (3.20)
which allow us to obtain the Killing vectors J βγ , but do not completely determine T α .
This is due to the fact that if T α ,J βγ are a solution of the Killing equations ((3.19)-(3.20)),
then T ′α =T α + cαβγJ
βγ is also a solution of Eq. (3.19) for any arbitrary constants cαβγ ,
and then T ′µ(ε,0) = Tµ(ε,0) = εµ . This observation is completely equivalent to the comment
after Eq. (3.13). In order to eliminate this ambiguity, since we know that the isometry
generators close an algebra, we can chose them as
Tα = xµT αµ (k), J
αβ = xµJ αβµ (k) , (3.21)
so that their Poisson brackets
{Tα ,T β} = xρ
(
∂T αρ (k)
∂kσ
T βσ (k)−
∂T βρ (k)
∂kσ
T ασ (k)
)
, (3.22)
{Tα ,Jβγ} = xρ
(
∂T αρ (k)
∂kσ
J βγσ (k)−
∂J βγρ (k)
∂kσ
T ασ (k)
)
, (3.23)
close a particular algebra. Then, we see that this ambiguity in defining the translations is just
the ambiguity in the choice of the isometry algebra, i.e., in the basis. Every choice of the
translation generators will lead to a different DCL, and then to a different DRK.
3.2.2 Relativistic deformed kinematics
In this subsection we will prove that the kinematics obtained as proposed before is in fact a
DRK. The proof can be sketched in the next diagram:
q q¯
p⊕q (p⊕q)′
Tp Tp′
Jω
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where the momentum with prime indicates the transformation throughJω , and Tp, Tp′ are
the translations with parameters p and p′. One can define q¯ as the point that satisfies
(p⊕q)′ = (p′⊕ q¯) . (3.24)
One sees that in the case q = 0, also q¯ = 0, and in any other case with q ̸= 0, the point q¯
is obtained from q by an isometry, which is a composition of the translation Tp, a Lorentz
transformation Jω , and the inverse of the translation Tp′ (since the isometries are a group of
transformations, any composition of isometries is also an isometry). So we have found that
there is an isometry q→ q¯, that leaves the origin invariant, and then
C(q) = C(q¯) , (3.25)
since they are at the same distance from the origin. Eqs. (3.24)-(3.25) imply that the deformed
kinematics with ingredients C and ⊕ is a DRK if one identifies the momenta (p′, q¯) as the
two-particle Lorentz transformation of (p,q). In particular, Eq. (3.24) tells us that the DCL
is invariant under the previously defined Lorentz transformation and Eq. (3.25), together
with C(p) =C(p′), that the DDR of both momenta is also Lorentz invariant. We can see
that with this definition of the two-particle Lorentz transformations, one of the particles (p)
transforms as a single momentum, but the transformation of the other one (q) depends of
both momenta. This computation will be carried out in the next subsection in the particular
example of κ-Poincaré.
3.3 Isotropic relativistic deformed kinematics
In this section we derive the construction in detail for two simple isotropic kinematics,
κ-Poincaré and Snyder. Also, we will show how to construct a DRK beyond these two simple
cases, the kinematics known as hybrid models.
If the DRK is isotropic, the general form of the algebra of the generators of isometries is
{T 0,T i} = c1
Λ
T i+
c2
Λ2
J0i, {T i,T j} = c2
Λ2
Ji j , (3.26)
where we assume that the generators Jαβ satisfy the standard Lorentz algebra, and due to
the fact that isometries are a group, the Poisson brackets of Tα and Jβγ are fixed by Jacobi
identities4. For each choice of the coefficients (c1/Λ) and (c2/Λ2) (and then for the algebra)
4The coefficients proportional to the Lorentz generators in Eq. (3.26) are the same also due to Jacobi
identities.
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and for each choice of a metric of a maximally symmetric momentum space in isotropic
coordinates, one has to obtain the isometries of such metric so that their generators close the
chosen algebra in order to find a DRK.
3.3.1 κ-Poincaré relativistic kinematics
We can consider the simple case where c2 = 0 in Eq. (3.26), so the generators of translations
close a subalgebra5
{T 0,T i} = ± 1
Λ
T i . (3.27)
A well known result of differential geometry (see Ch.6 of Ref. [104]) is that if the generators
of left-translations Tα transforming k→ Ta(k) = (a⊕ k) form a Lie algebra, the generators
of right-translations T˜α transforming k→ (k⊕a), close the same algebra but with a different
sign
{T˜ 0, T˜ i} = ∓ 1
Λ
T˜ i . (3.28)
We have found the explicit relation between the infinitesimal right-translations and the tetrad
of the momentum metric in Eq. (3.17), which gives
(k⊕ ε)µ = kµ + εαeαµ ≡ T˜µ(k,ε). (3.29)
Comparing with Eq. (3.18) and Eq. (3.21), we see that right-translation generators are given
by
T˜α = xµeαµ (k) . (3.30)
Since both algebras (3.27)-(3.28) satisfy κ-Minkowski noncommutativity, the problem
to find a tetrad eαµ (k) compatible with the algebra of Eq. (3.28) is equivalent to the problem
of obtaining a representation of this noncommutativity expressed in terms of canonical
coordinates of the phase space. One can easily confirm that the choice of the tetrad
e00(k) = 1 , e
0
i (k) = e
i
0(k) = 0 , e
i
j(k) = δ
i
je
∓k0/Λ , (3.31)
leads to a representation of κ-Minkowski noncommutativity.
In order to obtain the finite translations Tµ(a,k), which in this case form a group, one can
try to generalize Eq. (3.16) to define a transformation that does not change the form of the
tetrad:
eαµ (T (a,k)) =
∂Tµ(a,k)
∂kν
eαν (k) . (3.32)
5We have reabsorbed the coefficient c1 in the scale Λ.
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Obviously, if Tµ(a,k) is a solution to the previous equation, it implies that the translation
leaves the tetrad invariant, and then the metric, so it is therefore an isometry. Then, one can
check that translations form a group since the composition of two transformations leaving the
tetrad invariant also leaves the tetrad invariant. Indeed, Eq. (3.32) can be explicitly solved in
order to obtain the finite translations. For the particular choice of the tetrad in Eq. (3.31), the
translations read (see B.1)
T0(a,k) = a0+ k0, Ti(a,k) = ai+ kie∓a0/Λ , (3.33)
and then the DCL is
(p⊕q)0 = T0(p,q) = p0+q0 , (p⊕q)i = Ti(p,q) = pi+qie∓p0/Λ , (3.34)
which is the one obtained in the bicrossproduct basis of κ-Poincaré kinematics (up to a sign
depending on the choice of the initial sign of Λ in Eq. (3.31)).
From the equation
∂C(k)
∂kµ
J αβµ (k) = 0 , (3.35)
one can obtain the DDR, whereJ αβ are the infinitesimal Lorentz transformations satisfying
Eq. (3.20) with the metric gµν(k) = eαµ (k)ηαβ e
β
ν (k) defined by the tetrad (3.31):
0 =
J αβ0 (k)
∂k0
, 0 = −J
αβ
0 (k)
∂ki
e∓2k0/Λ+
J αβi (k)
∂k0
,
± 2
Λ
J αβ0 (k)δi j = −
∂J αβi (k)
∂k j
− ∂J
αβ
j (k)
∂ki
.
(3.36)
One gets finally
J 0i0 (k) = −ki , J 0ij (k) = ±δ ij
Λ
2
[
e∓2k0/Λ−1− k⃗
2
Λ2
]
± kik j
Λ
, (3.37)
and then
C(k) = Λ2
(
ek0/Λ+ e−k0/Λ−2
)
− e±k0/Λ⃗k2 , (3.38)
which is the same function of the momentum which defines the DDR of κ-Poincaré kinemat-
ics in the bicrossproduct basis (up to the sign in Λ).
The last ingredient we need in order to complete the discussion of the kinematics is the
two-particle Lorentz transformations. Using the diagram in Sec. 3.2.2, one has to find q¯ so
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that
(p⊕q)′ = p′⊕ q¯ . (3.39)
Equating both expressions and taking only the linear terms in εαβ (parameters of the infinites-
imal Lorentz transformation) one arrives to the equation
εαβJ
αβ
µ (p⊕q) = εαβ
∂ (p⊕q)µ
∂ pν
J αβν (p)+
∂ (p⊕q)µ
∂qν
(q¯ν −qν) . (3.40)
From the DCL of (3.34) with the minus sign, we find
∂ (p⊕q)0
∂ p0
= 1 ,
∂ (p⊕q)0
∂ pi
= 0 ,
∂ (p⊕q)i
∂ p0
= −qi
Λ
e−p0/Λ ,
∂ (p⊕q)i
∂ p j
= δ ji ,
(3.41)
∂ (p⊕q)0
∂q0
= 1 ,
∂ (p⊕q)0
∂qi
= 0 ,
∂ (p⊕q)i
∂q0
= 0 ,
∂ (p⊕q)i
∂q j
= δ ji e
−p0/Λ .
(3.42)
Then, we obtain
q¯0 = q0+ εαβ
[
J αβ0 (p⊕q)−J αβ0 (p)
]
,
q¯i = qi+ εαβ ep0/Λ
[
J αβi (p⊕q)−J αβi (p)+
qi
Λ
e−p0/ΛJ αβ0 (p)
]
,
(3.43)
and one can check that this is the Lorentz transformation of the two-particle system of
κ-Poincaré in the bicrossproduct basis (1.25).
For the choice of the tetrad in Eq. (3.31), the metric in momentum space reads 6
g00(k) = 1 , g0i(k) = gi0(k) = 0 , gi j(k) = −δi je∓2k0/Λ . (3.44)
Computing the Riemann-Christoffel tensor, one can check that it corresponds to a de Sitter
momentum space with curvature (12/Λ2).7
To summarize, we have found the κ-Poincaré kinematics in the bicrossproduct basis [71]
from geometric ingredients of a de Sitter momentum space with the choice of the tetrad of
Eq. (3.31). For different choices of tetrad (in such a way that the generators of Eq. (3.30)
close the algebra Eq. (3.28)), one will find the κ-Poincaré kinematics in different bases.
6This is the de Sitter metric written in the comoving coordinate system used in Ref. [105].
7In Appendix B.2 it is shown that the way we have constructed the DRK as imposing the invariance of the
tetrad cannot be followed for the case of anti-de Sitter space.
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Then, the different bases of the deformed kinematics are just different choices of coordinates
in de Sitter space. Note that when generators of right-translations constructed from the
momentum space tetrad close the algebra of Eq. (3.28), the DCL obtained is associative (this
can be easily understood since as the generators of translations close an algebra Eq. (3.27),
translations form a group).
3.3.2 Beyond κ-Poincaré relativistic kinematics
The other simple choice in the algebra of the translation generators is c1 = 0, leading to the
Snyder algebra explained in the introduction. As the generators of translations do not close
an algebra, we cannot follow the same procedure we did in the previous case for obtaining
the κ-Poincaré kinematics. But considering the simple covariant form of the de Sitter metric,
gµν(k) = ηµν + kµkν/Λ2, one can find the DCL just requiring to be covariant
(p⊕q)µ = pµ fL
(
p2/Λ2, p ·q/Λ2,q2/Λ2)+qµ fR (p2/Λ2, p ·q/Λ2,q2/Λ2) , (3.45)
asking for the following equation to hold:
ηµν +
(p⊕q)µ(p⊕q)ν
Λ2
=
∂ (p⊕q)µ
∂qρ
∂ (p⊕q)ν
∂qσ
(
ηρσ +
qρqσ
Λ2
)
. (3.46)
Then, one can solve for the two functions fL, fR of three variables, obtaining
fL
(
p2/Λ2, p ·q/Λ2,q2/Λ2) =√1+ q2
Λ2
+
p ·q
Λ2
(
1+
√
1+ p2/Λ2
) ,
fR
(
p2/Λ2, p ·q/Λ2,q2/Λ2) =1 ,
(3.47)
which is the DCL of Snyder kinematics in the Maggiore representation previously derived in
Ref. [91] (the first order terms were obtained also in Ref. [106]).
From the infinitesimal generators of translations
T µν (p) =
∂ (k⊕ p)ν
∂kµ
∣∣∣∣
k→0
= δ µν
√
1+
p2
Λ2
, (3.48)
one can see that Tα = xνT αν form the Snyder algebra
{Tα ,T β} = 1
Λ2
Jαβ . (3.49)
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From linear Lorentz covariance, one can deduce that the dispersion relation C(p) is just a
function of p2, and the Lorentz transformations both in the one and two-particle systems are
linear (the same Lorentz transformations used in SR).
Different choices of momentum coordinates making the metric to be expressed in covari-
ant terms will lead to different representations of the Snyder kinematics. For the anti-de Sitter
case, the DCL is the one obtained in Eq. (3.47) just replacing (1/Λ2) by −(1/Λ2), since the
anti-de Sitter metric is the same of de Sitter proposed at the beginning of this subsection
interchanging (1/Λ2) by −(1/Λ2).
When both coefficients c1, c2 are non-zero, one has algebras of the generators of trans-
lations known as hybrid models [103]. The DCL in these cases can be obtained from a
power expansion in (1/Λ) asking to be an isometry and that their generators close the desired
algebra. With this procedure, one can get the same kinematics found in Ref. [103].
The DCL obtained when the generators of translations close a subalgebra (the case of
κ-Poincaré) is the only one which is associative. The other compositions obtained when the
algebra is Snyder or any hybrid model do not have this property (see Eqs. (3.45) and (3.47)).
This is an important difference between the algebraic and geometric approaches: the only
isotropic DRK obtained from the Hopf algebra approach is κ-Poincaré, since one asks the
generators of translations to close an algebra (and then, one finds an associative composition
of momenta), eliminating any other option. With this proposal, identifying a correspondence
between translations of a maximally symmetric momentum space whose generators close a
certain algebra and a DCL, we open up the possibility to construct more DRK in a simple
way. It is clear that associativity is a crucial property for studying processes with a DRK, so
somehow the κ-Poincaré scenario seems special. Note also that the two different perspectives
(algebraic and geometrical approaches) has only one common DRK, which might indicate
that κ-Poincaré is a preferred kinematics.
3.4 Comparison with previous works
In this section, we will compare the prescription followed in the previous sections with
the one proposed in Ref. [6]. This comparison can only be carried out for the κ-Poincaré
kinematics, since as we will see, the associativity property of the composition law plays a
crucial role. In order to make the comparison, we can derive with respect to pτ the equation
of the invariance of the tetrad under translations Eq. (3.32), written in terms of the DCL
∂eαν (p⊕q)
∂ pτ
=
∂eαν (p⊕q)
∂ (p⊕q)σ
∂ (p⊕q)σ
∂ pτ
=
∂ 2(p⊕q)ν
∂ pτ∂qρ
eαρ (q) . (3.50)
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One can find the second derivative of the DCL
∂ 2(p⊕q)ν
∂ pτ∂qρ
= eρα(q)
∂eαν (p⊕q)
∂ (p⊕q)σ
∂ (p⊕q)σ
∂ pτ
, (3.51)
where eνα is the inverse of e
α
ν , e
α
ν e
µ
α = δ
µ
ν . But also using Eq. (3.32), one has
eρα(q) =
∂ (p⊕q)µ
∂qρ
eµα(p⊕q) , (3.52)
and then
∂ 2(p⊕q)ν
∂ pτ∂qρ
+Γσµν (p⊕q)
∂ (p⊕q)σ
∂ pτ
∂ (p⊕q)µ
∂qρ
= 0 , (3.53)
where
Γσµν (k)
.
= −eµα(k) ∂e
α
ν (k)
∂kσ
. (3.54)
It can be checked that the combination of tetrads and derivatives appearing in Eq. (3.54) in
fact transforms like a connection under a change of momentum coordinates.
In Ref. [101], it is proposed another way to define a connection and a DCL in momentum
space through parallel transport, establishing a link between these two ingredients. It is easy
to check that the DCL obtained in this way satisfies Eq. (3.53). This equation only determines
the DCL for a given connection if one imposes the associativity property of the composition.
Comparing with the previous reference, one then concludes that the DCL obtained from
translations that leaves the form of the tetrad invariant is the associative composition law one
finds by parallel transport, with the connection constructed from a tetrad and its derivatives
as in Eq.(3.54).
Finally, if the DCL is associative, then Eq. (3.7) reduces to
(p⊕k q) = p⊕ kˆ⊕q. (3.55)
Replacing q by (kˆ⊕q) in Eq. (3.53), which is valid for any momenta (p,q), one obtains
∂ 2(p⊕ kˆ⊕q)ν
∂ pτ∂ (kˆ⊕q)ρ
+Γσµν (p⊕ kˆ⊕q)
∂ (p⊕ kˆ⊕q)σ
∂ pτ
∂ (p⊕ kˆ⊕q)µ
∂ (kˆ⊕q)ρ
= 0 . (3.56)
Multiplying by ∂ (kˆ⊕q)ρ/∂qλ , one finds
∂ 2(p⊕ kˆ⊕q)ν
∂ pτ∂qλ
+Γσµν (p⊕ kˆ⊕q)
∂ (p⊕ kˆ⊕q)σ
∂ pτ
∂ (p⊕ kˆ⊕q)µ
∂qλ
= 0 . (3.57)
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Taking p = q = k in Eq. (3.57), one finally gets
Γτλν (k) = −
∂ 2(p⊕k q)ν
∂ pτ∂qλ
∣∣∣∣
p,q→k
, (3.58)
which is the same expression of Eq. (3.8) proposed in Ref. [6]. This concludes that the
connection of Eq. (3.54) constructed from the tetrad is the same connection given by the
prescription developed in Ref. [6] when the DCL is associative.

Chapter 4
Spacetime from local interactions
Like the physical, the psychical is not
necessarily in reality what it appears to
us to be.
Sigmund Freud
In the previous chapter we have seen that a DRK can be understood from the geometry
of a curved (maximally symmetric) momentum space. However, we have not discussed
the effects that this curvature, and then the kinematics, provoke on spacetime. A possible
consequence of a DCL considered in numerous works is a noncommutative spacetime. In
particular, in Refs. [103, 91], a composition law is obtained from the product of plane
waves for κ-Minkowski, Snyder and hybrid models noncommutativity. Also, from the Hopf
algebra perspective, it is possible to obtain a modified Heisenberg algebra with κ-Minkowski
spacetime from a DCL through the “pairing” operation [107].
In all these works, however, there is a lack of physical understanding about the relation
between a DCL and a noncommutative spacetime. In this chapter, we will try to show how
these ingredients are related giving a physical intuition. As we will see in Sec. 4.1, a DCL
produces a loss of locality in canonical spacetime. From an action of free relativistic particles,
the authors of Ref. [6] derived such effect including an interaction term defined by the energy-
momentum conservation, which is determined by the DCL. It is possible to understand this
nonlocality from the following argument: since the total momentum can be viewed as the
generator of translations in spacetime, a modification of it as a function of all momenta
will produce nontrivial translations. This means that only an observer placed where the
interaction takes place will see such interaction as local, but not any other related to him by a
translation. Along this chapter, we will see that there are different ways to choose space-time
coordinates (depending on momentum) which we call “physical” coordinates [108], in which
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the interactions are local. We will see that there is a relationship between this approach and
the results obtained through Hopf algebras, and also with the momentum space geometry
studied in the previous chapter.
4.1 Relative Locality
In this section we explain the main results of [84]. We first start by the following action
Stotal = Sinfree+S
out
free+Sint , (4.1)
where the first part describes the free propagation of the N incoming worldlines
Sinfree =
N
∑
J=1
∫ 0
−∞
ds
(
xµJ k˙
J
µ +NJ
(
C(kJ)−m2J
))
, (4.2)
and the outgoing worldlines are given by the second term
Soutfree =
2N
∑
J=N+1
∫ ∞
0
ds
(
xµJ k˙
J
µ +NJ
(
C(kJ)−m2J
))
. (4.3)
In the previous expressions s plays the role of an arbitrary parameter characterizing the
worldline of the particle and NJ is the Lagrange multiplier imposing on all particles the
condition to be on mass shell
C(kJ) = m2J , (4.4)
for a Casimir C(kJ) (which in principle is deformed).
The interaction term appearing in the action is the conservation law of momenta times a
Lagrange multiplier
Sint =
( ⊕
N+1≤J≤2N
kJν(0) −
⊕
1≤J≤N
kJν(0)
)
ξ ν . (4.5)
The parametrization s is chosen in such a way that the interaction occurs at s = 0 for every
particle, and ξ can be seen as a Lagrange multiplier imposing the momentum conservation at
that point. Varying the action and integrating by parts one finds
δStotal = ∑
J
∫ s2
s1
(
δxµJ k˙
J
µ −δkJµ
[
x˙µJ −NJ
∂C(kJ)
∂kJµ
])
+R , (4.6)
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where the termR contains the variation of Sint and also the boundary terms appearing after
the integration by parts, and s1,2 are −∞, 0 or 0, ∞ depending on the incoming or outgoing
character of the terms. One finds
R =
( ⊕
N+1≤J≤2N
kJν(0) −
⊕
1≤J≤N
kJν(0)
)
δξ ν +
N
∑
J=1
(
xµJ (0)−ξ ν
∂
∂kJµ
[ ⊕
1≤J≤N
kIν
]
(0)
)
δkJµ(0)
−
2N
∑
J=N+1
(
xµJ (0)−ξ ν
∂
∂kJµ
[ ⊕
N+1≤J≤2N
kIν
]
(0)
)
δkJµ(0) ,
(4.7)
where the xµJ (0) are the space-time coordinates of the worldline at the initial (final) point for
1≤ J ≤ N (N+1≤ J ≤ 2N). The worldlines of particles must obey the variational principle
δStotal = 0 for any variation δξ µ , δx
µ
J , δk
J
µ . From the variation of the Lagrange multiplier
of the interaction term δξ ν , one obtains the momentum conservation at the interaction point,
and for the variation with respect δkJµ(0) one finds1
xµJ (0) = ξ
ν ∂
∂kJµ
[ ⊕
1≤J≤N
kIν
]
for J = 1, . . .N ,
xµJ (0) = ξ
ν ∂
∂kJµ
[ ⊕
N+1≤J≤2N
kIν
]
for J = N+1, . . .2N .
(4.8)
The transformation
δξ µ = aµ , δxµJ = a
ν ∂
∂kJµ
[ ⊕
1≤J≤N
kIν
]
(J = 1, . . .N) ,
δxµJ = a
ν ∂
∂kJµ
[ ⊕
N+1≤J≤2N
kIν
]
(J = N+1, . . .2N) , δkJµ = 0 ,
(4.9)
is a symmetry of the action (translational invariance) connecting different solutions from the
variational principle. We see from Eq. (4.8) that only an observer placed at the interaction
point (ξ µ = 0) will see the interaction as local (all xµJ (0) coincide, being zero). One can
choose the Lagrange multiplier ξ µ so the interaction will be local only for one observer, but
any other one will see the interaction as non-local. This shows the loss of absolute locality,
effect baptized as relative locality.
In the next sections we will see that we can avoid this nonlocality choosing new space-
time coordinates, which, in fact, do not commute.
1The variation of δxµJ (s) in Eq.(4.6) implies constant momenta along each worldline.
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4.1.1 Construction of noncommutative spacetimes
In the literature, a noncommutative spacetime is usually considered through new space-time
coordinates x˜ constructed from canonical phase-space coordinates (x, k). 2 One can write
these coordinates as a linear function of space-time coordinates and a function ϕ(k) through
the combination
x˜µ = xν ϕµν (k) . (4.10)
This set of functions has to reduce to the delta function when the momentum tends to zero
(or when the high energy scale tends to infinity) in order to recover the SR result. Using the
usual Poisson brackets
{kν , xµ} = δ µν , (4.11)
the Poisson brackets of these new noncommutative space-time coordinates are
{x˜µ , x˜σ} = {xνϕµν (k),xρϕσρ (k)} = xν
∂ϕµν (k)
∂kρ
ϕσρ (k) − xρ
∂ϕσρ (k)
∂kν
ϕµν (k)
= xν
(
∂ϕµν (k)
∂kρ
ϕσρ (k) −
∂ϕσν (k)
∂kρ
ϕµρ (k)
)
,
(4.12)
and in phase space leads to the modified Heisenberg algebra
{kν , x˜µ} = ϕµν (k) . (4.13)
Note that different choices of ϕµν (k) can lead to the same spacetime noncommutativity,
leading to different representations of the same algebra. As it is shown in Appendix C.1,
different choices of canonical phase-space coordinates corresponding to different choices of
momentum variables give different representations of the same space-time noncommutativity.
4.1.2 Noncommutative spacetime in κ-Poincaré Hopf algebra
The formalism of Hopf algebras gives a DCL, which is referred to as the “coproduct”, and
from it one can obtain, through the mathematical procedure known as “pairing”, the resulting
modified phase space. For the case of κ-Poincaré in the bicrossproduct basis, as we have
seen in the introduction, the coproduct of momenta Pµ is
∆(P0) = P0⊗1+1⊗P0 , ∆(Pi) = Pi⊗1+ e−P0/Λ⊗Pi , (4.14)
2See Refs. [109],[110],[78] for recent references where this construction is used.
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which leads to the composition law (3.34) obtained in the previous chapter
(p⊕q)0 = p0+q0 , (p⊕q)i = pi+ e−p0/Λqi . (4.15)
The “pairing” operation of Hopf algebras formalism allows us to determine the modified
Heisenberg algebra for a given coproduct [71, 111]. The bracket (pairing) ⟨∗,∗⟩ between
momentum and position variables is defined as
⟨pν ,xµ⟩ = δ µν . (4.16)
This bracket has the following properties
⟨p,xy⟩ = ⟨p(1),x⟩⟨p(2),y⟩ , ⟨pq,x⟩ = ⟨p,x(1)⟩⟨q(2),x(2)⟩ , (4.17)
where we have used the notation
∆ t = ∑ t(1)⊗ t(2) . (4.18)
One can see that by definition
⟨1,1⟩ = 1 . (4.19)
Also, since momenta commute, the position coproduct is
∆xµ = 1⊗ xµ + xµ ⊗1 . (4.20)
In order to determine the Poisson brackets between the momentum and position one uses
{p,x} = x(1)⟨p(1),x(2)⟩p(2)− x p , (4.21)
where x p is the usual multiplication.
For the bicrossproduct basis, one obtains from Eq. (4.17)
⟨ki,x0x j⟩ = − 1Λ , {ki,x
jx0} = 0 , (4.22)
and then
{x0,xi} = − 1
Λ
xi . (4.23)
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From Eq. (4.21) one can deduce the rest of the phase space Poisson brackets (which are the
ones showed in (1.26))
{x˜0,k0} = −1 , {x˜0,ki} = kiΛ , {x˜
i,k j} = −δ ij , {x˜i,k0} = 0 . (4.24)
In the case of κ-Minkowski spacetime, the set of functions ϕµν (k) that leads to Eqs. (4.23)-
(4.24) is
ϕ00 (k) = 1 , ϕ
0
i (k) =−
ki
Λ
, ϕ ij(k) = δ
i
j , ϕ
i
0(k) = 0 . (4.25)
We can also use a covariant notation as we did in Ch.2 and rewrite Eq. (4.25) as
ϕµν (k) = δ
µ
ν −
1
Λ
nµkν +
k ·n
Λ
nµnν , (4.26)
where, as in Ch.2, nµ is a fixed timelike vector of components nµ = (1,0,0,0).
We have seen that, in the context of Hopf algebras, a DCL defines a noncommutative
spacetime through the pairing operation. This connection is established from a purely
mathematical perspective. As we have shown, to consider an action involving an interacting
term with a DCL leads to nonlocal effects. What we propose is that the associated spacetime
to a DCL could be defined asking for locality of interactions in such spacetime [108, 112].
In the next sections, we will discuss different possibilities to find such spacetime.
4.2 First attempt to implement locality
For the sake of simplicity, let us consider the process of two particles in the initial state
with momenta k, l and a total momentum k⊕ l, giving two particles in the final state with
momenta p, q and total momentum p⊕q, i.e. we are considering the particular case N = 2
of the relative locality model presented at the beginning of Sec. 4.1. From Eq. (4.8) we find
wµ(0) =ξ ν
∂ (k⊕ l)ν
∂kµ
, xµ(0) = ξ ν
∂ (k⊕ l)ν
∂ lµ
,
yµ(0) =ξ ν
∂ (p⊕q)ν
∂ pµ
, zµ(0) = ξ ν
∂ (p⊕q)ν
∂qµ
,
(4.27)
where wµ(0), xµ(0) are the space-time coordinates of the end points of the worldlines of
the initial state particles with momenta k, l and yµ(0), zµ(0) the coordinates of the starting
points of the worldlines of the final state particles with momenta p, q.
When the composition law is the sum p⊕ q = p+ q, which is the case of SR, the
interaction is local wµ(0) = xµ(0) = yµ(0) = zµ(0) = ξ µ , so one can define events in
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spacetime through the interaction of particles. This is no longer possible when the DCL is
nonlinear in momenta.
In order to implement locality, one can introduce new space-time coordinates x˜ as in
Eq. (4.10):
x˜µ = xν ϕµν (k), (4.28)
the functions ϕµν (k) being the same for all particles, so that in these coordinates the end and
starting points of the worldlines are
x˜µ(0) = ξ ν
∂ (k⊕ l)ν
∂kρ
ϕµρ (k) , w˜µ(0) = ξ ν
∂ (k⊕ l)ν
∂ lρ
ϕµρ (l) ,
y˜µ(0) = ξ ν
∂ (p⊕q)ν
∂ pρ
ϕµρ (p) , z˜µ(0) = ξ ν
∂ (p⊕q)ν
∂qρ
ϕµρ (q) . (4.29)
Therefore, the interaction will be local if one can find for a given DCL a set of functions ϕµν
such that3
∂ (k⊕ l)ν
∂kρ
ϕµρ (k) =
∂ (k⊕ l)ν
∂ lρ
ϕµρ (l) =
∂ (p⊕q)ν
∂ pρ
ϕµρ (p) =
∂ (p⊕q)ν
∂qρ
ϕµρ (q) , (4.30)
and then having w˜µ(0) = x˜µ(0) = y˜µ(0) = z˜µ(0), making possible the definition of an event
in this new spacetime. We can now consider the limit when one of the momenta l goes to
zero, using that liml→0(k⊕ l) = k,4 giving place to the conservation law k = p⊕q, and then,
Eq. (4.30) implies that
ϕµν (p⊕q) =
∂ (p⊕q)ν
∂ pρ
ϕµρ (p) =
∂ (p⊕q)ν
∂qρ
ϕµρ (q) . (4.31)
Taking the limit p→ 0 of the previous equation one finds
ϕµν (q) = lim
p→0
∂ (p⊕q)ν
∂ pµ
= ϕµν (q) , (4.32)
where we have taken into account that limp→0ϕ
µ
ρ (p) = δ
µ
ρ .5 Moreover, taking the limit
q→ 0 one has
ϕµν (p) = ϕ
µ
ν (p) = lim
q→0
∂ (p⊕q)ν
∂qµ
. (4.33)
3Note that the conservation of momenta implies that k⊕ l = p⊕q.
4Remember the consistency condition of the DCL Eq. (2.25).
5Remember the conditions on the small momentum limit over ϕµν (p) explained after Eq. (4.10).
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If we change the labels p and q in Eq. (4.33) and compare with Eq. (4.32), we can conclude
that
lim
p→0
∂ (p⊕q)ν
∂ pµ
= lim
p→0
∂ (q⊕ p)ν
∂ pµ
. (4.34)
This condition is not satisfied by every DCL. In fact, one can see that a symmetric DCL
p⊕q = q⊕ p , (4.35)
satisfies Eq. (4.34). However, we know that the κ-Poincaré Hopf algebra composition law
does not fulfill this requirement (see Eq. (4.15)).
Moreover, in Appendix C.2 it is proven that the way of implementing locality of Eq. (4.31)
gives rise to x˜ coordinates which in fact are commutative, so one can identify new variables
p˜µ = gµ(p) satisfying {p˜ν , x˜µ}= δ µν , which corresponds to a linear DCL, [p˜⊕˜ q˜]µ = p˜µ+ q˜µ .
This is telling us that this implementation is related by a canonical transformation to the SR
variables (x˜, p˜) and then, the new spacetime obtained asking for locality is just the spacetime
of SR. Since the previous procedure does not let us study a generic (noncommutative)
composition law (as is the case κ-Poincaré), we have to find some way to go beyond
Eq. (4.31).
4.3 Second attempt: two different spacetimes in the two-
particle system
We have seen in the previous chapters that, in order to implement a relativity principle in a
DRK with a generic composition law, nontrivial Lorentz transformations in the one and two-
particle systems are requested. In general, the two-particle system transformations mix both
momentum variables. Hence, it is not then strange that the noncommutative coordinates one
should introduce for having local interactions for a generic DCL should also mix momenta.
One possible way to proceed is to consider the simple case
y˜µ = yν ϕ µLν(p,q) , z˜
µ = zν ϕ µRν(p,q) . (4.36)
The interactions will be local if the following equation holds
ϕµν (p⊕q) =
∂ (p⊕q)ν
∂ pρ
ϕ µLρ(p,q) =
∂ (p⊕q)ν
∂qρ
ϕ µRρ(p,q) . (4.37)
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We now define the functions φL, φR through the composition law p⊕q as
φ νLσ (p,q)
∂ (p⊕q)ν
∂ pρ
= δρσ , φ νRσ (p,q)
∂ (p⊕q)ν
∂qρ
= δρσ . (4.38)
These functions allow us to write the spacetime of a two-particle system given the spacetime
of a one-particle system (i.e. ϕ):
ϕ µLσ (p,q) = φ
ν
Lσ (p,q) ϕ
µ
ν (p⊕q) , ϕ µRσ (p,q) = φ νRσ (p,q) ϕµν (p⊕q) . (4.39)
As φ νLσ (p,0) = φ
ν
Rσ (0,q) = δ
ν
σ , then
ϕ µLσ (p,0) = ϕ
µ
σ (p) , ϕ
µ
Rσ (0,q) = ϕ
µ
σ (q) , (4.40)
which is the result of taking the limits q→ 0, p→ 0 in Eq. (4.37).
Then, given a function ϕ and a DCL, without any relation between them, locality can
always be implemented. However, if the DCL is constructed by the multiplication of plane
waves with a noncommutative spacetime [103],[91] or in the Hopf algebra framework [72],
this is not the case: given a specific representation of a particular noncommutativity, one
and only one DCL is obtained. Therefore, there is an ambiguity in how to select these two
ingredients from the perspective we are considering here. This shows that an additional
criteria should be looked for in order to establish such connection.
A possible way to restrict these two ingredients is to consider the relation given by
the geometrical interpretation studied in Ch. 3. In order to reproduce the result obtained
in the previous chapter, and then the relation between DCL and spacetime given by the
Hopf algebras formalism, we ask that in the two-particle system the spacetime of one of the
particles should not depend on the other momentum,
ϕ µRρ(p,q) = ϕ
µ
Rρ(0,q) = ϕ
µ
ρ (q) , (4.41)
and Eq. (4.37) implies that
ϕµν (p⊕q) =
∂ (p⊕q)ν
∂qρ
ϕµρ (q) , (4.42)
which determines the DCL for a given noncommutativity (i.e., for a given function ϕ). Taking
the limit p→ 0 one has
ϕµν (p) = lim
q→0
∂ (p⊕q)ν
∂qµ
, (4.43)
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and therefore, it is possible to determine the one-particle spacetime given a certain compo-
sition law. Eq. (4.43) can be interpreted in a simple way: the infinitesimal change of the
momentum variable pµ generated by the noncommutative space-time coordinates x˜ with
parameters ε is
δ pµ = εν{x˜ν , pµ} = −ενϕνµ (p) = −εν limq→0
∂ (p⊕q)µ
∂qν
= −[(p⊕ ε)µ − pµ] . (4.44)
The noncommutative coordinates can be interpreted as the translation generators in momen-
tum space defined by the DCL. The interpretation of the DCL as the momentum (right-)
translation generators is the same one found in the previous chapter, which is obvious since
we have imposed the same relation obtained in the geometrical context relating the composi-
tion law with the tetrad of the momentum space (observe that in Eqs. (4.42), (3.32) the set of
functions giving the noncommutativity plays the same role than the tetrad of the momentum
space) 6. Then, one can construct the physical coordinates by multiplying the canonical
space-time coordinates times the momentum space tetrad. This is restricting the possible
noncommutativity if one wants to keep a relativistic kinematics obtained from a geometrical
interpretation, since only κ-Minkowski is allowed (see the discussion of 3.3.1). In order
to study other possible DRK in the geometrical framework one has to lift the restriction
imposed in (4.41).
Similar results would have been obtained if we would have considered the case where it
is the spacetime of the particle with momentum p which is chosen to be independent of the
particle with momentum q. In this case one would have
ϕ µLρ(p,q) = ϕ
µ
Lρ(p,0) = ϕ
µ
ρ (p) , (4.45)
ϕµν (p⊕q) =
∂ (p⊕q)ν
∂ pρ
ϕµρ (p) , (4.46)
ϕµν (q) = lim
p→0
∂ (p⊕q)ν
∂ pµ
, (4.47)
and
δ pµ = −
[
(ε⊕ p)µ − pµ
]
. (4.48)
Then, for the κ-Minkowski noncommutativity with the proposed prescription, given a
DCL one obtains two possible different noncommutative spacetimes (different representations
6Note that in fact the ϕ functions transform under a canonical transformation (C.1) as a tetrad does under a
change of momentum coordinates (see Appendix C.1).
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of the same algebra up to a sign) given by Eqs. (4.43), (4.47)7. This ambiguity, together with
the possible existence of a privileged choice of (physical) momentum variables, are open
problems deserving further study.
4.3.1 Application to κ-Poincaré
In this subsection we will see how to implement locality in the particular case of κ-Poincaré
kinematics. We start by considering the noncommutativity of κ-Minkowski
{x˜µ , x˜ν} = 1
Λ
(x˜µnν − x˜νnµ) , (4.49)
where ϕµν (k) is such that (using (4.10) and (4.12))
∂ϕµα (k)
∂kβ
ϕνβ (k)−
∂ϕνα(k)
∂kβ
ϕµβ (k) =
1
Λ
(
ϕµα (k)nν −ϕνα(k)nµ
)
. (4.50)
By virtue of simplicity, we will take ϕµν (k) to be the one appearing in the bicrossproduct
basis, Eq. (4.26). Imposing ϕ µLν(p,q) = ϕ
µ
ν (p), we can find unequivocally the DCL from
Eq. (4.42). The result (see Appendix C.3) is the DCL obtained in that basis (4.15). As we
saw in Ch. 3, if we consider the functions ϕµν (k) to be the tetrad in momentum space of
Eq. (3.31) and we impose ϕ µRν(p,q) = ϕ
µ
ν (q), we obtain exactly the same DCL, the one we
understood in that chapter as the translations in a de Sitter momentum space. With all this
we see that the framework of Hopf algebras is contained as a particular case in our proposal
of implementation of locality.
In Ch. 3 we have shown how to implement the relativity principle from geometrical
considerations. Here we will follow another approach without any mention to geometry,
which leads to another implementation of the relativity principle. The DLT in the one-particle
system is obtained given the function ϕµν (k) of (4.26) asking for the noncomutative spacetime
to form a ten-dimensional Lie algebra (see Appendix C.4), obtaining (3.37), and therefore,
the Casimir and the Lorentz transformation in the two-particle system are the ones obtained
in 3.3.1, Eqs. (3.38) and (3.43) respectively.
7This ambivalence materializes also in the geometrical framework since the relation between tetrad and
translations (composition law) is the same as in the locality framework, causing that the same DCL leads to two
different coordinate representations of de Sitter space (and then different tetrads).
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In order to complete the discussion of the κ-Poincaré algebra from the point of view of
locality of interactions, one can determine ϕ µRν(p,q) through Eq. (4.39):
ϕ µRν(p,q) = δ
µ
ν e
pn/Λ+
1
Λ
nµ
(
nν(epn/Λ pn+qn+(1− epn/Λ)Λ)− epn/Λ pν −qν
)
,
(4.51)
or, in components,
ϕ 0R0(p,q) = 1 , ϕ
i
R0(p,q) = 0 , ϕ
0
Ri(p,q) = −
ep0/Λpi+qi
Λ
, ϕ iR j(p,q) = e
p0/Λδ ij .
(4.52)
As expected,
ϕ µRν(0,q) = ϕ
µ
ν (q) . (4.53)
Now, we can compute the two-particle phase-space Poisson brackets that are different from
zero:
{y˜0, y˜i} = − y˜
i
Λ
, {y˜0, p0} = −1 , {y˜0, pi} = piΛ , {y˜
i, p j} = −δ ij , {y˜0, z˜i} = −
z˜i
Λ
,
{z˜0, z˜i} = − z˜
i
Λ
, {z˜0,q0} = −1 , {z˜0,qi} = e
p0/Λpi+qi
Λ
, {z˜i,q j} = −ep0/Λδ ij .
(4.54)
Note that all the Poisson brackets of the two space-time coordinates close an algebra, being
independent of momenta.
The one-particle noncommutative spacetime we get from locality when we impose
ϕ µLν(p,q) = ϕ
µ
ν (p) is the one obtained through the pairing operation in the Hopf algebra
framework. This leads us to interpret that algebraic procedure from the physical criteria of
imposing locality of interactions, understanding how a noncommutative spacetime crops up
(and thus, a modification of the Poisson brackets of phase-space coordinates) in a natural
way when a DCL is considered.
4.4 Third attempt: mixing of space-time coordinates
We have seen in the previous section that, in the way proposed to implement locality,
there is no restriction on the noncommutative spacetime, nor on the composition law. Any
combination of both ingredients admits the implementation of locality.
In this section, we pose another way to implement locality, imposing that the noncommu-
tative coordinates are defined as a sum of two terms, each one having only the phase-space
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coordinates of one of the particles,
y˜α = yµϕαµ (p)+ z
µϕ(2)α
(1)µ (q) , z˜
α = zµϕαµ (q)+ y
µϕ(1)α
(2)µ (p) . (4.55)
We impose that ϕ(2)α
(1)µ (0) = ϕ
(1)α
(2)µ (0) = 0 so, when one of the momenta tends to zero, the
one-particle coordinates are x˜α = xµϕαµ (k).
Locality in the generalized spacetime requires to find a set of functions ϕαµ (k), ϕ
(2)α
(1)µ (k)
and ϕ(1)α
(2)µ (k) satisfying the set of equations
ϕαν (p⊕q) =
∂ (p⊕q)µ
∂ pν
ϕαν (p)+
∂ (p⊕q)µ
∂qν
ϕ(2)α(1)ν (q) =
∂ (p⊕q)µ
∂qν
ϕαν (q)+
∂ (p⊕q)µ
∂ pν
ϕ(1)α(2)ν (p) .
(4.56)
The set of functions ϕ(2)α
(1)µ (k) and ϕ
(1)α
(2)µ (k) can be obtained given ϕ
α
µ (k) and the DCL
taking the limit p→ 0 or q→ 0 in (4.56)
ϕ(2)α
(1)µ (q) = ϕ
α
µ (q)− limk→0
∂ (k⊕q)µ
∂kα
, ϕ(1)α
(2)µ (p) = ϕ
α
µ (p)− limk→0
∂ (p⊕ k)µ
∂kα
. (4.57)
Using the functions ϕ(2)
(1) , ϕ
(1)
(2) into the locality equations, we find
∂ (p⊕q)µ
∂qν
lim
l→0
∂ (l⊕q)ν
∂ lα
=
∂ (p⊕q)µ
∂ pν
lim
l→0
∂ (p⊕ l)ν
∂ lα
=
∂ (p⊕q)µ
∂ pν
ϕαν (p)+
∂ (p⊕q)µ
∂qν
ϕαν (q)−ϕαµ (p⊕q) . (4.58)
The first equality imposes a condition on the DCL in order to be compatible with locality,
while the second one is establishing a relation between the functions ϕαµ and the DCL.
We can introduce the relative coordinate
x˜α(12)
.
= y˜α − z˜α = yµ
[
ϕαµ (p)−ϕ(2)α(1)µ (p)
]
− zµ
[
ϕαµ (q)−ϕ(1)α(2)µ (q)
]
= yµ lim
l→0
∂ (p⊕ l)µ
∂ lα
− zµ lim
l→0
∂ (l⊕q)µ
∂ lα
. (4.59)
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Now, one might use the total momentum to spot the effect of an infinitesimal translation with
parameters εµ on the relative coordinate
δ x˜α(12) = ε
µ{x˜α(12),(p⊕q)µ}
= εµ
[
−∂ (p⊕q)µ
∂ pν
lim
l→0
∂ (p⊕ l)ν
∂ lα
+
∂ (p⊕q)µ
∂qν
lim
l→0
∂ (l⊕q)ν
∂ lα
]
. (4.60)
The last term of the previous expression is zero as a consequence of the conditions that
the DCL must satisfy in order to be possible to implement locality. This is showing the
invariance of the relative coordinate under translations, implying that if one observers sees
the interaction as local, it will be local for any other observer translated with respect to the
former.
It is easy to test out that the following identities hold,
∂ (p⊕q)µ
∂qν
lim
l→0
∂ (l⊕q)ν
∂ lα
= lim
l→0
∂ (p⊕ (l⊕q))µ
∂ (l⊕q)ν
∂ (l⊕q)ν
∂ lα
= lim
l→0
∂ (p⊕ (l⊕q))µ
∂ lα
,
(4.61)
∂ (p⊕q)µ
∂ pν
lim
l→0
∂ (p⊕ l)ν
∂ lα
= lim
l→0
∂ ((p⊕ l)⊕q)µ
∂ (p⊕ l)ν
∂ (p⊕ l)ν
∂ lα
= lim
l→0
∂ ((p⊕ l)⊕q)µ
∂ lα
,
and then, from the first equality of (4.58) one can find
lim
l→0
∂ (p⊕ (l⊕q))µ
∂ lα
= lim
l→0
∂ ((p⊕ l)⊕q)µ
∂ lα
, (4.62)
which leads to
(p⊕ ε)⊕q = p⊕ (ε⊕q) . (4.63)
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Now we can check that in fact, any associative composition law is compatible with the
implementation of locality. Making the choice ϕ(2)α
(1)µ (q) = 0 in Eq. (4.57)
8, one has
∂ (p⊕q)µ
∂ pν
ϕαν (p) =
∂ (p⊕q)µ
∂ pν
lim
l→0
∂ (l⊕ p)ν
∂ lα
= lim
l→0
[
∂ ((l⊕ p)⊕q)µ
∂ (l⊕ p)ν
∂ (l⊕ p)ν
∂ lα
]
= lim
l→0
∂ ((l⊕ p)⊕q)µ
∂ lα
,
∂ (p⊕q)µ
∂qν
ϕαν (q) =
∂ (p⊕q)µ
∂qν
lim
l→0
∂ (l⊕q)ν
∂ lα
= lim
l→0
[
∂ (p⊕ (l⊕q)µ
∂ (l⊕q)ν
∂ (l⊕q)ν
∂ lα
]
= lim
l→0
∂ (p⊕ (l⊕q)µ
∂ lα
,
ϕαµ (p⊕q) = liml→0
∂ (l⊕ (p⊕q))µ
∂ lα
.
(4.64)
It is easy to verify that Eqs. (4.58) hold
lim
l→0
∂ (p⊕ (l⊕q))µ
∂ lα
= lim
l→0
∂ ((p⊕ l)⊕q)µ
∂ lα
= lim
l→0
∂ ((l⊕ p)⊕q)µ
∂ lα
+ lim
l→0
∂ (p⊕ (l⊕q))µ
∂ lα
− lim
l→0
∂ (l⊕ (p⊕q))µ
∂ lα
,
(4.65)
proving that any associative composition law is locality compatible.
4.4.1 First-order deformed composition law of four-momenta (DCL1)
In this subsection, we regard a DCL with only linear terms in the inverse of Λ and we see
what conditions the implementation of locality enforces. At first order, we can write the most
general isotropic composition law (DCL1) in a covariant way
(p⊕q)µ = pµ +qµ +
cνρµ
Λ
pνqρ , (4.66)
where cνρµ is
cνρµ = c1 δ νµ n
ρ + c2 δ
ρ
µ n
ν + c3ηνρnµ + c4 nµnνnρ + c5 ε
νρσ
µ nσ , (4.67)
being nµ = (1,0,0,0) and ci arbitrary constants. This leads to the general composition
law (2.35) studied in Ch. 2.
8This can be done also for the alternative choice ϕ(1)α
(2)µ (p) = 0.
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We can wonder now if this composition can satisfy the conditions imposed by locality.
We have
∂ (p⊕q)µ
∂qν
= δ νµ +
cρνµ
Λ
pρ , lim
l→0
∂ (l⊕q)ν
∂ lα
= δαν +
cασν
Λ
qσ , (4.68)
∂ (p⊕q)µ
∂ pν
= δ νµ +
cνσµ
Λ
qσ , lim
l→0
∂ (p⊕ l)ν
∂ lα
= δαν +
cραν
Λ
pρ ,
and
∂ (p⊕q)µ
∂qν
lim
l→0
∂ (l⊕q)ν
∂ lα
= δαµ +
cραµ
Λ
pρ +
cασµ
Λ
qσ +
cρνµ cασν
Λ2
pρqσ ,
∂ (p⊕q)µ
∂ pν
lim
l→0
∂ (p⊕ l)ν
∂ lα
= δαµ +
cραµ
Λ
pρ +
cασµ
Λ
qσ +
cνσµ c
ρα
ν
Λ2
pρqσ . (4.69)
Then, a DCL1 will be compatible with locality if the following equality holds
cρνµ c
ασ
ν = c
νσ
µ c
ρα
ν . (4.70)
This requirement is equivalent to demand to the composition to be associative, which is
the condition (4.63) when the composition law has only first order terms. We obtain four
possible cases for the DCL1
cνρµ = δ
ρ
µ n
ν , cνρµ = δ νµ n
ρ , cνρµ = δ νµ n
ρ +δρµ nν −nµnνnρ , cνρµ = ηνρnµ −nµnνnρ .
(4.71)
The last two cases are not relevant because it is easy to check that the compositions are
obtained by a change of basis (k′µ = fµ(k)) from the sum ((p′⊕′ q′)µ .= (p⊕q)′µ = p′µ+q′µ ),
and we have SR in knotty variables9.
In the first two cases, we have a noncommutative composition law (in fact the latter is
obtained from the former exchanging the role of the momentum). As the composition is
not commutative, it is not possible to find a change of basis in which momenta compose
additively.
The explicit form of the first DCL1 is
(p⊕q)0 = p0+q0+ ε p0q0Λ , (p⊕q)i = pi+qi+ ε
p0qi
Λ
, (4.72)
9For the first of them the function is f0(k) = Λ log(1+ k0/Λ), fi(k) = (1+ k0/Λ)ki, while for the last one
f0(k) = k0+ k⃗2/(2Λ), fi(k) = ki.
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where ε =±1 is an overall sign for the modification in the composition law and an arbitrary
constant can be reabsorbed in the definition of the scale Λ. We will see in Sec. 4.4.3 that this
composition law corresponds in fact to κ-Poincaré.
When ε =−1, one has(
1− (p⊕q)0
Λ
)
=
(
1− p0
Λ
)(
1− q0
Λ
)
, (4.73)
making the scale Λ to play the role of a cutoff in the energy, being therefore the choice of
sign that reproduces the DCL in the DSR framework, as we will see in Sec. 4.4.3. With
the other choice of sign ε =+1, the scale Λ is not a maximum energy, going beyond DSR
scenarios.
From the explicit form of the local DCL1 (4.72) we can obtain the expression for the
relative generalized space-time coordinates
lim
l→0
∂ (p⊕ l)0
∂ l0
= 1+ ε
p0
Λ
, lim
l→0
∂ (p⊕ l)0
∂ li
= 0 ,
lim
l→0
∂ (p⊕ l)i
∂ l0
= 0 , lim
l→0
∂ (p⊕ l)i
∂ l j
= δ ji
(
1+ ε
p0
Λ
)
,
lim
l→0
∂ (l⊕q)0
∂ l0
= 1+ ε
q0
Λ
, lim
l→0
∂ (l⊕q)0
∂ li
= 0 ,
lim
l→0
∂ (l⊕q)i
∂ l0
= ε
qi
Λ
, lim
l→0
∂ (l⊕q)i
∂ l j
= δ ji , (4.74)
and then
x˜0(12) = y
0(1+ ε p0/Λ)− z0(1+ εq0/Λ)− z jεq j/Λ , x˜i(12) = yi(1+ ε p0/Λ)− zi . (4.75)
Therefore, one can check that the relative space-time coordinates of the two-particle system
are in fact the coordinates of a κ-Minkowski spacetime with κ = ε/Λ
{x˜i(12), x˜0(12)} ={yi(1+ ε p0/Λ),y0(1+ ε p0/Λ)}+{zi,z jεq j/Λ}
=(ε/Λ)
[
yi(1+ ε p0/Λ)− zi
]
= (ε/Λ) x˜i(12) . (4.76)
In order to obtain the generalized space-time coordinates of the two-particle system, one
has to solve (4.58), using the local DCL1, for the functions ϕαµ (k). The main issue is that
these equations do not completely determine the explicit form of ϕαµ (k) and therefore, the
generalized space-time coordinates of the one-particle are not completely determined. To do
so, we need another requirement.
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One can observe that the local DCL1 (4.72)
(p⊕q)µ = pµ +(1+ ε p0/Λ) qµ , (4.77)
is a sum of pµ (independent of q) and a term proportional to qµ depending on p. Then
one can consider an ad hoc prescription in which the generalized space-time coordinates
y˜µ depends only on its phase-space coordinates (y, p), while z˜µ depends on the phase-space
coordinates of both particles (y, p,z,q), making
ϕ(2)α
(1)µ (q) = 0 , → ϕαµ (p) = liml→0
∂ (l⊕ p)µ
∂ lα
. (4.78)
This can be done since, as we have proven in Eq. (4.65), any associative composition law
(as is the case for DCL1) is compatible with locality with the choice ϕ(2)α
(1)µ (q) = 0. We can
obtain the generalized space-time coordinates for the one-particle system through the explicit
expression of the DCL1
x˜0 =xµ lim
l→0
∂ (l⊕ k)µ
∂ l0
= x0(1+ εk0/Λ)+ x jεk j/Λ ,
x˜i =xµ lim
l→0
∂ (l⊕ k)µ
∂ li
= xi , (4.79)
and then
{x˜i, x˜0} = {xi,x jεk j/Λ} = −(ε/Λ)xi = −(ε/Λ)x˜i . (4.80)
This is obvious from the fact that, as we saw in the previous sections, if the relation between
the functions ϕαµ (k) and the (associative) composition law is the one given in Eq. (4.78), the
resultant spacetime is κ-Minkowski.
One can proceed in the same way with the other composition law which allows to
implement locality
(p⊕q)µ = (1+ εq0/Λ) pµ +qµ , (4.81)
considering now that the generalized space-time coordinates z˜µ depend only on the phase-
space coordinates (z,q), while y˜µ depend on the phase-space coordinates of both particles
(y, p,z,q). This leads to
ϕ(1)α
(2)µ (p) = 0 , → ϕαµ (p) = liml→0
∂ (p⊕ l)µ
∂ lα
. (4.82)
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In this case we have
x˜0 =xµ lim
l→0
∂ (k⊕ l)µ
∂ l0
= x0(1+ εk0/Λ)+ x jεk j/Λ ,
x˜i =xµ lim
l→0
∂ (k⊕ l)µ
∂ li
= xi . (4.83)
We see that, by construction, we obtain the same expressions for the generalized space-time
coordinates of the one-particle system.
4.4.2 Local DCL1 as a relativistic kinematics
As we discussed previously, any kinematics has three ingredients: a DCL, a DDR and, in
order to have a relativity principle, a DLT in the two-particle system, making the former
constituents compatible. This can be done in the same way as we did in the previous section
for the second attempt to implement locality, obtaining for the one-particle system (see
Appendix C.5):
J i j0 (k) = 0 , J
i j
k (k) = δ
j
k ki−δ ik k j ,
J 0 j0 (k) = −k j(1+ εk0/Λ) , J 0 jk = δ jk
[−k0− εk20/2Λ]+(ε/Λ) [⃗k2/2− k jkk] ,
(4.84)
and for the two-particle system, we impose the condition J αβ
(1)µ(p,q) =J
αβ
µ (p) for the
first momentum, so the second momentum must transform as
J 0i(2)0(p,q) =(1+ ε p0/Λ)J
0i
0 (q) ,
J 0i(2) j(p,q) =(1+ ε p0/Λ)J
0i
j (q)+(ε/Λ)
(
p jqi−δ ij p⃗(1) · p⃗(2)
)
,
J i j
(2)0(p,q) =J
i j
0 (q) , J
i j
(2)k(p,q) = J
i j
k (q) , (4.85)
so that the composition is invariant under the DLT, i.e.
J αβµ (p⊕q) =
∂ (p⊕q)µ
∂ pν
J αβν (p)+
∂ (p⊕q)µ
∂qν
J αβ
(2)ν(p,q) . (4.86)
From the DLT of the one-particle system (4.84), we are able to determine the DDR from
{C(k),Jαβ} = ∂C(k)
∂kµ
J αβµ (k) = 0 , (4.87)
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obtaining
C(k) =
k20− k⃗2
(1+ εk0/Λ)
. (4.88)
In order to have a relativistic kinematics, we need to see that
Jαβ
(2) = y
µJ αβµ (p)+ z
µJ αβRµ (p,q) (4.89)
is a representation of the Lorentz algebra and that
∂C(q)
∂qµ
J αβRµ (p,q) = 0 (4.90)
holds. One can check that both statements are true from the expressions (4.84)-(4.87). So we
have shown that one can implement locality and a relativity principle from the composition
law (4.72) with y˜α depending on the phase-space coordinates (y, p) and z˜α depending on all
the phase-space coordinates. The relativity principle is obtained by making that the Lorentz
transformation of the first momentum does not depend on the second one, implying that
the Lorentz transformation of the second momentum depends on both momenta. This is a
particular (simple) example to implement locality and the relativity principle with the local
DCL1 (4.72).
4.4.3 Local DCL1 and κ-Poincaré kinematics
We can wonder about the possible momentum basis in the starting point of the section. This
can be analyzed by considering new momentum coordinates k′µ related nonlinearly to kν ,
obtaining a new dispersion relation C′ and a new deformed composition law ⊕′ given by
C(k) = C′(k′) , (p′⊕′ q′)µ = (p⊕q)′µ . (4.91)
Then we have
ϕ ′αµ (k
′) = lim
l′→0
∂ (l′⊕′ k′)µ
∂ l′α
= lim
l′→0
∂ (l⊕ k)′µ
∂ l′α
= lim
l→0
∂ lβ
∂ l′α
∂ (l⊕ k)′µ
∂ lβ
= lim
l→0
∂ (l⊕ k)′µ
∂ (l⊕ k)ν
∂ (l⊕ k)ν
∂ lα
=
∂k′µ
∂kν
ϕαν (k) ,
(4.92)
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where we have used that ∂ lβ/∂ l′α = δαβ when l → 0. Moreover, a nonlinear change of
momentum basis k → k′ defines a change on canonical phase-space coordinates
x′µ = xρ
∂kρ
∂k′µ
, (4.93)
and then
x′µϕ ′αµ (k
′) = xρ
∂kρ
∂k′µ
ϕ ′αµ (k
′) = xρ
∂kρ
∂k′µ
∂k′µ
∂kν
ϕαν (k) = x
νϕαν (k) , (4.94)
where we have used Eq. (4.92) in the second equality. This falls into the same result obtained
in the previous attempts: the non-commutative coordinates are invariant under canonical
transformations x˜′α = x˜α .
For the two-particle system, one has
ϕ ′(2)α
(1)µ (q
′) = ϕ ′αµ (q
′)− lim
l′→0
∂ (l′⊕′ q′)µ
∂ l′α
, (4.95)
and the same argument used in (4.92) leads to
lim
l′→0
∂ (l′⊕′ q′)µ
∂ l′α
=
∂q′µ
∂qν
lim
l→0
∂ (l⊕q)µ
∂ lα
, (4.96)
and then one finds
ϕ ′(2)α
(1)µ (q
′) =
∂q′µ
∂qν
ϕ(2)α
(1)ν (q) . (4.97)
The space-time coordinates of the two-particle system change as
y′µ = yν
∂ pν
∂ p′µ
, z′µ = zν
∂qν
∂q′µ
, (4.98)
and as in the one-particle system, we find that the generalized space-time coordinates of the
two-particle system are invariant under canonical transformations
y˜′α = y˜α , z˜′α = z˜α . (4.99)
This implies that all the obtained results for the local DCL1 (4.72) (crossing of worldlines, a
κ-Minkowski noncommutative spacetime, and a DRK) do not depend on the phase-space
coordinates (momentum basis) one uses.
If we consider the change of momentum basis kµ → k′µ
ki = k′i , (1+ εk0/Λ) = e
εk′0/Λ , (4.100)
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on the kinematics of the local DCL1, one finds the composition law
(p′⊕′ q′)0 = p′0+q′0, (p′⊕′ q′)i = p′i+ eε p
′
0/Λ q′0 , (4.101)
and the dispersion relation
k20− k⃗2
(1+ εk0/Λ)
= Λ2
(
eεk
′
0/Λ+ e−εk
′
0/Λ−2
)
− k⃗′2 e−εk′0/Λ , (4.102)
obtained in Ch. 3, which is κ-Poincaré in the bicrossproduct basis (when ε =−1). Then we
can conclude that the local DCL1 kinematics is the κ-Poincaré kinematics.
As we also found in the geometry section, there is a new kinematics corresponding to the
case ε = 1, which cannot allow us to identify Λ as a cutoff on the energy. This is a possibility
that should be considered and has been overlooked in DSR scenarios.
In the second attempt of Sec. 4.3, we found that κ-Poincaré kinematics is compatible
with locality. This new way to implement locality allow us to determine the general form
of a DCL1 compatible with locality, and κ-Minkowski as the generalized spacetime of the
relative coordinates of the two-particle system.
4.4.4 Associativity of the composition law of momenta, locality and rel-
ativistic kinematics
In Sec. 4.4.1 we saw that a DCL1 must be associative in order to be able to implement
locality and then, any kinematics related with it by a change of basis will be associative.
Also, at the beginning of Sec. 4.4, we have also proved that any associative DCL is locality
compatible. Then, this raises the question if associativity will be a necessary condition to
have local interactions.
Using the notation
Lαν (q)
.
= lim
l→0
∂ (l⊕q)ν
∂ lα
, Rαν (p)
.
= lim
l→0
∂ (p⊕ l)ν
∂ lα
, (4.103)
we can derive with respect to pρ both sides of Eq. (4.58), finding
∂ 2(p⊕q)µ
∂qν∂ pρ
Lαν (q) =
∂ 2(p⊕q)µ
∂ pν∂qρ
Rαν (p)+
∂ (p⊕q)µ
∂ pν
∂Rαν (p)
∂ pρ
. (4.104)
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Taking the limit p→ 0 one has
∂Lρµ(q)
∂qν
Lαν (q) =
Lαρµ (q)
Λ
+Lνµ(q)
cραν
Λ
, (4.105)
being
Lαρµ (q)
Λ
.
= lim
p→0
∂ 2(p⊕q)µ
∂ pα∂ pρ
(4.106)
the coefficient of the term proportional to pα pρ in (p⊕q)µ , and
cραν
Λ
.
= lim
p,q→0
∂ 2(p⊕q)ν
∂ pρ∂qα
, (4.107)
the coefficient of the term proportional to pρqα in (p⊕q)ν . Due to the symmetry under the
exchange α ↔ ρ of Lαρµ in Eq. (4.105), one finds
∂Lρµ(q)
∂qν
Lαν (q)−
∂Lαµ (q)
∂qν
Lρν (q) =
(cραν − cαρν )
Λ
Lνµ(q) . (4.108)
This implies that the generators
T µL
.
= zρ Lµρ (q) , (4.109)
form a Lie algebra
{T µL ,T νL } =
(cµνρ − cνµρ )
Λ
T ρL . (4.110)
Therefore, the infinitesimal transformation of the momentum q with parameter ε is given by
δqµ = εν{qµ ,T νL } = ενLνµ(q) = εν liml→0
∂ (l⊕q)µ
∂ lν
= (ε⊕q)µ −qµ . (4.111)
If the composition law is associative, this allows us to define the finite transformation
starting from the infinitesimal one generated by the T µL , as
qµ → q′µ = (a⊕q)µ , (4.112)
for a transformation with parameter a.
Proceeding in the same way, we can derive with respect to qρ instead of pρ the first
equality of Eq.(4.58), and taking the limit q→ 0 one obtains that
T µR
.
= yνRµν (p) (4.113)
82 Spacetime from local interactions
are the generators of a Lie algebra
{T µR ,T νR } = −
(cµνρ − cνµρ )
Λ
T ρR , (4.114)
which is the same Lie algebra we have found for TL up to a sign10. The infinitesimal
transformation of the momentum p with parameter ε is
δ pµ
.
= εν{pµ ,T νR } = ενRνµ(p) = εν liml→0
∂ (p⊕ l)µ
∂ lν
= (p⊕ ε)µ − pµ , (4.115)
and this leads to a finite transformation if the composition law is associative
pµ → p′µ = (p⊕a)µ . (4.116)
In Ch. 3 we saw that κ-Poincaré kinematics is the only DRK obtained from geometry
whose generators of translations form a Lie algebra. This is why the local DCL1 is compatible
with locality, since we proved that it is the κ-Poincaré kinematics in a different basis.
Any other relativistic kinematics obtained from the geometrical procedure (Snyder and
hybrid models) lead to T µL,R generators which do not close a Lie algebra, and then do not lead
to locality of interactions. So in this scheme, locality selects κ-Poincaré kinematics as the
exclusive relativistic isotropic kinematics going beyond SR framework and compatible with
locality.
In this chapter we have seen a new ingredient, a noncommutative spacetime, that arises
from a DRK in a natural way when locality is imposed. This is of vital importance since, as
we saw in Sec. 1.1, a noncommutativity in space-time coordinates is a main ingredient of a
QGT, giving place to a possible minimal length.
From the implementation of locality, we can solve the apparent paradox we saw in
Sec. 1.2.3, where we showed that there is a spacetime fuzziness for classical particles. If one
observer O sees two different particles of masses m1 and m2 moving with the same speed
and following the same trajectory, another observer O′ boosted with respect to O would see
that these particles are also following the same trajectory in the physical coordinates, but not
in the canonical variables. This is telling us that maybe the physical coordinates are the good
arena for considering physical processes and interactions.
Now that we understand better how a DCL affects the spacetime for all particles involved
in an interaction, we can try to study some phenomenological aspects that can be observed
in order to test the theory. In Sec. 1.2.5, we saw that time delay of flight of particles is
10This is what we mentioned in Ch. 3: if the generators of left-translations form a Lie algebra, the generators
of right-translations form the same algebra but with a different sign (see Ch.6 of Ref. [104]).
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in principle the only experimental observation in the DSR framework for low energies in
comparison with the Planck scale. This will be the subject of the next chapter, in which the
use of these privileged coordinates will be indispensable.

Chapter 5
Time delay for photons in the DSR
framework
Truth is confirmed by inspection and
delay; falsehood by haste and
uncertainty.
Publius Tacitus
In this chapter we will study the time delay for photons in the DSR context. This is a
very important phenomenological study since, as we saw in Sec. 1.2, the only window to test
DSR theories with a high energy scale of the order of the Planck energy is precisely the time
delay of astroparticles.
There are some studies of time delays in the DSR framework in the literature [81,
113, 114]. In the first two works the study is carried out with the noncommutativity of
κ-Minkowski while in the third one, the Snyder spacetime is considered. In the former cases
a time delay for photons is found, which differs from the result obtained in the latter, where
there is an absence of such effect. Apparently, depending on the noncommutativity of the
spacetime in which photons propagate, the results vary.
Along this chapter, we will consider three different models. In the first one, the results
depend on the basis of κ-Poincaré one works with, making that the final result of the existence
or not of a time delay is basis dependent [78]. Also we will study a generic space-time
noncommutativity and see the necessary conditions in order to show a lack of time delay.
But one could think that something is wrong in the previous analysis since the results
depend on the basis we are choosing. This means that the physics in the DSR framework
would depend on the choice of coordinates on momentum space, making the results coordi-
nate dependent. This leads us to study another formulation of time delays in such a way that
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the observables are defined in the physical coordinates of Ch. 4, and we will see that in this
framework, the result of absence of time delay is basis independent in both noncommutative
spacetimes, κ-Minkowski and Snyder [79].
Finally, we will consider another model where the time delay is studied in the framework
of interactions, considering the emission and detection of a photon, not only its free propaga-
tion [80]. In this context, we will see that one should consider not only the particles involved
in the emission and detection processes, but any other related to them, making in principle
this model untreatable. This is why a cluster decomposition principle will be suggested as a
way to avoid these inconsistencies.
5.1 First approach: relative locality framework
In this section we will study the first model we have mentioned above, previously considered
in the literature [81, 113]. We will see that the absence or not of a time delay of flight
for photons will depend on the realization of the noncommutative spacetime (choice of
momentum basis) and also, on the considered noncommutativity [78].
5.1.1 Determination of time delays
Let us consider two photons emitted simultaneously from a source at a distance L from our
laboratory, and let us suppose a DDR for the high energy photon, as we can neglect this
modification for the low energy one. We can consider that the DDR is such that the speed of
the high energy photon is lower than 1, so a detector in our laboratory would measure a time
delay T˜ between them.
But this is not the only contribution to the time delay: there is another correction due
to the fact that photons see different (momentum dependent) spacetimes characterized with
the function ϕµν (k), as we saw in the previous chapter. In a noncommutative spacetime
translations (given by the DCL) act non trivially, as they depend on the momentum of the
particle. This is the main difference between the model in DSR and the corresponding
one of LIV. In LIV, the only contribution to time delay is the DDR, but in DSR, as the
relativity principle has to be maintained, one needs to include the effect of non-trivial
(momentum dependent) translations, whose effect in the one-particle system is depicted by a
noncommutative spacetime.
Due to the effect of translations (we saw in Sec. 4.1 that it leads to non-local effects),
we should correct the affirmation at the beginning of the section. When we have said that
two photons are emitted simultaneously, we would have to say that they are so only for an
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observer at the source and then not for us, placed at the laboratory. Hence, in order to study
the time delay we need to consider two observers: A, which is placed at the source and see the
two photons emitted at the same time and at the same point, and B, which is at the detection
point.
For simplicity, and without any loss of generality, we can treat the problem in 1+ 1
dimensions, so we will write for the photon its energy E and its momentum k≡ |⃗k|. Note that
we will use the same notation (k) for the four-momentum in 3+1 and for the momentum in
1+1. Since we have neglected the modification in the dispersion relation for the low energy
photon, we can also consider that it propagates in a commutative spacetime (neglecting the
contribution due to the ϕµν (k)), so the low energy photon will behave as in SR, traveling at
speed 1.
We can compute the translations relating the noncommutative coordinates of observers A
and B directly from the usual translations of the commutative ones, xB = xA−L, tB = tA−L:
t˜B = ϕ00 t
B+ϕ01 x
B = t˜A−L(ϕ00 +ϕ01 ) , (5.1)
x˜B = ϕ10 t
B+ϕ11 x
B = x˜A−L(ϕ10 +ϕ11 ) . (5.2)
The worldline of the high energy particle for observer A is
x˜A = v˜ t˜A , (5.3)
since x˜A = 0, t˜A = 0, are the initial conditions of the worldline, and v˜ is obtained through
v˜ =
{C, x˜}
{C, t˜} =
ϕ10 (∂C/∂E)−ϕ11 (∂C/∂k)
ϕ00 (∂C/∂E)−ϕ01 (∂C/∂k)
, (5.4)
where the minus signs appear due to the fact that k1 =−k1 =−k, and so ∂C/∂k1 =−∂C/∂k.
We can now compute the observer B worldline by applying Eqs. (5.1)-(5.2) to Eq. (5.3):
x˜B = x˜A−L(ϕ10 +ϕ11 ) = v˜ [t˜B+L(ϕ00 +ϕ01 )]−L(ϕ10 +ϕ11 ) . (5.5)
The worldline for observer B ends at x˜B = 0.1 The time delay T˜ ≡ t˜B(x˜B = 0) can be obtained
from Eq. (5.5), giving
T˜ = v˜−1 L(ϕ10 +ϕ
1
1 )−L(ϕ00 +ϕ01 )
=L
[
(ϕ10 +ϕ
1
1 )
ϕ00 (∂C/∂E)−ϕ01 (∂C/∂k)
ϕ10 (∂C/∂E)−ϕ11 (∂C/∂k)
− (ϕ00 +ϕ01 )
]
,
(5.6)
1We assume that the detector is at rest, being the spatial location coincident for the detection of both photons.
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since the low energy photon arrives at t˜B = 0. This equation is valid not only for photons but
for every relativistic particle. Also, one can check that one obtains the same results of SR for
both cases just taking the limit Λ→ ∞.
5.1.2 Momenta as generators of translations in spacetime
We can write the following Poisson brackets with the functions ϕµν
{E, t˜} = ϕ00 , {E, x˜}= ϕ10 , {k, t˜} = −ϕ01 , {k, x˜}=−ϕ11 , (5.7)
where again the minus signs appear since k1 =−k1 =−k.
Then, we can express Eqs. (5.1)-(5.2) in the following way
t˜B = t˜A−L{E, t˜}+L{k, t˜} , (5.8)
x˜B = x˜A−L{E, x˜}+L{k, x˜} . (5.9)
These transformations are the translations generated by the momentum in the noncommutative
spacetime, even if the (x˜,k) phase space is non-canonical. This is the procedure used
in [81, 113, 114].
Now we can write the time delay formula of Eq. (5.6) in terms of Poisson brackets
T˜ = (L{E, x˜}−L{k, x˜}) ·
(
(∂C/∂E){E, t˜}+(∂C/∂k){k, t˜}
(∂C/∂E){E, x˜}+(∂C/∂k){k, x˜}
)
−L{E, t˜}+L{k, t˜} .
(5.10)
For the simple case of a commutative spacetime, as we have {E, t} = 1, {E,x} = 0,
{k, t}= 0, {k,x}=−1, Eq. (5.10) gives
T =−L
(
1+
∂C/∂E
∂C/∂k
)
. (5.11)
When the dispersion relation is C(k) = E2− k2, one obtains the result of SR, T =−L(1−
E/p), which is zero for photons.
In order to obtain the first order approximation of Eq. (5.10), keeping the leading terms,
one can write the Poisson brackets as their usual value plus an infinitesimal deformation
of order ε , {E, t˜} = 1+ ({E, t˜} − 1) = 1+O(ε), {k, x˜} = 1+ ({k, x˜} − 1) = 1+O(ε),
{E, x˜}= O(ε), {k, t˜}=O(ε), and also (∂C/∂E)/(∂C/∂k) =−E/k+O(ε), giving
T˜
L
≈−
(
1− E
k
)
−
(
∂C/∂E
∂C/∂k
+
E
k
)
−
(
1− E
k
)
({E, t˜}−1)+
(
1− E
k
)
E
k
{E, x˜} . (5.12)
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The first term is the usual time delay in SR, the second one takes into account the effect due
to the DDR, and the last two contributions reflect the deformed Heisenberg algebra involving
E. There are no contributions of the Poisson brackets involving k because they cancel out in
the computation.
In the next two subsections, we will use this formula for different bases of κ-Minkowski
and Snyder spacetimes.
5.1.3 Photon time delay in κ-Minkowski spacetime
As we saw in Sec. 1.1, κ-Minkowski spacetime is defined by
[x˜0, x˜i] = − i
Λ
x˜i , [x˜i, x˜ j] = 0 , (5.13)
and the non-vanishing Poisson bracket in (1+1)-dimensional spacetime is
{t˜, x˜} = − 1
Λ
x˜ . (5.14)
Now we are going to calculate the time delay for three different (well known) choices of
momentum coordinates: the bicrossproduct, the classical and the Magueijo-Smolin basis.
Bicrossproduct basis
The DDR in this basis at leading order in Λ−1 is
C(k) = k20− k⃗2−
1
Λ
k0⃗k2 ≡ m2 , (5.15)
and the Heisenberg algebra in 1+1 dimensions is given by (1.26)
{E, t˜} = 1 , {E, x˜} = 0 , {k, t˜} = − k
Λ
, {k, x˜} = −1 . (5.16)
Using Eq. (5.15) one finds
∂C/∂E
∂C/∂k
+
E
k
=
1
Λ
(
E2
k
+
k
2
)
, (5.17)
and then Eq. (5.12) gives
T˜ [bicross]
L
= −
(
1− E
k
)
− 1
Λ
(
E2
k
+
k
2
)
. (5.18)
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In the case of photons, Eq. (5.15) leads to E = k (1+ k/2Λ) at first order, so one obtains a
time delay Lk/Λ for the high energy photon with respect the low energy one. This result
was previously obtained in Refs. [81, 113], making them to conclude that there is an energy
dependent time delay for photons in κ-Minkowski spacetime.
But we are going to see that this result depends on the choice of basis one is working
with.
Classical basis
Another choice of basis in κ-Poincaré is the classical basis (studied in Ch. 2), with the same
dispersion relation of SR
C(k) = k20− k⃗2 , (5.19)
and the Poisson brackets in 1+1 dimensions are at leading order [111]
{E, t˜} = 1 , {E, x˜} = − k
Λ
, {k, t˜} = 0 , {k, x˜} = −
(
1+
E
Λ
)
. (5.20)
Eq. (5.12) gives in this case
T˜ [class]
L
= −
(
1− E
k
)(
1+
E
Λ
)
. (5.21)
Then, for massless particles (E = k), there is an absence of time delay in this basis, despite
the noncommutativity of the spacetime.
Magueijo-Smolin basis
Another basis described in Ref. [111] is the Magueijo-Smolin basis. The DDR at first order
in this basis is
C(k) = k20− k⃗2+
1
Λ
k30−
1
Λ
k0⃗k2 , (5.22)
and the Heisenberg algebra in 1+1 dimensions at leading order is
{E, t˜} =
(
1− 2E
Λ
)
, {E, x˜} = − k
Λ
, {k, t˜} = − k
Λ
, {k, x˜} = −1 . (5.23)
From Eq. (5.22) one can see
∂C/∂E
∂C/∂k
+
E
k
=
(
1− E
k
)
E + k
2Λ
, (5.24)
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and then
T˜ [M-S]
L
= −
(
1− E
k
)
−
(
1− E
k
)
E + k
2Λ
+
(
1− E
k
)
2E
Λ
−
(
1− E
k
)
E
Λ
= −
(
1− E
k
)[
1− E− k
2Λ
]
.
(5.25)
We find that, as in the previous basis, there is not a time delay for massless particles (E = k).
5.1.4 Photon time delay in Snyder spacetime
In Sec. 1.1 we showed that the noncommutative Snyder spacetime is
[x˜µ , x˜ν ] =
i
Λ2
Jµν , (5.26)
with Jµν the generators of the Lorentz algebra.
Also in this case, there are different basis (or realizations) of the same algebra in phase
space. Here, we will discuss the time delay effect in the representation of Snyder and
Maggiore.
Snyder representation
In the original representation proposed by Snyder, the Heisenberg algebra in 1+1 dimensions
is
{E, t˜} =
(
1+
E2
Λ2
)
, {E, x˜} = Ek
Λ2
, {k, t˜} = Ek
Λ2
, {k, x˜} = −
(
1− k
2
Λ2
)
,
(5.27)
and as the Casimir is (E2− k2), one finds
∂C/∂E
∂C/∂k
+
E
k
= 0, (5.28)
Then Eq. (5.12) gives
T˜ [Snyder]
L
= −
(
1− E
k
)
−
(
1− E
k
)
E2
Λ2
+
(
1− E
k
)
E
k
Ek
Λ2
= −
(
1− E
k
)
, (5.29)
so for the case of photons there is no time delay.
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Maggiore representation
The Heisenberg algebra in the Maggiore representation [115] at leading order is
{E, t˜} = 1+ E
2− k2
2Λ2
, {E, x˜} = 0 , {k, t˜} = 0 , {k, x˜} = −1− E
2− k2
2Λ2
.
(5.30)
Also in this representation the Casimir is (E2− k2), so again
∂C/∂E
∂C/∂k
+
E
k
= 0, (5.31)
and then from Eq. (5.12) one obtains
T˜ [Maggiore]
L
= −
(
1− E
k
)
−
(
1− E
k
)
E2− k2
2Λ2
= −
(
1− E
k
)[
1+
E2− k2
2Λ2
]
, (5.32)
so for the Maggiore representation there is not either a time delay for photons.
The result of absence of time delay for photons was claimed in a previous paper [114]
through a different procedure. These results are particular cases of our general expression of
Eq. (5.10).
5.1.5 Interpretation of the results for time delays
One can see that in all cases considered before the time delay is proportional to
L [(1+(∂C/∂E)/(∂C/∂k)] , (5.33)
i.e. to (L/v−L), where v is the velocity of propagation of the high energy particle in the
commutative spacetime,
v = − ∂C/∂k
∂C/∂E
. (5.34)
This result can be read from Eq. (5.6):
T˜ = L
[
(ϕ10 +ϕ
1
1 )
ϕ00 +ϕ
0
1 v
ϕ10 +ϕ
1
1 v
− (ϕ00 +ϕ01 )
]
=
L(ϕ00ϕ
1
1 −ϕ10ϕ01 )
ϕ10 +ϕ
1
1 v
(1− v)
=
ϕ00ϕ
1
1 −ϕ10ϕ01
ϕ11 +ϕ
1
0/v
L
(
1
v
−1
)
.
(5.35)
Then, the leading contribution to the time delay is due only to the first terms in the power
expansion of the DDR. This is in agreement with what we have found in the previous
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subsection: the only basis considered here where a time delay is present is the bicrossproduct
realization of κ-Poincaré, which is the only one with an energy dependent velocity for
photons.
5.2 Second approach: locality of interactions
We have seen in the previous section that the result of the existence or absence of a time delay
is basis dependent, and also depends on the noncommutativity of the considered spacetime.
The first dependence is really problematic since one would expect that the same results would
be obtained independently of the choice of momentum coordinates. This leads us to consider
another model of propagation of particles.
5.2.1 Presentation of the model
The main ingredient of this model is to consider that all observables are defined in the local
(physical) coordinates of Ch. 4. It means that instead of defining the translations as in the
previous section,
ξ µB = ξ
µ
A +a
µ , (5.36)
if we consider the new noncommutative coordinates defined by
ζ µ = ξ νϕµν (P/Λ), (5.37)
where P is the total momentum of the interaction2, we define the translation in these
coordinates: the two observers A and B are connected by a translation with parameter b
ζ µB = ζ
µ
A +b
µ , (5.38)
where
aνϕµν (P/Λ) = bµ . (5.39)
It is obvious that the results obtained with this relation between observers will be different
that those obtained in the previous section.
2In principle, one should consider all the momenta that intervene in the processes of emission and detection.
Nonetheless, we can make a simplification considering that the ϕ function depends only on the momentum of
the detected particle. This will be treated in more detail in the next section, in which a cluster decomposition
principle will be considered.
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5.2.2 Computation of the time delay expression
In this subsection, we will compute the time delay defined by Eq. (5.38). We consider again
that both observers are separated by a distance L, but in contrast with the previous model,
L is the distance in the noncommutative space. We have then (we are still working in 1+1
dimensions)
ζ 1B = ζ
1
A−L . (5.40)
We can now compute the time delay. The detection of the photon for observer B is at
x˜1d = 0 and the emission at x˜
1
e =−L, which is at the origin of spatial coordinates for observer
A, according to Eq. (5.40). In fact, we see that since interactions are local, we do not need to
consider two different observers.
Then, the difference in time coordinates from the detection to the emission is
x˜0d = x˜
0
e +
L
v˜
, (5.41)
where v˜ is the velocity of the photon in the noncommutative spacetime given by Eq. (5.4).
So the time delay T˜ is given by
T˜ .= x˜0d− x˜0e −L = L
(
1
v˜
−1
)
. (5.42)
One can check that the velocity defined in the noncommutative spacetime is independent
of the choice of basis:
{C(k), x˜µ} = ∂C(k)
∂kν
ϕµν (k) =
∂C′(k′)
∂k′σ
∂k′σ
∂kν
ϕµν (k) =
∂C′(k′)
∂k′σ
ϕ ′µσ (k′) = {C′(k′), x˜′µ}′ ,
(5.43)
where we have used the relation between x and x′ given by the canonical transformation
kµ = fµ(k′) , xµ = x′νg
µ
ν (k
′) , (5.44)
for any set of momentum dependent functions fµ , with
gµρ (k
′)
∂ fν(k′)
∂k′ρ
= δ µν , (5.45)
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the transformation rule of ϕ (see Appendix C)
ϕ ′µρ (k′)
.
= gνρ(k
′)ϕµν ( f (k′)) =
∂k′ρ
∂kν
ϕµν (k) , (5.46)
the fact that C(k) =C′(k′), and we have denoted by
{A , B}′ = ∂A
∂k′ρ
∂B
∂x′ρ
− ∂A
∂x′ρ
∂B
∂k′ρ
(5.47)
the Poisson brackets in the new canonical coordinates. This reveals that in the physical
coordinates, the velocity is the same independently of the canonical coordinates we use.
Since the time delay is only a function of L and v˜, this means that whether there is a time
delay or not will be independent on the basis in which one makes the computation.
In particular, one can obtain v˜ in the bicrossproduct basis with Eq. (5.4), finding that
v˜ = 1,3 and then, there is no time delay in κ-Poincaré. This differs from the results of the
previous section where the time delay was basis dependent, which support the use of this
model against the other one since physics should not depend on the variables one works with.
Also, one can compute v˜ for the Snyder noncommutativity, obtaining the same result, v˜ =
1. The fact that we obtain the same results for these two different cases of noncommutativity
can be easily understood since in both models the functions ϕµν (k), viewed as a tetrad in a de
Sitter momentum space as in Ch. 3, are representing the same curved momentum space. This
then leads to the result that there is no observable effect on the propagation of free particles
in a flat spacetime due to a de Sitter momentum space.
5.3 Third approach: multi-interaction process
In the previous sections, we have considered that particles propagate in the physical spacetime
and that there is a simple way to relate observers, Eqs. (5.1)-(5.2) in Sec. 5.1 and Eq. (5.40)
in Sec. 5.2. This is tricky somehow: the physical coordinates were introduced in order
to have local interactions for all observers, but in the previous models we have studied
only the propagation, not the interactions leading to the emission and detection processes
of the photon. This approximation can be done if one considers a cluster decomposition
principle [80], eliminating the dependence on all other momenta involved in the emission
and detection of the particle.
3We will understand why this happens from a geometrical point of view in Ch. 7.
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Moreover, in the model considered in Sec. 5.2, the translation Eq. (5.40) is not a symmetry
of the action
S =
∫
dτ
[
x˙µkµ −N(τ)C(k)
]
=
∫
dτ
[−x˜αϕµα (k)k˙µ −N(τ)C(k)] . (5.48)
The translations can be identified with xµ → xµ +aµ , which leave the action invariant, as it
is considered in Sec. 5.1 (previously studied in Refs. [81, 113]). This differs from our second
consideration were we used x˜µ → x˜µ +aµ as a translation between observers. This is not a
symmetry of the action, but is a transformation that leaves invariant the set of equations of
motion, and then, the set of solutions.
Another way to study the propagation of particles is to consider a multi-interaction
process: one interaction defines the emission of a particle and another one the detection. This
is the subject of this section.
5.3.1 Two interactions
A model with multi-interactions was proposed in Ref. [84] as a way to study a possible
time delay. A first interaction was considered, the emission of a high energy photon, then
its propagation, and finally another interaction defining the detection. It was considered a
simplified model where one pion decays into two photons, and one of them (the high energy
one) interacts with a particle in the detector producing two particles.
Here, we will consider the model we proposed in Ref. [80], a process with two two-
particle interactions with three particles in the ingoing state with phase coordinates (x−(i), p−(i))
and another three particles in the outgoing state with phase-space coordinates (x+( j), p+( j)).
The two particles participating in the first interaction are labeled with i = 1,2, and the other
two particles involved in the second interaction with j = 2,3. There is another particle pro-
duced in the first interaction with phase-space coordinates (y,q), participating in the second
interaction, which will play the role of the detected photon. The action of Eq. (4.1) we used
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in Sec. 4.1 in order to see how a DRK modifies the nature of spacetime is particularized to
S =
∫ τ1
−∞
dτ ∑
i=1,2
[
xµ−(i)(τ)p˙
−(i)
µ (τ)+N−(i)(τ)
[
C(p−(i)(τ))−m2−(i)
]]
+
∫ τ2
−∞
[
xµ−(3)(τ)p˙
−(3)
µ (τ)+N−(3)(τ)
[
C(p−(3)(τ))−m2−(3)
]]
+
∫ τ2
τ1
dτ
[
yµ(τ)q˙µ(τ)+N(τ)
[
C(q(τ))−m2]]
+
∫ ∞
τ1
[
xµ
+(1)(τ)p˙
+(1)
µ (τ)+N+(1)(τ)
[
C(p+(1)(τ))−m2+(1)
]]
+
∫ ∞
τ2
dτ ∑
j=2,3
[
xµ
+( j)(τ)p˙
+( j)
µ (τ)+N+( j)(τ)
[
C(p+( j)(τ))−m2+( j)
]]
+ξ µ
[(
p+(1)⊕q⊕ p−(3)
)
µ
−
(
p−(1)⊕ p−(2)⊕ p−(3)
)
µ
]
(τ1)
+χµ
[(
p+(1)⊕ p+(2)⊕ p+(3)
)
µ
−
(
p+(1)⊕q⊕ p−(3)
)
µ
]
(τ2), (5.49)
where we denote by (k⊕ p⊕ q) the total four-momentum of a three-particle system with
four-momenta (k, p,q).
The extrema of the action satisfy the set of equations
p˙−(i) = p˙+( j) = q˙ = 0,
x˙µ−(i)
N−(i)
=
∂C(p−(i))
∂ p−(i)µ
,
x˙µ
+( j)
N+( j)
=
∂C(p+( j))
∂ p+( j)µ
,
y˙µ
N
=
∂C(q)
∂qµ
.
(5.50)
The DRK is given by
C(p−(i)) = m2−(i), C(p
+( j)) = m2+( j), C(q
2) = m2,
p−(1)⊕ p−(2)⊕ p−(3) = p+(1)⊕q⊕ p−(3) = p+(1)⊕ p+(2)⊕ p+(3), (5.51)
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and we also have
xµ−(i)(τ1) = ξ
ν ∂ (p−(1)⊕ p−(2)⊕ p−(3))ν
∂ p−(i)µ
, (i = 1,2) ,
xµ−(3)(τ2) = χ
ν ∂ (p+(1)⊕q⊕ p−(3))ν
∂ p−(3)µ
, xµ
+(1)(τ1) = ξ
ν ∂ (p+(1)⊕q⊕ p−(3))ν
∂ p+(1)µ
,
xµ
+( j)(τ2) = χ
ν ∂ (p+(1)⊕ p+(2)⊕ p+(3))ν
∂ p+( j)µ
, ( j = 2,3),
yµ(τ1) = ξ ν
∂ (p+(1)⊕q⊕ p−(3))ν
∂qµ
, yµ(τ2) = χν
∂ (p+(1)⊕q⊕ p−(3))ν
∂qµ
. (5.52)
With these equations we can determine the four-momentum q and impose some restrictions
between the other momenta. We also have relations between the four-velocities of the
particles and their momenta.
There is a new ingredient due to the presence of two interactions: on the one hand, from
the equation for the four-velocity of the photon, one finds
yµ(τ2)− yµ(τ1) = ∂C(q)∂qµ
∫ τ2
τ1
dτN(τ), (5.53)
and, from the conservation laws of the emission and detection interactions for the photon,
one has
yµ(τ2)− yµ(τ1) = (χν −ξ ν) ∂ (p
+(1)⊕q⊕ p−(3))ν
∂qµ
. (5.54)
We find, combining both expressions,
(χν −ξ ν) ∂ (p
+(1)⊕q⊕ p−(3))ν
∂qµ
=
∂C(q)
∂qµ
∫ τ2
τ1
dτN(τ). (5.55)
Therefore, the difference of coordinates of the two interaction vertices is fixed and then,
we only have a set of solutions depending on four arbitrary constants (ξ µ ) as in the single-
interaction process case, which reflects the invariance under translations.
There is one observer placed at the emission of the photon (for which ξ µ = 0) that sees
this process as local, but not the detection, and another observer at the detection (for which
χµ = 0) , which is related to the other observer by a translation, seeing the detection as local
but not the emission. For any other observer both interactions are not local.
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5.3.2 Comparison with the previous models
This proposal has in common with the first model that the velocity of the photon vi = y˙i/y˙0 =
(∂C(q)/∂qi)/(∂C(q)/∂q0) has the same momentum dependence, which is determined by
the DDR. But in order to determine the time of flight, one has to take into account that the
emission and detection points of the photon (yµ(τ1) and yµ(τ2) respectively) and then the
trajectory, depend on all momenta involved in both interactions. So the spectral and timing
distribution of photons coming from a short GRB would differ from what one expects in SR,
but in a very complicated and unpredictable way since we do not have access to all the details
of the detection and emission interactions. Moreover, we have an inconsistency since, if we
consider the emission and propagation of the photon, we should consider also the processes
where all the particles involved were produced and so on, so one should know the conditions
of every particle in the universe.
If a cluster decomposition principle holds in the DSR framework, one can take the second
model as valid since the emission takes place very far from the detection. This is on the other
hand the most natural way, since we have seen that in this approach the same velocity holds
for all photons, independently on their energy, when one uses the physical coordinates in
which the interactions are local.
We conclude that there are different perspectives of the time delay problem which
deserves further investigation.
As we have seen, there are different models in the DSR framework which do not produce
a time delay for photons, so the restrictions on the high energy scale that parametrizes DSR
based on such experiments are inconclusive. Since this kind of observations are the only
possible measurable effects for energies smaller than the high energy scale, this opens up the
possibility that this scale is orders of magnitude lower than expected and then, observable
consequences in high energy particle accelerators could be observed. In the next chapter we
will consider such possibility, imposing constraints on the scale from the data obtained in
them.

Chapter 6
Twin Peaks: beyond SR production of
resonances
Harry, I’m going to let you in on a little
secret. Every day, once a day, give
yourself a present. Don’t plan it, don’t
wait for it, just let it happen.
Dale Cooper, Twin Peaks
We have seen in the last chapter that there is no time delay of photons with different
energies in many models inside the DSR context. Since this is the only phenomenological
window to quantum gravity effects due to a deformed relativistic kinematics, the strong
constraints based on this kind of experiments may loose they validity, and then, one can
consider that the high energy scale that parametrizes a deviation of SR could be orders of
magnitude smaller than expected, i.e. the Planck energy. In this chapter, we consider the
possibility of a very low energy (with respect to the Planck energy) scale that characterizes
modifications to SR in the framework of DSR, and that this modification could be observed in
accelerator physics depending on the value of the scale [87]. This has been done previously in
the canonical noncommutativity we mentioned in the introduction for linear accelerators [116–
118] and for hadron colliders [119–121], obtaining in the latter works a lower bound for
the high energy scale of the order of TeV (for a review of canonical noncommutative
phenomenology see [122]).
In this chapter, we will study the simple process of scattering of two particles, taking
Z production at the Large Electron-Positron collider (LEP). We will obtain a remarkable
effect: two correlated peaks, that we have baptized as twin peaks, are associated with a single
resonance. We study this possible phenomenology using recent experimental data in order
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to constrain the scale parametrizing the deviation, obtaining a bound of the order of the
TeV. Therefore, this effect might be observable in the next very high energy (VHE) proton
collider. Also, we will present a more detailed analysis computing the total cross section of
the process fi f i → X → f j f j with some prescriptions to include the effects of a particular
DCL.
6.1 Twin Peaks
In this section, we start by considering that deviations from SR are characterized by an energy
scale Λ much smaller than the Planck energy, Λ≪ MP. Then, we will try to look for its
possible signals in the production of a resonance at a particle accelerator. In fact, we will see
a new effect if the mass of the resonance is of the order of this scale.
We will start by modifying the standard expression of the Breit–Wigner distribution
f (q2) =
K
(q2−M2X)2+M2XΓ2X
, (6.1)
where q2 is the four-momentum squared of the resonance X , MX and ΓX are respectively its
mass and decay width, and K is a kinematic factor that can be considered constant in the
region q2 ∼M2X (i.e. K is a smooth function of q2 near M2X ).
For a resonance produced by the scattering of two particles, and which decays into two
particles, q2 is the squared invariant mass of the two particles producing the resonance or of
the two particles into which it decays. In SR, for two particles with four-momenta p and p,
the squared invariant mass is
m2 = (p+ p)µ(p+ p)µ = (p+ p)20−∑
i
(p+ p)2i
= E2+E2+2EE−∑
i
p2i −∑
i
p2i −2ppcosθ ≈ 2EE(1− cosθ) ,
(6.2)
where θ is the angle between the directions of the particles and in the last expression we
have used that in the ultra-relativistic limit (E ∼ p).
As we have seen in the previous chapters, the main ingredients of a DRK in DSR theories
is a DDR and a DCL. In order to study the modification of the production of a resonance, we
are going to maintain the usual form of the Breit–Wigner distribution of Eq. (6.1) but we will
modify the squared invariant mass of the process Eq. (6.2) using a DCL. This corresponds
to the case in which the dispersion relation is the one of SR. We have seen that in the Hopf
algebra frameworks, one can work in the classical basis of κ Poincaré [63], in which the
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dispersion relation is the usual one. Along this chapter, we will use a simpler case (although
it is not included in the Hopf algebras scheme) which satisfies our requirement about the
dispersion relation and where the DCL is covariant, corresponding to the composition law
for the Snyder algebra [91]. The simplest example is
µ2 := (p⊕ p)2 = m2
(
1+ ε
m2
Λ2
)
, (6.3)
where µ2 is the new invariant mass squared of the two-particle system, in which a new
additional term to the one in SR appears, εm2/Λ2, where the parameter ε = ±1 represents
the two possible signs of the correction1.
The modification of the expression of the Breit–Wigner distribution of Eq. (6.1) leads to
consider fBSR = f (q2 = µ2) instead of fSR = f (q2 =m2) in the production of the resonance 2.
As we do not have a dynamical theory with a DRK, the modification of the Breit–Wigner
distribution as a function of m2 is an ansatz, although in Sec. 6.3 we will see through a set of
prescriptions a way to compute it. Then, we have
fBSR(m2) =
K[
µ2(m2)−M2X
]2
+M2XΓ2X
. (6.4)
In Appendix D.1, we show what are the conditions for a resonance to take place. From
them, one can see that the choice ε = −1 leads to a double peak with masses
m∗±
2 =
Λ2
2
[
1±
(
1−4M
2
X
Λ2
)1/2]
, (6.5)
and widths
Γ∗±
2 =
M2XΓ2X
m∗±
2 (1−4M2X/Λ2) . (6.6)
From the previous equation, we can find the following relationship between the widths of
the two peaks,
Γ∗+
2
Γ∗−
2 =
m∗−
2
m∗+
2 , (6.7)
1This is related with the curvature sign of the maximally symmetric momentum space, i.e. if de Sitter or
anti-de Sitter is considered, as we saw in Ch. 3.
2This simple modification of the Breit–Wigner distribution is due to the fact that we are considering a
modification of SR in which the dispersion relation (and then the propagator) is not modified. Then the only
modification appears in the invariant mass and not in the explicit form of the distribution.
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which will produce a vital distinction between a possible double peak (twin peaks) in a BSR
scenario and the production of two non-related resonances.
In the next section, we will study the Z-boson production with the previous prescription,
which leads us to a lower bound on the high energy scale Λ, and to consider the possibility to
have observable effects in a future VHE hadron collider.
6.2 Searches for BSR resonances in colliders
6.2.1 Bounds on Λ using LEP data
The precision obtained in the measurement of the mass and decay width at the LEP col-
lider [123], makes the Z boson a perfect candidate for our study:
MexpZ = 91,1876±0.0021GeV , ΓexpZ = 2.4952±0.0023GeV , (6.8)
where the superscript “exp” in the previous expressions remarks the fact that the mass and the
decay width are obtained (experimentally) by fitting the standard Breit–Wigner distribution.
The values in the case of a BSR scenario would be different from the true MZ and ΓZ .
Then, M2Z is the value of µ2, and (M
exp
Z )
2 is the value of m2 at the peak of the distribution.
According to Eq. (6.3) one has
M2Z = (M
exp
Z )
2
(
1+ ε
(MexpZ )
2
Λ2
)
. (6.9)
If one assumes a maximum modification δMZ = MZ−MexpZ of the Z mass determination
from LEP compatible with other observations, one can put a limit to the scale Λ
Λ ≥ Λ0 = MexpZ
(
MexpZ
2δMZ
)1/2
= 3,55
(
30MeV
δMZ
)1/2
TeV . (6.10)
For the determination of the bound on Λ, we have compared LEP data with the energy
dependence of the first of the peaks of the modified Breit–Wigner distribution cross section.
Due to the small contribution of the tail of the second peak, we have not taken into account
its effect.
We can see that an energy scale of the order of a few TeV could be compatible with LEP
data bounds, which is of the order of magnitude found for the scale in the case of a canonical
noncommutativity [119–121]. As this energy can be reached in a future VHE hadron collider,
in the following subsection we will study how to implement this modification for such a case.
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6.2.2 Searches for BSR resonances in a VHE hadron collider
There is no evidence of a modification of SR due to the corrections considered in our model in
LEP observations of the Z boson. This can be understood since the mass of the Z boson is not
comparable to the high energy scale, making the proposed effect of a double peak completely
unobservable, since the energy of the resonance is not high enough (see Eq. (6.10)).
Since the lower bound on Λ from LEP is of a few TeV, a future electron-positron collider
like ILC will not have enough energy to observe the two peaks we are proposing. So let us
consider than some future VHE hadron (proton–proton, pp) collider will be able to reach
such energy and then will observe the two peaks of a new resonance at m2 = m∗±
2 (we are
considering the interesting case ε = −1). Let us suppose that the resonance is due to the
annihilation of a quark-antiquark of momenta p and p respectively, and that it decays to two
fermions of momenta q and q, although other particles will be produced due to the hadron
scattering. From Eq. (D.10), the differential cross section with respect to m2 = (q+q)2 for
each peak is
dσ
dm2
≈F±(s,m∗±2)
K±
(m2−m∗±2)2+m∗±2Γ∗±2
, (6.11)
where the functionF±(s,m∗±
2) can be obtained from the parton model as follows.
We start by the usual Mandelstam variable s of the pp system for the ultra-relativistic
case,
s = (P+P)2 = 2EE(1− cosθ) = 4EE , (6.12)
where P and P are the momenta of the two protons in the initial state. One can write
Pµ =
√
s
2
(1,0,0,1) , Pµ =
√
s
2
(1,0,0,−1) , (6.13)
for the momenta of the protons, and
pµ = xPµ , pµ = xPµ , (6.14)
(0 < x,x < 1) for the momenta of the quark–antiquark pair producing the resonance.
The squared invariant mass of the quark–antiquark system in SR is, according to Eq. (6.2),
m2 = (p+ p)2 = 4EpEp = 4xxEE = xxs , (6.15)
where we have used the same symbol (m2) at the initial and final states since it is a conserved
quantity, i.e. (p+ p)2 = (q+q)2. In the case of a DCL the energy-momentum conservation
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law requires that (p⊕ p)2 = (q⊕q)2 = µ2, µ2 to be conserved but one can easily see from
Eq. (6.3) that the conservation of µ2 implies the conservation of m2.
Using the relation m2 = xxs from Eq. (6.15) we can writeF±(s,m∗±
2) as
F±(s,m∗±
2) =
∫ 1
0
∫ 1
0
dxdx fq(x,m∗±
2) fq(x,m∗±
2)δ
(
xx− m
∗±
2
s
)
, (6.16)
where fq(x,m∗±
2) is the parton distribution function. It is defined as the probability density
to find a parton (quark) in a hadron (proton) with a fraction x of its momentum when one
probes the hadron at an energy scale m2 ∼ m∗±2, where m∗±2 is given by Eq. (D.16).
The K± factors in Eq. (6.11) take into account the coupling dependence and all the details
of the annihilation of the quark–antiquark pair. Using the previous expressions, one can
estimate the expected number of events for different pp colliders, the mass values (MX )
of different resonances and the characteristic scale (Λ). Also, the observation of a double
peak would lead us to extract the true mass and width of the resonance through Eqs. (D.17)
and (D.21).
6.3 Cross section calculation in a QFT approach BSR
In this section we are trying to justify the ansatz of Eq. (6.4). In order to do so, we will
consider the process e−(k)e+(k)→ Z → µ−(p)µ+(p) and study the modification through
a DCL in the DSR scenarios. We will use modified dynamical squared matrix elements
in which the ingredient of a DCL is introduced through new Mandelstam variables which
replace the SR invariants. It is unavoidable to use some ad hoc prescriptions since we do not
know how to introduce a DCL in the QFT framework. Anyway, it suggests that Eq. (6.4) can
be a good approximation, which is obvious since the main modification of the peak of the
resonance is due to the variation of the propagator. Also, it helps us to show how to handle
the problem of different channels, since a generic DCL is not symmetric.
6.3.1 Phase-space momentum integrals
Let us start with the modification of the two-particle phase-space integral in SR for the
massless case:
PS2 =
∫ d4 p
(2π)3
δ (p2)θ(p0)
d4 p
(2π)3
δ (p2)θ(p0)(2π)
4δ (4)[(k+ k)− (p+ p)] . (6.17)
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For simplicity, we will consider a DCL related to the Snyder algebra [91] (obtained by
geometrical arguments in Ch. 3)
[l⊕q]µ = lµ
√
1+
q2
Λ2
+
1
Λ2
(
1+
√
1+ l2/Λ2
) lµ (l ·q)+qµ ≈ lµ +qµ + 1
2Λ2
lµ (l ·q) ,
(6.18)
where we have used the fact that the particles involved in the process are relativistic particles.
One gets the relation used in Sec. 6.1 with ε = +1 from (l⊕q)2 of Eq. (6.18). The negative
sign of the parameter ε = −1 can be also found in Eq. (6.18) if one considers the two
possible signs in the commutator of space-time coordinates of the Snyder algebra: [xµ ,xν ] =
±Jµν/Λ2. This is understood as well from the geometrical perspective, considering the DCL
related to de Sitter or anti-de Sitter momentum spaces. From now on, we will use Eq. (6.18).
Note that Eq. (6.3) can be recovered with Λ2 = 2Λ2. We can now justify the proposed model
of the previous section from this covariant DCL.
As the DRK we are considering has the same dispersion relation of SR, the only modifi-
cation of the phase-space integral is due to the DCL which, not being symmetric, leads to
four possible conservation laws (channels) in which the process
e−(k)e+(k)→ Z → µ−(p)µ+(p) can be produced. Then, we have four phase-space inte-
grals, one for each channel (α = 1,2,3,4)
PS(α)2 =
∫ d4 p
(2π)3
δ (p2)θ(p0)
d4 p
(2π)3
δ (p2)θ(p0)(2π)
4δ (4)α (k,k; p, p) , (6.19)
where
δ (4)1 (k,k; p, p) = δ
(4)[(k⊕ k)− (p⊕ p)] , δ (4)2 (k,k; p, p) = δ (4)[(k⊕ k)− (p⊕ p)] ,
δ (4)3 (k,k; p, p) = δ
(4)[(k⊕ k)− (p⊕ p)] , δ (4)4 (k,k; p, p) = δ (4)[(k⊕ k)− (p⊕ p)] .
(6.20)
6.3.2 Choice of the dynamical factor with a DCL
As the scattering process is produced in a collider, one can assume that both particles of the
initial state have the same modulus of the momentum (where we have neglected the masses
since we are working in the ultra-relativistic limit)
kµ =
(
E0, k⃗
)
, kµ =
(
E0, −⃗k
)
, with E0 = |⃗k| . (6.21)
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We take as starting point the SR cross section at the lowest order, which is a product
of four factors: the kinematic factor of the initial state, the phase-space integral of the
two-particle, the propagator of the Z-boson and the dynamical factor A
σ =
1
8E20
PS2
1[
(s−M2Z)2+Γ2ZM2Z
] A . (6.22)
The SM dynamical factor for this process is [124]
A =
e4
2sin4θW cos4θW
([
C2V +C
2
A
]2[( t
2
)2
+
(u
2
)2]−4C2VC2A[( t2)2−(u2)2
])
,
(6.23)
where (CV ) and (CA) are the corrections to the vector and axial weak charges respectively,
(θW ) is the Weinberg angle and (s, t, u) the Mandelstam variables
s =
(
k+ k
)2
= (p+ p)2 , (6.24)
t = (k− p)2 = (p− k)2 , (6.25)
u = (k− p)2 = (p− k)2 . (6.26)
As we do not have a BSR-QFT, we do not know how the SR cross section of Eq. (6.22)
is modified. But we can assume that the generalization should be compatible with Lorentz
invariance and in the limit Λ→∞ we should recover the SR cross section σ of Eq. (6.22). So
we can consider that, since the two-particle phase-space integral is modified as in Eq. (6.19),
the generalization of the cross section will be3
σα =
1
2s
PS(α)2
1[
(s−M2Z)2+Γ2ZM2Z
] Aα , (6.27)
for each channel α . In our simple choice of the DCL, the squared total mass is the same for
every channel
(k⊕ k)2 = (k⊕ k)2 = (p⊕ p)2 = (p⊕ p)2 .= s . (6.28)
As we do not have a dynamic framework, we will consider two possible different
assumptions for the dynamical factor Aα :
1. One can consider that the dynamical factor does not depend on the DCL, and then
Aα = A. However, since the DCL implies that (k− p) ̸= (p− k), (k− p) ̸= (p− k), one
3Note that this expression is corrected from the one used in [87], as the factor used there of 8E20 is not
relativistic invariant when a DCL is considered, while 2s is. However, the results barely change since the main
contribution is due to the modification of the propagator.
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has to consider
t =
1
2
[
(k− p)2+(p− k)2] = −k · p− k · p , (6.29)
u =
1
2
[
(k− p)2+(p− k)2] = −k · p− k · p . (6.30)
2. Also, it is possible to regard that the generalization of A is carried out by the replacement
of the usual Mandelstam variables t, u by new invariants t, u. Since we cannot find how
to associate new invariants for each channel, we will consider that the dynamical factor
is channel independent (Aα = A), obtained from A just replacing the usual Mandelstam
variables t, u by
t =
1
2
[
(k⊕ pˆ)2+(p⊕ kˆ)2
]
= −k · p− k · p+ (k · p)
2
2Λ2
+
(k · p)2
2Λ2
, (6.31)
u =
1
2
[
(k⊕ pˆ)2+(p⊕ kˆ)2
]
= −k · p− k · p+ (k · p)
2
2Λ2
+
(k · p)2
2Λ2
, (6.32)
(note that in the particular case we are considering, the squared of a composition of
two momenta is symmetric, regardless of the asymmetry of the DCL), where we have
used the antipode pˆ defined in Ch. 3. One can check that for our choice of the DCL of
Eq. (6.18), the antipode is the usual of SR, i.e. just −p
[p⊕ pˆ]µ = [p⊕−p]µ = pµ

√
1+
p2
Λ2
− p
2
Λ2
(
1+
√
1+ p2/Λ2
) −1

= pµ

Λ2
(√
1+ p2/Λ2+1
)
+Λ2 p2/Λ2− p2
Λ2
(
1+
√
1+ p2/Λ2
) −1
 = 0 .
We will consider that the scattering can be produced in all the possible channels with the
same probability, so in order to compute the whole cross section, we will take the average of
all channels
σ .=
1
4∑α
σα , (6.33)
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with σα in Eq. (6.27). In fact, one has two assumptions from the two choices of the modified
dynamical factor A
σ (1) =
1
32E20
1[
(s−M2Z)2+Γ2ZM2Z
] ∑
α
PS(α)2 A(t,u), (6.34)
σ (2) =
1
32E20
1[
(s−M2Z)2+Γ2ZM2Z
] ∑
α
PS(α)2 A(t,u). (6.35)
In Appendix D.2 it is showed how to obtain these two cross sections, finding
σ (1) =
e4
48π sin4 θW cos4 θW
(
1+ E
2
0
Λ2
) E20[(
4E20 (1+E
2
0/Λ
2
)−M2Z
)2
+Γ2ZM
2
Z
] ((C2V +C2A)2
[
1− E
2
0
2Λ2
])
, (6.36)
σ (2) =
e4
48π sin4 θW cos4 θW
(
1+ E
2
0
Λ2
) E20[(
4E20 (1+E
2
0/Λ
2
)−M2Z
)2
+Γ2ZM
2
Z
] ((C2V +C2A)2
[
1− 2E
2
0
Λ2
])
. (6.37)
6.3.3 Constraints on Λ
Now we are able to find the constraints on Λ due to the modified cross section, taking into
account the Particle Data Group (PDG) data [123]. We require the cross section σ to be
compatible with the PDG data for a value of MZ and ΓZ in an interval ±30MeV around their
central values given by the PDG4. As the SM is really successful, we will use the SR cross
section, with the PDG values of MZ and ΓZ at one or two standard deviations, as a good
approximation to the experimental data.
In Table 6.1 the obtained results are shown, where we have denoted by σ ( j)i the cross
section taking i standard deviations in the data. Note that the constraints are independent of
the sign in the DCL.
Table 6.1 Bounds on the scale of new physics Λ from LEP data of the Z boson.
Constraints σ (1)1 σ
(1)
2 σ
(2)
1 σ
(2)
2
Λ[TeV] 2.4 1.8 2.7 1.9
As we can see from the previous table, although the computations developed along this
section help us to understand better the BSR framework of QFT, the results show that the
simple approximation used in Eq. (6.3) gives a good estimate.
4It can be seen that for bigger values of δMZ and δΓZ there is not a significant variation in the constraint
for Λ.
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Once we have studied in the last two chapters some of the phenomenological conse-
quences of DRK in flat spacetime, we can try to see how such modification of SR can be
generalized in the context of a curved spacetime. This is necessary to study the possible
existence or absence of time delays, since the universe expansion is not negligible due to
the long distances photons travel from where they are emitted to our telescopes. In the next
chapter we will see a new proposal incorporating a curvature of spacetime in the discussion
carried out in Ch. 3.

Chapter 7
Cotangent bundle geometry
Only those who risk going too far can
possibly find out how far one can go.
T.S.Eliot
When we have considered the DRK as a way to go beyond SR, we have not taken
into account its possible effects on the space-time metric (we studied how locality can be
implemented when there is a DCL using some noncommutative coordinates, but we did
not mention the space-time geometry). In fact, in Ch. 3 we have seen how a DRK can be
understood through a curved momentum space with a flat spacetime.
There are a lot of works in the literature studying the space-time consequences of a DDR
in LIV scenarios [125–129]. Most of them have been developed by considering Finsler
geometries, formulated by Finsler in 1918 [130] (these geometries are a generalization of
Riemannian spaces where the space-time metric can depend also on vectors of the tangent
space). However, in those works the introduction of a velocity dependent metric is considered
out of the DSR context since there is no mention to a DLT and DCL, hence precluding the
possibility to have a relativity principle.
In the DSR framework the starting point is also a DDR. However, there is a crucial
difference between the LIV and DSR scenarios, since the latter implements a deformed
Lorentz transformations (in the one-particle system) which makes the DDR invariant for
different observers related by such transformation. The case of Finsler geometries in this
context was considered for the cases of flat [131, 132] and curved spacetimes [133], provoking
a velocity dependence on the space-time metric. Besides Finsler geometries, which starts from
a Lagrangian (in fact, Finsler geometries are particular realizations of Lagrange spaces [134]),
there is another possible approach to define a deformed metric from the Hamiltonian. This
leads to Hamilton geometry [134], considered in [135]. In this kind of approach, the space-
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time metric depends on the phase-space coordinates (momentum and positions), instead of
the tangent bundle coordinates (velocities and positions). Both geometries are particular
cases of geometries in the tangent and cotangent bundle respectively.
Moreover, in [136] another way to consider possible phenomenology based on time
delays in an expanding universe due to deformations of SR is explored. In that paper, it
is studied both LIV and DSR scenarios, starting with a DDR and considering nontrivial
translations (in a similar way in which such effect was studied in the first model of Ch. 5). In
order to do so, they considered the expansion of the universe by gluing slices of de Sitter
spacetimes, finding difficult to formulate such study in a direct way.
As we have mentioned, the DDR and the one-particle DLT are the only ingredients in all
previous works. But as we saw in Ch. 2, there is a particular basis in κ-Poincaré, the classical
basis, in which the DDR and DLT are just the ones of SR, so, following the prescription used
in these works, there would be no effect on the space-time metric.
Another geometrical interpretation was considered in [137]. In that work, considering
a Born geometry of a double phase space leads to a modified action of a quantum model
that describes the propagation of a free relativistic particle, what they called a metaparticle.
There, the DDR is obtained from the poles of the momentum integral representation of the
metaparticle quantum propagator, instead of reading it from the constraint in the classical
action and interpreting it as the squared distance in a curved momentum space, which is the
approach we have discussed along this work.
Here we will study the case of curved spacetime and momentum spaces by considering
a geometry in the cotangent bundle, i.e. a geometrical structure for all the phase-space
coordinates [138]. As we will see, this is mandatory in order to make compatible a de
Sitter momentum space and a generic space-time geometry. With our prescription, we find a
nontrivial (momentum dependent) metric for whatever form of the DDR (as long as there is
a nontrivial geometry for the momentum space), being able to describe the propagation of a
free particle in the canonical variables. This differs from the perspective of [136], where the
considered metric for the spacetime is the one given by GR. However, as we will see, the
existence or not of a time delay for photons in an expanding universe is still an open problem
that deserves further research.
We will start by making clear our proposal of constructing a metric in the cotangent
bundle, in such a way that the resulting momentum curvature tensor corresponds to a
maximally symmetric momentum space. As in the flat space-time case, we will see that one
can also identify 10 transformations in momentum space for a fixed point of spacetime. After
that, we will introduce the main ingredients of the cotangent geometry [134] that we will
use along this chapter. Then, we will show the connection between this formalism and the
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common approach followed in the literature that considers an action with a DDR. Finally,
we will study the phenomenological implications in two different space-time geometries, a
Friedmann-Robertson-Walker universe and a Schwarzschild black hole.
7.1 Metric in the cotangent bundle
In this section, we will present a simple way to generalize the results obtained in Ch. 3 taking
into account a curvature of spacetime, characterized by a metric gxµν(x), and we will explain,
from our point of view, how to deal with a metric in the cotangent bundle depending on both
momentum and space-time coordinates.
7.1.1 Curved momentum and space-time spaces
We start with the action of a free particle in SR
S =
∫
x˙µkµ −N
(
C(k)−m2) , (7.1)
where C(k) = kαηαβ kβ . It is easy to check that the same equation of motions derived in
GR by solving the geodesic equation can be obtained just by replacing k¯α = e¯να(x)kν
1 in
Eq. (7.1)
S =
∫
x˙µkµ −N
(
C(k¯)−m2) , (7.2)
where e¯να(x) is the inverse of the tetrad of the space-time metric e
ν
α(x), so that
gxµν(x) = e
α
µ (x)ηαβ e
β
ν (x) , (7.3)
and then, the dispersion relation is
C(k¯) = k¯αηαβ k¯β = kµgµνx (x)kν . (7.4)
As we saw in Ch. 3, the dispersion relation can be interpreted as the distance in momentum
space from the origin to a point k, so one can consider the following line element for
momenta2
dσ2 = dkαg
αβ
k (k)dkβ = dkα ϕ¯
α
γ (k)η
γδ ϕ¯βδ (k)dkβ , (7.5)
1To avoid confusions, we will use the symbol e¯ in order to denote the inverse of the tetrad.
2We will use along the chapter the symbol ϕ as the inverse of the momentum tetrad ϕ¯ (remember the
relation found in Ch. 4 between the inverse of the momentum space tetrad and the functions allowing us to
implement locality).
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where ϕ¯αβ (k) is the inverse of the tetrad in momentum space ϕ
α
β (k). This can be easily
extended to the curved space-time case introducing the variables k¯ in the previous momentum
line element, obtaining
dσ2 := dk¯αg
αβ
k¯ (k¯)dk¯β = dkµg
µν(x,k)dkν , (7.6)
where in the second equality we have taken into account that the distance is computed along
a fiber, i.e. the Casimir is viewed as the squared distance from the point (x,0) to (x,k) (we
will see this in more detail in Sec. 7.1.2). The metric tensor gµν(x,k) in momentum space
depending on space-time coordinates is constructed with the tetrad of spacetime and the
original metric in momentum space, explicitly
gµν(x,k) = Φαµ (x,k)ηαβΦ
β
ν (x,k) , (7.7)
where
Φαµ (x,k) = e
λ
µ(x)ϕ
α
λ (k¯) . (7.8)
We can check that, in the way we have constructed this metric, it is invariant under space-time
diffeomorphisms. A canonical transformation in phase space (x,k)→ (x′,k′) of the form
x′µ = f µ(x) , k′µ =
∂xν
∂x′µ
kν , (7.9)
makes the tetrad transforms as
Φ′µρ (x′,k′) =
∂xν
∂x′ρ
Φµν (x,k) , (7.10)
because
∂xµ
∂x′ρ
eλµ(x)ϕ
α
λ (k¯) = e
′κ
ρ (x
′)ϕ ′ακ (k¯
′) (7.11)
holds, since the barred momentum variables are invariant under space-time diffeomorphisms
k¯′µ = k
′
ν e¯
′ν
µ (x
′) = kν e¯νµ(x) = k¯µ , (7.12)
due to the fact that the space-time tetrad transforms as
e¯′νµ (x
′) =
∂x′ν
∂xρ
e¯ρµ(x) , (7.13)
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and then, the tetrad of momentum space is invariant under this kind of transformations,
as its argument does not change. Then, the metric is invariant under the same space-time
diffeomorphisms of GR.
In the flat space-time case, we have seen that the momentum metric is invariant under
momentum coordinate transformations. In the way we propose to construct the momentum
metric when a curvature in both momentum and coordinate spaces is present, one loses this
kind of invariance, i.e. a canonical transformation
kµ = hµ(k′) , xµ = x′ν j
µ
ν (k
′) , (7.14)
with
jµρ (k
′)
∂hν(k′)
∂k′ρ
= δ µν , (7.15)
does not leave the metric invariant (as it happens in the GR case, where the metric is not
invariant under these transformations). However, we have seen that this metric is invariant
under space-time diffeomorphisms.
With this proposal, we are selecting somehow a particular choice of momentum vari-
ables against others, in contrast with the flat space-time formulation, where there was an
independence on this choice. As it was shown in Ch. 1, there is a vast discussion about the
possible existence of some “physical” momentum variables, the ones that nature “prefers”.
Within this framework it seems natural to think that, since the model is not invariant under
the choice of momentum coordinates, there should be a preferred basis in which to formulate
the physics.
In the rest of this subsection we will see that, from the definition of the metric, one can
easily generalize for a curved spacetime the momentum transformations obtained in Ch. 3
for a maximally symmetric momentum space: as in the flat space-time case, there are still
10 momentum isometries for a fixed spacetime point x, 4 translations and 6 transformations
leaving the point in phase space (x,0) invariant, and we can also understand the dispersion
relation as the distance from the point (x,0) to (x,k). The fact that with this procedure
we have also 10 momentum isometries can be understood since, if one considers as the
starting point a momentum space with a constant scalar of curvature, then the new metric in
momentum space will have also a constant momentum scalar of curvature (see Appendix E).
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Modified translations
In Ch. 3 we have found the translations from Eq. (3.32)
ϕµν (p⊕q) =
∂ (p⊕q)ν
∂qρ
ϕµρ (q) , (7.16)
so we should find the new translations by replacing p→ p¯µ = e¯νµ(x)pν , q→ q¯µ = e¯νµ(x)qν
on it
ϕµν (p¯⊕ q¯) =
∂ (p¯⊕ q¯)ν
∂ q¯ρ
ϕ µρ (q¯) . (7.17)
This leads us to introduce a generalized composition law (⊕¯) for a curved spacetime such
that
(p¯⊕ q¯)µ = e¯νµ(x)(p⊕¯q)ν . (7.18)
Then, one has
eτν(x)ϕ
µ
τ (p¯⊕ q¯) =eτν(x)
∂ (p¯⊕ q¯)τ
∂ q¯σ
ϕ µσ (q¯) = eτν(x)e¯
λ
τ (x)
∂ (p⊕¯q)λ
∂ q¯σ
ϕ µσ (q¯)
=
∂ (p⊕¯q)ν
∂ q¯σ
ϕ µσ (q¯) =
∂ (p⊕¯q)ν
∂qρ
∂qρ
∂ q¯σ
ϕ µσ (q¯) =
∂ (p⊕¯q)ν
∂qρ
eσρ (x)ϕ
µ
σ (q¯) ,
(7.19)
i.e.
Φµν (x,(p⊕¯q)) =
∂ (p⊕¯q)ν
∂qρ
Φµρ (x,q) . (7.20)
We have obtained, for a fixed x, the momentum isometries of the metric leaving the form of
the tetrad invariant in the same way we did in Ch. 3.
As we saw in the same chapter, the translations defined in this way form by construction
a group, so the composition law must be associative. We can now show that the barred
composition law is also associative from the fact that the composition law ⊕ is associative.
If we define r¯ = (k¯⊕ q¯) and l¯ = (p¯⊕ k¯), then we have r = (k⊕¯q) and l = (p⊕¯k). Hence
(p¯⊕ r¯)µ = e¯αµ (x)(p⊕¯r)α = e¯αµ (x)(p⊕¯(k⊕¯q))α , (7.21)
and
(l¯⊕ q¯)µ = e¯αµ (x)(l⊕¯q)α = e¯αµ (x)((p⊕¯k)⊕¯q)α , (7.22)
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but due to the associativity of ⊕
(p¯⊕ r¯)µ = (l¯⊕ q¯)µ , (7.23)
and then
(p⊕¯(k⊕¯q))α = ((p⊕¯k)⊕¯q)α , (7.24)
we conclude that ⊕¯ is also associative. We have then shown that in the cotangent bundle with
a constant scalar of curvature in momentum space, one can also define associative momentum
translations.
Modified Lorentz transformations
One can also replace k by k¯µ = e¯νµ(x)kν in Eq. (3.20)
∂gkµν(k)
∂kρ
J βγρ (k) =
∂J βγµ (k)
∂kρ
gkρν(k)+
∂J βγν (k)
∂kρ
gkµρ(k) , (7.25)
obtaining
∂gk¯µν(k¯)
∂ k¯ρ
J βγρ (k¯) =
∂J βγµ (k¯)
∂ k¯ρ
gk¯ρν(k¯)+
∂J βγν (k¯)
∂ k¯ρ
gk¯µρ(k¯) . (7.26)
From here, we have
∂gk¯µν(k¯)
∂kσ
eρσ (x)J
αβ
ρ (k¯) =
∂J αβµ (k¯)
∂kσ
eρσ (x)g
k¯
ρν(k¯)+
∂J αβν (k¯)
∂kσ
eρσ (x)g
k¯
µρ(k¯) . (7.27)
Multiplying by eµλ (x)e
ν
τ (x) both sides of the previous equation one finds
∂gλτ(x,k)
∂kρ
J¯ αβρ (x,k) =
∂J¯ αβλ (x,k)
∂kρ
gρτ(x,k)+
∂J¯ αβτ (x,k)
∂kρ
gλρ(x,k) , (7.28)
where we have defined
J¯ αβµ (x,k) = e
µ
ν (x)J
αβ
ν (k¯) . (7.29)
We see that J¯ αβµ (x,k) are the new isometries of the momentum metric that leave the
momentum origin invariant for a fixed point x.
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Modified dispersion relation
With our prescription, the generalization to Eq. (3.35)
∂C(k)
∂kµ
J αβµ (k) = 0 , (7.30)
in presence of a curved spacetime is
∂C(k¯)
∂ k¯µ
J αβµ (k¯) = 0 . (7.31)
The generalized infinitesimal Lorentz transformation in curved spacetime, defined by J¯ αβλ (x,k),
when acting on C(k¯) is
δC(k¯) =ωαβ
∂C(k¯)
∂kλ
J¯ αβλ (x,k) = ωαβ
∂C(k¯)
∂ k¯ρ
∂ k¯ρ
∂kλ
J¯ αβλ (x,k)
=ωαβ
∂C(k¯)
∂ k¯ρ
e¯λρ (x)J¯
αβ
λ (x,k) = ωαβ
∂C(k¯)
∂ k¯ρ
J αβρ (k¯) = 0.
(7.32)
At the beginning of this section we have proposed to take into account the space-time
curvature in an action with a deformed Casimir considering the substitution k → k¯ = e¯k in
the DDR, as this works for the transition from SR to GR. We have just seen that if C(k) can
be viewed as the distance from the origin to a point k of the momentum metric gkµν(k), C(k¯)
is the distance from (x,0) to (x,k) of the momentum metric gµν(x,k), since the new DLT
leave the new DDR invariant, so it can be considered as (a function of) the squared distance
calculated with the new metric. This is in accordance with our initial assumption of taking
C(k¯) as the DDR in presence of a curved spacetime. We will study deeper the relationship
between the action with C(k¯) and this metric in Sec. 7.1.4.
7.1.2 Main properties of the geometry in the cotangent bundle
We have proposed a way to generalize the momentum metric studied in Ch. 3 including a
nontrivial curvature in spacetime. This metric can be considered as a metric in the whole
cotangent bundle (also for the particular case of flat spacetime) following the formalism
presented in Ch. 4 of [134]. In this subsection we summarize the main ingredients of this
prescription that we will use along this chapter.
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We denote by Hρµν the space-time affine connection of the metric defined asking that the
covariant derivative of the metric vanishes
gµν ;ρ(x,k) =
δgµν(x,k)
δxρ
−gσν(x,k)Hσρµ(x,k)−gσµ(x,k)Hσρν(x,k) = 0 , (7.33)
where we use a new derivative
δ
δxµ
.
=
∂
∂xµ
+Nρµ(x,k)
∂
∂kρ
, (7.34)
and Nµν(x,k) are the coefficients of the nonlinear connection N, which is known as horizontal
distribution. The cotangent bundle manifold can be decomposed into vertical and horizontal
distributions, generated by ∂/∂kµ and δ/δxµ respectively, being the last one constructed
from the horizontal distribution to be the supplementary to the vertical distribution (the fiber).
In the GR case, the nonlinear connection coefficients are given by
Nµν(x,k) = kρH
ρ
µν(x) . (7.35)
As in GR, the relation between the metric and the affine connection
Hρµν(x,k) =
1
2
gρσ (x,k)
(
δgσν(x,k)
δxµ
+
δgσµ(x,k)
δxν
− δgµν(x,k)
δxσ
)
, (7.36)
is still satisfied. The d-curvature tensor is defined as
Rµνρ(x,k) =
δNνµ(x,k)
δxρ
− δNρµ(x,k)
δxν
. (7.37)
This tensor represents the curvature of the phase space, measuring the integrability of
spacetime as a subspace of the cotangent bundle and can be defined as the commutator
between the horizontal vector fields{
δ
δxµ
,
δ
δxν
}
= Rµνρ(x,k)
∂
∂kρ
. (7.38)
Also, it is easy to see that
Rµνρ(x,k) = kσR∗σµνρ(x,k) , (7.39)
where
R∗σµνρ(x,k) =
(δHσµν(x,k)
δxρ
− δH
σ
µρ(x,k)
δxν
+Hσλρ(x,k)H
λ
µν(x,k)−Hσλν(x,k)Hλµρ(x,k)
)
.
(7.40)
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In the GR case, Rµνρ(x,k) = kσRσµνρ(x), being R
σ
µνρ(x) the Riemann tensor. The horizontal
bundle would be integrable if and only if Rµνρ = 0 (see Refs. [134]-[135] for more details).
The momentum affine connection is defined as
Cµνρ (x,k) =
1
2
gρσ
(
∂gσν(x,k)
∂kµ
+
∂gσµ(x,k)
∂kν
− ∂g
µν(x,k)
∂kσ
)
, (7.41)
and then, the following covariant derivative can be defined
v ;µν =
∂vν
∂kµ
− vρCρµν (x,k) . (7.42)
The space-time curvature tensor is
Rσµνρ(x,k) = R
∗σ
µνρ(x,k)+C
σλ
µ (x,k)Rλνρ(x,k) , (7.43)
and the corresponding one in momentum space is
Sµνρσ (x,k) =
∂Cµνσ (x,k)
∂kρ
− ∂C
µρ
σ (x,k)
∂kν
+Cλνσ (x,k)C
µρ
λ (x,k)−C
λρ
σ (x,k)C
µν
λ (x,k) . (7.44)
The line element in the cotangent bundle is defined as
G = gµν(x,k)dxµdxν +gµν(x,k)δkµδkν , (7.45)
where
δkµ = dkµ −Nνµ(x,k)dxν . (7.46)
Then, a vertical path is defined as a curve in the cotangent bundle with a fixed space-time point
and the momentum satisfying the geodesic equation characterized by the affine connection
of momentum space,
xµ (τ) = xµ0 ,
d2kµ
dτ2
+Cνσµ (x,k)
dkν
dτ
dkσ
dτ
= 0 , (7.47)
while for an horizontal curve one has
d2xµ
dτ2
+Hµνσ (x,k)
dxν
dτ
dxσ
dτ
= 0 ,
δkλ
δτ
=
dkλ
dτ
−Nσλ (x,k)
dxσ
dτ
= 0 . (7.48)
These equations are a generalization of the ones appearing in GR, obtaining them in the limit
where the momentum affine connection vanishes and there is no momentum dependence in
the space-time affine connection.
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7.1.3 Modified Killing equation
Here we derive the deformed Killing equation for a generic metric in the cotangent bundle.
The variation of the space-time coordinates xα along a vector field χα is(
x′
)α
= xα +χα∆λ , (7.49)
where ∆λ is the infinitesimal parameter characterizing the variation. This variation of xα
provokes a variation on kα given by
(
k′
)
α = kβ
∂xβ
∂x′α
= kα − ∂χ
β
∂xα
kβ∆λ , (7.50)
since k transforms as a covector. The variation for a generic vector field depending on the
phase-space variables Xα (x,k) is
∆Xα =
∂Xα
∂xβ
∆xβ +
∂Xα
∂kβ
∆kβ =
∂Xα
∂xβ
χβ∆λ − ∂X
α
∂kβ
∂χγ
∂xβ
kγ ∆λ . (7.51)
We obtain the Killing equation imposing the invariance of the line element along a vector
field χα
∆
(
ds2
)
= ∆(gµνdxµdxν) = ∆(gµν)dxµdxν +gµν∆(dxµ)dxν +gµν∆(dxν)dxµ = 0 .
(7.52)
From Eq. (7.51) we obtain the variation of the metric tensor
∆(gµν) =
∂gµν
∂xα
χα∆λ − ∂gµν
∂kα
∂χγ
∂xα
kγ ∆λ , (7.53)
while from Eq. (7.49)
∆(dxα) = d(∆xα) = d(χα∆λ ) =
∂χα
∂xβ
dxβ∆λ , (7.54)
and then, Eq. (7.52) becomes
∆
(
ds2
)
=
(
∂gµν
∂xα
χα − ∂gµν
∂kα
∂χγ
∂xα
kγ
)
dxµdxν∆λ
+gµν
(
∂χµ
∂xβ
dxβdxν +
∂χν
∂xβ
dxβdxµ
)
∆λ ,
(7.55)
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so the Killing equation is
∂gµν
∂xα
χα − ∂gµν
∂kα
∂χγ
∂xα
kγ +gαν
∂χα
∂xµ
+gαµ
∂χα
∂xν
= 0 , (7.56)
which is the same result obtained in Ref. [135].
7.1.4 Relationship between metric and action formalisms
In this subsection we will start by seeing the relationship between the metric and the distance
from the origin to a point k. We will study this relation for the momentum metric, but it can
be done for GR for space-time coordinates instead of momentum variables. After that, we
will prove that there is a direct relation between the free action of a particle with a DDR and
the line element of a momentum dependent metric for spacetime.
In [139] it is showed that the following relation holds for the distance of a Riemannian
manifold
∂D(0,k)
∂kµ
=
kνg
µν
k (k)√
kρg
ρσ
k (k)kσ
, (7.57)
where D(0,k) is the distance from a fixed point 0 to k. This leads to
∂D(0,k)
∂kµ
gkµν(k)
∂D(0,k)
∂kν
= 1 . (7.58)
Moreover, this property is also checked in Ch. 3 of [140] for the Minkowski space (inside the
light cone and extended on the light cone by continuity) and so, by the Whitney embedding
theorem [141], valid for any pseudo-Riemannian manifold of dimension n, since they can be
embedded in a Minkowski space of at most dimension 2n+1. Through this property, we can
establish a direct relationship between the metric and the Casimir defined as the square of
the distance
∂C(k)
∂kµ
gkµν(k)
∂C(k)
∂kν
= 4C(k) . (7.59)
On the other hand, from the action with a generic DDR
S =
∫ (
x˙µkµ −N
(
C(k)−m2))dτ , (7.60)
one can find
x˙µ = N
∂C(k)
∂kµ
, (7.61)
beingN = 1/2m or 1 when the geodesic is timelike or null respectively.
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As we have seen in the previous subsection, the momentum metric can be considered
as a metric for the whole cotangent bundle, so one can take the following line element in
spacetime for an horizontal curve
ds2 = dxµgkµν(k)dx
ν . (7.62)
For the timelike case, one can choose the parameter of the curve to be the natural parameter
s, and then
1 = x˙µgkµν(k)x˙
ν . (7.63)
Substituting Eq. (7.61) in the previous equation one finds
1
4m2
∂C(k)
∂kµ
gkµν(k)
∂C(k)
∂kν
∣∣∣∣
C(k)=m2
=
1
4m2
4m2 = 1 , (7.64)
where Eq. (7.59) have been used. For a null geodesic one has
0 = x˙µgkµν(k)x˙
ν , (7.65)
and therefore, using Eq. (7.61) one finds
∂C(k)
∂kµ
gkµν(k)
∂C(k)
∂kν
∣∣∣∣
C(k)=0
= 0 , (7.66)
where again Eq. (7.59) was used in the last step. One can see that considering an action with
a DDR and the line element of spacetime with a momentum dependent metric whose squared
distance is the DDR gives the same results3.
One can also arrive to the same relation between these two formalisms for the gener-
alization proposed of the cotangent bundle metric. The relation Eq. (7.59) is generalized
to
∂C(k¯)
∂ k¯µ
gk¯µν(k¯)
∂C(k¯)
∂ k¯ν
= 4C(k¯) =
∂C(k¯)
∂kµ
gµν(x,k)
∂C(k¯)
∂kν
. (7.67)
From the action
S =
∫
x˙µkµ −N
(
C(k¯)−m2) (7.68)
3One arrives also to the same equations if a function of the squared distance is considered as the Casimir
(for timelike geodesics one would have to redefine the mass with the same function).
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with the same Casimir function but with argument the barred momenta, one can find
x˙µ = N
∂C(k¯)
∂kµ
, (7.69)
where againN = 1/2m or 1 when the geodesic is timelike or null respectively. We see that
the same relation found for the flat space-time case holds also for curved spacetime.
7.1.5 Velocity in physical coordinates
From the previous subsection, we know that the photon trajectory is given by
ds2 = dxµgkµν(k)dx
ν = dxµϕαµ (k)ηαβϕ
β
ν (k)dx
ν = 0 . (7.70)
Then, since k˙ = 0 along the trajectory, we have
dx˜αηαβdx˜β = 0 , (7.71)
with
x˜α = xµϕαµ (k) , (7.72)
which are the physical coordinates found in Ch. 4. Now we can understand the result showed
in Ch. 5 of absence of a momentum dependence on times of flight for massless particles.
7.2 Friedmann-Robertson-Walker metric
Once we have defined our proposal of considering a nontrivial geometry for momentum
and space-time coordinates, we can study its phenomenological implications. We will
start by looking for possible effects on the Friedmann-Robertson-Walker universe. First of
all, we will compute the velocity and the time dependence of momenta for photons both
from the action of Eq. (7.2) and through the line element of spacetime, checking that the
same results are obtained. After that, we will study some phenomenological results in the
Friedmann-Robertson-Walker universe.
In order to construct the metric in the cotangent bundle, we will use the tetrad for
momentum space considered in Ch. 3
ϕ00 (k) = 1 , ϕ
0
i (k) = ϕ
i
0(k) = 0 , ϕ
i
j(k) = δ
i
je
−k0/Λ , (7.73)
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and the space-time tetrad
e00(x) = 1 , e
0
i (x) = e
i
0(x) = 0 , e
i
j(x) = δ
i
jR(x
0) , (7.74)
where R(x0) is the scale factor. With these ingredients, we can construct the cotangent bundle
metric
g00(x,k) = 1 , g0i(x,k) = 0 , gi j(x,k) = ηi j R2(x0)e−2k0/Λ . (7.75)
One can easily check from Eq. (7.44) that the scalar of curvature in momentum space is
constant, S = 12/Λ2, and that the momentum curvature tensor corresponds to a maximally
symmetric space
Sρσµν ∝ gρµgσν −gρνgσµ , (7.76)
which is obvious from the result of Appendix E.
7.2.1 Velocities for photons
We will compute the velocity of photons from the action
S =
∫ (
x˙µkµ −N C(k¯)
)
dτ (7.77)
with the deformed Casimir of the bicrossproduct basis depending of x and k
C(k¯) = Λ2
(
ek¯0/Λ+ e−k¯0/Λ−2
)
−⃗¯k2ek¯0/Λ = Λ2
(
ek0/Λ+ e−k0/Λ−2
)
− k⃗
2ek0/Λ
R2(x0)
. (7.78)
Setting x˙0 = 1, i.e. using time as the proper time, we can obtain the value ofN as a function
of position and momenta and then, we can obtain the velocity for massless particles (in 1+1
dimensions) as
v = x˙1 = −
4Λ3k1e2k0/Λ
(
ek0/Λ−1
)
R(x0)2(
k21e
2k0/Λ−Λ2e2k0/ΛR(x0)2+Λ2R(x0)2)2 . (7.79)
When one uses the Casimir in order to obtain k1 as a function of k0, one finds
k1 =−Λe−k0/Λ
(
ek0/Λ−1
)
R(x0) , (7.80)
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and then, by substitution of Eq. (7.80) in Eq. (7.79), one can see that the velocity is
v =
ek0/Λ
R(x0)
, (7.81)
so we see an energy dependent velocity in these coordinates. When Λ goes to infinity one
gets v = 1/R(x0), which is the GR result.
This result can also be derived directly from the line element of the metric
0 = (dx0)2−R(x0)e−2k0/Λ(dx1)2 , (7.82)
which agrees with the discussion of the previous subsection: the same velocity is obtained
from the action and from the line element of the metric.
Whether or not Eq. (7.81) implies a time delay would require to consider the propagation
in a generalization for a curved spacetime of the “physical” spacetime studied in Ch. 4.
7.2.2 Momenta for photons
We can obtain the momentum as a function of time looking for the extrema of the action (7.77)
k˙0 = −
Λ
(
ek0/Λ−1
)
R′(x0)
R(x0)
, k˙1 = 0 . (7.83)
Solving the differential equation, one obtains the energy as a function of time
k0 = −Λ log
(
1+
e−E/Λ−1
R(x0)
)
, (7.84)
where the constant of integration is the conserved energy along the geodesic, since when
taking the limit Λ going to infinity one has E = k0 R(x0), which is the barred energy.
7.2.3 Redshift
From the line element for photons we see that
0 = (dx0)2−R2(x0)e−2k0/Λd⃗x2 , (7.85)
and then ∫ t0
t1
dx0 ek0/Λ
R(x0)
=
∫ x
0
dx = x . (7.86)
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We can now write Eq. (7.86) as a function of x0 using Eq. (7.84), obtaining the quotient in
frequencies (see Ch. 14 of Ref. [142])
ν0
ν1
=
δ t1
δ t0
=
R(t1)
(
1+(e−E/Λ−1)/R(t1)
)
R(t0)
(
1+(e−E/Λ−1)/R(t0)
) = R(t1)+ e−E/Λ−1
R(t0)+ e−E/Λ−1
, (7.87)
and then, the redshift is
z =
R(t0)+ e−E/Λ−1
R(t1)+ e−E/Λ−1
−1 . (7.88)
Taking the limit Λ→ ∞ in the redshift one recovers the usual expression of GR for a
Friedmann-Robertson-Walker space [142]. This equation reveals an energy dependence
of the redshift and then, two particles with different energies suffer different redshifts. To
illustrate it, let us suppose two particles emitted from a distant source with energies zero and
E such that E ≪ Λ. The redshift for both particles at the detection point will be different for
each one. Taking only the first term in the series expansion in Λ we find
1+ z(0)
1+ z(E)
= 1+
E
Λ
(
1
R(t0)
− 1
R(t1)
)
. (7.89)
i.e. for the more energetic particle there is more redshift,
1+ z(E) = (1+ z(0))
(
1− E
Λ
(
1
R(t0)
− 1
R(t1)
))
, (7.90)
since the last factor is always greater than unity since, as the universe is expanding, R(t1)<
R(t0).
7.2.4 Luminosity distance
Following the procedure showed in Ch. 14 of Ref. [142], we will obtain the luminosity
distance for this metric. We start by considering a circular telescope mirror of radius b, with
its center placed at the origin and its normal along the line of sight x to the light source. The
light rays that reach the limits of the mirror edge form a cone that, for a system of locally
inertial coordinates at the source, and have a half-angle |ε| given by
b ≈ R(t0)e−k0/Λx|ε| , (7.91)
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where b is expressed as a proper distance. The solid angle that encompass this cone is
π|ε|2= πb
2
R2(t0)e−2k0/Λx2
, (7.92)
and then, the fraction of the photons that are emitted isotropically that arrives to the mirror is
the ratio of this solid angle to 4π , i.e.
|ε|2
4
=
A
4πR2(t0)e−2k0/Λx2
, (7.93)
where A is the proper area of the mirror
A = πb2 . (7.94)
But if a photon is emitted with an energy hν1, it will be red-shifted to an energy
hν1
R(t1)+ e−E/Λ−1
R(t0)+ e−E/Λ−1
, (7.95)
and there will be a difference in the time of arrival for photons emitted at time intervals δ t1
given by
δ t1
R(t1)+ e−E/Λ−1
R(t0)+ e−E/Λ−1
, (7.96)
where t1 is the time when the photon is emitted from the source and t0 is the time of arrival at
the mirror. Then, the fraction of the total power from the source which is received by the
mirror P, is given by the absolute luminosity L, times a factor(
R(t1)+ e−E/Λ−1
R(t0)+ e−E/Λ−1
)2
, (7.97)
multiplied by the fraction Eq. (7.93):
P = LA
(
R(t1)+ e−E/Λ−1
)2
4πR2(t0)
(
R(t0)+ e−E/Λ−1
)2 e−2k0/Λx2 . (7.98)
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The apparent luminosity l is defined as the power per unit mirror area, so using Eq. (7.84)
we obtain
l ≡ P
A
= L
(
R(t1)+ e−E/Λ−1
)2
4π
(
R(t0)+ e−E/Λ−1
)4 x2 . (7.99)
The apparent luminosity of a source at rest placed at distance d, for an Euclidean space, is
given by L/4πd2, so in general one may define the luminosity distance dL of a light source as
dL =
(
L
4πl
)1/2
, (7.100)
and then Eq. (7.99) can be written
dL =
(
R(t0)+ e−E/Λ−1
)2
x
R(t1)+ e−E/Λ−1
. (7.101)
We can find from the previous equation that
dL =
(
R(t0)+ e−E/Λ−1
R(t1)+ e−E/Λ−1
)2
d , (7.102)
where
d =
(
R(t1)+ e−E/Λ−1
)
x , (7.103)
is the proper distance between the source and us. From here, we can write the luminosity
distance from the redshift expression
dL = (1+ z)
2 d , (7.104)
finding the same expression of GR. We can calculate as we did for the redshift, the difference
on the luminosity distance for photons with different energies, obtaining
dL(0)
dL(E)
=
(
1+ z(0)
1+ z(E)
)2
, (7.105)
so the luminosity distance will be greater for higher energies. This is an interesting result
that perhaps could be tested in cosmographic analyses.
132 Cotangent bundle geometry
7.2.5 Congruence of geodesics
We study in this subsection the congruence of null geodesics for the metric of the cotangent
bundle from the definition [143]
θ =
1
δS
d
dλ
δS , (7.106)
where δS is the infinitesimal change of area. For the metric (7.75) one obtains
θ = 2
ek0/ΛR′(t)
R2(t)
, (7.107)
Making a series expansion in 1/Λ we get
θ(0)
θ(E)
= 1− E
R(t)Λ
. (7.108)
The expansion of the congruence is energy dependent, in such a way that is greater for larger
energies.
Note that in Ch. 3 we have mentioned that there are two possible choices of the sign of Λ
for the de Sitter metric (3.44) making that, for the other sign, all the previous results change:
the speed, redshift, luminosity distance and congruence of geodesics of high energy photons
would be smaller than the low energy ones.
7.3 Schwarzschild metric
In this section, we study the Schwarzschild black hole with a curvature in momentum space.
We will use the tetrad corresponding to Lemaître coordinates [144]
ett = 1 , e
x
x =
√
2M
r
, eθθ (x) = r , e
φ
φ (x) = r sinθ , (7.109)
where
r =
(
3
2
(x− t)
)(2/3)
(2M)(1/3) . (7.110)
Using the same momentum tetrad of Sec. 7.2, one obtains the metric in the cotangent bundle
gtt(x,k) = 1 , gxx(x,k) = −2Mr e
−2k0/Λ ,
gθθ (x,k) = −r2e−2k0/Λ , gφφ (x,k) = −r2 sin2θe−2k0/Λ .
(7.111)
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As for the Friedmann-Robertson-Walker case, one can check that the momentum scalar of
curvature is constant, S = 12/Λ2, and that the momentum curvature tensor corresponds to a
maximally symmetric momentum space.
The purpose of this subsection is to study the event horizon for Schwarzschild black
hole when there is a curvature in momentum space. In order to do so, we first compute
the conserved energy along geodesics. After that, we will represent graphically the null
geodesics, obtaining the same event horizon for every particle, independently of their energy.
Besides this fact, we will find an energy dependent surface gravity, pointing to a possible
dependence on the energy of the Hawking radiation.
7.3.1 Energy from Killing equation
Using Eq. (7.56) for this metric one obtains
χ0 = 1 , χ1 = 1 , (7.112)
which gives the same Killing vector obtained in GR 4.
The same result can be obtained from the action Eq. (7.77) with the Casimir
C(k¯) = Λ2
(
ek¯0/Λ+ e−k¯0/Λ−2
)
−⃗¯k2ek¯0/Λ = Λ2
(
ek0/Λ+ e−k0/Λ−2
)
− k⃗2ek0/Λ r
2M
.
(7.113)
Choosing τ = x0,N of Eq. (7.77) can be expressed as a function of the phase-space variables,
and then one can check that the derivatives of the momenta satisfy (in 1+1 dimensions)
k˙0+ k˙1 = 0 . (7.114)
From the Casimir one can obtain the relation between the spatial and zero momentum
component for massless particles
k1 =
√
2M
r
Λ
(
1− e−k0/Λ
)
, (7.115)
so the conserved energy is
E = k0+ k1 = k0+
√
2M
r
Λ
(
1− e−k0/Λ
)
. (7.116)
4This can be easily understood from Eq. (7.56). If in GR a constant Killing vector exists for a given
space-time geometry, then the same vector will be a Killing one for the deformed cotangent metric.
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7.3.2 Event horizon
We can obtain the event horizon from the representation of the null ingoing and outgoing
geodesics. In GR the horizon in the Lemaître coordinates is in x− t = 4M/3 and the
singularity is at x = t [144]. From the line element of the metric Eq. (7.111), one can solve
the differential equation
ds2 = 0 =⇒ dx
dt
= ±
(
3(x− t)
4M
)(1/3)
ek0/Λ , (7.117)
where + stands for outgoing and − for ingoing geodesics. Solving numerically this differ-
ential equation expressing k0 as a function of the conserved energy (inverting Eq. (7.116)),
we can plot the geodesics for different energies, observing that there is no modification in
the horizon: all the particles see the same horizon independently of their energy5. Despite
of the momentum dependence of the metric, we find that there is a common horizon for all
particles, even if the velocity is energy dependent. For M = 1 we plot the ingoing geodesics
in Fig. 7.1.
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Fig. 7.1 Particles with three different velocities coming from outside the horizon, crossing it
and finally arriving to the singularity.
Null particles emitted outside the horizon but near to it will escape in a finite time, see
Fig. 7.2.
5Different trajectories appear in the following plots because we are using different initial conditions for
different energies.
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Fig. 7.2 Outgoing null geodesics from outside the horizon.
One can also represent the geodesics starting inside the horizon and falling to the singu-
larity, as in Fig. 7.3.
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Fig. 7.3 Null geodesics from inside the horizon falling at the singularity.
In Refs. [145–148] it is shown that in a LIV scenario, particles with different energies
see different horizons. It can be proved that due to this effect, there is a violation of the
second law of the black hole thermodynamics, leading to the possibility of construction of
a perpetuum mobile (see however [149] for a possible resolution of this problem). With
our prescription, we have found that there is a unique horizon for all particles, which is in
agreement with the fact that in DSR theories there is a relativity principle, in contrast with
the LIV scenarios.
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7.3.3 Surface gravity
As it was pointed in [150], there are different procedures to obtain the surface gravity. One
of them is related with the peeling off properties of null geodesics near the horizon
d|x1(t)− x2(t)|
dt
≈ κpeeling(t)|x1(t)− x2(t)| , (7.118)
where x1(t) and x2(t) represent two null geodesics on the same side of the horizon and the
absence of factors is due to κpeeling = κinaffinity in the GR limit. From Eq. (7.117), we obtain
for two null geodesics with the same energy k0:
d|x1(t)− x2(t)|
dt
≈ e
k0/Λ
4M
|x1(t)− x2(t)| , (7.119)
and then,
κpeeling =
ek0/Λ
4M
, (7.120)
with a dependence on the energy. This points to the possibility that the Hawking tempera-
ture [143]
T =
κ
2π
, (7.121)
could generally depend on the energy of the outgoing particles.
Chapter 8
Conclusions
Cry in the dojo, laugh on the battlefield.
Japanese proverb
In this thesis we have studied a possible deviation of special relativity baptized as Doubly
Special Relativity (DSR), in which a deformed relativistic kinematics, parametrized by a
high energy scale, appears. This theory is proposed, not as a fundamental quantum gravity
theory, but as a low energy limit of it, trying to provide some phenomenological observations
that could point towards the correct approach to such a theory.
Firstly, we have extended to second order in an expansion in powers of the inverse of
a high energy scale, a previous study at first order of a deformed kinematics compatible
with the relativity principle (DRK). We have shown that the results can be obtained from
a simple trick: a change of basis (modifying the Casimir and the Lorentz transformation
in the one-particle system) and a change momentum variables in the two-particle system
(changing the composition law and the Lorentz transformation in the two-particle system).
The same method can be easily generalized to higher orders providing a way to obtain in a
systematic way a DRK. But in doing so, one finds an enormous arbitrariness to go beyond
special relativity, so that an additional requirement, physical or mathematical, may be needed.
In order to look for some additional ingredient to reduce this arbitrariness, we have
considered two different perspectives. From a geometrical point of view, we have arrived to
the conclusion that only a maximally symmetric momentum space could lead to a deformed
relativistic kinematics when one identifies the composition law and the Lorentz transforma-
tions as the isometries of the metric. Since one wants 4 translations and 6 Lorentz generators,
the momentum space must have 10 isometries, leaving only place for a maximally symmetric
space. We have found that the most common examples of deformed kinematics appearing
in the literature (κ-Poincaré, Snyder and hybrid models) can be reproduced and understood
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from this geometrical perspective by choosing properly the algebra of the generators of
translations.
The previous study does not show the possible implications that a deformed kinematics
provoke on spacetime. In previous works it is shown that, from an action in which the
conservation of momentum is imposed through a deformed composition law, there is a
non-locality of interactions for any observer not placed at the interaction point, making this
effect larger when the observer sees the interaction farther and farther away. However, it
is possible to find new noncommutative coordinates (we call them “physical”) in which
interactions are local. We have found different ways to impose locality and, in one of them,
associativity in the composition law is required in order to have local interactions. This
seems to select, among the previous kinematics obtained from a geometrical perspective,
κ-Poincaré kinematics. Also, we have found a relation between the different perspectives,
observing that the tetrad characterizing the momentum space curvature can be used to define
the functions of momentum that determine the physical coordinates.
Once the spacetime consequences of a deformed kinematics are better understood, we
have explored two of its phenomenological consequences. In DSR, the only current phe-
nomenological observation due to a deformed kinematics is a possible time delay for massless
particles with different energies. We have proposed three different models in the DSR context,
showing that time delay is not necessarily a possible effect in this framework, depending on
the model and on the kinematics (and basis) used. This removes the strong constraints on the
high energy scale that parametrizes the kinematics of DSR, which could be many orders of
magnitude below the Planck scale.
Considering this possibility, we have analyzed a process in QFT when a deformed
kinematics is present. Despite the lack of a dynamical theory, the computations showed here
can shed some light on how the usual QFT should be modified. On the one hand, we have
shown that in the presence of a covariant composition law, instead of one peak associated to
a resonance, another peak could appear, correlated to the former, allowing us to determine
not only the mass of the particle, but also the high energy scale. We have baptized this effect
as twin peaks. If this scale is sufficiently small, this effect could be observed in a future high
energy particle accelerator.
Besides, we have considered a simple process, an electron-positron pair going to Z
boson and decaying in a muon-antimuon pair. In order to do so, we have introduced simple
prescriptions to take into account the effects of a (covariant) deformed composition law. We
have shown that an scale of the order of some TeV could be compatible with the experimental
data of such process.
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Finally, we have investigated how a curvature of spacetime could modify the kinematics.
This is a crucial ingredient in the study of time delays, since the expansion of the universe
must be taken into account for photons coming from astrophysical sources. In order to do
so, we have studied, from a geometrical point of view, how to consider simultaneously a
curvature in spacetime and in momentum space. This can be done in the so-called cotangent
bundle geometry, taking into account a nontrivial geometry for all the phase space. In this
framework, we have analyzed the phenomenological consequences of a maximally symmetric
momentum space combined with an expanding universe (Friedmann-Robertson-Walker) and
a black hole (Schwarzschild) geometries for spacetime. In the first case, we have computed
the velocity for massless particles, the redshift, the luminosity distance and the congruence
of geodesics. Whether or not there is a time delay in this proposal is still an open question
which deserves further study. For the black hole space-time geometry, we have seen that
there is a common event horizon for all particles, in contrast with the result of a Lorentz
violating scenario, where particles with different energies would see different horizons. This
is in agreement with the relativity principle imposed in DSR. However, the surface gravity
is energy dependent, what seems to indicate that the Hawking temperature could also show
such behavior.

Conclusiones
En esta tesis hemos estudiado una posible desviación de la relatividad especial en la que
aparece una cinemática relativista deformada parametrizada por una escala de alta energía,
bautizada como Relatividad Doblemente Especial (DSR). Esta teoría se propone, no como
una teoría fundamental de gravedad cuántica, sino como un límite a bajas energías de ella,
intentando proporcionar observaciones experimentales que podrían señalarnos cuál es el
enfoque correcto de tal teoría.
Primero hemos extendido, a segundo orden en una expansión en potencias del inverso
de una escala de alta energía, un estudio previo de una cinemática modificada compatible
con el principio de la relatividad (DRK) a primer orden. Hemos mostrado que los resultados
pueden obtenerse a partir de un simple truco: un cambio de variables (modificando el
Casimir y las transformaciones de Lorentz en el sistema de una partícula) y un cambio de
variables momento en el sistema de dos partículas (cambiando la ley de composición y
las transformaciones de Lorentz en el sistema de dos partículas). El mismo método puede
generalizarse fácilmente a órdenes superiores proporcionando una forma de conseguir de
forma sistemática una DRK. Sin embargo, encontramos una enorme arbitrariedad para ir más
allá de relatividad especial, de modo que puede ser necesario introducir un requerimiento
adicional, físico o matemático.
Para buscar algún ingrediente que reduzca esta arbitrariedad, hemos considerado dos
perspectivas distintas. Desde un punto de vista geométrico, hemos llegado a la conclusión
de que sólo un espacio de momentos maximalmente simétrico podría conducirnos a una
DRK cuando uno identifica la ley de composición y las transformaciones de Lorentz como
isometrías de la métrica. Como uno quiere 4 traslaciones y 6 generadores Lorentz, el espacio
de momentos debe tener 10 isometrías, dejando solo sitio para un espacio de momentos
maximalmente simétrico. Hemos encontrado que los ejemplos más comunes de cinemáticas
deformadas que aparecen en la literatura (κ-Poincaré, Snyder y modelos híbridos) pueden
reproducirse y entenderse a partir de esta perspectiva geométrica eligiendo apropiadamente
el álgebra de los generadores de traslaciones.
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En el estudio previo no se ha mostrado las posibles implicaciones que una cinemática
modificada provoca en el espacio-tiempo. En trabajos anteriores se ha mostrado que, a partir
de una acción en la que la ley de conservación de momento está impuesta a través de una ley
de composición, hay una no localidad de las interacciones para cualquier observador que no
se encuentra en el punto de la interacción, haciéndose este efecto mayor cuando el observador
ve la interacción más y más lejos. Sin embargo, es posible encontrar unas nuevas coordenadas
no conmutativas de espacio-tiempo (que llamamos físicas) en las que las interacciones son
locales. Hemos encontrado formas diferentes de imponer localidad y, en una de ellas, se
requiere la asociatividad de la ley de composición para tener interacciones locales. Esto
parece seleccionar de entre las cinemáticas obtenidas previamente desde una perspectiva
geométrica el modelo de κ-Poincaré. Además, hemos encontrado una relación entre estos
dos estudios, observado que la tétrada que caracteriza la curvatura del espacio de momentos
puede usarse para definir las funciones de momento que determinan las coordenadas físicas.
Una vez que se han entendido mejor las consecuencias sobre el espacio-tiempo debido a
una cinemática deformada, hemos desarrollado dos estudios fenomenológicos. En DSR, la
única observación fenomenológica actual debido a una cinemática deformada es un posible
retraso en el tiempo de vuelo para partículas sin masa con diferentes energías. Hemos
propuesto tres modelos distintos en el contexto de DSR, mostrando que el retraso de tiempo
no es necesariamente un efecto posible en este marco, dependiendo del modelo y de la
cinemática (y de la base) utilizados. Esto elimina las fuertes restricciones en la escala de
alta energía que parametriza las cinemáticas de DSR, que podría estar muchos órdenes de
magnitud por debajo de la escala de Planck.
Considerando esta posibilidad, hemos analizado un proceso en QFT en presencia de una
cinemática deformada. A pesar de la falta de una teoría dinámica, los cálculos mostrados
aquí pueden arrojar algo de luz en cómo la QFT usual debería modificarse. Por otro lado,
se ha mostrado que en presencia de una ley de composición covariante, en vez de tener un
pico asociado a una resonancia, podría aparecer otro pico correlacionado con el primero,
permitiéndonos determinar no solo la masa de la partícula, sino también la escala de alta
energía. Hemos bautizado este efecto como twin peaks. Si esta escala es lo suficientemente
pequeña, este efecto podría ser observado en un futuro acelerador de partículas de altas
energías.
Además, hemos estudiado un proceso simple, un par electrón-positrón yendo a un bosón
Z y desintegrándose en un par muón-antimuón. Para hacerlo, hemos implementado unas
nuevas reglas de Feynman teniendo en cuenta una ley de composición covariante. Hemos
mostrado que, en ambos casos, una escala del orden de algunos TeV podría ser compatible
con los datos experimentales obtenidos de aceleradores de partículas para este proceso.
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Finalmente, hemos investigado cómo una curvatura del espacio-tiempo podría modificar
la cinemática. Esto es un ingrediente crucial en el estudio de retraso de tiempos de vuelo, ya
que la expansión del universo debe tenerse en cuenta para fotones que provienen de fuentes
astrofísicas. Para hacerlo, hemos estudiado, desde un punto de vista geométrico, cómo
considerar simultáneamente una curvatura en el espacio-tiempo y en el espacio de momentos.
Esto puede hacerse en la conocida como geometría en el fibrado cotangente, teniendo
en cuenta una geometría no trivial para todo el espacio de fases. En este marco, hemos
analizado las consecuencias fenomenológicas de un espacio de momentos maximalmente
simétrico combinado con la geometría para el espacio-tiempo de un universo en expansión
(Friedmann-Robertson-Walker) y de un agujero negro (Schwarzschild). En el primer caso,
hemos calculado la velocidad para partículas sin masa, el corrimiento al rojo, la distancia
lumínica y la congruencia de geodésicas. Si podría o no haber un retraso en el tiempo
de vuelo en esta propuesta es todavía una pregunta abierta, que merece un trabajo futuro.
Para el agujero negro, hemos visto que hay un horizonte de sucesos común para todas las
partículas, lo que difiere del resultado para el caso de violación de invariancia Lorentz, donde
las partículas con distintas energías verían distintos horizontes. Esto está de acuerdo con el
principio de la relatividad impuesto en DSR. Sin embargo, la gravedad superficial depende
de la energía, lo que parece indicar que la temperatura de Hawking podría mostrar también
el mismo comportamiento.
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Appendix A
Change of variables at first and second
order
In this Appendix, we will obtain the DCL and DLT from a generic change of variables up to
second order. We first start by taking into account the terms proportional to (1/Λ)2 coming
from the first order change of variables of Eq. (2.34) to p2, q2:
P2 = p2+
vL1v
L
1
Λ2
[
q2(n · p)2−2(p ·q)(n · p)(n ·q)+(p ·q)2n2]
+
vL2v
L
2
Λ2
[
p2q2n2+2(p ·q)(n · p)(n ·q)− p2(n ·q)2−q2(n · p)2− (p ·q)2n2] ,
Q2 = q2+
vR1 v
R
1
Λ2
[
p2(n ·q)2−2(p ·q)(n · p)(n ·q)+(p ·q)2n2]
+
vR2 v
R
2
Λ2
[
p2q2n2+2(p ·q)(n · p)(n ·q)− p2(n ·q)2−q2(n · p)2− (p ·q)2n2] .
(A.1)
The following change of variables is compatible with p2 = P2 up to second order
Pµ = pµ +
vL1
Λ
[
qµ(n · p)−nµ(p ·q)
]
+
vL2
Λ
εµνρσ pνqρnσ − v
L
1v
L
1
2Λ2
[
nµq2(n · p)−
2nµ(p ·q)(n ·q)+qµ(p ·q)n2
]− vL2vL2
2Λ2
[
pµq2n2+2nµ(p ·q)(n ·q)− pµ(n ·q)2−nµq2(n · p)
−qµ(p ·q)n2
]
+
vL3
Λ2
[
pµ(n · p)−nµ p2
]
(n ·q)+ v
L
4
Λ2
[
qµ(n · p)−nµ(p ·q)
]
(n · p)+
vL5
Λ2
[
qµ(n · p)−nµ(p ·q)
]
(n ·q)+ v
L
6
Λ2
(n · p)εµνρσ pνqρnσ + v
L
7
Λ2
(n ·q)εµνρσ pνqρnσ ,
(A.2)
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while for the variable Q we obtain
Qµ = qµ +
vR1
Λ
[
pµ(n ·q)−nµ(p ·q)
]
+
vR2
Λ
εµνρσqν pρnσ − v
R
1 v
R
1
2Λ2
[
nµ p2(n ·q)
−2nµ(p ·q)(n · p)+ pµ(p ·q)n2
]− vR2 vR2
2Λ2
[
qµ p2n2+2nµ(p ·q)(n · p)−qµ(n · p)2−
nµ p2(n ·q)− pµ(p ·q)n2
]
+
vR3
Λ2
[
qµ(n ·q)−nµq2
]
(n · p)+ v
R
4
Λ2
[
pµ(n ·q)−nµ(p ·q)
]
(n ·q)
+
vR5
Λ2
[
pµ(n ·q)−nµ(p ·q)
]
(n · p)+ v
R
6
Λ2
(n ·q)εµνρσqν pρnσ + v
R
7
Λ2
(n · p)εµνρσqν pρnσ .
(A.3)
We see we have a total of 14 parameters (vL1 , . . . ,v
L
7 ;v
R
1 , . . . ,v
R
7 ) that form a generic
change of variables up to second order. In order to obtain the DCL in the new variables (p,q),
we apply it to the composition law of the variables (P,Q). As these variables transform
linearly, the composition law must be composed of covariant terms under linear Lorentz
transformations:[
P
⊕
Q
]
µ
= Pµ +Qµ +
c1
Λ2
PµQ2+
c2
Λ2
QµP2+
c3
Λ2
Pµ(P ·Q)+ c4Λ2 Qµ(P ·Q) . (A.4)
157
Then, applying (A.2)-(A.3) to Eq. (A.4) one obtains the DCL
[p⊕q]µ = pµ +qµ +
vL1
Λ
[
qµ(n · p)−nµ(p ·q)
]
+
vR1
Λ
[
pµ(n ·q)−nµ(p ·q)
]
+
(vL2 − vR2 )
Λ
εµνρσ pνqρnσ +
c1
Λ2
pµq2+
c2
Λ2
qµ p2+
c3
Λ2
pµ(p ·q)+ c4Λ2 qµ(p ·q)
− v
L
1v
L
1
2Λ2
[
nµq2(n · p)−2nµ(p ·q)(n ·q)+qµ(p ·q)n2
]− vR1 vR1
2Λ2
[
nµ p2(n ·q)−
2nµ(p ·q)(n · p)+ pµ(p ·q)n2
]− vL2vL2
2Λ2
[
pµq2n2+2nµ(p ·q)(n ·q)− pµ(n ·q)2
−nµq2(n · p)−qµ(p ·q)n2
]− vR2 vR2
2Λ2
[
qµ p2n2+2nµ(p ·q)(n · p)−qµ(n · p)2
−nµ p2(n ·q)− pµ(p ·q)n2
]
+
vL3
Λ2
[
pµ(n · p)−nµ p2
]
(n ·q)+
vR3
Λ2
[
qµ(n ·q)−nµq2
]
(n · p)+ v
L
4
Λ2
[
qµ(n · p)−nµ(p ·q)
]
(n · p)+
vR4
Λ2
[
pµ(n ·q)−nµ(p ·q)
]
(n ·q)+ v
L
5
Λ2
[
qµ(n · p)−nµ(p ·q)
]
(n ·q)+
vR5
Λ2
[
pµ(n ·q)−nµ(p ·q)
]
(n · p)+ (v
L
6 − vR7 )
Λ2
(n · p)εµνρσ pνqρnσ
+
(vL7 − vR6 )
Λ2
(n ·q)εµνρσ pνqρnσ .
(A.5)
In order to consider the rotational invariant case, we take nµ = (1,0,0,0) in Eq. (A.5),
obtaining Eq. 2.51.
In order to obtain the DLT in the two-particle system, (p,q)→ (p′,q′), one can follow
the same procedure used to obtain Eqs. (2.40)-(2.41) in Sec. 2.1.3; after some algebra, one
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obtains p′
p′µ = p˜µ +ω
αβnβ
[
vL1
Λ
pαqµ − v
L
1
Λ
ηαµ(p ·q)− v
L
2
Λ
εαµνρ pνqρ
]
+ωαβnβ
[
−v
L
1v
R
1
Λ2
(
qα pµ −ηαµ(p ·q)
)
(n · p)− v
L
1v
R
2
Λ2
εαµνρ pνqρ(n · p)− v
L
1v
L
1
Λ2
pαqµ(n ·q)
+
vL1v
L
2
Λ2
εανρσqµ pνqρnσ +
vL1v
L
1
Λ2
(
pαq2−qα(p ·q)
)
nµ +
vL1v
R
1
Λ2
(
qα p2− pα(p ·q)
)
nµ
−v
L
2v
L
1
Λ2
εαµνρqνnρ(p ·q)+ v
L
2v
R
1
Λ2
εαµνρ pνnρ(p ·q)+ v
L
2v
L
2
Λ2
[
qα
(
pµ(n ·q)−qµ(n · p)
)−
ηαµ
(
(n ·q)(p ·q)− (n · p)q2)]− vL2vR2
Λ2
[
pα
(
qµ(n · p)− pµ(n ·q)
)−ηαµ ((n · p)(p ·q)+
−(n ·q)p2)] vL2vL2
Λ2
qα pµ(n ·q)− (v
L
1v
L
1 − vL2vL2)
2Λ2
(
pαnµ +ηαµ(n · p)
)
q2+
(vL1v
L
1 − vL2vL2 − vL5)
Λ2
(
qαnµ +ηαµ(n ·q)
)
(p ·q)+ v
L
3
Λ2
(qα(n · p)+ pα(n ·q)) pµ−
vL3
Λ2
(
qαnµ +ηαµ(n ·q)
)
p2+
vL4
Λ2
2pαqµ(n · p)− v
L
4
Λ2
(
pαnµ +ηαµ(n · p)
)
(p ·q)
+
vL5
Λ2
(qα(n · p)+ pα(n ·q))qµ + v
L
6
Λ2
[
pαεµνρσ pνqρnσ − εαµνρ pνqρ(n · p)
]
+
vL7
Λ2
[
qαεµνρσ pνqρnσ − εαµνρ pνqρ(n ·q)
]]
,
(A.6)
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and for the second momentum variable (q′), one gets the same expression but interchanging
p↔ q and viL ↔ viR
q′µ = q˜µ +ω
αβnβ
[
vR1
Λ
qα pµ − v
R
1
Λ
ηαµ(p ·q)− v
R
2
Λ
εαµνρqν pρ
]
+ωαβnβ
[
−v
R
1 v
L
1
Λ2
(
pαqµ −ηαµ(p ·q)
)
(n ·q)− v
R
1 v
L
2
Λ2
εαµνρqν pρ(n ·q)− v
R
1 v
R
1
Λ2
qα pµ(n · p)
+
vR1 v
R
2
Λ2
εανρσ pµqν pρnσ +
vR1 v
R
1
Λ2
(
qα p2− pα(p ·q)
)
nµ +
vR1 v
L
1
Λ2
(
pαq2−qα(p ·q)
)
nµ
−v
R
2 v
R
1
Λ2
εαµνρ pνnρ(p ·q)+ v
R
2 v
L
1
Λ2
εαµνρqνnρ(p ·q)+ v
R
2 v
R
2
Λ2
[
pα
(
qµ(n · p)− pµ(n ·q)
)
−ηαµ
(
(n · p)(p ·q)− (n ·q)p2)]− vR2 vL2
Λ2
[
qα
(
pµ(n ·q)−qµ(n · p)
)−ηαµ ((n ·q)(p ·q)
−(n · p)q2)]+ vR2 vR2
Λ2
pαqµ(n · p)− (v
R
1 v
R
1 − vR2 vR2 )
2Λ2
(
qαnµ +ηαµ(n ·q)
)
p2
+
(vR1 v
R
1 − vR2 vR2 − vR5 )
Λ2
(
pαnµ +ηαµ(n · p)
)
(p ·q)+ v
R
3
Λ2
(pα(n ·q)+qα(n · p))qµ
− v
R
3
Λ2
(
pαnµ +ηαµ(n · p)
)
q2+
vR4
Λ2
2qα pµ(n ·q)− v
R
4
Λ2
(
qαnµ +ηαµ(n ·q)
)
(p ·q)
+
vR5
Λ2
(pα(n ·q)+qα(n · p)) pµ + v
R
6
Λ2
[
qαεµνρσqν pρnσ − εαµνρqν pρ(n ·q)
]
+
vR7
Λ2
[
pαεµνρσqν pρnσ − εαµνρqν pρ(n · p)
]]
.
(A.7)
As one could expect, the coefficients of the DLT are determined by the 14 parameters
(vLi ;v
R
i ), i = 1, . . .7, appearing in the change of variables.
If we take again nµ = (1,0,0,0) in Eqs. (A.6) and (A.7) we find
p′0 = p0+ p⃗ · ξ⃗ −
vL1
Λ
q0
(
p⃗ · ξ⃗
)
+
vL2
Λ
(p⃗∧ q⃗) · ξ⃗ + v
L
1v
L
1 − vL2vL2 −2vL5
2Λ2
q20
(
p⃗ · ξ⃗
)
+
vL1v
L
1 + v
L
2v
L
2
2Λ2
q⃗2
(
p⃗ · ξ⃗
)
+
vL1v
R
1 − vL3
Λ2
p⃗2
(⃗
q · ξ⃗
)
+
vL1v
R
1 − vL3 − vL4
Λ2
p0q0
(
p⃗ · ξ⃗
)
− v
L
1v
R
1 + v
L
4
Λ2
(p⃗ · q⃗)
(
p⃗ · ξ⃗
)
− v
L
2v
L
2 + v
L
5
Λ2
(p⃗ · q⃗)
(⃗
q · ξ⃗
)
+
vL1v
R
2 + v
L
6
Λ2
p0 (p⃗∧ q⃗) ξ⃗
+
−vL1vL2 + vL7
Λ2
q0 (p⃗∧ q⃗) ξ⃗ ,
(A.8)
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p′i = pi+ p0ξi−
vL1
Λ
[
qi
(
p⃗ · ξ⃗
)
+(p ·q)ξi
]
− v
L
2
Λ2
(
q0εi jk p jξk− p0εi jkq jξk
)
+
vL1v
R
1 − vL3 − vL4
Λ2
p20q0ξi+
vL1v
L
1 − vL2vL2 −2vL5
2Λ2
p0q20ξi+
−vL1vR1 − vL2vR2 + vL4
Λ2
(p⃗ · q⃗) p0ξi+
−vL1vL1 +2vL2vL2 + vL5
Λ2
(p⃗ · q⃗)q0ξi+ v
L
2v
R
2 + v
L
3
Λ2
p⃗2q0ξi+
vL1v
L
1 −3vL2vL2
2Λ2
p0⃗q2ξi+
vL2v
R
2 −2vL4
Λ2
p0qi
(
p⃗ · ξ⃗
)
− v
L
2v
R
2 + v
L
3
Λ2
piq0
(
p⃗ · ξ⃗
)
+
vL2v
L
2 − vL5
Λ2
p0qi
(⃗
q · ξ⃗
)
−
2vL2v
L
2
Λ2
piq0
(⃗
q · ξ⃗
)
+
vL1v
R
1 − vL3
Λ2
p0 pi
(⃗
q · ξ⃗
)
+
vL1v
L
1 − vL5
Λ2
q0qi
(
p⃗ · ξ⃗
)
− v
L
1v
L
2
Λ2
qi (p⃗∧ q⃗) ξ⃗+
vL1v
R
2 + v
L
6
Λ2
p20εi jkq jξk−
vL6
Λ2
(
p⃗ · ξ⃗
)
εi jk p jqk +
vL7
Λ2
p0q0εi jkq jξk− v
L
7
Λ2
(⃗
q · ξ⃗
)
εi jk p jqk−
vL7
Λ2
q20εi jk p jξk−
vL1v
R
2 + v
L
6
Λ2
p0q0εi jk p jξk +
vL1v
L
2
Λ2
(p ·q)εi jkq jξk− v
R
1 v
L
2
Λ2
(p ·q)εi jk p jξk ,
(A.9)
q′0 = q0+ q⃗ · ξ⃗ −
vR1
Λ
p0
(⃗
q · ξ⃗
)
+
vR2
Λ
(⃗q∧ p⃗) · ξ⃗ + v
R
1 v
R
1 − vR2 vR2 −2vR5
2Λ2
p20
(⃗
q · ξ⃗
)
+
vR1 v
R
1 + v
R
2 v
R
2
2Λ2
p⃗2
(⃗
q · ξ⃗
)
+
vL1v
R
1 − vR3
Λ2
q⃗2
(
p⃗ · ξ⃗
)
+
vL1v
R
1 − vR3 − vR4
Λ2
q0 p0
(⃗
q · ξ⃗
)
−
vL1v
R
1 + v
R
4
Λ2
(p⃗ · q⃗)
(⃗
q · ξ⃗
)
− v
R
2 v
R
2 + v
R
5
Λ2
(p⃗ · q⃗)
(
p⃗ · ξ⃗
)
− v
R
1 v
L
2 + v
R
6
Λ2
q0 (p⃗∧ q⃗) ξ⃗
+
vR1 v
R
2 − vR7
Λ2
p0 (p⃗∧ q⃗) ξ⃗ ,
(A.10)
q′i = qi+q0ξi−
vR1
Λ
[
pi
(⃗
q · ξ⃗
)
+(p ·q)ξi
]
− v
R
2
Λ2
(
p0εi jkq jξk−q0εi jk p jξk
)
+
vL1v
R
1 − vR3 − vR4
Λ2
q20 p0ξi+
vR1 v
R
1 − vR2 vR2 −2vR5
2Λ2
q0 p20ξi+
−vL1vR1 − vR2 vL2 + vR4
Λ2
(p⃗ · q⃗)q0ξi+
−vR1 vR1 +2vR2 vR2 + vR5
Λ2
(p⃗ · q⃗) p0ξi+ v
L
2v
R
2 + v
R
3
Λ2
q⃗2 p0ξi+
vR1 v
R
1 −3vR2 vR2
2Λ2
q0 p⃗2ξi+
vL2v
R
2 −2vR4
Λ2
q0 pi
(⃗
q · ξ⃗
)
− v
L
2v
R
2 + v
R
3
Λ2
qi p0
(⃗
q · ξ⃗
)
+
vR2 v
R
2 − vR5
Λ2
q0 pi
(
p⃗ · ξ⃗
)
−
2vR2 v
R
2
Λ2
qi p0
(
p⃗ · ξ⃗
)
+
vL1v
R
1 − vR3
Λ2
q0qi
(
p⃗ · ξ⃗
)
+
vR1 v
R
1 − vR5
Λ2
p0 pi
(⃗
q · ξ⃗
)
+
vR1 v
R
2
Λ2
pi (p⃗∧ q⃗) ξ⃗+
vR1 v
L
2 + v
R
6
Λ2
q20εi jk p jξk +
vR6
Λ2
(⃗
q · ξ⃗
)
εi jk p jqk +
vR7
Λ2
p0q0εi jk p jξk +
vR7
Λ2
(
p⃗ · ξ⃗
)
εi jk p jqk−
vR7
Λ2
p20εi jkq jξk−
vR1 v
L
2 + v
R
6
Λ2
p0q0εi jkq jξk +
vR1 v
R
2
Λ2
(p ·q)εi jk p jξk− v
L
1v
R
2
Λ2
(p ·q)εi jkq jξk .
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These are the DLT generalizing Eq. (2.43) up to order (1/Λ)2 making p2 and q2 invariant,
and their coefficients depend on the 14 parameters that characterize a generic change of
variables in the two-particle system.

Appendix B
Momentum space geometry
B.1 Translations in de Sitter
We are going to obtain the translations of de Sitter space Sec. 3.3.1 when the tetrad is the one
proposed in Eq. (3.31). The condition (3.32) can be written in terms of the composition law
as
eαµ (p⊕q) =
∂ (p⊕q)µ
∂qν
eαν (q) . (B.1)
Then, the system of equations we need to solve is
For µ = 0, ν = 0 1 =
∂ (p⊕q)0
∂q0
.
For µ = i, ν = 0 0 =
∂ (p⊕q)0
∂q j
δ ij e
±q0/Λ .
For µ = 0, ν = i 0 =
∂ (p⊕q)i
∂q0
.
For µ = i, ν = j δ ij e
±(p⊕q)0/Λ =
∂ (p⊕q) j
∂qk
δ ik e
±q0/Λ .
(B.2)
The first equation implies that
(p⊕q)0 = p0 f
(
p0
Λ
,
p⃗2
Λ2
,
q⃗2
Λ2
,
p⃗ · q⃗
Λ2
)
+q0 , (B.3)
but the second one requires the component zero of the composition law to be independent of
the spatial components of the momentum q, so by condition (2.3), f = 1 and then
(p⊕q)0 = p0+q0 . (B.4)
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The fourth equation can be now written as
δ ij e
±(p0+q0)/Λ =
∂ (p⊕q) j
∂qk
δ ik e
±q0/Λ , (B.5)
so
(p⊕q)i = pi g
(
p0
Λ
,
q0
Λ
,
p⃗2
Λ2
)
+qie±p0/Λ , (B.6)
but by virtue of the third equation, the condition (2.3) gives that g = 1, so the composition
law finally is
(p⊕q)0 = p0+q0 , (p⊕q)i = pi+qie−p0/Λ . (B.7)
B.2 Algebra of isometry generators in de Sitter and anti-
de Sitter spaces
In this appendix, we want to study the algebra of isometries of the maximally symmetric
spaces of de Sitter and anti-de Sitter. We can start in de Sitter space with the algebra of
generators of translations (TαS ,J
βγ) which is Lorentz covariant
{TαS ,T βS } =
Jαβ
Λ2
, {TαS ,Jβγ} = ηαβT γS −ηαγT βS ,
{Jαβ ,Jγδ} = ηβγJαδ −ηαγJβδ −ηβδ Jαγ +ηαδ Jβγ .
(B.8)
In order to have an associative composition law, we saw in Ch. 3 that the translation generators
must form a four-dimensional subalgebra, so we can consider the following change of basis
of the spatial translations
T 0κ = T
0
S , T
i
κ = T
i
S±
J0i
Λ
, (B.9)
and then, the new algebra of the translations is
{T 0κ ,T iκ} = ∓
T iκ
Λ
, (B.10)
which is the algebra from which one can deduce the κ-Poincaré kinematics, as we saw in
Sec. 3.3.
However, one can not obtain a closed subalgebra of the generators of translations for the
anti-de Sitter algebra. The difference resides in the minus sign appearing in the algebra of
anti-de Sitter space isometries (which corresponds to substitute Λ2 by −Λ2 in (B.8)). If one
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tries to make a similar change on the basis to Eq. (B.9) of these generators, one sees that one
can not find a closed subalgebra. Then we can conclude that there is no way to obtain a DRK
with an associative composition law in anti-de Sitter momentum space.
From a generic change of translation generators (always maintaining isotropy)
T 0H = T
0
S , T
i
H = T
i
S +α
J0i
Λ
, (B.11)
where α is an arbitrary parameter, one can find the DCL corresponding to the hybrids models
which have a Lorentz covariant term as in Snyder kinematics and a non-covariant one as in
κ-Poincaré kinematics.

Appendix C
Locality and noncommutative spacetime
C.1 Different representations of a noncommutative space-
time
One can make a canonical transformation in phase space (x,k)→ (x′,k′)
kµ = fµ(k′) , xµ = x′νg
µ
ν (k
′) , (C.1)
for any set of momentum dependent functions fµ , with
gµρ (k
′)
∂ fν(k′)
∂k′ρ
= δ µν . (C.2)
One can write the noncommutative space-time coordinates as a function of the new canonical
phase-space coordinates
x˜µ .= xνϕµν (k) = x′ρgνρ(k
′)ϕµν ( f (k′)) . (C.3)
Introducing
ϕ ′µρ (k′)
.
= gνρ(k
′)ϕµν ( f (k′)) =
∂k′ρ
∂kν
ϕµν (k) , (C.4)
the noncommutative spacetime is
x˜µ = x′ρϕ ′µρ (k′) . (C.5)
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We see then that different canonical coordinates related by the choice of momentum variables
lead to different representations of the same noncommutative spacetime with different
functions ϕµν (k).
C.2 SR spacetime from the locality condition for a commu-
tative DCL
In subsection 4.2 we saw that the first way to try to implement locality requires the condition
of Eq. (4.34), which is not valid for a generic DCL (in particular, it is valid for a commutative
DCL). We show here that the spacetime defined by Eq. (4.28) is indeed the SR spacetime. We
start by checking that the new space-time coordinates x˜µ are in fact commutative coordinates.
If one derives with respect to pσ the first equality of Eq. (4.31), one gets
∂ϕµν (p⊕q)
∂ pσ
=
∂
∂qρ
(
∂ [p⊕q]ν
∂ pσ
)
ϕµρ (q) . (C.6)
Using that the left hand side of the previous equation is in fact (applying the chain rule)
∂ϕµν (p⊕q)
∂ pσ
=
∂ϕµν (p⊕q)
∂ [p⊕q]ρ
∂ [p⊕q]ρ
∂ pσ
, (C.7)
and taking the limit p→ 0 of the right hand sides of Eqs. (C.6) and Eq. (C.7), one gets, using
also Eq. (4.33),
∂ϕµν (q)
∂qρ
ϕσρ (q) =
∂ϕσν (q)
∂qρ
ϕµρ (q) . (C.8)
Comparing Eq. (C.8) with Eq. (4.12), we see that {x˜µ , x˜σ}= 0.
As the space-time coordinates x˜ commute, one can define new momentum variables
p˜µ = gµ(p) such that (x˜, p˜) are canonical conjugate variables, as in the case of (x, p), that is:
a canonical transformation that relates both phase-space coordinates exists. Indeed, one can
prove that the composition of the new momentum variables are in fact the sum
[p˜⊕˜ q˜]µ .= gµ(p⊕q) = p˜µ + q˜µ , (C.9)
(where the DCL ⊕˜ has been defined as in Eq. (2.15)), so that (x˜, p˜) is in fact the phase space
of SR.
In order to do that, we will firstly check that Eq. (4.31) is invariant under different choices
of momentum variables. If we consider new momentum variables p˜µ = gµ(p), we can
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calculate the derivative of the DCL with respect to p˜ρ
∂ [p˜⊕˜ q˜]ν
∂ p˜ρ
=
∂gν(p⊕q)
∂gρ(p)
=
∂gν(p⊕q)
∂ [p⊕q]λ
∂ [p⊕q]λ
∂ pσ
∂ pσ
∂gρ(p)
, (C.10)
and also
ϕ˜µρ (p˜) = lim
g(l)→0
∂gρ(l⊕ p)
∂gµ(l)
= lim
l→0
∂gρ(l⊕ p)
∂ [l⊕ p]ξ
∂ [l⊕ p]ξ
∂ lη
∂ lη
∂gµ(l)
=
∂gρ(p)
∂ pξ
ϕµξ (p) ,
(C.11)
where we used Eq. (4.33) and also the condition in the change of variables p˜ = 0 =⇒ p = 0.
Taking both results and using Eq. (4.31) one finds
∂ [p˜⊕˜ q˜]ν
∂ p˜ρ
ϕ˜µρ (p˜) =
∂gν(p⊕q)
∂ [p⊕q]λ
∂ [p⊕q]λ
∂ pσ
ϕµσ (p) . (C.12)
One can do the same for the third term of Eq. (4.31) obtaining
∂ [p˜⊕˜ q˜]ν
∂ q˜ρ
ϕ˜µρ (q˜) =
∂gν(p⊕q)
∂ [p⊕q]λ
∂ [p⊕q]λ
∂qσ
ϕµσ (q) . (C.13)
And finally, the first term of Eq. (4.31), following Eq. (C.11), transforms as
ϕ˜µν (p˜⊕˜ q˜) =
∂gν(p⊕q)
∂ [p⊕q]λ
ϕµλ (p⊕q) . (C.14)
To summarize, we have seen that if Eq. (4.31) is satisfied for the variables (p, q), also will
be by (p˜, q˜) obtained by p˜µ = gµ(p), q˜µ = gµ(q). This means that one can always choose
this change of basis in such a way that ϕ˜µν (k˜) = δ
µ
ν , leading to
∂ [p˜⊕˜ q˜]ν
∂ p˜µ
=
∂ [p˜⊕˜ q˜]ν
∂ q˜µ
= δ µν , (C.15)
and then [p˜⊕˜ q˜]ν = p˜ν + q˜ν , as it was stated in Sect. 4.2.
C.3 DCL of κ-Poincaré in the bicrossproduct basis through
locality
As we did in B.1, we will compute the composition law obtained from the locality condition
when ϕ µLν(p,q) = ϕ
µ
ν (p) taking ϕ
µ
ν (p) of Eq. (4.25), which corresponds to κ-Poincaré in
the bicrossproduct basis. From Eq. (4.42), we have the following system of equations to
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solve
For µ = 0, ν = 0 1 =
∂ (p⊕q)0
∂ p0
− ∂ (p⊕q)0
∂ pi
pi
Λ
.
For µ = i, ν = 0 0 =
∂ (p⊕q)0
∂ p j
δ ij .
For µ = 0, ν = i − (p⊕q)i
Λ
=
∂ (p⊕q)i
∂ p0
− ∂ (p⊕q)i
∂ p j
p j
Λ
.
For µ = i, ν = j δ ij =
∂ (p⊕q) j
∂ pi
.
(C.16)
We follow a similar strategy to find the composition law. The first two equations give the
result
(p⊕q)0 = p0+q0 . (C.17)
The fourth equation requires the composition law to be linear in the spatial components of p,
so the composition can be written as
(p⊕q)i = pi+qi · f
(
p0
Λ
,
q0
Λ
,
q⃗2
Λ2
)
. (C.18)
Introducing this into the third equation, we obtain a differential equation to solve
f = e−p0/Λ g
(
q0
Λ
,
q⃗2
Λ2
)
. (C.19)
Taking into account the condition (2.3), we conclude that g = 1 and then the composition
reads
(p⊕q)0 = p0+q0 , (p⊕q)i = pi+qie−p0/Λ . (C.20)
C.4 Lorentz transformation in the bicrossproduct basis from
locality
In order to obtain the Lorentz transformations in the one-particle system, we will impose that
the Lorentz generators, together with the noncommutative space-time coordinates, should
close a 10 dimensional algebra. The modified Poisson brackets are the ones involving the
boost generators J0i:
{x˜0,J0i} = x˜i+ 1
Λ
J0i , {x˜ j,J0i} = δ ijx˜0+
1
Λ
J ji . (C.21)
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Using the notation
x˜µ = xνϕµν (k) , J0i = xµJ 0iµ (k) , J
i j = xµJ i jµ (k) = x
jki− xik j , (C.22)
Eq. (C.21) leads to the system of equations
∂ϕ0µ
∂kν
J 0iν −
∂J 0iµ
∂kν
ϕ0ν = ϕ
i
µ +
1
Λ
J 0iµ ,
∂ϕ jµ
∂kν
J 0iν −
∂J 0iµ
∂kν
ϕ jν = δ ijϕ
0
µ +
1
Λ
(
δ iµk j−δ jµki
)
.
(C.23)
Inserting the expression of ϕµν (k) of Eq. (4.25) which corresponds to κ-Poincaré in the
bicrossproduct basis we can obtainJ 0iµ from (C.23). One finally obtains
J 0i0 = −ki , J 0ij = δ ij
Λ
2
[
e−2k0/Λ−1− k⃗
2
Λ2
]
+
kik j
Λ
. (C.24)
Now we can write the Poisson brackets of kµ and J0i
{k0,J0i} = −ki , {k j,J0i} = δ ij
Λ
2
[
e−2k0/Λ−1− k⃗
2
Λ2
]
+
kik j
Λ
. (C.25)
C.5 Lorentz transformation in the one-particle system of
the local DCL1 kinematics
We consider that the Lorentz generators Jαβ are given by imposing that the space-time
coordinates x˜α with them form a ten-dimensional Lie algebra. From the Lorentz algebra
generated by Jαβ and the space-time coordinates algebra x˜α (when there is no mixing of
phase-space coordinates in y˜α ) ,
{x˜i, x˜0} = −(ε/Λ) x˜i , {x˜i, x˜ j} = 0 , (C.26)
one can determine the rest of the Poisson brackets through Jacobi identities:
{x˜0,J0 j} = x˜ j− (ε/Λ)J0 j , {x˜i,J0 j} = δ i jx˜0− (ε/Λ)Ji j ,
{x˜0,J jk} = 0 , {x˜i,J jk} = δ ikx˜ j−δ i jx˜k .
(C.27)
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Using
{x˜α ,Jβγ} = {xνϕαν (k),xρJ βγρ (k)} = xµ
(
∂ϕαµ (k)
∂kρ
J βγρ (k)−
∂Jβγµ (k)
∂kν
ϕαν (k)
)
(C.28)
in the algebra (C.27), one obtains(
∂ϕ0µ(k)
∂kρ
J 0 jρ (k)−
∂J 0 jµ (k)
∂kν
ϕ0ν(k)
)
=ϕ jµ(k)−(ε/Λ)J 0 jµ (k) ,(
∂ϕ iµ(k)
∂kρ
J 0 jρ (k)−
∂J 0 jµ (k)
∂kν
ϕ iν(k)
)
=δ i jϕ0µ(k)−(ε/Λ)J i jµ (k) ,(
∂ϕ0µ(k)
∂kρ
J jkρ (k)−
∂J jkµ (k)
∂kν
ϕ0ν(k)
)
=0 ,(
∂ϕ iµ(k)
∂kρ
J jkρ (k)−
∂J jkµ (k)
∂kν
ϕ iν(k)
)
=δ ikϕ jµ(k)−δ i jϕkµ(k) . (C.29)
From the functions determining the generalized space-time coordinates for the one-
particle system of the local DCL1 kinematics according to Eq. (3.17),
ϕ00 (k) = liml→0
∂ (l⊕ k)0
∂ l0
= 1+ εk0/Λ , ϕ
j
0(k) = liml→0
∂ (l⊕ k)0
∂ l j
= 0 ,
ϕ0i (k) = liml→0
∂ (l⊕ k)i
∂k0
= εki/Λ , ϕ ji (k) = liml→0
∂ (l⊕ k)i
∂k j
= δ ji , (C.30)
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we find the following system of equations forJ αβµ (k):
∂J 0 j0
∂k0
= (ε/Λ)
[
2J 0 j0 − k0
∂J 0 j0
∂k0
− kk
∂J 0 j0
∂kk
]
,
∂J 0 j0
∂ki
= −δ i j(1+ εk0/Λ)+(ε/Λ)J i j0 ,
∂J 0 jl
∂k0
= −δ jl +(ε/Λ)
[
2J 0 jl − k0
∂J 0 jl
∂k0
− kk
∂J 0 jl
∂kk
]
,
∂J 0 jl
∂ki
= −δ i jεkl/Λ+(ε/Λ)J i jl ,
∂J jk0
∂k0
= (ε/Λ)
[
J jk0 − k0
∂J jk0
∂k0
− km
∂J jk0
∂km
]
,
∂J jk0
∂ki
= 0 ,
∂J jkl
∂k0
= (ε/Λ)
[
J jkl − k0
∂J jkl
∂k0
− km
∂J jkl
∂km
]
,
∂J jkl
∂ki
= δ i jδ kl −δ ikδ jl . (C.31)
Imposing the condition that in the limit (k20/Λ
2)→ 0, (⃗k2/Λ2)→ 0, we should recover
linear Lorentz transformation
J 0 j0 →−k j , J 0 jk →−δ jk k0 , J jk0 → 0 , J jkl → (δ kl k j−δ jl kk) , (C.32)
we find a unique solution:
J i j0 (k) = 0 , J
i j
k (k) = δ
j
k ki−δ ik k j ,
J 0 j0 (k) = −k j(1+ εk0/Λ) , J 0 jk (k) = δ jk
[−k0− εk20/2Λ]+(ε/Λ) [⃗k2/2− k jkk] .
(C.33)

Appendix D
Resonances and cross sections with a
DRK
D.1 BSR Extension of the Breit–Wigner Distribution
We start from Eq. (6.4),
fBSR(m2) =
K[
µ2(m2)−M2X
]2
+M2XΓ2X
. (D.1)
In order to simplify future expressions, we introduce the dimensionless variables
τ :=
m2
M2X
γ :=
Γ2X
M2X
λ :=
Λ2
M2X
, (D.2)
so we can write Eq. (D.1) as
fBSR(m2) =
K
M4X F(τ)
, (D.3)
where
F(τ) :=
[
τ
(
1+ ε
τ
λ
)
−1
]2
+ γ , (D.4)
for the BSR we are considering Eq. (6.3).
For a resonance, we need γ ≪ 1, so in order to have a peak we need that the following
equation holds
τ
(
1+ ε
τ
λ
)
−1 = 0 , (D.5)
with solutions
τ∗ =− λ
2ε
[
1±
(
1+4
ε
λ
)1/2]
. (D.6)
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We can make a Taylor expansion at τ∗ in order to study the distribution close to the peaks.
Evaluating the derivatives of F(τ) up to second order
dF
dτ
∣∣∣∣
τ=τ∗
= 2
[
τ∗
(
1+ ε
τ∗
λ
)
−1
](
1+2
ε
λ
τ∗
)
= 0 , (D.7)
d2F
dτ2
∣∣∣∣
τ=τ∗
= 2
(
1+2
ε
λ
τ∗
)2
= 2
(
1+4
ε
λ
)
, (D.8)
one obtains
F(τ)≈ γ+
(
1+4
ε
λ
)
(τ− τ∗)2 , (D.9)
and substituting in Eq. (D.3), and using Eq. (D.2), one finds
fBSR(m2)≈ 1M4X
(
1+4εM2X/Λ2
) · K
((m2−m∗2))2+M2XΓ2X
(
1+4εM2X/Λ2
)−1 , (D.10)
where
m∗2 := M2Xτ
∗ =
Λ2
2ε
[
−1±
(
1+4ε
M2X
Λ2
)1/2]
. (D.11)
One can see that the maximum value of the distribution (D.10) is reached at m2 = m∗2,
and one must study separately if the value of ε of Eq. (6.3) is positive or negative.
For ε =+1, one obtains a unique solution for the pole
m∗2 =
Λ2
2
[(
1+4
M2X
Λ2
)1/2
−1
]
. (D.12)
For this case, one can see that the shape of the distribution of Eq. (D.10) is the same as in
SR, but the difference resides in that the position of the peak (m2 = m∗2) is not the squared
mass of the resonance. One can easily see from Eq. (D.12) that one recovers the peak in the
SR case when MX ≪ Λ,
m∗2 ≈ Λ
2
2
[
1+2
M2X
Λ2
−1
]
= M2X . (D.13)
The width of the peak can be computed from Eq. (D.10) (to be compared with the
Breit–Wigner distribution (6.1)):
Γ∗2 =
M2XΓ2X
m∗2
(
1+4M2X/Λ2
) = Γ2X 2M2X/Λ2(
1+4M2X/Λ2
)[(
1+4M2X/Λ2
)1/2−1] , (D.14)
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which also leads to the SR decay width of the resonance when M2X ≪ Λ2.
The ε =−1 case is much more interesting. If
1−4M
2
X
Λ2
> 0, (D.15)
that is, when MX < Λ/2, Eq. (D.11) gives two solutions for m∗2 > 0,
m∗±
2 =
Λ2
2
[
1±
(
1−4M
2
X
Λ2
)1/2]
. (D.16)
Then, one finds two peaks (at m2 = m∗±
2) in the squared mass distribution in contrast to
the SR case, where there is only one. One can read from the position of these two peaks Λ2
and M2X using Eq. (D.16):
Λ2 = (m∗+
2+m∗−
2) , M2X =
m∗+
2m∗−
2
(m∗+
2+m∗−
2)
. (D.17)
As in Eq. (D.14), the widths of the two peaks are
Γ∗±
2 =
M2XΓ2X
m∗±
2 (1−4M2X/Λ2) . (D.18)
From M2X and Λ2 of Eq. (D.17), we get
1−4M
2
X
Λ2
=
(m∗+
2−m∗−2)2
(m∗+
2+m∗−
2)2
. (D.19)
Substituting in Eq. (D.18) one finds
Γ∗±
2 = Γ2X
(m∗+
2+m∗−
2)m∗∓
2
(m∗+
2−m∗−2)2
. (D.20)
From Eq. (D.20), one can find the decay width of the resonance X :
Γ2X = Γ
∗
+
2 (m∗+
2−m∗−2)2
m∗−
2(m∗+
2+m∗−
2)
= Γ∗−
2 (m∗+
2−m∗−2)2
m∗+
2(m∗+
2+m∗−
2)
= (Γ∗+
2+Γ∗−
2)
[
m∗+
2−m∗−2
m∗+
2+m∗−
2
]2
.
(D.21)
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When M2X ≪ Λ2, the expressions for the poles (Eq. (D.16)) and the widths (Eq. (D.18)) are
m∗±
2 ≈ Λ
2
2
[
1±
(
1−2M
2
X
Λ2
)]
, (D.22)
Γ∗±
2 ≈ Γ2X
2M2X/Λ2[
1± (1−2M2X/Λ2)] , (D.23)
so in this limit
m∗+
2 ≈ Λ2 , Γ∗+2 ≈ Γ2X M2X/Λ2 ,
m∗−
2 ≈M2X , Γ∗−2 ≈ Γ2X ,
(D.24)
and one can see that for one of the peaks (−) one finds the result of SR, while the other peak
(+) is shifted by a factor Λ/MX , and its width reduced by a factor MX/Λ with respect to the
SR peak.
We can note that for MX > Λ/2 there is not any peak, since the square root of Eq. (D.16)
becomes negative. This would lead to an “invisible” resonance. In the limit MX → Λ/2 one
can see that the two poles coincide with their width tending to infinite.
We have not considered the dependence on m2 of the K factor taking into account how
the resonance is produced and the decay width of the two particles because we assume that
the analysis is carried out near the peaks, where K ≈ K(m∗2), and then we can neglect the
variation of K with respect to m2.
D.2 Cross sections with a DCL
In this part of the appendix we show how to obtain the cross section of the process
e−(k)e+(k)→ Z → µ−(p)µ+(p) in the BSR case. Firstly, we need to compute the two-
particle phase-space integral
F̂(α)(E0)
.
= PS(α)2 F(k,k, p, p) (D.25)
for different Lorentz invariant functions F of the four momenta k, k, p, p. First, we are going
to use the Dirac delta function δ (4)α (k,k; p, p) that takes into account the conservation law for
each channel α and that will let us express p as a function p(α)(k,k, p) of the other remaining
three momenta k, k, p. Therefore, we have
F̂(α)(E0) =
1
(2π)2
∫
d4 pδ (p2)θ(p0)δ
(
p(α)2(k,k, p)
)
θ
(
p(α)0 (k,k, p)
)
Fα(k,k, p) ,
(D.26)
D.2 Cross sections with a DCL 179
where
Fα(k,k, p) = F(k,k, p, p(α)(k,k, p)) . (D.27)
Then, integrating over p0 and |p⃗| with the remaining two Dirac delta functions we find
F̂(α)(E0) =
1
8π2
∫
dΩpˆ
E(α)(k,k, pˆ)
|∂ p(α)2∂ p0 |p0=E(α)(k,k,pˆ)
Fα(k,k, p)||p⃗|=p0=E(α)(k,k ,pˆ) , (D.28)
where E(α)(k,k, pˆ) is the positive value of p0 such that p(α)2 = 0. Due to the rotational
invariance and the choice k⃗ = −⃗k one can show that E(α) is a function of the energy E0 of
the particles in the initial state and the angle θ between the directions of k⃗ and p⃗. So we have
F̂(α)(E0) =
1
4π
∫
d cosθ
E(α)(E0,cosθ)
|∂ p(α)2∂ p0 |p0=E(α)(E0,cosθ)
Fα(k,k, p)||p⃗|=p0=E(α)(E0,cosθ) . (D.29)
In order to obtain the expression of E(α)(E0,cosθ) and |∂ p
(α)2
∂ p0
|p0=E(α)(E0,cosθ), we need to
use the explicit form of the conservation law for each channel.
For the first channel, we have k⊕ k = p⊕ p, and then
kµ + kµ +
k · k
2Λ2
kµ = pµ + pµ +
p · p
2Λ2
pµ . (D.30)
This leads to
p · p(1) = k · p+ k · p+ (k · k)(k · p)
2Λ2
, (D.31)
and, neglecting terms proportional to (1/Λ4), one has
p(1)µ = kµ + kµ − pµ + k · k
2Λ2
kµ − (k · p+ k · p)
2Λ2
pµ , (D.32)
and
p(1)2 = 2k · k−2k · p−2k · p+ (k · k)
2
Λ2
− (k · k)(k · p)
Λ2
− (k · p+ k · p)
2
Λ2
, (D.33)
k · p(1) = k · k− k · p− (k · p+ k · p)k · p
2Λ2
, (D.34)
k · p(1) = k · k− k · p+ (k · k)
2
2Λ2
− (k · p+ k · p)k · p
2Λ2
. (D.35)
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In the reference frame where kµ = E0(1, kˆ), kµ = E0(1,−kˆ), one finds
p(1)2 = 4E20 −4E0 p0+
4E40
Λ2
− 2E
3
0
Λ2
p0(1− cosθ)− 4E
2
0
Λ2
p20 , (D.36)
k · p(1) = 2E20 −E0 p0(1− cosθ)−
E30
Λ2
p0(1− cosθ) , (D.37)
k · p(1) = 2E20 −E0 p0(1+ cosθ)+
2E40
Λ2
− E
2
0
Λ2
p20(1+ cosθ) . (D.38)
From the expression of p(1)2, one arrives to
∂ p(1)2
∂ p0
= −4E0−
2E30
Λ2
(1− cosθ)− 8E
2
0
Λ2
p0, E(1) = E0
(
1− E
2
0
2Λ2
(1− cosθ)
)
.
(D.39)
One can do a similar analysis for the other channels.
In order to compute the cross section, we consider these four invariant functions
F± = t2±u2 = (k · p+ k · p)2± (k · p+ k · p)2 , (D.40)
F± = t2±u2 =
[
(k · p+ k · p)2− (k · p+ k · p)[(k · p)2+(k · p)2]/Λ2]
±
[
(k · p+ k · p)2− (k · p+ k · p)[(k · p)2+(k · p)2]/Λ2] , (D.41)
and the corresponding phase-space integrals F̂(α)± (E0), F̂
(α)
± (E0). Then, the two cross sections
computed with the two assumptions of the dynamical factor A proposed in Sec. 6.3.2 are
σ (1) =
e4
256sin4 θW cos4 θW E20
(
1+ E
2
0
Λ2
) 1[
(s−M2Z)2 +Γ2ZM2Z
] [(C2V +C2A)2∑
α
F̂(α)+ (E0)−4C2VC2A∑
α
F̂(α)− (E0)
]
,
(D.42)
σ (2) =
e4
256sin4 θW cos4 θW E20
(
1+ E
2
0
Λ2
) 1[
(s−M2Z)2 +Γ2ZM2Z
] [(C2V +C2A)2∑
α
F̂
(α)
+ (E0)−4C2VC2A∑
α
F̂
(α)
− (E0)
]
.
(D.43)
Substituting Eqs. (D.40) and (D.41) in Eq. (D.29), one obtains the cross sections of
Eqs. (6.36)-(6.37).
Appendix E
Scalar of curvature of momentum space
We show in this appendix that when one considers a metric in the cotangent bundle starting
from a maximally symmetric momentum space with the proposal of Ch. 7, the scalar of
curvature of the momentum space is also constant. The definition of the momentum curvature
tensor for flat spacetime is (7.44)
Sµνρσ (k) =
∂Cµνσ (k)
∂kρ
− ∂C
µρ
σ (k)
∂kν
+Cλνσ (k)C
µρ
λ (k)−C
λρ
σ (k)C
µν
λ (k) , (E.1)
which can be rewritten using Eq. (7.41)
Sσκλµ(k) =
1
2
(
∂ 2gσµk (k)
∂kκ∂kλ
+
∂ 2gκλk (k)
∂kσ∂kµ
− ∂
2gσλk (k)
∂kκ∂kµ
− ∂
2gκµk (k)
∂kσ∂kλ
)
+gντk (k)
(
Cκλν (k)C
σµ
τ (k)−Cκµν (k)Cσλτ (k)
)
,
(E.2)
where we have risen the low index. We have proposed in Ch. 7 that a possible way to consider
a curvature in spacetime in the MRK and in the metric is to replace k → k¯ = e¯k, so the
momentum curvature tensor is
Sσκλµ(k¯) =
1
2
(
∂ 2gσµk¯ (k¯)
∂ k¯κ∂ k¯λ
+
∂ 2gκλk¯ (k¯)
∂ k¯σ∂ k¯µ
− ∂
2gσλk¯ (k¯)
∂ k¯κ∂ k¯µ
− ∂
2gκµk¯ (k¯)
∂ k¯σ∂ k¯λ
)
+gντk¯ (k¯)
(
Cκλν (k¯)C
σµ
τ (k¯)−Cκµν (k¯)Cσλτ (k¯)
)
,
(E.3)
which contracting gives
Sσκλµ(k¯)gk¯σλ (k¯)g
k¯
κµ(k¯) = const , (E.4)
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due to the fact that the starting momentum space was a maximally symmetric space, and
where gk¯κν(k¯) is the inverse of the metric
gk¯κν(k¯)g
κµ
k¯ (k¯) = δ
µ
ν . (E.5)
From this, one can obtain the scalar of curvature in momentum space from the cotangent
bundle metric
gµν(x,k) = e
ρ
µ(x)g
k¯
ρσ (k¯)e
σ
ν (x) , (E.6)
with the momentum curvature tensor depending on momentum and spacetime coordinates
Sσκλµ(x,k) =
1
2
(
∂ 2gσµ(x,k)
∂kκ∂kλ
+
∂ 2gκλ (x,k)
∂kσ∂kµ
− ∂
2gσλ (x,k)
∂kκ∂kµ
− ∂
2gκµ(x,k)
∂kσ∂kλ
)
+gντ(x,k)
(
Cκλν (x,k)C
σµ
τ (x,k)−Cκµν (x,k)Cσλτ (x,k)
)
.
(E.7)
After some computations one arrives to
Sσκλµ(x,k)gσλ (x,k)gκµ(x,k) = S
σκλµ(k¯)gk¯σλ (k¯)g
k¯
κµ(k¯) = const . (E.8)
Then, through the way we propose here, if the starting momentum space is maximally
symmetric, the resulting metric in the cotangent bundle has a constant momentum scalar of
curvature. Now we can understand why we have found that there are 10 transformations
for the momentum (momentum isometries of the metric) for a fixed point x: 4 related with
translations and 6 which leave the momentum origin invariant (the phase space point (x,0)).
