Fix an algebraically closed field F and an integer d ≥ 3. Let V be a vector space over F with dimension d + 1. A Leonard pair on V is a pair of diagonalizable linear transformations A : V → V and A * : V → V , each acting in an irreducible tridiagonal fashion on an eigenbasis for the other one. There is an object related to a Leonard pair called a Leonard system. It is known that a Leonard system is determined up to isomorphism by a sequence of scalars (
Introduction
Throughout the paper F denotes an algebraically closed field.
We begin by recalling the notion of a Leonard pair. We use the following terms. A square matrix is said to be tridiagonal whenever each nonzero entry lies on either the diagonal, the subdiagonal, or the superdiagonal. A tridiagonal matrix is said to be irreducible whenever each entry on the subdiagonal is nonzero and each entry on the superdiagonal is nonzero. (i) There exists a basis for V with respect to which the matrix representing A is irreducible tridiagonal and the matrix representing A * is diagonal.
(ii) There exists a basis for V with respect to which the matrix representing A * is irreducible tridiagonal and the matrix representing A is diagonal. Note 1.2 According to a common notational convention, A * denotes the conjugate transpose of A. We are not using this convention. In a Leonard pair A, A * the matrices A and A * are arbitrary subject to the conditions (i) and (ii) above.
We refer the reader to [3, [5] [6] [7] [8] We call E i the primitive idempotent of A associated with θ i . The primitive idempotent E * i of A * associated with θ * i is similarly defined. For 0 ≤ i ≤ d pick a nonzero v i ∈ V i . Note that {v i } d i=0 is a basis for V . We say the ordering {E i } d i=0 is standard whenever the basis {v i } d i=0 satisfies Definition 1.1(ii). A standard ordering of the primitive idempotents of A * is similarly defined. For a standard ordering {E i } d i=0 , the ordering {E d−i } d i=0 is also standard and no further ordering is standard. Similar result applies to a standard ordering of the primitive idempotents of A * . 
where A, A * is a Leonard pair on V , and
) is a standard ordering of the primitive idempotents of A (resp. A * ). We say Φ is over F. We call d the diameter of Φ.
We recall the notion of an isomorphism of Leonard systems. Consider a Leonard system (1) on V and a Leonard system Φ ′ = (A ′ ,
) on a vector space V ′ with dimension d + 1. By an isomorphism of Leonard systems from Φ to Φ ′ we mean a linear bijection σ : V → V such that σA = A ′ σ, σA * = A * ′ σ, and
Leonard systems Φ and Φ ′ are said to be isomorphic whenever there exists an isomorphism of Leonard systems from Φ to Φ ′ .
For a Leonard system (1) over F, each of the following is a Leonard system over F:
Viewing * , ↓, ⇓ as permutations on the set of all the Leonard systems,
The group generated by symbols * , ↓, ⇓ subject to the relations (2) is the dihedral group D 4 . We recall D 4 is the group of symmetries of a square, and has 8 elements. For an element g ∈ D 4 and for an object f associated with Φ, let f g denote the corresponding object associated with Φ g −1 .
We recall the notion of a parameter array. 
where θ i is the eigenvalue of A associated with E i , θ * i is the eigenvalue of A * associate with E * i , and
where tr means trace. In the above expressions, the denominators are nonzero by [ 
are equal and independent of i for Definition 1.8 Let Φ be a Leonard system over F with parameter array (3) . By the fundamental parameter of Φ (or (3)) we mean one less than the common value of (4).
The D 4 action affects the parameter array as follows: Theorem 1.11 A Leonard system is determined up to isomorphism by its end-parameters and its fundamental parameter.
The end-parameters are related to the fundamental parameter as follows: Proposition 1.12 Consider a parameter array (3) over F. Let β be the fundamental parameter of (3), and pick a nonzero q ∈ F such that β = q + q −1 . Then the scalar
.
is as follows:
Case Ω The paper is organized as follows. In Section 2 we recall some formulas concerning the parameter array. In Section 3 we prove Theorem 1.11. In Section 4 we prove Proposition 1.12. In Section 5 we consider a certain polynomial which is used in the proof of Theorems 1.14 and 1.15. In Section 6 we prove Theorem 1.14. In Section 7 we try to construct a parameter array having specified end-parameters. In Section 8 we prove Theorem 1.15. In Appendix we display formulas that represent
in terms of the endparameters and the fundamental parameter.
Parameter arrays in closed form
Fix an integer d ≥ 3. Let (3) be a parameter array over F with fundamental parameter β. We consider the following types of the parameter array:
For each type we display formulas that represent the parameter array in closed form. 
for 0 ≤ i ≤ d, and 
, and
if i is odd, 
We mention a lemma for later use. Pick a nonzero q ∈ F such that β = q + q −1 . 
(ii) Assume the parameter array (3) has type II. Then for
(iii) Assume the parameter array (3) has type III + . Then for
(iii) Assume the parameter array (3) has type IV. Then for
3 Proof of Theorem 1.11
In this section we prove Theorem 1.11. Fix an integer d ≥ 3. Let (3) be a parameter array over F with fundamental parameter β. Pick a nonzero q ∈ F such that β = q + q −1 . In the following five lemmas, we display formulas that represent {θ i } d i=0 and {θ * i } d i=0 in terms of the end-parameters and q. These formulas can be routinely verified using Lemmas 2.1, 2.3, 2.5, 2.7, 2.9. 
Lemma 3.2 Assume the parameter (3) array has type II. Then for
Lemma 3.3 Assume the parameter array (3) has type III + . Then for
Lemma 3.4 Assume the parameter array (3) has type III
Lemma 3.5 Assume the parameter (3) array has type IV. Then
Proof of Theorem 1.11. By Lemmas 3.1-3.5 the scalars
are determined by the end-parameters and q. By this and Lemma 1.6(iii), (iv) the scalars
are determined by the end-parameters and q. The result follows from these comments and Lemma 1.5. ✷
Proof of Proposition 1.12
In this section we prove Proposition 1.12. Fix an integer d ≥ 3.
Proof of Proposition 1.12. First assume the parameter array has type I. By Lemma 2.1,
and
So,
Thus
We have shown the result for type I. The proof is similar for the remaining types. ✷
A polynomial
In this section we consider a polynomial which will be used in our proof of Theorems 1.14 and 1.15. This polynomial is related to Proposition 1.12 for type I. Fix an integer d ≥ 3.
Definition 5.1 For ω ∈ F we define a polynomial in x:
Lemma 5.2 For ω ∈ F the following hold:
(ii) Assume ω = 1. Then f ω (x) has degree d and f ω (0) = 0. 
, where
Proof. Routine verification. 
where ψ 1 (x) is a polynomial in x with leading term
where ψ 2 (x) is a polynomials in x with leading term d 
Let Γ be the union of Γ r for 3 ≤ r ≤ d. Then there exist infinitely many ω ∈ F such that the equation f ω (x) = 0 has no roots in Γ.
Proof. We claim that for any ω ∈ F the equation f ω (x) = 0 has no roots in Γ d . Suppose f ω (q) = 0 for some q ∈ Γ d . Then 0 = f ω (q) = q d−1 − q, so q d−2 = 1. By this and q d = 1 we must have q 2 = 1, a contradiction. Thus the claim holds. For q ∈ Γ \ Γ d define
and consider the set
Note that F\∆ has infinitely many elements, since F is infinite and ∆ is finite. (ii): By Lemma 5.2(i), (iii) each of 1, −1 is a root of f ω (x) = 0. By this and the claim, the equation f ω (x) = 0 has mutually distinct d−2 nonzero roots other than ±1. ✷ Proof of Theorem 1.14. Suppose we are given a parameter array over F:
LetP denote the set of parameter arrays
We count the number of elements ofP . By Theorem 1.11 a parameter array inP is determined by its fundamental parameter. LetQ denote the set of nonzeroq ∈ F such thatq +q −1 is the fundamental parameter for somep ∈P . Note thatq is determined up to inverse by the fundamental parameter. So we count the number of elements ofQ up to inverse. Define
By Proposition 1.12, forp ∈P we obtain the equation:
Type ofp Equation
whereq +q −1 is the fundamental parameter ofp. We claim that at least one of 1, −1 is not containedQ when Char(F) = 2. By way of contradiction, assume Char(F) = 2 and {1, −1} ⊆Q. Then there is ap 1 ∈P (resp. p 2 ∈P ) that has fundamental parameter 2 (resp. −2). Note thatp 1 has type II andp 2 has type III + or III − . So by (5) 7 How to construct a parameter array having specified endparameters
In this section we try to construct a parameter array having specified end-parameters. To simplify our description, we restrict our attention to type I; we can proceed in a similar way for the other types. Fix an integer d ≥ 3, and pick scalars
We will try to construct a parameter array
Define
In view of Note 2.2 and Proposition 1.12, we assume there exists a nonzero q ∈ F such that q i = 1 for 1 ≤ i ≤ d, and
In view of Lemma 3.1, we define scalars
The following two lemmas can be routinely verified.
Lemma 7.2 With reference to Definition 7.1,
Then each of the expressions
In view of Lemma 2.10(i) we define scalars {ϑ i } d i=1 as follows.
In view of Lemma 1.6(iii), (iv), we define scalars
as follows.
Lemma 7.6 With reference to Definition 7.5,
Proof. One routinely checks that
Now the result follows from (7) . ✷
) is a parameter array over F if and only if
In this case, the parameter arrayp satisfies (6).
Proof. • ω = 1, ω = 2;
• the equation f ω (x) = 0 has no repeated roots;
• the equation f ω (x) = 0 has no roots in Γ, where Γ is from Lemma 5.6.
Fix ω ∈ F that satisfies the above conditions. By Lemma 5.8 there are up to inverse precisely ⌊(d − 1)/2⌋ nonzero roots of f ω (x) = 0 other than ±1. For such a root q and for ζ ∈ F, we construct a sequencep(q, ζ) as follows. Note that q i = 1 for 1 ≤ i ≤ d by the construction. Define scalars
Observe that
,
, where 
is a polynomial in ζ with degree 1. So Z 1 (q, ζ) = 0 holds for only one value of ζ. The result follows.
(ii): Similar to the proof of (i). ✷
where
where 
Next assume i = 1 and i = d. Then Z 3 (q, ζ) is a quadratic polynomial in ζ. So Z 3 (q, ζ) = 0 holds for at most two values of ζ.
(ii): Observe by Lemma 8.5 thatφ i (q, ζ) = 0 if and only if Z 4 (q, ζ) = 0. First assume i = 1. Then (8) or (9). Thus there exists ζ ∈ F such thatp(q r , ζ) satisfies both (8) and (9) for 1 ≤ r ≤ n. Then by Proposition 7.7, for 1 ≤ r ≤ n the sequencep(q r , ζ) is a parameter array over F that satisfỹ
Now the result follows by Lemma 1.6. ✷
Appendix
Fix an integer d ≥ 3. Let (3) be a parameter array over F with fundamental parameter β. Pick a nonzero q ∈ F such that β = q + q −1 . In this appendix, we display formulas that represent ϕ i and φ i in terms of the end-parameters and q. Assume (3) has type I. Then for 1 ≤ i ≤ d
Assume (3) has type II. Then for 1 ≤ i ≤ d
Assume (3) has type III + . Then for 1 ≤ i ≤ d
if i is odd,
if i is odd.
Assume (3) has type III − . Then for 1 ≤ i ≤ d the following hold.
If i is even,
, and if i is odd,
Assume (3) has type IV. Then
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