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All correct reasoning is a grand system of 
tautologies, but only God could make direct use of 
that fact. The rest of us must painstakingly and 
fallibly tease out the consequences of our 
assumptions.
H. A. Simon. "The Sciences of the Artificial" p. 19
Todo razonamiento correcto es un gran sistema de 
tautologias, pero solo Dios podria hacer uso de ese 
hecho directam ente. El resto de nosotros debe 
desenredar las consecuencias de nuestras premisas 
con esfuerzo e inseguridad.

Introducciôn
Simon en su libre "Las ciencias de lo artificial" (Simon, 1981) distingue 
los objetos naturales de los artificiales en fimcion de que estos ultimes pueden 
ser caracterizados atendiendo a funciones y a objetivos. En lo artificial, no 
solo es im portante saber como son las cosas, sine que es también 
fundamental caracterizarlos en fimcion de como deberîan ser.
Para Simon, a la base de esta distinciôn se encuentra la diferencia entre 
las ciencias naturales y las ingenierias. Mientras que las primeras se 
preocupan de atender a como son las cosas, y, por tante, dedican especial 
atenciôn a una postura analitica que descomponga los objetos estudiados, la 
ingenieria se preocupa de construir cosas, y, por tante, de sintetizar partes 
en un todo que sea capaz de cumplir los objetivosi propuestos, o que tengan 
las propiedades requeridas.
Mientras que, tradicionalmente, las disciplinas cientificas habian 
investigado acerca de las ciencias naturales, y las ingenierias acerca de como
I Aunque no sea el objetivo de esta tesis reflexionar acerca de cuestiones 
fundamentales en Psicologia, es curioso comentar que Simon considéra que ésta puede ser 
considerada como una ciencia artificial al estar centrada en objetos que se hayan 
limitados bâsicamente por las condiciones extemas, en lugar de las condiciones internas. 
Es decir, poseen objetivos que intentan alcanzar mediante el uso de estrategias de 
resoluciôn de problemas. Pinillos (Pinillos, 1981) utiliza argumentes similares en su 
resumen de las criticas a la explicaciôn causal en Psicologia .
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eran fabricadas o disenadas cosas artificiales, en este siglo se ha producido 
una transformaciôn en el contenido de las ingenierias. Progresivamente, mas 
contenidos cientificos, y menos de diseno, han empezado a formar parte de la 
esencia de sus actividades. La explicaciôn para Simon se encuentra en que, 
hasta hace poco, el ingenio o "arte", cualidades difîcilmente investigables o 
transmisibles, lo que permitia a los profesionales embarcados en estas 
tareas llevar a cabo con éxito su labor. Por ello, los académicos, obligados en 
cierto modo a buscar cuestiones "duras", formalizables, analiticas y 
ensenables, no seguian este camino con facilidad. Al parecer, anteriormente, 
todo lo que se sabia acerca del diseno era demasiado "blando", basado en 
recetas intuitivas e informales, para hallar cabida en el marco mas formai de 
la ciencia pura.
Para Simon, en este siglo se empieza a saber lo suficiente acerca de los 
principios y las leyes del diseno como para que se pueda empezar a investigar 
y a ensenar de una manera mucho mas adecuada, sobre todo si tenemos en 
cuenta la importancia que este tipo de conocimientos tiene.
E sta tesis tra ta  acerca del diseno del interfaz entre hombres y 
mâquinas, y es, por tanto, un ejemplo del esfuerzo en la Imea de proporcionar 
conocimientos y metodologias que asistan en la creaciôn de objetos.
El proceso del diseno, segun Simon, no es mas que un ejemplo de su 
teoria acerca de la bûsqueda de soluciones en medios ambientes complejos. 
En resumen, su teoria habla de la existencia de multiples posibilidades a la 
hora de solucionar un problema que es necesario explorar con el objeto de 
encontrar la respuesta correcta. Debido a que el numéro de posibilidades es 
excesivamente grande para ser exploradas todas individualmente, es 
necesario fijar criterios para:
1) D eterm inar criterios para seleccionar una respuesta  lo 
suficientemente buena a pesar de no ser necesariamente la mejor y
2) Guiar la bûsqueda de tal modo que un numéro mmimo de posibles 
soluciones sean exploradas antes de alcanzar esa a lte rn a tiv a  
suficientemente buena.
Implicada en el problema de aplicar estos criterios se encuentra la 
necesidad de poseer un mecanismo de representaciôn del problema que 
permita realizar estas bûsquedas de una manera coherente, lleve registre de 
las alternativas exploradas y ya desechadas, y ademâs resuite practice para
20
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encontrar soluciones apropiadas. Por ultimo, una descomposicion jerârquica 
de los problemas, que permitirîa tratarlos a distintos niveles de detalle, 
parece la estructura mas adecuada para la mayorîa de los sistemas, por lo 
que el diseno deberîa guiarse por esta estructura a la hora de construir 
sistemas complejos.
En nuestra opinion, este esquema es aplicable de una manera bastante 
general a la disciplina de la interaeciôn hombre-ordenador, la cual, 
fundamentalmente se preocupa de como disenar la forma en que seres 
humanos y mâquinas se comunican y se relacionan mutuamente. Aunque un 
cierto componente de ciencia natural esta présente en esta disciplina, y los 
investigadores en el ârea se preguntan también acerca de como los usuarios 
y las mâquinas se relacionan, lo cierto es que el carâcter de artificial de estos 
interfaces restan importancia a este aspecto. Lo importante no es como son 
los interfaces, sino como deberîan ser para cumplir el objetivo de mâxima 
usabilidad.
Para llevar a cabo ese propôsito, una gran cantidad de ideas pueden ser 
traidas a la luz inmediatamente a la hora de realizar el diseno de cualquier 
interfaz (el espacio de problemas es, sin duda, grande). Estilos de interaeciôn 
distintos pueden ser considerados (menus, manipulaciôn directa, comandos, 
etc.), mécanismes de input (ratôn, teclado, pantalla tâctil, sonido, gestes), 
control de la interaeciôn (flexibilidad, consistencia, iniciativa por parte del 
usuario), sistemas de ayuda (on-line, escritos, tutoriales, sistemas 
inteligentes, insertados en el contexte), pûblico esperado (novatos, expertes, 
con necesidades especiales), diseno de pantallas (cantidad de informaciôn a 
presentar, agrupamiento de ésta, iluminaciôn, situaciôn de la informaciôn), 
funcionalidad (operaciones que deben ser realizadas por la mâquina o por el 
usuario) y un largo etcétera.
Una forma de manejar esa complejidad es simplemente reducirla.. Por 
ejemplo, imitar las decisiones tomadas en otros lugares, permitirîa evitar la 
necesidad de contestar a un gran numéro de preguntas, aunque ello limita 
seriamente la posibilidad de realizar majoras a sistemas ya existantes, salvo 
en aspectos concretes, lo cual disminuiria seriamente las esperanzas de 
superar lo imitado. También, atender a normas de estilo (guidelines) y 
standards, tal y como las de ciertos sistemas operatives, permite esa 
reducciôn de la complejidad. No obstante, un gran numéro de decisiones 
todavia quedarîan pendientes a los disenadores. Aqm, el conocimiento en 
Psicologia Cognitiva aplicada, o mejor todavia, los fi*agmentos conservados de
21
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ésta en los manuales al uso sobre Interaeciôn Hombre-Ordenador, asi como 
los otros conocimientos de su propia cosecha en ellos contemplados, pueden 
servir también de gma. Finalmente, pruebas de campo o experimentos 
controlados pueden servir como ùltimos criterios de decision cuando el 
conocimiento sea débil o inexistante y el presupuesto alto y sin presiones 
temporales.
Obviamente, crear un buen interfaz es solo un problema si, como 
estamos asumiendo, existe algun tipo de criteria que marque la existencia de 
soluciones majores o peores. Si no existe ningûn criteria de este tipo, entonces 
el problema desaparece y cualquier soluciôn es aceptable. En un casa menos 
extremo, el ûnico criteria puede ser el de estabilidad: el programa no deja de 
funcionar a pesar de que se intentan cosas inesperadas y sin sentido. No 
obstante, cuestiones como la facilidad de uso, la productividad, la satisfacciôn 
o la simple majora con respecta a sistemas anteriores que realizaban las 
mismas tareas pueden y deberîan ser especificados, de tal modo que los 
logros alcanzados se hagan évidentes, y se puedan rechazar soluciones que 
no alcancen las condiciones exigibles.
El mecanismo de representaciôn del problema es, probablemente, la 
cuestiôn que esta tesis afronta de manera mas central. Por medio de un 
mecanismo de representaciôn adecuado, el proceso de diseno puede ser 
realizado sobre un medio genérico: Una representaciôn formai. Los posibles 
prototipos rechazados son sôlo considerados en abstracto, ya que es 
imposible crearlos todos ellos y simplemente probarlos para ver qué es lo que 
ocurre, y a partir de ello tomar las decisiones correspondientes. Esto es asi 
incluse en ajedrez, en el que cada prueba sôlo necesita el esfuerzo fïsico de 
mover una ficha en un tablero, por lo que, en un dominio como el diseno de 
interfaces, en el que cada modificaciôn necesita un esfuerzo mucho mayor 
esta situaciôn es indiscutible. Por ello, es necesario algûn tipo de 
representaciôn que permita contemplar el espacio de problemas y sea 
explorable y modificable hasta llegar a una soluciôn que merezca la pena ser 
construida para comprobar que tal funciona. Como mucho, un numéro 
reducido de soluciones diferentes puede ser anahzado con usuarios reales (dos, 
très, pero no muchas mas) para decidir si la soluciôn hallada es lo 
suficientemente buena.
Los métodos formales de representaciôn de la interaeciôn son una 
metodologia que permite esto mismo, ademâs de proporcionar mecanismos 
limitados para evaluar los méritos de las soluciones y de este modo hacer
22
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avanzar el diseno a un costo reducido. Un piano de una casa hace el mismo 
papel para un arquitecto.
Obviamente, determinar cual seria el aspecto y la funcionalidad que el 
interfaz deberia tener no es suficiente. Todavia queda el problema de lograr 
construir el diseno planteado. Una tarea que reviste su propia complejidad, 
que necesita su propia metodologia y que puede llevar el proceso por vias 
completamente diferentes de las planeadas. A pesar de eso, parece que 
determinar con claridad el objeto deseado es el mejor camino para hacer que 
ese proceso de implementaciôn sea lo mas simple posible.
Objetivos y Metodologia.
El objetivo general de esta tesis es realizar una evaluacion de las 
metodologias basadas en descripciones formales aplicadas a la tarea de 
realizar predicciones sobre la utilizacion de interfaces hombre-ordenador por 
parte de usuarios.
Este objetivo general puede ser desglosado en los siguientes objetivos 
mas concret os.
1) Evaluar qué metodologias permiten tanto la representaciôn del 
funcionamiento de un interfaz como el anâlisis de sus caracteristicas.
Muchas de las notaciones existantes tienden a concentrarse sobre uno 
de los extremos: representaciôn o anâlisis. Esta evaluaciôn implica la 
revisiôn de las distintas metodologias propuestas y un anâlisis de sus 
pretensiones a partir de la literatura existante en relaciôn con allas.
2) Evaluaciôn de la capacidad de las distintas notaciones para ser 
utilizadas efectivamente en la descripciôn de prototipos de disenos.
Ello implica la adquisiciôn y puesta en prâctica de la informaciôn 
disponible acerca de como utilizar las distintas notaciones sobre ejemplos al 
efecto.
3) Evaluaciôn de las predicciones obtenidas a través de las notaciones 
finalmente seleccionadas en un ejemplo de diseno.
Para ello, se necesitaria analizar el comportamiento de usuarios en una 
situaciôn de uso y comparar los resultados con el anâlisis realizado por medio 
de las notaciones.
23
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La metodologia utilizada para llevar a cabo estos objetivos ha sido la 
siguiente.
1) Revision de la literatura acerca de las distintas notaciones. Esto se 
refleja en el capitule 3 y permite obtener una vision general acerca de las 
notaciones consideradas.
2) Elaboracion de un programa informatico que sim ularia el 
comportamiento de ciertas tareas en un ordenado, este programa serviria 
como ejemplo para el anâlisis por medio de los distintos métodos formales 
seleccionados en el ultimo punto.
3) Descripciôn formai y obtenciôn de predicciones acerca del ejemplo 
desarrollado a partir de los métodos formales capaces de ofrecer pautas y 
procedimientos adecuados para lograrlo.
4) Comprobaciôn de la precision de las predicciones realizadas por los 
distintos modelos.
5) Analizar la utilidad de las predicciones realizadas por los distintos 
modelos en relaciôn con el ejemplo considerado.
Estructura de este trabajo
Esta tesis présenta una estructura relativamente simple. El siguiente 
capitulo esta dedicado a exponer cuestiones générales acerca de la disciplina 
de la Interaeciôn Hombre Ordenador (Human Computer Interaction-HCI). 
En él se trata en primer lugar la problemâtica que dio origen a esta disciplina 
y algunos hechos interesantes en relaciôn con la historia y evoluciôn de los 
interfaces hombre-ordenador. Pensamos que una estructura que comience 
analizando el problema que la hizo surgir es seguramente la forma mas 
adecuada de introducir una disciplina aplicada. En este mismo capitulo 
expondremos las fuentes de conocimiento mas bâsico que utiliza (sobre todo 
Psicologia Cognitiva) y su relevancia e interés. Finalmente, una descripciôn 
del proceso de diseno de interfaces, con algunas de las técnicas que la HCI ha 
desarrollado en relaciôn con él, cierra este capitulo.
El segundo capitulo présenta una introducciôn acerca de los métodos 
formales aplicados a la interaeciôn hombre-ordenador.
El tercer capitulo condensa una revisiôn relativamente amplia acerca 
de los métodos formales en HCI. Los métodos formales varîan ampliamente
24
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en cuanto a su estilo de simbolizaciôn: existen notaciones tomadas de la 
inteligencia artificial y la simulacion (reglas de producciôn), grafos (diagramas 
de transiciôn), matemâticas y lôgica (los modelos del sistema) y otros. Todos 
esos orîgenes no han sido expuestos de una manera minuciosa ya que por si 
solos constituyen cuerpos de conocimiento bien establecidos y de 
considerable extension.
El capitulo cuarto muestra la aplicaciôn de diverses métodos formales a 
un ejemplo de programa desarrollado para servir de campo de pruebas de 
distintas notaciones.
El capitulo quinto muestra una breve introducciôn a las técnicas de 
anâlisis estadistico realizadas en el capitulo 6. Estas técnicas son una 
variaciôn sobre los anâlisis de regresiôn intrasujeto realizados originalmente 
en estudios similares pero considerando el papel de (Pedhazur, 1982) la 
autocorrelaciôn. Estos son denominados pooled time series data (Green, 1993; 
Maddala, 1987b; Moore, et al., 1994; No vales Cinca, 1988; Sayrs, 1989), 
término que hemos traducido por anâlisis de series temporales ponderadas.
El capitulo Sexto muestra los resultados de un estudio empirico que 
utiliza très métodos para analizar un interfaz con objeto de predecir una serie 
de VEiriables de ejecuciôn. El ejemplo présenta el interés de, aûn no siendo un 
sistem a totalm ente real, no tener unas condiciones de prâctica tan  
limitantes como otros experimentos hallados en la literatura.
Finalmente, el ultimo capitulo expone las conclusiones alcanzadas 
acerca del interés que estos modelos nos han demostrado poseer y su posible 
aplicaciôn en situaciones de diseno.
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Capitulo 1
Qué es la Interaeciôn Hombre- 
C o m p u ta d o r
Este capitulo tiene como propôsito introducir en primer lugar la 
problemâtica que ha generado el desarrollo de la disciplina conocida como 
Interaeciôn Hombre-Computador (Human-Computer Interaction-HCI), en 
segundo lugar exponer brevemente su desarrollo a lo largo de sus 
aproximadamente dos décadas de existencia y en tercer lugar su relaciôn con 
disciplinas afïnes.
1.1. Orîgenes de la Interaeciôn Hombre-
Ordenador
El diseno de la interaeciôn hombre-ordenador surge como respuesta al 
problema de la existencia de mâquinas o artefactos que son manejados por 
seres humanos con una cantidad considerable y/o excesiva de esfuerzo, 
fundamentalmente de tipo cognitivo. Este problema se ha agudizado en las 
ultim as décadas debido a dos procesos concurrentes: la progresiva 
propagaciôn de estas tecnologias a una poblaciôn mucho mayor y de carâcter 
menos técnico y la renovaciôn cada vez mâs râpida de la tecnologia lo cual 
obliga a estos usuarios aaprender nuevos métodos y sistemas de manera 
continua.
Qué es la interaeciôn Homhre-Computador
Résulta interesante senalar una explicaciôn econômica del problema. 
Hasta hace unas décadas, los ordenadores eran lo suficientemente caros 
como para que el salarie de la gente que los utilizaba significara una parte 
sustancial del costo de una transacciôn con estes. Por ello, el aspecto a 
primar era la velocidad de ejecuciôn de la mâquina aunque ello supusiera 
obligar al usuario a necesitar mayor formaciôn, memorizar mâs comandos o 
ser mâs precise en la sintâxis utilizada.
En la actualidad, la relaciôn se ha invertido, y existen mâquinas que 
tienen un precio considerablemente inferior al de los salaries de los usuarios 
que las manejan. Por ello, lo importante hoy en dia es que los usuarios 
realicen mejor y mâs râpidamente sus tareas, no teniendo importancia que 
las mâquinas pierdan la gran eficiencia y velocidad que podrian alcanzar con 
interfaces tan simples como los anteriormente existentes.
Este esfuerzo por facilitar las tareas de los usuarios ha producido 
resultados realmente notables. Probablemente, el mâs espectacular ha sido 
la trasformaciôn del estilo de interfaz basado en comandos a los interfaces 
grâficos (Graphical User Interfaces-GUI) los cuales se han convertido en 
totalmente comunes entre los usuarios de ordenadores personales y 
estaciones de trabajo y que parecen destinados a continuar como 
prédominantes durante los prôximos anos a pesar de que otros estilos (p.e. 
realidad virtual) apuntan perspectivas futuras de gran interés.
Este nuevo estilo de interaeciôn, como puede suponerse, no ha supuesto 
la eliminaciôn compléta de interfaces hombre-mâquina innecesariamente 
difîciles de usar o simplemente mejorables. Un ejemplo tomado de un manual 
al uso, cuyos autores son provinientes a partes iguales del campo de la 
Ciencia de los Computadores y la Psicologia, (Dix, et al., 1993) permite ver 
como incluso uno de los interfaces mâs sencillos posibles en apariencia puede 
dar lugar a problemas:
"...losprimeras cajeros automâticos dahan a los clientes el dinero antes de 
devolver las tarjetas. Desgraciadamente, ello llevô a que muchos clientes se 
dejaran las tarjetas en ellos. Esto ocurria a pesar de mensajes en la pantalla 
indicândoles que dehian esperar para recoger las tarjetas. Este problema es 
conocido con el nombre de "problema de finalizaciôn". El objetivo principal del 
cliente es conseguir el dinero; cuando este objetivo esta logrado, el usario no 
compléta o finaliza las subtareas que han quedado pendientes (...).
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(...). Los hancos (al menas algunos de ellos)pronto camhiaron el orden del 
didlogo de modo que la tarjeta se récupéré antes de que se retire el dînera. "
Posiblemente este ejemplo sea demasiado extreme y el siguiente 
pârrafo, tornade de Smith and Messier (1986) (Smith y Mesier, 1986) situe 
las cesas en una erbita mas aprepiada
"Probablemente, no habrâ muchos casas en las que un ûnico defecto de 
programaciôn sera el culpable del mal funcionamiento del sistema y a que el 
ser humano siempre es capaz de adaptar su conducta para compensar esta 
situaciôn. No obstante, cuando una equivocaciôn se acumula a otra, existe un 
limite a coma las sujetos pueden adaptarse a un sistema mal diseüado. 
Cuando el sistema puede ser utilizado opcionalmente, la mala calidad puede 
apreciarse en que es infrautilizado. Cuando debe obligatoriamente ser 
utilizado, el fallo puede apreciarse en tiempos de ejecuciôn lentos y en falta de 
satisfacciôn del usuario. "
Ante la existencia de este tipe de preblemas, les encargades de la 
censtruccion de interfaces hembre-cemputader pueden adeptar diversas 
actitudes que darân una seluciôn mas e menes compléta a tedes elles. De una 
manera amplia, Meran (Meran, 1981a) describio très pesibles actitudes y las 
censecuencias que es pesible esperar en cuante a su efecte sobre les 
interfaces. Estas son:
• La actitud de les "tecneleges". Para elles, la seluciôn de les preblemas 
vendra dada per la apariciôn de tecnelegfa cada vez mas pederesa, mas 
râpida y mas "grande", la cual sera capaz de cambiar cualitativamente la 
ferma en que la gente realiza sus tareas. Per ejemple, un représentante de 
este estile de pensamiente epinarâ que les meniteres de alta reseluciôn han 
heche mas per la mejera de la interacciôn que cualquier cantidad de 
"ingenieria humana" que se pudiera aplicar sobre les anterierm ente 
existantes, basades en caractères.
Ahera bien, aunque es indudable que las majoras tecnelôgicas 
intreducen grandes avances en la ferma en que les usuaries interactuan cen 
las mâquinas, elle ne impide que, dentre de le realizade mediante un tipe de 
tecnelegfa, se preduzcan grandes diferencias que vienen a demestrar la 
impertancia de les anâlisis cuidadeses de las pesibilidades que esta efrece.
• La actitud de les "diseûaderes": Para les diseûaderes, la mejer ferma 
de dar seluciôn a les preblemas de les usuaries es simplemente prestar mas
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atenciôn a 'estos. El disenador es, después de todo, también un usuario y, por 
tante, puede tener las intuiciones adecuadas para predecir que sera fâcil o 
difîcil para les otros usuaries.
La limitaciôn de esta apreximacion es obvia. Las intuiciones de les 
disenadores no necesariamente se ajustan a las de les usuaries. El disenador, 
apoyândose en una psicologia popular no tiene forma de respaldar sus 
intuiciones, y las intuiciones acerca de la conducta psicologica compleja 
(incluse acerca de la de une mismo) pueden ser notablem ente 
decepcionantes.
Este fenomeno es fâcilmente apreciable en les anâlisis informales que 
se realizan a menudo cuando se desarrollan nuevos sistemas. Cada usuario 
informai proporciona un nuevo bloque de aparentes dificultades o sugerencias 
que el desarrollador podia o no haber detectado, pero que no sabe hasta que 
punto deberîa considerar como importantes o no y que, en cualquier case, 
probablemente no justificarân el retraso del proyecto actual.
• La actitud del "psicôlogo" es que la conducta del usuario debe ser 
examinada rigurosamente: el usuario tiene que ser observado objetivamente, 
de modo que sea efectivamente comprendido y el conocimiento asi obtenido 
sea empaquetado en una psicologia aplicada del usuario que disene sistemas 
que se ajusten a sus necesidades.
Esta clasifîcaciôn en actitudes no obstante no deberia ser vista como 
una propuesta en que las ultimas desplazarîan a las primeras dejândolas sin 
aplicaciôn o contenido. Cada una de ellas es importante dentro de un 
momento del desarrollo de un producto y existen aspectos que séria 
innecesario tratar rigurosamente cuando pueden ser previamente detectados 
y corregidos^ de modo mas simple.
Ahora bien, para que la tarea de introducciôn de consideraciones acerca 
de la psicologia de los usuarios sea posible es necesario proporcionar las
 ^ A pesar de la distinciôn que hemos establecido entre las très actitudes, no 
quisieramos que esta terminologia se convierta en algo asi como la definiciôn de roles 
profesionales dentro de un equipo de trabajo siendo el disenador del interfaz algo 
fundamentalmente distinto del psicôlogo. En el resto del texte preferiremos utilizar una 
terminologia en la que "disenador" o "disenador del interfaz" sea la persona encargada de 
esta tarea, la cual, usualmente, tendria una cantidad variable de conocimientos acerca de 
psicologia aplicada a los interfaces, y, por tanto, actuaria en funciôn de la situaciôn 
concreta a manejar utilizando su propia psicologia popular o realizando observaciones 
mâs formales de la ejecuciôn del sistema con usuarios reales.
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bases que respalden sus actuaciones. Un problema fundamental aqui es la 
dificultad que supone corregir programas una vez realizados para atender 
evaluaciones post hoc que indican deficiencias en sistemas que, por otro lado, 
funcionan correctamente desde el punto de vista del programador.
El modelo Seheim (Pfaff, 1985) supuso un primer avance en la direccion 
de facilitar las posibles correcciones al postular la necesidad de la separacion 
de las capas de funcionalidad e interfaz con el usuario de modo semejante al 
que en las bases de dates se produce al distinguir entre dates y forma de 
accéder o utilizarlos. De ese modo, se garantiza la posibilidad de realizar 
modificaciones o mejoras en una de las capas sin ser necesario modifîcar las 
otras.
No obstante, si tenemos en cuenta el esfuerzo que implican los 
interfaces de usuario dentro de la labor de programaciôn total, esta 
posibilidad deja de ser sufîciente para garantizar que las mejoras serân 
realmente introducidas. Por ejemplo, Smith y Mossier (1986) hablan de un 30 
a un 35 por ciento de côdigo estuvo dedicado al interfaz de usuario, mientras 
que Browne (1994) comenta cifras mâs recientes que aum entan la 
estimaciôn al 47-60%. Es poco probable que esta cantidad de esfuerzo sea 
dejado de lado aun a pesar de encontrar evaluaciones negativas por parte de 
las pruebas hechas con usuarios reales. Muy probablemente, las ùnicas 
modificaciones que presentan esperanzas de ser aceptadas son aquellas que 
no supongan cambios radicales.
En definitiva, un modelo de diseno basado en la elaboraciôn de 
prototipos, su posterior prueba y modificaciôn y construcciôn de un nuevo 
prototipo en un ciclo iterative que terminarîa cuando el producto alcanzara 
una calidad considerada aceptable es, en muchos casos, prohibitive debido a 
su excesivo costo. Debido a que el esfuerzo realizade es tan grande, existirâ 
una enorme presiôn en direccion a no realizar ninguna modificaciôn o en 
limitarse ûnicamente a aquellas que no necesiten un esfuerzo extremado 
para su consecuciôn, independientemente de le graves que sean los defectos 
desde el punto de vista de los usuarios.
Debido a le expuesto en el pârrafo anterior, Newell y Card (Newell y 
Card, 1985) postularon el siguiente principio: el diseno estâ donde estâ la 
acciôn, no en la evaluaciôn. Para que la psicologia pueda influir en el diseno es 
necesario que exista una participaciôn previa en este que, desde un principio, 
incorpore las consideraciones necesarias acerca del usuario. En caso
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contrario, a pesar de las evidencias en cuanto a usuarios teniendo problemas 
con el interfaz, résulta difîcil pensar en que realmente se realizarân 
modificaciones al trabajo realizado.
Esta consideraciôn introduce la necesidad de los métodos formales de 
descripciôn y evaluaciôn. Estos métodos tienen como objeto realizar 
especifîcaciones que senalen como serân los artefactos que serân 
construidos, y, en caso necesario, permiten realizar anâlisis y diagnôsticos 
que permitan realizar modificaciones y mejoras previamente a la existencia 
de prototipos. No entraremos en una descripciôn profunda de este aspecto 
todavia, ya que lo retomaremos en secciones siguientes con mayor 
profundidad. Sôlo senalar de nuevo que la promesa ofrecida por los métodos 
formales es la de determinar las cuestiones de usabilidad previamente al 
desarrollo de los productos.
1.2. Historia de la interacciôn hombre-ordenador
En la tabla 1.1 se muestra una comparaciôn entre la evoluciôn del 
hardware y el software y los avances realizados en el campo especifico de la 
interacciôn hombre-ordenador.
Hardware/software Estado de la HCI.
0 "Arriba y  Ab^'o" El disenador como usuario
194047 De los transistores a los tubos de vacio El disenador es el propio usuario
1 Prim eros éxitos La màquina domina
1948-55 Tubos, registros magnéticos. La gente se adapta a la màquina
2 Trafîcantes de papel Ergonomia
195883 Transistores y almacenes centrales, programas de Ergonomia de consola. Lenguajes de control.
control I/O. Batch, execs, Petri nets 
Communications of the ACM
Simuladores, grâficos.
Avance hacia la  HCI
Sketchpad
Se inventa el raton
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3
1964-71
Comunicadores
Terminales interactives
Estudios hombre-maquina. Interact! vidad
Servicios tiem po-compartido. Term inales 
interactives. Smtesis lenguaje.
International Journal o f Man-Machines S tudies
4
1972-79
Recursos personales
Ordenadores personales, sùperordenadores, VLSI, 
almacenamiento masivo grande, bancos de dates, 
video texte
Reglas de diseûo HCI 
Ordenadores personales. Reglas de diâlogo.
Visicalc.
A lta ir and Apple, PCs
5
1980W
Ayudas a la acciôn
Ordenadores personales con potencia y capacidad 
de almacenamiento de mainframes mâs grâficos y 
procesamiento del lenguaje
Principios sistém icos naturales al usuario  
Xerox Star, IBM PC, AppleMacintosh,
6
1988-93
Simbiosis hombre-mâquina
Almacenaje y lôgica âptica
Diseno automatizado sim ilar al usuario
Sistemas multimodales integrades.
Tabla 1,1: Generaciones en el desarrollo del hardware-software y 
avances que han cursado paralelamente a éstos desde el punto de 
vista de la interacciôn hombre-ordenador (adaptado de (Gaines y 
Shaw, 1986)).
Como es posible ver, no es hasta la tercera generacion (notar que hay 
una generacion cero) que podemos hablar de una verdadera atenciôn a las 
cuestiones relacionadas con la interacciôn hombre-ordenador. H asta 
entonces, se habia pasado por una fase inicial en que el disenador era el 
usuario fundamental de sus propios programas y, por tanto, no existia una 
preocupaciôn por facihtar la tarea a otros usuarios potenciales, y, por otra en 
la que el tiempo de la màquina era mucho mâs caro que el de sus usuarios por 
lo que éstos eran obligados a adaptarse a las exigencias de aquella. La 
segunda generaciôn empieza a considerar al usuario, pero de momento las 
consideraciones ergonômicas prevalecen sobre las cognitivas o de diàlogo, 
aunque los avances realizados aqui ponen la base para el avance
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{breakthrough) de la interacciôn hombre-ordenador, que se produce 
fundamentalmente durante la tercera generaciôn y continua vigorosamente 
durante la cuarta. En el ano 1965 cuando se organiza la primera conferencia 
sobre HCI {IBM Scientific Computing Symposium on Man-Machine 
Communication) y una serie de comentarios como el siguiente signifîcan el 
reconocimiento del potencial interés y la necesidad de avance en esa 
direcciôn:
"jSc aproxima râpidamente un futuro en el que los programadores 
profesionales se contarân entre los menos numerosos y los menos significativos 
usuarios de los sistemas" (Mills, 1967 recogido en Gaines & Shaw, 1986).
En la cuarta generaciôn el crecimiento empieza a aum entar 
exponencialmente y, entre otros acontecimientos, se lleva a cabo la 
investigaciôn que daria lugar al libro "The Psychology of Human-Computer 
Interaction" por Card, Moran y Newell, probablemente la primera aportaciôn 
madura al campo. En él se pusieron las bases para buena parte de la 
investigaciôn de los anos 80, sugiriendo una de las tendencias o "modos de 
hacer"(v. secciones siguientes) mâs influyentes en la actualidad. Este trabajo 
se desarrollô en el Xerox Palo Alto Research Center (PARC), que desde los 
anos 70 habia empezado una Ifnea de investigaciôn preocupada por la 
automatizaciôn de sistemas de oficina y que llevô a avances en ordenadores 
personales interactives con pantallas grâficas de alta calidad (El Xerox Alto 
fue el primero de ellos) y conectados por la red Ethernet.
El ambiente en el centre de Palo Alto es descrito como muy atractivo 
por Heid y Norton (Heid y Norton, 1989) ya que:
"...Xerox formé el PARC en 1970, dando rienda sueltapara llevar a cabo 
investigaciôn y desarrollo, sin obligaciôn de producir productos comerciales. 
PARC combiné una atmésfera académica con los bolsillos profundos de una 
gran compama-una combinacién que atrajo a los mejores cientificos del 
momento. "
Ese ambiente tan interesante dio lugar desde el punto de vista del 
avance de la HCI a un producto, el Xerox Star, que puede considerarse como 
el primer computador que incorporô conscientemente cuestiones acerca del 
diseno de la interacciôn, que realizô prototipos previos y que, en general, 
propuso principios que han perdurado en muchos sistemas actuales. Por
34
Capttulo 1
ejemplo, (Smith, et al., 1982) afirman haber perseguido los siguientes 
principios al disenar el Star:
• Modelo conceptual familiar al usuario. Un modelo conceptual es una 
representacion externa del comportamiento de un dispositive. Esta 
representaciôn externa esta en muchos casos disenada para ocultar el 
funcionamiento interne del dispositive, de tal modo que el usuario pueda 
manejarlo sin conocer aquél. En el caso del Xerox Star, el modelo conceptual 
fue el entomo de una oficina en la que, por ejemplo, les archives de ordenador 
eran representados por medio de icônes que asemejaban hojas de papel y les 
directories como archivadores o carpetas.
• Ver y senalar trente a recordar y teclear. Los comandos recordados y 
tecleados son mâs rapides de ejecutar que, por ejemplo, los menus, cuando el 
usuario adquiere un grade de experiencia grande con un programa. No 
obstante, la inmensa mayorta de usuarios actualmente son novatos y 
casuales, y prefieren ver las opciones que tienen disponibles y elegirlas de 
menus, etc.
• Lo que ves es lo que consigues (what you see is what you get): En este 
momento los tipos de letras, los grâficos etc. empiezan a ser visibles en la 
pantalla, de modo que el usuario tiene menor necesidad de imprimir para 
saber el aspecto que va a tener aquello que estâ haciendo.
• Comandos universales. Hay ciertas funciones que pueden 
considerarse universales: borrar, mover, salir, etc. Estas funciones pueden 
homogeneizarse entre programas de tal modo que el usuario no necesite 
variar de forma de ejecuciôn entre ellos.
• Consistencia. La consistencia hace referenda a la posibilidad de 
realizar funciones relacionadas con acciones relacionadas. Este es un 
concepto bastante amplio que abordaremos posteriormente.
• Simplicidad. Las acciones mâs usuales deberian hacerse con mucha 
facihdad, aunque ello signifique que las menos usuales se tengan que hacer de 
formas un poco mâs complejas.
• Interacciôn sin modos. Un modo es un estado de sistema en que las 
ordenes o comandos enviados al ordenador son interpretados de un modo 
diferente al usual. En una hoja de câlculo concreta, apretar la tecla de la 
flécha hacia la derecha puede signifîcar sumar una celda o mover un
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caracter, dependiendo de si lo que se estâ introduciendo es una formula o un 
texto. Este modo es invisible al usuario y muy a menudo se producen 
confusiones en el uso de estas teclas.
• Personalizacion {Customization) al usuario: Los usuarios poseen 
preferencias o formas de trabajo dis tintas que los programas pueden 
reconocer y utilizar.
Un concepto que ellos no senalan y que también incorporé el Xerox Star 
es el de "primero objeto, luego comando", mâs adecuado para un lenguaje de 
manipulaciôn directa, frente al principio de "primero comando, luego objeto" 
mâs habituai en lenguajes basados en comandos.
Xerox no aprovechô comercialmente todo ese esfuerzo investigador, por 
lo que tuvo que ser Apple la empresa que, primero con el Lisa y mâr tarde con 
el Macintosh, logrô que las ventajas de estos principios alcanzaran al pùblico 
en general.
En la actualidad, el paradigma propugnado en PARC se ha convertido 
en el mâs comün entre la mayorîa de los sistemas informâticos y, por tanto, 
es el momento en que nuevos avances empiezan a germinar. Interfaces 
inteligentes, realidad virtual, interfaces multimodales, son algunas de las 
propuestas sobre las cuales podrian girar la forma de comunicarse con 
ordenadores en un futuro cercano.
En la actualidad, HCI se ha convertido en una disciplina relativamente 
estable: gran numéro de compamas mantienen laboratories en los que se 
ayuda a desarrollar y evaluar software y hardware tal y como muestra un 
numéro reciente de Behaviour and Information Technology. La Association 
for the Computing Machinery (ACM) tiene un grupo de interés especial 
dedicado al ârea (SIGCHI) que publica un boletm trimestral. Ademâs, un 
congreso de gran tamafio (CHI) se célébra anualmente asf como una gran 
cantidad de otros de menor tamano.
1.3. Definiciôn de Interacciôn Hombre Computador 
y relaciôn con otras areas de la Psicologia
En esta seccion presentaremos algunas de las defîniciones de HCI 
realizada en manuales al uso, asf como unas notas acerca del tipo de 
conocimientos que implica. Por ultimo, mostraremos qué diferencias existen
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entre este campo y otros relacionados como son la Ergonomia y los Factores 
Humanos.
1.3.1. Defîniciones de Interacciôn Hombre-Ordenador
Una definiciôn interesante es la de Johnson (1992), el cual considéra la 
HCI "...como el estudio de la interacciôn entre gente, ordenadores y tareas. Esto 
estâ principalmente relacionado con la comprensiôn de como la gente y los 
ordenadores pueden interactivamente realizar tareas, y como taies sistemas 
interactivos son disenados. "
En cuanto a los conocimientos implicados en esta disciplina el siguiente 
pârrafo (Dix, et al., 1993) nos parece lo suficientemente revelador:
''HCI es indudahlemente una materia interdisciplinar. El disenador ideal 
de un sistema interactivo deberia tener experiencia en una amplia serie de 
tôpicos: psicologia y ciencia cognitiva que le proporcionen conocimiento de las 
capacidades perceptivas, cognitivas y de soluciôn de problemas; ergonomia 
para las cuestiones fisicas; sociologia para ayudarle a entender el contexto mâs 
amplio de la interacciôn; ciencias de la computaciôn e ingenieria para 
permitirle construir la tecnologia necesaria; négocias, para ser capaz de vender; 
diseno grâfico para producir una presentaciôn del interfaz efectiva; escritura 
técnica para escribir los manuales, y  la cosa continua. Esto es obviamente 
demasiada experiencia para ser poseida por una sola persona (o cuatro!), 
quizâs incluso demasiada para el equipo de diseno promedio. 
Verdaderamente, aunque la HCI es reconocida como una materia 
interdisciplinar, en la prâctica la gente tiende a adoptar una postura en una u 
otra direcciôn. No obstante, no es posible construir sistemas interactivos 
efectivos desde una disciplina en solitario. Informaciôn es necesaria desde todos 
los lados. Por ejemplo, un diseno grâfico elegantemente diseüado puede ser 
inutilizable si ignora las constricciones del diâlogo o las limitaciones 
psicolôgicas del usuario. "
En lo anterior, y a pesar de existir étiquetas para el campo un tanto 
diferentes, tal y como, por ejemplo, Ingenieria de sistemas cognitivos (Woods 
y Roth, 1988), Ingenieria Cognitiva (Norman, 1986; Norman, 1987), 
Psicologia del Software (Shneiderman, 1986), Ergonomia Cognitiva (Long y 
Whitefield, 1989), podria decirse que existe un consenso relativamente amplio 
en cuanto a las cuestiones anteriorm ente senaladas por lo que no 
ampliaremos esta seccion. De mayor interés es, en nuestra opinion, la 
siguiente seccion, dedicada a diferenciar entre distintas subareas de
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investigaciôn aplicada que, aparentemente, comparten la misma ârea de 
acciôn.
1 .3 .2 .  La distinciôn entre areas de la Psicologia aplicada relacionadas 
con el estudio de mâquinas y seres humanos
Donald Norman se pregunta a si mismo al introducir el termine de 
ingenieria cognitiva:
"gfor qué un nuevo términol Después de todo, ya existen muchos términos 
utilizados para describir el lado aplicado de la Psicologia: ergonomia, factores 
humanos e ingenieria psicologica. En mi opinion, creo que se necesita un nuevo 
término porque se necesita una nueva aproximaciôn. "(Norman, 1987).
Efectivamente, los términos de ergonomia y factores humanos sobre 
todo, parecen solaparse de alguna manera con el campo de la HCI. En la 
secciôn siguiente veremos una serie de opiniones acerca de cômo distintos 
autores han conceptualizado las relaciones entre estas disciplinas, asi como 
las fuentes mâs bâsicas de las que toman informaciôn. Ademâs 
mostraremos los resultados de un trabajo presentado en otro sitio (Valero 
Mora, et al., 1994) que supone una aproximaciôn empirica basada en la 
bibliografîa al problema de la clasifîcaciôn de disciplinas.
Para Barber y Laws (1989) la ergonomia cognitiva estâ concebida 
"debilmente" como un subconjunto de la disciplina de la ergonomia. Asi, la 
ergonomia cognitiva estaria relacionada con la Psicologia cognitiva y la 
Ciencia Cognitiva. Una definiciôn râpida de la funciôn de la ergonomia 
cognitiva es que trata  del trabajo mental hecho con ayuda o en el contexto de 
los ordenadores. En ese sentido puede ser considerada como una contribuciôn 
parcial al ârea mâs general de la HCI (Human-Computer Interaction).
Dix et. al. (Dix, et al., 1993) senalan "(...)Tradicionalmente, los 
ergonom istas ban  estado interesados fundam entalm ente en las 
caracteristicas fisicas de las mâquinas y los sistemas, y en como estas 
afectan la ejecuciôn del usuario. Los Factores Humanos incorporan estas 
cuestiones, y también cuestiones mâs cognitivas. Los términos son usados a 
menudo intercambiablemente, siendo Ergonomia la preferida en Gran 
Bretana y Factores Humanos en las partes anglo-parlantes de Norte 
America".
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Johnson (1992), conecta el campo de la HCI con otras areas, haciendo 
los siguientes comentarios. En primer lugar, con respecto a los Factores 
Humanos y la Ergonomia dice:
"Factores Humanos es uno de los variados términos utilizados para 
describir el estudio de la gente y su conducta en el contexto de utilizar 
mâquinas, herramientas y  otros desarrollos tecnolôgicos en el contexto del 
manejo de mâquinas. El término apareciô en Estados Unidos: En Gran 
Bretana, las mismas âreas de interés son contempladas en el estudio de la 
Ergonomia. No obstante, en Estados Unidos, la Ergonomia estâ definida 
mucho mâs estrechamente, y estâ principalmente centrada en asegurar que el 
diseno de una màquina tenga en cuenta las caracteristicas fisicas de la 
poblaciôn de usuarios pretendida. Por ejemplo, los requisitos de tamano y 
fuerza de una tecla en un teclado son comprobados para asegurarse de que 
estân dentro del rango ôptimo para permitir a una poblaciôn de usuarios con 
tamanos y potencia de dedos bien conocidas oprimir la tecla fâcil y 
c6modamente.(...) La Interacciôn Hombre Ordenador incluye partes 
apropiadas de Factores Humanos y Ergonomia. Estâ interesada en la 
comprensiôn de como los ordenadores y la gente pueden interactivamente 
realizar tanto tareas nuevas como tareas existentes. HCI estâ interesada en 
todos los aspectos del diseno y uso de ordenadores".
Y, en segundo lugar, con respecto a la Psicologia, dice:
"La teoria psicolôgica y sus métodos forman una contribuciôn principal a 
nuestra comprensiôn de la HCI. (...) Es dificil decir qué areas de la Psicologia 
son las mâs relevantes a la HCI puesto que todos los aspectos de la conducta 
humana pueden, en la ocasiôn apropiada, tener algûn efecto sobre la 
interacciôn de la persona con un ordenador y un ordenador puede afectar la 
conducta humana de muchas maneras".
Esta interrelaciôn entre distintas disciplinas y la diferenciaciôn entre 
ellas fue puesta a prueba mediante un anâlisis bibliométrico de los 
descriptores utilizados por la base de dates Psyclit para etiquetar los 
articules aparecidos en seis diferentes revistas con titulos que inclman 
términos similares a los arriba definidos. Estas revistas fueron las 
mostradas en la tabla 1.2.
La matriz de tabulaciones cruzadas entre revistas y palabras claves 
fue som etida a un anâlisis factorial de correspondencias (Gifî,
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Revistas Adscripcion area Numéro de palabras clave
COGNITIVE PSYCHOLOGY P. Cognitiva 1731
COGNITIVE SCIENCE C. Cognitiva 879
ERGONOMICS Ergonomia-HF 5889
HUMAN COMPUTER INTERACTION HCI 596
HUMAN-FACTORS Ergonomia-HF 4972
IJMMS HCI 3159
Tabla 1.2. Revistas utilizadas.
1990,Greenacre, 1989) que dio como resultado principal las grâficas de la 
figura 1.1 y las inercias y proporciones de varianza explicadas de la tabla 1.3. 
Las palabras indicadas en el grâfico fueron seleccionadas a partir de un 
método grâfico que permitio seleccionar aquellas con altas contribuciones a 
las dimensiones ademâs de ser bien explicadas por ellas (v. Valero et. al., 
1994 para detalles).
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Figura 1.1: Mapa de palabras claves y revistas analizadas.
DIMENSION VALOR INERCIA PROPORCION PROPORCION
SINGULAR EXPLICADA ACUMULADA
1 0.694 0.481 0.357 0.357
2 0.596 0.355 0.263 0.620
3 0.446 0.199 0.148 0.767
4 0.414 0.171 0.127 0.894
5 0.378 0.143 0.106 1.000
TOTAL 1.350 1.000 1.000
Tabla 1.3: Inercias y proporciones de inercia explicadas por las 
dimensiones encontradas por medio del anâlisis de 
correspondencias.
Como es posible ver, las revistas de Ergonomia y Factores Humanos 
tienden a agruparse conjuntamente en el grâfico de la primera y segunda 
dimension, mientras que las revistas dedicadas a HCI hacen lo mismo. 
Cognitive Science parece estar bastante prôxima a estas ultimas habiendo 
términos como lenguaje, soluciôn de problemas e inteligencia artificial
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compartidos entre ambas. Cognitive Psychology es una revista mâs general 
en comparaciôn con las otras cinco. La grâfîca de las dimensiones très y 
cuatro ilumina diferencias menores entre Ergonomics y Human Factores en 
donde se muestra la predilecciôn de esta ultima por el ârea de diseno de 
cabinas de pilotes.
Esta ultima ârea parece mâs cercana a la revista Cognitive Science 
habiendo términos como soluciôn de problemas, lenguaje e inteligencia 
artificial que parecen bastante cercanos. Cognitive Psycology en cambio 
parece claramente diferenciada en el grâfico
En resumen, este estudio parece demostrar la relativa consistencia y 
diferenciaciôn del campo de la Interacciôn Hombre-Ordenador de otras areas 
bâsicas y aplicadas con ella relacionada. Pasaremos ahora a comentar la 
forma en que esta disciplina puede proporcionar conocimientos utiles para 
diseno de sistemas hombre-mâquina y qué fuentes puede utilizar para 
alcanzar este propôsito.
1.4. Lmeas de pensamiento e investigaciôn en
interacciôn hombre-ordenador
En este apartado revisaremos las aportaciones de la Psicologia 
Cognitiva al estudio de la Interacciôn Hombre-Computador y los enfoques 
teôricos existentes dentro de la disciplina.
1 .4 .1 .  A portaciones de la Psicologia Cognitiva ai estud io  de la 
interacciôn hombre-computador
A pesar de que, aparentemente, la Psicologia Cognitiva parece una 
disciplina que deberia poseer una cantidad de conocimientos y recursos hstos 
para ser aplicados en un dominio como el que estâmes considerando, lo cierto 
es que a lo largo de la evoluciôn de la disciplina progresivamente se ha hecho 
évidente las limitaciones de esta aplicaciôn tan directa y la necesidad de 
replantear la cuestiôn para realmente proporcionar recursos utiles a la 
situaciôn.
Esta situaciôn estâ reflejada por Landauer (Landauer, 1987), el cual 
ofrece una discusiôn acerca de las très maneras en que, en su opiniôn, podria 
aphcarse la Psicologia Cognitiva a la HCI.
1) Aprovechando ios conocimientos bàsicos que la Psicologia Cognitiva
ya posee y aplicândoios a las situaciones de diseno
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La Psicologia Cognitiva posee una gran cantidad de informaciôn acerca 
de tiempos, duraciones, intensidades etc. en relaciôn con procesos como la 
memoria, la percepciôn, etc. ^No podria aprovecharse esos conocimientos 
para disenar herramientas que fueran mâs faciles de usar? Landauer opina 
que no, y pone un ejemplo basado en la memorabilidad de distintas 
estructuras de lenguajes de comandos que demuestran lo dificil que es 
aprovechar los datos recogidos con objetivos cientificos a situaciones 
aplicadas.
El problema fundamental para él es uno de robustez, el cual es similar 
aunque no completamente al de generalizabiHdad. La cuestiôn estâ en que un 
determinado efecto puede observarse en una situaciôn controlada en la que 
otros factores hayan sido eliminados, pero ese mismo efecto puede ser 
completamente diluido en una situaciôn prâctica por una variedad de 
elementos. Asi, puede ser mâs interesante detectar esos elementos 
accidentales antes que preocuparse por principios téoricos que difîcilmente 
tendrân algûn efecto (a pesar de ser cientificamente ciertos).
En la investigaciôn cientifica, realizar una divisiôn del problema puede 
ser la estrategia adecuada. No obstante, es necesario realizar estudios que 
muestren como unir posteriormente los conocimientos en organizaciones con 
sentido.
2) Aplicando el estilo de crear teoria que la Psicologia Cognitiva tiene
aunque sin utilizar ios conocimientos concretos
Landauer se estâ refiriendo en este caso a la utilizaciôn de modelos de 
ingenieria aproximados, una perspectiva propuesta por Card, Moran y 
Newell (Card, et al., 1983) y que sigue teniendo una gran influencia en la 
actualidad. Estos modelos suponen una aplicaciôn simplificada de los 
conocimientos que la ciencia bâsica posee a situaciones concretas, de tal 
modo que se puedan extraer impresiones aproximadas acerca de las 
cuestiones de relevancia. El modelo de Card, Moran y Newell es expuesto con 
mâs profundidad en capitules posteriores.
Landauer se m uestra relativamente crîtico con esta perspectiva 
basândose en dos puntos:
• Los modelos de ingenieria parecen demasiado centrados en la 
evaluaciôn de productos y no son capaces de ofrecer conocimientos que 
infiuyan sobre el proceso de diseno.
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• Hasta ahora no parecen haber generado modelos que proporcionen 
una adecuada explicacion de todos los factores importantes en la evaluaciôn 
de un diseno, ya que al ser modelos pseudoteôricos se centran en procesos 
concretos y dejan muchos otros sin considerar.
En nuestra opiniôn, las dos criticas anteriores no deberian ser 
consideradas muy negativamente. Tener herram ientas de evaluaciôn 
limitadas fue el propôsito original de Card et. al y continua siendo un objetivo 
lo suficientemente valioso como para merecer la pena el esfuerzo.
3) Emplear ios métodos anali'ticos y de investigaciôn
Hay dos hechos metodolôgicos muy simples y elementales pero 
fundamentales que son dados por hecho por los psicôlogos expérimentales y 
que muy a menudo muchos otros profesionales no son capaces de percibir. 
Estos son 1) que la conducta es muy variable entre sujetos y entre 
momentos y 2) que si es posible recoger datos objetivos acerca de la 
conducta.
Los psicôlogos pueden realizar contribuciones valiosas simplemente 
insistiendo en observar sufîciente numéro de usuarios sobre sufîciente 
numéro de tareas representativas y tomando medidas sistemâticas sobre 
tiempo en la tarea, numéro de errores, opiniones, ejemplos de tipos de errores 
e intuiciones del usuario y el disefiador acerca de posibles mejoras a realizar. 
Los disenadores se sorprenden babitualm ente del interés de estas 
observaciones. Lo que podrfa ser denominado como la falacia de la intuiciôn 
ingenua (que todo el mundo responderâ o actuarâ similarmente a uno mismo) 
parece estar muy amplia y profundamente extendida.
Por otro lado, bay que senalar que los métodos babituales en Psicologia 
experimental, los cuales buscan sobre todo localizar variables que tengan un 
efecto claro una vez eliminadas una serie de otras variables présentes en la 
situaciôn, pueden no ser totalmente apropiadas para la HCI. Por el contrario, 
paradigmas de investigaciôn exploratoria antes que de prueba de bipôtesis 
pueden parecer mâs interesantes. Realizar experimentos puede ser la peor 
manera de investigar en el campo debido a que la elecciôn de variables, 
factores y niveles estâ condenada a estar pobremente motivada. Monk y 
Wbrigbt (Monk y Wbrigbt, 1991) senalan un problema anadido referido a la 
selecciôn de usuarios para realizar experimentos en HCI. Mientras que en 
investigaciôn pura no résulta excesivamente problemâtico u tilizar
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estudiantes pregraduados, hacer lo mismo en un estudio de un sistema 
computerizado puede no ser apropiado y a que la ejecuciôn en las tareas 
implicadas puede ser criticamente dependiente de la experiencia y 
conocimientos previos de los sujetos estudiados. La investigaciôn aplicada en 
definitiva parece necesitar una mayor ponderaciôn de los parâmetros de 
validez ecolôgica respecto a los de validez interna.
1 .4 .2 .  Enfoques teôricos en Interacciôn Hombre-Computador
Como es posible ver en la secciôn anterior, la HCI parece obligada a 
generar de algun modo los conocimientos y técnicas apropiados para llevar a 
cabo su tarea, asistir en el diseno de interfaces con objeto de mejorarlos. 
Estos conocimientos y técnicas ban sido basta abora segùn Lewis (1990) 
producidos segun cinco enfoques o estilos que expondremos a continuaciôn:
1. La ciencia psicolôgica acumulativa es el objetivo
Este enfoque propugna la necesidad de generar conocimientos 
generalizables y teôricos que los disenadores puedan utilizar a la bora de 
reabzar su trabajo. Este estilo tiene como représentantes principales a Card, 
Moran y Newell (Card, et al., 1983) los cuales propusieron un estilo de ciencia 
basado en la aplicaciôn del trabajo de (Newell y Simon, 1972b) al diseno de 
interfaces. La idea principal tras este enfoque es que, al nivel en que es 
necesario estudiar la conducta en el caso de los interfaces, los mayores 
déterminantes de esta son los objetivos que el usuario tiene y la estructura 
que le impone la tarea para su descomposiciôn y obtenciôn de la soluciôn. De 
abi tenemos una visiôn de la soluciôn de problemas basada en una jerarqma 
de objetivos y operadores que terminan por convertirse en acciones fisicas 
que, efectivamente, avanzan en la direcciôn correcta. Abora bien, debido a la 
necesidad de establecer los métodos a seguir, su proyecto debe limitarse al 
anâlisis de la ejecuciôn de usuarios expertos que no cometen errores^, ya que 
este proceso es el que se compone de secuencias mâs acordes con el esquema 
senalado anteriormente. Un anâlisis mâs detallado de esta perspectiva serâ 
realizado en un capitule posterior, en el que se ofrecerâ una visiôn del modelo 
GOMS, el cual es el producto principal de esta visiôn.
2 Obviamente, los sujetos expertos si cometen errores. En sus estudios Card et al. 
eliminaban los tiempos que los sujetos utilizaban haciendo y recuperândose de sus 
errores.
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2. La ciencia psicolôgica acumulativa es el objetivo, pero otro tipo de
ciencia acumulativa
La perspectiva de Card et al (1983) tiene como limitaciôn el dar lugar a 
un proyecto con objetivos relativamente estrechos, limitados a ciertas 
conductas y a ciertos usuarios. Aun sin rechazar que el éxito dentro de estos 
mârgenes es suficientemente valioso por si mismo, lo cierto es que la 
Psicologia y otras ciencias pueden proporcionar informaciôn interesante a 
niveles distintos y también pueden ofrecer sugerencias acerca de aspectos 
que los trabajos de Card et al. dejaban sin considerar.
Para Lewis (1990) la cuestiôn estriba en que otros paradigmas pueden 
dar lugar a una ciencia acumulativa que no siguiera los esquemas de Card et. 
al. Este paradigma podria por ejemplo centrar sus esfuerzos en el estudio de 
los errores a partir de teoria psicolôgica relevante para este caso^.
3. Lo Importante es  el contexto
Whiteside et. al. (Whiteside, et al., 1988; Whiteside y Wixon, 1987) 
expone la necesidad de tener en cuenta el contexto de uso de los artefactos 
disenados para valorar de una manera realista su verdadera usabilidad. Para 
estos autores, las estrategias que se centran en estudios de laboratorio o en 
aplicaciôn de teoria mâs o menos desarrollada son incapaces de captar 
muchas cuestiones que en la vida real pueden verdaderamente marcar la 
diferencia entre productos utilizables o no.
Un ejemplo que ilustra sus opiniones es el siguiente: En evaluaciones de 
hardware realizadas en el laboratorio, los usuarios encontraban el material 
ya dispuesto sobre un escritorio para empezar a trabajar con él. No 
obstante, realizando evaluaciones posteriores en el mismo lugar de trabajo 
descubrieron que en varias ocasiones el m aterial era estropeado al 
desempaquetarlo debido a la forma en que éste se hallaba envuelto. Una 
modificaciôn del envoltorio eliminô este tipo de accidentes.
Este tipo de cuestiones han llevado a considerar la utilizaciôn de 
métodos, que Monk (Monk, et al., 1993) denomina etnogrâficos, en la recogida
3 En este apartado, Lewis senala los trabajos de Norman como representativos. No 
obstante, esta apreciaciôn no nos parece adecuada por lo que hemos preferido incluir 
algunos comentarios acerca de éstos en la secciôn dedicada a comentar que lo importante 
son los sistemas ya realizados como forma de proponer sugerencias para crear nuevos 
dispositivos.
46
Capttulo 1
de informaciôn para su uso en HCI. Algunas de las criticas realizadas al uso 
de los métodos tradicionales expérimentales en este tipo de situaciones son:
1) el método experimental no tiene en cuenta el contexto real de la 
conducta observada,
2) el método experimental no pone la debida atenciôn a la riqueza (o 
detalle) de la conducta humana, favoreciendo la observaciôn detallada de un 
pequeho conjunto de categories estrechamente definidas,
3) el método experimental no captura el significado subjetivo de la 
conducta siendo observada.
Por el contrario, los defensores de la utilizaciôn del método experimental 
se defienden al entender que existe una diferencia entre experimentaciôn pura 
y experimentaciôn aplicada, estando esta ultima mâs cerca de la utilizaciôn 
de variables de interés y en situaciones mâs realistas. Ademâs, frente al 
método etnogrâfico puro, la generalizaciôn de los resultados es mâs posible 
que cuando toda la informaciôn es extraida a partir de interpretaciones 
subjetivas por parte del investigador y se presta atenciôn al uso de anâlisis 
estadisticos y a la objetividad de las observaciones.
4. Lo importante es el proceso
Para los defensores de esta perspectiva, los esfuerzos teôricos a la hora 
de définir un diseno pueden siempre ser cuestionados en cuanto a su utilidad. 
Por el contrario, independientemente de lo bien planteadas que estén las ideas 
iniciales y el formate en que lo hayan sido (modelos formales por ejemplo) el 
peso de obtener un producto de calidad reside en la coherencia del proceso, las 
pruebas de campo y las modificaciones iterativas que eliminen las asperezas 
del interfaz hasta conseguir su usabilidad ôptima.
Grould (Grould, 1987) defiende en primer lugar un anâlisis del usuario muy 
previo al comienzo del diseno. Ese focalizarse previo a la tarea de diseno 
deberia tomar la forma de acudir a los lugares en que los usuarios realizan 
sus trabajos, estudiar sus necesidades con claridad, comprobar la aceptaciôn 
de las nuevas ideas que se barajan, etc. Posteriormente, evaluaciones 
iterativas con el sistema deberian irse produciendo de modo que las mejoras 
pudieran ser incorporadas antes de tener productos demasiado acabados.
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Un problema de gran interés enfrentado por Ios représentantes de esta 
linea es como lograr coherencia dentro del proceso de diseno y ademâs dejar 
constancia de los logros obtenidos mediante él. Dado que en muchas 
ocasiones, este proceso aparece como obvio a las personas que ven el 
producto final y no les résulta fâcil apreciar el esfuerzo realizado y las 
ventajas sobre otras soluciones posibles, un registre de las opciones 
consideradas y las razones que respaldan su rechazo o aceptaciôn pueden ser 
fundamentales para justifîcar los recursos empleados. En la actualidad 
existen notaciones semiformales que permiten asistir en este problema (v. 
p.e. el volumen 6 de Human-Computer Interaction dedicado especialmente al 
tema), las cuales permiten llevar registre de los objetivos planteados, los 
métodos para su evaluaciôn en su caso y los logros obtenidos, todo lo cual 
permite demostrar el valor de las actividades realizadas durante el proceso 
llevado a cabo, asf como guiar el proceso de una manera consistente sin 
apartarse de los objetivos establecidos.
5. Lo importante son los sistemas
Una perspectiva teôrica probablemente muy extendida pero que no 
siempre es consciente para los que la mantienen es que la forma ôptima de 
conseguir mejores dispositivos es simplemente observando los ya existentes 
y reflexionar acerca de ellos para proponer formas de mejorarlos.
Carroll et al. (Carroll y Rosson, 1991; Carroll, et al., 1992) han 
propuesto una estructura que pretende dar empuje a esa idea, de tal modo 
que se pueda construir una base de datos acerca de posibles ideas de disefio y 
su éxito o fracaso tanto en productos en fase de investigaciôn como ya 
desarrollados. De este modo, los disefiadores podrian tener acceso a ideas 
m anejadas anteriorm ente por otros disefiadores y aprovechar las 
experiencias que estos tuvieron con ellas.
Monk y Whright (Monk y Whright, 1991) proponen en la misma Ifnea 
que los disenadores registren pares "observaciôn-invenciôn" en el que se 
incluya: 1) Una generalizaciôn en relaciôn con la conducta del usuario 
(observaciôn), 2) Una invenciôn (que indique implicaciones para el disefio y 
proporcione informaciôn heurfstica para posteriores invenciones y 3) Los 
datos que inspiraron la observaciôn-invenciôn (origen). Por ejemplo, un origen 
serfa que al borrar una palabra en un texto, los usuarios tienen que eliminar 
la palabra y luego el espacio en blanco extra que queda después. El disefiador 
puede inventar el "borrado de palabra inteligente" que élimina, ademâs de la
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palabra, uno de los espacios extras. La generalizaciôn podria ser que al borrar 
objetos a menudo existen estructuras innecesarias relacionadas con ellos que 
también deberian ser borradas, por lo que el disenador deberia poner los 
medios para atender esta posibilidad.
Donald Norman ha llevado a cabo una linea de trabajo que se 
caracteriza por dos aportaciones fundamentalmente (Norman, 1981, 1983a, 
1983b, 1984, 1986, 1988; Norman y Draper, 1986): un anâlisis racional de 
los errores cometidos por los usuarios y una teoria en estadios de la acciôn 
humana que permite la consideraciôn de ayudas apropiadas a cada estadio.
Por ejemplo. Norman define la intenciôn como la especificaciôn al nivel 
superior de una acciôn deseada. Asi, los errores en la intenciôn (la acciôn 
deseada no es la correcta) los denomina "confusiones" (mistakes) y los 
errores en lograr realizar la acciôn se denominan "patinazos" (slips). A partir 
de ahi propone una clasificaciôn de los "patinazos" que incluye las siguientes 
categorias:
• Errores de modo: Hacer la operaciôn apropiada en un modo cuando 
de hecho estas en otro.
• Errores de descripciôn: La operaciôn apropiada puede ser 
confundida muy fâcilmente con otras disponibles.
• Errores de captura: Cuando una acciôn es similar a otra que se 
ejecuta muy a menudo o que estâ muy bien aprendida, aquella puede 
ser puesta en marcha y llevar a errores.
• Errores de activaciôn: En este tipo de errores puede ocurrir que no 
se lleve a cabo la acciôn apropiada o que se realicen acciones 
inapropiadas en lugar de las correctas. Un ejemplo es el del olvido de la 
intenciôn durante la ejecuciôn de una acciôn debido a una interrupciôn 
u otra causa.
Norman propone una serie de ayudas y elementos que contribuyan a 
evitar este tipo de errores como son, por ejemplo, eliminar los modos en la 
medida de lo posible o aumentar al mâximo su notoriedad cuando estén 
présentes (con cambios de color o elementos grâficos diferentes).
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1.5. Una descripciôn del proceso de diseno que 
intégré las diversas aportaciones y su relevancia en
cada ocasiôn
Los enfoques teôricos anteriores pueden ser ligados a un esquema de las 
fases propuestas en relaciôn al proceso de diseno de un interfaz (v.p.e. Brown, 
1994) Este esquema, mostrado en la figura 1.2, ilustra como las diversas 
formas de generar teoria tendrian un impacto o aplicabilidad sobre una o 
varias fases. A continuaciôn pasaremos a explicar los detalles de esta figura.
En el lado izquierdo se encuentra las fases en relaciôn con el desarrollo 
de sistemas y con la especificaciôn del interfaz. La primera parte (sombreada 
en gris) se encuentra solamente con el propôsito de completar la figura y no 
sera comentada. La segunda parte (especificaciôn del interfaz) incluye las 
siguientes fases:
1) Anâlisis de requisitos y tareas: En esta fase, el disenador se 
encuentra involucrado en la determinaciôn del contexto de trabajo, las 
necesidades, los deseos y otro tipo de cuestiones de los usuarios finales. En 
ella, el disenador deberia analizar fundamentalmente qué funciones requieren 
los clientes y también la forma en que estas deben ser utilizadas para guiar 
las siguientes fases del diseno.
2) Especificaciôn y evaluaciôn de disenos previos: En esta fase, el 
disenador empieza a plantear posibles interfaces hombre-computador que 
contemplen las necesidades de sus clientes. Usualmente, representaciones 
basadas en papel que utilicen notaciones de diseno de diâlogos (v. capitule 2) 
permitirân especificar el comportamiento del sistema interactivo. Ademâs, 
dibujos de pantallas y otros métodos complementarân lo anterior. Una gran 
cantidad de evaluaciôn previa deberia ser realizada aqm, determinando 
posibles fallos, viabilidad, complejidad etc. del interfaz. Por otro lado, modelos 
del usuario permitirân obtener una apreciaciôn previa del diseno, en fase de 
realizaciôn, que permita considerar, previamente al desarrollo de sistemas 
reales, la existencia de errores desde el punto de vista del usuario.
3) Desarrollo y evaluaciôn de prototipos: A partir de cierto momento, los 
disenos realizados en papel y lâpiz y analizados desde un punto de vista 
formai empezarân a convertirse en prototipos funcionando de manera 
lim itada. La existencia de herram ientas informâticas râpidas (p.e. 
HyperCard) o sistemas de programaciôn dirigidos al interfaz (UIMS: User
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Interface Management Systems) permitirîan experimentar con sistemas sin 
necesidad de realizar toda la programaciôn final. Progresivamente, el sistema 
final iria incorporando funcionalidad real hasta convertirse en un sistema 
complete.
4) Desarrollo del interfaz de usuario: En esta fase las decisiones acerca 
de la forma del interfaz han sido tomadas y el problema aqui es lograr que el 
equipo de desarrolladores tenga una nociôn coherente de la forma que éste 
deberia tener.
5) Pruebas de usabilidad: El sistema final deberia ser evaluado 
empiricamente. Esta evaluaciôn permitiria corregir detalles finales aunque 
es necesario destacar la poca relevancia que las sugerencias de diseno 
realizadas en esta fase suelen tener y la tendencia a desecbarlas debido a la 
gran dificultad de corregir un producto ya terminado. También, se deberia 
dejar constancia para el aprovecbamiento en futuras ocasiones de los 
principios considerados en relaciôn con el sistema para su posible 
reutilizaciôn en el futuro (p.e. <[,los grâficos animados sirven para llamar la 
atenciôn?).
En la parte derecha se indica por medio de unas marcas la relevancia 
que tienen las distintas aportaciones teôricas en funciôn del momento de 
diseno considerado. Très marcas ban sido consideradas:
RELEVANCIA... ONinguna. H  Parcial. N  Total.
Como es posible ver, los métodos formales son importantes 
fundamentalmente en una fase del diseno. Retomaremos esta cuestiôn en el 
siguiente capitule que tratarâ acerca de una introducciôn general a los 
métodos formales.
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Fases del diseno (adaptado de Brown, 1994)
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Capitula 2
Los métodos formales en HCI
2.1. Introducciôn
Como veiamos en el capitule anterior, los métodos formales eran técnicas que 
se aplicarian en el proceso de diseno de un interfaz hombre-computador antes de 
empezar la tarea de construir prototipos que implementen las ideas consideradas. 
De este modo, se podria esperar unos bénéficiés en términos de un producto con 
mâs calidad con una menor cantidad de esfuerzo y menor cantidad de "ensayo y 
error".
Formalizar un concepto puede ser concebido como la tarea de concretar, 
precisar o explicitar ese concepto. Esta formalizacion puede utilizar un mécanisme 
de representaciôn del concepto que libéré al resultado obtenido de la ambigüedad 
que generalmente se atribuye al lenguaje natural. Dentro de los métodos de 
representaciôn, los provenientes de las matemâticas o la lôgica han ocupado 
siempre una posiciôn prépondérante. En fechas recientes, el avance de las 
Ciencias de la Computaciôn ha sugerido nuevos mecanismos de representaciôn 
taies como los propios lenguajes de programaciôn, reglas de producciôn para el 
almacenamiento del conocimiento, etc.
Los métodos formales en la interacciôn hombre ordenador.
Los métodos formales en Ciencias de la Computaciôn surgen segûn Dix (Dix, 
1991), como una respuesta a la denominada crisis del software, un termine 
relacionado con la apariciôn de grandes programas muy dificiles de depurar, 
m antener y modificar. Los métodos formales trajeron la promesa de 
especificaciones conceptualmente mas claras que permitieran atajar el problema 
por medio de aproximaciones rigurosas.
Este tipo de bénéficiés también atrajo a les investigadores interesados en 
especifîcar interfaces hombre-computador y ya a principios de la década anterior 
Reisner (Reisner, 1981), inspirândose en conceptos lingmsticos intenté describir 
las reglas que guiarfan la generacion de sentencias correctas en un lenguaje 
interactive.
No obstante, como sefiala Dix (1991), bay algo de extraûo en la mezcla entre 
métodos formales, les cuales son percibidos como secos e insipides y el disefio de 
interfaces, el cual tiene una apariencia mucho mas alegre y colorida. A primera 
vista, parece dudoso que esta fusion pueda llevar a un resultado equilibrado, en el 
cual alguno de les dos lados de la balanza no empiece a pesar mas que el otro, 
restândole su importancia. Probablemente, este riesgo es mas real en cierto tipo de 
métodos formales (les mas cercanos al lado psicologico y por tante mas dados a 
plantear premisas y supuestos menos robustes) que en otros (les mas cercanos al 
sistema). Por elle, antes de seguir con la exposiciôn acerca de les bénéficiés 
anticipados por les métodos formales es necesario exponer una clasificacion de 
estes métodos que centre la discusion en cada une de elles.
Los bénéficiés esperados por el hecho de utilizar métodos formales serfan:
1) Mayor rigor en la especificaciôn.
2) Posibilidad de realizar comprobaciones y pruebas sobre las 
especificaciones.
3) Posibilidad de realizar modificaciones sobre las especificaciones con un 
coste mas reducido que si el sistema hubiera side construido y se tuviera que 
modificar posteriormente.
4) Facilitar el desarrollo, quizâs teniendo herramientas que pasarfan del 
modelo formai a una especificaciôn ejecutable o algo similar.
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Ahora bien, dentro de la étiqueta de métodos formales en HCI existen 
diverses modèles, les cuales pueden ser clasificados de modo amplio en très tipos, 
que asumen de diferente manera este compromise de rigor, comprobaciones, 
modificaciones y guia del diseno. Veremos a continuaciôn una breve exposiciôn de 
estes tipos de formalismes para luego retomar la cuestiôn de las ventajas que son 
capaces de asumir.
2.2. Una clasificacion de les métodos formales en HCI.
Existen muchas maneras de clasificar les métodos formales en HCI (de 
Haan, et al., 1991; Farooq, 1988; Gugerty, 1993; Johnson, 1992; Kirakowski y 
Corbett, 1990; Monk, 1993; Simon, 1988). No obstante, pensâmes que la realizada 
por Dix (1993) es la mas compléta ya que el reste tienden a centrarse en alguno de 
les très apartados considerados por éste.
Dix (1993) distingue entre notaciones que intentan describir al usuario de un 
sistema informâtico, aquellas que describen el lenguaje de interacciôn utilizado por 
el usuario para transmitirle sus peticiones u ôrdenes y, por ultime, aquellas que 
refiejan les principios abstractos del sistema descrito. Estas categorias son 
comentadas mas ampliamente a continuaciôn:
a) Modelizaciôn del usuario.
Son sistemas que fundamentalmente intentan realizar descripciones 
centradas en el usuario antes que en el dispositive. Dentro de esta ârea a su vez se 
distingue entre:
1. Descripciones Gramaticales: Son descripciones que intentan marcar las 
reglas o normas que les usuarios deben de conocer acerca de la sintaxis del lenguaje 
de diâlogo.
2. Reglas de Producciôn: Describen la forma de alcanzar objetivos por medio 
del sistema a través de una serie de acciones. Mientras que las descripciones 
anteriores sôlo permiten especificar las acciones permitidas para utilizar el 
interfaz, esta descripciôn da un paso mas, al combinar esas acciones permitidas 
en grupos que realizan tareas de interés a los seres humanos.
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3. Modelado cognitive de los errores: Las arquitecturas cognitivas intentan 
realizar una descripciôn del uso de dispositivos por parte de seres humanos a partir 
de descripciones simplificadas de su funcionamiento cognitive.
Estas notaciones son aquellas en las que un psicôlogo estarîa interesado en 
u tilizar y le perm itirian representar el conocimiento y/o las acciones 
cubiertas/encubiertas que el usuario necesita para manejar un sistema. En este 
grupo, las dos primeras categorias tienen mayor tradiciôn y desarrollo, mientras 
que la tercera ha surgido en fechas recientes como un intente de superar algunas 
de las desventajas de las anteriores (aunque los modèles en ella incluidos todavia 
necesitan explicitar mas sus reglas de funcionamiento).
Los modèles del usuario reivindican las siguientes ventajas (de Haan, et al., 
1991):
1) Especificar un diseno con mucha precision, sin ambiguedad.
2) Automatizar partes de la implementaciôn de un interfaz de usuario.
3) Aplicar métodos analiticos que permitan establecer indices de facilidad de 
uso, aprendizaje y funcionahdad.
4) Pueden ser utilizados muy pronto en el diseno para predecir los aspectos de 
usabilidad.
5) Pueden ser aplicados a un precio mas bajo que otras técnicas que requieren 
algo mas que una especificaciôn. Aunque las pruebas empiricas todavia serian 
necesarias, ciertas cuestiones podrian ser analizadas previamente y con menos 
esfuerzo que con pruebas empiricas.
Otra ventaja comentada por otros autores (p.e Gugerty, 1993) es:
6) Sugerir nuevas ideas de diseno al permitir realizar razonamientos desde el 
punto de vista del usuario al llevar a cabo las descripciones.
Ocasionalmente también se sugiere:
7) Perm itir crear programas que implementen este tipo de modelos y 
automaticen parte de las tareas de anâlisis.
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b) Sistemas de descripciôn de diâlogos:
Los sistemas de descripciôn de diâlogos permiten establecer las reglas de 
funcionamiento del interfaz, de tal modo que el disenador puede especificar que 
acciones estarân disponibles a los usuarios y que consecuencias tendrân. Al 
comienzo de la secciôn dedicada a estos sistemas aparece una descripciôn de la 
subclasiHcaciôn realizada.
Los sistemas de descripciôn de diâlogos permiten la especificaciôn de la 
conducta de un interfaz desde un punto de vista fundamentalmente sintâctico. 
Esto significa especificar que acciones el sistema estâ dispuesto a aceptar como 
input y las respuestas que proporcionarâ como output, asf como las reglas que el 
usuario debe seguir para construir correctamente las instrucciones que transmite 
al dispositive.
Uno de los modelos originalmente formulados para justificar la utilizaciôn de 
notaciones de descripciôn de diâlogos fue el de la conferencia de Seehiem (Pfaff, 
1985) En esta conferencia se asumiô un modelo lingmstico que distingufa entre los 
très siguientes niveles de descripciôn en un programa de ordenador (Dix, et al., 
1993):
• Nivel léxico: El nivel mâs bâsico. La forma de los iconos en la pantalla y las 
teclas presionadas.
• Nivel sintâctico: La estructura y orden de los inputs y los outputs. En 
lenguaje humano la gramâtica de construcciôn de sentencias.
• Nivel semântico: El significado de la conversaciôn en cuanto a su efecto 
sobre las estructuras de datos internas del ordenador. En lenguaje humano, el 
significado atribuido a la conversaciôn.
Un dispositive puede ser descrito por separado en esos très niveles: El nivel 
léxico (aspecto de las pantallas, tamafio de letras, etc.) séria el mâs centrado en los 
componentes de presentaciôn. El nivel sintâctico, en el que las notaciones que 
vamos a describir se encuentran mâs orientados, trataria  de los componentes 
dinâmicos de los diâlogos. El componente semântico trataria por ultimo de lo que el 
sistema realmente hace y por tanto puede ser tratado de un modo separado.
Esta separaciôn en très niveles présenta como una de sus justificaciones 
argumentes similares a los aducidos para separar datos y forma de accéder a los
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datos. Elle permite modificar el codigo de una de las partes sin modificar la otra, 
permitiendo realizar avances segûn ritmos propios.
En el caso del diseno del diâlogo es posible incluse especificar la conducta (y 
con la herramienta apropiada ejecutarla como un prototipo) sin tener el codigo aûn 
escrito.
Segûn Curry y Monk (Curry y Monk, 1990b) el modelo lingmstico propugnado 
en la conferencia de Seehiem (Pfaff, 1985) ha sido criticado debido a que résulta 
difïcil especificar a través de él diâlogos que pueden ser interrumpidos para atender 
a otros diâlogos y posteriormente retomados para ser continuados, tal y como 
ocurre habitualmente en los interfaces de manipulacion directa. En concrete, como 
alternativa se propone una descripciôn basada en "agentes" (Abowd, 1991). En 
ella, un agente es un grupo de componentes que responden a event os. En esta 
aproximaciôn sôlo se especifica la estructura interna de los agentes y las 
interrelaciones con otros agentes, por lo que la descripciôn del diâlogo es mucho 
mâs abierta. Otro problema que soluciona mejor este concepto del diâlogo es la 
explosiôn combinatoria que se produce al intentar refiejar en una descripciôn de un 
diâlogo todas los posibles estados en que el sistema podrfa estar, dando lugar a 
descripciones mâs sucintas y manejables.
Las ventajas anticipadas por la utilizaciôn de sistemas de descripciôn de 
diâlogos son(adaptado de Curry y Monk, 1990a):
1) Permite describir los aspectos mâs importantes del interfaz sin necesidad 
de atender a los detalles, por lo que la tarea de comprender el diâlogo résulta mucho 
mâs fâcil.
2) Permitirîa crear herramientas que transformaran las especificaciones en 
sistemas ejecutables.
3) Permite al disenador explorar un nûmero de opciones diferentes, al 
anticipar el resultado sin comprometerse a grandes cantidad es de tiempo y 
esfuerzo en desarrollar sistemas completes.
4) Permitirîa comunicar a otros miembros del équipé de trabajo fâcilmente y 
sin ambigüedades las especificaciones del diâlogo.
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5) Permitirîa realizar anâlisis de ciertos principios o cuestiones que podrian 
dar lugar a errores en el interfaz (por ejemplo, si todos los estados pueden ser 
alcanzados o si hay consistencia en el lenguaje de acciôn).
Para Firth y Thomas (Firth y Thomas, 1991) los esquemas de representacion 
de la interacciôn hombre-mâquina pueden clasificarse en très tipos: esquemas que 
se concentran sobre el anâlisis de tareas del usuario, sistemas de representacion 
de la sintaxis del diâlogo y modelos que engloban los otros dos aspectos y dan, por 
tanto, una vision mâs compléta del problema. De entre estos ùltimos destacan 
CLG debido precisamente a la detallada vision que ofrece de las âreas que trata. A 
partir de esta apreciaciôn ellos desarrollan una gramâtica mâs claramente 
especifîcada, introduciendo una gran cantidad de detalles, una mâs clara 
interconexiôn entre los conceptos y una enumeraciôn de las opciones posibles en 
cada apartado.
c) Modelos del sistema:
La especificaciôn formai es una herramienta de la ingenierîa de software que 
utiliza descripciones abstractas matemâticas del sistema con objeto de exponer 
propiedades que contribuyan a su usabilidad percibida. Los dos aspectos claves de 
esta técnica es el ser una descripciôn matemâtica relativamente abstracta del 
espacio de problemas seguida por la formulaciôn de principios precisos de 
usabilidad, tal como predictibilidad o robustez, que den forma al diseno buscado 
(Young y Abowd, 1994).
Para Dix et al (1993) los modelos formales del sistema se diferencian de las 
notaciones para la especificaciôn de diâlogos en que su objetivo es describir lo que 
las acciones del usuario le hacen al sistema. Estâmes por tanto describiendo el 
significado de las acciones del usuario, lo cual nos lleva a entrar en el terreno de la 
semântica como algo diferenciado de la sintâctica del interfaz, lo cual séria descrito 
por las notaciones de descripciôn de diâlogos.
Ahora bien, hay que tener en cuenta que la semântica a especificar es la 
correspondiente al interfaz, y no al dominio de la tarea implementado por el 
programa de ordenador o dispositivo a analizar. Aqm estamos interesados en 
analizar las propiedades del interfaz de usuario, y, por tanto, dejamos de lado 
aquellas funciones que corresponderian a los requisitos solicitados por los usuarios.
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Algunas de las propiedades del interfaz junto con aspectos que podrian ser 
analizados en relacion con ellas podrian ser:
• Deshacer (undo): ^Cômo ha de comportarse una funcion de deshacer la 
ultima acciôn? ^Qué resultado debe producir un deshacer de deshacer? ^Cômo 
puede especificarse la nociôn de historia de las acciones? Un tema de bastante 
interés es como deberia funcionar la funcion de undo en un programa de tipo 
colaborativo en el que varies usuarios interaccionan simultâneamente (Young y 
Abowd, 1994)
• Observabilidad: Muchos programas ahora afîrman que son WYSIWYG 
(What You See Is What You Get), pero...^qué significa realm ente esto? 
Obviamente, en los ultimes anos hemos visto que lo que hay en la pantalla se 
parece bastante a lo que luego se imprime, pero un anâlisis formal de esta 
afirmaciôn nos lleva a que estamos muy lejos de alcanzar este objetivo. Por 
ejemplo, programas que manejan grandes cantidades de datos (procesadores de 
textos) no pueden mostrar en la pantalla la informaciôn que manejan. Esto nos 
llevarâ, como se verâ mâs adelante, a tener que plantear una serie de mécanismes 
(estrategias) que salven esta dificultad.
• Instantaneidad: Muy pocos programas tienen la posibilidad de responder de 
una manera instantânea aunque cada vez mâs aparecen muchos que parecen 
estar disenados como si esto fuera posible. Quizâs escribir cualquier tipo de texte 
sea lo mâs cercano a esta situaciôn, ya que oprimir cada tecla hace aparecer una 
letra inmediatamente en pantalla. Programas de dibujo, de câlculo o de otro tipo no 
son tan afortunados. Sin embargo, actualmente existe un empuje muy fuerte en 
hacer esos programas interactives, en los que una acciôn del usuario debe ser 
coritestada por una acciôn del sistema sin posibilidad de realizar bloques^ de 
acciones. Un anâlisis formai de estas situaciones nos haria reconsiderar que forma 
y que mécanismes se deberian contemplar en los programas
1 Actualmente este fenômeno estâ alcanzando un dominio que, como usuario de este tipo 
de programas, afecta enormemente al responsable de estas pâginas: los paquetes estadisticos. 
Tradicionalmente manejados por comandos actualmente se estâ realizando la transiciôn a 
sistemas de manipulaciôn directa, lo cual muchos usuarios cuestionan que sea verdaderamente 
beneficiosos (v.p.e. WiUdnson, 1989).
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Los bénéficies esperados por realizar descripciones por medio de estas 
notaciones serian (Harrison y Timbleby, 1990b):
• Obligan a una especificaciôn muy précisa de los conceptos, lo cual permite 
una mayor claridad de ideas.
• Aclarar el verdadero significado de ciertas afirmaciones bêchas en la 
industria, tal y como las comentadas anteriormente (WYSIWYG, deshacer, etc.).
• Correcciôn: Cuando un sistema falla lo puede hacer por dos razones; Bien 
por que no satisface los requisitos o bien por que falla algoritmicamente. El primero 
de los problemas es en muchas ocasiones debido al un problema de falta de 
formalizaciôn (formality gap) en los requisitos, siendo estos vagos y poco precisos. 
Los métodos formales afrontan estos problemas permitiendo: a) ligar partes de la 
especificaciôn a partes concretas de côdigo y b) permitiendo llevar a cabo pruebas 
mecânicamente mostrando que el programa coincide con la especificaciôn.
• Tratabilidad: Una descripciôn formai permite probar si ciertas propiedades 
deseables en sistemas son realmente soportadas por la especificaciôn realizada.
Una pregunta interesante para hacerse es la de quién podrîa estar interesado 
en la utilizaciôn de modelos formales de descripciôn del sistema. Harrison y Abowd 
sugieren que existen al menos dos casos posibles (Harrison y Abowd, 1991):
• Desarrolladores en pequenas organizaciones poco interesados en 
documentar los sistemas que realizan y mâs interesados en utilizar los ùltimos 
avances que la industria puede ofrecerles y en experimentar sobre los sistemas 
que desarrollan.
• Programadores en organizaciones grandes que intentan documentar su 
trabajo, pero se encuentran limitados debido a que las descripciones en lenguaje 
natural suelen ser limitadas.
Los programadores del primer caso pueden estar interesados en la 
especificaciôn de modelos formales por que esta tarea implica a menudo empezar a 
pensar acerca de los problemas de modo mâs riguroso y a la vez mâs novedoso por 
lo que puede ayudarles a plantear majoras y enfoques que de otro modo quizâs no 
serian capaces de ver.
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Los programadores del segundo caso se enfrentan al problema de documentar 
y dejar especifîcadas las decisiones y opciones tomadas para que en el futur© esa 
informaciôn esté disponible en la organizaciôn.
Ademâs, para llevar a cabo esa explicitaciôn se utiliza algo mâs que el 
lenguaje natural, y se recuire a una notaciôn o representacion que permita de una 
manera sucinta llevar a cabo la especificaciôn deseada.
Por ultimo, la notaciôn deberia ademâs de permitir describir el concepto, 
deberia permitir extraer derivaciones de él, por medio de la utilizaciôn de una serie 
de operaciones admisibles que m ostrarian implicaciones extraibles de los 
elementos bâsicos que no se encontraban directamente visibles a primera vista.
2 .2 .1 .  Como se relacionan los métodos formales en HCI con los modelos en
Ingenierîa y Ciencla
Los modelos en Ingenieria constituyen una forma de traer a la realidad 
conocimientos de tipo general para evaluar las consecuencias de la manipulaciôn 
de ciertas variables sobre el resultado esperado. Es pues una m anera de 
considerar la acciôn simultânea de muchos factores que en una aplicaciôn de la 
vida real han de estar présentes y no se conoce con precisiôn las consecuencias de 
las posibles variaciones que en ellos pueden ocurrir. Por ejemplo, un modelo de un 
puente podria incluir factores acerca de materiales, resistencia, condiciones 
climâticas, etc. los cuales puestos en funcionamiento podrian dar una idea acerca 
del comportamiento del puente.
Los modelos son también utilizados con propôsito cientifico para explicitar 
una serie de contenidos teôricos en afirmaciones mâs cercanas a la realidad, las 
cuales podrian ser mâs contrastables empiricamente y por tanto sujetos al 
rechazo o aceptaciôn.
Los métodos formales en HCI son fundamentalmente modelos de tipo de 
Ingenieria. Los presupuestos cientificos que sustentarian los modelos construidos 
por los métodos formales no son lo probado cuando estos métodos formales son 
utilizados. Aquellos presupuestos deberian ser probados independientemente, 
aprovechando para ello los recursos que el método cientifico a través del control 
experimental o otro tipo de metodologia adecuada proporcionan. Lo que deben 
probar los métodos formales es su utilidad en las situaciones para las que han sido 
construidos. Es dècir, si son capaces de representar el comportamiento de lo
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modelado y anticipar consecuencias que resultan de la manipulaciôn de sus 
componentes.
En ocasiones, los métodos formales en HCI son simplemente un mecanismo 
de representacion o notaciôn que permite visualizar de una manera aproximada un 
sistema en desarrollo. En los sistemas de representaciôn de diâlogos, por ejemplo, 
lo im portante es lograr "contemplar" la forma en que fînalmente el sistema 
funcionarâ, y no hay supuestos empiricos que necesiten ser probados 
independientemente.
2 .2 .2 .  Problemas para el uso de los métodos formales
Al utilizar métodos formales para representar un sistema interactive 
concrete pueden darse un numéro de problemas que limitarîan o impedirian la 
aplicaciôn de éstos. Veremos a continuaciôn algunos de ellos.
• Problemas de inadecuaciôn de la notaciôn elegida a los objetivos deseados. 
Uno de los problemas mâs obvies es utilizar una notaciôn que no responda a las 
necesidades del proyecto. Por ejemplo, los modelos del usuario son interesantes 
para un disenador interesado en analizar las consecuencias en ejecuciôn y 
aprendizaje de los futures usuarios de determinadas decisiones antes de 
incorporarlas définitivamente. Este tipo de anâlisis no podria hacerse con la 
mayoria de las descripciones del diâlogo, ya que éstas estân mâs dirigidas a 
mostrar el artefacto disenado tal y como es sin tener en cuenta su uso por seres 
humanos. Por otro lado, ciertas pruebas que es posible realizar en este ultimo tipo 
de métodos de descripciôn no podrian ser asumidas por los modelos del usuario 
(completud de la descripciôn, no existencia de acciones sin efecto, etc.). Los 
modelos del sistema, por otro lado, no servirîan para describir sistemas concretos 
por lo que su uso estarîa reservado para el avance de la teorîa de los dispositivos.
La soluciôn a este problema, aunque obvia tras una revisiôn adecuada de los 
métodos existentes, puede no serlo al principio de entrar en contacte con ellos. En 
nuestro caso, uno de los objetivos particulares de esta tesis se centré en la 
determinaciôn de los métodos apropiados para alcanzar nuestro objetivo general, lo 
cual implicô una revisiôn exhaustiva de todos los métodos. Investigadores o 
disenadores interesados en estas técnicas podrîan consultar esta revisiôn a la hora 
de tomar decisiones similares.
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• Problemas formales de descripciôn. Las notaciones utilizadas podrian ser 
analizadas de un modo formai con objeto de determinar su capacidad de descripciôn 
de todos los tipos de interfaces. Por ejemplo, dentro de los sistemas de descripciôn 
de diâlogos existen notaciones que son poco adecuadas para representar sistemas 
con alto grado secuencialidad en la interacciôn tal y como ocurre en determinados 
sistemas de menus en los que todos los caminos estân altamente predeterminados 
(p.e. un cajero automâtico) pero son adecuados para interfaces con poca 
secuencialidad y alto grado de libertad en la elecciôn de la siguiente acciôn. Otros 
métodos en cambio se comportan de la manera complementaria, funcionando bien 
cuando aquellos funcionan mal y viceversa.
Otros ejemplos afectarian a los modelos de usuario. Por ejemplo, estos 
modelos suelen partir de un anâlisis que descompone las acciones de los usuarios 
en termines bâsicos hasta llegar a lo que es denominado "primitivas" o acciones 
mâs elementales. No existe en general una manera de determinar que primitivas 
han de ser elegidas por lo que un elemento de ambiguedad es introducido siempre en 
este tipo de anâlisis. Otro ejemplo, es la capacidad de muchas notaciones de 
"sobreajustarse" a la conducta de los individuos, debido a las pocas constricciones 
acerca de la conducta de los individuos puestas en ellas. Este excesivo poder formai 
lleva a que prâcticamente cualquier situaciôn podria describirse utilizando 
mecanismos difïcilmente justificables desde la Psicologia.
Estos problemas podrian clasificarse en dos tipos dependiendo de su 
gravedad. Incapacidad para afrontar una situaciôn a pesar de estar 
potencialmente incluida dentro de su rango de aplicabilidad, y, dificultad o 
ambiguedad a la hora de realizar la descripciôn debido a la falta de informaciôn 
adecuada. Este ultimo problema serâ retomado en el siguiente punto y ahora 
seguiremos comentando la cuestiôn de la incapacidad de describir ciertas 
situaciones.
En este trabajo no hay mucho acerca de pruebas para demostrar la 
aplicabilidad de las técnicas desde un punto de vista formai. Dado que nuestro 
interés se centraba en realizar una aplicaciôn similar a la que podria realizarse en 
una situaciôn de diseno concreto, sin pretender que esta fuera peculiar en modo 
alguno, los problemas que era presumible encontrar eran mâs bien los de tipo 
prâctico (no existe informaciôn clara acerca de como realizar las descripciones) 
antes que los formales. De hecho, y con esto realizamos una cierta anticipaciôn, lo 
que hemos encontrado es que ciertos métodos ofrecen informaciôn suficiente para
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realizar las descripciones, mientras que otros no, por lo que no ha sido posible 
realizar ningûn tipo de descripciôn.
• Problemas practices de descripciôn. Para realizar las descripciones por 
parte de personas ajenas a los que propusieron los métodos a considerar, no bas ta 
con una exposiciôn sucinta acerca de las propiedades y forma de realizar el 
anâlisis. Es necesario ademâs informaciôn concreta que solucione situaciones 
especiales, ejemplos que puedan ser seguidos y, en general, una serie de soluciones 
quizâs a rb itra rias  pero consensuadas que ayuden a tom ar decisiones 
problemâticas. A veces la cuestiôn es todavia mâs simple, y los procedimientos 
propuestos son tan  complicados que no son utilizados en la prâctica salvo en 
ejemplos reducidos de demostraciôn. Para comprobar este extreme la ùnica forma 
de lograrlo es intentar repetir las descripciones realizadas por los investigadores.
• Problemas de predicciôn. Las metodologias consideradas realizan una serie 
de predicciones acerca de los interfaces bombre-ordenador. Estas predicciones son 
de tipo cuantitativo y de tipo cualitativo y permitirian tener una evaluaciôn inicial 
acerca del sistema a construir de modo que, si estas se consideran negativas, 
puedan ser corregidas. Estas predicciones pueden , no obstante, no ser correctas o 
ser irrelevantes.
En realidad, los modelos del usuario ban realizado aportaciones en el pasado 
demostrando lo acertado de las predicciones realizadas con sus modelos. No 
obstante, estas predicciones ban sido realizadas dentro de contextes claramente 
expérimentales en los que se manipulô la situaciôn para bacer que los efectos 
esperados aparecieran de una manera saliente. Este tipo de efectos, como se ba 
visto en la revisiôn acerca de la interacciôn bombre-ordenador, encontrados en 
laboratorio no necesariamente aparecerân en situaciones reales por lo que, aunque 
la ciencia avance, la prâctica aplicada puede que no se vea afectada. Es por ello de 
gran interés intentar mostrar que ciertos efectos que se encuentran de modo 
natural en el laboratorio aparecen igualmente fuera de él. Una metodologia capaz 
de comportarse adecuadamente en el laboratorio no serâ utilizada fuera de él a 
menos que demuestre que es igualmente util fuera de él.
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3.1. Introducciôn
El siguiente capitule présenta una revision de una gran cantidad de 
notaciones y propuestas de métodos de descripciôn de los interfaces de usuario 
realizadas desde diferentes perspectivas.
La clasificacion realizada signe cercanamente a la propuesta por Dix et al 
(Dix, et al., 1993) y ha sido expuesta en el capitule anterior cuando se trataron las 
cuestiones acerca de los métodos formales.
De todas las notaciones revisadas en este capitule sôlo très han sido 
consideradas a la hora de intentar su aplicaciôn tal y como se verâ en el siguiente 
capitule. No obstante, no queremos dar la impresiôn que las notaciones no 
consideradas carecen de interés. Al contrario, pensâmes que muchas de las 
sugerencias présentes en la literatura tienen un grado de interés comparable entre 
SI, y situado al mismo nivel que las notaciones elegidas. Sin embargo, una notaciôn, 
como muchas otras herramientas formales, necesita de algo mâs que simplemente 
su establecimiento en términos escuetos. Es necesario también que los autores y
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otros investigadores proporcionen ejemplos, den soluciones a problemas avanzados 
y sean capaces de publicar explicaciones exhaustivas que otros puedan seguir. 
Estas condiciones no estân, lamentablemente, lo sufîcientemente présentes 
tantas ocasiones como para que el numéro de notaciones realmente utilizables sea 
muy amplio. Ademâs, incluse cuando estas condiciones se producen, el tiempo 
necesario para alcanzar un grado de destreza relativamente adecuado para su 
utilizaciôn es prohibitive si se desea aprender a manejar muchas de las notaciones.
A pesar de este hecho, que podria quizâs haber llevado a enfocar este capitulo 
como uno que simplemente describiera las notaciones utilizadas en el reste de este 
trabajo, hemos preferido, por contra, mantener el largo trabajo de recogida de 
aportaciones y presenter un capitulo que, somos conscientes de ello, résulta quizâs 
en exceso ambicioso. Las razones que nos han llevado a esta decision son las 
siguientes:
a) No somos conscientes en este momento de una aportaciôn de este tipo en 
lengua castellana. De hecho, su extension, rivaliza con las revisiones mâs amplias 
realizadas en lengua inglesa y, ademâs, aportan cierta cantidad de trabajos de 
reciente publicaciôn, sobre todo los provenientes de Amodeus (v. secciôn referida a 
Amodeus dentro de este capitule). Por ello, considérâmes que es un trabajo que 
puede resultar valioso en si mismo.
b) Aunque quizâs no es obvie a partir de la clasihcaciôn realizada (modelos de 
usuario, sistemas de descripciôn de diâlogos y métodos formales del sistema) existe 
un continue que iria desde descripciones formales de seres humanos-usuarios 
hasta descripciones de dispositivos mecânicos. Debido a la perspectiva desde la 
que este trabajo ha sido realizada, si nos hubiéramos centrado en las notaciones 
mâs cercanas a nuestra formaciôn y que mâs tarde han sido analizadas en el 
siguientes capitulo, buena parte de las aportaciones podrian no haber sido 
incluidas. Esto no nos parecia totalmente satisfactorio. En nuestra opiniôn, una 
tesis sobre interacciôn hombre-ordenador debe realizar aportaciones que sean en 
cierto modo propias, centradas en este ârea e independientes de perspectivas 
particulares que la rodean pero no la definen completamente.
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Modelos formales del 
sistema.
rCZm odèle PiE de Dix
El modelo de Agente de 
Abowd.
Otros modelos de agente
Los modelos de agentes 
multiples
Sistemas de descripciôn 
de diâlogos.
Aproximaciones 
gramaticales textuales.
GRAL Reisner
- - C CLG de Moran
UAN
Aproximaciones textuales 
basadas en sucesos
Reglas acciôn efecto de 
Monk
Especificaciôn del interfaz 
basado en tareas (Curry, 
M onk y M aidment)
Lenguaje para generar 
manipuladores de sucesos 
aslncronos (ALGEA)
Aproximaciones
aiagramâticas.
Basadas en estados.
Diseôo estructurado de 
Jackson USD)
Redes de transiciôn de 
estados.
Cartas de estado de Harel
Redes de transiciôn 
generalizadas de Kieras y 
Poison
Redes de Pétri orientadas al 
objeto.
Basadas en sucesos. Grâficos de descomposiciôn de sucesos.
Aproximaciones tormales- 
algebraicas.
Métodos formales de 
propôsito general adaptados 
al modelado de diâlogos 
(p.e. Z. VDM).
Lenguajes especiales 
desarrollados para el 
modelado de diâlogos.
CSP de Alexander
M odelos de usuario .
Gramâticas.
El lengume de Acciôn de 
Reisner.
La gramâtica de multiples 
partes de Shneiderman.
- |  TAG de Green y Pay ne |_
E-TAG de Tauber
D-TAG de Payne
Ayn de Howes.
APT de Reisner
Sistemas de Producciôn. -
GOMS de Card, Moran y 
Newell
KLM de Card, Moran y 
Newell
- |  CCT de Kieras y Poison |—
r[ NGOM S de Kieras
CE+
Arquitecturas Cognitivas. _
r { ICS de Barnard et. al.
PUM de Young et. al.
Figura 3.1: Diagrama de ârbol de los distintos modelos considerados en 
este apartado.
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Antes de entrar en la exposiciôn de los distintos modelos parece conveniente 
advertir acerca de sus diferentes orîgenes y tradiciones. De este modo, los sistemas 
de descripciôn de diâlogos estarian mâs cercanos a una formaciôn centrada en 
ciencias de la computaciôn, mientras que los modelos de usuario serian mâs 
comprensibles desde una formaciôn psicolôgica y/o en inteligencia artificial. Los 
modelos formales del sistema son también mâs cercanos a las ciencias de la 
computaciôn aunque hay un grado de originalidad en su concepciôn y aplicaciôn 
que les otorga un carâcter también especial.
Para seguir con facilidad la discusiôn empfrica del capitulo III es necesario 
adelantar que sôlo très modelos: TAG (Modelizaciôn del usuario: Gramâticas), 
NGOMS (Modelizaciôn del usuario: Reglas de producciôn) yAction-Task (Sistemas 
de descripciôn de diâlogos: Especificaciôn del interface basado en tareas) son los 
modelos considerados para realizar predicciones sobre un programa informâtico. 
Quizâs alguien preferiria examinar con mâs detenimiento estos modelos y sôlo 
revisar los aspectos mâs atrayentes de los otros modelos. De entre esos otros 
modelos, nuestra recomendaciôn se dirigiria hacia GKDMS, debido a su gran interés, 
tanto como origen de la corriente de trabajos en el ârea, como por la vigencia 
lograda a través de remodelaciones posteriores.
Un papel similar dentro del ârea de los modelos formales del sistema 
aplicados a los interfaces hombre-ordenador lojuega el modelo PiE de Dix.
Con objeto de facilitar la lectura, la figura 3.1 muestra una representaciôn en 
ârbol de los distintos modelos analizados asf como sus orfgenes en la jerarqufa 
establecida. Esta clasificaciôn, como se harâ notar en el texto, no es sin embargo 
tan précisa como este grâfico sugiere, ya que algunas notaciones podrian haber 
sido situadas en lugares diferentes de los actuales.
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3.2. Sistemas de descripciôn de
diâlogos
3.2.1. Introducciôn
Los sistemas de descripciôn de diâlogos permiten especificar que acciones el 
sistema estâ dispuesto a aceptar como input y las respuestas que proporcionarâ 
como output, asf como las réglas que el usuario debe seguir para construir 
correctamente las instrucciones que transm ite al dispositivo. Esta es una 
descripciôn fundamentalmente sintâctica, dirigida a describir la forma en la que es 
posible construir cadenas de input correctas.
El plan de este apartado es el siguiente: veremos en primer lugar algunos de 
los problemas générales asociados a las descripciones de los diâlogos. Luego 
veremos una clasificaciôn de los métodos de descripciôn y a continuaciôn una 
descripciôn (breve) de algunos de los sistemas propuestos.
3.2.2. Problemas y cuestiones generates asociados a las descripciones de los 
diâlogos
Aunque en el capitulo anterior ya se avanzaron algunas de las cuestiones 
mâs crfticas en relaciôn a las notaciones de descripciôn de diâlogos, a continuaciôn 
S3 darâ una relaciôn mâs extensa.
3 2 .2 .1 . Facilidad de uso
El documente DREAM (Curry y Monk, 1990b) enfatiza de un modo muy 
æpecial las consideraciones relacionadas con la facilidad de uso de las propias 
notaciones. Ellos part en de que notaciones excesivamente complicadas tienen 
pocas oportunidades de ser utilizadas en la prâctica asf que seûalan entre otros los 
aguientes puntos clave. Las notaciones deberian:
• Permitir fâcilmente la concepciôn de diseôos nuevos. Es decir, soportar las 
fases iniciales en las que se estâ esbozando un sistema y lo que se desea 
es describir las grandes lineas de éste sin pretender ser riguroso.
• Permitir una representaciôn que ayude a la implementaciôn del disefio, 
soportando fases mâs avanzadas de éste.
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• Expresar diâlogos con multiples ramas {threads), en los que se den 
intemipciones y posteriores continuaciones.
• Facilidad de comprensiôn: las notaciones deberian ser fâcilmente 
comprendidas por los disenadores que las utilizarân.
• Facilidad de cambio: de modo que sea posible anadir modificaciones en las 
especificaciones de una manera relativamente sencilla.
• Facilidad de comunicacion: permitiendo hacer llegar las descripciones 
bêchas por un miembro del equipo de trabajo a los otros miembros.
• Facilidad de aprendizaje: las notaciones deberian poder aprenderse 
fâcilmente.
• Aceptaciôn dentro de un contexte mâs amplio: una notaciôn interesante 
para los disenadores podria llevarles a aceptar la tarea de descripciôn de 
diâlogos como una prâctica mâs séria y responsable y, por tanto, as una 
atenciôn cuidadosa de todo lo relacionado con ella. Notaciones dificiles y de 
poco valor prâctico minan la credibilidad que estos métodos tienen y por 
tanto hmitan su uso.
3 .2 .2 .2 . Anâlisis de los diâlogos
Una de las ventajas mâs importantes de llevar a cabo la descripciôn del 
diâlogo de un sistema antes de su construcciôn radica en la posibilidad de llevar a 
cabo anâlisis que lo mejoren. Veremos a continuaciôn algunas posibilidades.
Completud.
Este anâlisis permite comprobar que todas las acciones posibles dan lugar a 
resultados aceptables. A menudo, los programadores estân interesados en 
determinar si existen acciones que no han considerado y que pueden bloquear el 
programa o producir un resultado indeseado. Es muy usual que estos 
programadores ofrezcan sus prototipos a posibles usuarios para determinar si 
existen casos de este tipo. Una notaciôn de descripciôn de diâlogos permitirîa 
explorar mâs cuidadosamente este extreme para determinar la existencia de estos 
cabos sueltos.
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En lineas générales, una buena régla es que los inputs que no tengan interés 
no deberian producir ninguna respuesta del sistema como resultado. No obstante, 
mensajes de alerta o ayuda podrian ser interesantes en determinadas ocasiones.
Determinismo.
Una acciôn por parte del usuario sôlo deberia poder llevar a un resultado. En 
ocasiones, en fases iniciales del diseno puede ocurrir que varies resultados se 
desprendan de una acciôn, llevando a resultados inesperados.
Consistencia.
Es de esperar que la misma acciôn siempre produzca el mismo resultado. 
Asimismo, tareas similares deberian dar lugar a resultados similares. Dado que 
résulta muy difïcil automatizar esto en una herramienta de diâlogo, el disenador 
deberia analizar esta cuestiôn manualmente. No obstante, y debido a que la 
consistencia es en muchas ocasiones una propiedad percibida subjetivamente 
antes que definible objetivamente, sôlo utilizando buenas dosis de sentido comûn 
(Reisner, 1993) y quizâs también herramientas apropiadas para el anâlisis a un 
nivel cognitive (Payne y Green, 1986) mâs propias del tipo de los modelos del 
usuario es posible llegar a un diagnôstico apropiado.
Aleanzabilidad.
Un estado inalcanzable es aquel que no tiene un camino que permita llegar 
hasta  él. Estos estados son errores de diseno que deben ser, obviamente, 
corregidos.
En un caso menos extremo, existen estados difïcilmente alcanzables. Estos 
estados son aquellos que no pueden ser alcanzados de una manera sencilla ya que 
el camino hasta ellos es excesivamente largo o difïcil. Por ejemplo, el procesador de 
textos utilizado para escribir este texto permite cambiar la primera letra de una 
palabra de minuscula a mayùscula (para formatear correctamente un nombre 
propio por ejemplo) seleccionando la palabra y utilizando un comando de menu, que 
produce un cuadro de diâlogo en el cual se selecciona la opciôn deseada y apretando 
el botôn de confirmaciôn. Este comando es relativamente difïcil de alcanzar sobre
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todo si es comparado con el esfuerzo que supone eliminar la letra y ponerla en 
mayusculas con el teclado, por lo que no es muy usual su utilizaciôn^.
No obstante, intentar evitar la existencia de estados difïcilmente alcanzables 
puede llevar a la acumulaciôn de estados de primer orden, accesibles directamente, 
con la consiguiente sobrecarga del usuario. La soluciôn aqm es organizar los 
estados en funciôn de su importancia o frecuencia de uso, poniendo los mâs 
habitualmente alcanzados en primer piano y los menos en segundo.
Una situaciôn contraria ocurre con los estados que suponen un cierto peligro 
potencial. En ellos, el disenador deberia esforzarse para hacerlos difïcilmente 
alcanzables para de este modo evitar errores involuntarios.
Reversibilidad.
E sta propiedad hace referencia a la posibilidad de regresar a un estado 
anterior del diâlogo de una manera sencilla. Estados que no permiten un paso 
sencillo a un estado anterior merecen un anâlisis cuidadoso. Hay estados que 
simplemente no son réversibles (borrar un fichero) y por lo tanto el disefiador 
deberia tenerlo en cuenta, y otros que sôlo podrian serlo de una manera muy 
complicada por lo que el usuario deberia ser advertido de las consecuencias de su 
acciôn.
3 .2 .2 .3 . Propiedades léxicas y de presentaciôn
Las descripciones del diâlogo que serân descritas no tienen previsto, en lineas 
générales, un método para especificar las propiedades de presentaciôn (aspecto de 
las pantallas, elementos grâfîcos) ni los léxicos (teclas que deben ser utilizadas en 
cada caso, dispositivos de input). Esta forma de hacer las cosas es a menudo 
considerada como positiva, ya que corresponde con una visiôn del disefio que parte 
de la descripciôn de la funcionahdad, posteriormente la especificaciôn del diâlogo y, 
fînalmente, se llevan a cabo los aspectos de presentaciôn y léxicos.
 ^ Lo que no se usa se olvida, asf que hasta en las pocas ocasiones en que su uso estarîa 
justificado es igualmente difïcil que se utilice. Por otro lado, hay que tener en cuenta que en la 
ortograffa inglesa los nombres de los tftulos se ponen en mayusculas por lo que este comando 
tenga mayor interés cuando se estâ escribiendo en ese idioma.
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No obstante, para Dix et. al (1993) esta forma de enfocar el diseno de los 
diâlogos es en ocasiones poco adecuada, ya que muchos aspectos relacionados con 
estos dos ùltimos puntos pueden determinar estructuras de diâlogo distintas. 
Utilizar un raton puede llevar a elementos de diâlogo distintos que si se utiliza 
ûnicamente el teclado como elemento de input. Del mismo modo, una pantalla mâs 
pequena puede limitar al disenador y obligarle a interacciones distintas que las que 
pueden llevarse a cabo con ventanas mâs grandes. Al menos un sistema comercial 
cuyo punto fuerte radica en su interés como UIMS (User Interface Management 
System), destaca este mismo punto (Serius, 1992).
3 .2 .2 .4 . Estructuras de diâlogos dinâmicas/estâticas
En una estructura de diâlogos estâtica al usuario no se le permite generar 
objetos de diâlogo nuevos, tal y como nuevas pantallas o ventanas. En estos 
sistemas, el disenador puede enumerar a la hora de realizar la especificaciôn todos 
los posibles estados o lugares que el usuario visitarâ. En una estructura dinâmica, 
el usuario puede crear un numéro indefinido de nuevas estructuras, algunas de 
ellas copia de otras ya existentes o incluse dotadas de caracteristicas nuevas. Este 
tipo de diâlogos suponen un reto para las notaciones de descripciôn.
Segun Dix et. al (Dix, et al., 1993) muchas de las descripciones de diâlogos sôlo 
son capaces de describir estructuras estâticas, en las cuales, las posibles 
pantallas-ventanas-etc estân predefînidas y el usuario no puede producir 
presentaciones radicalmente nuevas. Este problema para los autores no es 
especialmente importante, ya que muy pocos sistemas no tienen cada una de las 
posibles ventanas enumeradas previamente.
3.2.3. Clasificaciôn de los sistemas de descripciôn de diâlogos
Curry et. al. (Curry y Monk, 1990b) proponen una clasificaciôn de los 
sistemas de descripciôn de diâlogos basada en dos dimensiones: Caracteristicas 
superficiales de las notaciones y orientaciôn del modelado. Se consideran très tipos 
de caracteristicas superficiales:
a) Notaciones basadas en texto.
b) Notaciones basadas en diagramas.
c) Notaciones algebraico-matemâticas.
Mientras que la primera y segunda dimensiôn se distinguen por el hecho de 
utilizar notaciones textuales o basadas en grâfîcos, fléchas, etc., la tercera se
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diferencia de la primera en las bases mâs matemâticas del formalisme, las cuales 
permitirian pruebas de propiedades que no serian posibles con aquellas.
La dimension de orientaciôn del modelado distingue entre:
a) Aproximaciones basadas en estados.
b) Aproximaciones basadas en sucesos.
Las aproximaciones basadas en estados describen el sistema en el lapso de la 
ocurrencia de un nuevo suceso que modifîca ese estado. Las aproximaciones 
basadas en sucesos en cambio son la otra cara de la moneda, ya que describen los 
sucesos posibles en un momento dado y los estados que esas acciones 
desencadenarân. La informaciôn expresada en términos de un estilo de notaciôn 
podria ser transformada al otro estilo de notaciôn bastante fâcilmente.
Otras clasifîcaciones pueden ser encontradas en Abowd (1991), Dix, et al. 
(1993), Farooq (1988), Williges (1987) aunque son probablemente menos 
exhaustivas.
3.2.4. Descripciones de sistemas espectficos
3.2.4.1. Aproximaciones gramaticales textuales
Los métodos aqm discutidos puede decirse que comparten el inconveniente de 
estar basados en un modelo conversacional de la interacciôn hombre-ordenador, lo 
cual los hace mâs apropiados para interfaces de lenguajes de comandos que para 
los de manipulaciôn directa, mucho mâs usuales hoy en dia.
3.2.4.1.1. Command Language Grammar (CLG) de Moran.
Este sistema podria ser clasificado en el apartado anterior de métodos de 
modelizaciôn del usuario. De hecho, su alcance es tan amplio que en reahdad puede 
decirse que abarca todos los aspectos de la HCI. No obstante, su amplitud es 
probablemente también su mayor inconveniente.
Moran (Moran, 1981b) distingue entre 6 niveles de la interacciôn hombre- 
ordenador, sumarizados en la figura 3.2.
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Componente
conceptual
Nivel de tarea 
Nivel semântico
Componente de 
comunicacion
Nivel sintâctico 
Nivel de interacciôn
Componente
fisico
Nivel de disposiciôn espacial 
Nivel de dispositivo
Figura 3,2: Niveles de la interacciôn hombre-ordenador segun Moran
Moran solo analiza los dos primeros componentes, dejando el ultimo para una 
elaboraciôn futura o en manos de la "Ergonomia clâsica" (de Haan, et al., 1991). 
Esta division en seis niveles corresponde a las fases por las que, segun Moran, el 
usuario tiene que pasar para llevar a cabo una tarea. En concreto,
1) El nivel de tarea describe la estructura de las tareas que el usuario puede 
llevar a cabo con un ordenador. Esta descripciôn se realiza en CLG de un modo 
bâsicamente informai.
2) El nivel semântico es la descripciôn de los objetos que el usuario y el 
ordenador comparten y que permitirian llevar a cabo la tarea. Estos objetos tienen 
una apariencia distinta segun el punto de vista del ordenador (estructuras de datos 
y "procedures") o del usuario (entidades conceptuales y operaciones sobre ellas).
3) El nivel sintâctico describe las entidades conceptuales y las operaciones 
que pueden ser realizadas en un contexte dado, la estructura de los comandos y su 
forma especifica.
4) El nivel de interacciôn, lleva a cabo esa descripciôn a un nivel mâs 
detallado, especificando las secuencias fisicas y la estructura de la interacciôn.
Con objeto de dar una imagen aproximada de esta notaciôn se m uestra la 
descripciôn a los très primeros niveles (tarea, semântico y sintâctico) de la 
operaciôn de examinar un mensaje en un sistema de correo electrônico.
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NIVEL DE TAREA
NUEVO_CORREO= (TAREA (*Comprobar si hay mensajes nuevos y leerlos. esta es 
la tarea mis usual))
HACER (SECUENCIA: (COMPROBAR_NUEVO_CORREO)
(LEER_NUEVO_CORREO))
NIVEL SEMANTICO (*Aqui se ha obviado la descripciôn de entidades 
y objetos conceptuales)
METODO_SEMANTICO=(*UN METODO SEMANTICO PARA LEER CORREO NUEVO)
HACER (REPETIR
PONER_M_A (CADA MENSAJE CON EDAD=NUEVO)
HACER (SECUENCIA; (MOSTRAR M)
(LEER M)
(OPCION BORRAR M)))
METODO_SINTACTICO=(*UN METODO SINTACTICO PARA LEER CORREO NUEVO)
HACER (REPETIR HASTA FIN_BUZON
HACER (SECUENCIA: (LEER (MENSAJE_ACTUAL) EN AREA_MENSAJES)
ELEGIR: (MOSTRAR_MENSAJE_SIGUIENTE)
(BORRAR_MENSAJE_ACTUAL))
Figura 3.3: Un ejemplo de CLG de Moran (1981)
Los dos ùltimos niveles harian referencia los componentes mâs bâsicos, tal y 
como la organizaciôn de la pantalla, los colores utilizados, etc. y la forma de los 
dispositivos de input-output. Este nivel como hemos dicho no es analizado por 
Moran.
En el articule original de exposiciôn de su metodologia se introduce el ejemplo 
de un sistema de correo electrônico que es descrito atendiendo a los cuatro 
primeros niveles.
Segun Moran (1981), su sistema puede ser visto desde très puntos de vista:
1) Psicolôgico: Segûn él, CLG es una descripciôn del conocimiento del usuario ideal.
2) Lingmstico: CLG es una descripciôn de la estructura de todos los lenguajes de 
comandos, y es por tanto adecuado para describir cualquier ejemplo. 3) Del diseno: 
Este método permitirîa al disenador llevar a cabo su representaciôn usando una 
estrategia top-down, permitiéndole generar y evaluar alternativas de diseno 
previamente a su construcciôn.
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Ha sido Sharrat (Sharrat, 1987a; Sharrat, 1987b) el autor mas interesado en 
llevar a cabo evaluaciones de CLG. En concrete, él hizo que sus estudiantes le 
utilizaran en una situaciôn de diseno practice, y encontre que su estructura era 
excesivamente rigida, de mode que llevar a cabe cambies se cenvertia en una tarea 
muy difîcil.
Belleti (Belleti, 1988) entrevistô a disenaderes trabajande en situacienes 
reales y llego a la conclusion que CLG era excesivamente trabajoso para ser 
utilizadp en un contexte industrial desde el punto de vista de estes.
Ademas, segùn (Curry y Monk, 1990b) las especifîcaciones no son faciles de 
entender y comunicar entre disenaderes, asi que el creador original se convierte en 
responsable de llevar a cabo todos les cambies propues tes. Ademas, solo ha side 
utilizado en proyectos expérimentales, no permite especificar diâlogos con varias 
ramas funcionando simultâneamente per le que no es apropiado para interfaces de 
manipulaciôn directa, asume conducta sin errores y no hay prevision de estes, les 
disenaderes sufren una gran cantidad de errores de especificaciôn debido a su 
complejidad, su estructura es excesivamente rigida y las decisiones tomadas en 
niveles superiores influyen demasiado en les tomadas a niveles inferiores.
3.2.4.I.2. User Action Notation (UAN) de Hix y Hartson
UAN proporciona al disenador una notacion que le permite especificar las 
acciones de les usuarios, el feedback que el sistema les proporciona como 
respuesta y los cambios en el estado del sistema que se producen a continuaciôn. 
Estos très elementos se representan en una tabla en la que es posible ir viendo 
todos esos cambios paso a paso.
En la tabla 3.1 se muestra un ejemplo el cual hace referenda a seleccionar 
una opciôn en un menu tipo pull-down (al apretar desciende).
Tarea: seleccionar opciôn en menu pull-down. Devuelve; opciôn
ACCIONES DEL USUARIO FEED-BACK ESTADO DEL SISTEMA
(~[X. OPCION] X.OPCION!
[X, OPCION]-)*; X,OPCION-!
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~[X, 0PCI0N1 X.OPCION'!
X.OPCION'!! DEVUELVE OPCION'
Tabla 3.1: Descripciôn de un menu pull-down en UAN.
Simbolo Significado
[X,Y] una posiciôn en la pantalla
0 gnipo de acciones
* cero 0 mas ocurrencias
~[X, OPCION]* mover el cursor un numéro arbitrario de 
posiciones en la pantalla
! seleccionar
-! deseleccionar
!! selecciôn altemativa
Mv apretar boton ratôn
soltar botôn ratôn
, segundo estado
; el usuario puede interrumpir la tarea en este 
punto.
Tabla 3.2: Significado de algunos simbolos utilizados en UAN 
En el ejemplo anterior tenemos lo siguiente:
Lmea 1: Se mueve el raton sobre las opciones del menu sobre el que se van a 
elegir una opciôn. El feedback del sistema es que a medida que el raton pasa sobre 
las opciones posibles el item correspondiente es iluminado.
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Lmea 2: Cuando el cursor del raton se sale del objeto que es posible 
seleccionar el feedback del sistema es que el objeto se desilumina.
Lmea 3: Indica que es posible para el usuario mover el cursor otra vez sobre 
el sitio anterior de modo que el objeto vuelva a estar iluminado.
Lmea 4: A1 soltar el boton del raton el feedback del sistema es que el objeto 
que estaba iluminado se ilumina ahora utilizando una iluminacion especial. Este 
estado actua como un clave para el software de aplicacion para informar que el 
menu ha sido seleccionado.
Para Curry (Curry y Monk, 1990b) esta notacion présenta las siguientes 
vent aj as.
• Es apropiado para interfaces de manipulaciôn directa.
• Se realizan las descripciones de abajo arriba y se concentra sobre todo en 
el nivel bajo de la interacciôn. Acciones a un nivel superior pueden ser 
obtenidas agregando estas acciones mas simples. No obstante, para estos 
autores, no esta claramente especifîcado cômo hacer esto ultimo.
• Su punto mas fuerte se encuentra en la interconexiôn que ofrece entre el 
anâlisis de tareas y las notaciones orientadas a la implementaciôn.
En cuanto a las desventajas citan las siguientes:
• Esta muy orientada al estilo Macintosh ya que no permite especificar 
cambios de modo (lo cual se adapta al Macintosh).
• El disefiador no puede conseguir una visiôn general del diseho tal y como se 
podrfa obtener con otras técnicas.
• No permite considerar diseno de pantallas mas que como figuras 
adicionales.
3.2.4.I.3. Grammatical Representation of Action Language (ORAL) de Reisner.
Este método, sera revisado con mas detalle en la secciôn dedicada a 
modelizaciôn del usuario asf que sôlo sera brevemente comentada. Esta notaciôn 
puede ser considerada un sistema de descripciôn de diâlogos ya que permite una 
especificaciôn efectiva y compléta de éstos. No obstante, por otro lado, su autora
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afîrma que es posible extraer consecuencias acerca del comportamiento del 
usuario (Reisner, 1981) y por tanto puede ser considerado una herram ienta de 
modelado del usuario.
3.2.4.2. Aproximaciones textuales basadas en sucesos
La idea de las aproximaciones basadas en sucesos se apoya en que el diâlogo 
hombre-ordenador puede ser concebido como una serie de sucesos-acciones que 
disparan efectos, las cuales a su vez modifican los sucesos-acciones posibles.
3.2.4.2.1. Action-effect rules (AER) de Monk.
En Dix (1991) se describen las reglas de acciôn efecto como teniendo très 
componentes:
• Una descripciôn de las posibles acciones disponibles al usuario.
• Una descripciôn textual o grâfica de las pantallas tipicas disponibles.
• Para cada modo visual, un conjunto de reglas que describen como el sistema 
responde a cada posible acciôn del usuario.
Monk (Monk, 1990) comenta que la parte de efecto incluye el efecto 
observable sobre los objetos subyacentes siendo manipulables. Ademas, existen 
condiciones que muestran el contexte dentro del cual las reglas se aplican.
Para llevar a cabo una descripciôn en termines de AER el primer paso es 
especificar que acciones podria hacer el usuario que tengan significado para el 
sistema. Las reglas de acciôn efecto son generadas listando los efectos que cada 
una de estas acciones tienen y el contexte o condiciôn que controlarâ el efecto que 
puede ocurrir. El ejemplo que se muestra mas tarde acerca de BSN (Dialogue 
Specification Notation) es valide también para la notaciôn de action-effect debido a 
la similaridad entre ambas notaciones.
Estas reglas se prestan a una serie de anâlisis que permiten realizar algunas 
evaluaciones del sistema siendo disenado. Dix (Dix, 1991) senala completud, 
predictibilidad del sistema, consistencia (o falta de ella), alcanzabilidad y 
reversibilidad (una forma de deshacer). Estos anâlisis son realizados por el 
disenador utilizando su propia intuiciôn.
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Entre sus desventajas Curry et. al. (Curry y Monk, 1990b) senalan que:
• Es pobre a la hora de proporcionar una vision general de como las cosas 
encajan entre si.
• No tiene componente de presentaciôn. Aunque segùn Dix es posible 
realizar descripciones de la presentaciôn de la pantalla, estas tienen que ser 
realizadas de modo informai.
Las reglas fueron el primer paso en un método denominado
especificaciôn del interfaz hasado en tareas (Curry, Monk y Maidment, en prensa). 
el cual incluye otros componentes y una ligera reformulaciôn de las reglas acciôn- 
tarea.
Esta notaciôn intenta abarcar todo el proceso de la interacciôn hombre- 
ordenador, teniendo en cuenta no sôlo cômo modelar la traducciôn de objetivos del 
usuario en acciones (es decir, los procesos cognitivos de los usuarios) sino también 
el como estas acciones repercuten en efectos del sistema (v. fig. 3.4).
Conexiôn
Objetivos 
de! usuario
tarea-acciôn efecto-objetivo
Efectos del 
sistema
Acciones del 
usuario
Conexiôn
Figura. 3.4: Modelo de la interacciôn hombre-ordenador 
Asi, su modelo pasa por très fases:
1) Modelado del contexto-tarea. El cual consiste fundamentalmente en una 
anâlisis de tareas desde el punto de vista del usuario.
2) Modelado de los diâlogos. El cual consiste en un modelado del sistema.
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3) Especificaciôn de los detalles finales. En el ultime paso el diseno es 
completado y se proporcionan los detalles de lo que el sistema necesitarâ hacer 
para responder de la manera esperada. Ademas se comprueba que la descripciôn 
se ajuste a una serie de condiciones formales que garantizan su correcciôn.
1. Descripciôn del modelado del contexto-tarea.
Para realizar esta descripciôn se deberîan realizar très actividades: Una 
descomposiciôn objetiva del trabajo a realizar (una forma de anâlisis de tareas), 
crear una lista de excepciones y un esquema de trabajos representatives.
a) La descomposiciôn objetiva del trabajo es una forma de anâlisis jerârquico 
de tareas. En ella se hace una descripciôn cada vez mâs detallada de los estados 
que cada tarea particular debe intentar alcanzar. Este detalle intenta evitar que 
se de un excesivo énfasis a las prâcticas de trabajo existentes si se hiciera una 
descripciôn en termines de procesos. También, la descripciôn intenta evitar incluir 
un plan que especifique el orden en que deben llevarse a cabo los objetivos y 
subobjetivos.
b) Una lista de excepciones indica posibles interrupciones en el flujo de trabajo 
identificado mediante la descomposiciôn objetiva del trabajo. Esta descomposiciôn 
es una descripciôn idealizada en el sentido de que no prevé la apariciôn de algun 
tipo de problema o interrupciôn en la conducta durante la ejecuciôn de la tarea. En 
general, los disenadores tienen en cuenta cuando pueden ocurrir interrupciones por 
parte del sistema pero no cuando estas provienen por parte del usuario. El sentido 
de elaborar una lista de excepciones explicita para los dos casos se encuentra en 
permitir a los usuarios una cierta fiexibilidad en sus tareas cuando éstas ocurran.
c) Realizar esquemas de ejemplos representativos permiten dar una idea de 
como se producen las interacciones en la realidad, de tal modo que las descripciones 
formales realizadas posteriormente puedan ser probadas con ellos.
2. La notaciôn de especifiicaciôn de diâlogos.
Dialogue Specification Notation (DSN) es una notaciôn que modifica la del 
método de action-effect. Es por tanto una notaciôn basada en reglas de producciôn 
la cual permite describir la forma en que el software de aplicaciôn responderâ a 
determinados sucesos. Estos sucesos pueden provenir bien del usuario o bien de la
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aplicaciôn y ocurrir en un contexte particular que también necesita ser 
especifîcado.
A continuaciôn se puede ver un ejemplo de régla de diâlogo realizado mediante 
DSN en el que un usuario comienza a utilizar una fotocopiadora. En la régla de 
diâlogo hay una serie de precondiciones las cuales determinan si la régla es 
aplicable o no. En este caso las precondiciones que habrîa que comprobar es si se 
ha introducido una clave de usuario correcta^ y si la fotocopiadora no estâ ya 
copiando. Si esto es asi, el usuario puede enviar la orden de com enzarcop iar la 
cual cambia el estado del sistema de Nocopiando a copiando. En la parte inferior se 
m uestra un ejemplo de posibles sucesos que tanto el usuario como el sistema 
podrîan llevar a cabo asf como los diferentes estados en los que el sistema puede 
encontrarse.
Precondiciones
Régla de diâlogo A
#Usuariovâlidoconfirmado #Nocopiando 
Acciôn ----- ^  iComenzarcopiar--> {Comenzar mécanisme copiai}
#Copiando ^ ---------------------  Efecto
Defîniciân de estados y  sucesos
Sucesos del usuario i  -Comenzarcopiar 
Sucesos del sistema
Campo Mecanismocopiar (#Copiando #Nocopiando)
Campo StatusID (#Usuariovâlidoconfirmado
#Nousuariovâlidoconfirmado)
Figura 3.5: Un ejemplo de DSN
2 Puede que la idea de una fotocopiadora que necesita una clave para ser utilizada resuite 
extrana pero en la visita realizada al departamento de Psicologia de la Universidad de York, 
instituciôn en la que el dr. A. Monk reaUza sus actividades, el doctorando tuvo la oportunidad de 
utilizar esa fotocopiadora y, efectivamente, tuvo que utilizar esta clave.
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3. Especificaciôn de los detalles finales.
Las dos fases anteriores segun los autores funcionan mejor si se producen de 
un modo relativamente no constrenido, buscando la originalidad y las ideas 
novedosas antes que la precision. En esta tercera fase ya séria cuando las ideas 
anteriores tomarian un aspecto mâs concrete y ademas se verifîcaria que no 
faltan detalles.
Esta verifîcacion signifîca comprobar que la descripciôn es internamente 
consistante y reûne ciertos requerimientos. Elle se hace por medio de una 
herram ienta informâtica que chequea las descripciones, permite editarlas y 
ademas hacerlas funcionar. Las comprobaciones que lleva a cabo no obstante son 
muy générales, del tipo "condiciones duplicadas" o "violaciones de exclusividad 
mutua", etc.
Comentarios finales.
Este método tiene asociado un método de anâlisis de tareas, lo cual no es 
comûn en otros métodos.
Algunos inconvenientes que pueden ser senalados son los siguientes:
• Como método basado en reglas de producciôn, no résulta muy adecuado 
para describir interfaces de tipo secuencial ya que es necesario ir especifîcando 
una serie de reglas que, de una manera bastante monôtona, van generando un 
efecto que, a su vez, permitiria generar el siguiente efecto. Una notaciôn 
diagramâtica (tal como STN) es mucho mâs interesante en este caso. Por otro 
lado, su potencia estâ en un sitio en el que las notaciones diagramâticas no son 
adecuadas, ya que son capaces de representar la concurrencia de una manera 
relativamente simple.
• En el sistema informâtico proporcionado para realizar las descripciones, no 
es posible especificar reglas que dependan simultaneamente de mâs de una 
condiciôn. Es decir, condiciones del tipo A o B no son posibles. Ello lleva a la 
necesidad de realizar especificaciones excesivamente complejas y difîciles de 
seguir.
• La nociôn de jerarqma en la descripciôn no estâ tratada explicitamente. 
Aunque de una manera natural, al realizar las descripciones, el disenador tiende a 
introducir componentes de alto nivel sin entrar a especificar los detalles internes.
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résulta dificil determ inar que capas resultan apropiadas en las situaciones 
especifîcas.
3.2.4.2,2. Language for generating asynchronous event handlers (ALGEA).
Segun Curry et al. (Curry y Monk, 1990b) ALGEA es un lenguaje basado en 
el C, pero que contiene una serie de aditamentos dirigidas al procesamiento de 
sucesos. De esta notacion, destaca el hecho de estar basado en el concepto de 
"manipuladores de sucesos" (event handlers) los cuales ban sido utilizados en el 
modelado de los diâlogos de un rango amplio de sistemas. Cada manipulador de 
sucesos es un proceso que permanece "dormido" esperando que se produzca el 
suceso para el cual ha sido preprogramado para responder. Este método présenta 
évidentes conexiones con la perspectiva de la programacion orientada al objeto.
Las ventajas de esta perspectiva para Curry et. al. (Curry y Monk, 1990b) 
son las siguientes:
• Permite manipular interrupciones en el diâlogo y diâlogos de multiples 
ramas (concurrencia).
• En general son muy similares a los sistemas de programacion orientados al 
objeto, por lo que los programadores encuentran fâcil comprender la logica 
subyacente.
En cuanto a las desventajas senalan:
• Es difîcil observar el lenguaje de input/output.
• Como los manipuladores pueden estar funcionando simultaneamente es 
difîcil para los disefiadores saber que es lo que estâ pasando en cada momento.
• Se parecen mucho al codigo de programacion lo cual difîculta el aplicar 
anâhsis desde un punto de vista de diâlogo.
O tra notaciôn que adopta una forma semejante a la de un lenguaje de 
programacion es Event Response Language (ERL) (Curry y Monk, 1990b).
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3.2.4.3. Aproximaciones diagramâticas
Las aproximaciones diagramâticas se caracterizan por utilizar notaciones 
basadas en representaciones grâficas. Se distingue entre las notaciones basadas 
en estados y las basadas en sucesos.
3.2.4.3.1. Basadas en estados.
3.2.4.3.1.1. Jackson Structured Design (JSD).
JSD es una técnica que ha sido utilizada para en la programacion y en el 
diseno de sistemas. Una parte de esta técnica, los diagramas JSD, han sido usados 
para el anâlisis de tareas y el diseno de diâlogos. Estos diagramas permiten una 
descomposiciôn jerârquica de un diâlogo, sirviendo ademâs para especificar si una 
determinada parte del diâlogo es opcional o no. El numéro de diâlogos que es posible 
describir mediante este método es de tamano limitado pero incluye muchos 
sistemas basados en menus.
Un ejemplo que muestra la forma en que se podria representar el diâlogo de 
conexiôn a una base de datos para realizar una modificaciôn o cualquier otra tarea 
es mostrado en la figura 3.6. El diagrama tiene que ser leido de izquierda a derecha 
y tendria que ser autoexplicativo salvo por los simbolos situados en la partes 
superior derecha de ciertos recuadros. Estos son:
• * Indica iteraciôn. Cualquier numéro de repeticiones.
• o. Indica opcionalidad. Las tareas marcadas con una "o" pueden o no ser 
realizadas.
Sistema de registro
personal
1------------------------------------------------------------------------------ 1
Conectar Modiflcar * Desconectar
AAadlr empleado ° Camblar registro ® Mostrar registro ^
0
Borrar registro empleado
empleado empleado
Figura 3.6: Ejemplo de JSD tomado de Dix et. al (1993)
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Para (Curry y Monk, 1990b) este método présenta las siguientes ventajas:
• Permite algun tipo de anâlisis cognitive, en la medida que es posible puntuar 
la complejidad de los diâlogos en funciôn de las opciones que hay en él.
• Es muy usado y conocido por lo que los disenadores no necesitarian llevar a 
cabo grandes esfuerzos adicionales para aprender a utilizarlo para este fin.
• Es explicite en cuanto a todas las acciones que pueden ser ejecutadas con 
un objeto.
• Existen herramientas informâticas que podrian ayudar a su use.
En cuanto a sus desventajas encuentran que no es muy apropiado para 
representar la concurrencia y que aunque puede ser adecuado para el anâlisis de 
tareas, el propôsito de especificaciôn de diâlogos estaria difîcilmente cubierto.
3.2.4.3.1.2. Diagrama de Transiciôn de Estados (State Transition Networks ,STN).
En un diagrama de transiciôn de estados los diâlogos son representados de la 
siguiente manera: los circulos indican estados en los que el sistema puede 
encontrarse en un momento dado, y las fléchas transiciones desde un estado a 
otro. Estas transiciones estân etiquetadas con las acciones del usuario que 
dispararon la acciôn del sistema y la respuesta o feed-back que el sistema 
proporciona. En la figura 3.7 se muestra un ejemplo de como podria representarse 
un diâlogo por medio de un red de transiciôn de estados encargado de controlar la 
selecciôn de un menu de una herramienta (circule o linea), y los distintos pasos 
necesarios para su especificaciôn.
En esta descripciôn cada circule es un estado en el que el sistema puede 
encontrarse. Entre los estados estân las transiciones, identificados por fléchas. En 
la parte de arriba de la flécha estâ la acciôn del usuario que desencadena la 
respuesta del sistema indicada en la parte de abajo de ésta. Por ejemplo, para 
dibujar un circulo el usuario seleccionaria la herramienta circule en el menu. A 
continuaciôn senalaria el punto central del circulo y después un punto cualquiera 
de la circunferencia. En este momento, el sistema dibujaria el circulo y la linea de 
diâlogo se cerraria. Los pasos para dibujar una linea serian similares, con el 
anadido de existir un bucle que permitiria reahzar varias lineas.
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Comienzo
Clicar sobre 
circunferenciaClicar en el centre
Circulo 2Circulo 1 Term in ar
lluminar circule Dibujar circuloLinea de puntos
Menu
Clicar sobre 
primer puntoSeleccionar linea Doble clicar
Linea 1 Linea 2 Terminar
Dibujar ultima linea'lluminar linea Linea de puntos
Clicar sobre 
punto
Dibujar linea y 
banda elâstica 
desde el nuevo 
punto
Figura 3.7; Descripciôn STN de un diâlogo que contrôla el dibujado de 
una linea o un circulo a través de un menu. Tomado de (Dix, et al.,
1993).
Jacob (Jacob, 1983; Jacob, 1986) comenta que las redes de transiciôn de 
estados presentan un gran poder formai con la ventaja de ser mâs intuitivas y 
comprensibles.
Ha habido varias extensiones a las STN mâs bâsicas, entre ellas estân:
• Redes de transiciôn recursivas: Una red puede hacer una llamada a otra red 
tal y como si se tratara de una subrutina. Esto permite especificar un sistema 
complejo como un conjunto de otros mâs simples.
• Redes de transiciôn aumentada: Si una descripciôn de un diâlogo 
(Wasserman, 1986) tuviera que especificar todos los mini-cambios asociados a 
cada acciôn del usuario la notaciôn sena excesivamente detallada y por tanto 
inûtil. Imaginemos si tuviéramos que especificar el movimiento del ratôn en una 
direcciôn dada pixel por pixel. Por ello, las especificaciones necesitan aludir al 
concepto de buffer, el cual almacena una cierta cantidad de interacciôn dentro de 
un estado, mostrando el progreso del diâlogo en funciôn del contexte en que ocurren 
los sucesos.
En cuanto a las ventajas y desventajas de estos modèles comentar en primer 
lugar que los STN simples son menos usados que algunas de sus variantes, por lo 
que los problemas que se les puede achacar estân en ocasiones superados por 
otras aproximaciones.
Entre las ventajas (Curry y Monk, 1990b) senalan:
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• Son bastante faciles de entender al depender de las habilidades visuales de 
los disenadores.
• Al describir un diagrama de transiciôn de estados aparece de una manera 
automâtica una estructura de nodo o encrucijada, la cual hace referenda a 
lugares o puntos en los que el usuario tendra que decidir cual es el camino 
correcte a seguir. Este concepto es intuitivamente muy plausible para los 
disenadores, ya que muy a menudo se encuentran razonando sobre 
situaciones parecidas.
Entre los inconvenientes se encuentran:
• Al especificar diâlogos en los que son posibles combinaciones de diversas 
opciones se produce una explosion combinatoria de transiciones que 
convierte los diagramas en inmanejables. Esta situaciôn es particularmente 
inconveniente al especificar diâlogos concurrentes.
• Escapes y ayudas. Los escapes son acciones que permiten salir de un 
estado sin haber llegado al final del arco correspondiente. Especificar esa 
posibilidad mediante STN anade un arco a cada estado que llevaria al menu 
principal, lo cual complicaria enormemente la descripciôn del sistema. Las 
ayudas son una complicaciôn semejante.
S.2.4.3.1.3. State Charts (30) de Harel
SCes una extensiôn de STN, que extiende sus facilidades y le anade algunas 
modificaciones. Los constructos que tiene SC (Curry y Monk, 1990b) son:
• Jerarqma: muchos estados de orden bajo pueden ser agrupados en un estado 
de orden superior.
• Ortogonalidad: Un estado puede ser igual a la combinaciôn de cualquier 
estado activo dentro de dos grupos de estados. De ese modo se reduce 
enormemente la explosiôn combinatoria.
• Sucesos: Los sucesos que conectan estados pueden ser etiquetados también 
como condiciones-acciones, las cuales pueden producir reacciones en cadena en 
otras partes del diagrama.
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• Estado por defecto: una flécha indica el subestado por defecto en que entra 
el sistema cuando entra en un estado compuesto de subestados.
• Historia: el sistema es capaz de recordar en donde se encontraba cuando 
otro estado ocurrio. Un ejemplo es cuando un televisor recuerda en que canal 
estaba puesto cuando fue apagado.
Otra ventaja importante es que existe una herramienta informâtica que 
permite el anâlisis de los diâlogos especifîcados mediante esta notacion. No 
obstante, esta herram ienta es sumamente cara asf que su uso no estâ 
ampliamente difundido. Curry et. al. (Curry y Monk, 1990b) le otorgan la 
puntuacion mâs alta de todos los modelos que revisan.
3.2.4.3.1.4. Generalised Transition Networks (GLTN) de Kieras y  Poison.
En la secciôn dedicada al modelado del usuario veremos una notaciôn 
denominada CCT de Kieras y Poison, el cual es un método basado en GOMS. En 
sus primeras formulaciones, no obstante, el sistema original de Kieras y Poison se 
componfa de dos partes. Una de ellas era una descripciôn del diâlogo usando una 
notaciôn semejante a la de STN llamada GLTN y la otra era la que modelizaba al 
usuario mediante una serie de reglas de producciôn. El objetivo era construir un 
sistema informâtico alimentado por esas dos notaciones que sim ulara el 
comportamiento de ambos sistemas y diagnosticara los puntos en los que bubiera 
desajustes (Kieras y Poison, 1985).
No obstante, el trabajo posterior de Kieras y Poison se ban centrado ante 
todo en la parte correspondiente a las reglas de producciôn y ban dejado de prestar 
atenciôn a GLTN.
3.2.4.3.1.5. Pétri nets orientadas ai objeto
Las redes de Pétri son un formalismo utilizado para la especificaciôn de 
sistemas computacionales concurrentes asfncronos (Peterson, 1977). Asf, su uso 
principal ba sido la del modelado de sistemas de eventos en los cuales es posible la 
concurrencia , pero existen limitaciones sobre la precedencia o frecuencia de estas 
ocurrencias. Ademâs, es un formalisme utilizado también para la descripciôn de 
sistemas expertes (Agarwal, 1992)
Una red de Pétri puede ser descrita del siguiente modo. En un grâfico de red de 
Pétri bay dos tipos de nodes: circules (llamados lugares) y barras (llamadas
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transiciones). Estos nodos estân conectados por medio de arcos dirigidos de los 
lugares a las transiciones y de las transiciones a los lugares. Si un arco se dirige 
desde el nodo i hasta el nodo j, entonces i es un input a j y j es un output de i.
Ademâs de esta descripciôn estâtica, una Pétri net tiene una serie de 
propiedades que resultan de su ejecuciôn. Suponiendo que el grâfico tiene una 
marca (generalmente un punto negro) en el estado PI entonces nos encontramos 
con una Pétri net marcada. Estos puntos negros pueden ser movidos de una 
manera similar a fichas en un juego de tablero, como consecuencia del disparo de 
una serie de transiciones sobre la red. Cada disparo es producido pasando una 
marca negra a todos los outputs conectados con un nodo siempre y cuando las 
transiciones intermedias estén preparadas. Una transiciôn intermedia estâ 
preparada si todos los lugares conectados con ella son disparados 
simultaneamente. En la figura 3.8 es posible ver el efecto que tendria el disparo de 
las reglas asociadas a PI y a P5 asumiendo que estuvieran marcados con un 
punto. Dado que PI se conecta a través de la transiciôn 2 con P2 y P3 y sôlo una 
condiciôn es necesaria para disparar esta transiciôn ambas pasan a tener un 
punto. En cambio, P5 no produce ningûn efecto ya que la transiciôn 3, con la que 
estâ conectado, necesitaria de la condiciôn P3 siendo disparada simultaneamente.
Este tipo de notaciôn podria utilizarse adjudicando significados en relaciôn con 
un diâlogo hombre-ordenador a los distintos puntos.
B
Figura 3.8: Grâfico Pétri net Tomado de Peterson (Peterson, 1977).
El U S O  de las Pétri nets aplicado a la descripciôn de diâlogos puede ser 
considerado como relativamente reciente. Asf, Van Biljon (Van Biljon, 1988)
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introduce una serie de modificaciones dirigidas a manejar la complejidad derivada 
de su uso a la hora de aplicarlas a la descripciôn de diâlogos. Estas son: la 
posibilidad de anidar Pétri nets, simplificaciones del modelado del input-output y 
etiquetado de transiciones correspondientes a las condiciones de error y 
metafunciones.
Curry y Monk (Curry y Monk, 1990b) comentan la existencia de PNO 
(Objetos Pétri Net) en donde el flujo de control es externe al objeto la mayor parte 
del tiempo, aunque en ocasiones sera necesaria la descripciôn interna de los 
objetos. Los objetos son descritos tanto en termines de sus atributos como de la 
conducta de interfaz que tienen. Como resumen acaban haciéndole los siguientes 
comentarios:
1. Es un método muy bien respaldado por sus uses en otras areas. Es grâfico, 
precise y capaz de expresar concurrencia.
2. No es capaz de distinguir fâcilmente entre môdulos.
3. No se bénéficia del diseno top-down.
4. No es muy intuitive, ya que résulta difîcil captar la dinâmica del interfaz 
utilizando sôlo esta representaciôn.
3.2.43.2. Basadas en sucesos.
Los diagramas basados en sucesos son en cierto modo complementarios a los 
basados en estados. La informaciôn de aquellos podria ser traspasada a este tipo 
de notaciôn.
3.2.4.3.2.1. Event-Decomposition Graphs (EDG's) de Chakravarty y  Klein
En este notaciôn se describe el sistema en funciôn de las posibles acciones 
que los usuarios pueden llevar a cabo. Los brazos de los nodos indican los estados 
en los que el sistema puede irse encontrando, mientras que los nodos indican 
posibles acciones que el usuario podria llevar a cabo. Es pues una representaciôn 
complementaria a los sistemas basados en eventos, en los que los brazos indican 
sucesos y los nodos estados.
EDG estâ basado sobre grafos AND/OR. En un nodo AND, todos los sucesos 
deben ser verdaderos para lograr llevar a cabo una tarea concreta. En un nodo OR
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sôlo une de los sucesos necesita ser verdadero. En el siguiente ejemplo se muestra 
cômo dibujar una lmea mediante el uso del ratôn en un programa de aplicaciôn de 
grâficos.
En la notaciôn, los términos en cursiva indican acciones del usuario y los que 
usan un texto normal indican acciones o respuestas del sistema. Para dibujar la 
linea es necesario en primer lugar apretar el botôn del ratôn sobre algun punto, 
momento en el que el sistema registra esta acciôn y ademâs realizar la acciôn de 
extender esta linea. Una vez hecho es posible bien terminar directamente (con lo 
que la linea dibujada séria sôlo un punto) o mover el ratôn y apretar el botôn de 
nuevo. Después de eso podria bien repetir la secuencia extender linea para dibujar 
un numéro indefinido de nuevas lineas o borrar la ultima linea. En cualquier caso, 
la opciôn de terminar aparecerâ y se podrâ cerrar la interacciôn y dar por 
terminado el dibujo.
^over
/ y  Dibujar h'nea hasta  la posiciôn actual 
/ j ^ 3otôn
AÊ—^  Dibujar siguiente punto 
and
Botôn /  X  ^x te nd e rjin e a
I  Registrar primer punto /  ^
y  /
Teda borrar 
*and ultimo punto
Dibujarjinea and Extenderjmea _ o r  C Extenderjinea
and
Tecla Terminar
Terminar ___ _
Terminer dibujar linea
Figura 3.9: Ejemplo de grâfico de descomposiciôn de sucesos tomado de 
Curry et. al (1990).
Este sistema présenta algunas ventajas potenciales (Curry y Monk, 1990b):
• No es necesario especificar todos los componentes de una descripciôn EDG 
en el primer momento. Procesos de sucesos mâs complejos pueden ser analizados 
en sucesivos pasos.
• La estructura de ârbol es bastante familiar, y séria relativamente fâcil 
crear herramientas informâticas o aprovechar otras existentes para este fin.
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• No es necesario especificar cada uno de los componentes sencillos de un 
estado, sino sôlo aquellos que contribuyen a la fiincionalidad.
En cuanto a las desventajas:
• No permite manipular la concurrencia. En un sistema basado en sucesos, 
no es posible que dos sucesos ocurran simultaneamente.
• No es muy efectiva a la hora de manipular interrupciones en el diâlogo. 
3.2.4.4. Aproximaciones formales/algebraicas
En esta secciôn se pueden incluir algunos métodos formales de propôsito 
general que han sido adaptados al modelado de diâlogos (tal y como Z o VDM) y 
otros lenguajes especialmente desarrollados para el modelado de diâlogos. Veremos 
este ultimo tipo de notaciones mâs cuidadosamente a continuaciôn.
3.2.4.4.1, Lenguajes especiales desarrollados para el modelado de diâlogos.
El modelo mâs conocido es CSP de Alexander
3.I.4.4.2. Communicating Sequential Processes (CSP) de Alexander
El siguiente texto estarâ basado en (Alexander, 1990; Alexander, 1987), 
aunque sigue mâs fielmente el primero de ellos.
Alexander argumenta en primer lugar que es necesario proponer métodos que 
permitan a los programadores separar los distintos môdulos de programaciôn con 
objeto de conseguir mayor nitidez y claridad en los aspectos de funcionamiento, 
permitiendo realizar modificaciones posteriores fâcil y râpidamente. El interfaz de 
usuario es uno de los môdulos separables. CSP es un lenguaje matemâtico que 
permite llevar a cabo esa especificaciôn y, ademâs, dado que es ejecutable, permite 
a los disenadores experimentar con los interfaces que crean para de ese modo 
detectar los errores que pudieran producirse.
Sistemas de especificaciôn anteriores a CSP resultaban adecuados para los 
interfaces basados en lenguajes de comandos. Asi, la notaciôn denominada BNF 
(Backus Naus Form) y los diagramas de transiciôn de estados, al haber sido 
disenados para especificar lenguajes de programaciôn, podrian adaptarse para
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tratar con los lenguajes de comandos, los cuales podrîan considerarse subconjuntos 
simplificados de aquellos.
No obstante, existen dos problemas que las notaciones anteriores no han sido 
capaces de afrontar. En primer lugar, no son ejecutables, por lo que no pueden 
producir prototipos que demuestren el funcionamiento deseado inmediatamente y, 
en segundo lugar, no son capaces de afrontar los nuevos sistemas de diâlogo 
(manipulaciôn directa). En concrete, no pueden manipular ni la concurrencia ni la 
presentaciôn en pantalla.
Otros métodos, taies como las redes de Pétri, si que son capaces de manejar 
esas situaciones. No obstante, Alexander considéra que CSP présenta ventajas 
sobre todos los otros métodos.
CSP distingue entre acontecimientos y procesos, en donde cada proceso es 
disparado por un acontecimiento. Originalmente concebido como una extensiôn del 
lenguaje Algol, su objetivo es describir la conducta de sistemas que son vistos como 
grupos de procesos comunicândose en un entomo.
En realidad, el CSP original no es el utilizado para llevar a cabo estas 
descripciones. La versiôn de Alexander se denomina eventCSP y asi sera llamada 
a partir de ahora.
En breves palabras, el formalisme es como sigue.
Un proceso es definido por una sentencia de esta forma:
<Nombre de proceso>=<Expresi6n de proceso>
Si e es un suceso y P y Q son procesos, entonces lo siguiente también 
son procesos:
(e -> P) : Indica secuencia. Sucede e y entonces se comporta como P.
P Q : Eleccion. Comportarse como el proceso P o como el proceso Q.
P ; Q : Secuencia. Comportarse como P y entonces como Q.
P II Q: Paralelo. Comportarse como P y a la vez como Q sincronizando 
los acontecimientos comunes.
SKIP: terminaciôn. El proceso ha sido completado con éxito.
No obstante, eventCSP es meramente una de las partes del formalismo, 
dirigida principalmente a representar las conexiones entre los distintos procesos y 
la sucesiôn de sucesos que van poniéndolos en marcha. Asi, existen otras 
herramientas, denominadas conjuntamente SPI (Simulating and Prototyping 
Interaction), que presentan las siguientes funciones: a) Llevar a cabo una
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simulacion/ejecucion del modelo representado en eventCSP (SPIOutliner) b) Llevar 
a cabo una simulacion/ejecucion que muestra los efectos en la pantalla de las 
distintas interacciones (SPIScenario) y c) Describir exactamente cada uno de los 
acontecimientos de modo que se determine con claridad las consecuencias de su 
puesta en marcha (eventISL-Interaction Specification Language).
En conclusion, CSP y SPI permiten conjuntamente llevar a cabo una 
simulaciôn de las representaciones y manejar la concurrencia. No obstante, el otro 
gran problema, el manejo de la pantalla no estâ completamente solucionado, ya 
que no hay manera de comprobar la consistencia entre la presentaciôn en pantalla 
simulada y el funcionamiento del modelo, ya que no se trata mâs que de una serie 
de grâficos conectados a los distintos puntos de la representaciôn. Otro problema, 
no obstante, se halla en el que la decisiôn acerca de la granulosidad del modelo 
depende del disenador, y que dependiendo de este las representaciones alcanzan 
tamanos excesivos.
No obstante, Alexander opina que esta representaciôn es altam ente 
adecuada, ya que combina un cierto grado de formalisme que permite realizar 
pruebas formales del sistema y su habilidad para llevar a cabo prototipos lo cual 
permite la exploraciôn y el uso de la intuiciôn.
Para Curry et. al (Curry y Monk, 1990b) los defectos de esta notaciôn son los 
siguientes:
1. Los disenadores tienen problemas en elegir un nivel de abstracciôn 
apropiado para una especificaciôn. Los eventos pueden ser un simple suceso o algo 
muy complejo. El disenador tiene que decidir que aspectos son de interés antes de 
que la especificaciôn se reahce.
2. Necesita mucha precisiôn. Aquellos que la utilicen deben conocerla muy 
bien para derivar los beneficios que se resultan de su uso.
3. No maneja la presentaciôn en pantalla.
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3.3. Modelos formales del sistema
3.3.1. Introduccion
En este apartado veremos una presentaciôn de très tipos de modelos 
formales del sistema. En primer lugar veremos el modelo PiE que puede 
considerarse como uno de los pioneros en esta linea. En segundo lugar veremos el 
modelo de agente de Abowd, como un progreso realizado sobre esos esfuerzos 
iniciales. Finalmente, veremos otros modelos de agente que han sido propuestos 
con el objeto de servir de base a sistemas UIMS (Sistemas de gestion del interfaz 
de usuario).
3.3.2. El modelo PiE de Dix
Dix (Dix, 1991) propone realizar una descripciôn del sistema desde el punto de 
vista del usuario, sin hacer referencia a los estados internos del sistema. Esta 
descripciôn es interesante para un disenador porque le permite conocer cual sera el 
modelo mental que se formarâ el usuario del sistema que estâ utilizando, ya que el 
usuario sôlo tiene acceso a la informaciôn extema, no a la informaciôn interna. Por 
ello, este modelo recibe también el nombre de modelo de caja negra (black box). 
Esta nociôn de caja negra es, segùn Abowd (Abowd, 1991), bastante comùn en 
ingenieria de software y desarrollo de sistemas, apareciendo con el nombre de 
abstracciôn de datos o tipo de datos abstract os. El ejemplo mâs sencillo de modelo 
PiE es el mostrado en la figura 3.10:
Figura 3.10: Esquema de modelo PiE.
En ese esquema, P hace referencia al conjunto de comandos que dispone el 
usuario, E es el espacio de efectos que el usuario puede obtener e i es la 
computaciôn llevada a cabo por el sistema.
Este modelo es muy simple y su objetivo es sobre todo mostrar el concepto de 
"caja negra". Sin embargo, para llevar a cabo anâlisis de principios interactives del 
modo en que Dix se propone, es necesario refinamientos posteriores. Veamos a
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continuaciôn el anâlisis que hace del principio de predictibilidad. El lector interesado 
puede consultar otros principios en las siguientes referencias (Abowd, 1991; Dix, 
1991; Dix, et al., 1993; Harrison y Abowd, 1991; Harrison y Timbleby, 1990a; 
Johnson y Harrison, 1990).
3.3.2.1. El anâlisis de la predictibilidad
En la figura 3.11 se muestra un refinamiento del modelo PiE que lo hace 
apropiado para tratar la propiedad de predictibilidad, la cual es un concepto 
relacionado cercanamente al de WYSIWYG (Wbat you see is what you get: Lo que 
ves es lo que tienes). Este principio, a menudo reclamado como propio en mucbos 
productos comerciales, es objeto de un anâlisis detallado por Dix en varias 
ocasiones (Dix, 1991; Dix, et al., 1993) que muestra las limitaciones formales de su 
verdadera aplicabibdad.
En ella, se puede ver como anadido con respecto a la figura 3.10 la distinciôn 
en el efecto entre el resultado (el punto final de nuestra interacciôn con el 
ordenador que en mucbos programas coincide con la versiôn impresa) y la pantalla. 
Esta distinciôn es el punto inicial de la discusiôn del principio de WYSIWYG por 
medio del modelo PiE.
R e s u l t a d o
P
P a n t a l l a
Figura 3.11: Modelo PiE refinado.
La predictibilidad bace referencia a una propiedad del sistema que permitiria 
predecir el resultado de un comando a partir de la informaciôn que existe en la 
pantalla, asumiendo que el usuario no conoce o ba olvidado la historia de
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interacciôn anterior^. Existen dos formas interesantes de entender la 
predictibilidad que pueden establecerse a partir del modelo PiE refinado.
• Predictibilidad del resultado. Segun este principio, existiria una funciôn 
trasparente tal que nos permitiria pasar del aspecto de la pantalla al resultado que 
hemos obtenido. Es decir, si lo que vemos es lo que hemos conseguido.
• Predictibilidad del efecto. Este es un principio muy poderoso. Este dice que 
no hay nada en el estado del sistema E que no pueda ser predicho a partir del 
aspecto de la pantalla D.
Obviamente, estos dos principios son demasiado rigurosos y probablemente 
poco realistas. Normalmente, la mayoria de los programas trabajan con 
documentos e informaciôn que no puede ser totalmente representada en la 
pantalla. Por ejemplo, un procesador de textes manejarâ documentos que 
abarcaràn mâs que la amplitud de cualquier pantalla concebible. No obstante, el 
usuario podrâ mover el texto hacia arriba o hacia abajo para ver el reste del 
documente. La posibilidad de examinar el estado del sistema se denomina 
estrategia y a partir de ella es posible définir una vista del sistema mâs amplia que 
la basada exclusivamente en la pantalla. Esta vista se denominaria efecto 
observable.
R e s u l t a d o
P
E s t r a t e g i a P a n t a l l a
► D
Figura 3.12: Modelo PiE con efecto observable.
3 ...debido a que ha idc a tomar una taza de té y no recuerda como dejô su 
trabajo. Este problema es denominado por Dix "gone away for a cup of tea 
problem".
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Este efecto observable permite reescribir los principios anteriorm ente 
descritos de una manera mâs realista:
• Predictibilidad del resultado. Segun este, existiria una funciôn trasparente 
tal que nos permitiria pasar de efecto observable al resultado que hemos obtenido. 
Es decir, si lo que vemos y/o podemos ver a través de una estrategia de exploraciôn 
es lo que hemos conseguido.
• Predictibilidad del efecto. Este principio dirîa que uno puede observar el 
estado completo del sistema utilizando las estrategias adecuadas.
Como resultado final de esta discusiôn, vemos que el principio de 
predictibilidad (uno de los componentes del concepto de WYSIWYG) tiene un 
alcance relativamente limitado, una vez analizado desde un punto de vista formai. 
Siempre habrâ efectos del sistema que no podrân ser predichos sin cierta cantidad 
de exploraciôn, por lo que los disenadores deberân ser conscientes de la necesidad 
de ofrecer métodos adecuados para llevaria a cabo. Ello nos llevaria al concepto de 
esfuerzo adecuado (habria que proporcionar medios para que la exploraciôn no 
fuera demasiado costosa) y perm itir estrategias pasivas de exploraciôn 
(estrategias que permitieran examinar el estado del sistema sin necesidad de 
modificarlo).
3 .3 .2 .2 . Cnticas al modelo PiE
Abowd (Abowd, 1991) comenta que este modelo ha sido criticado desde dos 
puntos de vista:
Desde el punto de vista de los ingenieros de software, estas técnicas no son 
constructivas, es decir, no proporcionan suficiente soporte para los disenadores 
que intentan ir desde una especificaciôn inicial hasta la implementaciôn. En cierto 
modo, un modelo de caja negra en realidad se aleja de los problemas de 
implementaciôn por lo que su utilidad desde ese punto de vista es muy dudosa. Por 
otro lado, aunque teôricamente séria posible utilizarlo para hacer pruebas 
formales de determinadas propiedades en sistemas reales, debido a que no intenta 
hacer ningûn tipo de modularizaciôn, llevar a cabo esas pruebas séria 
interminable.
Desde el punto de vista de la psicologia, se dice que es muy dudoso que sea 
posible especificar un conjunto de principios formales que, una vez demostrados su
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cumplimiento en un sistema concrete, garanticen la usabilidad de este. Esta 
critica sugiere que en cuestiones de diseno nunca sabremos suficiente como para 
anticipar todos los problemas, y, por tanto, siempre sera necesario llevar a cabo 
ciclos posteriores de evaluaciôn empirica por medio de prototipos.
3.3.3. El modelo de agente de Abowd
Para Abowd (Abowd, 1991) el modelo de agente viene a llenar un hueco en las 
notaciones propuestas por otros autores, ya que, aun siendo una notaciôn formai, 
permite la introduccion de conocimientos psicolôgicos dentro de ella. De este modo, 
supera los problemas de todas las otras notaciones, ya que, para él, las notaciones 
basadas psicolôgicamente poseen problemas conceptuales y notacionales, 
m ientras que aquellas con validez formai no poseen ningûn tipo de validez 
psicolôgica.
La mayoria de los sistemas propuestos y utilizados en la comunidad de 
investigadores en HCI son adecuados sobre todo como técnicas post hoc de 
anâlisis de disenos. El modelo que ellos proponen intenta ser util a la hora de définir 
el diseno, siendo por tanto no sôlo evaluativo sino también prescriptivo.
3 .3 .3 .1 . Tipos de datos abstractos (abstract data type: ADT)
Un sistema puede ser especificado como un estado con un conjunto de 
objetos, y una serie de operaciones posibles sobre esos objetos. Esto nos lleva a la 
definiciôn de tipo de dato abstracto. Un tipo de dato abstracto puede ser 
especificado indicando los estados en los que se puede encontrar, las operaciones 
que le afecten y, generalmente, una serie de axiomas que indican las constricciones 
(axiomas o ecuaciones) que afectan a los posibles estados del tipo de datos.
Por ejemplo, dentro de un procesador de textes podrian encontrarse un gran 
numéro de tipos de datos abstractos combinados. Uno de ellos, es por ejemplo, el 
tipo posiciôn del cursor. En la figura 3.13 es posible ver una definiciôn de este tipo 
de datos abstractos (tomado de Harrison & Abowd, 1991).
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ADT' Eosicion 
STA-'T^  posicion 
OPÉ^.TIONS 
oriÇen: -> posicion 
xo^rigen: posicion -> posicion 
yorigen; posicion > posicion 
ar^iba: posicion -> posicion 
abajo: posicion -> posicion 
dérocha: posicion -> posicion 
iz<3Vierda: posicion -> posicion
a xi ok a s
FOR todo p IN posicion
arriba(yorigen (p))= yorigen (p) 
izquierda (xorigen(p)) = xorigen (p) 
xorigen(yorigen (p))= yorigen(xorigen(p)) = origen 
derecha (izquierda(p))=p 
arriba (abajo (p))=p 
END ADT posicion
Fi^ra 3.13: Una descripciôn del tipo de date abstracto posicion del 
cursor en un procesador de texto.
En descripciôn vemos que existe un estado en el que el cursor tiene una 
posicion d^da, y que sobre la posicion de ese cursor es posible realizar una serie de 
operaciones que toman un paramétré inicial y devuelven un resultado que es el 
nuevo estado del cursor (izquierda por ejemplo tomarîa una posicion y devolveria 
una posicidri). Esas operaciones no obstante estarian limitadas por una serie de 
axiomas, coîno, por ejemplo, que la operaciôn izquierda cuando la posicion del 
cursor esté ^n el origen de las x tiene como resultado la misma posicion en la que 
estaba (el cursor no podria ir mas alla del margen izquierdo).
S.3.3 .2 . Una definiciôn de agente
Aunqu^ los ADT son una parte importante de un agente, este involucra otros 
elemental- En su definiciôn de agente, Harrison y Abowd (1991) intentan 
incorporai dos principios arquitecturales que es necesario senalar: En primer lugar 
facilidad de Oxpresiôn, lo cual hace referencia a que la notaciôn es capaz de sugerir 
la alternativa mas correcta o adecuada cuando un agente podria ser descrito de 
muchas nicheras distintas. En segundo lugar, composicionalidad, lo cual hace 
referencia a que un agente complejo puede ser descrito en termines de agentes mas 
simples. Asf  ^la tarea de describir un agente complejo puede ser modularizada y la 
tarea de foî*mular propiedades y luego realizar pruebas formales puede ser
estructur^d^.
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Hay très aspectos de un agente que es necesario describir:
• El estado intemo del agente: Es la informaciôn que persist? % lo largo de la 
vida del agente, pero que es privada a este. Esta informaciôn eseih buena parte 
una "caja negra" debido a que no estamos interesados en el potenc^Umente infinite 
nivel de detalle que subyace a cada agente. Solo un conocimiento aniivel de valores 
y conexiones con variables potencialmente relevantes es necesario
• Comunicaciôn: Los agentes se comunican entre si por meiiP) de mensajes. 
Estes mensajes pasan por canales de input-output expiidtcbs que estân 
restringidos del siguiente modo: solo un agente puede enviar menNjes a través de 
elles en cada memento y solo un agente puede recibirlos. Un mer3%je pasado a lo 
largo de un canal se convierte en un suceso que provoca una tran^iciiôn de estados 
en el agente receptor.
• Conducta: La conducta de un agente es la descripciôn de l^s sucesos en los 
que el agente puede participar, asi como las transiciones de estado q^ie se producen 
como consecuencia de la ocurrencia de esos sucesos. Este punto e^  die gran interés 
para Harrison y Abowd, ya que ello supone tener dos visiones cofordinadas del 
agente, la basada en estados y la basada en sucesos. La visiôn bas^da en estados 
describe las operaciones que pueden ser ejecutadas sobre un agente ;y el efecto que 
estas tienen sobre el estado interno. La visiôn basada en sucei^o^ describe que 
secuencias de sucesos son permitidos por uno o mas agentes en un grupo. La 
principal aportaciôn del modelo de agente es proporcionar un métcdc) para unificar 
estas dos visiones.
A continuaciôn se muestra una definiciôn de agente de un do^ninento de texto 
tal y como podria encontrarse en un procesador de textes orientado a la pantalla. 
Esta descripciôn se apoya en los conceptos introducidos en la definiciôn de ADT, 
pero los amplia para integrar las definiciones de sucesos.
3.3.3.2.1. Pruebas de principios de interacciôn.
Harrison et. al (Harrison y Abowd, 1991) ofrece un anâlisis dfel principio de 
predictibilidad en un paquete grâfico. Este anâlisis m uestrâ cômo in tentar 
seleccionar un objeto grâfico situado sobre otros objetos grâficos es una tarea 
sencilla debido a que très jerarqmas se solapan en esa estructwA: tJna jerarqma 
visual (el solapamiento existente entre los objetos), una estructur^l (la forma en 
que los objetos fueron agrupados) y una temporal (el momento en fueron
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AGENTE ; documento 
ESTADO: documento
USES caracter, position 'utiliza otros agentes menos 
complejos.
ALFABETO 'detalla el alfabeto para el agente en 
términos de sucesos y  canales de input y 
output.Borrar e insertar son sucesos e inputs c^e 
provienen del teclado. Presionado, suelto y posicion 
son sucesos e inputs que provienen del ratôn.
SUCESOS borrar, presionado, suelto 
INPUTS insertar, posicion 
OUTPUTS pantalla 
CONDUCTA 'define los procesos en los que puede 
involucrarse el sistema, los sucesos que los ponen 
en marcha y los sucesos a los que da lugar.
DOC = borrar -> DOC
insertar ? ch -> DOC 
presionado -> MOVER 
MOVER = posicion ? <x,y> ->MOVER 
I suelto -> DOC 
'solo se definen dos procesos. En el primero el
sistema esta esperando que ocurra alguno de los 
sucesos definidos; borrar un caracter, insertar un 
caracter o mover el cursor. Los dos primeros sucesos 
terminan encadenandose con el proceso original DOC. 
El tercero da lugar al proceso MOVER. Este proceso 
no finalize, mientras no se suelte el boton del 
raton. Cuando este proceso es inactivado, el proceso 
DOC comienza de nuevo.
OPERACIONES 'Esto sigue la estructura de un ADT. 
nuevo: ->documento
insertar; caracter documento ->documento 
borrar : documento -> documento 
marcar: posicidn documento -> documento 
senalar : posicion documento -> documento 
deshacer : documento -> documento
CONEXION ENTRE SUCESOS 'define la conexion entre las 
operaciones que el usuario puede realizar y los 
inputs que el sistema puede recibir. 
borrar |--> borrar 
insertar.ch |--> insertar (ch)
presionado, posicion <x,y> |--> senalar (contexto
((estructura, (x, y))) 'cuando se aprieta el raton
se sehala una posicion dentro de un contexto 
definido en otro lugar y que bàsicamente consiste en 
el texto sobre el que se esta trabajando. 
posicion <x,y>, suelto | — > marcar ((estructura,
contexto (x,y)))'hay que tener en cuenta que para 
poder soltar el boton es necesario que estuviera 
apretado, asi este suceso da lugar a la seleccion de 
un texto.
END AGENTE documento
Figura 3.14: Descripciôn de agente de un documento en un 
procesador de textes orientado a la pantalla.
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creados). Un anâlisis formai de esta situacion lleva a mostrar que solo teniendo un 
concepto de memoria explicite en el usuario es posible mantener el principio de 
predictibilidad. Y esa memoria requeriria un modelado cognitive de modo que fuera 
posible apreciar propiedades psicolôgicas que ayudarân a determinar la descripciôn 
del sistema (por ejemplo, utilizar una jerarqma visual es mejor que una temporal o 
estructural).
3.3.4. Otros modelas de agente
El modelo PiE de Dix ha side criticado por estar demasiado alejado de les 
problemas concretes de los ingenieros de software que intentan llevar a cabo 
disenos reales (Abowd, 1991). Las técnicas basadas en el modelo de caja negra no 
son de gran ayuda para la especifîcaciôn de sistemas concretes, estando su 
dominio de acciôn en el anâlisis de principios abstractos que iluminen cuestiones 
générales acerca del diseno.
Los siguientes modèles son movimientos hechos con la intenciôn de 
proporcionar a los disenadores con sistemas denominados UIMS (User Interface 
Management Systems), los cuales proporcionen soporte a la tarea de llevar a cabo 
disenos concretes. Para ello, estes modèles proporcionan generalmente un modelo 
del reparte de t areas entre diverses componentes de un sistema interactive y un 
método para la integraciôn de estes.
En general, la mayoria de estas propuestas hacen use de la metâfora de la 
programaciôn orientada al objeto, postulando diverses componentes en cada objeto 
que corresponden a las entidades consideradas relevantes en cuanto al objetivo de 
disenar buenos interfaces hombre-computador.
Dos ejemplos que hoy podrian considerarse histôricos, (a pesar de que en 
realidad continûan estando muy présentes en una gran variedad de situaciones), 
son (Dix, et al., 1993): el modelo Seeheim y el paradigma MVC (Model, View, 
Controller) del entomo de programaciôn Smalltalk.
• El modelo Seeheim: Ya comentado anteriormente en el apartado dedicado a 
notaciones de descripciôn de diâlogos, este modelo distingm a entre très 
componentes de un UIMS: presentaciôn (responsable de la apariencia del interface 
y del input y el output disponible al usuario), control del diâlogo (responsable de la 
comunicaciôn entre la presentaciôn y la aplicaciôn) y la aplicaciôn (componente 
encargado de la funcionalidad real). Esta es una distinciôn paralela a la existente
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entre las capas lexica, sintâctica y semântica en los compiladores. Un problema de 
este modelo es que no muestra como crear sistemas grandes y complejos a partir 
de modules mas pequenos.
• El modelo MVC: Este modelo si présenta una aproximacion basada en 
bloques al estar conectado con Smalltalk, uno del primeros sistemas de 
programaciôn orientada al objeto con éxito. En él, la conexion entre la funcionalidad 
de la aplicaciôn y la presentaciôn puede ser construida mediante la triada Modelo 
(funcionalidad de la aplicaciôn), Vista (output grâfico o textual) y Controlador 
(input al sistema). El comportamiento bâsico de los MVC esta incorporado dentro 
de clases de objetos que pueden ser ejemplifîcados y modifîcados a la hora de 
especificar un sistema concrete.
Coutaz (Coutaz, et al., 1993a) distingue entre modelas arquitectônicos 
conceptuales y modelas arquitectônicos implementacionales. En los primeros, 
cada entidad dénota un concepto (por ejemplo, la nociôn de control del diâlogo), 
mostrando el modelo como estas conceptos se relacionan entre si. En los modelas 
implementacionales, una entidad se corresponde con un componente de software 
(por ejemplo, el controlador del diâlogo que séria una pieza especffîca de software 
encargado de esta funciôn), mostrando los modelas las relaciones entre estas 
componentes. Existe en estas ùltimos, por tanto, una cercama mayor a cuestiones 
prâcticas en ingenierfa de software taies como protocolos de comunicaciones y 
conexiones con côdigo reusable (p.e. bibliotecas de software). Aqm no llevaremos a 
cabo una revisiôn compléta de los modelas que podrian incluirse dentro de estos 
apartados. Ûnicamente veremos una introducciôn a los conceptos bâsicos de très 
de estos modelas (PAC, GIO y MVC) y cômo estos se relacionan entre si.
3 .3 .4 .1 . Conceptos bâsicos en arquitecturas conceptuales: El concepto de agente, de
interactor y su relaciôn con el de objeto
Un agente es un sistema de procesamiento de la informaciôn compléta que 
incluye receptores de sucesos, transmisores de sucesos, una memoria que 
mantiene estados, y un procesador que ciclicamente maneja estas entidades. 
Ahora bien, aunque en esta definiciôn es posible incluir tanto agentes cognitivos 
(con capacidad de satisfacer sus propios objetivos), como agentes réactivas, (que 
no poseen sus propios objetivos sino sôlo aquellos codificados explfcitamente por el 
disefiador humano) los modelas tenidos en cuenta aqm sôlo consideran agentes 
réactivas.
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Un interactor es un tipo de agente que se comunica con el usuario 
directamente. Para ello, proporciona una representaciôn perceptual de su estado 
intemo y ademâs un medio para modificarlo.
Un objeto es un concepto que hace referencia a una entidad computacional 
con un estado local. Sin entrar en la definiciôn de este, simplemente senalar la 
siguiente relaciôn entre los très términos senalados (Coutaz, et al., 1993a): Un 
interactor es un agente, y este es un objeto.
3.3.4.2. Los modèles de agentes multiples
Las arquitecturas conceptuales tratadas aqui coinciden en ver los sistemas 
interactives como un conjunto de agentes coopérantes que intercambian 
informaciôn entre si y con el usuario. Dentro de elles, existe una distinciôn bâsica 
présente de una manera u otra consistante en diferenciar entre un nûcleo funcional 
y un interfaz de usuario, lo cual garantizaria la separaciôn de estas capas y la 
modificabilidad separada de ellas.
En concrete, las entidades consideradas por los modèles (Coutaz, et al., 
1993a) atendiendo a la diferenciaciôn anterior son las mostradas en la figura 3.15 :
GIO .
i t
MVC PAC
Entidades del 
nucleo funcional
Entidades del 
interface de usuario
Collection 1 Abstraction
Presentation I Measure
Model
View I Controller
Abstraction
Control
Presentation
J î J 1 «
Figura 3.15: Una comparaciôn tomada de (Coutaz, et al., 1993a) de los 
conceptos incluidos entres arquitecturas conceptuales 
multiagente. Los nombres de los términos no han sido traducidos 
para respetar los matices propios de cada uno de ellos.
En GIO (Graphical Interaction Object) (Faconti, 1993; Paterno, 1993; 
Paterno, 1994) un agente posee cuatro perspectivas: Collection and Abstraction 
interactuan con el nûcleo funcional y Measure y Presentation cubren los aspectos 
de input y output con el usuario.
109
Los métodos formales en la interacciôn hombre ordenador.
En MVC (Model, View y Controller), un agente tiene su competencia funcional 
definida en el modelo, y, por otro lado View y Controller definen el interface de 
usuario.
En PAC (Coutaz, 1987; Coutaz, et al., 1993b; Nigay, et al., 1993) los 
componentes de Abstraction y Presentation corresponden en un agente a las 
funciones que los otros modelos consideran, es decir, comunicaciôn con los 
componentes funcionales y con el interfaz de usuario. Como elemento extra, esta 
arquitectura anade la capa de Control, encargada de poner en contacte a las otras 
dos asi como de coordinarse con la conducta de otros agentes.
3.4. Modelizaciôn del usuario
Las descripciones que se basan en la modelizaciôn del usuario estân basadas 
fundamentalmente en el anâlisis de las operaciones internas que los usuarios 
realizan a la hora de aprender a utilizar, o simplemente manejar, un interfaz. De 
este modo, aunque el dispositive o interfaz es descrito de en cierto modo, el foco 
central de la notaciôn se encuentra en el usuario.
Las propuestas de notaciones dentro de este campo pueden ser clasificadas 
en très tipos. Gramâticas, las cuales intentan especificar los conjuntos de reglas 
que definirian el lenguaje de interacciôn con el dispositive, intentando ademâs 
encontrar la forma en que esas reglas fueran organizadas adecuadamente desde 
un punto de vista cognitive; reglas de producciôn, que estructurarian las 
descripciones siguiendo reglas del tipo si X entonces Y; y, por ultime, modelado 
cognitive de los errores que abarca notaciones dirigidas a analizar de una manera 
detallada aquellas situaciones en las que los usuarios encontrarian 
sistemâticamente problemas a la hora de manejar un interfaz.
3.4.1. Gramâticas
Una gramâtica es un conjunto de reglas que definen la forma en que pueden 
ser construidas las distintas sentencias de un lenguaje. En este caso, hablamos de 
un lenguaje de input, por lo que una gramâtica define de que manera podemos 
construir comandos u ordenes correctamente de tal modo que el sistema 
informâtico sea capaz de aceptarlas.
Dentro del apartado de gramâticas hemos incluido varies modelos. El primero 
de ellos es importante porque constituye prâcticamente la primera aportaciôn al
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campo de los métodos formales de descripciôn de la interacciôn hombre-ordenador 
(el lenguaje de acciôn de Reisner). No obstante, no ha sido prâcticamente utilizado, 
habiendo recibido un numéro bastante grande de criticas. El segundo de los 
modelos (la gramâtica de multiples partes de Shneiderman-Shneiderman, 1982-) 
es de hecho una modifîcaciôn al método anterior, que, aunque corrige algunos 
aspectos de aquel, no ha sido utilizado en ninguna aplicaciôn conocida.
El tercero de los métodos (la gramâtica de acciôn-tarea TAG) puede ser 
consideradp como la aportaciôn gramatical mâs madura al ârea. Un buen numéro 
de extensiones han sido propuestas posteriormente, las cuales son tratadas en el 
apartado posterior.
3 .4 .1 .1 . El lenguaje de Acciôn de Reisner
El lenguaje de acciôn de Reisner (Reisner, 1981) estâ dirigido a expresar las 
conexiones entre acciones y tareas por medio de una notaciôn denominada 
Backus-Naur Form (BNF), la cual es una notaciôn standard utilizada para 
describir qué expresiones de lenguajes de programaciôn taies como Algol 60 o 
Pascal son correctas o no (de Haan, et al., 1991; Kirakowski y Corbett, 1990; 
Newell y Simon, 1972a). El trabajo de Reisner consiste en una adaptaciôn de esta 
notaciôn que perm ita modelar los "lenguajes de acciôn" de los sistemas 
interactives (secuencias de botones, movimientos de tecleado), estando 
particularmente interesados en los factores cognitivos de los usuarios (lo que los 
sujetos tienen que aprender y recorder).
En breves palabras, su gramâtica se compone de los siguientes elementos:
1) Un conjunto de simbolos terminales (las palabras del lenguaje). Se escriben 
en mayùsculas. Un simbolo no terminal es una primitive y no puede ser 
descompuesto en simbolos de nivel inferior.
2) Un conjunto de simbolos no terminales (constructos inventados para 
mostrar la estructura del lenguaje de comandos). Se escriben en minuscules. Un 
simbolo no terminal es descomponible en simbolos terminales.
3) Un simbolo inicial. Este simbolo tareas de nivel superior que el usuario 
debe realizar. Este simbolo debe ser descompuesto hasta alcanzar las primitives 
que finalmente indican los pesos concretos para llevar a cabo la tarea.
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4) Los metasimbolos " | " y (con el significado normalmente de "y", "o" 
y "compuesto de".
5) Reglas construidas a partir de lo anterior (p.e. dibujar-circulo := 
seleccionar-herramienta-circulo + POSICIONAR-CURSOR + APRETAR-BOTON 
+ MOVER-RATON + SOLTAR-BOTON).
emplear_Dn
(recuperar_info._sobre_sintaxis_Dn) 
( recuperar_de_la_memor ia_humana )
recuperar_fuente_externa
utilizar Dn
identificar_primera_linea 
escribir_comando_Dn
::= (recuperar_info._sobre 
sintaxis_Dn) + utilizar_Dn
::= (recuperar_de_la_memoria 
humana)|(recuperar_de_fuente 
externa)
: :={RECUPERAR_DE_MEMORIA_LARGO_P 
LAZO)
I {RECUPERAR_DE_MEMORIA_ 
CORTO_PLAZO)
: :~RECUPERAR_DE_LIBRO
I PREGUNTAR_ALGUIEN
I EXPERIMENTAR
I USAR_AYUDA_ON-LINE
: :=identificar_primera_linea
+escribi r_c oitiando_Dn
+APRETAR_ENTER
: :=mover_rat6n+APRETAR_BGT0N 
: :=TECLEAR_D+teclear n
Figura 3.16: Descripciôn por medio del lenguaje de acciôn de Reisner de 
la operaciôn Dn (borrar n lineas). Tornado de de Haan et, al (de Haan, et 
al., 1991).
Posteriormente a las reglas comentadas anteriormente, Reisner introdujo 
una forma para distinguir entre acciones cognitivas y acciones observables del 
usuario. Las primeras se escriben entre paréntesis y las segundas en mayusculas 
Y cursivas. A continuaciôn se muestra un ejemplo que implica el uso de un 
comando que borra cierto numéro de Imeas (Dn: Delete n lineas).
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En el ejemplo, el comando a utilizar (el simbolo inicial) necesita dos cosas: 
determinar la informaciôn sobre la sintaxis y luego utilizar esa informaciôn. Para 
recuperar la informaciôn existen diversas fuentes y una vez este paso es 
terminado se pasa a ejecutar la tarea (utilizar Dn ya no esta en cursiva por lo que 
es una acciôn externa). Hay tres pasos de los cuales sôlo uno es un simbolo 
terminal (APRETAR_ENTER). El resto necesita ser descompuesto hasta llegar a 
las primitivas finales. Esta parte final no ha sido terminada del todo ya que todavia 
serîa necesario especificar los pasos para mover_ratôn y para teclear_n.
Estas reglas perm itinan describir el conjunto de acciones posibles que el 
usuario podria llevar a cabo, determinando en definitiva lo que el usuario tiene que 
saber (de Haan, et al., 1991). Por otro lado, Reisner sugiere tres medidas de 
complejidad del lenguaje de interfaz que pueden ser extraidas a partir de su 
lenguaje de especificaciôn: 1) numéro de diferentes simbolos terminales, 2) longitud 
de las cadenas terminales para tareas dadas y 3) numéro de reglas necesarias 
para describir la estructura del lenguaje de interfaz.
Esta notaciôn, no obstante, ha sido muy poco utilizada. Sôlo su propia autora 
y un estudio posterior de Richards et. al. (Richards, et al., 1986) lo han hecho. En el 
primero de ellos, Reisner demuestra que un sistema informâtico es mejor que otro 
de funcionalidad similar y que se habia propuesto mejorar. Un estudio empirico 
apoya sus afirmaciones.
Algunas de las criticas que se han dirigido contra este formalisme son las 
siguientes:
1) No hace referencia a la diferencia entre estado y transiciôn tal y como 
ocurre en una notaciôn de diagramas de estados. Ademâs, es mâs dificil de 
visualizar que aquella (Jacob, 1986).
2) No contempla la concurrencia de acciones, no es apta para ser ejecutada, 
no permite relacionar el input con sus efectos y no es suficiente para describir el 
nivel sintâctico de los diâlogos (Alexander, 1990; Alexander, 1987).
3) No hay mecanismo para describir sucesos del contexto.
4) No es posible describir los mecanismos de presentaciôn en pantalla.
5) No hay manera de describir formalmente la funcionalidad del sistema, es 
decir las acciones y respuestas del sistema (Jacob, 1983).
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6) La elecciôn de simbolos no terminales es dejada a la eleccion del disenador, 
por lo que el numéro de reglas es arbitrario (Kirakowski y Corbett, 1990).
7) No es posible describir sistemas en los que la interacciôn puede producirse 
de un modo no lineal, produciéndose solapamientos en la especificaciôn de distintos 
comandos, tal y como ocurre en los interfaces de manipulaciôn directa.
Otras criticas mencionadas en Curry et. al. (Curry y Monk, 1990b).
• No permite distinguir entre modos de responder y entre diâlogos 
sim ultaneos-concurrentes. Scott y Yapp (1988) han  propuesto 
modificaciones.
• No es posible describir diâlogos de manipulaciôn directa.
• Se limita la descripciôn de las acciones del usuario sin tener en cuenta
las respuestas del sistema.
• Es bastante dificil creer en que de alguna m anera realmente 
représente conducta cognitiva.
• El alcance de la especificaciôn no es tan amplio como en CLG de 
(Moran, 1981b).
• Es dificil hacer cambios sobre una especificaciôn.
• Es relativamente ininteligible sin prâctica y ademâs es dificil captar
la dinâmica de un interfaz.
En definitiva, segun Richards et. al (1986) el lenguaje de Acciôn de Reisner 
sôlo es capaz de describir interacciones que sean estrictamente seriales y en las 
que las tareas sean realizadas una por una, y la tarea actual no sea afectada por 
ninguna tarea previamente realizada.
Una extensiôn realizada a la gramâtica de Reisner es la Gramâtica de 
multiples partes de Shneiderman. (Shneiderman, 1982) el cual présenta las 
siguientes modificaciones. Estas son:
1) Incluir las respuestas del sistema a las acciones de los usuarios. Esto se 
llevarîa a cabo etiquetando las reglas en funciôn de qué parte estuviera actuando 
en qué momento. Esto daria lugar a una gramâtica con dos partes, pero deja
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abierta la posibilidad de introducir mâs étiquetas para modelar sistemas con mâs 
partes (p. e. groupware).
2) Définir como cambiar las caracterîsticas visuales de la pantalla.
3) Permitir declaraciones de ventanas en la pantalla y operaciones dinâmicas 
taies como movimientos del cursor, etc.
La propuesta de Shneiderman no ha sido posteriormente elaborada en ningûn 
lugar (de Haan, et al., 1991). Jacob (1983) opina que un diagrama de transiciôn de 
estados podria modelar perfectamente las mismas situaciones que esta 
gramâtica, teniendo ademâs otras ventajas que esta no tiene. En general, 
prâcticamente todas las criticas que podrian hacerse al lenguaje de Reisner salvo 
la 5, y en parte la 4 son todavia aplicables a esta version modificada.
3 .4 .1 .2 . TAG de Green y Payne
TAG (abreviatura para Task-Action Grammar) de Green y Payne es sin duda 
la aportaciôn mâs relevante hecha desde la perspectiva gramatical al campo de la 
formalizaciôn del interfaz del usuario desde el punto de vista psicolôgico. Asi, desde 
una propuesta inicial, sus autores han ido anadiendo mayor cantidad de pruebas 
empiricas, extensiones y descripciones de aplicaciones de la vida real hasta 
conformar una metodologia de gran interés y alcance.
Trataremos en esta exposiciôn los siguientes aspectos: en primer lugar, 
introduciremos el concepto de consistencia el cual es central en su modelo y la 
notaciôn dirigida a describirla, en segundo lugar, las bases teôricas y empiricas 
esgrimidas por los autores asi como estudios de otras fuentes, en tercero, 
examinaremos los aspectos no analizados y las extensiones que los propios autores 
han sugerido, y, finalmente, la compararemos con otras notaciones existent es.
3A.1.2.1. La nociôn de consistencia y la notaciôn para describirla.
La nociôn de consistencia.
El principio de consistencia en el interfaz es considerado como central para el 
diseno de sistemas informâticos. Por ejemplo, la mayoria de las colecciones de 
normas de buen diseno suelen incluir este principio (Apple, 1987; Smith y Mosier, 
1986).
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No obstante, para Green y Payne, la definiciôn de este concepto ha sido muy 
ambigua, dejando su interpretaciôn y aplicaciôn concreta a merced de la 
apreciaciôn subjetiva de cada disenador (Schiele y Green, 1990). Asi, aunque es 
sabido que la nociôn de consistencia hace referencia de algun modo a regularidades 
percibibles en los interfaces de las aplicaciones, taies como las acciones que el 
usuario tiene que ejecutar para llevar a cabo sus tareas, el feedback que 
proporciona el sistema, la disposiciôn espacial de la pantalla, etc., no es sencillo 
operacionahzar esas intuiciones en términos observables y propiedades medibles.
El punto importante (Schiele y Green, 1990) es que los usuarios sean capaces 
de percibir y utilizar en su bénéficié las regularidades percibidas en el interfaz, ya 
que esto les permite llevar a cabo generalizaciones del conocimiento parcial del 
sistema a otras areas. Es decir, el usuario pueda reutilizar conocimientos 
adquiridos en otras partes del sistema a las nuevas situaciones, dado que las reglas 
del interface y su lôgica subyacente siguen siendo la misma. Esta definiciôn lleva a 
considerar la consistencia como producida por medio de la representaciôn mental 
que el usuario tenga del sistema, es decir, su conocimiento del dispositive. Por ello, 
una afirmaciôn central en TAG es que la consistencia sintâctica en los lenguajes de 
comandos sôlo sera aprovechada si se la hace coincidir con las categorias 
semânticas de las tareas.
Un repaso a la clasificaciôn de los distintos tipos de consistencia segun Green 
y Payne (Payne y Green, 1986) nos permitirâ ampliar su enfoque. Esta taxonomia 
se hace desde el punto de vista del nivel de descripciôn lingmstica en el cual 
aparecen ciertas caracterîsticas de interés. No obstante, ellos advierten que una 
clasificaciôn realmente util serîa aquella establecida en términos de teoria 
psicolôgica, no hngmstica.
1) Consistencia sintâctica. La consistencia sintâctica alude al caso en que, 
por ejemplo, todos los comandos son ejecutados a través de una misma estructura 
como puede ser una letra mâs un terminador. Este tipo de consistencia fue el 
objetivo de la gramâtica de conjuntos, una variante de la gramâtica de dos niveles 
de van Wingaarden (Green y Payne, 1984), la cual consiguiô predecir el 
comportamiento de unos sujetos en una serie de lenguajes artificiales minimes. No 
obstante, esta gramâtica presentaba el problema de no tener ningun mecanismo 
que relacionara los aspectos sintâcticos con las propiedades semânticas, estando 
pues lim itada su utilidad como modelo cognitive. TAG (que serâ presentada 
posteriormente) supone un intente por superar este problema.
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2) Consistencia lexica. En lenguaje natural, los lexemas estân ligados a su 
significado por medio de conexiones arbitraras. En los lenguajes de comandos 
(Carroll, 1982) se ha demostrado que un principio beneficioso es el de congruencia 
(el ajuste entre caracterîsticas léxicas y el significado de asignado). Por ejemplo, un 
icono con una determinada forma deberîa ajustar con una funciôn congruente a su 
forma.
3) Alineamiento sintâctico-semântico. En un lenguaje consistente ideal, el 
alineamiento no deberia producirse ûnicamente entre cada termine y su significado 
por separado, sino que deberîa darse en su estructura como un conjunto. Asi, 
Green y Payne (1984) mostraron que en un lenguaje de comandos comercial la 
existencia de principios organizacionales distintos en el uso de las teclas 
modificadoras llevaba a los usuarios a tener problemas que fueron solucionados 
utilizando un ùnico principio organizador para todo el lenguaje.
4) Consistencia semântica. La nociôn de consistencia semântica puede 
igualarse a la de completud y significa lo siguiente: un lenguaje de comandos 
proporciona una serie de expectativas acerca de sus posibilidades, las cuales 
deberîa ser satisfechas por el sistema. Por ejemplo, si un procesador de textes 
permite la bûsqueda de palabras hacia arriba y hacia abajo, su funciôn de 
reemplazar texto deberîa funcionar del mismo modo.
La notaciôn
TAG es una notaciôn que ofrece un método para captar la consistencia. Los 
elementos principales de TAG en su formulaciôn mâs reciente (Schiele y Green, 
1990) son los siguientes:
1) Una lista de dimensiones y sus posibles valores. Estas dimensiones 
distinguen a las operaciones entre si. Por ejemplo, borrar en el sistema operative 
MS-DOS un directorio o un archive implica distintos valores (archivo/directorio) 
que difieren a lo largo de la dimensiôn entidad_borrada.
2) Un diccionario de tareas simples definidas en funciôn de las dimensiones y 
los atributos anteriormente definidos.
3) Las primitivas o simbolos terminales que expresan acciones del usuario. 
Estas son las acciones a nivel mâs bâsico.
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4) Unas reglas-tareas que prescriben como las tareas simples se expanden en 
acciones primitivas y/o en reglas-subtareas (las cuales son también especifîcadas 
hasta terminar teniendo ûnicamente acciones primitivas).
Mostraremos como ejemplo parte de la descripciôn del procesador de textes 
MacWrite (Schiele y Green, 1990). Esta parte hace referencia a las operaciones de 
copiar, cortar y borrar textes y palabras
1) Lista de dimensiones que permiten diferenciar a estas operaciones entre si 
y valores que pueden tomar. Las tareas vemos que, por ejemplo, pueden diferir en 
las unidades a las que hacen referencia (un caracter o una palabra) o en el efecto 
que producen (borrar, reemplazar, etc.).
Dimensiones Valores
Unidad Carâcter/palabra
Extensiôn Numéro de unidades involucradas en la 
acciôn
Efecto Anadir/Borrar/Reemplazar/Copiar
Usa clipboard4 Si/No
2) Tareas simples definidas en funciôn de las dimensiones. Las tareas simples 
que vamos a describir son las siguientes:
(1) Borrar texto.
Unidad=caracter, extension=cualquiera, Efecto=Borrar, Clipboard=No.
(2) Borrar palabra.
Unidad=palabra, extensi6n=l, Efecto=Borrar, Clipboard=No.
(3) Cortar texto (borrar palabra llevândola simultaneamente a un 
buffer especial denominado clipboard).
Unidad=caracter, extension=cualquiera, Efecto=Borrar, Clipboard=Si.
(4) Copiar texto (copiar texto en un buffer especial denominado 
clipboard sin borrarla).
 ^El clipboard es un area especial de memoria que almacena objetos recien borrados para 
reutilizarlos inmediatamente en caso de ser necesario.
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Unidad=caracter, extension=cualquiera, Efecto=Copiar, Clipboard=Si.
(5) Reemplazar texto.
U n i d a d = c a r a c t e r , extens î6n = cu a l q u i e r a , Efecto = R e e m p l a z a r ,
Clipboard=No.
(6) Pegar texto sobre texto anterior (llevando el texto desde el 
buffer denominado clipboard).
U n i d a d = c a r a c t e r , extens ion=cualquie r a , Efecto = R e e m p l a z a r ,
Clipboard=Si.
Vemos que, por ejemplo, borrar un texto afecta a un numéro indeterminado de 
caracteres( Unidad=caracter, extensiôn=cualquiera), tiene el efecto de borrar y no 
implica Clipboard, por lo que el texto no podrâ ser pegado en otro sitio distinto. 
Cortar texto es igual a borrar palabra sôlo que el texto va al clipboard. Las otras 
funciones son definidas similar mente.
3) Las primitivas serîan las siguientes:
Senalar (dirigir la flécha del raton al lugar apropiado).
Arrastrar (presionar el boton del raton, dirigir la flécha del raton 
al lugar apropiado sin dejar de presionar, soltar el boton del raton). 
"Clickar" (presionar el boton del raton e inmediatamente liberarlo). 
Doble "clickar" ("clickar" dos veces).
Teclear (%caracteres) (escribir un numéro dado de caractères por 
medio del teclado).
Menu ( utilizar un comando de un menu) .
"tecla" (presionar una tecla dada).
4) A partir de esos elementos, podemos extraer la regla-tarea que subyace a 
todas esas tareas en el procesador de textes MacWrite:
Tarea[Unidad= caràcter/ palabra, Extensi6n= cualquiera, Efecto= 
Borrar/ Copiar/ Reemplazar, Clipboard= cualquiera] := seleccionar 
[Unidad= caracter/ palabra, Extensiôn= cualquiera] + editar [Efecto= 
Borrar/ Copiar/ Reemplazar, Clipboard= cualquiera]
Este es el punto central de la notaciôn. Como vemos, las tareas senaladas 
pueden considerarse como altamente consistentes, ya que una sola régla es capaz 
de describir completamente la estructura en la que es posible enviar inputs al 
sistema. Esta estructura corresponde a la subtarea seleccionar mâs la tarea 
editar la cual subyace a una variedad bastante amplia de comandos diferentes.
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Esta régla, al ser tan simple, séria supuestamente fâcil de entender y recordar por 
los usuarios. Otros sistemas mâs inconsistantes no podrian resumirse de una 
manera tan simple.
Dependiendo de las caracterîsticas concretas que correspondan a las 
dimensiones consideradas estas subtareas corresponderân a unas u otras 
acciones primitivas
En concrete, esta regla-tarea alude a las siguientes subreglas-tarea:
seleccionar [Unidad= caracter, Extensiôn= cualquiera] := sefialar + 
arrastrar.
seleccionar [Unidad= palabra, Extensi6n= 1] := senalar +
doble"clickar".
editar [Efecto= Borrar, Clipboard= no] := "Tecla borrado".
editar [Efecto= Borrar, Clipboard= si] := Menu (edicion-copiar) |
"Comando-V"
editar [Efecto= Copiar, Clipboard= si] := Menu (edicion-copiar) |
"Comando-C"
Asi vemos que, por ejemplo, cuando se trata de seleccionar un caracter con 
una extension cualquiera (un texto) es necesario senalar mâs a rrastrar (por 
ejemplo, para borrar texto o para cortar texto). Cuando se tratara de seleccionar 
una palabra séria necesario seleccionar la palabra y doble"clickar".
De este modo, el lenguaje de interacciôn de MacWrite podria ser reducido en 
su totalidad a una serie de reglas générales de este tipo. El lector interesado puede
consultar Schiele et. al (1990) para ver el ejemplo completo, asi como otros
ejemplos relacionados.
A continuaciôn mostramos un ejemplo que sirve para revelar una 
inconsistencia en la forma de especificar la copia de archives en el sistema 
operative de los ordenadores Macintosh.
Para realizar una copia de un archive o mover un archive, las dimensiones 
relevantes y sus atributos serian:
Dimensiones Caracterîsticas
Dejarcopia Si/No
Disco Mismo/distinto
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Las tareas simples serian:
(1) Copiar archive otro disco 
Dejarcopia=si, disco=distinto
(2) Mover archive mismo disco 
Dejarcopia=no, disco=mismo
(3) Copiar archive mismo disco 
Dejarcopia=si, disco=mismo
(4) Mover archive otro disco 
Dejarcopia=no, disco=distinte
Entonces, las tareas générales serian:
Tarea[Dejarcopia=si, disco=distinto] := seleccionar [Dejarcopia=si, 
disco=distinte] + arrastrar
Tarea[Dejarcopia=no, disco=mismo] : = seleccionar [Dejarcopia=no, 
disco=mismo]+ arrastrar
Tarea[Dejarcopia=no, disco=distinto] := seleccionar [Dejarcopia =no, 
disco= distinto] + arrastrar + seleccionar[Dejarcopia =no, disco= 
distinto] +arrastrar + (menuedicion-vaciar papelera) + senalar 
[Dejarcopia=no, disco=distinte] + (presionarbotôn OK)
Tarea [Dejarcopia=si, disco=mismo] :=seleccionar [Dejarcopia =si, 
disco=mismo] + arrastrar
Y las subtareas son:
Seleccionar[Dejarcopia=si,disco=mismo]:=senalar+clickar+"teclaopcion" 
Seleccionar [Dejarcopia=si, disco=distinte] := sehalar+clickar 
Seleccionar [Dejarcopia=no, disco=mismo]:= sehalar+clickar 
Seleccionar [Dejarcopia=no, disco=distinte]:= sehalar+clickar
Como vemos, cuatro tareas simples han dado lugar a cuatro tareas générales 
ya que no existe una manera sencilla de colapsar las distintas subreglas en una 
sola. La dificultad se encuentra en la acciôn de mover un archive de una unidad de 
disco a otra sin dejar una copia detrâs. Esta acciôn résulta muy compleja ya que 
implica realizar un borrado del fichero operaciôn que es especialmente complicada 
para protéger al usuario de errores involuntarios. Una segunda fuente de dificultad 
estriba en que la selecciôn del archive cuando la operaciôn es realizar una copia 
sobre el propio disco necesita que se apriete la tecla opciôn.
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Medidas de! interfaz
Green y Payne (Payne y Green, 1986; Schiele y Green, 1990) afirman que el 
indice de complejidad mâs importante derivado de una descripciôn basada en TAG 
es el numéro de reglas-tarea, ya que estas reglas definen la configuraciôn de nivel 
superior del lenguaje que se analiza. Para dos lenguajes que poseyeran el mismo 
numéro de reglas-tarea, entonces deberîan contarse todas las reglas, incluidas las 
subreglas-tarea. Este indice daria una medida de la facilidad de aprender un 
determinado interface, aunque, no en términos absolutos, sino sôlo relativos, 
prediciendo ûnicamente qué diseno serîa mejor de un conjunto de altemativas.
De hecho, existen otras limitaciones dignas de resenar. En primer lugar, los 
propios autores dudan de la validez de las especificaciones en TAG para analizar 
disenos completos debido a que cuanto mâs grandes y distintas sean las cosas a 
comparar mâs difîciles son las comparaciones. Por ello, afirman que su interés 
recae ante todo en el anâlisis de partes pequenas del sistema en las que la 
funcionalidad es prâcticamente équivalente y es posible elegir los detalles 
concretos del lenguaje de interfaz. En segundo lugar, no existen hoy por hoy medios 
que automaticen la tarea de llevar a cabo anâlisis TAG, por lo que, aunque fueran 
de utilidad, llevar a cabo descripciones de sistemas complejos serîa una tarea 
excesivamente ardua.
Otras cosas que TAG no hace son (Schiele y Green, 1990): 1) No describe los 
mecanismos cognitivos o motores por medio de los cuales son llevadas a cabo las 
tareas. Por ello, TAG no hace predicciones cuantitativas acerca del tiempo para 
aprender a manejar un interfaz. 2) No describe el proceso de planear secuencias 
complejas de acciôn. Las tareas simples de TAG no requieren esfuerzo de 
planeamiento. 3) No describe el lado de interpretaciôn del ciclo de la acciôn. y 4) No 
describe suficientemente las entidades conceptuales en la mente del usuarioS.
Tareas simpies.
Una tarea simple es una tarea que el usuario puede ejecutar rutinariamente 
sin requérir una estructura de control separada, tal como la ramifîcaciôn o la
® Aunque trabajos posteriores de ese equipo investigador estân ampliando ese 
punto.
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iteraciôn, que requiera monitorizaciôn del progreso del plan de acciôn. En este 
sentido, las tareas simples pueden ser consideradas como operadores dentro de la 
visiôn clâsica de la soluciôn de problemas (Newell y Simon, 1972a). No obstante, 
existe una diferencia importante, mientras los operadores mentales son conceptos 
atômicos, no relacionados entre si salvo en cuanto a su papel dentro del camino 
hacia una soluciôn, TAG trata  las tareas simples como conceptos que pueden ser 
agrupados en categorias mentales (las reglas-tarea).
Los conceptos, tal y como los tra ta  TAG, se representan por medio de 
conjuntos de atributos defînitorios, siguiendo la visiôn clâsica, a pesar de la 
existencia en la literatura de otras altemativas, sin intentar por ello dar por 
terminado el debate existente acerca del tema.
Un atributo es definido como algo que puede tomar un valor con respecto a un 
término. Estos atributos, y sus posibles componentes, deberian tener validez 
psicolôgica en tanto en cuanto sean importantes para la categorizaciôn del mundo. 
No obstante, no hay nada que el analista pueda hacer para asegurar este ideal 
salvo apoyarse en su intuiciôn. Por otro lado, los posibles valores que los atributos 
pueden tomar deberian ser especificados uno por uno, siendo su rango de valores 
normalmente pequeno (Payne y Green, 1986).
3.4.I.2.2. Justificaciôn empîrica.
Green y Payne (Green y Payne, 1984) aportaron la primera de las pruebas de 
su modelo mediante un estudio de aprendizaje de pares asociados de cuatro 
lenguajes de comandos. Tres de ellos eran lenguajes artificiales, disenados del 
siguiente modo: El numéro 1 presentaba étiquetas mnemotécnicas en los 
comandos y ademâs estructura-consistencia, el 2 sôlo consistencia-estructura y el 
3 sôlo comandos mnemotécnicos. El cuarto lenguaje era un subconjunto de un 
lenguaje comercial el cual presentaba côdigos mnemotécnicos pero tem a dos 
principios conflictivos para organizar su estructura. Los resultados, en Imea con lo 
predicho por los autores, confirmaron que el lenguaje numéro 4 era claramente el 
peor de todos, mientras que el 1 no era mejor que el 2 en una de las medidas 
(recuerdo libre) pero si que el 3, y mejor que ambos en otra de las medidas (recuerdo 
inducido).
El estudio anterior fue replicado con posterioridad (Cramer, 1990) corrigiendo 
algunos aspectos. En primer lugar, se anadiô un cuarto lenguaje artificial (ni
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estructura ni côdigos mnemotécnicos) de modo que se complété un diseno factorial 
2X2 .  En segundo lugar, se modified el lenguaje 2 para controlar la estrategia de 
generar côdigos mnemotécnicos supuestamente utilizadas por los sujetos en el 
experimento original. En tercer lugar, se anadiô una tarea de categorizaciôn.
Los resultados no soportaron los supuestos de TAG. El factor de nemotecnia 
SI que présenté diferencias significativas a favor de ésta, mientras que el factor de 
estructura-consistencia no. La ûnica evidencia a favor de TAG provino del estudio 
de categorizaciôn, el cual mostrô que en las condiciones con estructura los sujetos 
tendian a agrupar los comandos siguiendo la organizaciôn del lenguaje, mientras 
que en los otros no. Esto hace suponer que las nociones de abstracciôn y 
generalizaciôn de TAG juegan algun papel, y que los sujetos explotan estas claves 
de algun modo. Por otro lado, sus resultados vinieron a realzar el papel de la 
nemotecnia como un factor de importancia en la construcciôn de lenguajes de 
comandos.
En otro estudio (Payne, 1988) comprobô dos métodos para abreviar 
comandos. En uno de ellos, se ofreciô una régla general que abarcaba el mayor 
numéro de casos posibles y aquellos imposibles de cubrir se trataron como 
excepciones que debian aprenderse individualmente. En el otro, se dividiô el 
lenguaje segun categorias semânticas y se ofrecieron dos reglas distintas, una 
para cada categoria, de modo que no aparecieron excepciones. Sus resultados 
apoyaron este ultimo método de abreviaciôn, y por tanto la lôgica subyacente a 
TAG.
Payne y Green (1989) desarrollaron tres lenguajes dirigidos a probar una 
afirmaciôn central de TAG, que la consistencia sintâctica no produciria mejores 
resultados si no se encontraba alineada con las categorias semânticas de la tarea. 
Asi, desarrollaron tres lenguajes artificiales para las siguientes tres tareas 
llevadas a cabo por un mismo sistema informâtico: solicitar informaciôn, enviar 
mensajes y jugar a juegos. El primero de los lenguajes (1) presentaba una ûnica 
régla para generar comandos a través de las tres categorias, el segundo lenguaje(2) 
utilizaba tres reglas, las cuales coincidian con cada una de las tareas, el tercer 
lenguaje (3) utilizaba sôlo dos reglas, pero su utilizaciôn no era consistente dentro 
de las tareas. Sus resultados confirmaron las predicciones de TAG, produciendo 
una ordenaciôn en los lenguajes de este tipo 1 de mejor a peor de este tipo 1, 2 y 3. 
De particular importancia es el becbo de que el lenguaje 2 fuera mejor que el 3, ya 
que, aûn teniendo un mayor numéro de reglas, el becbo de que su aplicaciôn
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coincidiera con cada una de las tareas, llevô a una ventaja sobre un lenguaje con 
menos reglas pero aplicadas independientemente de las categorias semânticas de 
la tarea.
3A.1.2.3. Tratando problemas de tamano real.
Schiele y Green (1990) se plantearon el anâlisis de un problema de tamano 
real. Para ello analizaron tres programas del entomo Macintosh y luego generaron 
una serie de reglas-tarea que abarcarîan esas aplicaciones. El resultado podria 
considerarse un éxito ya que a través de este anâlisis es posible revelar parte del 
fundamento que sustenta el "estilo" de este sistema operative. Ademâs, es posible 
apreciar una serie de pequenas inconsistencias entre las aplicaciones que de otro 
modo pasarian inadvertidas.
No obstante, este anâlisis obligé a los autores a introducir una serie de 
elementos no présentes anteriormente en la notaciôn taies como restricciones en 
la co-ocurrencia de atributos, el uso de variables importadas, el reasignamiento 
temporal (que supondria un mecanismo parecido al de una subrutina) y la iteraciôn 
de componentes dentro de la tarea. Estos elementos segun los autores disminuyen 
un tanto la credibilidad psicolôgica de los modelos TAG debido a que postulan 
mecanismos que no estâ probado existan en los seres humanos. No obstante, si no 
fueran introducidos estos modelos en su conjunto perderian plausibilidad al generar 
excesivas reglas.
3 .4 .1 .3 . Extensiones a TAG
3.4.1.3.1. D-TAG de Howes y Payne.
TAG no tema ningun mecanismo para determinar el estado de la pantalla a la 
hora de realizar una descripciôn. D-TAG es una notaciôn que intenta ampliar este 
aspecto de TAG. En la opiniôn de Howes y Payne (Howes y Payne, 1990) tampoco 
GOMS en la versiôn de Kieras y Poison (que se verâ mâs adelante) es capaz de 
modelar adecuadamente el entrelazado entre el estado de la pantalla y las acciones 
de los usuarios que caracteiiza los interfaces actuales.
Una investigaciôn que Howes y Payne consideran clave con respecto a este 
punto es la de Mayes et. al (Mayes, et al., 1988). En ella, se mostrô que usuarios 
expertos de un editor de textes orientado a la pantalla (MacWrite) no eran capaces
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de recordar los nombres de comandos que utilizaban normalmente. Esto mostraba 
que su habilidad estaba basada en el reconocimiento: los usuarios aprenden a 
seleccionar e interpretar la informaciôn sobre la pantalla cuando van a realizar 
sus tareas en lugar de tener una serie de reglas en mente a partir de las cuales van 
derivando los comandos concretos apropiados para cada ocasiôn.
Howes y Payne (1990) introducen dos modificaciones a TAG para permitirle 
captar estas consideraciones. Estas son:
• El operador item_pantalla ((atributos_tarea) (atributos_pantalla)). Este 
operador toma el subconjunto de objetos en la pantalla, analiza sus caracterîsticas 
semânticas y las compara con las caracterîsticas de la tarea que estâ llevândose a 
cabo, devolviendo el resultado que parezca mâs apropiado.
Un problema de este operador es cômo describir las caracterîsticas de la 
pantalla. Para ello, Howes y Payne postulan una serie de atributos que servirian 
para describir items en la pantalla. Estos serîan: la clase de objeto (texto, objeto 
geométrico, etc.), su localizaciôn (localizaciôn horizontal=derecha, vertical=arriba, 
etc.; es posible utilizar mâs de un localizador), estado (también son posibles varies 
valores) y su forma.
• El operador efecto ((objeto,) (asignamiento_atributo)) permite considerar los 
efectos latérales de una acciôn sobre la pantalla permitiendo detectar 
inconsistencias en el resultado que se produce en la pantalla. Un ejemplo es un 
programa de grâficos orientados al objeto (MacDraw) en el que las herramientas de 
dibujo pueden ser modelados consistentemente salvo por el hecho de que la 
herramienta de texto permanece seleccionada después de haber sido utilizada a 
diferencia de todas las otras que son deseleccionadas. El operador efecto permite 
representar este efecto lateral de tal modo que se puede m ostrar la 
consistencia/inconsistencia de este comportamiento.
3.4.1.3.2. El modelo de aprendizaje de menus Ayn de Howes.
Howes (Howes, 1994) intenta lograr un modelo que dé cuenta de tres 
aspectos muy générales de la conducta humana en relaciôn al aprendizaje de 
estructuras de menus. En primer lugar, la gente aprende los dispositivos por 
exploraciôn. En segundo, la gente mejora con la prâctica. Y en tercero, la gente 
adquiere conocimiento basado en la pantalla en el sentido discutido en el apartado 
dedicado a D-TAG.
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Su modelo utiliza la arquitectura cognitiva denominada SOAR (Laird, 
Rosenbloom y Newell, 1987) que respaldaria sus aportaciones. Estas son 
fundamentalmente un procedimiento de decision entre acciones posibles basado en 
el conocimiento extraido de cuatro fuentes. Esas fuentes son:
1) Conocimiento acerca de la proximidad semântica: Como primer paso para 
realizar un anâlisis se le proporciona a Ayn una lista de items de menus que el 
analista cree que tienen alguna relevancia semântica con respecto al sistema. 
Estos no son los items correctes, sino todos aquellos items que el novato 
consideraria semânticamente similares. Por ejemplo, si desearemos formatear un 
documento a dos columnas utilizando el procesador de textes Word 4.0 los 
siguientes items serian relevantes: Archive, Ajustar Pâgina, Ver, Formate, 
Seccion, Documento, Columna 2 (el correcte), Ventana y Pârrafo.
2) Conocimiento de detecciôn de fallos: Cuando Ayn ha intentado todas las 
posibilidades con cierto ajuste semântico y no ha obtenido ningun resultado 
positive Ayn intenta realizar la acciôn Cancelar. Si esta no es posible busca 
acciones altemativas como son Fuera (para liberar un menu) o Reiniciar.
3) Conocimiento de reconocimiento. Este es conocimiento que indica si algo ha 
sido visto anteriormente. Durante la exploraciôn Ayn adquiere una base de datos 
de reglas de reconocimiento que ayudan a determinar si alguna parte ha sido ya 
explorada.
4) Conocimiento de control: Este conocimiento indica si es positive o negative 
aplicar un operador determinado. Este conocimiento es mâs dificil de adquirir ya 
que la informaciôn necesaria para decidir si una acciôn ayuda a alcanzar el 
objetivo deseado, a menudo estâ bastante alejada del punto en el que actualmente 
estamos trabajando. La estrategia de aprendizaje que segun Howes mejor se 
adapta a esta situaciôn es "final-fïrst learning". Esta estrategia implica que 
cuando una acciôn alcanza el objetivo deseado se produce una conexiôn entre 
ambos. Mâs tarde, cuando se intenta alcanzar ese objetivo de nuevo, el modelo 
reconoce la acciôn que alcanzô el objetivo y considéra como acertada aquella 
acciôn que a su vez alcanza a aquella. Esta serie de encadenamientos termina por 
establecer un método que puede ser ejecutado de modo enteramente automâtico.
Las cuatro fuentes de conocimiento son usadas en un procedimiento de 
decisiôn que tiene la forma de una serie de reglas de producciôn. Estas reglas 
establecen la jerarqm a de aplicaciôn de las distintas fuentes. En resumen, el
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proceso consiste en primero intentar aplicar conocimiento de control positivo, si 
este no existe, entonces se comprueba sin en el pasado el objetivo fue alcanzado. Si 
es asi, entonces la régla consiste en utilizar sôlo acciones familiares y desechar las 
no familiares. En otro caso, se intentarân aquellas acciones que demuestren un 
ajuste semântico con el objetivo deseado. Por ultimo, cuando ninguna otra de las 
acciones es aceptable, se aplican las acciones destinadas a cancelar o volver 
atrâs.
Un modelo construido siguiendo estas indicaciones muestra, sobre sucesivos 
intentes, diversas conductas que finalizan con el objetivo deseado. A través de 
estos intentes se va produciendo una reducciôn en el numéro de pasos que se van 
intentando (y por tanto en el tiempo para alcanzar el objetivo) que reproducen bien 
la conducta esperada de un usuario. Asimismo, el comportamiento del modelo a 
través de los diverses intentes es lo suficientemente variable como para que todo 
tipo de interesantes conductas aparezcan, dando soporte a la variabilidad 
individual. Por otro lado, distintos tipos de usuarios segun su nivel de experiencia 
(novato, intermedio, experte) pueden ser modelados para examinarse su 
comportamiento peculiar.
3.4.1.3.3. APT (Agent Partitioning Theory) de Reisner
En fechas recientes Reisner (Reisner, 1990; Reisner, 1993) ha propuesto una 
notaciôn que recoge las aportaciones de Payne y Green pero anadiéndole una serie 
de reflexiones acerca del concepto de consistencia. En su propuesta, no existe una 
definiciôn simple que permita colapsar de una manera uniforme, en todas las 
situaciones y para todos los usuarios, un grupo de reglas-tarea en una régla mayor 
que las incluya. Este comentario puede ponerse en relaciôn con la inherente 
fragilidad senalada por Green y Payne en las descripciones TAG. Asi, aunque ellos 
sugieren utilizar una serie de normas de sentido comûn acerca de caracterîsticas 
cuya generalizaciôn podrîa ser aceptable, de ninguna manera logran zanjar la 
cuestiôn. Reisner acentûa ese problema senalando que las inconsistencias nunca 
podrân ser detectadas simplemente utilizando una descripciôn formai que las 
revele de una manera automâtica. Diversas descripciones pueden ser validas para 
el mismo lenguaje de tarea.
El papel del disenador pues serâ no sôlo disenar el lenguaje siguiendo una serie 
de principios que lo hagan consistente, sino también anticipar otras formas
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alternativas de entender las regularidades y actuar en consecuencia, bien 
poniéndoles freno o bien aprovechândolas para sus intereses.
APT es una notacion y una teoria para soportar estes anâlisis. Su interés 
fundamental radica en llevar a cabo explicitamente diversas particiones de les 
lenguajes de input, pero debido a que se asemeja en gran medida al propio TAG no 
hemos considerado importante incluir un ejemplo.
3.4.2. Sistemas de producciôn
3 .4 .2 .1 . Introducciôn
Los sistemas de producciôn son un conocido formalisme utilizado en 
Inteligencia Artificial y Psicologia Cognitiva (Newell y Simon, 1972a; Simon,
1981). No obstante, en el campe de la HCI el interés en les sistemas de producciôn 
no se centra tante en su valor como método de representaciôn del conocimiento 
sine en utilizarlo como una notaciôn para el diseno de sistemas interactives. Los 
sistemas de producciôn ofrecen un medio de representaciôn flexible para el 
componente de diâlogo de un interfaz, aunque no tante en cuanto a la presentaciôn 
(Kirakowski y Corbett, 1990).
Un sistema de producciôn se compone de les siguientes elementos:
a) Una base de reglas de la forma SI <condiciôn> ENTONCES <acciôn>.
b) Una estructura de dates llamada contexte o memoria de trabajo.
c) Un interpretador que contrôla la actividad del sistema.
El funcionamiento de este sistema consiste en le siguiente: en un primer ciclo, 
el interpretador évalua cada una de las condiciones présentes en la base de reglas 
trente al contexte o memoria de trabajo; si encuentra una condiciôn verdadera 
entonces la acciôn a la que se encuentra conectada es disparada y el control 
retorna al principle de la base de reglas para empezar una nueva fase de 
evaluaciôn. En ciertas variantes, no obstante, el interpretador continuarâ hasta el 
final de la lista y en case de hallar varias condiciones correctas tendra que utilizar 
algun criterio para decidir cuâl de ellas es disparada.
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Las acciones pueden ser externas al sistema, pero también pueden ser 
internas, anadiendo dates a la memoria de trabajo, o nuevas reglas antes no 
présentes.
Veremos a continuaciôn una serie de aproximaciones a la modelizaciôn de la 
interacciôn que aprovechan este esquema.
3 .4 .2 .2 , GOMS de Card, Moran y Newell
Este modelo ha sido probablemente el mas influyente en el campo de la 
interacciôn hombre-ordenador, y, tras el paso de los anos y ciertas modificaciones 
y anadidos, quizâs signe siendo el ûnico que ha empezado a convertirse en una 
herramienta aplicada con grandes bénéficiés practices.
Este trabajo forma parte de las investigaciones realizadas en el centre de 
Pale Alto subvencionadas per Xerox y una prueba de la gran influencia que ese 
institute jugô en el desarrollo de esta disciplina desde su creaciôn en 1971 (Card, et 
al., 1983).
Antes de empezar con su descripciôn, senalar que haber incluido este modelo 
dentro del apartado de reglas de producciôn es una decisiôn un tante inusual. 
Aunque los orîgenes del modelo puedan rastrearse hasta los trabajos de Newell y 
Simon (Newell y Simon, 1972a), los cuales hicieron gran use de esta metodologia de 
representaciôn, le cierto es que GOMS no hace use explicite de una arquitectura 
basada en reglas de producciôn. No obstante, extensiones posteriores si han hecho 
use explicite y, en definitiva, su estructura se acomoda perfectamente a este tipo 
de sistemas de descripciôn.
El plan de este apartado es el siguiente: En primer lugar veremos una 
introducciôn a GOMS y KLM, un modelo muy relacionado con aquel. En segundo 
lugar comentaremos algunos de los trabajos realizados posteriormente utilizando 
esta notaciôn como marco general y por ultime veremos algunas de las crîticas 
surgidas contra este modelo.
3.4.2.2.1. Descripciôn de las notaciones.
Para (Newell y Simon, 1972a) la estructura cognitiva de un usuario a la hora 
de realizar una tarea con un sistema interactive consiste de cuatro componentes:
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1) Un conjunto de Objetivos (Goals). Los objetivos son estructuras simbolicas 
que defînen el estado de los asuntos que quieren ser logrados y determinan el 
conjunto de métodos posibles por el cual pueden llegar a ser obtenidos.
2) Un conjunto de Operadores (Operators). Los operadores son actos 
cognitivos, motores o perceptuales cuya ejecuciôn es necesaria para cambiar 
cualquier aspecto del estado mental del usuario o afectar el contexte de trabajo. La 
conducta del usuario podria ser trazada como una secuencia de estas operaciones.
Los operadores son los que defînen el grano de anâlisis al que el modelo GOMS 
ha sido realizado. En general, los operadores incorporan una cierta mezcla de 
mécanismes psicologicos bâsicos y conducta organizada aprendida, dependiendo la 
proporcion del nivel al que el modelo haya sido realizado.
3) Un conjunto de Métodos para lograr los objetivos (Methods).
Un método describe un procedimiento para alcanzar un objetivo. Es una de 
las maneras en las que un usuario almacena su conocimiento de una tarea y en el 
contexte del modelo GOMS se espera que este conocimiento haya sido adquirido 
previamente a la predicciôn que se va a intentar. No hay, o se espera que no haya, 
necesidad de crear planes durante la ejecuciôn de la tarea, de tal modo que el 
componente de soluciôn de problemas no sea una parte importante de la actividad 
del usuario.
4) Un conjunto de Reglas de Selecciôn (Selection rules).
Para alcanzar un objetivo, puede haber mas de un método correcto para 
realizar la tarea. Por ello, usualmente es necesario un proceso que usualmente no 
es excesivamente largo ni complejo para decidir qué método es el mas adecuado 
para cada situaciôn. Por ejemplo, un usuario puede poder optar entre utilizar un 
raton o utilizar las fléchas del teclado para desplazarse a lo largo de un texto. 
Dependiendo de la distancia del desplazamiento, y eso el usuario indudablemente lo 
aprenderâ con la experiencia, un método u otro puede ser mas aplicable.
Los nombres de los cuatro componentes dan lugar al acrônimo GOMS (Goals 
Operations Methods and rules of Selection).
Estas cuatro entidades permiten realizar una descripciôn jerarquica de la 
forma en que un usuario realizaria una acciôn. En esta descripciôn, el usuario 
estableceria un objetivo a realizar y extraerîa los métodos apropiados para llevarlo
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a cabo. Normalmente, su objetivo no estarâ al nivel de comandos individuales, ya 
que si el usuario desea, por ejemplo, escribir su tesis, no existirân comandos en el 
ordenador que, de una manera directa, produzcan el resultado deseado®- Por ello, 
deberâ desglosar su tarea en objetivos de nivel mas reducido que acaben 
especificando operadores bâsicos (con un nivel igual al deseado para ese anâlisis 
particular).
Como una muestra del tipo de descripciones realizadas mediante GOMS 
véase la figura 3.17:
GOAL: Editar manuscrite.
GOAL: Editar tarea unidad hasta que no haya mas tareas 
unidad,
GOAL : Adquirir-Tarea-Unidad
Pasar a la siguiente pagina si se esta al final 
de la pagina.
Obtener la siguiente Tarea.
GOAL : Ejecutar la siguiente tarea.
GOAL : Localizar-Linea.
[Seleccionar: Usar método de büsqueda de 
cadenas
Usar método de avanzar por 
lineas]
GOAL : Modificar texto
[Seleccionar: Usar método de Borrar palabrai 
Usar método de Borrar 
palabra2]
Verificar Edicion realizada
Figura 3.17: Correcciôn de un texto por medio de un editor de texto 
descrito mediante GOMS.
En el ejemplo, la tarea de introducir una serie de cambios en un texto en el 
ordenador a partir de unas correcciones en un manuscrite se realiza del siguiente 
modo. En primer lugar, tenemos un objetivo de nivel general superior que hace 
referencia al hecho de editar el manuscrite. Para realizar esta tarea se entra en un 
ciclo iterative en el que primero se mira en el manuscrite cuâl es la siguiente 
correcciôn (adquirir tarea unidad), y luego se realiza la correcciôn. Esta correcciôn 
necesita en primer lugar detectar la Imea correspondiente (para lo cual hay dos 
métodos posibles) y luego realizar la modificaciôn (para lo cual de nuevo hay dos 
métodos). Por ultime, se verifica si la ediciôn ha sido realizada. Estes ultimes pasos 
se ejecutan hasta que todas las modificaciones han sido realizadas.
A continuaciôn daremos una introducciôn al otro modelo definido por Card, 
Moran y Newell denominado KLM (Keystroke Level Model ).
® Desgraciadamente.
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Para Green et. al (Green, et al., 1988), KLM responde a la estrategia mas 
simple posible para modelar la dificultad de usar un interfaz: contar el numéro de 
acciones que el usuario necesita para ejecutar algunas tareas prototipicas. Si 
aceptamos que todas las tareas duran el mismo tiempo y que podemos ignorar el 
tiempo de pensar o planear, esto nos darâ una predicciôn del tiempo relativo 
necesitado.
Una consecuencia de esta estrategia nos lleva a que en KLM no existe una 
estructura de control como en GOMS que progresivamente desgrane subobjetivos 
y métodos hasta alcanzar la tarea realizada. KLM es capaz de predecir tiempo de 
ejecuciôn de un método, si se le proporciona como input los pasos que se van a 
seguir.
Este modelo se compone de varies operadores primitives. Estes son:
K: Una pulsaciôn en el teclado o apretar el botôn del ratôn. El tiempo 
asignado a una pulsaciôn dependerâ de la poblaciôn de usuarios considerada. Los 
sujetos pueden variar hasta en un factor de 15 en esta caracteristica.
P: Significa senalar a un objetivo por medio del ratôn o otro mécanisme de ese
tipo.
R: Tiempo que tarda el sistema en responder.
M: Tiempo del usuario empleado en prepararse para la tarea a continuaciôn.
Apoyândose en estudios de Psicologia Cognitiva de aquellos tiempos una serie 
de tiempos promedios son asignados a estes operadores para de ese modo poder 
realizar las predicciones correspondientes.
3.4.2.2.2, Criticas a GOMS y a KLM
Existen multitud de criticas que es posible realizar a estes modèles. No 
obstante, para ser justes, como comenta Gugerty (Gugerty, 1993), hay que hacer 
constar que la mayoria de estas criticas las lanzaron los propios autores desde el 
primer memento:
1) Estes métodos no son capaces de predecir los errores. KLM en absolute, y 
GOMS, aunque tiene cierta capacidad, prâcticamente igual. En realidad, esta 
afirmaciôn, antes que una critica es mas apropiado decir que hace referencia a une
133
Los métodos formales en la interacciôn hombre ordenador.
de los supuestos establecidos por Card et. al proponer su modelo. Debido a que 
estes modèles se basan en una descomposiciôn bien establecida de objetivos y 
subobjetivos, cuando los sujetos cometen errores, no es posible dar ningùn tipo de 
explicaciôn. Asi. usualmente, los tiempos dedicados en cometer esos errores y mas 
tarde en recuperarse de elles en los expérimentes analizados con estas notaciones 
es simplemente dejado de lado (Card, et al., 1983; de Haan, et al., 1991; Gugerty, 
1993).
2) El modelo KLM no es capaz de representar la situaciôn en la que diferentes 
métodos podrian ser aplicables en funciôn de la situaciôn concreta que se maneje. 
Es decir, no tiene reglas de selecciôn que controlen cursos apropiados a seguir. 
Tampoco es capaz de considerar los aspectos fîsicos de las herram ientas 
utilizadas, ni es fâcil que pueda generalizar el modelo para comparaciones con 
sistemas parecidos (Green, et al., 1988).
3) En los trabajos originales acerca de GOMS hay un exceso de paramétrés 
que se ajustan a las situaciones concretas de los expérimentes que realizan. Por 
ejemplo, los métodos para realizar tareas no son postulados por las descripciones, 
sine que son extraidos de las ejecuciones de los usuarios estudiados. Los tiempos 
medios también son los provenientes de las propias tareas realizadas (Green, et 
al., 1988).
4) El concepto de tarea unidad o bâsica no esta definido de m anera 
satisfactoria. Para Card et. al, una tarea bâsica puede modificarse en funciôn del 
contexte en que es realizada llevando a, por ejemplo, unir dos tareas en una sola. 
No hay una manera sencilla de entender o explicar esta situaciôn (Green, et al., 
1988). Una forma similar de realizar esta critica es la siguiente (Gugerty, 1993), el 
tiempo que los operadores bâsicos necesitan para ser ejecutados es independiente 
del contexte y operadores iguales deberian de necesitar la misma cantidad de 
tiempo en mementos diferentes de la tarea y a través de tareas.
5) Muy a menudo, los usuarios no tienen un conjunto de procedimientos 
almacenados en memoria de una manera clara y jerârquica, tal y como postula 
GOMS (Gugerty, 1993; Whiteside y Wixon, 1987). Por el contrario, los usuarios 
pueden tener objetivos mal definidos que van tomando forma a lo largo de los 
diferentes estadios de la tarea. Esto se denomina planeamiento oportunista.
6) Las descripciones realizadas pueden convertirse en una técnica post-hoc 
que corre el riesgo de ser definida a partir del diâlogo del ordenador antes que del
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usuario. Séria necesario intentar desarrollar jerarqmas naturales que fueran 
definidas segûn procedimientos preexistentes al sistema (Dix, et al., 1993).
7) El modelo en sus origenes no era capaz de predecir aprendizaje ni tampoco 
recuerdo después de un periodo sin uso. Ni tampoco como disenar un sistema que 
tuera fâcil de aprender (Oison y Oison, 1990).
8) Los procesos cognitivos son tratados de una manera mas superficial que 
los perceptivos y motores a la hora de predecir la conducta (Oison y Oison, 1990).
9) El modelo tra ta  sobre todo tareas que son bâsicamente seriales, no siendo 
capaz de afrontar la situaciôn en la que estas ocurran en paralelo (Oison y Oison, 
1990).
10) El modelo no tiene en cuenta la carga mental (Oison y Oison, 1990).
11) No ofrece una manera de determinar la funcionalidad, es decir, las tareas 
que el sistema debe realizar. Esta debe ser determinada previamente a realizar un 
anâlisis GOMS (Oison y Oison, 1990).
12) No bay predicciôn de la fatiga de los usuarios, ni tampoco de las 
diferencias individuales entre éstos (Oison y Oison, 1990).
13) No bay manera de evaluar la satisfacciôn global del usuario (Oison y 
Oison, 1990).
14) El modelo no considéra en absolute como se comportarâ el sistema al ser 
incluido dentro de una organizaciôn (Oison y Oison, 1990).
15) Un ultimo problema es que la notaciôn utilizada para realizar las 
descripciones no estuvo muy bien establecida en ningùn lugar. Solo las 
aportaciones posteriores (NGOMS fundamentalmente) proporcionaron gutas 
concretas para la realizaciôn de estas descripciones por lo que no bay informaciôn 
para ayudar a solucionar los problemas prâcticos que a menudo aparecen al 
realizar las descripciones.
Como senala Gugerty (Gugerty, 1993), mucbas de estas criticas son injustas 
ya que enfrentan al modelo con criticas acerca de aspectos que nunca pretendieron 
cubrir y parece que se deben mâs al becbo de esperar demasiado de él. Ademâs, 
mucbas de las criticas pueden no ser validas en la actualidad, al baber sido
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superadas por desarrollos posteriores. Veremos en el apartado siguiente, algunas 
de las aportaciones que han superado deficiencias en GOMS.
3.4.2.2.3. Elementos anadidos a GOMS.
1) La independencia de los elementos de GOMS del contexte en el que se 
producen: hasta la fecha, la mayoria de los estudios de predicciôn de GOMS parten 
de una serie de tiempos calculados a partir de los propios resultados obtenidos. Por 
ejemplo, en un estudio tipico de Kieras y Poison, el numéro de producciones es 
utiHzado para predecir tiempo de aprendizaje por medio de un anâhsis de regresiôn, 
siendo el efecto medio de cada régla obtenido por medio de esta técnica.
El trabajo de Oison y Oison (Oison y Oison, 1990), supuso un avance para 
superar este problema. A partir de una revision de estudios anteriores obtuvieron 
tiempos de operador que utilizaron para predecir con relativa precision tiempos de 
ejecuciôn del usuario en otro estudio. No obstante, este éxito deberia todavia 
repetirse en mayor numéro de estudios, estando todavia abierta la cuestiôn de la 
independencia de los tiempos de ejecuciôn respecte del contexte (Gugerty, 1993).
2) El hecho de no poder afrontar tareas en las que los usuarios no tengan un 
conjunto de objetivos organizados jerârquicamente no puede ser considerada una 
crîtica, ya que este modelo nunca pretendiô cubrir ese aspecto de la interacciôn. 
Otros modèles (PUM por ejemplo, véase arquitecturas cognitivas), inspirados de 
una manera lejana en GOMS han ofrecido aportaciones a este problema.
3) La necesidad de seguir pasos estrictamente seriales en las descripciones 
GOMS ha sido tratada por medio de un modelo denominado CPM-GOMS (Gray, et 
al., 1993; Gray, et al., 1990). Este modelo combina GOMS con el anâlisis de pasos 
crîticos (una técnica prestada de la ingenierîa) y tiene de especial la capacidad de 
tener en cuenta componentes cognitivos, perceptivos y motores que se solapan 
parcial o totalmente en el tiempo. Esta modificaciôn de GOMS produjo uno de los 
resultados mâs espectaculares en el campo de la interacciôn hombre-ordenador al 
ser capaz de predecir un ahorro de 3 millones de dôlares anuales a una empresa 
telefonica si la vieja tecnologfa era mantenida en lugar de incorporar la nueva 
tecnologia. Datos empfricos corroboraron estos resultados en un estudio de cuatro 
meses de duraciôn.
4) La capacidad de predecir el tiempo de aprendizaje ha sido tratado por 
Kieras y Poison por medio de un modelo denominado CCT (Cognitive Complexity
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Theory) y sera tratado de modo extenso en un apartado posterior. Este apartado 
incluye también trasferencia de aprendizaje y otras cuestiones.
5) La carga mental ha sido medida en un estudio realizado por Lerch et. al. 
(Lerch, et al., 1989) en el que se comprobo que los errores realizados escribiendo 
formulas en una hoja de câlculo podrian ser predichos a partir de una medida de la 
carga mental derivada de un anâlisis GOMS. Otro estudio (Smelcer, 1989; citado 
en Oison y Oison, 1990), obtuvo resultados similares realizando preguntas a una 
base de datos utihzando el lenguaje SQL. No obstante, en ninguno de estos estudios 
se clarifica si fue el "pico" de elementos en memoria de trabajo la variable 
independiente, el nivel medio, o la duraciôn temporal de esos items en la memoria.
3 .4 .2 .3 . CCT (Cognitive Compiexity Theory) de Kieras y Poison
El objetivo del trabajo de Kieras y Poison es llevar a cabo una descripciôn de 
la complejidad de los sistemas o dispositivos desde el punto de vista de los usuarios. 
Denominan a su modelo Teoria de la Complejidad Cognitiva (CCT). Para ello se 
plantean llevar a cabo en primer lugar una descripciôn del conocimiento que los 
usuarios necesitan para usar el dispositive y en segundo una descripciôn del 
comportamiento del dispositive. Estas dos representaciones, combinadas con 
técnicas de simulaciôn son de gran valor al permitir predecir una serie de 
paramétrés psicolôgicos taies como la productividad o el tiempo de aprendizaje.
3.4.2.3.1. El modelo teôrico-general.
El modelo afronta, en primer lugar, la representaciôn del conocimiento 
necesario para  usar el dispositive, y, en segundo, la descripciôn del 
comportamiento del dispositive. A partir sobre todo de la representaciôn del 
conocimiento, el modelo realiza una serie de predicciones acerca del tiempo de 
aprendizaje y el de ejecuciôn.
El conocimiento para usar ei dispositivo.
El supuesto bâsico del modelo es que el contenido, estructura y cantidad de 
conocimiento requerido para ejecutar un sistem a determ inan tan to  la 
productividad como el tiempo de aprendizaje (Poison, 1987). Su modelo descansa 
en los siguientes supuestos:
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1) Contenido del conocimiento: Kieras y Poison (Poison, 1987) asumen que el 
conocimiento necesario para manejar un dispositivo se compone de très elementos: 
el conocimiento de las tareas que pueden ser ejecutadas por el sistema, el 
conocimiento de como llevar a cabo los procedimientos necesarios para completar 
cada tarea y la representaciôn de como funciona internamente el dispositivo (es 
decir, el modelo mental -Norman, 1986-).
El conocimiento de como llevar a cabo las tareas es descompuesto en las 
cuatro categorias del modelo GOMS (Card, et al., 1983).
2) La estructura del conocimiento: siguiendo la propuesta de GOMS, CCT 
descompone las tareas complejas en una secuencia de subtareas. Asi, cada tarea o 
subtarea tiene un objetivo o subobjetivo asociado que indica la intenciôn de llevarla 
a cabo. La descomposiciôn es representada como una estructura de objetivos que 
define las interrelaciones entre las subtareas y especifica la secuencia de 
subtareas necesarias para llevar a cabo la tarea.
3) Conocimiento especifico de la tarea y del interface: dependiendo del nivel al 
que se encuentren los objetivos, mâs probablemente dependerân de un tipo de 
conocimiento u otro. Asi, los objetivos de nivel mâs superior estân relacionados con 
la tarea a llevar a cabo, mientras que los subobjetivos de un nivel mâs inferior 
estarân mâs relacionados con los detalles particulares del sistema que se esté 
tratando.
4) La cantidad de conocimiento: la cantidad de conocimiento necesario para 
poder manejar un dispositivo es un valor obtenido ejecutando una simulaciôn de un 
modelo de como llevar a cabo las funciones. Esta simulaciôn permite calcular 
valores para el tiempo de entrenamiento y la productividad. Esta simulaciôn estâ 
basada en el concepto de sistema de producciôn y serâ revisada posteriormente.
5) La representaciôn en termines de sistemas de producciôn: Kieras y Poison 
(Bovair, et al., 1990; Kieras y Poison, 1985; Poison, 1987) representan el modelo 
CCT en termines de un sistema de producciôn. Asi,
a) los objetivos son representados directamente, y aparecen en las 
condiciones de las reglas,
b) los métodos son representados como secuencias de reglas cuyo primer 
miembro es disparado por la apariciôn del objetivo para hacer el método.
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c) las réglas de selecciôn son representadas como réglas disparadas por un 
método general y un contexte especifico que indica el objetivo para llevar a cabo el 
método concrete
d) los operadores consisten de acciones elementales por un lado y otras mâs 
complejas que realizan evaluaciones del entomo por otro (como por ejemplo mirar 
si un elemento estâ présente, etc.).
En este modelo no hay representaciôn de procesos cognitivos complejos, taies 
como la comprensiôn lectora o procesos perceptivos. En su lugar, se sustituyen 
estos procesos por un operador especial-complejo ta l como Leer -de 1 - 
manuscrite. Este hecho se justifica en que tratar con la representaciôn de esos 
procesos aum entarîa enormemente la complejidad de los modelos sin anadir 
aspectos relevantes al diseno del interface.
El sistema de producciôn concreto utilizado por los autores se denomina 
sistem a de producciôn parsimonioso (PPS) y présenta las siguientes 
caracteristicas:
Una régla PPS de producciôn contiene cinco términos encerrados entre 
paréntesis:
(<nombre> IF <condici6n> THEN <accion>)
Estos términos se refieren a:
Nombre: Es una étiqueta sin valor funcional. S61o existe para
facilitar las tareas de depuracion y programaciôn.
Condicion: La condiciôn de una régla es una lista de sentencias que 
deben ser todas verdaderas para que la condiciôn de la régla sea 
verdadera. Dentro de esta lista de condiciôn se admite el modificador 
NOT para comprobar la ausencia de una determinada condiciôn y el 
prefijo ?, el cual indica que el valor a emparejar es una variable en 
lugar de una constante.
Acciôn: Las acciones son secuencias de operadores que pueden ser
internas (anadiendo o eliminando objetivos y notas en la memoria de 
trabajo) las cuales generalmente preparan la ejecuciôn de otra régla 
en el siguiente ciclo, o externas tal como apretar una tecla o mover 
el ratôn. También, las acciones pueden ser operadores complejos taies 
como Leer-del-manuscrito.
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El funcionamiento es el usual en un sistema de producciôn. El interpretador 
explora la memoria de trabajo en busca de reglas que puedan ser disparadas. Ello 
hace que la parte de acciôn sea ejecutada realizando modificaciones en la propia 
memoria de trabajo o en el contexte de la tarea. En caso de existir conflictos entre 
reglas, el mécanisme no tiene forma de solucionarlo, y todas las reglas cuyas 
condiciones hayan sido satisfechas. Esto significa que las reglas deberân ser 
escritas de tal modo que no sean disparadas repetidas veces, ya que el 
interpretador no posee ninguna manera de controlar este suceso. Esto lleva a  que 
el conocimiento de control es totalmente explicite, y no hay ningùn conocimiento 
impHcito en el interpretador.
La representaciôn de! comportamiento dei dispositivo.
Esta notaciôn entra dentro de la clasificaciôn de representaciones del sistema 
y estâ dirigida a crear un modelo del comportamiento del dispositivo que responda a 
los inputs del usuario. Esta notaciôn estâ basada en lo que elles denominan una red 
de transiciôn generalizada (Generalized Transition Network), la cual tuvo una 
importancia relativa en las primeras presentaciones de la teoria (Kieras y Poison, 
1985) pero que no se ha mantenido en las presentaciones posteriores.
Ei modeio de trasferencia-aprendizaje.
Un elemento que incorpora CCT y que no habia sido contemplado por GOMS 
es un modelo simplificado de aprendizaje (Bovair, et al., 1990; Kieras y Poison, 
1985; Kieras y Bovair, 1986). En él, el tiempo necesario para aprender una nueva 
funciôn de un dispositivo estâ relacionado linealmente con el numéro de reglas 
nuevas que es necesario aprender para manejar esa funciôn y no el numéro total 
de reglas.
Para calcular el numéro de reglas nuevas, Kieras y Poison asumen un modelo 
de trasferencia simple semejante a la teoria clâsica de elementos comunes de 
Thorndike en la que los elementos comunes son reglas de producciôn. Asi, una régla 
puede, o bien ser completamente nueva, o ser idéntica, o ser generalizable a partir 
de otra ya conocida previamente. En los dos casos ùltimos se asumiria que el 
sujeto no invierte ningùn esfuerzo en su aprendizaje.
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El modelo de ejecuciôn.
El modelo de como los sujetos ejecutan las tareas consiste ùnicamente en 
llevar a cabo una simulaciôn del modelo previamente descrito. Esta simulaciôn 
proporciona las siguientes variables predictoras: numéro de ciclos de 
reconocimiento-acciôn y el numéro y tipo de acciones necesitadas para ejecutar 
cada tarea. La ejecuciôn sobre una tarea es calculada en términos de tiempo 
utilizando la siguiente formula:
Tiempo_de_ejecuci6n=n“_de_ciclos X tiempo/ciclo + tiempo_invertido_en operadores
Un inconveniente de este modelo es que en los artfculos publicados por los 
autores, el tiempo correspondiente a cada operador debe ser estimado a partir de 
los datos mediante técnicas de regresiôn. Ello no obstante choca con la sugerencia 
de Card et. al (1983) de que este tipo de valores podrian ser calculados 
independientemente de modo que los desarrolladores pudieran utilizarlos para 
calcular el tiempo de ejecuciôn sin haber llevado a cabo ningùn experimento. 
Siguiendo esta idea, Oison y Oison (Oison y Oison, 1990), recogiendo diversos 
estudios, avanzan una serie de valores para operadores habitualmente utilizados 
en anâlisis GOMS y muestran que existe una constancia en elles. Ademâs 
utilizando valores de este tipo realizaron predicciones de expérimentes 
independientes y encontraron un promedio de errer del 14%.
3.4.2.3.2. La notaciôn.
A continuaciôn se présenta un resumen de las convenciones y reglas de estilo 
que los autores de CCT proponen a la hora de realizar sus descripciones (Bovair, et 
al., 1990). Estas reglas de estilo son constricciones que deberian impedir a las 
reglas de producciôn comportarse de una manera completamente arbitraria.
Convenciones notacionales.
Convenciones para sentencias de condiciones: Las sentencias de condiciones 
tienen la forma (Etiqueta Términol, Termine2 Terminok). Por COnvenciÔn, el 
numéro de términos que sigue una étiqueta es fijo. Por ejemplo, dos términos siguen 
a la étiqueta OBJETIVO, y très siguen a la étiqueta DISPOSITIVO.
Convenciones para étiquetas de sentencias: Hay cuatro tipos de étiquetas 
utilizadas normalmente en los anâlisis CLG. OBJETIVO hace referencia a una 
sentencia relacionada con los objetivos usados en GOMS. NOTA es usado para
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informaciôn que debe ser mantenida en la memoria de trabajo sobre el transcurso 
de varias reglas, lo cual puede proporcionar un contexte especifico para un método 
o para controlar la ejecuciôn. PASO es usado para los "pasos objetivo" los cuales 
controlan la secuencia de ejecuciôn dentro de un método. DISPOSITIVO indica la 
informaciôn que es proporcionada directamente por el dispositivo.
Convenciones para sentencias de objetivos: El formato de una sentencia de 
OBJETIVO es (OBJETIVO Términol Término2). Términol es el verbo o acciôn 
del objetivo y Término2 représenta el objeto del verbo o acciôn. Asi, el objetivo de 
borrar un carâcter es representado como (OBJETIVO BORRAR CARACTER).
Reglas de estilo 
Generates
Régla 1: Las reglas de producciôn deberian generar la secuencia correcta de 
acciones del usuario.
Régla 2: La representaciôn se ajustaria a principios de programaciôn 
estructurados. De este modo, la representaciôn deberia escribirse de arriba-abajo y 
las rutinas llamadas de una manera standard, no afectar el contexte del que ha 
hecho la llamada y borrar la informaciôn local que usan o crean.
Régla 3: La representaciôn de nivel superior para muchas tareas deberia 
tener una estructura de tarea-unidad.
Régla 4: La estructura de tarea-unidad de nivel superior deberia estar basada 
sobre el objetivo de nivel superior. El objetivo de nivel superior es uno del tipo 
"editar manuscrite" o "realizar anâlisis". Este objetivo détermina una tarea-unidad 
con esta estructura: buscar la siguiente tarea que se dirija a la consecuciôn de ese 
objetivo, anadir el objetivo de ejecutarla y, si no hay mâs tareas que realizar, 
detener el sistema.
Régla 5: Las reglas de selecciôn determinan el método a aplicar. Dado un 
OBJETIVO especifico, y un contexto dado, las reglas de selecciôn determinan que 
método llevar a cabo.
Régla 6: La informaciôn necesitada por un método deberia ser proporcionada 
a través de la memoria de trabajo.
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Regia 7: La secuenciacion dentro de un método es mantenida encadenando 
Pasos. Al ejecutar un método hay una serie de pasos que deben ser ejecutados por 
orden. Cada método tiene una régla de comienzo que indica el primer PASO a llevar 
a cabo. Cuando la régla correspondiente es disparada ello lleva a un borrado del 
PASO anterior y al ahadido de otro PASO que dispararâ el siguiente elemento en el 
método. Al terminar la secuencia, la régla final borra el objetivo que se querîa llevar 
a cabo y anade una NOTA indicando que el método ha terminado.
Régla 8: Las étiquetas para los PASOS deberian estar basadas en las 
acciones que llevan a cabo las reglas y ser usadas consistentemente.
Régla 9: Usar una NOTA que bloquée una régla durante el tiempo que el 
método correspondiente esté en progreso. Ello évita que esta régla sea 
continuamente disparada por el objetivo actualmente en memoria de trabajo. Para 
ello, la condiciôn de la régla probarâ por la ausencia de esa nota antes de 
dispararse.
Representando distintos grados de conocimiento.
En esta secciôn se muestran reglas de estilo para describir dos distintos 
grados de conocimiento. Estos grados se denominan el novato, que corresponde a 
aquel usuario que conoce todos los métodos del sistema y es capaz ejecutarlos 
correctamente pero no ha tenido oportunidad de practicarlos de un modo extenso, y 
el usuario con prâctica, el cual corresponde aproximadamente al usuario experto.
Representando al usuario novato.
Las reglas de estilo para los usuarios novatos son:
Régla Novata 1: Cada acciôn visible requiere una régla de producciôn 
separada. Manipulaciones de la memoria de trabajo taies como borrar y anadir 
notas no son consideradas pasos separados y por tanto puede haber varies en una 
sola régla.
Régla Novata 2: Los novatos comprueban explicitamente todo el feed-back 
del sistema.
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Representando al usuario con practica.
Con la prâctica lo que cambian son las reglas, no la velocidad de ejecuciôn de 
las reglas. Esto significa que la prâctica cambiarâ la representaciôn de las reglas y 
estos cambios se reflejarân en el numéro y contenido de las reglas.
Hay dos posibles direcciones teôricas que podrian gu iar estas 
transformaciones. Una de ellas implicarfa la apariciôn de nuevos métodos mâs 
especializados para llevar a cabo las tareas. El otro, el colapsamiento de reglas 
mediante, por ejemplo, el proceso de composiciôn (Neves y Anderson, 1981). En 
CCT se asume que la prâctica compacta el conjunto de reglas antes que genera 
nuevos métodos especializados. Los autores presentan un algoritmo para llevar a 
cabo esta compactaciôn, pero de modo resumido, el efecto de este algoritmo es el 
siguiente:
1) Eliminar las comprobaciones explicitas de todo el feed-back del sistema.
2) Las reglas que se ejecuten siempre en un orden fijo deberian ser 
compuestas en una régla simple.
3) Las operaciones complejas de los métodos serian perfeccionadas por medio 
de la prâctica, de modo que los usuarios expertos podrian llevarlas a cabo mâs 
râpidamente, disminuyendo por tanto el tiempo estimado para el operador.
Notaciones simplificadas: NGOMS
Kieras (Kieras, 1988) propuso una notaciôn que facilitara el trabajo de 
construir reglas de producciôn, ya que escribir éstas podria considerarse anâlogo en 
muchos casos a programar en lenguaje ensamblador. En nuestro trabajo, hemos 
optado por utilizar esta notaciôn.
En este trabajo se presentan fundamentalmente dos cosas. En primer lugar, 
una serie de convenciones en lenguaje natural acerca de la nomenclatura a utilizar 
en un anâlisis NGOMS, asi como una serie de operadores (tanto externos como 
internos) considerados mâs importantes. En segundo lugar, se describe un 
procedimiento general que permitiria la construcciôn de los modelos NGOMS. Este 
procedimiento puede verse como un esquema general en el que se irian 
sustituyendo los detalles particulares de los disenos concretos llevados a cabo 
(véase capitulo 3 para un ejemplo y algunos componentes suplementarios a la 
descripciôn que sigue).
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La notacion es como sigue (Kieras, 1991):
1) Objetivos: Un objetivo es un par accion-objeto tal y como Borrar-Objeto. El 
autor especula acerca de la diferencia entre objetivos especifîcos del dispositivo 
(marcados por la estructura del dispositivo) e independientes del dispositivo.
2) Operadores: Los operadores son acciones que ejecuta el usuario. La 
distincion entre un operador y un objetivo no es sin embargo tan obvia como puede 
parecer y es mâs bien relativa: depende del nivel del anâlisis. La idea de los anâlisis 
NGOMS se basa en que primero se indican una serie de operadores de muy alto 
nivel y, posteriormente, esos operadores se sustituyen por objetivos que deben ser 
realizados por operadores a un nivel inferior. Existen varias clases de operadores:
a) Operadores externos: Son las acciones observables a través de las cuales 
el operador intercambia informaciôn con el sistema u otros objetos en el contexto. 
Pueden ser operadores que obtienen informaciôn o acciones que producen un 
resultado.
b) Operadores mentales: Son acciones internas ejecutadas por el usuario, que 
son no observadas e hipotéticas, inferidas por el teôrico o el analista. Son por 
ejemplo, tomar una decisiôn, recuperar un item de la memoria de trabajo, etc. Hay 
operadores mentales elegidos para representar tareas de alto nivel: son operadores 
definidos por el analista y cumplen la funciôn de sustituir una operaciôn compleja 
que por una razôn de desconocimiento o de conveniencia se prefiere no intentar 
describir.
c) Operadores primitives y de alto nivel: Un anâlisis de tareas se realizarâ a 
un determinado nivel, el cual es considerado el "grano" del anâlisis. Si un operador 
no es descompuesto hasta el nivel inferior aunque podria serlo, entonces se tra ta  
de un operador de nivel superior. Si no puede ser descompuesto, entonces es un 
operador primitivo.
Los operadores primitives externes establecidos son:
Mover-mano-al-rat6n
Prèsionar-tecla (nombre de tecla)
Teclear <cadena de caracteres>
Mover-cursor-a <destino>
Encontrar-cursor-en <devolver coordenadas cursor>
Encontrar-menu-item <descripci6n-item-menü>
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Los operadores primitives mentales son:
- Flujo de control
Llevar a cabo el objetivo de <descripci6n de objetivo>
Este équivale a llamar a una subrutina.
Devolver con objetivo realizado.
Es équivalente a una sentencia de Return
Decidir: Si <operador...> entonces <operador.,.> sino <operador.„>
Este operador es para decisiones simples. Hay que recordar que el sistema 
admite reglas de selecciôn entre métodos cuando es necesario.
Ir a paso<nümero>
Este operador deberia ser utilizado lo menos posible. E sta es una 
recomendaciôn usual también cuando se habla de lenguajes de programaciôn.
- Almacenamiento en memoria y recuperaciôn.
Recuperar que <descripcion de objeto en WM>
Retener que <descripciôn de objeto en WM>
Olvidar que <descripciôn de objeto en WM>
Recuperar-MLP que <descripcion objeto en MLP>
Estas operaciones signifîcan: Traer informaciôn que esta actualmente en la 
memoria de trabajo para ser utilizada, alm acenar informaciôn para 
posteriormente utilizarla, desechar un item como importante para ser recordado (y 
por tanto susceptible de ser olvidado) y recuperar un item de la memoria a largo 
plazo.
- Los operadores mentales definidos por el analista son:
Obtener de la tarea <nombre>: Mira informaciôn en la descripciôn de la
tarea etiquetada con <nombre> y la almacena en la memoria de trabajo.
Verificar resultado: Détermina si el resultado obtenido es el deseado.
Obtener-siguiente-localizaciôn-tarea: Obtiene donde realizar la
siguiente tarea.
4) Métodos: Un método es una secuencia de pasos que lleva a cabo un 
objetivo. Un paso es bien un operador externo primitivo, bien un operador mental 
que situa y lleva a cabo un objetivo.
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La forma para un método es la siguiente:
Método para llevar a cabo el objetivo de <descripciôn del objetivo> 
Paso 1. <operador>
Paso 2. <operador>
Paso n. Devolver con objetivo realizado.
A menudo los métodos incorporan como pasos llamadas a otros métodos, 
componiendo la jerarqma de métodos y submétodos que es la verdadera descripciôn 
NGOMS.
5) Reglas de selecciôn. El propôsito de una régla de selecciôn es dirigir el 
control hacia el método apropiado para llevar a cabo el objetivo. Esto sôlo es 
posible, naturalmente, cuando mâs de un método estâ disponible para llevar a 
cabo el objetivo. La forma general de especificaciôn de las reglas de selecciôn es la 
siguiente:
Régla de selecciôn para el objetivo de <descripciôn general del 
objetivo>
Si <condiciôn> entonces llevar a cabo objetivo de <descripciôn 
especifica del objetivo
Si <condiciôn> entonces llevar a cabo objetivo de <descripciôn 
especifica del objetivo
Devolver con objetivo realizado
A partir de estos elementos, Kieras (1991) proporciona una serie de claves 
para realizar el recuento de reglas de producciôn. En breve, estas son:
1) Cada paso cuenta como una régla.
2) La sentencia de método también cuenta como una régla.
3) Cuando el paso incluye un Decide, éste cuenta como un paso sino 
incluye un sino, y como dos reglas cuando si incluye un sino.
4) La sentencia de régla de selecciôn cuenta como una régla.
5) La sentencia de devolver con objetivo realizado cuenta como una 
régla.
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3.4.2.3.3. Trabajos empiricos.
Los trabajos empiricos realizados con NGOMS o CCT se han centrado en las 
predicciones de tiempo de aprendizaje. Esencialmente, sus estudios consistieron en 
hacer que usuarios aprendieran una serie de tareas, variando el orden en que estas 
fueron aprendidas. Se registraba el tiempo empleado en aprender estas tareas y se 
intentaba predecir el tiempo a partir de modelos basados en GOMS. El numéro de 
reglas nuevas en cada procedimiento era calculado y se introducia en un anâlisis de 
regresiôn con objeto de examinar si eran capaces de explicar un porcentaje de 
varianza significative. Otras variables de control también utilizadas en los anâlisis 
eran:
• Numéro de reglas totales: Que mide fundamentalmente la longitud de los 
métodos.
• Numéro de serie en la que el procedimiento era aprendido.
• Tiempo medio que los sujetos emplearon en aprender los métodos. Esto es 
fundamentalmente una manera de manejar el diseno intrasujeto (Pedhazur,
1982)7. Esto se justifica al no tener NGOMS ningùn mécanisme para predecir las 
diferencias individuales en aprendizaje®.
• Grupo segûn la seriaciôn con la que los sujetos aprendieron los 
procedimientos.
• Variables ficticias para el primer procedimiento, debido a que en general 
signified un tiempo especialmente grande en comparaciôn con otros 
procedimientos.
7 En el vocabulario econométrico esto séria un modelo de regresiôn con variables ficticias 
para los efectos individuales (Maddala, 1985), ya que codificar por medio de una variable con los 
efectos medios o por medio de variables ficticias (Pedhazur, 1982) es équivalente.
® Una justificaciôn similar a la simbolizada por la expresiôn "ignorancia especifica" 
indicada por las variables ficticas trente a la "ignorancia generalizada" del término de error 
(Maddala, 1971; Maddala, 1987a).
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Siguen a continuaciôn algunos ejemplos de trabajos expérimentales disenados 
para comprobar las predicciones realizadas tanto en cuanto a tiempo de 
aprendizaje como en ejecuciôn.
Aprendizaje
En Poison y Kieras (1984) se encontrô que el numéro de nuevas producciones 
era capaz de explicar el 61% de la varianza.
Hasta ahora, la mayor parte de los trabajos de validaciôn de CCT provienen 
de sus propios autores. Asi, Kieras y Bovair (Kieras y Bovair, 1986) encontraron 
que el numéro de reglas nuevas en cada procedimiento de un dispositivo era capaz 
de explicar por si solo el 69% de la varianza en el tiempo de aprendizaje y el 41% 
cuando otras variables taies como el numéro de reglas totales, las media individuos 
para todas las tareas, las reglas generalizadas, etc. fueron introducidas en el 
anâlisis de regresiôn.
En Poison (1987) los resultados fueron todavia mâs precisos, explicando un 
modelo, basado ùnicamente en el numéro de reglas nuevas, entre un 81%, 88% y 
un 90% de très tareas de ediciôn de textos. En este caso se utilizaron las médias de 
los sujetos para cada procedimiento.
No obstante, en Bovair, Kieras y Poison (1990), a pesar de que el numéro de 
reglas nuevas siguiô siendo el mejor predictor del tiempo de aprendizaje sus efectos 
descendieron con respecto al estudio anterior pasando a explicar un 33% de la 
varianza. En este caso se utilizô la media total de los sujetos como variable 
predictora.
Ejecuciôn
En Poison (1987) se comprobaron las predicciones de ejecuciôn para sujetos 
recién entrenados (novatos) y expertos. Dos descripciones distintas (una para 
novatos y otra para expertos) fueron hechas y se ajustaron a los datos de unos 
sujetos en una tarea de ediciôn de textos. De nuevo, promediando los resultados de 
los individuos a través de tareas, la ecuaciôn encontrada explicô un 80% de 
varianza de los datos, utilizando como variables predictoras el numéro de ciclos 
acciôn-reconocimiento de la simulaciôn y el numéro total de notas en la memoria 
de trabajo. Los modelos de experto y novato elaborados segûn mécanismes de
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composiciôn hicieron majores predicciones que otros modelos que asumieron un 
decrecimiento del tiempo de ejecuciôn por cada paso.
En Bovair, Kieras y Poison (1991) se planteô una predicciôn de los datos de 
ejecuciôn, promediados a través de sujetos, a partir de una serie de variables 
extraidas de la simulaciôn, hallando los siguientes resultados: 1) Las coefîcientes 
atribuidos a las verifîcaciones becbas por novatos y expertos seguian las 
predicciones becbas por la teoria., 2) el numéro de ciclos en la simulaciôn siguiô 
siendo un predictor de gran importancia y 3) el numéro de notas y carga en la 
memoria de trabajo no fue un buen predictor (explicado porque la tarea utilizada no 
sobrecargaba en exceso esta).
3.4.2.3A. El uso de CCT en situaciones de diseno.
Karat y Bennet (Karat y Bennett, 1991) presentan un ejemplo en el que 
muestran como las técnicas de CCT pueden ser utilizadas en situaciones de diseno 
real, afrontando por tanto el verdadero objetivo para las que fueron disenadas. En 
este capitule muestran como de dos procedimientos relativamente similares 
(llevar a cabo una copia de disco en los entornos Macintosh y Windows), uno de 
elles présenta problemas de inconsistencia (Macintosh) y el otro necesita una 
excesiva carga de memoria (recordar el path bacia el destine).
Algunas opiniones de los autores son las siguientes: 1) la falta de un método 
para llevar a cabo el anâlisis de tareas es una defîciencia grave, 2) a menudo, 
aunque no bubiera pruebas cientifîcas de los bénéficiés de esta orientaciôn, los 
disebadores vieron con claridad problemas en los ejemplos descritos y 3) quizâs 
buena parte de las intuiciones obtenidas provengan simplemente de la experiencia 
de los disenadores y no de una propiedad de CCT. No obstante, el tener una 
metodologia comûn facilité la discusiôn y confrontamiento de los posibles 
problemas de diseno.
Elkerton y Palmiter (Elkerton y Palmiter, 1991) utilizaron GOMS para 
diseûar un sistema de ayuda para un programa, asi como documentaciôn escrita.
Se tra ta  de un estudio que comparé la creaciôn de un sistema de ayuda para 
HyperCard a partir de una descripciôn basada en NGOMS. Para ello se desarrollô 
una pila (un documente de base de datos con propiedades de bipertexto) en 
HyperCard que sustituia a la originalmente proporcionada por los desarrolladores
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comerciales. Los resultados en Imeas générales aportaron evidencia de que el 
nuevo sistema de ayuda tuvo un comportamiento superior al original.
Irving et. al (Irving, et al., 1994) realizaron un estudio del interfaz utilizado 
para manejar un buen numéro de tareas en una cabina de pilote. Los resultados 
m ostraron como buena parte de las tareas necesitaban una serie de 
procedimientos "centrales" que enlentecian considerablemente el tiempo de 
aprendizaje y ejecuciôn y que por lo tanto ofrecian una oportunidad para un 
rediseno.
Gong y Kieras (Gong y Kieras, 1994) estudiaron la reconversion de un 
programa originalmente disenado para el entomo DOS al entomo Macintosh. El 
anâlisis GOMS permitiô una serie de modificaciones al interfaz que hicieron 
mejorar en un 46% como promedio el tiempo de ejecuciôn empleado por sujetos 
expérimentales con respecto a una primera versiôn del programa no analizada 
mediante GOMS. Las predicciones realizadas se aproximaron con gran precisiôn 
en cuanto a las diferencias relativas entre interfaces. No obstante, las 
predicciones en tiempos absolutos no fueron tan précisas, siendo el doble en 
muchas casos a los tiempos originales. Una serie de modificaciones fueron 
necesarias en el procedimiento sugerido por Kieras (1991) para corregir estas 
diferencias como fueron: 1) Los tiempos sugeridos por Kieras son excesivos, 
pudiéndose reducir por un factor de 5. 2) Ciertos operadores son ejecutados en 
paralelo, en lugar de serialmente por lo que sus tiempo pueden ser reducidos. Esto 
ocurrîa en très ocasiones: 1) En el operador perceptivo "localizar" un menu que se 
solapaba con un movimiento de ratôn inmediatamente. 2) "Verificar selecciôn" que 
se solapaba con la ejecuciôn de la siguiente acciôn de teclado o ratôn y 3) el uso del 
teclado o el ratôn mientas la pantalla estaba siendo actualizada. Después de estas 
correcciones, las predicciones cayeron en un margen cercano en un promedio de un 
9% a los resultados empiricos.
3 .4 .2 .4 . Extensiones a GOMS-CCT: interfaces "de aprendizaje fâcil ". El modèle CE+
E1 problema de analizar interfaces disenados para ser utilizados sin ningùn 
conocimiento previo es de gran interés, y a que un buen numéro de aplicaciones 
actuales se enfrentan a este desafïo. Algunos ejemplos son: vendedores 
automâticos de billetes, cajeros automâticos y sistemas de informaciôn. Ahora 
bien, cada vez mâs, incluse interfaces a aplicaciones de mediana o gran
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complejidad intentan alcanzar ese objetivo pretendiendo ofrecer un entomo en el 
que el usuario sepa inmediatamente qué hacer.
CE+ (Poison y Lewis, 1990) es uno de los modelos que intenta ofrecer un 
método y/o notaciôn para explicar/analizar este tipo de interfaces. Otros modelos 
son el de Howes (Howes, 1994) y D-TAG (Howes y Pay ne, 1990) revisados 
anteriormente en relaciôn con TAG.
El punto de partida de CE+ son très fuentes que por separado no llegan a ser 
fâcilmente aplicables, razôn por la cual es necesario un nuevo modelo.
• 1) GOMS-CCT présenta el inconveniente de que asume que la dificultad de 
un interface esta determinada fundamentalmente por la cantidad de conocimiento 
que es necesario para llevar a cabo una serie de métodos bien aprendidos. Este 
supuesto no parece aplicable al caso de los interfaces "de aprendizaje fâcil " ya que 
en ellos la cantidad de conocimiento total que es necesario para utilizarlos es 
relativamente pequeno y ademâs la situaciôn en la que el usuario conoce bien los 
métodos no es la mâs crîtica. Por el contrario, el proceso de soluciôn de problemas 
y la forma en que éste se entrelaza con el aprendizaje y la propia ejecuciôn es el 
punto crîtico en este tipo de interfaces, y en él parece mâs importante la claridad 
de las indicaciones en la pantalla y el feed-back.
• 2).EXPL (Lewis, et al., 1987) es un modelo disenado para explicar el papel 
del feed-back en el aprendizaje de procedimientos. Un anâlisis basado en este 
modelo intenta encontrar elementos que conecten las acciones ejecutadas por el 
usuario y las respuestas producidas por el sistema, estableciendo una conexiôn 
causal cuando lo logra. De este modo EXPL proporciona una gma complementaria 
a los anâlisis GOMS o CCT ya que muestra la importancia del feed-back, el cual es 
clave para determinar las conexiones. El inconveniente de este modelo es que no 
tiene ningùn mecanismo que explique la forma en que el usuario analizar las 
acciones apropiadas a partir de las alternativas disponibles. Ademâs, EXPL 
presupone ejemplos de los que el usuario aprende una conexiôn fallando en explicar 
la situaciôn en la que el usuario advierte la acciôn correcta sin haberla ejecutado 
previamente.
• 3) Soluciôn de problemas en dominios no familiares. Partiendo del concepto 
de espacio de problemas y de métodos de büsqueda (Newell y Simon, 1972a), 
Poison y Lewis examinan dos variantes del método de soluciôn de problemas 
basado en medios-fines (el mâs comûn) usualmente ballades en estudios de
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soluciôn de problemas en novatos. Estos son "hill-climbing" (el sujeto sôlo 
considéra acciones légales y se selecciona la operaciôn que ofrece el progreso 
mayor en direcciôn al objetivo utilizando la similaridad perceptual como medida de 
distancia respecto al objetivo) y "back-chaining" (el sujeto anticipa la soluciôn que 
lograrîa el objetivo, aunque no sea posible ejecutarla, y una vez hallada intenta 
encontrar la acciôn que le permitirâ llevar a cabo aquélla, siguiendo hasta hallar 
una acciôn legal en el espacio de tareas actual). De estos dos métodos, no obstante, 
ninguno es aplicable fâcilmente al contexto del uso de interfaces "de aprendizaje 
fâcil ". El "back-chaining" necesita conocimiento que probablemente no estâ 
disponible la primera vez que se utiliza un interface, mientras que "hill-climbing", 
aun siendo mâs aplicable, estâ limitado ya que los usuarios no pueden anticipar en 
muchas ocasiones los resultados de las acciones que ejecuten. Asi, el método 
preferido es el denominado "label-following" el cual es presentado como un caso 
especial de la estrategia de "hill-climbing". Esta estrategia asume que las 
descripciones que comparten términos con los resultados deseados estarân 
probablemente conectados causalmente con ellos. Resultados expérimentales 
m uestran el uso por parte de los usuarios de esta estrategia, la cual puede ser 
relacionada con el hecho de que su conducta debe estar en su mayor parte 
determinado por la apariencia y contenido de la pantalla.
3A.2A.1. La descripciôn de! modelo.
CE+ incorpora simultaneamente aprendizaje, ejecuciôn y soluciôn de 
problemas. Mâs en concreto, cada uno de estos procesos sigue la siguiente 
dinâmica.
1) Soluciôn de problemas.
El componente de soluciôn de problemas de CE+ usa el método "label- 
following", es decir, cuando se encuentra ante situaciones alternativas escoge 
aquella cuya descripciôn se aproxima mâs al objetivo buscado a condiciôn de que 
no lo haya intentado anteriormente. Mâs en concreto se siguen los siguientes 
pasos:
a) Se busca serialmente una acciôn cuya descripciôn se aproxime mâs que 
cierta cantidad umbral al objetivo deseado. Si una acciôn asi es encontrada, se 
ejecuta con una probabilidad superior, si no ha sido ejecutada anteriormente, y con 
una probabilidad mâs baja si ha sido intentada anteriormente.
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b) Si en el primer paso no se selecciona ninguna acciôn, en el segundo se 
ejecuta una acciôn al azar, si hay alguna que no haya sido intentada 
anteriormente.
c) Si no hay acciones no intentadas se aplican una de estas dos posibilidades. 
Si hay très o menos alternativas se examinan todas las alternativas para 
determ inar aquélla con mayor grado de solapamiento. Si hay mas de très 
alternativas una de las opciones es elegida al azar.
2) El components de aprendizaje.
Una vez el components de soluciôn de problemas selecciona una acciôn para 
ejecutar, el modelo CE+ aprende la conexiôn entre la acciôn y el resultado y la 
almacena, sea o no acertada. De este modo el aprendizaje incidental es 
contemplado dentro de este modelo. Si la acciôn es acertada (juzgando tal cosa por 
la existencia de claves similares en el resultado a las présentes en el objetivo 
deseado) CE+ recuerda esto y lo mantiene disponible para el moments en que en el 
future desee alcanzar este objetivo de nuevo.
3) El components de ejecuciôn.
CE+ ejecuta siempre aquellas acciones que aprendiô en el pasado y sea 
posible aplicar en la situaciôn actual. Sôlo cuando no es posible llevar a cabo 
ninguna acciôn se invoca el components de soluciôn de problemas.
3.4.3. Modelado cognitivo de los errores
Aunque otros modelas discutidos anteriormente podrian incluirse dentro de 
este apartado (en concrete Ayn de Howes y CE+ de Poison) ya que ambos 
comparten el interés por modelar el comportamiento de los usuarios no sôlo libre de 
errores sine incluyendo estes hemos preferido mantenerlos cerca de sus origenes 
intelectuales dejando para esta ultima parte dos modelas que proponen ideas 
mucho mas novedosas y radicales que aquellas. Los modelas que consideraremos 
son ICS de Barnard et. al. y PUM de Young et. al.
3 .4 .3 .1 . ICS (Interactive Cognitive Subsystems) de Barnard et. al.
Barnard (Barnard, 1988) postula coma principles générales de su 
arquitectura los siguientes puntos: 1) la percepciôn, la cogniciôn y la acciôn pueden 
ser analizados en terminas de môdulos de procesamiento de la informaciôn bien
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defînidos y discrètes, 2) asume una separaciôn entre las representaciones 
mentales de la memoria especifîca y los procesos especifîcos de contenido que 
manipulan esas representaciones, y, 3) existe por parte del sistema cognitivo 
humano una capacidad signifîcativa para el procesamiento paralelo de la 
informaciôn.
En Imea con otros modelos de la actividad mental, Barnard propone très 
niveles de subsistemas dentro de la arquitectura cognitiva.
• Subsistemas sensoriales Dentro de este nivel Barnard postula el 
subsistema acûstico y el visual como los mas importantes en HCI.
• Subsistemas representacionales: Son los encargados de la manipulaciôn del 
input. Dentro de él encontramos el subsistema Morfonoléxico (encargado de la 
manipulaciôn de la estructura externa del lenguaje), el subsistema Objeto 
(encargado del procesamiento de estructuras visoespaciales), y el Proposicional y 
el Implicacional (que m antienen el procesamiento de representaciones 
conceptuales y semânticas).
• Subsistem as efectores: Produce un output desde los sistem as 
representacionales y contrôla los outputs motores y emocionales. Son el 
subsistema articulatorio y el Kmbico.
Todos los subsistemas comparten una estructura de procesos comunes. En 
primer lugar, existe un proceso primario "copiar" que sirve para crear un registre 
episôdico de toda la informaciôn que entra en el subsistema en el propio côdigo que 
ese subsistema es capaz de manipular. En segundo lugar, existen un conjunto de 
procesos secundarios paralelos que sirven para recodifîcar la informaciôn y que 
pueden ser concebidos como un sistem a de producciôn independiente 
funcionalmente. Si un conjunto de condiciones es satisfecho en el patrôn de input 
entonces el proceso correspondiente lo transformarâ en un output dado.
Como el mismo autor senala, la relevancia de un modelo de este tipo para el 
cientifîco aplicado puede parecer oscura. No obstante, esta descripciôn permite el 
llevar a cabo anâlisis de tareas cognitivas, que, por un lado muestren los 
subsistemas implicados en la realizaciôn de una tarea y el flujo de pasos que, 
dependiendo del conocimiento de los usuarios o sus caracteristicas necesitan, y, por 
otro lado, incorporar investigaciôn empirica dentro de cada uno de los subsistemas, 
de modo que diagnôsticos acerca de la posible ejecuciôn de los sujetos sean posibles.
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A continuacion veremos un ejemplo de anâlisis de tareas cognitivas utilizando 
este modelo.
3.4.3.1.1. Un ejemplo de descripciôn.
Lo siguiente es un ejemplo de descripciôn tomado de Barnard (1988), en el que 
se m uestra la descripciôn del proceso de cambiar un pârrafo mediante un 
procesador de texte.
En primer lugar el texte es procesado a través del subsistema visual y es 
pasado al sistema objeto, el cual lo représenta atendiendo a sus caracterîsticas 
principales. A continuaciôn, otro proceso transforma esa representaciôn al côdigo 
morfonoléxico, el cual représenta la estructura superficial del lenguaje, marcando 
los constituyentes superiores (palabras y frases) del texte. La informaciôn en este 
côdigo es pasada al subsistema proposicional el cual interpréta el significado de la 
frase. Este trasvase se produce por medio de un buffer, lo cual garantiza un 
procesamiento mas extendido a lo largo del tiempo. Asimismo, el sistema 
morfonoléxico y el proposicional pueden entrar en un bucle recfproco que 
contribuya al procesamiento en ambos côdigos.
C om prender Borrar Escritura creativa
* VIS -> OBJ ::
:: OBJ -> MPL::
(:: COPY MPL ->
M PL-> PROP ::)buf
(::PROP -> IMPLIC:: 
xIMPLIC ->PROP::)n
(::PROP -> IMPLIC::
:: IMPLIC ->PROP::)n 
::PROP->OBJ:: 
::OBJ->LIM:: 
::LIM->MOT*
Mas "feedback" por
*VIS->OBJ::
::OBJ-<PROP::
(::PROP->IMPLIC::
;;IMPLIC->PROP::)n
::PROP->,'N::
::MPL->ART::
)::COPYART->
ART->MOTtyp*)
Nota * significa input/output "externe", :: significa trasmisiôn sobre la red de dates; (...)buf 
significa procesamiento en buffer dentro de un subsistema, y .::)n significa posible 
procesamiento recfproco entre subsistemas.
Figura 3,18; Ejemplo de ICS
3.4.3.I.2. Descripciôn de la informaciôn empirica recogida con ânimo de sustentar su sistema 
experto.
Los desarrolladores de ICS m uestran que existe cierta cantidad de 
conocimiento en HCI que puede ser utilizado para modelar tareas. Este 
conocimiento proviene de estudios realizados por los miembros del equipo por lo que
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puede considerarse, por tante, que se relaciona directamente con el sistema 
experto que intentan desarrollar. Consideraremos très puntos: informaciôn acerca 
de la estructura de las tareas, acerca de objetos visuales y, por ultimo, acerca de la 
disposiciôn visual de los objetos en el interfaz.
Estructura de las tareas.
Determinar que acciôn es la correcta en que momento puede ser mas o menos 
complicado segûn como se estructure la tarea a realizar. Para demostrar esto 
Barnard et al. (Barnard, et al., 1984) ofrecieron los mismos comandos a usuarios 
expérimentales agrupândolos segûn dos estructuras jerârquicas dis tintas. En la 
primera de las estructuras existian constricciones lôgicas en la ordenaciôn de las 
tareas a un nivel intermedia, pero no a un nivel inferior. En la otra, las 
constricciones lôgicas se daban al nivel inferior, pero no al intermedia. Los usuarios 
llevaron a cabo errores atendiendo a este patrôn.
Este tipo de errores cometidos basândose en la estructura lôgica de las tareas 
y no en el contenido semântico de estas permite la modelizaciôn del sistema 
atendiendo a este aspecto. Para ello el sistema experto solicitarâ los niveles en los 
que el lenguaje de input se organiza, para, a continuaciôn, preguntar si existen 
constricciones lôgicas en la forma en que las acciones deben especifîcarse y 
diagnosticar un posible problema en caso de que la respuesta sea negativa.
Forma de objetos visuales.
May et al. (May, et al., 1993) proporcionan un modelo para el anâlisis de la 
ejecuciôn en bûsquedas basadas visualmente. Segûn elles, los usuarios comparan 
la estructura visual de un objeto con una representaciôn proposicional del objetivo 
generada intemamente. Esta representaciôn proposicional depende del contexte de 
otros elementos dentro del cual ha sido aprendida y/o ha realizado bûsquedas. Por 
ejemplo, en los très primeros iconos, la representaciôn proposicional necesaria 
para llevar a cabo una bûsqueda visual del segundo icono séria una representaciôn 
que incluyera bien el atributo "rectângulo pequeno" o bien "triângulo" dado que los 
otros dos iconos no tienen ninguno de esos atributos. No obstante, en el segundo 
grupo de iconos el atributo que séria necesario es "triângulo a la derecha" ya que el 
reste de las caracteristicas son semejantes a las del tercer icono. Asumiendo que 
los sujetos no son capaces de centrar su atenciôn al primer vistazo en el atributo 
mâs significative, es posible suponer que aquellos iconos que compartan mâs
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caracteristicas con otros iconos necesitarân un anâlisis mâs profundo que aquellos 
cuyas caracteristicas sean mâs individuales.
0 D I > q!1
0 D D > < D
Figura 3.19: Iconos abstractos utilizados por Wandmacher et. al.
Esta afirmaciôn es sustentada por la reinterpretaciôn de un experimento 
llevado a cabo por (Wandmacher y Arend, 1985) y replicado por Valero et. al 
(Valero, et al., En preparaciôn). En este experimento se presentaron dos conjuntos 
de iconos denominados abstractos y representativos a un grupo de sujetos. El 
resultado principal, que los iconos abstractos tenian tiempos de respuesta 
menores que los iconos representativos como puede verse en la figura 3.20, pero no 
es de importancia aqui. Lo importante es que, aplicando las ideas anteriormente 
senaladas, May et. al (May, et al., 1992) llevan a cabo una clasificaciôn de los 
iconos en funcion del numéro de otros iconos con atributos similares que existen en 
cada grupo, ordenândolos por la profundidad de procesamiento que necesitan para 
ser identificado. Esta clasificaciôn como es posible ver signe una linea 
aproximadamente recta tanto en el estudio de Wandmacher et al como en el de 
Valero et. al. Debido a que la replicaciôn es sôlo parcial y no se tuvo en cuenta la 
condiciôn que supuestamente deberia haber generado diferencias mâs grandes 
(sôlo cinco distractores trente a cinco y once distractores en el estudio original) 
résulta aceptable que la pendiente sea menor en esta. En (May, et al., 1993) se 
proporciona una prueba mâs directa de las ideas sugeridas.
Disposiciôn visual del interfaz.
Myers et. al (Myers y Hammond, 1991) al analizar un sistema de hipertexto 
descubrieron que eliminar un botôn de un interfaz signified romper una unidad 
visual que acarreô la incomprensiôn de una funciôn bâsica en el sistema. Ello se 
debiô a que una estructura funcional estable (cuatro comandos) que se encontraba 
reflejada en una estructura visual (cuatro botones formando un grupo), fue rota al
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modifîcar la estructura visual (un botôn intermedio fue eliminado, lo que llevô a que 
los usuarios percibieran los botones como formando dos grupos en lugar de uno) lo 
que llevô a una peor comprensiôn del sistema (el botôn aislado fue pobremente 
utilizado y comprendido).
2200 - 
2000 - 
I  1800-
I  1600-1
C<1>
I 1400
p
1200
1000 -
800
* Resultados de Wandmacher et. al
♦ Resultados de Valero et. al
« ♦
1 2  3 4
Iconos abstractos
2 3 4 5 T
Iconos representativos
Profundidad de procesamiento
Figura 3.20: Tiempos medios de reconocimiento para iconos 
representativos y abstractos en dos estudios.
El sistema experto es capaz de preguntar acerca de relaciones funcionales y 
relaciones visuales, comprobando si existe un paralelismo entre ambas y dando 
diagnôsticos negativos si eso no ocurre.
3.4.3.].3. El sistema experto y su funcionamiento.
La complejidad del modelo de Barnard et. al. hace poco viable realizar anâlisis 
manuales. Por ello, han construido un sistema experto que se encarga de 
automatizar esos anâlisis y que libera al disenador de esta tarea.
El sistema experto encargado de la modelizaciôn ha sido desarrollado por 
medio de un sistema comercial (Xi+ producido por Inference Ltd.), el cual ofrece
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una arquitectura basado en reglas de conocimiento^. Estas reglas se agrupan en 
bases separadas, encargândose el conjunto de reglas de una base concreta de 
llevar a cabo determinadas tareas del sistema experto. En la figura 3.21 es posible 
ver el esquema de las bases de conocimiento del sistema experto (tomado de May, 
et al., 1992), asi como los puntos en que el sistema va tomando informaciôn del 
encargado de hacer el anâlisis. Algunas de las bases de conocimiento mâs 
importantes, puestas con respecto al orden en que actüan son:
Infonnaciôn  introducida po r cl que hace la 
consulta
A n iliù t de
Input/output de la inform acidn generada 
por el sistem a.
Flu jo de control entre bases de datos.
Figura 3.21: Una descripciôn esquemâtica de ICS Expert, el sistema experto 
para realizar anâlisis ICS.
1) El descriptor estructural: Esta base se encarga de la descripciôn 
estructural del interface. En ella, la informaciôn se divide atendiendo a las fases de 
formaciôn de objetivos, especificaciôn de la acciôn y ejecuciôn de la acciôn (esta 
divisiôn se inspira en las ideas de Norman, tal y como son expuestas en p.e. 
Norman, 1986). Asi, en primer lugar, el sistema pide informaciôn relevante con
9 Aunque no estâ claram ente especificado, las descripciones del sistem a  
sugieren que este sistem a bâsicam ente ofrece una arquitectura de pizarra basada 
en reglas de producciôn (Hayes-Roth y Jacobstein, 1994).
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respecto a la elaboracion de los objetivos tal y como los pasos que la tarea 
necesitaria para ser llevada a cabo (por ejemplo, en un sistema de correo 
electronico podria ser el advertir que ha sido recibido correo, el examen de las 
caracteristicas del mensaje, la lectura de este en su caso y su archivado o 
borrado). A continuacion, el sistema solicita informaciôn acerca del ordenamiento 
que los pasos de la tarea tienen entre si, dado que este no posee ningûn tipo de 
conocimiento semântico y es la persona haciendo el anâlisis la que le tiene que 
proporcionar la informaciôn que necesita acerca de estos pasos. Por ejemplo, en un 
sistema de correo electrônico existe un ordenamiento lôgico entre el hecho de 
detectar que hay nuevo correo que se produciria en primer lugar y el hecho de 
examinar sus caracteristicas que se produciria en segundo; otros sistemas no 
obstante no tienen porqué tener una ordenaciôn similar.
El sistema pasaria a solicitar informaciôn acerca de las otras dos fases, 
especificaciôn de la acciôn y ejecuciôn de esta. Dado que muchos de los puntos en 
estas dos fases pueden considerarse como paralelos, el sistema ofrece una opciôn 
denominada Copiar para repetir la informaciôn introducida con cada elemento 
introducido.
2) El modelador: Esta base construye el modelo cognitivo atendiendo a la 
estructura de ICS. A su vez, esta base de conocimiento es capaz de llamar a otras, 
por lo que, por ejemplo, si el modelador révéla que es necesario el pase de 
informaciôn desde el subsistema Objeto al subsistema Morfonoléxico, llamarâ a la 
base Obj, la cual incluye informaciôn acerca de este subsistema y puede por tanto 
determ inar como de bien proceduralizada estâ la transformaciôn, dada la 
naturaleza y estado de los côdigos siendo trasformados. Esta base de datos puede 
asimismo solicitar informaciôn adicional acerca de puntos que este anâlisis puede 
anticipar que serân problemâticos. El resultado es una valoraciôn en termines 
numéricos de la fase que estâ siendo anahzada, lo cual servirâ para que la siguiente 
base del conocimiento, el Anahsta, élaboré sus informes.
3) El Analista: El analista lleva a cabo el tercer paso correspondiente al 
anâlisis, a partir del modelo de actividad cognitiva pasa a una descripciôn de la 
conducta del usuario o un comentario del diseno o una descripciôn del modelo en 
termines de ICS. Por ejemplo, si al llevar a cabo un anâlisis durante la 
especificaciôn de la acciôn se otorga la calificaciôn mâxima positiva a la utilidad de 
las unidades bâsicas del sistema proposicional entonces se dispararia una régla
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que indicarîa que los usuarios ocasionales serian probablemente capaces de 
recordar este conjunto de comandos.
Una vez el informe ha sido producido, el modelador es capaz de volver atrâs y, 
cambiando valores del diseno introducido repetir los anâlisis y obtener outputs 
distintos para de este modo evaluar las consecuencias de modifîcaciones en el 
diseno original.
Estudios empfricos con el sistema experto.
Shum y Hammond (1993) seleccionaron estudiantes de un curso de HCI y les 
introdujeron en el uso del sistema experto. Los sujetos llevaron a continuaciôn una 
tarea que implicaba la evaluaciôn de un sistema y su modifîcaciôn por un 
altemativa. A continuaciôn sigue una lista de los problemas encontrados a la hora 
de llevar a cabo esta tarea.
1) Saber que fase se estaba modelando. ICS necesita informaciôn acerca de 
très fases: Formaciôn de objetivos, especificaciôn de la acciôn y ejecuciôn de la 
acciôn. Los sujetos que lo utilizaron no lograron captar las diferencias entre estos 
niveles y, mâs aûn, tuvieron problemas en derivar las consecuencias relevantes en 
relaciôn a ellos. Como resultado, tuvieron problemas en contester adecuadamente 
a las preguntas que el sistema experto les iba haciendo.
2) Conocer la estructura de diâlogo: Los sujetos eran conscientes en muchas 
ocasiones de en que lugares era necesaria una mayor profundizaciôn en 
determinados aspectos, pero no sabian cuando se les iba a preguntar acerca de 
esos aspectos, por lo que se veian obligados a atender a cuestiones que ellos 
consideraban sin importancia antes de volver sobre el punto que realmente exigia, 
en su opiniôn, atenciôn.
3) Conocer cômo définir grupos de comandos: Los grupos de comandos hacen 
referencia a la disposiciôn visual de los comandos en el interface (ver apartado de 
disposiciôn visual del interface). En un buen numéro de casos, los sujetos pensaron 
que la definiciôn de grupos deberia hacerse en funciôn de la funcionalidad de los 
comandos, y no su presentaciôn visual. Ademâs, dependiendo de la fase de 
modelado, ciertas preguntas deben ser contestadas atendiendo a aspectos 
diferentes (p.e. las diferencias entre grupos de comandos pueden establecerse en 
termines de su funcionalidad, disposiciôn en la pantalla y forma de ejecuciôn), lo 
cual también provocô confusiones entre los sujetos.
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4) Los usuarios dicen: "Estamos haciendo el trabajo de la herramienta": En 
varias ocasiones los usuarios manifestaron que tenian la impresiôn de estar 
llevando a cabo el trabajo de la herramienta, debido a que ciertas preguntas 
solicitaban el juicio del evaluador acerca de cuestiones que este esperaba 
encontrar resueltas a través del sistema experto. Por ejemplo, el sistema experto 
pregunta como el significado de un comando encaja con el grupo en el que se halla 
incluido. Los usuarios sintieron que era responsabilidad del sistema experto 
contestar a eso, y que no era correcte que lo preguntara.
5) Los usuarios dicen: "Yo podia haber dicho eso sin necesidad de utilizar el 
sistema experto". Esta reacciôn parece bastante general. Hasta la fecha no hay 
ninguna prueba empirica que afi"onte esta cuestiôn.
3.4.3.I.4. CTA: Cognitive Task Analysis, anâlisis ICS manual.
Debido a que el sistema experto para los anâlisis ICS se encuentra todavia en
una fase no adecuada para su uso general (aunque empezaron hace seis anos), los 
desarrolladores de ICS utilizan en ciertas ocasiones anâlisis manuales que 
denominan CTA. El proceso no obstante no ha sido todavia explicitado en ningûn 
documente que hasta la fecha haya sido publicado por lo que résulta difîcil llevar a 
cabo ningûn tipo de valoraciôn de este.
3 .4 .3 .2 . PUM (Programable User Models) de Young et. al.
El anâlisis basado en PUM parte de la descripciôn por un disenador de 
interfaces del procedimiento deseado para llevar a cabo una tarea en un sistema 
interactive, a partir del cual se dériva el conocimiento que séria necesario y/o 
estaria disponible para un usuario intentando llevarla a cabo. Ese conocimiento es 
codificado dentro de la arquitectura de espacios de problemas SOAR (Laird, et al., 
1987a) produciendo un "modelo programado del usuario" que intentarâ llevar a 
cabo esta tarea. Este modelo proporciona informaciôn tanto acerca de las 
situaciones en las que el modelo necesitarâ embarcarse en actividades de soluciôn 
de problemas o simplemente caerâ en situaciôn de "impass", requiriendo 
informaciôn extema para poder continuar llevando a cabo la tarea.
3.4.3.2.I. Antécédentes.
El principal antecedente de PUM es SOAR, un sistema de inteligencia
artificial que intenta proporcionar una organizaciôn apropiada para la acciôn
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inteligente. Este sistema esta conectado con una Imea de investigaciôn que 
arranca con los trabajos de Newell y Simon acerca del "teôrico lôgico", la teorîa 
general de soluciôn de problemas y el desarrollo de sistemas de producciôn entre 
otros. A continuaciôn ofreceremos unas notas acerca de SOAR tomados de los 
siguientes origenes (Laird, et al., 1987b; Laird, et al., 1993) antes de continuar con 
la exposiciôn de PUM.
En SOAR la tarea de lograr un objetivo es formulada en termines de 
encontrar un estado deseado en un espacio de problemas. Asi, todas las tareas son 
resueltas por medio de bûsquedas heuristicas. La conducta rutinaria surge cuando 
se dispone de suficiente conocimiento para proporcionar control de la bûsqueda, es 
decir, para aplicar el operador correcte en cada situaciôn.
Cuando una situaciôn es problemâtica y no existe conocimiento para 
controlar la bûsqueda, el sistema es capaz de generar un subobjetivo encargado de 
darle soluciôn. A su vez este subobjetivo es capaz de llamar a otros subobjetivos. 
La situaciôn problemâtica es denominada "impass".
Existe un tipo de conocimiento especial dirigido a controlar las bûsquedas 
expresado en termines de preferencias.
El conocimiento a largo plazo es representado uniformemente por medio de un 
sistema de producciôn. Las producciones generan conocimiento de control de la 
bûsqueda, conocimiento procedural para operadores simples (los operadores mâs 
complejos son realizados opérande en una implementaciôn del espacio de 
problemas) y realizan otras funciones.
Los métodos de soluciôn de problemas bâsicos identifîcados en inteligencia 
artificial surgen directamente del conocimiento de la tarea. SOAR no necesita 
implementaciones especiales y separadas de estos métodos. Es capaz de 
generarlos por si mismo.
En cada ocasiôn que el sistema genera un subobjetivo en un "impass", el cual 
llega a una soluciôn satisfactoria, SOAR aprende la producciôn correspondiente de 
tal modo que en situaciones similares en el future no necesite llevar a cabo este 
proceso. Esto se denomina aprendizaje continue por medio de "chunking".
Por ûltimo, comentar que no es un sistema experto intensive en conocimiento 
en el cual haya mucho reconocimiento directe de situaciones problemâticas
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implementadas desde un principio. SOAR deduce el comportamiento correcto en 
cada ocasiôn y va aprendiendo aquellos caminos que se revelan como adecuados. 
En las pruebas realizadas por los autores se sorprenden al descubrir que su 
arquitectura no necesita de un numéro excesivo de producciones anadidas para 
resolver problemas tipicos de sistemas expertes con gran numéro de reglas.
3.4.3.2.2. Comparaciôn con otros métodos de modelizaciôn del usuario.
Young et al. (Young, et aL, 1989) senalan que el estilo de PUM es semejante al 
modelo de Kieras y Poison (1985) en ciertos aspectos. No obstante, existe un punto 
central que los distingue, ya que en un PUM no es necesario que estén 
especificados los métodos para llevar a cabo las tareas. Por el contrario, el objetivo 
de un PUM es observar si el modelo es capaz de generar la secuencia de acciones 
(tanto cognitivas como de otro tipo) necesarias para llevar a cabo la tarea. 
Ademâs, su énfasis estâ menos en el anâlisis de la conducta proceduralizada y 
mâs en la consideraciôn de conductas intensivas en el conocimiento (es decir, 
soluciôn de problemas).
Howes y Young (Howes y Young, 1991) analizan el componente de conexiôn 
acciôn-tarea de un PUM apoyândose sobre trabajos previos con TAG. TAG 
también es capaz de llevar a cabo una modelizaciôn de la conducta del usuario de 
sistemas de ordenador, no obstante, posee dos debilidades que son analizadas en 
este trabajo: En primer lugar, escribir un TAG es como escribir un programa de 
ordenador, pero sin la ventaja de tener un interpretador para chequear que el 
programa es correcto. En segundo lugar, a pesar de las mejoras sugeridas por 
Howes y Payne (Howes y Payne, 1990) TAG falla en reflejar muchos aspectos del 
papel del dispositive en guiar la conducta del usuario. No obstante, TAG es una 
metodologia comprobada empiricamente y de hecho, los anâlisis de tipo racional de 
PUM coinciden en parte con las predicciones realizadas por este modelo, en el 
sentido de que interfaces consistentes en términos de TAG son aprendidos mâs 
fâcilmente por un modelo de usuario expresado en términos de un PUM.
Por ultimo, aunque PUM se apoya en una herram ienta de inteligencia 
artificial (SOAR) la cual tiene conexiones évidentes con sistemas expertes (aunque 
su enfoque no intensive en conocimiento marca diferencias incluse con estos), 
PUM no es un sistema experto en HCI tal y como si es ICS, ya que lo modelado por 
PUM es un usuario, no un disenador. De este modo, el conocimiento incorporado 
por los modelos PUM es el que supuestamente tendrîa un usuario interesado en
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aprender a manejar el dispositive, no el que tendrîa un disenador decidiendo si el 
proyecto esta o no bien planteado.
3.4.3.2.3. Evoluciôn y estado actual.
PUM es una aproximaciôn que conecta de una manera mâs o menos clara 
con intentes previos de modelizaciôn de la conducta del usuario. Asi, Young et. al 
(1989) comentan que existe una cierta semejanza entre el estilo de la teorîa de la 
complejidad cognitiva y su propuesta, y en (Howes y Young, 1991) se hace una 
comparaciôn explicita entre TAG y PUM. Una diferencia mâs radical es la 
impuesta por la propia estructura de SOAR, el cual se centra en conducta menos 
proceduralizada y mâs relacionada con el conocimiento que los otros modelos. La 
otra gran diferencia estriba en el hecho de que los modelos anteriores debian ser 
analizados de un modo manual, siendo en buena parte un resultado de la actividad 
del disenador el obtener una estimaciôn de los posibles problemas mientras que 
SOAR ofrece un método para detectar automâticamente dônde podrîan aparecer 
los problemas.
Actualmente, (Blandford y Young, 1993) las actividades en tomo a PUM han 
consistido en desarrollar un lenguaje de instrucciôn (IL, Instruction Language) que 
permite llevar a cabo descripciones del conocimiento necesario acerca de la tarea y 
el dispositive. Las descripciones llevadas a cabo en ese lenguaje serîan analizadas 
por un interpretador denominado STILE que darîa lugar a côdigo SOAR, el cual 
séria un modelo ejecutable. No obstante, segûn senala Young (comunicaciôn 
personal, 1994), ninguna de estas herramientas son hoy por hoy faciles de usar en 
SI mismas asf que su utilidad en un medio de desarrollo real estâ todavia por 
determinar.
En nuestro caso, hemos examinado el interpretador STILE con objeto de 
utilizarlo para realizar anâhsis a través de él. A pesar de nuestros esfuerzos y de 
haber superado algunas de las dificultades (STILE estâ escrito en lisp y genera 
côdigo que luego es analizado por medio de SOAR) STILE no pudo ser utilizado de 
una manera mfnimamente util. La falta de documentaciôn (no existe en absolute), 
su carâcter de herramienta de investigaciôn, la falta de ejemplos y en general su 
estado inconcluso no nos permitieron reaUzar ningûn tipo de anâlisis. Un problema 
que, como comentaremos mâs adelante, parece menor, ya que ni siquiera los 
autores utilizan estas herramientas para hacer sus anâlisis.
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3A.3.2.4. Investigaciones en tomo a PUM.
No existe todavia lo que podriamos considerar pruebas empiricas del 
funcionamiento de PUM. Hasta ahora los anâlisis publicados han sido de tipo 
racional, comparando su funcionamiento potencial con resultados publicados en la 
literatura. Por ejemplo, (Young, et al., 1990) partiendo del conocimiento (supuesto) 
que très tipos de usuarios (novato, intermedio y experto) tienen del interface de 
usuario de los ordenadores Macintosh, se plantean que conocimiento necesitan 
tener 0 les es propio al elegir un archiva para abrirlo. Ello les lleva a una 
descripciôn de ese conocimiento que podria ser simulada en SOAR. Por otro lado, en 
(Young y Whittington, 1990) introducen una notaciôn (aunque no definitiva) para 
llevar a cabo las descripciones.
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Capttulo 4
Descripciôn y  anâlisis de un 
interfaz hombre- 
co m p u ta d o r
4.1 Introducciôn
En este capitule se présenta una aplicaciôn de très modelos formales para 
la descripciôn de un ejemplo preparado a tal efecto. Estas descripciones 
permiten realizar una serie de predicciones acerca de diversas variables 
dependientes (tiempo de realizaciôn, errores, etc.) en relaciôn con las tareas.
Pasaremos en primer lugar a justificar los modelos utilizados a la hora de 
describir la situaciôn. En segundo lugar, veremos una descripciôn de la 
situaciôn por la que los sujetos pasaron y las descripciones formales 
realizadas de esa situaciôn. Por ultimo, comprobaremos el ajuste de las 
predicciones a las descripciones realizadas.
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4.2 Justificaciôn de los modelos utilizados
Dentro de los objetivos de la tesis se contemplaba el realizar un 
diagnôstico de la aplicabilidad de las técnicas y la existencia de informaciôn 
suficiente para llevarlas a cabo con la suficiente fiabilidad. En este apartado 
realizaremos un adelanto de las conclusiones extraidas al respecto para de 
este modo dar continuidad al texto sin peijuicio de retomar algunas de las 
cuestiones tratadas aqui en el apartado de conclusiones.
En el capitule anterior hemos visto una descripciôn de diversas 
aproximaciones a la descripciôn formai de interfaces hombre ordenador 
présentes en la literatura. Como ha quedado establecido, todas estas 
descripciones pueden ser clasificadas en très apartados: descripciones 
formales del sistema, notaciones de descripciôn de diâlogos y modelos de 
usuario.
Ya que nuestro interés se centra fundamentalmente en la predicciôn de las 
dificultades que los usuarios encontrarân a la hora de realizar tareas con el 
ordenador, los modelos de usuario son la perspectiva en que nos hemos 
centrado.
Con respecto al resto de las notaciones, las descripciones formales del 
sistema presentan una perspectiva excesivamente abstracta respecto al 
comportamiento real que un interface deberia tener, estando mâs centrada 
en el establecimiento de los marcos conceptuales dentro de los que un diseno 
deberia encontrarse antes que en la especificaciôn de conductas concret as. 
Otro tipo de notaciones mâs concretas son necesarias para la especificaciôn 
de sistemas concretes (Dix, 1991).
Las notaciones para la descripciôn de diâlogos estân un paso mâs cerca de 
la descripciôn de sistemas concretes. Por medio de ellas un disenador puede 
establecer las acciones concretas que el usuario tendrâ disponibles, los 
resultados de esas acciones y en general el comportamiento del interfaz. Los 
posibles bénéficiés de esta descripciôn son los derivados de establecer un 
diseno que pueda ser discutido en equipo, ser visualizado mâs claramente y 
ser reestructurado sin el excesivo esfuerzo que significaria hacer lo mismo 
con un prototipo funcional. También, y no menos importante en ocasiones.
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podria ser acordado un contrato en funcion de estas especifîcaciones, 
evitando posteriores reclamaciones y desacuerdos.
No obstante, estas descripciones no fueron disenadas con la perspectiva 
de realizar anâlisis y predicciones de la conducta del usuario, por lo que 
determinar los puntos conflictivos o débiles de una especificaciôn es una 
tarea que recae sobre el disenador, a partir de su propia experiencia. Por ello, 
su interés desde nuestro punto de vista puede considerarse como limitado^.
Ahora bien, una de las notaciones de descripciôn de diâlogos si incorpora 
una serie de sugerencias para el anâlisis de las especifîcaciones. Esta 
notaciôn es la denominada Action Task (Curry y Monk, 1990a; Curry y 
Monk, 1990b; Monk, 1990). Ademâs, y como una aportaciôn original de este 
trabajo, ha sido desarrollada una métrica basada en el numéro posible de 
acciones en cada momento (una explicaciôn mâs detallada aparecerâ mâs 
adelante) que permite una predicciôn de la dificultad de realizaciôn de cada 
tarea.
Por ûltimo, las dos siguientes notaciones para la descripciôn de modelos de 
usuario han sido utilizadas. Estas son, NGOMS, la versiôn mâs "amigable" de 
GOMS (Kieras, 1988; Kieras, 1991) y TAG (Schiele y Green, 1990). Dos 
razones fondamentales nos han llevado a esta elecciôn:
1) El ser considerados como dos métodos ampliamente citados y de gran 
impacto en la literatura si atendemos a las revisiones existentes acerca del 
campo (p.e. Dix, et al., 1993; de Haan, et al., 1991; Simon, 1988).
2) El tener textes que especifican de una manera lo suficientemente clara 
y detallada la aplicaciôn de los métodos de tal modo que su aplicaciôn puede 
ser considerada como relativamente clara y fiable. Este tipo de explicaciones 
tan précisas no abundan precisamente en la literatura, estando en muchos 
casos muy limitada la aplicaciôn de estos modelos por esta causa.
Otros métodos présentes en la lite ra tu ra  no cumplen estas 
caracteristicas. Sin en trar en todos los métodos uno por uno résulta
1 En realidad, debido a la progresiva apariciôn de sistemas de prototipos de interfaces grâficcs, esta 
perspectiva puede derivar en sistemas que permitan la especificaciôn de prototipos funcionales de una 
manera relativamente sencilla y râpida.
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interesante comentar las razones por las que se ha rechazado su utilizacion 
en dos casos muy concretos que presentan un volumen importante de 
apariciones en la literatura y un gran interés para muchos de los autores que 
realizan revisiones. Estos son PUM (Young, et al., 1989; Young y 
Whittington, 1990) e ICS (Barnard, et al., 1987; Barnard, 1988; May, et al., 
1993).
La aplicaciôn del primer método se encuentra supeditada en PUM a la 
utilizacion de una serie de rutinas escritas en lisp (denominadas STILE) que 
generan un côdigo utilizable en un sistema experto (SOAR). Realizar esta 
descripciôn para luego proporcionârsela a las rutinas en lisp es, al parecer, 
tan  complejo, que, en la prâctica, los propios autores realizan anâlisis 
verbales, aunque "inspirados" en las posibles descripciones que podrian 
hacerse. Asi, en Blandford y Young (1994), después de haber realizado un 
anâlisis de un interfaz se comenta: "... dados los resultados de un anâlisis del 
conocimiento simple (que iluminô un gran numéro de inconsistencias y 
cuestiones no resueltas acerca del diseno), no hemos identificado ningûn ârea 
en la que hacer un anâlisis PUM complete (que incluiria el desarrollo de una 
descripciôn en lenguaje de instrucciôn del diseno y la implementaciôn de un 
modelo funcional) fiiera una posibilidad a considerar". Este planteamiento, no 
obstante, impide la utilizaciôn de su método a otros investigadores o 
disenadores, ya que no hay ninguna especificaciôn clara de la forma en que es 
realmente realizado. Dos pârrafos mâs allâ, los propios autores contestan a 
esta cuestiôn del siguiente modo: "^En qué cantidad esto es un modelado de 
usuario que podria ser ensenado como una habilidad independiente a un 
disenador, y cuânto es el resultado de la inteligencia original de individuos 
concretos?". La respuesta es que los autores "intuyen" que buena parte del 
proceso que realizan es independiente de los modeladores. No obstante, lo 
cierto es que el nivel al que su método estâ expuesto, no ofrece muchas 
oportunidades para poder realizar comprobaciones de sus aseveraciones. En 
nuestro caso, al utilizar las rutinas nos hemos encontrado con grandes 
dificultades, ya que no existen instrucciones ni informaciôn acerca de cômo 
utilizarlas. Ademâs, no existen ejemplos completos desarrollados, sino partes 
muy triviales de situaciones muy concretas. Aunque, muy probablemente, 
nuestra incapacidad para hacer uso de estas rutinas pueda deberse a la falta 
de conocimientos en un ârea de la complejidad de SOAR y la inteligencia 
artificial, no creemos que un método que descansa sobre la posesiôn de estos
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conocimientos tenga nunca aceptaciôn generalizada. De algûn modo, los 
autores deberian proporcionar un conjunto de normas y procedimientos que 
cualquiera pudiera seguir.
Por otro lado, ICS tampoco tiene ninguna exposiciôn que muestre de una 
manera formai el proceso que se sigue para llevar a cabo una descripciôn 
(v.p.e. May, et al., 1992; May, et al., 1993). Lo mâs parecido a una 
especificaciôn clara de los métodos a seguir es el desarrollo de un sistema 
experto para el modelado de interfaces que debfa de servir como una "prueba 
de concepto", el cual todavia no se encuentra disponible para uso general, y 
que, en nuestra experiencia con una versiôn "sôlo para investigadores", se 
comportô de una manera poco fiable. Una experiencia, por otra parte, similar 
a la experimentada por disenadores "del mundo real" (Shum y Hammond, 
1993).
4.3 El ejercicio a describir
4.3.1 Elementos del ejercicio
Para la realizaciôn del ejercicio de modelado que nos propusimos llevar a 
cabo se elaborô un programa informâtico que serviria como ejemplo a 
analizar. Este programa constaba de cinco môdulos que simulaban una tarea 
semej ante a las que podrian ejecutarse mediante un procesador de textes. 
Las tareas simuladas fueron las siguientes:
Ca r to  a M a r t i n  
Ejemplo enp .
R t ii cu lo  p r o g ra m a c iô n  
Da tos  in u es t ig a c iô n  
Cap i tu lo  1 
Cap i tu lo  2 
Cap i tu lo  3 
Cap i tu lo  4 
Cap i tu lo  S 
Ca p i tu lo  6
I  Cam bia r  Nom bre  |
Cam bia r  C o m e n ta r io s
Rrthluo tdiclèii Tipo TamaKe D ecum anlai
a i  ba sa i de daloa da InformaclAn bipllogrifica pueden te r  u tila i al m anoi 
de da» ferm ai: I l cerna mendie pare  rea liza r bù iquede i aNhauitlua» acerca 
de detarm inada» lama» da In ta rè i g, 21 came una m anara da aualuar al 
a ila d a  da un campa da Inuaillgacldn a tra u é i da racu an la i da dalarm tnadai 
alam anta» da Inter*» (au ta ra i, rau lila»  Im partania». lam a» tra lada»  
habilualm anla, atc .l. Ne a b ila n la , m ianira» que la prim era utilidad luala  
a l le r  cublarla can ma» a mena» fa rt una can la ftu ra ra  praparclanada par la» 
am praia» aipaclallzada» (al cual adm ita lad au la  mucha» m ajara». u aa ia  
p.p. Dumal», 19*11, ne a» habituai ancan irar facllldada» para la lagunda. 
N uaiira pargram a (danam inada BIbcantl, realize  racuanla» da m anara 
aulam ètica para cada una da la» lérmina» d litin la»  da la» campa» 
anildarada», can la que ningùn d a ta  a» Ignarada. Da ac te  made, par 
ajam pla, a» pailb la  can iagu ir un* Hat* da lada» la» au tara»  que han 
publlcada an una ra v lita  detarm inada g al nùm ara da paca» qua ha 
aparacida cada una da alla» an algùn a rticu la .
Rata» da p a ia r  a  m a ilra r  un ajam pla craama» que a» In la ra ian ta  cam anlar 
una da la» pailbla» camina» que pad ria  habaraa tam ada para  llauar a caba 
a lla»  anéllil». Ne» a ilam a»  rafirtanda an cancra ta  al u»a da la» apciana» da
1) Un ejemplo de cambiar comentario. 2) Un ejemplo de guardar archive.
Figura 4,1: Pantallas que los usuarios vieron en su interacciôn con 
el ordenador.
1) Cambiar la primera linea de un texto.
2) Cambiar el comentario adherido a un texto.
3) Guardar el archive utilizado con un nombre distinto.
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4) Imprimir un texto.
5) Cambiar el tipo y el tamano de las letras de un texto.
Algunas de las pantallas caracteristicas que los usuarios utilizaron
pueden verse en la figura 4.1.
El programa fue desarrollado de tal modo que los usuarios solo podian 
seguir un camino hasta alcanzar el objetivo. De ese modo, los errores 
cometidos no llevarîan a los usuarios a situaciones alejadas del problema a 
resolver, y la recuperaciôn de error necesitaria la menor cantidad de tiempo 
posible. En caso de no realizar la acciôn correcta, el sistema respondia no 
llevando a cabo ninguna acciôn la primera vez. Cuando el sujeto realizaba la 
acciôn incorrecta de nuevo, el sistema respondia con un mensaje indicando al 
usuario cual era la acciôn correcta que debia seguir a continuaciôn.
Debido a que se esperaba que muchos de los sujetos utilizados tuvieran 
una experiencia baja o nula en el uso de ordenadores, lo cual inclma 
problemas en la utilizaciôn de materiales de input como el ratôn y el teclado, 
se introdujeron dos ejercicios de entrenamiento y aprendizaje inicial. Estos 
fueron, en primer lugar, un tutorial disenado para aprender la utilizaciôn del 
ratôn proporcionado por los fabricantes del ordenador utilizado, y, en segundo 
lugar, un tutorial desarrollado ad hoc para la ensenanza de elementos bâsicos 
de manejo del interfaz de usuario taies como botones, cuadros de diâlogo, 
menus, etc. Un ejemplo del sistema utilizado para el aprendizaje de esos 
elementos bâsicos se muestra en la figura 4.2.
Ejercicio I
e s ta is  
explicaciones 
Un ejemplo de oenù es Ejercicio 
1. el cual ha aparecldo en la 
parte superior Izqulerda de la 
pantalla.
**Aprleta la tecla retorno para 
continuar**
Figura 4.2: Sistema de ensenanza.
Por ûltimo, para la realizaciôn de cada tarea se proporcionô a los usuarios 
un material escrito que detallaba los pasos a seguir, asi como una cierta
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cantidad de informaciôn general acerca del significado y contenido de esta. 
Estos textos pueden ser consultados en el Anexo I y sôlo se permitia 
utilizarlos al principio de cada tarea, no durante su realizaciôn. De este modo, 
los sujetos estaban, en buena parte, obligados a aprender los procedimientos 
a partir de la informaciôn proporcionada en la pantalla.
4.3.2 Desarrollo de los ensayos
El desarrollo del ejercicio de manejo del programa descrito seguia los 
siguientes pasos.
1) Fase de aprendizaje: los sujetos pasaban por los dos tutoriales 
anteriormente descritos.
2) Una descripciôn del cuestionario NASA-TLX, destinado a medir carga 
mental, les era proporcionada a los sujetos. Después realizaban un ensayo 
para el manejo de este programa. Los resultados del pase de este cuestionario 
no serân mostrados aqui.
3) Los sujetos recibian instrucciones acerca de la primera de las tareas, 
retirândoselas después que estos manifestarân haberlas leido dos veces.
4) Los sujetos ejecutaban la tarea un mfnimo de 3 veces de las cuales una 
de ellas al menos deberia de haberse terminado sin cometer errores. En caso 
de que el usuario siguiera cometiendo errores ostensibles después del tercer 
ensayo se le hacfa repetir la tarea hasta que éstos desaparecieran. Los 
sujetos fueron instruidos en realizar las tareas lo mâs râpidamente posible 
pero sin cometer errores. Cada uno de los intentos en las distintas tareas 
fueron analizados por separado lo cual conllevô una serie de complejidades de 
anâlisis que serân explicadas mâs adelante. Las tareas fueron realizadas en 
dos ordenes diferentes para de ese modo tener en cuenta los efectos de haber 
aprendido las tareas siguiendo series diferentes.
4.3.3 Método de registro de las interacciones
El desarrollo de las sesiones fueron registradas por medio de 
ScreenRecorder™, un programa que proporcionaba archives en disco duro 
que contienen las llamadas a las rutinas grâfîcas en ROM que realizan los 
ordenadores Macintosh para dibujar en pantalla. Posteriormente, el 
programa Mediatracks™ es capaz de reproducir esa pelicula, permitiendo
175
Descripciôn y  anâlisis de un interfaz hombre-computador
introducir cortes en la pelicula y proporcionando estimaciones de la duraciôn 
de los cortes con una precision que llega hasta la décima de segundo. El 
programa permite retroceder y avanzar paso a paso la imagen por lo que los 
cortes realizados puede ser precisados a un nivel apropiado.
Es necesario tener en cuenta que los anâlisis posteriores fueron realizados 
a un nivel de agregaciôn mayor que el utilizado al llevar a cabo el registro 
observacional, por lo que es de esperar que las imprecisiones en la 
observaciôn deberian de tender a ser anuladas. Como es posible ver, un total 
de 3362 observaciones fueron obtenidos de las cintas individuales que 
describfan el tiempo empleado por el sujeto en cada una de las tareas. Este 
volumen de datos implica naturalmente un gran esfuerzo de recogida. Como 
comentan (Ritter y Larkin, 1994) no es de extrafiar la poca cantidad de 
estudios que utilizan este tipo de datos. Tampoco es de extrafiar el numéro de
Media Mediana N Asime. C urto . Dv. t i Min Max
Tiempo
Errer
2.456
24.12
1.200
9
3362
3362
5.963
1.872
62.51
2.468
3.885
30.46
0
1.900
68.70
127
Tabla 4.1: Estadisticos descriptivos de los datos originales.
4.3.4 Muestra
Los sujetos fueron trece alumnos de primer curso de Estadfstica de la 
Facultad. El primero de ellos fue desecbado debido a ser considerado como 
prueba para el manejo de los instrumentos y el software utilizados, por lo que 
los resultados que se mostrarân a continuaciôn no tendrân en cuenta mâs 
que a doce usuarios.
4.4 Descripciôn de los modelos y predicciones 
cualitativas
Los modelos considerados para describir el sistema son NGOMS, TAG y 
Action-Task. Seguiremos este orden para m ostrar las descripciones 
realizadas
4.4.1 Descripciôn NGOMS
La descripciôn NGOMS es una simplifîcaciôn de CCT, el método propuesto 
por Bovair et al. (Bovair, et al., 1990) y que fue expuesta en su manera mâs 
clara en Kieras (1991).
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E sta descripciôn présenta las siguientes estructura y caracteristicas 
notacionales.
Estructura de la descripciôn
1) J e ra rq u ia : La notaciôn présenta una estructura jerârquica en la que 
los métodos mâs générales incluyen llamadas a métodos particulares. Cada 
uno de los niveles estâ etiquetado consecutivamente para permitir seguir 
esta estructura.
El primer nivel es especial ya que su ùnica funciôn es disparar los otros 
métodos que serân utilizados en cada caso por medio de una régla de selecciôn 
que détermina cual corresponde en cada caso.
Todos los métodos terminan con una régla que indica que el objetivo ha 
sido realizado, indicando que el control puede retornar a un nivel superior, 
tomândose la acciôn correspondiente.
2) P ro fu n d id a d  de la  je ra rq u ia : Kieras (1991) recomienda cuatro 
niveles aproximadamente de jerarquia. En el nivel inferior, las acciones 
ocurren al nivel de tarea mâs simple contemplado.
3) T a rea s  d efin id as p o r el operador: En el apartado denominado 
documentaciôn es posible ver una descripciôn de las tareas definidas para la 
descripciôn. En ellas se encuentran por un lado los operadores externes 
primitives y en segundo los operadores mentales. Estas entidades se definen 
del siguiente modo (Kieras, 1991):
• Operadores externes primitives: Los operadores primitives son 
operadores que no pueden ser refinados a un grano mâs reducido. Los 
operadores externes son acciones observables mediante las cuales los 
usuarios intercambian informaciôn con el exterior. El operador define los 
operadores externes primitives en funciôn del anâlisis a realizar.
• Operadores mentales: Son las acciones internas ejecutadas por los 
usuarios. Son no-observables e hipotéticas, inferidas por el teôrico o el 
analista. Los operadores mentales hacen referencia a parâmetros générales. 
Por ejemplo, el operador mental Verificar resultado <resultado> haria 
referencia a un resultado cualquiera. En nuestro caso, para facilitar la
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lectura, en cada momento se indicarâ explicitam ente el valor 
correspondiente.
4) Supuestos y juicîos llevados a cabo por el analista: A la hora de 
realizar las descripciones se establecen una serie de supuestos que delimitan 
cuestiones particu lares que podrian ser sujetos a posteriores 
comprobaciones.
La descripciôn puede seguirse a continuaciôn. Para mâs informaciôn 
puede consultarse el capitulo anterior. Acompanando la descripciôn bay una 
serie de notas a pié de pagina que muestran algunos de los razonamientos o 
intuiciones extraidos a partir del anâlisis, los cuales podrîan ser utilizados 
para guiar el desarrollo de un sistema y son un ejemplo del tipo de informaciôn 
obtenible al realizar este tipo de descripciones.
1. Nivel I
1 . M é t o d o  p a r a  r e a l i z a r  o b j e t i v o  g e n e r a l
1. Obtener siguiente tarea del texto.
2. Decidir: Si no mâs tareas simples, entonces devolver
objetivo realizado.
3. Llevar a cabo la siguiente tarea simple.
4 . Ir a 1.
R e g l a s  d e  s e l e c c i ô n  p a r a  e l  o b j e t i v o  d e  e j e c u t a r  l a  
t a r e a  s i g u i e n t e .
Si la tarea es Cambio de Tipo-Tamaflo, entonces llevar a cabo 
Cambio de Tipo-Tamano.
Si la tarea es Imprimir, entonces llevar a cabo Imprimir.
Si la tarea es Primera linea, entonces llevar a cabo cambio 
Primera linea.
Si la tarea es Duplicar, entonces llevar a cabo Duplicar.
Si la tarea es Cambiar Comentario, entonces llevar a cabo 
Cambiar Comentario.
2. Nivel II
1. Método para llevar a cabo Cambio de Tipo-Tamano
1. Abrir archivo
2. Cambiar TipodeLetra
3. Cambiar TamanodeLetra
4. Salir
5. Devolver Objetivo realizado.
2 . Método para Imprimir
1. Abrir archivo
2. Ajustar Pagina
3. Imprimir
4. Salir
5. Devolver Objetivo realizado.
3. Método para Primera Linea
1. Abrir archivo
2. Cambiar PrimeraLinea
3. Salir
4. Devolver Objetivo realizado.
4 . Método para Duplicar
1. Abrir archivo
2. Guardar Archivo con otro nombre
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3. Salir
4. Devolver Objetivo realizado.
5. Método para Cambiar Comentario
1. Cambiar el comentario^
2. Salir
3. Devolver Objetivo realizado.
3. Nivel III
1. Abrir archivo
1. Retener que el comando es Abrir y Seleccionar comando
menu <comando>
2. Verificar resultado <Ventana abrir abierta>
3. Retener que el item de lista es <nombre de fichero> y
Seleccionar de lista <item de lista>
4. Retener que Tipo de botôn es Confirmer y Presionar
boton <tipo de botôn> .............................................
5. Verificar resultado <documento abierto>.
6. Devolver Objetivo realizado.
2. Cambiar TipodeLetra
1. Retener que comando de menu es <nuevo tipo de letra> 
y Seleccionar comando menu <comando>
2. Verificar resultado <Tipo de letra cambiado>
3. Devolver Objetivo realizado
3. Cambiar TamanodeLetra
1. Retener que comando de menu es <nuevo tamano de 
letra> y Seleccionar comando menu <comando>
2. Verificar resultado <Tamano de letra cambiado>
3. Devolver Objetivo realizado
4. Salir
1. Retener que el comando es Salir y Seleccionar comando 
menu <comando>
2. Verificar resultado <Salir del programa>
3. Devolver Objetivo realizado
5. Ajustar Pagina
1. Retener que el comando es Ajustar Pagina y 
Seleccionar comando menu <comando>
2. Verificar resultado <Ventana ajustar pagina abierta>
3. Retener que Tipo de boton es Confirmer y Presionar 
boton ctipo de boton>
4. Verificar resultado <pâgina ajustada?^>
5. Devolver Objetivo realizado
6. Imprimir*
1. Retener que el comando es Imprimir y Seleccionar 
comando menu <comando>
2. Verificar resultado <Ventana Imprimir abierta>
2 Es posible que realizar el anâlisis partiendo de una tarea con un nivel tan amplio no sea conecto. Al 
fin y al cabo, podna ser dividida en fragmentes que presentarîan consistencia con otras tareas. Después de 
les anâlisis estadisticos, esta es una hipôtesis muy razonable. No obstante, este anâlisis ha sido 
conservado tal y como fue hecho originalmente.
3En este caso, el paso de verificar resultado es un tan to artificial. Obviamente se produce una 
verificaciôn de que las cosas ban ido bien, por que si no fuera asf, el sistema producina un error, sin 
embargo, no existe un resultado explicito que pueda ser contrastado, por lo que es dudoso que los sujetos 
estén contrastando esto o no. Este paso se queda, pero es indicativo de una cierta inconsistencia y es un 
resultado interesante del anâlisis. Por otro lado el Macintosh es exactamente asf, produciendo este 
comando la mayor parte de las veces un resultado un tanto vago. Quizâs un feed-back mâs explicito fuera 
valioso.
4 En este caso sf que aparecfa una ventana indicando que el documento estaba siendo impreso.
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3. Retener que Tipo de boton es Confirmer y Presionar 
boton ctipo de botôn>
4. Verificar resultado cVentana de impresion>
5. Devolver Objetivo realizado
7. Cambiar PrimeraLinea^
1. Retener que Tipo de botôn es Primera Linea y 
Presionar Botôn cTipo de botôn>
2. Verificar resultado cVentana primera linea abierta>
3. Teclear Texto
4. Cerrar Ventana
5. Devolver Objetivo realizado
8. Guardar Archivo con otro nombre
1. Retener que el comando es Guardar Como y Seleccionar 
comando menu ccomando>
2. Teclear Texto
3. Retener que Tipo de botôn es Confirmer y Presionar
botôn ctipo de botôn>
4. Devolver Objetivo realizado
9 . Cambiar el comentario
1. Retener que comando de menu es Examiner y Seleccionar 
comando menu ccomando>
2. Verificar resultado cVentana comentarios abierta>
3. Retener que el item de lista es Comentario a cambiar 
y Seleccionar de lista citem de lista>
4. Retener que Tipo de botôn es Cambiar comentarios y 
Presionar botôn ctipo de botôn>
5. Verificar resultado cVentana cambiar comentarios 
abierta>
6. Teclear Texto
7. Retener que Tipo de botôn es Confirmer y Presionar 
botôn ctipo de botôn>
8. Retener que Tipo de botôn es Hecho y Presionar botôn 
ctipo de botôn>
9. Devolver Objetivo realizado
4. Nivel IV
1. Seleccionar comando menu ccomando>
Reglas de selecciôn para Seleccionar comando menu
Si comando apropiado en instrucciones entonces Seleccionar 
comando menu 1
Si no comando apropiado en instrucciones entonces
Seleccionar comando menu 2 
Seleccionar comando menu 1
1. Mirar instrucciones ccomando de menù> y Registrar 
ccomando de menù>.
2. Recuperar ccomando de menû> y Localizar en menü
cposiciôn comando apropiado menû>® y Registrar cposiciôn en 
menû>.
3. Recuperar cposiciôn en menü> y Descender cmenù
apropiado.
4. Recuperar ccomando de menù> y Verificar resultado
ccomando de menu seleccionado>.
5 Una cosa que puede ocurrir: el sujeto teclea el texto y lo olvida. Luego, al cerrar la ventana, esta no 
lo hace, por lo que tiene que a) recorder el item de nuevo o b) buscarlo de nuevo en la documentaciôn.
6 Kieras y Elkerton (p. 31) asumen que los usuarios expertos son capaces de recorder la posiciôn de 
los comandos en los menus. En nuestro caso (v. Howes, 1990 para una discusiôn de este punto) es mâs 
apropiado penser que ni siquiera los usuarios expertos recuerdan exactamente la posiciôn de los comandos 
en menus y por tanto necesitan siempre llevar a cabo un proceso de localizaciôn para utilizarlos.
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5. Soltar Botôn raton <comando apropiado menü>.
6. Paso compuesto: Olvidar <comando apropiado menù>,
Olvidar posiciôn <%%> y Devolver Objetivo realizado.
Seleccionar comando menü 2
1. Recuperar <comando de menü> y Localizar en menü 
<posiciôn comando apropiado menü> y Registrar <posiciôn en 
menü>
2. Recuperar <posiciôn en menü> y Descender por menü.
3. Recuperar <comando de menü> y Verificar resultado 
<comando de menü seleccionado>.
4. Soltar Botôn ratôn <comando de menü>.
5. Paso compuesto: Olvidar <comando de menü>, Olvidar 
<posiciôn %%> y Devolver Objetivo realizado.
2. Seleccionar de lista <item de lista>
1. Recuperar <item de lista> y Mirar instrucciones <item
de lista> y Registrar <item de lista>
2 . Recuperar <item de lista> y Localizar <item de lista>
y Registrar <posiciôn %%>
3. Recuperar cposiciôn %%> y Mover flecha-ratôn a 
<posiciôn %%>
4. Clickar
5. Recuperar <item de lista> y Verificar resultado <item 
correcto seleccionado>.
6. Olvidar <ltem de lista> y Olvidar <posiciôn %%> y 
Devolver Objetivo realizado.
3 . Presionar botôn ^
1. Recuperar ctipo de botôn> y Localizar ctipo de botôn> 
y Registrar cposiciôn %%>
2. Recuperar cposiciôn %%> y Mover flecha-ratôn 
cposiciôn %%>
3. Clickar
4. Verificar resultado cbotôn resaltado invertido>
5. Olvidar cposiciôn %%> y Devolver Objetivo realizado
4. Teclear Texto
1. Mirar instrucciones ctexto apropiado> y Registrar
ctexto apropiado>
2 . Recuperar ctexto apropiado> y Usar el teclado
3. Verificar resultado cTexto bien escrito>®
4. Olvidar ctexto apropiado> y Devolver Objetivo 
realizado
5 . Cerrar ventana ^
7 Este punto podrîa resolverse de otra manera, podrîa haberse descrito un ünico procedimiento para 
presionar botones, pero luego haber introducido una régla de selecciôn que distinguiera entre botônes no 
seleccionados y botones seleccionados. Esta forma de describirlo no obstante tiene cierto interés intuitive. 
Los botones que no son para confirmar en general llevan algùn tipo de carga de significado y por lo tanto 
implican algùn tipo de decisiôn mâs compleja que los que sôlo sirven para confirmar. Ello hace que los 
botones de confirmar sean contestados de una manera mâs râpida e irrefiexiva.
Otra diferencia estaria en el uso de la memoria a corto plazo. Los botones por defecto no tendrian que 
ser recordados por sf mismos y por tanto no harfa falta un proceso de identificaciôn, reconocimiento como 
en los otros tipos de botones.
8 Este verificar resultado quizâs deberfa considerarse como un poco dudoso. ^Hasta qué punto es 
similar a otros verificar resultado? Esta verificaciôn se hace paso a paso a la vez que escribes y puede ser 
bastante diferente a otros verificar resultado.
9 Podrfa considerarse que esto es un caso especffico de botôn. Sin embargo la diferencia en la 
verificaciôn hace que lo haya considerado como algo separado.
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1. Recuperar <boton cuadro de cierre>^° y Localizar 
<bot6n cuadro de cierre> y Registrar <posici6n %%>
2. Recuperar <posiciôn %%> y Mover flecha-ratôn 
<posiciôn %%>
3. Clickar
4. Verificar resultado <La ventana se cierra
apropiadamente>
5. Olvidar <posiciôn %%> y Devolver Objetivo realizado
Después de la descripciôn es necesario anadir la documentaciôn en la que 
se especifica informaciôn necesaria para entender la descripciôn anterior (v. 
explicaciones anteriores).
Operadores externes primitivos
1. Descender por menu: Con el menu bajado équivale a mover la 
flécha del ratôn hacia abajo hasta ponerla sobre el comando apropiado.
2. Soltar Botôn ratôn.
3. Mover flecha-ratôn.
4. Click-ar.
5. Usar el teclado.
Operadores mentales.
1. M irar instrucciones (<comandos>, <datos>, <instrucciôn 
apropiada>, <texto apropiado>): Signifîca mirar a una pagina con 
parâmetros acerca de las tareas realizadas habiendo sido previamente 
senalados los valores correspondientes a la ta rea  por el 
experimentador.
2. Verificar resultado (<comando menu seleccionado> <nombre de 
archivo seleccionado> <texto bien escrito> <ventana cerrândose 
apropiadamente).Signifîca comprobar que la acciôn llevada a cabo da 
lugar a un resultado apropiado. También podrfa formularse como 
comprobar que la acciôn llevada a cabo produce algùn tipo de resultado
10 Esta régla no es muy clara. Se trata de que el botôn apropiado puede estar en la memoria del 
usuario o no. Si no lo estâ el sujeto tiene que entrar en una cierta fase de soluciôn de problemas hasta dar 
con el botôn apropiado. Esta fase de soluciôn de problemas, no obstante no es necesariamente negativa, 
ya que tras ella se détecta no sôlo el botôn apropiado, sino también la posiciôn en la que estâ. Ello puede 
ayudar a explicar el fenômeno de que los usuarios de sistemas grâficos se apoyen de una manera tan grande 
en la pantalla y mucho menos en la LTM de lo que quizâs podrfa esperarse, ya que la diferencia en 
longitud no es tan larga. Hay que tener en cuenta que este proceso incumple una de las normas de Kieras, 
pero también hay que tener en cuenta que es debido a una cierta peculiaridad que permite “conducta 
aventajada”.
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visible que no es el mensaje de errer con las orientaciones acerca del 
camino correcto siguiente.
3. Localizar (<nombre de archivo> <comentario> <botôn cuadro de 
cierre> <tipo de botôn> <item de lista>).Signifîca localizar en pantalla 
alguna de las entidades seûaladas entre paréntesis para luego, 
tfpicamente, senalarlas con el raton o alguna acciôn similar. Este tipo 
de localizaciôn necesita meramente una exploraciôn visual asf que 
deberfa ser relativamente râpida y sencilla.
4. Localizar en menu (<posiciôn comando apropiado menû>): 
Localizar en menu es una operaciôn mâs complicada que localizar en 
pantalla que involucra bajar un menu y explorar hasta localizar el 
comando y, en caso de ser necesario, volver a mirar en otro menu.
5. Descender el menu: Descender el menu implica seleccionar el 
tftulo de menu y luego bajar la flécha del ratôn sin soltar el botôn hasta 
seleccionar el comando apropiado.
Supuestos y juicios llevados a cabo por el experimentador.
• Los sujetos tienen un conocimiento del lenguaje de especificaciôn 
de comandos que va desde nulo hasta bajo.
• Verificar resultado se supone que es percibida similarmente por 
los usuarios a pesar de que a menudo corresponde a efectos totalmente 
distintos en la pantalla.
• Ajustar Pâgina en realidad no ofrece una retroalimentaciôn tan 
explicita como deberfai^.
• Cuando el sistema responde con un mensaje indicando cual es el 
camino correcto, el usuario percibe que se ha equivocado y lee el 
mensaje.
1 lEste es probablemente uno de los hallazgos mâs interesantes del ejercicio de descripciôn llevado a 
cabo. Una sugerencia es que por ejemplo en los procesadores de texto deberfa haber una indicaciôn 
explicita y siempre visible acerca de cual es la impresora seleccionada y que tipo de papel es el que se estâ 
utilizando (y en qué orientaciôn).
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• Los usuarios no saben al principio, y luego no recuerdan 
claramente, las posiciones de los comandos en los menus asf que 
necesitan involucrarse en un proceso de localizaciôn que puede ser mâs 
o menos largo. Este proceso se materializa en un explorar menus 
hasta encontrar un item que se aproxima a lo buscado.
• Cerrar ventana no es considerado un botôn normal, sino que es 
descrito por separado.
Anâlisis del modèle
Para el anâlisis del modelo, dos tipos distintos de informaciôn serân 
extraidas. En primer lugar, predicciones cuantitativas obtenidas a partir del 
numéro de reglas totales que hay en cada método ademâs de las reglas 
nuevas (no aprendidas anteriormente). En segundo lugar, y tomando las 
sugerencias hechas por Kieras (1991), hemos extraido algunos puntos que 
podrian ser origen de difîcultades, los cuales también serân evaluados 
empiricamente. Antes de dar los resultados mostraremos las reglas 
proporcionadas por Kieras (1991).
Reglas para realizar el reeuento de reglas de producciôn.
Las reglas son las siguientes:
• La sentencia de comienzo de un método cuenta como una régla.
• Cada paso cuenta como una régla. Por ejemplo:
4. Salir
Ello no impide que cuando ese paso llama a un método que incluye 
otros pasos no deban ser contados igualmente. De este modo se 
produce una suma acumulada de valores en los niveles superiores de la 
jerarquia de acciones.
• La sentencia de régla de selecciôn también cuenta como una régla.
• El Si...Entonces usado en una régla de selecciôn también cuenta como 
una régla.
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• La régla final de una régla de selecciôn también cuenta como una régla. 
Por ejemplo:
3. Devolver Objetivo realizado
Reeuento de reglas de producciôn.
A continuaciôn se muestran los resultados de los recuentos de las reglas 
de producciôn. Para una explicaciôn mâs detallada de un ejemplo de la 
reaüzaciôn de este reeuento dirigirse al Anexo II.
Nivel al Método de referenda Numéro
que de
considéra reglas
me s e 1
reeuento
Nivel II
1 . Método para llevar a cabo Cambio de 70
Tipo-Tamano
2 . Método para Imprimir 8 6
3. Método para Primera Linea 6 8
4. Método para Duplicar 69
5. Método para Cambiar Comentario 4 7 I2
Nivel III
1 . Abrir archivo 28
2 . Cambiar TipodeLetra 1 2
3. Cambiar TamanodeLetra 1 2
4. Salir 1 2
5. Ajustar Pagina 2 0
6 . Imprimir 2 0
7. Cambiar PrimeraLinea 23
8 . Guardar Archivo con otro nombre 24
9. Cambiar el comentario 31
Nivel ivl3
1 . Seleccionar comando menu. 814
2 . Seleccionar de lista 7
3. Presionar boton 6
4. Teclear Texto 5
5. Cerrar ventana 6
TABLA 4.2: Numéro de reglas de las tareas consideradas.
12 Debido a problemas con el software, dos tareas iniciales fueron eliminadas y no consideradas en 
los anâlisis.
13 Dado que las tareas a este nivel fueron entrenadas previamente se dieron por y a conocidas, por lo 
que no fueron incluidas en los recuentos y posteriores anâlisis.
14 Aunque en la descripciôn se consideran dos métodos para realizar esta subtarea en realidad pueden 
considerarse practicamente el mismo, aunque con una pequena complejidad anadida debido a la existencia 
de una régla de selecciôn. Debido a ello, se contarâ el numéro de pasos en el método mâs largo y se 
anadirâ una régla mâs por la existencia de una régla de selecciôn.
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Reglas para eonsiderar la consistencia.
Una de las cuestiones claves en NGOMS es su capacidad de captar el 
solapamiento de reglas, colapsando las reglas redundantes y eliminando el 
tiempo que supondrîa aprender a manejarias en situaciones posteriores que 
reutilizan esas reglas. Mas especificamente, el procedimiento para estimar la 
transferencia del conocimiento es como signe (Kieras, 1991):
1. Encontrar candidatos para la transferencia. Para ello hay que 
identificar métodos que tengan objetivos similares aunque no idénticos. 
Se considerarân candidatos cuando bien el verbo o bien el objeto del 
método sean semejantes. Si ambos son diferentes no ha posibilidad de 
transferencia.
2. Generalizar objetivos de los métodos. Para ello es necesario 
cambiar aquellos valores similares a un paramétré en ambos métodos. 
Por ejemplo, en nuestro caso los métodos de Cambiar Primera linea y 
Cam biar Nombre Archivo son cambiados a Cam biar algo 
PrimeraLinea-N ombre Archivo. PrimeraLinea-NombreArchivo es 
quizâs demasiado farragoso pero tiene la ventaja de facilitar la lectura 
de las reglas atendiendo a la consistencia.
3. Contar sentencias similares. Si los dos métodos no son similares, 
comenzar desde el principio de estes dos métodos e ir hacia abajo a 
través de los pasos y contar el numéro de sentencias NGOMS que sean 
idénticas en ambos métodos. Si la ùnica régla similar es la sentencia de 
Método no hay verdadera consistencia, pero si hay otras se anade este 
valor al reeuento de la consistencia.
4. Descontar las sentencias similares del tiempo de aprendizaje. Las 
sentencias idénticas contadas de esta manera son las ûnicas 
clasifîcadas como similares. Siguiendo el modelo de transferencia 
propuesto en NGOMS, solo la primera aparicion de las sentencias 
requiere aprendizaje complete. Las sentencias encontradas 
posteriormente vienen "libres de carga". Se descuenta el numéro de 
sentencias similares del numéro total de sentencias a aprender.
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Pasaremos en primer lugar a exponer una justificaciôn de la consistencia 
a  partir del colapsamiento de métodos que hemos considerado aceptables 
para luego ofrecer los valores correspondientes en termines de reglas nuevas.
Justificaciôn de la consistencia.
La consistencia puede ser considerada a varies niveles de la jerarquia de 
acciones. Los niveles estân indicados en la parte superior:
Nivel n
En este nivel, pueden realizarse dos colapsamientos. Primera linea y 
Duplicar comparten una estructura que implica abrir un archive, realizar un 
cambio en una caja de texto y salir del programa. Cambiar Tipo-Tamano- 
Imprimir combina también tareas con una estructura similar en la que es 
necesario abrir un archive, realizar cambios en dos lugares y luego salir. 
Cambiar Comentario no puede ser colapsado dado que empieza por una 
secuencia inusual (Abrir comentarios en lugar de abrir archive, algo que 
quizâs podrîa ser una propuesta de diseno).
M é t o d o  p a r a  r e a l i z a r  P r i m e r a  L i n e a - D u p l i c a r .
Abrir Archivo.
Cambiar algo Primeraiinea-NombreArchivo
Salir.
M é t o d o  p a r a  r e a l i z a r  C a m b i o  T i p o - T a m a n o - I m p r i m i r .
Abrir Archivo.
Cambiar algo Tipo-AjustarPàgina.
Cambiar algo Tamano-Imprimir.
Salir.
Nivel m .
A este nivel tenemos en primer lugar el método para Cambiar- 
TipoTamano-Salir que comparten el ser métodos que se componen 
ùnicamente de utilizar un comando de menu. En segundo lugar, tenemos 
Cambiar-Comentario-Abrir que parten de acciones parecidas para 
seleccionar un archivo sobre el que realizar una serie de operaciones, aunque
15 Cambiar Comentario no présenta consistencia con los otros métodos tal y como se ha realizado 
esta descripciôn por lo que no aparece en este apartado.
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Cambiar-Comentario continua con otras operaciones que ponen un limite a la 
consistencia existante. Por ultimo, Imprimir y Ajustar-pâgina son métodos 
que se componen de seleccionar un comando de menu y apretar un boton de 
confirmaciôn.
M é t o d o  p a r a  C a m b i a r  T i p o T a m a n o ^ ® - S a l i r .
1. Retener que comando de menü es <Cambiartamano, texto o 
salir> y Seleccionar comando menü <comando>
2. Verificar resultado <Tamano de letra cambiado, tipo de 
letra o el programa se cierra>
3. Devolver Objetivo realizado
M é t o d o  p a r a  C a m b i a r  C o m e n t a r i o - A b r i r
1. Retener que el comando es Abrir-Examiner y Seleccionar 
comando menü <comando>
2. Verificar resultado <Ventana abrir-cambiar comentario 
abierta>
3. Retener que el item de lista es <nombre de fichero- 
comentario> y Seleccionar de lista <item de lista>
4. Retener que Tipo de boton es Confirmar-CambiarComentario y 
Presionar boton <tipo de boton>
5. Verificar resultado <documento abierto- 
ventanacomentariosabierta>.
<FIN CONSISTENOIA>
M é t o d o  p a r a  A j u s t a r  P a g i n a - I m p r i m i r
1. Retener que el comando es Ajustar Pagina-Imprimir y 
Seleccionar comando menü <comando>
2. Verificar resultado <Ventana ajustar pagina abierta- 
Imprimir>
3. Retener que Tipo de boton es Confirmar y Presionar botôn 
<tipo de botôn>
4. Verificar resultado <pàgina ajustada-Impresiôn 
realizandose>
5. Devolver Objetivo realizado^^
Reeuento atendiendo a la consistencia.
Debido a que los sujetos recibieron las tareas en dos ordenaciones 
distintas, se muestran los resultados para ambas. Para un ejemplo de como 
realizar los recuentos, véase Anexo IL
16 No confundir este Cambiar Tipo Tamano a nivel III con el correspondiente a nivel II que 
englobaria también el abrir el archivo, realizar el cambio y posteriormente el Salir.
17 En este caso ni Cambiar Primera linea ni Guardar Archivo con otro nombre ban sido puestos en 
relaciôn con otros métodos.
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Nivel Método de referenda Numéro
de
reglas
ORDEN 1
Nivel II
1. Método para llevar a cabo Cambio de 70
Tipo-Tamano
2 . Método para Primera Linea 68
3. Método para Cambiar Comentario 47
4. Método para Duplicar 0
5. Método para Imprimir G
Nivel
III
C a m b i o  d e  T i p o - T a m a n o
1. Abrir archivo 28
2 . Cambiar TipodeLetra 12
3. Cambiar TamanodeLetra 0
4. Salir 0
P r i m e r a  L i n e a
5. Abrir archivo 0
6. Cambiar PrimeraLinea 23
7 . Salir 0
C a m b i a r  C o m e n t a r i o
8. Cambiar el comentario 15
9. Salir 0
D u p l i c a r
10. Abrir archivo 0
11. Guardar Archivo con otro nombre 24
12 . Salir 0
I m p r i m i r
13 . Abrir archivo 0
14. Ajustar Pagina 20
15. Imprimir 0
16. Salir 0
ORDEN 2
Nivel II
1. Método para llevar a cabo Cambio de 70
Tipo-Tamano
2. Método para Imprimir 0
3. Método para Primera Linea 68
4. Método para Duplicar 0
5. Método para Cambiar Comentario 47
Nivel
III
C a m b i o  d e  T i p o - T a m a n o
1. Abrir archivo 28
2. Cambiar TipodeLetra 12
3. Cambiar TamanodeLetra 0
4 . Salir
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5.
6 .
7.
9.
10
11
12
13
14
15
16
I m p r i m i r
Abrir archivo 
Ajustar Pagina 
Imprimir 
Salir
P r i m e r a  L i n e a
Abrir archivo 
Cambiar PrimeraLinea 
Salir
D u p l i c a r
Abrir archivo
Guardar Archivo con otro nombre 
Salir
C a m b i a r  C o m e n t a r i o
Cambiar el comentario 
Salir
0
20
0
0
0
23
0
0
24
0
15
0
Tabla 4.3: Valoracion de la consistencia mediante NGOMS.
Tiempo de aprendizaje^®
En Kieras (1991) se ofrece la siguiente formula para calcular el tiempo de 
aprendizaje.
Tiempo de aprendizfye=(30-60)minutos+30 segundos X numéro de sentencias NGOMS a aprender.
Asf, se espera un valor inicial de entre 30 a 60 minutes para el sistema 
total y luego cada nueva régla de producciôn anadirfa 30 segundos. En este 
caso mostraremos las estimaciones para cada uno de los métodos y 
dividiremos el tiempo inicial de modo constante entre todos los métodos.
• Sin tener en cuenta las ganancias de la consistencia.
Nivel II
1. Cambio de Tipo-Tamano 6-12+35 m
2. Imprimir 6-12+43.5 m
3. Primera Linea 6-12+34 m
4. Duplicar 6-12+44.5 m
5. Cambiar Comentario 6-12+23.5 m
18 De momento sôlo he intentado hacer predicciones para el nivel II y el nivel 111. El nivel IV no ha 
sido considerado.
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Nivel III
1. Abrir archivo 3.4-6.7+14 m.
2. Cambiar TipodeLetra 3.4 — 6.7 + 6 m.
3. Cambiar TamanodeLetra 3.4-6.7+6 m.
4. Salir 3.4-6.7+6 m.
5. Ajustar Pagina 3.4-6.7+10 m.
6. Imprimir 3.4-6.7+10 m.
7. Cambiar PrimeraLinea 3.4-6.7+11.5 m.
8. Guardar Archivo con otro 
nombre
3.4-6.7+12 m.
9. Cambiar el comentario 3.4-6.7+15.5 m.
• Teniendo en cuenta las ganancias de la consistencia.
Orden 1
Nivel II
1 Cambio de Tipo-Tamano 6-12 + 35 m.
2 Primera Linea 6-12+34.5 m.
3 Cambiar Comentario 6-12+23.5 m.
4 Duplicar 6—12+0 m .
5 Imprimir 6-12+0 m.
Nivel III
1 Abrir archivo 3.4-6.7+14
2 Cambiar TipodeLetra 3.4-6.7+6
3 Cambiar Tamano de Letra 3.4-6.7
4 Salir 3.4-6.7
5 Abrir archivo 0
6 Cambiar PrimeraLinea 3.4-6.7+11.5
7 Salir 0
8 Cambiar el comentario 3.4-6.7+12.5
9 Salir 0
10 Abrir archivo 0
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11 Guardar Archivo con otro nombre 3.4-6.7+12
12 Salir 0
13 Abrir archivo 0
14 Ajustar Pagina 3.4-6.7+10
15 Imprimir 3.4-6.7
16 Salir 0
Orden 2
Nivel II
1 Cambio de Tipo-Tamano 6-12 + 35 m.
2 Imprimir 6-12 + 0 m .
3 Primera Linea 6-12 + 34m.
4 Duplicar 6—12 + Cm.
5 Cambiar Comentario 6-12 + 23.5 m.
Nivel III
1 Abrir archivo 3.4-6.7+14
2 Cambiar Tipo de Letra 3 .4-6.7 + 6
3 Cambiar Tamano de Letra 3.4-6.7
4 Salir 3.4-6.7
5 Abrir archivo 0
6 Ajustar Pagina 3.4-6.7+10
7 Imprimir 3.4-6.7
8 Salir 0
9 Abrir archivo 0
10 Cambiar PrimeraLinea 3.4-6.7+11.5
11 Salir 0
12 Abrir archivo 0
13 Guardar Archivo con otro nombre 3.4-6.7+12
14 Salir 0
15 Cambiar el comentario 3.4-6.7+15
16 Salir 0
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Tiempo para aprender informaciôn en la memoria a largo plazo.
Para Kieras (1991) el tiempo para aprender de la memoria a largo plazo 
signifîca estimar el numéro de "chunks" que es necesario almacenar para 
llevar a cabo una tarea. Un numéro excesivo de "chunks" puede enlentecer el 
tiempo necesario para aprender un método y por tanto una cierta cantidad de 
tiempo deberfa ser aôadida por cada item extra.
No necesitar recuperar muchos elementos de la memoria a largo plazo es 
precisamente una de las ventajas usualmente mâs mencionadas de los 
interfaces grâficos, ya que la informaciôn estâ disponible en la pantalla y los 
usuarios no necesitan recuperarla de la memoria para poder utilizarla. Por 
ejemplo, los usuarios exploraran un menu en busca de un item que se 
aproxime a la descripciôn aproximada de la tarea que se pretende realizar, 
tratândose por tanto de un proceso de reconocim ientodiferente del proceso 
de recuerdo.
En nuestro ejemplo, no bay ningun caso en el que los usuarios tuvieran 
que aprenderse y posteriormente recorder items en la memoria a largo plazo 
sin ningun tipo de ayuda extema, por lo que no se ba anadido ningun tipo de 
tiempo extra por esta causa.
Tiempo de ejecuciôn.
Kieras (1991) ofrece la siguiente formula de câlculo del tiempo de 
ejecuciôn.
T i e m p o  d e  e j e c u c i ô n  = Tiempo por régla de producciôn NGOMS + Tiempo para
los operadores externes primitivos +Tiempo de operadores mentales definidos
por el analista + Tiempo de espera.
En donde:
• Tiempo por régla de producciôn NGOMS= 0.1 s.
• Tiempo de operadores externes primitivos. Usando los valores 
dados por Gard, Moran y Newell (1983) tenemos:
19 Es curioso senalar que en el modelo de Kieras no se contempla el proceso de reconocimiento, el 
cual tiene unas caractensticas diferentes de los procesos de recuerdo o de uso de elementos en la memoria a 
corto plazo.
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0.28 seg. por cada pulsacion.
0.1 seg. por la presion del boton del raton o su liberaciôn.
1.1 seg. (como promedio) por un movimiento de raton.
0.4 seg. al mover la mano al raton o al teclado.
• Tiempo para operadores mentales definidos por el analista. Una 
estimacion muy general puede ser 1.2 segundos por cada operador (Oison 
& Oison, 1989).
• Tiempo de espera: Es el tiempo que el usuario esta esperando la 
contestacion del ordenador. En nuestro caso este tiempo es negligible 
y en cualquier caso ha sido eliminado de los datos obtenidos en la 
observacion.
Nivel I Numéro
de
reglas
Operadores
externes
primitivos^^
Tiempo operador 
mental definido por 
el analista
1. Método para 
llevar a 
cabo Cambio 
de T i po- 
Tamano
75 MR + SR + MR + CR 
+ MR + SR + MR + 
SR + MR + SR
L + V + V + MI + L 
+ L + V + V + L + V 
+ V +  L + V + V + L 
+ V + V
2. Método para 
Imprimir
109 MR + SR + MR + CR 
+ MR + SR + MR + 
CR + MR + SR + MR 
+ CR + MR + SR
L + V + V + MI + L 
+ L + V + V + L + V 
+ V + L + V + V + L 
+ V + V + L + V + V 
+ L + V + V
3. Método para
Primera
Linea
79 MR + SR + MR + CR 
+ MR + CR + 6*T + 
MR + CR + MR + SR
L + V + V + MI + L 
+ L + V + V + L + V 
+ V + L + V + L + V 
+ V
4. Método para 
Duplicar
86 MR + SR + MR + CR 
+ MR + SR + MMT + 
6*T + MR + CR + 
MR + SR
L + V + V + MI + L 
+ L + V + V + LM + 
V + L + V + V
5. Método para
Cambiar
Comentario
75 MR + SR + MR + CR 
+ MR + CR + MMT + 
6*T + MR + CR + 
MR + CR + MR + SR
LM+ V + V + MI + L 
+ L + V + L + V + L 
+ V +  L + V + V
Nivel
II
20 Los siguientes côdigos son utilizados; MR=Mover Raton, SR: Soltar botôn Ratôn, CR: Clicar 
Ratôn, MMT: Mover la Mano al Teclado, T: Pulsar una tecla o usar el teclado.
21 Han sido utilizados los siguientes côdigos: L=Localizar, V=Verificar, MI=Mirar Instrucciones, 
LM=Localizar en menu.
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1. Abrir
archivo
34 MR + SR + MR + CR L + V + V + MI + L 
+ L + V + Verificar
2. Cambiar
TipodeLetra
18 MR + SR L + V  + V
3. Cambiar
TamanodeLetr
a
18 MR + SR L + V  + V
4. Salir 18 MR + SR L + V + V
5. Ajustar
Pagina
26 MR + SR + MR + CR L + V  + V + L + V + 
V
6. Imprimir 26 MR + SR + MR + CR L + V  + V + L + V + 
V
7 . Cambiar
PrimeraLinea
23 MR + CR + 6*T + 
MR + CR
L + V  + V + L + V
8. Guardar 
Archivo con 
otro nombre
30 MR + SR + MMT + 
6*T + MR + CR
LM + V
9. Cambiar el 
comentario
54 MR + SR + MR + CR 
+ MR + CR + MMT + 
6*T + MR + CR + 
MR + CR
LM + V + V + MI + L 
+ L + V + L + V + L 
+ V
Nivel
III
1. Seleccionar 
comando 
menu.
14 MR + SR LM + V
2. Seleccionar 
de lista
7 MR + CR MI + L
3. Presionar
botôn
6 MR + CR L + V
4. Teclear
Texto
5 MMT + 6T%2*
5. Cerrar
ventana
6 MR + CR L + V
La aplicacion de las formulas produce los siguientes resultados:
Nivel I Tiempo 
operadores 
primitivos (s)
Tiempo
operador
es
mentales
(s)
Tiempo
reglas
de
producci 
on (s)
Tiempo
total
(s)
Método para llevar 
a cabo Cambio de 
Tipo-Tamano
6 20.4 7 33.4
M é t o d o  para 
Imprimir
8.4 27.6 8.7 44.7
M é t o d o  para 
Primera Linea
7.68 19.2 6.8 33.68
M é t o d o  para 
Duplicar
8.08 15.6 8.6 32.28
22 Un valor intermedio de la longitud de los textos que tuvieron que teclear fue de aproximadamente 6 
caractères.
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M é t o d o  p a r a  
Cambiar Comentario
9.28 16.8 6.9 32.98
Nivel II
Abrir archivo 2.4 9.6 2 . 8 14.8
Cambiar
TipodeLetra
1 . 2 3.6 1 . 2 6
Cambiar
TamanodeLetra
1 . 2 3.6 1 . 2 6
Salir 1 . 2 3.6 1 . 2 6
Ajustar Pagina 2.4 7.2 2 1 1 . 6
Imprimir 2.4 7.2 2 1 1 . 6
Cambiar Primera 
Linea
4.08 6 2.3 12.38
Guardar Archivo 
con otro nombre
4.48 2.4 2.4 9.28
C a m b i a r  el 
comentario
8.08 13.2 3.1 24.38
Carga mental.
Kieras (1991) ofrece una serie de indicaciones acerca de una forma de 
cuantifîcar la carga mental utilizando su método. No obstante, en otras 
ocasiones, cuando el problema a analizar no posee demasiada complejidad, 
estas estimaciones han demostrado ser poco utiles, tal y como se demostrô 
en anâlisis preliminares hechos en este trabajo. Por ello, este anâlisis no sera 
mencionado posteriormente.
Problemas sugeridos por los anâlisis NGOMS.
Las sugerencias de Kieras (1991) que pueden aplicarse segùn nuestro 
juicio al problema considerado son las siguientes:
• Relatives a la consistencia en el diseno.
1: los sujetos tendrân problemas a la hora de ejecutar la acciôn de 
cambiar comentario debido a que résulta inconsistente con el reste de 
métodos.
2: los sujetos buscaran abrir comentario en el menu a r c h i v o n s .
3: el botôn de cerrar ventana y el botôn de primera linea serân un 
problema respecte a los otros botones^^.
23Debido a problemas en el software esta predicciôn no pudo ser comprobada.
24 Hay ciertos botones que presentan una apariencia completamente distinta de otros, Los usuarios 
quizâs podrian beneficiarse de una unidad en este aspecto. El ejemplo mâs excesivo es el botôn de cerrar la
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• Relatives a la eficiencia del diseno^s.
1: Abrir es un método llevado a cabo en muchas ocasiones. Parece 
conveniente ofrecer un método mâs rapide para su ejecuciôn.
2: Seleccionar comandos de menus es mâs complicado que otros 
métodos de llevar a cabo otro tipo de acciones, taies como botones o 
listas. Esta difîcultad se origina en el paso localizar en menu, el cual 
involucra una cierta complejidad. En la actualidad, muchos programas 
estân siguiendo esta tendencia e introducen barras de iconos que 
permiten llevar a cabo comandos sin bajar los menus.
Es de senalar que las predicciones cualitativas de NGOMS no son 
numerosas en absolute.
4.4.2 Descripciôn TAG
La descripciôn TAG realizada aqui seguirâ el estilo de notaciôn y las caracteristicas 
establecidas en (Schiele y Green, 1990). Un ejemplo de esta descripciôn con 
comentarios puede encontrarse en el capitule II de este trabajo. En breve, los 
elementos de TAG son los siguientes:
Como leer una descripciôn TAG (Schiele, 1990 p. 47).
• La lista de atrihutos y sus valores posibles listan los valores y  
caracteristicas que son usados en TAG para descrihir tareas simples y  
listas de atrihutos en las reglas re-escritas.
• El diccionario de tareas simples describe las tareas simples, para las 
que TAG es especificado, en términos de componentes semânticos.
• Las Reglas-Tarea describen la expansiôn de tareas simples en 
primitivas y to subtareas, la expansiôn de las cuales estâ a su vez 
descrita en las reglas sub-tarea.
ventana, ya que ha forzado finalmente a plantear una régla propia para ser afrontado. Otro botôn poco claro 
es el de primera linea, ya que no ofrece el mismo aspecto visual que los otros botônes.
25 Estas sugerencias no son comprobables con nuestro ejercicio.
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• L as p rim itiva s  (los simholos term inales de TAG) representan acciones 
del usuario.
Atributos/valores
Efecto=MostrarTexto, CambiarFormaTexto, Salir, Ninguno, 
Imprimir, EscribirNuevoTexto.
TipoCambioFormaTexto=Nulo, Forma, Tamano.
TipoTexto=Norma1, Nulo, PrimeraLinea, NombreArchivo,
TextoComentario
Entidad= Archivo, TextoMostrado, Programa, PrimeraLinea 
TipodeBotôn=Confirmar, Nulo, PrimeraLinea, CuadroCierre, Normal
Diccionario de tareas simples en TAG
1. Abrir  archivo
1. Efecto=mostrartexto
2. Tipocainbioformatexto=nulo
3. Tipotexto=normal
4. Entidad=Archivo
5. Tipo de botôn=Confirmar
2 . Cambiar TipodeLetra
1. Efecto=cambiarformatexto
2 . TipoCambioformatexto=Forma
3. Tipotexto=textonormal
4. Entidad=textomostrado
5 . Tipo de boton=nulo
3 . Cambiar TamanodeLetra
1. Efecto=cambiarformatexto
2. TipoCambioformatexto=Tamaho
3. Tipotexto=textonormal
4. Entidad=textomostrado
5 . Tipo de boton=nulo
4. S a l i r
1. Efecto=Salir
2 . TipoCambioformatexto=nulo
3. Tipotexto=nulo
4. Entidad=programa
5 . Tipo de botôn=nulo
5. Ajustar  Pagina
1. Efecto=ninguno (v i s ib l e ,  e l  supuesto e fec to  
es a j u s t a r  pagina)
2. TipoCambioformatexto=nulo
3. Tipotexto=normal
4. Entidad=textomostrado
5. Tipo de boton=Confirmar
6. Imprimir
1. Efecto=Imprimir
2. TipoCambioformatexto=nulo
3. Tipotexto=normal
4. Ent idad= textomos trado
5. Tipo de botôn=Confirmar
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1 . Cambiar PrimeraLinea
1. Efecto=Escribirnuevotexto
2 . TipoCambioformatexto=nulo
3. Tipotexto=Primeralinea
4. Entidad=Primeralinea
5 . Tipo de botôn=PrimeraLinea
8. Guardar Archivo con otro  nombre
1. Efecto=Escribirnuevotexto
2. TipoCambioformatexto=nulo
3. Tipotexto=Nombrearchivo
4. Entidad=Archivo
5. Tipo de boton=cuadrocierre
9. Cambiar e l  comentario
1. Efecto=Escribirnuevotexto
2 . TipoCambioformatexto=nulo
3. Tipotexto=Textocomentario
4. Entidad=Comentarios
5. Tipo de boton= normal
Restricciones de coocurreneia
si Efecto No es cambiarformatexto entonces TipoCambioformatexto 
es nulo
Si Efecto No es Escribirnuevotexto entonces tipotexto es nulo 
+ Primitivas
Menù(Titulo de Menù-Comando de Menü):=utilizar un comando de
menü
Raton.senalar (%posiciôn);= poner la flécha del raton en un
punto
Raton.clickar (%posici6 n):=apretar el botôn del ratôn y soltarlo 
inmediatamente.
Ratôn,liberar (%posiciôn) := soltar el botôn del ratôn 
Ratôn.presionar (%posiciôn) :=apretar el botôn del ratôn y 
mantenerlo apretado
Teclear texto:= (%caracteres)
Reglas-tarea.
+ T1 (2,3,4): Cambiartipoletra o tamano o Salir
T [TipoCambioformatexto= Forma/T a m a n o , Efecto= S a 1i r /
CambiarFormaTexto] := ComandoMenü [TipoCambioformatexto=Forma/Tamano, 
Efecto=CambiarFormaTexto/Salir]
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+ T2 (1, 5, 6 ): Ajustarpàgina - imprimir- abrir
T [ E f e c t o =  a j u s t a r p à g i n a /  i m p r i m i r / m o s t r a r t e x t o ^ ®  
E n t i d a d = t e x t o m o s t r a d o / A r c h i v o ] := C o m a n d o M e n ü
[ E f e c t o = a j u s t a r p à g i n a / i m p r i m i r / m o s t r a r t e x t o ]  +
seleccionarlista[entidad=archivo, texto mostrado]+clicarbotônresaltado
+ T3 (7): Cambiar PrimeraLinea
T[Efecto= EscribirNuevoTexto, Tipo de texto=PrimeraLinea]:= 
PresionarBotôn [Tipodebo16 n= PrimeraLinea]:+TeclearTexto (%caracteres) + 
PresionarBoton [Tipodeboton=CuadroCierre]
T4 (9): Cambiar el comentario
T[Efecto=EscribirNuevoTexto, Tipo de texto=Textocomentario]:= 
C o m a n d o M e n ü  [Efecto = C a m biar Co mentari o ]+ S e l e c c i o n a r l i s t a  
[entidad=archivo]+Pres ionarBotün
[Tipodeboton=Normal]+TeclearTexto[%caracteres]+PresionarBotôn 
[Tipodebotôn=Confirmar]+PresionarBotôn [Tipodebotôn=Normal]
T5 (8 ): Guardar Archivo con otro Nombre
T[Efecto=EscribirNuevoTexto, Tipo de Texto=NombreArchivo] :=
C o m a n d o M e n ü  [ E f e c t o  = E s c r i b i r N u e v o T e x t o  , T i p o  de
Texto=NombreArchivo]+TeclearTexto[%caracteres]+PresionarBotôn 
[Tipodebotôn=Confirmar]
Reglas sub-tarea
ComandoMenü [Efecto-=-cambiar-forma-texto, TipoCambioformatexto 
=Forma]:= Menü [Tipo-FormaCambioLetra(por ejemplo Nueva York etc.]
ComandoMenü [Efecto=cambiarformatexto, TipoCambioformatexto 
=Tamaho]:= Menü [Tipo-TamahoCambioLetra(por ejemplo 14, 18 etc.]
ComandoMenü [Efecto=Salir, TipoCambioformatexto=nulo]:= Menü 
[Archivo-Salir]
26 Es interesante senalar que abrir, a pesar de parecer mâs cercano en la dinâmica de funcionamiento a 
Cambiar Comentario que a Imprimir o Ajustar Pâgina, résulta mâs fâcil de juntar en el procedimiento con 
estos ùltimos. Es por tanto un buen lugar para un cambio de diseno que ponga mâs en relaciôn a ambos.
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ComandoMenü [Efecto=ajustarpagina, TipoCambioformatexto=nulo]:= 
Menü [Archivo-ajustarpâgina]
ComandoMenü [Efecto=imprimir, TipoCambioformatexto=nulo]:= Menü 
[Archivo-imprimir]
ComandoMenü [Efecto=CambiarComentario, TipoCambioformatexto 
=nulo]:= Menü [Documentes-Examiner]
ComandoMenü [Efecto=MostrarTexto, TipoCambioformatexto=nulo] : = 
Menü [Archivo-Abrir]
ComandoMenü [Efecto=EscribirNuevoTexto, TipodeTexto= Nombre 
Archivo]:= Menü [Archivo-GuardarComo]
Seleccionarlista [entidad=archivo]:= Raton.clickar (%posici6 n)
Seleccionarlista [entidad=Comentarios ] : = R a t o n .clickar 
(%posici6 n)
Seleccionarlista [entidad= textomostrado]:= nulo
Seleccionar [Acciôn=clickar]:= Raton.clickar (%posici6 n)
Seleccionar [Acciôn=liberar]:=Raton.liberar (%posici6 n)
PresionarBoton [ Tipodebotôn = Con fi rmar]:= R a t o n .clickar 
(%posici6 nbotônConfirmar)
P r e s i o n a r B o t o n  [T i p o d e b o t 6 n = N o r m a l ]:= R a t o n . c l i c k a r  
(%posici6 nbot 6 nNormal)^^1
PresionarBoton [Tipodeboton=CuadroCierre]:= R a tôn.clickar 
(%posiciônbotônCuadroCierre)
PresionarBotôn [Tipodebotôn=PrimeraLinea]:= R a tôn.clickar 
(%posiciônbotônPrimeraLinea)
27 Es interesante senalar los problemas que surgen de los botônes. Como es posible ver la régla que 
marca el uso de uno u otro botôn es totalmente arbitraria. Ademâs, cuando se trata de botones englobados 
dentro de una categorfa mâs amplia (p.e. botones normales) résulta muy diffcil marcar una régla que 
distinga entre unos y otros.
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Anâlisis del modelo.
TAG no se presta a un anâlisis de tipo cuantitativo debido a que sôlo 
comparando sistemas similares es posible derivar predicciones de este tipo 
(Schiele y Green, 1990). Aqm nos limitaremos a predicciones de tipo 
cualitativo.
Como es posible ver, dos grupos de tareas presentan una estructura 
comùn que las hace colapsarse en reglas que comparten elementos comunes. 
En primer lugar, cambiar el tipo de letra o el tamano, que consisten en 
simplemente elegir un comando de menu apropiado, del mismo modo que 
Salir. Un segundo grupo implica a tareas que tienen una estructura basada 
en comando de menu y cuadro de diâlogo. En el caso de Abrir el cuadro es mâs 
complicado (es necesario elegir un archivo) mientras que en el de Imprimir y 
Ajustar Pâgina sôlo es necesario apretar un botôn de confirmaciôn.
El resto de las tareas no han sido agrupadas con otras. Primera linea es la 
ûnica cuya secuencia es iniciada mediante un botôn, por lo que contrasta con 
todas las demâs. Cambiar Comentario y Guardar Como en cambio podrian 
haber sido colapsadas entre si del siguiente modo. Ambas son tareas que 
presentan una estructura del tipo: comando de menu, texto tecleado y fin de 
la tarea. No obstante, Cambiar comentario lleva a cabo una serie de acciones 
intermedias (seleccionar un archivo y apretar varies botones) que llevarian a 
reglas sub-tarea con valores nulos en el caso de Guardar Como. Otra 
posibilidad es eonsiderar Cambiar Comentario como una tarea relacionada 
con Abrir Archivo pero que muestra el texto en un lugar diferente al del texto 
normal pero de nuevo la extensiôn todavia parece muy artificial28.
En definitiva, Cambiar Primera Linea, debido a su estructura peculiar, 
deberia ser una de las tareas mâs difîciles de aprender a utilizar, o, al menos 
de descubrir como utilizar. Cambiar Comentario y Guardar Como serian 
también relativamente difîciles de usar mientras que el resto de las tareas, 
debido a su carâcter mâs consistante deberian poder ser aprendidas a usar 
muy fâcilmente tras pasar los primeros momentos de dificultad.
28 Este tipo de razonamientos son bastante comunes en TAG. Utilizando los artificios adecuados 
siempre séria posible colapsar todas las reglas en una sola llena de espacios vacios en cada ocasiôn. Sin 
embargo, este tipo de reglas es obviamente absurdo como descripciôn de la forma en que los usuarios 
percibirân y representarân el lenguaje de la tarea. Otra cuestiôn es que se obtenga un diseno lo 
suflcientemente claro y preciso como para que una régla sea capaz de expresario.
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Estas consideraciones pueden convertirse en valores fîcticios tal y como 
se muestra en la tabla 4.4. En ella, las tareas que se consideran consistentes 
con una tarea anteriormente aprendida (valor cero) y deberian aprenderse 
mâs râpidamente que las consideradas como inconsistantes (valor uno). Un 
caso especial, Abrir Archivo, podria haber sido considerado que, tras llevarlo a 
cabo en la primera ocasiôn, es consistante consigo mismo y, por tanto, 
deberia tener un valor de cero. No obstante, este caso no ha sido el 
contemplado en esta ocasiôn, por lo que esta tarea ha sido considerada 
siempre como inconsistente._________________________________ ____
Nivel Método de referenda Consistencia 
(l=no;0 =s£)
ORDEN 1
C a m b i o  d e  T i p o - T a m a â o
1 . Abrir archivo 1
2 . Cambiar TipodeLetra 1
3. Cambiar TamanodeLetra 0
4. Salir 0
P r i m e r a  L i n e a
5. Abrir archivo 1
6 . Cambiar PrimeraLinea 1
7. Salir 0
C a m b i a r  C o m e n t a r i o
8 . Cambiar el comentario 1
9. Salir 0
D u p l i c a r
1 0 . Abrir archivo 1
1 1 . Guardar Archivo con otro nombre 1
1 2 . Salir 0
I m p r i m i r
13. Abrir archivo 1
14. Ajustar Pagina 0
15. Imprimir 0
16. Salir 0
ORDEN 2
C a m b i o  d e  T i p o - T a m a n o
1 . Abrir archivo 1
2 . Cambiar TipodeLetra 1
3. Cambiar TamanodeLetra 0
4. Salir 0
I m p r i m i r
5. Abrir archivo 1
6 . Ajustar Pagina 0
7. Imprimir 0
8 . Salir 0
P r i m e r a  L i n e a
9. Abrir archivo 1
1 0 . Cambiar PrimeraLinea 1
1 1 . Salir 0
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D u p l i c a r
12. Abrir archive 1
13. Guardar Archive cen etre nembre 1
14. Salir 0
C a m b i a r  C o m e n t a r i o
15. Cambiar el cementarie 1
16 ._______Salir_________________________________________ 0____
Tabla 4.4: Consistencias/inconsistencias extraldas a partir del anâlisis TAG.
4.4.3 Descripciôn Acciôn-Tarea mediante DSN (Dialogue Specification
Notation)
La notaciôn de especificaciôn de diâlogos desarrollada por Monk et al. 
(Curry y Monk, 1990a; Monk, 1990; Monk, 1993; Olsen, et al., 1995) permite 
realizar descripciones a nivel de acciones de un interfaz de usuario. Basada en 
reglas de producciones, su especificaciôn ha sido semiautomatizada por medio 
de una hoja de calcule por lo que no ha sido necesario en este trabajo realizar 
una descripciôn basada en texte. El lector interesado en estas descripciones 
puede consultarlas solicitândolas al autor.
De un modo breve, signe una descripciôn del sistema utilizado.
En el lado izquierdo de la hoja de calcule aparecen las acciones disponibles 
(indicadas por medio de una linea de asteriscos en la parte inferior) y las no 
disponibles (no asteriscos). En estas acciones se distingue entre acciones que 
corresponden al operador (0-) y acciones del sistema (S-).
En la parte superior de la tabla aparecen los estados del sistema o 
condiciones que limitan la posibilidad de que las acciones puedan ser 
ejecutadas o no. En estas condiciones, sôlo dos estados son contemplados, la 
condiciôn es verdadera o la condiciôn es falsa.
Asi pues, visto desde el punto de vista de una régla de producciôn, en la 
parte superior de la boja de calcule se encontraria el lado izquierdo de la régla, 
mientras en la parte izquierda se encontraria el lado derecbo.
El vector de condiciones para cada acciôn esta formado por todos los 
valores lôgicos correspondiendo a cada acciôn. Existen dos vectores de 
condiciones por acciôn: El superior son precondiciones (que marcan si la 
acciôn puede ser disparada) y el inferior son postcondiciones (que modifican el
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estado del sistema). Por ejemplo la condiciôn botôn ya senalado (segunda 
columna) esta en estado falso (el botôn no ha sido senalado todavia). Ello 
permite que la acciôn Senalar esté disponible (la linea de asteriscos aparece 
debajo de ella). Al ejecutarla, la postcondiciôn asociada a ella modifica el 
estado del sistema, al hacer que la condiciôn Ya-senalado pase a ser 
verdadera por lo que, entre otras, la acciôn Desenalar pasaria a estar 
disponible.
'ZX Do ac tion  j"  ^ . . . .......
'ion Corn W-Acciôn Corn
FALSE I F A L S tiS t a t e FALSE FALSE
R u l e ÎA ction
I j p - S e n a l a r
FAL! FALS
3  0 - L i b e r a r
FALSE FAL!
0 - Desseria l  a r TRUE
FALSEFALSE
5 i S - C o n f 1 r m a r FALSE TRUE FALS FALSE
FALSE FALSE TRUE TRUE
TRUE TRUE
TRUE
TRUE FALSE
TRUETRUE
FALSE
T R U f
Acciones Precondiciones
Postcondiciones
Condiciones
Figura 4.3: Ejemplo de descripciôn del comportamiento de un 
botôn mediante una hoja de calcule que implementa una 
descripciôn Acciôn-Tarea.
Elementos de la descripciôn realizada
La descripciôn realizada consta de dos niveles. En el mas inferior, se 
describen cuatro acciones de carâcter elemental (presionar botôn, seleccionar 
de lista, teclear nuevo texto y ejecutar comando de menu) y por tanto 
describen elementos de interacciôn de nivel bâsico. Actualmente, estos 
elementos forman parte de los interfaces grâfîcos de muchos sistemas 
operatives.
En el nivel superior, las acciones corresponden especifîcamente a la 
aplicaciôn aqm descri ta. En él se incluyen menus, cuadros de diâlogo, etc. que 
corresponden a la situaciôn particular aqm descrita. Esta descripciôn utiliza 
los elementos del nivel anterior como subrutinas a las que hacer llamadas, de 
tal modo que se obvia su descripciôn a ese nivel.
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La notaciôn tal y como es presentada por los autores no prescribe un nivel 
determinado de descripciôn. Como muchas otras notaciones, la molaridad de 
las descripciones puede ser decidida en funciôn de los intereses.29 La decisiôn 
de considerar esos dos niveles se basa en que a la hora de realizar la 
especificaciôn, parecia excesivo incluir dentro de un flujo de diâlogo detalles 
que pertenecian a otro nivel. Por ejemplo, a la hora de seleccionar un comando 
de menu u otro, no parecia tener sentido describir los inconvenientes que 
tendrîan los usuarios sobre el deseleccionar o seleccionar un comando en un 
menu. Ello no signifîca que para los usuarios esta no sea una experiencia 
posihle o incluso usual. Muy probablemente, los usuarios, a la hora de realizar 
una especificaciôn, experimentan dificultades a todos los niveles.
Anâlisis del modèle
Los modelos construidos pueden ser analizados desde dos puntos de vista. 
El primero de ellos es uno cuantitativo, que sera descrito con mas profundidad 
a continuaciôn y constituye una aportaciôn original de este trabajo. El 
segundo es cualitativo y se ajusta a las sugerencias llevadas a cabo por los 
autores que propusieron esta aproximaciôn.
• Anâlisis cuantitativo.
Una aportaciôn original de este trabajo estriba en una nueva medida de 
dificultad del interface extraida a partir de una descripciôn Acciôn-tarea.
Esta medida de dificultad se sustenta sobre la siguiente consideraciôn: 
ante una situaciôn dada, résulta mâs difîcil encontrar la tarea a ejecutar 
cuanto mayor es el numéro de acciones disponibles. Asi, determinando el 
numéro de acciones disponibles en cada situaciôn, podemos estimar la 
dificultad que esa situaciôn conlleva. Esta sencilla régla puede ser puesta en 
contacte con al menos dos puntos présentes en la literatura:
• La insistencia de ciertos conjuntos de normas (Apple, 1987) en 
controlar las acciones no disponibles cuando los requisites para esa 
acciôn no se cumplen (p.e. un menu no es utilizable cuando un objeto
29 Un ejemplo proporcionado por los autores propone acciones como "alarma en central nuclear" y 
"corregir por medio de sistema de enfriamiento" que trascurren dentro del âmbito de un supuesto accidente. 
Estas acciones como vemos son tremendamente molares y por tanto aptas para un anâlisis de este tipo.
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previo no ha sido seleccionado). Ello permite al interface sugerir 
"suavemente" cual es la siguiente acciôn a realizar.
• El modelo de Howes (1994) describe la adquisiciôn de conocimiento 
acerca de un sistema de menus por medio de exploraciôn. Este modelo 
parte de un examinar las posibilidades disponibles y contrastarlas con 
una fuente de conocimiento semântico previo relevante a la tarea. El 
numéro de posibilidades a comprobar va reduciéndose a medida que se 
alcanza mâs experiencia en el uso del sistema al no haber necesidad de 
comprobar todas las opciones disponibles.
En definitiva, navegar por un interface es una actividad que puede ser 
conceptualizada como una serie de problemas de tipo mâs o menos complejo 
que es necesario ir resolviendo hasta alcanzar el resultado deseado^®. Una 
observaciôn que soporta esta afirmaciôn es la apreciaciôn de que los usuarios 
no recuerdan las posiciones de los objetos en las pantallas, sino que necesitan 
de un proceso de reconocimiento hasta alcanzar el resultado deseado. Si los 
sujetos recordarân exactamente el elemento a utilizar, el numéro de acciones 
disponibles no influiria en el tiempo para ejecutar una tarea, pero, debido a 
que su tarea consiste en un explorar para seleccionar, esta caracteristica si 
que influye.
Aunque Howes utiliza un conjunto de criterios mâs complejo para 
desarrollar su modelo basado en SOAR, la aproximaciôn presentada aqm 
présenta la ventaja de ser fâcil de considerar a partir de una descripciôn 
Acciôn-Tarea. Por otro lado, résulta obvio que esta estrategia sôlo permitiria 
captar una de las fuentes de los posibles errores, y, por tanto, otras fuentes, 
tal y como un inadecuado feed-back o un comportamiento inconsistente no 
serian detectadas en absolute. No obstante, ello no impide la utilidad de un 
anâlisis que buscara la existencia de opciones de acciôn irrelevantes y que las 
eliminara del interfaz, asi como de situaciones excesivamente "amplias" o con 
un grade de ambiguedad excesivo.
30 En este modelo realmente el objetivo no es un elemento tan central como en los modelos de 
usuario utilizados en secciones anteriores pero sin embargo siempre es mâs o menos necesario postular un 
resultado deseado (aunque sôlo sea el de salir de un programa poco interesante).
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Descripciôn operaciones.
Bajar menu: Esta acciôn despliega el menu correspondiente.
Comando: Abreviatura de seleccionar comando de menu. Implica
mover la flécha del raton hasta seleccionar el comando.
Seleccionar de lista: Implica click-ar sobre el elemento correcto de la
hsta.
Apretar botôn OK: Implica clickar sobre el botôn resaltado.
Presionarbotôn PL: Presionar botôn primera linea.
Cerrar ventana: Implica presionar sobre el botôn cerrar ventana.
Presionar botôn: Implica presionar sobre un botôn no resaltado.
Dos cuestiones de importancia en relaciôn con la descripciôn:
1) El nivel al que esta realizada la descripciôn: El nivel al que estân 
descritas las acciones es prâcticamente el inferior posible desde el punto de 
vista del interfaz. No obstante, aûn séria posible realizar una fragmentaciôn 
mayor, en la que todas las acciones fueran partidas en un a) seûalar el objeto 
de interés con la flécha del ratôn y b) realizar la acciôn correspondiente sobre 
el botôn del ratôn (clickar, dobleclickar, etc.). Esto no ha sido realizado asf 
debido a que la segunda parte tiene un tiempo excesivamente corto como 
para ser recogido con las herramientas a nuestra disposiciôn, ademâs de ser 
un detalle final relativamente irrelevante.
2) Examinando los valores indicados en la secciôn siguiente, es posible ver 
que para un elemento similar (por ejemplo, presionar botôn OK) el valor 
asignado no siempre es el mismo. Ello se debe a que el contexte en que esta 
acciôn se produce es el que marca el numéro de opciones disponibles. Esto es 
importante en relaciôn con los anâlisis estadfsticos realizados porque los 
efectos encontrados no serân atribuidos simplemente a diferencias en la 
complejidad de especificaciôn del comando^i.
31 Una idea interesante para controlar el efecto de esta complejidad es realizar un anâlisis GOMS de la 
complejidad de cada comando e introducir los resultados dentro del anâlisis de regresiôn para evaluar la 
posible confiisiôn producida.
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^Cômo ha sido realizado este anâlisis?
Este anâlisis résulta dificil de describir sin una herramienta informâtica 
que ofrezca el comportamiento dinâmico del flujo de acciones disponibles 
como respuesta a las acciones realizadas por el sujeto. Esta herramienta es 
el simulador de acciones descrito brevemente anteriormente. Mediante ella, 
es posible construir un modelo que ante una acciôn realizada muestre las 
acciones disponibles a continuaciôn. Contando estas acciones disponibles es 
posible obtener los indices mostrados a continuaciôn.
A c c i ô n  ( a g r u p a d a s  p o r  
m é t o d o )
N u m é r o  
o p c i o n e s  
d i s p o n i b l e s .
C a m b i a r  T i p o - T a m a n o .
Bajar menu Archive 7
Comando Abrir 10
Seleccionar de lista 11
Apretar botôn OK 4
Bajar menu Tipo 9
Comando Nueva York 5
Bajar menu Tamano 9
Comando 14 7
Bajar menu Archive 9
Comando Salir 10
I m p r i m i r .
Bajar menu Archive 7
Comando Abrir 10
Seleccionar de lista 11
Apretar botôn OK 4
Bajar menu Archive 9
Comando Ajustar Pagina 9
Presionar botôn OK 4
Bajar menu Archive 9
Comando Imprimir 9
Presionar botôn OK 4
Bajar menu Archive 9
Comando Salir 10
D u p l i c a r  A r c h i v e .
Bajar menu Archive 7
Comando Abrir 10
Seleccionar de lista 11
Apretar botôn OK 4
Bajar menu Archive 9
Guardar Como 10
Teclear 9
Presionar botôn OK 8
Bajar menu Archive 9
Comando Salir 10
C a m b i a r  P r i m e r a  L i n e a .
Bajar menu Archive 7
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Seleccionar de lista 11
Presionar botôn OK 4
Presionar BotônPL 15
Teclear 18
Cerrar Ventana 17
Bajar menu Archive 9
Comando Salir 10
C a m b i a r  C o m e n t a r i o .
Bajar menu Documente 7
Comando Examinar 3
Seleccionar de lista 7
Presionar botôn 10
Teclear 10
Presionar botôn 9
Presionar botôn 10
Bajar menu Archive 9
Comando Salir 10
Tabla 4,5: Numéro de acciones disponibles por cada acciôn.
Anâlisis cualitativo.
En esta secciôn se tratarân algunas de las sugerencias proporcionadas 
por los autores originales acerca de elementos que podrian ser evaluados 
mediante la notaciôn de acciôn tarea.
Monk (Monk, 1990) sugiere los siguientes principios para ser analizados.
• Efectos dificiles de restituir a la situaciôn original. Una acciôn 
produce un resultado que, en caso de no ser el deseado o por otra razôn, 
résulta difïcil de deshacer para volver a la situaciôn original.
• Pantallas ambiguas: Una acciôn puede producir diferentes 
resultados, dependiendo del contexte en el que se produzca. Por lo tanto, 
conocer el contexte es necesario para poder determinar el resultado de 
la acciôn. Asi, la pantalla u otro mécanisme debe de dar indicaciôn 
impHcita de esta situaciôn. El disenador puede explorar el interfaz para 
intentar hallar situaciones de este tipo^ .^
32 Como ejemplo, el ordenador portatil utilizado para escribir este texto tiene una tecla de 
mayùsculas fija que no permanece bajada después de haber sido apretada asf que escribir puede dar lugar a 
un texto en mayùsculas o en minùsculas sin recordar la historia previa. La soluciôn de los disenadores es 
una marca en la pantalla que aclara esto.
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• C onsistencia significa "...cosas d iferentes p ara  gente 
diferente"(Monk, 1990). Para él significa simplemente que "...acciones 
similares tienen efectos similares independientemente del contexte". 
La violacion de este principle puede ser considerado como un exceso de 
modes, y se détecta cuando un usuario esperaria aplicar una serie de 
acciones en un contexte, pero estas se aplican en ciertos cases y no en 
otros. La notaciôn acciôn-tarea no parece muy apropiada para realizar 
anâlisis de este tipo ya que como el mismo autor senala "...un anâlisis 
de la tarea centrado en el usuario es requerido" y senala el trabajo de 
Payne (Payne, 1984 # 1 6 5 ] como el apropiado aqm.
• Simplicidad: Lo contrario a esto es la complejidad innecesaria, lo cual 
hace referenda al hecho de que podria disenarse un conjunto de reglas 
mâs reducido que mantuviera la fimcionalidad bâsica.
Veremos la aplicaciôn de estos principios a nuestro caso.
1) Efectos dificiles de restituir.
Este principio no es muy importante en nuestro caso. El sistema 
que utilizamos para hacer el experimento no dejaba al usuario obtener 
resultados fuera del camino "correcto". Sôlo cuando las equivocaciones 
eran consecutivas, el usuario recibia una pantalla indicando que habia 
ocurrido una equivocaciôn y que era lo que habia que hacer a 
continuaciôn.
Teclear texto: Dado que los sujetos no teman mucha experiencia 
usando el teclado, cuando se equivocaban al teclear algo tem an 
bastantes problemas en borrar lo mal escrito y volverlo a escribir bien.
2) Pantallas ambiguas.
• Apretar el botôn OK para abrir un archivo sin saber si el 
archive seleccionado es el correcto '^ .^
33 Una de las exposiciones iniciales de TAG.
34 La prueba de que ciertos disenadores han considerado esta situaciôn como problemâtica en 
ocasiones se puede ver en que ciertos programas ofrecen un pequeno cuadro resumen del documente cuando 
es seleccionado su nombre en el cuadro de diâlogo de abrir.
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• Seleccionar el comando Imprimir sin haberle dado al comando 
Ajustar Pagina.
• Seleccionar el botôn OK sin saber si el texto escrito es el 
correcto (esto ocurre siempre que se escribe algo)^ .^
4) Complejidad innecesaria.
La complejidad innecesaria es un criterio muy global y que résulta 
difîcil de aplicar en un sistema experimental. Es cierto que podria 
pensarse en un sistema con menos elementos teniendo en cuenta la 
funcionalidad bâsica. Pero la cuestiôn es que esa fimcionalidad es mâs 
simulada que real, por lo que résulta un poco fuera de lugar este tipo de 
anâlisis.
Es necesario hacer notar que la construcciôn de los modelos mediante el sistema utilizado no fue de 
gran ayuda en este tipo de anâlisis. Los propios autores, (Curry, et al., en prensa), poseen una herramienta 
que automatiza este tipo de anâlisis. Sin embargo, no ha sido utilizado en esta ocasiôn.
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M e t o d o l o g î a
5.1. Introducciôn
En este capitule se harâ fundamentalmente referenda a cuestiones 
estadisticas, comenzando por una breve introducciôn al modelo estâdistico 
utilizado, siguiendo posteriormente con un esquema comentado de los anâlisis 
llevados a cabo en el siguiente capitule con objeto de facilitar su lectura.
Un apartado importante que podria haber sido incluido en este capitule ha 
sido adelantado al comienzo del capitule 4. Nos referimos a la descripciôn del 
programa que los sujetos aprendieron a manejar para llevar a cabo el ejercicio 
del que se tomaron los dates a analizar. Este apartado ha sido trasladado a aquel 
lugar para facilitar la lectura de las descripciones formales realizadas ya que, sin 
él, hubiera resultado difîcil en nuestra opiniôn, seguir el reste del capitule 4.
5.2. Descripciôn de las técnicas estadisticas 
util izadas
El modelo estadistico utilizado en este trabajo ha sido el de un anâlisis de 
series temporales conjunto (Maddala, 1985; Maddala, 1987b; Moore, et al., 1994; 
Sayrs, 1989). Esta técnica puede ser comparada a un anâlisis de regresiôn 
intrasujeto que permite especificar autocorrelaciôn (también intrasujeto), 
ademâs de aprovechar en parte la variabilidad entre sujetos para aumentar la 
consistencia de la estimaciôn de los parâmetros calculados.
Este tipo de anâlisis es una técnica infrautilizada en Psicologia segun 
Moore et. al (1994) ya que, de acuerdo con una revisiôn realizada en bases de
R esultados
datos bibliogrâfîcas, solo encontraron nueve articulas que la utilizaran. Esta 
técnica es descrita habitualmente en textes de Econometria, y se aplica 
tipicamente a situaciones en las que datos acerca de varias empresas, paises o 
unidades son recogidos durante una serie de périodes de tiempo. De este modo, 
permite combinar las ventajas de datos provenientes de secciones transversales 
y de secciones longitudinales.
Las ventajas de este modelo en Psicologia, segun Moore et. al (1994), son :
1) Al utilizarse una muestra de sujetos, necesita menos observaciones por 
sujeto de las que se necesitaria en un anâlisis de series temporales ordinarias.
2) Puede proporcionar una potencia estadistica considerable al analizar 
muestras estadisticas pequenas, ya que, al utilizar muchas observaciones para 
cada sujeto, hay un considerable incremento en el N manejado.
3) El investigador aprovecha la ventaja de utilizar un anâlisis de regresiôn 
intrasujetos, el cual proporciona directamente tamanos de efecto utiles en la 
prâctica aplicada en forma de coeficientes de regresiôn, ademâs de indicadores de 
significaciôn estadistica.
Para tra tar las unidades consideradas, han sido propuestos très tipos de 
modelos (Maddala, 1971; Novales Cinca, 1988; Sayrs, 1989): de coeficientes 
constantes, de efectos fijos y de efectos aleatorios. De estos modelos, el primero 
de ellos introduce el efecto de las variables independientes consideradas sin tener 
en cuenta las distintas unidades que han producido los resultados y es 
équivalente a realizar un anâlisis de regresiôn basado en minimes cuadrados 
entre las variables independientes y las variables dependientes. En nuestro 
caso, este modelo no parecia apropiado, debido a que los sujetos tuvieron 
comportamientos distintos, realizando las tareas con un tiempo medio diferente 
entre ellos. Una alternativa es el denominado en la literatura econométrica 
modelo de efectos fijos y que puede equipararse a un anâlisis de regresiôn 
intrasujeto (Pedhazur, 1982). En este modelo, cada unidad incorpora una 
variable ficticia (dummy). Ello équivale a otorgar una constante diferente para 
cada unidad en el anâlisis de regresiôn, ademâs de considerar el efecto de las 
variables independientes. El modelo es también capaz de incluir constantes 
diferentes para cada momento serial (lo cual hubiera sido inapropiado en nuestro 
caso) y autocorrelaciôn intrasujeto.
Este ultimo modelo es considerado inapropiado por Maddala (1971, 1985, 
1987) porque tra ta  el comportamiento individual como "una ignorancia
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especifîca" que es controlada independientemente de su origen trente a la 
"ignorancia general" que supone el componente de error. Esto lleva a los 
siguientes argumentes en contra del modelo de efectos fijos:
a) no hay razôn para tra ta r una fuente de error de modo diferente a las 
otras fuentes y,
b) en la literatura del anâlisis de varianza se suele mencionar una perdida 
de generalizabilidad, ya que las inferencias que podrîamos extraer sôlo pueden 
referirse a la muestra utilizada, mientras que si quisiéramos extraer inferencias 
para toda la poblaciôn, deberîamos utilizar un modelo aleatorio.
El modelo de efectos aleatorios en cambio no tra ta  ese error de modo 
espectfîco sino que lo anade al error general. Veamos a continuaciôn una 
exposiciôn mâs formai de los distintos modelos:
El modelo de coeficientes constantes puede representarse como:
(1) y, = a+P'x„+ei,
Mientras que el modelo de efectos fijos es:
(2) % = a, +p'x, + e„
En este modelo ha sido introducida una constante para cada una de las 
unidades del anâlisis. Esto équivale a introducir una variable ficticia para cada 
una de los grupos (eliminando la constante general para evitar el problema de 
multicolinearidad perfecta que se producirîa en caso de introducirla).
Y el modelo de efectos aleatorios
(3) y„ = a+P'x^+n, + ei,
En este caso, los efectos individuales son considerados parte del termine de 
error, por lo que un método de estimaciôn segun un modelo de regresiôn 
generalizada es lo apropiado.
Maddala (Maddala, 1987b) resume la soluciôn de este modelo del siguiente 
modo.
Si definimos
(4) E u (y i,-ÿ ) '= Z i,,(y i-ÿ [) '+ Z i.,(ÿ |-ÿ ) '
podemos escribir estas formulas en los termines habituales de suma de 
cuadrados total, suma de cuadrados dentro (de cada sujeto a lo largo del tiempo) 
y suma de cuadrados entre.
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(5) SCT=SCD + SCE
Realizando una descomposicion similar para las covarianzas y el reste de 
las varianzas podemos llegar al siguiente estimador de la matriz de pesos:
(6) p = D-JD^
En donde,
D„ = (x„-x,Ÿ
J^ x, = (x„-x,U y^-ÿp
Este estimador se conoce como el estimador intra grupos y permite la 
soluciôn del modelo de efectos fijos considerado anteriormente. Ahora bien, si 
aceptamos:
(7) e,, = Af(0,cr')
(8) ^l|SN{0,a,^)
entonces es posible derivar el siguiente estimador de minimes cuadrados 
generalizados:
(9) Pcx = (.D„ + eE J-\D ^  + eE^)
en donde,
(10) 0 =  ^
a^  + T o ;
Dos casos extremes son de importancia. Si 0=0 entonces la varianza que 
proviene de los grupos se anula y el modelo pasa a ser igual al modelo de efectos 
fijos. Si 0=1 entonces el modelo es similar a minimes cuadrados ordinaries. 
Naturalmente, las varianzas del error y entre grupos deberân ser estimadas ya 
que en principio son desconocidas. Green (Green, 1993). expone los métodos que 
pueden seguirse para realizar esta estimaciôn.
Por ultime, es posible demostrar que el modelo de efectos aleatorios es 
équivalente a utilizar minimes cuadrados ordinaries utilizando la siguiente 
transformaciôn en los datos:
(11) % -A ÿ,;y,
X^-Xxi.
en donde
A = 1 — V0
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5.3. Esquema de los anâlisis estadisticas en relaciôn 
con el anâlisis de series temporales conjunto
En primer lugar, es necesario tener en cuenta que se ha presentado en los 
anâlisis los resultados asumiendo autocorrelaciôn entre las distintas ejecuciones 
dentro de cada sujeto. El paquete estadistico utilizado realiza la transformaciôn 
que corrige la autocorrelaciôn para cada sujeto. Ello implica que ciertos datos 
(médias, desviaciones tipicas, etc.) no tengan un valor literal ya que 
corresponden a las variables transformadas. Al solicitar el output del ordenador, 
los anâlisis eran realizados dos veces, la primera de ellas no consideraba la 
autocorrelaciôn (aunque la calculaba en los residuales) y la segunda si, 
aprovecbando el valor calculado anteriormente. Los resultados de la primera 
regresiôn no serân mostrados aqui. La estimaciôn de la autocorrelaciôn es 
utilizada para realizar la transformaciôn de Cocbrane-Orcutt (Green, 1993; 
Ostrom, 1978) lo cual implica la pérdida de una observaciôn por sujeto.
El esquema de los resultados es el siguiente:
1. Para cada nivel, estadisticos descriptives de las variables dependientes 
consideradas, tanto en su condiciôn original como después de realizadas las 
transformaciones logarîtmicas que mejoraran los problemas de asimetrîa y no 
normalidad encontradas en ellas.
2. Histogram as de las variables dependientes originales y las 
transformadas que permiten comprobar los bénéficiés conseguidos por medio de 
las transformaciones.
3. Correlaciones entre las variables independientes. Esto permite un primer 
examen de la cobneabdad entre ebas.
4. A continuaciôn, para cada variable dependiente, se muestra el output del 
programa estadistico utilizado para realizar el anâlisis de series temporales 
conjunto. Este comprende.
a) Resultados de una regresiôn minime cuadrâtica de las variables 
independientes sobre la dependiente sin considerar los individuos. En ella se 
muestran:
• Estadisticos descriptives de las variables dependientes (n° de casos, 
media y desviaciôn tipica), errer tipico y sumas de cuadrados.
• Proporciôn de varianza expbcada no ajustada y ajustada.
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• Anâlisis de varianza global (la significaciôn se muestra posteriormente 
cuando se comparan modelos).
• Verosimilitud del modelo considerando las variables independientes y sin 
hacerlo (asumiendo coeficientes cero y un modelo con sôlo la constante).
• Criterio de predictibilidad de Amemiya y de informaciôn de Akaike.
• Anâlisis de varianza global.
• Autocorrelaciôn de los residuales con el modelo considerado.
• Indicadores para cada una de las variables independientes. Coeficientes, 
error tipico, cocientes t, nivel de significaciôn, media y desviaciôn tipica.
b) Resultados de una regresiôn mmimo cuadrâtica asumiendo efectos fijos 
para los individuos. Esto es équivalente a una regresiôn en la que cada individuo 
tiene una variable ficticia (para evitar el problema de colinealidad no se incluye 
la constante -Kleinbaum, et al., 1988-) y puede entenderse como un anâlisis de 
regresiôn intrasujeto (Pedhazur, 1982). Se muestran los mismos resultados que 
anteriormente anadiéndose una estimaciôn de los efectos para cada uno de los 
individuos.
c) Contrastaciôn de los distintos modelos considerados implicitamente. 
Estos modelos son:
1. Modelo con sôlo la constante.
2. Modelo con sôlo efectos de grupo.
3. Modelo con sôlo variables independientes.
4. Modelo que incluye los efectos de las variables independientes y de 
los grupos.
Para estos cuatro modelos se muestra:
• Verosimilitud del modelo, sumas de cuadrados del error y proporciôn de 
varianza explicada.
• Pruebas de significaciôn Chi cuadrado de verosimilitud y F de varianza 
entre los distintos modelos.
Este conjunto de pruebas permite valorar el interés de incluir las variables 
ficticias dentro del modelo trente a la regresiôn clâsica y asimismo la 
significaciôn global de los resultados.
d) Resultados del modelo de efectos aleatorios.
El output del modelo de efectos aleatorios incluye la siguiente informaciôn:
• El test de Breusch y Pagan (Green, 1993) que contrasta el modelo de 
regresiôn sin tener en cuenta los efectos de grupos (modelo 3) contra los modelos 
con factores. La formula de esta prueba es:
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Con Hq.gI ^ O y
Bajo la hipotesis nula este estadistico signe la distribucion Chi cuadrado 
con un grado de libertad. Valores bajos de este estadistico implican no rechazar 
la hipotesis nula y por tanto 0=1 en la formula 10 lo cual lleva a mmimos 
cuadrados sin efecto de grupos.
• El test de Hausman (Green, 1993) para comprobar si el modelo de efectos 
aleatorios es preferible al modelo de efectos fijos. Su formula es:
(13) H — (Pgmc ^fmco) (Pgmc ^fmco)
En esta formula, si la diferencia entre las varianzas de los estimadores de 
los pesos de la regresiôn obtenidos a partir del modelo de efectos fijos y del de 
efectos aleatorios es pequena, H aumenta. Por el contrario cuanto menor sea la 
varianza del modelo basado en efectos aleatorios, mayor sera el denominador y, 
por tanto, menor sera el valor de H. La hipotesis nula corresponde a Hq:H=0 (el 
modelo de efectos aleatorios présenta menor variabilidad en las estimaciones de 
los pesos de la regresiôn y es el preferido) y la alternativa a Hi:H>0 (se prefiere el 
modelo de efectos fijos). Bajo la hipôtesis nula, H sigue la distribuciôn Chi 
cuadrado con grados de hbertad igual al numéro de regresores.
• Proporciôn de varianza explicada por el modelo.
Al respecto, es conveniente hacer notar que el modelo de coeficientes 
aleatorios, a pesar de ser mas eficiente en la estimaciôn de la matriz de pesos de 
la regresiôn, en general implica un descenso en el ajuste segun el criterio de la 
proporciôn de varianza explicada, debido a que la varianza de los grupos ha sido 
incorporada al término de error en lugar de introducirse como un factor mâs 
(Sayrs, 1989).
• Indicadores para cada una de las variables independientes. Coeficientes, 
error tipico, cocientes t, nivel de significaciôn, media y desviaciôn tipica, 
estimados segun el método de coeficientes aleatorios.
e) Anâlisis de los residuales del anâlisis.
• Diagrama de dispersiôn de las puntuaciones predichas trente a las 
residuales.
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• Histograma de puntuaciones residuales.
• Grâfîcos de series temporales por sujeto de los residuales obtenidos (un 
esfuerzo ha sido realizado para igualar las escalas de estos grâfîcos para facilitar 
la comparacion).
• Comparacion de los residuales grâfîcamente y por medio de anâlisis de 
varianza cuando se ha considerado apropiado en funciôn de las cinco tareas 
principales que los sujetos realizaron con objeto de comprobar la variabilidad 
restante.
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Resul tados
6.1. Introducciôn
En este capitule se mostrarân los resultados obtenidos acerca de la 
capacidad de predicciôn de las técnicas de descripciôn utilizadase en el capitule 4 
sobre el comportamiento de los sujetos en las tareas disenadas. Este capitule 
comprende los siguientes puntos: En primer lugar, comentaremos algunas 
cuestiones en relaciôn con las variables dependientes utilizadas; y, en segundo, 
mostraremos los resultados estadisticos. Estos resultados vienen acompanados 
con un esquema inicial que explica los outputs del paquete estadistico utilizado y 
luego breves comentarios cuando estos han sido considerados convenientes. Una 
discusiôn mâs compléta de los resultados se réserva para el capitule posterior.
6.2. Descripciôn de las variables dependientes
utilizadas
Revisando el capitule II es posible ver que las caracteristicas estructurales 
descritas en los interfaces por medio de las notaciones manejadas se relacionan 
con las siguientes variables dependientes del usuario en cada caso:
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• NGOMS predice tiempo de aprendizaje del sistema y tiempo de ejecucion 
de la tarea. A través del anâlisis de la carga mental, predice también errores, 
pero este aspecto de la técnica esta todavia sin desarrollar profundamente.
• TAG se centra en la consistencia de las tareas, lo cual en términos de 
variables dependientes puede concretarse en varias posibilidades. Menor 
consistencia implicara mayor dificultad de aprendizaje, de recuerdo a largo plazo, 
de soluciôn de problemas, mayor numéro de errores, etc.
• Action-Task indica mayor numéro de opciones a considerar a la hora de 
realizar una acciôn. Este factor influiria en las siguientes variables 
dependientes: tiempo de soluciôn de un problema, tiempo de ejecuciôn, errores 
cometidos, etc.
En nuestro caso, sôlo han sido consideradas las variables dependientes 
descritas a continuaciôn:
• (TSE) Tiempo necesitado para terminar la tarea descontando el tiempo 
empleado cuando se cometia un error (incluyendo el tiempo del propio error como 
la recuperaciôn posterior en caso de haber mensajes de alarma, etc.).
• (TCE) Tiempo total necesitado para terminar la tarea (sin descontar el 
tiempo de los errores).
Estas variables dependientes nos parecieron suficientes ya que pueden ser 
vistas como un producto ponderado del resto de las otras variables mâs 
anahticas. Asi, por ejemplo, mayor numéro de errores o mayor dificultad en 
ejecutar la tarea implicarân en ambos casos mayor tiempo en terminar la tarea. 
Ademâs, un disenador de interfaces no estâ interesado en variables analiticas, 
sino que le interesan mâs bien valores globales que refiejen el impacto conjunto 
de esas variables. El tiempo de realizaciôn de la tarea es este tipo de valor global, 
y a que es funciôn de las otras variables dependientes.
La razôn para distinguir entre la misma variable incluyendo o no los errores 
se encuentra en que buena parte de los modelos existentes en la literatura 
(fundamentalmente los derivados de GOMS) asumen que son incapaces de 
predecir los errores. De este modo, si hubiéramos querido seguir estrictamente 
los supuestos de estos modelos sôlo deberîamos haber utilizado la variable 
dependiente tiempo sin errores. No obstante, puesto que querîamos poner a 
prueba otros modelos decidimos no descartar ninguna de las posibilidades.
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6.3. Variables independientes utilizadas y niveles de
anâlisis
Las variables independientes utilizadas puede clasifîcarse en dos tipos. 
Variables de control y variables derivadas de los ejercicios de modelado 
realizados en el capitule anterior. Veâmoslas a continuaciôn:
• Variables de control
1) Numéro de serie del intente de la tarea. Como minime, cada tarea era 
intentada très veces. En caso de que les sujetos siguieran cometiendo errores en 
el tercer intente, los sujetos podian intentar la tarea un numéro mayor de 
ocasiones. Esta variable predeciria la disminuciôn del tiempo de realizaciôn de la 
tarea producto de la repeticiôn de esta.
2) Primer intente. El primer intente era siempre el mâs difïcil de realizar y 
no seguia una relaciôn lineal con el resto de los intentes. Por ejemplo, en métodos 
como NGrOMS, que cuentan el numéro de reglas nuevas que el usuario tiene que 
aprender por método, los intentes posteriores no supondrian ninguna régla 
nueva. Ello hacia que en general la variable numéro de serie del intente (v. 
pârrafo anterior) presentara una relaciôn curvilinea con los datos, que 
signifîcaba un desajuste para las técnicas estadisticas basadas en supuestos 
lineales utilizadas en este caso. Para evitar esto, se introdujo una variable 
ficticia (dummy) que fijarîa la varianza de ese primer intente.
3) Orden de la tarea. El numéro de tareas realizadas anteriormente se 
considéré que podria afectar la velocidad con la que los sujetos resolverian la 
tarea siguiente independientemente de que otras variables (taies como el 
numéro de reglas nuevas) permanecieran constantes.
• Variables obtenidas a partir del anâlisis de los modelos.
1) NGOMS: Es el numéro de reglas nuevas calculado segun el método 
NGOMS (tabla 4.3).
2) TGOMS: Es el numéro total de reglas calculado segun el método NGOMS 
(tabla 4.2).
3) CC: Cambiar Comentario. Esta tarea apareciô en los anâlisis realizados 
como especialmente conflictiva por lo que una variable ficticia (dummy) fue 
utilizada para marcarla.
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4) TAG: A partir del método de Task Action Grammar se distinguiô entre 
dos grupos de tareas, consistentes e inconsistantes. Se utilizo una variable 
ficticia para representar esta distinciôn (Tabla 4.4).
5) Action-Task: A partir del método de Acciôn Tarea se derivaron una serie 
de valores indicando el numéro de elecciones que los sujetos debian de realizar 
(tabla 4.5).
No obstante, los anâlisis han sido realizados a diversos niveles, desde un 
nivel mâs global hasta otros mâs detallados tal y como se encuentra descrito en 
el capitule cuatro. Dependiendo del nivel considerado, los anâlisis inclman unas 
variables independientes u otras tal y como fuera apropiado. A continuaciôn se 
especifican los distintos casos:
• N ivel 1: Este grano de anâlisis corresponde al nivel 2 de la descripciôn 
NGOMS. La ejecuciôn en estas tareas pudo ser predicha mediante las variables 
obtenidas a partir del anâlisis NGOMS: TGOMS, NGOMS y CC. Ademâs, se 
utilizaron las variables de control intento, primer intente y orden de la tarea.
• N ivel 2: Corresponde a una serie de subtareas que se inclman dentro de 
las cinco tareas consideradas anteriormente. En la descripciôn NGOMS del 
capitule 3 corresponderia al nivel 3. Estas subtareas son apropiadamente 
descritas también mediante TAG por lo que existe la oportunidad de realizar 
comparaciones entre las predicciones realizadas mediante los dos modelos. Las 
variables utilizadas fueron NGOMS, TGOMS, TAG y CC. Ademâs se utilizaron 
las variables de control.
• N ivel 3: Corresponde a acciones bâsicas mâs elementales que las 
analizadas en los otros niveles. Sôlo se utilizô la variables Action-Task. Ademâs 
se utilizaron las variables de control.
6.4. Resultados obtenidos
1. Resultados para el Nivel 1
En el nivel 1 se manejan un total de 205 observaciones que corresponden a 
la combinaciôn de 12 sujetos por 5 métodos por 3 a 6 intentos (dependiendo de la 
rapidez con la que consiguieran resolver el problema).
A continuaciôn se muestran los estadisticos descriptivos y los histogramas 
de las variables dependientes consideradas.
V. dep.________________ TSE (s) Log (TSE)___________TÇE__________ TCE*
Médias 36.11 1.511 62.12 1.677
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Mediana 30.7 1.488 36.3 1.668
N 205 205 205 205
Asimetria 2.921 0.7874 3.518 0.2779
Curtosis 12.45 1.165 14.4 -0.3779
Desv. tipica 20.4 0.1897 75.95 0.1008
A. Intercuartil 16.25 0.2165 29.38 0.1217
Minime 13.1 1.117 13.1 1.447
Maxime 174 2.241 541.3 1.914
Tabla 6.1: Estadisticos descriptivos de las v. d. en el nivel 1.
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Figura 6.1: Histogramas de las variables dependientes en el nivel 1.
El tiempo medio necesario para terminar una tarea (sin descontar los 
errores) era un minuto aproximadamente. Si se descuenta el tiempo empleado 
en acciones equivocadas, este valor desciende a la mitad. Algunos sujetos 
llegaron a realizar alguno de los ensayos con gran velocidad (13 segundos) trente 
a otros ensayos en los que se necesitaron casi 10 minutes hasta que el sujeto 
terminé con la tarea.
Como es posible ver, existe en todas las variables dependientes una gran 
asimetria y curtosis, lo cual las hace poco adecuadas para la realizaciôn de los
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anâlisis. Esta asimetria es razonable si pensâmes que se trata de variables 
limitadas solamente por uno de los extremes y no por el otro. Ademâs, distintos 
componentes vienen a conformar los resultados observados, algunos de los 
cuales influirân para producir valores mâs altos (cuando los sujetos tengan 
problemas para resolver la situaciôn y se embarquen en actividades de 
bùsqueda y exploraciôn) que en otras ocasiones (cuando los sujetos resuelvan las 
tareas de una manera mâs directa).
Una soluciôn para este tipo de problemas se encuentra en realizar 
transformaciones de tipo logaritmico o cercanas (véase histogramas 
correspondientes). En nuestro caso, la transformaciôn se realizô por medio de 
técnicas grâfîcas buscando valores que corrigieran satisfactoriamente esta 
situaciôn. En el caso del tiempo sin errores la transformaciôn logaritmica fue 
aceptable y en el caso de tiempo con errores la siguiente transformaciôn (v. 
Hoaglin, et al., 1983) con un valor de p=-.5 fue realizada sobre la variable i.
7* = ^
Descripciôn de las variables independientes
La obtenciôn de las reglas totales (TGOMS) y las reglas nuevas (NGOMS) 
pueden ser consultadas en la secciôn anterior. Cambiar Comentario es una 
variable ficticia (dummy) que hace referencia a la tarea que segun los anâlisis 
realizados deberia tener un comportamiento especialmente inadecuado debido a 
aspectos cualitativos derivados de los anâlisis.
A continuaciôn se muestran los diagramas de barras de las variables 
independientes.
150 -- 
100  - -  
50 --
0 1 
Primer Intento
50 -• 
30 -- 
1 0  - -
60
40 -- 
20  - -
1 2 3 4 5
Orden Tarea
1 2 3 4 5 6
Intento
 ^ Esta transformaciôn es bastante cercana a la logaritmica. En los outputs de ordenador , esta variable 
aparecerâ como Logcon debido a cuestiones de espacio.
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n
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0 1 
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Figura 6.2: Diagramas de barras de las variables independientes al nivel 1.
Por ultime, se m uestran las correlaciones entre las variables 
independientes como primer examen de la colinealidad.
Primer intento Orden de la Intento Reglas Reglas Cambiar
tarea totales nuevas Comentario
1.000
0.015 1.000
-0.722 -0.064 1.000
0.001 -0.114 0.008 1.000
-0.014 -0.782 0.052 0.070 1.000
0.008 0.359 -0.028 -0.035 -0.209 1.000
Tabla 6.2: Correlaciones de las v. i. en el nivel 1.
La correlaciôn mâs importante es entre el orden de la tarea y el numéro de 
reglas nuevas. A mayor orden de la tarea, menor era el numéro de reglas nuevas. 
También, la variable ficticia primer intento correlaciona negativamente con la 
variable intento.
Lo correlaciôn entre el orden de la tarea y el numéro de reglas nuevas 
représenta un inconveniente del anâlisis, ya que esta colinealidad oscurece los 
resultados alcanzados.
No obstante, es necesario tener en cuenta que esta colinealidad résulta 
difîcil de evitar en situaciones cuasinaturales como la que estâmes manejando. 
En la mayoria de los sistemas reales, el numéro de reglas nuevas disminuye a 
medida que nuevas funciones son aprendidas, hasta que finalmente, muy poco es 
aprendido en cada tarea nueva. Aunque résulta posible crear un sistema en el 
que cada tarea nueva aportana un numéro igual de reglas nuevas (o superior), 
tal y como hacen Kieras y Poison (Poison, 1987), la situaciôn que estâmes 
manejando aqm es seguramente mâs cercana a las situaciones reales. Dos 
argumentes permiten apoyar (parcialmente) nuestro modo de hacer las cosas:
• El control de la colinealidad es inviable en las situaciones prâcticas. Dado 
que nuestro interés no se centraba en realizar un anâlisis de tipo experimental 
en el que las variables de interés fueran aisladas de otros factores 
contaminantes en una situaciôn artificial, este tipo de problemas prâcticos no
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fueron evitados. Nuestro interés estriba en comprobar si, a pesar de haberse 
producido esta situaciôn, el modelo manejado es todavia capaz de mantener 
poder predictive. Si en un experimento es posible demostrar que el numéro de 
reglas nuevas predice el tiempo, pero luego en la vida real es mâs sencillo utilizar 
el orden en que esta tarea es realizada no vemos interés en llevar a cabo 
costosos anâlisis. El argumenta para defender la utilizaciôn de estos modelos 
pasa por demostrar que son capaces de completar las predicciones que estas 
variables "naturales" son capaces de hacer. Como ha sido comentado en el 
capitule 1 esta postura es bastante usual entre investigadores en HCI. Un 
resultado que difïcilmente podria producirse en la vida real es poco interesante 
para un ârea aplicada.
Podria plantearse si puede existir un interfaz en el que el orden de la tarea y 
el numéro de reglas nuevas no correlacionaran entre si en la vida real. La 
respuesta es si, pero se trataria de un interfaz que podriamos considerar malo, 
poco consistante, ya que no habria una reducciôn del numéro de reglas a medida 
que el sujeto aprende nuevas tareas.
• Puesto que nuestro interés radicaba en utilizar varies modelos de 
descripciôn para realizar un anâlisis de una situaciôn semejante a una real, no 
se considerô conveniente ajustar la situaciôn a alguno de los anâlisis que se 
pensaba realizar posteriormente.
Resultados para la variable dependiente tiempo sin errores
En la tabla 6.3 mostramos los resultados de un anâlisis de series 
temporales ponderadas para la variable dependiente tiempo sin errores.
Unconditional ANOVA (No regressors)
Source Variation Deg. Free. Mean Square
Between 1.64766 11. .149787
Residual 4.03244 180. .224024E-01
Total 5.68010 191. .297387E-01
OLS Without Group Dummy Variables
Ordinary least squares regression. Dep. Variable = LOGSIN
Observations = 192 Weights = ONE
Mean of LHS = .1433563D+01 Std.Dev of LHS = .1724492D+00
StdDev of residuals= .1373600D+00 Sum of squares = .3490536D+01
R-squared = .3854794D+00 Adjusted R-squared: .3655490D+00
F[ 6, 185] .1934128D+02
Log-likelihood = .1122781D+03 Restr.(-=0) Log-1 = .6553442D+02
Amemiya Pr. Criter.= -.1096646D+01 Akaike Info.Crit. = .1955565D-01
ANOVA Source Variation Degrees of Freedom Mean Square
Regression .2189560D+01 6. .3649266D+00
Residual .3490536D+01 185. .1886776D-01
Total .5680095D+01 191. .2973872D-01
Variable Coefficient Std. Error t-ratio Prob|t|Ux Mean of X Std.Dev.of X
PRINTEN .23 648 .3172E-01 7.456 .00000 .23998 .44026
ORDTAREA -.12424E-01 .1082E-01 -1.148 .25222 2.9558 1.3342
INTENTOV -.32022E-02 .1200E-01 -.267 .78986 2.3004 1.1637
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NGOMS .10541E-05 .5286E-03 .002 .99841 33.623 30.583 
TGOMS -.10184E-02 .1770E-02 -.575 .56566 65.528 12.545 
CC -.86205E-01 .4988E-01 -1.728 .08552 .19499 .39342 
Constant 1.5699 .1522 10.316 .00000
Least Squares with Group Dummy Variables
Ordinary least squares regression. Dep. Variable = LOGSIN 
Observations = 192 Weights = ONE 
Mean of LHS = .1433563D+01 Std.Dev of LHS = .1724492D+00 
StdDev of residuals= .96359100-01 Sum of squares = .16156030+01 
R-squared = .71556760+00 Adjusted R-squared= .68777820+00 
F[ 17, 174] = .25749690+02
Log-likelihood = .18623140+03 Restr.(-=0) Log-1 = .65534420+02 
Amemiya Pr. Criter.= -.17524100+01 Akaike Info.Grit. = .10155550-01 
ANOVA Source Variation Degrees of Freedom Mean Square
Regression .40644920+01 17. .23908780+00 
Residual .16156030+01 174. .92850750-02 
Total .56800950+01 191. .29738720-01 
Estd. Autocorrelation of e(i,t) .025903
Variable Coefficient Std. Error t-ratio Prob|t|Ux Mean of X Std.Oev.of X
PRINTEN .20700 .2269E-01 9.124 .00000 .23998 .44026
OROTAREA -.14696E-01 .7610E-02 -1.931 .05490 2.9558 1.3342
INTENTOV - .25778E-01 .9011E-02 -2.861 .00468 2.3004 1.1637
NGOMS - .49018E-04 .3718E-03 -.132 .89526 33.623 30.583
TGOMS - .12063E-02 .1249E-02 -.966 .33544 65.528 12.545
CC -.87917E-01 .3516E-01 -2.500 .01321 .19499 .39342
Estimated Fixed Effects
Group Coefficient Standard Error
1 1.62495 .11521
2 1.47109 .11482
3 1.73966 .11455
4 1.53151 .11482
5 1.63633 .11472
6 1.77082 .11585
7 1.74685 .11671
8 1.59784 .11487
9 1.77724 .11437
10 1.68690 .11401
11 1.68435 .11417
12 1.45941 .11479
Test Statistics for the Classical Model
Model Log-Likelihood Sum of Squares R-squared
(1) Constant term only 65.53443 .5680100+01 .0000000
(2) Group effects only 98.42376 .4032440+01 .2900759
(3) X - variables only 112.27806 .3490540+01 .3854794
(4) X and group effects 186.23136 .1615600+01 .7155676
Hypothesis Tests
Likelihood Ratio Test F Tests
Chi-squared d.f. Prob value F num. denom. Prob value
(2) vs (1) 65.779 11 .00000 6.686 11 179 .00000
(3) vs (1) 93.487 6 .00000 19.341 6 185 .00000
(4) vs (1) 241.394 17 .00000 25.750 17 174 .00000
(4) vs (2) 175.615 6 .00000 43.382 6 174 .00000
(4) vs (3) 147.907 11 .00000 18.357 11 174 .00000
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Random Effects Model; v(i,t) = e(i,t) + u(i)
2 estimates of Var[u) + Q * Var[e]
Based on Means OLS
21143D-02 .235990-01
(Used Means. Q = .0642)
Estimates : Var[e] = .9285080-02
Var[u] = .1518470-02
Corr[v(i,t),v(i,s)] = .140553
Lagrange Multiplier Test vs. Model (3) = 311.25936
( 1 df, prob value = .000000)
Fixed vs. Random Effects (Hausman) .00010
( 6 df, prob value = 1.000000)
Estd. Autocorrelation of e(i,t) .015149
Reestimated using GLS coefficients:
Estimates : Var[e] = .9136770-02
Var[u] = .2414560-01
Sum of Squares .3507570+01
R-squared .3824810+00
Variable Coefficient Std. Error t-ratio Prob|t|Ux Mean of X Std.Dev.of X
PRINTEN .21584 .2256E-01 9.568 .00000 .23998 .44026
ORDTAREA -.14484E-01 .7594E-02 -1.907 .05647 2.9558 1.3342
INTENTOV -.19233E-01 .8844E-02 -2.175 .02965 2.3004 1.1637
NGOMS -.84472E-04 .3721E-03 -.227 .82039 33.623 30.583
TGOMS -.13585E-02 .1248E-02 -1.088 .27655 65.528 12.545
CC -.91356E-01 .3512E-01 -2.601 .00930 .19499 .39342
Constant 1.6399 .1125 14.572 .00000
Tabla 6.3; Resultados de la variable tiempo sin errores,
El efecto de los sujetos (en el output aparecen como grupos) aparece como 
significative tante en les tests de ceciente de veresimilitud cerne en las pruebas 
F. Les resultados faverecen el medele de efectes aleateries 
(Hausman=.0001;p=l) trente al de efectes fijes e al de minimes cuadrades 
ordinaries. El percentaje de varianza explicada para este medele es R2=.38. La 
autecerrelaciôn inicialmente tue calculada en p=.045 para, después de centrelar 
per ella, descender a p=.012.
La autecerrelaciôn de erdenes superieres a une, per sujete, ne alcanzaren 
niveles significativamente superieres a cere. Estes resultados ne han side 
mestrades aqui.
Ne obstante, en cuante a las variables independientes censideradas, les 
resultados ne justifican el medele prepueste. Ceme puede verse en la tabla de 
regresiôn final las variables independientes numéro de reglas nuevas y numéro 
de reglas totales presentan ceeficientes negatives, aunque ne significativamente 
superieres a cere (NGOMS t=-.227, p=.82; TGOMS (t=-1.088, p=.276). Per etre 
lade, aunque la variable ficticia Cambiar Cementarie (CC) aparece ceme 
significativa al 1%, su signe es el contrarie al esperade.
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Figura 6.3: Graficos de residuales para la variable dependiente sin error.
En el diagrama de dispersion de la figura 6.3 puede apreciarse que existe 
una cierta heteroscedasticidad en el término de errer, le cual reafirma la idea de 
que nos encontramos ante un modelo mal especificado. Exploraciones de los 
dates no mostradas aqui revelan que muy posiblemente una transformaciôn 
distinta (semejante a la realizada para la variable con errer) hubiera eliminado 
esa heteroscedasticidad en mayor medida.
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Figura 6.4: Grâficos de residuales individuales por serie
Los residuales de los sujetos muestran una aproximaciôn visual a la calidad 
de los resultados. Puesto que el modelo elegido no ha sido el de efectos fijos, nada 
obliga a los residuales para cada individuo a distribuirse alrededor del valor de 0. 
Resultados no mostrados aqui revelaron como la transformaciôn realizada 
éliminé la mayor parte de la autocorrelaciôn intrasujeto para todos los individuos 
basta el nivel 142.
Una cuestiôn de posible interés es si existe alguna de las tareas que fue 
peor explicada que el resto por el modelo propuesto. En ese caso, tendriamos una 
indicaciôn de algun tipo de problema cualitativo no ballado por nuestros anâlisis 
en alguna de las tareas. El grâfîco siguiente y el anâlisis de varianza de los 
residuales nos proporcionan esta informaciôn.
En los diagramas de cajas no parece que exista variabilidad especifica a 
alguna de las tareas que no baya sido determinada. El anâlisis de varianza 
confirma este extreme.
Fuente gl SC MC F Prob
Const 1 0.013912 0.013912 0.65761 0.4184
Tra 4 0.046653 0.011663 0.55132 0.6983
Errer 199 4.20989 0.021155
Total 203 4.25655
Tabla 6.4: Anâlisis de varianza de los residuales 
Como conclusion podemos senalar que a este nivel el modelo no parece 
comportarse adecuadamente para predecir la variable dependiente.
2 Hay que hacer notai no obstante que la serie no era muy larga para cada sujeto
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Figura 6.5: Residuales frente a tarea.
Una ultima comparaciôn es la que se puede realizar entre las predicciones 
para el tiempo medio de aprendizaje y el tiempo medio de ejecucion utilizando las 
sugerencias realizadas por Kieras y Elkerton mostradas en el capitule anterior. 
El resultado es mostrado grâfîcamente y es necesario senalar que aunque el 
ajuste entre el aprendizaje predicho y los tiempos reales parece adecuado, la 
escala de las predicciones es en minutes y el tiempo es en segundos. En el caso 
de la comparaciôn con la ejecucion, ambos tiempos son en segundos.
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Figura 6.6: Tiempo de aprendizaje predicho frente a tiempo medio por tarea ( en cada orden)
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Figura 6.7: Tiempo de ejecucion predicho frente a tiempo medio por tarea ( en cada orden)
Resultados para la variable dependiente tiempo con errores
Pasaremos a continuacidn a mostrar los resultados para la variable
Unconditional ANOVA (No regressors)
Source Variation Deg. Free. Mean Square
Between .346714 11. .315194E-01
Residual 1.39923 180. .777353E-02
Total 1.74595 191. .914109E-02
OLS Without Group Dummy Variables
Ordinary least squares regression. Dep. Variable = LOGCON
Observations = 192 Weights = ONE
Mean of LHS = .1454037D+01 Std.Dev of LHS = .9560905D-01
StdDev of residuals= .7791866D-01 Sum of squares = .1123194D+01
R-squared = .3566855D+00 Adjusted R-squared= .3358212D+00
F[ 6, 185] .1709553D+02
Log-likelihood = .2211304D+03 Restr.(-=0) Log-1 = .1787828D+03
Amemiya Pr. Criter.= .2230525D+01 Akaike Info.Crit. = .6292668D-02
ANOVA Source Variation Degrees of Freedom Mean Square
Regression .6227544D+00 6. .1037924D+00
Residual .1123194D+01 185. .6071318D-02
Total .1745948D+01 191. .9141090D-02
Variable Coefficient Std. Error t-ratio Prob|t|Ux Mean of X Std.Dev.of X
PRINTEN .11000 .1777E-01 6.190 .00000 .21786 .45635
ORDTAREA -.51874E-02 .6478E-02 -.801 .42420 2.6819 1.2550
INTENTOV -.68323E-02 .6942E-02 -.984 .32622 2.0875 1.1634
NGOMS .30664E-03 .3163E-03 .970 .33343 30.521 28.878
TGOMS -.11044E-02 .1065E-02 -1.037 .30093 59.462 11.745
CC -.68746E-01 .2981E-01 -2.306 .02213 .17700 .37142
Constant 1.7911 .8221E-01 21.788 .00000
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Least Squares with Group Dummy Variables 
Ordinary least squares regression.
Observations =
Mean of LHS =
StdDev of residuals= 
R-squared =
F[ 17, 174]
Log-likelihood =
Amemiya Pr. Criter.= 
ANOVA Source
Regression
Residual
Total
192
.1454037D+01
•6295450D-01
.6050234D+00
.1567838D+02
.2679599D+03
-.2603749D+01
Variation
.1056340D+01
.6896088D+00
.1745948D+01
Dep. Variable =
Weights =
Std.Dev of LHS = 
Sum of squares = 
Adjusted R-squared=
Restr.(•=0) Log-1 = 
Akaike Info.Crit. = 
Degrees of Freedom 
17.
174.
191.
LOGCON 
ONE 
.9560905D-01 
.6896088D+00 
.5664337D+00
.1787828D+03 
.4334825D-02 
Mean Square
.6213762D-01
.3963269D-02
.9141090D-02
Estd. Autocorrelation 
Variable Coefficient
of e(i,t) 
Std. Error
.037563
t-ratio Prob1t 1Ux Mean of X Std.Dev.of
PRINTEN .90120E-01 .1463E-01 6.160 .00000 .21786 .45635
ORDTAREA -.53323E-02 .5246E-02 -1.016 .31068 2.6819 1.2550
INTENTOV -.21131E-01 .5951E-02 -3.551 .00048 2.0875 1.1634
NGOMS .31006E-03 .2561E-03 1.211 .22752 30.521 28.878
TGOMS -.11161E-02 .8651E-03 -1.290 .19852 59.462 11.745
CC -.69593E-01 .2418E-01 -2.878 .00444 .17700 .37142
Estimated Fixed Effects
Group
1
2
3
4
5
6
7
8 
9
10
11
12
Coefficient 
1.82000 
1.73552 
1.88238 
1.74770 
1.82857
85840 
89928 
80928 
87888 
1.88136 
1.83716 
1.73113
Standard Error 
.08043 
.08044 
.08024 
.08044 
.08045 
.08124 
.08159 
.08056 
.08007 
.07972 
.07996 
.08050
Test Statistics for the Classical Model
(1)(2)
(3)
(4)
Model
Constant term only 
Group effects only 
X - variables only 
X and group effects
Log-Likelihood Sum of Squares
178.78276
200.03451
221.13043
267.95992
Hypothesis Tests
Likelihood Ratio Test
.174595D+01
.139923D+01
.112319D+01
.689609D+00
F Tests
R-squared
. 0 0 0 0 0 0 0
.1985818
.3566855
.6050234
Chi-squared d.f. Prob value F num. denom. Prob va
(2) vs (1) 42.503 11 .00001 4.055 11 179 .00003
(3) vs (1) 84.695 6 .00000 17.096 6 185 .00000
(4) vs (1) 178.354 17 .00000 15.678 17 174 .00000
(4) vs (2) 135.851 6 .00000 29.842 6 174 .00000
(4) vs (3) 93.659 11 .00000 9.946 11 174 .00000
Random Effects Model: v(i,t) = e(i,t) + u(i)
2 estimates of Var[u] + Q * Var[e]
Based on Means OLS
.10847D-02 .51907D-02
(Used Means. Q = .0642)
Estimates : Var[e] = .396327D-02
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Var[u]
Corr[v(i,t),v(i,s)] = 
Lagrange Multiplier Test vs. Model 
{ 1 df, prob value = .000000)
Fixed vs. Random Effects (Hausman)
( 6 df, prob value = 1.000000)
Estd. Autocorrelation of e(i,t) 
Reestimated using GLS coefficients: 
Estimates: Var[e] =
Var[u] =
Sum of Squares 
R-squared 
Variable Coefficient Std. Error
.8303560-03 
.173221 
(3) = 149.26373
. 0 0 01 0
.032675
.3681530-02 
.5363950-02 
.1092850+01 
.3740630+00 
t-ratio Prob|t|Ux Mean of X Std.Oev.of X
PRINTEN .96522E-01 .1457E-01 6.624 .00000 .21786 .45635
ORDTAREA -.42823E-02 .5247E-02 -.816 .41447 2.6819 1.2550
INTENTOV - .16825E-01 .5877E-02 -2.863 .00420 2 .0875 1.1634
NGOMS .31707E-03 .2560E-03 1.239 .21551 30.521 28.878
TGOMS -.10248E-02 .8645E-03 -1.185 .23588 59.462 11.745
CC -.67613E-01 .2417E-01 -2.798 .00515 .17700 .37142
Constant 1.8034 .7902E-01 22.822 .00000
Tabla 6.5: Resultados para la variable dependiente con errores.
El modelo de efectos aleatorios es preferido de nuevo (Hausman=.0001; 
p=l). La proporcion de varianza explicada por el modelo de efectos aleatorios es 
R2=.37, similar al modelo que predecia la variable dependiente sin errores. La 
autocorrelaciôn inicial del modelo fue de p=.15 y descendio al valor de p=.032.
Anâlisis no mostrados aqui mostraron que la autocorrelaciôn de ordenes 
superiores a uno por sujeto no alcanzaron niveles significativamente superiores 
a cero.
En este caso, el coeficiente del numéro de reglas nuevas si tiene efecto 
positivo pero su nivel de significaciôn no supera ninguno de los margenes 
usualmente establecidos (NGOMS=.00031; t=1.23; p=.29). El numéro de reglas 
totales tampoco superô el nivel de significaciôn del 5% (TGOMS=-.001; t=-1.185; 
p=.023) pero con signo negativo. La variable ficticia cambiar comentario (CC=- 
0.067; t=-2.79; p=.0.005) si que superô el nivel de significaciôn pero con signo 
opuesto al esperado.
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Figura 6.8: Graficos de residuales para la variable dependiente con error.
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En este caso, los grâficos parecen adecuados, mostrando aproximadamente 
homoscedasticidad y normalidad en el error, como es deseado.
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Figura 6.9: Grâficos de residuales por series temporales para la variable tiempo con error.
En los grâficos de residuales individuales es posible apreciar como algunos 
sujetos tuvieron residuales positives muy altos en ocasiones (indicative de 
problemas con ciertas situaciones). Otros en cambio parecen haber tenido 
siempre residuales negatives. La autocorrelaciôn intrasujeto para todos los 
individuos fue explorada basta el nivel 14 y no alcanzô valores 
significativamente superiores a cero.
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Figura 6.10: Diagrama de cajas de los residuales con respecto a las tareas.
En el grâfîco que compara los residuales con las tareas no apreciamos 
diferencias importantes. A destacar no obstante como las medianas parecen en 
general tener un signo negativo, existiendo ademâs una cierta asimetrîa positiva
Fuente gl SC MC F Prob
Const 1 0.212504 0.212504 31.691 ^ 0.0001
Tra 4 0.001396 0.000349 0.05204 0.9949
Error 199 1.33440 0.006706
Total 203 1.33580
Tabla 6.7: Anâlisis de varianza de los residuales
De nuevo, no hay diferencia entre las tareas que aparezca como évidente.
Conclusiones respecto al nivel 1
En conclusion, los resultados en este nivel no confîrman los anâlisis 
NGOMS. Ninguna de las variables realiza predicciones cuantitativas 
consecuentes, ni tampoco la tarea considerada como peligrosa (Cambiar 
Comentario) muestra diferencias con las otras. Una explicaciôn de este 
resultado es que es producto de las variables introducidas para controlar el
3 Curiosamente, los residuales no tienen una media igual a cero. En la prueba de significaciôn de la 
constante se présenta un anâlisis de varianza para probar si la media total es diferente de cero. Este resultado es 
producto de los valores eliminados para calcular la autocorrelaciôn, pero luego no utilizados para calcular los 
residuales.
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efecto del aprendizaje. Sin estas correcciones la matriz de correlaciones entre las 
variables dependientes y las independientes séria la mostrada en la tabla 6.8.
LOGSIN LOGCON NGOMS TGOMS
1.000
0.855 1.000
0.079 0.166 1.000
0.092 0.048 -0.436 1.000
Tabla 6.8: Correlaciones entre NGOMS, TGOMS y las variables dependientes 
Como vemos, el numéro de reglas nuevas présenta una relaciôn poco 
importante con el tiempo de realizacion (valores en negrita) de las tareas. Este 
correlaciôn desaparece al tener en cuenta el efecto del orden de la tarea.
2 .  R esultados para el Nivel 2
En el nivel 2 de anâlisis se manejan un total de 657 observaciones que 
corresponden a las 9 subtareas distintas (v. tablas 4.2 y 4.3). Los estadisticos 
descriptivos de las variables dependientes se muestran a continuacion.
TSE (s) Leg(TSE) TCE (s) Log(TCE)
Médias 12.51 2.194 20.29 2.4
Mediana 9.9 2.293 11.2 2.416
N 657 657 657 657
Asimet. 3.107 0.0067 5.839 0.544
Curt. 16.08 -0.534 46.21 0.4023
Desv. 11.64 0.8246 36.15 1.008
Interc. 11.85 1.274 14.85 1.362
Minime 1.2 0.1823 1.2 0.1823
Maxime 107.3 4.676 439.5 6.086
Tabla 6.9: Estadisticos descriptivos de las variables dependientes.
Se comprobô que era necesario realizar transformaciones de las variables 
para poder utilizarlas en los anâlisis realizados tal y como se hizo al nivel 1. En 
este caso, la transformaciôn realizada fue hallar los logaritmos naturales de 
ambas variables, en lugar de los logaritmos décimales^.
^ Por elle ocurre la paradoja aparente de que las variables trasformadas tienen una media mayor en este 
nivel que al nivel uno, a pesar de que las variables originales tienen una media inferior, al ser el grano menor, 
en este caso.
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Los histogramas de las variables antes y después de ser transformadas 
aparecen a continuacion:
200  - -  
150 -- 
100 - -  
50 --
—H h-
0 25 50 75 100
Tiempo sin errores
80 -- 
60 -- 
40 -- 
20
-4
0.0 1.0 2.0 3.0 4.0 5.0
Log (Tiempo sin errores)
500 -- 
400 - - 
300 -- 
200 - -  
100 - -
L H 1-------1-------h
0 100 300
Tiempo con errores
0.00 2.50 5.00
Log (Tiempo con errores)
Figura 6.10: Histogramas de las variables dependientes censideradas. 
Descripciôn de las variables independientes
A continuacion se muestran los diagramas de barras de las variables 
independientes.
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Figura 6.11: Diagramas de barras de las variables independientes a nivel 2 
Como una aproximaciôn a la colinealidad se muestra la tabla de 
intercorrelaciones de las variables independientes.
PRINTEN INTENTO ORDTAR TAG NGOMS TGOMS CAMB.CO.
1.000
-0.716 1.000
0.024 -0.075 1.000
-0.002 0.004 -0.006 1.000
0.088 -0.077 0.070 0.407 1.000
0.008 -0.020 0.229 0.767 0.296 1.000
0.008 -0.021 0.204 0.250 0.230 0.394 1.000
Tabla 6.10: Correlaciones entre las variables independientes utilizadas.
Como es posible ver, a este nivel, TAG esta correlacionado con TGOMS y 
NGOMS. Esto ultimo puede entenderse como una cierta concordancia entre los 
dos modos de determinar la consistencia.
Résulta interesante explicar que el orden de la tarea y el numéro de reglas 
nuevas no correlaciona en esta ocasiôn debido a que un mismo valor de orden 
puede impli car subtareas completamente nuevas y otras ya aprendidas (con 
numéro de reglas nuevas nulo). Por ejemplo, la tarea Imprimir, compuesta de 
cuatro subtareas (Abrir archive, Ajustar pagina, Imprimir y Salir), solo tendria 
reglas nuevas, en caso de estar en el orden ter cero, en la segunda y tercera 
subtareas, mientras que la primera y la cuarta, al ser subtareas ya aprendidas 
anteriormente, no tendrian reglas nuevas que ser aprendidas.
Resultados para la variable dependiente  tiempo sin errores
Veamos a continuacion los resultados para las variable dependiente tiempo 
sin error.
Uncondit ional ANOVA (No reg ressors)
Source Variation Deg. Free. Mean Square
Between 25.5595 11. 2.32359
Residual 386.525 6 32 . .611590
Total 4 1 2 . 0 8 4 643 . . 6 4 0 8 7 8
OLS Without Group Dummy Variables 
Ordinary least squares regression. Dep. Variable = LOGSIN
Observations 64 4 Weight s = ONE
Mean of LHS .2237487D+01 Std.Dev of LHS .8005484D+00
StdDev of residuals^ . 4326360D+00 Sum of squares . 1190426D+03
R-squared . 7111208D + 0C Adjusted R-squared= .7079413D+00
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F[ 7, 636] 2236588D+03
Log-likelihood = 3701905D+03 Restr.(-=0) Log-1 = -.7700329D+03
Amemiya Pr. Criter.= 1174505D+01 Akaike Info.Crit. = .1894991D+00
ANOVA Source Variation Degrees of Freedom Mean Square
Regression 2930418D+03 7. .4186311D+02
Residual 1190426D+03 636. .1871739D+00
Total 4120844D+03 643. .6408777D+00
Variable Coefficient Std. Error t-ratio Prob1t 1Ux Mean of X Std.Dev.of X
PRINTEN .47032 .5284E-01 8.900 .00000 .28846 .45658
ORDTAREA -.10154 .1270E-01 -7.997 .00000 2.9132 1.4926
INTENTOV .57671E-02 .1989E-01 .290 .77189 2.4277 1.2168
NGOMS .27662E-01 .2131E-02 12.980 .00000 6.1186 8.9897
TAG2 -.26947 .5856E-01 -4.602 .00000 .50802 .49648
TGOMS .92718E-01 .4142E-02 22.383 .00000 20.003 7.1925
CC .45864E-01 .7990E-01 .574 .56594 .62500E -01 .23848
Constant .47893 .8949E-01 5.352 .00000
Least Squares with Group Dummy Variables
Ordinary least squares regression. Dep. Variable = LOGSIN
Observations = 644 Weights = ONE
Mean of LHS = 2237487D+01 Std.Dev of LHS .8005484D+00
StdDev of residuals= 3818547D+00 Sum of squares = .9113311D+02
R-squared = 7788484D+00 Adjusted R-squared= .7724793D+00
F[ 18, 625] 1222842D+03
Log-likelihood = 2841649D+03 Restr.(-=0) Log-1 = -.7700329D+03
Amemiya Pr. Criter.= 9415058D+00 Akaike Info.Crit. = .1501149D+00
ANOVA Source Variation Degrees of Freedom Mean Square
Regression 3209513D+03 18. .1783063D+02
Residual 9113311D+02 625. .1458130D+00
Total 4120844D+03 643. .6408777D+00
Estd. Autocorrelation of e(i,t) -.031269
Variable Coefficient Std. Error t-ratio Prob|t|Üx Mean of X Std.Dev.of X
PRINTEN .41397 .4756E-01 8.703 .00000 .28846 .45658
ORDTAREA -.10554 .1129E-01 -9.352 .00000 2.9132 1.4926
INTENTOV -.37927E-01 .1883E-01 -2.014 .04397 2.4277 1.2168
NGOMS .27599E-01 .1882E-02 14.663 .00000 6.1186 8.9897
TAG2 -.26221 .5189E-01 -5.053 .00000 .50802 .49648
TGOMS .92247E-01 .3670E-02 25.132 .00000 20.003 7.1925
CC .54404E-01 .7056E-01 .771 .44069 .62500E -01 .23848
Estimated Fixed Effects
Group Coefficient Standard Error
1 .52790 .09232
2 .23497 .09175
3 .75673 .09285
4 .38417 .09175
5 .62119 .09227
6 .87876 .09292
7 .78674 .09547
8 .55337 .09238
9 .85927 .09122
10 .67421 .09507
11 .63901 .09189
12 .24482 .09150
Test Statistics for the Classical Model
Model Log-Likelihood Sum of Squares R-squared
(1) Constant term only -770.03289 .412084D+03 .0000000
(2) Group effects only -749.41465 .386525D+03 .0620248
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(3) X - variables only -370.1 9051 .1190430+03 .7111208
(4) X and group effects -284.16485 .9113310+02 .7788484
Hypothesis Tests
Likelihood Ratio Test F Tests
Chi-squared d.f. Prob value F num. denom Prob value
(2) vs (1) 41.236 11 00002 3.799 11 631 .00003
(3) vs (1) 799.685 7 00000 223.659 7 636 . 00000
(4) vs (1) 971.736 18 00000 122.284 18 625 .00000
(4 ) vs (2) 930.500 7 00000 289.404 7 625 .00000
(4 ) vs (3) 172.051 11 00000 17.401 11 625 .00000
Random Effects Model: v(i,t) = e(i ,t) + u(i)
2 estimates of Var[u] + Q * Var[e]
Based on Means OLS
. 3 1 6 8 5 0 - 0 2 . 132080 + 00
(Used Means. Q .0191)
Estimates: V a r [ e ] = . 1458130+00
Var[u] = .3859850- 03
Corr [v(i,t),v(i,s)] = .002640
Lagrange Multiplier Test vs. Model (3) = 690.18156
( 1 df. prob value = . 0 0 0 0 0 0 )
Fixed vs . Random Effects (Hausman) = .00010
( 7 df. prob value = 1 .000000)
Estd. Autocorrelation of e(i,t) -.024585
Reestimated using GLS coefficients
Estimates : V a r [ e ] = . 1468520+00
Var[u] = . 1302190 + 00
Sum of Squares . 1190340+03
R-squared . 7111420+00
Variable Coefficient Std. Error t-ratio ProbItIUx Mean of X Std.Oev.of X
PRINTEN .46383 .4675E-01 9.921 .00000 . 2 8 8 4 6 .45658
ORDTAREA -.10200 .1122E-01 - 9 . 0 9 4 .00000 2.9132 1 .4926
INTENTOV .64555E-03 .1772E-01 . 0 3 6 .97094 2 . 4 2 7 7 1 . 2 1 6 8
NGOMS .27651E-01 .1881E-02 14.699 .00000 6.1186 8.9897
TAG2 - . 2 6 7 9 0 .5172E-01 -5.180 . 00000 .50802 .49648
TGOMS .92608E-01 .3659E-02 25.310 .00000 2 0 . 0 0 3 7 . 1 9 2 5
CC .47129E-01 .7052E-01 . 6 6 8 .50396 .62500E -01 . 2 3 8 4 8
Constant . 4 9 3 4 7 .7706E-01 6.404 . 00000
Tabla 6.11: Resultados para la variable dependiente tiempo sin errores.
Los resultados favorecen el modelo de efectos aleatorios 
(Hausman=.00010;p=l) con un coeficiente de determinaciôn de R2=0.71. Todos 
los factores de interés aparecen con niveles de significaciôn menores a .01 salvo 
TAG.
Las reglas nuevas tienen un coeficiente de b=.027. Para apreciar el efecto 
de este coeficiente podemos ver el lado izquierdo de la figura 5.12, que toma como 
ordenada los valores utilizados en NGOMS (entre 0 a 23), y como abscisa los 
valores predichos en puntuaciones directas asumiendo valores medios en el resto 
de variables independientes. El resultado es bastante lineal e implica un efecto 
medio de aproximadamente 0.77 s. por cada régla nueva.
Las reglas totales tienen un coeficiente de b=.092. El efecto en 
puntuaciones directas de este coeficiente puede ser apreciado en la parte 
derecha de la figura 6.12. Como es posible ver, el crecimiento, asumiendo valores
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medios en el resto de variables independientes, es curvilmeo. Por ello, valores 
muy altos en reglas totales significarâ una duraciôn en el tiempo para realizar 
las tareas de gran importancia.
16 
14 
12 - -  
10 - -
-H-----------h -
7.5 15.0
NGOMS
22.5
22.5
15.0
7.5
+-H h -
7.5 15.0 22.5
TGOMS
Figura 6.12: Influencia de NGOMS y TGOMS asumiendo valores 
medios en el resto de las variables independientes en la escala
original.
TAG tiene un coeficiente significative al nivel del 5% pero su signo es 
negativo. Este signo es debido a la correlaciôn con las otras variables 
independientes, ya que el signo de la correlaciôn simple entre el tiempo de 
realizaciôn y la variable extraida del anâlisis TAG es positiva. En la tabla 6.14 
es posible ver un anâlisis que utiliza sôlo la variable TAG en donde es posible 
comprobar este efecto.
La correlaciôn con las otras variables ha cambiado su efecto. La variable 
ficticia Cambiar Comentario no alcanza un efecto significativamente superior a 
cero.
+
1.50 2 .25 3.00  
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80 -- 
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20  - -
A Hny
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Figura 6.14: Grâficos de residuales de la variable dependiente tiempo sin error.
Los grâficos de residuales presentan un aspecto correcte.
Tanto el sujeto 3 como el sujeto 6 presentan residuales excepcionales. El 
primero un residual positivo y el segundo negativo. Por lo demâs, todos los 
sujetos parecen bien ajustados por las ecuaciones calculadas. Resultados no 
mostrados aqui revelaron como la transformaciôn realizada eliminô la mayor
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parte de la autocorrelaciôn intrasujeto para todos los individuos hasta el nivel 
14.
Figura 6.15: Graficos de residuales por series temporales para la variable tiempo sin error
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Figura 6.16: Grâfico de cajas para la tarea 1.
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Los diagramas de cajas revelan solo ligeras diferencias entre las tareas. El 
anâlisis de varianza de la tabla 6.12 muestra que no existen diferencias 
significativas entre las tareas.
Fuente gl SC MC F Prob
Const 1 0.018835 0.018835 0.09947 0.7526
T1 4 0.422290 0.105572 0.55755 0.6936
Error 651 123.268 0.189352
Total 655 123.690
Tabla 6.12: Anâlisis de varianza para los residuales.
Orden A
□  Médias Tiempo en 
realizar la tarea sin 
errores (s)
Orden B
A Tiempo Predicho 
de Aprendizaje 
(m)
Figura 6.17: Tiempo de aprendizaje predicho frente a tiempo medio por tarea (en cada orden) 
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Orden A
□  Médias Tiempo en 
realizar la tarea sin 
errores (s)
Orden B
0  Tiempo Predicho 
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Figura 6.18: Tiempo de aprendizaje predicho frente a tiempo medio por tarea (en cada orden)
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Como es posible ver, de nuevo las predicciones realizadas mediante 
NGOMS no ajustan en cuanto al tiempo de aprendizaje en nuestro caso (ya que 
la escala es de nuevo diferente, minutes predichos y segundos en cuanto a 
ejecucion) pero si que se aproximan mucho en cuanto a la ejecucion.
Comparaciôn entre modèles
En el anâlisis anterior se han utilizado dos métodos para analizar 
formalmente un interfaz. De estes dos métodos, es posible observar que uno de 
elles (TAG) ofrece unes resultados contradictories. Esto es debido 
probablemente a la colinealidad entre este método y una de las variables 
extraidas del otro método de anâlisis (en concrete con la variable TGOMS). Una 
situacion mâs comun a la hora de realizar un diseho podria ser aplicar un unico 
método de anâlisis en lugar de ambos con objeto de reducir la cantidad de trabajo 
realizada. A continuacion mostramos los resultados utilizando las variables de 
uno y otro método de anâlisis para luego realizar una comparaciôn entre las 
proporciones de varianza explicadas^.
R esultados para  la variable dependiente tiem po sin errores u tilizando N G O M S____
Unconditional ANOVA (No regressors)
Source
Between
Residual
Total
Variation
25.5595
386.525
412.084
Deg. Free, 
11 .
632 .
643.
Mean Square 
2 .32359 
.611590 
.640878
OLS Without Group Dummy Variables 
Ordinary least squares regression
Observations 
Mean of LHS 
StdDev of residuals= 
R-squared 
F[ 6, 637]
Log-likelihood 
Amemiya Pr. Criter.= 
ANOVA Source
Regression
Residual
Total
644
.2237487D+01 
.4394743D+00 
. 7014478D + 00 
.24943840^03 
-.38079590+03 
.12043350+01 
Variât ion 
.28905570+03 
.12302870+03 
.41208440+03
Dep. Variable 
Weights
Std.Dev of LHS 
Sum of squares 
Adjusted R-squared=
Res t r .(•=0) Log-1 = 
Akaike Info.Crit. = 
Degrees of Freedom 
6.
637 .
643.
LOGSIN 
ONE 
. 80054840+00 
. 12302870+03 
.69863570+00
= -.77003290+03
.19523700+00 
Mean Square
.48175950+02 
.19313760+00 
.64087770+00
Variable Coefficient Std. Error t-ratio P r o b 1t 1Ûx Mean of X Std.Oev.of X
PRINTEN .46949 .5367E-01 8.748 .00000 .28846 .45658
OROTAREA -.82948E-01 .1223E-01 -6.785 .00000 2.9135 1.4922
INTENTOV .47017E-02 .2021E-01 .233 .81602 2.4279 1.2166
NGOMS .24290E-01 .2033E-02 11.948 . 00000 6.1186 8.9897
TGOMS .78214E-01 .2731E-02 28.638 .00000 20.003 7.1918
CC .88530E-01 .8061E-01 1.098 .27212 .62500E-01 .23848
Constant .59513 .8703E-01 6.838 .00000
^ En estos resultados se ha procurado que la transformaciôn debida al control de la autocorrelaciôn sea la 
misma para los tres anâlisis. De este modo se hace posible realizar las comparaciones entre las proporciones de 
varianza explicadas por las distintas ecuaciones.
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Least Squares with Group Dummy Variables 
Ordinary least squares regression.
Observations =
Mecin of LHS =
StdDev of residuals= 
R-squared =
F[ 17, 626]
Log-likelihood =
Amemiya Pr. Criter.= 
ANOVA Source
Regression
Residual
Total
644
.2237487D+01
.3892943D+00
.7697793D+00
.1231253D+03
-.2971060D+03
.9785902D+00
Variation
.3172140D+03
.9487035D+02
.4120844D+03
Dep. Variable =
Weights =
Std.Dev of LHS =
Sum of squares =
Adjusted R-squared=
Estd. Autocorrelation of e(i,t)
Restr.(-=0) Log-1 
Akaike Info.Crit. 
Degrees of Freedom
17.
626.
643 .
-.026909
LOGSIN 
ONE
.8005484D+00 
.9487035D+02 
.7635273D+00
= -.7700329D+03
.1557859D+00 
Mean Square
.1865965D+02
.1515501D+00
.6408777D+00
Variable Coefficient Std. Error t-ratio Prob|t|Ux Mean of X Std.Dev.
PRINTEN .41328 .4848E-01 8.524 .00000 .28846 .45658
ORDTAREA -.87300E-01 .1090E-01 -8.010 .00000 2.9135 1.4922
INTENTOV -.38872E-01 .1919E-01 -2.025 .04285 2.4279 1.2166
NGOMS .24314E-01 .1801E-02 13.501 .00000 6.1186 8.9897
TGOMS .78100E-01 .2421E-02 32.261 .00000 20.003 7.1918
CC .95856E-01 .7145E-01 1.342 .17974 .62500E-01 .23848
Estimated Fixed Effects
Group
1
2
3
4
5
6
7
8 
9
10
11
12
Coefficient
.63817
.35138
.86236
.50057
.73883
.99215
.91486
.66395
.97113
.77934
.75348
.35212
Standard Error 
.09153 
.09058 
.09228 
.09058 
.09107 
.09197 
.09389 
.09154 
.09027 
.09462 
.09084 
.09078
Test Statistics for the Classical Model
Model
(1) Constant term only
(2) Group effects only 
X - variables only 
X and group effects
Log-Likelihood Sum of Squares
(3)
(4)
-770.03289
-749.41465
-380.79586
-297.10602
Hypothesis Tests
Likelihood Ratio Test
412084D+03
386525D+03
123029D+03
948703D+02
F Tests
R-squared
. 0 0 0 0 0 0 0
.0620248
.7014478
.7697793
Chi-squared d.f. Prob value F num. denom. Prob va
(2) vs (1) 41.236 11 .00002 3.799 11 631 .00003
(3) vs (1) 778.474 6 .00000 249.438 6 637 .00000
(4) vs (1) 945.854 17 .00000 123.125 17 626 .00000
(4) vs (2) 904.617 6 .00000 320.746 6 626 .00000
(4) vs (3) 167.380 11 .00000 16.891 11 626 .00000
Random Effects Model: 
2 estimates of Var[u] 
Based on Means 
.85560D-02 
(Used Means. Q = 
Estimates: Var[e]
v(i,t) = e(i,t) + u(i)
+ Q * Var[e]
OLS
.10642D+00
.0191)
.151550D+00
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Var[u] = .5664010-02
Corr[v (i,t) , V  (i, s) ] = .036027
Lagrange Multiplier Test vs. Model (3) = 659.75064
( 1 df, prob value = 000000)
Fixed vs. Random Effects (Hausman) = .00010
( 6 d f , prob value = 1. 000000)
Estd. Autocorrelation of e(i,t) -.025330
Reestimated using GLS coefficients:
Estimates : Var[e] = . 1516330+00
V a r [u ] = .1077630+00
Sum of Squares .1234700+03
R-squared .7003780+00
Variable Coefficient Std. Error t-ratio P r o b 1t 1Û X Mean of X Std.Dev.of X
PRINTEN .43340 .4817E-01 8.997 .00000 .28846 .45658
ORDTAREA -.85737E-01 .1087E-01 -7.884 .00000 2.9135 1.4922
INTENTOV -.23498E-01 .1877E-01 -1.252 .21063 2.4279 1.2166
NGOMS .24312E-01 .1801E-02 13.500 .00000 6.1186 8.9897
TGOMS .78118E-01 .2420E-02 32.275 .00000 20.003 7.1918
CC .93359E-01 .7144E-01 1.307 .19126 .62500E-01 .23848
Constant .66971 .7890E-01 8.489 .00000
Tabla 6.13: Resultados para la variable tiempo de realizaciôn sin errores 
utilizando sôlo el modelo NGOMS.
Como es posible ver, la ecuacion sôlo incluyendo las variables NGOMS y 
TGOMS explica prâcticamente la misma varianza que cuando se incluye 
también la variable TAG (R^=.700 para la ecuacion sin TAG y R2=0.711 con 
ella). Podemos por tanto afirmar que introducir esta variable no aporta nada a la 
ecuacion calculada sin ella.
R esultados p ara  la variable dependiente tiem po sin errores u tilizando TAG
Unconditional ANOVA (No regressors)
Source
Between
Residual
Total
Variation
25.5595
386.525
412.084
Deg. Free, 
1 1 .
632 .
643.
Mean Square 
2.32359 
.611590 
.640878
OLS Without Group Dummy Variables 
Ordinary least squares regression
Observations
Mean of LHS
StdDev of residuals=
R-squared
F[ 5, 638]
Log-likelihood
Amemiya Pr. Criter.=
644
.2237487D+01 
. 6010569D+00 
.4406731D+00 
.1005313D+03 
.58294410+03 
.18290190+01
Dep. Variable 
Weights
Std.Dev of LHS 
Sum of squares 
Adjusted R-squared=
R e s t r . ( * = 0) Log-1 = 
Akaike Info.Crit. =
LOGSIN
ONE
.80054840+00
.23048990+03
.43628960+00
-.77003290+03
.36463530+00
ANOVA Source Variation Degrees of Freedom Mean Square
Regression .18159450+03 5. 36318900+02
Residual .23048990+03 638. 36126940+00
Total .41208440+03 643. . 64087770+00
Variable Coefficient Std. Error t-ratio P r o b I t 1ÛX Mean of X S t d .Dev.of
PRINTEN .44567 .7338E-01 6.074 .00000 .28846 .45658
ORDTAREA .14289E-01 .1634E-C1 .875 .38179 2.9132 1.4 92 6
INTENTOV -.31247E-03 .2764E-01 -.011 .99098 2.4277 1.2168
TAG2 .85952 .4932E-01 17.426 .00000 .50802 .49648
CC .68407 .1049 6.523 .00000 .62500E-01 .23848
Constant 1.5408 .1047 14.717 .00000
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Least Squares with Group Dummy Variables 
Ordinary least squares regression.
Observations =
Mean of LHS =
StdDev of residuals= 
R-squared =
F[ 16, 627]
Log-likelihood = 
Amemiya Pr. Criter.= 
ANOVA Source
Regression
Residual
Total
Estd. Autocorrelation 
Variable Coefficient
644
.2237487D+01 
.5657431D+00 
.5130102D+00 
.4128133D+02 
-.5383500D+03 
.1724690D+01 
Variation 
.2114035D+03 
.2006809D+03 
.4120844D+03 
of e(i,t)
Std. Error
Dep. Variable =
Weights
Std.Dev of LHS =
Sum of squares =
Adjusted R-squared=
Restr.(*=0) Log-1 = 
Akaike Info.Crit. = 
Degrees of Freedom 
16.
627.
643.
-.014648 
t-ratio Prob|t|Ux Mean
LOGSIN
ONE
.8005484D+00
.2006809D+03
.5005830D+00
-.7700329D+03 
.3285142D+00 
Meaui Square
.1321272D+02
.3200652D+00
.6408777D+00
of X Std.Dev.of X
PRINTEN .39146 .7044E-01 5.558 .00000 .28846 .45658
ORDTAREA .10754E-01 .1547E-01 .695 .48696 2.9132 1.4926
INTENTOV -.42541E-01 .2789E-01 -1.525 .12724 2.4277 1.2168
TAG2 .86349 .4645E-01 18.589 .00000 .50802 .49648
CC .68642 .9880E-01 6.948 .00000 .62500E-01 .23848
Estimated Fixed Effects
Group
1
2
3
4
5
6
7
8 
9
10
11
12
Coefficient
1.55946
1.30408
1.76191
1.45328
1.70472
1.91913
1.91140
1.58532
1.91239
1.67775
1.70352
1.26118
Standard Error 
.12285 
.12090 
.12437 
.12090 
.12139 
.12357 
.12556 
.12293 
.12050 
.12807 
.12130 
.12191
Test Statistics for the Classical Model
Model
(1) Constant term only
(2) Group effects only
(3) X - variables only
(4) X and group effects
Log-Likelihood Sum of Squares R-squared
-770.03289
-749.41465
-582.94408
-538.35002
Hypothesis Tests
Likelihood Ratio Test
.412084D+03
.386525D+03
.230490D+03
.200681D+03
F Tests
. 0 0 0 0 0 0 0
.0620248
.4406731
.5130102
Chi-squared d.f. Prob value F num. denom. Prob va
(2) vs (1) 41.236 11 .00002 3.799 11 631 .00003
(3) vs (1) 374.178 5 .00000 100.531 5 638 .00000
(4) vs (1) 463.366 16 .00000 41.281 16 627 .00000
(4) vs (2) 422.129 5 .00000 116.129 5 627 .00000
(4) vs (3) 89.188 11 .00000 8.467 11 627 .00000
Random Effects Model: v(i,t) = e(i,t) 
2 estimates of Var[u] + Q * Var[e] 
Based on Means OLS
.31453D-01 .92944D-01
(Used Means. Q = .0191)
Estimates: Var[e] =
_______Var [u]_______________ =
+ u(i)
.320065D+00
.253456D-01
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Corr[v(i,t),v(i,s)] = 
Lagrange Multiplier Test vs. Model 
( 1 df, prob value = .000000)
Fixed vs. Random Effects (Hausman)
( 5 df, prob value = .029856)
Estd, Autocorrelation of e(i,t) 
Reestimated using GLS coefficients; 
Estimates: Var[e]
Var[u]
Sum of Squares
.073378
(3) =
- . 014088
189.99106
12.38671
.3199210+00 
.9098190-01 
.2310850+03
Variable
R-squared
Coefficient Std. Error
.4392300+00 
t-ratio ProbItlÛx Mean of X S t d .D e v .of
PRINTEN .40231 .7017E-01 5.734 .00000 .28846 .45658
ORDTAREA .11290E-Ü1 .1546E-01 .730 .46511 2.9132 1.4926
INTENTOV -.34237E-01 .2754E-01 -1.243 .21386 2.4277 1.2168
TAG 2 .86300 .4645E-01 18.580 .00000 .50802 .49648
CC .68581 .9878E-01 6.943 .00000 .62500E-01 .23848
Constant I .62 60 .1078 15.078 .00000
Tabla 6.14: Resultados para la variable tiempo de realizacion sin 
errores utilizando solo el modelo TAG.
En este caso, la ecuacion con solo la variable TAG explica una proporcion 
de varianza menor (R2=0.439) que la explicada por el modelo con todas las 
variables (R2= 0.711). El contraste entre ambos modelos produce una 
F 2 ,6 3 5  = 147.92, p<0.01, dando a entender que al incluir las variables 
correspondientes al anâlisis NGOMS aumenta la proporcion de varianza 
explicada.
Un resultado importante que es posible observar en la tabla 6.14 es que, 
cuando se considéra TAG de modo independiente, su relaciôn con el tiempo para 
realizar la tarea es positiva, y no negativa como aparecia en la tabla 6.12.
Resultados para la variab le  dependiente tiem po con errores
A continuacion se muestran los resultados para la variable tiempo con 
error.
Unconditional ANOVA (No regressors)
Source Variation D e g . F r e e . Mean Square
Between 39.4712 11. 3.58829
Residual 580.087 632. . 917859
Total 619.558 643. .963543
OLS Without Group Dummy Variables
Ordinary least squares regression. Dep. Variable = LOGCON
Observations 644 Weights = ONE
Mean of LHS .2233764D+01 Std.Dev of LHS .98160210+00
StdDev of residuals^ .6501093D+00 Sum of squares .26880040+03
R-squared .5661416D+00 Adjusted R-squared= .56136640+00
F[ 7, 636] . 1185594D + 03
Log-likelihood - . 6324555D+03 Restr. (*=0) Log-1 = -.90133740+03
Amemiya Pr. Criter.= .19889920+01 Akaike Info.Crit. = .42789230+00
ANOVA Source Variation Degrees of Freedom Mean Square
Regression .35075750+03 7. .50108210+02
Residual .26880040+03 636. .42264210+00
Total .61955790+03 643. .96354260+00
Variable Coefficient Std. Error t -ratio P r o b 1 1 1Ûx Mean of X Std.Oev.of X
PRINTEN .64518 .8385E-01 7.694 .00000 26392 .43597
ORDTAREA -.154 88 .2045E-01 -7.575 .00000 2 .6656 1.3765
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INTENTOV -.81017E-02 .3205E-01 -.253 .80041 2.2213 1.1445
NGOMS .32432E-01 .3094E-02 10.482 .00000 5.5980 9.3314
TAG2 -.10433 .8900E-01 -1.172 .24111 .46480 .50826
TGOMS .82595E-01 .6243E-02 13.229 .00000 18.302 7.4339
CC .43711E-01 .1212 .361 .71839 .57184E-01 .24054
Constant .90029 .1287 6.994 .00000
Variable Coefficient Std. Error t-ratio Prob|t|Ux Mean of X Std.Dev.
PRINTEN .50317 .7765E-01 6.480 .00000 .26392 .43597
ORDTAREA -.16011 .1869E-01 -8.568 .00000 2.6656 1.3765
INTENTOV -.11270 .3112E-01 -3.621 .00029 2.2213 1.1445
NGOMS .32513E-01 .2811E-02 11.567 .00000 5.5980 9.3314
TAG2 -.10675 .8108E-01 -1.316 .18801 .46480 .50826
TGOMS .82897E-01 .5688E-02 14.575 .00000 18.302 7.4339
CC .37630E-01 .1101 .342 .73254 .57184E-01 .24054
Least Squares with Group Dummy Variables 
Ordinary least squares regression.
Observations =
Mecin of LHS =
StdDev of residuals= 
R-squared =
F[ 18, 625]
Log-likelihood =
Amemiya Pr. Criter.= 
ANOVA Source
Regression
Residual
Total
644
.2233764D+01
.5902256D+00
.6485737D+00
.6408150D+02
-.5646042D+03
.1812435D+01
Variation
.4018290D+03
.2177289D+03
.6195579D+03
Estd. Autocorrelation of e(i,t)
Dep. Variable =
Weights =
Std.Dev of LHS =
Sum of squares =
Adjusted R-squared:
Restr.(-=0) Log-1 
Akaike Info.Crit. 
Degrees of Freedom
18.
625.
643.
-.004101
LOGCON 
ONE 
.9816021D+00 
.2177289D+03 
.6384527D+00
= -.9013374D+03
.3586441D+00 
Mean Square
.2232383D+02
.3483663D+00
.9635426D+00
Estimated Fixed Effects
Group
1
2
3
4
5
6
7
8 
9
10
11
12
Coefficient
1.04622
.72933
1.52021
.75109
1.13492
1.35460
1.52223
.99396
1.43471
1.56304
1.13084
.70274
Standard Error 
.15184 
.15065 
.15239 
.15065 
.15150 
.15277 
.15635 
.15181 
.14959 
.15596 
.15084 
.15034
Test Statistics for the Classical Model
Model
(1) Constant term only
(2) Group effects only
(3) X - variables only
(4) X and group effects
Log-Likelihood Sum of Squares
-901.33741
-880.14059
-632.45547
-564.60417
Hypothesis Tests
619558D+03
580087D+03
268800D+03
217729D+03
R-squared
. 0 0 0 0 0 0 0
.0637087
.5661416
.6485737
Likelihood Ratio Test 
Chi-squared d.f. Prob value
F Tests
F num. denom.
(2) vs (1)
(3) vs (1)
(4) vs (1)
42.394
537.764
673.466
11
7
18
. 0 0 0 0 1
. 0 0 0 0 0
. 0 0 0 0 0
3.909
118.559
64.082
11 631
7 636
18 625
Prob value
. 0 0 0 0 2
. 0 0 0 0 0
. 0 0 0 0 0
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(4 ) vs (2) 631.073 7 00000 148.595 7 625 .00000
(4 ) vs (3) 135.703 11 00000 13.328 11 625 .00000
Random Effects Model: V(i,t) = e(i , t) + u (i)
2 estimates of Var[u] + Q * Var[e]
Based on Mean s OLS
.217870+00 .217870+00
(Used OLS. Q = .0191)
Estimates: V a r [ e ] = .3483660+00
Var[u] = .2112190+00
Corr[v(i,t ) , V(i,s) ] = .377456
Lagrange Multiplier Test vs. Model (3) = 443.76968
( 1 df. prob value = .000000)
Fixed vs . Random Effects (Hausman) = .00010
( 7 df. prob value = 1 .000000)
Estd. Autocorrelation of e(i,t) -.003877
Reestimated using GLS coefficients
Estimates: Var(e) = . 3485660+00
V a r [u 1 = .2487660+00
Sum of Squares .2743850+03
R-squared .5571280+00
Variable Coefficient Std. Error t-ratio P r o b 11I Ûx Mean of X Std.Oev.of X
PRINTEN .50691 .7760E-01 6.532 .00000 .26392 .43597
ORDTAREA -.15987 .1868E-01 -8.557 .00000 2.6656 1.3765
INTENTOV -.10953 .3106E-C1 -3.526 . 00042 2.2213 1 . 1445
NGOMS .32507E-0I .2811E-02 11.565 .00000 5.5980 9.3314
TAG 2 -.10777 .8108E-01 -1.329 .18379 .46480 .50826
TGOMS .82960E-01 .5688E-02 14.586 .00000 18.302 7.4339
CC .37584E-01 .1101 .341 .73285 .57184E-01 .24054
Constant 1 .1474 .1898 6.047 .00000
Tabla 6.15: Resultados para la variable tiempo de realizaciôn con errores.
Los resultados favorecen el modelo de efectos fîjos (Hausman=84; p<.001). 
Todos los coefîcientes aparecen como significativos. salvo TAG. La proporcion de 
varianza explicada es de 0.60.
6.25 -- 
5.00 
3.75 --
5.00
3.75
2.50
1.25
7.5 15.0 22.5 30.0
NGOMS
7.5 15.0 22.5
TGOMS
Figura 6.19: Influencia de NGOMS y TGOMS asumiendo valores medios 
en el resto de las variables independientes en la escala normal.
Todas las variables presentan coefîcientes altos con un nivel de 
significaciôn menor del 1%. salvo TAG Al parecer, los modelos trabajados son 
capaces de afrontar la situacion en la que se intenta predecir el tiempo que los 
sujetos emplearân en equivocarse y en recuperarse de los errores cometidos. 
Cada régla nueva significa aproximadamente 0.85 s. de tiempo.
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ResidualesPredichas
Figura 6.20: Anâlisis de residuales para la variable dependiente tiempo con error.
Los grâficos de residuales muestran un comportamiento correcto de éstos.
Figura 6.21: Grâficos de residuales por series temporales para la variable tiempo con error.
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Resultados no mostrados aqm revelaron como la transformacion realizada 
elimino la mayor parte de la autocorrelacion intrasujeto para todos los individuos 
has ta el nivel 14.
La variable tiempo con error incluye el tiempo que los usuarios emplearon 
en averiguar cual era el procedimiento correcto para continuar la tarea. Una 
situacion esperable en este caso seria que los usuarios se encontraran en 
muchas ocasiones empleando tiempos muy considerables con problemas 
concretos, generando de este modo residuales de un tamano inusitadamente 
grande. Comparando los gi'âficos de la figura 21 con los de la figura 15 es posible 
apreciar visualmente este efecto.
PUoc CTn Dpr mr
TArea 1
Figura 6.22: Grâfico de cajas para la tarea 1.
En el grâfico de cajas y bigotes aparecen como es de esperar mayor numéro 
de valores extremes que el équivalente para la variable sin errores (grâfico 5.16). 
El anâlisis de varianza mostrado en la tabla 6.15 no muestra diferencias 
globales entre las diversas tareas.
Fuente gi SC MC F Prob
Const 1 0.593643 0.593643 1.3309 0.2491
Tarea 1 4 2.44059 0.610146 1.3679 0.2435
Errer 651 290.378 0.446049
Total 655 292.819
Tabla 6.15: Anâlisis de varianza para los residuales.
Comparacion entre modèles
A continuaciôn se muestran los resultados solo utilizando las variables 
provenientes de los anâlisis NGOMS o del anâlisis TAG en cada caso. De este
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modo es posible evaluar la capacidad de prediccion de cada uno de los modelos 
por separado.
Resultados para la variable dependiente tiempo con errores utilizando NGOMS_____
Unconditional ANOVA (No regressors)
Source
Between
Residual
Total
Variation
39.4712
580.087
619.558
Deg. Free. 
11.
632.
643.
Mean Square 
3.58829 
.917859 
.963543
OLS Without Group Dummy Variables 
Ordinary least squares regression.
Observations =
Mean of LHS 
StdDev of residuals= 
R-squared =
F[ 6, 637]
Log-likelihood =
Amemiya Pr. Criter.= 
ANOVA Source
Regression
Residual
Total
Variable Coefficient
644
.2233764D+01 
.65030020+00 
.56520430+00 
.13800930+03 
-.63315040+03 
.19880450+01 
Variation 
.35017680+03 
.26938110+03 
.61955790+03 
Std. Error
Oep. Variable = 
Weights =
Std.Oev of LHS = 
Sum of squares = 
Adjusted R-squared=
Restr.(-=0) Log-1 = 
Akaike Info.Grit. = 
Degrees of Freedom 
6.
637.
643.
t-ratio ProbIt|Ux Mean
LOGCON
ONE
.98160210+00
.26938110+03
.56110890+00
-.90133740+03 
.42748690+00 
Mean Square
.58362790+02 
.42289030+00 
.96354260+00 
of X Std.Oev.of X
PRINTEN .64445 .8387E-01 7.684 .00000 .26392 .43597
OROTAREA -.14746 .1945E-01 -7.583 .00000 2.6656 1.3765
INTENTOV -.83501E-02 .3205E-01 -.260 .79448 2.2213 1.1445
NGOMS .31137E-01 .2891E-02 10.771 .00000 5.5980 9.3314
TGOMS .76907E-01 .3929E-02 19.572 .00000 18.302 7.4339
CC .61598E-01 .1203 .512 .60859 .57184E-■01 .24054
Constant .94579 .1235 7.660 .00000
Least Squares with Group Dummy Variables
Ordinary least squares regression Oep . Variable = LOGCON
Observations = 644 Weights = ONE
Mean of LHS = .22337640+01 Std .Oev of LHS = .98160210+00
StdDev of residuals= .59057110+00 Sum of squares = .21833270+03
R-squared = .64759920+00 Adjusted R-squared= .63802920+00
F[ 17, 626] .67669800+02
Log-likelihood = -.56549590+03 Restr.('=0) Log-1 = -.90133740+03
Amemiya Pr. Criter.= .18120990+01 Akaike Info.Crit. = .35852260+00
ANOVA Source Variation Degrees of Freedom Meein Square
Regression .40122520+03 17. .23601480+02
Residual .21833270+03 626. .34877420+00
Total .61955790+03 643. .96354260+00
Estd. Autocorrelation of e(i,t) 
Variable Coefficient Std. Error
-.002778 
t-ratio Prob|t|Ux Mean of X Std.Oev.of X
PRINTEN .50251 .7769E-01 6.468 .00000 .26392 .43597
OROTAREA -.15246 .1777E-01 -8.579 .00000 2.6656 1.3765
INTENTOV -.11288 .3114E-01 -3.625 .00029 2.2213 1.1445
NGOMS .31186E-01 .2626E-02 11.878 .00000 5.5980 9.3314
TGOMS .77066E-01 .3571E-02 21.584 .00000 18.302 7.4339
CC .55934E-01 .1093 .512 .60881 .57184E-01 .24054
Estimated Fixed Effects
Group
1
2
3
Coefficient
1.09161
.77719
1.56349
Stcindard Error 
.14796 
.14628 
.14889
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4
5
6
7
8 
9
10
11
12
,79894 
,18334 
,40109 
57466 
,03936 
,48064 
, 60600 
,17787 
,74680
.14628 
.14705 
.14872 
.15128 
.14793 
.14555 
. 15259 
.14663 
.14665
Test Statistics for the Classical Model
(1)
(2)
(3)
(4)
Model
Constant term only 
Group effects only 
X - variables only 
X and group effects
Log-Likelihood Sum of Squares R-squared
-901.33741
-880.14059
-633.15039
-565.49585
Hypothesis Tests
Likelihood Ratio Test
.6195580+03
.5800870+03
.2693810+03
.2183330+03
F Tests
. 0 0 0 0 0 0 0
.0637087
.5652043
.6475992
Chi-squared d.f . Prob value F num. d e n o m . Prob va
(2) vs (1) 42.394 11 .00001 3.909 11 631 .00002
(3) vs (1) 536.374 6 .00000 138.009 6 637 . 00000
(4) vs (1) 671.683 17 .00000 67.670 17 626 .00000
(4) vs (2) 629.289 6 .00000 172.869 6 626 .00000
(4) vs (3) 135.309 11 .00000 13.306 11 626 .00000
Random Effects Model: v(i,t) = e(i,t)
2 estimates of Var(u] Q ’ Var[e]
Based on Means OLS
.107710-01 .174220+00
(Used Means. Q = .0191)
Estimates: Var[e]
Var[u]
Corr[v(i,t),V(i,s)] =
Lagrange Multiplier Test vs. Model 
( 1 df, prob value = .000000)
Fixed vs. Random Effects (Hausman)
( 6 df, prob value = .000000)
Estd. Autocorrelation of e(i,t) .006296
Reestimated using GLS coefficients:
u (i)
. 348774D + 00 
.4115860-02
.011663 
(3) = 441 .31895
95.87299
Estimates Var[e]
Var[u]
Sum of Squares 
R-squared
.3515590+00
.1787850+00
.2703670+03
.5636140+00
Variable Coefficient Std. Error t-ratio P r o b 1t 1Û X Mean of X S t d .D e v . 1
PRINTEN .58975 .7676E-01 7 . 683 . 00000 .26392 .43597
OROTAREA -.14912 .1770E-01 -8.424 .00000 2.6656 1.3765
INTENTOV -.48151E-01 .2991E-01 -1.610 . 10747 2.2213 1.1445
NGOMS .31138E-01 .2625E-02 11.861 .00000 5.5980 9.3314
TGOMS .76978E-01 .3569E-02 21.566 .00000 18.302 7.4339
CC .59112E-01 .1093 .541 .58849 .57184E-01 .24054
Constant 1.0432 .1219 8.554 .00000
Tabla 6.16: Resultados para la variable tiempo de realizacion con errores.
Como es posible ver, la ecuacion que incluye solo las variables extraidas del 
anâlisis NGOMS (R2= 0.6475) explican la misma cantidad de varianza que la 
ecuacion introduciendo la ecuacion con las variables de ambos modelos (R^= 
0.6485).
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Resultados para la variable dependiente tiempo con errores utilizando TAG.
Unconditional ANOVA (No regressors)
Source
Between
Residual
Total
Variation
39.4712
580.087
619.558
Deg. Free. 
11.
632.
643 .
Mean Square 
3.58829 
.917859 
.963543
OLS Without Group Dummy Variables 
Ordinary least squares regression.
Observations =
Mean of LHS =
StdDev of residuals: 
R-squared =
F[ 5, 638]
Log-likelihood = 
Amemiya Pr. Criter.= 
ANOVA Source
Regression
Residual
Total
Variable Coefficient
644
•2233764D+01 
.7622825D+00 
.4016288D+00 
.8564554D+02 
-.7359763D+03 
.2304274D+01 
Variation 
.2488323D+03 
.3707256D+03 
.6195579D+03 
Std. Error
Dep. Variable = 
Weights =
Std.Dev of LHS = 
Sum of squares = 
Adjusted R-squared:
Restr.(*=0) Log-1 : 
Akaike Info.Crit. : 
Degrees of Freedom 
5.
638.
643.
t-ratio Prob|t|Ux Mean
LOGCON
ONE
.9816021D+00
.3707256D+03
.3969393D+00
-.9013374D+03 
.5864884D+00 
Mean Square
.4976645D+02 
.5810747D+00 
.9635426D+00 
of X Std.Dev.of X
PRINTEN .62159 .9826E-01 6.326 .00000 .26392 .43597
ORDTAREA -.47358E-01 .2240E-01 -2.114 .03449 2.6656 1.3765
INTENTOV -.12498E-01 .3757E-01 -.333 .73942 2.2214 1.1444
TAG2 .96606 .6173E-01 15.649 .00000 .46480 .50826
CC .70846 .1328 5.334 .00000 .57184E-01 .24054
Constant 1.8430 .1300 14.175 .00000
Least Squares with Group Dummy Variables 
Ordinary least squares regression. 
Observations = 644
Mean of LHS = .2233764D+01
StdDev of residuals: .7139995D+00
R-squared : .4840811D+00
F[ 16, 627] : .3676921D+02
Log-likelihood : -.6882360D+03
Amemiya Pr. Criter.: .2190174D+01
ANOVA Source Variation
Regression .2999163D+03
Residual .3196416D+03
Total .6195579D+03
Estd. Autocorrelation of e(i,t)
Variable Coefficient Std. Error
Dep. Variable =
Weights :
Std.Dev of LHS 
Sum of squares :
Adjusted R-squared:
Restr.{*:0) Log-1 = 
Akaike Info.Crit. = 
Degrees of Freedom 
16.
627.
643.
-.020884 
t-ratio Prob|t|Ux Mean
LOGCON
ONE
.9816021D+00
.3196416D+03
.4709157D+00
-.9013374D+03 
.5232525D+00 
Mean Square
.1874477D+02
.5097952D+00
.9635426D+00
of X Std.Dev.of X
PRINTEN .48200 .9388E-01 5.134 .00000 .26392 .43597
ORDTAREA -.51280E-01 .2110E-01 -2.430 .01511 2.6656 1.3765
INTENTOV -.11530 .3765E-01 -3.063 .00219 2.2214 1.1444
TAG2 .96883 .5785E-01 16.747 .00000 .46480 .50826
CC .70198 .1245 5.638 .00000 .57184E-01 .24054
Estimated Fixed Effects
Group
1
2
3
4
5
6
7
8 
9
Coefficient
1.96865
1.68672
2.41607
1.70848
2.10720
2.28486
2.52935
1.91645
2.37698
Standard Error 
.16772 
.16496 
.16925 
.16496 
.16560 
.16866 
.17086 
.16767 
.16413
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10
11
12
2.45585 
2.08417 
1 . 61056
Test Statistics for the Classical Model
(1)
(2)
(3)
(4)
Model
Constant term only 
Group effects only 
X - variables only 
X and group effects
Log-Likelihood
-901.33741 
-880.14059 
-735.97627 
-688.23595
.17410
.16541
.16624
Sum of Squares
.6195580+03
.5800870+03
.3707260+03
.3196420+03
R-squared
. 0 0 0 0 0 0 0
.0637087
.4016288
.4840811
Hypothesis Tests
Likelihood Ratio Test F Tests
Chi-squared d.f. Prob value F num. d e n o m . Prob va
(2) vs (1) 42.394 11 .00001 3.909 11 631 .00002
(3) vs (1) 330.722 5 .00000 8 5 . 6 4 6 5 638 .00000
(4) vs (1) 426.203 16 .00000 3 6 . 7 6 9 16 627 .00000
(4) vs (2) 3 8 3 . 8 0 9 5 .00000 102.176 5 627 . 00000
(4) vs (3) 95.481 11 . 00 0 0 0 9.110 11 627 .00000
v(i,t) = e(i,t) 
+ Q * Var[e]
OLS
.145490+00 
.0191)
.5097950+00 
.2137420-01 
.040240
215.21233
Random Effects Model: + u(i)
2 estimates of Var[u]
Based on Means
. 311020-01 
(Used Means. Q =
Estimates: Var[e]
V a r [ u ]
Corr (v(i,t) ,v(i, s) ] =
Lagrange Multiplier Test vs. Model (3) =
( 1 df, prob value = .000000)
Fixed vs. Random Effects (Hausman) = 27.88537
( 5 df, prob value = .000038)
Estd. Autocorrelation of e(i,t) -.017328 
Reestimated using GLS coefficients :
Estimates: Var[e] = .5107960+00
Var[u] = .1524750+00
Sum of Squares .3735930+03
R-squared .3970010+00
Variable Coefficient Std. Error t-ratio P r o b 1t 1Û X Mean of X S t d .D e v .of
PRINTEN .52522 .9332E-01 5.628 .00000 . 2 6 3 9 2 .43597
ORDTAREA -.49812E-01 .2106E-G1 - 2 . 3 6 5 .01804 2 . 6 6 5 6 1.3765
INTENTOV -.83010E-01 .3691E-01 - 2 . 2 4 9 .02451 2.2214 1.1444
TAG2 .96774 .5784E-01 1 6 . 7 3 0 .00000 . 4 6 4 8 0 .50826
CC .70373 . 12 4 5 5.654 . 00000 .57184E-01 .24054
Constant 2.0156 .1397 14 .426 .00000
Tabla 6.17: Resultados para la variable tiempo de realizacion con 
errores utilizando solo el modelo TAG.
En este caso, la ecuacion utilizando solo la variable extraida de TAG explica 
una proporcion de varianza menor (R2=0.484) que la explicada por el modelo con 
todas las variables (R2= 0.6485). El contraste entre ambos modelos produce 
una F2,635=298.82, p<0.01, dando a entender que al incluir las variables 
correspondientes al anâlisis NGOMS aumenta la proporcion de varianza 
explicada.
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3. Resultados para el Nivel 3
En el nivel 3 se manejan 1971 observaciones para las distintas 
estimaciones de complejidad de las situaciones realizadas por el método de 
Action-Task
Debido a que las acciones consideradas aqm son de una duraciôn menor, 
varios valores recibieron un tiempo igual a cero en las variables originales (sin 
transformar). Ya que el logaritmo de estos valores no existe, la transformacion 
realizada eliminaba los casos de los anâlisis. Debido al poco numéro de ocasiones 
en que esto ocurriô (23), no se tomo ninguna medida en especial para modifîcar 
las variables.
Los histogramas de las variables dependientes y sus logaritmos (en base 
decimal) son mostrados a continuaciôn.
1500 T
1000 - -
500 --
0.0 25.0 50.0
Tiempo sin errores
300 T
200 - -
100 - -
■1.0 0.0  1.0 2.0 
Log (Tiempo sin errores)
1000 400
800
300
600
200
400
100200
0.0 25.0
Tiempo con errores
50.0 75.0
- 1.0 0.0 1.0 
Log (Tiempo con errores)
2.0
Figura 6.23: Histogramas de las variables dependientes consideradas.
TSE (s) Loq(TSE) TCE (s) Log(l
Médias 3.75 0.39 4.18 0.45
Mediana 2.30 0.36 2.70 0.43
N 1971 1971 1971 1971
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Asimet. 5.03 0.096 4.89 -0.38
Curt. 43.58 0.71 41.54 2.15
Desv. 4.69 0.39 4.72 0.37
Interc. 3 0.49 3.10 0.43
Minlmo 0 -1 0.10 -1
Mâximo 68.60 1.83 68.70 1.83
Tabla 6.18: Estadisticos descriptives de las variables dependientes consideradas.
1500 -- 
1 0 0 0  - -  
500 --
0 1 
Primer Intente
600 -|- 
400 --
2 0 0  - - rir-if
1 2 3 4 5 6 
intente
600 ■t'
400 -- 
2 0 0  - -
1 2 3 4 5 
Orden Tarea
600 -- 
400 -- 
200 - -
n = L I— Il— Il— I
3 4 7 8 9 10 11 15 17 18
Actien-Task
Figura 6.24: Diagramas de barras de las variables independientes.
Orden tarea Primer intente Intente Accién
1.000
0.025 1.000
-0.086 -0.719 1.000
-0.050 0.004 -0.016 1.000
Tabla 6.19: Correlaciones entre las variables independientes utilizadas.
No existen correlaciones muy al ta s salvo la de Intente con el Primer 
intente. A ction-Task  esta poco relacionada con las otras variables.
Resultados para la variable dependiente tiem po sin errores
A continuaciôn se muestran los resultados para la variable dependiente 
tiempo sin errores.
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Observations = 1928 Weights = ONE
Mean of LHS = .4123027D+00 Std.Dev of LHS .3865854D+00
StdDev of residuals= .3684854D+00 Sum of squares = .2611078D+03
R-squared = .9333402D-01 Adjusted R-squared= .9144808D-01
F[ 4, 1923] .4948937D+02
Log-likelihood = -.8083835D+03 Restr.(*=0) Log-1 = -.9028373D+03
Amemiya Pr. Criter.= .8437588D+00 Akaike Info .Crit. = .1361336D+00
ANOVA Source Variation Degrees of Freedom Mean Square
Regression .2687897D+02 4. .6719741D+01
Residual .2611078D+03 1923. .1357815D+00
Total .2879868D+03 1927. .1494483D+00
Variable Coefficient Std. Error t-ratio Prob t ^ Mean of X Std.Dev.of
PRIMERINTEN.19877 .2537E-01 7.835 .00000 .30630 .47463
ORDTAREA -.13613E-01 .5706E-02 -2.385 .01706 3.0454 1.4819
INTENTO .78470E-02 .9769E-02 .803 .42182 2.4449 1.2379
ACCION .25382E-01 .2824E-02 8.987 .00000 9.2945 2.9779
Constant .13121 .4628E-01 2.835 .00458
OLS Without Group Dummy Variables
Ordinary least squares regression. Dep. Variable = LOGSIN
Least Squares with Group Dummy Variables 
Ordinary least squares regression. 
Observations = 1928
Mean of LHS = .4123027D+00
StdDev of residuals= .3560803D+00
R-squared = .1581956D+00
Ft 15, 1912] = .2395411D+02
Log-likelihood = -.7368292D+03
Amemiya Pr. Criter.= .7809431D+00
ANOVA Source Variation
Regression .4555826D+02
Residual .2424285D+03
Total .2879868D+03
Estd. Autocorrelation of e(i,t)
Variable Coefficient Std. Error
Dep. Variable =
Weights =
Std.Dev of LHS =
Sum of squares =
Adjusted R-squared=
LOGSIN 
ONE 
.3865854D+00 
.2424285D+03 
.1515915D+00
Restr. (-=0) Log-1 =
Akaike Info.Crit. =
Degrees of Freedom 
15.
1912.
1927.
-.010883
t-ratio Prob t ^  Mean of X Std.Dev.of X
-.9028373D+03 
.1278454D+00 
Mean Square
.3037217D+01
.1267932D+00
.1494483D+00
PRIMERINTEN .17349 
ORDTAREA -.13130E-01 
INTENTO -.12424E-01
ACCION .25296E-01
Estimated Fixed Effects
Group
1
2
3
4
5
6
7
8 
9
10
11
12
.2502E-01
•5534E-02
.1012E-01
.2729E-02
6.934
-2.373
-1.228
9.268
. 0 0 0 0 0
.01767
.21951
. 0 0 0 0 0
.30630
3.0454
2.4449
9.2945
.47463
1.4819
1.2379
2.9779
Coefficient
.12558
.03805
.23423
.04545
.20435
.28705
.27901
.16046
.32115
.20676
.19289
.01684
Test Statistics for the Classical Model
Model Log-Likelihood
(1) Constant term only -902.83732
Standard Error 
.05077 
.05066 
.05115 
.05017 
.05032 
.04990 
.05198 
.05079 
.05024 
.05248 
.05030 
.05080
Sum of Squares R-squared
.287987D+03 .0000000
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(2) Group effects only
(3) X - variables only
(4) X and group effects
-844.17279
-808.38348
-736.82915
Hypothesis Tests
,2709840+03
.2611080+03
.2424290+03
.0590406 
.0933340 
. 1581956
Li)(elihood Ratio Test F Tests
Chi-squared d. f. Prob value F n u m . d e n o m . Prob va
(2) vs (1) 117.329 11 .00000 10.929 11 1915 .00000
(3) vs (1) 188.908 4 .00000 49.489 4 1923 .00000
(4) vs (1) 332.036 15 .00000 23.954 15 1912 .00000
(4) vs (2) 214.687 4 .00000 56.303 4 1912 .00000
(4) vs (3) 143.109 11 .00000 13.393 11 1912 . 00000
Random Effects Model: v(i,t) = e (i ,t ) + u<i) 
Lagrange Multiplier Test vs. Model (3) =
( 1 df, prob value = .000000)
Fixed vs. Random Effects (Hausman)
( 4 df, prob value = .105861)
Estd. Autocorrelation of e(i,t) -.010835 
Reestimated using GLS coefficients:
557 .17197
7.63597
Estimates : Var[e]
Var[u]
Sum of Squares 
R-squared
,126797D+00 
, 171216D-01 
,2617760+03 
, 9101330-01
Variable Coefficient Std. Error t-ratio Prob t >x Mean of X Std,Dev.of X
PRIMERINTEN .17632 .2497E-01 7.061 .00000 . 30630 .47463
ORDTAREA -.13168E-01 .5533E-02 -2.380 .01731 3.0454 1 .4819
INTENTO -. 10174E-01 . 1005E-01 -1.012 . 31146 2.4449 1.2379
ACCION .25303E-01 .2729E-02 9.271 .00000 9.2945 2.9779
Constant .17097 .4920E-01 3.475 .00051
Tabla 6.20; Resultados para la variable tiempo sin errores.
Los resultados favorecen el modelo de efectos aleatorios (Hausman=7.63, 
p=.1058) (rente al de efectos fijos. En este caso, la proporcion de varianza 
explicada es de R2=.0.09. El coeficiente de la variable accion résulta significative 
(t=9.268; p<.01) con un coeficiente de 0.025. El siguiente grâfico muestra el 
crecimiento en las puntuaciones predichas en la variable sin transformar como 
resultado del crecimiento en la variable Action-Task manteniendo el resto de las 
variables en nivel medio. Un efecto de aproximadamente 0.16 s. puede esperarse 
del aumento en una accion en el tiempo de realizacion de la tarea.
.
P 3.75 -r
6 . *
d 2.25 ■ . •
c 1 1 1 1 1
h
1 t f 1 —I
4 8 12 16a
Action-Task
Figura 6.25: Influencia Action asumiendo valores medios en el resto 
de las variables independientes.
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R 0 . 7 5 - ■
0.00  - •
- 0 . 7 5  - •
H h
0 . 2  0 . 4  0 . 6  0 . 8
P red ichas
2 5 0  -■ 
200  - ■  
1 5 0  -■ 
100  - ■  
5 0  -■
H—1
■ 1 . 5  - 0 . 5  0 . 5
R esiduales
1 . 5
Figura 6.26; Grâficos de residuales para la variable dependiente sin error. 
Los grâficos de residuales muestran una apariencia adecuada.
Figura 6.27: Grâficos de residuales por series temporales para la variable tiempo sin error.
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La autocorrelacion intrasujeto para todos los individuos hasta el nivel 14 en 
este caso desapareciô también prâcticamente del todo gracias a las correciones 
realizadas.
0.75
u -0.75
Cam biar
C om entario
Duplicar imprimir Primera Cam biar 
Linea Tam ano
Tarea nivel 1
Figura 6.28: Grâfico de cajas para la tarea 1.
Fuente gi SC MC F Prob
Const C.020379 0.020379 0.16097 0.6883
Tnl 4 4 .14107 1.03527 8.1771 < 0.0001
Error 1935 244.982 0.126606
Total 1939 249.123
Tabla 6.21: Anâlisis de varianza para los residuales.
Al parecer existen diferencias entre las residuales segun las tareas. Las 
pruebas a posteriori indican que estas diferencias parecen centrarse 
fundamentalmente en Cambiar Comentario, la cual suele tener residuales 
positives.
Diferencia err. tip. Prob.
Guardar Como - Comentario -0.104906 0.0278 0.001624
Imprimir - Comentario -0.154364 0.0272 0.000000
Imprimir - Guardar Como -0.049458 0.0240 0.329191
Prim, linea - Comentario -0.104823 0.0288 0.002860
Prim, linea - Guardar Como 0.000083 0.0259 1
Prim, linea - Imprimir 0.049541 0.0252 0.398187
Tipo tamafio - Comentario -0.091553 0.0275 0.008883
Tipo tamano - Guardar Como 0.013353 0.0244 0.999843
Tipo tamafio - Imprimir 0.062811 0.0237 0.077429
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Tipo tamafio - Prim, linea 0.013270 0.0256 0.999905
Tabla 6.22: Pruebas a posteriori para los residuales.
Resultados para las variable dependiente tiempo con errores
A continuaciôn se muestran los resultados para la variable tiempo con
errores.
OLS Without Group Dummy Variables 
Ordinary least squares regression.
Observations =
Mean of LHS =
StdDev of residuals= 
R-squared =
F[ 4, 1945]
Log-likelihood =
Amemiya Pr. Criter.= 
ANOVA Source
Regression 
Residual 
Total
Variable Coefficient
1950
.4743377D+00 
.3642822D+00 
.6687211D-01 
.3484684D+02 
-.7952653D+03 
.8207850D+00 
Variation 
.1849691D+02 
.2581044D+03 
.2766014D+03 
Std. Error
Dep. Variable 
Weights =
Std.Dev of LHS 
Sum of squares =
Adjusted R-squared=
Restr.(*=0) Log-1 = 
Akaike Info.Crit. = 
Degrees of Freedom 
4.
1945.
1949.
t-ratio Prob|t|Ùx Mean
LOGCON
ONE
.3767222D+00
.2581044D+03
.6495308D-01
-.8627480D+03 
.1330418D+00 
Mean Square
.4624229D+01 
.1327015D+00 
.1419196D+00 
of X Std.Dev.of X
PRIMERINTEN.18356 .2523E-01 7.275 .00000 .29979
ORDTAREA -.15774E-01 .5671E-02 -2.782 .00541 3.0117
INTENTO .11827E-04 .9697E-02 .001 .99903 2.4228
ACCION .13363E-01 .2796E-02 4.779 .00000 9.1824
Constant .33127 .4540E-01 7.297 .00000
.46851
1.4662
1.2244
2.9569
Least Squares with Group Dummy Variables 
Ordinary least squares regression.
Observations =
Mean of LHS =
StdDev of residuals= 
R-squared =
F[ 15, 1934]
Log-likelihood =
Amemiya Pr. Criter.= 
ANOVA Source
Regression
Residual
Total
Estd. Autocorrelation 
Variable Coefficient
1950
.4743377D+00 
.3503588D+00 
.1417218D+00 
.2128990D+02 
-.7137418D+03 
.7484531D+00 
Variation 
.3920043D+02 
.2374009D+03 
.2766014D+03 
of e(i,t)
Std. Error
Dep. Variable =
Weights =
Std.Dev of LHS =
Sum of squares =
Adjusted R-squared=
Restr.(-=0) Log-1 
Akaike Info.Crit. 
Degrees of Freedom 
15.
1934 .
1949.
-.014358 
t-ratio Prob|t|Ùx
LOGCON 
ONE 
.3767222D+00 
.2374009D+03 
.1350650D+00
= - . 8627480D+03
.1237584D+00 
Mean Square
.2613362D+01
.1227513D+00
.1419196D+00
Mecin of X Std.Dev.of X
PRIMERINTEN.15774 
ORDTAREA -.14991E-01 
INTENTO -.19780E-01
ACCION .13257E-01
Estimated Fixed Effects
.2476E-01
.5474E-02
.9992E-02
.2689E-02
6.371
-2.739
-1.980
4.929
. 0 0 0 0 0
.00617
.04774
. 0 0 0 0 0
.29979 
3.0117 
2.4228 
9.1824
.46851
1.4662
1.2244
2.9569
ip Coefficient Standard Error
1 .34142 .05022
2 .20523 .04962
3 .43128 .05051
4 .28360 .04962
5 .41104 .04977
6 .49415 .04935
7 .47704 .05137
8 .36428 .05023
9 .50819 .04968
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10
11
12
.40974
.40655
.17985
Test Statistics for the Classical Model
Model
(1) Constant term only
(2) Group effects only
(3) X - variables only
(4) X and group effects
Log-Likelihood
-862.74800 
-793.20753 
-795.26532 
-713.74173
.05184
.04975
.04986
Sum of Squares
.2766010+03
.2575600+03
.2581040+03
.2374010+03
R-squared
. 0 0 0 0 0 0 0
.0688394
.0668721
.1417218
Hypothesis Tests
Likelihood Ratio Test F Tests
Chi-squared d. f . Prob value F num. d e n o m . Prob value
(2) vs (1) 139.081 11 .00000 13.025 11 1937 .00000
(3) vs (1) 134.965 4 .00000 34.847 4 1945 .00000
(4) vs (1) 298.013 15 .00000 21.290 15 1934 .00000
(4) vs (2) 158.932 4 .00000 41.057 4 1934 .00000
(4) vs (3) 163.047 11 . 00000 15.333 11 1934 .00000
Random Effects Model: v(i,t) = e(i,t) + u(i)
Q Var[e] 
OLS
. 184720-01 
.0063)
2 estimates of Var[u]
Based on Means
.123410-01 
(Used Means. Q =
Estimates : Var[e]
Var[u]
Corr[V(i,t),V(i,s)] = 
Lagrange Multiplier Test vs. Model (3) = 
( 1 df, prob value = .000000)
Fixed vs. Random Effects (Hausman)
( 4 df, prob value = 1.000000)
Estd. Autocorrelation of e(i,t) 
Reestimated using GLS coefficients: 
Estimates: Var[e]
Var[u]
Sum of Squares 
R-squared
1227510+00
1156810-01
086124
754.43021
, 0 0 0 1 0
-.014355
1227540+00 
1860700-01 
2587530+03 
6452640-01
Variable Coefficient Std. Error t -ratio Prob111 Ox Mean of X S t d .Dev.of
PRIMERINTEN.15949 .2473E-01 6.449 .00000 .29979 .46851
ORDTAREA -.15046E-01 .5473E-02 -2.749 .00598 3.0117 1.4662
INTENTO 19-.18479E-01 . 9952E-02 -1 .857 .06334 2.4228 1.2244
ACCION .13265E-01 ■2689E-02 4 .932 .00000 9.1824 2.9569
Constant .37312 .5234E-01 7 .128 . 00000
Tabla 6.23: Resultados para la variable tiempo con errores.
El modelo mas adecuado es el aleatorio (Hausman=.00010; p=l). En este 
caso, el factor de interés aparece como significativo (t=4.932; p<0.00001) con un 
coeficiente de 0.0132. El grâfico que muestra los efectos para los valores 
considerados en la escala normal aparece a continuaciôn. Cada nueva accion 
aumenta el tiempo necesario para realizar la tarea en aproximadamente 0.09s.
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4 8 12 16
Action-Task
Figura 6.29: Efecto de la variable Action-Task 
Los grâficos de residuales se muestran a continuaciôn:
300 -r
200  - -
100  - -
-F°-h
0.250 0.500
Predichas
1.6 -0.6 0.4 1.4
Residuales
Figura 6.30: Grâficos de residuales para la variable dependiente con
error.
Se aprecia una ligera heteroscedasticidad central, y los residuales son 
bastante simétricos (asimetrîa=-0.53) aunque existen varios valores extremes 
negatives.
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Figura 6.31: Grâficos de residuales por series temporales para la variable tiempo con error.
Resultados no mostrados aqm revelaron como la transformacion realizada 
elimino la mayor parte de la autocorrelacion intrasujeto para todos los individuos 
hasta el nivel 14.
R 0.75 -■
0.00  - ■
d -0.75 -■ 
u
a -1.50 +
I
® Cam biar C am biar Duplicar imprimir Primera
S Tam afio C om entario Linea
Tarea nivel 1
Figura 6.32: Grâfico de cajas para la tarea 1.
Fuente gi SC MC F Prob
Const 1 0 . 099020 0.099020 0 . 7 4 6 4 4 0.3877
Tnl 4 2 . 6 7 4 6 6 0.668664 5.0406 0.0005
Error 1957 259.608 0.132656
Total 1961 2 6 2 . 2 8 3
Tabla 6.24: Anâlisis de varianza para los residuales.
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Los resultados muestran diferencias entre las tareas con respecto a la 
explicacion de los residuales. Las pruebas a posteriori muestran que, de nuevo, 
Comentario parece tener mayores residuales positives que otras tareas.
Diferencia err. tip. Prob.
Guardar Como ■- Comentario -0.083177 0.0283 0.033117
Imprimir - Comentario -0.119386 0.0276 0.000161
Imprimir - Guardar Como -0.036209 0.0244 0.771356
Prim, linea - Comentario -0.054925 0.0294 0.472573
Prim, linea - Guardar Como 0.028252 0.0264 0.964697
Prim, linea - Imprimir 0.064461 0.0256 0.112673
Tipo tameifio - Comentario -0.082453 0.0281 0.032884
Tipo tamafio - Guardar Como 0.000724 0.0249 1.00000
Tipo tamafio - Imprimir 0.036933 0.0240 0.735727
Tipo tamafio - Prim, linea -0.027528 0.0261 0.968102
Tabla 6,25: Pruebas a posteriori para los residuales.
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Conclusiones
En este capitule se llevarâ a cabo una descripciôn de las conclusiones 
alcanzadas en este trabajo. Cada objetivo sera discutido individualmente, 
siendo los resultados de su discusion el punto de arranque del siguiente 
objetivo. Un apartado de discusion general cerrarâ finalmente el capitule.
7.1. Objetivo 1:
Evaluar que metodologias perm iten tan te  la representacion del 
funcionamiento de un interfaz como el anâlisis de sus caracteristicas._____
El primero de los objetivos de este trabajo explora que tipo de notaciones 
podrîan ser utiles para realizar descripciones de sistemas que a su vez fueran 
susceptibles de ser analizadas mediante procedimientos establecidos. En el 
marco de este objetivo nos proponemos seleccionar aquellas técnicas que son 
capaces de satisfacer lo mejor posible la necesidad que disenador tiene de 
plantear el interfaz que desea construir y luego depurarlo y mejorarlo.
Algunas de las técnicas existantes en la literatura se encuentran en un 
polo de los extremos siguientes. O bien proporcionan fundamentalmente un 
mecanismo de representacion que luego culmine en la implementaciôn, o, por 
el contrario, toman artefactos ya casi completamente especifîcados para
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realizar anâlisis que los mejore. Nuestro objetivo era determinar que técnicas 
podrian ofrecer un marco en el que se diera cabida a ambos extremos.
En la figura 7.1 es posible ver una representacion que puede servir de 
punto de partida para la discusion acerca de los modelos que considérâmes 
que tienen las caracteristicas apropiadas. Como es posible ver, dos 
dimensiones ban sido utilizadas para realizar una clasificacion que distingue 
entre: 1) modelos centrados en el usuario trente a modelos centrados en el 
sistema y 2) profimdidad v. superficialidad en la forma que estos modelos son 
analizados.
Esto nos lleva a los siguientes cuatro tipos:
• Modelos que analizan el sistema con profundidad: Estos modelos 
intentan realizar deducciones logicas acerca del espacio de posibilidades que 
determinados planteamientos pueden configurar. Estos son los modelos del 
sistema descritos en el capitule 2 y 3 y permiten realizar anâlisis acerca de, 
por ejemplo, que consecuencias y requisites tendrâ la accion de deshacer en 
un programa de trabajo en grupo, o como podrîa lograrse que los resultados de 
todas las acciones del usuario fueran predecibles. El modelo PiE es 
probablemente el mâs extreme en esta categorîa, ya que trabaja antes con 
las propiedades de los sistemas que con sistemas concretos. El modelo de 
agente en cambio seria un ejemplo de notaciôn mâs cercana a la descripciôn 
de sistemas concretos.
• Modelos que describen sistemas concretos sin en trar en las 
profundidades del espacio de problemas de clases de sistemas. Los sistemas 
de descripciôn de diâlogos permiten establecer el funcionamiento de sistemas 
concretos, pero muy a menudo esto significa una cantidad de abstracciôn 
inferior a la que es posible obtener mediante los modelos del grupo anterior. 
Ello significa ser mâs superficial en el anâlisis, pero mâs explicito en la 
descripciôn, estando, por tanto, mâs cercanos a la implementaciôn que los 
modelos anteriores. Su valor fundamental estriba en permitir representar las 
consecuencias de las acciones de los usuarios sobre el sistema y las acciones 
que serân permitidas a éstos.
• Modelos superficialmente cognitivos. Estos modelos estân muy 
relacionados con los anteriores pero su diferencia fundamental radica en dar 
un pequefio paso dentro del usuario y empezar a plantearse qué ocurre dentro 
de éste entre cada acciôn aceptable para el sistema. Esto corresponde a
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modelos tipo GrOMS, y son denominados superficialmente cognitivos porque, 
cuando séria necesario hacer referencia a un proceso mental de mdole 
complicada, se sustituye por una llamada genérica que no in ten ta  
profundizar en la problemâtica subyacente. TAG es un modelo que se situa 
también en ese range en nuestra opinion aunque incorpora una serie de 
suposiciones acerca de la descripciôn de la consistencia entre tareas.
• Modelos profundamente cognitivos: Estos modelos dan un paso 
adelante y se interesan sobre la manera en que los sujetos comprenderân el 
funcionamiento del interfaz, los conceptos que manejarân en relaciôn a él, asi 
como los problemas que ello les puede originar. PUM por ejemplo se plantearâ 
el "programa del usuario" el cual desembocarâ en una serie de acciones que 
pueden o no ser correctas desde el punto de vista del interfaz. Este tipo de 
anâlisis es relativamente complejo y difîcil de plantear, y es muy posible que 
buena parte de los anâlisis realizados se apoyen en una clase de conocimiento 
propio de los investigadores que desarrollaron la técnica, y, por tanto, poco 
transferible para su uso general.
Usuario
Superficie
Profundidades
Sistema
KLM
GOMS
TAG
Action-Task
Modelos de
agente
PUM
IGS PiE
Figura 7.1: Una clasificaciôn de los modelos form aies
A partir de esta clasificaciôn, nuestra respuesta a la pregunta 
efectuada acerca de qué tipo de notaciones podrian ser utilizadas para 
realizar tanto descripciones como anâlisis de interfaces en situaciones de 
disefio concretas, es que, en la actualidad, sôlo las notaciones situadas a un 
nivel superficial en cuanto al sistema o al diâlogo parecen apropiadas. Esto 
se debe a que tanto los modelos del sistema o los modelos cognitivos que 
pretenden anâlisis profundos carecen de caracteristicas adecuadas para 
satisfacer los requerimientos de representaciôn. Veamos por qué:
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• Los modelos del sistema analizan problemas desde un punto de vista 
general, lo cual hace que las cuestiones de implementaciôn concreta que un 
disenador deberia especifîcar no son tratados, quedando la descripciôn como 
una forma de captar la dinâmica general de funcionamiento. Los modelos 
formales a este nivel parecen herramientas para generar teorîas o normas 
générales antes que para solucionar problemas concretos de diseno, o quizâs 
para convertir el diseno en algo mâs guiado por principios, pero no para 
especifîcar disefios concretos.
• Los modelos cognitivos del usuario mâs profundos adolecen en general 
de una falta de capacidad de representaciôn del sistema. Dado que su objetivo 
es fundamentalmente el anâlisis de los prototipos de disefios, no ofrecen 
ningûn método para representar éstos, por lo que su utilidad en un contexte 
de evaluaciôn formai requiere la existencia de métodos independientes que 
permitan especifîcar de algun modo el comportamiento del sistema.
TAG y NGOMS, notaciones que nosotros hemos considerado como 
superficialm ente cognitivas, perm iten en cambio cierto grade de 
representaciôn del sistema asf como de anâlisis. Sin embargo, la parte de 
representaciôn no estâ tan  desarrollada como en las técnicas de 
representaciôn de diâlogos. No obstante, aunque de una manera moderada, 
utilizando estas notaciones es posible obtener una idea acerca de cômo es las 
la dinâmica del sistema propuesta por el disefiador. Aûn asf, todavfa quedarîa 
un grado de ambiguedad quizâs demasiado grande.
Por otro lado, con respecto a las notaciones para la descripciôn de 
diâlogos, estos métodos tienen tanto un componente de especifîcaciôn como 
de anâlisis. Ahora bien, en este caso la parte de anâlisis es la menos 
desarrollada, siendo un tipo de notaciones mâs apropiadas para la 
representaciôn. Por otra parte, ban sido sugeridas en ocasiones una serie de 
recomendaciones que perm itirfan una serie de anâlisis sobre las 
representaciones realizadas. De este modo, sobre la misma especifîcaciôn 
podrian extraerse conclusiones que pudieran ser utilizadas para mejorar el 
disefio. Ahora bien, el numéro de sistemas propuestos en la literatura para la 
representaciôn de diâlogos es muy grande por lo que fînalmente se decidiô 
explorar sôlo uno de ellos.
En defînitiva, las siguientes notaciones fueron analizadas en el siguiente 
paso: NGOMS, TAG, Action-Task, PUM y ICS. Estas dos ultimas, como 
hemos visto, no deberfan haber sido revisadas debido a que sus
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caracteristicas no ajustaban al periîl de técnicas que deseâbamos estudiar. 
No obstante, otras cuestiones taies como su novedad y su impacto en la 
literatura nos hicieron interesarnos por ellas en la segunda parte de este 
trabajo.
7.2. Objetivo 2
Evaluaciôn de la capacidad de las distintas notaciones para ser utilizadas 
efectivamente en la descripciôn de prototipos de disefios.________________
Con los modelos seleccionados se intentô realizar la descripciôn de un 
interfaz, de modo que se pudieran evaluar la facilidad/difîcultad de estas 
técnicas. Los resultados serân comentados para todas las técnicas 
atendiendo a los siguientes puntos:
• Documentaciôn: Para poder utilizar un modelo con comodidad es 
necesario que baya un minime de documentaciôn que cubra los distintos 
aspectos en relaciôn con la utilizaciôn de la técnica, aclare y resuelva los 
puntos conflictivos, proponga ejemplos y los discuta en profundidad, etc. En 
la mayoria de los casos, las técnicas comentadas ban sido principalmente 
expuestas en articules cientifîcos, dirigidos a abondar sobre cuestiones 
relacionadas con la técnica antes que en proporcionar medios sencillos para 
comprender y utilizar correctamente sus posibilidades. Ademâs, en mucbos 
casos, los ejemplos manejados no corresponden a aplicaciones de tamano 
real, sine a simplificaciones construidas sôlo para ilustrar la aplicaciôn de las 
berramientas manejadas.
• Facilidad de uso: Hay bastantes cuestiones que ayudan a la facilidad 
de uso de las diversas técnicas:
-El tamano de las descripciones résultantes: Ciertas técnicas exigirân 
un nivel de detalle que es inabordable en situaciones prâcticas.
-Existencia de berramientas informâticas o de otro tipo que ayuden a la 
especifîcaciôn.
• Claridad de conceptos: Ciertas técnicas dejarân puntos ambiguos que 
el disenador tendrâ que decidir en cada ocasiôn. Estas decisiones son por un 
lado arbitrarias pero tan importantes que pueden determinar por completo el 
anâlisis realizado. El ejemplo mâs claro es la unidad de anâlisis o grado de 
agregaciôn de las tareas simples.
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• Anâlisis: Los anâlisis que es posible realizar por medio de las técnicas 
pueden ser de varios tipos. Anâlisis cualitativos que muestren fallos en el 
diseno planteado. Anâlisis cuantitativos que indiquen variables que podrian 
ser modificadas para mejorar el diseno. Ademâs, ciertas técnicas ofrecerân la 
posibilidad de realizar anâlisis a diferentes niveles, asi ofreciendo la 
posibilidad de obtener informaciôn acerca de muchas cuestiones de posible 
interés.
• Problemas de representacion: Ciertas técnicas no serân capaces de 
representar ciertas situaciones.
• Nivel de actividad en esta linea de trabajo: Algunas de las técnicas 
consideradas aqm han sido desechadas por los autores que las propusieron 
por lo que résulta seguramente poco interesante seguir intentando utilizarlas 
a menos que uno se sienta satisfecho con lo que tiene o bien desee realizar 
nuevas propues tas.
A continuaciôn comentaremos estos puntos en relaciôn con las técnicas 
utilizadas:
1) NGOMS
• Documentaciôn: Este método es el que posee una documentaciôn 
probablemente mâs compléta de todos los considerados. Fundamentalmente 
el tutorial de Kieras y Elkerton (Kieras, 1991) proporciona descripciones muy 
accesibles, con ejemplos detallados y sugerencias para el anâlisis cualitativo. 
Otra informaciôn acerca de CCT o GOMS (predecesores de NGOMS) no es en 
cambio tan clara. Muchos autores han comentado que la notaciôn propuesta 
en el libre de Card, Moran y Newell (Gard, et al., 1983) es bastante ambigua 
y poco fâcil de utilizar. En cuanto a CCT, existe un articule (Bovair, et al., 
1990) que explica los fundamentos y conceptos teôricos detrâs de esta 
técnica pero no existen desarrollos bien documentados aparté de los ejemplos 
alli manejados.
• Facilidad de uso: NGOMS es una metodologia fâcil de usar. Las 
descripciones son simples y las convenciones son comprensibles 
râpidam ente. El tam ano de las descripciones résu ltan tes no es 
excesivamente grande y no résulta costoso realizarlas. En la actualidad se 
estân empezando a desarrollar herramientas informâticas (v.p.e (Byme, et 
al., 1994)) aunque todavfa no estân lo suficientemente avanzadas como para 
ser utilizadas en prâctica
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• Claridad de conceptos: Los conceptos en NGOMS son sencillos 
comparados con otras metodologias.
• Anâlisis: NGOMS tiene la mayor amplitud en cuanto a resultados del 
anâlisis en principio. Por medio de anâlisis basados en esta metodologia es 
posible obtener predicciones cuantitativas y cualitativas de la usabilidad del 
interfaz. Ademâs, varias variables dependientes pueden ser consideradas: 
tiempo de aprendizaje, tiempo de ejecuciôn y carga mental.
En nuestro trabajo, no obstante, las predicciones cualitativas fueron 
poco numerosas y ademâs no se confirmé su importancia en los anâlisis 
realizados. Ello no significa sin embargo que gracias al ejercicio realizado no 
se captaran elementos de la dinâmica del interfaz que no resultaran de 
interés. Sin embargo, estos elementos no fueron considerados como 
directamente extraidos del ejercicio realizado, ya que aparentemente 
cualquier otros esfuerzo de anâlisis que hubiera conducido a una evaluaciôn 
minuciosa habria probablemente producido el mismo resultado.
• Problemas de representaciôn: En nuestro trabajo hemos encontrado 
que el mayor problema de NGOMS en cuanto a representaciôn se encuentra 
en que su estructura estâ dirigida por objetivos, por lo que todas aquellas 
acciones no directam ente conectadas con estos objetivos no son 
representadas. Esta falta de informaciôn es un problema de representaciôn 
que la hace poco adecuada para llevar a cabo implementaciones en 
situaciones reales.
NGOMS no permite descripciones a niveles pequenos de detalle. Es 
decir, no posee un équivalente a KLM (Keystroke Level Model) tal y como el 
original GOMS ténia, que le permita asumir descripciones en las que la 
existencia de una estructura basada en objetivos resuite cuestionable. Esta 
necesidad de un segundo modelo proviene del hecho que, a medida que las 
descripciones estân mâs cerca del ser humano, los procedimientos a describir 
estân mâs infiuidos por la existencia de objetivos, mientras que, a medida que 
la descripciôn tiene un nivel inferior, nos aproximamos a las peculiaridades y 
condicionantes de la mâquina y la tarea, los cuales no se ajustan a una 
descripciôn de este tipo. Esta dicotomia estaba présente en los primeros 
trabajos acerca CCT (predecesor de NGOMS), en los que se introducia una 
segunda notaciôn para tratar con estos aspectos. En las ultimas versiones 
de NGOMS no hay un équivalente semejante y, cuando la descripciôn
278
Capitula 7
empieza a alcanzar niveles cercanos a los detalles de implementaciôn el 
disenador debe detenerse.
• Linea de trabajo activa/discontinuada: NGOMS es una de las lineas de 
trabajo en relaciôn con el anâlisis por medio de métodos formates mâs activa 
que existe en la actualidad.
2) TAG
• Documentaciôn: La documentaciôn en TAG existe solamente en forma 
de publicaciones de carâcter cientffico que explican la notaciôn. En uno de 
ellos no obstante (Schiele y Green, 1990) se hace una explicaciôn bastante 
exhaustiva de la técnica y es por tanto la mejor fuente de informaciôn 
disponible acerca de la misma. El ejemplo manejado en ese articule es de 
tamano real (no un ejemplo de tamafio reducido) e incluye très programas 
completes pudiendo ser quizâs uno de los ejemplos mâs ambiciosos 
manejados en la hteratura.
• Facilidad de uso: TAG no es difîcil de manejar. Las descripciones 
résultantes tienen un tamafio bastante reducido aunque no hay hasta la 
fecha ninguna herramienta informâtica que ayude a la especifîcaciôn de 
modelos mediante esta notaciôn.
• Claridad de conceptos: En TAG existe un elemento de ambiguedad que 
proporciona un grado de inseguridad bastante amplio a las descripciones 
realizadas. Debido a que el disefiador necesita postular cômo los usuarios 
percibirân la consistencia entre acciones a partir de sus propias intuiciones, 
los anâlisis tienen un componente que vicia las conclusiones que puedan 
alcanzarse. Es muy posible que esa particular manera en que el disefiador 
espera que los usuarios perciban el interfaz no sea la que los usuarios capten 
y por tanto no se produzca el efecto de consistencia esperado.
• Anâlisis: TAG ofrece bâsicamente informaciôn sobre si la tarea 
analizada es consistente con otras o no lo es. Esta informaciôn es 
bâsicamente cualitativa y puede servir para detectar tareas que puede 
esperarse que resulten problemâticas para el usuario. E sta es una 
informaciôn limitada pero interesante. De nuevo, realizar la descripciôn 
puede resultar en una serie de intuiciones sobre el posible comportamiento de 
los usuarios con el sistema, pero no existe informaciôn explicita acerca de 
este extreme.
Una cuestiôn no tratada son los aspectos de evaluaciôn por parte del 
usuario de los efectos de sus acciones. Las modificaciones a TAG aparecidas 
posteriormente han fortalecido este punto.
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• Problemas de representaciôn: TAG es en nuestra opinion demasiado 
estâtico con respecto tanto al sistema descrito como al usuario. Asi, por un 
lado carece de una manera de representar la dinâmica del sistema, y, por 
otro, no muestra la lôgica de las acciones de los sujetos. Esto se debe a que 
esta notacion se dirige solamente a captar un concepto, la consistencia, y no 
considéra la representaciôn de otro tipo de cuestiones. Otro gran problema es 
que no entra en la representaciôn de la informaciôn que el sujeto recibe a la 
hora de realizar sus acciones y que le va formando en la generaciôn de sus 
conceptos, los cuales pueden ser los déterminantes de la percepciôn de la 
consistencia.
• Lmea de trabajo activa/discontinuada: TAG es una linea de acciôn 
discontinuada. En la actualidad, varias técnicas y notaciones que ban surgido 
en relaciôn o a partir de esta notaciôn se ban convertido en el centre de 
interés de los autores que propusieron estas técnicas.
3) Action-Task.
• Documentaciôn: La documentaciôn acerca de Action-Task consiste 
solamente en articules que introducen el método, no existiendo informaciôn 
detallada acerca de ejemplos u otro tipo de ayudas.
• Facilidad de use: La notaciôn es fâcil de utilizar, pero a medida que se 
desea realizar una descripciôn a un nivel detallado, estas no son demasiado 
faciles de seguir cuando la descripciôn ba side realizada textualmente. No 
obstante, realizar las descripciones no es excesivamente complicado.
Hay que tener en cuenta por otro lado la existencia de una berramienta 
informâtica por medio de la cual es posible realizar las descripciones. Esta 
berram ienta permite mucbo mas fâcilmente seguir la dinâmica de 
funcionamiento del interfaz, pero, a cambio, es mucbo mas problemâtica 
para realizar descripciones. Esto se debe a que, debido a que esta 
berram ienta funciona en una boja de calcule plantea ciertas limitaciones 
prâcticas taies como el tamano de la pantalla en la que se desea visualizar el 
resultado. Por otro lado, es posible obtener ciertas medidas de complejidad del 
interfaz de un modo automâtico o semiautomâtico, tal como el numéro de 
acciones disponibles tras cada acciôn.
No obstante, bay que senalar que la forma en que ba sido utilizada esta 
notaciôn difiere de la sugerida por los autores que la proponen, ya que estes 
recomiendan sôlo representar el nivel superior de la dinâmica del sistema en 
lugar de los detalles mâs concretes. En nuestro case, al representar los 
detalles mâs concretes, los problemas encontrados pueden ser diferentes a 
los que los autores babrîan sugerido.
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• Claridad de conceptos: Esta notacion es relativam ente fâcil de 
entender y utilizar.
• Anâlisis: La parte de anâlisis no esta bien desarrollada ya que no es el 
objetivo central de esta notaciôn. Los autores sugieren que una vez realizada 
la descripciôn se compruebe esta con una serie de sugerencias, 
fundamentalmente las referidas a la completud de la descripciôn, a la no 
existencia de tareas difïciles de realizar, contraste con normas de buen 
diseno, etc. Estes anâlisis no obstante no ban sido desarrollados en extensiôn 
sino que permanecen fundamentalmente dependientes de las intuiciones de 
los disenadores.
• Problemas de representaciôn: La notaciôn présenta varies problemas 
de representaciôn. Une de elles es general a todas las notaciones basadas en 
reglas de producciôn y hace referenda a los problemas que tiene a la hora de 
representar sistemas que fundamentalmente tienen un comportamiento 
secuencial. Notaciones basadas en diagramas de transiciôn o de otro tipo son 
mâs convenientes para esta tarea.
Un segundo problema encontrado es la representaciôn de entidades que 
podrian ser descritas a un grade inferior o dejadas sin describir en detalle. Por 
ejemplo, si queremos describir el interfaz de una aplicaciôn, esta podrîa tener 
un elemento de interfaz denominado barra de menus (que tendrfa un 
comportamiento guiado por una serie de reglas), a partir del cual se podria 
aludir a un cuadro de diâlogo en el cual aparecerfan botones u otros 
elementos. Estas entidades podrian ser descritas de un modo independiente y 
se podrian hacer llamadas en caso de necesitar un elemento inferior (por 
ejemplo, el cuadro de diâlogo podria incluir llamadas a botones sin necesidad 
de especificar los detalles acerca de mover el ratôn dentro de ellos, quitar el 
ratôn sin haber soltado el botôn, etc.). Este tipo de problemas son difïciles de 
solucionar con el sistema actual aunque es posible ver con relativa facilidad 
cômo podrian ser abordados. Esto proporcionaria la oportunidad de tener 
môdulos reutilizables en descripciones posteriores (a modo de bibliotecas de 
rutinas).
Un tercer problema de representaciôn es el que ocurre cuando la 
condiciôn que dispara una acciôn tiene mâs de dos valores posibles (verdadero 
y falso). Por ejemplo, un sistema de comprobaciôn de ortografîa podria tener 
très diccionarios (p.e. inglés, francés, espanol). En el sistema actualmente 
utilizado séria necesario indicar très reglas, una por cada diccionario, que 
indicarian que diccionario estâ conectado en cada momento y que acciones 
serfan posibles como consecuencia de ello. En un sistema que aceptara
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condiciones mâs complejas, se necesitarîa una sola régla (con precondiciones 
posibles a inglés, francés y espanol).
• Lmea de trabajo activa/discontinuada: Esta lmea de trabajo no ha sido 
discontinuada, habiéndose producido una serie de mejoras sobre la lmea 
inicial de manera continua.
4) PUM
• Documentaciôn: La documentaciôn en relaciôn con PUM sôlo existe en 
forma de articules que muestran ejemplos concretes sobre las posibilidades 
de este método de descripciôn. Estes ejemplos no tienen como objetivo 
describir en detalle las caracterfsticas de la notaciôn, sino que se dirigen a 
profundizar en las capacidades que ésta posee.
• Facilidad de use: Segun los autores que propusieron esta técnica, sus 
caracterfsticas son le sufîcientemente complejas como para que sea diffcil 
pensar que los propios disenadores encargados de construir prototipos sean 
capaces de realizar estes anâlisis por sf mismos. Asf, es necesario pensar en 
la existencia de algo llamado un "PUMer" o persona especializada en realizar 
este tipo de anâlisis (Shum, 1994).
En relaciôn con las herramientas informâticas, como ya ha sido 
comentado anteriormente, éstas no pudieron ser utilizadas para realizar 
ninguna descripciôn debido a su carâcter todavfa experimental y a la 
inherente complejidad que presentan ya que se componen de: 1) un lenguaje 
de descripciôn propio para el que no existe en la actualidad ninguna 
documentaciôn, 2) un programa que funciona en LISP y que traducirîa ese 
lenguaje al lenguaje de SOAR (una berramienta de inteligencia artificial) y 3) 
el interpretador de SOAR que permitirfa analizar el resultado. Por ello, a 
pesar del interés que esta berramienta posee no ha sido posible obtener 
ningun resultado satisfactorio.
• Claridad de conceptos: Los conceptos en PUM no son obvios. Al 
parecer, un amplio conocimiento en Psicologfa Cognitiva, SOAR y experiencia 
en Interacciôn Hombre-Ordenador son condiciones importantes para 
intentar utilizar esta técnica.
• Anâlisis: Esta técnica es fundamentalmente analftica. Sus resultados 
deberfan producir intuiciones cualitativas acerca de posibles problemas que 
los usuarios podrian tener con el interfaz.
• Problemas de representaciôn: PUM no permite la representaciôn del 
dispositive. Su objetivo es representar a un usuario que utiliza el dispositive y 
por tanto este tiene que ser descrito previamente.
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• Lmea de trabajo activa/discontinuada: Esta lmea de trabajo se ha 
caracterizado por una gran cantidad de trabajo en relaciôn al desarrollo del 
proyecto ESPRIT Amodeus. La finalizacion de este proyecto en el ano 1995 
deja abierta la cuestion acerca de su continuidad.
5) ICS
• Documentaciôn: La documentaciôn acerca de ICS existe en articules 
que explican el funcionamiento de esta metodologia, pero existen varies 
problemas anadidos en este caso a este hecho.
En primer lugar, dado que se trata de un sistema experte y por tanto 
reside en un computador résulta completamente opaco a la observaciôn, por 
le que no hay una manera sencilla de entender los principles en los que se 
basa. Estes principles se encuentran en los articules que explican la teoria 
detrâs de ICS pero debido a la complejidad de la propia teoria o quizâs a su 
excesiva amplitud résulta diffcil saber hasta que punto el sistema experte se 
relaciona con esta teoria. Por otro lado, mientras que PUM se apoya en una 
arquitectura cognitiva desarrollada independientemente y con una gran 
cantidad de investigaciôn detrâs de ella, ICS es, ademâs de un sistema de 
anâlisis de la interacciôn hombre ordenador, una arquitectura cognitiva 
propia que, muy probablemente, necesita todavfa un largo camino antes de 
convertirse en una propuesta sufîcientemente estable.
En segundo lugar, el sistema experte no tiene tampoco documentaciôn 
que explique la forma de manejarlo, dado que se trata fundamentalmente de 
una "demostraciôn del concepto", y no de un producto acabado.
• Facilidad de use: Las descripciones realizadas por medio de ICS son en 
principio las que resultarian mâs faciles de realizar ya que al tratarse de un 
sistema automatizado basado en menus, los usuarios deberfan de poder 
realizar fâcilmente las descripciones simplemente siguiendo las instrucciones 
hasta completar éstas. No obstante, el sistema informâtico posee muchos 
problemas de usabilidad propios, taies como preguntas ambiguas, confusiôn 
entre niveles o pasos y otros puram ente informâticos (fallos de 
funcionamiento, etc.). Ello lo convierte en relativamente diffcil de usar a 
pesar de las aparentes ventajas que ofrece.
• Claridad de conceptos: Como ya ha sido comentado, no résulta fâcil 
entender muchas de las preguntas que hace el sistema. En muchos casos las 
respuestas no parecen muy apropiadas a la  situaciôn y en otras 
simplemente parece que se esté contestando a la misma pregunta 
continuamente.
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• Anâlisis: El area principal de ICS es el anâlisis. Al respecto no existen 
resultados positivos. Los autores originales afirman que la utilizaciôn de esta 
técnica les reporta muchas ventajas. Por el contrario, informaciôn 
proporcionada en estudios de utilizaciôn del sistema experte por disenadores, 
estes fueron poco positivos acerca del sistema, opinando que la informaciôn 
obtenida era évidente por si misma y el use del sistema experte era poco 
menos que una actividad irrelevante para su obtenciôn. (Shum y Hammond, 
1993). En nuestro caso résulta diffcil realizar un diagnôstico de las 
posibilidades de anâlisis del sistema experte debido al reducido numéro de 
resultados obtenidos.
• Problemas de representaciôn: ICS no es una estructura disenada para 
representar interfaces sino que estâ dirigida principalmente al anâlisis.
• Lmea de trabajo activa/discontinuada: Del mismo modo que la lmea de 
trabajo anterior, durante los dos ultimes anos ha habido una gran actividad 
en relaciôn a esta técnica en coincidencia con un proyecto ESPRIT que 
finalizô este mismo ano.
7.3. Objetivo 3
Evaluaciôn de las predicciones obtenidas a través de las notaciones 
finalmente seleccionadas en un ejemplo de diseno.______________________
En este apartado se ofrecerâ una discusiôn acerca de los resultados 
obtenidos a la hora de realizar predicciones del tiempo empleado por los 
sujetos en resolver las tareas propuestas y una discusiôn acerca del valor de 
los resultados encontrados.
En relaciôn con ello, se discutirâ en primer lugar la problemâtica de las 
comparaciones entre las distintas metodologias. En segundo, el interés de la 
estructura de anâlisis estadisticos como marco para la realizaciôn de 
estudios similares y las ventajas sobre otros estudios que realizan 
aproximaciones diferentes. Asimismo, comentaremos los resultados 
obtenidos con respecto a la variable dependiente utilizada. Por ultimo, 
comentaremos los resultados obtenidos para cada uno de los niveles de 
anâlisis considerados y el valor que estos pueden tener en situaciones 
aphcadas de diseno.
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1) El problema de los niveles de anâlisis a la hora de realizar comparaciones.
Uno de los posibles resultados deseados en relaciôn a este trabajo 
consistia en realizar una comparaciôn entre las diversas técnicas de anâlisis 
formai con objeto de intentar determinar si alguna de ellas era capaz de 
realizar predicciones mâs ajustadas, y, por tanto, podia convertirse en la 
técnica a preferir sobre las otras.
No obstante, estas comparaciones progresivamente se manifestaron 
llenas de complejidad debido a los diferentes granos de anâlisis sobre los que 
estas metodologias eran capaces de realizar predicciones. Cada técnica era 
capaz de realizar predicciones sobre niveles distintos de ejecuciôn de los 
usuarios y sôlo en ciertas situaciones fue posible hacer coincidir las 
predicciones de dos metodologias distintas sobre un mismo problema, 
logrando de este modo una comparaciôn efectiva entre ellas. No obstante, 
incluse en este caso, nuestra experiencia sugiere que cada técnica apunta a 
cuestiones diferentes, y que, por tanto, ambas pueden ser interesantes a la 
hora de realizar predicciones y mejoras en el interfaz.
NGOMS, por ejemplo, fue capaz de trabajar a dos niveles en nuestra 
opiniôn. Un nivel global, en el que las tareas predichas fueron definidas al 
mismo nivel que les fueron explicadas a los sujetos, y uno inferior, en el que se 
definieron subtareas a un nivel de agregaciôn inferior.
TAG en cambio no pareciô apropiado para tareas que estuvieran a un 
nivel superior, ya que, partiendo de acciones situadas a un nivel inferior, las 
colapsa a un nivel superior, no teniendo sentido ascender hasta llegar a un 
nivel de colapsamiento superior. Ello hace que las predicciones realizadas con 
este método coincidan con NGOMS en ese nivel intermedio.
Action-Task es el sistema de mâs bajo nivel de todos los utilizados. Su 
rango de acciôn incluye acciones concretas a nivel del interfaz tal y como 
movimientos de ratôn, etc. El resultado es que los anâlisis realizados lo son 
del propio entomo de la tarea, antes que los de un usuario intentando realizar 
esa tarea e incorporando un numéro de limitaciones y caracterfsticas 
cognitivas a ese trabajo. En lugar de decidir que una caracterfstica es 
importante desde el punto de vista del usuario y construir una notaciôn 
compléta alrededor de ella, la idea es construir una representaciôn del 
dispositive. Esta representaciôn mâs tarde podrfa ser analizada desde 
diferentes puntos de vista o caracterfsticas que fueran consideradas
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importantes. En nuestro caso, el numéro de acciones posibles ha sido la 
caracterfstica utilizada, pero es posible pensar en otras caracterfsticas que 
podrian ser examinadas en el modelo.
Podrfa plantearse la agregaciôn de dates como una soluciôn a este 
problema. Esta agregaciôn deberia realizarse en los modèles de mener grano 
hacia los modèles de mayor grano. No obstante, esta agregaciôn es 
probablemente poco razonable en la mayorfa de los casos. Por ejemplo, 
supongamos que TAG ofrece una tarea como inconsistante (nivel intermedio) 
y realizamos una agregaciôn a un nivel superior de tal modo que tareas 
consideradas como consistantes y otras como inconsistantes son agrupadas 
en una misma unidad a ese nivel. ^Cômo deberiamos en este caso tra ta r la 
inconsistencia en una subtarea? ^Deberfamos calcular algo asf como una 
proporciôn o porcentaje, en este caso del numéro de tareas consistantes o 
inconsistantes (a nivel intermedio) de que esta compuesta esa tarea a un 
nivel superior? La respuesta no es obvia y, en nuestra opiniôn, es un ejemplo 
de la falta de sentido que supone realizar este tipo de agregaciones.
Otro argumento mâs en contra de la agregaciôn de dates séria que un 
valor agregado posiblemente no es representative de la dinâmica interna que 
lo ha producido. Por ejemplo, una acciôn del interfaz puede ser 
manifîestamente problemâtica y otra extraordinariamente cômoda. Agregar 
los tiempos esconderfa este hecho e impedirfa captar la posiblemente 
diferente dinâmica que podria subyacer.
2) La estru ctu ra  de anâlisis estadi'sticos puede servir como un m arco 
metodoiôgico para estudios similares
Al llevar a cabo un estudio sobre la usabilidad de un nuevo producto 
résulta natural plantearlo por medio de la asignaciôn de una serie de tareas a 
un grupo de sujetos, los cuales aprenderian a manejar el interfaz mientras el 
disefiador registra su comportamiento. A partir de este registre, es posible 
extraer informaciôn cualitativa que puede ser de indudable interés. Sin 
embargo, en ocasiones el disefiador puede querer un anâlisis cuantitativo que 
m uestre que desviaciôn se produce en ciertas tareas respecto a los 
resultados esperables. Esta informaciôn, no obstante, estâ afectada por una 
serie de variables (aprendizaje, diferente capacidad en sujetos, primeros 
intentos, etc.) que difîcultan la obtenciôn de resultados interprétables y que el 
investigador, movido por interés aplicados o teôricos, necesitaria controlar.
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El anâlisis de las desviaciones respecto a valores esperables 
proporciona un mécanisme para evaluar prototipos unices, trente al método 
de comparaciones expérimentales en el que dos o mâs prototipos son 
comparados para de este modo decidir cuâl de ellos es mejor. Dado que en la 
mayorfa de los casos solo existe un prototipo, este tipo de anâlisis podrfa ser 
especialmente interesante. Utilizar técnicas desarrolladas dentro del enfoque 
del anâlisis exploratorio de dates (incluir variables fîcticias para situaciones 
claram ente conceptualizadas como diferentes por ejemplo) podrian 
complementar estos anâlisis.
En este método de anâlisis, los sujetos realizarfan una serie de tareas 
seleccionadas sobre el prototipo desarrollado. Dado que inevitablemente 
ciertas tareas serân probadas antes que otras, y dado que ello conllevarâ 
posiblemente un efecto de autocorrelaciôn que es necesario controlar, el 
conjunto de variables utilizadas en nuestros anâlisis pueden ser de gran 
relevancia (primer intente, orden de la tarea, etc.). Asimismo, en caso de 
tener un método formai que realiza predicciones empiricas, éstas pueden ser 
incluidas como un mécanisme adicional de explicacion de los resultados. 
Aquellas tareas o momentos que destaquen por sus valores excesivamente altos 
con respecto al anâlisis de series temporales ponderadas, incluyendo todas esas 
variables, son buenas candidatas para un rediseno. Variar el orden en el que 
las tareas son ejecutadas puede ser un recurso insufîciente, ya que en 
muchas ocasiones este orden vendrâ dado por la propia naturaleza de las 
tareas, y no serâ posible variarlo entre los sujetos.
Obviamente, este tipo de anâlisis parte de la idea de tener un numéro de 
tareas comparables entre si y con efectos sobre la variable dependiente 
équivalentes. En caso de no ser asi, las fuentes de variabilidad de estas 
tareas deberfan ser controladas, bien mediante variables correlacionadas con 
ellas (bâsicamente el enfoque utilizado en este estudio), o bien mediante 
variables fîcticias. Por ejemplo, una tarea podrfa necesitar una cantidad de 
tiempo relativamente grande debido a que el mécanisme de input es 
engorroso, pero no existe ninguna manera de evitar ese input. Este valor 
podrfa incluirse en un anâlisis NGOMS, o simplemente ser restado al realizar 
la recogida de dates. No obstante, en ocasiones puede que ese tiempo sea de 
difîcil câlculo, por lo que simplemente asignândole una variable fîcticia que 
simbolizarâ "difîcultad" puede ser sufîciente. En el caso extreme, podrfa 
utilizarse una variante de los anâlisis de series temporales ponderadas, en el
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cual, cada momento temporal incluye una variable fîcticia (Green, 1993; 
Sayrs, 1989).
Estudios realizados por Kieras y Poison (Bovair, et al., 1990; Kieras y 
Bovair, 1986) utilizan un marco metodoiôgico similar, aunque faltan dos 
elementos présentes en el anâlisis de series temporales ponderadas. En 
primer lugar, no hay control de la autocorrelaciôn y en segundo lugar realizan 
un anâlisis équivalente a un modelo de efectos fîjos trente a los modelos de 
efectos aleatorios utilizados en este trabajo. Aunque en nuestro caso, la 
autocorrelaciôn encontrada en los estudios aqui mostrados no fue muy 
elevada, pensâmes que la posibilidad de controlar todos estos efectos es de 
gran interés en este tipo de situaciones.
3) La variable dependiente tiempo para realizar la tarea
La variable dependiente utilizada en este estudio ha consistido en el 
tiempo que los usuarios necesitaban para completar la tarea en cada una de 
las ocasiones. Esta variable puede ser considerada como un compuesto de lo 
que en otros estudios serian consideradas como variables diferentes: tiempo 
de aprendizaje, tiempo de ejecuciôn, tiempo de resoluciôn de problemas, etc. 
Como hemos visto, siguiendo las predicciones realizadas por NGOMS, esta 
variable parece aproximarse bastante a lo predicho como tiempo de 
ejecuciôn.
En este estudio, la variable dependiente utilizada ha tenido 
fundamentalmente una distribuciôn no normal, con una asimetria positiva 
notable. Esto ha ocurrido tanto cuando se consideraban los errores como 
cuando el tiempo empleado en ellos era eliminado de los anâlisis. Esta 
distribuciôn se ha repetido consistentemente a través de todos los niveles 
considerados.
Este resultado es completamente razonable. Ciertas acciones, debido a 
su novedad o su difîcultad, producirân tiempos mucho mâs altos que las 
acciones que no plantean ningun problema al usuario. Lo contrario -acciones 
ejecutadas tan  râpidamente que se convierten en valores extremes por 
debajo de la media- es muy difîcil debido a que la media de ejecuciôn no es 
excesivamente alta y queda un margen demasiado estrecho.
Esto nos ha llevado a realizar transformaciones logaritmicas (o 
similares) antes de intentar ajustar los modelos considerados para evitar las 
consecuencias negativas de la no-normalidad de estos datos. Ello signifîca, no
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obstante, que las relaciones que encontranamos entre las variables 
dependientes en la escala normal son no lineales (exponenciales).
Este es un resultado (encontrar relaciones no lineales entre el numéro 
de reglas y el tiempo de realizaciôn) un tanto inusual en la literatura, que 
puede ser explicado por las diferencias entre la situaciôn planteada por 
nosotros respecto de las utilizadas por ejemplo en los estudios de Kieras y 
Poison (Bovair, et al., 1990; Kieras y Bovair, 1986) asi como por las variables 
dependientes utilizadas. Esta diferencia consiste en, fundamentalmente, el 
haber proporcionado un numéro de instrucciones reducido de modo que los 
usuarios estuvieran obligados a realizar un minime de bûsquedas por ensayo 
y error hasta lograr alcanzar la soluciôn correcta en cada momento. Ademâs, 
el sistema de ayuda en el que se mostraba la soluciôn correcta en cada caso 
no produjo el efecto esperado en los sujetos, ya que, a menudo, los usuarios 
cometieron el mismo error repetidamente, a pesar de ver en la pantalla cual 
era la acciôn correcta a realizar después de haber cometido el error.
No obstante, a pesar de ese efecto aparentemente exponencial, ciertos 
predictores, tal como el numéro de reglas nuevas presentaron un 
comportamiento cuasilineal dentro de los valores mâximos y minimes 
considerados. Otros predictores por otro lado si que tuvieron indudablemente 
una relaciôn no Hneal con la variable predicha.
4) Conclusiones por técnica utilizada.
1. NGOMS: Nivei 1
NGOMS ha producido resultados diferentes dependiendo del nivel de 
anâlisis considerado.
En el nivel superior de anâlisis se produjo una correlaciôn entre el 
numéro de reglas nuevas y el orden en que los sujetos aprendieron las tareas 
que condujo a unos resultados nulos en los anâlisis de regresiôn. Ademâs, la 
relaciôn encontrada entre el numéro de reglas totales y las variables 
dependientes no fue excesivamente importante.
El haber encontrado una correlaciôn importante entre el orden de la 
tarea y el numéro de reglas nuevas es importante, en nuestra opiniôn, porque 
limita la extensiôn que los anâlisis basados en NGOMS pueden tener en 
situaciones prâcticas. Esta correlaciôn es prâcticamente inevitable que 
aparezca debido a que el numéro de reglas nuevas habitualmente descenderâ 
a medida que ciertas tareas son aprendidas y, por tanto, ambos efectos son
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dificilmente sepa^'al los. No obstante ,  puede p.-^ T c r - r e  ro fburcion^-s 
expérimentales en las ^ue so \-usquen cci/binaciones do tarer. • cn 1rs q a j  _I 
numéro de reglas nu vas no c- ;é roladonado con el urdcn do las arc.as, p:ro, 
de acuerdo con la prcoia teoria, este no es nias que un niic-riaz mal cnrv'truido 
ya que las ganancias do la coa-istencia en lugar cri ro.- uUar poairiwo s or am 
negativas. Una situaciôn ciertamonto indeseaulc.
Esto nos lie va a la parrdoja do quo para  d-:no^';‘nr que ^stc nndclo  
funciona tenemcs que construir inolos iuTorfacos int :: cionr Janioatc.  U na  
situaciôn que, en el ccntexto do un trabajo practice, no deberia au nreccr.
Un problema d istinto es lu bal ta de efecto cio la varia bîr 7 -  01 19 en el 
nivel superior. Al pu-ocor, bn loi.gbud -.nb. ,ada de les mémdu.. m  c.- c. y.c. ' cio 
predecir la variai-^. U; ?ndi-ntc  a est o rive],  i i id-p '-ndic n.-: nient o o 
cuestiones tal s Coin % 1 crven do la v  l oa c si hc • '-de roi. Jza:.b. ■ - n b a r . v  o 
0 no. Esto nos dova . . ; ensrr q.iO le.  prodi •: 'on: : vinr::.. < r. ni gl'Aob. :.l 
no tener en cir. nie. \ î :  J i iU’nica C  :■ i..s ci.: intas n ; . ■ v :bv:l ni Is cens n.o,
no parecen ser cape. % s de réaliser ; rcoiccicncs ad ecu ad as una \v s ludo;. las 
efectos considcrador- ban .-ido conirclados.
2 .  N G O M S :  N i v e l  2
A este nivel, tanto  NGOMn csmo TGObIS dmiostraron una rein ci dn 
con el t iempo necesario para  real izar  la t a r e r  con res]:ccio a las d. s 
variables dc])enciientes cons ideradas  después  de que es cas f u e r r n  
transformadas logarl tm i cam e i \ i e . b d e m r r .  r l  convertir los efocios de es . s  
variables a la escala oidginal sc jmedo obscrvar ('il pu ras 5.12 y 5.19} que b s  
puntuaciones predichas tienen una Anna  apronii .ïa d a irnie b rea l  centre de 
los mârgenes utilizados en este estudio pai a la variable dv.nondiente NGGrdn.
TGOMS en cambio parece pre^'cntar una forma eurvilluea on tu  
relaciôn con las puntuaciones pr edi citas cii la ev cala crigi liai incluse sin 
realizar extrapolaciones.
La variable fi en cia TAG (extrafda a partir  del au ali si s TAG y que irnlica 
consistencia V .  inconsistencia) no produce un resultado satisfactorio. .Auncp.ie 
supuestamente debcrla producir el resul tado Je un tiempo : une ri or a lo 
esperado, el resultado obtenido es cl contrario,} a que 1er usuarios rcaiizaron 
la tarea mâs rapidamcnte ce lo pre de cible por el reste de la ecuacicn.
Estos resultados en su conjunto podrian considerame en principio eue 
respaldan el anâlisis NGObIS a esio nivel, pero enisten dos cuc^uiones que es
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necesario considerar con mâs detalle antes de ofrecer un juicio definitive. 
Estos son 1) la, en este caso, falta de correlaciôn entre el orden de la tarea y 
el numéro de reglas nuevas, y, 2) el tamano del efecto de los resultados 
encontrados.
1) La falta de correlaciôn entre las reglas nuevas y el orden de la tarea 
en este caso se debe a que el nivel al que estâ definido el orden corresponde a 
un nivel superior al de las tareas consideradas por lo que para un mismo 
orden es posible encontrar diferentes valores de reglas a nivel de subtarea. 
Esto es esperable ya que la desagregaciôn usualmente deberia producir una 
disminuciôn en la magnitud de la proporciôn de la varianza explicada entre 
dos variables. Asi pues, parece razonable pensar que las predicciones 
basadas en NGOMS pueden ser mâs utiles a niveles de agregaciôn 
intermedios ya que en ellos la correlaciôn con el orden de la tarea en los datos 
résulta disminuida naturalmente y existe una mayor oportunidad de mostrar 
resultados interesantes.
2) El tamano del efecto de los resultados encontrados es una cuestiôn de 
gran importancia a la hora de valorar el interés de estos. Efectos poco 
importantes del numéro de reglas nuevas podrian no justificar el esfuerzo de 
realizar modificaciones en el interfaz. Otro problema mâs grave existe 
también: tener que obtener las predicciones absolutas siempre a partir de 
estimaciones empiricas en lugar de a partir de valores determinados 
previamente. Empezaremos con el segundo problema en primer lugar:
Como es posible ver en el grâfico 6.17 y 6.18 del capitule seis, el ajuste 
al nivel 2 entre los tiempos medios de los sujetos y las predicciones en tiempo 
de ejecuciôn y tiempo de aprendizaje es visualmente satisfactorio. No 
obstante, si tenemos en cuenta que la escala para el caso del aprendizaje es 
distinta (minutes para las predicciones, segundos para los datos verdaderos) 
podemos ver como en realidad, en este caso, este ajuste no existe (grâfico 
6.17) No obstante, para los tiempos de ejecuciôn, una prueba t  de 
comparaciones apareadas no encontrô diferencias significativas entre los 
resultados ballades y las predicciones realizadas siguiendo las formulas de 
Kieras y Poison. Este es un resultado que sigue la misma lmea de lo ballade 
mediante los anâlisis de series temporales, ya que aquéllos mostraban como 
el numéro de reglas totales era la variable independiente con un mayor efecto 
sobre el tiempo de resoluciôn del problema.
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La razon por la que la variable dependiente utilizada estâ mâs cargada 
del componente de ejecuciôn que del componente de aprendizaje radica 
probablemente en que en la situaciôn por la que pasaban los sujetos tuvieron 
la oportunidad de leer (y por tanto aprender a manejar) las tareas 
previamente a llevarlas a cabo efectivamente. Esta disposiciôn pretendia 
simular la forma en la que muchos sujetos probablemente aprenden a 
manejar programas informâticos, primero leyendo las instrucciones escritas 
y luego intentando ejecutar las tareas sobre el mismo ordenador (aunque en 
nuestro caso no se les permitia repasar las instrucciones).
Ya que la predicciôn del tiempo de ejecuciôn estâ determ inada 
fundamentalmente por el numéro de reglas totales es razonable esperar que 
las predicciones de los tiempos medios ajusten adecuadamente.
3. TAG
Este método produjo efectos significativos a los niveles usuales, pero 
negativos, al predecir la variable tiempo sin error, y no produjo efectos 
significativos en los anâlisis de regresiôn.
Este resultado parece ser producto de la correlaciôn entre esta variable 
ficticia y las variables extraidas a través del anâlisis NGOMS. Esta 
correlaciôn transforma el efecto que esta variable tiene en principio sobre las 
variables dependientes (v. tabla 7.1) de tal modo que invierte la tendencia
LOGSIN LOGCON PRINTEN INTENTO ORDTAR NGOMS TGOMS TAG
1.000
0.861 1.000
0.271 0.319 1.000
-0.200 -0.234 -0.716 1.000
0.049 -0.051 0.024 -0.075 1.000
0.490 0.464 0.088 -0.077 0.070 1.000
0.750 0.595 0.008 -0.020 0.229 0.296 1.000
0.594 0.526 -0.002 0.004 -0.006 0.407 0.767 1.000
Tabla 7.1: Correlaciones entre las variables dependientes e independientes al nivel 2.
Este resultado puede ser interpretado como muestra de un grade de 
solapamiento entre los dos métodos para el anâlisis de la interacciôn a este 
nivel. Asi, la correlaciôn entre las reglas nuevas y TAG résulta esperable ya 
que ambos son métodos para el câlculo de la consistencia. Por otro lado, la 
correlaciôn con el numéro de reglas totales es indicative de una tendencia por 
parte de este método a considerar como inconsistentes las tareas mâs 
largas.
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En definitiva, es posible concluir que existe sufîciente solapamiento 
entre TAG y NGOMS como para que utilizar ambos procedimientos no sea 
interesante.
4 . A ction-Task.
Action Task es el anâlisis realizado a un nivel de grano mâs fîno. Ello ha 
llevado naturalmente a producir una cantidad de datos mucho mâs grande y 
con una gran variabilidad por lo que las predicciones (desde el punto de vista 
de la proporciôn de varianza explicada) son los mâs bajos (alrededor de un 
10%).
No obstante, la variable considerada obtiene unos resultados 
signifîcativos a la hora de predecir el tiempo que los sujetos emplearân tanto 
para el caso en que se predice el tiempo sin errores como el tiempo con 
errores.
7.4. El valor de los resultados.
Los resultados obtenidos tal y como se discutiô en parte inicial de este 
trabajo deberfan alcanzar un tamafio de efecto sufîcientemente grande para 
realmente justificar su utilidad en situaciones aplicadas. La tabla 7.2 
m uestra los distintos tamaôos del efecto para los métodos formates 
considerados obtenidos en este trabajo.
Nivel II
Predicciôn Tiempo sin error Tiempo con error
NGOMS .66 s. por régla .77 s. por régla
TGOMS Relaciôn exponencial (en las 10 
primeras reglas. 40 s. por régla 
aprx. pero incrementa mâs tarde)
Relaciôn exponencial (en las 10 
primeras reglas. 15 s. por régla 
aprx. pero incrementa mâs tarde)
Nivel III
Action-Task 0.16 s por cada nueva opciôn. 0.09 s. por cada nueva opciôn
Tabla 7.2: Tarn anos del efecto para las variables independientes predictoras con
resultados signifîcativos.
En la tabla superior se encuentran los valores encontrados para 
aquellas variables que tuvieron resultados estadfsticamente signifîcativos 
extraidas de los anâlisis formates. Con respecto al nivel II, como es posible 
ver, très variables estân relacionadas con las variables dependientes 
consideradas y ofrecen por tanto una oportunidad para mejorar el interfaz 
manejado. Como es posible, ver estas très variables ofrecen mejoras de 
aproximadamente un segundo y medio por cada modifîcaciôn con la excepciôn 
de TGOMS que ofrecerfa un efecto mucho mâs sustancial al ser la relaciôn de
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tipo exponencial. No obstante, este aumento, como vimos, esta relacionado 
con la variable ficticia asignada a la tarea "Cambiar Comentario" por lo que 
résulta difîcil extraer conclusiones.
En cualquier caso, el disefiador tendrîa la opciôn de proponer una serie 
de modificaciones para mejorar el interfaz en los aspectos considerados por 
las variables. ^Cuales deberfan ser esas modificaciones? Dos consideraciones 
son importantes aquf: 1) lo fâcilmente que la correcciôn puede ser realizada y
2) el impacto que la correcciôn tendra sobre un uso continue. Este impacto 
dependerâ de dos cosas:
1) El grade de efecto que tenga el aprendizaje. Como vimos en el capitule 
anterior, tanto el hecho de haber aprendido funciones anteriormente, como el 
haber realizado esa tarea significa una reducciôn en el tiempo de realizaciôn 
de las tareas. Llegado a cierto punto la reducciôn deberia estabilizarse 
alcanzando un minime en el tiempo de realizaciôn. Por ello, si la tarea va a 
ser aprendida de m anera muy intensa, y va a ser utilizada muy 
habitualmente, eliminar reglas, ya sean nuevas o totales, o aum entar la 
consistencia con el reste, puede no ser importante, porque la prâctica que los 
usuarios obtengan producirâ igualmente ese efecto.
No obstante, este efecto puede verse limitado por caracterfsticas del 
sistema especialmente mal planteadas, de tal modo que los usuarios no 
aprendan a realizar bien ciertas tareas a pesar de una gran cantidad de 
prâctica y a que se equivoquen constantemente. En ese caso, los anâlisis 
cualitativos podrian revelar estas limitaciones. No obstante, en nuestro caso, 
los anâlisis formales utilizados no produjeron informaciôn importante de este 
tipo, por lo que no es posible ofrecer indicaciones claras al respecto. La ûnica 
predicciôn cualitativa explorada (la tarea "Cambiar Comentario" estâ 
manifîestamente peor disefiada) produjo unos resultados contrarios a lo 
esperado.
2) El grado de utilizaciôn de la funciôn. Si la funciôn es poco utilizada, no 
habrâ posibilidad de que se produzca el efecto de aprendizaje y cualquier 
modifîcaciôn de las variables independientes produciria efectos muy 
benefîciosos. Por ello, la consistencia es seguramente mâs importante 
cuando las funciones son poco utilizadas que cuando lo son mucho, ya que el 
usuario deberâ apoyarse en deducciones o en el conocimiento general del 
sistema al no poseer la prâctica sufîciente para actuar automâticamente.
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Tanta la existencia de pocas reglas totales como la existencia de consistencia 
serân factores muy benefîciosos en esta situaciôn.
Con Action-Task parece que el efecto es mucho menos importante que 
con las descripciones realizadas anteriormente. No obstante, hay que tener 
en cuenta que eliminar opciones no adecuadas a la situaciôn en el interfaz 
puede ser muy fâcil en ciertas ocasiones (aunque no en otras) y ademâs sus 
efectos son muy duraderos ya que alcanzan a muchas situaciones. Por ello, 
aunque los coefîcientes observados no son muy grandes en relaciôn con las 
medianas de las acciones (mejores estimadores de la tendencia central en 
este caso) puede ser interesante realizar esta reducciôn.
7.5. Limitaciones de este estudio.
A continuaciôn pueden encontrarse una serie de limitaciones de este 
estudio que trabajos posteriores deberfan intentar superar.
Problemas para la demostraciôn del valor de los métodos formales.
La utilidad de los métodos formales no es comprobable por medio de sôlo 
un estudio. La siguiente discusiôn ofrece algunas sugerencias para estudios 
posteriores.
La prueba mâs importante para una berramienta de asistencia a la 
ingenierfa es demostrar que es aceptada y utilizada en situaciones de disefio, 
ademâs de contribuir positivamente a la mejora de los resultados obtenidos 
sin ella. Para demostrar esto es posible pensar en dos estrategias:
• La estrategia "natural" que consiste en observar el uso real de 
aquéllos que podrian sentir interés por estas técnicas en su medio 
ambiente de trabajo.
• La estrategia "artificial" que consistirfa en utilizar grupos de 
diseûadores que, en las condiciones adecuadas, se esforzarân por 
utilizar las metodologias contrastando los resultados con, por ejemplo, 
un grupo que intentara hacer sus predicciones por medio de la intuiciôn 
para asi demostrar la bondad de las técnicas.
Ninguna de estas posibilidades résulta fâcil debido a problemas 
prâcticos. En las situaciones naturales, la industria ha sido bastante lenta 
(Monk, en prensa) en incorporar estas metodologias por lo que tampoco 
existen muchos informes acerca de estas cuestiones. La segunda estrategia
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es poco viable también, ya que implicarîa un grupo relativamente amplio de 
sujetos entrenados en el uso de una metodologia, lo cual no estâ disponible 
fâcilmente, para mâs tarde incorporar las sugerencias en prototipos 
diferentes y realizar anâlisis que demostrarian/no demostrarîan el valor de 
las técnicas.
Hasta ahora, la mayorfa de los trabajos presentados para validar 
métodos formales ban utilizado el uso de ejemplos, bien construidos 
experimentalmente para tal fin o bien comerciales, analizados por el propio 
equipo encargado de la investigaciôn. Sôlo dentro del proyecto Amodeus 
(Shum, 1994), se manejô una situaciôn en la que varies investigadores 
utilizaron diversas técnicas para realizar comparaciones entre ejemplos de 
disefio. No obstante, los prototipos disefiados no fueron mâs tarde 
construidos y analizados para comprobar si las afirmaciones encontradas 
eran empfricamente vâlidas.
En nuestro caso, un ûnico disefiador ha realizado todos los anâlisis y ha 
construido el sistema que se deseaba analizar. Esto présenta el problema de 
que:
• Los resultados obtenidos son dependientes de la habilidad del ûnico 
disefiador (el autor de este trabajo).
• Puede haber habido filtraciones de ideas o informaciôn de un anâlisis a
otro.
Por otro lado, el tener un ûnico disefiador puede presentar las siguientes 
ventajas sobre otro tipo de estudios:
• El investigador realmente ha intentado utilizar las técnicas para el 
objetivo propuesto. No se tra ta  de sujetos con poco interés por lo que estân 
haciendo.
• Algunas de las técnicas utilizadas necesitaban conocimientos y 
técnicas que un grupo en un experimento no estâ probablemente dispuesto a 
aprender. La soluciôn podrfa ser un curso en el que la gente aprenderfa las 
técnicas y luego las emplearfa en ejemplos de disefio. En el future esperamos 
tener la oportunidad de realizar este tipo de ejercicios.
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Problemas para obtner la informaciôn
La informaciôn fue recogida a través de un programa informâtico que 
grabô la actividad de la pantalla mientras los sujetos realizaban las tareas 
analizadas. Estas grabaciones teruan la forma de archives en el disco dure del 
ordenador las cuales posteriormente podian ser revisadas y etiquetadas por 
medio de otra aplicaciôn. Estas étiquetas separaban bloques de acciones 
relevantes y proporcionaban su longitud temporal.
Debido a que el objetivo original del programa utilizado no es realizar 
anâlisis observacionales, las facilidades ofrecidas eran limitadas, por lo que 
cada anâlisis supuso una cantidad de tiempo muy considerable. El interés de 
este estudio en trabajar sobre el tiempo a lo largo de las diversas situaciones 
fue la causa de trabajar con anâlisis detallados de las actividades de los 
usuarios, en lugar de trabajar con tiempos agregados tal y como a menudo se 
ha realizado en estudios estudios mencionados en la literatura. Esto implica 
un estudio mucho mâs detallado de cada sujeto en lugar de utilizar medidas 
agregadas (tal y como la media del tiempo empleado por los sujetos para cada 
tarea) que no tendrian en cuenta el comportamiento en cada momento de los 
usuarios.
Debido a estas cuestiones, el numéro de sujetos no fue muy grande 
aunque la cantidad de informaciôn produjo una masa de datos relativamente 
considerable.
Hay que hacer notar que, en una situaciôn aplicada en la que un 
sistema estâ en fase de anâlisis, no es probable que se dediquen muchos mâs 
recursos al anâlisis de un sistema que los aqm empleados. Por ello, 
comprobar que las técnicas de anâlisis formai son capaces de demostrar 
poder predictive con un numéro reducido de sujetos es un objetivo 
interesante.
Falta dem ostrar que adem âs de predecir es posible realizar sugerencias que 
mejoren el diseno.
Una de las cuestiones todavia por establecer en los métodos que se han 
utilizado en este trabajo es si, ademâs de poder predecir el funcionamiento de 
los usuarios, es posible también plantear modificaciones sobre los sistemas 
que los conviertan en mejores y mâs faciles de usar.
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Para ello, las técnicas utilizadas deberfan ofrecer un conjunto de 
recomendaciones y técnicas acerca de errores comunes en el diseno que 
afectan a las caracterfsticas de usabilidad de los sistemas asf como métodos 
para corregir ese problema.
El anâlisis realizado con Action-Task puede ser un modelo de este tipo. 
Por ejemplo, dado que un numéro exagerado de acciones posibles es 
inadecuado, se pueden hacer las siguientes recomendaciones de diseno:
• Buscar que la situaciôn refleje, teniendo en cuenta la historia de 
acciones pasadas, el mener numéro de acciones posibles.
• Utilizar menus y situaciones con el mener numéro de acciones 
posibles por cada décision^.
Estas sugerencias podrfan ser proyectadas sobre las descripciones 
formales, de tal modo que luego se pudiera comprobar su posible efecto 
empfrico. Al hacerlo, la utilidad de realizar descripciones formales recibirfa un 
refuerzo importante.
Otra posibilidad es realizar comparaciones de sistemas con idéntica 
funcionalidad teniendo en cuenta las descripciones realizadas con las 
notaciones. Este tipo de estudios estâ en la actualidad llevândose a cabo.
Extender las predicciones a otras variables dependientes.
A pesar de que muchos métodos formales prometen ser capaces de 
realizar predicciones de otras variables dependientes ademâs del tiempo de 
ejecuciôn o aprendizaje, lo cierto es que en nuestro trabajo no hemos logrado 
llevar a la prâctica las sugerencias propuestas. La carga mental por ejemplo, 
aunque utilizada en ciertos estudios basados en GKDMS, no produjo en nuestro 
caso un anâlisis satisfactorio (prâcticamente ninguna situaciôn tenfa una 
carga mental importante) y fue eliminada de los câlculos. Por otro lado, los 
errores, predecibles en principio mediante métodos basados en arquitecturas 
cognitivas, no pudieron tampoco ser anticipados por ninguno de los métodos.
1 Esta recomendaciôn no obstante puede aumentar el numéro de acciones 
necesarias para completar un objetivo por lo que puede no ser aceptable en ciertas 
ocasiones.
298
CapUulo 7
Otras variables, ta l como la satisfaccion del usuario, no son siquiera 
consideradas en la literatura acerca de métodos formales.
Valencia, Diciembre de 1995.
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INTRODUCCION.
En este manual se explicarâ como manejar un programa sencillo de ordenador, que 
permite llevar a cabo manipulaciones de textos sencillos, tales como cambiar el tipo de 
letra, el tamano, imprimirlo en papel o sacar una copia.
La forma en que esta planteado el manual es la siguiente: En primer lugar se indica en letra 
grande y al comienzo de pagina el nombre de la fùnciôn a explicar. A continuaciôn se da 
una explicaciôn de esa funcion y se anade un grâfico indicando los pasos principales 
necesarios para llevarla a cabo. Cada uno de estos pasos esta indicado también en letra 
grande, explicado en una pequena introducciôn y acompanado de los subpasos (pasos 
mas concretos) que son necesarios para llevarlo a cabo.
Estudia este manual durante el tiempo que te marque el encargado del experimento. 
Intenta asimilar la mayor cantidad de informaciôn, pero ten en cuenta que el programa que 
vas a aprender esta preparado para darte informaciôn si la necesitas.
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FUNCIONES DEL PROGRAMA.
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1. CAMBIAR EL TIPO Y EL TAMANO DEL 
TEXTO.
Esta funcion permite cambiar el tipo de letra con el que esta escrito un texto (por ejemplo, 
de este Tipo DE LETRA a este otro TIPO DE LETRA) o el tamano (por ejemplo de este
tamano a este otpo tamaAo.)
Los cuatro tipos de letras que tiene nuestro programa son asi como una muestra del 
aspecto que tienen son los siguientes.
• Chicago; a b c d e f g h i J k l m n n o p q r s t u u i D K y z n B C D E F G H I J K L M N N O P  
QRSTUULDBVZ
• Nueva York: abcdefghiJklmnnopqrstuvwxyzABCDEFGHIJKLMNNGP 
QRSTUVWXYZ
• Geneva: abcdefghijklmnnopqrstuvwxyzABCDEFGHIJKLMNNOPQRSTU 
VWXYZ.
• Times: abcdefghijklmnnopqrstuvwxyzABCDEFGHIJKLMNNOPQRSTUVWXYZ
Los tamanos de letra esta nuinerados y son posibies los siguientes: 12, 18, 24, 36, 48. A 
continuaciôn se muestran estos tamanos aplicados al tipo de letra Times.
12 ! ; 1 24 36 48
A L_^. . A A
En nuestro sistema es necesario llevar a cabo los cambios de tipo de lexio aiiiea ...
tamano, y llevar a cabo siempre ambos.
Los pasos a seguir para cambiar el tipo y el tamano del texto son los que se muestran en el 
diagrama siguiente. Estos pasos se explican en mas detalle a continuaciôn.
C am biar tipo 
de texto
Abrir archivo Salir
C am biar tam ano  
de texto
1. ABRIR ARCHIVO.
Abrir archivo sirve para mostrar el texto sobre el que vamos a 
llevar a cabo las modificaciones.
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1) Descender el menu Archivo.
2) Soltar el boton del raton en el comando Abrir.
3) Seleccionar el archivo a abrir^,
4) Apretar el boton OK .
2. CAMBIAR TIPO DE LETRA DEL TEXTO.
Cambiar tipo de letra cambia el tipo de letra del texto que 
queremos modificar.
1) Descender el menu Tipo.
2) Soltar el boton del raton en el comando Tipo de
letra nuevo^
3. CAMBIAR TAMANO DE TEXTO.
Cambiar tamano de letra cambia el tamano de letra del texto 
que queremos modificar.
1) Descender el menu Tamano.
2) Soltar el boton del raton en el comando Tamano de
letra nuevo.
4. SALIR.
Salir termina con el ejercicio que estemos llevando a cabo.
1) Descender el menu Archivo.
2) Soltar el boton del raton en el comando Salir.
 ^Archiva a abrir estâ en cursiva porque el nombre del archivo puede variar de una ocasiôn a otra. Otros 
valores que también pueden variar de una ocasiôn a otra estaran mâs adelante escritos en cursiva.
2 Tipo de letra nuevo estâ en cursiva por la misma razôn que Archivo a abrir.
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2. IMPRIMIRUN TEXTO.
Imprimir un texto manda un texto a la impresora para sacar una copia en papel. Para llevar 
a cabo esa impresion es necesario tener en cuenta ciertos detalles tales como el tamano del 
papel o la orientaciôn de la pagina (apaisada, normal, etc.)
Los pasos a seguir para imprimir el texto son los que se muestran en el diagrama 
siguiente. Estos pasos se explican en mâs detalle a continuaciôn.
ImprimirAjustar pâginaAbrir archivo Salir
1. ABRIR ARCHIVO.
Abrir archivo sirve para mostrar el texto sobre el que vamos a 
llevar a cabo las modificaciones.
1) Descender el menu Archivo.
2) Soltar el boton del raton en el comando Abrir.
3) Seleccionar el archivo a abrir.
4) Apretar el boton OK .
2. Aju st a r  PÂGINA.
Ajustar pâgina permite obtener modificar ciertos valores en 
relacion con la impresora que estamos utilizando, taies como el 
tamano de la pâgina, su orientaciôn (apaisada o normal), etc.
1) Descender el menu Archivo.
2) Soltar el boton del raton en el comando Ajustar 
p a g in a ...
3) Apretar el boton OK.
3. IMPRIMIR.
Imprimir permite sacar una copia en papel del texto que estâ 
abierto en ese momento.
318
Manual minimo
1) Descender el menu Archivo.
2) Soltar el boton del raton en el comando Imprimir...
3) Apretar el boton OK.
4. SALIR.
Salir termina con el ejercicio que estemos llevando a cabo.
1) Descender el menu Archivo.
2) Soltar el boton del raton en el comando Salir.
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3. SACAR UNA COPIA DE UN TEXTO.
Sacar una copia de un texto hace una copia del texto en el disco intemo. Los pasos a 
seguir para sacar una copia del texto son los que se muestran en el diagrama siguiente. 
Estos P21S0S se explican en mâs detalle a continuaciôn.
SalirAbrir archivo
Guardar archivo 
con otro nombre
1. ABRIR ARCHIVO.
Abrir archivo sirve para mostrar el texto sobre el que vamos a 
llevar a cabo las modificaciones.
1) Descender el menu Archive.
2) Soltar el boton del raton en el comando Abrir.
3) Seleccionar el archivo a abrir,
4) Apretar el boton OK .
2. GUARDAR ARCHIVO CON OTRO NOMBRE.
Guardar archivo con otro nombre permite sacar la copia del 
archivo que estâ abierto en ese momento.
1) Descender el menu Archivo.
2) Soltar el boton del raton en el comando Guardar
Como....
3) Escribir nuevo nombre usando el teclado.
4) Hacer click en el boton OK.
3. SALIR.
Salir termina con el ejercicio que estemos llevando a cabo.
1) Descender el menu Archivo.
2) Soltar el boton del raton en el comando Salir.
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4. CAMBIAR LA PRIMERA LiNEA POR 
DEFECTG.
Cambiar la primera Imea permite modificar una Imea que aparece en todos los textos. Esa 
Imea debido a que aparece automaticamente puede ahorramos trabajo al no tener que 
escribirla cada vez. En otras ocasiones, no obstante, no sera de utilidad y sera necesario 
quitarla o cambiarla por otra mas apropiada. En otras ocasiones, esta Imea simplemente 
no aparecera.
Los pasos para cambiar la primera Imea por defecto son:
Escribir nueva 
primera Ifnea
Hacer ciick en 
primera Imea Cerrar ventana SalirAbrir archivo
1. ABRIR ARCHIVO.
Abrir archivo sirve para mostrar el texto sobre el que vamos a
llevar a cabo las modificaciones.
1) Descender el menu Archive.
2) Soltar el boton del raton en el comando Abrir.
3) Seleccionar el archivo a abrir.
4) Apretar el boton OK .
2. HACER CLICK EN PRIMERA LINEA.
Hacer click en primera Imea muestra la primera Imea por
defecto.
1) Mover la flecha del raton hasta la primera Imea del
t e x t o .
2) Apretar el boton del raton.
3. ESCRIBIR NUEVA PRIMERA LINEA.
En este paso se escribe el texto de la primera Imea.
1) Escribir la nueva primera Imea usando el teclado
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4. CERRAR VENTANA.
En este paso se cierra la ventana en la que se cambia la 
primera Imea.
1) Mover la flecha del raton hasta el cuadrado blanco
de la izquierda.
2) Apretar el boton del raton.
5. Sa lir .
Salir termina con el ejercicio que estemos llevando a cabo.
1) Descender el menu Archivo.
2) Soltar el boton del raton en el comando Salir.
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5. CAMBIAR UN COMENTARIO.
Los comentarios serian pequenas notas que los usuarios podrian anadir a los textos para 
recordar detalles sobre estos. Esta funcion permitiria anadir o modificar estos 
comentarios.
Abrir ventana Mostrar el Escribir Confirmer el Cerrar la
de documentes comentario del nuevo cambio de ventana de Salir
documente -CQmqntqriQ__ comentario documentes
1. ABRIR VENTANA DE DOCUMENTOS.
Abrir archivo sirve para mostrar el texto sobre el que vamos a 
llevar a cabo las modificaciones.
1) Descender el menu Archivo.
2) Soltar el boton del raton en el comando Abrir.
3) Seleccionar el archivo a abrir.
4) Apretar el boton OK .
2. MOSTRAR EL COMENTARIO DEL DOCUMENTO.
Mostrar el com entario del docum ente perm ite ver el 
comentario que tiene un documente dado, y, en su case, 
m odificarlo.
1) Hacer click en el documente que quieres cambiar.
2) Hacer click en el boton CAMBIAR COMENTARIOS.
3. ESCRIBIR NUEVO COMENTARIO.
Escribir nuevo comentario permite anadir o modificar un 
comentario a un documente.
1) Escribir el nuevo comentario usando el teclado.
4. CONFIRMAR EL CAMBIO DE COMENTARIO.
Esta accion confirma que el cambio del comentario esta ya 
realizado y cierra la ventana en donde este se lleva a cabo.
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1) Hacer click sobre el boton de OK.
5. CERRAR LA VENTANA DE DOCUMENTOS.
Este paso cierra la lista en la que aparecen los documentos.
1) Hacer click sobre el boton Hecho.
6. SALIR.
Salir termina con el ejercicio que estemos llevando a cabo.
1) Descender el menu Archivo.
2) Soltar el boton del raton en el comando Salir.
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Recuentos en NGOM S
Reglas totales
Para llevar a cabo un recuento por medio de NGOMS es necesario empezar 
por el ultimo nivel de la jerarqma. En este nivel, cada régla cuenta con un valor 
de uno por lo que, por ejemplo, el método para seleccionar de lista (v. figura L l) 
necesitaria de seis pasos. No obstante, como la sentencia de comienzo del 
método cuenta como una régla, la longitud total de este método se considéra 
como igual a siete.
M é t o d o  p a r a  S e l e c c i o n a r  d e  l i s t a  < i t e m  d e  
l i s t a >
1. Recuperar <item de lista> y Mirar instrucciones 
<item de lista> y Registrar <item de lista>
2. Recuperar <item de lista> y Localizar <item de 
lista> y Registrar <posici6n %%>
3. Recuperar <posiciôn %%> y Mover flecha-raton a 
<posici6n %%>
4. Clickar
5. Recuperar <iteiti de lista> y Verificar resultado 
<item correcte seleccionado>.
6. Olvidar <item de lista> y Olvidar <posici6n %%> 
y Devolver Objetivo realizado.
Figura II: Método para seleccionar de lista.
Para contar la longitud de un método a nivel 2 sumamos en primer lugar la 
longitud de los submétodos que son llamados por éste. Por ejemplo, en la figura 12 
podemos ver los pasos de los que se compone la operacion de abrir archive entre 
parentesis. El resultado es 21.
1 .  A b r i r  a r c h i v o
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1. Retener que el comando es Abrir y Seleccionar
comando menu <comando> (8)
2. Verificar resultado <Ventana abrir abierta>
3. Retener que el item de lista es <nombre de
fichero> y Seleccionar de lista <item de lista>
(7)
4. Retener que Tipo de botôn es Confirmer y
Presionar botôn <tipo de botôn> (6)
5. Verificar resultado <documento abierto>.
6. Devolver Objetivo realizado.
Figura 12: Método para Abrir Archivo.
A este valor es necesario sumar el numéro de pasos de que se compone el 
propio método de Abrir Archivo (6) mâs la propia sentencia de método (1). Esto 
produce un valor de longitud total de 31.
Por ultimo, para calcular la longitud total un nivel mâs arriba es necesario 
realizar câlculos similares con los métodos definidos en él. Por ejemplo, el método 
para Imprimir es el mostrado en la figura 13. La suma de la longitud de los 
submétodos es 60. A esto bay que anadirle cinco por la longitud del propio 
método y uno por la llamada a este método. En total 66.
1 . M é t o d o  p a r a  I m p r i m i r
1. Abrir archivo (28)
2. Ajustar Pâgina (20)
3. Imprimir (20)
4. Salir (12)
5. Devolver Objetivo realizado.
Figura 13: Método para Imprimir.
Reglas nuevas
El numéro de reglas nuevas en cada nivel es calculado restando las reglas 
que corresponden a reglas ya aprendidas anteriormente a ese nivel. Un 
procedimiento alternative, en el que las reglas verdaderamente nuevas 
independientemente del nivel eran las ùnicas consideradas, fue rechazado 
después de mucha deliberaciôn. Este ultimo procedimiento producia que, por 
ejemplo, las reglas asociadas a bajar un menu, no fueran consideradas ya que 
habian sido ensayadas previamente y los usuarios eran conocedores del 
procedimiento. Del mismo modo, al nivel superior analizado (tal como por 
ejemplo la tarea Imprimir compuesta por Abrir archivo, ajustar pâgina, etc.) 
buena parte de las subrutinas incluidas dentro de él habian sido practicadas 
anteriormente y solo en ocasiones el câlculo de la consistencia a ese nivel hacia 
justicia a esas similaridades (por ejemplo, todos los métodos coincidian en el 
ultimo paso-salir- pero eso consistencia no siempre era captada por el método).
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El método seguido aqm parece ajustarse mâs a la propuesta realizada por 
Kieras et. al. por lo que ha sido el finalmente utilizado. Otros estudios podrian 
plantear la comparaciôn entre estos dos métodos.
En detalle, el método utilizado implica lo siguiente:
• Si un método ha sido practicado con anterioridad el numéro de reglas 
nuevas que posee es cero (p.e abrir archivo solo tiene reglas nuevas la primera 
vez que es utilizado).
• Si un método X présenta consistencia total con el método Y, y el método Y 
ha sido ensayado con anterioridad al método X se supone que habrâ una 
trasferencia total y el numéro de reglas nuevas del método X sera igual a cero 
(p.e. salir es un método que siempre tiene numéro de reglas nuevas igual a cero 
dado que ha sido ensayado anteriormente).
• Si un método X présenta coincidencia parcial con otro método Y cuando 
ambos comienzan, el método practicado en segundo lugar descuenta el numéro 
de reglas en que se produce la coincidencia del total del método (esto al nivel 2 
solo ocurre con los procedimientos de Cambiar Comentario y de Abrir Archivo).
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