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Data driven methodsTo study the dynamics of contour integration in the human brain,we simultaneously acquired EEG and fMRI data
while participants were engaged in a passive viewing task. The stimuli were Gabor arrays with some Gabor
elements positioned on the contour of an embedded shape, in three conditions: with local and global structure
(perfect contour alignment), with global structure only (orthogonal orientations interrupting the alignment),
or without contour. By applying JointICA to the EEG and fMRI responses of the subjects, new insights could be
obtained that cannot be derived from unimodal recordings. In particular, only in the global structure condition,
an ERP peak around 300 ms was identified that involved a loop from LOC to the early visual areas. This compo-
nent can be interpreted as being related to the verification of the consistency of the different local elements with
the globally defined shape, which is necessary when perfect local-to-global alignment is absent. By modifying
JointICA, a quantitative comparison of brain regions and the time-course of their interplay were obtained
between different conditions. More generally, we provide additional support for the presence of feedback
loops from higher areas to lower level sensory regions.
© 2013 Elsevier Inc. All rights reserved.Introduction
To successfully interact with the environment our brain transforms
the pattern of light on the retina into meaningful and coherent repre-
sentations of the objects, scenes and events in the world. To decide
which parts of the visual input belong together, and which parts belong
to separate objects or to the background, our visual system relies on
grouping principles such as proximity, similarity, and collinearity.
These grouping principles have been introduced by the Gestalt psychol-
ogists early last century (for review, see Wagemans et al., 2012), and
reflect the statistical properties of our natural environment (Elder and
Goldberg, 2002; Geisler, 2008).
In the present studywe investigate the neuralmechanisms underly-
ing the grouping principle of collinearity or “good continuation”
(Wertheimer, 1923) in shape perception: the tendency to link spatially
aligned neighboring elements into a continuous string. This process,
referred to as contour integration, is crucial to detect borders between
distinct image regions. An effective method for studying contour inte-
gration is the pathfinder or snake detection paradigm (Field et al.,
1993),which requires participants to detect a smooth contour in a back-
ground of randomly positioned Gabor elements. Psychophysical studies0, Box 2446, B-3001 Leuven,
Mijović).
ghts reserved.have demonstrated that contour integration depends on the separation
and orientation of the local elements relative to the global path trajectory
(Hess and Field, 1999).
Some authors have argued that a reinforcing cascade of lateral con-
nections between orientation tuned cells in the primary visual cortex
(V1) provides the neural substrate for contour integration (e.g., Li and
Gilbert, 2002). However, a serial propagation through intrinsic horizon-
tal connections in V1 might be too slow to account for fast modulatory
influences by stimuli far outside the classical receptive field of V1 cells
(Angelucci and Bressloff, 2006). Most likely, contour integration is
mediated partly by extrastriate feedback connections to V1 (Angelucci
et al., 2002). This feedback from higher visual areas could also explain
the sensitivity of V1 neurons to the shape of spatially extended contours
(McManus et al., 2011), especially when the contours form closed
shapes.
The contribution of both striate and extrastriate areas to contour
integration has also been observed in functional magnetic resonance
imaging (fMRI) studies. Gabor elements that are arranged in closed
shapes elicit stronger BOLD responses than randomly oriented Gabor
elements, in the object-sensitive lateral occipital complex (LOC) as
well as in early visual areas (Altmann et al., 2003; Kourtzi et al., 2003),
suggesting a feedback mechanism from higher to lower visual areas.
Although fMRI can inform us about which cortical areas are involved
in contour integration, it does not allow tapping into the temporal as-
pects of the grouping processes, and the dynamic interplay between
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and magneto-encephalography (MEG), on the other hand, have good
temporal resolution but insufficient spatial precision.
The goal of the current study was to identify fine spatiotemporal
interactions between the different cortical regions involved in contour
integration and shape detection, and to provide further evidence for
feedback from LOC to early visual regions, by exploiting simultaneous
EEG–fMRI measurements. A critical aspect of this study, compared to
previous work, is that we have combined contour integration with
shape detection, and that we have compared conditions in which local
element linking is part of contour integration with conditions in
which the contour of a global shape emerges only at a higher level.
Materials and methods
Participants
Fifteen participants (eightmale, seven female; mean age 27.4 years)
with no history of neurological or cardiological disorders volunteered
for this study. All participants reported normal or corrected-to-normal
vision and gave written informed consent. The study was approved by
the KU Leuven Ethics Committee.
Stimuli and conditions
We used MATLAB (v 7.1; The MathWorks, Natick, MA, USA) and
GERT, the Grouping Elements Rendering Toolbox (Demeyer and
Machilsen, 2012), to construct arrays of non-overlapping Gabor ele-
ments on a uniform gray background (Fig. 1). The arrays comprised
496 × 496 pixels. During the experiment the arrays were presented
centrally and subtended approximately 10° of visual angle. Each Gabor
element was defined as the product of a sine wave luminance
grating (frequency of 3 cycles per degree of visual angle) and a circular
Gaussian (standard deviation of 3 arc min). A subset of 45 Gabor ele-
ments was positioned along the contour outline of an artificial shape.Fig. 1. Example stimuli used in the experiment. (A) Local and global stimulus, obtained by
orienting the elements on the contour parallel to the local tangent at the contour. (B)Global
only stimulus, in which every other contour element alternates between an orientation
parallel to or orthogonal to the shape outline. (C) No contour stimulus, in which all Gabor
elements have the same orientation. (D) Catch stimulus, which is always a no-contour
stimulus with a small circle overlaid at a random location. Catch trials are not included in
the analyses.The shape outlines were generated by plotting the sum of 5 radial fre-
quency components in polar coordinates, with each component having
a random phase angle and amplitude. After rescaling the surface area to
one eighth of the array size we co-localized the center of mass of each
shape with the center of the array. This procedure yielded shapes of
intermediate complexity, not too homogenously convex but also not
with too many salient protrusions or indentations.
Next, the remainder of the array was populated with Gabor ele-
ments. The number of elements inside and outside the shape outline
was adjusted for each shape to ensure a homogeneous spacing between
the Gabor elements. The number of interior elements ranged between
60 and 72, the number of exterior elements between 507 and 542. No
stimuli were included for which the mean local density – here defined
as the average Euclidean distance from each element to its five nearest
neighbors – differed more than 1 arc min between interior, contour,
and exterior elements. This procedure yielded displays with uniform
element density, which necessitates grouping based on element
orientation.
In each array all interior and exterior elements had the same orien-
tation. Three different stimulus types were obtained by manipulating
the orientations of elements on the contour (Fig. 1). In the local and
global (LG) condition (panel A), all contour elements were aligned
along the outline of the embedded shape. In other words, each pair of
adjacent contour elements is locally aligned, and the entire set of
contour elements results in a perceptually closed global shape. In that
condition, local edge linking at a lower level could give rise at an inte-
grated shape percept at a higher level. In the global only (GO) condition
(panel B), only half of the contour elements were aligned along the
outline of the embedded shape and every other element was oriented
perpendicular to the shape outline. This still yields a global percept of
a closed contour, albeit somewhat weaker, but without the local align-
ment between adjacent contour elements. In other words, in this condi-
tion, local edge linking ismade impossible and the global shape can only
emerge at a higher level, either by linking only every other element
(requiring orientation coupling across larger distances) or by treating
the local elements only as place markers while ignoring the orientation
of half of the elements. In the no contour (NC) condition (panel C), all
elements on the embedded shape outline were oriented parallel to the
other elements in the array, giving rise to a uniform texture with no
visible contour or shape.
Task and procedure
Participants engaged in a passive viewing task. They fixated in the
middle of the screen while the stimuli were displayed on a uniform
gray background. To ensure that participants attended the displays we
introduced an undemanding orthogonal catch task. Participants were
instructed to press a response button when a circle was present in the
array (Fig. 1D). The location of the circle varied across catch trials.
Catch trials were not included in the analyses.
An experimental run lasted about 5 min, and consisted of contour
trials (frequency = .24), no contour trials (frequency = .48), catch
trials (frequency = .08), and blank trials (dummy trials) in which no
stimuli were presented at all (frequency = .20). There were exactly
120 structure trials, 240 non-structure trials, 40 catch trials and 100
blank trials per condition (LG | GO). LG andGOconditionswere presented
in separate runs, 4 of each type. The stimulus orderwithin each runwas
optimized using the approach suggested by Kao et al. (2009). A GO or
LG contour stimulus was always preceded by 1 to 5 NC stimuli with
identical Gabor positions, and was always followed by a NC stimulus
with different Gabor positions. All the NC stimuli had different orienta-
tions of Gabor elements and we therefore do not expect any low-level
adaptation to the NC stimuli. To make sure that any effect pertains
only to differences in element orientation (and not to differences in
element position), the first NC stimulus following a GO or LG contour
stimulus was not included in our analyses. The positions of Gabor
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did (each element was rotated at least 30° away from its previous
orientation).
Each stimulus was presented for 200 ms. The duration of the inter-
trial interval was uniformly sampled between 2000 and 2400 ms. A
central fixation cross was shown during the inter-trial interval. The ex-
periment was run with the Presentation software (Neurobehavioral
Systems, Albany, CA, USA). A Barco 6400i LCD projector was used to
present the stimuli on a translucent screen attached to the bore of the
scanner. Participants saw the stimuli via a mirror attached to the
head-coil.
Functional MRI
fMRI acquisition
To acquire the functional MRI (fMRI) data we used a Philips 3-T
Intera scanner (Royal Philips Electronics, Amsterdam, the Netherlands)
with an eight-channel SENSE head-coil. For each experimental run 155
echo-planar images (EPI) were recorded with 2 s repetition time (TR)
and 30 ms echo time (TE). To ensure whole-brain coverage each EPI
contained 36 slices of 3 × 3 × 3 mm voxel size. In addition to the EPIs,
a full brain anatomical image was obtained with the magnetization-
prepared rapid acquisition with gradient echo (MP-RAGE) imaging
sequence (182 coronal slices, TR = 9.7 s, TE = 4.6 ms, 1 × 1 × 1 mm
voxel size).
fMRI preprocessing
fMRI analyses were performed with the statistical parametric
mapping software (SPM8, Wellcome Trust Centre for Neuroimaging,
London, UK). The EPIs were slice-time corrected, realigned, co-
registered with the MP-RAGE, and then normalized to MNI space using
the ICBM152 T1-weighted template, and smoothed with a 6-mm
FWHM Gaussian kernel. Next, fMRI activation maps were obtained via
a general linear model (GLM) analysis with stick-functions based on
the onset times of the different stimuli. The stick functions were used
to model each condition separately. The stick functions are then
convolved with the canonical HRF (double gamma) as implemented in
SPM8 package to obtain the final regressors. More specifically, the
percent signal change (PSC) data were computed voxel-wise from the
betas estimated in the single subject single task GLM analysis as a voxel's
condition specific beta weight relative to its session specific beta weight.
The PSC computation is done according to Eq. (1) in the sameway as the
percent local signal change was computed in Gläscher, 2009. The
unthresholded PSC maps were the input for the subsequent JointICA
analysis.
PSC ¼ βmax max HRFð Þ  100ð Þ=βconst ð1Þ
Localizer runs
In addition to the 8 experimental runs focusing on contour integra-
tion, we ran 4 localizer runs, designed to accurately define a number
of retinotopic and shape-selective brain areas that we assume to be
involved in the visual processing of our contour integration stimuli.
The acquisition parameters differed slightly from the experimental
runs. For the localizer runs we recorded 110 EPIs with 48 slices at a TR
of 3 s and a TE of 30 ms.
Two runs were used to localize early visual areas V1 and V2 with a
standard meridian mapping technique. Horizontal and vertical wedges
composed of checkerboard and circular patterns were presented to
the participants. The patterns alternated at 2.66 Hz. These stimuli
specifically activate the borders between early retinotopic areas. In the
remaining two localizer runs we presented intact and scrambled ver-
sions of familiar objects. Each stimulus was presented for 750 ms. The
contrast between intact and scrambled images can be used to extract
the lateral occipital complex, an occipitotemporal region involved inthe representation of a perceived object shape (e.g., Grill-Spector et al.,
1998).
Definition of regions of interest
To define the regions of interest (ROIs), the anatomical images of
all participants were first segmented and flattened using the caret5
software (Van Essen Laboratory, Washington University, St. Louis,
USA). Subsequently, SPM contrast maps from the object-localizer and
meridian-mapping runs were projected on these flat maps, and
thresholded based on a p-value of 0.001. The resulting overlays allowed
defining the LOC (including the lateral occipital cortex, LO, and the
posterior fusiform gyrus, pFs) for the object-localizer runs, and areas
V1 and V2 for the meridian-mapping runs. Group ROIs were defined
as the region where the individual ROIs from at least 10 participants
spatially overlapped.
Electrophysiology
EEG acquisition
The EEG data were collected in the scanner from 62 standard scalp
sites using theMR-compatible BrainAmpMR + system (BrainProducts,
Munich, Germany), at a sampling rate of 5 kHz. Two additional
electrodes were placed below the left eye and on the left upper back
to monitor eye blinks and the electrocardiogram, respectively. All 64
channels were recorded with FCz as reference and Iz as ground. Elec-
trode impedances were kept below 10 kΩ. The clock of the MR system
was down-sampled to pace the clock of the EEG acquisition computer
using commercially available hardware (SyncBox, Brain Products). The
start of each volume was automatically marked in the EEG data.
EEG preprocessing
Preprocessing of the raw EEG data was done in the EEGLAB software
(v. 5.03; Delorme andMakeig, 2004). First, scanner-related gradient arti-
factswere reducedwith the average template subtractionmethod (Allen
et al., 2000), as implemented in the Bergen EEG–fMRI EEGLAB plug-in
(Moosmann et al., 2009). After filtering the data between 1 and 30 Hz
and downsampling to 250 Hz, scanner-related ballistocardiogram arti-
facts were reduced with a combination of the Optimal Basis Set method
(Niazy et al., 2005) and ICA (Vanderperren et al., 2010). In addition, eye
movement artifacts were reduced with ICA (De Vos et al., 2011; Joyce
et al., 2004), all the removed components were manually checked, and
data were re-referenced to the average of TP9 and TP10 (the electrodes
closest to the mastoids in our electrode setup).
To extract event-related potentials (ERPs), all available blocks per
participant and per condition were merged together and data were
segmented from 100 ms before until 500 ms after stimulus onset.
Baseline correction was performed based on the 100 ms pre-stimulus
interval and low quality trials were rejected by thresholding
trials at 150 μV. Finally, an average ERP for each stimulus type was
computed.
Using the above-mentioned methods, the scanner-related artifacts
in the ERP are significantly reduced.We provide the plots of the average
ERP's together with the standard deviations in the top panel of Fig. 2.
From this figure, it is apparent that a sufficient artifact reduction from
the ERP data has been achieved to allow for further processing.
Data analysis Part I — Joint ICA for each stimulus category
To extract spatio-temporal information from the simultaneously
acquired EEG and fMRI data different data integration approaches can
be applied. For a consistent overview, we refer the reader to Huster
et al. (2012). In this work we make use of JointICA, a principled and
data-driven approach to multimodal data integration. The technique
was originally introduced by Calhoun et al. (2006), and has recently
been validated byMijović et al. (2012). JointICA starts from the assump-
tion that encephalographic and hemodynamic responses co-vary.
Fig. 2. Top panel: Condition-specific grand average (N = 15) ERPs (LG = local and global; GO = global only; NC = no contour) on channel Oz. The shaded area represents the standard
deviation across subjects. The vertical axes in both ERP and scalpmaps are given inmicrovolts.Middle panel: Scalp distributions at the 2 timepoints indicated by the vertical lines in the top
panel: around 90 ms (blue, top) and around 190 ms (red, bottom) after stimulus onset. Bottom panel: Results from a 2nd-level SPM analysis on the fMRI data, showing the effect of each
condition relative to fixation (p = 0.01, uncorrected), together with the group ROIs V1, V2 and LOC. The color bar describes the T-values of the functional maps. These group ROIs are
defined as the region of overlap between individual ROIs from at least 10 out of 15 participants.
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participant and stimulus condition and concatenated this with the aver-
age ERP at a specific channel for the same participant and stimulus con-
dition. The vectors were approximately 150,000 samples long (the ERP
data were upsampled to fit the length of the fMRI data). The data were
Z-transformed. The ERP and fMRI data were normalized separately. We
always used electrode Oz as the channel of interest, as this occipital
electrode appears to be well-suited for the analysis of visual processes
with JointICA (Mijović et al., 2012). This electrode was chosen for 2
main reasons: 1) It is centrally suited, so it measures the activity in
both left and right cortex equally, and 2) From Mijović et al. (2012),
where PO7 and PO8 electrodes were also explored, Oz was the only
electrode to be able to unravel the activity in EVA, which is crucial in
this study. We then built for each condition a matrix with the subject-
specific concatenated fMRI-EEG vectors as rows. This matrix was
demixed using the JointICA algorithm (freely available from http://
icatb.sourceforge.net), resulting in joint independent component maps
as in Eq. (2). These joint independent component maps incorporateboth spatial and temporal information about the neural sources in-
volved in processing of our stimuli.
XfMRI XEEG
h i
¼ A  sfMRI sEEG
h i
ð2Þ
After estimating the mixing matrix A, the sources can be extracted
by
s ¼ A−1  X: ð3Þ
Next, the sources of interest are selected based on their energy con-
tribution, such that the selected sources together explainmore than 85%
of the total energy in both ERP and fMRI modalities. Finally, the back-
reconstruction of a particular source was achieved by simply setting
all other sources to zero, and computing Xbr as
Xbr ¼ A  si: ð4Þ
Table 1
The T-scores, alongside with the MNI coordinates of the strongest activated voxel for the
2nd level SPM analysis from the bottom panel of Fig. 2.
Area MNI T-Scores
LG EVA 11,−94,−3 14
LOC 39,−87,−1 11.8
GO EVA 9,−94, 5 13.2
LOC 35,−85, 4 12
NC EVA 12,−94,−3 8.4
LOC 30,−92, 5 9.9
14 B. Mijović et al. / NeuroImage 88 (2014) 10–21The reliability of the JointICA decomposition was checked by calcu-
lating the stability index (Iq) using ICASSO (Himberg et al., 2004), as
proposed by Mijović et al. (2012). The Iq index was computed for all
independent components, both based on the complete dataset (15
participants), andwhen one of the participants was left out. In addition,
this ICASSO analysis allowed us to estimate the number of underlying
components, based on the computation of the R-index (Himberg et al.,
2004). A reliability index higher than 0.9 implies a robust decomposition
(Mijović et al., 2012).
Data analysis Part II — Simultaneous JointICA for all stimulus
categories together
In the above analysis we performed the traditional JointICA on the
data of each condition separately. However, our three stimulus condi-
tions and the processes induced by them show certain similarities,
and hence it can be expected that they share some underlying neural
sources. A separate demixing for each stimulus condition makes it diffi-
cult to identify the common sources, and at the same time complicates
the extraction of unique, condition-specific sources. It would therefore
be advantageous to estimate the mixing matrices and sources for all
three conditions simultaneously. As such, this modified JointICA can
reveal the similarities and peculiarities between conditions.
To explain our approach in more detail, let us denote the matrices
representing the EEG and fMRI data from all participants, induced by
condition LG, with XLGEEG and XLGfMRI, respectively (and analogously for
the conditions GO and NC). We then combine the data from the differ-
ent conditions in a single matrix and perform the ICA analysis, as
shown in Eq. (5):
XfMRILG X
EEG
LG
XfMRIGO X
EEG
GO
XfMRINC X
EEG
NC
2
64
3
75 ¼
ALG
AGO
ANC
2
4
3
5  sfMRI sEEG
h i
ð5Þ
with ALG, AGO and ANC the parts of the mixingmatrix A corresponding to
the conditions LG, GO and NC, respectively, and sEEG and sfMRI the EEG
and fMRI portions of the extracted independent components. For simi-
lar processes across conditions, the ALG, AGO and ANC parts of the mixing
matrix will be similar for the three conditions. For a process unique to a
specific condition, the mixing coefficients of this particular condition
will differ from the other two conditions. This modification of the
JointICA algorithm assesses the information embedded in the source
signals jointly for all conditions.
We can then use the condition-specific parts of the estimatedmixing
matrix to back-reconstruct the sources for a particular condition. For ex-
ample, by multiplying the inverse of the LG-specific part of the mixing
matrix Awith the EEG and fMRI data from this same condition, the inde-
pendent sources for the LG condition can be extracted. This is illustrated
in Eq. (6), where ALG−1 is the pseudo-inverse of the LG-specific part of the
mixing matrix.
sfMRILG s
EEG
LG
h i
¼ A−1LG  XfMRILG XEEGLG
h i
ð6Þ
As before, we use the energy criterion to disregard noise compo-
nents. Next, we can detect which sources are common to two or three
conditions and which ones are unique to a single condition by compar-
ing the distribution coefficients of a particular independent component
across subjects. If the component's distribution coefficients are signifi-
cantly higher in one condition compared to the other conditions, we
conclude that this particular component is unique to this condition.
If the component shows a similar distribution across subjects for
two or more conditions, we conclude that this process is common
for these conditions. Statistical significance is formally tested using
paired t-tests.Results
We first present the results of a traditional, single-modality analysis
of our EEG and fMRI data, as if the data for eachmodality were acquired
in a separate session. Next, we describe the results of amultimodal anal-
ysis of EEG and fMRI data using JointICA. Finally, we apply ourmodifica-
tion of the JointICA approach to estimate the weighting matrices for all
three stimulus conditions simultaneously. In the discussion of our
results, we emphasize the comparison between the two contour condi-
tions (GO and LG), which is of most importance to this particular study.
Unimodal EEG and fMRI data analyses
In this section, we describe the results of a unimodal analysis of
(simultaneously recorded) EEG or fMRI data, thereby ignoring the
other modality. Fig. 2 graphically presents the condition-specific ERP
and fMRI signals, averaged across subjects. The top panel of Fig. 2
shows the grand average ERPs on channel Oz for each stimulus condi-
tion. The shaded area represents the standard deviation across subjects.
The scalp distributions of these grand average ERPs are displayed in the
middle panel, at a latency of 90 ms (top) and 190 ms (bottom) after
stimulus onset. The bottom panel shows fMRI results of a second-level
SPM analysis on a lateral and medial view of an inflated template
brain. The colored lines in these same figures represent the borders of
the group ROIs V1, V2 and LOC. For this and all subsequent figures we
only show the right hemisphere, because we could not reliably define
the left hemisphere's ROIs in all participants. The T-scores, alongside
with the MNI values of the strongest activated voxel in a particular
area in the bottom panel of Fig. 2, are given in Table 1.
The grand mean ERPs in the top panel of Fig. 2 display a distinct
pattern that is similar across conditions. The shape of these waveforms
is typical for visual evoked potentials, with a first positive deflection at
about 100 ms (P1), followed by a negativity between 150 and 200 ms
(N1). The topography in themiddle panel reveals that these deflections
are mainly located over occipital electrode sites. These observations are
in line with the results of a previous study where wemeasured the EEG
response to similar Gabor displays outside the scanner (Machilsen et al.,
2011). The fMRImaps in the bottompanel show activity in occipital and
occipitotemporal regions. All three stimulus conditions activate areas
V1 and V2, as well as the lateral occipital complex. Several fMRI studies
have previously reported that both retinotopic and occipitotemporal
areas are involved in contour integration (e.g., Altmann et al., 2003;
Kourtzi et al., 2003). The results of our unimodal fMRI analysis are con-
sistent with the univariate analyses reported by Schwarzkopf et al.
(2009). Their contrast between collinear stimuli (comparable to our
LG condition) and jittered stimuli (comparable to our NC condition)
only revealed differences in higher visual areas (including object-
sensitive regions), not in early visual areas.
By looking at the pair-wise contrasts shown in Fig. 3, we find that
both LG and GO differ only in LOC compared to NC (Kourtzi et al.,
2003). No clear difference in fMRI activity is observed between the LG
and GO conditions. From this unimodal analysis we could conclude
that both stimulus types are processed in a similar fashion. However,
the LG and GO conditions do have a different ERP waveform, with the
largest difference at about 200 ms. The difference in ERP suggests that
Fig. 3. Group-level differences between our three experimental conditions. From left to right: LG–GO, LG–NC, GO–NC. Top panel: ERP difference waves for electrode Oz. The shaded area
represents 1.96 standard errors. Bottompanel: differences between fMRI PSCmaps (p = 0.01, uncorrected) plotted on an inflatedMNI template. The borders of our groupROIs V1, V2 and
LOC are drawn as solid lines.
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processes (maybe even in different brain areas) are involved at different
time points. The difference in fMRI suggests that the difference between
LG andNC is larger than the difference betweenGO andNC, especially in
themore anterior parts of LOC. The goal of themultimodal analysis is to
unravel this spatiotemporal pattern further.Fig. 4. Results of the JointICA analysis applied to the data in response to the LG stimulus. Five di
component the upper panel of the figure shows the spatial (fMRI) part, whereas the bottom p
versus dotted line, respectively). The fMRI figures show yellow-orange colors for positive activ
in the same colors as in Fig. 2. Only activations, of which the absolute value exceeds 3 times thMultimodal analysis using JointICA
The JointICA results are shown in Figs. 4–6 for the conditions LG, GO
and NC, respectively. As explained above, for each case, the stability
index Iq from the ICASSO analysis was computed for the complete
dataset as well as after leaving out one participant. In all cases, thefferent components are shown, ordered according to their temporal contribution. For each
anel represents the temporal (ERP) part together with the average ERP waveform (solid
ations and blue ones for deactivations and also include the contours of the ROIs of interest
e standard deviation of the activation values in all voxels, are shown.
Fig. 5. Results of the JointICA analysis applied to the data in response to the GO stimulus. Four different components are shown, ordered according to their temporal contribution. For each
component the upper panel of the figure shows the spatial (fMRI) part, whereas the bottom panel represents the temporal (ERP) part together with the average ERP waveform (solid
versus dotted line, respectively). The fMRI figures show yellow-orange colors for positive activations and blue ones for deactivations and also include the contours of the ROIs of interest
in the same colors as in Fig. 2. Only activations, of which the absolute value exceeds 3 times the standard deviation of the activation values in all voxels, are shown.
16 B. Mijović et al. / NeuroImage 88 (2014) 10–21calculated valueswere higher than 0.9, implying a good reliability of the
obtained results. The R-index of the ICASSO analysis estimated that we
need to derive 15 components in order to have a stable decomposition,
for all three conditions in this study. This does not imply, however, that
all the 15 components were meaningful. The time-points shown in theFig. 6.Results of the JointICA analysis applied to the data in response to the NC stimulus. Three d
component the upper panel of the figure shows the spatial (fMRI) part, whereas the bottom p
versus dotted line, respectively). The fMRI figures show yellow-orange colors for positive activ
in the same colors as in Fig. 2. Only activations, of which the absolute value exceeds 3 times thfigures and discussed below are solely determined by the JointICA
method.
Fig. 4 shows both the temporal (ERP) and spatial (fMRI) part of five
back-reconstructed independent components resulting from applying
JointICA to the data from the LG condition. Together with the ERP partifferent components are shown, ordered according to their temporal contribution. For each
anel represents the temporal (ERP) part together with the average ERP waveform (solid
ations and blue ones for deactivations and also include the contours of the ROIs of interest
e standard deviation of the activation values in all voxels, are shown.
17B. Mijović et al. / NeuroImage 88 (2014) 10–21of the independent components, also the grand average ERP corre-
sponding to this same condition is shown. The components are ordered
according to their temporal behavior.
From thisfigure, it becomes clear that in the LG condition bothV1 and
V2 (together referred to as the early visual areas or EVA) are activated
around 70 ms and 200 ms (panels 1 and 4, respectively). The LOC area
is mainly activated around 200 ms (panel 4) but also around 70 ms
and 170 ms (panels 1 and 3). In addition, negative visual activations
are visible around 130 (panel 2). These negatively activated areas
indicate that the ERP and fMRI components are “anti-correlated”, mean-
ing that larger ERP peaks correspond to smaller fMRI activations and
vice-versa.
In a similar way as for the LG condition in Fig. 4, Fig. 5 shows the
JointICA results from the data corresponding to the GO condition. For
this condition, EVA activations are mainly found around 170 ms,
200 ms and 270 ms (panels 1, 2 and 3). Furthermore, the component
found around 330 ms (panel 4) also shows additional EVA activation
at this latency corresponding with a small peak at 70 ms. LOC activa-
tions are visible around 200 ms and 330 ms (panels 2 and 4). The acti-
vations around 200 ms are very similar to the activations shown earlier
in Fig. 4, but there is a clear difference visible in the ERPs around 330 ms.
More specifically, at this latency there is a clear negative peak for the GO
condition, which cannot be seen in the LG results. For the GO condition,
this peak corresponds to activations in LOC and EVA.
The JointICA results for the NC condition are summarized in Fig. 6.
Also here, both the temporal and spatial parts of the independent com-
ponents are shown, the former together with the grand average ERP
waveform. Here, EVA activations are found around 170 ms, 200 ms
and 370 ms (panels 1, 2 and 3) and LOC activations around 170 ms
and 200 ms (panels 1 and 2). The late activation (around 370 ms) of
the EVA ROI was also present for the LG condition (see Fig. 4, panel 2),
but in the case of the LG condition, the relation between ERP and fMRI
activations was negative, whereas for the current condition (NC) it is
positive.
Multimodal analysis using modified JointICA
To surpass qualitative, visual comparison between the JointICA
results for the three stimulus conditions, Fig. 7 illustrates the results of
applying themodified JointICA approach to the data from all conditions
simultaneously. The overviewof theMNI coordinates of the peak activa-
tions for the corresponding maps is provided in Table 2. The number of
independent sources to be derived was estimated to be 23. Six out of
these 23 survived the energy-based selection criterion and are shown
in Fig. 7. The upper part of the figure shows (from top to bottom) the
condition-specific fMRI results for the LG, GO and NC condition, respec-
tively. The condition-specific ERP results are shown below in the figure,
together with their grand average ERP waveforms. Similar to Figs. 4–6,
back-reconstructed components are shown. However, in this case,
back-reconstruction is done with only the condition-specific part of
the mixing matrix. This allows the independent components, although
estimated together, to differ between conditions. For example, the first
column in Fig. 7 shows the back-reconstruction of a source active
around 70 ms. After condition-specific back-reconstruction, this source
shows in both LG and GO conditions a similar positive deflection around
70 ms in the ERP, and significant activation in early visual areas in fMRI.
However, we were unable to detect this component in NC condition. So
at this point in time, similar sources are active in both contour condi-
tions. The fifth column, describing the source active around 300 ms,
shows clear differences after back-reconstruction. In the ERP, the
back-reconstructed activity shows flat lines in LG and NC conditions,
while a deflection is observed in the GO. This difference is due to the
fact that the mixing vector for the LG and NC conditions contains very
small values. The fMRI panels show active voxels for the GO condition,
while no activations survived the threshold in the two other conditions.
This implies that this source is unique to the GO condition. As explainedbefore, a paired t-test is used to compare the condition-specific distribu-
tions across subjects for each component. The distributions, in this case,
are the condition-specific columns of the mixing matrix, obtained by
JointICA. In the figure, only p-values corresponding to significantly
different distributions across subjects (p b 0.05) are included. Their
subscripts specifically indicate the two conditions that were compared.
In this way, we detect processes specific for only one or two conditions,
as described in the Methods section.
The components in the first and third panel show the same distribu-
tion across subjects for the three conditions (p N 0.05). The component
in the first panel shows activations in the early visual areas (EVA)
around 70 ms after stimulus onset. This activation could not be separat-
ed in the original JointICA analysis for the NC and GO conditions (Figs. 5
and 6). The component in the third panel reveals activations in higher
visual areas (LOC) around 200 ms. This same component was also
found in the results obtained with the original JointICA analysis for all
conditions (as shown in Figs. 4–6).
The component in the second panel shows activations in the LOC
and EVA ROIs around 170 ms after stimulus onset. Similar to the com-
ponent shown in panel 3, also this componentwas found in the individ-
ual JointICA analyses for all conditions (see Figs. 4–6). However, as
opposed to this previously explained component, the distribution
across subjects of the current one is significantly different for the LG
andNC conditions, implying that the processes behind these activations
are physiologically different. By closer look at the activated regions, it is
obvious that, although the EVA and LOC ROIs are activated for all three
conditions, the activation in the LOC is comparable for LG and GO, but
different from NC. Also the activation of the EVA region is similar for
LG and GO, but different for the NC condition. Although the difference
between the ERP shapes is not apparent, their strengths are significantly
different between these conditions.
The component presented in the fourth panel of Fig. 7, with the ERP
part peaking around 240 ms after stimulus onset, shows significantly
different distributions across subjects for all three conditions. The NC-
specific ERP part of this IC is a flat line with zero amplitude, implying
no activation for this condition around this latency. The difference
between the GO- and LG-specific parts of this IC is in the amplitude of
their ERP peaks at 240 ms. In addition, the GO condition shows activa-
tions in the EVA areas, whereas for the LG condition, also the LOC area
is activated.
The fifth panel of Fig. 7 shows a component around 300 ms that is
the only characteristic for the GO condition, with activations in the
LOC and EVA ROIs. This component corresponds to a component re-
trieved with the individual JointICA analysis for this condition, as can
be seen from panel 4 in Fig. 5. The advantage of the modified JointICA
analysis, however, is that the flat lines available from the LG- and NC-
specific parts of the ERP information confirm the exclusiveness of this
component for the GO condition.
Finally, the rightmost panel of Fig. 7 shows an IC around 370 ms
with not significantly different distributions across subjects for the
three conditions. All three conditions reveal activations in the EVA
areas. However, the EVA ROI activations for the NC and GO conditions
are positive, whereas these same activations are negatively related to
the ERP waveforms for the LG condition. This observation could not be
made based on the results from the individual JointICA analyses and
suggests the presence of very late activations of the early visual areas
specifically for GO and NC.
Discussion
In the present study we investigated the temporal interactions be-
tween brain regions involved in contour integration and shape detec-
tion. Because a unimodal analysis of EEG and fMRI data is not able to
unravel the full dynamics of the processes involved, we present an inte-
grated analysis of EEG and fMRI data that can reveal the spatiotemporal
differences between different perceptual processes induced by different
Fig. 7.Results of themodified JointICA analysis, performed jointly on the data from all three conditions (LG = local and global, GO = global only andNC = no contour). The upper panels
show the spatial (fMRI) results from the condition-specific independent components, for (from top to bottom) the LG, GO and NC conditions. For each case, the results are only depicted
from those angles that show the major part of the activation (as before, only those parts of the activation are shown that exceed 3 times the standard deviation of all activation
values). p-Values are only mentioned if they are below 0.05. The bottom panel presents the temporal (ERP) parts of the independent components, with different colors
distinguishing between the different conditions. These colors correspond to those used in Figs. 4–6. Together with the independent components (solid line), also the grand
average ERPs for all conditions are plotted (dashed line). Like in Figs. 4–6, also here the components are ordered according to their temporal peak behavior. The empty fMRI
sections in panels 4 and 5 correspond to components for which the ERP part is a flat line.
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several ways. We opted to apply JointICA as it provides an elegant way
to extract sources that link peaks separated in the EEG to regions in the
fMRI based on across-subject variability. As the original method woulddecompose an EEG–fMRI dataset for each condition separately, we
also modified the JointICA approach to estimate weighting matrices
simultaneously for all stimulus conditions. With this modification, the
method is able to pinpoint where and when different stimulus types
Table 2
The overview of the signal strength expressed in themultiples of standard deviation of the
signal, alongside with the MNI coordinates of the peak activation corresponding to the
maps shown in Fig. 7. The MNI coordinates are provided for each ROI per component
per condition.
Component Condition Strength MNI Coordinates ROI
70 ms LG 4.4 15,−93, 12 EVA
3.35 36,−90,−7 LOC
GO 4.39 13,−96,−2 EVA
– LOC
NC 4.16 12,−91,−10 EVA
– LOC
170 ms LG 4.67 14,−91,−11 EVA
3.9 44,−83,−7 LOC
GO 4.87 14,−91,−11 EVA
4.73 41, 85,−6 LOC
NC 5.74 14,−92,−11 EVA
3.8 41,−75,−13 LOC
200 ms LG – EVA
5.74 34,−90,−3 LOC
GO – EVA
5.56 35,−90,−6 LOC
NC – EVA
5.84 34,−90,−6 LOC
240 ms LG 3.7 11,−90,−11 EVA
3.91 39,−85,−10 LOC
GO 3.23 11,−94,−5 EVA
3.17 37,−82,−14 LOC
NC – EVA
– LOC
330 ms LG – EVA
– LOC
GO 4,61 11,−92, 15 EVA
5.43 40,−86,−6 LOC
NC – EVA
– LOC
370 ms LG 3.71 12, 95,−2 EVA
3.71 39,−71,−14 LOC
GO 5.21 7,−76, 12 EVA
4.82 39,−71,−14 LOC
NC 5.89 10,−91,−6 EVA
– LOC
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JointICA method allows for a quantitative comparison of individual
components in a principled and unbiased way. Results from the modi-
fied JointICA confirm earlier findings but also provide novel insights in
how perceptual grouping happens in the visual system, especially in
combination with shape perception.
Let us startwith a summary of the findings from the original JointICA
(Figs. 4–6). In the LG condition, the strongN1 from the ERPwaveform is
captured quite well with an IC reflecting widespread activation in the
LOC around 200 ms after stimulus onset. This peak is seen to build up
from 70 ms onwards with activity shifting forwards along the ventral
stream. In the GO condition, where the global shape is more difficult
to see because it is not supported by simple pairwise contour linking be-
tween neighboring Gabor elements, ventral stream activity emerges
later in time, with much weaker LOC activation throughout. Moreover,
this condition induces a much later negative peak around 330 ms, in-
volving a loop between LOC and EVA, which was completely absent in
the LG condition. At this stage, an information exchange between EVA
and LOC is probably taking place to establish a shape percept at a higher
level (LOC), while trying to use as many of the oriented elements (sig-
naled in EVA) as possible, which are compatible with a globally closed
contour. In theNC condition,where no contour, neither locally nor glob-
ally defined, is present whatsoever, activations are still weaker and a
small positive peak arises quite late after stimulus onset (around
370 ms), which appears to be accompanied by EVA activity again.
The results clearly show that the visual processing of a contour-
defined shape is not merely a spatiotemporal shift of activity fromearly retinotopic to later occipitotemporal areas. Rather, it involves a dy-
namic interplay between these areas, in which the exact areas involved
and the dynamics of their interplay dependon the specific stimulus con-
dition. Themodified JointICA allows to visualize this interplay in a more
refined way. Focusing on the results shown in Fig. 7, visual processing
starts in V1–V2 around 70 ms, shifting forward to higher visual areas
in the ventral stream around 170 ms. Around 240 ms, clear differences
between the stimuliwith structure (LG andGO) and the stimuli without
structure (NC) appear. These results are consistent with earlier EEG
studies (e.g., Machilsen et al., 2011;Mathes et al., 2006) andMEG studies
(e.g., Tanskanen et al., 2008). This indicates that the first percept of some
kind of structure that stands out from the background is accomplished
around that time. However, that does not mean that processing stops
at that point. At least in the condition where the shape is less well
defined (the GO condition) because local edge linking is insufficient, an
additional feedback loop occurs around 300 ms,which entails a reactiva-
tion of EVA. This could be interpreted as re-entrant processingwhere the
visual system checks whether the local Gabor elements that form part of
the groups established further in the cortical hierarchy are really belong-
ing to the same global shape represented in the LOC. The activations in
V1 and V2 at such a later stage could indicate that (at least half of) the
elements are not really locally “fitting” with the predictions generated
at higher levels in the cortical hierarchy but only as a subset that fits a
larger group in a hierarchical fashion, much as small Ls forming larger
Hs in the Navon type of hierarchical stimuli (for reviews, see Kimchi,
1992; Navon, 2003). In the condition without a contour (NC) yet a later
peak emerges, which also reflects EVA activity. This could reflect
attentional enhancement as part of an attempt to verify whether there
is really no structure there.
Consistent with previous findings in neurophysiology (Angelucci
et al., 2002; McManus et al., 2011; Zhang and von der Heydt, 2010)
and in human fMRI studies (Altmann et al., 2003; Kourtzi et al., 2003;
Schwarzkopf et al., 2009), our results confirm the role of recurrent
processing between high-level shape and object areas such as LOC and
low-level retinotopic areas such as V1 and V2 in the integration of
local elements into a global shape with a closed contour. A number of
recent studies using fMRI have attempted to reveal how global shapes
emerge from local elements along the cortical hierarchy, using fMRI
adaptation (e.g., Kourtzi and Huberle, 2005) and fMRI multi-voxel pat-
tern analysis or MVPA (e.g., Kubilius et al., 2011; Ostwald et al., 2008;
Schwarzkopf et al., 2009). Although these studies differed widely with
respect to the stimuli and tasks they employed, the overall conclusions
were uniformly pointing towards sensitivity for local element attributes
in the early visual areas and for global structure and shape properties in
the higher occipitotemporal areas. However, the sluggish temporal
resolution of fMRI did not allow to draw conclusions about the temporal
dynamics of the informationflowbetween thesemore locally interested
areas and these more globally interested areas.
Mayhew et al. (2012) have recently used simultaneous EEG–fMRI
measurements to unravel the spatiotemporal dynamics within the
extended network involved in learning to discriminate different types
of global structures in dot patterns with variable noise levels. Using
MVPA on the activations in the regions identified by EEG-informed
fMRI mapping, these authors were able to distinguish learning in early
processes involved in integration of local signals into more global
forms in occipitotemporal and parietal areas from learning in later pro-
cesses related to categorical decisionmaking in frontal circuits.Weused
a different form of integrated fMRI-EEG data analysis, JointICA, for a
different purpose. We wanted to understand the interplay between
more local image analysis in the retinotopic visual areas and more
global shape analysis in higher areas, and how this changes over time
depending on the nature of the stimulus.We found that amore difficult
type of structure emerges later in time and requires amore elaborate in-
formation exchange between lower and higher areas. We believe that
such an iterative process plays a key role in extracting structure and
constructing shape representations from natural images too, where
20 B. Mijović et al. / NeuroImage 88 (2014) 10–21clutter, noise, and occlusion all add to the complexity of contour
integration.
In general, our findings fit quite well with more recent alternative
views on the nature of the cortical hierarchy. Rather than assuming
that there is always a fixed feedforward flow, which goes sequentially
through all the stages along the ventral stream, low- and high-level
areas do not necessarily engage exclusively in early and late aspects
of processing, respectively. This view was made quite explicit in
Hochstein and Ahissar's (2002) Reverse Hierarchy Theory, which in-
volves a fast feedforward sweep, generating global percepts and high-
level interpretation of the gist of the scene, followedby slower recurrent
processing, integrating the local detailswithin these top-downgenerated
percepts when the task requires the fine resolution available at lower
areas. Hence, early processing can occur at high levels in the visual
system and low-level areas can be active during late processing (see
also Lee et al., 1998; Roelfsema, 2006). A second larger theoretical frame-
work that is consistent with our results is predictive coding (e.g., Friston,
2010; Rao and Ballard, 1999), which has already inspired a lot of interest-
ing empirical work, both with fMRI (e.g., Alink et al., 2010; Fang et al.,
2008; but see de-Wit et al., 2010, 2012 for discussion) and with neuro-
physiologically detailed models (Spratling, 2010). In short, the idea is
that visual cortex is continuously updating its predictions about the
world, which are generated at higher levels, with only the mismatches
or prediction errors being transmitted from low- to high-level areas. In
terms of our study, this view would imply more activity in low-level
areas in the more difficult condition with shapes defined only globally,
with locally neighboring elements not being aligned and not fitting the
global shape at the lower level in the hierarchy, which is exactly what
we found. However, because this interpretation is largely speculative at
this point, it awaits further confirmation from additional experiments
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