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Summary
Summary
Increasing demand for global wireless mobile communication services has motivated extensive 
research and development activities surging the way towards the 3rd generation personal 
communication systems, focusing in particular on flexible control mechanisms and efficient 
mobility management. The Hierarchical Cell Structure (HCS)/multi layer cell architecture 
represents one of the most efficient techniques used in the radio environment to extend the 
coverage and provide greater capacity. It also offers flexibility to operators to tailor-fit capacity 
to match traffic demands in a growing market. However, the performance of such a system is 
influenced by many factors, dictating additional challenges in system design. This thesis 
focuses on enhanced mobility management, control mechanism, and relevant issues in a 
hierarchical cell structure in 3 rd generation mobile communication system.
The network integration issue in a multi-layer cell architecture, when each layer exploits 
different radio and network technologies, is thoroughly investigated. Various integration 
solutions are proposed. Within the selected scenario, location management, call routing, cell 
selection and handover are investigated and improved signalling message sequences are 
identified. New mobility management mechanisms leading to significant reduction of the 
signalling traffic in the integrated system are proposed. The handover issues in a two-layer cell 
architecture are also studied. New inter-system handover algorithms are proposed and their 
performances are analysed via both mathematical and simulation models. Novel methods are 
also proposed to optimise the inter-system handover performance in terms of reduction of 
unnecessary handover probability and mean number of handovers. The handover control 
mechanism and handover time, are thoroughly investigated and suitable control methods are 
suggested for such a system. The signalling load issue is examined and the performance of the 
proposed techniques is evaluated. Finally, the Grade of Service (GoS) issue is thoroughly 
investigated. The performance of the various overflow policies are examined through an 
analytical model and an optimum policy is recommended. The impacts of the proposed 
handover algorithms on the GoS are evaluated. A new methodology is also proposed to 
estimate the optimum channel allocation ratio between layers providing a uniform GoS between 
layers.
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Chapter 1 Introduction
CHAPTER 1
Introduction
1.1 3rd generation mobile communication system
Today, the market and customer needs are changing extremely fast and users constantly 
demand new services. Hence the need for more flexibility in terms of service provision, is 
becoming paramount. The real goal is not only to enable the “any-time any-where” paradigm 
for speech, but also to offer seamless, secure and cost effective range of data and multimedia 
services, across heterogeneous networks such as fixed and mobile, regardless of physical 
location and on an on-demand basis, even when roaming to networks where such features may 
not be provided. The requirements and objectives of such a system will not be economically 
provided by one system but by a set of systems and sub-systems, i.e. different communication 
networks such as fixed, cellular, cordless, satellite and also data networks, which are designed 
around a specific set of services and requirements. Clearly, there is a need for such systems to 
interwork in a co-ordinated manner to satisfy these requirements. A number of recent initiatives 
have addressed integration and interworking between different systems, e.g. cellular/cordless, 
cellular/satellite, via introduction of multi-functional/mode terminals, mainly to provide 
coverage extension for support of a basic telephony service. However, access to a multiplicity 
of services (multimedia services in particular) in a multi-layer cell architecture, using a multi- 
mode and multi-functional terminal, in a multi-operator and/or multi-service provider mobile 
communication environments remains an important issue. These are the main factors driving 
the current intense international research and development activities towards the third 
generation personal communication systems/UMTS (Universal Mobile Telecommunication 
System) in Europe.
1.2 System Characteristics
In general, the main characteristics of 3rd generation mobile communication system can be 
categorised as follows:
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• Multi-media services
• Multi-layer cell architecture
• Multi-frequency band
• Multi-operator
• Multi-service provider
Of the above only the multi-layer cell architecture has been addressed in this thesis.
1.2.1 Multimedia Services
Information in the form of audio, graphics, picture, text, full motion video or animation which 
are available as digital types, allowing the utilisation of a mixture of one or more data types to 
be indexed, stored, retrieved and/or transmitted by wireline and/or radio networks[ETS 96]. 
These are mainly services ranging from narrow-band to broad-band telecommunication and IT 
services. Currently multi-media services could be categorised into two broad types of 
telecommunication and IT services. However considering the growing demand of IT services, 
seamless support of these two type of services seem to be inevitable. The wireless Internet 
access as a killer application is driving this innovation very quickly. Yet e-mail being one of the 
greatest application on the Internet. Internet telephony and video conferencing are also being 
seriously considered within wireline networks. It seems that, the wireless networks, as with 
their wireline counterparts, will support seamlessly a combination of data, voice and video by 
means of Internet telephony and video-phoney. Some examples of multi-media services are:
- Interactive speech
- Real time image transfer
- Interactive graphics
- E-mail
- Multi-media document retrieval
- Video on demand
- Interactive video services
- Broadcast TV/Radio/Data contribution/distribution
- Distributed processing
- Real time multipoint retrieval
2
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The characteristics of such services are very different. Whereas telecommunication services are 
inherently interactive, delay sensitive, symmetric and/or quasi-symmetric traffic services, IT 
services are less interactive, less delay sensitive, more asymmetric, and sometime off-line type 
services. However, with converging telecommunication and IT services, this division may not 
be applicable. In other words, provision of some telecommunication services such as telephony 
over Internet, (Internet telephony) will require mechanisms for QoS guarantee within the 
Internet, highlighting the need for different support techniques, especially when they are 
accessed or delivered via different networks.
1.2.2 Multi Air-interface
It is likely that the air-interface of future systems will be based on a combination of air- 
interfaces, where they exploit different mechanisms for channel selection, i.e. fixed or dynamic, 
different access schemes such as TDMA (Time Division Multiple Access), CDMA (Code 
Division Multiple Access), W-CDMA (Wide-band-CDMA), FDMA(Frequency Division 
Multiple Access), ODMA (Opportunity Driven Multiple Access), operating over a wide range 
of frequency bands and within different cell sizes. The issues which impact on the networking 
are not the frequency band of operation but support of dissimilar air-interface architectures and 
access mechanisms.
Figure 1- 1, An example of multi-layer cell architecture in 3rd generation system
1.2.3 Multi-Layer Cell Architecture
The growing demand for mobile communication requires substantial increase in traffic capacity 
as well as global coverage of the service area. Introducing a hierarchical cell structure (HCS) / 
multi layer cell architecture HCS (see Figure 1-1) into wireless networks, offers flexibility to
3
Chapter 1 Introduction
operators to tailor capacity to match the traffic demands, to use the available frequency 
spectrum more efficiently and to extend the wireless access coverage more effectively.
1.2.4 Multi-operator
It would neither be cost efficient nor feasible for one operator to offer their services within all 
environments (everywhere). Additionally regulatory requirements may not even allow it. 
Hence, it seems to be pragmatic that, some operators offer cordless capability for indoor offices 
or residential environments, some provide the public cellular access for outdoors and perhaps 
other operators offer the satellite elements for rural environments and others maybe provide a 
combination of these services (see Figure 1- 2). This highlights the need for a multi-operator 
system. Then the co-operation between operators which may exploit different networks and 
various air-interfaces and also efficient use of common resources would require thorough 
investigation.
Figure 1- 2, An example of multi-operator scenario in 3rd generation system
1.2.5 Multi-service providers
It is expected that there will be a separation between the roles of service providers (SP) and 
Network Operators (NO) [see Figure 1- 3]. Two scenarios can be envisaged:
- SPs to provide mainly non-telephony services and possibly some new specialised services 
such as personal numbering (in order to route the call to a person who might have access to 
several networks, e.g. fixed, cordless, cellular, or satellite), Internet-based services, News, 
Sport, Stock exchange, and so on, with NOs providing support for basic services such as speech 
telephony and associated services (Supplementary Services such as call conferencing, call 
forwarding ) as well as network operation and management;
4
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- NOs to be solely responsible for the operation and management of the network infrastructure, 
while SPs will provide the full range of possible services.
Irrespective of the two scenarios above, it is expected that in the near term a multi-service 
provider environment will be the norm, however service provider access to network resources 
will remain an issue to be resolved.
Having described the main characteristics of 3rd generation systems, the major emphasis in this 
thesis, has been on multi-layer cell architecture and related issues.
Figure 1- 3, An example for multi-service provider scenario in 3rd generation system
1.3 Multi-layer cell architecture / Hierarchical Cell Structure (HCS)
In the initial planning phase of a mobile network, the operators are primarily concerned with 
achieving good geographical coverage of the population area. Once the network infrastructure 
is in place, the network capacity becomes as important as coverage, since operators are under 
pressure to expand their networks in order to cope with growing numbers of subscribers and 
increasing traffic volume. At the same time, the issue of coverage takes on a new dimension as 
they need to extend their networks into completely new locations, especially indoors. Several 
techniques may be used to increase network capacity.
5
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• Frequency hopping
Use of frequency hopping combined with discontinuous transmission and power control, allows 
the use of smaller frequency reuse cluster and hence more frequency per base station [Mur 96].
• Cell splitting
Cell-splitting, involves splitting large cells into smaller ones. This techniques creates a network 
infrastructure that is characterised by cells of different sizes. The smallest cells are generally 
deployed in city centres, e.g. hot spots, where subscriber density and traffic volume are 
greatest. The main drawbacks of cell-splitting are inefficient use of radio spectrum (trunking 
inefficiency) and requirements for re-engineering the cell plans each time a cell is split.
These methods allow an increase in capacity. However, they rely on a conventional approach 
using standard single layer macro-cells, where relatively large transmission powers (2-10 W) 
are employed with base station antennas on the top of high buildings. Terminals are often not in 
the line of sight with the BS. This allows use of relatively small clusters [Lag 97].
A more efficient solution leaves the existing network of radio base stations intact by 
introducing a Hierarchical Cell Structure (HCS) into the system. The result is a multi-layered 
cell architecture, with base stations of varying output power with different cell size and 
different relationships between cells as follows:
• Mega-cell
Mega-cells or satellite cells are described by the 3dB circles subtended by spot-beams 
generated by the antenna array. The size of these cells depends upon the number of spotbeams 
generated by each satellite and its altitude. Typically non-geostationary satellite cells have 
diameters in the range 800 km [LEO Iridium] to 1200 km [MEO ICO] but geostationary cells 
can attain the size of the individual country or continental areas that they are designed to serve.
• Macro-cells
In the first phase of terrestrial wireless network planning, the wide-area cells or macro-cells 
covering an area of between 20 and 40 km, with high output power base stations (2-10 W) are
6
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being deployed. Macro-cells are placed next to one another to form a contiguous coverage area. 
As mobile subscribers move through the area, leaving one cell and entering another, call 
handover is accomplished by comparing signal strength to determine which radio base station 
provides the strongest signal.
• Micro-cells
Micro-cells are used to provide additional capacity for small areas within macro-cells, generally 
where traffic density is high. Cells of one km or less (250 mW- 1 W), may be deployed to 
alleviate heavy traffic on a single street, at a busy intersection, or at other sites with similar 
requirements for increased capacity.
• Pico-cells
Pico-cells, are deployed within micro-cells or macro-cells with typical power of 250 mW and 
antennas below the roof level of surrounding buildings. Such pico-cells have typical radius of a 
few hundred meters and are generally intended for use in indoor locations such as offices, hotel 
lobbies, and underground railway stations or hot spots with very high traffic density. Operators 
may also deploy pico-cells on each floor of a high-rise building to provide seamless wireless 
access to the entire environment.
1.4 Benefits of HCS
Hierarchical cell structures offer several significant benefits.
• Increasing network capacity and providing support for more subscribers and greater traffic 
volume without additional radio spectrum requirements;
Network designers may allocate capacity at a detailed level, creating customised solutions for 
specific traffic demands. Where demand is especially high, operators may add extra capacity to 
specific geographical areas of the network. For example, an operator might choose to insert a 
new base station to alleviate a high volume of wireless traffic at a congested highway 
intersection. In a hierarchical cell structure, this measure would require only minor changes to 
the frequency plan.
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• Extending the coverage and the reach of their networks into locations where it has 
previously been difficult to guarantee satisfactory wireless access, in a cost-effective way;
Since the conventional wireless network infrastructure was designed for subscribers at or near 
ground level, the upper levels of high-rise buildings, tunnels, underground car parks, 
underground railway stations, and areas deep inside large buildings for instance, have 
traditionally been an issue for wireless access. With a hierarchical cell structure, operators may 
deploy wireless access on a floor-by-floor basis. Depending on their shape and construction, 
single indoor areas may also constitute a location problem.
• The introduction of a new generation of location-based services;
There could be a situation where operators target specific segments of the user market, by 
offering different communication services on the basis of their location. Pico-cells could 
provide coverage for a cluster of offices in a large business environment. For example, an 
operator could offer the offices with a unique set of business communication services. Hence, 
HCS, could be used to offer multiple services to users with varying mobility characteristics in 
an efficient way.
• The network architecture does not have to be deployed from scratch. Instead, this technique 
may be introduced into existing infrastructure in a step-by-step fashion, increasing capacity 
and coverage as needed.
1.5 Issues in HCS design
The hierarchical cell structure represents one of the most efficient techniques used in tuning the 
radio environment to provide greater capacity, extend the coverage, and improve service 
quality. However, the performance of such a system, can be influenced by several factors and 
the network control in such a system evidently could be much more sophisticated highlighting 
the need for enhanced control mechanisms. Some of the challenges in designing an efficient 
HCS are:
- Spectrum allocation between layers
- Cell/layer selection
- Channel allocation scheme
8
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- Network integration/interworking
- Provision of continuous coverage (handover)
- Signalling load
- Evaluation of Grade of Service
1.5.1 Spectrum allocation between layers
There are several ways to allocate spectrum for different layers:
- O rth ogon a l sharing;
The radio bandwidth can be split between layers and each layers uses its own radio frequencies. 
This method may lead to trunking inefficiency.
- Spectrum  sharing;
The different layers may use the same radio frequencies continuously. This method may result 
in poor capacity because of large amounts of inter layer interference. The transmission power 
should be tuned to provide acceptable C/I level without leading to intolerable interlayer 
interference.
- D yn a m ic allocation ;
The different layers share several radio frequencies but not at the same time. Such a method 
may be provided by means of dynamic channel allocation.
O rth ogon a l sharing Vs. Spectrum  sharing
In [Gre 93], three approaches were considered for sharing between micro and macro-cells as 
follows:
- A TDMA based system in one layer and CDMA on the other
- TDMA in both layers with different time slots
- TDMA in both layers with different frequencies
The comparison mainly relies on the number of users per cell and the trade off between the two 
layers. If a lot of users camp on the micro-cell layer, less bandwidth is available on the macro­
cell layer, otherwise, the C/I would decrease dramatically. It is concluded that the spread
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spectrum between layers is feasible, but it will provide poor capacity because of the large 
amounts of inter layer interference.
Spectrum sharing fo r  isolated micro-cells
For an operator with limited bandwidth, a division of the frequency carriers between different 
layers would lead to a significant reduction of the capacity in macro-cell layers, made even 
worse by losing the trunking efficiency. It could be efficient to reuse macro-cell frequencies for 
isolated micro-cells [Aim 96].
These methods are compared in the literature [Gre 93], [Aim 96], It seems that the best 
approach is the use of different frequencies for different layers. Hence, in this thesis, different 
parts of the spectmms are considered for different layers.
1.5.2 Cell/Layer selection
Cell selection may not be based solely on signal strength. Several procedures for selecting a cell 
can be adopted. In a speed based selection, users are assigned to a particular layer according to 
their speed ranges. Whereas, fast moving mobile terminals are directed to larger cells, in hot 
spots, mobile terminals moving at lower speeds are assigned to small cells (micro-cells or pico- 
cells). Users are then instructed to switch between layers based on their speed and service set. 
This will jointly reduce signalling traffic in the sense that it decreases the number of cell/layer 
crossing rates. However, this scheme requires prior knowledge of the user speed. In [Jol 91], 
[Sun 94] and [Lag 96] a speed estimation by dwell time measurement is evaluated. In all such 
studies classical traffic assumptions are being made, such as cell dwelling time and the call 
holding time are exponentially distributed, the new call arrival rate is modelled as a Poisson 
process and new calls are always first placed in the lowest layer. When a given mobile needs to 
handover, if the observed dwell time is lower than a threshold (td) or if there are no channels 
available on the same layer cell, the call is transferred to the upper layer cell. The impact of td , 
has been studied. The higher the threshold td , the higher the number of channels in the macro­
cell needed. A high value of tdy allows the signalling to be reduced for fast mobiles, i.e. mean 
number of handovers, but with a dramatic increase in resources used. Reference [Sun 94], 
focuses on the estimator of the user speed and studies four strategies. The different strategies 
are compared using a computer simulation for a three layer system. The number of handovers 
are considerably reduced using different strategies. It has also been shown that the load in the
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system ca be a criteria to select a strategy, since at high load, all strategies seem to tend towards 
similar results, whereas some strategies provide better performance in the low load.
A so-called C2 criteria was introduced in the GSM phase 2+ specification [ETS 94] for cell 
selection based on user speed and cell dwelling time. In [Lva 95] a speed-sensitive handover 
algorithm is proposed for the GSM system. It is shown that such an algorithm considerably 
reduces the number of unnecessary handovers from macro-to-micro-cell.
The cell selection criteria directly impacts on signalling load, thereby utilising system total 
capacity. Hence, careful consideration has to be given to the appropriate cell selection criteria, 
to avoid unnecessary handovers and therefore redundant signalling load.
1.5.3 Channel allocation schemes
An important problem in the operation of a cellular telephone system is efficient use of the 
available bandwidth to maximise capacity whilst providing stable quality of service. This 
problem is becoming critical with the rapid growth of wireless access demand. In mobile 
systems, the total available bandwidth is divided permanently into a number of 
carriers/channels. Carriers/channels must then be allocated to cells and to calls made within 
cells without violating the channel reuse constraint. There are several methods to do this, some 
of which are better than others in terms of how reliably they make channels available to new or 
handover calls. The simplest approach is to permanently assign channels to cells in such a way 
that the channel reuse constraint can never be violated even if all channels of all cells are used 
simultaneously. This is called a Fixed Channel Assignment (FCA) method. In a Dynamic 
Channel Assignment (DCA) method, in contrast, all channels are potentially available to all 
cells and are assigned to cells dynamically as calls arrive. The choice of an appropriate channel 
allocation in HCS is rather complicated, since the performance of such a system can be greatly 
influenced by many different factors. In [Gra 96] and [Fur 94] DCA is proposed for micro 
layer, while FCA is used in the macro layer. On each call set-up in a micro-cell, the interference 
level of the channel that has the highest signal strength is measured. If the interference level is 
acceptable, the channel is allocated. If not, the process is repeated with a lower signal strength. 
The interference from the macro-cell to micro-cell can be compensated by a slight increase of 
the transmitted power for the micro-cell system. Finally, the DCA scheme adapts to traffic 
variation and allows partial reuse of the resources. Hence, the use of DCA in lower layer (pico- 
cell) in pico-micro and micro-cell in micro-macro cell layer, allows the implementation of an
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overlaid layer without reorganising the overlaying layer cell planning. This seems to present a 
most promising possibility to provide a means to smoothly develop a two layer system.
1.5.4 Network Integration /  Interworking issue in HCS
In a HCS, different layers, can be supported by the same or different networks. Clearly, there is 
a need for such systems to interwork in a co-ordinated manner. The level of integration and/or 
interworking will potentially impact on the overall system performance. In other words, the 
interworking level would affect the registration scheme, i.e. single or multiple registration. 
Then different methods of registration, could impact on the location management procedures. 
According to the location update mechanism, paging and therefore call routing would also be 
different. The choice of each method would be a trade off between the signalling load, 
signalling delay and network cost as well as complexity of operation.
In general, three kinds of integration [Lin 96] could be defined as follows (see Table 1-1):
Type of integration Examples
SRSN GSM900-DCS1800, overlaid GSM phase 2+
DRSN GSM/Cordless GSM, IS-54/AMPS, IS-95/AMPS
DRDN GSM-Satellite, GSM-DECT
Table 1-1, Various types of system integration
• Similar Radio technology, Same Network technology (SRSN)
In SRSN integration, the individual systems use the same network management (for roaming 
and call routing) and the same radio technology, except that the radio systems operate either at 
different power levels or different frequency bands.
- SR SN  with different p o w e r  levels
In a micro-macro cell architecture, the cell sizes of a cellular system are large and the cells 
typically referred to as macro-cells. Using the same air interface and network management 
procedures as for a macro-cell system, the concept of micro-cells introduces low complexity 
BSs that have lower power consumption and small coverage areas. Micro-cell layers improve 
frequency reuse, and typically overlap with macro-cells to increase the capacity. The micro-cell 
must borrow some radio channels from the non-overlapping neighbouring macro-cell, and
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slightly reduce the performance of these cells. This method has been adopted for introduction 
of macro/micro GSM coverage within GSM phase 2+.
- S R SN  with different fr e q u e n c y  band
The same radio technologies may be implemented in different frequency bands. Examples are 
GSM 900 and DCS-1800. These system use different frequency bands and the overlapping area 
does not cause interference problems.
• Different Radio technologies, Same Network technology (DRSN)
A new concept that has recently been proposed in [Eri 97] and [Ale 97], where the same 
network technology supports different air-interfaces. This approach, aims at emulating cordless 
standards such as DECT and offers a cordless access to the GSM system. Similar to SRSN, the 
same network management procedures are used to support roaming and call routing.
Other examples of DRSN, are IS-54/AMPS [Tia 92], IS95/AMPS [Tia 93]. The radio systems 
of IS-54 (based on TDMA technology) or IS-95 (based on CDMA technology) are different 
from those of AMPS (based on FDMA) technology. All three PCS systems share the same 
network protocol, i.e. IS-41 [Tia 91] and [Tia 94]. The original purpose of the IS-54/AMPS and 
IS-95/AMPS integration is to gradually replace the old technology (AMPS) with the new ones 
(IS-95/IS-54).
• Different Radio technologies, Different Network Technologies (DRDN)
DRDN represents the most complicated integrated system, typically integrates, for example, 
cellular (higher layer) with cordless system (lower layer), or satellite (higher layer) with 
cellular system (low layer), with the objective of maintaining the advantages of each. In DRDN, 
the lower layer has the priority for call delivery over the higher layer, because the lower layer 
has the advantages of lower call delivery cost and normally better call quality compared to the 
higher layer system. Examples of DRDN are, GSM-satellite as a macro-micro cell and GSM- 
DECT as a micro-pico cell architecture.
Integration of different mobile communication systems in the form of DRDN has been 
considered recently in literature. In [Zha 96a] and [Zha 96b] the integration of cellular and 
satellite system in particular has been proposed to provide mainly coverage extension.
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Depending on the technologies, i.e. cellular, cordless and satellite, of the individual systems, 
other benefits may be offered by such integration. Similar work has been carried out for other 
mobile communication systems. For example the interworking of DECT and GSM has been 
studied in [ETR 95] and [ETS 95]. However, these studies do not fully address the complete 
solution which includes handover within the integrated system. In [Nir 96] the 
interworking/integration between DECT and GSM as candidates of cordless and cellular 
system was proposed. This work mainly aimed at provision of wide area mobility to the 
cordless system. However, integration of a low mobility cordless system (lower layer), with a 
high mobility cellular system (higher layer), to fulfil the lower end service rate up to 384 Kb/s 
of the 3rd generation system has not yet been fully addressed. Hence, this thesis will focus on 
the DRDN, with particular emphasis on cordless-cellular systems, which represent a two layers 
cell architecture.
1.5.5 Provision of continuous coverage (handover)
One of the most important issues in HCS is the provision of continuous coverage by means of 
inter-layer handover. Proper design of handover algorithms is critical for mobile 
communication systems, since they have a great impact on radio resource, network control and 
therefore system performance. The main challenges in handover design concern achievement of 
the accurate handover position, reduction of mean numbers of handover, unnecessary handover 
and handover failure probability. Handover procedure involves the radio system as well as 
network resources to set up a new traffic stream. Hence minimising the mean number of 
handovers will reduce the signalling load, both on the air-interface and on the fixed network 
links as well as improving the Quality of Service (QoS) by means of minimising interruption to 
ongoing servise. However some handovers are required to ensure the quality of connection. 
Delay in the handover process could cause degradation of the QoS or call dropping. 
Additionally, an early or delayed handover would result in different channel occupancy times 
and may cause variation of the GoS in the system. Various handover control mechanisms, also 
result in different signalling, delay and therefore variation of the QoS. Thus, special care has to 
be taken in handover design.
This issue happens to be even more complicated in HCS, since there are some differences in the 
system characteristics, such as propagation loss behaviour, cell size and mobility pattern 
between layers. In a speed-sensitive HCS, slow-speed subscribers are always encouraged to 
remain within lower layer cells as long as possible. As a subscriber leaves one of the smaller
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cells and the signal level and/or quality approaches the handover threshold, the on-going call 
will be terminated if it is not handed over to a cell in the overlaid layer. The handover in the 
opposite direction, i.e. higher layer to lower layer, may only be required due to traffic overflow 
or signal quality degradation in specific locations, where the higher layer system, e.g. satellite 
system, cannot provide sufficient power while entering into a building.
Handover issues have been studied in literature but only for cells of the same size in a single 
layer system. However in HCS, i.e. overlaid macro, micro or pico cells, this issue has not been 
fully investigated. Hence, in this thesis, a TDMA based system in each of the two layered cell 
architecture, i.e. pico-micro cell, has been chosen. Since soft handover is difficult to be realised 
in TDMA based systems, hard handover in the context of initiation and triggering algorithm, 
optimisation, handover control and finally handover delay, are investigated in this thesis.
1.5.6 Signalling load in HCS
The signalling load is a key measure of mobile communication network performance, since it 
has a great impact on the system capacity. This issue is more complex in future systems where a 
combination of different systems and standards based on hierarchical cell structure are 
deployed. In such a system the increasing demand for wireless access in conjunction with high 
user density, increasing mobility and introduction of new services, can result in significant 
network signalling load. This highlights the need for careful consideration of this issue and also 
the need for enhanced mobility management functionality in future systems. Estimation of the 
signalling system loading are widely available in the recent literature. The available 
publications [Hel 91], [Rei 92] and [Pol 96] however, consider only the issues in a single layer 
system. In a HCS, with the coverage ranging from high user density environments (with low 
mobility) to low user density areas (high mobility), significant signalling traffic, particularly 
due to mobility management procedures are expected. Hence, one of the issues tackled in this 
thesis, is the estimation of the signalling load and reduction of the signalling traffic leading to 
maximising the capacity and service coverage, and also minimising the number of signalling 
links in future systems.
1.5.7 Evaluation of Grade of Service in HCS
In future systems, the combination of the increasing demand for wireless access, the high user 
density and increasing mobility, will require, substantial increase in system capacity. Hence
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more efficient use of scarce spectrum, and enhanced resource allocation and handover 
procedures have to adopted. In order to achieve higher capacity, the HCS seems to be the most 
promising solution in which, the traffic overflow capabilities between layers, are particularly 
interesting. In high traffic density areas, where the predefined GoS cannot be met, the excessive 
traffic, i.e. new or handover calls, could be overflowed to the other layer. Various overflow 
policies can be performed. The traffic overflow can be limited to one direction, e.g. micro to 
pico. A fully flexible two way overflow can also be allowed between layers [Jab 97] and [Fiz 
97]. Additionally in more complex systems, the overflowed calls can be directed to their 
original layer, when the resource becomes available again. Such a policy is regarded as 
reversible or system with take back capability [Jab 97] and [Lag 96], The choice of each policy 
can be a trade off between the level of improvement in terms of GoS or traffic handling 
capacity and the complexity of implementation. Another challenge in designing HCS is to 
provide high QoS and uniform GoS by achieving optimal resource sharing between layers. The 
GoS has been extensively investigated and presented in literature, e.g. [Hon 86] and [Son 96a]. 
Efforts have also been made to evaluate the GoS in a multi-layer cell architecture, [lag 96], [Fiz 
97] and [Jab 97]. In [Jab 97], a general reversible case, is analysed. Two mobility behaviours,
i.e. high and low speed terminals are considered. Both micro-to-macro, and macro-to-micro 
handovers are allowed. The performance of such systems has been examined under some 
limited overflow policies. However, there is a lack of in depth evaluation of the GoS in HCS. 
Also no effort has yet been made to present a generic method for GoS evaluation. Furthermore, 
optimum resource sharing to achieve uniform and identical GoS within a two layer structure 
has not been addressed. These are the major topics addressed in this thesis.
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1.6 Structure of thesis
Figure 1-4, presents the structure of this thesis and relation between the chapters.
Figure 1-4, Structure of thesis
Chapter 2 investigates the suitability of an integrated cordless-cellular system, to satisfy the 
main requirements of the third generation mobile communication system. More specifically, 
network integration issues between pico-cell based DECT and micro-cell based GSM, as 
examples of cordless and cellular systems respectively, are examined. A brief introduction is 
given to DECT and GSM, followed by the benefits of such integration for UMTS. An 
integration scenario is proposed and the issues arising, are thoroughly investigated. The 
mobility related issues in the context of terminal and subscription, cell selection, registration, 
location management, attach/detach and call routing are discussed. The signalling messages are 
identified for each procedure. Then the signalling load issue in the interworking system is
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investigated. Two novel techniques, are proposed for reduction of the signalling load in the 
overlaid cell architecture and the impact of such an approach on the visitor and home location 
registers are described.
Chapter 3 focuses on the performance of hard handover in hierarchical cell structure/multi­
layer cell architecture, where differences in the system characteristics such as propagation loss, 
coverage, mobility pattern and cell sizes, dictate additional challenges in designing the 
handover algorithms. Various handover algorithms are proposed for handover between pico and 
micro cells, in which where they exploit different air-interfaces over separate spectrum. In 
order to choose an appropriate handover algorithm, a generic mathematical model is proposed 
and used to evaluate some handover performances such as first time and unnecessary handover 
probability, handover position and the mean number of handovers. Also the impact of various 
parameters such as threshold, hysteresis margin, averaging window size on handover 
performance are examined. Then the results of the mathematical model are compared with 
those of the computer simulation for first time handover probability and position. Additionally, 
the performance of indoor-to-outdoor handover, i.e. overlaid pico-micro cell, is evaluated. 
Finally novel methods are proposed to optimise handover performance in terms of reduction of 
mean number of handovers and also the accuracy of handover position.
Chapter 4 focuses on the control phase of the handover process. The first section of this 
chapter, investigates in detail the issues on handover control methods within HCS. The second 
section, focuses on, two existing standards, i.e. GSM and DECT as candidates of a micro and 
pico cell architecture, respectively. Then, different control mechanisms are examined and 
various message sequences are identified and the most suitable control mechanisms for 
optimum DECT-GSM handover are proposed. Finally, the handover performance with respect 
to proposed control mechanisms is evaluated in HCS.
Chapter 5 deals with handover delay and synchronisation issues in HCS. One of the main 
challenges in handover design is the handover delay optimisation. Delay in the handover 
process could cause degradation of Quality of Service (QoS) or call dropping, in the sense that 
the signal quality or level may fall below an acceptable level before the handover completion. 
Therefore minimising the handover delay could significantly improve the system performance. 
Since the handover delay involves many parameters, specific to each standard, such as message 
length, signalling flow and channel rates, two existing standards, i.e. GSM and DECT have 
been chosen as examples of micro and pico cell systems, respectively. Then, various handover
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algorithms and control mechanisms proposed in chapters 3 and 4, are examined and different 
elements of handover delay, are calculated.
Chapter 6 investigates the signalling load issues in HCS. Since the exact estimation of the load 
depends very much on the signalling procedures and messages length, this chapter, focuses on 
the signalling load issue, where a two layer system consisting of a pico-cell based cordless, e.g. 
DECT, and micro-cell based cellular, GSM represent a HCS. The signalling load in such a 
system is evaluated via a mathematical model. Then the effect of proposed techniques in 
chapter 2, in order to reduce the imposed signalling on the network are examined.
Chapter 7, evaluates the performance of a HCS, i.e. two layer pico-micro in terms of Grade of 
Service. An analytical model has been developed. Various cases have been defined and their 
performance in terms of three GoS performance measures, i.e. call blocking, call dropping and 
call loss probability, have been compared. Then, the impact of various parameters on system 
GoS, for each case have been examined. A methodology has been proposed, to estimate the 
optimum channel allocation ratio between layers, depending on the number of users assigned to 
each layer. This method can also be used to estimate the number of required channels for each 
layer to achieve uniform GoS within the HCS. The model has also been extended to evaluate 
the impact of various proposed handover methods on the GoS.
Finally Chapter 8 concludes the thesis and highlights the possible areas for further research.
1.7 Original acheivments
The original achievements during the course of this research are briefly outlined as follows:
1. Proposal for network integration to support the 3rd generation personal communications 
system requirements;
2. New network architectures and integration scenarios between cordless and cellular systems, 
i.e. applicable for HCS;
3. Improved signalling procedures for location updating and call routing;
4. New mobility management techniques for reduction of signalling load across heterogeneous 
networks, applicable in HCS;
5. A generic analytical and simulation model for handover evaluation in HCS;
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6. A novel handover algorithm to reduce the mean number and unnecessary handover 
probability;
7. A novel distance assisted handover algorithm in HCS;
8. Proposal for most appropriate handover control mechanism in HCS;
9. Identification of the signalling procedures for inter-system handover execution and required 
functionalities and new messages in the systems;
10. Analysis of the signalling load in the integrated system based on an analytical model and 
examination of the proposed methods to reduce the signalling load;
11. Proposal for optimum overflow policies in HCS;
12. New modelling approaches for system dimensioning and new methodology for efficient 
channel allocation ratio between layers in HCS.
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CHAPTER 2
NETWORK INTEGRATION
2.1 Introduction
It is realised that all user’ s and operators' requirements cannot be economically met by one 
system but through a combination and enhancements of existing fixed, cordless, cellular, 
satellite and data networks, which are designed around a specific set of services and 
environments. This chapter investigates the suitability of an integrated cordless-cellular system, 
to satisfy the main requirements of the third generation mobile communication system. More 
specifically, network integration issues between a cordless, e.g. DECT, and a cellular system, 
e.g. GSM, as examples of pico and micro-cell systems respectively, are examined. A brief 
introduction is given for DECT and GSM followed by the benefits of such integration for 
UMTS. A network integration scenario is proposed and the issues arising from the integration, 
are thoroughly investigated. In particular, the mobility related issues in the context of terminal, 
subscription, cell selection, registration, location management, attach/detach and call routing 
are discussed. The optimised signalling message sequence, is identified for each procedure. 
Then the signalling load impact in the integrated network is investigated. Two novel 
techniques are proposed to reduce the imposed signalling load on the cellular system’ s 
network. The proposed techniques could be easily incorporated into the current standardisation 
activities for system integration.
2.2 GSM
GSM (Group Special Mobile or Global System for Mobile) [Mou 97], is a Pan-European 
digital cellular telecommunication standard. Roaming in the GSM service area is fully 
automatic and mobile users can take their mobile telephones on travel and switch them on in 
another country. The system will automatically update information in the home system 
regarding their locations and hence they can make or receive calls (subject to roaming 
agreements between operators). In addition to international roaming, facsimile and short- 
message services, the GSM phase 2+ standard provides a number of advanced features such as
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HSCSD (High Speed Circuit Switched Data) [Ham 96], GPRS (General Packet Radio Service) 
[Bra 97] and [Cai 97] and EDGE (Enhanced Data rates for GSM Evolution) [ETS 98] which 
make GSM a suitable candidate for the 3G systems such as UMTS.
2.3 DECT
Digital cordless systems such as DECT (Digital Enhanced Cordless Telephony) [Tut 90] and 
[ETR 92] on the other hand are designed to provide mainly indoor access for certain 
applications such as residential, business, public (Telepoint) and Radio Local Loop (RLL). 
DECT can be connected either directly or via PBXs to fixed networks such as PSTN/ISDN. 
DECT system comprises either a single-cell or multi-cell architecture. The single cell system 
contains one single base station (Fixed Part/ FP) and is typical for residential environment. The 
multi-cell DECT system suitable for applications such as business environments, contains a 
central unit (Central Control Fixed Part/ CCFP) and a number of FPs. Cordless terminals 
generally transmit at lower power than cellular, thus necessitating use of small cells with a max 
range of a few hundred meters in outdoors and tens of meters in indoor environments, 
compared to cell sizes of tens of kilometres for cellular mobile systems. In high density offices 
much smaller cell sizes (pico-cells) may be employed (the system operating in an interference- 
limited environment). Hence, traffic densities significantly higher than those available from 
cellular systems can be supported. Initially the DECT system was designed for a quasi-static 
environment as opposed to a digital cellular system, e.g. GSM, which mainly provides outdoor 
urban coverage and international roaming. In other words DECT access does not facilitate 
country wide contiguous coverage but covers the offices, city centres, and railways. Hence the 
coverage area of the system is in principle limited to the coverage of the DECT base station 
which is considered as the user’ s home base. DECT primarily is an access technology, whereas 
GSM is a fully specified system including full mobility management functionality. Therefore 
support of user mobility by DECT, could be made possible through GSM and take advantage of 
the built-in mobility functions of GSM network [Nir 96].
2.4 GSM and DECT in UMTS
On one hand, GSM is rapidly evolving towards fulfilling the UMTS main requirements. The 
provision of the narrow-band services, i.e. low rate data/multimedia type services < 144 kb/s 
services, could be possible through evolution of GSM/DCS within advanced features such as 
HSCSD and GPRS that will make possible the circuit and packet switched based services up to
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64 kb/s and 115 kb/s respectively [Bra 97] and [Ham 96]. Also EDGE will provide service rate 
up to 384 kb/s. On the other hand, much higher data services in circuit and packet switched 
mode could also be supported by DECT. DECT as a fully featured access technology offering a 
wide range of services as described below, could be capable of providing main UMTS services 
[Alb 96] through its seamless integration and interworking with mobile (GSM) and fixed 
networks (CTM/Cordless Terminal Mobility) [ Cri 97]).
DECT
Services up to 384 k b /s
UM TS air-interface
(UTRA) - [Services up to 2 M b /s ]
Services 64 k b /s  upto 144 M b /s
DECT and GSM in UMTS (ETSI’ s point of view)
Enhanced G S M /D C S  
(GPRS, HSCSD), 
Services up to 115 k b /s
Enhanced GSM  
Service up to 384 K b /s
Figure 2- 1,
DECT service capability:
- Connection oriented and Connectionless services;
- Packet data services up to 552 kb/s (error corrected throughput)
- Circuit data services up to 768 kb/s - Data stream services with a LAP (Link Access Protocol) 
for full reliability and flow control;
- Isochronous data services for real-time constant bit rate services (video)
- Asymmetric data services;
- Multimedia messaging services
So it can be seen that a DECT-GSM combination could provide 144-384 Kb/s service rates, 
fulfilling the service rate requirements of UMTS within wide area coverage. This is in line with 
the ITU’ s IMT-2000 and ETSI’ s modular (migratory) approach using some components of the 
existing 2nd generation standards such as DECT and GSM, in addition to a new (revolutionary) 
wide-band air-interface, i.e. UTRA (UMTS Terrestrial Radio Access), which is considered as a 
high-end extension to evolving 2nd generation standard to support higher rate services than 
DECT and GSM [Nir 96], [Nir 98a].
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2.5 Benefits of DECT-GSM combination
DECT and GSM are intrinsically different, but the differences can be viewed as complementary 
and capable of convergence. Bridging the technology gap by integration between two systems 
and introducing a dual-mode terminal can bring significant benefits to both users and operators, 
and therefore create the potential for evolution from current second generation digital cellular 
system to full UMTS.
User point o f view: The customers can have the same handset for use at home as a domestic 
cordless terminal, for the office as a cordless extension from the PBX, and for communication 
in outdoors with extensive GSM coverage and global roaming capabilities. Thus, they gain 
from having access to the wide area mobility and advanced features of GSM from their dual­
mode handsets, whilst still retaining the advantages that DECT provides.
Operator point o f view: GSM network operators can extend the services they offer, particularly 
in office environments where GSM radio may not provide sufficient traffic-handling capacity. 
This is particularly attractive for any mobile operator, whose traffic tends to peak in drive-time 
period when people are going to and from work. During the working hours, traffic levels are 
lower, and unused GSM network capacity could be effectively filled by DECT, offering better 
in-building coverage and also higher rate circuit and packet switched data service suitable for 
multi media services.
2.6 DECT and GSM integration solution
In general four types of integration can be considered between these two systems:
- Geographical integration is obtained when the cellular and cordless part are characterised by 
complementary radio coverage and separated in all other components (physical entities). They 
are actually two different systems with independent networks, numbering schemes, type of 
services, and terminals. The mobile originated call has to follow two different procedures 
depending on which mobile system is employed. The difference will appear at all levels 
including user interfaces. The fixed originated call is routed to the system selected by the 
dialled number, no provisions are made to select automatically the system where (in which 
coverage) the terminating terminal is located. The advantages of geographical integration is the 
extension of cordless service, while reducing cellular traffic in certain areas.
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- At a service integration level the two systems can provide common services. The two 
networks are not different from those of the previous level but their design parameters are 
chosen in order to support at least a common set of services. They can offer the same set of 
services and may be able to supplement the service sets.
- Network integration is characterised by sharing of the network infrastructure and 
functionallites to transparently handle the call routing for a roaming mobile unit between the 
two networks. The Mobile terminated call is routed to the mobile destination with no call 
routing selection by calling party as the mobile user has a unique calling associated number. 
Once a link is established and associated to a call it is treated separately inside each system 
(same number for cellular and cordless user). No handover of live calls is therefore possible 
between the two networks. The common network infrastructure, such as switching centres and 
mobility databases, are supported to result in cost savings in design and network deployments.
- System integration is the maximum achievable level of the integration relationship between 
the two system. Integration at this level makes in all senses the cordless access system a 
component of the cellular network. The cordless coverage is seen by the system as a 
complementary part of the cellular coverage, providing the same set of services with the same 
mobility management functionalities. The two systems share all components except the radio 
access parts that operate in different bands.
Geographical and service integration are of little interest for the 3rd generation system, because 
they represent a level of integration, which may not fully satisfy its main requirements. 
Integration at network level can be taken as a reference, whilst system level integration is the 
ideal reference to fulfil all of the 3rd generation system requirements. Thus in this thesis a 
system level integration between GSM and DECT via GSM a-interface/ ISDN DDS1+ will be 
fully investigated.
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Figure 2- 2, DECT-GSM system integration scenario
DECT Access system GSM network
' ’ ' • D E C T  Air-interface  G S M  A-lnterface   * * '
Figure 2- 3, Stack of protocol in GSM-DECT system integration scenario via A-interface
2.6.1 GSM-DECT integration in residential /  public application
Considering DECT reference model [ETS 95], DECT is capable of connecting to a global 
network such as GSM via the DI reference point, therefore GSM A-interface or alternatively 
an ISDN based interface enhanced with mobility management, such as DSS1+ [ETR 95], could 
be used to connect DECT FPs to GSM MSC. Then all mobility related signalling such as 
registration/de-registration, location updating and authentication, could be performed within
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the GSM network. In this scenario as illustrated in Figure 2- 1, the DECT radio sub-system 
(FP-PP) is seen as BSS-MS. The Inter Working Unit (IWU) in DECT FP, will be responsible 
for translating the DECT network layer messages into GSM layer 3 messages defined at the A- 
interface protocol and therefore keeping each network internal procedures unchanged (see 
Figure 2- 3 ). As far as out-of-call mobility is concerned, roaming between DECT and GSM 
overlaid coverage areas, would require GSM-type location updating. Also call routing to the 
subscriber, currently in DECT, could be accomplished by GSM type interrogation of HLR and 
VLR. In-call mobility, i.e. handover, could be similar to existing inter/intra-MSC handover 
procedures in GSM, i.e. a handover procedure could be executed between a GSM BSC and 
DECT FP. However due to different handover mechanisms in the two systems, inter-system 
handover would be more complex than GSM type handover.
2.6.2 GSM-DECT integration in business application
Business applications of DECT are served by PBXs. In this scenario a PBX could be connected 
to an MSC via the DSS1 interface [ETR 95], where the MSC/VLR would facilitate mobility 
between FPs. Alternatively PBXs (in large business applications) enhanced with mobility 
functions and including a Location Data Base (LDB), could be connected to the MSC via 
DSS1+ (as shown in Figure 2- 2), providing mobility across multiple FPs. Therefore users 
could move freely in these areas without any signalling exchange with the GSM network. This 
way the VLR would contain location information regarding all the subscribers residing in its 
service area and thereby provide mobility within the PBXs connected to the same MSC/VLR. 
Similarly, roaming between PBXs controlled by different MSC/VLRs, would involve the GSM 
HLR. This scenario, enables users to retain the wide range of conventional PBX features whilst 
physically roaming across business sites, factory, offices, across a multi-site private network 
and even GSM coverage. This is one way of realising Virtual Private Network (VPN) concept.
2.7 Integration issues
In a combination of two or more systems, e.g. cellular and cordless, the management of 
mobility would be a more complicated issue than in a single system. In such a system with 
dissimilar networks and air-interfaces, the issues of integration and/or integration between 
networks and the level of integration, particularly affect the registration scheme and location 
management procedures as well as cell selection. Special care has to be taken to design an 
appropriate location updating, call routing and handover, as they could significantly affect the
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performance of the system and thereby the quality of offered services in the combined system. 
The capability and complexity of a dual mode handset will also impact the design of the 
combined system. The choice of each method and option will be a trade off between the 
signalling load, delay, required level of modification, implementation complexity and cost as 
well as the operators requirements.
BTS, Portable Part / Mobile station Fixed Part,
DTA.P/BSSMAF
SCCP
MTP LAPDm
nui
To GSM (BSC)
NWL/MM BSSMAF
DLC
SCCP+
MTPMAC
PHL PHL GSM
r r :
To GSM (MSC)
GSM A ir-interface (Um) DECT A ir-interface (Cl)
Figure 2- 4, Dual mode DECT-GSM handset protocol stack
2.7.1 Terminal and subscription
The issue of a dual mode handset allowing the user to access DECT and/or GSM network and 
services is important. Different types of terminals could be considered.
i - A dual mode terminal capable of functioning in only one mode at a time with manual or 
automatic change-mode control. This type of terminal is basically a combined DECT and GSM 
terminal in one single casing which would require dual subscription for the user. The attach 
procedure can be initiated when coverage for the other is lost. Evidently handover between 
modes will not be possible.
ii - A dual mode terminal capable of functioning in both modes, but one in active and the other 
in inactive mode. Whilst one side is active, the other side could be alert to detect the presence 
of the other system. Hence only one active traffic in one mode at a time would be possible. In 
such a terminal location updating within each system and also handover between modes could 
be a possibility.
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iii - An advanced dual mode terminal capable of functioning in both mode. This type of 
terminal would be capable of functioning in both modes at the same time. Therefore there could 
be two active traffic streams, e.g. one for speech and the other for data transmission. The 
location updating and handover would also be performed between the two modes. A very 
attractive feature of this type of terminal would be service mobility between modes by means of 
initiating a service in one mode then handing over the service to a more suitable system in 
terms of system capability and application.
Another important issue is subscription. A dual mode user could register as a legitimate user in 
the GSM network. Then the HLR would contain all the information related to the user, e.g. 
identification, service profile and location information. However according to the type of 
terminals identified above, different data structures may appear in the GSM HLR and VLR. 
The numbering scheme is also an important issue. Different numbering schemes such as single/ 
personal numbering or dual numbering, could be considered. Various IWPs (Inter-Working 
Profiles) have already been defined within ETSI such as GAP (Generic Access Profile), PAP 
(Public Access Profile) and GIP (GSM Interworking Profile). For example a dual mode 
GIP/GSM compliant terminal as illustrated in Figure 2- 4, could be used to access the GSM 
network both via GSM and DECT radio interfaces where appropriate. It has to be noted that the 
second type of the terminal was considered in this work.
2.7.2 Location management
In systems such as GSM, the location area is the same as the paging area. Thus calls are 
delivered to the user through paging of the entire location area. However in the integrated 
GSM-DECT system, three paging methods could be considered to deliver the call to the dual 
mode user:
i - Page the entire GSM location area (no separation between DECT and GSM coverage) 
including DECT fixed parts located in that location area. This method evidently imposes 
significant and redundant signalling in terms of paging load, since a traffic much higher than 
that of GSM is expected in DECT environments.
ii - Page DECT first, if no response then page GSM. This method while increasing the call set­
up time, would introduce redundant signalling in the network (MSC/VLR).
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iii - Page wherever it is appropriate (page DECT if user resides in DECT location area 
otherwise page GSM). This method requires separation of the location areas as shown in Figure 
2- 5 and proper location updating between GSM and DECT coverage areas, and therefore could 
result in a considerable signalling load in the sense that each time a user crosses the boundary 
of the coverage (GSM or DECT), location updating has to be performed. Despite the increase 
in signalling load due to increased number of location updating, this method seems to be the 
most suitable approach. So in this work paging and location area are considered to be the same. 
A DECT location area could be defined to be a set of RFPs or CCFPs depending on the 
application and size of cells. The location updating could be accomplished by a GSM type 
mechanism.
Figure 2- 5, Separation of location area in integrated system 
2.7.3 Signalling load
In principle DECT FPs would be installed in indoor areas such as business offices, public 
places and outdoor city centres, where a traffic much higher than urban open areas would be 
expected. As far as mobility management is concerned, location updating is an intensive source 
of signalling load. Basically the number of location updates is directly dependent on the 
location area size, and the number of users in the system. According to the user mobility 
behaviour, each time a dual mode user crosses the boundary of the DECT system, i.e. leaves the 
indoor areas such as an office, railway station, residential places and enters into the GSM 
coverage area, in order to receive incoming calls, it has to perform the location updating 
procedure. Hence in a DECT-GSM integrated system, with the coverage ranging from high user 
density environments (see Table 2- 1) with low mobility to low user density areas with high 
mobility, significant signalling traffic, particularly due to mobility management procedures are 
expected thereby degrading the performance of the system. Therefore as in any other integrated 
system architecture, one of the main problems to tackle in GSM-DECT integration, would be 
the reduction of signalling load in order to maximise the capacity (number of supported users) 
and service coverage, and to minimise the number of links.
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System Erlang/
terminal
Traffic density Environm ent
DECT[ETS 95] 
Residential
0.05
E/terminal
150 E/km2 suburban house 
Cell size: 30-100 m
DECT[ETS 95] 
Public
0.1
E/terminal
900 - 5500 E/km2 
(Heathrow airport)
Raiiway/shopping centre- localised peak 1 user/20 m2 per floor 
Ceil size: 30-300 m
DECT[ETS 95] 
Business
0.2
E/terminal
3000-10000 E/km2 3 floor suburban building- localised peak 1 user/20 m2 per floor 
Cell size: 30-200
DECT [ETS 95] 0.1
E/terminal
City centre (urban) 
Cell size: 50-500 m
GSM [Hei 91] 0.05
E/terminal
225 E/km2 Global coverage 
Cell size: 3-35 km
PCS [Hel 91] 0.1
E/terminal
3600 E/km2 City centre (urban) 
Cell size: 1 -3 km
Table 2-1, Comparison between different DECT applications, GSM and PCS traffic
2.8 The proposed scenarios
2.8.1 Dedicated/non-dedicated MSC for DECT
As explained earlier, significant signalling load due to user mobility patterns could be imposed 
on the GSM network and in particular on GSM MSCs. Therefore in the GSM-DECT 
integration scenario it may be necessary to allocate a dedicated MSC as shown in Figure 2- 6 to 
serve all the attached DECT systems in particular areas. This approach will help reduce 
signalling overheads on GSM MSC’s which serve their own BSSs as well. Nevertheless, 
allocating a dedicated MSC to serve only DECT systems would have implications as follows:
- location updating from GSM to DECT and vice versa would be considered as location 
updating between two service areas and therefore involves the HLR. Since DECT has small cell 
sizes and therefore small coverage areas, and high traffic density, the signalling load generated 
by location updating will introduce a significant load on the HLR and may result in degradation 
of the system performance.
- handover between DECT and GSM would be considered as an inter-switch handover, and 
each handover between two MSCs would involve the VLR, i.e. in order to allocate a handover 
number. Hence more complicated and slower handover than an intra-switch handover would be 
expected.
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The choice of the best solution, i.e. dedicated or non-dedicated MSC for DECT, needs to take 
into account the load trade off between the MSC and HLR and also the complexity of handover 
and delay as well as signalling traffic and load in the integrated system for the two cases.
Figure 2- 6, Dedicated (left) and non-dedicated (right) scenarios
2.8.2 Double location updating
To minimise the signalling load on the GSM network, an alternative location updating 
procedure is proposed. Using a new location updating strategy, i.e. double location updating, in 
conjunction with the two newly proposed messages namely Connect and Disconnect, signalling 
load due to location updating while roaming from DECT to GSM coverage can be reduced. 
Since the GSM system offers wide and contiguous coverage, for most of the time the dual­
mode terminal would be able to communicate with GSM BTSs even when the user is within the 
coverage area of the DECT system. Therefore it may not be necessary to update location 
information within the GSM. In other words, whilst leaving DECT coverage areas, users will 
find themselves in the previously updated GSM location area. Therefore the 
Connect/Disconnect procedure (newly proposed as illustrated in Figure 2- 8), could inform the 
network about the users current position and calls could be routed according to this information 
via either DECT FPs or GSM BTSs. This approach requires multiple location updating scheme. 
It has to be noted that this scheme is more applicable to DECT-GSM direction roaming, since 
whilst leaving DECT coverage, user will be detached from DECT. Hence in the other direction 
normal GSM location updating will be required. However saving DECT LAI in Dual-mode 
Identity Module (DIM) may prevent the need for this type of location updating if the user roams 
to the same DECT location area. The impacts of double location updating on VLR and HLR are 
shown in Figure 2- 7, and details of this scheme are explained in [Nir 98a].
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a) GSM & DECT coverage
Single Location Updating
Non-dedlcated Dedicated
HLR ADD=VLR
VLR DECT LA2
HLR ADDs VLR HLR
ADD=VLRD
VLR DECT LAI VLR0 DECT LA1
VLR0 -
HLR ADD=VLR HLR
ADD= VLR0
VLR GSM LA VLR D -
VLRQ GSM LA
HLR ADD=VLR
VLR„ DECT LA2
VLRa -
Double Location Updating
Non-dedicated Dedicated
HLR ADDs VLR
*
VLR
DECT LA1
GSM LA
HLR ADDs VLR
VLR
*
-
GSM LA
HLR ADD=VLR
*
VLR
DECT LA2
GSM LA
VLR,, : GSM VLR  V L R „ : D E C T V LR  Flag in HLR and V LR
Figure 2- 7, Impacts of scenarios on VLR and HLR
* ADD=VLRD
ADDs VLR0
VLR„ DECT LA1
VLR GSM LA
HLR
*
ADDs VLRd
ADDs VLRn
VLRD -
VLR0 GSM LA
HLR
ADDs VLR
n
ADDs VLRa
VLR0 DECT LA2
VLR0 GSM LA
Considering the user mobility pattern and frequency of location updating between DECT and 
GSM, this scheme would help reduce the signalling load considerably in the integrated system, 
in the sense that the number of messages and SS7 octets in this method (see Table 2- 2) are 
much less than for normal GSM location updating. The only drawback of this scheme is that the 
size of information in the VLR and HLR are increased. Additionally a DIM needs to store two 
sets of location area identities regarding GSM and DECT at the same time.
Procedure No. of messages - 
Length (SS7 Octets)
GSM location updating (same VLR/non-dedicated scenario) Max. 9 MSG - 406 Octets[8]
GSM location updating (different VLR / dedicated scenario)) Max. 15 MSG - 1116 Octets[8]
Connect/ Disconnect non-dedicated scenario) 2/1* MSG, - 101/58 Octets
Connect /  Disconnect Dedicated scenario) 6/4* MSG - 303/202 Octets
*: Similar to GSM attach/detach message, the connect/disconnect message could go as far as HLR or only 
upto VLR. Therefore the number of messages vary accordingly.
Table 2- 2, Comparison of GSM location updating and Connect procedure
b) GSM only coverage
C ) GSM & DECT coverage
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Figure 2- 8, Proposed Connect / disconnect procedure for DECT to GSM Location Updating
2.8.3 Cell selection
In the integrated DECT-GSM system there exist different conditions at power on time. Figure 
2- 9, illustrates various situations that may occur in the overlapped coverage area. Depending 
on the availability of system coverage, i.e. GSM and/or DECT coverage, different procedures 
could be initiated when a dual-mode handset is powered on. Due to higher service quality and 
support of high density traffic as well as higher data rates, it may be desirable to select the 
DECT system, even when both systems are available. Figure 2- 9, illustrates various situations 
that may occur in the overlapping coverage area. Depending on the scenarios, normal and 
double location updating the cell selection procedure will be different. Figure 2- 10 and Figure 
2-11, illustrate the selection procedures in both cases.
i)- Both GSM and DECT have coverage, and the dual-mode terminal can transmit on either of 
system. This could be the case when a user resides inside a building located in an area where 
the GSM has also a good coverage.
ii)- Only the GSM system has coverage and the dual-mode terminal cannot detect any DECT 
system coverage. This is the case when the user resides in urban outdoor areas or motorways, 
etc.
iii)- Only the DECT system has coverage and the dual-mode terminal is not able to detect GSM 
coverage. This could be the case when a user resides in indoor areas, and the GSM does not 
provide an adequate coverage.
34
Chapter 2 Network integration
Figure 2- 9, Different situations of coverage availability
For example in case (i), a dual-mode terminal, could detect the presence of both systems. Since 
the DECT system is preferred, first DECT and then GSM cell selection followed by location 
updating would be performed. Then a flag in the HLR and/or VLR depending on 
dedicated/non-dedicated scenario would be set and the GSM side would stay in idle mode 
listening to the BCCH (Broadcast Control Channel). Therefore incoming calls would be routed 
via the DECT side. On loosing the DECT coverage, through Connect/Disconnect procedure the 
user will connect to GSM and automatically detach from DECT. Then the flag in the HLR 
and/or VLR will be re-set to the GSM and therefore GSM side would be active and the DECT 
side will be on alert for availability of DECT. However there may be some cases, i.e. walking 
along the street, where DECT systems installed inside the building, provide acceptable 
coverage and GSM also has good coverage. In this case repeated numbers of location updating 
or handovers between DECT and GSM may occur thereby increasing the signalling load in the 
integrated system. This problem could be tackled by the same mechanism as defined in GSM 
2+, i.e. C2 parameters [Fer 96], proposed for multi-layer cell structured system. A speed based 
cell selection and re-selection could also be another option.
Figure 2- 10, Cell selection (normal method)
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Figure 2-11, Cell selection in double location updating technique 
2.8.4 Location updating
In order to receive in-coming calls in a visited DECT system as well as in the areas which are 
not covered by the DECT system, some information regarding the location of a roaming user is 
required in the network. Therefore the position of the users must be specified up to the level of 
the location area. Two types of location registrations can be performed.
- User initiated location updating by pushing a special button, if the user desires to receive the 
calls in the visited area, i.e. GSM location area when the user resides in urban areas and DECT 
location areas when the user resides in DECT coverage, e.g. business offices. This is applicable 
in type (i) dual mode handsets.
- Automatic location updating, when the dual-mode terminal receives a new LAI different from 
the old Location Area ED, indicating that PP/MS is out of registered or updated coverage areas, 
thus should immediately perform location updating, and inform the network of its new position 
and update all the information regarding the user in the VLR. Then a roaming number or
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temporary identity will be allocated to the user by the network (i.e. network identity 
assignment, TMSI (Temporary Mobile Subscriber Identity) in GSM and TPUI (Temporary 
Portable Unit Identity) in DECT). The size of the DECT location area may vary from a single 
cell to several DECT fixed parts, depending on paging signal loading. As far as the PP side of 
the dual-mode handset is concerned, DECT LAs are defined as the ARI (Access Right Identity) 
part of RFPIs depending on the structure of the RFP. This identity is broadcast continuously all 
over the coverage area on the MAC A-field data. As soon as this information changes, the PP 
has entered into a new location area and has to perform location updating. In the GSM network 
the LAI is broadcast in the BCCH and the location updating procedure is defined in the GSM 
recommendations [Mou 97].
As far as out-of-call mobility is concerned, i.e. no calls in progress, according to coverage of 
two systems different cases are to be considered. These cases are shown in Figure 2-12. Figures
2-13 and Figure 2- 15 illustrate the details of location updating in the form of a flowchart. 
Figure 2- 14 and 2-16, also specify the location updating procedures while roaming from 
DECT to GSM and vice versa.
Figure 2- 12, Left: different roaming cases in single MSC for DECT and GSM scenario, Right: 
different roaming cases in dedicated MSC for DECT scenario
a) roaming from DECT to GSM, b) roaming from GSM to previous DECT c) roaming
from one DECT location area to another DECT location area, d) roaming from GSM to a new 
DECT location area f)  roaming from a GSM location area to a new DECT system which 
located in another GSM location area coverage g) roaming from one GSM location area to 
another to another GSM location area h) roaming from one DECT location area to a new 
GSM location area i) roaming from one DECT location area to a new DECT location area 
within a new GSM location area
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Figure 2- 13, Location Updating procedure when user resides in DECT coverage
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Figure 2- 14, DECT to GSM Location Updating signalling procedure 
(non-dedicated scenario)
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- M S performs normal G SM  
location updating;
- N ew T M SL L A I are stored 
in DIM;
- PP remains on the watch
for and D E C T coverage (reading 
Q  and N channel);
M S informs IWF;
IW F orders PP to change the status 
PP sends special attach to DECT; 
IW F orders M S to change the 
status (inactive mode);
In the V L R  D E C T  related info, are 
set (flag set);
i - PP remains as active one;
-M S  (inactive) is on 
the watch and keeps 
listening to B CCH ;
- M S informs IWF;
- IW F orders PP to change the status;
- PP performs normal D E C T 
location updating;
- IW F orders M S to change status 
(inactive mode);
- N ew  TPUI, LA I are stored in DIM;
- In the V L R  D E C T  related info, flag 
is set;
Figure 2- 15, Location Updating procedure when user resides in GSM coverage
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Figure 2- 16, DECT to GSM Location Updating signalling procedure (dedicated MSC for
DECT)
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Figure 2- 17, DECT terminated call routing, to GSM (non-dedicated MSC for DECT)
2.8.5 Call routing
Basically an incoming call to a dual-mode user, could be directed to the home network, i.e. the 
GSM network, through a GSM type interrogation. Since the position of the user within GSM or 
DECT is known by the network up to the level of the location area, the incoming call could first 
be routed to the visited/serving MSC/VLR and then the specific location area would be paged 
by TMSI (Temporary Mobile Subscriber Identity) in GSM or TPUI (Temporary Portable Unit 
Identity) in the DECT coverage area. In the single location updating scenario, regardless of 
dedicated/non-dedicated option, call routing will be performed as the normal GSM call routing 
procedures. However in the case of double location updating, depends on the different 
scenarios, i.e. dedicated/non-dedicated, the HLR could point to a single VLR or two VLRs. In 
the former a flag in HLR will distinguish active and inactive modes and therefore route the call 
to the appropriate VLR and in the later case, a flag in the VLR will identify the appropriate 
location area. It has to be noted that the dual-mode user would be identified by the GSM type 
identity (MSISDN) within an integrated system. But all the information specific to DECT, such 
as LAI, TUPI, IPUI, and etc, could be translated to a GSM compliant understandable format in
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the DECT IWF. Figure 2- 17 and Figure 2- 18 illustrate the signalling procedures for DECT- 
terminated calls within non-dedicated and dedicated scenarios.
2.8.6 Attach and detach
The attach procedure offers the possibility of marking the relevant EPUI/IMSI (International 
Portable Unit Identity/ International Mobile Subscriber Identity) as active within the coverage 
area of DECT or GSM in which the user resides. The reverse procedure is Detach, which 
reports the PP/MS as inoperative as a result of loosing coverage. In the integrated system the 
user will inform the network whether it is ready to receive incoming calls through the specific 
system, i.e. GSM or DECT resources. Since DECT does not provide continuous coverage, there 
will be occasions such as between two DECT system coverage areas or areas that are not 
covered by DECT (urban environments) that the dual-mode user will not be able to receive or 
transmit during this period using the DECT infrastructures (RFP). A detach from DECT 
followed by Connect to GSM, will enable the user to transmit through the GSM infrastructure 
(BTS). When the user re-enters into a new/old DECT system, even when GSM coverage is
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available, due to system selection preference, a location updating will enable the user to attach 
to the DECT system, whilst remaining an inactive GSM user.
2.8.7 Modifications
A  new mobility management message group in the protocol discriminator field, would 
distinguish a normal location updating from the proposed location updating procedure as 
illustrated in Figure 2- 19. Three new messages (Connect Req, Connect complete, Disconnect 
Req) could be defined as new message types. It has to be noted that there exist two MAP 
(Mobile Application Part) messages, i.e. ATTACH IMSI and ATTACH CONFIRMED between 
MSC-VLR and VLR-HLR, which could be used in a new location updating procedure with 
only minor modification.
bit 4 3 2 1
0 0 0 _ reserved
0 0 1 1 Call control
0 1 0 1 mobility management i
0 1 1 0 radio resources management <
1 U 0 1 SMS messages >
1 0 1 1 non call related SS messages i
1 1 0 - reserved *
1 1 1 1 reserved for test procedure
0 1 I I new mobility management 1
fo r  DECT-GSM interworking ■
'  .  , ■
-  ..
i
Information element Length
Protocol discriminator
Transaction Identifier 2
Message Type
Mobile station calssmark 1 1
Mobile Identity 1-9
8 ^ „  5 4 3 2 - 1  
'
Transaction Idendfie Protocol discriminator TF i
0 N(SD) Message Type
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Figure 2- 19, Required modification in GSM (DTAP messages)
2.9 Conclusion
In this chapter the issues involved in DECT-GSM integration, have been identified and a 
number of solutions have been proposed. Within the proposed integration scenario, location 
management, call routing, cell selection and handover have been investigated and signalling 
message sequences were identified. In the integrated DECT-GSM system, significant signalling 
traffic, particularly due to the mobility management procedure is expected, thereby degrading 
the performance of the integrated system. It has been shown that the proposed dedicated MSC 
scenario could reduce the load on the GSM MSC, but on the other hand it has some 
implications in terms of location updating and handover. Additionally the proposed double
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location updating mechanism could also reduce signalling load due to frequent location area 
crossing in the integrated system. More detailed investigation of the signalling load issue in 
such systems will be carried out in Chapter 6 of this thesis. The level of modification to the 
GSM system has also been discussed. The choice of the best solution will need to take account 
of some other aspects such as complexity and cost. It can be concluded that by considering the 
proposed solutions, the combination of GSM and DECT access, makes it possible to offer 
cordless and cellular services to meet most of the third generation PCS requirements. The 
DECT system can also be deployed and supported on the infrastructure side by fixed network 
IN(CTM) offering a mobile access to the fixed network. Furthermore, since the GPRS network 
is currently being considered as a strong candidate for the UMTS core network, DECT-GPRS 
integration could yet be an attractive option/migration path to fulfil the third generation PCS 
requirements.
Finally, the issues addressed here are those that apply to any integrated system in HCS, and the 
proposed methods could be applicable in all such systems. Hence, these methods can be 
incorporated into the current standardisation activities on system integration, in order to reduce 
the imposed signalling loads in integrated systems.
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CHAPTER 3
HANDOVER TRIGGER AND INITIATION 
ALGORITHM IN HCS
3.1 Introduction
This chapter evaluates the handover performance in Hierarchical Cell Structure (HCS )/ a 
multi-layered cellular architecture, where differences in the system characteristics such as 
propagation loss, coverage, mobility pattern and cell sizes, dictate new challenges in designing 
the appropriate handover algorithms. Various hard handover algorithms are proposed between 
pico and micro cells, where each layer exploits different air-interface architecture over separate 
frequency spectrum. In order to choose an appropriate handover algorithm, a generic 
mathematical model is proposed and used to evaluate handover statistics such as first time and 
unnecessary handover probabilities, handover position and the mean number of handovers. 
Furthermore the impact of various parameters such as threshold, hysteresis margin, averaging 
window size on handover performance are examined. The results of the mathematical model are 
also compared with computer simulations for first time handover probability and position. 
Additionally, the performance of indoor-to-outdoor handover, i.e. overlaid pico-micro cell, is 
evaluated. Finally, novel methods are proposed to improve the handover performance statistics 
in terms of the reduction of mean number of handovers and the accuracy of handover position.
Figure 3- 1, An example of a multi-layer cell architecture in 3rd generation system
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T,
t2
T3
Figure 3- 2, Handover initiation design consideration’s 
3.2 An overview of handover concept
Proper design of handover algorithms are critical for mobile communication systems, since they 
have a great impact on the radio resource, network control and overall system performance. The 
main challenges in handover design concern achievements of the accurate handover position, 
reduction of mean number of handover and handover failure probability. Handover procedures 
involve the radio system as well as network resources to set up a new traffic stream. Hence 
minimising the mean number of handovers will reduce the signalling load, both on the air- 
interface and terrestrial links as well as improve the quality of service. However handovers are 
necessary to ensure the link connectivity and quality of connection. Applying improved 
mechanisms may reduce the number of handovers but in return impose other drawbacks such as 
additional delay to the handover initiation. In principle, in a single-layer system, as illustrated 
in Figure 3- 2, the averaged signal strength of base station 1 decreases, as the mobile moves, 
whilst the averaged signal strength of base station 2 increases as the mobile approaches it. 
Ideally one. handover is required at point X 0. However due to fluctuation in signal level caused 
by fading, it is difficult to handover at this optimum point. Various handover criterion have 
been proposed. The Relative Signal Strength (RSS) algorithm, chooses the strongest received 
base station at any time. The decision is based on averaged measurement samples of the 
received signal. This method has been shown to stimulate too many unnecessary handovers, 
[Pol 96] when the current base station signal is still adequate. The RSS plus threshold algorithm 
allows a user to handover only if the signal is sufficiently weak (less than a defined threshold). 
The effect of the threshold depends on its actual value compared to the signal strengths of the
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two base stations at the point where they are equal. If the threshold is higher than this value, 
e.g. Tlt this scheme performs exactly as the RSS and handover occurs at position A , i.e. early 
handover. If the threshold is lower than this value, e.g. T2, the mobile will delay handover until 
point B. In the case of T3, the delay may be so long that the mobile drifts far into the new cell. 
This reduces the quality of connection and may result in a dropped call. In addition, late 
handover causes additional interference to co-channel users. Hence this scheme effectively 
creates overlapping cell coverage. The RSS plus hysteresis algorithm allows users to handover 
only if the new base station is sufficiently stronger (by hysteresis margin h}), than the current 
one. In this case the handover will occur at point X }. This technique prevents the so called ping- 
pong effect, i.e. the repeated number of handovers between two base stations caused by rapid 
fluctuation in the received signal strength from both base stations. The first handover however 
may be unnecessary if the serving base station is sufficiently strong. In RSS plus hysteresis plus 
threshold a user handsover to the new base station only if the current signal level drops below a 
threshold and the target signal is stronger than the current one by a given hysteresis margin. As 
shown in Figure 3- 2, the handover will occur at point X }, if the threshold is either Tj or T2, and 
will occur at point C if the threshold is T3 [Pol 96].
The applicability of these schemes have been studied in the literature only for the cells of the 
same size in a single layer system. However in Hierarchical Cell Structures (HCS), i.e. overlaid 
macro, micro or pico cell, the choice of an appropriate criteria for handover happens to be more 
complicated. This highlights the need for a thorough investigation of handover algorithms and 
their performance in HCS.
3.3 Handover phases
After the initial radio resource is allocated, the system has to ensure the continuity of its 
provision when the mobile moves across different base stations. This feature is generally 
achieved by the provision of handover. The handover process involves three successive phases 
which are discussed following:
- radio measurement
- initiation and trigger
- handover control
This chapter focuses on measurement and initiation phases of the handover process. The 
handover control is investigated in depth in the next chapter (4).
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3.3.1 Measurement
Based on signal measurement, a handover decision is made and then initiated. The terminal 
continuously measures the signal level in the current channel and compares it with others in the 
different channels. The interval between measurements, is a trade-off between power 
consumption and processing time in the terminal on one hand and the handover delay due to 
initiation and synchronisation on the other hand. Based on the measurement results a handover 
decision is made by the handset, network or an association between them, depending on the 
handover control mechanism, i.e. MCHO (Mobile Control Handover), NCHO (Network 
Control HandOver), MAHO/NAHO (Mobile/Network Assisted Handover). The handover can 
be triggered either by the signal strength falling below a threshold level, or by detecting a large 
power budget from an adjacent base station. It can also be triggered by poor signal quality or 
an excessive timing advance (too far from a base station). Many variations in the handover 
algorithm are possible. However the choice of each method would depend on the characteristics 
of the system. It can also be the subject of proprietary implementation by individual 
manufacturers and network operators.
In this study, a dual-mode terminal is assumed to be able to measure two systems continuously 
and switch between them accordingly. The terminal could function as two independent 
handsets with a direct interface. While one side serves an active call in one layer, the other one 
is on alert for information indicating presence of an alternative layer. This allows the terminal 
to access the alternative air-interface preceding the handover procedure. Some interworking 
functionality would be required in the dual-mode terminal to translate the information coming 
from two different systems.
3.3.2 Handover initiation and trigger
The handover may be triggered because of:
i) change of base station, frequency band or time slot due to signal quality degradation and 
interference, in order to provide a service with better quality of service,
ii) change of base station, frequency band or time slot due to the mobility of the user in a multi­
cell environment, e.g. lack of continuous coverage could initiate the handover procedure, where 
the user with a call in progress, crosses the border of coverage area.
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iii) A change of base station, frequency band or time slot due to traffic overflow, e.g. a traffic 
management reason could, force some calls camped on a micro-cell, to be handed over to a 
pre-determined pico-cell system. In other words in certain dense areas, in order to increase 
the service quality offered by the micro-cell network and minimise congestion, handover 
could be forced from micro to pico-cell system (if pico-cell coverage is available). This is 
described in Chapter 7.
M---------------- ► ------------ ►
Micro-cell radius Pico-cell BSS distance from Micro-cell BSS
Figure 3- 3, Two layers micro-pico cell architecture
Figure 3- 4, Received signal levels from pico and micro cell BSSs 
3.4 Handover in overlaid pico-micro cells
Pico-cell based systems, are low power systems, specially designed for quasi-static 
environments, supporting cells ranging from a few tens to a few hundreds of meters, therefore 
providing high traffic capacity. On the other hand, micro-cell systems are suitable for higher 
mobility, covering cell sizes ranging from a few hundreds to few kilometres, and support lower 
traffic density environments. It would be difficult to identify an appropriate pico-micro cell 
handover algorithm and initiation criteria, where the two systems have different characteristics. 
Various criteria can be considered. C/I cannot be a suitable initiation criteria since the two 
systems are assumed to operate at different frequecies. Another handover initiation criteria
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could be comparison of the quality of links by measuring the BER. But the BER measurements 
are not always feasible, since a sufficient number of bits should be collected and this may cause 
a significant and intolerable delay in the handover initiation. An instantaneous estimate of BER 
can also be made by measuring the received Signal-to-Noise Ratio (SNR). But direct 
comparison of SNR of the two systems which exploit different modulation and coding, may not 
be a reliable criteria for initiation. Since the main reason to initiate pico to micro cell handover 
is considered to be the loss of coverage, therefore the power levels received by the dual-mode 
terminal may be used as the most suitable handover initiation criteria. However as the 
monitored signals come from two different systems, and the variation of their levels are totally 
dissimilar, the measured signal levels cannot be directly compared. Hence the relative signal 
strength is difficult to be used as a handover initiation criteria. Additionally, the path loss 
variation of the two received signal strength are dissimilar. As shown in Figure 3- 4, due to path 
loss, the received signal level in the pico-cell shows about 80 dB variation, whereas within the 
same distance in the micro-cell, the variation is less than 10 dB. Also the signal level received 
in the dual-mode terminal is dependent on the location of pico-cell BSS relative to position of 
the micro-cell BSS. Hence, hysteresis level may not be suitable as a handover initiation criteria. 
In single layer handover, prior knowledge of the crossover signal strength between two base 
stations is required to define the hysteresis margin. Hence, a threshold-only based handover 
algorithm will be impractical. In contrast, in a pico-micro cell system, since there is not such a 
situation, i.e. crossover point, threshold-only based handover could be applicable. Hence a 
threshold based handover algorithm is proposed [Nir 98c] and modelled as:
{ [  rPico(x) < T i ]}  and {No pico} and { [  r,nicro(x) >  T2 ] }  and
  _  _  (1)
{  Vmicro(x) =  m ax [  r i ( .v ) ,  . . .  ,  r*(x) ]}',
where rPico(x) and rmkro(x) are the average signal levels received from the pico and micro cell 
BSS and T] and T2 are the pico and micro cell handover threshold levels respectively. 
Therefore handover is initiated when rPko(x) falls below the threshold level, the micro-cell
signal rmicro(x) is the strongest among the micro-cell ranking list and higher than the micro-cell 
handover threshold level, and also, there is no pico- cell coverage available to perform pico to 
pico cell handover (see Figure 3- 5).
The micro to pico cell handover can be based on two different algorithms (as shown in Figure
3- 6 and Figure 3- 7) depending on availability of pico-cell coverage. In the first algorithm,
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handover is initiated if the pico-cell signal level is higher than the handover threshold, 
irrespective of the signal level of micro-cell. However, it could be more appropriate, if the call 
initiated in a micro-cell, remains and terminates in micro cell then terminal switches to a pico- 
cell system. In the second algorithm, a micro to pico handover is initiated if the micro-cell 
signal strength is lower than handover threshold and signal strength of pico-cell is higher than a 
threshold. A network forced handover due to traffic overflow is also possible. This is discussed 
in chapter 7. Two different algorithms are modelled as follows:
Algorithm 1 - {pico exists } and { [  r Pko(x) > T } ] }
Algorithm 2 - {pico exists} and { [  r mkro(x) < T2 ] }  and { [  rPico(x) > T j ] }
(2)
(3)
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Figure 3- 6, Micro to pico cell handover algorithm (algorithm 1)
Call in progress
micro-cell signal strength measurements 
1
micro to micro 
Handover
Call Dropping
Figure 3- 7, Micro to pico handover algorithm (algorithm 2)
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3.5 Handover analytical model
In principle the signal is characterised by path loss, fast fading and slow fading components. 
Considering the short correlation distance of fast fading (multi-path), it could be assumed that 
the effect is averaged out. The signal received by the terminal, due to the slow fading 
(lognormal shadowing fluctuation), could be assumed as a random variable with lognormal 
distribution [Zon 96a].
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P (r (x ))  =
V27CO,
(4)
where P(r(x)) is the probability density function of the signal level received by the terminal 
from the pico and micro cell base stations. Also O  s denotes the standard deviation of 
shadowing. J±(x) is the average signal level due to path loss which can be calculated from the 
path loss model.
Models given in [Fap 92] and [Hat 91] (empirical HATA model) are used, to present the path 
loss characteristics for pico-cell and, micro-cells.
L-n lO log10(x) x e (0 , Rpico-cel) (5)
— K] - K.2 logio(D±x) D  e (0, Rtnicro-cell) (6)
where R miCro and RpiCo denote the cell radi, x is the distance from pico-cell base station and D is 
the pico-cell base station’ s distance from micro-cell base station within the cell coverage. The 
Kj, K2 ,L  and n are the path loss parameters which vary according to the frequency band, base 
station antenna height and the environment.
Due to correlation properties in shadowing environment, the value of two consecutive samples 
are related. The correlation function of slow fading is given as following in [Gud 91b].
R(z) = a%e
(7)
y -  e
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|Ad| =V. | x | represents the distance between two consecutive measurement samples and V 
denotes the user speed. xc is the effective correlation distance of the shadow fading and y is the 
correlation coefficient of two consecutive x and (x-V.%) samples. Then a more appropriate 
approach of Eq. (4) according to [Pap 65], which defines the pdf of two fading sample due to 
shadowing at |Ad| distance can be expressed as:
1  ,  ( r ( x ) - y . r ( x - v . t ) ) 2 ( g )
P(r(x)/ r(x- v. x)) = — — -----------------( 20+ 1-72)
a,V27t(l-y )
3.5.1 First time handover probability
The first time hanover probability refers to the very first handover occurrence in pico-to-micro 
or micro-to-pico direction. To analyse the handover probability and handover position in pico 
to micro cell direction the following model based on Eq. (1), is proposed:
PFHO-M2P (x) “  PfiO  detectiont (x) . [P H O  candidate (x) - Ptarget (x)J. Ppico (x) ( 9 )
where
PHO detection (x) =  P { [  Vpico(x) < PicO HO threshold ] }
P h O  candidate ( x )  — [ Tmfcro(x) ^ YYliCYO HO threshold ] }
Ptarget (X ) = P {  r,n icro (x) = max [ n (x ) ,..., r«(x) ] }
( for simplicity P^ get (x)= 1 is assumed)
0
Ppico ( x )  = [(1 “  PHO detection ( X  ))+ ( 1 -  PHO candidate ( X  ) ) - (  ( 1 -  PHO detection ( X  ))(/" PHO
x’-x —A t.v 
candidate ( x 9 ) ) )  ]
where PH0 detectiont (x), [ P h o  candidate (x).Ptarget (x)] and Ppico (x) denote the probability of handover 
detection, the probability that one of the micro-cell BSSs is chosen as the handover candidate 
and the probability of still being assigned to a pico-cell (to calculate the probability of first time 
handover) in position x respectively. Ideally, one handover is desirable at the edge of coverage, 
however due to rapid signal fading, early or delayed handover may still occur.
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The handover in micro-to-pico cell direction also based on Eq. (2) and Eq. (3), can be 
modelled as follows:
Algorithm 1 -  P FH O -M 2P ( x )  —  PHOcandidate (x). Pmicro (x) ( 1 0 )
Algorithm 2- PfHOC-M2P ( x ) —  PHOdetection (x) . [P HOcandidate (x). P targ (x)]. P micro (x) ( 1 1 )
where
P H O  delection (x) -  P { [ rPico(x) > HOtfiresh0id(pico) ] }  ( fo r  method 1)
P h o  detection M  = [P {  [ r ,n i c r o ( x )  <  H O  'threshold (micro) ] }  (for method 2)
PHO candidate (x )  — [  P  [  Vpico(x) ^  H O  threshold ( p i c o )  \ }
Pfarg (x )=  p{ rPico(x) -  max [ n ( x ) , ..., r«(x) ] }
( for simplicity Ptarget (x)= 1 is assumed)
0
P micro ( x )  =  J ~ J [ ( 1 — PHO detection ( * ’ )  ]  ( fa r  algorithm 1 )
x’=x-A t.v
0
P  micro ( x )  =  ntd -  P m t o e c m  ( X ' ) ) +  (1~ PHO candidate (  % ))~  ( T  PHOdetection (  %  ) )
x,=x-A t.v
( 1 -  P h o  candidate (  x * ) )  ]  ( fa r  algorithm 2)
where PHo detection (x), [ P h o  candidate (x). Ptarget M l  and Pmicro (x) denote the probability of handover 
detection, the probability that one of the pico-cell BSS’ s is chosen as the handover candidate 
and the probability of still being assigned to a micro-cell (to guaranty the probability of first 
time handover) in position x respectively.
3.5.2 Unnecessary handover probability
A  handover is considered as unnecessary, if another handover in opposite direction 
subsequently occurs. The probability of unnecessary pico-to-micro handover is defined as:
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PUhM\p(x) = PhM\p(x). P h p ^ x + v A t) (12)
The probability of handover back to a pico from a mico-cell after time At is expressed by:
T1 i r (n (x )-[ li(x + v .A f))2. ( 1 3 )
PhP]M(x + v .A t ) - ( l -  j 202 ^
3.5.3 Mean number of handovers
Since the received signal levels from both base stations fluctuate rapidly due to fading, e.g. 
shadowing, a number of repeated handovers may occur and cause a so-called Ping-Pong effect. 
Minimising the expected number of handovers, i.e. ideally to one handover, minimises the 
redundant signalling load, both in the radio and terrestrial links. The mean number of 
handovers, E [Ph] can be expressed as:
E [P h ] =  X Ph(i) =Ppfk-l)PhmF(k)+PM(k-l)P h M k )
i =1
Pp (k ) - [P P ( k - l ) ] [ l -  PhmP(k )]+ [P M (k -l) ] [P h PM ]  (15)
where Ph denotes the total number of handovers which may occur when leaving the pico-cell 
coverage. Then PP(k -l)  and PM(k - l)  represent the probability of still being assigned to pico and 
micro-cells in the (k-1)th interval respectively, where PP(0)=1  and PM(0 )-0 . PhM\p(k) and 
Php\\i(k) are the probabilities of handover in micro-pico and pico-micro directions in the kth 
interval (k- 1 ,2,,.., 2R/n, and n is the minimum distance in relation with user speed, in which 
more than one handover cannot be expected) respectively.
3.5.4 A veraging window size and shape
A well-known method to reduce the unnecessary handover probability and the mean number of 
handovers is averaging the received signal over a long time to remove fluctuation due to 
shadowing. The choice of window size and sampling rate is based on a trade-off between 
reducing handover rates and increasing handover delay that may result in call dropping. 
Introducing a hysteresis value would also help to reduce the number of unnecessary handovers 
but at the same time will cause delay and may also result in call dropping. The effect of 
window size was studied and defined by using following notation [Zha 95]:
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c 2 = 21 /-1 + 2X (1
2 N-l (16)
N
where a» and a  denote the standard deviation due to shadowing before and after averaging
measured samples. This equation can be applicable for both pico and micro-cell systems. It can 
be seen that increasing the number of samples, reduces the effective shadowing standard 
deviation. This would imply reduction in the mean number of handovers as well as unnecessary 
handover probability.
3.6 Numerical results and discussions
In order to simplify the analytical model, a system, consisting of only one micro and one pico- 
cell base station with 3 Km and 300 meters cell radius respectively, and a dual-mode terminal 
moving from the centre to the edge of the cell along a straight line at constant speed V, is 
assumed. The pico-cell base station is located at 1500 meter distance from the micro-cell base 
station. Also in a lognormal fading environment, G = 8 dB (the standard deviation in an urban 
environment), y = 0.93 and 0.98 (the shadowing correlation coefficient values, the averaging 
window lengths of 15m and lm for micro and pico respectively are chosen. Using the Eq. (1 to 
16), the results are shown in Figure 3- 8 to Figure 3-16.
3.6.1 First time handover probability and position
As illustrated in Figure 3- 8 and Figure 3- 9 , for the threshold-based handover initiation 
algorithm, the selected range of handover thresholds displace the HO position and change the 
probability of first and unnecessary handover. The results indicate that choosing a threshold 
value of (-94) dB, in the pico-to-micro direction the handover could be initiated at the edge of 
the pico-cell.
In the micro-to-pico cell handover direction, the two algorithms were evaluated. As shown in 
Figure 3-10  and Figure 3- 11, the probability of handover according to Algorithm 2 is 
significantly lower than in Algorithm 1. This can be explained by the fact that, in the algorithm 
2, the handover relies on the micro-cell signal level degradation, whereas in Algorithm 1, 
handover is initiated when the pico-cell signal is available. Since the pico-cell BSS is assumed 
to be overlaid by micro-cell coverage, the probability of having the micro-cell signal lower
respectively. The N  is the number of samples and y is the correlation coefficient of two
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than the handover threshold is negligible. Both algorithms seem to be applicable. However the 
choice of each method will depend on the choice handover trigger reasons.
Figure 3- 8, The effect of various handover thresholds on first time handover probability - 
Threshold based handover (pico-to-micro cell)
Figure 3- 9, The effect of various handover thresholds on unnecessary handover probability - 
Threshold based handover- (pico-to-micro cell)
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Micro-Pico cell HO (method 1)
Figure 3-10, The effect of various handover thresholds on first time handover probability - 
Threshold based handover - (micro-to-pico cell Algorithm 1)
Micro-Pico coll HO (Method 2)
Figure 3-11, The effect of various handover thresholds on first time handover probability - 
Threshold based handover (micro-to-pico cell Algorithm 2)
3.6.2 Unnecessary handover probability and mean number of handovers
Ideally, only one handover should occur when leaving the cell coverage at the edge of cell. 
However due to fluctuation of the signal levels caused by fading, repeated number of handovers 
may occur. The lowest probability of unnecessary handover can be achieved by increasing the 
sampling window length, whilst in return reduces the accuracy of handovers resulting in an 
increase in handover delay. Introducing a hysteresis value would also help reduce the number 
of unnecessary handovers but at the same time will cause a delay and may result in call
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dropping. In this model, handover is only threshold-based rather that hysteresis-based, hence, a 
considerable number of unnecessary handovers is observed. In other words, when leaving the 
pico-cell coverage while the coverage is still available, due to rapid fluctuation of the signal 
levels, and particularly micro-cell signal, when the pico-cell BSS is closer to the edge of the 
micro-cell, another handover in micro-to-pico direction may be initiated, thereby repeating 
handovers in the system. As shown in Figure 3- 9, changing the handover threshold only 
displaces the unnecessary handover position. Hence there is a need for a mechanism to control 
and reduce the probability of unnecessary handover and therefore the mean number of 
handovers.
3.6.3 The effect of sampling rate/averaging window on handover performance
As explained earlier, increasing the sampling window by means of a longer sampling period or 
increasing the number of samples, would result in a reduction of the unnecessary handover 
probability, but in return it reduces the accuracy of handover and also increases the handover 
delay. The mean number of handovers is calculated for various numbers of averaged samples 
for both micro and pico cell systems. As shown in Figure 3- 12, increasing the number of 
samples could reduce the mean number of handovers. However, it can be seen that, an increase 
in the number of samples in micro-cell system is the main contributor toward reduction of 
handovers.
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Figure 3-12, The effect of sampling on mean number of handovers
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3.6.4 The effect of pico-cell BSS location
It is shown in Figure 3- 13, that the performance of handover in terms of mean number of 
handovers is very much dependent on the pico-cell base station location relative to micro-cell 
base station. This is due to the fact that the closer the pico-cell base station to the micro-cell 
base station, the better is the received signal quality from the micro-cell BSS and therefore the 
less will be the mean number of handovers. Various handover thresholds could be used in 
different places to reduce the mean number of handovers, but this may cause delayed handover 
thereby reducing the handover position accuracy. However, since the pico-micro cell handover 
is detected only by using the level of the pico-cell signal in the proposed algorithm, the 
handover probability and position is not affected with the change of pico-cell BSS location. 
Hence handover would occur, consistently at the edge of pico-cell, regardless of the location of 
pico-cell BSS (see Figure 3-14).
Figure 3-13, The effect of pico-cell base station location within micro-cell coverage on mean
number of handovers
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Figure 3-14, The effect of pico-cell base station location within micro-cell coverage on first
time handover probability and position
3.6.5 The effect of shadowing factor on handover performance
The probability of first time handover was also examined for various values of shadowing 
standard deviations and shadowing correlation distances. As illustrated in Figure 3-15 and 
Figure 3- 16, heavily shadowed environments, could cause a late/early and therefore inaccurate 
handover. Additionally, from Eq. (16), the increase in correlation coefficient value between two 
consecutive samples, which can be caused by redusing the sampling interval, would result in 
greater effective shadowing standard deviation. This would again cause late/early and therefore 
inaccurate handover position.
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Figure 3-15, The effect of various shadowing STDs on the first time handover probability
Figure 3- 16, The effect of various shadowing distance correlation coefficients on the first time
handover probability
3.6.6 Simulation of pico-to-micro cell handover results
In order to validate the proposed analytical models, computer simulations were developed. As 
shown in Figure 3- 17, a large set of parameters such as user speed, cell size, base station 
location, sampling window size, propagation model, shadowing parameters and the handover 
threshold were used as inputs to the simulation model. Using this model one can evaluate some 
of the widely accepted handover performance statistics such as first time and unnecessary 
handover probabilities, handover position, and the mean number of handovers.
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As mentioned earlier, the values of two consecutive samples in slow fading environments are 
correlated. Thus in the simulation model this had to be taken into account. For example, a 
correlation coefficient, y of 0.98, implies a very high probability that the next sample of the 
measured signal will have a value very close to the present sample. In this model a function was 
created which generates normally distributed correlated samples (assuming a negative 
exponential correlation function) for both pico and micro cell systems. The input parameters 
for this correlated sample generator are:
- the effective correlation distance
- the sampling period
- the mobile velocity
- the mean and standard deviation for shadowing
Input Parameters
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-  User speed
- Cell size
-  Base station location
-  Propagation model (path loss)
- Sampling window
- Shadowing standard deviation
-  Shadowing distance correlation
- Handover threshold
Log Normal 
Random Gen.
Shadowing distance 
correlation Gen.
Micro-cell 
Path loss model
The handover performances such as:
-  First time handover position & Prob.
• Unnecessary handover position & Prob.
- Handover failure position & prob.
• Mean number of handovers
- The effect of various parameters on handover performances
i
Log Normal 
Random Gen.
Shadowing distance 
correlation Gen.
Pico-cell 
Path loss model
Handover Algorithm
_ndover
tatistics
Figure 3- 17, The simulation model block diagram
Then outputs of the generator are applied to pico and micro cell path loss models.
Pr — Ptx G  ~ Lpath + Lshd + Prig (17)
where
Pr = received power (dB)
Ptx = average transmitted power (dB)
G = combined transmitter and receiver antenna gain(dBi)
Lshd = shadowing fading (dB)
Prig = multipath fading (dB)
Lpath = LOS propagation loss (dB)
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Micro-cell signal level without distance correlation factor
1000 1500 2000
Distance from Mlcro-cell BSS (m)
Figure 3-18, Simulated micro-cell signal level 
(correlation distance is not considered during the sampling)
Micro-cell signal level with distance correlation factor
Figure 3-19, Simulated micro-cell signal level 
(correlation distance is considered during the sampling)
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Pico-cell signal levs! without distance correlation factor
150 200 250 300
Distance from Pico-cell BSS (m)
Figure 3- 20, Simulated pico-cell signal level 
(correlation distance is not considered during the sampling)
Pico-cell signal level with distance correlation factor
Figure 3-21, Simulated pico-cell signal level
(correlation distance is considered during the sampling)
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Micro and Pico cell signal levels with distance correlation factor
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. Micro-cell radius:3000m. i .............
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Figure 3- 22, Micro and pico cell signal levels in overlapped area 
(correlation distance is considered during the sampling)
Figure 3- 23, Micro and pico cell signal levels in overlapped area
The correlated shadow fading values were generated according to a Gaussian distribution with 
zero mean and standard deviation (a ) of 8 dB, and also shadowing distance correlation ( y  ) as 
in Eq. (5). The results which represent pico and micro-cell signal strength in a lognormal 
shadowing environment were fed to the proposed handover algorithm model. Figure 3- 18 to 
Figure 3-21, illustrate the differences between correlated and non-correlated signal levels for 
sampling intervals of 0.5 s and 10 ms in lognormal shadowing environments with zero mean 
and standard deviation of 8 dB, for micro and pico-cell signals respectively. Figures 3- 22 and 3 
-23, also illustrate the micro and pico cell signal levels in over-lapped area.
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C o m p a r i s o n  b e t w e e n  m a t h e m a t i c a l  a n d  s i m u l a n t i o n
Distance from Pico-cell BSS
Figure 3- 24, Comparison of simulation and analytical model results for first time handover
probability (pico-cell radius: 200 m)
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Figure 3- 25, Comparison of simulation and analytical model results for first time handover
probability (pico-cell radius: 300 m )
C o m p a r i s o n  b e t w e e n  m a t h e m a t i c a l  a n d  s i m u l a n t i o n
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Figure 3- 26, Comparison of simulation and analytical model results for the first time handover
position (pico-cell radius: 200 m)
Figure 3- 27, Comparison of simulation and analytical model results for first time handover
position (pico-cell radius: 300 m)
The handover algorithm, examines the occurrence of handover whilst the dual-mode user is 
moving from the centre to the edge of pico-cell along a straight line at constant speed v, and 
compares the signal strength received from pico and micro-cell BSSs. The simulation were run 
for 100 times to get the mean value for first handover position. The simulations were repeated 
for two different pico-cell radius, i.e. 200 and 300 meters, and the results are compared with 
those from the analytical models. As shown in Figure 3- 24 and Figure 3- 25, the distribution of
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handover position in simulation reasonably agrees with the analytical model. However, some 
discrepancy can be seen that is mainly due to lack of enough samples to generate the histogram 
for distribution. As shown in Figure 3- 26 and Figure 3- 27, in a threshold based handover 
initiated algorithm, the selected range of handover thresholds, displaces the position of the 
handover. The results indicate that by using a handover threshold of (-94) and (-92) dB, 
handover from pico to micro cell could consistently be initiated at the edge of 300 and 200 
meters radius pico-cells. It can be seen that a reasonably good match waas achieved between 
analytical and simulation results, thereby proving the applicability of the analytical model 
instead of the time consuming computer simulations, to study some handover performances 
such as handover position, unnecessary handover, handover failure, etc.
3.6.7 Pico to micro cell handover (indoor)
Another important issue was to analyse the performance of indoor to outdoor handover, as the 
case may be when the pico-cell is deployed in building such as a shopping centre or railway 
station, and the micro-cell is deployed in outdoor urban environments in an overlaid manner. 
The same model can be applied by taking into account the effect of the building on the signal 
profile where indoor pico-cell and outdoor micro-cell signals follow a decreasing and 
increasing trend respectively, while leaving the building. According to the literature [Fap 92] 
on the basis of measurement experiments, at the point of transition from indoor to outdoor 
environments, an attenuation of around 10 dB for indoor and an equivalent amount increase for 
outdoor signal strength occurs. Therefore the relative signal level improvement whilst leaving 
indoor building could be as much as 20 dB which most likely would initiate the indoor to 
outdoor handover. The model is applied to a system where a pico-cell of radius 100 meter, is 
located at a distance of 1000 meters from a micro-cell BSS. Then the effect of various pico-cell 
handover thresholds were studied. The result shown in Figure 3- 28, indicates that with a high 
likelihood, handover would be consistently initiated at the edge of pico-cell, thereby providing 
a better performance in terms of first time handover position accuracy, compared to outdoor- 
pico to outdoor-micro-cell handover. Also due to the rapid change in the signal strength of the 
two systems, the probability of unnecessary handover falls significantly after the cell boundary 
is crossed at the edge of cell (as shown in Figure 3- 29). This results in considerable reduction 
in the mean number of handovers thereby, improving the system performance. However, the 
pico-cell BSS transmitted power level should be tuned to extend the coverage at the outside of 
the building in order to prevent the call dropping whilst leaving the indoor area.
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Figure 3- 28, The effect of various handover thresholds on first time handover (indoor)
Figure 3- 29, The effect of various handover thresholds on unnecessary handover probability
(indoor)
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3.7 Handover optimisation
3.7.1 A new algorithm to reduce the unnecessary handover probability and 
mean number of handovers
A possible method to reduce the number of unnecessary handovers, is to ensure that there exists 
a large signal differential between the two overlaid cells after the initial pico-to-micro cell 
handover, to minimise the probability of handover in the other direction. In other words, after 
the first pico-to-micro handover, the handover in the opposite direction will only occur, if the 
micro-cell coverage is not available and the pico-cell signal is significantly higher than the 
defined handover threshold level. However, if the micro-cell signal is lower than the current 
handover threshold and another micro-cell coverage available, a micro-to-micro handover can 
take place. Therefore using different pico-cell handover threshold values from different 
directions could prevent the undesirable Ping-Pong effect, by means of reduction in 
unnecessary handover probability and consequently the mean number of handovers. As 
illustrated in Figure 3- 30 and Figure 3-31, whereas in normal, i.e. threshold-only, scheme 
various handover thresholds only displaced the unnecessary handover position, the new 
proposed method, considerably reduces the unnecessary handover probability. The reduced 
unnecessary handover probability will hence result in the reduction of the mean number of 
handovers. Additionally, as shown in Figure 3- 32, the proposed method also reduces the 
dependency of the handover performance to pico-cell BSSs located within the micro-cell 
coverage.
and position
Figure 3- 30, Comparison o f  normal and proposed method for unnecessary handover probability
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Figure 3-31, The effect of proposed method on mean number of handovers 
(variable Pico-cell BSS location)
Figure 3- 32, The effect of proposed method on mean number of handovers 
(variable Pico-cell handover threshold)
3.7.2 Position-assisted handover
As explained earlier the accurate handover, in terms of position, is not really possible due to 
fluctuation of the received signal level caused by slow and fast fading. This fluctuation may 
result in early or delayed handovesr, thereby resulting in unnecessary or forced terminated 
handovers. Some prior knowledge about the actual position of the terminal, would help initiate 
an accurate handover in terms of position. Accurate position information is difficult to achieve , 
due to many parameters, such as measurements accuracy and errors, and also errors during the
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transmission of this information. Various methods can be used to estimate the distance of the 
terminal from the BSS. In GSM this can be achieved by using timing advance. The serving BSS 
continuously monitors the delay and instructs the terminal to update its timing advance 
parameters. Based on this value, the termina’s distance from the BSS could be calculated, i.e. d  
=  C.td ,where, C and td denote the measured delay and the velocity of light. Other methods 
were also proposed in order to estimate the distance in satellite systems [Zha 95].
It is assumed that the distance information could be available, however the accuracy of the 
information is considered to be variable. The distance error can be represented as a stationaiy 
random process, which follows a normal distribution with zero mean and variable standard 
deviation (a  d). This value was normalised to the percentage of cell radius, e.g. G d = 10% (cell 
radius).
Since the pico-to-micro direction handover is more crucial than the micro-to-pico handover, the 
main focus was on the former handover algorithm. Two distance-assisted handover algorithms 
were examined (see Figure 3- 33) for pico-to-micro cell handover.
Method 1:
{ [  Tpico(x) < T j ]  or [  dmeasured > d max ] }  and [  Vtnicro^ x) > T 2 ]
Method 2: (19)
{ [  7 pico(x) < T j ]  and [  d ,neasured — dmax ] }  and [  T'micro(x) ^  T2 ]
where, dmeasured and dmax denote the measured distance and pre-defined handover position 
threshold, respectively. In principle dmax, could be assumed to be the cell radius, e.g. 300 m. In 
the first method, handover is assisted by the distance information, whilst in the second method 
a handover will occur, when all the conditions, including the distance threshold, are met.
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Figure 3- 33, Distance assisted HO algorithm, (left: method 2, right: method 1)
Two proposed methods were compared. As illustrated in Figure 3- 34, the first method 
performs better in terms of the handover position accuracy. Whereas, handover would 
consistently occur before the edge of the cell in the method 2, meeting all three conditions, 
would delay the handover initiation in the latter method. The algorithms, were also compared 
with the threshold-based handover algorithm. It can also be seen that in general, distance based 
handover algorithms result in better handover probability. Furthermore, the mean number of 
handovers was evaluated and the proposed methods were compared with the threshold-based 
handover algorithm. As illustrated in Figure 3- 35, the distance-based HOs and in particular 2nd 
method, result in lower mean number of HOs in comparison with the threshold-based HO. It is 
shown that, for example, when the pico-cell base station is located at 1500 meters away from 
the micro-cell base station, the method 1 and method 2 of distance based handover algorithms, 
reduce the mean number of handovers from 7 to 4 and 7 to 2 respectively. In other words, the 
proposed methods show 42% and 70% improvements in terms of reduction of mean number of 
handovers. The improvement is even more significant when the pico-cell base station is located 
at a further distance from the micro-cell base station.
74
Chapter 3 Handover trigger and initiation algorithm in HCS
Figure 3- 34, Comparison of threshold-only and the proposed distance-based HO algorithms in
terms of first time HO probability
Figure 3- 35 , Comparison of threshold-only and the proposed distance-based HO algorithms in
terms of mean number of HOs
The performance of method one has been compared with the threshold-based HO algorithm and 
various standard deviations were used to present the accuracy of distance information. As 
shown in Figure 3- 36, the distance-assisted handover algorithm considerably improves the 
probability and also the accuracy of first time handover performance when the position 
information STD (a  d) is lower than 25%. The handover performance in terms of mean number 
of handovers has also been evaluated. As shown in Figure 3- 36, considering various locations 
for the pico-cell BSS, fewer handovers occur, when more accurate distance information is 
available. However, best results are only achieved when the standard deviation of distance 
information is less than 25% of cell radius.
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Figure 3- 36, Threshold and distance-based handover (method 1)
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Figure 3- 37, Comparison of threshold and distance-based handover algorithm (method 1) 
when variable STD for distance information accuracy is available
In addition, the performance of handover in terms of mean number of handovers, was 
evaluated. As shown in Figure 3- 37, where various locations for pico-cell BSS’s were 
considered, fewer number of handovers occur, when more accurate distance information is 
available. However, best results are only achieved when the standard deviation of distance 
information is less than 25% of cell radius. This has also been justified in Figure 3- 38. The 
algorithm was compared with the threshold-based method for mean number of handovers, when 
the location of pico-cell BSS is variable. Again for distance information with standard 
deviation of higher than 25% of cell radius, no improvements can be seen.
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Figure 3- 38, The effect of proposed algorithm (method 1) on the mean number of HOs
(variable Pico-cell BSS location)
Finally it can be seen that the introduction of distance based handover results in more accurate 
pico-micro-cell handover position, decreased probability of unnecessary handover and therefore 
mean number of handovers, and also less performance dependency on the pico-cell BSS 
location. However whereas the first method provides better performance in terms of handover 
position accuracy, the second method results in fewer mean number of handovers.
3.8 Conclusions
In this chapter, a generic approach to analytical and simulation modelling, was adopted 
whereby different systems, can be examined and evaluated against a given set of performance 
criteria. Within the scope of the work carried out here, the hard handover between two TDMA 
based systems with different air-interfaces operating at different frequencies, in an overlaid 
micro-pico cell architecture was examined. However, the models with minor modifications can 
be readily applied for soft handover in a CDMA based system.
Various handover algorithms for multi-layer cell architecture in the context of pico-micro cell, 
were proposed. It was shown that the appropriate handover threshold for specific handover 
algorithm, is location dependent. In non-hysteresis based handover algorithm, various handover 
thresholds displaced the handover position and changed the handover probability. Additionally, 
it was shown that handover threshold does not play a major role in reducing the unnecessary 
handover. Hence there is a need to control and reduce the mean number of handovers.
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The performance of pico-micro cell handover in terms of mean number of handovers, 
significantly depends on the location of the pico-cell base station within the micro-cell 
coverage, whereas the handover position is not affected by the location of the pico-cell BSS.
A method was proposed to improve the handover performance in the sense that it reduces the 
unnecessary handover probability and mean number of handovers, therefore minimises the 
redundant signalling load in the system both for the air-interface and the terrestrial links. This 
method also reduces the dependency of the handover performance to the pico-cell BSS location 
within the micro-cell coverage.
The indoor pico-cell to out-door micro cell handover was shown to provide better performance 
in terms of first time handover position accuracy and reduction of unnecessary handover 
probability, in comparison with outdoor pico-outdoor micro cell handover. It was also shown 
that to minimise call dropping rate, the pico-cell transmitted power level should be tuned in the 
sense that it could extend the coverage outside the building.
Two position-assisted handover algorithms were proposed, and evaluated. The algorithms were 
compared with threshold-only based handover in terms of first handover probability and 
position and also the mean number of handovers. It was shown that the distanced/position 
assisted handover algorithm, improves the probability and also the accuracy of first time 
handover. Nevertheless this improvement is achieved only when the standard deviation of 
distance information accuracy is less then 25% of pico-cell radius. The two proposed HO 
algorithms succeed in reducing performance dependency on the location/position of picocell 
BSs within the microcell coverage area.
The proposed analytical model, was validated through extensive set of computer simulations. 
The results indicated good agreement between simulation results and analytical model. Hence 
the use of analytical model instead of time consuming computer simulation, to study handover 
performances was proposed.
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CHAPTER 4
HANDOVER CONTROL IN HCS
4.1 Introduction
The handover process involves access, radio and network resource, therefore handover control 
has a significant impact on system performance and capacity. In principle, the handover process 
involves three successive processes, i.e. measurement, initiation and control. In the previous 
chapter, the handover measurement, trigger and initiation mechanisms for HCS were 
investigated. Various handover algorithms were considered and the handover performance for 
the proposed algorithms was evaluated. Novel methods were also proposed in order to optimise 
the handover performance in HCS. This chapter focuses on the control phase of the handover 
process. The first section of this chapter investigates issues of handover control methods within 
HCS. The second section focuses on two existing standards, i.e. GSM and DECT as candidates 
of a micro and pico-cell architecture, respectively. Different control mechanisms are examined 
and various message sequences are identified and the most suitable control mechanisms for 
DECT-GSM handover are proposed. In the final section, the handover performance with 
respect to various control mechanisms is evaluated and lastly a new control method is proposed 
and its performance evaluated.
4.2 Handover Control
4.2.1 Handover initiation control
Handover can be controlled either by the mobile and/or the network or the control can be 
shared between both entities. There exist various handover control methods such as:
- Network Controlled HandOver (NCHO)
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The network periodically measures the link power in the up-link and when the signal level falls 
below a certain handover threshold, the network initiates a handover. The main advantages of 
this method are reduced signalling load and low implementation complexity at the terminal 
side. One of the disadvantages of this method is the low reliability of the handover decision, 
since the decision is made based only on the up-link condition.
- Mobile Controlled Handover (MCHO)
The mobile measures the signal level in the down-link and also all the signals coming from 
adjacent cells. Based on this information the mobile decides to perform a handover to a base 
station, which is detected as the best candidate for handover. This method facilitates a fast 
handover and also more flexibility in the design of terminals. Nevertheless, it may not prove to 
be a reliable handover decision, since the handover decision is made only on the down-link 
condition.
- Mobile Assisted Handover (MAHO)
In this case both the network and the mobile make measurements on the radio link parameters 
(up-link and down-link). The down-link measurements made by the mobile are reported to the 
network periodically, and the handover decision is made by the network, which has the results 
of measurements both on up-link and down-link. The rate with which the measurements are 
carried out is an important parameter that has to be properly selected. If the measurements are 
too frequent, excessive load is generated. However, the measurements should be frequent 
enough to permit a rapid response when a handover is needed, e.g. in GSM.
- Network Assisted Handover (NAHO)
The decision to initiate handover is made by the mobile terminal. This decision is based on both 
up-link and down-link signal measurements. The network informs the mobile terminal about the 
up-link signal measurements. Hence the active mobile makes handover decision with the 
network’s assistance. In this method, increased handover reliability is achieved at the cost of 
increased complexity of the terminal and also increased signalling load on the current radio 
link.
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4.2.2 Handover connection establishment
Depending on the resources used to exchange handover related information between the mobile 
and the network, two types of handover connection establishment exist.
- Backward handover
If the handover related information between mobile and network is exchanged through the old 
path, then handover is named backward. This method has been used in the GSM system where 
all the information regarding the handover procedure is exchanged with the old BTS.
- Forward handover
If the relevant information is sent by the mobile terminal directly to the new base station, the 
handover is called forward handover. In this case the newly visited base station will also take 
care of establishment of a new path on the network side. The forward handover is only possible 
if the channel assignment is controlled by the mobile (DCA system).
4.2.3 Handover provision
Once handover is decided, through a specific call-control process a new path is established, 
then the connection is shifted to the new path and the old link is released. The handover can be 
classified according to the way the new path is set up and the connection shifted from old to the 
new path as shown in Figure 4- 1 [Jab 95].
- Hard handover
In the hard handover the mobile terminal has to change radio channel (frequency) to the new 
path with a possible short interruption of the connection in progress. The new path is 
constructed in advance through the network in such a way that any interruption is as small as 
possible. Switching to the new path and re-routing of the traffic information are performed 
simultaneously. This scheme implies that the handover is network controlled. The significant 
advantage resides in the fact that the mobile terminal works on a single carrier at a time. The 
disadvantage of this method is that all of the information needed for such a decision concerning 
the mobile’ s perception of the radio situation are to be sent on the radio interface, e.g. GSM.
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traffic link
Figure 4-1, Various handover provision mechanisms 
Top: Hard handover, Bottom left: Seamless handover, Bottom right: soft handover
- Seamless handover
In the seamless handover process, the new path is established in parallel with the old one and 
the information flow is transmitted by the mobile terminal on both paths, even though, for a 
while, the active path remains the old one. Then, the new stream is activated (through a 
switching action in the network), the old one is stopped and the old link is released. This 
scheme forces the mobile terminal to work on two carriers in time division but suitability to a 
mobile controlled handover is evident. The mobile terminal can activate the new frequency in 
the new base station on the basis of its own quality perception, avoiding the measurement 
transmission on the radio interface, e.g. DECT.
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- Soft handover
In soft handover there are two active paths and two corresponding streams, at least for a short 
while. The asynchronous behaviour of the handover process makes time a non-critical element. 
The mobile terminal is simultaneously connected with two or more base stations and both 
streams are considered on the mobile and network side to recover a single information flow. 
This concept can be extended by allowing the mobile terminal to be linked at the same time 
with one or more base stations along the entire connection (pico diversity). In this case the 
mobile station adds and drops connections through the network according to movements, e.g. 
UMTS.
4.3 Handover Control in HCS
4.3.1 Handover initiation control in HCS
The choice of handover control mechanism in HCS, depends mainly on the actual handover 
trigger reason. If, the loss of coverage detected by the mobile terminal is the main reason, e.g. 
in the pico-micro direction, MCHO and MAHO would be the most suitable control 
mechanisms. However, MAHO will impose higher signalling load due to the need for frequent 
measurement reports. On the contrary, in the micro-pico cell direction, traffic overflow 
detected by the network could be the major handover trigger reason, therefore NCHO or NAHO 
would be the most appropriate handover control mechanisms.
4.3.2 Handover connection establishment in HCS
For a large cell size system (Satellite and GSM 900) the signal level follows a smooth variation 
at the cell boundary. Hence, the probability of signalling channel failure as a result of a sudden 
drop in signal level is small. In other words, in micro-cell systems, the size of cell is large 
enough to accommodate the handover related signalling within the old cell before the quality of 
the link drops such that the message cannot be exchanged. On the contrary, in pico-cell 
systems, the signal level received from the old link, may seriously be deteriorated in a very 
short time, before a new connection is available. Then the call may be handed over within a few 
meters so that the handover related information may not be exchanged via the old link. As a 
consequence, in pico-to-micro direction handover, since the pico-cell coverage may experience 
serious signal attenuation and also the micro-cell coverage is assumed to be continuously
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available, a forward handover seems to be most suitable. In micro-to-pico direction also, since 
with high probability, the micro-cell coverage would not experience considerable signal 
degradation, both backward and forward handover could be deployed. However, in outdoor 
micro to indoor pico handover case, while entering the indoor pico-cell coverage, a significant 
drop in signal level of the micro-cell, may be experienced. Hence, exchange of the handover 
related information via the old connection, i.e. backward, may prove to have lower reliability, 
therefore forward handover is recommended.
4.3.3 Handover provision in HCS
Various schemes have been adopted in different mobile communication systems such as the 
analogue system (AMPS), the digital systems (GSM), and the cordless systems (DECT). 
Whereas hard handover is adopted in FCA (Fixed Channel Allocation) systems such as GSM, 
DCS (Dynamic Channel Selection) based systems such as DECT, deploys seamless handover. 
Also for CDMA (Code Division Multiple Access) system such as UMTS, soft handover is 
proposed. The main concern in handover provision is less interruptions during the call in 
progress which will lead to less call dropping in the system. In general, hard handover results in 
longer delays than soft handover. Hence, the soft handover should be deployed wherever 
possible. However, the soft handover can mainly be deployed in CDMA based system.
The capacity is another parameter of concern. In principle, in CDMA systems, soft handover 
results in greater capacity in the up-link and also extends the coverage [Vit 94]. This is due to 
the fact that the terminal can choose the best BSS with lowest power, so that the overall 
interference in the system can be reduced. The down link capacity however, is influenced by 
the number of simultaneous connections between BSS and the users in the handover area. 
Hence, soft handover should be deployed if the system is CDMA based.
Handover involves radio entities such as terminal, base stations as well as network entities such 
as switches and many other factors such as the access scheme, i.e. TDMA, FDMA and CDMA, 
the channel allocation methods, i.e. FCA/DCS, and etc. Therefore in the pico-micro cell system, 
the choice of handover provision mechanism will be influenced by the characteristics of the 
systems which are specific to each individual standard. Whereas for a CDMA based pico-micro 
system soft handover could result in more efficient handover, in a TDMA based system, hard or 
seamless handover would be the more feasible option. This is due to the fact that, there are a
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number of practical issues for provision of soft handover for a TDMA based system. These 
issues include synchronisation between the two systems, and implementation complexity.
Now, in order to gain insight into handover control methods in HCS, two existing standards, i.e. 
GSM and DECT, are chosen as candidates of a micro and pico cell architecture, respectively. In 
the following section, an introduction is given for DECT and GSM handover. Then the 
handover between them is thoroughly investigated and the most suitable control methods are 
proposed.
4.4 Handover control in an integrated DECT-GSM system
4.4.1 Introduction to DECT handover protocol
The DECT (Digital Enhanced Cordless Telephony) system is a low-power and short-range 
cordless system specially designed for quasi-static and high-traffic environments such as 
residential, public environments and business offices, supporting cells ranging from few tens to 
few hundreds of meters. In order to accommodate small cells, the need arises for quick and 
seamless handover. The key to seamless handover is TDMA in combination with the 
decentralised Dynamic Channel Allocation (DCA). The nature of DCA is that a channel in use 
can (occasionally) be stolen. The quick DECT seamless inter-cell and intra-cell handover 
increases the capacity and reduces call termination probability. DECT does not depend on the 
old channel to quickly set up the new. The old link is maintained on one slot in the portable, 
whilst the new link is setup in parallel in another time slot. When the new link is established, 
the (new) base station requests the central (switch) to make a seamless switch from the old to 
the new radio link. The DECT terminal not only recognises the visited base station/Radio Fixed 
Part (RFP) through a pilot signal, but continuously scans all the channels and holds a list of 
those with lowest interference. The potentially available channels are ordered by the mobile 
terminal with respect to the measured radio parameters, so called “received signal strength 
indicator” to measure co-channel, adjacent channel, and inter-modulation interference. When a 
connection has to be stabilised, the best channel is used to communicate on the radio interface. 
The handover is portable controlled and while it communicates on the original link, it scans the 
other channels and records a ranking list of “free” channels and identities of base stations that 
are stronger than the actual one, and is thus prepared to perform a very quick handover, i.e. 50 
ms. Handover is performed as soon as another base station is stronger than the one of the 
current connection. DECT uses the forward handover establishment method, since the handover
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related information is sent to the new base station over a new link. Also, in the process of 
handover, the new path is established in parallel with the old one and the information flow is 
transmitted by the mobile terminal on both paths, even though, for a while, the active path 
remains the old one. Hence the handover is called seamless handover. Figure 4- 2 and Figure 4- 
3, illustrate an example of the handover flowchart and handover message sequence.
Figure 4- 2, DECT handover algorithm
pp RFP,*, m RFP«w
R ele a s e  of the old
channel
A ccess request (for hando
A ccess (M A C  connection!
r D eassignm ent of
the channel
Indication of the old
connection Rel.
Indication of a
new  connection
Assignm ent of 
V c h a n n e l....................
Assignm ent 
ifimnation
Figure 4- 3, Internal handover signalling procedure in DECT
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In the DECT system a large number of handover events are to be expected, due to the very 
small cell size and greater interference sources. Because a handover procedure consumes 
substantial processing power in the PP, RFP and of course in the network side, it is desirable to 
keep the total number of handovers as small as possible. Obviously some handovers are 
required to ensure the link quality of connection, so that the number of handovers must not fall 
below the required minimum.
There exist several types of handover in the DECT standard [ETR 92], [ETS 95a]:
Intra-cell handover (bearer handover) involves a change of physical channels within a cell 
during a call. This involves a change of frequency band or time-slot. This type of handover 
could be handled by the DECT RFPs (Radip Fixed Part).
Inter-cell handover (bearer or connection handover) is the switching of a call in progress from 
one cell to another cell and involves a change of base station or RFP belonging to the same 
fixed part, this type of handover could be handled by the DECT CCFPs (Central Control Fixed 
Part).
Internal handover could be performed without any network or GSM entity support. The RFPI 
(Radio Fixed Part Identity) can specify the maximum domain of internal handover, however 
this type of handover only covers the cells within one DECT system.
External handover, DECT also provides messages that support handover between different 
fixed parts. This is called external handover. A PP (Portable Part) can request the FP for 
information on PARIs (Primary Access Right Identities) of close by FPs (Fixed Parts) to which 
external handover is supported. The information also indicates for each FP if it is synchronised 
its own system.
This type of handover involves a change of RFPs belonging to different DECT fixed parts. The 
handover procedure is very complicated, if the user roams to another DECT system controlled 
by another FP. Such a handover could be possible if two DECT systems were connected to the 
same management entity e.g. GSM, with specific network layer functionality.
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4.4.2 Introduction to GSM handover protocol
In the GSM the signal level is measured by both the network (up-link) and the Mobile (down­
link). The results of down-link measurements are conveyed to the network and the erving BS 
over the SACCH (Slow Associated Control Channel) in association with the TCH (Traffic 
Channel) or SDCCH (Stand Alone Dedicated Control Channel)) [Mou 97]. A complete 
SACCH block of data is received by the base station every 480 ms. Each measurement is then 
averaged over a SACCH block period. In addition to the down-link from the serving cell, the 
mobile also reports the received level of the six strongest surrounding, or neighbouring cells, as 
well as their Base Station Identity Code (BSIC) which can be decoded from the SCH 
(Synchronisation Channel) on the BCCH (Broadcast Control Channel) of the neighbouring 
cells. The list of reported parameters is as follows:
- Received signal strength down-link;
- Received signal quality down-link;
- Down-link neighbouring cell signal strength;
- BSIC of neighbouring cell;
- Channel number;
Whilst receiving the down link measurements, the base station would make its own 
measurements of the up link. Main up-link parameters for a reliable handover evaluation are:
- Received signal strength up-link;
- Received signal quality up-link;
- MS-BTS distance (proportional to Timing Advance);
- Power budget;
- Interference level in unallocated time slots;
At the base station, the handover decision process involves an algorithm that uses the above 
information and runs in real time. Eveiy mobile to base station dedicated link will require a 
unique handover process to be run, therefore making the handover process very demanding on 
base station resources. In the GSM, the handover algorithm is left to the implementers to 
design. However an example is shown in Figure 4- 4, and a more detailed algorithm is given in 
[ETS 92], [ETS 94a]. Since the handover decision is assisted by the mobile and made by the 
network, the handover is called MAHO. Also the handover related information is sent to the old
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base station over the old link, then the handover connection establishment is backward. The 
GSM handover procedure is illustrated in Figure 4- 5.
Figure 4- 4, An example for GSM handover algorithm
89
Chapter 4 Handover control in HCS
BSC MSC
Measurement Handover required w Handover request
^  Handover Command
►
Handover Command ^  Handover request Ack. ^
------------------------------------
ss wSpecial sig. / handover acc
Physical Info.
SABM <identity>
UA <identity>
Handover Completed
Clear Commmand ^  Handover Completed
^  ..........
Clear Copmleted
Figure 4- 5, Inter-MSC handover signalling procedure in GSM
4.4.3 DECT-GSM handover
D EC T facilitates a reliable and seamless handover between different cells within one D EC T 
system, but a call initiated in one D EC T cell can not be continued, if the user leaves the system 
coverage. However in the integrated DECT-GSM system, using a dual-mode terminal, calls 
could be handed over to over-laid GSM cells thereby providing continuous operation [Nir 98a], 
[Nir 98c]. Also in some high traffic density areas, by switching/re-routing of GSM traffic on to 
the overlapping D EC T system, the network quality of service could be improved via 
minimising call dropping and blocking, as well as offering better quality in the indoor areas. As 
a consequence, in order to meet the seamless mobility and continuous operation requirements 
of third generation systems, the capability of in-call handover in D EC T to GSM direction 
becomes essential, but the handover in the GSM-DECT direction may be less critical and 
remains on operator’s choice.
4.4.4 DECT - GSM handover control
Handover initiation control
In the DECT-GSM direction handover, both M AHO and MCHO could be adopted. Since the 
loss of coverage detected first by the D EC T side of the handset is the main reason to initiate the 
handover in this direction, a MCHO seems to be more applicable. However, a GSM type
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MAHO can also be deployed, in which, the GSM MCS makes the handover decision, based on 
the measurement report received from the DECT side.
In the GSM-DECT direction the traffic overflow detected first by the network, could be the 
main reason to trigger the handover. Thus, a NCHO can be deployed, in which, the GSM BSS 
decides to initiate a handover if any DECT system is available. Consequently both NCHO and 
MAHO could be considered for DECT-GSM handover control mechanism.
Handover connection establishment
In the GSM-to-DECT direction the GSM signal level remains constant for some distance 
around the cell boundary. Therefore, the probability of GSM signalling channel failure as a 
result of a sudden drop in signal level is small. Hence, backward handover seems to be a 
suitable method for this direction. The main advantage of backward handover in GSM to DECT 
handover, is firstly its compatibility with the GSM system, i.e. requires no modification, and 
secondly the size of a GSM cell is large enough to accommodate the handover related 
signalling within the old cell before the quality of link drops such that the message cannot be 
exchanged. The disadvantage of this method is its low reliability due to sudden drop in GSM 
signal level, when a mobile enters an indoor pico-cell. In this case, the signal level received 
from the old link, i.e. GSM BTS, is seriously shadowed or attenuated, before a new connection 
is available. Then the call may be forced to be terminated, because handover related 
information cannot be exchanged via the original link. However, considering the fact that 
DECT exploits the forward handover, the applicability of this method in GSM to DECT 
handover can also be seen. This method, will provide a better performance and improved 
reliability, but since the GSM network has already been designed to perform the handover in 
the backward direction, the handover access in a forward direction would not be feasible and 
would require substantial modification within the GSM system.
In the DECT-GSM direction handover, because of the unreliability of the backward handover 
due to small DECT cell sizes and therefore short time to perform handover, plus the continuous 
coverage of the overlaid GSM, it may be appropriate to consider forward handover. However, 
considering the suitability of the forward handover method for DCA system and the fact that 
GSM is a FCA based system, deployment of this method in this direction may raise some 
implementation issues. The choice of each method needs to take into account, the level of 
modification, signalling load and delay which play a critical role in handover design.
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Handover provision
Both DECT and GSM are TDMA based systems, i.e. TDD/TDMA DECT and FDD/TDMA 
GSM. As explained earlier, the provision of soft handover for TDMA based systems, involves 
some serious synchronisation issues. Hence, a hard handover in the DECT-GSM seems to be 
the most feasible. Other parameters for such decision are the capability and limitation of the 
entities in the DECT and GSM system. Handover ensures the continuity of any call (or any 
relationship between MS/PP and the network), while the dedicated radio resource changes 
either during cell crossing (inter-cell handover, DECT-DECT) or within the switching area 
(handover between DECT and GSM in non-dedicated GSM MSC for DECT) or outside of the 
switch control area ( handover between DECT and GSM in dedicated GSM MSC for DECT). 
Since in the handover between DECT and GSM, the GSM MSC is always involved, hence the 
capability of the MSC should to be considered. In the GSM system the handover device, i.e. 
MSC (switch), can either be a three-party bridge or a switching facility without three-party 
connection capability. In the latter case, the MSC cannot direct one specific traffic link into two 
different path, i.e. two different BSS, at the same time. In other words, there is a traffic link 
between only a single BSS and the MSC related to the specific call. Therefore in the DECT- 
GSM handover procedure the MSC could only establish call to either GSM BSS or DECT FP. 
Consequently the handover will not be seamless although the new radio link could be 
established before breaking the old one. But for the three-party bridge configuration the states 
of the handover device are different. There exists an initial connection between the MSC and 
the old BSS/FP and at the same time an intermediate connection between the new BSS/FP. This 
type of handover may reduce the interruption time and results in seamless or semi-seamless 
handover between GSM and DECT. However, this may require noise reduction if one of the 
radio channels is un-terminated at some time in the intermediate state. Consequently, 
considering the functionality of the dual mode handset which does not allow two traffic streams 
at a time and the limitation of the GSM MSC, the handover between DECT and GSM will be a 
hard handover. However using a hree party bridge configuration will help reduce the 
interruption time and the handover may be considered as seamless handover in this case.
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4.4.5 DECT-GSM handover (SUMMARY)
Based on the above discussion, the handover trigger reason, connection establishment, control 
mechanism and handover connection transfer can be summarised as shown in Table 4- 1.
Direction Establishment Control Provision
DECT-to-GSM (1)
Backward Forward MCHO NCHO MAHO NAHO Hard/Soft
X X H
DECT - to - GSM (2) XX X H
GSM - to-DECT (1) X X H
GSM - to-DECT (2) X X H
GSM - to-DECT (3) XX X H
Table 4- 1, The summary of DECT-GSM handover considerations
4.4.6 DECT-GSM handover message sequence
In this section, all the possible handover procedures within the GSM A-interface scenario were 
defined. Figure 4- 6 and Figure 4- 7, show the DECT-GSM handover procedures while Figure 
4- 8 and Figure 4- 14, show the message diagrams between entities. The dual mode handset is 
shown as two combined MS (GSM Mobile Station) and PP (DECT Portable Part) with an 
interworking unit to translate DECT messages into GSM messages and vice versa (see also 
Figure 2-4). The mapping of logical channels is also shown within each message. Some new 
messages were proposed. The required new messages in DECT and GSM systems are shown in 
italic style and dotted lines in the procedures.
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Figure 4- 6, The DECT to GSM handover flowchart
As illustrated in Figure 4- 8, the DECT side of dual-mode handset is the active one and 
therefore measures the received signal level from the current DECT cell as well as the 
overlaying GSM cell. The measurement is reported to the serving RFP over a C-channel. The 
RFP upon receiving this message, accommodates this information as layer3 information in the 
message and transmits it to the CCFP. Then the CCFP transmits the “handover required” 
message to the MSC over A-interface. The rest of handover procedure would remain as normal 
GSM handover. Nevertheless, two messages are added to the DECT air-interface standard, i.e. 
“measurement report” and “handover command” . This handover is a MAHO and backward 
handover procedure. However, a MCHO could also be applicable, in which PP frequently 
measures the received signal level form the current DECT cell, and sends the “external
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handover request” to the RFP. As in the previous procedure, the RFP upon receiving this 
message, accommodates this information as layer3 information in the message and transmits it 
to the CCFP. Then the CCFP transmits the “handover required” message to the MSC over A- 
interface.
Figure 4- 7, The GSM to DECT handover flowchart
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M e a s u r e m e n t  § § »
M easurem ent
iriTo-
(RJT) (gCFp)
_ _E&e[palHQ 
request (C ) _  External H O _  
request (C )  
H an d o ver required
H andover request
H andover
reques ack.
Voice
H andover C om m and
H .O  access .H a n d o v e r  C o m m an  I
 (i-ACUH)
Physical Info.
Hangover C om m and
(C)
H an d o v e r C o m m an d
(F A C C H )  
SA B M  <identity>
U A  <identity>
H andover C om pleted ^ H andover C om pleted  
“  (F A C C H )
C lear C om m m and
( D E C T  d i s c o n n e c t )  
Voice
Relgage 2)  t h e _  
old channel (C ) 
R elease of the old 
' c h a rn e l Ack“ )C T
C lear C om plete
ip is a s s ig n m e n u > l_  
the ch an n el
Indication of the old_ 
connection Rel.
Figure 4- 9, DECT to GSM handover (Backward, MCHO)
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Figure 4- 14, GSM to DECT handover (Forward, MCHO, method three)
As shown in Figure 4- 11 , in the GSM-DECT direction, the GSM MS sends the measurement 
results to the BSS on the Slow Associated Control Channel (SACCH). These results also 
include some information regarding the best DECT candidates. Then the BSS transmits the 
“handover required” message to the MSC over the A-interface. Then the MSC, transmits the 
“handover request” to the target CCFP and upon receiving the “handover request ack” , 
transmits the “handover command” to the handset over the FACCH. Then an internal handover 
procedures will take place within the DECT PP and CCFP. As soon as the handover to the 
target DECT cell is completed, a “handover complete” will transmit to the MSC. Then the 
MSC, will send the “clear command” to the BSS, in order to release the link. This handover 
procedure is a MAHO and backward handover procedure. A forward and MCHO also can be 
deployed as shown in Figure 4- 12 to Figure 4- 14. Three methods are proposed for the GSM- 
DECT (forward, MCHO). As shown in Figure 4- 12 , based on continuos measurement, PP 
initiates a DECT type forward handover procedure. The handover required message is 
transmitted from CCFP to MSC as a “forward” method, i.e. target base station transmits the 
message. The MCS upon receiving this message, diverts the traffic stream from BSC to CCFP 
and responds by sending a “handover Command” to the CCFP. In order to transmit the 
handover command to the CCFP, a new message, i.e.”D_HOcomplete” is proposed to be added
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to the DECT standard. Alternatively, since the GSM “handover required” message may not be 
suitable for sending the handover required messages in a forward direction, two new message 
can be added to the A-interface standard, i.e. “D_HOreqeust” (DECT-handover request MSC) 
and “D-HOrequest Accepted” . As illustrated in Figure 4-13, upon completing the DECT type 
handover procedure in the DECT side, the CCFP transmits “DJHOreqeust” to the MCS. The 
MCS upon reciveing this message, diverts the traffic stream from the BSC to the CCFP and 
responds by sending “D-HOrequest Accepted” to the CCFP. Finally, the CCFP transmits the 
“Handover complete” message to the MSC and the MSC then releases the link between the 
MSC-BSC by sending “clear command’ . In the third and final GSM-DECT forward handover 
method as shown in Figure 4- 14, after completing the DECT handover procedure, instead of 
CCFP, the PP internally (via IWU) informs the MS side of the completion of the handover 
procedure and then the MS sends a new defined “D-HOnotification” over the Abis-interface to 
BSC. Then, the MCS receives the “handover required” message from the old base station. The 
choice of the best procedure will need to take into account the level of modification in both the 
GSM and DECT air interface as well as the terrestrial links such as the A-interface, and also the 
handover delay. The handover delay will be investigated in the next chapter. Table B-l, 
illustrates the GSM, DECT and also proposed new messages in DECT-GSM handover 
procedures, including the length of messages and the rate of appropriate channels within which, 
the message will be transmitted.
Table 4 -2, illustrates the various proposed handover signalling messages and the required 
modifications in GSM BSS and DECT FP functionality as well as the GSM A, A-bis and 
DECT interfaces. It can be seen that, whereas in some methods GSM infrastructure remains 
intact, in others some minor modifications to the entities and interfaces are necessary. The 
DECT infrastructure however, requires major modifications.
DECT-GSM (Backward, MCHO)
GSM -DECT (Backward, NCHO)
GSM -DECT (Backward, M AHO)
>ECT (Forward, M C H O _l)  
' 1 '  - ■ "   ................
BSC-MSC RFP
(new msg.) (new msg.) _______
Table 4- 2, The level o f  required modifications in DECT and GSM
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4.4.7 Implications for DECT-GSM handover
In principle a dual-mode handset needs to be able to switch between systems according to 
availability/accessibility of coverage, and return to the home network when resources become 
available. A dual-mode DECT-GSM, must function as two handsets with a direct interface. 
Whilst the MS/PP serves as an active call in the GSM/DECT coverage, the other is on alert for 
information indicating the presence of an alternative coverage. This allows the handset to 
access the alternative system preceding the handover procedure. In areas where the coverage of 
both systems are available, mechanisms should be provided to select the most appropriate 
coverage. Considering the advanced features of DECT, i.e. high data rate, good QoS and low 
cost, it may be desirable to access the DECT system whenever it is available and switch to the 
GSM otherwise. However, as a result of significant coverage overlap for the DECT-GSM 
overlaid structure, the active base station may change rapidly from location to location as show 
in Figure 4- 15. Inevitably, a repeated handover request may be generated. For instance, 
directing the vehicular users, could generate considerable signalling load due to frequent cell 
crossings. This will lead to an increase in the MSC switching load.
A speed based selection procedure can prevent the assignment of a fast speed user to a DECT 
cell. In principle in an overlaid cell structured system proposal users are assigned to a particular 
level according to their speed. Fast users are generally encouraged to join macro/micro-cells, 
and slow users typically join pico-cells. Users are then instructed to move between the pico- 
cellular and micro-cellar planes based on their speed. The estimation of user speed can be 
accomplished by comparison between a cell dwelling time and the time elapsed in the 
predefined timer [ETS 97].
Another possible method to reduce the number of handovers in this case is to ensure that there 
exists a large signal differential between the two overlaid cells, e.g. DECT pico-cell and GSM 
micro-cell, [Nir 98c]. Alternatively, subject to availability of GSM coverage, the user can be 
forced to remain on the GSM coverage until the end of a call, whether or not the DECT 
coverage is available.
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Figure 4-15, The occurrence of unnecessary and repeated handover during A to B
Figure 4- 16, The simulated scenarios, left: single layer system, right: multi-layer system
4.5 Evaluation of various handover control performances
In section 3, various handover connection establishment methods, i.e. forward and backward, 
were investigated. A forward method was proposed for pico-to-micro handover direction as a 
more efficient connection establishment method. In this section the developed simulation model 
is explained. This model is used to evaluate the performance of various connection 
establishment methods with respect to the handover failure in HCS. Additionally, a flexible 
method was proposed and its performance was examined in which, first a handover in the 
backward direction is attempted, then if the signal level received from the old link was 
seriously shadowed, a forward handover will be initiated, where the handover related 
information will be sent to the new base station via the new link. This method however, impose 
more complexity on the handset design.
The model is applied to a system in which a pico-cell of 300 meters cell radius, is located 
within a distance of 1500 meters of a micro-cell BSS with 3000 meters cell radius as shown in 
Figure 4- 16. The model examines the occurrence of handover failure, while the dual-mode user 
moves from the centre to the edge of the pico-cell along a straight line at constant speed V. The 
simulation was run over a long time in order to estimate the mean value for handover failures,
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handover failure probability and position. Then the simulation was repeated for a single layer 
system, where two micro-cell of 3000 meters radii were examined.
As shown in Figure 4- 17 and Figure 4- 18, in the single layer scenario, i.e. micro-micro, 
assuming a micro-cell handover threshold of -100 dB, whereas a backward handover shows 10 
HO failures occurrence on average, the forward method results in 8 failures. This figure, can be 
further reduced to 3 failures if the proposed flexible method is applied. Figure 4-19 shows the 
probability and position of handover failure events. It can be seen that the majority of failures
may occur at the handover region, i.e. RnT^/^  = 2600 meter form the centre of the micro-cell,
regardless of the type of connection establishment method. However, the probability of failure 
is considerably reduced when forward and flexible methods are deployed. Figure 4- 20, 
indicates that deploying the forward and flexible methods could result in 20% and 70% 
improvement respectively in terms of reduction of failure events.
As shown in Figure 4- 21 and Figure 4- 22, in the multi-layer scenario, i.e. pico-micro, 
assuming a pico-cell handover threshold of -100 dB, whereas a backward handover shows 6 
failures on average, the forward method results in only 1 failure. This figure, can be slightly 
reduced if the proposed flexible method is applied. Figure 4- 23, shows the probability and 
position of handover failure events. It can be seen that unlike a single layer, the probability of 
handover failure increases when the distance between the user and the pico-cell BSS is 
increased for the backward handover method. This is due to the fact that within a very short 
time, i.e. due to small pico-cell size, and before the new link is established, the signal level may 
experience serious degradation. This will result in a very high probability of handover failure. It 
can also be seen that the probability of failure is considerably reduced when forward and 
flexible methods are deployed. Figure 4- 23, indicates that deploying the forward and flexible 
methods could result in 78% and 68% reduction, respectively, in terms of failure events. It can 
be concluded that in contrast to single layer systems, the flexible method in HCS does not result 
in considerable improvement in comparison with forward method.
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Micro-cell Ho threshold (dB)
Figure 4- 17, Comparison of backward, forward and flexible method for micro-to-micro 
handover in terms of the mean number of handover failures
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Figure 4-18, Comparison o f backward, forward and flexible method for micro-to-micro
handover in terms o f  the mean number o f handover failures
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Probability of HO failure (HO threshold: -1 0 0  dB)
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Figure 4-19, Comparison of backward, forward and flexible method for micro-to-micro 
handover in terms of probability and position of handover failures
Figure 4- 20, Comparison o f backward, forward and flexible method for micro-to-micro
handover in terms o f reduction o f handover failures
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Figure 4-21, Comparison of backward, forward and flexible method for pico-to-micro 
handover in terms of the mean number of handover failures
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Figure 4- 22, Comparison o f backward, forward and flexible method for pico-to-micro
handover in terms o f the mean number o f handover failures
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Probability of HO failure (HO threshold: -1 0 0  dB)
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Figure 4- 23, Comparison of backward, forward and flexible method for pico-to-micro 
handover in terms of probability and position of handover failures
Figure 4- 24, Comparison o f backward, forward and flexible method for pico-to-micro
handover in terms o f reduction o f handover failures
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4.6 Conclusions
In this chapter, various handover control mechanisms for the HCS were investigated. A 
MCHO/MAHO and a NCHO/MAHO is proposed for pico-to-micro and micro-to-pico direction 
handovesr respectively. When a handover is initiated by the mobile or network, the handover 
related information has to be transmitted to the network. The forward and backward 
connection establishment are proposed for pico-to-micro and micro-to-pico directions, 
respectively. Once the handover related information are transferred to the network, the 
connection needs to be transferred to the new base station. The choice of connection transfer 
methods depends on parameters such as capability of the network entities, the multiple access 
method, i.e. FDMA/TDMA/CDMA, and the channel allocation strategy, i.e. DCS/FCA. 
Whereas for the CDMA based systems a soft handover proves to be more efficient, in a TDMA 
based system, a hard handover is most suitable and less complex to implement.
Having investigated the handover control mechanisms for the HCS, various trigger methods, 
various connection establishment methods, i.e. MCHO, MAHO, NCHO and NAHO, and 
different handover provision methods, i.e. hard, soft and seamless, were investigated for DECT 
and GSM systems as candidates of a HCS.
A new flexible control method was proposed and its performance was evaluated. The results 
showed that in a multi layer cell architecture/HCS, in the pico to micro direction, backward HO 
results in significant handover failures. This highlights the criticality of choice of a suitable 
connection establishment method for HCS. The forward HO control provides considerable 
improvement in terms of reduction of handover failure (compared to single layer architecture 
micro to micro). The proposed new flexible control method shows a very high performance in 
terms of reduction of handover failure probability. However, whereas in the single layer 
system, the forward and flexible methods show 30% and 80% improvements respectively in 
terms of reduction of the handover failure, in HCS, 78% and 87% improvements respectively 
are achieved by deploying forward and flexible methods. It can be concluded that considering 
the complexity of implementation for the proposed flexible method as against the improvement, 
flexible and forward are proposed for single and multi-layer systems respectively.
Finally, it can be concluded, that the choice of handover control mechanism, depends on a 
variety of parameters, such as the capability of the systems, complexity of operation and 
implementation, signalling load, accuracy and delay and many other system characteristics. A
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particular control mechanism, for one environment, e.g. pico cell, may not necessarily be 
suitable for operation within another environment e.g. micro-cell. However, considering certain 
performance measures, some control mechanisms provide better efficiency and reliability.
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CHAPTER 5
HANDOVER TIME IN HCS
5.1 Introduction
One of the main challenges in handover design is the handover delay optimisation. Excessive 
delay in the handover process can cause degradation of Quality of Service (QoS) or call 
dropping, in the sense that the signal quality may fall below an acceptable level. In addition, 
delayed handover increases the co-channel interference. Therefore minimising the handover 
delay is desirable for improving the overall system performance. This chapter focuses on 
handover time/delay and synchronisation issues in HCS. Since the handover delay involves 
many parameters specific to each standard, such as the message length, signalling flow and 
channel rates, two existing standards, i.e. GSM and DECT have again been chosen as examples 
of micro and pico cell systems, respectively. The various handover algorithms and control 
mechanisms proposed in Chapters 3 and 4, are examined and different elements of handover 
delay are estimated.
5.2 Handover time
The handover time could be defined as the duration of interruption from the moment that the 
handover condition is met, until an adequate channel has been established to prevent the call 
loss. The handover time can be considered to comprise of two components:
- Handover initiation delay
- Handover execution time
Thandover ~  T  initiation + T  execution ( I )
1 10
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5.2.1 Handover Initiation Time
The handover initiation time is defined to be the duration of interruption from the time that the 
level or quality of signal on the radio link falls below a pre-defined threshold level, until a 
handover is triggered by the handover control entity in the system. Depending on the handover 
control mechanisms, the handover control entity could be the terminal (MCHO) or the network 
(NCHO) or the terminal plus network (MAHO/NAHO). However, the control mechanism and 
connection establishment methods do not have any impact on the handover initiation time. 
Handover initiation time is directly dependent on the averaging window, i.e. the sampling 
interval, number of samples, and the hysteresis margin. Despite the fact that the larger 
sampling window could increase the accuracy of the handover and also reduce the unnecessary 
handover rate, it could in return, increase the delay and therefore may result in degradation of 
handover performance. The hysteresis is also used to reduce the unnecessary handover rate but 
it also causes an additional delay. Thus, careful consideration should be given to identifying 
adequate values for sampling window and hysteresis. The handover initiation delay can be 
defined as:
1  initiation = Tsampling ± 1 'hysteresis ( 2 )
where Tsampung and ThySteresis represent the delay caused by sampling and hysteresis, respectively. 
Then Tsampung could be defined as:
T _ N .t  (3)
sampling ~
where N  and t represent the number of samples and the sampling interval respectively The 
averaging window T  includes N  samples, half of them extracted from the previous samples. 
Hence the averaging window creates a constant mean delay of (N  t)/2.
Applying a hysteresis level causes an additional delay in handover initiation. As shown in 
Figure 5- 1, in a single layer cell architecture, the hysteresis delay is defined as the time
between the theoretical handover point i.e. x0 where the received signal levels from the base
stations are equal, and the actual point of handover due to the hysteresis value. The path loss 
characteristic of signals described in section 3.5 can be represented as:
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R i(x ) =  K] - K2 log10(x) x  e (0, D )
R i(x )  = K] - K2 logw(D-x) x e (0 , D )
where R 2(xo) - Rl(xo) =  0 and Xo=D/2
If R2( D - x ) -  Rl(x) =  H;
Then hysteresis could be defined as:
H  - K 2 log io —- —
D  — x
H_
= 10 Kz
D - x
H_
 -  = 10^
2x o - x
(4)
(5)
X-Xo
X o
X-XO = Thysteresis 
V
H H
Thysteresis ~  ^ ( I 0 k 2 - l ) / ( 1 0 k 2 + x )
(6)
where D  and v denote the distance between two base stations and the user speed, respectively.
Figure 5-1, Received signal level in single layer system 
Therefore the total initiation delay could be defined as [Zon 97]:
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D  H  H  (7)
Tinitiation =  N  . t/2 +  — ( 10*2 -  1 ) / ( 10*2 +  1)
2v
Since the received signal level fluctuates due to shadowing, the HO may be initiated before the 
path-loss difference becomes equal to H. Assuming o as standard deviation of shadowing, most 
HO will be performed, when the path loss difference approaches (H-a ) [Cor 94] and [Son 97]. 
Hence replacing H with H-a in (6), the following relationship can be obtained:
D E=S_ (8)
Pinitiation — N . t / 2  + ~ ( i o  *2 - 1)/(10  k2 + l )
2v
Figure 5- 2, Received signal level in pico-micro cell system
As shown in Figure 5- 2, and explained in Chapter 3, since a hysteresis margin is not used in 
the proposed handover algorithm for HCS, the sampling delay will be the only source of 
initiation delay.
Pinitiation =  Psampling
Hence this section focuses on the delay caused by sampling only. The effects of sampling rate 
and period on handover performance in terms of mean number of handovers, have already been 
investigated in Chapter 3. In this section the impacts of sampling on handover initiation time is 
evaluated. Since in the GSM system, mobile stations have to report their measurements in 
intervals of 480 ms [ETS 92] to the respective base stations, these values can be used as t in 
above equation. As for DECT, this value would be the interval of a TDMA frame (10 ms) [ETS
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95a]. The number of samples is a trade-off between the reduction of the handover rates and the 
increase of the handover delay. The choice of sampling number/rate is not part of the 
standardisation. The basic algorithm processes the measured samples at the base station, where 
the most recent 32 measurements values (e.g. GSM) are stored. This value for DECT varies 
according to the handover implementation and environment.
As shown in Figure 5- 3, variation of DECT sample numbers between 10 to 200 samples, 
results in 0.5 to 1 second delay in handover initiation in the DECT to GSM direction. Assuming 
that the DECT user is a slow-speed user, i.e. pedestrian (1 m/s), and there is the availability of 
overlaying GSM coverage, the variation of the handover point due to sampling is trivial. Hence 
it will not have any serious impacts on the DECT-to-GSM direction handover performance. 
Consequently a higher DECT sampling number can be chosen to reduce the mean number of 
handovers as well as the probability of unnecessary handover in the DECT-to-GSM direction. 
In the GSM-to-DECT direction, as shown in Figure 5- 4, varying the GSM sample numbers 
from 10 to 60, i.e. 32 is a typical value, the delay varies from 2.5 to 14 second. There are two 
types of users in the GSM coverage, i.e. slow speed (pedestrian, 1 m/s) and fast speed (vehicle, 
8.3 m/s), who may need to handover to the DECT system. Considering the size of the pico- 
cells, fast speed users may cause a significant number of handovers due to frequent cell 
crossings. Hence, it may be desireable to only allow the handover of the slow speed user in the 
GSM-to-DECT direction. However, assuming that both types of handover are permitted and 
each have an identical sampling numbers, the GSM-to-DECT handover point varies between 
2.5 to 14 meters and 20 to 120 meters for slow and fast speed users respectively. Considering a 
typical DECT cell size, i.e. 100 to 300, the initiation delay due to the GSM sampling number 
will not have any impact on the handover for slow speed users, whereas for fast speed users, the 
large initiation delay, may result in DECT coverage loss and thereby handover failure. Hence in 
the case of the fast speed user, handing over to a pico-cell, a much smaller averaging window 
should be used.
It can be concluded that in the DECT-to-GSM direction handover, DECT sampling delay will 
not have any major impact on the handover initiation time, as this figure is considerably less 
than the GSM handover initiation delay. But in the GSM-to-DECT direction, since the GSM 
sampling window is considerably larger than for DECT, for high speed users a smaller window 
size should be used. Additionally, due to the different window size in the two systems, the 
handover algorithm should rely on the values, taken from the previous measurement in the 
respective system. This can have an impact on the accuracy of the handover.
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Figure 5- 3, Delay due to DECT sampling
Figure 5- 4 , Delay due to GSM sampling
5.3 Handover Execution Time
The handover execution time is defined to be the duration of interruption from the time that a 
handover decision is made, i.e. handover request message as a consequence of radio link 
performance in the initiation stage has been issued by the handover control entity, until the 
instant that a new traffic channel and stream is established. Different factors such as handover 
control, i.e. MAHO, MCHO, NCHO, NAHO, connection establishments, i.e. backward or 
forward, and also the provision mechanism, i.e. hard, soft, and seamless, would directly affect
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the handover execution time. In principle handover execution time consists of propagation, 
signalling, synchronisation and processing times.
Pexecution ~  Psynchronisation + Ppropagation + PSignalling + PProcessing ( 9 )
5.3.1 Propagation Time
The propagation delay depends on the propagation distance from the MS to the network entity, 
e.g. BSS in GSM, RFP in DECT and LES in a satellite network. Due to the short distances in 
mobile and cordless systems between BSS and/or RFP to the mobiles, i.e. max. 35 km for GSM 
and max. 1 km for DECT, it can be seen that the propagation delay cannot be a source of major 
delay for these systems whereas for a satellite system considering the high altitude of satellites, 
e.g. 500-1000 km for LEO and 36000 km for GEO systems, the propagation time is a crucial 
factor. Considering the number of radio link signalling transmission for a given handover 
signalling procedures, this delay can be calculated as:
P  propagation -  N u m b er o f  radio link transm ission * P ropagation  tim e (10)
P ropagation  tim e = D ista n ce /  light velocity
G S M  propagation  d ela y: 3 5  k m /3 0 0 0 0 0  ~  0 .1 1  m s o r  3  k m /3 0 0 0 0 0  ~  1 0  \ls
D E C P p r o p a g a tio n  d ela y: 0 .5  k m /3 0 0 0 0 0  ~  1 .6  jxs
As a consequence the propagation delay within handover procedures for DECT-GSM system, 
does not seem to have any major impact on the handover delay, and therefore will be not be 
considered in this study.
5.3.2 Processing Time
Processing delay applies to the delay in various nodes of the network such as switches, BSSs 
and databases. This delay differs under various loads and other conditions, An accurate delay is 
difficult to estimate, since many parameters should be taken into account. However, to simplify 
the estimation, technical performance objectives defined for the fixed infrastructure of GSM 
and DECT may be used which only relates to the worst case. The maximum processing delay in 
each network entity should be defined in conjunction with the reference traffic load 
assumptions. Then total processing time/delay during a handover considering the signalling
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flow diagrams can be estimated by accumulating the delay value for each signalling message in 
each particular network entity. However, the processing delay can be considerable in some 
types of message, i.e. when there is a need to read or write in to a database, e.g. database 
access, “Update Location” message VLR > VLR or writing in SIM module in “TM SI 
reallocation complete” message. Therefore the processing delay in the handover procedure 
will not be taken into account since there is no database access, and in other remaining 
messages the delay is trivial.
5.3.3 Signalling Transmission Time
This delay applies to the signalling message length in conjunction with the channel bit rate on 
the transmission links, i.e. radio and terrestrial links. On the terrestrial signalling link, the 
transport mechanism is based on SS7 for both GSM and DECT. On the radio links, signalling 
transmission rates differ according to the system and also the channel structure, i.e. logical 
channel rate. Therefore in order to calculate the signalling transmission time, an appropriate 
logical channel for each message should be specified. The period and repetition of channels 
should also be identified and then, considering the number of bytes in each message and the 
channel rates the overall signalling delay can be estimated for handover procedures.
5.3.3.1 Channel rates in DECT
DECT uses a TDMA scheme on multiple earners. Ten carriers are envisaged in the frequency 
band between 1880 MHz and 1900 MHz, and each occupies a bandwidth of 1.728 MHz. Each 
carrier is mapped on to 12 channels in the TDMA format. DECT employs Time Division 
Duplex (TDD), so that information moves in both directions over the same carrier (120 
channels). The DECT RFPs support a multi-frame structure of 16 frames duration. Both frame 
and multi-frame timing should be synchronised for all RFPs on the DECT fixed part. The 16 
frames in one multi-frame are numbered from frame 0 to 15. Once every multi-frame, a special 
tail identification is sent in the header, i.e. H, to mark frame number 8 of the multi-frame. The 
frame duration is 10 ms, with 5ms for fixed to portable and another 5 ms for portable to fixed 
part. The transmitter assembles information in signal bursts which it transmits in slots of 
10/24= 0.417 ms, with 480 bit/slot (including 64 b guard time). The total bit rate is 1.152 Mb/s, 
which is the highest rate so far for any of second generation systems. Each slot contains 64 bits 
for system control (C, P, Q and M channels) and 320 bits for user information (I channel).
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Figure 5- 5, DECT frame structure
The information channel (I ), bears the user information. As shown in Figure 5- 5, in the DECT 
U-plane multiplexer, 320 bits are available in each frame, hence the I channel throughput is 32 
kb/s. In the case of telephony this would be a bit stream of ADPCM coded speech. An I 
channel, exists in both fixed to portable and portable to fixed directions. The control channel C 
is used for the actual signalling data. Signalling embraces everything that is needed to set-up, 
maintain and release a call with a particular terminal. Again, the C channel exists in both 
directions. Network originated call set-up is carried out by paging the portable which in return 
builds up the link. Any active channel can be used to page a portable. The paging information is 
carried by the P channel and is therefore broadcast to all portables locked on to the channel, 
whilst the signalling data carried by the C channel is intended only for the one receiver in 
conversation. Obviously a P channel exists in the fixed to portable direction only.
On the N channel, identities of the portable and the base station are exchanged at regular 
intervals (hand-shake). Before a portable can lock on to a base station, it has to verify that the 
base station belongs to a system with which it wants to communicate. The system 
identification, together with other important parameters, are broadcast in the Q channel. The Q 
channel again exists in the down link direction only.
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The C, P, Q and N channels are multiplexed onto 48 bits of each burst. Together they may 
occupy a signalling rate of 4.8 Kb/s. The allocation to the individual channel is, however, 
dynamic and depends on the actual needs. The algorithm of this statistical multiplexing scheme 
is such that for each logical channel a minimum throughput is guaranteed. The multiplexed C, 
P, Q and N channels are protected by a Cyclic Redundancy Check (CRC) with 16 bits. The 
CRC allows recognition of transmission errors. In the case of C, an automatic Repeat Request 
(ARQ) protocol is used to recover from transmission errors. The data of other channels is not 
transmitted . The CRC only allows verification of the correctness of the received data [ETS 
95a]. Table C-l to C-4 in Annex C, illustrate various DECT channel repetitions and rates.
5.3.3.2 Channel rates in GSM
GSM has adopted a TDMA structure modulating an RF carrier to occupy a 200 KHz 
bandwidth. In standard GSM, there are 124 carriers in the 900 MHz bandwidth but this was 
later increased to 174 carriers by allowing an extension band. The fundamental unit from which 
a frame structure is built up is called a bit and is identified by the Bit Number (BN). At the air 
interface the modulation scheme is GMSK which is bandwidth efficient and has good co­
channel interference immunity. The Bit Period (BP) which is 48/13 ~ 3.69 jxs, is taken as the 
reference unit in defining the frame structure and hierarchy.
A TDMA frame is made up of 8 time-slots as shown in Figure 5- 6. The frame is repeated 
continuously to make up the baseband structure that is frequency translated to the GSM/DCS 
frequency band in the modulation process. Each time-slot is a window which holds a group of 
bits known as a burst. There are five types of burst, namely the normal, frequency correction, 
synchronisation, dummy and access burst. A time-slot is 156.25 BPs long but only contains 148 
actual bits which constitute a burst, except in the case of the access burst which has only 88 
bits. The remaining time of 8.25 BPs (or 68.25 BPs in the case of access bursts) is known as the 
guard period and is required to provide an insurance against the uplink bursts transmitted by 
two separate mobiles in adjacent timeslots from interfering with each other at the 'BTSs 
receiver. As we will see later the 8.25 BPs guard period is not enough to stop interference and a 
process known as timing advance is brought into play to solve the problem. Being a TDMA 
system, a multi-frame structure is used to create a number of separate channels that can be 
interleaved in the timeslot stream. In the GSM TDMA system there is a 26 frame multi-frame, 
which is used to provide 24 frames for a Traffic Channel (TCH) and 2 frames for the Slow 
Associated Control Channel (SACCH).
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BCCH + CCCH ( downlink )
TDMA Frames
SDCCH + SAC CH ( downlink )
SDCCH + SAC CH ( uplink )
Figure 5- 6, GSM logical channel period and rates
In a full rate system, timeslot 12 is used for the SACCH and timeslot 25 is idle. The GSM 
standard also defines a 51 frame multi-frame for the remainder of the logical channel types 
which are:
- Broadcast Control CHannel (BCCH)
- Frequency Correction CHannel (FCCH)
- Synchronisation CHannel (SCH)
- Random Access CHannel (RACH)
- Paging CHannel (PCH)
- Access Grant Channel (AGCH)
- Standalone Dedicated Control Channel (SDCCH)
- Fast Associated Control Channel (FACCH)
Table C-5 in Annex C illustrates various GSM channel repetitions and rates.
5.3.3.3 Interruption to ongoing speech
According to the GSM frame structure and coding, every 23 bytes (or less) of signalling data 
will produce around 20 ms accumulated speech data loss [Moul 97]. If the signalling message is 
longer than 23 bytes, longer speech data loss is expected. There exists three messages conveyed
120
Chapter 5 Handover time in HCS
via FACCH, as defined in the handover signalling procedures, that can be the source of 
interruption in the GSM-DECT direction handover. However according to the selected 
procedure, the length of message will be different. For example the length of “handover 
command” message will be different in the two cases, as the amount of information required to 
be transferred (optional field) varies in different cases for the same message. Based on the 
length of messages transferred on the GSM radio interface, the duration of interruption in 
speech within the GSM-DECT handover direction are calculated and the results are indicated in 
Table 5- 1. Considering the GSM recommendation for delay constraint, i.e. 150 ms, it can be 
seen that, in the DECT-GSM direction handover, the interruption due to handover message 
transfer during the call, is less than the maximum allowable delay. Also, since the handover 
related messages in the DECT radio interface are conveyed separately from the traffic stream, 
there will not be any interruption to ongoing speech in the DECT-GSM direction handover.
Signalling message length Speech data loss
1-23 Bytes 20 ms
24 - 46 Bytes 40 ms
46 - 69 Bytes 60 ms
Table 5- 1 , Accumulated speech data loss due to delay 
5.3.3A Signalling transmission delay calculation
Now, having the channel rate and also the number of bytes within various handover messages 
(see Annex B, Table B-l), the signalling transmission delay for various handover procedures as 
in Chapter 4, can be defined. Different values for delay are achieved based on various, 
handover procedures, i.e. backward, forward, MCHO, MAHO, NCHO and NAHO. The results 
of handover signalling transmission delay are summarised in Table 5- 2.
H.O direction and method H.0 Procedure 
Delay (ms)
Interruption 
to on-going speech (ms)
DECT-GSM (Backward, MAHO) 186.48 0
DECT-GSM (Backward, MCHO) 186.48 0
GSM-DECT (Backward, NCHO) 109.54 20
GSM-DECT (Backward, MAHO) 93.17 20
GSM-DECT (Forward, MCHO_ 1) 159.17 20
GSM-DECT (Forward, MCHO_2) 74.25 0
GSM-DECT (Forward, MCHO_3) 171.49 40
Table 5- 2, DECT-GSM handover signalling delay
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5.3.4 Synchronisation Time
In a TDMA based system the mobile must transmit only during the allocated time slot and be 
silent for the rest of the frame, otherwise it will interfere with calls from other mobiles using 
different time slots on the same earner. This is accomplished by multi-frame, frame and time­
slot synchronisation at the cell selection stage. Additionally, in mobile systems with longer 
propagation distance, as the user moves away from the base station, the bursts from the mobile 
will be delayed due to the increasing propagation delay and therefore bursts may arrive with 
greater delays resulting in delayed responses from the base station. Eventually this delay could 
become so long that the mobile may transmit in a different time slot than the one that was 
allocated. To overcome this problem the arrival time at the base station is monitored and orders 
are given to the MS to advance the time for transmission as it moves away. This is called timing 
advance. The timing advance information is sent to the MS during the handover and the amount 
of time advance is specified within the transmitted frame. Hence, the synchronisation has to be 
performed in cell selection and handover stages. In the following sections the synchronisation 
in selection and handover has been studied for both the GSM and DECT systems.
5.3.4.1 Synchronisation in GSM cell selection
MS state (power on)
The mobile scans all RF channels in the GSM system and calculates average signal levels for 
each. The mobile then tunes to the strongest carrier and synchronises to it by reading the 
FCCH. Next it determines the identity of the BTS and synchronises to the hyper-frame TDMA- 
frame number by reading the SCH. A great deal of general information must be known before 
any call processing can begin. The mobile listens to the BCCH to determine information such 
as the neighbouring cell description, frequencies used in the current cell, cell barred, Mobile 
Country and Network Code, etc. The time for this process can be calculated according to FCH, 
SCH, BCCH repetition as follows:
l(F C H )  + l(S C H ) + 4(B C C H )= 6 6 x  4.61 (TDM A frame length) = 27.6 ms/0.0276 s
At this point, the mobile must register in order to tell the system its location and that it is 
powered on. However if the MS cannot decode the channel at the first attempt, it will wait for 
reception of the next channel. According to FCH, SCH and BCCH channel repetition, i.e. 5, 5,
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and 1 every muti-frame (51x 4.61 ms = 235.36 ms), this may delay the whole process by up to 
262.96 ms (235.36 + 27.6 = 262.96).
Access for registration
The mobile sends an access request message on RACH. The system allocates a SDCCH to the 
mobile via the AGCH. Registration is performed on the SDCCH and control signalling on 
SACCH and then the mobile returns to Idel_Mode. This process according to RACH, AGCH, 
SDCCH, SACCH channel rates and the frequency and the length of each message could take 
approximately 2.8 s to 4.2 s.
Then total delay could be estimated as:
Min: 2.8 +  0.0276= 2.8276 s
At this point, every thing is ready for paging or access. The mobile is in idle_mode, listening to 
BCCH and CCCH.
5.3.4.2 Synchronisation in GSM handover
GSM offers four ways in which this can be achieved thereby defining 4 different kinds of 
handover timing schemes [Fer 96], namely:
- Non-synchronous handover
- Synchronous handover
- Pseudo-synchronous handover
- Pre-synchronous handover
Non-synchronous handover
In this scheme, the mobile first accesses the new base station over the random access channel. 
The guard period for the random access burst is very much larger than that associated with the 
normal bursts and as such does not require timing advance. The target base station responds 
with physical information about itself and provides the mobile with the value of timing advance 
it should use. More specifically, when handover is required, through DCCH (FACCH), 
“Handover Access (Special Signal)” is sent to the new BSS in random mode. This message 
does not follow the basic message format and it is an un-coded message and contains the 
“Handover Reference Number” . The BSS upon receiving this signal conveys the “Physical
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Information” message containing the timing advance information and therefore synchronisation 
is performed.
S ynch ron ou s handover
The handover time is reduced, because the mobile would have a priori knowledge of the target 
base station’ s timing. A conceptually straight forward method to achieve this is to synchronise 
all the base stations in a PLMN or coverage area so that they all have the same absolute phase. 
A mobile can then reliably compute the required timing advance for the target cell by observing 
the timing of the received BCCH frame structure. It has to be stated that the uplink is always 
timed relative to the downlink. Time synchronisation would be at the superfarme level, since 
the system has to account for both traffic and control channels, which use 26 or 51 multi­
frames, respectively.
P seu d o-syn ch ron ou s h and over
If an operator does not have a synchronous network, it is still possible to improve upon the non- 
synchronous handover by using a GSM phase 2+ feature called pseudo synchronous handover. 
Here the mobile uses the following two measures of phase difference (between base station) to 
compute the timing advance:
- real time difference (RTD), as provided by the serving cell
- observed time difference (OTD), as calculated by the mobile
The new timing advance (TA1), can be calculated from the old timing advance (TAO) with the
following equation:
T A 1 =  O T D  - R T D  + TAO
It is worth noting that synchronous handover can be viewed as a special case of pseudo-
synchronous handover in terms of the above equation by making R T D  -  0.
P re-syn ch ron ou s h and over
In this case the mobile assumes the timing advance value for the target cell is 0, which applies 
to the case when a mobile is geographically near to the BTS site. This approach can be used in 
small or microcells.
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S.3.4.3 Synchronisation in DECT cell selection
The MAC layer, in combination with the physical layer provides synchronisation between RFP 
and PP. In all cases, the FT is the timing master, and a PT is always required to synchronise to 
an FT before it can obtain service.
Three types of synchronisation are defined;
- Slot synchronisation
- frame synchronisation
- multi-frame synchronisation
Synchronisation of a PT is achieved and maintained by the reception of physical packets by the 
physical layer for any active slots. Each physical layer packet consists of 32 synchronisation 
bits and 388 data bits. The synchronisation field consists of 16 bit symbol synchronisation 
preamble and 16 bits frame synchronisation word. This provides the first level of timing. Then 
a small number of messages are used in the Q channel to define frame synchronisation and 
multi-frame synchronisation relative to this slot timing. The FT transmission is required to be 
frame and multi-frame synchronised at all RFPs in any one cluster. It is required that this 
synchronisation is maintained across a complete fixed radio termination.
At the PT, successful synchronisation is required for the PT to lock to the transmissions of an 
FT. A PT can exist in one of three synchronisation states at the MAC layer:
1- Unlocked: the PT is not synchronised to any RFP
2- Locked_pending: the PT is receiving RFP transmissions, but has not yet obtained frame 
and/or multi-frame synchronisation.
3- Locked: the PT has achieved frame and multi-frame lock to an RFP.
Synchronisation o f PP to RFP accroding to channels repetition
Q channel in frame number 9 o f every multi-frame (16 frame, 160 ms), followed by N channels
in frame number 10, then:
10 + 10 = 20 ms.
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However if PP could not receive the 9th frame in the multi-frame, it should wait for another 
multi-frame which will arrive after 160 ms. Hence synchronisation could be delayed by up to 
180 (20+160=180 ms).
PP states (power on)
A PP can exist in one of four major states at the MAC layer:
1) Idle_Unlocked: the PP is not synchronised to any RFP and does not attempt to detect RFPs.
2) Active_Unlocked: where the PP is not synchronised to any RFP transmission, and is unable 
to make or receive a connection but the PP makes occasional attempts to detect a suitable RFP 
and enter the Idle_locked state.
3) Idle_locked: where the PP is synchronised to at least one RFP transmission. It is able to 
make or receive connections, but has no connections in progress.
4) Active_locked: where the PP is synchronised to at least one RFP transmission and has one or 
more connections in progress.
Several different modes of operation exist in the Idle_locked state:
a) Scanning mode: where the PP’s receiver scan sequence is synchronised with that of RFP;
b) High duty cycle Idle_Locked mode: where the PP receive 6 times per multi-frame;
c) normal Idle_Locked mode: where the PP typically receive once per multi-frame.
d) low duty cycle IdleJLocked mode: where the PP typically receive less than once per multi­
frame.
The multi-frame numbering is defined in the same way for the FP and the PP. A multi-frame 
normally starts with FP transmissions (first half of frame 0) and ends with a PP transmission 
(last half of frame 15).
Frame numbers (multi-frame timing) are never included in a transmission. Frame numbers are 
interpolated from the multi-frame markers that is included in all FP transmissions. This marker 
appears once per multi-frame (in frame 8). When encryption is provided, an explicit multi­
frame number is also defined using a similar technique to slot numbering. A special (Q- 
channel) message is transmitted at a lower rate by the FP. This message defines the actual 
multi-frame number for that transmission.
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A ctio n s in Id leJU n L ocked  and A ctive^ U n lock ed  states  
In the Idle_Unlocked state, PP need not do anything.
In the Active_Unlocked state, PPs occasionally try and enter the IdleJLocked state.
Figure 5- 7, DECT handset state diagram 
E n try into the Id leJL ocked  state
An Active_Unlocked PP occasionally scans for a DECT fixed part with which it can enter the 
Idle_Locked state. The timing of the start and end of this scan are controlled by the 
management entity which should consider such things as power consumption and SARI list 
length. The scan is perfomed for Q and N channels. The Q-channel information allows frame, 
multi-frame, and receiver synchronisation to be obtained. The management entity issues 
required, MAC_ME_INFO, containing the PARI only if it identifies an acceptable ARI. If the 
PP wishes to enter the Idle_locked state it will extract all the transmitted QT information that is 
necessary for all the MAC and physical layer service types that it can use. If a PP can 
implement encryption and only B-field connection setup, it has to receive the multi-frame 
number and fixed part capabilities message. After this QT information has been obtained, the PP 
may enter the IdleJLocked state.
A ctio n  in Id le_lo ck ed  state
In the Idle_Locked state, the PP shall maintain frame and multi-frame synchronisation with the 
FP and may occasionally scan for the RFP with the strongest signal strength. If the strongest 
RFP is found, then the PP may lock to this RFP instead. In addition the PP should be able to 
receive paging message and may provide the means to detect connection setup attempts from 
FP (fast setup).
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In order to remain in the Idle_Locked State the PP will:
- re-synchronise its timing with the FP’s timing at least every T216=(8 multi-frame);
- receive in frame 0, at least one A-field with correct CRC every T207= (5 seconds);
- receive at least one NT type tail containing the PARI in the MAC_ME_INFO.res primitive 
every T208= (20 seconds)
If any of these condition are not met, the PP willl enter either the Active_Unlocked or 
Idle_Unloked state.
5.3A.4 Synchronisation in DECT- GSM
In this thesis, a type II dual mode handset (as explained in 2.7.1), which can operate in two 
different modes at a given time, has been considered. Hence, the only implication in handover 
between two systems is the initial synchronisation for each individual system in the cell 
selection/power on stage.
DECT-GSM direction
As soon as the terminal is powered on, if the DECT system is available and the cell selection 
criteria is met, DECT is selected as the active side of the dual-mode terminal (as explained in 
2.8.3) and the DECT side goes to IdleJLocked. The DECT side switches to Active_Locked if a 
call is initiated by the DECT side. Now as shown in Figure 5- 8, three different procedures can 
be performed in the GSM side as follows:
A) GSM side stays in power off (Idle_Unlocked). When the need for handover arises, the GSM 
cell selection and synchronisation is performed. Since there is no information on the available 
GSM cells, the DECT to GSM handover algorithm will not be able to initiate the handover 
process. Additionally a delay equivalent to GSM cell selection including the synchronisation 
delay will be imposed on the handover procedure. Hence this scheme will not be applicable.
B) GSM sides remains at Idle_locked mode with occasional attempts to change to 
ActiveJLJnlocked. When the DECT signal level falls below a pre-defined level which is 
different to the DECT HO threshold level, , i.e. this could mean that a DECT- GSM Hanover 
may be required, then the GSM side attempts to change to the Idle_Locked mode. When the 
need for handover arises, the GSM side will begin from the IdleJLocked mode. Then a delay
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equivalent to the GSM cell selection including the synchronisation time, will be experienced. 
However, since this process takes place prior to the actual handover procedure, it will not have 
any impact on the handover time.
C) Following the DECT side cell selection, GSM also performs the cell selection including the 
synchronisation and remains at Idle_Locked mode. Hence, when the need for handover arises, 
the GSM side will start from the idle locked stage and therefore similar to case B, there will 
not be any delay due to synchronisation.
It is assumed that due to overlaying coverage, for the majority of time GSM may be accessible. 
The advantage of using scheme B is that the GSM side does not need to listen to the BCCH 
whilst user intends to stay in DECT coverage. This could result in reduced power consumption 
due to reduced need for measurements. Scheme C, would facilitate more reliable handover in 
terms of delay but at the cost of more signalling and power consumption. However, scheme B, 
does not allow the proposed location updating procedure , i.e. con n ect and discon n ect, to be 
performed. In both case, the selection and synchronisation does not have any impact on 
handover time. The switching from Ideljocked to Active_locked however, takes some time. 
This time can be regarded as the handover signalling time that has already been considered.
GSM - DECT direction
GSM follows the power-on procedure as explained earlier, and stays in Idle_locked mode. 
Since the handover criteria in GSM-DECT differs from the DECT-GSM direction, different 
procedures can now take place. Assuming that as soon as DECT is avialable, dual-mode 
terminal has to switch to DECT. Different procedures can now take place as follows:
A) Assuming that the GSM side is not in call progress, if the DECT side cannot recognise any 
coverage, it will remain in Id!e_Unlocked, but will make occasional attempts to find a suitable 
RFP. The timing of the start and ending of this process can be controlled by the management 
entity considering the power consumption issue. As soon as the availability of DECT, is 
established, regardless of the GSM signal condition, the DECT cell selection and 
synchronisation takes place on the DECT side, i.e. according to Q channel timing and rate, 
synchronisation could take 2 0  m s - 1 8 0  ms. Then the GSM side and DECT side are set to 
inactive and active mode, respectively.
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B) If a call is initiated on the GSM side, it switches to ActiveJLocked. Then, similar to case A, 
the PP side, makes an occasional attempt to find a suitable RFP. Now, if the availability of 
DECT and the need for GSM-DECT handover occur at the same time, e.g. GSM signal level 
deterioration due to entering a building, a delay equivalent to DECT cell selection and 
synchronisation will be imposed on the handover procedure. Otherwise, this delay will not 
affect the handover time, since it would take place prior to the handover procedure.
It has to be noted that since a change from IdleJLocked to Active_Locked, could take much 
longer due to the registration/location updating procedure, this procedure should take place at 
the end of the call, as shown in Figure 5- 8.
GSM to DECT
Average
DECT to GSM
switched on
found suitable RFP 
! (Q, N channel)
Average: 2 - 4 s
27.6
1
found suitable BTS 
(FCH, SCH, BCCH)
Location updating 
(N , C channel)
arer release
Location updating 
(RACH, AGCH, SDCH)
Figure 5- 8, Cell selection and Synchronisation in DECT-GSM
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5.4 Total DECT-GSM handover execution delay
Finally, the total handover execution time Texecution , can be calculated by accumulation of the 
following four components of delay as follows:
Texecution ~  T Synchronisation + Tpropagatjon+  Tgjgnainng + TProcessing
As stated in section 5.3.1 and 5.3.2, TProcessing and Tpropagation do not contribute significantly to 
handover execution time. Hence the total DECT-GSM handover time/delay can be 
approximated as:
Texecution ~  Tsignalling ± Tsynchronisation
Assuming that the proposed selection methods for DECT-GSM handover are deployed, the 
synchronisation delay will not contribute to the handover delay. Hence the signalling 
transmission delay, will be the only source of delay in the DECT-GSM handover execution 
process. Table 5- 3, summarises the DECT-GSM handover time study. This table includes 
various handover control mechanisms and interruption on speech and relative delay and also 
the required modification in terms of functionality and new messages in DECT and GSM.
Handover methods GSM
modifications
DECT
modifications
Handover time
MS-BSS 
(new msg.)
BCS-MCS 
(new msg.)
BSS
J , '
PT-FP
(new msg.)
FP HO
Sig. delay
Speech
Int.
DECT-GSM 
(Backward, MAHO)
0 - - 6 + + + 186.48 0
DECT-GSM 
(Backward, MCHO)
0 - * 6 + 186.48 0
GSM-DECT 
(Backward, NCHO)
0 - 7 +++ 109.54 20
GSM-DECT 
(Backward, MAHO)
0 - - 7 +++ 93.17 20
GSM-DECT 
(Forward, MCHO-1)
0 2 + 9 + + + 159.17 20
GSM-DECT 
(Forward, MCHO-2)
0 2 + + 7 +++ 74.25 0
GSM-DECT 
(Forward, MCHO-3)
2 0 + + 9 ++ 171.49 40
Table 5- 3, The summary of DECT-GSM handover time study
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5.5 Conclusions
Delay in the handover process causes serious degradation of Quality of Service (QoS). 
Therefore minimising the handover delay could significantly improve the system performance. 
This Chapter focused on handover time/delay issues in HCS. Since the handover delay involves 
many parameters, specific to each standard, such as message length, signalling flow and 
channel rates, two existing standards, i.e. GSM and DECT were chosen as examples of a micro 
and pico cell system, respectively. Then, various handover algorithms and control mechanisms 
proposed in Chapters 3 and 4, were examined and different elements of handover delay, were 
calculated.
The handover delay was categorised into, two parts, i.e. handover initiation delay and execution 
delay. The initiation delay consists of sampling window and hysteresis delays. Due to 
dissimilarity of the received signal levels from the two cells with different size and power, the 
hysteresis margin was not used in the proposed handover algorithms as a handover initiation 
criteria. Hence, the sampling window was considered the only contributor to handover 
initiation delay. The delay due to sampling window was calculated in both handover directions. 
In the DECT-to-GSM direction, DECT sampling delay does not have any major impact on the 
handover initiation time as this figure is considerably less than GSM handover initiation delay. 
In the GSM to DECT direction, since the GSM sampling window is larger than that for DECT, 
for high speed users a smaller window size should be used. The handover execution delay, was 
also categorised into four parts, i.e. propagation, processing, synchronisation and signalling 
delay. Considering the cell ranges in DECT and GSM, it was shown that the propagation delay 
does not have any impacts on the handover performance. However, for macro-cells or large 
cells, e.g. satellite cells, the propagation delay would need to be taken into account. The 
processing delay is difficult to estimate, since this delay differs under various loads and 
conditions. Additionally, the processing delay will only be significant for some type of 
messages when there is a need to read or write to a database. Since in a basic handover 
procedure there is no database access, the processing delay in HO procedure will be trivial. 
The synchronisation and its delay, is another critical issue in handover. In this study, two 
TDMA based pico and micro cell systems, i.e. DECT and GSM, which operate in different 
frequency bands were considered. Therefore the dual-mode DECT-GSM handset consist of 
two separate handsets, capable of functioning simultaneously. In such handset, the handover 
synchronisation delay, is only related to synchronisation within the cell selection procedures. 
Considering the nature of overlaid coverage, and their accessibility, the cell selection could be
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performed under various conditions. Various methods were proposed, of which, one method is 
selected as most suitable. The selected method, does not impose any delay on the actual 
handover time, since it takes place prior to the handover initiation. The choice of each method 
is a trade off between power consumption due to monitoring the presence of the alternative 
system, and the cell selection attempt on one hand and the reliability of quick response to 
handover on the other hand. The signalling delay also, in accordance with various proposed 
handover procedures, number of bytes within each message and the channel rate has been 
calculated. Finally, the total handover delay/time was estimated. Special care has to be taken 
with the handover signalling transmission and in particular sampling delay in the handover 
design. It can be concluded that, compared to a single layer system, in HCS, i.e. pico-micro 
overlaid system, the sampling window should be adaptively tuned in accordance with the user 
speed.
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CHAPTER 6
SIGNALLING LOAD IN HCS
6.1 Introduction
A key measure of mobile communication network performance is the amount of signalling 
information needed to track the users and to deliver the call from and/or to them. The signalling 
load is one of the critical issues in network planning, since it has a great impact on the system 
capacity. This issue will be even more complex in the future system which will consist of 
different systems and standards based on a hierarchical cell structure. In such a system the 
increasing demand for wireless access in conjunction with high user density, increasing 
mobility plus the introduction of new services, will result in significant network signalling. This 
highlights the need for careful consideration of this issue and also the need for enhanced 
mobility management functionality in the future system. Estimation of the signalling system 
loads for single layer systems are widely available in recent literature. Herein, the signalling 
loads is considered for a HCS. Since the exact estimation of the load depends very much on the 
signalling procedures and message lengths, this chapter, focuses on the signalling load issue, 
where a cordless, e.g. DECT, and a cellular system, e.g. GSM, represent a pico and micro cell 
system respectively. The signalling load in such a system is estimated via a mathematical 
model. Then using this model, the effect of the techniques proposed in Chapter 2, on signalling 
traffic in the network are examined.
6.2 The signalling load issue in GSM-DECT
The integration issues between DECT and GSM as candidates of pico-micro cell structure, 
have been investigated in Chapter 2, and a number of solutions were proposed. Within the 
identified integration scenario [Nir 98b], location management, call routing, cell selection and 
handover have been discussed. In an integrated DECT-GSM system, with the coverage ranging 
from high user density environments with low mobility to low user density areas with high 
mobility, significant signalling traffic, particularly due to mobility management procedures are 
expected. This could seriously degrade the performance of the interworking system. A new
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location updating strategy based on new messages, namely C on n ect and D iscon n ect, was 
proposed to reduce the signalling load due to location updating while roaming from DECT to 
GSM. Considering the user mobility pattern and frequency of location updating between DECT 
and GSM, this scheme would reduce the signalling load in the integrated system, in the sense 
that the number of messages and therefore SS7 octets are less than for the GSM location 
updating. The reduction in load can lead to maximising the capacity, in terms of service 
coverage and number of supported users. Additionally, it could minimise the implementation 
costs in the sense of minimising the signalling costs. In this Chapter, the approach proposed in 
[Hel 91a] is used to estimate the signalling load imposed on the GSM network, due to MO 
(Mobile Originated), MT (Mobile terminated) calls, Location Updating (LU) and HO 
(HandOver) procedures introduced by integrated DECT and GSM network. The estimation also 
includes the load on individual entities, such as MSC, VLR and HLR. The effect of various 
parameters such as user mobility, cell and location area sizes, Erlang per user and the type of 
DECT applications connected to the GSM MSC, are examined. Then, in order to reduce the 
signalling load the alternative and new techniques proposed in Chapter 2 are examined and the 
improvements presented [Nir 98d].
6.3 SS7 Signalling load estimation
To estimate the signalling load in the integrated system, the following quantities need to be 
considered:
- The number of SS7 octets per each MO, MT, LU, HO
- The number of MO, MT, LU, HO, which occur per second
- The number of SS7 octets due to these in each entity, i.e. MSC, VLR, HLR,
- Total SS7 octets per second
- The number of SS7 octets transmitted over each interface, i.e. A, B, C, D, E, ISUP/TUP, due 
to the above
The message length and therefore the SS7 signalling load for various procedures, were 
calculated based on GSM MAP and A interface protocols defined in [ETS 94a], [ETS 64b]and 
[ETS 92] and results are presented in Table D-l and Table D-2 (Annex D).
__________________________________________________________ Chapter 6 Signalling load in HCS
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6.4 Frequency of transactions
In order to aggregate the information in Table D-2 into the traffic load estimation formulae, the 
frequency of MO, MT, LU and HO need to be calculated. These quantities (as a function of the 
MSC serving area) can be calculated as follows:
M O ( a r e a ) -  [A (size) . p . P (o rg ) . E (t)J /T (c a l)  (1)
M O ( a r e a ) -  [A (size) . p . P(trm ). E (t)J /T (c a ll)  (2)
where M O (a rea ) and M T (a rea ) represent the number of mobile originated and terminated calls 
per second, in the system for both DECT and GSM. A (size) denotes the size of area covered by 
the GSM and/or DECT system with density p users/km 2 (equipped with terminal). P (org ) and
P (trm ) denote the probability that a call is mobile originated and terminated respectively in 
GSM or DECT. Finally, E (t) and T(call) denote the Erlangs generated per terminal and duration 
of call, respectively. These parameters are specific to each system, i.e. DECT and GSM as 
defined in Table D-3.
The number of location area updates (L o c U p (a r e a )) in the system per second given by Eq. (3) 
is applicable for the GSM-GSM and GSM-DECT location updating in relation to their crossing 
rate and definition of area. However, depending on the scenario, i.e. dedicated and non- 
dedicated scenarios proposed in Chapter 2, location updating between GSM and DECT would 
correspond to location updating within the same or different VLRs, resulting in different values 
for the SS7 octets.
L ocU p (a rea ) -  N (loc) . R (loc) . [ P (o n )-E (t) ]  (3 )
where N (loc) and R (loc) denote the number of defined location area, i.e. GSM or DECT, and 
the number of area crossing per second in the system respectively. The term [P (on )-E (t)J  arises 
from the fact that only terminals that are powered on and not in the call, generate location 
updating. The location updating which may happen during the call takes place after finishing 
the call. The total number of crossings out of the cells (intra-plus inter MSC) within the area is 
given by Eq. (4).
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H O (a rea ) = N (cell) . R (cell) . P(handset) . E (t) (4)
H O in tra M S C  is computed assuming that a handover is made every time a terminal with a call in 
progress crosses a cell boundary internal to an MSC. N (cell) = A rea /cella rea , represents the 
total number of cells in the area.
where R (cell) and R (L oc) denote the number of crossing per cell and location area, per second 
respectively.
Note that H O in tra M S C (a rea ) corresponds to the number of handovers generated by crossing 
cells belonging to different BSCs (under control of the same MSC). It should also be noted that 
only external handover in DECT will involve the GSM network (MSC) and internal handover 
(DECT-DECT) will not have any load impacts on the GSM network. Therefore DECT to GSM 
handover load and vice versa, should be estimated in the context of intra-MSC and/or inter- 
MSC handovers, depending on the scenario, i.e. dedicated or non-dedicated, and according to 
the signalling procedure defined in Chapter 2.
6.5 Mobility model
In order to calculate Eqs. (3 to 6), a mobility model is required to calculate R (cell) and R (loc), 
i.e. mean cell and location area crossing rates. Since there is no specific mobility model for this 
purpose, a simple mobility model known as the fluid flow mobility model described in the 
literature [Hel 91] was assumed. In this mobility model users are uniformly distributed in area 
A, and the direction of travel of each user relative to the border is uniformly distributed over 
[0,2tc]. The fluid flow mobility can be expressed as follows:
H O in trM S C  (area) ~  R (loc) . P(handset) . E (t) (5)
H O in tra M S C  (area) = H O (a rea )-H O in trM S C (a rea ) (6)
R ( c e l l )  =  %
where R (c ell)~  Mean cell crossing rate 
S -  the cell surface area (meter2)
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/ = cell perimeter (meter)
V  = mobile speed (meter/second) 
Considering a circular cell in which:
S = 7lr2 and I = 2nr
The above equation can also be expressed as:
where r = cell radius (meter)
Both models result in the same crossing rates. However, a more appropriate form of the fluid 
flow mobility model which can be related to the population of users in a given area can be 
expressed as:
R (cell) = ( p . V. I ) /3600k (7)
R (loc) =  ( p  . V .  L ) / 3600k (8 )
In this equation p denotes the density of users in user/km 2, V  in km /hr, and the L  and I the 
perimeter of the location and cell areas A. Then the average number of users leaving the cell 
and location area per second could be given by (7) and (8) respectively.
In order to verify the applicability of (7) and (8) a simulation model was developed. The 
parameters considered as inputs for the simulations include, user speed, cell size and shape. 
Then the users were positioned uniformly over the given area and moved randomly between 
[0,2ir]. Two different cell shapes, i.e. square and circular, were considered. Then the cell 
crossing rates versus cell size were obtained for the two cell shapes and compared with the 
analytical model, i.e. the fluid flow model.
As illustrated in Figure 6- 1, both cell shapes proved reasonably good matches with the 
analytical model. Therefore the analytical model instead of time consuming simulation model 
was adopted for further investigation. However, the crossing rates in the square cell shape 
environment show a closer match to analytical model.
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C R O S S I N G  R A T E  ( C R O S S / U S E R / S E C O N D )
P I C O  C E L L  R A D I U S  ( M E T E R )
Figure 6-1, The comparison of analytical and simulation results for crossing rates 
6.6 The equations for load estimation
In the integrated system the volume of SS7 load due to MO, MT, LU and HO, can be obtained 
through Eqs.(l to 6) in conjunction with Tables D-4 to D-18.
M O s s 7  — K ] . M O (a rea ) (9)
M T s s 7  — K 2 . M T (a rea ) (10 )
L U s s 7  = K 3  . L ocU p (a rea ) (11 )
H O s s 7 =  K.4 . H O in tra M S C (a rea ) (1 2 )
where K h K 2, K 3 and K 4 represent the total SS7 load in MO, MT, LU and HO, respectively as 
defined in Table D-19. The call and mobility related and also the total SS7 load in the system 
can be estimated by aggregating the SS7 load as following:
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C a llss7  = M O s s 7  + M T s s 7 (1 3 )
M o b i l i t y s s 7 -  L U s s 7  + H O s s 7 (14 )
T ota lss7  = M O s s 7  +  M T s s 7  + L U s s 7  + H O s s 7 (1 5 )
Also the total load of each entity, i.e. MSC, VLR and HLR, can be estimated in terms of 
numbers of messages coming to/from each entity via the user interfaces.
( K 7  . L U (a r e a ))+ (  K 8  . H O in tra M S C (a rea ));
where K 5, K 6, K ? and K 8  denote the number of exchanged S S 7 octets due to MO, MT, LU and 
HO. The SS7 load due to call and location updating and also total SS7 load were calculated 
separately for DECT and GSM. Since the evaluation is mainly based on comparisons of load in 
the network, before and after DECT fixed part connection to the GSM network so that the ratio 
of total load (which relates to the load generated by DECT and GSM within the interworking 
system) to the “GSM only load” was of interest. Hence:
Total loa d  -L o a d  b y  D E C T  + L o a d  b y  G S M  (1 7 )
L o a d  increase = Total l o a d /G S M  on ly load  (1 8 )
As an example the amount of increase in the SS7 load due to location updating and also the 
imposed load on the MSC can be calculated by:
L U to t = (L o c U p ss7 D E C T + L o c U p ss7 G S M ) /L U s s 7 G S M  (19 )
M S C to t - (M S C s s 7 D E C T + M S C s s 7 G S M )  /M S C s s 7 G S M  (2 0 )
6.7 Number of signalling links in the integrated system
One of the criteria in selecting an optimised system architecture for the integrated DECT-GSM 
system is the volume and therefore the cost of signalling, due to the required dedicated
M S C s s 7 = (  K 5 . M O (a r e a ))+ (  K 6 . M T (a re a ))+ (1 6 )
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signalling links between the two entities. In this section different scenarios were examined and 
the effect of the proposed schemes were evaluated in terms of number of required signalling 
links. Assuming a utilisation of 40% in 64 kb/s links, the number of required signalling links 
between entities, (i.e. DECT FPs and GSM MSC (A-interface) as well as other interfaces such 
as B, C, D and E), was calculated considering the total number of messages exchanged through 
the interface per second. The reduction in the SS7 load transferred within each interface 
according to different scenarios was also estimated. The results can be used for optimised 
signalling link dimensioning required for the integrated system.
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E in tss7  =  ( K 9  . H O in trM S C (a rea ) ) (21 )
D in tss7 =  ( Kio . M T (a rea )) +( K u  . L o c U p (a r e a ))+ (  K ]2 . L ocU p (a rea )) (22 )
C i n t s s 7 - K ] 3 . M T (a rea  (23 )
B in tss7 =  ( K u  . M O (a r e a ))+ (  K 15 . M T (a r e a ))+ ((  K ld . L ocU p (a rea ) ) (24 )
A in ts s7 =  ( K I 7  . M O (a r e a ))+ (  K 18 . M T (a r e a )) + ( K 19 . L o cU p (a rea ))+  (2 5 )
( K 20 . H O in trM S C (a rea ))
Total u m ber o f  links -  N o . o f  A in t+  N o . o f  Bint +  N o . o f  C in t+  (2 6 )
N o . o f D i n t+  N o . o fE in t
e .g . N o .o fE in t  -  ceil((E in tss7  X  8 )7 (6 4 0 0 0  X  0 .4 ))
6.8 Traffic assumption
In the traffic load calculation an MSC capable of providing 5000 Erlangs, i.e. assuming a call 
duration of 120 s and providing 150000 BHCA (Busy Hour Call Attempt), is considered. As 
can be seen in Table D-2 annex D, two types of handsets (only GSM and DECT-GSM mode) 
were assumed. P (s) and P (d) denote the probability of having a single or dual mode handset, 
which effectively result in having P (s) and P (d) of total BHCA due to GSM only and DECT- 
GSM respectively.
140
Chapter 6 Signalling load in HCS
(A (G S M ) . D (G S M ) . B H C A (G S M )) = P (S ) . Total B H C A  (27 )
(A (D E C T ) . D (D E C T ) . B H C A (D E C T  )= P (d ) . Total B H C A  (2 8 )
where A , D  and B H C A  denote the area size, density and number of busy hour call attempts, 
respectively. Using the above approach an area of 22 km2 was assumed. Then within this area 
an aggregated area of 1 km2 for DECT consisting several FPs was assumed. The system 
architecture is that shown in Figure 2-2. Only one GSM PLMN is considered, which comprises 
one HLR and one and/or two MSC/VLR depending on the dedicated/non-dedicated scenario. 
The DECT fixed parts were connected to the GSM MSC via the A-interface and it was assumed 
that FP attached to the MSC is the aggregate of many FPs required in the interworking DECT- 
GSM system. The DECT system and different applications specification were based on Table 
D-3, defined in [ETR 92]. The integrated system parameters are shown in the Table D-2.
6.9 Evaluation of the results
In this section, the results from the above analytical calculations are discussed to show how the 
model can be used to asses the impacts of DECT attachment in terms of signalling load. Then, 
the effect of this attachment is considered under various parameters, such as user speed, 
density, cell and location area size and also Erlang per terminal. It has to be mentioned that 
different values of these parameters can be related to different DECT applications such as 
residential, public and business applications. The proposed architectures, i.e. dedicated, non­
dedicated were evaluated and the effects of each approach in terms of SS7 load with regard to 
GSM entities, (i.e. MSC, VLR, HLR) plus total SS7 load in GSM network were examined. A 
new proposed location updating scheme between DECT and GSM was also examined and the 
improvements in terms of signalling load reduction are presented in various graphs. It has to be 
stressed that the results are sensitive to the assumptions on user mobility, cell and location area 
size and the type of DECT system which is connected to the GSM MSC, highlighting the need 
for careful investigation of these parameters in the specified application.
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6.9.1 DECT attachment to GSM (non-dedicated scenario)
Figure 6- 2, shows the increase in the total SS7 load in the network versus the DECT user speed 
varying from 0-4 km/h. It can be seen that the signalling load due to only call (MO/MT), does 
not exceed more than 5%, 10% and 15% relating to 0.05, 0.10 and 0.16 Erlang of traffic per 
terminal. The call only related signalling can be determined in these graphs by considering the 
0 km/h speed. In other words, this point corresponds to the users with no mobility signalling. 
Results presented in Figure 6- 3 and Figure 6- 4, also justify this argument. However assuming 
user speed of 3.6 km/h (1 m/s) which could be the case for the pedestrian user, the DECT 
public application increases the signalling load up to 35%-40%. It has to be noted that the 
increase in the load corresponds to the case that only 1 km2 of the total 22 km2 of GSM 
coverage (assumed in this work), is covered by DECT system. A typical DECT public 
application can be related to a system with cell size of 150x150m, p =9000 user/ km2 and 
Erlang per terminal = 0.1. Figure 6- 3, also shows that, given a user speed of 1 m/s, as the user 
density increases, the SS7 load also increases. The effect is linear, and doubling the DECT user 
density (4000 to 8000), almost doubles the total signalling load. It can be concluded that 
considering the high user density and Erlang per terminal in public and business application of 
DECT, these applications could significantly increase the load on GSM network.
Figure 6- 4, shows that, increasing cell sizes, could result in decreased signalling loads. This 
could be explained by the fact that, by increasing the cell size in the system, given a constant 
service area size, the number of cells in the location area and therefore mobility related 
signalling would also be decreased. As shown in Figure 6- 5, the effect is non-linear and it can 
be seen that the significant reductions in signalling load can be achieved when the size of cells 
are increased from 50 to 100 meters. In other words, doubling the cell size from 50 to 100m, 
reduces the signalling load ratio from 1.9 to 1.5, where changing the cell size from 100 to 
200m, only decreases the ratio from 1.5 to 1.3. Yet this reduction of ratio is considerable when 
the cell sizes are increased from 100 to 150 meters. Therefore an optimised cell size could 
improve the performance of interworking system.
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Figure 6- 2, Signalling load versus DECT user speed 
for various Erlang per terminal
Figure 6- 3, Signalling load versus DECT user speed 
for various DECT user density
Figure 6- 5, also shows, the effect of the typical residential, public and business applications of 
DECT system, in terms of load increase with respect to MSC/VLR, and also total signalling 
load imposed on the GSM network. Considering a cell size of 150x150 m and an average user 
speed of 1 m/s (pedestrian), an increase of around 20%, 40% and 50% for residential, public 
and business applications respectively can be imposed on the GSM network.
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Figure 6- 4, Signalling load versus DECT user speed 
for various DECT cell sizes
Figure 6- 5, MSC/VLR and Total network signalling load 
versus DECT cell size for various DECT applications
6.9.2 Comparisons between dedicated and non-dedicated scenario
As explained in Chapter 2, significant signalling load generated due to the DECT attachment, is 
expected in the GSM network and is mainly imposed on the MSCs. As shown in Figure 6- 5, at 
an average speed of 1 m/s, DECT public application connection could cause 40% increase in 
SS7 load on the MSC, and this figure is even higher for business application due to the higher
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user densities and Erlangs per terminal, thereby imposing a considerable load on the GSM 
MSC. It may thus be necessary to allocate a dedicated MSC to serve all the attached DECT 
systems in a certian area. This approach will help reduce significant signalling overhead on the 
GSM MSC which must also serve its own BSSs. But, allocating a separate MSC to serve DECT 
systems would have implications such as increasing the total load on the GSM network mainly 
due to the increasing HLR load. This is due to the fact that having a dedicated MSC for DECT, 
the location updating between DECT and GSM location area would be considered as location 
updating within different MSC/VLR’s and consequently involve the HLR and thereby increase 
the total SS7 load in the integrated system. Additionally the handover process would then be 
considered as an inter-MSC handover and would result in increased number of handover
messages.
GSM BSSs
DECT FPs
Figure 6- 6, Non-dedicated (right) and dedicated (left) scenarios
Three sets of traffic assumptions, which could be related to different DECT applications, were 
taken into account and the amount of SS7 load versus DECT cell size, was examined for the 
two dedicated and non-dedicated scenarios. As shown in Figure 6- 7, a considerable increase in 
the total signalling load in the network, could be experienced if a dedicated MSC for DECT 
FPs was adopted. It can be seen that for DECT public applications given a cell size of 150x150 
m2, imposes an increase of 25% in the total network load. It could be concluded that despite the 
fact that this method could substantially help reduce loading on the GSM MSC, it would 
increase the total load on the network. However, the increase in the signalling load is not 
significant when larger DECT cells are used. It can be seen that there will not be any 
substantial differences between dedicated and non-dedicated scenarios proving the suitability of 
the dedicated scenario for application environments, where the user mobility is low.
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Figure 6 -  7, Signalling load versus DECT cell size 
for various DECT applications, comparison between 
dedicated and non-dedicated scenarios
6.9.3 Double location updating
In the previous sections the effect of DECT connection in terms of SS7 load, i.e. the number of 
SS7 octets, which are transferred within the system, was investigated and various parameters 
were taken into account. The results shown in terms of load increase on the GSM network, 
prove that mobility management and particularly location updating is the main source of 
signalling increase in the integrated system, and this load could seriously degrade the 
performance of the integrated system. An alternative scheme termed “double location updating” 
in conjunction with a new technique for location updating from DECT to GSM was proposed in 
Chapter 2. The new scheme was examined and compared with the GSM method. As shown in 
Figure 6- 8 , the total SS7 load imposed on the GSM network, can be reduced from 60% and 
40% for the dedicated and non-dedicated to 20% in the proposed technique. The level of 
improvement is more significant when smaller DECT cells are exploited. This is due to the fact 
that the number of messages and therefore the number of SS7 octets are less than in a normal 
location updating procedure as explained in Chapter 2. Also as shown in Figure 6- 9 , the 
proposed technique, assuming an average speed 1 m/s, and the DECT user density of 9000 
user/km2, could reduce the number of signalling links from 38 to 31, for public application of 
DECT system, therefore allowing an improvement of around 20% in signalling link cost. 
Finally it can be concluded that although the proposed technique has some drawbacks in terms
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of the required modifications to the VLR and/or HLR, it can still considerably reduce the total 
load in the integrated system.
Figure 6- 8, Signalling load versus DECT cell size, 
comparison of normal and double location updating 
using proposed technique
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6.10 Conclusions
In order to evaluate the signalling load in HCS, an integrated pico-cell based DECT and micro­
cell based GSM system were considered. To avoid undesirable impacts on the HCS based 
network of the excess signalling load imposed by pico-cells, efficient management of the total 
network signalling traffic is important. In this chapter, it was shown that one of the main 
problems to tackle in the context of pico-micro-cell based integrated systems, is in fact the 
reduction of network signalling traffic load. This issue was investigated and an analytical 
model was used to evaluate the signalling load based on different assumptions regarding the 
user mobility, cell and location area sizes, traffic per user and user density. It was shown that in 
such system, considerable loads can be imposed on the network. However the mobility related 
signalling traffic was the main contributor and the call (only) related signalling did not have a 
significant impact on the integrated system total signalling load. Despite the fact that the 
proposed dedicated MSC scenario could help considerably reduce the loading on the GSM 
MSC substantially, it resulted in significant increase in the total load on the network mainly 
when the pico cells were large. Also the proposed double location updating in conjunction with 
Connect/Disconnect procedures resulted in considerable reduction in the mobility related 
signalling and therefore total load, particularly when small pico cells were used. Finally, the 
proposed analytical approach can be used for the dimensioning of the signalling network in the 
integrated system.
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CHAPTER 7
GRADE OF SERVICE IN HCS
7.1 Introduction
The growing demand for mobile communication access requires substantial increase of traffic 
capacity as well as global coverage of the service area. An efficient solution to increase the 
system capacity, extend the coverage and offer the flexibility to operators to tailor-fit capacity 
to match traffic demands, is the introduction of hierarchical cell structure (HCS). However, the 
performance of such systems, can be influenced by several factors. One of challenges in 
designing an efficient HCS which has yet to be investigated, is adaptation of an efficient 
overflow policy and the provision of uniform GoS between layers. This is the subject of this 
chapater. In this chapter, the performance of a HCS (Hierarchical Cell Structure), i.e. two layer 
pico-micro, is examined. An analytical model of the performance of a HCS is derived and 
evaluated in terms of three GoS performance measures, i.e. call blocking, call dropping and call 
loss probabilities. Then, the impact of system parameters on GoS, within each case are 
examined. A methodology is also proposed to estimate the ratio of channel allocation between 
layers which depends on the number of users assigned to each layer. This method can also be 
used to estimate the number of required channels for each layer in order to achieve identical 
GoS within the layers. The model is extended to evaluate the impact of inter-layer handover on 
GoS. Additionally, the impact of various proposed handover methods on the GoS is evaluated.
7.2 An overview of HCS
In principle, HCS can be introduced into the wireless system by using base stations of varying 
output power to cover different cell sizes and also different relationships between cells. In the 
first stage of wireless network planning, the wide-area cells or macro-cells covering an area of 
between 20 and 40 km, with high output power base stations are deployed. Macro-cells are 
placed next to one another to form a contiguous coverage area. As mobile subscribers move 
through the area, leaving one cell and entering another, call handover is accomplished by 
comparing signal strength to determine which radio base station provides the strongest signal.
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Micro cells are used to provide additional capacity for small areas within macro-cells, generally 
where traffic density is high. Cells of one km or less, may be deployed to alleviate heavy traffic 
on a single street, at a busy intersection, or at other sites with similar requirements for increased 
capacity. Pico cells which are deployed within micro-cells or macro-cells, are generally 
intended for use in indoor environments such as offices, airports and underground railway 
stations or hot spots with very high traffic density. Operators may also deploy pico-cells on 
each floor of a high-rise building to provide seamless wireless access to the entire environment.
7.3 Grade of Service performance measures in mobile communication 
system
The proportion of calls that are lost or delayed due to the unavailability of a channel, is a 
measure of the grade of service. For a lost call system, the grade of service (B) may be defined 
as:
B  -  N u m b er o f  calls lost /  N u m b er o f  calls o ffered  
Also:
B  = Traffic lost /  Traffic offered  
or
B  -  P rop ortion  o f  tim e f o r  which con gestion  exists
In principle, in a mobile system performance analysis, three probabilities are of concern:
- Call blocking probability
- Call dropping probability
- Call loss probability
The probability that a new call cannot be served because of the unavailability of channels in the 
cell, is called the blocking probability. A call which is not blocked, has two possible outcomes. 
One is that the call is completed satisfactorily. The other is that the call is forced to terminate, 
since the mobile experiences an unsuccessful handover attempt prior to completion of the call. 
The probability of such an event, is called the dropping probability [Hon 86]. Then the GoS in 
such a system can be defined as:
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GoS -  (The number o f  lost calls + 10 . The number o f  dropped call)/Total number o f  calls
Thus, if A Erlangs of traffic is offered to a group of channels with a grade of service B, the 
traffic lost is, AB, and the traffic carried is A(1 - B) Erlangs. A larger grade of service 
indicates poorer service provision. Grade of service is usually specified during the busy hour, 
and is thus usually better at other times of the day. Acceptable grade of service may vary 
between 0.01 to 0.1.
The probability of call loss as a different GoS measure can also be defined for a multi-layered 
overlaid cell architecture where in contrast to a single layer cell architecture, the call will be 
blocked only because of the unavailability of channels in both layers [Jab 97].
P (call lo ss )— B  la\er 1 • B  layer 2
In the following, an analytical model is developed to evaluate the performance of a HCS under 
various overflow policies and also to examine the relationships between performance 
characteristics and system parameters.
7.4 System description
A two layer hierarchy within a large geographical area, covered by contiguous identical pico- 
cells with radii of as shown in Figure 7- 1, is considered. Every N  pico-cells are overlaid by 
a large umbrella micro-cell with radii of rm. A total of C, channels are allocated to the area. An 
orthogonal channel allocation between layers is assumed. Hence, Cm channels for micro-cell 
and Cp channels for a group of N  pico-cells is considered.
Ct = Cm+ Cp (1)
151
Chapter 7 Grade o f Service in HCS
Mobile stations are uniformly distributed over the area according to the user mobility class. 
Two classes of users, fast speed (V/) and slow speed (Vs ) are distinguished as vehicles and 
pedestrian users respectively. It has been assumed that a mobile station does not change its 
speed during a call in progress. The arrival of traffic is assumed to be a Poisson process with 
mean value of X  (Erlang). A very large population of mobile subscribers is assumed in each 
cell, so that the mean call arrival is independent of the number of calls in progress. If a fraction 
P  of this traffic is generated by slow-speed mobile stations, then:
h P =  P \ / N  (2)
X f,n = (l -P ) X  (3)
X  — N  Xsp +  Xfm (4)
where Xsp and Xfm denote traffic arrival rates for slow and fast speed users in pico and mico cell 
coverage respectively. The service holding times are assumed to follow a negative exponential 
distribution with a mean of 1 /  second.
The final parameter that should be defined, is channel occupancy or session time. The 
definition of channel occupancy differs in fixed and mobile system. Whereas in a fixed system 
the channel occupancy, refers to only call holding (service time), in mobile systems, the call 
may be handed over to another cell since the user moves within the cell coverage. Hence, the 
cell dwelling time should be determined. A session therefore could be defined as the time spent 
by the mobile station involved in a call in a cell. The duration of a session in a micro or pico- 
cell can be assumed to follow an exponential distribution with parameter r\micro and 
x\pico respectively. In order to obtain the mean channel occupancy (session times) the mean cell 
dwelling times, or the inverse, the cell crossing rate has to be calculated. Using a fluid flow 
mobility model [Tho 88] and [Jab 96] the cell crossing rate can be derived as follows:
2V VL (5 )T| = —  or r\ =  —  ' y
nr nS
where:
V  = user speed (m/s) 
r = cell radius (m)
L= perimeter of the cell 
S= cell area
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Then, the cell boundary crossing rates for micro and pico-cells due to fast and slow speed users 
can be calculated as:
2Vfin (6)
X]micro = --------  '
nr,„
,  . 2Vsp (7)
T) micro = ----------
7C/~m
X\pico =  ^ ±  <8>
7irP
„ 2  Vfin ( 9 )
T| pico — ---------
nrp
where r\micro and rfmicro denote the rate of micro-cell crossing for fast and slow speed users. 
r\pico and ifpko  also denote the rate of pico-cell crossing for slow speed users. The probability 
of handover for fast and slow speed user in micro and pico cell can be calculated from [Jab 97] 
as follows:
X\ micro (J O )
Phmicro = ----- '-----------  ' 7
T\micro +  |LL
r>7./ . _ micro (JJ)
r n  micro — —  ----------------------
T] micro +  (LI
Phpla>=- D = _  <1 2 )
T\pico + (i.
P!], . ffpico (13)
r n  pico — — --------
T\ pico 4- [X
where Phmicro and Ph!micro denote the probability of handover due to fast and slow speed users in 
micro cells, and Phpico and Ph'pico denote the probability of handover due to slow and fast speed 
users in pico cells.
The session duration of fast and slow speed users in micro cells can then be calculated as 
follows:
Tmicro = -------- 1--------  ^
TJ micro +
T , .  1 (1 5 )
i  micro — — ---------------
TJ micro +  JX
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The session duration of fast and slow speed users in pico-cells can also be calculated as 
follows:
Tpico — ■
T'pico —
1
T\pico +  Ji.
1_
T| 'pico +  |J.
( 1 6 )
( 1 7 )
7.5 Traffic overflow
The overflow of traffic to an alternative layer/cell is one of the main attractions for the HCS. In 
such a system, a blocked call, could be directed to other layer if the capacity limit in the 
original cell was reached. Also, during an intra-layer handover, the traffic can be overflowed to 
another layer, if the target cell in the same layer is unable to accommodate a handover call. The 
capability of overflow due to new and handover calls can improve the system GoS, in the sense 
that it reduces the call blocking and call dropping probability in the system. In a more complex 
system, the overflow call can be redirected to its original layer, if the channel becomes 
available. This feature is regarded as reversible overflow or system with take back capability in 
[Jab 97] and [Mih 97].
Figure 7- 2, Flow of new and handover traffic, overflow traffic and take-back
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In this chapter, the main focus is on a two layer cell architecture as shown in Figure 7- 2. The 
spectrum, has been partitioned between two layers. Two populations of mobile stations 
classified as fast and slow speed users, are directed to appropriate layers. In order to reduce the 
signalling load in the system and also to achieve good spectral efficiency, the traffic of slow- 
speed users is carried in pico-cell channels and the traffic of fast-speed users is carried in 
micro-cell channels. The layer/cell selection can be performed by the system based on the speed 
estimation. This can be achieved by calculating the cell dwelling time for new and previous 
cells [ETS 94], [Jol 91] and [Lag 96]. In order to establish a reference on the performance of 
HCS, an independent two-layer system with no overflow and handover between layers was 
considered. In such a system, a call originated in one layer ends in the same layer and is 
dropped if the handover is required and the target cell in the same layer is unable to accept the 
call. In the system with overflow capability, a new call generated by a slow or fast speed 
mobile, is directed to pico and micro cell layer respectively. If the number of traffic channels in 
use in the pico-cell layer is equal or greater than Cp, the call may be overflow to the micro-cell 
layer if the number of available channels is smaller than C m , otherwise the call will be blocked. 
A similar approach can be used for micro to pico traffic overflow. However it can be argued 
that directing a fast speed mobile station to a pico-cell layer could cause excessive signalling 
load in the pico-cell layer due to high probability of handovers.
A handover request from a slow-speed mobile station, is first dealt with by the neighbouring 
pico-cell, regardless of availability of channels in the overlaying micro-cell. If all the channels 
in the target pico-cell are occupied, the handover request may be overflowed to the overlaying 
micro-cell. The handover request from the pico-cell is served if the micro-cell channel number 
is less than C m, otherwise the handover request is assumed failed and the call is dropped. The 
handover request from the micro-cell layer can also be treated in a similar fashion. However, 
the availability of pico-cell coverage has to be checked prior to directing the requests to the 
pico-cell layer. Directing handover requests for a call originally initiated by a fast speed user in 
a micro-cell to a pico-cell, could generate excessive signalling load due to frequent cell 
crossings. In this chapter the issue of signalling load was not considered and traffic overflow is 
allowed regardless of speed category. The work can be extended to evaluate the gain of 
overflow against the increase in the system signalling load due to frequent handover of fast 
speed mobile stations.
In more complex systems, overflow traffic can be redirected to the original layer. This approach 
could reduce the signalling load due to fast-speed users in pico-cells. Redirecting overflow
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traffic from micro to pico-cells may also be desirable due to the different call tariffs in the pico- 
cell layer. Various scenarios were considered for flow traffic and various policies to choose 
suitable criteria for take back mechanism. The scenarios and various combinations are shown in 
the Table 7-1.
Table 7-1, The scenarios and combinations of features in the system
Case a: An independent two-layer system, with no traffic overflow between layers,
Case b: A two-layer HCS, where only overflow of new and handover calls for slow speed users 
to micro-cell is allowed;
Case c: A two-layer system, where the case b is enhanced and traffic overflow from pico to 
micro-cell is taken back to pico-cell layer;
Case d: A two-layer HCS, where only overflow of new and handover calls for fast-speed users 
to pico-cell is allowed;
Case e: A two-layer system, where the case d is enhanced and overflow traffic from micro to 
pico-cell is taken back to micro-cell layer;
Case f: A two-layer system, where new and handover calls for both slow and fast speed user 
between two-layer are allowed;
Case g: A two-layer system as case f, but overflow traffic from micro to pico-cell is taken back 
to micro-cell layer;
Case h: A two-layer system as case f, but overflow traffic from pico to micro-cell is taken back 
to pico-cell layer;
Case k: A two-layer flexible system, where overflow of new and handover calls for both slow 
and fast-speed users to micro and pico-cell layer are allowed. Additionally, the overflow traffic 
between layers can be taken back, if the channel is freed in the original layer.
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7.6 Model description
In general, the aggregate traffic into a cell consists of two Poisson streams of traffic due to new 
initiated calls ( Xn ) and handover calls ( \h ) from the neighbouring cells, i.e. X t =  Xn + X u . 
However, in HCS with various user mobility patterns, overflow capability within the layers and 
traffic reversibility, there are other sources of traffic in each cell. Hence for macro-cells, the 
aggregate traffic due to fast speed users can be calculated as follows:
X t _  micro =  XfNm +  XfHm +  XfRm ( 1 5 )
where, XfHm, the traffic rate due to handover calls from a neighbouring macro-cell is given as: 
XfHm = Phmicro[XfNm + XfHm +  ^/Rm](l — PBmicro) ( 1 6 )
XfHm =  Phmicro(XT_ micro)( 1 — PBmicro) ( 1 7 )
Also, XfRm, the rate of traffic taken back (reversed) from pico to micro-cell can be calculated as 
follows:
XfRm — ( XfNm +  XfHm +  XfRm)Phmicro(\ — PBpico)PRm ( 1 8 )
XfRm =  [A,7’_ microPHmicro( 1 — PBpico)PRni\ ( 1 9 )
The aggregate traffic into a micro-cell due to new and handover calls overflowed from pico- 
cells can be calculated as follows:
X 'o _  micro =  [N (X ,T_ pico)PBpico\ +  X'sHm ( 2 0 )
where, X'sHm, is the rate of handover calls overflowed from the pico-cell into the micro-cell 
calculated as follows:
X'sHm =  Ph'micro[N(XT_ pico)PBpico(\ — PBmicro)  +  A/.s//m(l — PBmicrof] ( 2 1 )
r, ,  Ph'm icro[N (Xr_ pico)PBpico(l — PBmicrof\ ( 2 2 )
K  sHm — -----------------------------------------------------------------------
(1 - P h '  micro( 1 — PBmicro) )
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Similarly, for the pico-cell, the aggregate traffic due to slow speed users can be calculated as 
follows:
X t _  pico =  XsNp +  XsHp +  XsRp ( 2 3 )
where, X shp  , is the traffic rate due to handover calls from a neighbouring pico-cell given as:
XsHp =  Phpico(kr_ pico)( 1 — PBpico)  ( 2 4 )
XsHp — Phpico(XsNp +  XsHp +  XsRp)(l — PBpico) ( 2 5 )
Also, XsRp , the rate of traffic taken back (reversed) from micro to pico-cell can be calculated as 
follows:
XsRp — (XsNp +  XsHp +  XsRp)Phpico(\ — PBinicro)PRp ( 2 6 )
XsRp =  [A t_  picoPhpico( 1 — PBmicro)PRp\ ( 2 7 )
The aggregate traffic into a pico-cell due to new and handover calls overflowed form a micro­
cell can be calculated as follows:
X '0 _  pico — [ (X t_  micro) PBmicro] +  X'fllp ( 2 8 )
N
where, X'jhp , is the rate of handover calls overflowed from a micro-cell into a pico-cell 
calculated as follows:
X'flip -  Ph'pico[—  ( Xt  _ micro)PBmicro(l — PBpico ) +  X'jHp(l-PBpico)] ( 2 9 )
N
Ph'pico[—  (X,T_ micro)PBmicro( 1 — PBpico)] ( 3 0 )
X'fHp = —  N ............................ .......
(1 — Ph'pico(\ — PBpico) )
Note that, in a HCS system with no take-back policy from micro and pico-cells, Prp and Pr„i ,
i.e. the probability of take-back from pico and micro-cell, therefore the rate of traffic due to
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take-back was set to zero. However, when the take back capability is deployed, there can be 
various criteria, to define the take back probability. These cases, were examined and the effect 
of each policy on the blocking and dropping rates in the system were compared.
Assuming that the overflow traffic from pico to micro can only be reversed into a pico-cell 
when the coverage of the pico-cell is available. In other words, the take back can be delayed 
until a pico-cell boundary crossing, i.e. the slow speed mobile station handover, are occurred. 
Then, Prp , the probability of take back from micro-to pico can be estimated as follows:
PRp — Phpico ( 3 1 )
However, for PRm, assuming that the coverage of the micro-cell is always available, three 
different scenarios can be envisaged as follows:
PRm = 0; ( 3 2 )
when, the system will take the mobile station back to the macro-cell.
PRm = P h ' micro ( 3 3 )
when, the traffic will be taken back to the micro-cell, if a handover due to a fast speed user 
crossing the pico-cell boundary occurs.
PRm — Phmicro ( 3 4 )
when, the traffic is redirected to a micro-cell, if the handover due to a fast speed user crossing 
the micro-cell boundary occurs.
Now, having the rate of traffic due to new, handover and overflow calls, and the session times 
due to slow and fast speed users in micro and pico-cells, one can calculate the probability of 
blocking and dropping. The probability of call blocking and call dropping is given by the 
Erlang-B loss formula. Since the Erlang-B approach is not dependent on the distribution of the 
session time [Hon 86], the following equations were assumed as the offered load with and 
without overflow traffic to micro-cell and pico-cell, respectively.
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XT__micro XO1 __ micro (3 5 )( ; + ; ; )|L[micro p micro
Xt_ micro (3 6 )
\Xmicro
, XT_ pico XO‘ _  pico v (3 7 )( ; + t~. )\Xpico p. pico
Xt_ pico (3 8 )
\Xpico
Then, the call blocking probability in a pico-cell with and without overflow, can be calculated 
respectively as follows:
XT _  pico XO1 _  pico (3 9 )
( 7 + — )
\ipico p pico
Cp
PBpico —------
XT__pico XO1 _  pico i
X Ci \ipico \l'pico
1 = 0  T\
XT_pico (40 )
\Xpico
PBpico = ------------
( X T _pico i^ 
Ci \lpico
2 -u = o  T\
Similarly, the call blocking probability in a micro-cell with and without overflow, can be 
calculated respectively as follows:
XT__ micro X O m i c r o
PBmicro =
\Xmicro p 'micro ')
Cm\
X u
1 = 0
Xt _  micro XO' micro /
(  +  ) 1
Ci [imicro p'micro
/!
(41 )
PBmicro — ■
XT_ micro (42 )
\imicro 
Cml________
 ^XT_ micro y  
Ci pmicro
jL i i = o /!
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In the HCS system, with traffic overflow capability, a new call arriving into a micro or pico-cell 
will be lost if all the channels in both micro and pico-cell have been used. Then the probability 
of call loss for slow and fast-speed users can be calculated as follows:
PLmicro =  PLpico =  PBmicro. PBpico ( 4 3 )
The probability of call dropping for handover calls from micro-cell with and without take back 
capability, can be estimated respectively as follows:
_  _  PhmicroPBmicroPBpico ( 4 4 )
rUmicro 5=5--------------------------------------------
[1 — Phmicro( 1 — PBmicro)]
P D  n'cr PhmicroPBmicroPBpico _^______PhmicroPBmicroPBpicoPh'pico( 1—PBpico)_____  ( 4 5 )
[1 -  Phmicro(\ -  PBmicro)] [1 ~  Ph'pico( 1 -  PBpico)][ 1 — Phmicro( 1 -  PBmicro)]
Similarly, the probability of call dropping for handover calls from pico-cell with and without 
take-back policy, can also be estimated respectively as follows:
_ _  PhpicoPBpicoPBmicro ( 4 6 )
JrDpico ~ ----------------------------------------
[1 -  Phpico(l -  PBpico)]
p j^  . PhpicoPBmicroPBpico  ^ PhpicoPBmicroPBpicoPh'micro(l-—PBmicro)  ( 4 7 )
P [1 — Phpico( 1 — PBpico) ]  [1 — Ph'micro( 1 — PBmicro)][ 1 — Phpico( 1 — PBpico)]
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7.7 Analysis and results
7.7.1 The effect of traffic load on GoS
The parameters considered for the HCS system are given in Table 7-2. First, different cases as 
shown in Table 7-1, were examined.
I. ; : . - ' : -yv, '
... . ... :■ . .... :
Number of layers Two (micro-pico)
Number of micro-cells 1
Number of pico-cells 4
Micro-cell radius 400 m
Pico-cell radius 200 m
Total number of channels variable (e.g. 80)
Call holding time 100 s- 120 s
Low mobility users proportion variable (e.g. %33)
fast speed user 30 km/h (vehicle)
slow speed user 5 km/h (pedestrian)
Service type single service
Call arrival rate / offered traffic variable (e.g. 0.5 call per second / 50 Erlangs)
Table 7-2, System parameters
As shown in Figure 7- 3 to Figure 7- 8, when only overflow of slow-speed users to micro-layers 
is allowed, i.e. case b’ , in comparison with the reference system, i.e. ‘case a’ , the pico-cell 
blocking probability remains the same, but the probability of call loss and call dropping are 
considerably reduced, whereas in the micro-cell, slight increase (negligible) in the blocking 
probability, call loss and call dropping can be observed. In fact, where the pico-cell offers the 
highest GoS, the mico-cell layer offers the lowest GoS for its users. When only overflow of 
fast- speed users to a pico-layer, i.e. ‘case d\ is allowed, in comparison with the reference 
system, micro-cell blocking probability remains the same, but the probability of call loss and 
call dropping are considerably reduced, whereas in the pico-cell, one can observe increases in 
the blocking probability, call loss and call dropping, ‘case c’ showed no change/improvement in 
GoS at any layers. Micro-cell overflow with take-back capability, increases the micro-cell 
dropping probability and decrease the pico-cell dropping probability.
In order to examine the impact of numbers of users assigned to different layers, 30% and 70% 
of users were assigned to micro and pico layers respectively. As shown in Figure 7- 9 to Figure 
7- 14, when only overflow of slow speed users to micro-layers is allowed, i.e. ‘case b\ in 
comparison with the reference system, the pico-cell blocking probability remains the same, but
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the probability of call loss and call dropping are considerably reduced, whereas in micro-cells, 
a significant increase in the blocking probability, call loss and call dropping were observed. 
When only overflow of fast speed users to pico-layers is allowed, i.e. ‘case d\ in comparison 
with the reference system, the micro-cell blocking probability remains the same, but the 
probability of call loss and call dropping were reduced, but in pico-cells, a slight (negligible) 
increase in the blocking probability, call loss and call dropping was observed. In ‘case c’ where 
slow speed users overflow to micro-cell permits take-back showed no significant change to any 
layers. In the micro-cell overflow with take-back, i.e. ‘case e\ the pico-cell call dropping 
probability was dramatically decreased. This was due to the fact that, overflow of fast speed 
users to pico-cell layer with no take-back generated an extensive traffic load plus handovers 
and therefore resulted in a very high call dropping probability.
It can be concluded that, when the majority of users were assigned to a pico-cell, overflow to a 
pico-cell with no take-back lead to a significant degradation of pico-cell layer GoS in terms of 
call dropping. When the majority of users were assigned to a micro-cell and over flow of both 
slow and fast speed users were allowed, in comparison with the reference system, call 
dropping and call loss probability showed considerable decrease for both layers, but no change 
was observed for call blocking probability.
As shown in Figure 7- 9 to Figure 7-14, when the majority of users were assigned to a pico-cell 
and over flow of both slow and fast speed users were allowed, i.e. ‘case f\ in comparison with 
the reference system, call dropping as well as call loss probability showed considerable 
decrease for pico-cell layers but with no change to call blocking. As for the micro-cell layer, 
this method resulted in significant increase in call blocking, call loss and call dropping 
probability. In dual-direction overflow with take-back policy, (i.e. cases g, h and k), showed no 
improvements for call blocking and call loss for both the pico and the micro-cell layers. 
However, this method improved the call blocking for the pico-cell layer and the micro-cell 
layer, when the majority of users were assigned to a micro-cell and a pico-cell layer 
respectively.
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Figure 7- 3, The impact of load on micro-cell call blocking probability 
Slow speed users: 30%, Fast speed users: 70%
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Figure 7- 4, The 
Slow
Offered traffic load (Erlang)
impact of load on pico-cell call blocking probability
speed users: 30% , Fast speed users: 70%
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Figure 7- 5, The impact of load on micro-cell call loss probability 
Slow speed users: 30%, Fast speed users: 70%
case a 
case b 
case c
P i c o - c e l l
Offered traffic load (Erlang)
Figure 7- 6, The impact of load on pico-cell call loss probability
Slow speed users: 30% , Fast speed users: 70%
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Figure 7- 7, The impact of load on micro-cell call dropping probability 
Slow speed users: 30%, Fast speed users: 70%
2 5  3 0  3 5  4 0
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Figure 7- 8, The impact of load on pico-cell call dropping probability
Slow speed users: 30% , Fast speed users: 70%
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9, The impact of load on micro-cell call blocking probability
Slow speed users: 70%, Fast speed users: 30%
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Figure 7- 10, The impact of load on pico-cell call blocking probability
Slow speed user 70% , Fast speed user 30%
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M i c r o - c e l l
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Figure 7-11, The impact of load on micro-cell call loss probability 
Slow speed user 70%, Fast speed user 30%
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Figure 7- 12, The impact of load on pico-cell call loss probability
Slow speed user 70% , Fast speed user 30%
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13, The impact of load on micro-cell call dropping probability 
Slow speed user 70%, Fast speed user 30%
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14, The impact of load on pico-cell call dropping probability
Slow speed user 70% , Fast speed user 30%
Figure 7-
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7.7.2 The effect of the assigned number of users on GoS
As depicted in Figure 7- 15 to Figure 7- 20, when the pico-cell layer serves the majority of 
users, the same trend in improvements can be seen for all cases in the pico-cell layer. However, 
when the majority of users are assigned to a micro-cell layer, the trend in improvements varies 
for each different case. In particular, one direction overflow from pico-to-micro shows 
considerable improvements.
It can also be seen in Figure 7- 15 to Figure 7- 20, that when more than 50% to 60% of users 
are assigned to a pico-cell, no considerable gain in terms of GoS improvement for the pico-cell 
layer can be seen for various cases. Nevertheless, the pico-to-micro cell layer only overflow 
policy, shows significant improvements when the lowest number of users are assigned to this 
layer.
As, shown in Figure 7-21 to Figure 7- 26, by increasing the pico-cell size, considerable 
improvements in pico-cell call dropping probability for case b, can be seen. Whereas, this 
results in no significant changes in the micro-cell GoS in any of the cases.
% of slow speed users assigned to Pico-cell
Figure 7- 15, The impact of number of users assigned to each layer
on micro-cell Blocking probability
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%  o f  s l o w  s p e e d  u s e r s  a s s i g n e d  t o  P i c o - c e l l
Figure 7- 16, The impact of number of users assigned to each layer 
on pico-cell call dropping probability
M i c r o - c e l l
3 0  4 0  5 0  6 0  7 0
%  o f  s l o w  s p e e d  u s e r s  a s s i g n e d  t o  P i c o - c e l l
Figure 7- 17,The impact of number of users assigned to each layer
on micro-cell call loss probability
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%  of s low  s p e e d  u sers  ass ig n ed  to  P ic o -c e ll
Figure 7- 18, The impact of number of users assigned to each layer 
on pico-cell call loss probability
M i c r o - c e l l
% of slow speed users assigned to Pico-cell
Figure 7- 19, The impact of number of users assigned to each layer
on micro-cell call dropping probability
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C a l l  d r o p p i n g  p r o b .  f o r  P i c o
%  o f  s l o w  s p e e d  u s e r s  a s s i g n e d  t o  P i c o - c e l l
Figure 7- 20, The impact of number of users assigned to each layer 
on pico-cell call dropping probability
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Figure 7 -2 1 ,  The impact of variation of pico-cell size on micro-cell call blocking probability
Slow speed user 30% , Fast speed user 70%
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P i c o - c e l l
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P i c o - c e l l  r a d i u s  ( %  m i c r o - c e l l )
Figure 7- 22, The impact of variation of pico-cell size on pico-cell call blocking probability
Slow speed user 30%, Fast speed user 70%
M i c r o - c e l l
4 5  5 0  5 5
P i c o - c e l l  r a d i u s  ( %  m i c r o - c e l l )
Figure 7- 23, The impact of variation of pico-cell size on micro-cell call loss probability
Slow speed user 30% , Fast speed user 70%
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Figure 7- 24, The impact of variation of pico-cell size on pico-cell call loss probability 
Slow speed user 30%, Fast speed user 70%
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Figure 7- 25, The impact of variation of pico-cell size on micro-cell call dropping probability
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Figure 7- 26, The impact of variation of pico-cell size on pico-cell call dropping probability
Slow speed user 30%, Fast speed user 70%
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7.7.3 The effect of channel allocation ratio on GoS
As depicted, in Figure 7- 27 to Figure 7- 32, if less that 40% - 50% of channels are assigned to 
pico-cell and micro-cell layers, by using various policies, no improvements can be achieved for 
pico and micro-cell call dropping probability respectively. Figure 7- 27 to Figure 7- 32 also 
show that, allocating more channels to the pico-cell layer, results in better performance for both 
the pico and micro-cell layer in terms of micro-cell call dropping improvements.
It can be concluded that, dual direction overflow policies, show less sensitivity to variations of 
the parameters although they do not provide the best performance, whereas single direction 
overflow policies, result in improved performance, but are very sensitive to the variation of 
parameters. The overflow of slow speed users-only and flexible case provides the worst and the 
best GoS respectively.
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M i c r o - c e l l
%  o f  c h a n n e l s  a l l o c a t e d  t o  M i c r o - c e l l
Figure 7- 27, The impact of channel allocation ratio on micro-cell call blocking probability
P i c o - c e l l
0.2 0.3 0.4 0.5 0.6 0.7
%  o f  c h a n n e l s  a l l o c a t e d  t o  M i c r o - c e l l
0.8 0.9
Figure 7- 28, The impact of channel allocation ratio on pico-cell call blocking probability
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%  o f  c h a n n e l s  a l l o c a t e d  t o  M i c r o - c e l l
Figure 7- 29, The impact of channel allocation ratio 
on micro-cell call loss probability
% of channels allocated to Micro-cell
Figure 7- 30, The impact of channel allocation ratio
on pico-cell call loss probability
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%  o f  c h a n n e l s  a l l o c a t e d  t o  M i c r o - c e l l
Figure 7-31, The impact of channel allocation ratio 
on micro-cell call dropping probability
%  o f  c h a n n e l s  a l l o c a t e d  t o  M i c r o - c e l l
Figure 7- 32, The impact of channel allocation ratio on
pico-cell call dropping probability
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7.7.4 The provision of uniform GoS in HCS
One of the main concerns in HCS is to maintain the same GoS for the users whilst they move 
between different layers. Therefore the channels should be allocated to layers in such a way 
that the users experience no or little variation in the offered GoS. Using the proposed analytical 
model, for various number of user assignments, a trade-off point, in which the GoS for pico- 
and micro are identical, can be achieved.
As can be seen from Figure 7- 33 and Figure 7- 34, when only 22% of user in the system are 
assigned to a pico-cell, 40% of the channels should be allocated to this layer, so that the call 
blocking for both layers will be identical. By increasing the number of users in the pico-cell to 
38% and 54%, the call blocking will be identical in both layers, if 50% and 60% of channels 
are allocated to the pico-cell layer. In other words, in order to have an identical call blocking 
probability within both layers, for every 15%-16% increase in the number of users in the pico- 
layer, 10% increase in the number of channels allocated for pico-cell is required. It can also be 
seen that, for a selected overflow method, there is a linear relationship between channel 
allocation ratio and users assigned to each layer. Hence, when the number of users assigned to 
certain layer are increased, GoS can be maintained by adjusting the channel allocation ratio 
between the layer.
As shown in Figure 7- 35 and Figure 7- 36, when 38% of the users are assigned to a pico-cell 
layer, the identical blacking probability for both layers can only be achieved if the channels are 
equally divided between the two layers. Also by varying the number available channels in the 
pool, and keeping the channel allocation ratio constant, higher or lower call blocking 
probability can be achieved. In other words, for a given number of users assigned to a certain 
layer, the desired GoS can be achieved without any impact on the trade-off point, i.e. identical 
GoS for both layers.
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C a s e  f
Figure 7- 33, The relation between the number of user assigned to each layer 
and the number channel allocated to each
C a s e  f 
 1---
1 0  2 0  3 0  4 0  5 0  6 0  7 0  8 0  9 0
%  o f  s l o w  s p e e d  u s e r s  a s s i g n e d  t o  P i c o - c e l l
Figure 7- 34, The relation between the number of user assigned to each layer 
and the number channel allocated to each
S o l i d  l i n e : m i c r o - c e l l
D a s h  t in e :  p i c o - e e l t  ...............................
T o t a l  n o  o f  c h a n e l s :  8 0
(i) :  % 4 0  o f  c h a n n e l s  a l l o c a t e d  t o  p i c o  l a y e r
(ii) : % 5 0  o f  c h a n n e l  a l l o c a t e d  t o  p i c o  l a y e r
(iii) : % 6 0  o f  c h a n n e l s  a l l o c a t e d  t o  p i c o  l a y e r
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Figure 7-35, The relation between the number of user assigned to each layer 
and the number channel allocated to each
Figure 7- 36, The relation between the number of user assigned 
to each layer and the number channel allocated to each
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7.7.5 The impact of handover design on GoS
The handover design is one of the critical aspects of any mobile communication system since it 
has a great impact on the system performance in terms of Quality of Service, Grade of Service 
and system capacity. The main challenges in handover design concern achievement of the 
accurate handover position, higher probability of handover and reduction of mean numbers of 
handover and handover failure probability. Amongst all of these performance measures, the 
handover position could have a direct impact on the system GoS. Due to parameters such as 
unpredictable fluctuation in the signal level and quality, e.g. due to fading, an accurate 
handover in terms of handover position is very difficult to achieve. Additionally, various 
handover thresholds may also cause handover position variations and handover delays. This 
will result in variations of the mean channel holding time and therefore the system GoS. In the 
system dimensioning stage, some assumptions for the mean value of channel holding time and 
the mean value of expected load, were made in order to estimate the number of required 
channels in the system to guarantee a desired GoS. Hence, any variations on these mean values 
will result in undesired variations on the system GoS.
The handover algorithm proposed in Chapter 3, was examined. Initially, the pico-cell handover 
threshold was tuned to -88 dB, so that the pico-to-micro cell handover for slow-speed users, 
with high likelihood could occur at the edge of pico-cell, i.e. 200 m radius. The variations of 
the handover threshold however, can displace the pico-to-micro cell handover position as 
shown in Figure 7- 37. The change of handover position can be translated to handover delay 
(as shown in Figure 7- 38 ) and therefore various session times for pico-cell layer users. 
Various cases, (i.e. a, b, c, and d) were examined. As can be seen in Figure 7- 39 and Figure 7- 
40, variations of the pico-cell users mean session time results in no changes on the micro-cell 
call blocking and dropping probability, but the pico-cell call dropping and blocking show 
considerable variations for all the cases (and in particular ‘case b’). Figure 7-41, showed that, 
for every 10% variation in pico-cell users mean session time, 10% variations can be expected in 
the pico-cell layer GoS for cases d and f. However, case b, showed significant changes in the 
pico-cell layer GoS. It can also be seen that, in the system with two independent layers and no 
overflow between layers, variations of the mean session time could result in significant 
variations of the system GoS. It can also be concluded that, in the system with overflow 
capability between layers, the GoS is less sensitive to variations of the mean session time. 
However, GoS in the system with single direction overflow policies, are very sensitive to 
variations of overflowing layer session time.
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p i c o  t o  m i c r o  c e l l  d i r e c t i o n  H O  ( s l o w  s p e e d )
D i s t a n c e  f r o m  p i c o - c e l l  B S S  ( m )
Figure 7- 37, The effect of various pico-cell handover threshold 
on the pico-to-micro cell handover position
p i c o - c e l l  H O  t h r e s h o l d  ( d B )
Figure 7- 38, The effect of various pico-cell handover threshold 
on the pico-to-micro cell handover delay
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Figure 7- 39, The effect of variations of the session time 
on the call blocking probability
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Figure 7- 40, The effect of variations of the session time 
on the call dropping probability
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P i c o - c e l l  &  m i c r o - c e l l
V a r i a t i o n s  o f  t h e  p i c o - c e l l  u s e r s  s e s s i o n  t i m e  ( %  o f  t h e  c a l l  h o l d i n g  t i m e )
Figure 7-41, The impact of session time variations on the system GoS
7.8 Conclusions
Although in general overflow policies (e.g. overflow of pico-cell traffic into micro-cell) result 
in better GoS for the overflowing layer, e.g. pico-layer, this is achieved at the expense of 
deteriorating GoS for micro-layer.
Single direction overflow methods are very sensitive to the number of users assigned to the 
overflowing layers, i.e. the greater number of users, the higher the call blocking, call loss and 
call dropping probability. Hence, the number of users assigned to each layer seemed to have a 
considerable impact on the performance of the overflow policies.
Overflow of fast speed users to a pico-cell, caused significant degradation of the pico-cell layer, 
mainly due to the number of frequent crossings of fast speed users within the pico-cell layer. 
Overflow of slow speed users to a micro-cell, showed high variations in the pico-cell layer GoS 
due to the traffic load increase. Overflow from both directions proved to be less sensitive to 
variation and hence more stable in terms of GoS variations.
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In contrast to some published results, it has been found that take-back policy can improve the 
GoS in certain conditions.
Depending on parameters such as the number of users assigned to each layer, various policies, 
have different behaviors. Some algorithms are less sensitive to variation of parameters, such as 
the number of users, load, etc.
Care needs to be taken, in designing the HO algorithm, since the HO initiation delay and 
therefore variations of HO position due to different algorithms, result in different cell mean 
residence time/session time. This can cause considerable GoS variations in the system.
The algorithm described in this chapter, can be applied for system dimensioning of a HCS 
system. In order to maintain the desired GoS in a balanced manner, the correct ratio of the 
number of channel allocated to each layer can be estimated. Also, using this algorithm and a 
look-up table, a dynamic system could vary the number of channels allocated to each layer 
based on statistics of the residing users in each layers.
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CHAPTER
CONCLUSIONS AND FUTURE WORK
The growing demand for mobile communication access requires substantial increases of traffic 
capacity as well as global service area coverage. An efficient method of increasing the system 
capacity and extending the coverage is the introduction of a hierarchical cell structure (HCS). 
The HCS offers the flexibility to operators to tailor-fit capacity to match traffic demands in 
such a fast growing market. However, the performance of such systems, is influenced by many 
different factors. This thesis has provided analysis of the HCS related issues to 3rd generation 
mobile communications systems and the following issues were investigated:
1. Network integration issue in 3rd generation systems
2. Handover trigger and initiation algorithm and handover performance in HCS
3. Handover control mechanism and its performance in HCS
4. Handover time and delay in HCS
5. Signalling load in HCS
6. Grade of Service in HCS
In a HCS, different layers can be supported by same or different radio systems and networks. A 
two-layer pico-micro cell architecture system based on different radio systems and networks 
was chosen as the most complex case in system integration. The above issues were thoroughly 
investigated for a HCS without particular emphasis on any standard. However, DECT and GSM 
with parameters specific to each standard such as message flows, messages length, channel 
rates and etc, were selected as examples of a pico and micro cell systems respectively.
The issues involved in DECT-GSM integration, were identified and a number of integration 
scenarios were proposed. Within the proposed integration scenario, location management, call 
routing, cell selection and handover were investigated and optimised signalling message 
sequences were identified. It was realised that in the integrated system, significant signalling 
traffic, particularly due to mobility management procedures, can be expected thereby degrading
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the performance of the system. A dedicated/non-dedicated MSC scenario for pico-cell layer 
was proposed with the aim of reducing the signalling load on GSM MSC. It was realised that 
location updating and handover were the major source of the signalling load. Consequently, a 
new “double location updating” mechanism in conjunction with a novel location updating 
procedure, so called, “connect / disconnect” was proposed. This mechanism was shown to 
considerably reduce the signalling load arising from the frequent location area crossings in the 
integrated system. Necessary modifications to the GSM system were also identified. It was 
concluded that, since the issues addressed can apply to any integrated system in HCS, the 
proposed methods could be applicable in all such systems. These methods can be incorporated 
into the current standardisation activities on system integration for 3rii generation systems 
particularly UMTS/IMT 2000.
Having studied the integration issue, the handover between layers in HCS was identified as a 
major problem, which needed in-depth investigation. A generic approach based on analytical 
and computer simulation modelling was adopted. Various handover algorithms were proposed 
and their performance was evaluated against a given set of performance criterion. It was shown 
that in non-hysteresis based handover algorithms, various handover thresholds displaces the 
handover position and changes the handover probability. Additionally, the choice of handover 
threshold did not play a major role in reducing the unnecessary handover. Furthermore, the 
performance of pico-micro cell handover in terms of mean number of handovers, depended 
significantly on the location of the pico-cell base station within the micro-cell coverage, 
whereas the handover position was not affected by the location of pico-cell BSS. A new method 
was proposed to improve the handover performance, in the sense that it reduced the 
unnecessary handover probability and mean number of handovers. The method, therefore 
minimised the redundant signalling load in the system both on the air-interface and the 
terrestrial links as well as reducing the dependency of the handover performance to pico-cell 
BSS location within the micro-cell coverage.
The indoor pico-cell to outdoor micro-cell handover was also examined. This handover 
provided better performance in terms of first time handover position accuracy and reduction of 
unnecessary handover probability, in comparison with outdoor pico and outdoor micro cell 
handover. It was concluded that the pico-cell transmitted power level need to be tuned to a 
degree that extends its coverage outside the building, in order to prevent the call dropping 
whilst leaving the indoor area.
189
Chapter 8 Conclusions
Next, the attention was focused on investigating the impact of user position information and its 
accuracy on the handover statistics. Two position-assisted handover algorithms were proposed, 
and evaluated. The algorithms were compared with threshold only based handover in terms of 
first handover probability and position and also mean number of handovers. It was shown that 
the position/distance-assisted handover algorithm, improved the probability and also the 
accuracy of first time handover. Nevertheless this improvement was achieved only when the 
standard deviation of distance information accuracy was less then 25% of pico-cell radius. The 
two proposed HO algorithms succeeded in reducing performance dependency on the 
location/position of the pico-cell BSs within the micro-cell coverage area.
Various handover control mechanism for HCS, were also investigated. MCHO/MAHO and 
NCHO/MAHO were proposed as suitable control mechanisms for pico-to-micro and micro-to- 
pico directions handover respectively. For the connection establishment, whereas the forward 
method was proposed for pico-to-micro, the backward method was proposed for micro-to-pico 
direction. As for connection transfer method, the choice was discussed to depend very much on 
system parameters such as capability of the network entities, the multiple access method, i.e. 
FDMA/TDMA/CDMA, and the channel allocation strategy, i.e. DCS or FCA.
Finally, a computer simulation model was developed to evaluate the handover performance for 
the proposed control methods and the results were compared with that of a single layer system. 
The results showed that, in the pico-to-micro direction, backward HO results in significant 
handover failures. The forward HO control provided considerable improvement in terms of 
reduction of handover failure (compared to single layer architecture micro to micro). This 
highlighted the criticality of choice of appropriate connection establishment methods for HCS.
A new flexible control method was also proposed and its performance was evaluated. The 
proposed flexible control method showed a very good performance in terms of reduction of /  
handover failure probability. Whereas in single layer system, the forward and flexible methods 
showed 30% and 80% improvements in terms of reduction of the handover failure, in HCS, 
78% and 87% improvements were achieved. Considering the complexity of implementation for 
the proposed flexible method and also the fact that unlike in single layer, the flexible method 
did not provide considerable improvements in HCS, flexible and forward were recommended 
for single and multi-layer system, respectively.
It can be concluded, that the choice of handover control mechanism depended on a variety of 
parameters, such as the capability of the systems, complexity of operation and implementation,
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signalling load, accuracy and delay and many other system characteristics. A particular control 
mechanism, for one environment (e.g. pico-micro cell or macro-micro cell) may not necessarily 
be suitable for operation within another environment.
Delay in the handover process can cause serious degradation of Quality of Service (QoS). 
Therefore minimising the handover delay was desirable. Since the handover delay involves 
many parameters, specific to a particular standard such as message length, signalling flow and 
channel rates, two existing standards (GSM and DECT) were chosen as specific examples of 
micro and pico cell systems, respectively. Various handover algorithms and control 
mechanisms proposed for HCS, were again examined and different elements of handover delay, 
were calculated. The handover delay was found mainly dependent on the handover initiation 
and execution delay. The delay due to the sampling window size was calculated for both 
handover directions. In the DECT-to-GSM direction, DECT sampling delay was shown not to 
have major impact on the handover initiation time as it is considerably less than in GSM. But in 
the GSM to DECT direction, since the GSM sampling window is larger than in DECT, a 
smaller window size was recommended particularly for high speed users. It can be concluded 
that, in contrast to a single layer system in which regardless of the user speed, a fixed window 
size is used, in HCS the sampling window size should be adaptively tuned in accordance with 
the users speed. This, however, requires regular estimation of the user speed.
Synchronisation and its delay, was another critical issue for handover. A dual-mode handset 
consisting of two separate RF front-end, i.e. two receivers, and capable of simultaneous 
functioning was assumed. In such a system, the synchronisation was only related to 
synchronisation within the cell selection procedures. Considering the nature of overlaid 
coverage, and their accessibility, the cell selection could be performed under various 
conditions. Several methods were proposed, of which, a method was selected. The selected 
method, did not impose any additional delay to the actual handover time, since it takes place 
prior to handover initiation. The choice of each method is a trade-off between power 
consumption due to monitoring the presence of the alternative system and the cell selection 
attempt on one hand and the reliability of quick response to handover on the other.
The signalling delay was also calculated in accordance to various proposed handover 
procedures, number of bytes within each message and the channel rate. Finally, the total 
handover delay/time was estimated. It was shown that, in HCS, careful consideration needs to
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be given to the handover sampling window size, synchronisation and signalling delay, in order 
to reduce the total handover time.
Another important issue in a HCS is the signalling load. To avoid undesirable impact on the 
HCS based system network of the excess signalling load imposed by pico-cell, i.e. small cells, 
efficient management of the total network signalling traffic is essential. This issue was 
investigated and an analytical model was used to evaluate the signalling load based on 
assumptions on the user mobility, cell and location area sizes, traffic per user and user density. 
It was shown that in such system, considerable load can be imposed on the network. However 
the mobility related signalling traffic was shown to be the main contributor and the call (only) 
related signalling did not have a significant impact on the integrated system total signalling 
load. Despite the fact that the proposed dedicated MSC scenario could substantially reduce the 
loading on the GSM MSC, it resulted in significant increase in the total load on the. Also the 
proposed double location updating in conjunction with connect/disconnect procedures led to 
considerable reduction in the mobility related signalling and therefore total load, particularly 
when the pico cells were small. The proposed approach can be used for the dimensioning of 
the signalling network in an integrated system.
Finally, the GoS in a two-layer HCS, was investigated in detail. It was shown that, although in 
principle, overflow methods, e.g. pico-cell traffic into micro-cell, result in better GoS for the 
overflowing layer, e.g. pico-layer, this is achieved at the expense of deteriorating GoS in the 
overflowed layer, e.g. micro-layer.
Single direction overflow methods were shown to be very sensitive to the number of users 
assigned to the overflowing layers, i.e. the greater the number of users, the higher the call 
blocking, call loss and call dropping probability. Hence, the number of users assigned to each 
layer seemed to have considerable impact on the performance of the overflow policies. It was 
also shown that the overflow of fast speed users to pico-cells, caused significant degradation of 
GoS in the pico-cell layer, mainly due to number of frequent handovers for the fast speed users 
within the pico-cell layer. The overflow of slow speed users to the micro-cell, showed high 
variations in the pico-cell layer GoS due to traffic load increase. The dual overflow policies 
proved to be less sensitive to variation of system parameters and hence more stable in terms of 
GoS variations. Furthermore, it was shown that the take-back policy could improve the GoS 
only for certain system conditions.
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Depending on parameters such as the number of users assigned to each layer, various policies, 
showed differing performance. Some algorithms were less sensitive to variation of parameters, 
such as the number of users, load, etc. The lowest call blocking for the micro and pico-cell 
layer were achieved when the majority of users were assigned to pico and micro-layers 
respectively.
The impact of the handover algorithm on system GoS was also examined. It was shown that the 
handover initiation delay and therefore variations of handover position which result in different 
cell mean residence time (session time) can cuase significant variation of system GoS. This 
highlighted the criticality of accurate handover position. It can be suggested that care needs to 
be taken in design of handover algorithm to prevent undesirable GoS variations in the system.
In order to maintain the planned GoS, i.e. identical for both layers, given the number of users 
that are foreseen to be assigned to each layers, the approporiate ratio for the number of 
channels allocated to each layer need to be estimated. This was achieved by the proposed 
algorithm. Thus, the algorithm can be applied for system dimensioning. Also, using this 
algorithm and a look-up table, a system can vary the number of channels allocated to each layer 
in a dynamic fashion, based on statistics of the residing users in each layer. However, there are 
some issues that still needs to be considered, e.g. the probability of call dropping for some users 
in the progress of the call. Detailed investigation can be the subject of further works.
Future work
This thesis, focused on the network integration and handover mechanism in a two layer cell 
architecture based on TDMA multiple access. Therefore the choice of hard handover was 
dictated. However, the handover in single layer CDMA based system, e.g. UMTS-UMTS, and 
also in a multi layer system architecture, where different layers deploy different multiple 
access, e.g. UMTS (CDMA) and GSM (TDMA), need detailed investigation. The following 
areas in handover are proposed for future work:
• Soft handover in UMTS
- Initiation criterion and algorithm
- Handover gain in soft handover
- Identification of appropriate performance measure and comparison of the hard and
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soft handover
- Handover admission based on system load
- Handover optimisation
- Synchronisation in soft handover
- System load due to signalling in soft handover
- Positioning in systems with soft handover
• Handover between GSM-UMTS
- Handover initiation criteria and algorithm1***
- Handover control mechanism
- Synchronisation between CDMA-TDMA based system for handover
• Handover control mechanism for multi-media service 
Additional areas for further work are as follows:
• Development of a simulation model to evaluate the GoS in HCS
• Capacity optimisation in multi-layer system
• Impact of handover algorithms on service aviability
• Positioning in multi layer system
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Appendix A System parameters for handover
Parameter (Micro-cell) Applied values
Pr (x) : Power received by MS EIRP " Lpath- Lshad ” Lr]g
EIRP : equivalent isotropically radiated power 40 dBW
LDath: Path loss A + B*logi0 (*) (Okumura-Hata model)
Gr: receiver antenna gain 0 dB
A (0) : antenna pattern directional loss NA
dmax: HO distance threshold sqrt(3)* cell radius
Pho : HO signal level threshold - 100 dB
Pmin: receiver sensitivity - 107 dB
Lshad: shadowing (log-normal) (0, 6-8)
Lr|g: multi-path (Rayleigh ) N/A
Parameter (Pico-cell) Applied values
Pr (x) : Power received by PP EIRP - Lpath- Lshad " Lrlg
EIRP : equivalent isotropically radiated power 10 dBm
Lpath : Path loss Unit loss + 10*(n)*logio (range) + k(floor loss)
Unit loss NA
n : power index 4
Floor loss 15 dB
Range (2 dimensional x - y range) Cell size ~ 100 m - 300m
k : number of floor 1
Pmarein: provided margin N/A
Lshad: Shadowing 8 db
Lr)e: multi-path 10 dB/20 dBw with/without antenna diversity
HOfhreshoid- Handover threshold - 85 (for cell radius 100 m)
R mit,: receiver sensitivity - 95 dBm (for cell radius 100 m)
Gr: antenna gain at base 10 dBi / 16dBi (omnidirectinal or 
with 60 degrees between 3 dB ponits)
Gr: antenna gain at subscriber 2/8/16 dBi (omindirectinal/directional) 0 dBi
Table A- 1, System parameters for pico-micro cell handover
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Appendix B DECT-GSM handover messages and relative delay
Message .
........  _
Direction Interface/
Channel
Length Bit rate 
kb/s
Trans.
delay
(ms)
Handover Command (BTSo ~ >  MS) LAPDm FACCH 58+2=60 9.2 52
Handover Command (BTSo —> MS) LAPDm (only M fields) FACCH 9+2=11 9.2 9.56
Handover Command (BSC,, -->  BTS) LAPD A-bis 58+8=64 64 8
Handover Command (BSC,, — > BTS) LAPD (only M fields) A-bis 9+8=17 64 2.12
Handover Access (BTSn < - MS) LAPDm FACCH 2+2=4 9.2 3.47
Handover Access (BTSn < - MS) LAPDm RACH 2+2=4 0.034 941.17
Handover Access (BSCn < ~  BTS„) LAPD A-bis 2+8=10 64 1.25
Physical Info. (BTS,, -->  MS) LAPDm FACCH 3+2=5 9.2 4.34
Physical Info. (BTS,, -->  MS) LAPDm SDCCH 3+2=5 0.782 51.15
Physical Info. (BSC,, - >  BTS) LAPD A-bis 3+8=11 64 1.37
SABM  <identity> (BSCn <-- MS)
UA <identity> (BSC„ —> MS)
Handover complete (BTS„ <-- MS) LAPDm FACCH 3+2=5 9.2 4.34
Handover complete (BSCn <~ BTSn) LAPD A-bis 3+8=11 64 1.37
Measurement reports (BTSn <-- MS) LAPDm SACCH 18+2=20 0.384 416.6
Measurement reports (BSCn <-- BTSn) LAPD A-bis 18+8=26 64 3.25
D _  H a n d o v e r notification ( BTS0 < -  M S ) L A P D m FACCH 1 3 + 2 = 1 5 9.2 13
D _  H a n d o v e r notification ( BSC„ < — B T S „ ) L A P D A-bis 1 3 + 8 = 2 1 64 2 .6
D _  H a n d o v e r no tificatio n  Ack. (BTS,, -> M S ) L A P D m FACCH 3 + 8 = 1 1 9.2 9 .5
D _  H a n d o v e r notificatio n  Ack. (BSC ,, -> B T S ,,,) L A P D A-bis 3 + 8 = 1 1 64 1 .3
D _  H a n d o v e r request (C C F P  --> M S C )) A 5 7 + 2 5 = 8 2 64 10 .25
D _  H a n d o v e r request accepted (C C F P  < — M S C )) A 3 + 2 5 = 2 8 64 3 .5
Access request for handover (PP —> RFPn) M 0-2
Access (M AC connection) (PP < -  RFPn) M 0-2
Indication of a new channel (CCFP <~ RFPn) - 64
Assignment of a channel (CCFP -> RFP„) - 64
Assignment of a channel (RFP ~ > P P ) C 0-2
Assignment confirmation (PP --> RFPn) C 0-2
Assignment confirmation (CCFP <-- RFPn) - 64
Dis-assignment of channel (CCFP <~ RFP„) - 64
Release of the old channel (PP <~ RFP,,) M 0-2
Release of the old channel Ack. (PP —> RFP0) M 0-2
Indiecation of the old chanel re! . (CCFP --> RFPn) - 64
D _  H a n d o v e r complete (M S /P P  < -  R F P  o ) C 3 + 1 3 = 1 6 0-2 64
D _  H a n d o v e r complete (R F P ,, < —C C F P ) - 3 + 1 3 = 1 6 64 2
H a n d o v e r com m and (M S /P P  < -  R F P  o ) c 5 7 + 1 3 = 7 0 0 -2 2 8 0
H a n d o v e r com m and (M S /P P  <— R F P  a ) (only M  fie lds) c 9 + 1 3 = 2 2 0 -2 8 8
H a n d o v e r com m and ( R FP ,, < - - C C F P ) - 5 7 + 1 3 = 7 0 64 8 .7 5
H a n d o v e r com m and ( R F P „ < —C C F P )  (on ly  M  fie ld s ) - 9 + 1 3 = 2 2 64 2 .7 5
M easurem en t reports (R F P ,, < —M S /P P ) c 1 8 + 1 3 = 3 1 0 -2 124
M easurem en t reports (C C F P ,,  <-- R F P „ ) - 1 8 + 1 3 = 3 1 64 3 .8 7
E x te rn a l han dover request (R F P ,, <—M S /P P ) c 1 3 + 1 3 = 2 6 0 -2 104
E x te rn a l han dover request ( C C F P ,, <-- R F P ,,) - 1 3 + 1 3 = 2 6 64 3 .2 5
E x te rn a l han dover C om m and (M S /P P  -> R F P ,,) c 5 7 + 1 3 = 7 0 0 -2
E x te rn a l han dover C om m and (R F P ,, --> C C F P ) - 5 7 + 1 3 = 7 0 64
E x te rn a l han dover confirm ed (R F P ,, - >  M S /P P ) c 0 -2
E x te rn a l han dover confirm ed (C C F P ,,  — > R F P „ ) - 64
E x te rn a l han dover complete (R F P ,, < - M S /P P ) c 3 + 1 3 = 1 6 0 -2
E x te rn a l han dover complete ( C C F P ,, <-- R F P ,,) - 3 + 1 3 = 1 6 64
Handover required (BSC,, —> MSC) A 59+25=84 64 10.5
Handover required (BSC,, —> MSC) (info, for one cell) A 13+25=38 64 4.75
Handover Reqeust (BSCn <-- MSC) A 52+25= 77 64 9.62
Handover request Ack. (BSCn —> MSC) A 61+25=76 64 9.5
Handover request Ack. (BSCn —> MSC) (with only M fields) A 10+25=35 64 4.37
handover command (BSC,, <~ MSC) A 57+25=82 64 10.25
handover command (BSC,, <— MSC) (with only M fields) A 10+25=82 64 4.37
Handover complete (BSCn ~> MSC) A 3+25=28 64 3.5
Handover cand. enq. (BSC„ <-- MSC) A 68+25=93 64 11.62
Handover cand. resp. (BSC,, —> MSC) A 13+25=38 64 4.75
Clear command (BSC,, <-- MSC) A 5+25=30 64 3.75
Clear complete (BSC,, —> MSC) A 1+25=26 64 3.25
203
Appendices
Message
■' /. ' .
Direction Interface/
Channel
Length Bit rate 
kh/s
Trans.
delay
(ms)
Alloc. Handover number (MSC„ ~> VLR) B 0+25+20=45 64 5.62
Send Handover report (M SCn <-- VLR) B 12+25+26=63 64 7.87
Handover report (MSC„ —> VLR) B 0+25+15=40 64 5
Perform Handover (MSCn <-- MSC,,) E 47+25+20=92 64 11.5
Radio channel Ack. (MSCn —> MSCo) E 27+25+28=80 64 10
Send end signal (MSCn —> MSC,,) E 0+25+26=51 64 6.37
End signal ( MSCn <-- MSC,,) E 0+25+15=40 64 5
IAM (MSC,, —> MSC,,) ISDN 58 64 7.25
ACM ( MSC„ <~ MSC,,) ISDN 16 64 2
Table B -1, Signalling message transmission delay (GSM and DECT)
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Appendix C DECT and GSM channel structure and rate
Frame Priority scheme Frame Priority scheme
0 Pt, N t 1 M t, Ct, Nt
2 Pt, N j 3 M t, Ct, Nt
4 Pt, N t 5 M t, Ct, Nt
6 Pt, Nt 7 M t, Ct, Nt
8 Qt 9 M t , Ct, Nt
10 Pt, Nt 11 M t, Ct, Nt
12 Pt, Nt 13 M t, Ct, Nt
14 Nt 15 M t, Ct, Nt
Table C-l, Channel repetition for RFP transmission
Channel Function..................................... Rate
CT Higher layer control 0 -2  kb/s 0 -8  fpmf
Mt MAC layer control 0 -2  kb/s 0 -8  fpmf
Nt Identities information 
lower limit, excluding
0.25 - 3.75 kb/s 1 - 15 fpmf 
0.25 kb/s 1 fpmf
Pt Paging 0-1.5 kb/s 0 -6  fpmf
Qt System information 0.25 kb/s 1 fpmf
Table C-2, Channel rate for RFP transmission
Table C- 3, Channel repetition for PT transmission
Channel Function Rate
Nx Identities information 0.25 - 3.75 kb/s 1-15 fpmf
Ct Higher layer control 0 - 2 kb/s 0 -8  fpmf
Mt MAC layer control 0 -2  kb/s 0 -8  fpmf
Nt Identities information 2 - 4 kb/s 8- 16 fpmf
lower limit 2 kb/s 8-16 fpmf
Table C- 4, Channel rate for PT transmission
205
 A ppendices
Channel No of channel in frame Duration No of bits to transmit Channel rate
FCH 5 times in 51 frame 51 x 4.615 = 235 ms - -
SCH 5 times in 51 frame 235 ms 25 106 b/s
BCCH 4 times in 51 frame 235 ms 23 x 8 = 184 bits 782 b/s
RACH 51 times in 51 frame 235 ms 1 x 8  = 8 bits 34 b/s
AGCH - 235 ms 184 bits 782 b/s
PCH - 235 ms 184 bits 782 b/s
SDCCH - 235 ms 184 bits 782 b/s
SACCH 1 time in 26 frame 26 x 4.615 = 120 ms 46 bits 383 ~ 384 b/s
FACCH 1 time in 26 frame 120 ms - 9600 / 9200 b/s
Table C- 5, GSM signalling transmission rate for various signalling links
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Appendix D Message length (bytes) and system parameters for
DECT-GSM signalling load estimation
Interface PARA MTP SCCP TCAP
Layer 2 Layer 3 T SL C S L
B E G E N D IN V R E T IN V R E T
A DTAP/BSSMAP
3 / 2
7 4 14 - - - - - -
B M A P 7 4 14 10 16 10 12 10 5
C M A P 7 4 14 10 16 10 12 10 5
D M A P 7 4 14 10 16 10 12 10 5
E M A P 7 4 14 10 16 10 12 10 5
F M A P 7 4 14 10 16 10 12 10 5
G M A P 7 4 14 10 16 10 12 10 5
3 11 14 15-28
3 25 15-28
Note 1: A-interface message length = Parameter length + SCCP + MTP2 + MTP3
Note 2: MAP message length = Parameter length + TCAP + SCCP + MTP3 + MTP2
Note 3 : The maximum field size and no optional parameters are assumed to estimate parameter length in the M A P  
and A  interface messages.
Table D- 1, M essage structures and length estimation in GSM interfaces
Parai
----------------------
Tieters
GSM
Residential
DECT
Public Business
parameter
*
Density 4 5 0 0 400 0 9 00 0 10000 P
P (handset) 0.8 0 .2 0 .2 0 .2 P(s)/P(d)
P (call terminated) 0.5 0.5 0.5 0.5 P(trm)
P (call originated) 0.5 0.5 0.5 0.5 P (org)
Erlang /  terminal 0 .04 0 .0 5 - 0 .07 0.1 0 .1 5 - 0 .2 E(t)
Call holding time 120 s 120 s 120 s 120 T(call)
N o. o f  call per BH 1 1.5 3 6 BHCA
Cell size 1 km2 50  - 300  m (Square 
cell)
Csize
No. o f  cell per location area 10 4 - 8 N(cell) per Location
User speed 5.7  km/h 0 - 4  km/h (variable) V
(A size (G S M ) x Density (G S M ) x B H C A (G S M )) =  P(s) x Total B H C A  ~ 22 K  m2
(A size(D E C T ) x D ensity(D ECT) x B H C A (D E C T )) =  P(d) x Total B H C A  ~ 1 K m2
N o o f  cell per service area =  Area Size /  cell size
N o o f  location area per service area =  N o o f  cell per service area /  No o f cell per location area
Table D- 2, DECT and GSM traffic assumptions and system parameters
Application Traffic per
HM'I
Traffic density(environment
Environments
i . Cell size
Residential 0 .05  E 150 E /km 2 suburban houses 1 0 0 -150m
200  E/km* 4  floor urban apartments blocks 30m
1000 E /km 2 localised peak density (4  floor 250  
E /km 2/f lo o r )
30m
Public 0.1 E 9 0 0  E /km 2 Railway station /  shopping centres 5 0 -150m
550 0  E /km 2 Heathrow Airport 5 0 -150m
Business 0 .2  E 3000  E /km 2 3 floor suburban buildings 30 -200m
10000
E/km 2/floor
Localised peak, 1 user/ 20 m 2, per floor 3 0 -200m
120000 E /km 2 20  floor city centre buildings 30 -200m
Table D- 3, DECT system applications and specifications
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C all BSS/FP <— > MSC 
A-interfacc
MSC <--> VLR 
B-interface
MSC <--> GMSC) 
ISUP
Total
M.O 440.5 550 120 120+990.5=1110.5
C a ll GMSC <--> HLR C-interface
HLR <-> VLR 
D-interface
GMSC <«> MSC 
ISUP
MSC <--> VLR 
B-intcrfacc
MSC <--> BSS/FP 
A-intcrface
Total
M .T 126 114 120 612 481.5 1333.5+120=1453.5
L oca tion
U pdating
BSS/FP <--> MSC 
A-interface
MSC <--> VLR „cw 
B-interface
VLRncw <-> VLR „u 
G-interface
VLR „,d <-> HLR 
D-interface
VLR nm  <--> HLR 
D-interface
Total
DECT to DECT 356.5 406 - - . 762.5
DECT to GSM 356.5 406 - - . 762.5
GSM  to DECT 356.5 406 - - - 762.5
H a n d o v er FP ncw<” > MSC 
A-interface
MSC <--> FP „w 
A-interface
BSS/FP <--> MSC 
A-interface
MSC<~> FP/BSS 
A-interfacc
Total
DECT to DECT 178 155 333
DECT to GSM - - 178 155 333
GSM to DECT 155 178 333
Table D -4 Non-dedicated M SC for DEC Single location updating
C all BSS/FP <— > MSC 
A-interface
MSC <--> VLR 
B-intcrface
MSC <«> GMSC) 
ISUP
Total
M.O 440.5 550 120 120+990.5=1110.5
C a ll GMSC <--> HLR 
C-interfacc
HLR <«> VLR 
D-interface
GMSC <«> MSC 
ISUP
MSC <--> VLR 
B-interface
MSC <--> BSS/FP 
A-interface
Total
M .T 126 114 120 613 481.5 1334.5+120=1454.5
L oca tion
U pdating
BSS/FP <«> MSC 
A-interfacc
MSC <--> VLR ncw 
B-interface
VLR,,™ <-> VLR „lt, 
G-interface
VLR „y <--> HLR 
Do-interface
VLR HLR 
Dn-interface
Total
DECT to DECT 356.5 406 - - . 762.5
DECT to GSM 356.5 406 213 95 402 1472.5
GSM  to DECT 356.5 406 213 95 402 1472.5
H a n d o v er FP „u <--> MSC MSC <--> FP ne,v Total
A-interface A-interface
DECT to DECT 178 155 333
H a n d o v er FP/BSS „i,] <--> MSC a|d 
A-interface
MSC „,j <--> MSC „™ 
E-interface
MSC ncw <-> FP/BSS „™ 
A-interfacc
MSC „™ <-> VLR 
B-interface
ISUP Total
GSM to DECT 178 263 155 148 120 741+120=864
DECT to GSM 155 263 178 148 120 741+120=864
Table D-5, Dedicated MSC for DECT, Single location updating
\
2 0 8
A ppendices
C all BSS/FP <---> MSC A-interface
MSC <«> VLR 
B-interface
MSC <—> GMSC) 
ISUP
Total
M.O 440.5 550 120 120+990.5=1110.5
C all GMSC <"> HLR 
C-interface
HLR <-> VLR 
D-interface
GMSC <-> MSC 
ISUP
MSC <--> VLR 
B-interface
MSC <--> BSS/FP 
A-interface
Total
M .T 126 114 120 612 481.5 1333.5+120=1453.5
L o ca tio n
U pdating
BSS/FP <-> MSC 
A-interface
MSC <--> VLR „„„ 
B-interface
VLRnew <--> VLR 
G-interface
VLR „u <--> HLR 
D-interface
VLR nl!,v <--> HLR 
D-interface
Total
DECT to DECT 356.5 406 - . . 762.5
DECT to GSM 356.5 406 - - . 762.5
GSM to DECT 356.5 406 - - - 762.5
H a n d o v er FP MSC 
A-interface
MSC <-> FP ,M  
A-intcrface
BSS/FP <--> MSC 
A-interface
MSC<—> FP/BSS 
A-intcrface
Total
DECT to DECT 178 155 333
DECT to GSM - - 178 155 333
GSM to DECT 155 178 333
A tta ch /d eta c
h
FP „id <--> MSC 
A-interface
MSC < ->  VLR 
B-intcrface
VLR <»> HLR 
D-interface
Total
DECT & GSM 70 101 - 171
Table D-6, Non-dedicated MSC for DECT, Double location updating
C all BSS/FP <-— > MSC A-interface
MSC <—> VLR 
B-interfacc
MSC <-> GMSC) 
ISUP
Total
M.O 440.5 550 120 120+990.5=1110.5
C a ll GMSC <«> HLR 
C-interface
HLR <--> VLR 
D-interface
GMSC <«> MSC 
ISUP
MSC <«> VLR 
B-interface
MSC <--> BSS/FP 
A-interface
Total
M .T 126 114 120 613 481.5 1334.5+120=1454.5
L oca tion
U pdating
BSS/FP <«> MSC 
A-interface
MSC <--> VLR ,lcw 
B-interface
VLR„cw <-•> VLR oid 
G-interface
VLR „u <--> HLR 
Do-interface
VLR ,lc,v <--> HLR 
Dn-intcrfacc
Total
DECT to DECT 356.5 406 - - . 762.5
DECT to GSM 356.5 406 213 95 402 1472.5
GSM to DECT 356.5 406 213 95 402 1472.5
H a n d o v er FP „w <--> MSC MSC <«> FP ntiW Total
A-interface A-interface
DECT to DECT 178 155 333
H a n o v e r FP/BSS oid <--> MSC „id 
A-interface
MSC „,d <--> MSC „ow 
E-interface
MSC new <--> FP/BSS llcw 
A-interface
MSC llcw <--> VLR 
B-interface
ISUP Total
G SM  to DECT 178 263 155 148 120 741+120=864
DECT to G SM 155 263 178 148 120 741+120=864
A tta ch /d eta c
h
FP „id <—> MSC 
A-interface
MSC <--> VLR 
B-interface
VLR <--> HLR 
D-intcrfacc
Total
DECT &  GSM 70 101 101 272
Table D-7, Dedicated M SC for DECT, Double location upc ating
209
Appendices
Transaction M .O M .T Location Updating Handover
DECT to DECT DECT to GSM GSM to DECT DECT to DECT DECT to GSM GSM to DECT
K1 K2 K3 K4 K5 K6 IC7 K8
to/from Switch 
ISUP
120 120 0 0 0 0 0 0
BSS/FP - M SC  
A
440 481 356 356 356 333 333 333
M S C - V L R  
B
550 613 406 406 406 0 0 0
M SC  - H LR
C
0 126 0 0 0 0 0 0
V L R  - V L R  
G
0 0 0 0 0 0 0 0
VLR(old) - H LR  
D
0 0 0 0 0 0 0 0
VLR(new) - H LR  
D
0 114* 0 0 0 0 0 0
M SC  - M SC  
E
0 0 0 0 0 0 0 0
Total 
SS7 bytes
1110 1454 762 762 762 333 333 333
Transaction M .O M .T Location Updating Handover
DECTtoECT DECT to GSM GSM to DECT DECT to DECT DECT to GSM GSM to DECT
J1 J2 J3 J4 J5 J6 J7 J8
to/from Switch 
ISUP
120
?
120 0 0 0 0 0 0
to/from M SC 1110 1340 762 762 762 333 333 333
to/from V L R 550 727 406 406 406 0 0 0
to/from H LR 0 240 0 0 0 0 0 0
Table D-8, Non-dedicated MSC for DECT, Single location updating
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A p pend ices
Transaction M .O M .T Location Updating Handover
DECT to DECT DECT to GSM GSM to DECT DECT to DECT DECT to GSM GSM to DECT
K1 K2 K3 K4 K5 K6 K7 K8
to/from Switch 
ISUP
120 120 0 0 0 0 120 120
BSS/FP - M SC  
A
440 481 356 356 356 333 333 333
M S C - V LR  
B
550 613 406 406 406 0 148 148
M SC  - H LR
C
0 126 0 0 0 0 0 0
V L R  - V L R
G
0 0 0 213 213 0 0 0
VLR(old) - H LR  
D
0 0 0 95 95 0 0 0
VLR(new) - H LR  
D
0 114* 0 402 402 0 0 0
M SC  - M SC  
E
0 0 0 0 0 0 263 263
Total 
SS7 bytes
1110 1454 762 1472 1472 333 864 864
Transaction M .O M .T Location Updating Handover
DECT to ECT DECT to GSM GSM to DECT DECT to DECT DECT to GSM GSM to DECT
J1 J2 J3 J4 J5 J6 J7 J8
to/from Switch 
ISUP
120
?
120 0 0 0 0 120 120
to/from M SC 1110 1340 762 762 762 333 864 864
to/from V L R 550 727 406 1116 1116 0 148 148
to/from H L R 0 240 0 497 497 0 0 0
Table D-9, Dedicated MSC for DECT, Single location updating
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A p pe nd ices
Transaction M .O M .T Location Updating Handover
DECT to DECT DECT to GSM GSM to DECT DECT to DECT DECT to GSM GSM to DECT
K1 K2 K3 IC4 IC5 K6 K7 K8
to/from Switch 
ISUP
120 120 0 0 0 0 0 0
BSS/FP - M SC  
A
440 481 356 70 70 333 333 333
M S C - V L R  
B
550 613 406 101 101 0 0 0
M SC  - H L R
C
0 126 0 0 0 0 0 0
V L R - V L R  
G
0 0 0 0 0 0 0 0
VLR(old) - H LR  
D
0 0 0 0 0 0 0 0
VLR(ncw) - H LR  
D
0 114* 0 0 0 0 0 0
M SC  - M SC  
E
0 0 0 0 0 0 0 0
Total 
SS7 bytes
1110 1454 762 171 1 7 1 /7 6 2
*
333 333 333
Transaction M .O M .T Location Updating Handover
DECT to ECT DECT to GSM GSM to DECT DECT to DECT DECT to GSM GSM to DECT
J1 J2 J3 J4 J5 J6 J7 J8
to/from Switch 
ISUP
120
?
120 0 0 0 0 0 0
to/from M SC 1110 1340 762 70 70 333 333 333
to/from V L R 550 727 406 101 101 0 0 0
to/from H LR 0 240 0 0 0 0 0 0
Table D -10, Non-dedicated MSC for DECT, Double location updating
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A p pe nd ic e s
Transaction M .O M .T Location Updating Handover
DECT to DECT DECT to CSM GSM to DECT DECT to DECT DECT to GSM GSM to DECT
K1 K2 K3 K4 K5 K6 K7
00$4
to/from Switch 
ISUP
120 120 0 0 0 0 120 120
BSS/FP - M SC  
A
440 481 356 70 356 333 333 333
M SC  - V L R  
B
550 613 406 101 406 0 148 148
M SC  - HLR  
C
0 126 0 0 0 0 0 0
V L R  - V L R  
G
0 0 0 0 213 0 0 0
VLR(old) - H LR  
D
0 0 0 0 95 0 0 0
VLR(new) - H LR  
D
0 114* 0 101 402 0 0 0
M SC  - M SC  
E
0 0 0 0 0 0 263 263
Total 
SS7 hytes
1110 1454 762 272 1472 333 864 864
Transaction M .O M .T Location Updating Handover
DECT to ECT DECT to GSM GSM to DECT DECT to DECT DECT to GSM GSM to DECT
J1 J2 J3 J4 J5 J6 J7 J8
to/from Switch 
ISUP
120
?
120 0 0 0 0 120 120
to/from M SC 1110 1340 762 70 762 333 864 864
to/from V LR 550 727 406 202 1116 0 148 148
to/from H LR 0 240 0 101 497 0 0 0
Table D -l 1, Dedicated M SC for DECT, Double location updating
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A p pe nd ices
Int.
Message type
Para. length BSSMAP/
DTAP
M T I SCCP n '  Total 
(M +O) (M)
A Complete layer 3 info. ~ >  MSC (14-n)+2 2 14 11 0 43 41
Authentication Request < ~  MSC 18.5+0 3 14 11 46.5 46.5
Authen tication Response -->  MSC 6+0 3 14 11 36 36
Cipher mode command < ~  MSC (4-n)+6 3 14 11 38 32
Cipher mode complete ~ >  MSC l+(4-n) 3 14 11 32 29
TMSI reallocation command < -  MSC 16 3 14 11 16 43
TMSI reallocation complete ~ >  MSC 2 3 14 11 30 30
Setup - ->  MSC 2+160 3 14 11 162 2
Call proceeding < -  MSC 2+4 3 14 11 34 30
Assignment request < -  MSC 6+19 2 14 11 52 33
assignement complete -->  MSC 2 .5 /1 + 1 8 3/2 14 11 46 28
Alerting <-- MSC 2+4 3 14 11 34 30
Connect < ~  MSC 2+4 3 14 11 34 30
Connect ack. ~ >  MSC 2+0 3 14 11 30 30
- - >  MSC = 196 < —  MSC = 244.5 440.5
Int. Message type Para.
length
BSSMAP
/DTAP
M TP SCCP TSL CSL
< ,
Total
Process access request MSC -->  VLR 15 14 11 10 10 60
B Authenticate MSC < -- VLR 21 14 11 16 10 72
Authenticate ack. MSC ~ >  VLR 6 14 11 16 12 59
start ciphering MSC < ~  VLR 13 14 11 16 10 64
access request accepted MSC < ~  VLR 10 14 11 16 12 63
Forward new TMSI MSC < -- VLR 6 14 11 16 10 57
TMSI ack. MSC -->  VLR - 14 11 16 5 46
Send info, for O/C call setup MSC « >  VLR 18 14 11 16 10 69
Complete call MSC < ~  VLR 12 14 11 16 13 60
MSC -> VLR = 234 MSC < — VLR = 316 550
Int. Message type Para.
length
BSSMAP/DTAP M TP SCCP TSL CSL Total
ISDN
..................................... __________ _______
IAM
.
58
ACM 16
ANS 14
REL 18
RLC 14
120
Table D-12, M essage length estimation for Mobile Originated call
214
A ppendices
Int.
r
M essage type
:
Para. length BSSMAP
/DTAP
S C C P n
(M +O)
Total
(M)
Paging < -- MSC ?/14-( 14+7n)+8 3/2 14 11 49 41
A Complete layer 3 info. ~ >  MSC (14-n)+2 2 14 11 0 43 41
Authentication Request < ~  MSC 18.5+0 3 14 11 46.5 46.5
Authen tication Response ~ >  MSC 6+0 3 14 11 36 36
Cipher mode command < -- MSC (4-n)+6 3 14 11 38 32
Cipher mode complete ~ >  MSC l+(4-n) 3 14 11 32 29
TMSI reallocation command < — MSC 16 3 14 11 16 43
TMSI reallocation complete ~ >  MSC 2 3 14 11 30 30
Setup -->  MSC 2+160 3 14 11 162 2
Call proceeding < -- MSC 2+4 3 14 11 34 30
Assignment request < ~  MSC 6+19 2 14 11 52 33
assignement complete - >  MSC 2 .5 / 1 + 18 3/2 14 11 46 28
Alerting < -  MSC 2+4 3 14 11 34 30
Connect <  - MSC 2+4 3 14 11 34 30
Connect ack. ~ >  MSC 2+0 3 14 11 30 30
— > M S C  = 196 < —  MSC = 285.5 481.5
Int. M essage type 
............................ - ..................-.....  .... ...............................
Para.
length
BSSMAP/
DTAP
M T P S C C P T S L
'
C S L Total
Send info, for I/C call MSC ~ >  VLR 12 14 11 10 10 60
B Page MS MSC < -- VLR 17 14 11 16 10 72
Process access request MSC ~ >  VLR 15 14 11 16 10 59
Authenticate MSC < -- VLR 21 14 11 16 10 64
Authenticate response MSC ~ >  VLR 6 14 11 16 12 63
Start ciphering MSC < ~  VLR 13 14 11 16 10 57
Access request accepted MSC < ~  VLR 10 14 11 16 12 63
Forward new TMSI MSC < ~  VLR 6 14 11 16 10 69
TMSI ack.l MSC ~ >  VLR - 14 11 16 5 40
Complete call MSC < ~  VLR 12 14 11 10 13 66
M S C - —> VLR = 222 MSC < — VLR = 3 9 1 613
Int.
'
M essage type Para.
length
BSSMAP/
DTAP
M T P S C C P T S I C S L Total
send routing info MSC —> HLR 12 14 11 10 10 57
C routing info. ack. MSC < — HLR 22 14 11 10 12 69
MSCo < — MSCn = 5 7 MSC < ~  HLR = 69 126
Int.
; ' * ■ : ■.
M essage type Para.
length
BSSMAP/
DTAP
M T P S C C P T S L C S L Total
D Provide roaming number HLR —> VLR 10 14 11 10 10 55
Roaming number HLR < -V L R 12 14 11 10 12 59
H L R - >  VLR = 55 HLR < - VLR = 59 114
Int. M essage type Para.
length
BSSMAP/DT
AP
M T P S C C P T S L C S L Total
ISDN IAM 58
ACM 16
ANS 14
REL 18
RLC 14
120
Table D-13, M essage length estimation for Mobile Terminated call
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Appendices
Int. M essage type
____ _. _______  ______ ______  ....
Para.
length
BSSMAP/
DTAP
M T P S C C P... . ■ ; ■ . ■
....n Total
(M+O) T(M )‘
Location updating request —> MSC 18+0 3 14 11 46 46
A Authentication request < — MSC 18.5+0 3 14 11 46.5 46.5
Authentication response —> MSC 6+0 3 14 11 34 34
Cipher mode command < — MSC (4-n)+6 3 14 11 38 32
Cipher mode complete —> MSC l+(4-n) 3 14 11 33 29
Location update accepted < — MSC 7+(2-10) 3 14 11 45 35
TMSI reallocation command < — MSC 16+0 3 14 11 44 44
TMSI reallocation complete —> MSC 2+0 3 14 11 30 30
Clear command < ~  MSC 5+4 2 14 11 36 32
Clear complete -->  MSC 1+0 2 14 11 28 28
— > M S C  = 167 < — MSC = 1 8 9 .5 356.5
Int. M essage type Para.
length
BSSMAP/
DTAP
M T P S C C P T S L C S L Total
Update location area MSC ~ >  VLR 23 14 11 10 10 68
B Authentication MSC < -- VLR 21 14 11 16 10 72
Authentication Response. MSC ~ >  VLR 6 14 11 16 12 59
Start ciphering MSC < »  VLR 13 14 11 16 10 64
Forward new TMSI MSC < «  VLR 6 14 11 16 10 57
Loc. area update accepted MSC < -- VLR - 14 11 16 5 46
TMSI ack. MSC - >  VLR - 14 11 10 5 40
MSC —> VLR = 167 MSC < «  VLR = 239 406
Table D-14, M essage length estimation for Location Updating 
(same MSC/VLR, non-dedicated scenario)
216
Appendices
Message type ’
length
BSSMAP/
DTAP
M TP SCCP n Total
(M +O ) (M)
Location updating request -->  MSC 18+0 3 14 11 46 46
A Authentication request < ~  MSC 18.5+0 3 14 11 46.5 46.5
Authentication response - >  MSC 6+0 3 14 11 34 34
Cipher mode command <-- MSC (4-n)+6 3 14 11 38 32
Cipher mode complete -->  MSC l+(4-n) 3 14 11 33 29
Location update accepted < «  MSC 7+(2-10) 3 14 11 45 35
TMSI reallocation command < -  MSC 16+0 3 14 11 44 44
TMSI reallocation complete - >  MSC 2+0 3 14 11 30 30
Clear command < -  MSC 5+4 2 14 11 36 32
Clear complete - >  MSC 1+0 2 14 11 28 28
~ -> MSC = 167 < — MSC = 189.5 356.5
Int. Message type Para.
length
BSSMAP/
DTAP
M T P  ivi i r SCCP TSL CSL — T  t 1-----
Update location area MSC -->  VLR 23 14 11 10 10 68
B Authentication MSC < -- VLR 21 14 11 16 10 72
Authentication Response. MSC ~ >  VLR 6 14 11 16 12 59
Start ciphering MSC < -- VLR 13 14 11 16 10 64
Forward new TMSI MSC < ~  VLR 6 14 11 16 10 57
Loc. area update accepted MSC < -- VLR - 14 11 16 5 46
TMSI ack. MSC » >  VLR - 14 11 10 5 40
MSC - > VLR = 167 MSC < ~  VLR = 239 406
Int. Message type Para.
length
BSSMAP/
DTAP
M TP SCCP TSL CSL Total
Do
........... _ ...........................
Cancel location HLR ~ >  VLR 10 14 11 10 10 55
Location cancel accepted HLR <—  VLR - 14 11 10 5 40
D n Update location HLR < -- VLR 25 14 11 10 10 70
Location updating accepted HLR -->  VLR 10 14 11 10 12 57
send para, from HLR (authen. set) HLR <— VLR 13 14 11 10 10 58
authentication parameters HLR -->  VLR 170 14 11 10 12 217
HLR ~ >  VLR = 329 HLR < -V L R  = 168 497
Int. Message type Para.
length rssr M TP SCCP TSL CSL Total
G
send para, from VLR (IMS1) VLRn ~ >  VLRo 9 14 11 10 10 54
IMS1 response VLRn < ~  VLRo 112 14 11 10 12 159
VLRn —>  VLRo = 54 VLRn < — VLRo = 159 213
Table D-15, M essage length estimation for Location Updating 
(same M SC/VLR, dedicated scenario)
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A ppendices
Int. Message type Para.
length
BSSMAP/
DTAP
M TP SCCP n
™ 8d )
Total
(M)
A
Attach 1MS1 MS —>MSC 12 3 14 11 40
Attach complete 2 3 14 11 30
— > MSC = 40 < —  MSC = 30
Int. Message type
length “ dtT pP/
M TP SCCP
TSL
c s
L
Attach IMSI M S C - >  VLR 10 3 14 11 10 10 58
B Attach IMSI Acknowledgement MSC < — 
VLR
- 3 14 11 10 5 43
M S C - >  VLR = 58 MSC < - VLR = 4 3 101
Int. Message type Para.
length
BSSMAP/
DTAPs ++" -•
M TP SCCP
TSL
CSL Total
D Attach IMSI V L R - >  HLR 10 3 14 11 10 10 58
Attach IMSI Acknowledgement V L R < -  
HLR
- 3 14 11 10 5 43
H L R - >  VLR = 43 HLR < -  VLR = 58 101
Table D-16, M essage length estimation for attach/detach
Int. Message type . Para, length BSSMAP/DTAP M TP SCCP n (M °S )
— :—  Total
(M)
Handover required -->  MSC (7-(7+7n))+l 2 14 11 35 34
A 1 Handover command < —MSC 57+10 2 14 11 94 84
clear command < —MSC 5+4 2 14 11 36 32
Clear complete - >  MSC 1+0 2 14 11 28 28
A 2 Handover request < —MSC 15+2 2 14 11 44 42
Handover request Ack. - >  MSC 58+6 2 14 11 91 85
Handover complete -->  MSC 1+2 2 14 11 30 28
— > MSC = 175 -  MSC = 155 333
Table D-17, M essage length estimation for Handover between FPs and BSSs 
(same switch, non-dedicated scenario)
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A p pend ices
Int. Message type
....... ......... ........._ . ...... ... ..........
Para, length BSSMAP/
DTAP
M T
P
s e e
p
n 1 Total 1 Total 
(M +O ) (M)
A 1
Handover required -->  MSC 2 14 11 35 34
Handover command < —MSC 57+10 2 14 11 94 84
clear command < —MSC 5+4 2 14 11 36 32
Clear complete —> MSC 1+0 2 14 11 28 28
A 2 Handover request <~M SC 15+2 2 14 11 44 42
Handover request Ack. —> MSC 58+6 2 14 11 91 85
Handover complete —> MSC 1+2 2 14 11 30 28
— > MSC = 175 < ~  MSC = 155 333
Int. Message type
. ................................................ . . . .  .............. ..............................................
Para.
length
BSSMAP/
DTAP
.
M TP SCCP TSL CSL Total
Allocate handover number MSC -->  VLR - 14 11 10 10 45
B Send handover report MSC < — VLR 12 14 11 16 10 63
handover report MSC —>  VLR - 14 11 10 5 40
M S C — > VLR = 8 5 MSC < -- VLR = 63 148
Int. Message type
............... ..... ...............
Para.
length
BSSMAP/
DTAP
M TP SCCP TSL CSL Total
E Perform Handover MSCo -->  MSCn 47 11 14 10 10 92
Radio channel Ack. MSCo < ~  MSCn 27 11 14 16 12 80
Send end signal MSCo < -- MSCn - 11 14 16 10 51
End signal MSCo -->  MSCn - 11 14 10 5 40
MSCo —> MSCn = 132 MSCo < - MSCn = 1 3 1 263
Int. Message type
.......................
Para.
length
BSSMAP/n
TAP
MTP SCCP TSL CSL
.
Total
ISDN IAM 58
ACM 16
ANS 14
REL 18
RLC 14
120
Table D-18, M essage length estimation for Handover between FPs and BSSs 
(different switches, dedicated scenario)
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Appendices
MOM S* MT
DECT-DECT DECT - GSM  
Non-dedicated
-----------------------
DECT- GSM  
Dedicated
to/from Switch 
ISUP
120 120 0 0 120
BSS/FP - MSC 
(A)
440 481 333 333 333
MSC - VLR
(B)
550 613 0 0 148
MSC - HLR
(C)
0 126 0 0 0
VLR - VLR
(G)
0 0 0 0 0
VLR(old)-HLR
(D)
0 0 0 0 0
VLR(new)-
HLR(D)
0 114 0 0 0
MSC - MSC
(E)
0 0 0 0 263
Total SS7 bytes 1110 1454 333 333 864
to/from MSC 1110 1340 333 333 864
to/from VLR 550 727 0 0 148
MO MT Location Updating
DECT-DECT DECT - GSM  
Non-dedicated
DECT- GSM 
Dedicated
DECT-GSM  
Double location 
updating
to/from Switch 
ISUP
120 120 0 0 0 0
BSS/FP - MSC  
(A)
440 481 356 356 356 70
MSC - VLR
(B)
550 613 406 406 406 101
MSC - HLR
(C)
0 126 0 0 0 0
VLR - VLR
(G)
0 0 0 0 213 0
VLR(old)-HLR
(D)
0 0 0 0 95 0
VLR(new)-
HLR(D)
0 114 0 0 402 0
MSC - MSC
(E)
0 0 0 0 0 0
Total SS7 bytes 1110 1454 762 762 1472 171
to/from MSC 1110 1340 762 762 762 171
to/from VLR 550 727 406 406 1116 101
Table D-19, The SS7 load for various procedures (bytes)
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