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摘 要 针对胸片的多标记预测集缺少可校准性的缺陷，提出一种基于卷积神经网络( Convolutional Neural
Networks，CNN) 与归纳一致性预测器( Inductive Conformal Prediction，ICP) 的多标记胸片置信诊断模型 MLICP-
CNN。该模型将学习数据划分为训练集和校准集，通过使用 CNN 从训练集中学习出规则 D。基于规则 D 和校准
集使用算法随机性对被测数据进行置信预测，即为每个被测数据提供附带置信度的多标记预测集。在对 Chest
X-ray14 胸片数据集的实验结果表明，该模型在临床常用的 95% 置信度下，模型准确率为 95%，体现了置信度评
估的恰好可校准性。在 CNN 架构为 Ｒesenet50 并采用 LS-MLICP 为奇异值映射函数下，模型性能最好，其确定预
测率为 96． 43%，理想预测率为 92． 31%。另外，CNN 架构对预测效率的影响程度远远小于奇异值映射函数。
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Abstract To address the absence of calibrated confidence evaluation of multi-label prediction for chest x-ray，we
proposed a multi-label chest X-ray confidence diagnosis model based on CNN and ICP，named MLICP-CNN． Our model
divided the learning data into training set and calibration set，and a rule D was learned from the training set through
CNN． Based on rule D and calibration set，we used the randomness of the algorithm to predict the confidence of the
measured data，that is，to provide a multi-label prediction set with confidence for each measured data． The experimental
results on the chest X-ray14 set demonstrate that the accuracy rate of MLICP-CNN is exactly 95% under the confidence
levels of 95% in common clinical，revealing the exactly validity of confidence evaluation． In addition，when using
Ｒesenet50 as the component of CNN framework and adopting LS-MLICP as a nonconformity measure，our model gains
the best performance with the certain prediction of 96． 43% and favorite prediction of 92． 31% ． The influence of CNN
framework on prediction efficiency is significantly less than that of the nonconformity measure．
Keywords Multi-label learning Inductive conformal predictor Convolutional neural network Chest X-ray diagnosis
Confidence prediction
0 引 言
X 线胸片( Chest X-ray) 是辅助诊断肺部相关疾病
的医学影像。胸片能同时展示肺部炎症、肿块、肺结
核、气胸等一种或多种医学病理特征，因此胸片诊断是
典型的多标记问题。2017 年，美国国立卫生研究院开
源了数据量巨大且多标记标注的胸片数据集 Chest X-
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ray14［1］，胸片 多 标 记 诊 断 开 始 引 起 学 界 广 泛 关 注。
Haloi 等［2］提出基于卷积神经网络的在线增强分类网
络来辅助胸部疾病诊断。Boosted 等［3］基于深度卷积
神经网络定义了全新的损失函数来处理多标记和不平
衡的胸片数据集。Abiyev 等［4］对比了多种神经网络模
型( 卷积神经网络、反向传播神经网络、无监督学习神
经网络) 的胸部疾病诊断性能。但这些研究仅仅是传
统多标记模型在胸片诊断问题上的应用，并没有考虑
胸片诊断的高风险特性。胸片诊断属于典型的高风险
领域，诊断失败将导致严重的后果。这需要诊断模型
能对输出结果附带置信度评估，以确保足够的安全保
障。另 外，临床上需要对单个患者进行独立的风险评
估，而非通过统计运算获得。总之，多标记胸片置信诊
断模型研究具有重要的现实和学术价值。
对于上述情况，本文提出一种基于卷积神经网
络［5］与归纳一致性预测器［6］的多标记胸片置信诊断
模型 MLICP-CNN。该模型能为每个被测数据提供附
带置 信 度 的 预 测 集，并 且 其 置 信 度 是 可 校 准 的。
MLICP-CNN 模型将学习数据划分为训练集和校准集，
通过使用 CNN 从训练样本中学习出规则 D，基于 D 和
校准集使用算法随机性对被测数据进行置信预测。规
则 D 利用 CNN 高度特征抽取能力有效提取了训练集
中的信息，从而提升了模型的预测效率。通过算法随
机性检验把被测数据的预测问题转化成学习数据集分
布的统计检验问题，其置信度评估具有统计意义的理
论可校准性。
本文的主要贡献如下:
1) 提出 MLICP-CNN 模型，能提供可校准的多标
记置信预测。
2) 设计类别敏感的样本奇异值函数，能根据样本
类别自适应测量奇异值，提升预测效率。
3) 关注胸片数据集 Chest X-ray14 的高风险特性，
引入置信机制。
1 相关工作
1． 1 基于 CNN 的胸片诊断模型研究
通过 X 线胸片来诊断肺部等疾病极具挑战性，为
了克服人类的认知偏倚和效率低下等局限性，X 线胸
片智能辅助诊断模型研究成为众多学者的研究对象。
其中最 具 代 表 性 的 是 基 于 CNN 的 诊 断 模 型 研 究。
CNN 是一种卷积层与采样层交替设置的多层神经网
络。卷积层使用局部权值共享机制提取不同角度的局
部特征。采样层能进行有效的特征抽象。CNN 的局
部特征提取和高层次特征抽象能避免对图像复杂的特
征提取和数据重建过程，可以直接输入原始图像，尤为
适用于图像模式辨识问题，因此，在胸片诊断领域获得
较为广泛的应用。
不同学者针对胸片诊断的具体问题设计了不同的
CNN 模型，Ｒajpurkar 等［7］则提出基于 121 层稠密卷积
神经网络( Densent-121 ) 并采用二元交叉信息熵作为
损失函数来构建胸片肺炎诊断模型。Dong 等［8］对比
vgg16 和 ＲesNet-101 等多种卷积神经网络模型来确定
胸片异常检测的最优模型。Qin 等［9］采用 4 层卷积神
经网络对胸片做分割任务。
2017 年，开源的 Chest X-ray14［1］数据集不仅数量
巨大并且每张胸片对应一个或多个标签，引发学术界
对多标记胸片模型的研究。目前，对 Chest X-ray14 数
据集多标记学习问题的研究思路大多采用二元相关方
法，将数据集分解为 14 个单标记问题，进而分别进行
模型构 建 和 AUC 性 能 评 估。典 型 的 工 作 有 Wang
等［1］ 的 研 究，但 其 模 型 性 能 表 现 欠 佳。Baltruschat
等［10］对比了多种深度学习方法在 Chest X-ray14 数据
集的多标记分类评估性能。Cai 等［11］在 CNN 中引入
注意力机制，从而提升模型对疾病类型的敏感性和显
著性。以上研究虽然考虑了胸片诊断的多标记特性，
但还没有考虑到胸片诊断的高风险特性。
1． 2 基于 ICP 的置信预测
在 ICP 框架中，被测数据的预测问题转化成学习
数据集分布的统计检验问题。具体地，ICP 使用算法
随机性检验对被测数据进行预测，采用置信度作为预
测结果的风险评估。ICP 是 CP［12］理论的修正模型，其
与 CP 的区别在于预先将学习样本划分为训练集和校
准集，使用归纳推理从训练样本中学习出规则 D，进而
基于 D 和校准集使用算法随机性检验对被测数据进
行置信预测。
基于算法随机性检验理论的置信预测过程如下:
学习 样 本 服 从 独 立 同 分 布 假 设 ( i． i． d 分 布) 等 同
Kolmogorov算法随机性假设。假设实际问题已经输出
了训练样本序列 Zn，并给定单个被测数据 xn + 1。先对
xn + 1赋予每个可能的类别值 y∈Y = { 1，2，…，Q} ，组成
检验样本 zyn + 1 ( 将会有 Q 个检验样本) 。再将每个检
验样本 zyn + 1和训练样本 Zn构成检验样本序列，这时会
有 Q 串检验样本序列。紧接着，利用统计学习假设检
验方法对上述 Q 串检验样本序列逐一进行算法随机
性( i． i． d 分布) 的显著性检验。在计算每个候选标记
y 对应的检验样本序列的检验统计量 pyn + 1 时，需要通
过样本奇异函数将检验样本序列每一个样本进行一一
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对应的奇异映射，再根据奇异值序列来计算随机水平
pyn + 1值:
pyn + 1 =
{ i = 1，2，…，n: ai≥a
y
n + 1 }
n + 1 ( 1)
式中: ai表示任意的奇异值，|· |表示计数。把统计量
pyn + 1值与显著水平阈值 ε 比较，若 p
y
n + 1小于 ε 则拒绝原
假设，即候选标记 y 不是真实标签。因此置信预测的
结果 Γεn + 1表示为:
Γεn + 1 = { y: p
y
n + 1 ＞ ε，y = 1，2，…，Q} ( 2)
当真实的类别包含在预测 Γεn + 1中，置信预测是正
确的。理论和大量实践已经证明，置信预测正确率大
于或等于对应的置信度 1 － ε，或置信预测错误率不超
过对应的算法随机水平 ε，即:
P( pyn + 1≤ε) ≤ε ( 3)
满足式( 3) 称为置信预测具有可校准性［13］。
当面对大数据学习问题时，ICP 能提高运算效率，
其算法示意图如图 1 所示。
图 1 ICP 算法示意图
图 1 中，学习样本中的前 m 个用于构建规则 D，剩
余 n －m + 1 个样本利用规则 D 来计算样本奇异值 ai，
i =m + 1，m + 2，…，n。可见，ICP 以规则 D 为传递媒
介将所有学习样本都参与到置信预测中，从而保证了
被测数据的可校准性。
2 MLICP-CNN 算法原理
本文提出的 MLICP-CNN 算法以 ICP 框架为核心，
将学习数据划分为训练集和校准集，对应地分为归纳
推理和置信预测两个阶段。已知多标记学习数据集为
Zn = { z1，z2，…，zn } ，单个被测数据 xn + 1。数据集 Zn被
分割成训练集为 Zm = { z1，z2，…，zm } 和校准集 Zv =
{ zm + 1，zm + 2，…，zn } ，m + v = n。MLICP-CNN 算法示意
图如图 2 所示，Zm用于训练卷积神经网络模型，Zv作为
校准集参与 xn + 1的置信预测。
图 2 MLICP-CNN 算法示意图
2． 1 CNN 构建阶段
本阶段属于归纳推理阶段，对训练样本进行卷积
神经网络 CNN 模型构建，即 CNN 模型为规则 D。
CNN 是一个多层的神经网络，包括嵌入层、卷积
层、池化层、全连接层四个部分。CNN 通过输入层的
卷积计算，每块局部的输入区域链接一个输出神经元。
运用不同卷积计算可以形成多通道输出，进而通
过池化层采样，最后汇总输出结果。CNN 能够进行样
本特征的自动、多层次和多角度提取，具有良好的建模
能力。
针对多标记数据集，CNN 将多标记标签集作为网
络的输出层结果，即输出层有多个真实标签。在训练
多标记数据集时，我们采用二元交叉熵损失来定义损
失函数:
L( X，θ) =∑
Q
q = 1
［－ θq logp( Tq = 1 |X) －
( 1 － θq ) logp( Tq = 0 |X) ) ］ ( 4)
式中: q∈{ 1，2，…，Q} 类别，p( Tq = 1 |X) 表示包含类别
q 的概率，p( Tq = 0 | X) 表示不包含类别 q 的概率。θq
表示类别 q 是否存在即 θq∈{ 1，0}。
2． 2 置信预测
在置信预测阶段，我们利用 CNN 模型来获取被测
样本序列每个样本的奇异值，进而在指定风险水平下
产生多标记预测集。该预测集附带了置信度作为预测
结果的风险评估水平。置信预测的算法思想具体包含
以下几个方面:
2． 2． 1 基于二元标记的模式转换
将校准集 Zv = { zm，zm + 1，…，zn } 转化成 Q 组独立
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的二分类单标记数据集 Zqv = { z
q
m，z
q
m + 1，…，z
q
n } ，( q = 1，
2，…，Q) ，每组数据集包含原始数据集中的全部样本，
每个样本 zqi = ( xi，yi ) ，yi∈( 0，1) 。
2． 2． 2 奇异映射
不同的奇异值映射函数将影响到模型的预测效
率。针对每个单标记二分类问题，需要对校准集 Zqv =
{ zqm，z
q
m + 1，…，z
q
n } ，q = 1，2，…，Q 和被测的检验样本
zy* qn + 1分别 进 行 奇 异 值 映 射，其 中 z
y* q
n + 1 = ( xn + 1，y
* q ) ，
y* q∈{ 0，1} 代表对被测数据预赋的类别。通过奇异映
射函数计算可以得到相应的奇异值序列 Λqv = { a
q
m，…，
ay* qn + 1 }。一种很直观的奇异值映射函数如下式所示:
aqi = | t
q
i － r
q
i |
d ( 5)
式中: tqi 表示第 q 组真实类别标记( 0 或者 1) ，r
q
i 表示由
CNN 模型对样本 xi 推理得到的输出类概率值，d 是阶
数( 本文采用 d 为 4) 。可见，当 tqi 与 r
q
i 相差很大，意味
着根据 CNN 模型对样本的类概率推理与真实差距不
相符合。在 CNN 已经充分提取到训练样本集信息后，
这种差距的原因只能是样本的奇异性造成的，因此该
差距能表征样本偏离学习样本分布的奇异程度，符合
奇异值函数设计准则。
为了充分利用校准集的信息，可以进一步将校准
集数据的真实标签融入奇异值函数设计中，因此可设
计出另一个奇异值函数，如下式所示:
aqi =
| tqi － r
q
i |
d ( tqi = 1 and r
q
i ＜ 0． 5) or( t
q
i = 0 and r
q
i ＞ 0． 5)
| tqi － r
q
i |
d{ other ( 6)
上述公式可以根据校准集样本的真实标签修正
CNN 输出的类概率，使得类概率更接近真实值，从而
获得更小的奇异值来修正校准集样本中每个样本的离
群性。
综上所述，我们将基于式( 5) 的模型称为 MLICP-
CNN，而将采用式 ( 6 ) 的模型称为类别敏感 MLICP-
CNN( 记为 LS-MLICP-CNN) 。
2． 2． 3 随机水平 P 值
针对每个单标记二分类问题，被测数据 xn + 1 的预
测问题转化成奇异值序列 Λqv = { a
q
m，a
q
m + 1，…，a
y* q
n + 1 } 的
算法随机性统计检验问题。基于每个候选标记 y* ，可
以计算 Λqv的检验统计量 p
y* q
n + 1 ( 也称为随机水平值) ，公
式如下:
py* qn + 1 =
{ aqi≥a
y* q
n + 1，i =m，m + 1，…，n}
n －m + 1 ( 7)
式中: |· |代表计数值。由于 y* q∈{ 0，1} ，因此可以
得到两个随机水平值 p0qn + 1和 p
1q
n + 1。
2． 2． 4 置信输出
本文提出的模型通过对随机水平值 py* qn + 1是否超过
风险评估水平来确定 xn + 1的真实标签 y
* 。因此，对于
给定的风险水平 ε 值( 置信度为 1 － ε) ，每个单标记二
分类问题所输出的预测集为:
Γε，qn + 1 = { y
* : py* qn + 1 ＞ ε，y
* = 0，1} q = 1，2，…，Q ( 8)
由此可见预测集 Γε，qn + 1 存在着 4 种可能性，即 、{ 0}、
{ 1}、{ 0，1}。因此式( 8) 也称为域预测，区别于传统只
输出单个预测类别的点预测。域预测应用问题的性能
评估也区别于点预测。
基于以上算法原理，本文提出的 MLICP-CNN 算法
流程如算法 1 所示。
算法 1 MLICP-CNN 算法
输入: 多标记数据集 Zn = { z1，z2，…，zn } 和单个被测数据
xn + 1，风险评估水平 ε
输出: 预测标记集 Γεn + 1
① 数据划分
把 Zn = { z1，z2，…，zn } 集划分为训练集 Zm和校准集 Zv，其
中 m + v = n; zi = ( xi，Yi = { y
q，q = 1，2，…，Q} )
② 模式转化
多标记校准集 Zv转换成 Q 组单标记二分类数据集 Z
q
v =
{ zqm，z
q
m + 1，…，z
q
n } ( q = 1，2，…，Q) ，即
for q = 1 to Q do
zqi = ( xi，y
q
i ) ，y
q
i∈( 0，1)
③ CNN 模型训练
使用 Zm数据通过式( 4) 训练卷积神经网络 D。
④ 奇异映射
for q = 1 to Q do
对校准集使用式( 5) 或式( 6) 计算每个二分类问题检验
样本集的奇异值序列 Λqv = { a
q
i ，i = m + 1，…，n} ;
for q = 1 to Q do
对 xn + 1利用式( 5) 计算奇异值 a
0q
n + 1和 a
1q
n + 1。
⑤ 计算随机水平值( P-value)
for q = 1 to Q do
根据式( 7) 计算出 xn + 1的随机水平值 p
1q
n + 1和 p
0q
n + 1
⑥ 域预测
for q = 1 to Q do
根据式( 8) 计算出 xn + 1的预测集 Γε
，q
n + 1
End
Γεn + 1 = {∪Γε
，q
n + 1，q = 1，2，…，Q}
3 实 验
3． 1 数据集
本文使用的 Chest X-ray14［1］数据集属于公开发布
的开源数据集，该数据集采集自 30 805 名患者的正面
X 线胸片，数据集规模为 112 120 张。每张 X 线胸片
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图像对应一个或多个标签，涵盖了 14 种病理( 肺不张、
变实、浸润、气胸、水肿、肺气肿、纤维变性、积液、肺炎、
胸膜增厚、心脏肥大、结节、肿块、疝气) 。整个胸片数
据集被划分成训练集( 70% ) 、校准集( 20% ) 和测试集
( 10% ) 。我们进一步将图片数据放缩到 224 × 224，并
对图片进行了均值和方差化，并通过随机水平翻转扩
增每部分的样本量。
在此基础上，Chest X-ray14 数据集的训练集设置
为 MLICP-CNN 的训练集，用于训练 CNN 模型。而校
准集则用于 MLICP 的置信预测阶段，测试集为本实验
的测试集。
3． 2 CNN 参数设置
我 们 使 用 DenseNets-121［14］、DenseNets-169［14］、
Ｒesnet-50［15］三种不同架构来训练 CNN 模型。每个
架构的全连接输出层维度由标准的 1 000 替换为 14，
并采用 非 线 性 sigmoid 函 数 作 为 输 出 函 数。三 种
架构对其他参数的设置全部相同: 权重随机初始化，
采用 Adam［16］进行优化( 选用的参数是: β1 = 0． 9 和
β2 = 0． 999) 。批量数据大小为 32，初始学习速率设置
为 0． 01。
3． 3 评价指标
多标记学习问题转换成 Q 组二分类问题，每个二
分类都会输出域预测 Γε，qn + 1，q = 1，2，…，Q，其存在着 4
种可能性，即 、{ 0}、{ 1}、{ 0，1}。针对每一个二分类
问题，分别用准确率、确定预测率、空集率和准确率进
行模型性能评估。最后将 Q 个指标值求平均进行汇报。
1) 准确率( accuracy) : 指的是输出域正确的比率。
其中正确指的是域预测 Γε，qn + 1 中包含被测数据的真实
标记。
2) 确定预测率( certain prediction) : 指的是输出域
只含一个预测值的比率。
3) 空集率( empty prediction) : 指的是输出域为空
集的比率。
4) 理想预测率( favorite prediction) : 指的是输出
域只含一个预测值、并且该值是正确的比率。
3． 4 实验结果
3． 4． 1 置信度的可校准性展示
可校准性指的是在指定算法风险水平 ε( 其对应
的置信度为 1 － ε) 下，预测正确率是大于或等于对应
的置信度 1 － ε。图 3 展示不同模型的可校准性，横坐
标代表置信度，纵坐标代表准确率。
图 3 对比不同模型的可校准性
在图 3 中，对角线称为基准线，表示准确率严格等
于置信度值，在这种情况下，其置信度评估称为恰好有
效。由图 3 可见，在各种不同的置信度下，LS-MLICP-
CNN 的准确率基本等于置信度，MLICP-CNN 的准确率
严格等于置信度，说明本文提出的算法恰好有效。而
CNN 的准确率都大于置信度，则说明 CNN 的类概率评
估不具有严格校准性。
3． 4． 2 预测效率展示
根据 ICP 理论，规则 D 和样本奇异值函数的设计
会影响预测效率［5］，因此我们对这两种因素进行检验。
本实验分别在临床常用的 95% 和 98% 置信度条件下
对算法的预测效率进行展示，结果如表 1 和表 2 所示。
表 1 MLICP-CNN 预测效率比较( 95%置信度) %
模型
理想
预测率
空集率
确定
预测率
Densent169 /MLICP 88． 58 1． 45 91． 25
Densent 121 / MLICP 88． 62 1． 44 91． 29
Ｒesenet 50 /MLICP 88． 57 1． 42 91． 24
Densent169 /LS-MLICP 92． 24 3． 67 96． 33
Densent 121 / LS-MLICP 92． 26 3． 67 96． 33
Ｒesenet 50 /LS-MLICP 92． 31 3． 57 96． 43
表 2 MLICP-CNN 预测效率比较( 98%置信度) %
模型
理想
预测率
空集率
确定
预测率
Densent121 /MLICP 83． 85 0． 25 85． 64
Densent121 /LS-MLICP 93． 60 1． 55 98． 00
Densent169 /MLICP 83． 91 0． 31 85． 67
Densent169 /LS-MLICP 93． 54 1． 56 97． 92
Ｒesenet50 /MLICP 84． 00 0． 28 85． 80
Ｒesenet50 /LS-MLICP 93． 65 1． 51 98． 10
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表 1 和表 2 展示不同 CNN 架构各种模型的预测
效率。从表 1 可以看出，Ｒesenet50 / LS-MLICP 参数配
置下模型的综合性能最好，即采用 Ｒesenet50 的 CNN
架构和 LS-MLICP 的奇异值映射函数下，模型的确定
预测率和理想预测率的数值最高。进一步地，我们展
示因素对预测效率的影响，以方差形式进行计算。以
理想预测率为例，在相同的 MILCP 奇异值函数下，三
种 CNN 架构造成的波动约为 4． 67 × 10 －4，而相同 LS-
MILCP 奇异值函数下，三种 CNN 架构造成的波动约为
4． 67 × 10 －4。另外，在相同 Densent169 架构下，不同奇
异函数造成的波动是 1． 674。在相同 Densent121 架构
下，不同奇异函数造成的波动约为 1． 656。在 相 同
Ｒesenet 50 架 构 下，不 同 奇 异 函 数 造 成 的 波 动 约 为
1． 748。以上说明，CNN 架构对预测效率的影响程度
远远小于奇异函数设计的不同。从表 2 可见，其结果
和趋势与表 1 一致。
4 结 语
本文提出一种基于 CNN 与归 纳 一 致 性 预 测 器
( ICP) 的多标记胸片置信诊断模型 MLICP-CNN。该模
型是一种能独立为每一个测试数据提供有效置信度预
测的学习框架，其核心技术包括归纳推理和算法随机
性测试，前者用于构建学习规则 D，后者来获取检验样
本序列每个样本的样本奇异值，进而在指定风险水平
下产生多标记预测集。
在对 Chest X-ray14 胸片数据集的实验结果表明，
MLICP-CNN 模型在临床常用的 95%置信度下，模型准
确率为 95%，体现了置信度评估的恰好可校准性。而
且采用 Ｒesenet50 的 CNN 架构和 LS-MLICP 的奇异值
映射函数下，模型性能最好，其确定预测率为96． 43%，
理想预测率为 92． 31%。另外，CNN 架构对预测效率
的影响程度远远小于奇异函数设计的不同。
本文提出的模型能够解决个性化胸片诊断的高风
险评估问题，使胸片诊断更加符合医疗的需求。未来
的工作包括设计更多的奇异函数、探讨进一步提高模
型效率的途径以及多标记问题的其他转化方法等。
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然保持较高的识别率，对于所有手势种类而言十分稳
定，具有良好的旋转不变性以及缩放不变性，从而也验
证了本文手势识别方法的稳定性和准确性。
4 结 语
本文利用手势灰度图像的纹理含有丰富的手势类
别信息的特点，提出一种基于共生矩阵和 Gabor 小波
变换的手势纹理特征提取方法。首先，构建多方向共
生矩阵提取手势纹理的 GLCM 特征; 其次，通过在手势
灰度图像的 Gabor 小波变换提取手势纹理的 Gabor 特
征; 然后通过归一化处理将两种特征串联构建手势纹
理特征，并利用稀疏自动编码器和 softmax 分类组成的
深度堆栈自编码网络进行手势识别。实验表明，本文
方法有效可行，对 15 种手势的平均识别率为 97． 4%。
但是本文的特征提取方法对手势图像中纹理信息的利
用仍然不够充分，还有待提升。因此下一步工作是优
化本文的特征提取方法，使其能够最大程度地利用手
势纹理信息，从而进一步提高识别的准确率以及对各
种类型的手势图像的适应性。
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