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Introduzione
La Relativita` Generale e` un tema largamento discusso sia a livello accademi-
co sia in modo divulgativo. Indubbio e` il fascino delle domande che nascono
davanti a un cielo stellato e stupefacente e` la forza immaginifica delle rispo-
ste offerte dalla teoria. Ma cosa vuol dire, davvero, ”osservare le stelle”? La
prima parte di questa tesi e` dedicata alla costruzione del modello geometrico
che permette di rispondere a questa domanda, apparentemente cos`ı na¨ıf.
La chiave matematica del lavoro di Einstein, con l’indispensabile contribu-
to di Tullio Levi-Civita, di Gregorio Ricci Curbastro e di Luigi Bianchi, e`
la metrica: strumento potente mediante cui descrivere, formalmente, sia lo
spaziotempo, sia i principali attori che vi agiscono, osservatori e sistemi di
riferimento.
Lo spaziotempo, cos`ı come in [1], e` una varieta` Lorentziana, quadridimensio-
nale, orientata e orientata temporalmente, in cui ogni punto e` dotato di un
passato e di un futuro e in cui i vettori dello spazio tangente alla varieta` in
quel punto possono essere classificati, attraverso la metrica, dalla struttura
causale.
Un osservatore, seppur fermo nello spazio tridimensionale, si trova comun-
que in moto nella componente temporale, pertanto la sua rappresentazione e`
data da una curva, di tipo tempo, rivolta verso il futuro, in cui ogni punto del
dominio costituisce il tempo proprio dell’osservatore, cioe` il tempo misurato
da un orologio in quiete rispetto all’osservatore stesso [1]. A questo punto
affrontiamo il primo aspetto spinoso della costruzione che stiamo seguendo:
se si considerano due osservatori in moto relativo accelerato tra loro, come
possiamo confrontare per esempio due vettori in due tempi diversi? Come
vedremo si tratta della necessita` di introdurre un nuovo concetto di traspor-
to parallelo e di connessione, quella di Fermi-Walker.
Nel secondo capitolo ci occupiamo di definire il modello di materia contenuta
nello spaziotempo e di costruire il tensore stress-energia che la governa. A
tale scopo consideriamo una definizione puramente formale del tensore in cui
confluiscano i due contributi presenti nel nostro studio: quello determinato
dalla distribuzione di materia e quello dovuto alle forze elettromagnetiche.
Entrambi questi contributi vengono rappresentati attraverso gli strumenti
della geometria differenziale, sfociando nelle equazioni di campo di Einstein.
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Prima di concludere questo capitolo, siamo in grado di rispondere al-
la domanda iniziale. Le informazioni, che riceviamo dagli oggetti celesti,
giungono a noi sotto forma di segnali luminosi, rappresentati da fotoni, che
viaggiano lungo geodetiche di tipo luce. [1] Quello che vede un osservatore
in un cielo stellato e` la sua sfera celeste, definita come la collezione di tutte le
direzioni spaziali da cui egli puo` vedere arrivare un fotone in un certo istante
del suo tempo proprio. Ma quando effettua una misurazione su un fotone,
deve in primo luogo considerare l’intera collezione delle sue sfere celesti al
variare del tempo e identificarle tutte con una, attraverso la condizione di
parallelismo di Fermi-Walker.
Per ricavare informazioni fisiche puo` indagare la composizione della radiazio-
ne ”vicina” analizzando, attraverso una funzione di distribuzione, un certo
numero di fotoni, in un determinato volume, con una determinata direzio-
ne e una specifica energia caratteristica. Questo si realizza mediante lo
studio di una funzione, chiamata spettro elettromagnetico, la cui rappresen-
tazione grafica presenta picchi di massimo e minimo locali, chiamati linee
di spettro. L’analisi spettroscopica consente di individuare l’evento che ha
provocato l’emissione di quei fotoni e le condizioni dello spaziotempo che
hanno attraversato.
Il terzo capitolo e` dedicato all’analisi di alcune delle soluzioni esatte del-
le equazioni di Einstein, con l’intenzione di capire cosa significhi trovare una
metrica che soddisfi le equazioni e quali siano le caratteristiche dell’universo
che tali metriche descrivono.
Inoltre, nella stretta correlazione tra caratterische fisiche e caratteristiche
geometriche, lo scopo di questa ultima parte e` quello di evidenziare come
le singolarita` della metrica possano rivestire significati fisici diversi a secon-
da del fatto che siano eludibili attraverso cambi di coordinate o, viceversa,
rappresentino matematicamente quella particolare regione dello spaziotem-
po che si chiama buco nero.
In conclusione, la metrica racchiude nel formalismo matematico significa-
ti fisici profondi, portando alla luce previsioni teoriche che, in alcuni casi,
hanno atteso decine di anni per ricevere conferma sperimentale. Appena un
anno fa, veniva mostrata al mondo la rivoluzionaria fotografia dell’”ombra”
del buco nero, nel cuore della galassia Messier87: non si puo` dimenticare
lo stupore degli scienziati che hanno lavorato a quel progetto e, sebbene in
minima parte, comprendere la genesi dei risultati teorici alla base di questa
scoperta, ci rende partecipi di quella stessa meraviglia.
Capitolo 1
Lo spaziotempo
1.1 Preliminari e notazioni
In questa sezione ripercorriamo le notazioni con cui verrano indicati gli og-
getti di base della geometria differenziale che saranno gli strumenti del nostro
studio.
Sia M una varieta` , indichiamo con TpM lo spazio tangente a M in p. Il
fibrato tangente TM e` {(p,X)|p ∈ M,X ∈ TpM} e indichiamo con T ∗M il
suo duale.
Considerando TpM , lo spazio di vettori in p, e T
∗
pM , lo spazio di 1-forme in
p, indichiamo con T rs M lo spazio dei tensori di tipo
(
r
s
)
su M :
T rs M = TpM ⊗ . . .⊗ TpM︸ ︷︷ ︸
r
⊗T ∗pM ⊗ . . .⊗ T ∗pM︸ ︷︷ ︸
s
.
Siano φ : M → N una mappa tra due varieta`, allora φ∗ : TM → TN indica
il differenziale e φ∗ indica il pull-back.
Sia T rs M il fibrato dei tensori (r, s) su M e sia pi : T rs M →M la proiezione
standard. Un campo tensoriale B di tipo (r, s) su U ⊂ M e` una mappa
B : U → T rs M tale che pi ◦B = identita` su U .
Definizione 1.1.1. Una metrica Riemanniana su una varieta` M e` un cam-
po tensoriale g di tipo (0, 2) su M , simmetrico ( gp(W,V ) = gp(V,W ) per
ogni V,W ∈ TpM e p ∈ M ), e definito positivo ( gp(V, V ) > 0 per ogni
V 6= 0p ).
La coppia (M, g) e` detta varieta` Riemanniana.
Un campo tensoriale g di tipo (0, 2) su M , simmetrico, non degenere ma
non necessariamente definito positivo e` detto metrica pseudo-Riemanniana.
Una metrica pseudo-Riemanniana ha segnatura (l,m), se la massima di-
mensione di un sottospazio di TpM su cui gp e` definita positiva e` l mentre
su cui e` definita negativa e` m.
Una metrica pseudo-Riemanniana con segnatura (n − 1, 1) e` detta metrica
Lorentziana.
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Fissata una carta locale (U , ϕ), indichiamo con {x1, ..., xn} le corrispon-
denti coordinate locali. Sia { ∂∂x1 , ..., ∂∂xn } il corrispondente riferimento locale
su TM e sia {dx1, ..., dxn} il suo duale in T ∗M . In questo modo possiamo
esprimere in coordinate locali il campo tensoriale g su M come:
g =
n∑
h,k=1
ghkdx
h ⊗ dxk (1.1)
dove (ghk) = g(∂h, ∂k), con ∂i =
∂
∂xi
.
Definizione 1.1.2. Sia E ⊂ R, allora una mappa C∞, γ : E → M e` detta
una curva su M .
Una curva γ : E →M e` inestendibile se e solo se ogni altra curva ξ : F →
M , che soddisfi E ⊂ F e ξ|E = γ, sia proprio la curva γ : E →M stessa.
Definizione 1.1.3. Sia X un campo vettoriale su M , la curva integrale
massimale di X uscente da p ∈ M e` l’unica curva γ : (a, b) → M , −∞ 6
a < b 6∞, tale che
(i) γ(0) = p ;
(ii) γ∗(u) = X(γ(u)) ∀u ∈ (a, b) ;
(iii) γ e` inestendibile.
Definizione 1.1.4. La connessione di Levi-Civita ∇ su una varieta` pseudo-
Riemanniana (M, g) e` l’unica connessione ∇, priva di torsione ( ∇XY −
∇YX = [X,Y ]) e compatibile con la metrica ( ∇g = 0).
I simboli di Christoffel, che determinano completamente la connessione,
rispetto a un riferimento locale ortonormale {e1, ..., en} sono dati da:
Γkij =
1
2
gkl
(
∂glj
∂xi
+
∂gil
∂xj
− ∂gij
∂xl
)
. (1.2)
Definizione 1.1.5. Una curva γ : E →M e` detta geodetica di (M, g) se e
solo se e` geodetica per ∇ su M , ovvero se e solo se il vettore tangente γ∗ e`
parallelo lungo γ.
∇γ∗γ∗ = 0. (1.3)
Definizione 1.1.6. Sia (M, g) una varieta` Riemanniana (o pseudo Rie-
manniana) e sia p ∈M e indichiamo con Up ⊂ TpM un aperto dello spazio
tangente alla varieta` in p.[1]
La mappa esponenziale e` definita da:
expp : Up →M
tale che:
- il vettore 0 ∈ TpM appartiene a Up e expp(0) = p
- 0 6= X ∈ Up ⇔ ∃ una geodetica γ : [0, 1] → M con γ(0) = p e
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γ∗(0) = X
- per ogni 0 6= X ∈ Up, γ e` unica e exppX = γ(1)
Definizione 1.1.7. Sia ∇ la connessione lineare su M . Dati X,Y ∈ T (M),
h, k ∈ N, l’endomorfismo C∞(M)-lineare in tutte le variabili, definito da
RXY : T hk (M)→ T hk (M)
RXY = ∇X∇Y −∇Y∇X −∇[X,Y ]
e` chiamato l’endomorfimo di curvatura della connessione ∇.
Definizione 1.1.8. Il tensore di curvatura R su una varieta` (pseudo)Riemanniana
(M, g) e` il campo tensoriale R ∈ T 13 (M) dato da:
R(X,Y, Z) = RXY Z.
Fissata una carta locale (U , ϕ), con ϕ = (x1, ..., xn), indichiamo con Γijk i
simboli di Christoffel di ∇ rispetto a questa carta. Allora ponendo R∂i∂j∂k =
Rhijk∂h, si ha:
Rhijk =
∂Γhjk
∂xi
+
∂Γhik
∂xj
+ ΓljkΓ
h
il − ΓlikΓhjl. (1.4)
Definizione 1.1.9. Il tensore di Ricci Ric ∈ T 02 (M) di una varieta` (M, g)
e` la contrazione di R. In coordinate locali, ponendo Rhhij = Rij si ha:
Ric = Rijdx
i ⊗ dxj .
La curvatura scalare, detta anche lo scalare di Ricci, S : M → R, e` la
contrazione del campo tensoriale di tipo (1, 1) fisicamente equivalente a Ric.
S = gijRij .
Definizione 1.1.10. Il tensore di Einstein G di (M, g) e` il campo tensoriale
di tipo (0, 2), tale che:
G = Ric− 1
2
Sg.
1.2 La struttura causale
In questa sezione introduciamo i primi concetti fondamentali nella costru-
zione del modello di spaziotempo. Se consideriamo inizialmente uno spazio
vettoriale Lorentziano (V, g), dove V e` uno spazio vettoriale di dimensione
finita e g il suo prodotto interno, possiamo classificare i sottospazi in cui la
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forma bilineare g e` definita positiva, negativa o nulla. Questa classificazio-
ne acquisisce un significato fondamentale quando consideriamo una varieta`
Lorentziana e il suo spazio tangente in ogni punto: essa permette di indi-
viduare le relazioni causali tra i punti della varieta`, che rappresentano gli
eventi nello spaziotempo. [1]
Definizione 1.2.1. Sia (V, g) uno spazio vettoriale Lorentziano di dim n.
Sia W ⊂ V un suo sottospazio.
Il carattere causale di W e` detto:
- di tipo spazio ( o ”spacelike”) se e solo se g e` definita positiva su W ;
- di tipo luce ( o ”lightlike” ) se e solo se g e` semidefinita positiva, ma
non e` definita positiva su W
- di tipo tempo ( o ”timelike” ) altrimenti.
Il carattere causale di v ∈ V e` quello dello spazio 〈v〉 da lui generato. Un
vettore si dice causale se non e` di tipo spazio.[1]
Osservazione 1.2.2. Dalla definizione 1.2.1, si deduce immediatamente
che il vettore 0 e` di tipo spazio. Mentre un vettore v ∈ V , diverso dal
vettore 0, assume carattere di tipo spazio se g(v, v) e` positivo; di tipo luce se
g(v, v) = 0; infine e` di tipo tempo se g(v, v) e` negativo.
Inoltre un sottospazio W e` di tipo spazio se e solo se tutti i vettori che
contiene sono di tipo spazio; mentre risulta di tipo luce se e solo se contiene
un vettore di tipo luce, ma nessuno di tipo tempo; dunque un sottospazio e`
di tipo tempo se e solo se contiene un vettore di tipo tempo.
Si puo` notare che nessuno dei vari tipi di sottospazio e` vuoto.
Lemma 1.2.3. Sia (V, g) uno spazio vettoriale Lorentziano e sia z ∈ V
un vettore di tipo tempo. Allora il vettore ortogonale al vettore z, e` di tipo
spazio.
Inoltre, se indichiamo con z⊥ = {v ∈ V |v⊥z}, z⊥ e` uno spazio vettoriale
prodotto interno e V e` dato dalla somma diretta: Rz ⊕ z⊥. [13]
Dimostrazione. Consideriamo u = z|z| . Allora il lemma stabilisce che esiste
una base ortonormale {u, e1, ..., en−1}. poiche´ se v⊥z ⇒ v⊥u, allora v si
puo` scrivere come combinazione lineare v = b1e1 + · · ·+ bn−1en−1.
Allora 〈v, v〉 = ∑ b2i ≥ 0, e l’uguaglianza qui implica che v = 0, cos`ı v e` di
tipo spazio.
Dunque u⊥ e` il sottospazio generato da {e1, ..., en−1}, pertanto u⊥ e` lo spazio
prodotto interno, sotto il prodotto scalare di V . Quindi V = Rz ⊕ z⊥.
Proposizione 1.2.4. Sia W ⊂ V , sottospazio dello spazio vettoriale Loren-
tziano (V, g). Indichiamo con W⊥ = {v ∈ M |g(v, w) = 0,∀w ∈ W}. Allora
si ha, [1]:
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(i) W e` di tipo tempo ⇐⇒ W⊥ e` di tipo spazio
(ii) W e` di tipo spazio ⇐⇒ W⊥ e` di tipo tempo
(iii) W e` di tipo luce ⇐⇒ W⊥ e` di tipo luce ⇐⇒ W ∩W⊥ 6= ~0
In uno spazio vettoriale Lorentziano, sia L l’insieme di tutti i vettori di
tipo luce: si tratta di un doppio cono, lightcone, che separa i vettori di tipo
tempo da quelli di tipo spazio, come in figura 1.1.
Lemma 1.2.5. Il cono di luce L ha due componenti L + e L −,
con L − = −L +. Ogni componente e` un cono diffeomorfo a R+ ×S n−2.
[13]
Dimostrazione. Sia u = z|z| un vettore di tipo tempo in V . Per il lemma
1.2.3, possiamo scrivere ogni vettore in V , in particolare sia v un vettore di
tipo luce, come v = au+x, con x⊥u. Consideriamo L + e L − in modo che
il segno sia concorde con a > 0 e rispettivamente a < 0, con a 6= 0. Allora
L + e L − sono coni, tali che L − = −L +. Inoltre si ha che |x|2 = a2, dal
momento che v e` nullo.
Ora, ricordando che Sn−1 e` la sfera unitaria in u⊥ ∼= Rn−1, consideriamo un
vettore v ∈ L +, v = au+ x, allora |x| = a. Definiamo la mappa che manda
v ∈ L + nella coppia (a, xa ), con v 7→ R+ × Sn−2.
Allora la mappa che associa la coppia (r, y), che sta in R+×Sn−2, al vettore
r(u+ y) ∈ L +, e` proprio l’inversa della prima.
Figura 1.1: Il cono di luce
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Proposizione 1.2.6. Sia V uno spazio vettoriale Lorentziano. L’insieme
T ∈ V di tutti i vettori di tipo tempo in V , chiamata cono di tempo ha una
o due componenti T + e T −, ciascuna e` un cono convesso aperto, tale che
T − = −T +. Si indichi con ∂T + il bordo del cono T +; allora, scegliendo
opportunamente il segno, si ha: [13]
∂T + = L + ∪ {0}
∂T − = L − ∪ {0}
Dopo aver rivisto alcune delle proprieta` generali di uno spazio vettoriale
Lorentziano, necessarie per la costruzione del modello che stiamo analizzan-
do, ricordiamo che in una varieta` Lorentziana M , lo spazio tangente a M in
ogni punto p ∈M , e` uno spazio vettoriale Lorentziano: per questo motivo se
e` possibile distinguere nello spazio tangente TpM , in ogni punto p ∈M , due
coni di tempo che discriminano il futuro dal passato, si dice che la varieta` e`
orientabile temporalmente, come ora vedremo.
Definizione 1.2.7. Una varieta` e` orientabile se ammette un atlante orien-
tato. Un atlante A = {(Uα, φα)} si dice orientato se ogni coppia di carte
di A e` equiorientata. Due carte (Uα, φα) e (Uβ, φβ) sono equiorientate se
il determinante del differenziale del cambiamento di coordinate φα ◦ φ−1β e`
positivo in tutti i punti di φβ(Uα ∩ Uβ).
Definizione 1.2.8. Una varieta` Lorentziana connessa (M, g) e` orientabile
temporalmente se e solo se T ha due componenti connesse.
Dalla definizione generale segue che in ogni spazio tangente alla varieta`,
TpM , e` possibile dividere tutti i vettori causali in due classi, l’una dei vettori
causali rivolti verso il futuro, l’altra di quelli rivolti verso in passato, per ogni
punto p della varieta` M . [5] La distinzione che caratterizza le due classi e`
data dal seguente lemma.
Lemma 1.2.9. Sia (M, g) una varieta` Lorentziana connessa orientata tem-
poralmente e siano u e v due vettori causali, (di tipo tempo o luce), nello
stesso punto p ∈ M . Assumiamo che u sia rivolto verso il futuro, allora si
hanno le seguenti tre possibilita`:
- g(u, v) < 0 ⇔ v e` rivolto verso il futuro;
- g(u, v) > 0 ⇔ v e` rivolto verso il passato;
- g(u, v) = 0 ⇔ u e v sono nulli e collineari.
Dimostrazione. Consideriamo il caso in cui u sia di tipo tempo e assumiamo
che sia il vettore unitario: g(u, u) = −1. Sia dunque (u, e1, · · · , en−1) una
base ortonormale dello spazio tangente TpM , con ei vettori unitari di tipo
spazio. Possiamo scrivere il vettore v come combinazione lineare dei vettori
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di questa base, ottenendo: v = v0u+ viei.
Se il coefficiente v0 fosse uguale a zero, si avrebbe che il vettore v = viei
sarebbe di tipo spazio, in contraddizione con le ipotesi. Allora v0 6= 0 e
inoltre l’orientazione temporale di v e` la stessa di quella di u se v0 > 0:
g(u, v) = −v0 conclude questa verifica.
Si dimostra con un procedimento analogo anche il caso in cui u sia di tipo
luce, si veda per esempio [5].
Definizione 1.2.10. Nellle ipotesi del lemma precedente, definiamo:
• T +p := {v ∈ TpM |g(u, v) < 0} la componente che chiamiamo futuro;
• T −p := {v ∈ TpM |g(u, v) > 0} la componente che chiamiamo passato.
Ogni componente e` diffeomorfa a Rn. [1]
Proposizione 1.2.11. Sia (M, g) varieta` Lorentziana e sia φ : N → M
un’immersione di una varieta` N . Se φ∗(TxN) ⊂ Tφ(x)M ha lo stesso carat-
tere causale ∀x ∈ N , allora il carattere causale e` assegnato all’immersione
φ e alla sua immagine φ(N).
Osservazione 1.2.12. Analogamente a quanto visto, si possono applicare
le corrispondenti definizioni alle curve su M o ai campi vettoriali su M .
In particolare, un campo vettoriale X definito su U ⊂ M e` di tipo tempo
(rispettivamente di tipo spazio o di tipo luce) se e solo se X(x) e` di tipo
tempo ∀x ∈ U (rispettivamente di tipo spazio o di tipo luce).
Mentre una curva γ : E →M e` di tipo tempo (rispettivamente di tipo spazio
o di tipo luce) se e solo se il vettore tangente e` di tipo tempo in ogni punto
della curva.
Osservazione 1.2.13. L’insieme T +p , con p ∈ M , dei vettori in p di tipo
tempo, rivolti al futuro, (analogamente a T −p ), gode delle seguenti proprieta`:
(a) e` aperto
(b) i suoi bordi consistono nel vettore zero e nell’insieme L +p
(c) la chiusura di T +p interseca quella di T
−
p solo nel vettore zero, e T
+
p ∩
T −p = ∅
(d) se X ∈ T +p e Y ∈ T +p ∪L +p , allora X + Y ∈ T +p .
Esempio 1.2.14. Consideriamo il cilindro M = S 1 × R, ottenuto da R2
identificando (u1, u2) con (u1, u2+pi) e osserviamo come due differenti metri-
che Lorentziane su M portino a risultati differenti in termini di orientabilita`
temporale.
Definiamo su R2 innanzitutto le 1-forme:
ω = cos(u2)du1 + sin(u2)du2 η = − sin(u2)du1 + cos(u2)du2
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allora le seguenti due metriche, gˆ1 e gˆ2 sono Lorentziane su R
2 e restano
invariate sotto la mappa (u1, u2)→ (u1, u2 + pi):
gˆ1 = ω ⊗ ω − η ⊗ η gˆ2 = du1 ⊗ du1 − du2 ⊗ du2
In questo modo entrambe determinano una metrica Lorentziana su M , che
chiamiamo rispettivamente g1 e g2.
Tuttavia (M, g1), pur essendo orientabile, non e` orientabile temporalmente
poiche´ non sono esattamente due e solo due le componenti connesse. Mentre
(M, g2) e` orientabile temporalmente.
1.3 Lo spaziotempo
Definizione 1.3.1. Uno spaziotempo (M, g,∇) e` una varieta` Lorentzia-
na (M, g), 4-dimensionale, connessa, orientata e orientata temporalmente,
insieme con la connessione di Levi-Civita ∇ relativa a g su M .
Uno spaziotempo rappresenta un modello di una parte di storia di una
porzione di universo, in cui tre coordinate costituiscono le tre coordinate
spaziali e una quella temporale.
Possiamo supporre, dunque, di voler confrontare due spaziotempi diversi.
Siano (M, g) e (N,h) due spaziotempi. Diremo che (N,h) contiene (M, g)
se e solo se M e` una sottovarieta` aperta di N , h|M = g, e (M, g) e` dotato
dell’ orientazione e orientazione temporale indotta.
Si puo` definire (M, g) massimale se e solo se ogni spaziotempo che contiene
(M, g) e` proprio (M, g) stesso.
Vale la seguente proposizione per la quale si stabilisce che uno spaziotempo
e` massimale se non e` possibile da fuori osservare dentro o, da dentro, osser-
vare fuori, sottolineando il ruolo fondamentale che occupano le geodetiche
di tipo luce nell’analisi che stiamo presentando.
Proposizione 1.3.2. Supponiamo di avere due spaziotempi (M, g), (N,h),
l’uno contenuto nell’altro, (M, g) ⊂ (N,h).
Se per ogni geodetica di tipo luce λ : E → N tale che (λ(E )) ∩M 6= ∅, vale
che (λ(E )) ⊂M , allora M = N .
1.4 Osservatori
Definizione 1.4.1. Sia φ : N →M una mappa C∞ e sia T rs M il fibrato di
tensori (r, s) su M, con la proiezione P : T rs M → M . Un campo tensoriale
su φ e` la mappa A : N → T rs M tale che P ◦A = φ.
Se φ e` una curva γ : E → M allora indichiamo con γ∗ il campo vettoriale
tangente di γ.
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Definizione 1.4.2. Sia (M, g,∇) uno spaziotempo e sia γ : E → M una
curva.
L’accelerazione Aγ e` il campo vettoriale su γ tale che Aγ = ∇γ∗γ∗.
Osservazione 1.4.3. Si noti che γ e` una geodetica se e solo se Aγ = 0.
Ricordando che una curva e` di tipo tempo se lo e` il campo vettoriale
tangente in ogni suo punto, diamo ora una delle definizioni chiave dell’analisi
che stiamo costruendo.
Definizione 1.4.4. Sia (M, g,∇) uno spaziotempo.
Un osservatore in M e` una curva γ : E →M di tipo tempo, rivolta al futuro
e tale che |γ∗| = 1.
Osservazione 1.4.5. La semplice definizione matematica racchiude i fon-
damentali aspetti che fisicamente caratterizzano un osservatore.
Un osservatore fisico si muove inesorabilmente nel futuro attraverso un ”con-
tinuo di punti” nello spaziotempo, pertanto puo´ essere rappresentato da una
curva: assumendo che viaggi ad una velocita` inferiore a quella della luce,
tale curva deve essere di tipo tempo, come richiesto.
L’immagine del dominio γ(E ) rappresenta la storia dell’osservatore e
viene chiamata la sua world line, linea universo.
Inoltre il singolo u ∈ E e` il tempo proprio dell’osservatore: esso configu-
ra il tempo misurato da un orologio in quiete rispetto all’osservatore, ovvero
la cui storia sia esattamente γ(E ). Puo` essere calcolato come una lunghezza
d’arco: ∫ u
a
|γ∗s|ds =
∫ u
a
ds = u− a.
Il campo vettoriale tangente alla curva, γ∗, corrisponde alla 4-velocita`
dell’osservatore e cos`ı Aγ = ∇γ∗γ∗ e` la sua 4-accelerazione.
Definizione 1.4.6. In uno spaziotempo (M, g,∇), un osservatore istanta-
neo e` una coppia ordinata (z, Z), dove z ∈M , mentre Z e` il versore di tipo
tempo rivolto al futuro, Z ∈ TzM e g(Z,Z) = −1.
Definizione 1.4.7. Sia (z, Z) un osservatore istantaneo. Sia
O3 = {ψ : TzM → TzM | ψ(Z) = Z e g(X,Y ) = g(ψ(X), ψ(Y )) ∀X,Y ∈ TzM}
O3 e` isomorfo al gruppo delle rotazioni di R3.
Per ogni ψ ∈ O3, sia ψrs : T rs (TzM)→ T rs (TzM) l’estensione di ψ.
Allora A ∈ T rs (TzM) e` chiamato spazialmente isotropo per (z, Z) se e solo
se ψrs(A) = A, ∀ψ ∈ O3.
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Definizione 1.4.8. Sia p : TzM → Z⊥ la proiezione ortogonale sullo spazio
locale in quiete.
Allora ∀X,Y ∈ TzM , il tensore di proiezione e`:
h(X,Y ) = g(pX, pY )
Proposizione 1.4.9. Sia T ∈ T 02 (TzM) e sia (z, Z) un osservatore istan-
taneo.
Allora T e` spazialmente isotropo per (z, Z) se e solo se T = a(gz)+bh, dove
a, b ∈ R e h e` il tensore proiezione.
Osservazione 1.4.10. Sia (z, Z) un osservatore istantaneo. Indichiamo
con SpanZ = 〈Z〉 il suo asse locale relativo alla coordinata tempo, ovvero
un sottospazio di tipo tempo di TpM di dimensione 1. Indichiamo allora con
Z⊥ il suo spazio locale in quiete. La somma diretta
TpM = 〈Z〉 ⊕ Z⊥
sara` la decomposizione ortogonale associata.
Definizione 1.4.11. Sia γ : E →M la curva di tipo tempo che corrisponde
a un osservatore, allora (γ(u), γ∗(u)) indica l’osservatore istantaneo.
Ru := (γ∗(u))⊥ e` il suo spazio locale in quiete, (o Rest-space) al tempo
proprio u.
Tu := 〈γ∗(u)〉 e` il suo asse locale temporale al tempo proprio u.
Esempio 1.4.12. Il primo importante problema che vogliamo chiarire e`
come un osservatore istantaneo (z, Z) misuri la velocita` newtoniana di un
altro osservatore rappresentato per esempio dalla curva γ : E →M .
Innanzitutto occorre garantire che ”si incontrino”, ovvero la curva γ deve
essere tale che esista u, con γ(u) = z e γ∗(u) = X con X ∈ TzM .
Allora esiste un’unica scomposizione ortogonale del campo vettoriale tangen-
te alla curva X di tipo tempo, rivolto al futuro:
X = eZ + p, e ∈ R, p ∈ Z⊥
e = −g(X,Z), e > 0.
In riferimento all’osservazione 1.4.10, quel che si ottiene e` una scomposizio-
ne di X in una parte che giace allo spazio locale in quiete di Z e una parte
che appartiene all’asse locale relativo alla coordinata tempo di Z. Allora p/e
e` la velocita` newtoniana di X osservata da (z, Z).
Osservazione 1.4.13. Supponiamo di voler calcolare l’angolo newtonia-
no θ misurato da un osservatore (z, Z) tra X,Y ∈ TzM : utilizziamo g|Z⊥
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determinando l’angolo θ tra le proiezioni pX e pY ∈ Z⊥, ottenendo:
cos θ =
g(pX, pY )[
g(pX, pX)g(pY, pY )
] 1
2
=
h(X,Y )[
h(X,X)h(Y, Y )
] 1
2
.
Si noti che θ non dipende solo da X e Y , ma anche dall’osservato-
re Z: cio` diventa particolarmente interessante quando si considerano dei
campi vettoriali di tipo non-spazio poiche´ riguarda fenomeni fisici come
l’aberrazione della luce (o come la relativita` della simultaneita`.)
1.5 Sistemi di Riferimento
Questa sezione e` dedicata alla costruzione dello strumento fondamentale per
effettuare e analizzare qualsiasi tipo di osservazione o misura: i sistemi di
riferimento.
Definizione 1.5.1. In uno spaziotempo (M, g,∇), un sistema di riferi-
mento Q e` un campo vettoriale le cui curve integrali sono una famiglia
di osservatori: Q e` rivolto verso il futuro e g(Q,Q) = −1.
Osservazione 1.5.2. Tutti gli osservatori in un sistema di riferimento
geodetico Q, ovvero tale che ∇QQ = 0, sono in caduta libera.
Si pone ora il problema di valutare gli effetti di eventuali rotazioni ar-
bitrarie (ovvero non dovute alla metrica stessa dello spaziotempo) di un
sistema di riferimento.
Per esempio, supponiamo che un osservatore γ voglia stabilire se un parti-
colare vettore unitario X, nel suo spazio locale in quiete, al tempo proprio
u, abbia la stessa direzione spaziale di un vettore unitario X̂ al tempo û.
Se l’osservatore si trova in caduta libera, si sta muovendo lungo una geode-
tica, dunque X e X̂ hanno la stessa direzione spaziale se e solo se X̂ e` il
trasporto parallelo di X lungo γ, relativo alla connessione di Levi-Civita ∇.
Tuttavia se γ non e` in caduta libera, per esempio se e` in accelerazione, oc-
corre adattare la nozione di trasporto parallelo, attraverso la definizione di
una nuova connessione.
Proposizione 1.5.3. Siano (M, g,∇) uno spaziotempo, γ : E → M un
osservatore, γ∗ il pull-back e γ∗(∇) la connessione indotta sulla curva γ.
Sia Tγ(u)M = Ru⊕Tu la scomposizione ortogonale associata all’osservatore
istantaneo (γ(u), γ∗(u)).
Indichiamo con
pu : Tγ(u)M → Ru qu : Tγ(u)M → Tu
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rispettivamente la proiezione ortogonale sullo spazio locale in quiete e quella
sull’asse locale temporale di γ.
Allora esiste un’unica connessione F su γ tale che:
FYX =
(
pu
(
γ∗(∇))
Y
pu
)(
X(u)
)
+
(
qu
(
γ∗(∇))
Y
qu
)(
X(u)
)
(1.5)
∀ campo vettoriale Y su E e ∀ campo vettoriale X su γ.
La connessione F si chiama connessione di Fermi-Walker e viene indicata
con Fγ∗.
Proposizione 1.5.4. Sia (M, g,∇) uno spaziotempo. Sia γ : E → M un
osservatore.
Siano X, Y due campi vettoriali su γ e Aγ l’accelerazione dell’osservatore.
Sia Fγ∗ la connessione di Fermi-Walker su γ. Allora valgono le seguenti:
(i)
Fγ∗X = ∇γ∗X + g(γ∗, X)Aγ − g(Aγ , X)γ∗; (1.6)
(ii)
d
du
g(X,Y ) = g(Fγ∗X,Y ) + g(X,Fγ∗Y ); (1.7)
(iii)
Fγ∗γ∗ = 0. (1.8)
(iv) Se X(u) e Y (u) ∈ Ru ∀u ∈ E , allora
Fγ∗X ∈ Ru e Fγ∗Y ∈ Ru ∀u ∈ E ; (1.9)
g(Fγ∗X,Y ) = g(∇γ∗X,Y ). (1.10)
Osservazione 1.5.5. Si nota dalla (i) che se l’osservatore γ e` in caduta libe-
ra, lungo una geodetica, Aγ = 0, risulta immediatamente che Fγ∗X = ∇γ∗X,
i.e. la connessione di Fermi-Walker corrisponde alla connessione lineare di
Levi-Civita dello spaziotempo, di cui e` la naturale estensione.
Inoltre risulta che se trasportiamo una base ortonormale di Tγ(u)M lungo
γ in modo F-parallelo, ovvero tale che la derivata covariante rispetto alla
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connessione di Fermi-Walker sia uguale a zero, quello che otteniamo e` pro-
prio una base ortonormale in ogni punto di γ(u).
Infatti per la proposizione precedente 1.5.3, poiche´ Fγ∗ e` una connessione,
preso V ∈ Tγ(u)M , esiste un unico campo vettoriale F -parallelo V¯ tale che
V¯ (u) = V . Allora se u0 ∈ E e {Xi}, con i = 1, ..., 4, e` una base dello spazio
tangente Tγ(u0)M , esiste un unico insieme di campi vettoriali F -trasportati
su γ, {X¯i}, tali che X¯i(u0) = Xi.
In particolare per la (ii) se gli {Xi} sono ortonormali, anche gli X¯i(u) sono
ortonormali per ogni u ∈ E . E dunque se poniamo X4 = γ∗(u0), allora per
la (iii) si ha che X¯4 = γ∗.
Possiamo interpretare X¯j(u) come il vettore unitario al tempo proprio u
lungo l’asse j-esimo trasportato da γ. Allora due vettori unitari, X1 ∈ Ru1
e X2 ∈ Ru2, avranno la stessa direzione spaziale se e solo se
X1 =
∑
j
aj(X¯j(u1)) e X2 =
∑
j
aj(X¯j(u2))
per qualche a1, a2, a3 ∈ R.
Consideriamo ora un sistema di riferimento Q e la relativa 1-forma fi-
sicamente equivalente, ω. Ci proponiamo di evidenziare come le proprieta`
geometriche di questa 1-forma siano collegate al tempo proprio dell’osserva-
tore in Q e come questo ci permetta di classificare i sistemi di riferimento.
Ricordiamo che se γ : E →M e` un osservatore nel sistema di riferimento
Q, con g(Q,Q) = −1 e Q rivolto al futuro, allora ne consegue che
(γ∗(ω))(
d
du
) = ω(γ∗) = g(Q, γ∗) = g(γ∗, γ∗) = −1 ⇒ du = −γ∗(ω).
Definizione 1.5.6. Sia Q un sistema di riferimento e sia ω la relativa 1-
forma fisicamente equivalente (ω = g(Q, ·)).
Allora si dice che Q e`:
- localmente sincronizzabile ⇐⇒ ω ∧ dω = 0
- localmente sincronizzabile secondo il tempo proprio ⇐⇒ dω = 0
- sincronizzabile ⇐⇒ esistono due funzioni di classe C∞, h, t : M → R,
tali che h > 0 e ω = −h dt
- sincronizzabile secondo il tempo proprio ⇐⇒ esiste t : M → R, di
classe C∞,
tale che ω = −dt.
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Proposizione 1.5.7. Valgono le seguenti affermazioni:
(i) Un sistema di riferimento sincronizzabile e` localmente sincronizzabile.
(ii) Un sistema di riferimento sincronizzabile secondo il tempo proprio e`
localmente sincronizzabile secondo il tempo proprio.
Definizione 1.5.8. Se Q e` sincronizzabile, allora ogni funzione t : M → R,
tale che ∃h > 0 e ω = −h dt, si chiama funzione tempo.
Se Q e` sincronizzabile secondo il tempo proprio, allora ogni funzione t si
chiama funzione tempo proprio ed e` tale che du = γ∗(dt) per ogni osserva-
tore γ in Q.
Osservazione 1.5.9. Osserviamo in particolare una significativa correlazio-
ne tra il fatto che Q sia sincronizzabile e una caratteristica peculiare delle
ipersuperfici di livello della funzione tempo t.
Infatti se Q e` sincronizzabile, allora tutte le ipersuperfici di livello della
funzione tempo t sono ortogonali a Q e dunque sono ortogonali a tutti gli
osservatori di Q. D’altra parte, se consideriamo un arbitrario sistema di
riferimento Q su M e una funzione t su M , tale che dt non si annulli mai
e tale che le ipersuperfici di livello di t siano ovunque ortogonali a Q, allora
Q e` sincronizzabile e ±t e` la funzione tempo per Q.
Dunque la procedura di sincronizzazione si puo` matematicamente tradurre
in questo modo.
Se Q e` sincronizzabile secondo il tempo proprio, denotiamo con Na l’ipersu-
perficie di livello della funzione tempo proprio definita da t = a. Allora ogni
osservatore in Q puo` regolare il suo orologio atomico, E , in modo tale che
il suo tempo proprio sia uguale a 0 quando la sua linea-universo interseca
l’ipersuperficie N0. Infatti poiche´ du = γ∗(dt), quando il tempo proprio di
ogni osservatore in Q e` uguale a a, la sua linea universo interseca l’ipersu-
perficie Na.
Se Q non e` sincronizzabile secondo il tempo proprio, ma solo sincronizza-
bile, e` possibile ricondursi ad una situazione in cui ogni osservatore opera
una modifica del tempo e diventa conveniente considerare la comparazione
tra osservatori.
Definizione 1.5.10. Sia Q un sistema di riferimento, sia γ : E → M un
osservatore in Q e sia p la proiezione sullo spazio locale in quiete definita
nella proposizione 1.5.3.
Un campo vettoriale W su γ si dice vicino a γ in Q se esiste un campo
vettoriale W′ su γ, tale che
p(W′) = W e LQW′ = 0.
Definizione 1.5.11. Sia F la connessione di Fermi-Walker su γ. Sia W
un campo vettoriale vicino a γ.
Allora Fγ∗W e` detta la 3-velocita` di W relativa a γ.
Mentre F 2γ∗W = Fγ∗Fγ∗W e` detta la 3-accelerazione di W relativa a γ.
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Osservazione 1.5.12. Si noti che ∀ u ∈ E sia la 3-velocita` Fγ∗W(u)
che la 3-accelerazione F 2γ∗W(u) appartengono allo spazio locale in quiete
dell’osservatore istantaneo (γ(u), γ∗(u)).
Per portare a termine l’analisi sui sistemi di riferimento oggetto di que-
sta sezione ci proponiamo di definire i sistemi di riferimento irrotazionali e
rigidi.
L’idea e` quella di esplicitare, matematicamente, il comportamento degli os-
servatori vicini ad un osservatore dato in un sistema di riferimento: rilevando
una rotazione e verificandone le caratteristiche, potremo stabilire di che tipo
di riferimento si tratti.
Sia (z, Z) un osservatore istantaneo e sia TzM = R ⊕ T la scomposizione
ortogonale ad esso associata. Sia R il tensore di curvatura dello spaziotempo
(M, g,∇).
Allora possiamo definire la trasformazione lineare dello spazio locale in quie-
te in se stesso ψZ : R→ R con ψZ(X) = RZXZ, per ogni X ∈ R.
Per la proprieta` di antisimmetria del tensore di curvatura si ha che per ogni
X ∈ R
g(ψZ(X), Z) = g(RZXZ,Z) = 0 =⇒ ψZ(R) ⊂ R.
Osserviamo inoltre che ψZ e` simmetrico rispetto a g(z)|Z : infatti, per ogni
V , W ∈ R,
g(ψZ(V ),W ) = g(RZV Z,W ) = R̂(W,Z,Z, V )
= R̂(V,Z, Z,W ) = g(RZWZ, V )
= g(ψZ(W ), V )
dove con R̂ si indica il tensore di tipo (0, 4) fisicamente equivalente a R.
Con gli strumenti che abbiamo definito, possiamo enunciare la seguente
proposizione.
Proposizione 1.5.13. Sia Q un sistema di riferimento geodetico e sia W
un campo vettoriale vicino a un osservatore γ : E →M in Q.
La 3-accelerazione di W relativa a γ soddisfa la seguente relazione:
F 2γ∗(u)W(u) = ψγ∗(u)(W(u)) per ogni u ∈ E (1.11)
Osservazione 1.5.14. Consideriamo un sistema di riferimento Q.
Sia γ : E → M un osservatore in Q e Ru il suo spazio locale in quiete.
Allora AQ : Ru → Ru definita da AQ(X) = −∇XQ e` una trasformazione
lineare che associa ad ogni vicino di γ in Q la sua 3-velocita` negativa rispetto
a γ.
Definizione 1.5.15. Sia γ : E → M un osservatore nel sistema di riferi-
mento Q.
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- Q si dice irrotazionale in x = γ(u) se e solo se AQ e` simmetrica ri-
spetto a g(x)|Ru.
- Q si dice rigido in x = γ(u) se e solo se AQ e` antisimmetrica rispetto
a g(x)|Ru.
- Q si dice irrotazionale (o rigido) se e solo se lo e` in ogni x ∈ M .
Osservazione 1.5.16. Dall’osservazione 1.5.14 si deduce che la trasfor-
mazione AQ : Ru → Ru e` un oggetto algebrico che rende una descrizione
completa in γ(u) = x del comportamento degli osservatori vicini a γ in Q,
relativamente a γ stesso.
Per esempio, se supponiamo che Q sia irrotazionale in x, allora la matrice
di AQ, rispetto ad una base ortonormale opportuna di Ru sara` simmetrica,
dunque, in un intorno sufficientemente piccolo di x, gli osservatori vicini a
γ non esibiranno alcuna rotazione.
Supponiamo invece che la matrice di AQ, relativamente a una opportuna
base ortonormale {X1, X2, X1}, sia 0 r 0−r 0 0
0 0 0

Questa matrice rappresenta una rotazione di Ru attorno all’ asse di X3.
Pertanto gli osservatori vicini a γ in un intorno sufficientemente piccolo di
x, ruoteranno rigidamente attorno a γ, senza allontanarsi o avvicinarsi e il
riferimento Q in oggetto sara` rigido in x.
Proposizione 1.5.17. Un sistema di riferimento e` irrotazionale se e solo
se e` localmente sincronizzabile.
Dimostrazione. Sia Q un sistema di riferimento e sia ω la 1-forma fisicamen-
te equivalente a Q. Siano X e Y campi vettoriali tali che g(Q, X) = g(Q, Y )
in un intorno sufficientemente piccolo. Allora per tutti tali X e Y in questo
intorno:
ω ∧ dω = 0 ⇔ dω(X,Y ) = 0
⇔ ω([X,Y ]) = 0
⇔ g(Q, [X,Y ]) = 0
⇔ g(∇XQ, Y ) = g(∇Y Q, X)
⇔ g(AQX,Y )− g(X,AQ, Y ) = 0
Capitolo 2
Le equazioni di campo di
Einstein
Questo capitolo e` dedicato alla definizione degli oggetti che compongono
la materia contenuta nello spaziotempo e all’analisi delle energie che ne
influenzano il moto.
Il nostro scopo e` arrivare alle equazioni che governano i campi di materia: tali
equazioni saranno espresse attraverso relazioni tra tensori su M , in cui tutte
le derivate sono covarianti rispetto alla connessione definita dalla metrica.
Infatti saremo in grado di esplicitare il ruolo fondamentale della metrica nelle
equazioni di campo di Einstein, evidenziando come la metrica g racchiuda le
informazioni essenziali sullo spazio, sul tempo e sulla gravita`: il suo potere
unificante e risolutivo e` cruciale.
Per realizzare il nostro scopo, vogliamo costruire un ”modello di materia”,
che rispetti le leggi fisiche note e che ci permetta, misurandone l’energia,
di determinare matematicamente in modo univoco il tensore stress-energia
T che la governa. Partendo da una definizione puramente formale di T,
mostreremo come vi confluiscono i due contributi che vogliamo considerare:
l’uno rappresentante della distribuzione di materia e l’altro rappresentante
delle forze elettromagnetiche presenti. La costruzione di T ad ogni modo e`
tale da poter accomodare anche altri tipi di contributi per esempio legati a
forze nucleari, che tuttavia non sono oggetto di questo lavoro.
Osservazione 2.0.1. Sia S un campo tensoriale di tipo (0, 2) su M , x ∈M ,
X,Y ∈ TxM . Siano α, β ∈ T ∗x fisicamente equivalenti rispettivamente a X
e a Y .
Indicheremo con S˜ il campo tensoriale di tipo (1, 1) fisicamente equivalente
a S: S˜(α, Y ) = S(X,Y ).
Mentre sara` indicato con Ŝ il campo tensoriale di tipo (2, 0) fisicamente
equivalente a S: Ŝ(α, β) = S(X,Y ).
Definizione 2.0.2. Il tensore stress-energia su uno spaziotempo M , e` un
campo tensoriale simmetrico di tipo (2, 0), che indichiamo con T̂, tale che
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T̂(ω, ω) ≥ 0 per ogni 1-forma causale, (i.e. non di tipo spazio), ω ∈ TxM ,
∀x ∈M .
Definizione 2.0.3. Sia (z, Z) un osservatore istantaneo. Sia T il tensore di
tipo (0, 2) fisicamente equivalente al tensore stress energia T̂. Allora T(Z,Z)
e` definito come la densita` di energia che (z, Z) misura nel suo spazio locale
a riposo Z⊥ per T̂.
Proposizione 2.0.4. Siano T e T′ campi tensoriali simmetrici di tipo (0, 2)
su M , tali che T(Z,Z) = T′(Z,Z) per ogni osservatore istantaneo (z, Z).
Allora T = T′.
2.1 Il tensore stress - energia della distribuzione
di materia
Definizione 2.1.1. Sia m ∈ [0,∞). Una particella di massa a riposo m e`
una curva γ : E →M , rivolta al futuro, tale che g(γ∗, γ∗) = −m2.
La terminologia usata nell’osservazione 1.4.5, relativa agli osservatori,
viene trasferita in questo modo anche alla rappresentazione delle particelle:
per esempio, la lunghezza d’arco di γ e` indicata come tempo proprio.
Inoltre γ e` una particella in caduta libera se e solo γ e` una geodetica.
Il vettore tangente γ∗ e` definito energia - momento della particella γ.
Osservazione 2.1.2. Sia γ : E → M una particella di massa a riposo m.
Sia (z, Z) un osservatore istantaneo con z = γ(u), u ∈ E .
Come nell’osservazione 1.4.10, evidenziamo la scomposizione ortogonale
dell’energia - momento:
γ∗(u) = eZ + p, e ∈ R, p ∈ Z⊥.
e = −g(γ∗(u), Z), e ∈ R e` definita come l’energia che (z, Z) misura per
la particella γ in u: si noti che e > 0, per definizione e per quanto visto
nella 1.2.1, anche se la massa m = 0.
p e` definito come il 3 - momento che (z, Z) misura per γ in u.
Prima di poter definire un flusso di particelle e` necessario considerare
alcune notazioni e strumenti preliminari che ci consentano di stabilire il
numero di particelle che attraversa una sezione dello spazio, D , o che si tro-
vano in una regione chiusa dello spaziotempo,B, che viene chiamata ”causal
box”.
Innanzitutto sia M una varieta` Lorentziana orientata, denotiamo con Ω,
l’elemento di volume metrico su M , ovvero l’unica 4-forma su M, tale che se
X1, ..., X4 e` una base ortonormale orientata di TxM , allora si ha Ω(X1, ..., X4) =
(4!)−1, dove il fattoriale deriva dalla convenzione di Bishop-Goldberg.
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Ricordiamo inoltre che dato un campo vettoriale X, il prodotto interno
ιX agisce su una q-forma ω restituendo una (q − 1)-forma ιXω in questo
modo:
ιXω(Z1, ..., Zq−1) = qω(X,Z1, ..., Zq−1) per ogni Z1, ..., Zq−1 campi vettoriali
In generale sappiamo che se ω e` una p-forma e B una varieta` topologica,
imbedded, compatta, orientata di dimensione (p + 1) con bordo ∂B, per il
Teorema di Stokes si ha che ∫
B
dω =
∫
∂B
ω
e dunque se
∫
∂B ω = 0, per ogni B, allora ω e` chiusa.
Allora possiamo definire una causal box B di M come l’immagine del ci-
lindro standard N0
1 tramite un imbedding φ : N0 → M di tipo C∞, che
conserva l’orientazione, l’orientazione temporale e il carattere causale di ogni
varieta` di bordo ∂B di B.
Procediamo ora con la definizione di flusso di particelle.
Definizione 2.1.3. Un flusso di particelle di massa a riposo m e` una coppia
(P, η), dove la funzione η : M → [0,∞), e` chiamata densita` dell’universo, e
il campo vettoriale P : M → TM , e` chiamato energia - momento ed e` tale
che ogni curva integrale di P sia una particella di massa a riposo pari a m.
Osservazione 2.1.4. P e` un campo vettoriale di tipo tempo, puntato verso
il futuro e tale che g(P,P) = −m2. Le curve integrali di P sono particelle,
dunque sono curve di tipo tempo: l’idea e` quella di calcolare, in modo rego-
lare attraverso la densita` dell’universo η, quante siano le particelle presenti
in pratica.
Definizione 2.1.5. Sia D una space-section, e la 4-forma Ω sia l’ele-
mento di volume metrico su M , allora il numero totale di particelle in D
corrisponde a : ∫
D
ιηPΩ. (2.1)
Proposizione 2.1.6. Nel sistema di riferimento in quiete delle particel-
le stesse, il numero totale di particelle resta invariato senza creazione ne´
distruzione, se e solo se:∫
∂B
ιηPΩ = 0 per tutte le causal box B (2.2)
1Il cilindro standard N0 nello spazio di Minkowski e` definito come N0 =
{(u1, u2, u3, u4)|∑3ν=1 uνuν ≤ 1, |u|4 ≤ 1}
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ovvero la densita` di particelle dell’universo η si conserva se e solo se
div(ηP) = 0 (2.3)
La seguente proposizione permette di stabilire il fatto che sia possibile
individuare il flusso di particelle che si conserva conoscendo solo l’energia-
momento P e la densita` iniziale η0.
Proposizione 2.1.7. Sia (M, g) uno spaziotempo e sia P il campo vetto-
riale di tipo tempo, rivolto al futuro, tale che g(P,P) = −m2, m ∈ [0,∞).
Sia la funzione η0 di classe C∞, η0 : N → [0,∞).
Sia φ : N →M sia un imbedding di tipo spazio, con dim N = 3.
Supponiamo che ogni curva integrale inestendibile γ : E →M di P interse-
chi φ(N) in un unico u ∈ E .
Allora esiste al piu` una densita` η, tale che il flusso di particelle (P, η)
soddisfi:
• div(ηP) = 0;
• η0 = η ◦ φ.
Definizione 2.1.8. Sia (P, η) un flusso di particelle nello spaziotempo M .
Il tensore stress - energia di tipo (2, 0) di (P, η) e` definito in questo modo:
T̂ = ηP⊗P. (2.4)
Osservazione 2.1.9. Notiamo che T̂ = ηP ⊗ P e` simmetrico e tale che
∀ω ∈ T ∗xM :
T̂(ω, ω) = η(x)(ω(P))2 ≥ 0
dunque soddisfa la definizione 2.0.2 di tensore stress-energia.
Consideriamo il tensore di tipo (0, 2) fisicamente equivalente a T̂ e osservia-
mo che esso rappresenta la densita` di energia misurata per ogni osservatore
istantaneo (z, Z). Infatti
T(Z,Z) = η(z)[g(P, Z)]2.
Infatti possiamo calcolare la densita` di energia anche come il numero di
particelle in un determinato volume per l’energia di ogni singola particella:NeV ,
il tutto misurato dall’osservatore istantaneo (z, Z).
Consideriamo allora X1, X2, X3 ∈ Z⊥, linearmente indipendenti e sia K ⊂
Z⊥ il parallelepipedo da essi definito.
Se Ω e` l’elemento di volume metrico, allora il 3-volume di K e`
V = |Ω(X1, X2, X3, Z)|.
Il numero di particelle in K e` N = η(z)|Ω(X1, X2, X3, P )|.
L’energia che l’osservatore (z, Z) misura per ogni particella e` data da e =
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−g(P, Z) > 0.
Allora, evidenziando la scomposizione P(z) = eZ+p, con p ∈ Z⊥, si ottiene:
per ogni osservatore istantaneo (z, Z)
Ne
V
=
η(z)|Ω(X1, X2, X3, P )|e
|Ω(X1, X2, X3, Z)|
= η(z)e2
= η(z)[g(P, Z)]2
= T(Z,Z).
Per l’unicita` vista nella proposizione 2.0.4, la definizione formale T̂ = ηP⊗
P di tensore stress-energia e` ben motivata.
Definizione 2.1.10 (Modello di materia). Sia M una collezione di N flussi
di particelle su M , definita da M = {(mA, eA,PA, ηA)|A = 1, ..., N}, dove
N e` un numero intero non negativo, eA e mA sono rispettivamente la carica
elettrica e la massa a riposo delle particelle dell’A-esimo flusso (PA, ηA).
M si chiama modello di materia su M .
Esempio 2.1.11. La polvere
Indichiamo con il termine polvere il modello di materia M = (Z, ρ),
dove Z e` un sistema di riferimento su M definito comoving reference frame
e ρ : M → (0,∞) e` una funzione C∞, definita la densita` di energia (como-
ving), tale che non siano presenti ne´ collisioni ne´ creazione, distruzione o
decadimento di alcuna particella:
div(ρZ) = 0
In questo caso possiamo esprimere il tensore stress-energia attraverso la
seguente
T̂ = ρZ⊗ Z. (2.5)
Osservazione 2.1.12. Osserviamo che dato un flusso (P, η) di particelle
con mappa a riposo m, la polvere ad esso associata e` (Z, ρ), dove Z = Pm e
ρ = η
m2
. Questo mostra come il modello di materia denominato ”polvere”
porti meno informazioni del modello di materia ”flusso di particelle”: non
occorre specificare separatamente la densita` e la massa a riposo, perche´ e`
sufficiente specificare solo ρ = η
m2
.
Ci proponiamo ora di capire se, dato un tensore stress-energia, sia pos-
sibile individuare un sistema di riferimento ”privilegiato”: vedremo che se il
tensore stress-energia opportunamente applicato a un campo vettoriale cau-
sale, ovvero non di tipo spazio, restituisce un tensore timelike, allora esiste
una direzione nel tempo, che individua quindi un sistema di riferimento in
modo naturale.
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Definizione 2.1.13. Sia T̂ un tensore stress-energia su M .
Sia x un punto della varieta`, x ∈M .
T̂ e` detto normale in x se e solo se il tensore di tipo (1, 1) fisicamente
equivalente, T˜(X) e` di tipo tempo per ogni X di tipo causale (non di tipo
spazio) in TxM .
X ∈ TxM e` detto autovettore di T̂ in x se e solo se
T˜(X) = aX, per qualche a ∈ R.
Proposizione 2.1.14. Se un tensore stress-energia T̂ e` normale in x ∈M ,
allora T̂ ha un unico autovettore di tipo tempo, a meno di multipli diversi
da zero.
Definizione 2.1.15. Un tensore stress-energia T̂ su M e` detto normale se
e solo e` normale in ogni x ∈M .
Un campo vettoriale X su M viene chiamato campo autovettoriale di T̂ se
e solo se esiste una funzione f su M , tale che
T˜(X) = fX (2.6)
f viene chiamata autofunzione di T̂ corrispondente a X.
Corollario 2.1.16. Un tensore stress-energia, normale, T di tipo (0, 2) su
M possiede un unico campo autovettoriale unitario, di tipo tempo e rivolto
verso il futuro.
Esempio 2.1.17. Il fluido perfetto Sia T̂ un tensore normale di tipo
(2, 0) sullo spaziotempo M , spazialmente isotropo rispetto ad un osservatore
(z, Z). Sia tale che T̂ =
∑N
A=1 ηAPA ⊗ PA, dove (PA, ηA) sono flussi di
particelle. Allora T̂ si puo` scrivere nella seguente forma:
T̂ = ρZ⊗ Z + p(ĝ + Z⊗ Z) (2.7)
dove
• Z e` il sistema di riferimento che corrisponde a un campo autovettoriale
di T;
• ĝ e` il campo tensoriale di tipo (2, 0), fisicamente equivalente a g;
• ρ e p, rispettivamente la densita` di energia e la pressione di M , sono
due funzioni su M , tali che ρ > 0 e ρ ≥ 3p ≥ 0;
• ρ = 3p ⇔ mA = 0 per ogni A.
Infine se il tensore stress-energia T̂ soddisfa l’equazione
divT̂ = 0 (2.8)
risulta che il modello di materia, M = (Z, ρ, p), a cui esso a`ssociato, e`
definito un fluido perfetto.
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Osservazione 2.1.18. Si noti che, per il corollario 2.1.16, T̂ ha un unico
campo autovettoriale Z, tale che Z = Z(z) sia l’unico versore di tipo tempo
rivolto verso il futuro.
Z e` il comoving reference frame.
2.2 Il tensore stress - energia di un campo elettro-
magnetico
In questa sezione continueremo lo studio del tensore stress-energia nel caso
piu` generale di particelle dotate di carica e: attraverso degli step analoghi a
quelli che hanno portato alla definizione del tensore stress-energia ”cinetico”,
dato cioe` dal flusso di particelle prive di carica, arriveremo alla definizione
di tensore stress-energia ”elettromagnetico” [1].
Definizione 2.2.1. Sia (m, e,P, η) un flusso di particelle di massa m e
carica e.
La densita` di corrente J del flusso di particelle e` data da:
J = eηP.
Definizione 2.2.2. Un campo elettromagnetico F su M e` una 2-forma
antisimmetrica su M .
Osservazione 2.2.3. Storicamente il concetto di campo elettromagnetico
unifica due oggetti prerelativistici, il campo elettrico ~E e il campo magnetico
~B.
Nella rappresentazione che stiamo costruendo si considerino il campo elet-
tromagnetico F su M e l’osservatore istantaneo (z, Z). Secondo la notazio-
ne dell’osservazione 2.0.1, risulta che il tensore F˜, di tipo (1, 1) fisicamente
equivalente a F, e` tale che F˜Z ∈ Z⊥, per l’antisimmetria di F.
Dunque E = F˜Z si definisce come il vettore elettrico misurato dall’osser-
vatore (z, Z) per F.
Ricordando che Ω e` l’elemento di volume metrico su M , esiste un unico
B ∈ Z⊥, tale che 4!Ω(X,Y,B,Z) = F(X,Y ), per ogni X,Y ∈ Z⊥.
B viene detto il vettore magnetico che (z, Z) misura per F [1].
Definizione 2.2.4. Sia M = {(mA, eA,PA, ηA)|A = 1, ..., N}, una colle-
zione di N flussi di particelle su M .[1]
Allora T̂ =
∑N
A=1 ηAPA ⊗PA e` il tensore stress-energia di M .
Inoltre J =
∑N
A=1 eAηAPA e` la densita` di corrente di M .
Definizione 2.2.5. Sia (M,M ,F) un modello relativistico, in cui M e` lo
spaziotempo, M e` un modello di materia e F e` il campo elettromagnetico.
Si dice che (M,M ,F) soddisfa le equazioni di Maxwell se e solo se:
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(i) F e` chiusa: dF = 0;
(ii) divF̂ = 4piJ.
In particolare si puo` dire che J e` la sorgente di F e che la terna (M,F,J)
soddisfa le equazioni di Maxwell.
Proposizione 2.2.6. Sia J un campo vettoriale su M , sia F una 2-forma
su M e sia Ω l’elemento di volume metrico su M [1].
(M,F,J) soddisfa le equazioni di Maxwell se e solo se:
(1) ∫
∂D
ι
F̂
Ω = 4pi
∫
D
ιJΩ
per ogni ”space-section” D .
(2) ∫
∂D
F = 0
per ogni ”space-section” D
(3) In questo caso
divJ = 0 e equivalentemente
3∑
µ=1
∫
Bµ
ιJΩ = 0
per ogni ”causal box”.
Una delle leggi fondamentali nello studio della relativita` e` la legge sulla
forza di Lorentz. Vogliamo capire ora quale sia la sua espressione nella rap-
presentazione che stiamo costruendo, [1].
Consideriamo una particella γ : E → M e indichiamo con F˜(γ∗) un campo
vettoriale su γ, con F˜(γ∗(u)) ∈ (γ∗(u))⊥ per ogni u ∈ E .
Osservando anche che ∇γ∗γ∗(u) ∈ (γ∗(u))⊥, possiamo enunciare la seguente
definizione.
Definizione 2.2.7. Sia γ una particella di massa m e carica e su M .
Allora (γ,m, e) soddisfa la legge sulla forza di Lorentz, rispetto al campo
elettromagnetico F se e solo se
eF˜(γ∗) = ∇γ∗γ∗. (2.9)
Osservazione 2.2.8. La semplice espressione matematica collega gli effetti
delle forze elettriche e magnetiche a quelli gravitazionali presenti in modo
intrinseco nella connessione ∇.
Come abbiamo visto precedentemente g(γ∗, γ∗) = −m2, ma se per semplicita`
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consideriamo m = 1, allora γ rappresenta un osservatore che si muove con
accelerazione di universo ∇γ∗γ∗. Dunque, in modo immediato, si deduce che
se e = 0, la particella si trova in caduta libera.
Inoltre l’osservatore istantaneo (γ(u), γ∗(u)) misura il vettore elettrico pari
a E = F˜(γ∗(u)) per ogni u ∈ E .
Definiamo a questo punto il tensore stress-energia di un campo elettro-
magnetico F.
Definizione 2.2.9. Sia F il campo elettromagnetico di un flusso di particelle
(m, e,P, η).
Il tensore E, di tipo (0, 2), e` il tensore stress-energia associato al campo
elettromagnetico F su M , le cui componenti sono date da:
Eij =
1
4pi
(FimF
m
j −
1
4
gijF
mnFmn). (2.10)
Proposizione 2.2.10. Valgono le seguenti proprieta`:
• Ê e` simmetrico e trÊ = 0.
• Ê(ω, ω) ≥ 0 per ogni 1-forma causale ω.
• Se (M,F,J) soddisfa le equazioni di Maxwell, allora divÊ = −F˜J.
In conclusione il modello relativistico che stiamo analizzando (M,M ,F),
dove
M = (mA, eA,PA, ηA|A = 1, ..., N) e` una collezione finita di flussi di par-
ticelle, deve soddisfare due equazioni, che si dicono equazioni di materia
semplici. [1]
La prima esprime l’influenza tra l’elettromagnetismo e la materia e dun-
que riguarda la legge di Lorentz: poiche´ ogni curva intergrale di PA e` una
particella che soddisfa tale legge, si ha:
∇PAPA = eAF˜PA ∀A = 1, ..., N (2.11)
La seconda riguarda l’influenza della materia sulla materia stessa e espri-
me la conservazione del flusso A-esimo. Senza che siano presenti collisioni,
distruzione o creazione di alcuna particella, si ha:
div(ηAPA) = 0 ∀A = 1, ..., N (2.12)
Proposizione 2.2.11. Sia (M,M ,F) un modello relativistico che soddisfa
le equazioni di materia semplici e le equazioni di Maxwell. Allora vale:
div(T̂ + Ê) = 0. (2.13)
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Dimostrazione. [1]
divÊ = −F˜J soddisfa eq. di Maxwell
= −F˜
N∑
A=1
eAηAPA per definizione di J.
Inoltre si ha che
divT̂ = div(
N∑
A=1
ηAPA ⊗PA) per definizione di T̂
=
∑
{[div(ηAPA)]PA + ηA∇PAPA} per le proprieta` di ∇
= 0 +
∑
ηAeAF˜PA soddisfa le eq. (2.12) e (2.11).
Dunque div(T̂ + Ê) = 0.
2.3 Le equazioni di Einstein
I noti postulati di Einstein, alla base della teoria della relativita` genera-
le, conducono necessariamente a un’uguaglianza tra tensori: da una parte
troviamo la gravitazione, manifestata nelle caratteristiche geometriche dello
spaziotempo, racchiuse nella curvatura; dall’altra si trovano le caratteristi-
che fisiche, espresse attraverso densita` di massa-energia, momento e stress,
e le leggi di conservazione che governano la materia. [2]
Definizione 2.3.1. Un modello relativistico (M,M ,F) soddisfa le equazioni
di Einstein se e solo se: [1]
G = T + E. (2.14)
Prima di introdurre nel prossimo capitolo alcune delle soluzioni esatte
alle equazioni di Einstein, ci proponiamo di analizzare alcune informazioni
che derivano direttamente dall’equazioni stesse e che ne evidenziano le con-
seguenze fisiche cui portano.[1] e [2]
Definizione 2.3.2. Sia (M,M ,F) un modello relativistico che soddisfa le
equazioni di Einstein. Lo spaziotempo M si dice Ricci flat se Ric = 0.
In questo caso T = 0 = F.
Osservazione 2.3.3. La condizione Ric = 0, in cui il tensore di Ric-
ci e` identicamente nullo, corrisponde al modello di vuoto, ovvero indica
una regione dello spaziotempo in cui il tensore stress-energia svanisce e
non vi e` alcuna influenza della materia e del campo elettromagnetico sullo
spaziotempo.
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2.4 Le geodetiche di tipo luce
Dedichiamo questa sezione al tipo di geodetiche che riveste un ruolo fonda-
mentale nello studio dello spaziotempo, dal momento che ogni informazione,
che riceviamo sugli oggetti celesti e sulle loro relazioni causali, viaggia sotto
forma di segnale luminoso lungo geodetiche di tipo luce (o geodetiche nulle).
Rivedremo nel dettaglio come vengano preservate le relazioni causali tra
eventi tra loro collegati, attraverso lo studio delle proprieta` geometriche del-
le geodetiche.
Successivamente dalla definizione di fotone e di segnale luminoso si cerchera`
di arrivare alla comprensione del modello piu` semplificato su cui si basano
le moderne osservazioni astrofisiche.[1]
Definizione 2.4.1. Sia (M, g) uno spaziotempo.
Si dice che una curva γ : E →M va da x a y, con x ∈M , y ∈M , se e solo
se E = [a, b], e valgono x = γ(a) e y = γ(b).
Definizione 2.4.2. Dati due punti x ∈ M e z ∈ M , si dice che x precede
cronologicamente z, e si indica con x << z, se e solo se esiste una curva
γ : E →M di tipo tempo, rivolta verso il futuro, che va da x a z.
Si dice che x precede causalmente z, e si indica con x ≺ z, se e solo se esiste
una curva γ : E → M di tipo causale (non di tipo spazio), rivolta verso il
futuro, che va da x a z.
Definizione 2.4.3. Dato x ∈ M , l’insieme di tutti i punti che precedono
cronologicamente (o causalmente) x si chiama il passato cronologico, (o
passato causale).
Le definizioni di futuro cronologico e futuro causale sono duali.
Osservazione 2.4.4 (Remark). Sia γ : E → M una geodetica e sia γ˜ :
F → M una sua riparametrizzazione affine positiva, cioe` tale che esiste
una mappa affine positiva α : E → F con γ = γ˜ ◦ α. Allora risulta che γ˜
sia una geodetica.
Questo suggerisce di considerare la corrispondente relazione di equivalenza
e di indicare con [γ] la classe di equivalenza delle geodetiche rappresentate
da γ.
Ricordiamo che se γ : E → M e` una geodetica causale inestendibile allora
valgono le seguenti affermazioni:
• γ∗ non si annulla.
• g(γ∗, γ∗) = costante.
• Se φ : M →M e` un’isometria di M in se`, allora φ ◦ γ e` una geodetica
inestendibile.
• Dato u ∈ E , γ e` univocamente determinata dai dati iniziali (γ(u), γ∗(u)).
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• Se φ : M →M e` un’isometria tale che
φ(γ(u), γ∗(u)) = (φ(γ(u)), φ(γ∗(u)) ⇒ γ = φ ◦ γ.
Definizione 2.4.5. Un intorno aperto U0 dell’origine nello spazio tangente
TxM ad un punto x ∈M e` detto normale se e solo se:
• la mappa esponenziale expx|U0 e` un diffeomorfismo sull’immagine;
• per ogni X ∈ U0 si ha che tX ∈ U0 con 0 ≤ t ≤ 1.
Definizione 2.4.6. Un insieme aperto non vuoto, U ⊂ M si dice intorno
semplicemente convesso se per ogni x ∈ U si ha che U = expx(U0) per
qualche intorno normale U0 ⊂ TxM .
Osservazione 2.4.7. Si noti che in generale se un intorno U e` semplice-
mente convesso, allora dati due punti x e z appartenenti a U , dalle defini-
zioni appena viste e dalla definizione 1.1.6 di mappa esponenziale, segue che
esiste un’unica geodetica γ : [0, 1]→ U che va da x a z.
Proposizione 2.4.8. Sia U semplicemente convesso, con U ⊂ M , e sia
U0 normale, con U0 ⊂ TxM .
Indichiamo con φx : U → U0 la mappa inversa del diffeomorfismo expx.
sia U § l’aperto contenuto nel fibrato tangente T U , definito da
U § = {(x, φx(z))|x, z ∈ U }.
Sia infine
K : T U → R
(x,X) 7→ K(x,X) = g(X,X).
Allora la funzione
exp : U § → U ×U
(x,X) 7→ exp(x,X) = (x, expxX)
e` un diffeomorfismo. Inoltre la funzione Φ = K ◦ (exp)−1 : U ×U → R e`
di classe C∞, con Φ(x, x) = 0 per ogni x ∈ U .
U § U ×U
R
exp
K
Φ=K◦(exp)−1
Definizione 2.4.9. La funzione Φ = K ◦ (exp)−1 : U ×U → R si chiama
funzione geometrica dell’energia.
Proposizione 2.4.10. Siano x, z due punti distinti in U , intorno sempli-
cemente convesso in M . Allora valgono le seguenti:
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(a) Esiste un’unica geodetica γ : [0, 1]→ U che va da x a z.
(b) Φ(x, z) = Φ(z, x) .
(c) - Φ(x, z) > 0 se γ e` di tipo spazio.
- Φ(x, z) = 0 se γ e` di tipo luce.
- Φ(x, z) < 0 se γ e` di tipo tempo.
Dimostrazione. [1] (a) e (c) derivano dalle definizioni stesse.
(b) Φ(x, z) = g(φx(z), φx(z)) =
∫ 1
0 g(γ∗(u), γ∗(u))du = Φ(z, x)
Vediamo ora un importante lemma sulle relazioni causali tra eventi: an-
che facendo riferimento all’osservazione 1.2.13, sembra intuitivo il fatto che
due eventi possano tra loro solo se l’uno si trova nel cono di luce dell’al-
tro, ovvero solo se esiste una geodetica causale che collega i due punti dello
spaziotempo.
Figura 2.1: Il cammino unico
Lemma 2.4.11. Sia (U , g) uno spaziotempo geodeticamente convesso.
Indichiamo con I+x = expx(T
+
x ∩ φx(U )) il futuro cronologico di x.
Sia β : (a, c) → U una curva, di tipo tempo, ricolta verso il futuro, la cui
immagine non contiene x e sia y = β(b), con b che appartiene all’intervallo
(a, c).[1]
Allora valgono:
(a) y si trova sul bordo del futuro cronologico di x, I+x , se e solo se l’unica
geodetica α : [0, 1]→ U che va da x a y e` di tipo luce, rivolta verso il
futuro.
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(b) Se tale y esiste, allora per ogni u ∈ (b, c) si trova un z = β(u), che
appartenga al futuro cronologico di x, z ∈ I+x , ovvero tale che l’unica
geodetica γ : [0, 1]→ U che va da x a z e` di tipo tempo, rivolta verso
il futuro.
(c) Allora y e b sono unici.
La situazione puo` essere raffigurata come nella figura 2.1.
Per la dimostrazione si veda [1, par 5.0.6].
Definizione 2.4.12. Sia λ : E →M una particella di tipo luce. Allora γ si
chiama fotone.
Osservazione 2.4.13. Si noti che il fotone λ e` una particella di luce con
massa a riposo uguale a 0 e carica elettrica uguale a 0.
Un fotone rappresentato da una curva geodetica e` in caduta libera.
Come nell’osservazione 1.4.10 e nell’esempio 1.4.12 vogliamo ora rendere
esplicito cosa misura un osservatore istantaneo (z, Z) riguardo a un fotone
λ : E →M : seguendo lo stesso ragionamento avremo una scomposizione del
vettore tangente λ∗ in una parte spaziale e in una parte temporale.[1]
Figura 2.2: Direzione spaziale
Osservazione 2.4.14. Sia λ : E → M un fotone e indichiamo con Y =
λ∗(u) il valore del suo energia-momento in x = λ(u). Dato un osservatore
istantaneo (z, Z), consideriamo il suo asse temporale 〈Z〉 e il suo rest-space
Z⊥.
Allora risulta che la direzione spaziale che (z, Z) misura per Y , ovvero la
direzione dalla quale l’osservatore vede arrivare il fotone, e` data da U ∈ Z⊥,
definita da:
Y = e(Z − U) con e = −g(Y, Z) > 0
con e uguale all’energia che l’osservatore misura per il fotone.
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Definizione 2.4.15. Sia (z, Z) un osservatore istantaneo. Si definisce sfera
celeste dell’osservatore la collezione di tutte le direzioni spaziali da cui puo`
veder arrivare un fotone.
SZ = {U ∈ Z⊥|g(U,U) = 1}.
Definizione 2.4.16. Sia h la constante universale di Planck e sia (z, Z) un
osservatore istantaneo.
La frequenza misurata da (z, Z) per Y = λ∗(u) e` data da
f =
e
h
. (2.15)
La lunghezza d’onda misurata da (z, Z) e` data, come di consueto, da
λ = f−1. (2.16)
Esempio 2.4.17. Usualmente ad ogni tipo di radiazione elettromagnetica
corrisponde un particolare range di frequenza, vediamone indicativamente i
dati nella tabella:
onde radio f < 3× 109sec−1
microonde 3× 109sec−1 < f < 3× 1014sec−1
luce visibile 3× 1014sec−1 < f < 3× 1015sec−1
raggi X 3× 1015sec−1 < f < 3× 1018sec−1
raggi γ 3× 1018sec−1 < f < 3× 1020sec−1
Tuttavia nella costruzione che stiamo facendo, potremmo sempre trovare un
altro osservatore istantaneo in z che misuri un frequenza diversa da quella
che misura (z, Z), a seconda per esempio di come si stanno muovendo tra
loro i due osservatori: se (z, Z) vede λ di colore blu, per un altro osservatore
in z, la frequenza di λ potrebbe corrispondere al colore rosso.
Per risolvere questo problema, occorre supporre che Y ′ sia puntato verso il
futuro e sia tale che < Y ′ >=< Y >. Allora quello che resta invariato per
tutti gli osservatori istantanei in z e` il rapporto ff ′ : in questo modo per tutti
gli osservatori sara` possibile ottenere lo stesso confronto, per esempio f > f ′,
e dedurne che Y e` piu` blu di Y ′.
Infine ricordando quanto visto in merito alla connessione di Fermi-Walker,
occorre tenere presente che per confrontare due misure effettuate in due punti
diversi della stessa world-line, cioe` in due diversi tempi propri, e` necessario
usare proprio il trasporto parallelo di Fermi-Walker.
Per esempio per stabilire che tipo di informazioni ricavare dai fotoni inviati
da una stella pulsar a proposito del suo moto, un osservatore γ : E → M
deve seguire la seguente procedura: [1]
(1) considerare l’intera collezione delle sue sfere celesti:
{Sγ∗(u) ⊂ (γ∗(u))⊥|u ∈ E };
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(2) identificarle tutte attraverso la condizione di parallelismo di Fermi-
Walker con una singola copia Sγ ;
(3) correlare i tempi propri di arrivo dei fotoni con la loro direzione ;
(4) ricavare finalmente una curva su Sγ che rappresentera` il moto della
stella.
Definizione 2.4.18. Un segnale luminoso e` una classe di equivalenza [λ]
di fotoni in caduta libera.
Figura 2.3: Rappresentazione locale di ricezione e invio di segnali luminosi
Proposizione 2.4.19. Sia (M, g) uno spaziotempo, e sia [λ] un segnale
luminoso.[1]
Sia β : E →M un osservatore nello spaziotempo M .
Dato u1 ∈ E , allora esiste un intervallo aperto F ⊂ E , contenente u1 e un
intorno aperto W di β(u1), tale che ∀x ∈ W − β(F ) valgono:
(i) esistono u0 e u2, appartenenti a F , esiste un segnale luminoso [λ],
che va da x a β(u2), e un segnale luminoso [λ
′], che va da β(u0) a x;
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(ii) u0 e u2, [λ] e [λ
′] sono unici.
Dimostrazione. Preso un intorno aperto semplicemente convesso di β(u1),
U , sia [a, c] un intervallo in E contenente al suo interno u1, tale che β([a, c]) ⊂
U .
Sia W l’intersezione tra il futuro cronologico di β(a) e il passato cronologico
di β(c),
W = I+β(a) ∩ I−β(c)
allora W e` un intorno aperto di β(u1).
Possiamo definire F = (a, c) e supporre x ∈ W − β(F ).
x ∈ I−β(c) per costruzione, allora poiche´ non si scappa dal proprio futuro,
necessariamente β(c) deve stare nel futuro cronologico di x. Analogamente
β(a) ∈ I−x e β(a) non appartiene alla chiusura del futuro cronologico di x.
Per il lemma 2.4.11, esiste un unico u2 ∈ (a, c) tale che la geodetica λ :
[0, 1]→ U da x a β(u2) sia di tipo luce, puntata verso il futuro.
Si procede con ragionamento duale per dimostrare esistenza e unicita` di λ′
e di u0.
Abbiamo visto che un osservatore puo` osservare un fotone, misurarne
l’energia, assegnargli una frequenza, dalla cui analisi ricavare informazioni
circa la sua provenienza. Le osservazioni degli astronomi in generale sono
ovviamente molto piu` complesse, sia perche´ riguardano un numero molto
piu` elevato di fotoni, sia perche´ questi possono provenire da sorgenti molto
piu` estese o perfino sconosciute.
A conclusione di questo capitolo vogliamo presentare il modello piu` semplice
su cui si basano le osservazioni astronomiche, che riguarda come un osser-
vatore istantaneo possa analizzare un certo numero di fotoni ”vicini”. [1]
Sostanzialmente l’idea e` quella di indagare come sia composta la radiazione
che riceviamo, ovvero analizzare, attraverso la funzione di distribuzione, un
certo numero di fotoni in un determinato volume, con una determinata di-
rezione e con una specifica energia caratteristica, arrivando cos`ı a definire lo
strumento tipico delle osservazioni astronomiche, lo spettro elettromagneti-
co.
Ricordando che L +z e` il cono di luce rivolto verso il futuro in, TzM , in-
dichiamo, usualmente, con Z⊥ lo spazio a riposo dell’osservatore istantaneo
(z, Z) e con SZ la sua sfera celeste.
Come abbiamo visto in 2.4.14, l’osservatore misura un’energia e = −g(Y,Z)
e una direzione spaziale U ∈ SZ , per ciascun fotone di energia-momento
Y ∈ L +z .
Definizione 2.4.20. Sia PZ = SZ × (0,∞) lo spazio energia-direzione del-
l’osservatore (z, Z).
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Osservazione 2.4.21. Dal momento che PZ = SZ × (0,∞), possiamo
indicare con la medesima e la proiezione sul secondo fattore.
e : PZ → (0,∞)
Definizione 2.4.22. Sia SZ la sfera celeste dell’osservatore (z, Z).
Sia K ⊂ SZ una regione di integrazione. 2
Sia ξ l’elemento di volume di SZ , ottenuto considerando (Z
⊥, g|Z⊥) come
uno spazio euclideo di dimensione 3.
L’elemento di volume naturale sullo spazio delle direzioni di energia PZ e`
dato da
piZ = ξ ∧ e2de
Osservazione 2.4.23. Per analizzare i fotoni ”vicini”, un osservatore (z, Z)
puo` considerare una sfera solida B, sufficientemente piccola da essere vista
come un sottoinsieme di M , centrata nell’origine di Z⊥.
Se la worldline di un fotone λ interseca la sfera, il vettore tangente Y = λ∗(z)
puo` essere visto come un vettore dello spazio tangente TzM e quindi appar-
tenere al cono di luce rivolto al futuro L +z .
In questo modo, l’osservatore (z, Z) puo` associare al fotone una coppia
(U, e), cioe` puo` determinare un punto dello spazio delle direzioni energia
PZ .
Allora, scelto un intervallo [a, b] ⊂ (0,∞) e una regione K di integrazione
sulla proprio sfera celeste SZ , con K× [a, b] ⊂ PZ , l’osservatore puo` contare
il numero di fotoni entranti con una determinata direzione spaziale U in K
e con una certa energia e compresa nell’intervallo [a, b].
In generale e` possibile estendere il ragionamento a tutti gli intervalli [a, b] e
a tutti le regioni di integrazione, tuttavia potrebbe essere preferibile sostituire
questa procedura con l’introduzione di una funzione di distibuzione regolare.
Definizione 2.4.24. La funzione
FZ : PZ → [0,∞) (2.17)
si definisce la funzione di distribuzione dei fotoni per l’osservatore (z, Z).
Allora e2FZ rappresenta il numero di fotoni per unita` di intervallo di ener-
gia, per unita` di volume spaziale e per unita` di angolo solido (si veda nota
2.4.22).
Definizione 2.4.25. Sia K ⊂ SZ una regione di integrazione. Considerato
un range di energia [a, b], indichiamo con H il sottoinsieme di PZ dato da
H = K × [a, b]
2Una regione di integrazione K e` un sottoinsieme compatto, non vuoto, tale che K e
∂K siano C∞ a tratti. Si definisce inoltre angolo solido l’area Ω di K data da Ω =
∫
K
ξ,
dove ξ e` l’elemento di volume naturale.
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Si definisce il numero di fotoni che (z, Z) misura per unita` di volume spaziale
con energia e misurata nel range [a, b] e direzione spaziale misurata nella
regione K della propria sfera celeste:
n =
∫
H
piZFZ . (2.18)
Osservazione 2.4.26. Si noti che ad ogni osservatore (z, Z) corrisponde
un’unica FZ .[1]
Definizione 2.4.27. Sia SZ la sfera celeste dell’osservatore (z, Z).
Per ogni intervallo di energia [a, b] ⊂ [0,+∞) definiamo u[a, b] la den-
sita` di energia dei fotoni con distribuzione FZ , relativamente al range [a, b],
misurata da (z, Z):
u[a, b] =
∫
SZ×[a,b]
epiZFZ =
∫
SZ
ξ
∫
[a,b]
e3FZde (2.19)
dove piZ = ξ ∧ e2de.
Dal momento che FZ > 0 per definizione, definiamo u la densita` di energia
totale dei fotoni con distribuzione FZ :
u = lim
a→0,b→+∞
u[a, b]. (2.20)
Giungiamo finalmente alla definizione della funzione che permette di dare
la consueta interpretazione fisica delle osservazioni degli oggetti nel cosmo.
Ricordando dalla (2.15) che vale
e = hf
dove h e` la costante di Planck e f la frequenza, possiamo indicare con I
l’intensita` specifica dei fotoni misurata dall’osservatore:
I = e3FZ = h
3f3FZ (2.21)
con FZ = FZ(U, e) = FZ(U, hf).
Definizione 2.4.28. Sia SZ la sfera celeste dell’osservatore (z, Z).
Fissata una direzione spaziale misurata U , la funzione S:
S : (0,∞) → [0,∞)
f 7→ S(f)
si chiama lo spettro di energia che l’osservatore (z, Z) misura nella direzione
U ed e` definita da:
S(f) = hI = he3FZ = h
4f3FZ . (2.22)
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Osservazione 2.4.29. Nella rappresentazione grafica della funzione spettro
di energia, S, misurata da un’osservatore (z, Z), si possono trovare diversi
picchi di massimo e minimo locale, che comunemente vengono chiamati linee
di spettro, come in figura 2.4.
L’analisi delle linee spettrali dei fotoni che arrivano all’osservatore con una
certa direzione spaziale e una certa frequenza, permette di individuare sia
quei fenomeni fisici, che ne hanno provocato l’emissione, sia quelle specifiche
condizioni dello spaziotempo attraversato per raggiungere l’osservatore.
E’ proprio in questo modo che si ottengono le informazioni fisiche sugli
oggetti celesti.
st 
o 
Figura 2.4: La funzione ”spettro di energia” [1, Fig. par. 5.5.3]
Esempio 2.4.30. Supponiamo che l’osservatore (z, Z) osservi una galassia
vicina, dalla quale riceve quindi un segnale luminoso di fotoni in caduta
libera che indichiamo con [λ].
La frequenza misurata da (z, Z) sara`:
f =
e
h
= −g(Y,Z)
h
= −g(λ∗(z), Z)
h
.
La frequenza misurata da un ipotetico osservatore posto al centro della ga-
lassia e in quiete rispetto a essa, sara` data da
f0 = −g(λ∗(z0), Z0)
h
.
Possiamo indicare con r quello che viene definito come il rapporto tra fre-
quenza emessa e frequenza osservata, [1]:
r =
f0
f
=
g(λ∗(z0), Z0)
g(λ∗(z), Z)
. (2.23)
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Una delle assunzione importanti che spesso si fanno implicitamente e`
quella di considerare le leggi fisiche presenti ”qui e ora” uguali a quelle pre-
senti, per esempio, nell’altra galassia.
La procedura che spesso si segue per verificare in particolare questo tipo
di assunzione e` la seguente:
(1) Si assegna un rapporto di frequenza empirico r alla galassia vicina.
(2) Si misura lo spettro S per U nella direzione rivolta verso il centro della
galassia e se ne deducono i particolari fenomeni fisici che possono aver
prodotto quella configurazione di linee spettrali.
(3) Si deduce quale frequenza f0 l’ipotetico osservatore sulla galassia avreb-
be misurato per quei fotoni
(4) Si misura la frequenza f osservata da (z, Z) ricavando il rapporto di
frequenza r′ = f0f .
La buona corrispondenza tra i valori di r e di r′ permette di verificare
anche il fatto che il rapporto coincida per tutti i fotoni di uno stesso segnale
luminoso.
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Capitolo 3
Le soluzioni esatte
Una soluzione esatta alle equazioni di Einstein corrisponde a uno spaziotem-
po (M, g) che soddisfa la (2.3.1)
Ricab − 1
2
Sgab + Λgab = 8piTab
in cui il tensore stress-energia totale Tab descriva le leggi che governano un
particolare modello di materia, rispettando il postulato di causalita` locale e
una determinata condizione di energia. Si tratta dunque di un’idealizzazio-
ne, definita da una metrica e caratterizzata da una particolare distribuzione
di materia-energia.
In questo capitolo presenteremo tre soluzioni note: la piu` semplice, ovvero
lo spaziotempo vuoto di Minkowski, su cui si basa lo studio della Relativita`
Speciale [1]; successivamente la soluzione di Schwarzschild, relativa ai buchi
neri e ai cosidetti buchi bianchi; infine quella di Kerr, che riguarda i buchi
neri rotanti.
3.1 Preliminari e notazioni
All’inizio di questa sezione vediamo alcune definizioni delle quali avremo
bisogno per la presentazioni dei teoremi relativi alla completezza.
Definizione 3.1.1. Una varieta` Riemanniana (o pseudo Riemanniana)
(M, g) si dice geodeticamente completa se una qualsiasi geodetica γ : E →
M puo` essere estesa a una geodetica γ˜ : R→M .
Teorema 3.1.2 (Hopf-Rinow). Data una varieta` Riemanniana (o pseudo
Riemanniana) (M, g),
- Se per x ∈ M la mappa esponenziale expx e` definita su tutto TxM ,
allora per ogni y ∈M esiste una geodetica minimale da x a y.
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- Se la mappa esponenziale exp e` definita su tutto TM , per ogni coppia
x, y ∈M esiste una geodetica minimale che li congiunge.
Definizione 3.1.3. Sia (M, g) uno spaziotempo. Sia S una superficie di
tipo spazio di dimensione 3.[2]
Indichiamo con D+(S ) lo sviluppo futuro di Cauchy, ovvero l’insieme di
tutti i punti q ∈M tali che ogni curva causale, (non di tipo spazio), passan-
te per q, inestendibile, rivolta al passato intersechi S . Analogamente sia
D−(S ) lo sviluppo passato.
S si dice superficie di Cauchy se viene intersecata da ogni curva inestendibi-
le, di tipo luce o di tipo tempo, in M , e cioe` se l’unione dello sviluppo futuro
e di quello passato di S corrisponde a tutta M : D+(S ) ∪D−(S ) = M
3.2 Lo spaziotempo di Minkowski
In questa sezione presentiamo la soluzione piu` semplice di spaziotempo
vuoto, in cui il campo gravitazionale e` triviale. Lo studio di questo spa-
ziotempo ci permette di indagare la struttura causale all’infinito, ovvero
il comportamento globale e asintotico delle geodetiche, attraverso la loro
rappresentazione grafica nei Diagrammi di Penrose.
Definizione 3.2.1. In R4, sia {dx1, dx2, dx3, dx4} una base di 1-forme e
sia {∂1, ∂2, ∂3, ∂4} la base duale. Si definisce
g =
3∑
µ=1
dxµ ⊗ dxµ − dx4 ⊗ dx4.
(R4, g) e` orientato temporalmente da ∂4 e orientato da dx1∧dx2∧dx3∧dx4.
La connessione di Levi-Civita di g e` univocamente determinata da ∇∂i∂j = 0
per ogni i, j = 1, ..., 4.
Lo spaziotempo (R4, g,∇) si chiama spaziotempo di Minkowski.[1]
Considerando le usuali coordinate polari (t, r, θ, φ):
x1 = r sin θ sinφ
x2 = r sin θ cosφ
x3 = r cosφ
x4 = t
la metrica
ds2 = −(dx4)2 + (dx1)2 + (dx2)2 + (dx3)2 (3.1)
puo` essere espressa nel seguente modo:
ds2 = −(dt)2 + (dr)2 + r2(dθ2 + sin θ2dφ2). (3.2)
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Si noti che dθ2 + sin θ2dφ2 corrisponde alla metrica standard sulla 2-sfera
unitaria, per questo in alcuni testi e` indicata con dΩ2 o con gS2(θ,φ).[18]
Osservazione 3.2.2. Consideriamo la metrica nella forma espressa in (3.1)
e calcoliamo le equazioni delle geodetiche in termini delle coordinate naturali
x1, x2, x3, x4 di R4.
In questo caso, l’annullamento dei simboli di Christoffel, dati dalla (3.17),
comporta che l’equazione delle geodetiche (1.3) risulti:
x¨k(t) = 0 ∀k = 1, 2, 3, 4 ,
le cui soluzioni hanno la forma:
xk(t) = bkt+ ck con bk e ck costanti.
Rispetto alla base dello spazio tangente, {∂1, ∂2, ∂3, ∂4}, con ∂i = ∂∂xi , un
vettore X ∈ TpM si scrive X = Xj∂j, e dunque si ha:
xk(exppX) = X
k + xk(p).
Allora la mappa exp e` un diffeomorfismo tra TpM e M ed e` definita su tutto
TpM .
Per il teorema di Hopf-Rinow, 3.1.2, lo spaziotempo di Minkowski (M, g) e`
geodeticamente completo.
3.2.1 Diagramma di Penrose dello soluzione di Minkowski
La costruzione dei diagrammi di Penrose permette, attraverso una serie di
cambiamenti di coordinate opportuni, di ottenere una raffigurazione ”com-
pattificata” dello spaziotempo, che non comprometta le informazioni sulle
relazioni causali tra gli eventi.
Lo scopo di questa costruzione e` dunque quello di avere una visione il piu`
completa possibile dello spaziotempo e delle sue singolarita`, non apparenti,
lasciando invariati i coni di luce, ovvero mantenendo invariato il comporta-
mento delle geodetiche di tipo luce.
Dal momento che il maggiore interesse e` dedicato a cio` che accade fisicamen-
te all’infinito o in prossimita` delle singolarita`, occorre prestare attenzione
ai range di definizione delle variabili e alle loro variazioni relative a ciascun
cambiamento di coordinate.
Osservazione 3.2.3. La metrica in (3.2), espressa in coordinate (t, r, θ, φ),
ds2 = −(dt)2 + (dr)2 + r2(dθ2 + sin θ2dφ2) (3.3)
pur evidenziando la simmetria sferica, presenta delle singolarita` apparenti
in r = 0 e sin θ = 0. I range di definizione sono infatti:
t ∈ (−∞,+∞) r ∈ (0,+∞)
θ ∈ (0, pi) φ ∈ (0,+2pi) (3.4)
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Consideriamo la geodetica di tipo tempo α(t) = (t, 0, 0, 0). Siano C+τ e
C+τ i due coni di luce diretti verso il futuro e verso il passato, con vertice in
α(τ):
C+τ = {(t, r, θ, φ) : t− r = τ, τ ∈ R},
C−τ = {(t, r, θ, φ) : t+ r = τ, τ ∈ R}.
Pertanto risulta conveniente usare un sistema di coordinate nulle, (tali che
g( ∂∂v ,
∂
∂v = 0)) definito da: {
v := t+ r
w := t− r (3.5)
tramite il quale la metrica assume la seguente forma:
ds2 = −dvdw + 1
4
(v − w)2(dθ2 + sin θ2dφ2) (3.6)
Si noti che r = 12(v − w) > 0 e pertanto v > w con v, w ∈ R, con l’ugua-
glianza solo per r = 0.
Figura 3.1: Lo spaziotempo di Minkowski
L’assenza di termini in dv2 e in dw2 corrisponde al fatto che le superfici
{v = cost} e {w = cost} siano nulle, ovvero di tipo luce:[2]
∂va∂vbg
ab = 0 = ∂wa∂wbg
ab
In altre parole si osserva proprio che ∂v e` tangente alle geodetiche di tipo luce
del cono di luce C+τ . Analogamente, ∂w e` tangente rispetto alle geodetiche
di tipo luce di C−τ .
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Esempio 3.2.4 (Diagramma di Penrose). Come abbiamo detto, lo scopo
della costruzione grafica e` quello di riuscire a descrivere, in modo bidimen-
sionale, il comportamente asintotico delle geodetiche, rispettandone la strut-
tura causale.
Per portare i punti all’infinito a una distanza finita compattifichiamo le due
variabili separatamente, introducendo altre due coordinate, sempre nulle, at-
traverso cui esprimere la (3.6).
Siano: {
tan p = v
tan q = w
(3.7)
il cui range di definizione diventa:
p ∈ (−pi
2
,
pi
2
) q ∈ (−pi
2
,
pi
2
) con p > q (3.8)
La metrica che si ottiene e`:
ds2 =
1
cos2 p cos2 q
(
−dpdq + 1
4
sin2(p− q)(dθ2 + sin θ2dφ2)). (3.9)
Nella (3.9) il primo termine esplode quando p e q annullano il denominatore.[2]
A questo punto si noti che tralasciare il fattore iniziale 1
cos2 p cos2 q
non mo-
difica i coni di luce e ha l’effetto di produrre la metrica conforma seguente:
dŝ2 = −4dpdq + sin2(p− q)(dθ2 + sin θ2dφ2). (3.10)
Infine riduciamo questa metrica ad una forma piu` usuale, ritornando a
coordinate di tipo spazio e di tipo tempo:{
T = p+ q
X = p− q, (3.11)
con
−pi < T +X < pi, −pi < T −X < pi, r′ ≥ 0. (3.12)
Risulta che
T = p+ q, 2q = T −X,
X = p− q, 2p = T +X.
da cui 4dpdq = −(dT )2 + (dX)2, che porta infine dalla (3.10) alla metrica
seguente:
dŝ2 = −(dT )2 + (dX)2 + sin2X(dθ2 + sin θ2dφ2). (3.13)
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Figura 3.2: Raffigurazione della porzione di spaziotempo di Minkowski limitata
dai range espressi nella (3.12)
Si noti che le coordinate t e r della metrica espressa in (3.2) si ricavano
con:
2t = tan(
1
2
(T +X)) + tan(
1
2
(T −X)),
2r = tan(
1
2
(T +X))− tan(1
2
(T −X)).
(3.14)
A questo punto, sopprimendo le due coordinate θ e φ, e` possibile rappre-
sentare graficamente la metrica ottenuta in un diagramma (T,X), nel quale
evidenziare i diversi range di definizione delle coordinate, dati dalla (3.12),
come in figura 3.3.
I bordi di tale regione definiscono gli infiniti causali dello spaziotempo di
Minkowski:
- I + := l’infinito di tipo luce rivolto verso il futuro, corrispondente alla
superficie di tipo luce {p = pi2 };
- I − := l’infinito di tipo luce rivolto verso il passato, corrispondente
alla superficie di tipo luce {q = −pi2 };
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- i+ := l’infinito di tipo tempo rivolto verso il futuro, corrispondente al
punto (p, q) = (pi2 ,
pi
2 ), ovvero (T,X) = (pi, 0);
- i− := l’infinito di tipo tempo rivolto verso il passato, corrispondente
al punto (p, q) = (−pi2 ,−pi2 ), ovvero (T,X) = (−pi, 0);
- i0 := l’infinito di tipo spazio, corrispondente al punto (p, q) = (pi2 ,−pi2 ),
ovvero (T,X) = (0, pi).
Figura 3.3: Il diagramma di Penrose dello spaziotempo di Minkowski
Ogni curva geodetica di tipo tempo rivolta al futuro parte da i− e arriva
a i+, cos`ı le curve geodetiche di tipo luce andranno da I − verso I +, con
un’inclinazione di ±45◦. Mentre i0 e` il punto iniziale e finale di tutte le
geodetiche di tipo spazio.
Ogni punto rappresenta una 2-sfera e la retta corrispondente a r = 0 costi-
tuisce un’irremovibile singolarita` della metrica.
3.3 Lo spaziotempo di Schwarzschild
La soluzione di Schwarzschild rappresenta lo spaziotempo vuoto, statico, con
simmetria sferica, esterno a un corpo massivo sfericamente simmetrico.[2]
Quello che ci proponiamo in questa sezione non e` tanto di capire come Sch-
warzschild sia arrivato a questa soluzione imponendo le condizioni di simme-
tria richieste, quanto approfondire le caratteristiche matematiche e fisiche
che emergono dallo studio della metrica stessa, espressa inizialmente nelle
coordinate omonime (di Schwarzschild) e successivamente in altre coordi-
nate, il cui nome deriva dagli scienziati che le hanno introdotte, ovvero le
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coordinate di Eddington-Finkelstein e di Kruskal. Questi cambi di coordi-
nate permettono di stabilire l’esistenza di singolarita` effettive o apparenti e
forniscono la descrizione dello spaziotempo in loro prossimita`.
Definizione 3.3.1. La metrica dello spaziotempo di Schwarzschild, espressa
nelle coordinate di Schwarzschild, e`:
g = −
(
1− 2m
r
)
dt⊗ dt +
(
1− 2m
r
)−1
dr ⊗ dr +
+ r2
(
dθ ⊗ dθ + sin2 θdϕ⊗ dϕ
)
,
(3.15)
dove m rappresenta la massa gravitazionale.
I range di definizione delle coordinate di Schwarzschild (t, r, θ, ϕ) sono:
t ∈ (−∞,+∞), r ∈ (0, 2m) ∪ (2m,+∞),
θ ∈ (0, pi), ϕ ∈ (0,+2pi). (3.16)
Osservazione 3.3.2. Si noti che la metrica (3.15) presenta due singolarita`
in r = 0 e in r = 2m.
Tuttavia si puo` verificare che la curvatura in r = 2m non diverge, e questo
suggerisce che non si tratti di una singolarita` fisica, ma soltanto apparente
dovuta a una cattiva scelta di coordinate.[2].
I coefficienti di Christoffel non nulli, calcolati con la formula
Γkij =
1
2
gkl
(
∂glj
∂xi
+
∂gil
∂xj
− ∂gij
∂xl
)
(3.17)
risultano:
Γrtt =
m(r − 2m)
r3
, Γrrr =
m
r(2m− r) , (3.18)
Γrθθ = 2m− r, Γrϕϕ = sin2 θ(2m− r), (3.19)
Γttr =
m
r(r − 2m) = Γ
t
rt, (3.20)
Γθϕϕ = − sin θ cos θ, Γθrθ =
1
r
= Γθθr, (3.21)
Γϕrϕ =
1
r
= Γϕϕr, Γ
ϕ
θϕ =
cos θ
sin θ
= Γϕθϕ. (3.22)
Attraverso il calcolo del tensore di curvatura nella (1.4), si ricava il valore
dello scalare di Kretschmann K = RijhkR
ijhk. Il fatto che questo scalare
non dipenda dal sistema di riferimento scelto, mostra che se diverge per un
certo valore di r in determinate coordinate, allora diverge qualsiasi siano le
coordinate scelte e pertanto a quel valore di r corrisponde una singolarita`
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della curvatura.
In questo caso lo scalare di Kretschmann corrisponde a :
K = RijhkR
ijhk =
48m2
r6
(3.23)
valore che tende a infinito per r → 0, ma non per r = 2m.[17]
Esempio 3.3.3 (Geodetiche radiali di tipo luce). Come abbiamo visto nella
precedente osservazione, per capire cosa accade fisicamente, non solo mate-
maticamente, in quello che viene chiamato raggio di Schwarzschild, r = 2m,
concentriamo il nostro studio sul moto di un fotone in caduta libera lungo
una geodetica radiale. [20]
Trattandosi di una geodetica nulla, dato un fotone λ, si ha che g(λ∗, λ∗) = 0,
ovvero che:(
1− 2m
r
)
t˙2 −
(
1− 2m
r
)−1
r˙2 − r2
(
θ˙2 + sin2 θϕ˙2
)
= 0. (3.24)
poiche´ θ e ϕ sono costanti e quindi dθ = 0 = dϕ, l’equazione del moto e` la
seguente:
d
dt
((
1− 2m
r
)
t˙
)
= 0⇒
((
1− 2m
r
)
t˙
)
= K, (3.25)
con K = costante.
Dalle equazioni (3.24) e (3.25) risulta(
1− 2m
r
)
K2(
1− 2mr
)2 − r˙2(
1− 2mr
) = 0,
da cui r˙2 = K2, e dunque
r˙ = ±K, r(α) = ±Kα. (3.26)
Allora si ha:
t(α) := t
(
r
K
)
(3.27)
e dunque, nel caso in cui r˙ = +K
dt
dr
=
dt
dα
dα
dr
=
K(
1− 2mr
) 1
K
=
r
r − 2m. (3.28)
Integrando si ottiene l’equazione delle geodetiche nulle uscenti o outgoing
null geodesics, con u = cost.:
t(r) = r + 2m log |r − 2m|+ w. (3.29)
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Nel caso in cui r˙ = −K, si ottiene l’equazione delle geodetiche nulle
entranti o ingoing null geodesics, con v = cost.:
t(r) = −r − 2m log |r − 2m|+ v. (3.30)
Figura 3.4: Lo spaziotempo di Schwarzschild nelle coordinate di Schwarzschild
Come si puo` osservare dalla figura 3.4, il comportamento delle geodetiche
nulle, entranti o uscenti, e` quello di avvicinarsi asintoticamente a r = 2m,
che rappresenta evidentemente una singolarita` in queste coordinate.
Eliminando la superficie r = 2m dalla varieta` M si ottengono due com-
ponenti disconnesse, per 0 < r < 2m e 2m < r <∞. poiche´ lo spaziotempo
deve essere una varieta` connessa, occorre trovare una piu` efficace scelta di
coordinate, che descrivano una varieta` M ′, nella quale M sia immersa e
una metrica Lorentziana g′ su M ′ che coincida con g sull’immagine di M .[2]
Si noti come in questo caso sia particolarmente interessante il rapporto tra
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la realta` e la rappresentazione matematica che costruiamo: occorre indagare
ogni aspetto della relazione tra l’oggetto reale e la sua rappresentazione per
capire quale sia la potenza e la fragilita` della rappresentazione stessa.
Osservazione 3.3.4 (Le coordinate di Eddington-Finkelstein). L’idea e` di
usare delle coordinate nelle quali le geodetiche nulle entranti siano rappre-
sentate da rette con pendenza pari a −1.[20]
Il parametro v, introdotto nell’equazione (3.30), identifica ognuna di queste
curve: i valori (v, θ, ϕ) che restano costanti lungo queste geodetiche radiali
nulle entranti, sono sufficienti a determinarle.
Esplicitando v
v := t+ r + 2m log |r − 2m|, (3.31)
possiamo definire (v, r, θ, ϕ) come le coordinate di Eddington-Finkelstein per
le geodetiche nulle entranti, con:
v = t+ r + 2m log |r − 2m|,
r = r,
θ = θ,
ϕ = ϕ.
La matrice del cambiamento di coordinate e` l’inversa di A:
A =

1 1 + 2mr−2m 0 0
0 1 0 0
0 0 1 0
0 0 0 1

ovvero
A−1 =

1 −1− 2mr−2m 0 0
0 1 0 0
0 0 1 0
0 0 0 1

Sostanzialmente con l’unico calcolo:
gθr =
(
1−2m
r
)(
1+
2m
r − 2m
)
=
r2 − 2rm+ 2rm− 2rm+ 4m2 − 4m2
r(r − 2m) = 1,
la quale trasforma la matrice della metrica (3.15) nella seguente matrice:
gEF =

−
(
1− 2mr
)
1 0 0
1 1 0 0
0 0 r2 0
0 0 0 r2 sin2 θ

60 CAPITOLO 3. LE SOLUZIONI ESATTE
che rappresenta la soluzione di Schwarzschild nelle coordinate di Eddington-
Finkelstein nel caso di geodetiche nulle entranti:
g = −
(
1− 2m
r
)
dv2 + (dv ⊗ dr + dr ⊗ dv) + r2(dθ2 + sin θ2dϕ2). (3.32)
Sia
t˜ = t+ 2m ln | r
2m
− 1|. (3.33)
Allora dalla (3.31) e dalla (3.33), si ottiene l’equazione delle geodetiche
radiali nulle entranti nelle coordinate (t˜, r, θ, ϕ):
t˜ = −r + v (3.34)
dove v e` il parametro che identifica la geodetica (v = cost.).[5]
Possiamo procedere in modo analogo nel caso di geodetiche nulle uscenti.
Consideriamo infatti la coordinata nulla ritardata definita da:
w := t− r − 2m log | r
2m
− 1|. (3.35)
Possiamo ricavare le equazioni delle geodetiche radiali nulle uscenti metten-
do insieme la (3.35) e la (3.33), ottenendo:
t˜ = r + 4m log | r
2m
− 1|+ w, (3.36)
dove w identifica la geodetica (w = cost.). [5]
La superficie in r = 2m e` descritta come una membrana semipermeabile
nello spaziotempo, cioe` una superficie il cui attraversamento e` consentito in
una sola direzione, caratterizzata dall’avere i vettori tangenti di tipo luce, o
nulli, in ogni punto.[8]
Una tale superficie, di dimensione 2, compatta si chiama orizzonte degli
eventi.
Nella figura 3.5 a sinistra e` rappresentata la soluzione di Schwarzschild
nelle coordinate entranti di Eddington-Finkelstein (t˜, r, θ, ϕ): i fotoni en-
tranti, ovvero le curve di tipo luce rivolte verso il futuro, rappresentate gra-
ficamente dalle rette inclinate a −45◦, attraversano l’orizzonte degli eventi
terminando nella singolarita` effettiva corrispondente a r = 0. Nessuna cur-
va puo` uscire dalla regione r < 2m: nessuna particella nemmeno la luce,
puo` evadere dalla singolarita`, che per questo motivo si chiama buco nero.
Nella figura a destra viene rappresentato nelle coordinate uscenti quello che
viene chiamato buco bianco: tutti i fotoni uscenti emergono dalla singola-
rita`, attraversano l’orizzonte degli eventi e si propagano verso l’infinito.
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Figura 3.5: Lo spaziotempo di Schwarzschild nelle coordinate di Eddington-
Finkelstein, entranti nella figura a sinistra e uscenti nella figura a destra
Osservazione 3.3.5 (Le coordinate di Kruskal). Kruskal propose di effet-
tuare entrambe le estensioni simultaneamente, esprimendo la metrica dello
spazio tempo di Schwarzschild nelle coordinate (v, w, θ, ϕ):
ds2 = −
(
1− 2m
r
)
dvdw + r2(dθ2 + sin θ2dϕ2). (3.37)
Se riscriviamo le coordinate raccogliendo il termine 2m in modo da aver-
ne il rapporto, e trascurando la costante log 2m che ne risulta, si ottiene,
per r > 2m, [21]: 
v := t+ r + 2m log
(
r
2m − 1
)
,
w := t− r − 2m log
(
r
2m − 1
)
.
(3.38)
Da cui
1
2
(v − w) = r + 2m log
(
r
2m
− 1
)
⇒ v − w
4m
=
r
2m
+ log
(
r
2m
− 1
)
.
Ovvero
v − w
4m
− r
2m
= log
(
r
2m
− 1
)
⇒
(
r
2m
− 1
)
= e
v−w
4m
1
e
r
2m
.
In questo modo possiamo definire r := r(v, w) dalla seguente:(
r
2m
− 1
)
e
r
2m = e
v−w
4m . (3.39)
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Se moltiplichiamo entrambi i membri della (3.39) per 2mr , otteniamo:
(
1− 2m
r
)
=
2m
r
e−
r
2m e
v−w
4m (3.40)
che, sostituendo nella (3.37), porta alla seguente espressione della metrica
ds2 = −2m
r
e−
r
2m e
v−w
4m dvdw + r2(dθ2 + sin θ2dϕ2). (3.41)
A questo punto si effettua il seguente cambio di coordinate:[2]{
V = e
v
4m
W = −e− w4m (3.42)
con
V ∈ (0,+∞) e W ∈ (−∞, 0). (3.43)
Quindi 
dV
dv =
1
4me
v
4m
dW
dw =
1
4me
− w
4m
(3.44)
e pertanto si trova che la metrica diventa:
ds2 = −2m
r
e−
r
2m 16m2dV dW + r2(dθ2 + sin θ2dϕ2)
= −32m
3
r
e−
r
2mdV dW + r2(dθ2 + sin θ2dϕ2).
(3.45)
Si noti che r, nella metrica espressa in queste coordinate, e` funzione di V e
di W e attraverso la (3.39) si ottiene:(
r
2m
− 1
)
e
r
2m = e
v−w
4m = −VW. (3.46)
Concludiamo con l’ultimo cambio di coordinate definito in questo modo: [2]
X = V−W2 ,
T = V+W2 ,
(3.47)
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da cui 
W = T −X,
V = T +X
(3.48)
e pertanto
dV dW = (dT − dX)(dT + dX) = dT 2 − dX2.
La forma finale della metrica nelle coordinate di Kruskal (T,X, θ, ϕ) per la
soluzione di Schwarzschild diventa la seguente:
ds2 =
32m3
r
e−
r
2m (−dT 2 + dX2) + r2(dθ2 + sin θ2dϕ2). (3.49)
Innanzitutto si noti che, applicando la (3.39) e la (3.46), possiamo defi-
nire r := r(T,X) da
(
r
2m
− 1
)
e
r
2m = −VW = X2 − T 2. (3.50)
Figura 3.6: Raffigurazione della porzione di spaziotempo di Schwarzschild limitata
dai range espressi nella (3.53)
Avvicinandosi alla singolarita` r = 0 si puo` osservare che l’equazione
(3.50) diventa:
r → 0 ⇒ X2 − T 2 → −1. (3.51)
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La singolarita` r = 0 e` rappresentata nel piano TX dall’iperbole X2 −
T 2 = −1 , i cui asintoti corrispondono proprio alle rette che si ottengono
quando r tende al valore 2m, cioe` all’orizzonte degli eventi:
r → 2m ⇒ X2 − T 2 → 0. (3.52)
Dalla definizione di X e di T nella (3.47) e dal range di definizione di V
e W nella (3.43), si ottiene che le coordinate X e T sono definite nel range
seguente: [5]
−X < T <
√
X2 + 1, X ∈ R (3.53)
Tuttavia e` possibile estendere la metrica attraverso la seguente trasfor-
mazione che lascia invariato l’elemento della metrica in (3.49):[5]
Φ : R2 → R2
(T,X) 7→ (−T,−X) (3.54)
In questo modo lo spaziotempo e` definito sull’aperto di R2 × S2:
M = {p ∈ R2 × S2, t. c. T 2(p)−X2(p) < 1} (3.55)
La figura seguente, 3.7, mostra pertanto la massima estensione dello spa-
ziotempo di Schwarzschild nelle coordinate (X,T ).
Se i raggi di luce, che sono rappresentati da linee rette con pendenza di
±45◦, attraversano l’orizzonte degli eventi, cadono inesorabilmente nella
singolarita`.
La costruzione presenta due regioni separate, indicate con ”I” e ”III”:
nessun osservatore, che si trovi nell’una, puo` vedere o essere visto, da nes-
sun osservatore che si trovi nell’altra; non esiste nessuna curva causale che
puo` collegare due eventi qualsiasi che si trovino nelle due regioni.
La regione ”II” e` la pozione di spaziotempo del buco nero: superato l’oriz-
zonte degli eventi non e` possibile fuggire dalla singolarita`.
Come nella 3.5, anche in questa figura e` presente quello che viene chiamato
”buco bianco”, con la relativa regione indicata con ”IV”: come emerge dalla
rappresentazione, questa singolarita` viene cos`ı chiamata perche´ si tratta di
un confine da cui i raggi luminosi possono solo uscire, un passato da cui
possiamo solo ricevere informazioni, ma non possiamo in alcun modo in-
fluenzare, poiche´ nessuna curva causale rivolta verso il futuro puo` entrare
in questa zona.
Tuttavia in questo caso si tratta solo di una rappresentazione matematica:
nella realta` lo spaziotempo di Schwarzschild e` un ottimo modello per rappre-
sentare cio` che accade all’esterno di una stella che sta collassando, dando
origine a un buco nero. La regione ”IV” corrisponde alla regione occupata
dalla stella in collasso gravitazionale, che non e` descritta dalla soluzione
di Schwarzschild, soluzione che analizza uno spaziotempo vuoto, privo di
materia.
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Figura 3.7: Raffigurazione della porzione di spaziotempo di Schwarzschild limitata
dai range espressi nella (3.53)
3.3.1 Diagramma di Penrose della soluzione di Schwarzschild
Come nella costruzione del diagramma di Penrose per lo spaziotempo di
Minkowski, cerchiamo di compattificare le variabili che definiscono la solu-
zione di Schwarzschild, in modo da ottenere una raffigurazione delle curve
geodetiche, in particolare dei punti all’infinito, senza compromettere le re-
lazioni causali tra i diversi punti.
Esempio 3.3.6 (Costruzione del diagramma). Riprendiamo la metrica espres-
sa in questo modo: [5]
ds2 = −32m
3
r
e−
r
2mdV dW + r2(dθ2 + sin θ2dϕ2) (3.56)
con 
V = T +X
W = T −X
T 2 −X2 < 1
(3.57)
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e poiche´ T 2 − X2 = VW si ha che il range di definizione di (W,V ) corri-
sponde, nella massima estensione dello spaziotempo di Schwarzschild, a:
(W,V ) ∈ R2 tali che WV < 1 (3.58)
Introduciamo a questo punto le coordinate che possono compattificare i range
di definizione:[5]
W = tan Ŵ e V = tan V̂ (3.59)
da cui
Ŵ = arctanW e V̂ = arctanV (3.60)
Allora risulta (Ŵ , V̂ ) ∈ (−pi2 , pi2 ).
Per tali valori sia cos Ŵ > 0, sia cos V̂ > 0 sono entrambi positivi.
Pertanto segue dalla (3.58) la seguente:
WV < 1 ⇒ tan Ŵ tan V̂ < 1
⇒ sin Ŵ
cos Ŵ
sin V̂
cos V̂
< 1
⇒ sin Ŵ sin V̂ < cos Ŵ cos V̂
⇒ − cos(Ŵ + V̂ ) < 0
⇒ cos(Ŵ + V̂ ) > 0
che stabilisce il nuovo range di definizione:
−pi2 < Ŵ + V̂ < pi2 ;
−pi2 < Ŵ < pi2 ;
−pi2 < V̂ < pi2 ;
(3.61)
La metrica espressa nelle coordinate (Ŵ , V̂ , θ, ϕ) diventa:
ds2 = −32m
3
r
e−
r
2m
1
cos2 Ŵ
1
cos2 V̂
dŴdV̂ + r2(dθ2 + sin θ2dϕ2) (3.62)
L’ultima trasformazione finalmente ci conduce a una coordinata di tipo
tempo e una di tipo spazio, entrambe compattificate. Siano: [5]
{
T̂ = V̂ + Ŵ
X̂ = V̂ − Ŵ (3.63)
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da cui 
Ŵ = 12(T̂ − X̂)
V̂ = 12(T̂ + X̂)
(3.64)
Dalla (3.61) si ricavano le seguenti condizioni che stabiliscono il range
di definizione di (T̂ , X̂):
−pi2 < T̂ < pi2 ;
−T̂ − pi < X̂ < −T̂ + pi;
+T̂ − pi < X̂ < +T̂ + pi.
(3.65)
Figura 3.8: Raffigurazione della porzione di spaziotempo di Schwarzschild limitata
dai range espressi nella (3.53)
Si noti che dalla (3.50) risulta(
r
2m
− 1
)
e
r
2m = − tan V̂ tan Ŵ (3.66)
Allora per r → 0 si ha che (tan V̂ tan Ŵ ) → 1, cos`ı la singolarita` r = 0 e`
rappresentata dalle porzioni delle due rette delimitate dai range di definizione
e si distingue in:
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- singolarita` futura, descritta da T̂ = +pi2
- singolarita` passata, descritta da T̂ = −pi2
Mentre per r → 2m si ha che (tan V̂ tan Ŵ )→ 0 .
Si ricavano cos`ı le equazioni che rappresentano gli orizzonti degli eventi raf-
figurati nel diagramma dalle rette corrispondenti a V̂ = 0 ovvero T̂ = −X̂ e
a Ŵ = 0 ovvero T̂ = X̂, sempre delimitate dagli intervalli di definizione.
I bordi della figura rappresentano gli infiniti causali, come accade nella rap-
presentazione di Minkowski:
I + := l’infinito di tipo luce rivolto verso il futuro, corrispondente alle due
superfici di tipo luce definite da:
Ŵ =
pi
2
(⇒W = +∞) ⇒ T̂ = X̂ + pi
V̂ =
pi
2
(⇒ V = +∞) ⇒ T̂ = −X̂ + pi
I − := l’infinito di tipo luce rivolto verso il passato, corrispondente alle due
superfici di tipo luce definite da:
Ŵ = −pi
2
(⇒W = −∞) ⇒ T̂ = X̂ − pi
V̂ = −pi
2
(⇒ V = −∞) ⇒ T̂ = −X̂ − pi
i+ := l’infinito di tipo tempo rivolto verso il futuro, corrispondente ai
punti(
Ŵ , V̂
)
=
(
0,
pi
2
)
(⇒
(
W,V
)
= (0,+∞)) ⇒
(
T̂ , X̂
)
=
(
+
pi
2
,
pi
2
)
(
Ŵ , V̂
)
=
(
pi
2
, 0
)
(⇒
(
W,V
)
= (+∞, 0)) ⇒
(
T̂ , X̂
)
=
(
+
pi
2
,−pi
2
)
i− := l’infinito di tipo tempo rivolto verso il passato, corrispondente a(
Ŵ , V̂
)
=
(
− pi
2
, 0
)
(⇒
(
W,V
)
= (−∞, 0)) ⇒
(
T̂ , X̂
)
=
(
− pi
2
,+
pi
2
)
(
Ŵ , V̂
)
=
(
0,−pi
2
)
(⇒
(
W,V
)
= (0,−∞)) ⇒
(
T̂ , X̂
)
=
(
− pi
2
,−pi
2
)
i0 := l’infinito di tipo spazio, corrispondente a
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(
Ŵ , V̂
)
=
(
− pi
2
,
pi
2
)
(⇒
(
W,V
)
= (−∞,+∞)) ⇒
(
T̂ , X̂
)
=
(
0, pi
)
(
Ŵ , V̂
)
=
(
pi
2
,−pi
2
)
(⇒
(
W,V
)
= (+∞,−∞)) ⇒
(
T̂ , X̂
)
=
(
0,−pi
)
Osservazione 3.3.7 (Wormhole). Nel 1916 il fisico Ludwig Flamm ha di-
mostrato che una ipersuperficie di tipo spazio nelle coordinate (t, r, θ, ϕ) de-
finita da t = t0 = costante, embedded nello spazio euclideo corrisponde a un
paraboloide di rotazione, in cui il raggio r decresce fino al valore 2m e poi
ricomincia a crescere, come in figura.
Si tratta del Einstein-Rosen Bridge, corrispondente ad un collegamento tra
le due zone esterne, separate dagli orizzonti degli eventi. Tuttavia, questo
ponte, che viene chiamato anche Wormhole di Schwarzschild, non e` attraver-
sabile: come si evince dal diagramma di Penrose, infatti, non esiste alcuna
possibilita` di comunicazione tra le due regioni se non si supera la velocita`
della luce.
[5]
Figura 3.9: Rappresentazione di un Einstein-Rosen Bridge
3.4 Lo spaziotempo di Kerr
Questa sezione e` dedicata alla soluzione che descrive lo spaziotempo esterno
ad un corpo di massa m che ruota con momento angolare J = ma misurato
all’infinito. Vedremo che le caratteristiche della metrica stabiliscono che si
tratti di una soluzione stazionaria, simmetrica rispetto all’asse e asintotica-
mente piatta. Prevedono inoltre che sia presente un effetto di trascinamento
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(frame dragging) dello spaziotempo stesso, causando la partecipazione alla
rotazione di qualsiasi oggetto transiti entro una determinata zona, fino alla
caduta all’interno della singolarita`, il buco nero rotante.
Definizione 3.4.1. La soluzione di Kerr, espressa nelle coordinate di Boyer
e Lindquist (t, r, θ, ϕ), assume la seguente forma:
ds2 = −
(
1− 2mr
ρ2
)
dt2 − 4amr
ρ2
sin2 θdtdϕ+
ρ2
∆
dr2 + ρ2dθ2 +
+
sin2 θ
ρ2
(r2 + a2 + 2a2mr sin2 θ)dϕ2 (3.67)
con {
ρ2 = r2 + a2 cos2 θ
∆ = r2 − 2mr + a2 (3.68)
In forma matriciale diventa:
(g)trθϕ =

−
(
1− 2mr
ρ2
)
0 0 −2amr
ρ2
sin2 θ
0 ρ
2
∆ 0 0
0 0 ρ2 0
−2amr
ρ2
sin2 θ 0 0 sin
2 θ
ρ2
(r2 + a2 + 2a2mr sin2 θ)

(3.69)
Osservazione 3.4.2 (Determinante e matrice inversa). Il determinante
della matrice in (3.69) e`:
det(g)trθϕ = −ρ2 sin2 θ. (3.70)
Per calcolare la matrice inversa gtrθϕ iniziamo con il calcolo dell’inversa del
blocco (g)tϕ, perche´ per il blocco (g)rθ il calcolo e` triviale.[16]
(g˜)tϕ =

−
(
1− 2mr
ρ2
)
−2amr
ρ2
sin2 θ
−2amr
ρ2
sin2 θ sin
2 θ
ρ2
(r2 + a2 + 2a2mr sin2 θ)
 (3.71)
Il determinante di questa matrice si calcola:
det(g˜tϕ) = −∆ sin2 θ (3.72)
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Mettendo insieme i vari calcoli si ottiene la matrice inversa della metrica di
Kerr:
(g)trθϕ =

gtt 0 0 gtϕ
0 ∆
ρ2
0 0
0 0 1
ρ2
0
gϕt 0 0 gϕϕ
 (3.73)
dove risulta:
gtt = − 1
∆
(
r2 + a2 +
2mra2
ρ2
sin2 θ
)
(3.74)
gtϕ = −2mra
∆ρ2
= gϕt (3.75)
gtt =
∆− a2 sin2 θ
∆ρ2 sin2 θ
(3.76)
Osservazione 3.4.3 (Caratteristiche della metrica). Possiamo notare che
per r → ∞ la metrica si riduce alla metrica di Schwarzschild in coordinate
polari, pertanto lo spaziotempo di Kerr risulta asintoticamente piatto. [5]
Inoltre lo spaziotempo di Kerr dipende dai parametri m e a, che ci permetto-
no di classificare la soluzione in tre categorie: ”slow Kerr” se 0 < a2 < m2;
”extreme Kerr” se a2 = m2; ”fast Kerr” se a2 > m2. [12]
Nel primo caso, l’unico oggetto di analisi in questo lavoro, se a → 0, la
metrica si riconduce nuovamente alla quella di Schwarzschild.
Osserviamo inoltre che tutte le componenti sono indipendenti dalla varia-
bile tempo t, da cui si deduce che e` stazionario, e sono indipendenti dalla
variabile ϕ, pertanto risulta simmetrico rispetto all’asse.
Infine e` invariante per trasformazioni simultanee date da t→ −t e ϕ→ −ϕ,
ma non lo e` per tali trasformazioni prese singolarmente. In particolare dun-
que non e` statico, per a 6= 0: invertendo il tempo di un oggetto rotante si
produce una rotazione in senso opposto [2].
Osservazione 3.4.4 (Le singolarita`). Le componenti della metrica presen-
tano due situazioni critiche, una in ρ = 0 e una in ∆ = 0, dallo studio
delle quali emergono altre peculiarita` geometriche e fisiche che descrivono
lo spaziotempo di Kerr.
Innanzitutto si noti che
ρ2 = r2 + a2 cos2 θ = 0 ⇔
{
r = 0
θ = pi2
(3.77)
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In questo caso si puo` verificare che si tratta di una effettiva singolarita` della
curvatura perche´ lo scalare di Kretschmann K := RabcdR
abcd per questi valori
diverge: [5]
K := RabcdR
abcd = 48
m2
ρ12
(r6 − 15r4a2 cos2 θ − a6 cos6 θ) (3.78)
che per θ = pi2 vale K =
48m2
r6
, pertanto diverge per r → 0.
Invece, nel caso in cui ∆ = 0, si puo` verificare che si tratta di una sin-
golarita` apparente, determinata dalla scelta delle coordinate.[16] Il valore
determinato da
∆ = r2 − 2mr + a2 = 0 ⇔ r = m±
√
m2 − a2 (3.79)
corrisponde a due ipersuperfici
r = r+ = m+
√
m2 − a2 e r = r− = m−
√
m2 − a2 (3.80)
Possiamo descrivere, dunque, lo spaziotempo di Kerr M , nelle coordinate
(t, r, θ, ϕ), suddividendolo in tre blocchi caratteristici, per ogni p ∈M :
M = I ∪ II ∪ III dove

I = R× (r+,+∞)× S2
II = R× (r−, r+)× S2
III = R× (−∞, r−)× S2 \R
(3.81)
con
R = {p ∈ R2 × S2 tali che r(p) = 0 e θ(p) = pi
2
} (3.82)
R viene chiamato Ring singularity dello spaziotempo di Kerr: deve questo
nome al fatto che le sezioni date da t = cost. di R ∼= R× S sono dei cerchi.
Nella figura viene rappresentata proprio una sezione t = cost. di R2×S2 nel-
le coordinate (er, θ, ϕ), in modo da comprendere anche la regione r → −∞,
che non risulta esclusa dai range di definizione, raffigurandola in un singolo
punto al centro delle sfere. La rappresentazione si basa su un’idea di O’Neill
[13].
Analizziamo ora la situazione determinata dalla condizione ∆ = (r −
r+)(r − r−) = 0. Per capire cosa rappresentano fisicamente le ipersuperfici
r = r+ e r = r−, consideriamo il vettore normale N = (0, 1, 0, 0) a un
generica ipersuperficie r = cost, e indichiamo con nµ la componente µ-
esima rispetto alla base (∂t, ∂r, ∂θ, ∂ϕ). [16]
Allora, considerando la matrice inversa nella (3.73), vale:
nµnνg
µν = grr =
∆
ρ2
(3.83)
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Figura 3.10: Raffigurazione dello spaziotempo di Kerr [13]
Da cui risulta che il vettore normale e` nullo per r = r+ e r = r−: pertanto
sono due ipersuperfici nulle e rappresentano due orizzonti, detti rispettiva-
mente outer horizon e inner horizon.
Inoltre evidenziamo il carattere particolare che assume il vettore normale
alle ipersuperfici r = cost al variare di r. Avremo infatti tre casi, a seconda
del blocco nel quale ci troviamo:
I: ∆ = (r − r+)(r − r−) > 0 ⇒ r > r+ ⇒ grr > 0
Avremo dunque che il carattere causale del vettore normale e` di tipo
spazio e, in base alla proposizione (1.2.4), questo implica che l’ipersu-
perficie sia di tipo di tipo tempo. Pertanto in questa regione i vettori
causali possono attraversare le ipersuperfici con r = cost in entrambe
le direzioni, cadendo verso il buco nero o allontanandosene.
II: ∆ = (r − r+)(r − r−) < 0 ⇒ r− < r < r+ ⇒ grr < 0
In questo blocco, con ragionamento analogo al precedente, si ricava
che le ipersuperfici r = cost sono di tipo spazio. Un particella che
supera l’orizzonte esterno e entra in questa regione e` destinata a non
poterne uscire tornando indietro, poiche´ le ipersuperfici di tipo spazio
sono attraversabili in un solo verso.
III: ∆ = (r − r+)(r − r−) > 0 ⇒ r < r− ⇒ grr > 0
Le ipersuperfici r = cost sono di nuovo di tipo tempo, permettendo di
evitare la singolarita`, come vedremo nel diagramma di Penrose.
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Esempio 3.4.5 (Ergosfera). Abbiamo visto che una particella che supera
l’orizzonte esterno e` destinata a restare intrappolata. Quello che ci propo-
niamo di verificare e` se l’orizzonte esterno sia proprio il limite stazionario,
cioe` se si tratti della superficie limite in cui una particella che si muove su
una curva di tipo tempo, possa restare in quiete rispetto all’infinito.
Indichiamo allora con
X(t) = (t, r0, θ0, ϕ0)
la worldline di una particella ”ferma” in un punto dello spazio, rispetto a
un osservatore all’infinito.[14]
Sia V il vettore tangente alla worldline:
V =
dX(t)
dt
= (1, 0, 0, 0)
Allora, affinche` si tratti proprio della traiettoria di una particella, deve essere
di tipo tempo, ovvero:
g(V, V ) = gµνV
µV ν = gtt = −
(
1− 2mr
ρ2
)
< 0
Ricordando che ρ2 = r2 + a2 cos2 θ si ottiene:
gtt < 0 ⇔ r2 − 2mr + a2 cos2 θ > 0 (3.84)
Si ricavano altri due valori notevoli di r:
r+E = m+
√
m2 − a2 cos2 θ (3.85)
r−E = m−
√
m2 − a2 cos2 θ (3.86)
Confrontando con r± si ottiene:
r−E(θ) ≤ r− ≤ r+ ≤ r+E(θ) (3.87)
Si noti che per θ = 0 o θ = pi, valori che corrispondono all’asse di rotazione,
si ha l’uguaglianza.
La superficie r+E corrisponde dunque al limite stazionario nel caso della so-
luzione di Kerr e non coincide con l’orizzonte degli eventi, tranne in due
punti. Si tratta di una superficie di tipo tempo, tranne nei due punti dell’as-
se, dove e` nulla e coincide con r = r+.
Le particelle che si trovino nella regione compresa tra r+E e r+, che viene
chiamata ergosfera, possono ancora scappare verso l’infinito, pur venendo
in parte trascinate nel moto di rotazione del buco nero, come descriveremo
nel prossimo esempio.
Mentre, dopo aver attraversato l’orizzonte degli eventi r = r+, restano
intrappolate.
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Figura 3.11: Raffigurazione della Ergosfera
Esempio 3.4.6 (Frame dragging). Un oggetto che si muove all’interno della
ergosfera subisce un effetto di trascinamento dovuto al ”vortice” gravitazio-
nale causato dalla rotazione del buco nero. E’ importante notare che si tratta
di una condizione presente nello spaziotempo, cioe` legata alle caratteristiche
intrinseche della metrica di Kerr, non una proprieta` peculiare dell’oggetto
in movimento.
Si consideri, per esempio, un moto con r e θ fissati, dunque dr = 0 = dθ.
Denotiamo con g˜ ∈ GLr=c1,θ=c2, la metrica definita da:
g˜ = gttdt
2 + 2gtϕdtdϕ+ gϕϕdϕ
2. (3.88)
A questo punto, se scegliamo una particella la cui linea di universo sia in-
dicata con γ : (t, ϕ) 7→ (t, ϕ(t)), possiamo calcolare g˜(γ∗, γ∗) attraverso la
(3.88). Infatti ponendo ω = dϕdt , si ha che γ∗ = (1, ω) e pertanto risulta:
g˜(γ∗, γ∗) = (1, ω)
(
gtt gtϕ
gϕt gϕϕ
)(
1
ω
)
= gtt + 2gtϕω + gϕϕω
2 (3.89)
Ricordando che la linea di universo di una particella deve essere una cur-
va di tipo tempo, si ricava una condizione sui valori della velocita` angolare
ω: [15]
ω− < ω < ω+ (3.90)
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ω± = − gtϕ
gϕϕ
±
√√√√( gtϕ
gϕϕ
)2
− gtt
gϕϕ
(3.91)
Nella ergosfera, con r < r+E e ∆ > 0, si ha che ω > 0 e pertanto tutti
i corpi co-ruotano con il buco nero nella stessa direzione: per verificarlo,
esplicitiamo il valore di ω nel caso di un osservatore che cada lungo una
geodetica radiale con momento angolare nullo rispetto ad un osservatore
distante.
Indichiamo con (ut, ur, uθ, uϕ) la sua quadrivelocita` all’infinito e con L = uϕ
il suo momento angolare. [16].
Rispetto alla metrica della matrice (3.69) si deduce dunque che:
0 = L = uϕ = gϕϕu
ϕ + gϕtu
t (3.92)
Allora la velocita` angolare dell’osservatore con momento angolare uguale a
zero (chiamato Zamo zero angular moment observers [15]) corrisponde a
ωZamo =
uϕ
ut
= − gϕt
gϕϕ
=
= +
2mra sin2 θ
ρ2
ρ2
sin2 θ
1
(r2 + a2)2 − a2∆ sin2 θ
=
2mra
(r2 + a2)2 − a2∆ sin2 θ (3.93)
Ricordando che ∆ = r2 − 2mr + a2, si noti che
(r2 + a2)2 > a2 sin2 θ(r2 − 2mr + a2) (3.94)
Allora ωma > 0 ovvero velocita` angolare dell’osservatore e momento angolare
del buco nero hanno lo stesso segno, dunque ruotano concordemente.[16]
Infine osserviamo che per r = r+ e ∆ = 0 la velocita` angolare ottenuta e`
costante. Per questo motivo si dice che il buco nero ruota rigidamente con
velocita` angolare ΩBH .
ω =
2mr+a
((r+)2 + a2)2
= ΩBH (3.95)
Allora, dalla (3.80):
(r −m)2 = m2 − a2 ⇒ 2mr+ = r2+ + a2
e quindi:
ΩBH =
a
(r+)2 + a2
(3.96)
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Esempio 3.4.7 (Oltre la singolarita`). Ci proponiamo ora di analizzare ma-
tematicamente quel che potrebbe risultare in questa metrica superando la
singolarita`, passando nel mezzo dell’anello che la rappresenta, ovvero per
valori di r che possono tendere a −∞.
Per farlo utilizziamo le coordinate (t¯, x, y, z) che si chiamano coordinate di
Kerr-Schild. In queste coordinate la metrica assume la seguente forma:[2]
ds2 = −dt¯2 + dx2 + dy2 + dz2 +
+
2mr3
r4 + a2z2
(
r(xdx+ ydy)− a(xdy − ydx))
r2 + a2
+
zdz
r
+ dt¯
)2
(3.97)
dove r e` definito implicitamente dalla seguente:
r4 − (x2 + y2 + z2 − a2)r2 − a2z2 = 0 (3.98)
Figura 3.12: La figura rappresenta le sezioni y = 0 e y′ = 0 dei due piani (x, y, z)
e (x′, y′, z′)
Allora per r 6= 0 le superfici r = cost sono ellissoidi cofocali nel piano
(x, y, z).
Mentre la metrica degenera in r = 0 e l’anello
x2 + y2 = a2 z = 0 (3.99)
rappresenta la singolarita` effettiva della curvatura.
Tuttavia si puo` notare che la funzione r non presenta restrizioni matemati-
che per valori negativi all’interno del disco, x2 +y2 < a2, z = 0, il cui bordo,
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esclusivamente, e` la singolarita`.
Allora l’idea e` quella di ”incollare” un altro piano nelle coordinate (x′, y′, z′),
identificando ogni punto della parte inferiore del disco nel piano (x, y, z) con
il corrispondente punto della parte superiore del disco in (x′, y′, z′) e vice-
versa. La metrica ”estesa” risulta ancora nella forma espressa in (3.69) ma
con valori sia positivi che negativi di r.
Come in [9], vogliamo sottolineare che questo secondo piano non ha nulla a
che vedere con quello presente all’uscita del ponte di Einstein-Rosen: non si
tratta di un possibile altro universo, ma di una costruzione matematica che
potrebbe descrivere per r → −∞ il comportamento in caso di massa ”ne-
gativa”. Mentre i due fogli che rappresentano i due universi, collegati dal
wormhole, essendo isometrici, descrivono entrambi la geometria nel caso di
massa positiva.
3.4.1 Diagramma di Penrose della soluzione di Kerr
Attraverso una serie di trasformazioni di coordinate, che portano alla loro
compattificazione, e` possibile costruire la rappresentazione nel diagramma
di Penrose della massima estensione della soluzione di Kerr, si veda [9], con
un procedimento analogo a quello esaminato per la soluzione di Minkowski
e per quella di Schwarzschild.
Presentiamo un’analisi qualitativa del risultato finale, come in [8], osservan-
do che la richiesta di estendere tutte le geodetiche causali, che non colpiscono
la singolarita`, comporti il fatto che sia necessario incollare un numero infi-
nito di copie dello spaziotempo di Kerr.
La prima trasformazione riguarda le coordinate di Eddington-Finkelstein,
analogamente al caso della metrica di Schwarzschild:
{
v := t+ r + σ+ log |r − r+| − σ− log |r − r−|,
u := t− r − σ+ log |r − r+|+ σ− log |r − r−|,
(3.100)
dove, seguendo la notazione in [9], i valori σ± sono dati da:
σ± =
r2± + a2
r+ − r− =
mr±√
m2 − a2 (3.101)
A questo punto occorre riscalare per superare le singolarita` apparenti in
r = r+ e in r−: a differenza della soluzione di Schwarzschild, in questo caso
gli orizzonti sono due e pertanto si avranno due differenti trasformazioni:
• Nel primo caso, regolarizzando rispetto a r+, si usa il seguente cambio:
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
v˜ := exp
(
v
2σ+
)
= |r−r+|
1
2
|r−r−|
ν
2
e
r+t
2σ+ ,
u˜ := − exp
(
− u2σ+
)
= − |r−r+|
1
2
|r−r−|
ν
2
e
r−t
2σ+ ,
(3.102)
dove
ν =
σ−
σ+
=
r−
r+
> 1. (3.103)
Infine, reintroducendo le coordinate relative al tempo e allo spazio, si
ottiene:

t˜ = 12(v˜ + u˜)
r˜ = 12(v˜ − u˜)
(3.104)
che porta a
r˜2 − t˜2 = v˜u˜ = |r − r+||r − r−|ν e
r
σ+ (3.105)
• Nel secondo caso si opera in modo similare rispetto a r−, usando:
v˜ := − exp−
(
v
2σ−
)
,
u˜ := exp
(
u
2σ−
) (3.106)
si ottiene
(r˜)2 − (t˜)2 = |r − r−|
|r − r+| 1ν
e
− r
σ− (3.107)
Si osservi che nella fig. 3.13 le regioni I, II e III sono assemblate a dare
la rappresentazione nel caso di un buco nero; si noti che le geodetiche nulle
entranti sono complete, ma non lo sono le geodetiche nulle uscenti. Vice-
versa nella fig. 3.14, dove risultano complete quelle uscenti ma non quelle
entranti: questo assemblaggio raffigura il caso di un buco bianco.
Incollando infinite volte fra loro queste rappresentazioni, si ottiene la mas-
sima estensione analitica dello spaziotempo di Kerr in fig. 3.15.
Le curve di tipo luce sono anche qui rappresentate con linee a ±45◦.
Le ipersuperfici r = cost. sono disegnato con curve iperboliche tratteggiate,
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Figura 3.13: Rappresentazione della soluzione di Kerr nel caso di buco nero
Figura 3.14: Rappresentazione della soluzione di Kerr nel caso di buco bianco
tranne nei casi particolari, sono di tipo tempo nelle regioni I e III, mentre
sono di tipo spazio in II.
Si noti che, nella rappresentazione complessiva, raffigurata in fig. 3.15,
un osservatore proveniente dalla regione I, che superi la regione II e giunga
nella regione III, oltre la singolarita`, potrebbe raggiungere lo spaziotempo
asintoticamente piatto verso valori di r → −∞ o potrebbe, attraverso una
copia della regione II, raggiungere un’altra copia della regione I, isometrica
a quella di partenza e asintoticamente piatta per r →∞.
Questo procedimento si potrebbe reiterare infinite volte.
Tuttavia la descrizione equivale alle condizioni che si potrebbero avere in un
buco nero ”eterno”, che non ha significato da un punto di vista astronomico,
ossia per un buco nero creato da un collasso gravitazionale.
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Figura 3.15: La massima estensione analitica della soluzione di Kerr
Osservazione 3.4.8 (Carter time machine). Consideriamo il vettore ∂∂ϕ e
osserviamo quale carattere causale assume al variare di r.
Calcolando
g(∂ϕ, ∂ϕ) = gϕϕ =
(
r2 + a2 +
2a2mr sin2 θ
r2 + a2 cos2 θ
)
sin2 θ (3.108)
si verifica facilmente che si tratta di un valore positivo, dunque di un vettore
di tipo spazio sulle regioni I e II dello spaziotempo di Kerr.
Tuttavia per piccoli valori di r, negativi, vicini alla singolarita`, puo` assumere
carattere di tipo tempo. In questo modo i cerchi (t = cost, r = cost, θ = cost)
potrebbero essere curve di tipo tempo chiuse, [2], infatti per:
θ =
pi
2
e per r < 0 t.c. 2a2m|r| > r2(r2 + a2) ⇒ gϕϕ < 0 (3.109)
La regione entro cui si realizza questa possibilita` si chiama Carter time
machine proprio per il fatto che, basandosi sull’esistenza di una curva di
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tipo tempo rivolta verso il futuro che va dall’evento p all’evento q, e dunque
di un’altra curva di tipo tempo dall’evento q all’evento p, permetterebbe di
”tornare indietro nel tempo”.
3.5 Lo spaziotempo di Robertson-Walker
Tra le soluzioni esatte alle equazioni di campo di Einstein dedichiamo que-
sta ultima sezione alla metrica di Robertson-Walker che fornisce le ba-
si per lo studio della cosmologia moderna, poiche´ costituisce una prima
rappresentazione delle proprieta` su larga scala dell’universo osservabile.
Osservazione 3.5.1. Per poter costruire un modello cosmologico su larga
scala, occorre partire da due assunzioni sulle caratteristiche dell’universo,
una supportata dalle evidenze sperimentali basate sulle osservazioni della
radiazione cosmica di fondo, l’isotropia, l’altra strettamente collegata alla
prima, l’omogeneita`. [2]
• L’isotropia: L’universo risulta uguale in qualunque direzione lo si
osservi, come si deduce dalla definizione 1.4.7.
• L’omogeneita` spaziale: ogni punto dell’universo su larga scala risulta
equivalente a ogni altro punto, cioe` esiste un gruppo di isometrie che
agisce in modo transitivo e le superfici di transitivita` sono 3-superfici
di tipo spazio.
Definizione 3.5.2. La metrica che descrive un universo spazialmente omo-
geneo e ammette un gruppo di isometrie le cui superfici di transitivita` sono 3-
superfici di tipo spazio a curvatura costante, si chiama metrica di Robertson-
Walker.
Sia dσ2 la metrica di un 3-spazio a curvatura costante e indipendente dal
tempo, allora la metrica di Robertson-Walker assume la seguente forma: [2]
ds2 = −dt2 + S2(t)dσ2. (3.110)
Osservazione 3.5.3. Il fatto che le 3-superfici abbiano curvatura positiva,
negativa o nulla, determina tre diversi scenari che possono essere espres-
si, attraverso opportuni riscalamenti della funzione S che normalizzino la
curvatura del 3-spazio K, nel seguente modo:
ds2 = −dt2 + S2(t)
(
dχ2 + f2(χ)(dθ2 + sin2 θdϕ2)
)
(3.111)
dove,
f(χ) =

sin2 χ se K = 1
χ2 se K = 0
sinh2 χ se K = - 1 .
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Nel primo caso la metrica delle 3-superfici corrisponde alla metrica su S3,
nel secondo caso alla metrica Euclidea piatta, nell’ultimo caso a quella su
un iperboloide.
Osservazione 3.5.4. Nelle usuali coordinate (t, r, θ, ϕ) possiamo riscrivere
la metrica come:
ds2 = −dt2 + a2(t)
(
dr2 + Σ2K(r)(dθ
2 + sin2 θdϕ2)
)
(3.112)
con
ΣK(r) =

sin r se K = 1
r se K = 0
sinh r se K = - 1 .
Abbiamo indicato con a(t) quello che viene comunemente chiamato il fattore
di scala e che indica quanto e` ”spessa” la fetta spaziale Σ al tempo t. [19]
Considerando il tempo conforme τ , definito implicitamente da
dτ =
dt
a
, (3.113)
si trova l’espressione della metrica conforme allo spaziotempo statico con
curvatura costante: [10]
ds2 = a2(τ)
(
−dτ2 + dr2 + Σ2K(r)(dθ2 + sin2 θdϕ2)
)
. (3.114)
Osservazione 3.5.5 (Le singolarita`). Lo studio delle singolarita` nella so-
luzione di Robertson-Walker conduce all’analisi delle possibili sorti cosmo-
logiche dell’universo. A partire da una fase di singolarita` iniziale chiamata
Big Bang si ipotizzano diversi finali: quello che viene chiamato Big Rip
e` relativo all’ipotesi di un universo che stia accelerando la sua velocita` di
espansione; mentre la fase di singolarita` che viene chiamata Big Crunch e`
relativa all’ipotesi in cui l’universo raggiunga un punto di massima espan-
sione per poi collassare su se` stesso.
La simmetria della soluzione di Robertson-Walker porta al fatto che il ten-
sore energia momento abbia la forma di un fluido perfetto, pensato come
approssimazione liscia della materia dell’universo con densita` ρ e pressione
p funzioni del tempo. [2] Se definiamo il parametro di Hubble con
H =
a˙
a
, (3.115)
allora possiamo scrivere l’equazione della conservazione dell’energia in que-
sto modo:
ρ˙+ 3(p+ ρ)H = 0. (3.116)
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Mentre l’equazione di Friedmann puo` essere scritta nella forma seguente:
H2 =
8pi
3
ρ− K
a2
. (3.117)
A questo punto scegliamo come equazione di stato, la relazione tra p e ρ a cui
obbediscono prevalentemente tutti i fluidi perfetti rilevanti per la cosmologia,
data da: [19]
p = ωρ (3.118)
e integriamo l’equazione (3.116), ottenendo:
ρ = ρ0
(
a0
a
)3(1+ω)
. (3.119)
Allora possiamo riscrivere la (3.117):
H2 =
8pi
3
ρ0
(
a0
a
)3(1+ω)
− K
a2
(3.120)
Ne risulta che le singolarita` sono di due tipi e determinate dai seguenti
valori:
(A1) t si avvicina a un qualche valore finito da sopra, per il quale a → 0,
|ρ| → ∞ e H →∞: singolarita` corrispondente al Big Bang.
(A2) t si avvicina a un qualche valore finito da sotto, per il quale a → 0,
|ρ| → ∞ e H →∞: singolarita` corrispondente al Big Crunch.
(B1) t si avvicina a un qualche valore finito da sopra, per il quale a → ∞,
|ρ| → ∞ e H →∞: singolarita` corrispondente al Big Rip nel futuro.
(B2) t si avvicina a un qualche valore finito da sotto, per il quale a → ∞,
|ρ| → ∞ e H →∞: singolarita` corrispondente al Big Rip nel passato.
3.5.1 Diagrammi di Penrose della soluzione di Robertson-
Walker
Lo studio dei diagrammi di Penrose per questa soluzione presenta diverse
rappresentazioni a seconda delle assunzioni che si possono fare sui parametri
che ne descrivono la metrica. Per esempio, nel caso K = −1, la metrica puo`
essere scritta nella forma:
ds2 = a2(τ)
−dτ ′2 + dr′2 + sin2 r′dθ2 + sin2 θdϕ2)
cos(r′ + τ ′) cos(r′ − τ ′) , (3.121)
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dove 
tan τ ′ = sinh τcosh r
tan r′ = sinh rcosh τ
e la figura seguente rappresenta il caso di ω > −13 .
Figura 3.16: Il diagramma di Penrose per la soluzione di Robertson Walker
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