We present two new variants of the stochastic ruler method for solving discrete stochastic optimization problems.
INTRODUCTION
Optimizing a stochastic system over a discrete set of decision parameters (discrete stochastic optimization) is an important and active area of research. If the number of decision parameters is small, then methods of ranking and selection, and multiple comparisons procedures can be used to select the best system with high probability.
For more details, see Bechhofer, Santner, and Goldsman (1995) and Hsu (1996) . Recently Norkin, Ermoliev, and Ruszczynski (1997) and Norkin, Pflug, and Ruszczyriski (1996) have considered using a version of the Branch-andBound method for solving discrete stochastic optimization problems.
Some other work in this area inSigrlin Andradottir
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eludes Gelfand and Mitter (1989) , Alrefaei and Andradottir (1995) , Fox and Heine (1995) , and Gutjahr and Pflug (1996) h w o consider using the simulated annealing algorithm for solving discrete stochastic optimization problems. Yan and Mukai (1992) have proposed a random search method called the stochastic ruler method for solving discrete stochastic optimization problems. Their method requires an increasing number of observations of the objective function values per iteration as the number of iterations grows. One of the difficulties in using the original stochastic ruler method is that its convergence is very sensitive to the rate at which the number of observations per iteration increases.
To avoid this difficulty, Andradottir (1996, 1997a) have proposed a modification of the stochastic ruler method that uses only a fixed number of observations per iteration. This method estimates the optimal solution using an approach that resembles the approach proposed by Andradottir (1995 Andradottir ( , 1996 ; i.e., the number of visits the algorithm makes to the different states is used to estimate the optimal solution. Andradottir (1996, 1997a ) present numerical results suggesting that their approach tends to perform better than the original stochastic ruler algorithm of Yan and Mukai (1992) .
In this paper we propose two new variants of the modified stochastic ruler method of Andradottir (1996, 1997a ) that use the same mechanism for moving around the state space, but they use different approaches for estimating the optimal solution. The first method uses the number of visits the embedded chain of the Markov chain generated by the modified algorithm makes to the different states to estimate the optimal solution, whereas, in the second method, we let the state that has the best average estimated objective function value obtained from all the previous observations of the objective function values be the estimate of the optimal solution. This latter approach for estimating the optimal solution has been suggested by Andradbttir (1997) .
We discuss under what conditions these approaches converge almost surely and when they can be expected to accelerate the convergence to the set of global optimal solutions. Finally, we provide numerical results for our new methods and compare their performance with that of the earlier modified stochastic ruler method. This paper is organized as follows: In Section 2 we give some background on the stochastic ruler method. In Sections 3 and 4 we present our new variants of the stochastic ruler method and discuss under what conditions they are expected to accelerate the convergence.
In Section 5 we provide some numerical results. Finally, in Section 6 we give some concluding remarks.
THE STOCHASTIC RULER METHOD
Consider the following optimization problem where f : S + IR, S is a discrete set, and it is assumed to be finite throughout this paper, h is a de- Mk, where it!fk + oo as k + 00. One of the difficulties in implementing the stochastic ruler method is that its convergence depends on the rate at which the sequence (Mk} is increased. If the sequence (n*rk} is increased rapidly, then the algorithm may end up at a local solution; on the other hand, if the sequence {Mk} is increased slowly, then the algorithm tends to take a long time to converge. Andrad6ttir (1996, 1997a) (1995, 1996) that uses the state that is visited most often by the algorithm as the estimate of the optimal solution.
We need the following definitions and assumptions: Definition 1 For euch x E S, there exists a subset N(x) ofS\{xl h h w ic is called the set of neighbors ofx.
Assumption 1 FOT any z, x' E S, x' is reachable fTom x; i.e., there exists a finite sequence (ni}jzo fOT some 1, such that a,, = x,x,,, = a', and X~;+~ E N(x,;), i = 0, 1,2,. . ., 1 -1.
Definition 2 A finction R : S x S + [0, l] is suid to be a transition probability for S and N if 1. R(x, a') > 0 e x' E N(x), and 2. LES R(x, x') = 1.
where R' : S x S + IR is o function such that R/(x, x') > 0 e x' E N(x) and D : S -+ IR is defined by D(x) = CZ'ES R/(x,x'), Vx E S. Then we assume that 1. x' E N(x) e x E N(x'), and 2. R/(x, x') = R/(x', x), Vx, x' E S. Assumption 3 The parameters a, b E IR satisfy
and 2. 0 < P(x,a, bk< 1, for all x E S.
Note that Assumption 3 implies that a solution to the optimization problem (2) is also a solution to the optimization problem (1). Yan and Mukai (1992) show that parameters a, b satisfying Assumption 3 exist when E{H(x)'} < 00 for all x E S. Now we state the modified stochastic ruler algorithm of Andradbttir (1996, 1997a) .
Note that for all a E S and k E IN, vk(x) is the number of times that the Markov chain (X,} has visited state x in the first k iterations, and X; is the state that maximizes the value of &(x)/D(x), where x E s.
Algorithm 1
Step 0: Select 0 staTtingp0in.t Xo E S. Let Vo(Xo) = 1, and Vo(z) = 0, for all 3: E S, CC # Xo. Let k=O andXi =X0.
Step 1: Given Xk = x, choose a candidate zk from N(z) with probability distribution
where z E N(x), and R'(x,z) and D(x) aTe defined in equation (3).
Step 2 Step 3 Under Assumptions 1 through 3, Alrefaei and Andradottir (1997a) show that the sequence (Xi) generated by Algorithm 1 converges almost surely to the set S*.
In some cases Algorithm 1 may spend a lot of time at a bad state x, especially if the neighboring states x' E N(x) are also bad. This is because moving from a state a to a state x' does not depend on the distribution of H(a), but only on that of H(z'). This means that the state z could remain an estimate of the optimal solution for a long time. To avoid this, we propose two methods in Sections 3 and 4 that are expected to accelerate the convergence of the algorithm.
This approach involves modifying Algorithm 1 by focusing on the embedded chain of the Markov chain (Xk} generated by Algorithm 1. In this approach, instead of counting how many visits the Markov chain {Xk} makes to each state, including the time it spends at that state before moving to another state, we just count how many times this Markov chain (Xk} enters each state without counting the time it spends at that state. This yields the following algorithm: Algorithm 2
Step 0: Identical to Step 0 of Algorithm 1.
Step 1: Identical to Step 1 of Algorithm 1.
Step 2: Identical to Step 2 of Algorithm 1.
Step 3 then let Xl = Xk; otherwise let Xi = Xz-,. Go to Step 1. Alrefaei and Andradottir (1997b) . Note that the notation IAl refers to the number of elements in the set A.
For all x E S, define U(X) = c R'(x, z) P(z, a, b)lM , (4 where R/(x, z) is given in equation (3) and P(z, o, b) is defined in equation (2). The following two theorems have been proved by
Theorem 1
Suppose that Assumption 3 holds. Zf for all x, y E S,x # y, N(x) = S \ (x} and R/(x, y) = l/(lSll), then the sequence {Xi} genemted by Algorithm 2 converges almost surely to the set S*.
Theorem 2
Suppose that Assumptions 1 through 3 hold, and that at least for one global optimal solution x* E S*, we have 4x
wheTe D(e) is defined in equation (3) und u(e) is defined in equation (4). Then the sequence (Xi} genemted by Algorithm 2 converges almost surely to the set S'.
Suppose that x is the stationary distribution for the Markov chain (Xk} generated by Algorithms 1 and 2 and that R' is the stationary distribution of the embedded chain of the Markov chain {Xk}. Andradottir (1997a, 1997b) have shown that 'IT and x' exist.) Then the following proposition was proved by Alrefaei and Andradottir (1997b) .
Proposition 3
1. Suppose that Assumption 3 holds and that for all 2, y E S, 2: # y, N(a) = S\(z) and R'(z, y) = l/(lSl -1). Then lr:* < r,* for all a* E S*.
2. Suppose that! Assumptions 1 through 3 and equation (5) hold. Then r:. > x,0 for the global optimal solution 2* E S* satisfying equation (5). Andrad6ttir (1997a, 1997b) show that Algorithms 1 and 2 are in fact maximizing a,/D(x) and r:.D(x), respectively. So if ?rk. > ~~0 then Algorithm 2 would be expected to perform better than Algorithm 1; the reverse is true when r;. < x,0. Therefore, by Proposition 3, Algorithm 2 is expected to perform better than Algorithm 1 under the conditions of Theorem 2, but not under those of Theorem 1.
THE BEST AVERAGE ESTIMATE AP-PROACH
In this approach, we use the state that has the best (lowest since we are minimizing) average estimated objective function value as the estimate of the optimal solution. This approach for estimating the global optimal solution was originally proposed by Andradbttir (1997). We have the following algorithm: Algorithm 3
Step 0: Select a starting point Xo E S. For all x E S, let Ao(z) = 0 and Co(x) = 0. Let k = 0 and x; =x0.
Step 2: Given Zk = 2, draw a sample h(z) from H(z), and let Ak(z) = Ak(z)+h(z) and Ck(z) = Ck(z) + 1. Then draw a sample 6 from O(u, b). If h(z) > 8, then let Xk+l = Xk and go to Step 3. Otherwise, draw another sample h(z) from H(z) that is independent of the pn&oua samplea and update Ak(z) and Ck(z) as before, and draw another sample 0 from @(a, b) that is independent of the preuious samples. Zf h(z) > 8, then let Xk+l = Xk and go to Step 3. Otherwise, continue to draw and compare M times, each time updating Ak(z) and Ck(z) us before. If all M tests, h(z) > 8, fail, then accept the candidate Zk and set Xk+l = Zk = z.
Step 3: Select Xz E argmin,EsAk(z)/Ck(x). Let k = k + 1, and for all x E S, let Ak(2) = Ak-l(2) and Ck(a) = Ck-l(a).
Go to Step 1.
The following theorem has been proved by Alrefaei and Andradbttir (1997b).
Theorem 4 Under Assumptions 1 through 3, the sequence (Xk} generated by Algorithm 3 converges almost surely to the set S*.
Theorem 5 in Alrefaei and Andradbttir (1997a) shows that the Markov chain (Xk} generated by Algorithms 1, 2, and 3 is attracted to good states (states that have small objective function values) in the sense that the expected number of visits the Markov chain {Xk} makes to good states is larger than the expected number of visits to bad states (states that have large objective function values). This means that good estimates of the objective function values at good states will be obtained quickly, suggesting that Algorithm 3 may converge rapidly to the set of global optimal solutions.
Numerical results supporting this intuition on a particular example are presented in Section 5.
NUMERICAL APPLICATION
In this section, we present empirical results obtained by applying Algorithms 1, 2, and 3 to solve the following discrete stochastic optimization problem:
where S = (l,..., 50}, W,(x) is the system time of customer i for all z E S, and W(Z) = & Cfr, WP is the average system time per customer of the first 200 customers in an M/M/l queue with fixed arrival rate X = 1 and service rate p(z), Qx E S. Figure 1 shows the estimated values of f(x) = I+ '(x)] for all x E S obtained from separate long simulation runs. For each x E S and i E N, let Si(x) be the service time of customer i and let Ti be the inter-arrival time between customers i -1 and i. Assume that To = 0 and We(x) = 0 for all x E S. Then we use the following recursive formula to generate the system time of customer i :
We apply Algorithms 1, 2, and 3 using two different neighborhood structures.
The first neighborhood structure is given by 
For this neighborhood structure we take &(a, a') = Rh(z, CC') = l/(]S] -1) for all 2, z' E S, a # z', and Rs(z,z) = R',( z, z) = 0 for all z E S (so that Da(z) = 1 for all 3: E S). Note that Proposition 3 implies that Algorithm 2 is expected to perform better than Algorithm 1 when the first neighborhood structure Ni given in equation (6) is used. The reverse is true when the second neighborhood structure Nz given in equation (7) is used. We let A4 = 2, a = 0.5, and b = 2.5. We always select the initial state randomly and we run the program for 100 replications. Figure 2 shows the average performance of the three algorithms over 100 replications when the first neighborhood structure Ni given in equation (6) It is also clear that the performance of Algorithm 2 is better than the performance of Algorithm 1 as expected since the structure of this problem using the neighborhood structure Ni satisfies equation (5). Figure  3 shows the results when the second neighborhood structure Nz given in equation (7) is used. Again, we note that the performance of Algorithm 3 is superior to the performance of the other two algorithms. However, there is no significant difference between Algorithms 1 and 2 in this setting. This is because Figure 2 : Performance of Algorithms 1, 2, and 3 using the neighborhood structure Ni. The estimated objective function value at the global optimal solution is p = 0.6717.
equation (5) is not satisfied when the neighborhood structure Na is used. Figure 3 : Performance of Algorithms 1, 2, and 3 using the neighborhood structure Na. The estimated objective function value at the global optimal solution is p = 0.6717.
CONCLUSION
In this paper, we have proposed two new variants of the modified stochastic ruler method of Andradottir (1996, 1997a) . The first variant uses the number of visits the embedded chain of the Markov chain generated by the modified stochastic ruler method makes to the different states to estimate the optimal solution, whereas the second variant uses an approach that has been proposed by Andradbttir (1997) that uses the state with the best average estimated objective function value as estimate of the optimal solution. Our methods are guaranteed to converge almost surely to the set of global optimal solutions under mild assumptions.
From our numerical results, we conclude that in comparison with the other two variants of the stochastic ruler method, the variant that uses the state with the best average estimated objective function value as estimate of the optimal solution shows the best performance.
