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Abstract
Discretisation methods to simulate stochastic differential equations belong to the main tools in mathemat-
ical ﬁnance. For Itô processes, there exist several Euler- or Runge–Kutta-like methods which are analogues
of well-known approximation schemes in the nonstochastic case. In the multidimensional case, there appear
several difﬁculties, caused by the mixed second order derivatives. These mixed terms (or more precisely
their differences) correspond to special random variables called Lévy stochastic area terms. In the present
paper, we compare three approximation methods for such random variables with respect to computational
complexity and the so-called effective dimension.
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1. Introduction
We consider a process S satisfying a stochastic differential equation (SDE) of the form
dS(t) = a(t, S(t)) dt + b(t, S(t)) dW(t), (1.1)
with S(0) ﬁxed. In the most general setting we consider that S(·) ∈ Rd , W(·) ∈ Rm and a :
R1+d → Rd , b : R1+d → Rd×m are measurable functions. The above equation is interpreted in
the Itô sense.
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Since explicit solutions of (1.1) exist only in special cases, in general we have to conﬁne our-
selves with numerical approximations. A sequence of numerical approximations S˜h(t), 0 tT
of a solution S(t) is said to converge strongly at rate , if there is a constant K such
that
E[|S(T ) − S˜h(T )|]Kh for h → 0. (1.2)
In contrast, it converges weakly at rate , if
|E[f (S(T ))] − E[f (S˜h(T ))]|Kh for h → 0 (1.3)
and all f ∈ C2+2P (Rd). The set C2+2P (Rd) consists of all functions from f : Rd → R whose
derivatives of order 0, 1, . . . , 2+ 2 are polynomially bounded.A function f : Rd → R is called
polynomially bounded if
|f (x)|K(1 + ‖x‖q)
for some constants K and q and all x ∈ Rd . The constant K in (1.3) may depend on f .
Milshtein [17] (cf. also [13,14,22,23]) proposed a numerical scheme that converges strongly
and weakly at rate 1 if a ∈ C1,1(R1+d) and b ∈ C1,2(R1+d). The kth component in this scheme
is given by
S˜hk (tn + h)= S˜hk (tn) + akh +
m∑
i=1
bkiWi(tn, tn + h)
+
m∑
i=1
m∑
j=1
Libkj Iij (tn, tn + h), (1.4)
with S˜h(t0) = S(t0), Wi(tn, tn + h) = Wi(tn + h) − Wi(tn),
Li =
d∑
=1
bi

x
and Iij =
∫ tn+h
tn
[Wi(s) − Wi(tn)] dWj (s).
Remark 1.1. If the double sum in (1.4) is skipped, the above scheme reduces to the Euler scheme.
Under certain mild conditions, the Euler scheme has strong rate 12 and weak rate 1.
Since the distributions of Iij (tn, tn + h), Wi(tn, tn + h), Wj(tn, tn + h) do not depend on
tn, we will write Iij (h), Wi(h), Wj(h). Note that Iii(h) = (Wi(h))2/2 − h/2.
In order to get weak rate 2 one has to append further terms to (1.4). If
L0 = 
t
+
d∑
i=1
ai

xi
+ 12
d∑
i,j=1
m∑
k=1
bikbjk
2
xixj
and
Ij,0 =
∫ t+h
t
Wj (s) ds,
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then (under certain smoothness conditions) the scheme
S˜hk (tn + h)= S˜hk (tn) + akh + 12L0akh2
+
m∑
i=1
(
bkiWi(h) + L0bkiI0,i (h) + LiakIi,0(h)
)
+
m∑
i=1
m∑
j=1
Libkj Iij (h), (1.5)
has weak rate 2 of convergence (cf. [18,23]).
The iterated Itô integrals Iij (h) are closely related to the so-calledLévy stochastic area integrals,
deﬁned by
Aij (h) = Iij (h) − Iji(h).
Remark 1.2. Sometimes the Levy area is deﬁned as Aij (h)/2. However, for convenience of
notation we will omit the factor 12 in the sequel.
Obviously Aii(h) = 0, Aji(h) = −Aij (h) and E[Aij (h)] = 0. Furthermore, it can be proved
that
V[Aij (h)] = h2. (1.6)
Since
Iij (h) + Iji(h) = Wi(h)Wj(h) a.s. for i = j,
it is clear that
Iij (h) = Aij (h) + Wi(h)Wj(h)2 a.s. for i = j.
Therefore, the problem reduces to sample triples (Wi(h),Wj(h),Aij (h)).
Unfortunately, there is no exact method known for samplingAij (h) conditional onWi(h) and
Wj(h). Lévy [15] obtained a formula for the characteristic function of the conditional distribution
of Aij (h). However, the Fourier-inversion step is not analytically possible in the general case.
Nevertheless, several approximationmethods forAij (h) are based onLévy’s formula (cf. [21,25]).
For weak convergence one can substitute simpler random variables for the multiple Itô integrals
without pejorating the rate of convergence (cf. [13,22,23]). Given Wj(t), the integral Ij,0(h) and
the increment Wj(h) = Wj(t + h)−Wj(t) are jointly normal. Each conditional mean is 0. For
their covariance, notice that E[Ij0(h)|W(t),W(h)] = 12hW(h) and E[Ij0(h)Wj(h)] = 12h2.
We may therefore simulate Ij0(h) and Wj(h) as(
Wj
Ij,0
)
∼ N
(
0,
(
h 12h
2
1
2h
2 1
3h
3
))
.
Since Ijj (h) = (Wj(h))2/2 − h/2, it remains to sample Ijk(h) for k = 0 and k = j .
In [2,3,4,13,23] it is proved, that the second order weak convergence of (1.5) is preserved,
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if Ijk(h) is approximated by
Ijk ≈ 12 (WjWk − Vjk),
where the Vjk are iid. random variables with
Vkj = −Vjkfor j > k, (1.7)
P(Vjk = h)= P(Vjk = −h) = 12 for j < k. (1.8)
Alternatively, to get weak second order accuracy one can use the Euler scheme combined with
a Romberg extrapolation procedure (cf. [24]). There exist several improvements of the above
schemes.E.g.,Gaines andLyons [10] present a variable step sizemethod for the timediscretisation,
which is based on the estimation of the local error at each step.
This paper is organised as follows. In Section 2, we review the main facts for simulating Brow-
nian motions by decomposing the covariance matrix C.We show that all possible decompositions
can be obtained by applying the Cholesky algorithm to an orthogonally similar matrix PCP .
In Section 3, we will study discrete Lévy areas deﬁned by bilinear forms of normally distributed
vectors and show how certain approximation methods correspond to special decompositions ofC.
In Section 4, we attempt to measure the quality of the different methods in terms of the so-called
effective dimension.
2. Decomposition of the covariance matrix
In the remaining part of the paper, we will use the normalisation h = 1 and we will use indices
instead of arguments. Thus, we will write Wt instead of W(t) and so on.
Let n1 and for i0, set ti = in . Let Wt be a standard Brownian motion with W0 = 0. Since
Wt is a Gaussian process, the random variable (Wt1 , . . . ,Wtn) ∈ Rn is normally distributed,
(Wt1 , . . . ,Wtn)
 ∼ N(0, C). The covariance matrix is given by
C = (min(ti , tj ))ni,j=1 =
1
n
⎛
⎜⎜⎜⎝
1 1 · · · 1
1 2 · · · 2
...
...
. . .
...
1 2 · · · n
⎞
⎟⎟⎟⎠ .
The matrix C is positive deﬁnite. Let I ∈ Rn×n be the identity matrix and C = BB be any
decomposition of C. If x′ = (x′1, . . . , x′n) ∼ N(0, I ), then E[Bx′x′B] = BIB = C and
thus
x := Bx′ ∼ N(0, C). (2.1)
Therefore, the problem of sampling (Wt1 , . . . ,Wtn) from N(0, C) reduces to ﬁnding a matrix
B for which BB = C. The Cholesky decomposition of C is given by C = RR, with
R = 1√
n
⎛
⎜⎜⎜⎜⎝
1 0 · · · 0
1 1
. . .
...
...
. . . 0
1 · · · · · · 1
⎞
⎟⎟⎟⎟⎠ .
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For any orthogonal Q, we have (RQ)(RQ) = RQQR = C. Therefore, any orthogonal Q
yields a decomposition of C. On the other hand, if C = BB with R = B and Q = R−1B, then
RR = C = BB = RQQR and thus QQ = I . Thus, Q must be orthogonal.
Let P be any orthogonal matrix and H be the lower triangular matrix obtained by Cholesky
decomposition of PCP . Then
PCP = HH (2.2)
and thus
C = PHHP = (PH)(PH) = (RQ)(RQ) (2.3)
with a certain orthogonal matrix Q.
Therefore, any decomposition C = BB can be obtained by applying the Cholesky decom-
position to a matrix PCP . Furthermore, we have Q = R−1PB. From (2.1) it follows that any
matrix B yields an algorithm to generate random variables x ∼ N(0, C).
Since V[Bx′] = E[x′BBx′] = ‖C‖2, where ‖ · ‖ denotes the Frobenius norm, the variance
does not depend of the choice of B. Therefore, for Monte Carlo simulations it is irrelevant, which
matrix B is used. For Quasi Monte Carlo applications, the choice of B is crucial. In this case,
the vectors x in (2.1) are transformed from low discrepancy points  = (1, . . . , n) ∈ [0, 1)n
by the inversion method or the Box–Muller method. However, all low discrepancy point sets
have the property that their one-dimensional components (i.e. their projections on the coordinate
axes) have different quality. Therefore, one should use the good coordinates for generating the
important components.
3. Simulation of the bilinear form
Let Xt, Yt be two independent standard Brownian motions. Deﬁne
A1 =
∫ 1
0
Xt dYt −
∫ 1
0
Yt dXt . (3.1)
We discretise Xt and Yt and approximate (3.1) by a the corresponding ﬁnite sum. As we have
mentioned in the last section, for Quasi Monte Carlo applications, the choice of the decomposition
C = BB is crucial.
Let x = (x1, . . . , xn) and y = (y1, . . . , yn) with x, y ∼ N(0, C). Then A1 can be approxi-
mated weakly by
A1 ≈ A(n)1 = (x1y2 − x2y1) + · · · + (xn−1yn − xnyn−1) (3.2)
= xMy = x′QRMRQy′, (3.3)
where x′, y′ ∼ N(0, I ) and
M =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
0 1 0 · · · 0
−1 . . . . . . . . . ...
0
. . .
. . .
. . . 0
...
. . .
. . .
. . . 1
0 · · · 0 −1 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
.
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Remark 3.1. If U(n) = QRMRQ, then the distribution of A(n)1 = x′U(n)y′ is independent
of Q. Thus, any orthogonal Q yields an algorithm to generate A(n)1 . It is the aim of the present
paper to compare the complexity of the computation of sums of type (3.2) for different choices
of Q.
Remark 3.2. Note that A(n)1 approximates A1 only weakly to ﬁrst order. Therefore, it is not
suitable for approximations to simulate SDEs in the pathwise sense. To get second order weak
accuracy, one can use approximations of type (1.7) as mentioned in the introduction.
3.1. The piecewise method
If Q = I , i.e. x = Rx′ and y = Ry′ with x′, y′ ∼ N(0, I ), then
X1 = 1√n (x′1 + · · · + x′n), (3.4)
Y1 = 1√n (y′1 + · · · + y′n), (3.5)
A
(n)
1 = x′RMRy′ (3.6)
and
U(n) = RMR = 1
n
⎛
⎜⎜⎜⎜⎝
0 1 · · · 1
−1 . . . . . . ...
...
. . .
. . . 1
−1 · · · −1 0
⎞
⎟⎟⎟⎟⎠ . (3.7)
If Q = I , i.e. U(n) = RMR = (uij )ni,j=1, it follows that E[A(n)1 ] = 0 and
V[A(n)1 ] = E[(x′U(n)y′)2] =
n∑
i,j,k,=1
uijukE[x′iy′j x′ky′] =
n∑
i,j=1
u2ij = 1 − 1n . (3.8)
Remark 3.3. From Remark 3.1 follows, that also in the general case U(n) = QRMRQ with
Q = I , we have
V[A(n)1 ] =
n∑
i,j=1
u2ij = 1 − 1n (3.9)
whereas (1.6) implies that V[A1] = 1.
Remark 3.4. From (3.9), a bound for the Mallows 2-distance (cf. [16]) between the random
vectors V1 := (X1, Y1, A1) and V (n)1 := (X1, Y1, A(n)1 ) can be obtained. For r > 0, the
Mallows r-distance between two probability distributions FX and FY is deﬁned by
dr(FX, FY ) =
(
inf
(X,Y )
E[‖X − Y‖r ]
) 1
r
,
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where the inﬁmum is taken over all pairs (X, Y ) whose marginal distribution functions are FX
and FY , respectively. Then
d2(FV1 , FV (n)1
)=
⎛
⎜⎜⎝ inf
(V1,V
(n)
1 )
E[‖V1 − V (n)1 ‖2]
⎞
⎟⎟⎠
1
2

(
E[|A1 − A(n)1 |2]
) 1
2
=
⎛
⎝1 − n∑
i,j=1
u2ij
⎞
⎠
1
2
= (1 − (1 − 1
n
)
) 1
2 = 1√
n
.
This bound holds independent of the Q and therefore, concerns also the approximation methods
discussed in the following two subsections. Thus,
lim
n→∞V
(n)
1 = V1 and therefore, limn→∞A
(n)
1 = A1
in the sense of weak convergence (cf. [5, Lemma 3.8]).
Remark 3.5. From the computational point of view, it is favourable to compute A(n)1 by (3.2)
instead of (3.6) and (3.7). In the ﬁrst case, the number of computational steps is O(n), in the latter
case, it is O(n2) to achieve a proportion of 1 − 1
n
of the variance V[A1].
3.2. Simulation by Brownian Bridges
For n = 2k , the Brownian Bridge algorithm might be applied. The number of computational
steps to generate one discrete sample path is again O(n).
The algorithm works as follows: set W0 = Wt0 = 0 and generate Wtn = W1 ∼ N(0, 1).
For 0 < i < n, the intermediate values Wti are generated in permuted order, (Wt(j) )
n−1
j=1, such
that every new ti is placed into the middle of one of the largest existing intervals. Therefore, the
permutation  : {0, . . . , n} → {0, . . . , n} giving the construction order must fulﬁl (0) = 0,
(1) = n and
−1(k ± 1) < −1(k) for 2kn.
Given Wti−1 and Wti+1 , the marginal distribution of Wti is normal, Wti ∼ N(ti , 2ti ) with
ti = 12 (Wti−1 + Wti+1) and 2ti =
(ti+1 − ti )(ti − ti−1)
ti+1 − ti−1 .
Since ti − ti−1 = 1n , we set
Wti = 12 (Wti−1 + Wti+1) + (2n)−
1
2 x′i , (3.10)
with x′i ∼ N(0, 1). Algorithmically, the well-known Van der Corput sequence gives such a per-
mutated ordering: if i =∑kj=0 dj2j is the binary representation of i, set s2(i) =∑kj=0 dj2−j−1.
Thus, s2(i) is obtained by reﬂecting the binary digits of i at the comma. Then t(i) is given by
t(i) =
⎧⎨
⎩
0 for i = 0,
1 for i = 1,
s2(i − 1) for i > 1.
(3.11)
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Thus, t(j) = 0, 1, 12 , 14 , 34 , 18 , 58 , . . . . In the notation of (2.3), this is equivalent to choosing P as
a permutation matrix. In (2.2) we obtain that
PCP = (min{t(i), t(j)})ni,j=1,
and, for example, if n = 23, we have
H =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0 0 0 0 0
1
2
1
2 0 0 0 0 0 0
1
4
1
4
1
4
√
2 0 0 0 0 0
3
4
1
4 0
1
4
√
2 0 0 0 0
1
8
1
8
1
8
√
2 0 14 0 0 0
5
8
3
8 0
1
8
√
2 0 14 0 0
3
8
3
8
1
8
√
2 0 0 0 14 0
7
8
1
8 0
1
8
√
2 0 0 0 14
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Note that the sequence t(i) appears in the ﬁrst column of H . Then U(n) = QRMRQ is given
by
U(n) =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 − 12 − 18
√
2 − 18
√
2 − 116 − 116 − 116 − 116
1
2 0 − 18
√
2 18
√
2 − 116 116 − 116 116
1
8
√
2 18
√
2 0 0 − 116
√
2 0 116
√
2 0
1
8
√
2 − 18
√
2 0 0 0 − 116
√
2 0 116
√
2
1
16
1
16
1
16
√
2 0 0 0 0 0
1
16 − 116 0 116
√
2 0 0 0 0
1
16
1
16 − 116
√
2 0 0 0 0 0
1
16 − 116 0 − 116
√
2 0 0 0 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
By taking higher powers n = 2k , larger matrices U(n) can be generated. These matrices converge
to a matrix in U = (uij )∞i,j=1 ∈ R∞×∞ corresponding to A1.
For iid x′i , y′j ∼ N(0, 1), it follows that X1 = x′1, Y1 = y′1 and A1 =
∑∞
i,j=1 uij x′iy′j . The
largest entries of U are u1,2 and u2,1, which sum up to
u21,2 + u22,1 = 12 = 12V[A(1)]. (3.12)
From the computational point of view, it is preferable to construct (x1, . . . , xn), (y1, . . . , yn)
by (3.10) and A(n)1 by (3.2). In this case, the multiplications by zero are omitted and the number
of computational steps is O(n) to achieve a proportion of 1 − 1
n
of V[A1].
Remark 3.6. Employing the Brownian Bridge method, any matrix U(n) ∈ Rn×n satisfying (3.9)
and corresponding to A(n)1 , can be extended to a matrix U = (uij )∞i,j=1 ∈ R∞×∞ corresponding
to A1, such that U(n) is a submatrix of U and
∑∞
i,j=1 u2ij = 1.
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3.3. Simulation by singular value decomposition
SinceC is symmetric and positive deﬁnite, all of its eigenvaluesi are positive. IfV = (vij )ni,j=1
denotes the orthogonalmatrix containing the eigenvectors ofC as rows, thenCV  = V D where
D is the diagonal matrix containing the eigenvalues i . If S = (sij )ni,j=1 = V D, the singular
value decomposition of C is given by
C = V DV = (V D 12 )(V D 12 ) = SS. (3.13)
Lemma 3.7 (cf. (Akesson and Lehoczky [1], Glasserman [11]). The eigenvalues of C are
i =
(
4n sin2
(
2i − 1
2n + 1

2
))−1
for 1 in. (3.14)
The corresponding eigenvectors vi are given by vi = (vi,1, . . . , vin) with
vij = sin
(
2i − 1
2n + 1 j
)
. (3.15)
Furthermore,
‖vi‖2 =
√
2n + 1
2
. (3.16)
Then
sij =
(√
2n2 + n sin
(
2j − 1
2n + 1

2
))−1
sin
(
2j − 1
2n + 1 i
)
. (3.17)
Thus, if (x′1, . . . , x′n) ∼ N(0, I ), a discrete Brownian sample path can be generated by
Wti =
n∑
j=1
sij x
′
j . (3.18)
Theorem 3.8. If x = Sx′ and y = Sy′ with x′, y′ ∼ N(0, I ), then
X1 = (2n2 + n)− 12
n∑
j=1
sin
(
2j − 1
2n + 1

2
)−1
sin
(
2j − 1
2n + 1n
)
x′j , (3.19)
Y1 = (2n2 + n)− 12
n∑
j=1
sin
(
2j − 1
2n + 1

2
)−1
sin
(
2j − 1
2n + 1n
)
y′j , (3.20)
A
(n)
1 = x′SMSy′. (3.21)
Furthermore, if
T := (tij )ni,j=1 = SMS = D
1
2 VMV D
1
2 ,
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then
tij = 1
n(2n + 1)
×
sin
(
i − j
2n + 1
)2
sin
(
1 − i − j
2n + 1 n
)2
− sin
(
i − j
2n + 1n
)2
sin
(
1 − i − j
2n + 1 
)2
sin
(
2i − 1
2n + 1

2
)
sin
(
2j − 1
2n + 1

2
)
sin
(
i − j
2n + 1
)
sin
(
1 − i − j
2n + 1 
) .
(3.22)
Proof. The equations (3.19) and (3.20) follow immediately from (3.17).
Let (fij )ni,j=1 = VMV . In order to prove (3.22), matrix multiplication yields
fij = vi1vj2 + vi2(vj3 − vj1) + · · · + vi,n−1(vjn − vj,n−2) − vinvj,n−1
=
n−1∑
k=1
(vikvj,k+1 − vi,k+1vjk).
By (3.15), a laborious but not complicated computation (which has been veriﬁed by Mathematica)
yields
vikvj,k+1 − vi,k+1vjk = 12
(
C
(1)
ijk + C(2)ijk + C(3)ijk + C(4)ijk
)
,
with
C
(1)
ijk = cos
(
1 − 2i + 2(1 − i − j)k
2n + 1 
)
, C
(2)
ijk = − cos
(
1 − 2i − 2(i − k)k
2n + 1 
)
,
C
(3)
ijk = − cos
(
1 − 2j + 2(1 − i − j)k
2n + 1 
)
, C
(4)
ijk = cos
(
1 − 2j + 2(i − j)k
2n + 1 
)
.
From this follows;
n−1∑
k=1
C
(1)
ijk = cos
(
i − j − (1 − i − j)n
2n + 1 
) sin(1 − i − j
2n + 1 n
)
sin
(
1 − i − j
2n + 1 
) − cos( 2i − 1
2n + 1
)
,
n−1∑
k=1
C
(2)
ijk = − cos
(
1 − i − j − (i − j)n
2n + 1 
) sin( i − j
2n + 1n
)
sin
(
i − j
2n + 1
) + cos( 2i − 1
2n + 1
)
,
n−1∑
k=1
C
(3)
ijk = − cos
(
i − j + (1 − i − j)n
2n + 1 
) sin(1 − i − j
2n + 1 n
)
sin
(
1 − i − j
2n + 1 
) + cos(2j − 1
2n + 1
)
,
n−1∑
k=1
C
(4)
ijk = cos
(
1 − i − j + (i − j)n
2n + 1 
) sin( i − j
2n + 1n
)
sin
(
i − j
2n + 1
) − cos(2j − 1
2n + 1
)
.
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Therefore,
fij = 12
⎛
⎜⎝
(
cos
(
i − j − (1 − i − j)n
2n + 1 
)
− cos
(
i − j + (1 − i − j)n
2n + 1 
))
×
sin
(
1 − i − j
2n + 1 n
)
sin
(
1−i−j
2n+1 
) + (cos(1 − i − j + (i − j)n
2n + 1 
)
− cos
(
1 − i − j − (i − j)n
2n + 1 
)) sin( i − j
2n + 1n
)
sin
(
i − j
2n + 1
)
⎞
⎟⎟⎠
=
sin
(
i − j
2n + 1
)
sin
(
1 − i − j
2n + 1 
) sin(1 − i − j
2n + 1 n
)2
−
sin
(
1 − i − j
2n + 1 
)
sin
(
i − j
2n + 1
) sin( i − j
2n + 1n
)2
=
sin
(
i − j
2n + 1
)2
sin
(
1 − i − j
2n + 1 n
)2
− sin
(
i − j
2n + 1n
)2
sin
(
1 − i − j
2n + 1 
)2
sin
(
i − j
2n + 1
)
sin
(
1 − i − j
2n + 1 
) .
(3.23)
Now (3.22) follows from (3.14) and (3.16) since
tij = fij√
ij‖vi‖2‖vj‖2
.  (3.24)
Remark 3.9. Once again, it is inefﬁcient to compute (X1, Y1, A(n)1 ) by (3.19)–(3.22). The number
of computational steps is again O(n2). Alternatively, one might employ fast Fourier methods to
compute x = Sx′, y = Sy′ and afterwards apply (3.2). Since 2n + 1 = 2m, binary FFT is not
applicable. For instance, one can choose n such that 2n + 1 = 3m.
Sincewe need two independent Brownian paths, simultaneous double real FFT (cf. [20, Chapter
12.3]) is promising. For x′ = (x′1, . . . , x′n) ∼ N(0, I ), deﬁne
x¯j =
(√
2n2 + n sin
(
2j − 1
2n + 1

2
))−1
x′j , for 1jn and
X = (Xj )2nj=0 = (0, x¯1, 0, x¯2, . . . , 0, x¯n, 0).
Deﬁne y¯j , Y analogously. If  = exp( i2n+1 ), then
n∑
j=1
sin
(
2j − 1
2n + 1k
)
x¯j = 
⎡
⎣ 2n∑
j=0
jkXj
⎤
⎦ . (3.25)
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For F = (Fj )2nj=0, deﬁne
F(F )k =
2n∑
j=0
Fj
kj , 1kn.
If 2n + 1 = 3m, there is a ternary FFT algorithm to perform F(·). If F is purely real, then
F(F )∗2n+1−k = −F(F )k, where ∗ denotes complex conjugation. Thus,
F(X + Y i)k =F(X)k + F(Y )k i,
F(X + Y i)∗2n+1−k = −F(X)k + F(Y )k i,
and therefore
F(X)k = 12
(F(X + Y i)k − F(X + Y i)∗2n+1−k) ,
F(Y )k = 12i
(F(X + Y i)k + F(X + Y i)∗2n+1−k) .
The imaginary parts of (F(X)k)nk=1 and (F(Y )k)nk=1 have the desired form (3.25).Applying (3.2),
we obtain O(n log n) computational steps.
Theorem 3.10. For iid x′i , y′j ∼ N(0, 1), we have
A1 =
∞∑
i,j=1
t¯ij x
′
iy
′
j , (3.26)
where
t¯ij := lim
n→∞ tij =
⎧⎨
⎩
8
2
i−j
(2i−1)(2j−1)(1−i−j) for i + j ≡ 0 (mod 2)
− 82 1−i−j(2i−1)(2j−1)(i−j) for i + j ≡ 1 (mod 2).
Proof. Note that for i, j, k ∈ Z,
lim
n→∞ sin
(
kn
2n + 1
)2
= sin
(
k
2
)2
= k (mod 2) and
i − j /≡ 1 − i − j (mod 2).
Taking a look at (3.23), this acts as a switch between the two cases. From (3.22) and (3.24), we
see that limn→∞ tij is either equal to
lim
n→∞
sin
(
i − j
2n + 1
)
n(2n + 1) sin
(
2i − 1
2n + 1

2
)
sin
(
2j − 1
2n + 1

2
)
sin
(
1 − i − j
2n + 1 
)
= 8
2
i − j
(2i − 1)(2j − 1)(1 − i − j)
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Fig. 1. A matrixplot of (t¯2
ij
)n
i,j=1 for n = 10.
or
lim
n→∞ −
sin
(
1 − i − j
2n + 1 
)
n(2n + 1) sin
(
2i − 1
2n + 1

2
)
sin
(
2j − 1
2n + 1

2
)
sin
(
i − j
2n + 1
)
= − 8
2
1 − i − j
(2i − 1)(2j − 1)(i − j) . 
A view of Fig. 1 yields, that the entries t¯2ij with small indices contribute the main portion to
V[A1]. In particular,
t¯21,2 + t¯22,1 =
512
94
= 0.58402 . . . .
This is slightly better than the value 12 , which is obtained by the Brownian Bridges algorithm (cf.
Eq. (3.12)). The price of this improvement is an asymptotically larger amount of computational
steps.
4. The effective dimension
For A ⊂ R, denote by (A) the Gaussian measure (A) = 1√
2
∫
A
exp(− x22 ) dx. Let D =
{1, . . . , n}. For  = u ⊂ D, let Ru be the |u|-dimensional projection of Rn to the coordinates
indexed by u. Analogously, let Au be the projection of A ⊂ Rn to Ru. Let u¯ = D \ u. Note that
Rn = RD = R¯.
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For  = u ⊂ D and Au ⊂ Ru, we write
dxu :=
∏
j∈u
dxj and u(Au) =
∏
j∈u
(Aj ).
Any functionf ∈ L2(Rn, D) canbe expressed as the sumof itsANOVA-effects (cf. [6–8,12,19,9]),
f (x) =
∑
u⊂D
fu(xu),
which are deﬁned recursively by f =
∫
R¯
f (x)
¯
(dx
¯
) = ∫RD f (x)D(dxD) and
fu(xu) =
∫
Ru¯
f (x)u¯(dxu¯) −
∑
v⊂u
fv(xv).
(By convention, we set ∫
R
f (x) dx := f (x).) Furthermore, the 2n ANOVA-effects are orthog-
onal, i.e.∫
RD
fu(xu)fv(xv)D(dxD) = 0 for u = v (4.1)
and ∫
RD
fu(xu)D(dxD) = 0.
The ANOVA-effect fu is the part of f , depending only on xj with j ⊂ u. From (4.1) follows:∫
RD
(f (xD) − f)2D(dxD) =
∑
=u⊂D
∫
Ru
fu(xu)
2u(dxu).
Deﬁnition 4.1. The effective dimension of f , in the superposition sense, is the smallest integer
dS , such that∑
0<|u|dS
2(fu)0.992(f ).
Deﬁnition 4.2. The effective dimension of f , in the truncation sense, is the smallest integer dT ,
such that there is a set v ⊂ N with |v| = dT and∑
u⊂v
2(fu)0.992(f ).
Remark 4.3. The constant 0.99 is an arbitrary choice and one might prefer other values in some
settings.
Let x = (x1, . . . , xn), y = (y1, . . . , yn), xi, yi ∼ N(0, 1). Then A(n)1 = A(n)1 (x, y) = xUy
with U = (uij )nij=1 = QRMRQ. An easy consideration yields that E[A(n)1 ] and V[A(n)1 ]
are independent of Q. However, the ANOVA-effects of A(n)1 are given by the entries of U
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Fig. 2. The 900 largest elements of (t¯2
ij
)150
i,j=1 to obtain 0.992.
and therefore, depend on Q:
A
(n)
1 = xUy =
n∑
i,k=1
uikxiyk.
Theorem 4.4. The effective dimension in the superposition sense is dS = 2. The effective dimen-
sion in the truncation sense is dT 900.
Proof. The ﬁrst statement is trivial, since
∑
|u|=2 2(fu) = 2(f ), i.e. there are only ANOVA-
effects of order two. The second statement results from a computation taking into account the
submatrix (t¯ij )150i,j=1. The entries which are needed are depicted in Fig. 2.
Deﬁnition 4.5. The variance proportion of a variable xi is given by
p(xi) = 1
2(f )
∑
u⊂N
i∈u
1
|u|
2(fu).
The variance proportion of a set u is deﬁned by pu = ∑i∈u pi. The effective dimension in the
sense of variance proportion is the smallest integer dP , such that there is a set v ⊂ Nwith |v| = dP
and
∑
i∈v pi0.99.
Remark 4.6. The idea behind this notion is the following: every variable should be weighted in
a natural way induced by the ANOVA-effects.
In the case of hybrid MC–QMC methods, where some variables are generated by Monte Carlo
and others are generated by Quasi Monte Carlo, this notion allows precisely to measure the
proportion of variance generated by MC and QMC, respectively.
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Theorem 4.7. The variance proportion is given by
p(x′i ) = p(y′i ) =
{ 24i−12+32
3(2i−1)3 for i ≡ 0 (mod 2)
24i−12−32
3(2i−1)3 for i ≡ 1 (mod 2).
(4.2)
An easy computation yields that the effective dimension in the sense of variance proportion is
dP = 122. Moreover,
∞∑
i=n
(p(xi) + p(yi)) = O( 1n ).
Proof. From (3.26) clearly follows, since all p(x′i ) = p(y′i ) =
∑∞
j=1 t ′ij
2
. We have to consider
two cases: if i ≡ 0 (mod 2), then
p(x′i )=
32
4(2i − 1)2
⎛
⎝ ∞∑
j=1
(
i + 2j − 2
(4j − 3)(i − 2j + 1)
)2
+
∞∑
j=1
(
i − 2j
(4j − 1)(i + 2j − 1)
)2⎞⎠
= 32
4(2i − 1)2
∞∑
j=−∞
(
i + 2j − 2
(4j − 3)(i − 2j + 1)
)2
= 24i − 12 + 32
3(2i − 1)3 .
The last equality can be veriﬁed byMathematica. The case i ≡ 1 (mod 2) is proved analogously.
The value dP = 122 follows from a straight foreward computation. 
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