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CHAPTER 1
Introduction
1.1. Preface
We apply topological and measure theoretic methods to study the (topological) singulari-
ties of functions defined (on dense subsets of) “data spaces” and taking values in spaces with
nontrivial homology. At least in this book, data spaces are usually compact manifolds. The
purpose is to gain insight into the numerical conditioning of statistical description, data sum-
marization, and inference and learning methods. We prove general results that can often be
used to bound below the dimension of the singular set. We apply our topological results to
develop lower bounds on Hausdorff measure of the singular set. We apply these methods to
the study of plane fitting and measuring location of data on spheres.
This is just a draft. When the “final” version is finished then I plan to create a “short”
version for publication in a journal.
1.2. Data analysis
In this book “data” means empirical data, the result of counting and/or measuring things
in the real world. “Data analysis” refers to procedures for extracting useful information or
summaries from data (Tukey [Tuk62, p. 2]). Typically data has a “noisy” quality that makes
data analysis challenging and interesting. (This means the following. By definition, variables
vary. Some of that variation is due to variables that the data analyst knows about and has
values for. But typically there are many other variables that the data analyst has no knowledge
of but which have influence on the measured quantities. Variation caused by this second
group of variables is called “noise”.) Descriptive statistics, statistical inference, and statistical
learning are all forms of “data analysis.” For example, a very common operation is to fit a
k-dimensional plane (“k-plane”) to data (chapter 6). This serves as a data summary. When
this is done to obtain a linear function that can be used predict certain unobserved attributes
of an example from other attributes, this process is called linear “regression”. Another example
is finding the “location,” or typical position of a collection of points on a sphere (chapters 7,
8, and 9).
Data analysis uses functions that extract structure from noisy data. Call such a function
a “data analytic function” (or “data map” for short). This book uses mainly topological and
measure-theoretic methods to study in a very general way the behavior of data maps. The
approach is a very natural one from the point of view of data analysis. However, explicit
connection between the phenomena analyzed in this book and the probabilistic treatments of
data analysis, common in statistics, remains to be made (but see section 2.1 and corollary
4.2.5). In particular, in this book we do not explore any possible connections between the
phenomenon of “singularity” as discussed in this book and the notion of “singular measures”
(Ash [Ash72, Definitions 2.2.3, p. 66]). A partial preliminary sketch of this book is [Ell03].
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The results in this book are not intended to be culminations or endpoints. On the contrary,
they are just early results in a perhaps new way to studying data analytic procedures.
1.3. Data maps
Denote by D the space of all possible data sets relevant to a given data analytic problem.
Call it the “data space”. Let F be the space of all the structures of interest, e.g., in plane fitting,
F is a Grassman manifold.We call F the “feature space.” By “feature” we mean a structure of
a given sort that describes the data. E.g., a plane that fits the data well is a feature of the
data. (We use the phrase “feature space” differently here than it is used in learning theory,
Christianini and Shawe-Taylor [CST00, p. 27].) We assume that D is a metric space and F is
normal, typically metric (chapter 2). (In the applications considered here the data and feature
spaces are compact manifolds.) Let D′ ⊂ D be a dense subset of D and let Φ : D′ → F be a
function. The map Φ is “partially defined” on D, written Φ : D− → F. If U ⊂ D we write
Φ(U) = Φ(U ∩ D′) and call that the “image of U under Φ.” Φ is a “data map”.
1.4. Calibration and inverse problems
Our method is based on what might be called “calibration:” A data summarization method
designed to detect a certain kind of structure in data must find that structure, at least ap-
proximately, when it is present in pure or perfect form (remark 2.0.2). Data sets having the
structure in pure or perfect form we will call “perfect fits.” For example, in fitting k-planes
to data, if the data lie exactly on a unique k-plane, there is a canonical choice of plane to fit
to the data. In the language of computer programming, the data that lie exactly on a unique
k-plane provide a “sanity test”: Any “reasonable” plane-fitting method should fit the right
plane to (almost all) such datasets, at least approximately.
Let P ⊂ D be the set of “perfect fits”. We call P a “perfect fit space”. Operationally, P
can often be thought of as a space of data sets in a neighborhood of which one insists that
the data map behave stably. (In this book a neighborhoods are open. ) We assume P ∩ D′ is
dense in P. If the data map finds approximately the correct structures at almost all datasets
in P, we say that it is “calibrated” w.r.t. P. Calibration breaks down in interesting ways when
a data summarization method is regularized in order to improve its generalization properties
(remark 3.1.10).
To construct P we usually imbed a subset of F into D. This imbedding, call it g, plays
the role of a “generative” model that “solves” a “forward problem.” Calibration of a “data
map,” Φ : D− → F will mean requiring that the restriction of Φ to P approximately invert
the generative map, g. In this sense we are trying to solve an “inverse problem.” Let Σ be a
“standard” for the statistical problem, which just means some rule that Φ should approximately
satisfy on P or in the vicinity of P. In this book, Σ, can just be a map Σ : P → F that Φ should
approximate on almost all of P. The quadruple (P,D,F,Σ) defines a class of data maps.
Often we can get important information about a data map by studying its behavior on a
small subset T ⊂ P. We call T the “test pattern space”. Sometimes T is much smaller than
P.
1.5. Instability
This book applies topological and measure-theoretic methods to study instability or ill-
conditioning of data maps. A data map, Φ, is stable or “well-conditioned” if a small change
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in x ∈ D leads to only a relatively small change in Φ(x). If this fails, Φ is unstable or “ill-
conditioned.” Instability means that small changes in the input can lead to relatively large
changes in the output of the operation. Instability is a basic issue in applied mathematics
(e.g., Hadamard [Had23, p. 38], Isaacson and Keller [IK66, p. 22], and Tikhonov and Ars-
enin [TA77, pp. 7–8]). Our work is especially relevant to numerical analysis (Higham [Hig02]).
(See also Eckart and Young [EY36], Blum et al [BCSS98, Sections 11.1 and 12.4], Demmel
[Dem88], and Beltra´n and Pardo [BP07].) More generally, any algorithm obtained by pil-
ing nonlinearity upon nonlinearity to the point of incomprehensibility is at risk of exhibiting
singularity. Are the algorithms of financial engineering of this sort?
Remark 1.5.1. The performance of a data map seems to depend on the data map’s stability
or conditioning (Poggio and Smale [PS03, p. 543], Mukherjee et al [MNPR06], Breiman
[Bre96a, Bre96b], Berhane and Srinivasan [BS04], Yu [Yu13]; see also Obenchain [Obe71,
Lemma 1, p. 1571]). Bu¨hlman and Yu [BY02] formalize the notion of stability asymptotically
in the sample size. We do not rely on such asymptotics in this book.
A well known example of instability is the “(multi)collinearity” phenomenon in least squares
linear regression (LS). (Belsley [Bel91], subsection 6.2.1 below, especially proposition 6.2.4).
If the matrix of predictors (including the intercept) is not of full rank then least squares blows
up at the data set (proposition 6.2.4). (Say that an m× n matrix is “of full rank” if its rank
is min(m,n).) However, at most data sets least squares works fine. Stability is important in
learning because instability increases variance. If two data sets are quite close their descriptions
should not be far apart. If a data analysis method (“data map”) is unstable near a data set
then the statistical analysis will not be reproducible with another, similar, data set.
1.6. Singularity
“Singularity” is an important general concept in mathematics (e.g., Schoen and Uhlenbeck
[SU84], Giaquinta et al [GMS98, Section 5.1, pp. 632–640, Volume I]] particularly in algebraic
geometry (Faber and Hauser [FH10]). A statistical application of the latter is Drton [Drt09].
See also Macpherson [Mac84]. In this book we explore some manifestations of a simple, strong
notion of singularity data maps. Recall that data maps are defined on a dense subset of a “data
space”.
A data map, Φ, is clearly unstable if it is “infinitely unstable.” This means that a small
change in the data, x, can lead to a change in Φ(x), that, relative to the change in x, is
arbitrarily large. We call a data set where such infinite instability occurs a “singularity” of the
data map. (But see remark 2.0.1.) It turns out that singularity is a very common, deep-seated
phenomenon in data analysis. (See section 1.8 for examples.) Our basic goal is to come up
with easy to check conditions under which particular functions, viz., those corresponding to
data maps, have singular sets of at least a certain size.
Suppose Φ is defined on a dense subset, D′, of the data space D. A “singularity” of Φ is a
data set, x ∈ D, at which the limit, limx′→x, x′∈D′ Φ(x′), does not exist. So a singularity, x, is
like a discontinuity except that Φ does not have to be defined at x. In fact, x is a singularity
of Φ if there is no way to define Φ(x) that will make Φ continuous at x. Statisticians often
analyze the variability of a data map via a Taylor expansion. Clearly, a Taylor expansion
can never capture singularity. The set of all singularities of Φ is its “singular set,” S. We
focus on the nonpathological case when S has empty interior. We lose little by assuming
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D′ = D \ S (lemma 2.0.4; “\” indicates set theoretic subtraction). A well known example
is the “(multi)collinearity” mentioned earlier. One also observes such sensitivity along the
boundaries of a test of hypotheses. The set of all singularities of Φ is its “singular set”, S.
A crucial point is this: The reason singularities are important in data analysis is that Φ
will be unstable near its singular set. This is explored further in section 2.2. Therefore, a
measure of the conditioning of a procedure is the size of the set of all its singular set.
Singular sets can be complicated. In this book we show how to get global information
about singular sets by examining behavior of data map near the typically small space, T , of
test patterns, on which data map behaves in simple way.
Although we do not settle the matter here, I conjecture that the impact of singularity is
to increase the variability of data summaries, etc.
Our view in this book is that singularity is deleterious. Singularity is not an absolute evil,
however. One might be willing to accept a large singular set in exchange for improvement in
some other aspect of data map performance. (See remark 6.7.3 and chapter 9.) Sometimes by
allowing the singular set to be larger one can reduce the “severity” of the singularities. See
[Ell91a, Theorem 2.5].) However, everything else being equal one prefers a data map with a
small singular set. Of course, everything else may not be equal. See section 1.12 for discussion
of something that will tend not to be equal.
Singularity in data analysis is common. One consequence of this fact is that a statistical
method should not be rejected just because it has singularities.
1.7. Dimension
We will see that the topological structure of a statistical problem can force there to be
singularities. The theoretical tools for doing so are developed in chapters 3 and 5. The papers
[Ell91a, Ell91b, Ell95a, Ell96, Ell04] prove similar results in special cases. Since the aspects
of a problem that lead to instability are rather general, I conjecture that instability will be
common in cases where one attempts to extract complex structure from data.
Statistics is mainly a measure theoretic subject. How big are singular sets? A weak
answer to this question is given in Ellis [Ell96]. Better, tractable way to measure “how big” is
(Hausdorff) dimension (Falconer [Fal90]; Ellis [Ell95a, Ell01, Ell03], section 3.2, appendix
B). The connection between Hausdorff measure and topology is provided by (2.0.6). The co-
dimension of S (:= dimD − dimS) is related to how fast the probability of being within 
of S decreases as  ↓ 0 (subsection 2.1). Thus, codimS is connected to the behavior of left
tail of cumulative distribution function (CDF) of distance from randomly chosen data set to
S. Figure 2 (from Ellis [Ell02]) is consistent with this. There we see that codimS = 1, 2, 3
correspond to linear, quadratic, and cubic decrease in the CDF, respectively, as distance ↓ 0.
1.8. Examples
Here are examples for which the general theory sketched in the last section gives tight
lower bounds on the dimension of the singular sets (example 3, is the only exception), with
references to literature, and parts of this book, that treat those examples.
Examples:
(1) Hypothesis testing (Lehmann [Leh93], Example 3.2.2). This is a major branch of
statistics. In hypothesis testing, the “feature space”, F, consists of two points, 0 and
1, say. Thus, a hypothesis testing method partitions the data space, D, into two pieces
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Figure 1. Plane-fitting is unstable. (a): Boundary conditions to be satisfied
by a line-fitting method. The boundary of the triangle corresponds to the test
pattern space, “T ”. (b): One attempt at solution to boundary value problem.
Small squares enclose regions of instability. (c) and (d): Blow-ups of squares
in (b). Dots indicate data sets at which instability is infinite, i.e., singularity.
(from Ellis [Ell02])
(with a null set, S, on which the method might not be defined). The singularity issue
is trivial, but still a special case of the theory.
(2) Plane-fitting ([Ell91a, Ell95a, Ell96, Ell98, Ell00, Ell02], chapter 6). Plane-fitters
are data maps that assign planes to collections of points in Euclidean space. Examples
include linear regression and principal components plane-fitting (PC) (map a data set
to the plane spanned by the first, k, say, eigenvectors of the covariance matrix of the
data, chapter 6). Here, one ignores the offset, if any, of the fitted plane from the
origin and takes the feature space, F, to be a Grassman manifold. The test pattern
space, T , consists of a sufficiently rich collection of data sets, homeomorphic to a
circle (as in figure 1; see section 1.9 below) that lie exactly on a unique plane of the
appropriate dimension. Prima facie the data space is Euclidean. However, it is more
convenient to restrict attention to data sets lying on a sphere in that Euclidean space
or the one-point compactification of Euclidean space (subsection 6.1).
An important special case of “plane-fitting” is linear regression (subsection 6.2.1).
Suppose the data consist of n points of Rq. Each point has the form (x, y), where
x ∈ Rq−1 and y ∈ R. Assume n > q > 1. Then linear regression at a data set x
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Figure 2. CDF’s of distances from Gaussian random data set to the singular
sets of least absolute deviation linear regression (LAD), principal components
line fitting (PC), and least square (LS) in fitting a line to four points on a plane.
(From Ellis [Ell02])
using a given regression method produces a function, Λ(x), whose graph is a (q − 1)-
dimensional affine subspace of Rq. Ignore the offset of the affine space from the origin
and let Φ(x) be the plane through the origin parallel to the affine subspace. Figure
3 shows real data sets that are apparently very close to singular set of least absolute
deviation (LAD) regression (subsection 6.5).
One possible difficulty in applying the theory to linear regression is that in practice
one is interested in the stability of Λ(x) as an element of a function space, not in the
stability of Φ(x), an element of a Grassman manifold. However, it is easy to see that
any singularity of Φ is also a singularity of Λ (but not necessarily conversely; remark
6.4.2, and section 6.5). So our topological/measure theoretic point of view is actually
a conservative way to study the stability of Λ.
(3) Factor analysis (Johnson and Wichern [JW92, Chapter 9]). Principal components
is often lumped together with this unsupervised learning method. There is a plane-
fitting method (preceding example) corresponding to a given factor analysis method,
but factor analysis also has a more subtle form of singularity of topological origin
([Ell04]). I do not yet know how to bound the dimension of the set of these more
subtle singularities. We do not pursue this topic in this book.
(4) Linear classifiers Classify objects into one of two classes according to the sign of a
linear function of numerical attributes of the objects (Hastie et al [HTF01, Chapter
4]). (A paper in preparation will treat this example.)
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Figure 3. Real datasets apparently very near singularities. Solid lines are
LAD lines for data plotted. Dashed lines are LAD lines for data sets obtained
by moving observations indicated by arrows a microscopic amount (1/20,000 of
the interquartile range of the variables on the x-axes) in directions shown (from
Ellis [Ell98]).
(5) Location problem on spheres. Find a typical location of the points in a collection of
points on a sphere, just as the mean or median finds the typical location of the points
in a collection of points on the line ([Ell91b], chapters 7, 8, and 9).
(6) Regularized regression and regularized “learning”. This means using data to select
a function from a, typically, infinite dimensional function space in order to make
predictions bases on similar data (Hastie et al [HTF01, Section 5.8]), Evgeniou et al
[EPP00, Section 2.4]). (In regularized regression, the restriction n > q in example 2
above can be dropped. A paper in preparation will examine the singularity issue in
the regularized context. See remark 3.1.10.)
This book is foundational and deals with these issues at a general level. However, here are
some examples to which the preceding notions apply, two general examples of which are dealt
with in this book as illustrations of the general theory (chapters 6 through 9).
In this book, in addition to two classes of examples we examine two specific examples in
greater depth. The first is “LAD” or L1 linear regression (example (2) above, section 6.5, and
appendix E). The second is the pair “augmented directional mean” and “augmented directional
median” (example (5) above, chapter 8, and chapter 9.
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Figure 4. Fitting lines to samples of three bivariate data points. “(a)” panels:
Least squares (LS), principal componensts (PC), and least absolute deviation
(L1) regression (LAD; Bloomfield and Steiger [BS83]). Small rectangles enclose
singularities. (All points on dashed lines in (LAD,a), except the endpoints, are
singularities of LAD.) “(b)” panels: Blow-up of rectangles in “(a)” panels.
Singularities are indicated by dots. “(c)” panels: Scatterplots of data sets
indicated by dots in “(b)” panels. (adapted from Ellis [Ell02])
1.9. “Line-fitting”
For concreteness and simplicity consider a special case of plane-fitting” (example 2 above
and chapter 6), viz., “line fitting”. My interest in the topology of data maps began when I
made “back of the envelope” graphs of the smallest nontrivial generic plane-fitting problem:
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Fit a line to 3 points on a plane([Ell02]). (So in this case the plane-fitter is a “line-fitter”.)
Here dimD = 6 so one cannot make a conventional graph even in this simple case.
However, one can make graphs(“LF” plots, [Ell02]) on 2 dimensional slices through 6
dimensional space . To do this one imbeds a triangle in certain nonlinear way into R6. So
points of the triangle correspond to datasets in R6. Through each point on a grid in the triangle
draw a short line segment parallel to the line that the line fitter fits to corresponding dataset
in R6. Figure 4 shows LF plots for three commonly used plane-fitting (in this case line-fitting)
methods. (For definitions of LAD and PC see example 6.0.4.)
Figure 1 shows another example of an LF plot. Points on boundary of the triangle (the
“test pattern space”, T ) in an LF plot correspond to “perfect fits”. (Panel (a) in figure 1.) In
this context, a perfect fit is a data set consisting of 3 points that lie exactly on a unique line. It
seems reasonable that a line-fitter should approximate these fits. (So the perfect fits serve to
“calibrate” the line fitter. See section 1.4.) Thus, defining a line-fitter amounts to a “boundary
value problem:” Try to extend the line fitter continuously over interior of the triangle. Figure
1 shows an attempt at a solution to this boundary value problem. Obviously, it is impossible
to continuously extend a line-fitter to whole triangle. This simple exercise shows that algebraic
topology has something to say about data analysis. (See also Brezis [Bre03, section 3, p.
191].)
1.10. Severity
If Φ maps a neighborhood of a singularity into a small open set of in F then practical impact
of singularity is small. (In this book “neighborhood” always means “open neighborhood”.)
E.g., the singularity shown in panel (b) of Figure 3 appears to involve only a small displacement
of the fitted LAD line. Let x be a singularity of Φ. If the closure of the image under Φ of
no neighborhood of x lies in any set in a specified open cover, V, of F then x is “V-severe”
(chapter 5). Severe singularities do have practical impact when the data lie near them. In
chapter 5 we develop methods that “smooth” away non-severe singularities so that one can
focus on severe ones.
1.11. Topology
Physicists have used topology to prove that certain structures or materials must have dis-
locations (Chen et al [gCAK09], Smalyukh and Lavrentovich [SL06]), and to study “optical
vortex knots” (Dennis et al [DKJ+10]). Topological singularity is also an issue in robotics
(Farber [Far08, Chapter 4]) and control theory in engineering (Jonckheere [Jon97]).
Recently there has been work on the application of algebraic topology directly to data (e.g.,
Niyogi et al [NSW11], Carlsson [Car09], Adler et al [ABB+10], Bubenik et al [BCKL10],
Ellis and Klein [EK14]). The present paper, on the other hand, involves the application of
algebraic topology directly to methods of multivariate data analysis. The take home message of
this book is, basically, that many multivariate data analytic methods can fail catastrophically.
In this book we consider feature spaces, F, that have nontrivial topological structure,
specifically nontrivial homology. Many important data maps can be interpreted as maps into a
space F with nontrivial topological structure, or at least can be factored through such a space.
Plane fitting again is an example of this (example (2), section 1.8). Such maps are necessarily
nonlinear.
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As we illustrate below, surprisingly often topological methods have something nontrivial
to say about how well conditioned a statistical operation is. By “conditioning” we mean the
sensitivity of the output of the operation to small changes in the input. Moreover, since we use
topological methods to study conditioning, these results are very general, hence, very robust.
A topological theory lays bare some of the basic structure of a problem and thus serves as a
guide to more quantitative research in more specific versions of the problem (chapters 4 and
9).
In section 3.2, chapter 4, and section 6.3, we see that our topological results have impli-
cations for Hausdorff dimension and measure (appendix B). (Though our results concerning
measure involve, alas, unspecified constants.) Even though our interests here are statistical,
except in section 2.1 and corollary 4.2.5 in chapter 4, probability plays no role here.
Statisticians usually analyze nonlinear statistical methods asymptotically (i.e., as sample
size →∞). Roughly speaking this amounts to analyzing methods locally. But many methods
of multivariate analysis are nonlinear and by using topological techniques one can analyze
nonlinear methods globally for fixed, finite sample sizes.
The focus of this book is statistical algorithms, however, another example of summarizing
and learning from data is animal (e.g., human) cognition. A subtle but important point is that
Φ does not have to be defined by an algorithm. Topology can say something about imprecisely
defined functions. So topology can be used to study real world data maps. Real life data
analysis has subjective component. Taking this further, topological laws of data analysis
might apply to cognition in animals (Zeeman [Zee65]; Ellis [Ell01]).
1.12. Measure of singular set and its distance to P
Hausdorff dimension is a very coarse way to measure the size of a set. In this book (chapter
4) we also derive a (crude) bound on the Hausdorff measure (appendix B) of the singular set,
S, when that set has small intersection with the space, T , of test patterns. The lower bound
depends on the distance from S to P.
A fundamental issue in learning theory is the tradeoff between bias and variance. It is
natural to identify instability with variance. (See references in remark 1.5.1.) So singularity
represents a kind of pure variance. Thus, everything else being equal, one wants the singular
set, or at least the set, S, of “bad” singularities, to be small. (See remarks 4.4.1 and 6.7.3.)
In section 1.6, we implied that there are other considerations that need to be balanced
with the size of the singular set. Here we examine one of them. Start with figure 5. It has
to do with the problem of determining the “location” of points on a circle (“directional data”;
chapters 7, 8, and 9). Given a data set consisting of a finite collection of points on a circle, a
measure of location is analogous to the mean or median of a batch of numbers: A single point
which gives the location of the batch of points on the circle.
Figure 5 illustrates two measures of location, specifically “augmented means”, Φ1 and Φ2
with different weights (chapter 8) but “augmentation” at (0,-1). Both are “calibrated”: Given
a data set like that in panel (b) of figure 5 in which all the data points coincide, they both
assign the common position as the location. However, the appropriate Hausdorff measure
(appendix B) of the singular set of Φ1 is at least 54 times that of Φ2 (section 8.2).
However, it does not follow that Φ2 is a better choice as a measure of location, because
use of Φ2 can lead to the sort of unpleasantness illustrated in figure 5(c). The small circles on
the large circles in panels (a) and (c) of the figure represents observations in directional data
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(a)
17 points
(b) (c)
Figure 5. Panel (a): Open circles show a directional data set consisting of 17
points. This data set is a singularity of an augmented directional mean, Φ1.
Arbitrarily small perturbations of the data are mapped by Φ1 arbitrarily close
to (-1,0) or (1,0), the black diamonds. However, this data set is not a singularity
of another augmented directional mean, Φ2. Oddly, Φ2 locates this data set very
near (0,−1) (white diamond). Panel (b): Both methods are calibrated: The
obvious location of a data set consisting of 17 points at (0,1) is (0,1). Panel (c):
A directional data set consisting of 17 points (open circles) near (0,1). This
data set is not a singularity of Φ1, which locates this data set very near (0, 1)
(black diamond). But this data set is a singularity of Φ2: Arbitrarily small
perturbations of the data set can lead Φ2 to locate it arbitrarily close to either
of the positions indicated by the white diamonds.
sets. (An “observation” is a single data point. An observation is outlying if it lies far from
the bulk of the data.) The data set shown in panel (a) is a singularity of Φ1. I.e., arbitrarily
small perturbations of the data can cause Φ1 to assign locations arbitrarily close to (-1,0) or
(1,0), the black diamonds. However, this data set is not a singularity of Φ2, which locates this
data set very near (0,−1) (white diamond). On the other hand, the data set shown in panel
(a) is so diffuse that none of the diamonds seem especially objectionable as a location for the
data set. (But the location assigned by Φ2, viz., (0,−1), does seem like an odd point at which
to call the location of the data set.) So the fact that this data set is a singularity of Φ1 is not
too troubling.
Contrast this with the situation portrayed in panel (c). It shows a directional data set that
is not a singularity of Φ1, which locates this data set very near (0, 1) (black diamond). But
this data set is a singularity of Φ2: Arbitrarily small perturbations of the data set can lead Φ2
to locate it at either of the positions indicated by the white diamonds. In this case the data
are not very diffuse and it seems that their location should be somewhere near (0, 1), i.e., near
the location assigned to it by Φ1. The white diamonds are at positions that seem completely
wrong as locations of these data.
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The singular set of Φ1, which is much larger than that of Φ2, is situated far from the space
P, of perfect fits for the location problem (4.95 units to be exact). Panel (c) of figure 5, on
the other hand, shows that the singular set of Φ2 comes undesirably close (1.30 units) to P.
Hence, it seems that in addition to size, distance of singular sets from perfect fits is an
important feature of singular sets. It turns out that size and distance to P are at best posi-
tively associated with each other (i.e., they increase together). The intuition concerning this
relationship is illustrated in figure 6. Each panel in this figure illustrates hypothesis testing
(example 1, section 1.8). Think of the grey regions in the two panels as consisting of data sets
mapped to 1. The white portions consist of data sets mapped to 0. The boundaries, S, of the
two regions, indicated with a heavy black line, are the (closures of the) singular sets.
In figure 6(a) the space P of “perfect fits” consists of two parallell lines and so is one-
dimensional. The corresponding hypothesis testing method is such that the singular set avoids
P and in fact is R units away from it at its closest. Imagine that the data space D is a large
disk. As R ↓ 0, the 1-dimensional volume of S stays does not go to 0. I.e., the H1(S) “goes to
0” like RcodimP−1 = R0.
In figure 6(b) the space P of “perfect fits” consists of two points and so is zero-dimensional.
The corresponding hypothesis testing method is such that, again, the singular set avoids P
and is R units away from it at its closest. As R ↓ 0, the 1-dimensional volume of S does go to
0. In fact H1(S) = 2piR. Thus, H1(S) again goes to 0 like RcodimP−1.
In chapter 4 we show that quite generally, if R is the distance from P to S, then the
appropriate Hausdorff measure of S is no smaller than some constant times RcodimP−1. I do
not know how to compute reasonable values of the constant of proportionaliy, which depends
on the geometry of the problem. (E.g., in the situation sketched in figure 6(b), the constant is
2pi.)
It turns out (proposition 8.3.1) that the family of augmented means , which includes the
data maps Φ1 and Φ2 illustrated in figure 5, actually achieves the R
codimP−1 logarithmic rate.
This is another instance of the main theme of this book: One can get global information
about S by looking locally, specifically within R units, of P.
Remark 1.12.1. The result on measure as well as the bound on dimension (subsection 1.12)
hold when the singular set S is closed. However, we will also see, using results from chapter 5,
that also quite generally, we can replace S by a set of “severe singularities” (subsection 1.10).
1.12.1. “Robust” measures of location on the circle. In real life data can be un-
reliable. Hampel [Ham74, p. 387] states, “It is known by now that the proportion of gross
errors in data, depending on circumstances, is normally between 0.1% and 10%, with several
percent being the rule rather than the exception.” This has led statisticians to study statistical
methods that are resistant to “outlying” observations, by which we mean data points lying far
from the bulk of the data.
In chapter 9, we show that, at least in measuring location on the circle, there is a cost to be
paid for resistance. There we consider measures of location whose resistance to outliers mani-
fests itself in having a positive order of “exactness of fit”. In our framework this corresponds
to having a relatively high dimensional space, Pexact fit, of perfect fits.
Augmented means, discussed above, on the other hand are not resistant. But the space,
Paug. mean, of perfect fits appropriate to augmented means has lower dimension than that of
those with positive order of exactness of fit. Let Φ be a measure of location on the circle with
positive order of exactness of fit. Suppose its singular set comes within R > 0 units of Pexact fit.
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Figure 6. One (a) and zero (b) dimensional P that is R units from S.
It then follows from the theory sketched above (and in detail below) that if R is sufficiently
small then there is an augmented mean whose singular set is more than R units from Paug. mean
but whose singular set has smaller Hausdorff measure (of the appropriate dimension) than that
of Φ. The vague phrase “sufficiently small” is needed because I do not know the value of the
relevant constants.
Thus, it seems that augmented means can have singular sets that are smaller than those of
measures of location on the circle with positive order of exactness of fit while being no closer
to the appropriate space, P, of perfect fits. But there are other considerations. A data analyst
might feel that the resistance to outliers possessed by methods with positive order of exactness
of fit have is sufficiently desirable that it makes up for the poor singular sets that such methods
also seem to have.
The results in chapters 8 and 9 must not be thought of as the goals of the paper. They
merely serve as “proof of concept” to give some idea how the results in this book might be
applied. However, it is often in the case that, as in this simple example, in designing data
analytic methods to be more general and flexible one makes the corresponding P bigger. Our
results suggest that this makes the singular set larger as well, which goes along with making
the method less stable.
1.13. Preview
Notation, the definition of singularity and basic results concerning singularity are given
in chapter 2. The basic topological result that relates the singular set to the behavior of a
data map near the test pattern space is proved in section 3.1. General results for bounding
below the dimension and volume of the singular set are developed in section 3.2 and chapter
4. Section 5 greatly expands the range of situations to which the results in chapters 3 and
4 can be applied. As part of this, chapter 5 discusses the issue of, not just the size of the
singular sets, but also the severity of individual singularities (section 1.10). There we show
that often one can assume that the singular set is a closed set of severe singularities. Section 6
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we apply our general results to the important class of statistical data summaries that fit planes
to “continuous” data, i.e., data belonging to Euclidean space.
In chapter 7, we consider the location problem on spheres. This theory is analogous to the
“topological social choice theory” (e.g., Chichilnisky [Chi79]). We apply the theory of chapter
3 to compute a tight lower bound on the dimension of the singular set for that problem. Using
the results in chapter 4, in chapter 9 we analyze “resistant” methods for assigning a location
to clouds of points on spheres and prove a result suggesting that, in terms of the measure of
the singular set and its distance from the space, P, of perfect fits (subsection 1.12), one can
always do better by using a non-resistant method, specifically ‘augmented directional means”
(chapter 8).
There are four appendices. Appendix A resolves some technical issues that arise in the main
body of the paper. Appendix E does the same for the specific topic of “least absolute deviation”
linear regression (subsection 6.5). Appendices B and C review the topics of Lipschitz maps
and Hausdorff dimension and measure (appendix B) and simplicial complexes (appendix C).
In appendix D we develop some technicalities concerning approximating a function continuous
off a compact set by one continuous off a polyhedron.
The papers [Ell01, Ell03] sketch some of the material in this book.
CHAPTER 2
Preliminaries
Let Φ be a data map, i.e., Φ that takes data sets, x, in a “data, or sample space”, D,
and maps them to decisions, classifications, estimates, descriptions, or features in a feature or
parameter space, F. (See section 1.3; nondeterministic data maps are discussed in section 5.1.)
In this book we make the following blanket assumption.
(2.0.1) D is a separable, connected metric space and F is normal.
If D is a topological manifold (Boothby [Boo75, Definition (3.1), p. 6]) then it is metrizable
and separable (Boothby [Boo75, Theorem (3.6), p. 9] and Simmons [Sim63, p. 100]). Φ might
not be defined at literally every point of D, but we will assume that Φ is defined on some dense
subset, D′, of D.
Say that a manifold or map is “smooth” if it is C∞. In this book D will often be a Rie-
mannian manifold (Boothby [Boo75, Definition (2.6), p. 184]), in which case for convenience,
we include among its properties that it is smooth. For any function f on a set S, if T ⊂ S,
then f |T will denoted the restriction of f to T .
A “singularity” of Φ (w.r.t. D′) is an input, x, at which the limit, limx′→x Φ(x′), does
not exist. (The limit is taken through the dense subset D′.) So a singularity, x, is like a
discontinuity except that Φ does not have to be defined at x. The set of all singularities is the
“singular set,” S, of the data map, Φ.
Remark 2.0.1 (Completeness and interpretation of singularity). Consider the assumption
F is a metric space.
A natural interpretation of this assumption is that if x ∈ S is a singularity then small changes
in x′ ∈ D′ near x can have relatively large effects on Φ(x′). But what if F is not complete?
Suppose xn → x ∈ S and {Φ(xn)} is Cauchy but does not converge in F. If might be possible to
augment F by a sensible object f such that (s.t.) then Φ(xn)→ f . Assume this has been done
whenever possible. However, there might be some cases in which there is no sensible object
to which {Φ(xn)} is “trying” to converge. E.g., F might be a function space and {Φ(xn)} is
“trying” to converge to a multi-valued “function”. In that case, one might prefer to not to
define a limiting value of {Φ(xn)}. In summary, if x ∈ D is a singularity then either small
changes in x′ ∈ D′ arbitrarily near x can have relatively large effects on Φ(x′) or near x one
can find x′ ∈ D′ s.t. Φ(x′) is arbitrarily “strange”.
Remark 2.0.2 (Calibration, section 1.4). A key idea is a form of “calibration”. This means
that there is a subset P ⊂ D of “perfect fits” s.t. P ∩ D′ is dense in P and for every x ∈ P
a (nearly) canonical data summary has been chosen. The example of plane fitting is used in
section 1.4, another is the “location problem:” Given a sample of points in a space, O, find
a single point in the space that is typical of the whole sample (chapters 7, 8, and 9). Simple
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examples are the mean and the median, when O = R. For the location problem, a natural test
pattern is a data set all of whose members are equal, to y ∈ O, say. The canonical location in
that case is y.
Calibration can be thought of as a way to define a class of data maps. To construct P we
usually imbed a subset of F into D. This imbedding, call it g, plays the role of a “generative”
model that “solves” a “forward problem.” Calibration of a “data map,” Φ : D → F will mean
requiring that the restriction of Φ to P to approximately invert the generative map, g. In this
sense we are trying to solve an “inverse problem.” A “standard”, Σ, for the statistical problem
is some rule that Φ should approximately satisfy on P or in the vicinity of P. In this book,
Σ, can just be a map Σ : P → F that Φ should approximate on P. For this to make sense,
assume P ∩ D′ is dense in P. The quadruple (P,D,F,Σ) defines a class of data maps.
Calibration is a very weak way that the statistical problem can be an inverse problem –
ideally, on P it is one. Typically, we work with a subset, T ⊂ P, of “test patterns”. We also
want T ∩ D′ to be dense in T .
Let S ′ be a closed superset of S. (In chapter 5 we will see that the closed set S ′ can often
be replaced by a closed subset of S.) Assume Φ is defined and continuous on D\S ′. In chapter
3 we will see that if F has some homology and T is rich enough that the restriction of Φ to
T \ S ′ probes that homology then Φ can thereby be forced to have singularities somewhere in
D, not necessarily in T .
Prima facie the singular set depends on the dense set D′:
Example 2.0.3. Let D = (0, 1) and F = R. Let q1, q2, . . . be the rational numbers in
D. Let U1, U2, . . . be independent and identically distributed random variables each uniformly
distributed on the interval (−1, 1). Define Φ : D → F to be the following random function. If
x ∈ D is irrational then Φ(x) = 0. Define Φ(qi) = Ui (i = 1, 2, . . .). First, let D′ = {q1, q2, . . .}.
Then with probability 1, the singular set is S = D. On the other hand, if D′ is the set of
irrational numbers in D, then S = ∅ with probability 1.
In practice, there is usually a natural choice of D′ satisfying the following.
(2.0.2) D′ is dense in D and Φ is continuous on D′ (so D′ ∩ S = ∅).
Under (2.0.2) all isolated points of D belong to D′ and if x′ ∈ D′ is not isolated, then any
neighborhood of x′ contains another point of D′. We have the following. (“\” indicates set
theoretic subtraction.)
Lemma 2.0.4. Suppose Φ : D′ → F is a data map with singular set S w.r.t. D′. Suppose
(2.0.2) holds. Then S has empty interior. Define Φˆ : D \ S → F as follows. For x ∈ D \ S, let
Φˆ(x) =
{
Φ(x), if x ∈ D′ is isolated,
limx′→x;x′∈D′ Φ(x), if x ∈ D \ S is not isolated.
Then Φˆ is continuous on D \ S and the singular set of Φˆ w.r.t. D \ S is S.
Suppose D˜ is another dense subset of D on which Φ′ is defined, i.e., D˜ ⊂ D \ S, and let S˜
be the singular set of Φ′ w.r.t. D˜. Then S˜ ⊂ S.
(For proof see appendix A.)
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With lemma 2.0.4 as motivation, from now on unless otherwise specified we assume the
following.
(2.0.3) D′ = D \ S, Φ is continuous on D′, and D′ is dense in D.
Remark 2.0.5 (Damned if you do and damned if you don’t). Let D′ ⊂ D with Φ defined
on D′. One hopes (1) D′ is large and (2) Φ behaves well on D′. E.g., D′ might be the collection
of datasets at which Φ is defined uniquely. It may not be easy to prove that (2.0.2) holds for
this D′. One can then proceed as follows. Assume that (2.0.2) holds and on that basis use
the results in this book to show that some generally bad things happen. Alternatively, (2.0.2)
fails, which in itself can be bad.
An example of a D′ to which the preceding remark might apply is provided by data maps
defined by optimization. These are common in data analysis (e.g., remark 3.1.10).
Lemma 2.0.6. Suppose g : F × D → R and, given x ∈ D, Φ(x) is defined to be the point
f0 ∈ F s.t. f = f0 minimizes f 7→ g(f, x), whenever f0 exists uniquely.
(1) Suppose F is compact and g is continuous on F×D. Let D′1 ⊂ D be the collection of
datasets x′ ∈ D s.t. Φ(x′) is defined. Suppose D′1 6= ∅. Then Φ is continuous on D′1.
(2) More generally, even if F is not compact or g is not continuous, the following holds.
Let D′2 ⊂ D be the collection of datasets x′ ∈ D with the following property. There
exists f0 ∈ F (depending on x′) s.t. for any neighborhood, G, of f0 there is a neigh-
borhood U ⊂ D of x′ s.t.
(2.0.4) For every x ∈ U , inf
f /∈G
g(f, x) > g(f0, x).
So Φ(x′) exists (in particular is unique) and equals f0. Suppose D′2 6= ∅. Then Φ is
continuous on D′2.
(For proof see appendix A.)
Remark 2.0.7 (Mitigating Singularity). We indicate three approaches.
First, one can try to choose a data analytic method, Φ, that is appropriate for the problem
at hand but whose singular set lies in a region of D of low probability. This choice can be
made before seeing the data. But there may not be any such Φ. See remark 6.7.2.
It is tempting to try to avoid singularities by choosing Φ on the basis of the data, but this
choice must be made cautiously. To see this, suppose one starts with a family, Φ = {Φα : D′ →
F, α ∈ A}, of procedures appropriate to the problem at hand. E.g., each Φα is calibrated w.r.t.
some simple, “rich” space of perfect fits (remark 2.0.2). Given data, x, choose some member,
Φα(x), whose singular set is remote from x. Summarize the data by Φ
∗(x) := Φα(x)(x). At first
glance it would appear that Φ∗ has good singularity properties. However, by piecing together
the procedures in Φ one may inadvertently create singularities. In particular, the theory of
chapter 3 may apply to show that Φ∗ has singularities. For example, α(x), the index that
selects the member of Φ based on the data x, may be a piece-wise constant function of x ∈ D.
Φ∗ may have singularities at some of the jumps in α.
A second approach to countering the singularity problem is through the use of “diagnos-
tics”. For example, suppose Φ has a closed singular set S. (In chapter 5 we will see that this
is not an unreasonable assumption.) Let C denote the “cone over F” defined as follows. Start
with the Cartesian product, F× [0, 1]. The cone, C, is then the space we obtain by identifying
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the set F×{0} to a point, the “vertex”, v. If x ∈ D, let ρ(x) = dist(x,S), the distance from x
to S. (D is a metric space by (2.0.1); see Munroe [Mun71, p. 12] for definition of distances)
Now define a new data analytic procedure, Φ# taking values in C, as follows.
Φ#(x) =
{(
Φ(x), ρ(x)1+ρ(x)
)
∈ C, if x /∈ S,
v, if x ∈ S.
The quantity ρ(x)/[1 + ρ(x)] is a diagnostic for Φ at x. The augmented data summary Φ# is
actually a continuous function on D that contains all the information in Φ (assuming Φ(x) is
meaningless for x ∈ S). However, such use of diagnostics is not always helpful.
A third, and widely used, method for mitigating singularities is through regularization. But
regularization also has it perils (remark 3.1.10). As discussed in section 5.1, randomization,
i.e., using nondeterministic data maps, seems to have limited ability to mitigate singularity.
Remark 2.0.8 (Duality). Let x ∈ D′. It might be that two data maps, Φ1 and Φ2, on
D′ are very similar (e.g., are solutions to very similar optimization problems), yet Φ1(x) and
Φ2(x) are quite different. For x may be close to the singular set, S1, of Φ1 and the singular set
of Φ2 may be different from S1. In this case one might say that x has a singularity near Φ1.
Such singularities are important in applied statistics. It is hard to trust a statistical analysis
in which a small change in the model leads to a large change in the fitted function.
More generally, consider the space M = D×Φ, where Φ is a collection of data maps with
the same range space, F. Consider the singularities of the pairing that takes (x,Φ) ∈ M to
Φ(x). Might this pairing be important in model selection?
Prima facie, the bigger S is, the poorer is the conditioning of Φ. A tractable way to
measuring the size of the singular set is by its dimension. We use Hausdorff dimension. (See
appendix B.) A stronger notion of dimension is Lebesgue covering dimension, which in our
case ((2.0.1)) is the same as inductive dimension (Hurewicz and Wallman [HW48]). Denote
it by dimLeb. If a separable metric space, X, has Lebesgue dimension n, then by Hurewicz and
Wallman [HW48, Theorem VII 2, p. 104]
(2.0.5) dimLebX ≥ n implies Hn(X) > 0 so dimX ≥ n.
where “Hn” denotes n-dimensional Hausdorff measure and “dim” denotes Hausdorff dimension
(appendix B).
Let X be a compact metric space and let k be a nonnegative integer. Let G be a group
and let Hˇk(X;G) be the k-dimensional Cˇech cohomology group of X with coefficients in G
(Dold [Dol95, Chapter VIII, chapter 6]). If one can show
Hˇk(X;G) 6= 0(2.0.6a)
then
Hk(X) > 0. In particular, dimX ≥ k.(2.0.6b)
This follows from Hurewicz and Wallman [HW48, statement F, p. 137] and (2.0.5). (See also
Dold [Dol95, Chapter VIII, Remark 10.4, pp. 309–310].)
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2.1. Asymptotic probability of being near S
By definition of singularity, a small perturbation of a dataset near the singular set of a
data map can wildly change the output of the data map. (This is further explored in section
2.2). Let D be a d-dimensional Lipschitz manifold, where d is a positive integer. I.e., each
point of D has a coordinate neighborhood s.t., w.r.t. the metric on D, the local coordinate
functions of D and their inverses are Lipschitz functions (appendix B). (By lemma B.20, part
(3), a Riemannian manifold, for example, is a Lipschitz manifold.) Let R be a compact subset
of S. For δ > 0 define
Rδ = {x ∈ D : dist(x,R) ≤ δ}.
(See Munroe [Mun71, p. 12] for the definition of “dist”.) I expect the following is well known.
In fact, it is reminiscent of Weyl’s tube formula (Gray [Gra04]).
Proposition 2.1.1. Let D be a d-dimensional Lipschitz manifold and let S ⊂ D be closed.
Suppose the positive multiplicative constant, ωs ∈ (0,∞), in the definition of Hsδ is continuous
in s > 0 (e.g., as in (B.1)). Let r := dimR so r ≤ d. Assume r > 0. Recall that codimR =
d− dimR = d− r. Let  ∈ (0, r). We have the following.
(2.1.1) Hd(Rδ) ≥ δ(codimR)+, for δ ∈ (0, 1) sufficiently small,
If Hr(R) <∞ then there is a constant, C > 0, depending only on R, r, and D s.t.
(2.1.2) Hd(Rδ) ≥ C δcodimRHdimR(R), for δ ∈ (0, 1) sufficiently small.
(For proof see appendix A.)
From the proof of proposition 2.1.1 it appears that the constant C in (2.1.2) might often
be computable. In theorem 4.2.4 we get a relative lower bound on HdimR(R) under some
circumstances. (See corollary 4.2.5.)
Let P be a probability distribution on D, absolutely continuous w.r.t. Hd. Suppose the
density dP/dHd is continuous and nowhere vanishing. Then the density is bounded below on
any relatively compact neighborhood of R. Let x be a random element of D with distribution
P . It follows from (2.1.1) that the probability that x is within δ of R goes to zero more
slowly than δ(codimR)+ for any  > 0. See corollary 4.2.5. In [Ell02, section 8] and figure 2
the probability distribution of the distance to the singular sets of three plane fitting methods
(chapter 6) is exhibited in a toy case. In each case the probability that x is within δ of S goes
to 0 like δcodimS .
Of course, the probability of being within δ of S also depends on the value of the density
in the vicinity of S. One might think that the density might be relatively small near S so that
getting data near S will be quite rare. On the contrary, in remark 6.7.2 it is argued that, at
least in plane-fitting (chapter 6), the probability density can be arbitrarily high, in relative
terms, near S.
This raises some interesting practical questions. Suppose a dataset x is close to the sin-
gular set. Let x′ be an independent dataset drawn from the same distribution. What is the
approximate probability that x′ is also close to the singular set? Answering this question
seems to require a Bayesian approach (Gelman et al [GCSR]). Alternatively, in a frequentist
framework (Rice [Ric88, p. 21]) one might be able to compute a lower confidence bound on
the probability that x′ is within a given distance of S. Might low codimension of S make it
more likely that x′ is close to S?
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2.2. Derivatives of data maps near singularities
Near a singularity a small change in the data can make a big change in the value of the
data map. (See section 1.5 for some references.) If the co-dimension of the singular set, S, is
no larger then 1, then the “big change” may just be a jump. However, if codimS > 1, which
will often be the case (e.g., figure 4), then something more interesting happens.
Suppose D and F are Riemannian manifolds with Riemannian metrics 〈·, ·〉D and 〈·, ·〉F,
resp. Let ‖ · ‖D,x be the norm corresponding to 〈·, ·〉D,x, x ∈ D. Thus,
‖v‖D,x =
√
〈v, v〉D,x, v ∈ Tx(D), x ∈ D.
Define ‖ · ‖F,w, the norm on F at w ∈ F similarly. In this section we assume that, whether or
not F has a boundary, it is complete w.r.t. its metric. (See remark 2.0.1.)
We will assume further that the singular set S is locally compact. (Chapter 5 makes this
plausible.) Let d = dimD. Let x0 ∈ D \ S and let ϕ : U → Rd be a coordinate neighborhood
of x0. We may assume U ⊂ D \S. Let G := ϕ(U) ⊂ Rd and let ψ : G→ U be the inverse of ϕ.
Then ϕ and ψ are locally Lipschitz by lemma B.20. Let T (D) and T (F) be the tangent bundles
of D and F, resp. Let piD : T (D) → D be the projection that takes v ∈ Tx(D) to x ∈ D. Let
U˜ := pi−1D (U) ⊂ T (D). Thus, the differentials ϕ∗ : U˜ → G×Rd and ψ∗ : G×Rd → U˜ ⊂ RN are
smooth (Boothby [Boo75, Exercise 6, p. 337] and Milnor and Stasheff [MS74, pp. 8–9]).
In accordance with (2.0.3), Φ is defined and continuous on D \ S. WLOG (Without Loss
Of Generality) we may assume that Φ(U) is a subset of a coordinate neighborhood W ⊂ F
with coordinate map, τ : W → Rf , f being the dimension of F. Let σ : H := τ(W ) → F
be the inverse of τ . Let W˜ := pi−1F (W ) ⊂ T (F), where piF : T (F) → F is projection. Thus,
τ∗ : W˜ → H × Rf and σ∗ : H × Rf → W˜ are smooth.
Consider the map Ω : G → Rf defined by Ω = τ ◦ Φ ◦ ψ. So Ω is continuous on G.
Recall (Federer [Fed69, Section 3.1, p. 209]) that, at each y ∈ G at which it is defined, the
differential, DΩ(y), is a linear function from Rd → Rf . By Federer [Fed69, p. 211], DΩ is
Borel measurable on the set where it is defined. Moreover, the set where DΩ defined is itself
Borel. Define, in the obvious manner, the composite DΦ := σ∗ ◦DΩ◦ϕ∗, which takes values in
W˜ , wherever it is defined on U˜ . Let x ∈ U . If it is defined, denote the restriction, DΦ|Tx(D) of
DΦ to the tangent space Tx(D) to D at x by Φ∗,x or just by Φ∗, when x is understood. If Φ∗,x
is defined at x ∈ U then, by (Federer [Fed69, (1) and (2), pp. 209–210]), Φ∗,x is independent
of the particular coordinate neighborhoods (U , φ) and (W, τ). And DΦ is Borel measurable off
a Borel measurable set. We assume
(2.2.1) Φ∗,x is defined for Hd-almost all x ∈ U .
Thus, at Hd-almost all x ∈ U the data map Φ induces a linear operator Φ∗ := Φ∗,x :
Tx(D′)→ TΦ(x)(F). As such, Φ∗ has a norm at each x ∈ U , viz. where it is defined:
(2.2.2) |Φ∗,x| := sup
{∥∥Φ∗(v)∥∥F,Φ(x) : v ∈ Tx(D), ‖v‖D,x = 1}.
|Φ∗| measures “how big” the derivative of Φ is at each point of U .
Let α : [0, λ] → U be a piece-wise differentiable curve in U . This means that there are
finitely many values 0 = λ0 < λ1 < · · · < λm = λ s.t. α is differentiable on each interval
(λi−1, λi) (i = 1, . . . ,m). If α is differentiable at t ∈ (0, λ) let α′(t) := α∗(t) : R → Tα(t)(D)
denote the differential of α at t. By Boothby [Boo75, p. 185; Theorem (1.2), p. 107; and
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Theorem (1.6), p. 109] and the “area formula”, Federer [Fed69, 3.2.3, p. 243], the length of α
is
(2.2.3) length of α = H1(α[0, λ]) = ∫ λ
0
∥∥α′(t)∥∥D,α(t) dt.
A similar formula applies to other curves.
Assume Φ∗ ◦ α(s) is defined for almost all s ∈ [0, λ]. Then it makes sense to define
(2.2.4) average size of the derivative of Φ along α =
1
length of α
∫
α[0,λ]
|Φ∗,x|H1(dx).
In this book we frequently use the following notation. Let X be a metric space and r > 0.
Then we define
(2.2.5) Br(x) :=
{
y ∈ X : φ(y, x) < r},
where φ is the metric on X. Variations on this notation will also appear. For example,
(2.2.6) Br(x) := B
m
r (x) :=
{
y ∈ Rm : |y − x| < r}
As another variation, let δ be a topological metric on D. For η > 0 and x ∈ D, define
(2.2.7) Bη(x) := {x′ ∈ D : δ(x, x′) < η} and B′η(x) := Bη(x) \ S.
Another common notation is the following. Let f be a function on a set S and let T ⊂ S
then write
(2.2.8) f |T is the restriction of f to T.
Proposition 2.2.3 concerns the average size of the derivative of Φ along curves α. In the
proof, we use the notion of geodesic convexity (Boothby [Boo75, p. 337], Spivak [Spi79, p.
491]). Let M be an m-dimensional Riemannian manifold.
Definition 2.2.1. A subset S of M is “geodesically convex” if for every x, y ∈ S there is
a unique shortest geodesic joining x and y and that path lies entirely in S.
Let φ be the topological metric on M determined by its Riemannian metric (Boothby
[Boo75, Theorem (3.1), p. 187]). By Helgason [Hel62, theorem 9.9, p. 53] (and the remark
preceding the theorem) we have the following.
Proposition 2.2.2. For every point x0 of M there is an r(x0) > 0 s.t.:
(1) For every ρ ∈ (0, r(x0)] the neighborhood Bρ(x0) (the open ball about x0 with radius
ρ w.r.t. φ) is a normal neighborhood of each of its points (Helgason [Hel62, p. 33]).
(2) Let ρ ∈ (0, r(x0)]. Let x1, x2 ∈ Bρ(x0) and s = φ(x1, x2). Then there exists a
geodesic ωx1x2 : [0, s] → M joining x1 and x2 of length s (If x ∈ Bρ(x0) define
ωxx : {0} → {x}.) In fact, ωx1x2 is the only curve segment in M of length at most s
joining x1 and x2. Moreover, ωx1x2 [0, s] ⊂ Bρ(x0), i.e. Bρ(x0) is geodesically convex.
Let δ be a topological metric on D and let δ〈·,·〉 be the topological metric on D generated by
its Riemannian metric, 〈·, ·〉D. Let ρ be the topological metric on F generated by its Riemannian
metric, 〈·, ·〉F.
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Proposition 2.2.3. Suppose F is a manifold that is complete w.r.t. ρ. Suppose the metrics
δ and δ〈·,·〉 are locally equivalent in the sense that D is covered by open sets U with the following
property. There exists K(U) ∈ [1,∞) (depending on U) s.t. for every x, y ∈ U we have
(2.2.9) K(U)−1δ(x, y) ≤ δ〈·,·〉(x, y) ≤ K(U) δ(x, y).
Suppose S is locally compact with codimS > 1. (In particular, d > 1.) Assume (2.2.1)
holds. Then there exists a functions C : S → (0, 1) and η0 : S → (0,∞) with the following
property. Let x ∈ S and let η ∈ (0, η0(x)). Then there exists λ ∈ (0,∞) and a path α : [0, λ]→
B′η(x) s.t. α is one-to-one, and
(1) Φ∗,α(s) is defined for almost all s ∈ [0, λ] and the average size of the derivative of Φ
along α (as defined by (2.2.4)) is greater than C(x)/η.
(2) The average distance from α to x satisfies
C(x)η ≤ 1
length of α
∫
α[0,λ]
δ(y, x)H1(dy) ≤ η.
(For proof see appendix A.)
Part (2) of the proposition shows that the bound in (1) does not depend on α lying
arbitrarily close to x. The proposition implies that
average size of the derivative of Φ along α ≥ C(x)
η
≥ C(x)
2
average distance from α to x
.
Thus, in an “average” sense, the derivative blows up at least as fast as the reciprocal of the
distance to x. But this assertion with the adjective“average” removed is false as shown in
the following example. However, for statistical purposes, perhaps the “average” behavior is
sufficient.
Example 2.2.4. Proposition 2.2.3 says that the average size of the derivative, Φ∗,x, is
greater than a multiple of 1/η at distances from x ∈ S that average more than a multiple of η.
This seems to say that that |Φ∗| increases as the reciprocal of the distance to the singularity,
x. Here, however, is an example in which |Φ∗| fails to increase as the reciprocal of the distance
to the singularity. Let F = R, let D = Rd for some d = 2, 3, . . ., and let x = 0. For t ∈ (0, 1],
let f(t) := log
[
− log(t/e)], where e := exp(1). So f(1) = 0 and f(t) ↑ inf as t ↓ 0. For
n = 0, 1, 2, . . ., let tn = f
−1(n), so tn ↓ 0 as n → ∞. More precisely, tn = exp{1 − en}.
Therefore, tn+1 is of much smaller order than tn.
Now let
g(t) :=
{
f(t)− f(tn) = f(t)− n, if tn+1 ≤ t < tn for some even n ≥ 0,
f
(
tn+1
)− f(t) = n− f(t) + 1, if tn+1 ≤ t < tn for some odd n > 0.
Then g : (0, 1] → [0, 1] and g(t) oscillates between 0 and 1 as t ↓ 0. g is continuous anddiffer-
entiable except at t0, t1, . . .. (g can be extended and tweaked to be differentiable in (0,+∞).)
Moreover, if g is differentiable at t ∈ (0, 1], then∣∣g′(t)∣∣ = 1
t
∣∣log(t/e)∣∣ .
Hence,
∣∣g′(t)∣∣→∞ more slowly than 1/t.
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Finally, let Φ : Bd1(0)→ [0, 1] (see (2.2.6)) be defined by
Φ(x) = g
(|x|).
The singular set, S, of Φ is the origin but the size of the derivative of Φ(x) increases more
slowly than 1/|x| as x→ S.
Consider the case d = 2. Define an arc, α, connecting (tn, 0) with (−tn+1, 0) as follows.
The first piece of the arc is a semi circle centered at the origin and connecting (tn, 0) with
(−tn, 0). The second piece is the line segment connecting −tn+1 to −tn. Thus, indexing α by
arc length we have
α(s) :=
{
tn(cos s, sin s), if 0 ≤ s < pitn,
−tn + (s− pitn), if pitn ≤ s ≤ pitn + tn − tn+1.
Thus, the average distance from α to x := 0 ∈ S is no smaller than
(2.2.10)
1
length α
[∫ pitn
0
tn ds+
∫ pitn+tn−tn+1
pitn
[
tn − (s− pitn)
]
ds
]
.
Taking η = tn, we see that the average distance from α to x is between η/2 and η.
The average derivative along α is, by definition of tn with −tn+1,[
pitn + (tn − tn+1)
]−1(
pitn × 0 +
∫ tn
tn+1
∣∣g′(s)∣∣ ds)
=
[
pitn + (tn − tn+1)
]−1
(0 + 1) = O
(
1
tn
)
= O(1/η).
Here we employ Landau “big O” notation (de Bruijn [dB81, Sections 1.2 and 1.3]). This
exemplifies the proposition 2.2.3 except that Φ is not differentiable over much of α. But this
can be corrected by nudging α slightly from the circles with radii tn and tn+1.
CHAPTER 3
Topology
3.1. Homology and Singularity
The theory discussed here is an application of algebraic topology (e.g., Sato [Sat99],
Munkres [Mun84], Dold [Dol95]). The following is a main theorem of the paper because
almost everything else in this book is a consequence of it. (Theorem 4.2.4 is the other main
theorem of the paper. The usefulness of Theorem 4.2.4 derives from theorem 3.1.1.) Theorem
3.1.1 shows that the behavior of Φ near an appropriately chosen test pattern space, T ⊂ D, can
have implications for the global behavior of Φ on D. Let S be the singular set of Φ (chapter
2). Recall that we assume that D′ = D \ S and Φ is defined and continuous on D′ (equation
(2.0.3)). Hence, if S ′ ⊃ S is a closed subset of D then the data map Φ is continuous on D \S ′.
We focus on the nonpathological case in which S ′ has empty interior in D. Regard Φ as a
function on D \ S ′ ⊂ D \ S.
Theorem 3.1.1. IF:
(1) T ⊂ D is a compact t-dimensional manifold (in the relative topology).
(2) S ′ ⊂ D is closed with empty interior and Φ is continuous on D \ S ′.
(3) r is an integer between 0 and t, inclusive.
(4) Ht−r(S ′ ∩ T ) = 0, e.g., dim(S ′ ∩ T ) < t− r (e.g., S ′ ∩ T = ∅), so T \ S ′ is dense in
T .
(5) The restriction of Φ to T \ S ′ has a, necessarily unique, continuous extension, Θ, to
T .
THEN:
(3.1.1) Φ∗
[
Hr(D \ S ′)
] ⊃ Θ∗[Hr(T )].
(If T is not orientable, use a commutative ring of characteristic 2 for coefficients. Other-
wise, any commutative coefficient ring is permissible. “Hr” indicates r-dimensional singular
homology, Munkres [Mun84, Chapter 4 and pp. 309–310])
(Do not confuse P with P.) Choosing T so that T ∩S ′ is not too big (hypothesis 4) is one
of the challenges to applying this result. It turns out that the assumption in hypothesis 2 of
theorem 3.1.1, that S ′ is closed can be weakened. See remark 3.1.7.
Remark 3.1.2. Note that S ′ is a superset of the singular set of Φ. Some care is needed to
insure that in applying the results of this chapter that S ′ is an interesting set. If S is closed
then we may take S ′ = S. But S need not be closed as the LAD example in figure 4 shows.
Another example is as follows. Suppose D = R2 and F = R. Let
Φ(x, y) =
{
x, If y ≥ 0
0, If y < 0.
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The singular set of this Φ is R with the point 0 removed – not a closed set.
In fact, in chapter 5 we show that, under hypotheses on F that seem to often hold in
practice, we may take S ′ to be a closed subset of S consisting only of “severe” singularities.
More precisely, in theorem 5.0.8 describes an operation that takes the pair, (Φ,D′), to a pair,
(Ω, D˜) with D˜ ⊂ D and Ω : D˜ → F s.t. D′ ⊂ D˜, Ω|T ∩D′ = Φ|T ∩D′ (see (2.2.8)), the singular set
of Ω lies in a closed subset, S ′, of S consisting of “severe” singularities of Φ, and D˜ = D \ S ′.
Now apply theorem 3.1.1 with Ω in place of Φ. Similarly, sometimes hypothesis 5 can be
weakened (corollary 5.0.13).
Remark 3.1.3 (“Stationary” data sets). In settings where derivatives of Φ make sense, it
is natural to wonder whether the preceding result (and other results in this book) might have
something interesting to say about those derivatives. For example, can this approach lead to
results similar to proposition 2.2.3?
A data map, Φ, should not be too sensitive to small changes in the data. But other extreme
is also bad: Φ should be sensitive to some changes in the data. In particular, it would be bad
if Φ were stationary at some data set, x, i.e., if dΦ(x) = 0, where dΦ is the differential of
Φ. This is a form of singularity that might be studied using the methods of this book. Just
replace the feature space F by the tangent bundle TF with the 0-vectors removed. However,
the singularities of Φ are also singularities of dΦ and it might be difficult to distinguish the two
forms of singularity. And for what it is worth, I am not yet aware of any standard statistical
method that has a stationary data set.
Theorem 3.1.1 is only interesting when
(3.1.2) Θ∗ : Hr(T )→ Hr(F) is non-trivial,
which happens when Θ “feels” r-dimensional “holes” in F. (3.1.2) follows from calibration
when the similar fact holds for the standard, Σ (remark 2.0.2):
(3.1.3) Σ is continuous and
(
Σ|T
)
∗ : Hr(T )→ Hr(F) is non-trivial.
(See (2.2.8).) In particular, it must be the case that Hr(F) is nontrivial. The Euclidean location
problem and estimating a corelation matrix are cases where Hr(F) is trivial for r > 0. (The
space of correlation matrices is starlike with respect to the identity matrix.) In applying this
theorem the idea is to choose T so the hypotheses of Theorem 3.1.1 and (3.1.2) are easy to
check. See example 3.2.2 and chapters 6, 7, 8, and 9 for examples.
The following gathers together some basic facts.
Corollary 3.1.4. Suppose the hypotheses of Theorem 3.1.1 hold. Suppose (3.1.2) holds,
as well, but
(3.1.4) inclusion D \ S ′ ↪→ D induces a trivial homomorphism in r-dimensional homology.
(E.g. Hr(D) = {0}.) Then:
(1) S ′ is nonempty.
(2) If U is any open neighborhood of S ′ then the restriction of Φ to U \ S ′ induces a
nontrivial homomorphism in r-dimensional homology.
Remark 3.1.5. These results depend on Φ exhibiting certain behavior near the test pat-
tern space T . Suppose Φ is specified by some algorithm. The datasets in T may be very
idiosyncratic and the data analyst might in fact prefer to treat them in some special fashion,
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i.e., not use Φ on them. In that case, singularities of Φ that are close to T are not of much
interest. However, from figure 4 we see that singularities can be far from T . (In figure 4, T is
the boundary of the triangle.) Suppose x is such a singularity of Φ. If the data analyst would
employ Φ near x and the results apply with Φ used throughout, then it does not matter that
the data analyst would not use Φ for some data sets far from x.
Proof of corollary 3.1.4. (1): Suppose the inclusion D \ S ′ ↪→ D induces a trivial
homomorphism in r-dimensional homology but S ′ is empty. Then Hr(D \ S ′) = Hr(D) = {0}
but by (3.1.1) and (3.1.2) Hr(D \ S ′) 6= {0}. Contradiction.
(2): Let U ⊂ D be an open neighborhood of S ′ and let i : (U ,U \ S ′) ↪→ (D,D \ S ′),
j : U \ S ′ ↪→ D \ S ′, and k : U ↪→ D be inclusions. By excision (Munkres [Mun84, Theorem
31.7, p. 180]), i induces isomorphisms of homology. The following commutes with exact rows.
(3.1.5)
Hr+1(D,D \ S ′) ∂∗−−−−→ Hr(D \ S ′) 0−−−−→ Hr(D)
i∗
x∼= j∗x xk∗
Hr+1(U ,U \ S ′) −−−−→
∂∗
Hr(U \ S ′) −−−−→ Hr(U).
(Here, “0” denotes the trivial map; see (3.1.4).) A simple diagram chase shows that j∗ is
surjective. But
(
Φ|U\S′
)
∗ = Φ∗ ◦ j∗. Statement 2 follows from (3.1.1) and (3.1.2). 
Remark 3.1.6 (Manifolds with boundary). Our results are stated for compact manifolds,
which in particular have no boundary. However, it is not hard to extend them to compact
manifolds with boundary. One just uses “doubling” (Munkres [Mun66, Definition 5.10, pp.
56–57]) to create a manifold without boundary. For example suppose D˜ = {x ∈ Rd : |x| ≤ 1} is
a d-ball with d > 1 and T , a (d−1)-sphere, is the boundary of D˜. Suppose F is a (d−1)-sphere
and Φ˜ : D˜ \ S ′ → F is continuous, where S ′ ⊂ D˜ is closed. (Such functions have received
much attention, Brezis [Bre03].) Suppose the restriction Φ˜|T (see (2.2.8)) has a continuous
extension, Θ, to T and Θ has nonzero degree (Munkres [Mun84, p. 116]). Paste two copies
of D˜ together along T to create a new d-sphere, D, and apply our results to D. Φ˜ (partially)
extends to D in the obvious way. Call the extension Φ. One can then try to apply our results
to Φ. The conclusions have obvious interpretation for Φ˜.
Proof of Theorem 3.1.1. In hypothesis 2 of theorem 3.1.1, replace “S ′ ⊂ D is closed
with empty interior” by the weaker hypothesis “S ′ ⊂ D has empty interior and S ′ ∩ T is
closed”. Let R be the coefficient ring. Let o ∈ Ht(T ) = Ht(T ;R) be an orientation class. That
means the following (Dold [Dol95, p. 292; 4.1, p. 267]). First, suppose T is not orientable, so
R, has characteristic 2. Let o ∈ Ht(T ) be the element corresponding (under the isomorphism
JT : Ht(T ;R) → Γ(T ;R); Dold [Dol95, (2.7), p. 254 and Proposition 3.3, p. 260]) to the
canonical chapter that takes x ∈ T to the element of Ht
(T , T \ {x};R) that corresponds to
1 = −1 ∈ R. Next, suppose T is orientable, let Z be the integers, and let O ∈ Γ(T ) = Γ(T ;Z)
map T into T˜ be an orientation (Dold [Dol95, Definition 2.9, p. 254]), letOR = O⊗1 ∈ Γ(T ;R)
map T into T˜ ⊗R. Let o correspond to OR under J−1T (Dold [Dol95, (2.7), p. 254, Proposition
3.3, p. 260]). Either way, let “a o” denote the homomorphism given by cap product with o
(Dold [Dol95, Chapter VIII, chapter 7, pp. 291–292]).
By hypothesis 4 of the theorem and (2.0.6) Hˇt−r(T ∩ S ′) = 0, where “ˇ” indicates Cˇech
cohomology (Dold [Dol95, Chapter VIII, chapter 6]). Let i : (T ,∅) ↪→ (T , T ∩S ′), j : T \S ′ ↪→
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T , k : T \ S ′ ↪→ D \ S ′, and ` : T ∩ S ′ ↪→ T be inclusions. By Dold [Dol95, (6.10), p. 284]
the following diagram is exact at Hˇt−r(T ). (By Dold [Dol95, Proposition 1.3, p. 248] T is an
ENR.) The indicated isomorphisms (“∼=”) are due to Poincare´-Lefschetz duality (Dold [Dol95,
Proposition 7.2, p. 292]; since S ′ is closed and T is compact, S ′ ∩ T is compact.).
As for commutativity of the diagram, the only doubtful part is the square marked “?”.
The commutativity of that square follows from Dold [Dol95, (7.6), p. 293].1
(3.1.6)
0∥∥∥
Hˇt−r(T ∩ S ′) ˇ`←−−−− Hˇt−r(T ) iˇ←−−−− Hˇt−r(T , T ∩ S ′) ∼=−−−−→
ao
Hr(T \ S ′)
∼=
yao ? yj∗
Hr(T ) Hr(T ) Hr(T ) −−−−→
Θ∗
Hr(T \ S ′) k∗−−−−→ Hr(D \ S ′)y(Φ|T \S′)∗ yΦ∗
−−−−→
Θ∗
Hr(F) Hr(F)
.
The proof is a diagram chase. In (3.1.6) let y = Θ∗(x) ∈ Hr(F), where x ∈ Hr(T ). Let
z ∈ Hˇt−r(T ) be the inverse under a o of x. Since Hˇt−r(T ∩S ′) = 0, by exactness, z = iˇ(w) for
some w ∈ Hˇt−r(T , T ∩S ′). Since the square marked “?” commutes, j∗(w a o) = x. Therefore,
(3.1.7) Φ∗
(
k∗(w a o)
)
=
(
Φ|T \S′
)
∗ (w a o) = Θ∗ ◦ j∗(w a o) = Θ∗(x) = y.
Note that k∗(w a o) ∈ Hr(D \ S ′). 
Remark 3.1.7 (Only need S ′ ∩ T closed). As is made explicit in the proof, hypothesis
2 of theorem 3.1.1 can be weakened by replacing “S ′ ⊂ D is closed with empty interior” by
“S ′ ⊂ D has empty interior and S ′ ∩ T is closed”. However, the stronger assumption the S ′ is
closed in other important points in the book (proposition 3.2.1 and theorem 4.2.4).
Let S be the singular set of Φ. Then S ⊂ S ′. E.g., S ′ = S ′. We are really interested
in S. Our results tell us about S ′, which might not be a good stand in for S. For example,
proposition 3.2.1 gives, under hypotheses, lower bounds on the Hausdorff dimension of S ′.
Theorem 4.2.4 gives lower bounds on the Hausdorff measure. Now the closure of a set can
have very different Hausdorff dimension of measure can the that of the set. In order to make
sure that isn’t happening, one might examine S in detail. That makes a mockery out of the
main idea of the book, viz., by looking at a small piece of S ′ one can deduce global features of
1Here are the details. Dold [Dol95, (7.6), p. 293] is actually a little ambiguous. In its first appearance
in the formula, i′ is the inclusion map (M \ L,M \K) ↪→ (M \ L˜,M \ K˜). In its second appearance, i′ is the
inclusion (M,M \K) ↪→ (M,M \ K˜). Apply Dold [Dol95, (7.6), p. 293] with (T , T , T ∩ S ′, T ,∅) in place of
(M,K,L, K˜, L˜), respectively. The “i” in Dold [Dol95, (7.6), p. 293] is i : (T ,∅) ↪→ (T , T ∩ S ′). The first “i′”
in Dold [Dol95, (7.6), p. 293] is j : T \ S ′ ↪→ T , and the second “i′” in Dold [Dol95, (7.6), p. 293] is just the
identity : T → T .
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it. Examining S ′ obviously involves more than just looking at a small piece of it! And it could
be quite painful.
Alternatively, one could prove some general characterization of S and apply some general
theory to show that S and S ′ do not differ in Hausdorff measure. This might still require
considerable effort.
In chapter 5, we present results that often with little effort allow one to replace S by a
closed subset consisting of “severe” singularities.
Remark 3.1.8. Suppose S ′ = ∅, so D′ = D. Suppose Θ : T → F is actually a homeomor-
phism. Then Φ is essentially the same thing as the retraction Θ−1◦Φ : D → T . Then (3.1.1) fol-
lows for all r ≥ 0. (Such a Φ can be defined as a “minimum distance method” w.r.t. some met-
ric, Ellis and Morgenthaler [EM92].) This leads to a contradiction if Hr(D) = {0} 6= Hr(T )
for some r.
Remark 3.1.9 (Null sets). If these results only depend on a subset of D of probability
0 (“null set”) then they are without statistical interest. While no set is a null set for every
probability measure, however if one could escape these results by changing Φ on a nowhere
dense set then our results would be vitiated. We show that, in fact, one cannot escape our
results by changing Φ on any nowhere dense set. Suppose Φ : D \ S ′ → F is a data map
satisfying the hypotheses of theorem 3.1.1. Formally, let X ⊂ D have empty interior and
suppose by changing Φ only on X \ S ′ one could then extend Φ continuously to all of D. Call
the continuous extension Ψ. We show that Ψ = Φ off S ′. Let x0 ∈ D \ S ′. Since X empty
interior and S ′ is closed, every neighborhood of x0 contains a point not in S ′ or X . It follows
from the continuity of Φ off S ′ and the continuity of Ψ that Ψ(x0) = Φ(x0). Thus, theorem
3.1.1 holds with Φ = Ψ and so do all the results that flow out of theorem 3.1.1, like corollary
3.1.4.
Remark 3.1.10 (Regularization). Regularization (Tikhonov and Arsenin [TA77]) works
for inversion problems and depends on being able to measure how well a proposed solution fits
the data. (We use the term “regularization” broadly to also include the method of “quasiso-
lutions,” Tikhonov and Arsenin [TA77, p. 33]. See also Mukherjee et al [MRP03, Section
6.7].) In our general setup, there may be only a partial forward problem, if there is one at
all, and, similarly, the idea of a “good fit” of solution to data only enters in the extremely
weak form of calibration (subsection 1.4 and remark 2.0.2). Regularization will also take a
very general form here. Suppose for some b ∈ (0,∞] we have a function Ψ : D× [0, b)→ F s.t.
the function Φλ : D 7→ Ψ(x, λ) (x ∈ D) is continuous if λ ∈ [0, b) is sufficiently large but for
every λ ∈ [0, b) we have that Φ = Φλ satisfies the hypotheses of theorem 3.1.1. In particular,
suppose for every λ ∈ [0, b), Φλ has a unique continuous extension to all of T (call it Θλ). It
may be hard to construct Ψ. Regularization involves minimization (lemma 2.0.6) and Ψ may
have singularities if the minimization problem is not strictly convex. But if one can construct
Ψ, then one uses the data map Φλ with λ large enough that Φλ is continuous on D.
Suppose for some λ1 ∈ (0, b) if λ > λ1 whatever minimizations are involved are well-
conditioned so the map Φλ is defined and continuous everywhere on D. Suppose Hr(D) = 0.
Suppose corollary 3.1.4 applies to show that Φ := Φ0 must have nonempty singular set, S0.
Suppose that (3.1.2) holds with Θ := Θ0. In fact, assume the standard, Σ, satisfies (3.1.3)
and Θ0 approximates Σ. Then, by corollary 3.1.4, if λ > λ1 (3.1.2) must fail when the
restriction, Θλ, of Φλ to T is substituted for Θ. Thus, by (3.1.3), if Φλ is continuous, then
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it must be uncalibrated. In particular, the function (λ, x) 7→ Θλ(x) cannot be continuous in
λ ∈ [0, b), x ∈ D. For otherwise, Θλ and Θ0 would be homotopic and (3.1.2) would hold for
Θ = Θλ. Thus, as λ ↓ 0, at some critical value λ = λ0 ≥ 0 the data map Φλ, must undergo
a “bifurcation” (Strogatz [Str98, Chapter 3]). For simplicity, assume that the only critical
value is λ0 = 0.
Φλ cannot be calibrated for λ greater than the critical point 0. But in order for Φλ to be
considered a solution of the data analysis problem at hand, Θλ must approximate Σ. One can
hope that as λ ↓ 0, the map Φλ will at least be approximately calibrated. But if (3.1.2) fails
then the approximation of Θλ to Σ cannot be very good. The most we can require is that for
small λ the map Θλ be close to Σ on all but a small subset, T0, of T . (3.1.3) says that Σ wraps
T around a void in F. If λ > 0 then Θλ cannot do this. However, since Θλ is close to Σ off T0,
Θλ must almost wrap T around F. But that means in the small set T0 the map Θλ must almost
completely unwrap T from around F. In that region Θλ will not have singularities, but it will
still be unstable because T0 is small. Moreover, if λ > 0 is small and x ∈ S0, then x will not
be a singularity of Φλ, but Φλ may still be unstable near x. Borrowing a term from dynamical
systems (Strogatz [Str98, p. 99]), one might call this lingering instability the “ghost” of the
singularity of Φ at x. Thus, Φλ can have unstable regions distant from T0, too.
A number of things that can go wrong in regularization: A non-convex minimization
problem can have unstable solutions, Φλ can be poorly calibrated, Φλ can be unstable on part
of T , or ghosts of singularities can haunt Φλ. The theory described in this chapter explains
the connection among these phenomena. (In this remark, λ ≥ 0 is an independent, i.e., not a
parameter computed from data.)
3.2. Dimension of singular sets
(My memory of this is hazy, but I believe I recall that I got the idea of looking at the
dimension of singular sets from D. Ravenel.) So far we have just discussed the existence of
singularities. However, sometimes one can take (3.1.1) and (3.1.2) and go on to compute lower
bounds on the dimension of S ′ or even the Hausdorff measure of S ′ (appendix B, chapter 4).
Recall that “dim” denotes Hausdorff dimension and the “codimension” of S ′, relative to
D, is codimS ′ := dimD − dimS ′. Suppose d := dimD > t := dim T . Suppose the hypotheses
of Theorem 3.1.1 plus, perhaps, additional assumptions, imply the following.
(3.2.1) Hd−r−1(S ′) > 0, so dimS ′ ≥ d− r − 1.
Now, since we are assuming that d > t are integers, we have d− r − 1 ≥ t− r. Therefore,
(3.2.2) Ht−r(S ′) > 0, so dimS ′ ≥ t− r.
If hypothesis 4 of Theorem 3.1.1 fails then (3.2.2) still holds. So if one wants to bound dimS ′
below even if hypothesis 4 of theorem 3.1.1 fails then one should try to find a high dimensional
test pattern space (i.e., large t). In section 6.3 this idea is carried through for “plane fitting”.
Here is a case in which the two lower bounds, (3.2.1) and (3.2.2), coincide. If D is a smooth
manifold and T is a compact imbedded submanifold of D, let Tˆ be the boundary of a tubular
neighborhood of T in D (Milnor and Stasheff [MS74, Theorem 11.1, p. 115], Spivak [Spi79,
Theorem 20, p. 467], Guillemin and Pollack [GP74, Exercise 16, p. 76]). So dim Tˆ = d − 1.
Then with Tˆ in place of T , the bound on dimS ′ in (3.2.2) is just d − r − 1, the same as the
lower bound in (3.2.1).
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To prove (3.2.1), one might try to prove the corresponding version of (2.0.6a), viz.
(3.2.3) Hˇd−r−1(S ′;G) 6= 0,
where G is the coefficient group. The method for proving (2.0.6a), when possible at all, varies
from problem to problem. However, we have the following. Suppose, as in corollary 3.1.4 we
have Hr(D) = 0. By Poincare´ duality (Dold [Dol95, Proposition VIII.7.2, p. 292]) if D is
a compact manifold Hr(D) is trivial implies Hˇd−r(D) = 0. In that case an easy argument
(the proof of proposition 3.2.1 below) shows that (3.2.3) holds. (Note that by Dold [Dol95,
Proposition VIII.6.12, p. 285], if D is a “Euclidean Neighborhood Retract (ENR)” (Dold
[Dol95, Definition IV.8.5, p. 81]; e.g., a compact manifold, Dold [Dol95, Proposition VIII.1.3,
p. 248], then the Cˇech cohomology of D is isomorphic to its singular cohomology.)
Proposition 3.2.1. Suppose D is a compact manifold and Hˇd−r(D) = Hd−r(D) = {0}.
Suppose the hypotheses of theorem 3.1.1 and (3.1.2) hold with t < d. Then Hˇd−r−1(S ′) is
nontrivial and, hence,
(3.2.4) Hd−r−1(S ′) > 0. In particular, codimS ′ ≤ r + 1.
Proof. By theorem 3.1.1 and (3.1.2) Hr(D \ S ′) is nontrivial. Therefore, by Poincare´-
Lefschetz duality (Dold [Dol95, Proposition VIII.7.2, p. 292]) Hˇd−r(D,S ′) is nontrivial. But
the following is exact (Dold [Dol95, Proposition VIII.6.10, p. 284]).
Hˇd−r(D)← Hˇd−r(D,S ′)← Hˇd−r−1(S ′)
Hence, if Hˇd−r−1(S ′) were trivial Hˇd−r(D) would be nontrivial. Contradiction. So Hˇd−r−1(S ′)
is nontrivial. Now, S ′ is a closed subset of the compact manifold D. Therefore S ′ is compact
and we may apply (2.0.6). 
Example 3.2.2 (Disconnected F). The case when D is a connected space of finite dimension
d > 0, Φ(D) = F, but F is not connected is easy to understand. Let S be the singular set of
Φ and let S ′ ⊂ D be a closed superset of S. Then (3.2.4) with r = 0 is intuitively plausible.
This small bound, codimS ′ ≤ 1, means that the singular set is large. That is unfortunate
because the case of disconnected F is very important in practice. It encompasses choosing one
of a discrete set of actions, conclusions, or decisions based on data from a connected manifold.
A very important special case is statistical hypothesis testing (Lehmann [Leh93]), which for
good or ill is the chief statistical activity in biomedical research. Here we analyze this problem.
Assume D is path connected. Pick two points x1, x2 ∈ D that Φ takes to different path
components of F. Assume that x1 and x2 each have neighborhoods disjoint from S ′. Let
T = {x1, x2}. We do not need to use theorem 3.1.1 on this problem. The proof is similar
to that of proposition 3.2.1. Use the field Z/2 := Z/(2Z) as the coefficient group. Now, x1
and x2 lie in different path components of D \ S. Therefore, by Munkres [Mun84, Theorem
29.4, p. 164 and Theorem 55.1, p. 332] H0(D \ S ′) contains Z/2 ⊕ Z/2 as a subgroup, but
H0(D) ∼= Z/2. Therefore, by Poincare´-Lefschetz duality (Dold [Dol95, Proposition 7.2, p.
292]) we have Hˇd(D) ∼= Z/2 and Hˇd(D,S ′) contains Z/2 ⊕ Z/2 as a subgroup. But the
following is exact (Dold [Dol95, Proposition 6.10, p. 284]).
Z/2 ∼= Hˇd(D)← Hˇd(D,S ′)← Hˇd−1(S ′).
Hence, if Hˇd−1(S ′) were trivial Z/2 would contain a subgroup isomorphic to Z/2 ⊕ Z/2. It
follows that (3.2.3) (with G := Z/2) holds with r = 0. Therefore, (3.2.4) holds with r = 0.
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Hˇd−r(D) = 0 holds, e.g., if D is a sphere of dimension > d − r > 0. In the plane fitting
problem (chapter 6) proposition 3.2.1 applies because we can restrict attention to spheres.
Doing so also gives information about where the singularities lie — in the spheres.
Proposition 3.2.1 does not seem to help in the directional location case (chapter 7). For
that example using theorem 3.1.1 to prove (3.2.3) requires an additional assumption, (7.0.4),
and some work.
Remark 3.2.3 (“Wiggling”). If D1 is a subspace of D that is a compact manifold in the
relative topology then one might be able to compute a lower bound on dim(D1 ∩ S ′), say,
dim(D1 ∩ S ′) ≥ s1. If one can do this for an s2-dimensional family, D, of manifolds like D1,
s.t. D′1,D′′1 ∈ D distinct implies dimD′1 ∩ D′′1 < s1, then one might be able to conclude that
dimS ′ ≥ s1 + s2.
Similarly, one can wiggle T ’s. Suppose one has an s-dimensional family, T, of compact,
t-dimensional imbedded submanifolds of D. Suppose that hypothesis 4 of theorem 3.1.1 fails
for every T ∈ T. Then one needs to settle for (3.2.2), i.e., dim(T ∩ S ′) ≥ t − r for every
T ∈ T. Suppose for T , T ′ ∈ T dim(T ∩ T ′) < t − r. Then one may be able to conclude that
dimS ′ ≥ s+ t− r. A simple example of this can be found in section 6.3.
One might also play the same game for Hausdorff measure (Theorem 4.2.4), not just
Hausdorff dimension.
3.3. More topology
3.3.1. Singularities in T . Here we investigate further the homology groups of S ′ in the
framework of proposition 3.2.1. First, suppose (3.1.2) and hypotheses 1 – 3 and 5 of Theorem
3.1.1 hold but dimS ′ < d−r−1. Then by proposition 3.2.1, hypothesis 4 of theorem 3.1.2 must
fail. In particular, dim(S ′∩T ) ≥ t−r. By (3.1.2), there exists x ∈ Hr(T ) s.t. Θ∗(x) ∈ Hr(F) is
nonzero. Given x we identify a specific corresponding nontrivial homology class in Ht−r(S ′∩T ).
Suppose Hˇd−r(D) = 0. Then Hr(D\S ′) is trivial. For otherwise, by the proof of proposition
3.2.1, we have Hˇd−r−1(S ′) 6= 0, contradicting the assumption dimS ′ < d− r− 1. (See (2.0.6).)
Therefore, Hr(D \ S ′) is trivial.
Refer to the commutative diagram (3.1.6). Let z ∈ Hˇt−r(T ) be the unique cohomology
class s.t. z ∩ o = x. If ˇ`(z) ∈ Hˇt−r(S ′ ∩ T ) were trivial then the diagram chase in the proof
of theorem 3.1.1 would show that Hr(D \ S ′) 6= {0}, a contradiction. Therefore, ˇ`(z) is a
nontrivial class in Hˇt−r(S ′ ∩ T ).
Suppose that we are using field coefficients in a field (of characteristic 2 if T is nonori-
entable) and suppose the space S ′ ∩ T is sufficiently nice that Hˇt−r(S ′ ∩ T ) ∼= Ht−r(S ′ ∩ T ).
For example, this happens when the spaces are triangulable (Munkres [Mun84, Theorems 34.3,
p. 194 and 73.2, p. 437]). E.g., suppose S ′∩T is a semi-algebraic set (Bochnak et al [BCR98,
Theorem 9.2.1, p. 217]). As alluded to in section 3.2, we also have Hˇt−r(S ′∩T ) ∼= Ht−r(S ′∩T )
if S ′ ∩ T is an ENR (Dold [Dol95, Proposition VIII.6.12, p. 285]. Then it follows from the
universal coefficients theorem for cohomology (Munkres [Mun84, Corollary 53.6, p. 326]) that
there exists a nontrivial class, v ∈ Ht−r(S ′ ∩ T ) s.t. `∗(v) ∈ Ht−r(T ) is nontrivial. Then v is
the promised nontrivial homology class in Ht−r(S ′ ∩ T ).
3.3.2. Singularities bounded away from T . Let U ⊂ D be an open neighborhood of
T . Suppose S ′ ∩ U = ∅. Moreover, assume that S ′, D, and D \ U are sufficiently nice (e.g.,
triangulable or ENR) that we may assume their singular and Cˇech cohomologies coincide.
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Here we show that under the hypotheses of proposition 3.2.1 that inclusion m : S ′ ↪→ D \ U
induces a nontrivial homomorphism in (d− r − 1)-dimensional homology. First, note that by
duality Hr(D) is trivial. Let j : (D,U) ↪→ (D,D \ S ′) and kU : U ↪→ D \ S ′ be inclusions. Use
coefficients in a field, F , (of characteristics 2 if D is nonorientable). Consider the following
commutative diagram.
(3.3.1)
{0}
∥∥∥
HomF
(
Hd−r−1(D \ U), F
) ∼=←−−−−−− Hd−r−1(D \ U) ∼=−−−−−−→ Hr+1(D,U) ∂∗−−−−−−→ Hr(U) −−−−−−→ Hr(D)
Hom(m∗)
y m∗y j∗y kU∗y ∥∥∥
HomF
(
Hd−r−1(S′), F
) ∼=←−−−−−− Hd−r−1(S′) ∼=−−−−−−→ Hr+1(D,D \ S′) ∂∗−−−−−−→ Hr(D \ S′) −−−−−−→ Hr(D)∥∥∥
{0}
The first rectangle on the left in (3.3.1) comes from universal coefficients (Munkres [Mun84,
Corollary 53.6, p. 326]). The second comes from duality (Dold [Dol95, 2.8 p. 254 and pp. 292–
293]). The top and bottom rows are exact at Hr(U) and Hr(D \ S ′), resp. Let k : T ↪→ D \S ′
be inclusion. By (3.1.2) there exists y ∈ Θ∗
[
Hr(T )
] \ {0} Hence, by (3.1.7), we have that k∗ :
Hr(T )→ Hr(D \S ′) is non-trivial. But k factors through U . Thus, kU∗ : Hr(U)→ Hr(D \S ′)
is non-trivial. A diagram chase around (3.3.1) then shows that Hom(m∗) is nontrivial. Thus,
m∗ is nontrivial, as desired.
CHAPTER 4
Hausdorff measure of the singular set
We will see that in plane-fitting (chapter 6) in important examples we can apply proposition
3.2.1 with r = 1. In these cases, the codimension of the singular set will never exceed 2,
regardless of the number of data points, the number of variables involved, or the dimension of
the plane we fit. This suggests that there is a lot of information about the singular set that
is not captured by its dimension. In this section, we get more information about the singular
set when the Hd−r−1-essential distance from S ′ to the space, P ⊂ D, of perfect fits is positive.
For s ≥ 0 and A,B ⊂ D, define the Hs-essential distance from A to B as follows.
(4.0.2) dists(A,B) := sup
{
R ≥ 0 : Hs
({
x ∈ A : dist(x,B) < R}) = 0} .
In this chapter we will assume the following:
(4.0.3) D is a compact Riemannian manifold with Riemannian metric 〈·, ·〉.
Let G be a finite group of diffeomorphisms on D and suppose that the Riemannian metric on
D is G-invariant. I.e., for every g ∈ G we have g∗(〈·, ·〉) = 〈·, ·〉. (Such a G will be important
in chapter 7.) We assume
g(T ) = T for every g ∈ G.
The following elementary facts will be used repeatedly. Let {Aα, α ∈ I} be a family of
subsets of D and let g ∈ G. Then, since g is a bijection,
(4.0.4) g
(⋃
α
Aα
)
=
⋃
α
g(Aα), g
(⋂
α
Aα
)
=
⋂
α
g(Aα), and g(Acα) = g(Aα)c,
where “c” indicates set complementation w.r.t. D.
4.1. Fibering a neighborhood of P in D by cones
By the Whitney imbedding theorem (Boothby [Boo75, Theorem (4.7), p. 195]) we may
assume that for some integer k,
(4.1.1) D is an imbedded submanifold of Rk.
In particular, we may assume any tangent vector to any x ∈ D has the form (x, v), where
v ∈ Rk.
By lemmas B.24 and B.23 WLOG we may assume that
(4.1.2) The Riemannian metric 〈·, ·〉 on D is the one it inherits (pulled back) from Rk.
Claim: Increasing k if necessary, we may assume that the Riemannian metric D inherits
(pulled back) from Rk is G-invariant. Let f : D → Rk be an imbedding of D into Rk. Let |G|
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be the cardinality of G and let and define fG : D → Rk×|G| by
x 7→ (f ◦ g(x), g ∈ G) ∈ Rk×|G|, x ∈ D.
Then G acts on fG(D) by hfG := fG ◦ h. Thus, G acts on fG(D) by permutation. Since the
Riemannian metric on Rk×|G| is invariant under permutation of coordinates, the claim follows.
Replace k by k × |G|.
(4.1.3) Let ξ be the topological metric on D determined by the Riemannian metric on D.
(See Boothby [Boo75, Corollary (7.5), p. 342 and Theorem (3.1), p. 187]). Since the Rie-
mannian metric on D is G-invariant, we have that G is a group of isometries on D. Define a
metric, ωD, on TD by
(4.1.4) ωD
(
(x, v), (x′, v′)
)
:=
√
ξ(x, x′)2 + |v − v′|2, (x, v), (x′, v′) ∈ TD.
ωD is the topological metric determined by the pullback under inclusion of a Riemannian metric
on D×Rk. (See lemma 4.1.1 and corollary A.12.) Identify x and (x, 0) (x ∈ D). Then we have
(4.1.5) ωD(x′, x′′) = ξ(x′, x′′) and ωD
[
(x′, v), (x′, 0)
]
= |v|
for every x′′ ∈ P and (x′, v) ∈ C[P].
Let Exp be the exponential map on TD (Boothby [Boo75, Definition (6.3), p. 333]). We
have the following. See appendix A for the proof.
Lemma 4.1.1. Exp is locally Lipschitz on TD w.r.t. ω and ξ.
4.1.1. Tubular neighborhood. First, we consider the case in which the “perfect fit
space”, P, is a submanifold of D. Since D is compact – see (4.0.3), by Hopf-Rinow (Boothby
[Boo75, Theorem (7.7), p. 343]), Exp is defined on all of the tangent bundle TD. If x′ ∈ P,
let Tx′D (Tx′P) be the tangent space to D (resp. P) at x′ and let (Tx′P)⊥ =
{
(x′, v) ∈ Tx′D :
v ⊥ Tx′P
}
denote the subspace of Tx′D normal to P. Thus, dim
[
(Tx′P)⊥
]
= d− p. Let
N = N(P,D) =
⋃
x′∈P
(Tx′P)⊥ ⊂ P × Rk
be the (total space of the) normal bundle of P in D (Milnor and Stasheff [MS74, p. 29]). The
“zero section” of N is the set of points
{
(x′, 0) ∈ N : x′ ∈ P}.
We use the tubular neighborhood theorem stated, e.g., in Milnor and Stasheff [MS74,
Theorem 11.1, p. 115] or Guillemin and Pollack [GP74, Exercise 16, p. 76]; see also Spivak
[Spi79, Theorem 20, p. 467]. Unfortunately, these versions do not give us exactly what we
want. So we assemble our own version. (See appendix A for proof.) Let Exp be the exponential
map for D. By Boothby [Boo75, Theorem (7.1), p. 338], Exp maps a neighborhood of the
0-section of N into D.
Proposition 4.1.2 (Tubular Neighborhood Theorem). Let P be a smooth imbedded sub-
manifold of D. P does not have to be compact. Let G be a finite group of diffeomorphisms
mapping D into itself and suppose g(P) ⊂ P for every g ∈ G. If  : P → (0,∞] a positive
smooth function, define
Nˆ  :=
{
(x′, v) ∈ N : x′ ∈ P and |v| < (x′)
}
.
4.1. FIBERING A NEIGHBORHOOD OF P IN D BY CONES 40
There exists a positive smooth function P : P → (0,∞) s.t. P = P ◦ g (g ∈ G) and Exp is
defined on Nˆ P and maps it diffeomorphically onto a neighborhood C of P.
Let α := (Exp|NˆP )−1, so α is a diffeomorphism of C onto Nˆ P . If (x′, v) ∈ Nˆ P , then we
have
(4.1.6) the ξ-closest point of P to α−1(x′, v) is x′ and dist[α−1(x′, v),P] = |v|
and, if g ◦ α−1(x′, v) ∈ C,
(4.1.7) g ◦ Exp(x′, v) = Exp ◦ g∗(x′, v) and
∣∣g∗(x′, v)∣∣ = |v|,
where g∗ : TD → TD is the differential of g.
Notice that, by the proof of proposition 4.1.2, since the Riemannian metric on D is G-
invariant, we have
(4.1.8) g ◦ Exp = Exp ◦ g∗ for every g ∈ G.
It follows that if (x′, v) ∈ N and g ∈ G then g∗(x′, v) ⊥ Tg(x′)g(P) and
(4.1.9) For every g ∈ G we have g(C) is a tubular neighborhood of g(P)
and α ◦ g−1 : g(C)→ Nˆ P is a diffeomorphism.
Let (x′, v) ∈ N and g ∈ G. Write g∗(x′, v) =
(
g(x′), w
)
, so
(
g(x′), w
) ⊥ Tg(x′)g(P). Since g∗ is
linear, if t ∈ R then, by (4.1.7), we have g∗(x′, tv) =
(
g(x′), tw
)
.
Since Exp(x′, 0) = x′ ∈ P, we have
(4.1.10) α(x′) = (x′, 0) for every x′ ∈ P.
We identify P and P × {0} ⊂ Nˆ P , so α|P is the identity on P. Let pi : Nˆ P → P be the
projection map in Nˆ P . I.e., pi(x, v) = x if (x, v) ∈ Nˆ P . Thus,
α : C → Nˆ P and pi : Nˆ P → P.
G acts on TD by
(4.1.11) g(x′, v) := g∗(x′, v) ∈ Tg(x)D ((x′, v) ∈ Nˆ P , g ∈ G).
Therefore, if (x′, v) ∈ Nˆ P and g∗(x′, v) ∈ Nˆ P (in particular g(x′) ∈ P, we have
(4.1.12) pi ◦ g∗(x′, v) = g ◦ pi(x′, v).
Now we move on to consider more general cones.
4.1.2. Conical fibers. If the group G is trivial (as in chapter 6) or if P = T then we
might get away with having P being a manifold. However, if G is non-trivial and P 6= T then
P may not be a manifold and we cannot use the Tubular Neighborhood Theorem described
in the last section. So more generally, we assume that P is a locally compact “stratified
space.” In this paper that will mean by this that there exist finitely many disjoint imbedded
smooth submanifolds, R1, . . . ,R`, of D of various dimensions s.t. P =
⋃`
i=1Ri. We also require
property 4.1.3 below. (Our version of “stratified space” differs from others. See Pflaum [Pfl01]
and Banagl [Ban07].)
Notice that, by Boothby [Boo75, Theorem (3.6), p. 9], since P is the union of finitely
many smooth manifolds,
(4.1.13) P is locally compact.
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Let g ∈ G. We assume as usual that the restriction, g|T , of g to T is a diffeomorphism of
T onto itself. Further, we assume g(P) = P and, in fact, g respects the stratification of P: If
R is a stratum of P then g(R) lies entirely inside some other stratum of P. This means that
g(R) is a stratum of P for every g ∈ G.
Let
(4.1.14) Let R denote the closure of R in P.
We will assume that if R is a stratum of P and y ∈ P ∩ R then R has a tangent cone,
Tan(R, y) ⊂ Rk (see (4.1.1)), at y in TyD in the sense of Federer [Fed69, 3.1.21, p. 233].
Recall that v ∈ Rk is in Tan(R, y) if and only if for every  > 0 there exist x ∈ R and r > 0
s.t. |x− y| <  and ∣∣r (x− y)− v∣∣ < .
Note that, as observed in Federer, Tan(R, y) is closed and v ∈ Tan(R, y) implies that
sv ∈ Tan(R, y) for every s ≥ 0. Moreover, if y ∈ R then Tan(R, y) = TyR, the ordinary
tangent space to R at y (Federer [Fed69, 3.1.21, p. 234]). (More precisely, if v ∈ Tan(R, y),
then (y, v) ∈ TyR.) In particular,
(4.1.15) if y ∈ P ∩R and v ∈ Tan(R, y), then (y, v) ∈ TyD.
(As an exercise we prove (4.1.15) in appendix A.)
Another useful property of tangent cones is the following. (See (4.1.14).)
(4.1.16) Let y ∈ R
Then for every  > 0 there exists ′ > 0 s.t. if y′ ∈ R \ {y} with |y′ − y| < ′
there exists v ∈ Tan(R, y) s.t. |v| = 1 and ∣∣|y′ − y|−1(y′ − y)− v∣∣ < .
This is easily proved as follows. Let y ∈ R. (See (4.1.14).) Suppose (4.1.16) fails. Then there
exists  > 0 and {y′n} ⊂ R \ {y} s.t. for every n = 1, 2, . . . we have |y′n − y| < 1/n but if
v ∈ Tan(R, y) with |v| = 1 then ∣∣|y′n − y|−1(y′n − y)− v∣∣ ≥ .
WLOG there exists w ∈ Rk s.t. |y′−y|−1(y′−y)→ w. Thus |w| = 1. Claim: w ∈ Tan(R, y).
Let η > 0. Take n > 1/η so large that
∣∣|y′n − y|−1(y′n − y)−w∣∣ < η. Then with r = |y′n − y|−1
we simultaneously have |y′n − y| < η and
∣∣r(y′n − y) − w∣∣ < η. Hence, w ∈ Tan(R, y) and the
claim is proved. But this contradicts the assumption that (4.1.16) fails.
We assume a local uniformity of the tangent cones:
Property 4.1.3. Let y ∈ P∩R. Then y has a neighborhood, U ⊂ P∩R (open in R) (open
in P ∩ R), s.t. for every  > 0 there exists ′ ∈ (0, ) s.t. for every y′ ∈ U and v ∈ Tan(R, y′)
there exists x ∈ R with  > |x− y′| > ′ and r > 0 s.t. ∣∣r (x− y′)− v∣∣ < .
We have the following compactness property of
{
Tan(R, y) ⊂ Rk : y ∈ P ∩R}.
(4.1.17) Let y, y1, y2, . . . ∈ P ∩R s.t. yn → y. Let vn ∈ Tan(R, yn) (n = 1, 2, . . .).
Suppose {vn} is bounded. Let E ⊂ Rk be the collection
of all limits of subsquences of {vn}. Then E ⊂ Tan(R, y).
This is deduced from property 4.1.3 as follows. Let v ∈ E. If v = 0, then trivially, v ∈
Tan(R, y). So assume v 6= 0. WLOG vn → v. Let  > 0 and let ˜ := min
{
/2, |v|/2} > 0.
Then by property 4.1.3, there exists ′ ∈ (0, ˜) s.t. for sufficiently large n there exists xn ∈ R
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with ˜ > |xn−yn| > ′ and rn > 0 with
∣∣rn (xn−yn)−vn∣∣ < ˜. WLOG xn → x ∈ R. Moreover,∣∣rn′− |vn|∣∣ < ∣∣rn|xn− yn| − |vn|∣∣ ≤ ∣∣rn (x− y′)− v∣∣ < ˜. Since {vn} is bounded and ′ < |v|/2,
we see that {rn} ⊂ (0,∞) is bounded and, eventually, bounded away from 0. Hence, WLOG
rn → r ∈ (0,∞). Thus, letting n → ∞, we have |x − y| ≤ ˜ <  and
∣∣r (x − y) − v∣∣ ≤ ˜ < .
This proves (4.1.17).
Let y ∈ P. A “cone” at y is a subset C[y] ⊂ TyD of dimension d − p (d := dimD,
p := dimP) s.t. if w ∈ C[y] and t ∈ [0, 1] then tw ∈ C[y]. In particular, the zero vector in TyD
is always in C[y], but 0 is not the only point in C[y]. Suppose we have chosen a cone C[y] for
every y ∈ P. Let E ⊂ P, I ⊂ [0,∞), and  : P → [0,∞). Define
(4.1.18) C[E ] := {(y, v) ∈ TD : (y, v) ∈ C[y], y ∈ E}, C1[E ] := {(y, |v|−1v) ∈ C[E ] : v 6= 0},
CI [E ] :=
{
(y, sv) ∈ C[E ] : (y, v) ∈ C1[E ], s ∈ I},
and Cˆ :=
{
(y, v) ∈ C[P] : |v| < (y)}, }.
Let y ∈ P. Apply 2.2.2 with M := D and x0 := y. We assume that
(4.1.19) If (y, v) ∈ C[y], then |v| < r(x0).
Alternatively, if L is a compact stratified space, define the (“open”) cone, CL, over L to
be the quotient space
(
[0, 1) × L)/({0} × L). Points of CL are equivalence classes [(t, x)],
(0 ≤ t < 1, x ∈ L). The “vertex” of CL is the point o := [(0, x)], where x ∈ L is arbitrary. In
order to make CL more like C[y] and to put a metric on it we identify CL with the following
set. Pick J large enough that L can be imbedded smoothly into RJ . (I.e., the imbedding is
smooth on each stratum of L.) Identify L with its image in RJ . Then
(4.1.20) L ⊂ RJ and CL :=
⋃
0≤s<1
s · ({1} × L) ⊂ RJ+1.
(Here, “·” indicates scalar multiplication.) Put on CL the metric, λ, it inherits from RJ+1.
Note that, since L is compact,
(4.1.21) λ
∣∣∣[(s, x)], [(t, x)]∣∣∣ = ∣∣∣[(s, x)]− [(t, x)]∣∣∣
= O
(|s− t|) (s, t ∈ [0, 1)) uniformly in x ∈ L.
Here, we employ Landau “big O” notation (de Bruijn [dB81, Sections 1.2 and 1.3]). Put on
P × CL the metric,
(4.1.22) (ξ × λ)
[(
y,
[
(s, x)
])
,
(
y′,
[
(s′, x′)
])]
:= ξ(y, y′) +
∣∣(s, sx)− (s′, s′x′)∣∣,
y, y′ ∈ A, [s, x], [s′, x′] ∈ CL,
where ξ is the topological metric on D. (See (4.1.3).)
We will not have to worry about the distinction between the two definitions of “cone” (part
2 in the following).
Definition 4.1.4. Say that a neighborhood U ⊂ D of a stratified space P ⊂ D is “fibered
over P by cones, C[y] (y ∈ P)” if,
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(1) If R is a stratum of P and y ∈ P ∩R then
(4.1.23) C[y] ∩ [{y} × Tan(R, y)] = (y, 0).
Let
C[P] := {(y, w) ∈ TD : y ∈ P and (y, w) ∈ C[y]}.
Put on C[P] the topology it inherits from TP. We assume the cones at distinct points
y, y′ ∈ P have disjoint images under Exp. Let pi : C[P]→ P be the bundle projection
pi(y, w) = y ((y, w) ∈ C[P]).
(2) (Local Triviality) C[P] is “locally trivial” in the following, perhaps non-standard,
sense. Let x ∈ P. Then x has a neighborhood, V, in P that can be written V =⋃n
i=1Ai, where each Ai is closed in V but Ai ∩ R is open for every i and every
stratum R. Let i = 1, . . . , n, then:
(a) There is a compact smooth stratified space Li (a “link”) of dimension d− p− 1
(so dimCL = d− p), with finitely many strata, and an injection, hi : Ai×CLi →
pi−1(Ai) = C[Ai] ⊂ C[P] mapping Ai × CLi homeomorphically onto its image.
(b) We have
(4.1.24)
n⋃
i=1
hi(Ai × CLi) = pi−1(V) = C[V].
(c) hi and its inverse h
−1
i : hi(Ai × CLi)→ Ai × CLi are Lipschitz. (Use the metrics
ξ × λ defined in (4.1.22) on Ai × CLi and ω defined in (4.1.4) on C[P] ⊂ T D.
Say that hi is “bi-Lipschitz”.)
(d) pi ◦ hi(y, w) = y, whenever (y, w) ∈ Ai ×CLi. In particular, hi(y, o) = y, where o
is the vertex of CLi.
(e) hi is “homogeneous:”
(4.1.25) hi
(
y,
[
(st, z)
])
= s hi
(
y, [t, z]
)
y ∈ P, s ∈ [0, 1], t ∈ [0, 1), z ∈ Li.
(3) There exists a neighborhood, C, of P and a homeomorphism α : C → C[P] defined by
(y, w) = α
[
Expy(w)
]
((y, w) ∈ C[P]). In particular, α−1(y, 0) = y (y ∈ P) and the
restriction Exp|C[P] : C[P] → C is a homeomorphism. Exp and α are Lipschitz on
C[P] and C, resp., w.r.t. ω and ξ.
(4) C and C[P] are G-invariant:
(4.1.26) g(C) = C and g∗
(
C[P]) = C[P] for every g ∈ G.
Note that in part 2 dimCLi is constant, d− p, in y and i.
Example 4.1.5. Figure 1 shows an example of a neighborhood of a stratified space fibered
over P by cones. In that example, the union of the crossed black lines represent P. Call the
point where the black lines cross the “origin”, O. Interpret “left part”, “right part”, “top
part”, and “bottom part” of P in the obvious way as open line segments. (So no part includes
O.) One way to break P down into strata is to take one stratum to be P \ {O}. Or the left
part, etc., can be considered strata. The other stratum is just O. The red shapes are a sample
of the fibers. Except at the origin the fibers are chevrons or line segments. At the origin the
fiber is a cross.
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Let x ∈ P. Suppose x 6= O and, for concreteness, suppose x belongs to the right par of P.
Then take V to be the right part. Let n = 1, A1 := V = open right part, and L = two point
space. The homeomorphism h1 : A1 × CL1 → pi−1(Ai) is obvious and obviously bi-Lipschitz.
Now suppose x = O. Take V := P and n = 5. Take A1 to be the “closed left part”, etc.,
of P, i.e., (left part) ∪ {O}. Define A2,A3,A4 in the obvious similar way. (The Ai’s do not
have to be disjoint.) For i = 1, . . . , 4 let Li to be the two-point space as before. Note that
for i = 1, . . . , 4 we have that hi
({O} × CLi) is only a proper subset of the cross, C[O]. Let
A5 := {O}. Let L5 be the four-point space.
We prove the following.
(4.1.27) If y ∈ P, then C1[y] is compact.
(See lemma 4.3.1 for a similar result.) Let y ∈ P. Let V, A1, . . . ,An, etc., be as in part 2
of definition 4.1.4. There is at least one i = 1, . . . , n s.t. y ∈ Ai. Define fi : Li → C1[y] as
follows. Since Li is compact, we have that
[{1/2} × Li] ⊂ CLi is compact. For x ∈ Li, write
hi
(
y,
[
(1/2, x)
])
= (y, v) ∈ C[y]. Then, by part 2d of the definition, we have |v| > 0. Define
fi(x) :=
(
y, |v|−1v). Then fi is continuous so fi(Li) ⊂ C1[y] is compact. But by (4.1.24), the
space C1[y] is the union of finitely many such compacts and, therefore, is itself compact.
Let Ai be as in definition 2. We also assert:
(4.1.28) Ai is locally compact.
To see this, let y ∈ Ai ⊂ V. Recall that since each stratum R of P is a manifold, it is locally
compact (Boothby [Boo75, Theorem (3.6), p. 9]). Since P has only finitely many strata, there
exists r > 0 s.t. for every stratum R with y ∈ R we have that Br(y) ∩R is a subset of V and
is compact. Now, Ai is closed in V. Therefore, (Br(y) ∩R) ∩ Ai is compact, but
Br(y) ∩ Ai =
⋃
y∈R
(Br(y) ∩R) ∩ Ai,
where the union is taken over the finite set of strata R with y ∈ R.
The notion of tangent cones does not, of course, just apply to R. We have the following.
For proof see appendix A.
Lemma 4.1.6. Let y ∈ P and v ∈ Rk. Then v ∈ Tan[Exp(C[y]), y] if and only if v = tw
for some t ≥ 0 and w ∈ Rk s.t. (y, w) ∈ C[y]. More generally, if (y, v) ∈ TyD we have
(4.1.29) For all δ > 0 there is a neighborhood U ⊂ D of y and r > 0 s.t.
for all (y′, v) ∈ TD s.t. y′ ∈ U and |v| ≤ r
we have
∣∣Exp(y′, v)− y′ − v∣∣ < δ|v| = δξ[Exp(y′, v), y′].
(Here we interpret Exp(y′, v) as a point in Rk.)
By (4.1.8),
(4.1.30) α ◦ g = g∗ ◦ α, g ∈ G.
(Note that g∗(y, w) ∈ Tg(y)D.)
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Figure 1. Black lines form a stratified space sitting in the plane. Red chevrons
and cross are cones, the full collection of which fiber a neighborhood of the
stratified space. (See example 4.1.5.
Remark 4.1.7. Notice that pi : C[P]→ P is just the restriction of the projection TD → D.
Therefore, it is continuous. Moreover, by (4.1.2) and (4.1.4), it is continuous w.r.t. the metric
ω.
Note that by part 2 of definition 4.1.4, if y ∈ V then there is an imbedding of L into C1[y]
by a bi-Lipschitz homeomorphism. In fact, the function, fi, defined in the proof of (4.1.27)
above is such an imbedding.
The existence of general fibered neighborhoods is not far-fetched. The Tubular Neigh-
borhood Theorem provides a special case when P is a manifold. In addition Pflaum [Pfl01,
Corollary 3.9.3, p. 143] shows that “every Whitney stratified space is locally trivial with cones
as typical fibers.” Section 3.10 ibid discusses the situation in which α is a diffeomorphism. See
also Banagl [Ban07, Proposition 6.2.5, p. 130]. However, these sources do not seem to give us
what we need.
The following result will be very important. See appendix A for the proof.
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Lemma 4.1.8. Suppose P is fibered over P by cones. Then there exists a function P : P →
(0,∞) s.t. P has a C∞ extension to an open neighborhood of P in D and for every x ∈ P we
have Exp
([
0, 2P(x)
]
C1[x]
)
⊂ C.
Here, Exp
([
0, P(x)
]
C1[x]
)
:=
{
Exp(x, tv) : t ∈ [0, P(x)], (x, v) ∈ C1[x]}. Let  : P →
[0,∞) and assume  ≤ P . Define
(4.1.31) Cˆ := [0, )C1 :=
{
(x, (x)v) ∈ C[P] : (x, v) ∈ C1[x], x ∈ P
}
.
Unlike in the Tubular Neighborhood Theorem, proposition 4.1.2, (4.1.6), if (y, v) ∈ C[y]
in general we do not have dist
[
α−1(y, v),P] = |v| if (y, v) ∈ C[P]., however we do have the
following. See appendix A for the proof.
Lemma 4.1.9. We may assume that if F ⊂ P is compact, then there is a constant KF ∈
(0, 1] s.t.
(4.1.32) KF |v| ≤ dist
[
α−1(y, v),P] ≤ |v| = ξ[α−1(y, v),P], (y, v) ∈ C[F ].
Example 4.1.10 (Tubular neighborhood of a submanifold as a conical neighborhood).
Suppose P is an imbedded submanifold of D. Thus, we can regard P as a stratified space with
only one stratum, R := P. Moreover, by (4.1.14), we have R = P. Let C = Exp(Nˆ P ) be a
tubular neighborhood of |pf . We demonstrate that Nˆ P can be viewed as a C[P]. Obviously,
in this case, for y ∈ P we have that C[y] ⊂ TyD is just a ball orthogonal to TyP = TyR. But
we have already observed that TyR = Tan(R, y) = Tan(R, y). By proposition 4.1.2, Exp is
injective on Nˆ P . So property 1 is satisfied. Property 3 is immediate from proposition 4.1.2.
The same goes for property 4 in view of (4.1.7). As for property 2, it is immediate from the
fact that the normal bundle is a vector bundle (Milnor and Stasheff [MS74, p. 13, Example
3, p. 15; Corollary 3.4, p. 30]). Given y ∈ P we can take V to be any relatively compact
neighborhood of y over which Nˆ P is locally trivial. (Thus, n = 1 and A1 = V.) The link, L is
just a (d− p− 1)-sphere.
Another example, used in chapter 9, is developed in appendix F.
Remark 4.1.11 (Modifying Φ on fibers). Let c ∈ (0, 1] and let D ⊂ CˆcP . Let t : D →
[0, 1/c] be continuous. Define µt : D → CˆP by µt(y, v) :=
(
y, t(y, v)v
)
= t(y, v)(y, v) ((y, v) ∈
CˆcP ).
Claim: µt(y, v) is continuous in (y, v) ∈ D. Let Y0 := (y0, v0) ∈ D and let
{
Ym :={
ym, vm)
} ⊂ D converge to Y0. Then by part 2 of definition 4.1.4, y0 has a neighborhood
V, in P, etc. Suppose y0 ∈ Ai and hi(Ai × CLi) contains infinitely many (ym, vm)’s. Say,
(ym` , vm`) ∈ hi(Ai × CLi) for ` = 1, 2, . . .. For convenience, re-index and write (y`, v`) in place
of (ym` , vm`). Let
(
y`,
[
(s`, w`)
]
) = h−1i (y`, v`) ∈ Ai × CLi for ` = 0, 1, . . .. Then, since hi is
a homeomorphism,
(
y`,
[
(s`, w`)
]) → (y0, [(s0, w0)]). Therefore, since t is continuous, hi is
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homogeneous, and the quotient map (s, t) 7→ [(s, t)] is continuous,
µt(y`, v`) = t(y`, v`) (y`, v`)
= t(y`, v`)hi
(
y`,
[
(s`, w`)
])
= hi
(
y`,
[
(t
(
y`, v`)s`, w`
)])
→ hi
(
y0,
[
(t
(
y0, v0)s0, w0
)])
= t(y0, v0)hi
(
y0,
[
(s0, w0)
])
= t(y0, v0) (y0, v0)
= µt(y0, v0), as `→∞.
This proves the claim.
Now define
Φt(x) := Φ ◦ Exp ◦ µt ◦ α(x), x ∈ Exp(CˆcP ), x ∈ α−1(D).
In section 4.3.5, we modify Φ in C, by replacing it by maps of the form Φt.
Suppose Φ : D− → F is a G-invariant data map. Suppose G(D) = D and t is G-invariant:
t ◦ g∗ = t (g ∈ G). Then, since gsat is linear, µt ◦ g∗ = g∗ ◦ µt. We show that Φt is G-invariant.
Let g ∈ G. By (4.1.30) and (4.1.8), we have
Φt ◦ g = Φ ◦ Exp ◦ µt ◦ α ◦ g
= Φ ◦ Exp ◦ µt ◦ g∗ ◦ α
= Φ ◦ Exp ◦ g∗ ◦ µt ◦ α
= Φ ◦ g ◦ Exp ◦ µt ◦ α
= Φ ◦ Exp ◦ µt ◦ α
= Φt.
This proves that Φt is G-invariant.
4.2. Main theorem
The following property (not proposition) of a data map, Φ, on D and a non-negative
number, a, is useful. Let S ′ ⊂ D be closed and let Φ : D′ := D \ S ′ → F be a data map.
Assume Φ ◦ g = Φ for every g ∈ G (“Φ is G-invariant”). Let a ≥ 0.
Property 4.2.1. Let T ⊂ D be as in theorem 3.1.1. Suppose the data map Φ : D \S ′ → F
is “G-invariant”, i.e., Φ ◦ g = Φ for every g ∈ G. (In particular, S ′ is G-invariant: g(S ′) = S ′
for every g ∈ G.) Suppose S ′′ ⊂ D is closed and G-invariant and Ψ : D \ S ′′ → F is any data
map which is G-invariant, S ′′ ∩ T = S ′ ∩ T , and the restrictions Ψ|T \S′ and Φ|T \S′ are equal.
Then dimS ′′ ≥ a. In particular, dimS ′ ≥ a.
Remark 4.2.2. Suppose Φ : D− → F is a G-invariant data map and the hypotheses of
proposition 3.2.1 hold. Then Φ satisfies property 4.2.1 with a = d− r − 1.
We assume nothing about S ′ except that it is compact. (As mentioned before, in chapter
5, we show that we may often replace S ′ by the singular set, S, of Φ, which need not be closed.)
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Recall that our convention (chapter 2) is that D is a C∞ manifold. For the definition of “C∞
triangulation” see Munkres [Mun66, Definition 8.3, pp. 80–81].
Lemma 4.2.3. If D is a compact Riemannian C∞ manifold then it has a C∞ triangulation.
Any such is “bi-Lipschitz” (both the triangulation and its inverse are Lipschitz; appendix C).
The simplicial complex triangulating D is finite. More precisely, let ρ be the topological metric
on D induced by the Riemannian metric. Then there is a finite simplical complex, P , with
|P | ⊂ RN for some N = 1, 2, . . ., and a homeomorphism, f : |P | → D s.t. both f and f−1 are
Lipschitz relative to ρ and the metric |P | inherits from RN .
See appendix A for proof. The lemma does not say that the triangulation f : |P | → D has
to be G-invariant if D is. (By “G-invariant” we mean that {f−1 ◦ g ◦ f : |P | → |P | : g ∈ G}
is a group of simplicial homeomorphisms on P ; appendix C.) But that is probably true. (See
Munkres [Mun66, Theorem 10.5, p. 103].) In conformity with chapter 2, since T ⊂ P ⊂ D
are Riemannian, we assume they are C∞. Lemma C.30 (combined with lemma 4.2.3) provides
an example of a triangulation invariant under a group action.
In this chapter we make heavy use of Hausdorff dimension and measure (appendix B).
Although it is reasonable to suppose that in statistical data analysis S ′ will have some regularity
properties, the generality of the following allows application to information processing by living
organisms.
Theorem 4.2.4. Let D be a compact Riemannian manifold (Boothby [Boo75, Definition
(2.6), p. 184]) of dimension d > t := dim T . Suppose G is a finite group of diffeomorphisms
on D and the Riemannian metric, 〈·, ·〉, on D is G-invariant. I.e., for every g ∈ G we have
g∗
(〈·, ·〉) = 〈·, ·〉. Put on D the topological metric, ξ, corresponding to 〈·, ·〉. Suppose D has
a bi-Lipschitz triangulation f : |P | → D s.t. {f−1 ◦ g ◦ f : |P | → |P | : g ∈ G} is a group of
simplicial homeomorphisms on P (appendix C). Let T ⊂ D be a compact smooth, imbedded
submanifold of D of dimension t ∈ [0, d).
Let P is a stratified space fibered over P by cones as described in subsection 4.1.2, in
particular, that (4.1.26) holds. Assume T is a G-invariant smooth imbedded submanifold of
D. Suppose T ⊂ P ⊂ D (T = P is a possibility) and let p be the maximum dimension of any
stratum of P So t := dim T ≤ p. Assume p < d := dimD.
Let Φ : D− → F be a data map and let S ′ ⊂ D be closed with Φ defined and continuous
on D \S ′. Let a ∈ [0, d) and suppose (Φ,S ′, G, T , a) satisfies property 4.2.1. Use ξ to compute
Hausdorff measure on D. Then there is a γ > 0, depending only on D, T , C[P], a, and F,
with the following property. Suppose R > 0 and dista(S ′,P) ≥ R, i.e.,
(4.2.1) Ha
({
x ∈ S ′ : dist(x,P) < R}) = 0.
(This happens, e.g., if dim
{
x ∈ S ′ : dist(x,P) < R} < a. See (4.0.2).) Then a is an integer
and
(4.2.2) Ha(S ′) ≥ γRmin(d−p−1,a).
Note that the symbols P and P , which differ only by font, have distinct meanings. In
geometric measure theory there is a theory of minimum volume countably rectifiable sets.
Proposition 9.6.3 provides a nontrivial application of theorem 4.2.4. Combining the the-
orem with (2.1.2) and recalling that D is compact – see (4.0.3) (so we can take A := D and
R := S ′) we get the following.
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Corollary 4.2.5. Suppose dimS ′ = a. Let x be a random element of D whose distribu-
tion is absolutely continuous with continuous strictly positive density g w.r.t. Hd. Under the
hypotheses of the theorem and proposition 2.1.1, there is a constant C > 0 depending only on
D, T , C[P], and a s.t. for all sufficiently small δ ≥ 0
(4.2.3) Prob
{
x ∈ (S ′)δ} ≥ C(inf g) δd−aRmin(d−p−1,a).
This result reveals a tension. As we will see in chapter 5, we often may assume all singu-
larities are “severe”. We want Prob
{
x ∈ (S ′)δ} to be small for small δ. Therefore, by (4.2.3),
we want δd−a and, hence, a to be small. But (4.2.3) also tells us to make Rmin(d−p−1,a) small,
which means small p and a ≥ d− p− 1. (See section 1.12.)
4.3. Proof of theorem 4.2.4
4.3.1. Idea of proof. We may identify D and |P |. For R above a fixed positive constant,
R0 > 0, one uses theorem D.36 (more precisely, proposition D.37) to approximate Φ by a
G-invariant data map, Φ˜, continuous off a compact set S˜ with the following properties. (a)
away from P the set S˜ is a subcomplex Q of P disjoint from T s.t. dim(S˜ ∩ |Q|) ≤ a. (b) since
S ′ has zero Ha measure near P, so does S˜. (c) there exists K < ∞ depending only on a and
Q such that
(4.3.1) Ha(S˜ ∩ |Q|) ≤ KHa(S ′ ∩ |Q|).
And (d) the restrictions are equal: Φ˜|T = Φ|T . Therefore, by property 4.2.1 of (Φ,S ′, G, T , a),
we have that S˜ has positive Ha measure. (This turns out to imply that a is an integer.) That
means S˜ includes at least one a-simplex, whose Ha-measure bounds below the Ha-measure of
|S˜| below. Therefore, by (4.3.1), the Ha-measure of S ′ is also bounded below. Thus, if R is
large, (4.2.2) holds with R = 1. I.e., Ha(S ′) ≥ γ > 0.
Suppose R is small. A change of variables, pushing S ′ away from P, replaces Φ by a
data map whose singular set lies a distance from P that is above the positive constant, R0,
mentioned in the previous paragraph. (We call this process “dilation”.) So after the change of
variables the previous paragraph applies.
In order to assess the impact of the change in variables on the measure of S ′ the bound
(B.11) is too crude. The bound (B.11) accommodates the case in which S ′ is dilated in all
directions at once. To understand what happens next, for simplicity assume that S ′ is just the
“cylinder” P × Sd−p−1(R), where Sd−p−1(R) ⊂ Rd−p is a (d − p − 1)-sphere of radius R > 0.
Consider the map that takes (x, v) (x ∈ P, v ∈ Sd−p−1(R)) to (x,R−1v).
Let S ′dilate be the post-dilation. Intuitively, the measure of S ′dilate is no more than R−(d−p−1)
times larger than that of S ′. But one must be careful here. To compute a lower bound for the
volume of S ′ after the change of variables we use the “area formula” (Federer [Fed69, 3.2.3,
p. 243], Hardt and Simon [HS86, 1.8 p. 13, p. 27]). However, the area formula requires that
S ′ be “countably rectifiable”, which a general closed set like S ′ might not be (Federer [Fed69,
3.3.19, pp. 302–306]). However, a polyhedron (appendix C) is countably rectifiable. So once
again we use theorem D.36 (proposition D.37) to replace Φ by a data map continuous off the
polytope of a subcomplex, Q, of P . (Refining P may be necessary first.)
The data map resulting from dilation is continuous off a closed set “far” from P. But before
we argued that the Ha-measure of such a singular set must exceed γ. Therefore, Ha(S ′dilate),
and hence, γ, is no bigger than some positive constant multiple of R−(d−p−1)Ha(S ′). But
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Ha(S ′) is bounded below by a positive constant multiple of Ha(S ′). (It turns out that the only
interesting case is a ≥ d− p− 1.)
Alas, a cylindrical shell will not work in general. Instead, one has to “pinch” the periphery
of the cylinder. This complicates the calculations, but the same idea applies (lemma 4.3.2).
4.3.2. A neighborhood of T . By assumption, T ⊂ D is a compact t-dimensional man-
ifold. If P = T define W := U := T = P. Suppose T $ P. Since P is locally compact (as
observed is subsection 4.1.2), by assumption, there exists an open neighborhood, U ′1 ⊂ P of
T s.t. U ′1 is compact, where closure is taken relative to P. Since P has the relative topology,
there exists U ′D ⊂ D open in D s.t. U ′1 = U ′D ∩P. Let UD :=
⋂
g∈G g(U ′D). Then T ⊂ UD, UD is
open in D and G-invariant and UD ∩P is compact. There exists an open (in D) neighborhood,
W ′D ⊂ UD of T s.t. W ′D (closure in D) is a compact subset of UD. Let WD :=
⋂
g∈G g(W ′D).
Then T ⊂ WD and WD is open and G-invariant. We have that WD is compact and WD ∩ P
is compact. Let U := UD ∩ P ⊂ U ′1 and W :=WD ∩ P ⊂ U . Then
(4.3.2) U is compact and T ⊂ W ⊂ W ⊂ U ⊂ U ⊂ P.
Here, we tack closure relative to P. For s > 0 define
(4.3.3) Cs := Cs[U ] :=
{
(x′, v) ∈ C[P] : x′ ∈ U and |v| ≤ s
}
.
Ct inherits its topology from TD, which, by (4.1.1) and (4.1.2), inherits topology from R2k.
Since U is compact, there exists  > 0, constant s.t. 0 <  ≤ P(x′) for every x′ ∈ U . (See
lemma 4.1.8.) For such an , we have C = C[0, ][U ]. (See (4.1.18).)
We have the following. For the proof see appendix A.
Lemma 4.3.1. C is compact.
We may take
(4.3.4)  = 2.
This is accomplished by replacing 〈·, ·〉 by 4−2〈·, ·〉.  only depends on D and C[P] so this
substitution amounts to changing the constant γ in (4.2.2) in a fashion independent of S ′. In
fact, if a ≤ d− p− 1, no change in γ is needed.
Define
(4.3.5) C1 := α−1(C1) = Exp(C1).
For the remainder of the proof By part 3 of definition 4.1.4 and lemma B.18, if S ∈ (0, 2] we
have that α|CS is Lipschitz.
By Spivak [Spi79, Theorem 15, p. 68], there exists
(4.3.6) ρ : D → [0, 1]
that is smooth and satisfies
(4.3.7) ρ ≡ 1 on WD and ρ ≡ 0 everywhere on D \ UD.
In the interest of brevity, in a context dependent fashion we will often use ρ to denote the
restriction ρ|P of ρ to P. Because UD, and WD are both G-invariant, we may assume
(4.3.8) ρ ◦ g = ρ for every g ∈ G.
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(If ρ is not initially G-invariant, replace it by |G|−1∑g∈G ρ ◦ g, where |G| is the cardinality of
G.) We may assume
(4.3.9) ρ is strictly positive on UD.
If this is initially false, then just replace UD by {x ∈ D : ρ(x) > 0} ⊂ UD. (4.3.7) and (4.3.8)
continue to hold.
Let
(4.3.10) CS′ := C(S
′) :=
{
(x′, v) ∈ C[P] : |v| < ρ(x′)S′}, S′ ∈ [0, 1].
(Note that typography is important here: C1 ⊂ D – see (4.3.5), while CS′ ⊂ C[P]. In addition,
S′ ∈ R should not be confused with S ′ ⊂ D.) So, by (4.3.3), (4.3.6), and (4.3.4),
(4.3.11) CS′ ⊂ CS′ and CS′ ⊂ C2 ⊂ C[UD ∩ P].
For S′ ∈ (0, 1] let
(4.3.12) BS′ := Exp(CS′) = α−1(CS′) ⊂ D.
Therefore,
(4.3.13) BS′ is an open neighborhood of T .
By part 4 of definition 4.1.4, (4.3.8), (4.1.30), (4.1.8), the fact that G is a group of isometries,
and (4.1.2), we have
(4.3.14) g(BS′) = BS′ and g∗(CS′) = CS′ , S′ ∈ (0, 1].
Define
B := B1.
Recall that pi : C[P]→ P is projection. Since 0 ≤ ρ ≤ 1, by (4.3.6), by (4.1.32), we have
(4.3.15) x ∈ BS′ implies dist(x,P) < ρ
[
pi ◦ α(x)]S′ ≤ S′.
By (4.3.12) and part 3 of definition 4.1.4, we have
(4.3.16) α(BS′) = CS′ , S′ ∈ (0, 1].
By property 4.2.1, dimS ′ ≥ a. By definition of Hausdorff dimension (appendix B), if
dimS ′ > a then Ha(S ′) = +∞, so (4.2.2) holds trivially. Thus, we may assume
(4.3.17) dimS ′ = a.
4.3.3. (4.2.2) with large R. Let R0 ∈ (0, 1) be a constant satisfying
(4.3.18) dist(D \ B, T ) > R0.
When convenient R0 can be defined so that it depends only on
(D, C[P], T , a,F). (Note it is
the distance from D \ B to T , not P, that is being bounded here. By (4.3.13), B is an open
neighborhood of T and T is compact so the distance is positive.) Suppose (4.2.1) holds for
some R ≥ R0. Then, by (4.3.15), we have
(4.3.19) Ha(S ′ ∩ BR0) = 0.
By assumption, D has a G-invariant bi-Lipschitz triangulation f : |P | → D, where P is a
finite simplicial complex and {f−1 ◦ g ◦ f : |P | → |P | : g ∈ G} is a finite group of simplicial
homeomorphisms on P . By (B.11), WLOG we may temporarily identify D with |P | and
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assume G is a finite group of simplicial homeomorphisms on P . Claim: Taking a subdivision
(appendix C) if necessary, we may assume that
(4.3.20) P has a subcomplex, Q, s.t. (D \ BR0) ⊂ |Q|
and |Q| does not intersect any simplex
that in turn intersects a simplex intersecting T .
Specifically, by replacing P by a G-invariant subdivision P ′ of the sort described in proposition
D.37, we may assume
(4.3.21) All simplices in P have diameter < R0/3.
(See Munroe [Mun71, p. 12] for definition of diameter.) Let Q be the subcomplex of P
consisting of all simplices that intersect D \ BR0 and all faces of such simplices. Let σ ∈ P
have nonempty intersection with |Q|. Then there exists τ ∈ Q s.t. τ \BR0 6= ∅ and σ ∩ τ 6= ∅.
Suppose ζ ∈ P has nonempty intersection with T and with σ. Let x1 ∈ τ \ BR0 , x2 ∈ σ ∩ τ ,
x3 ∈ σ ∩ ζ, and x4 ∈ ζ ∩ T . Then, by (4.3.18) and identifying xi with f−1(xi), we have
R0 < ξ(x1, x4) ≤ ξ(x1, x2) + ξ(x2, x3) + ξ(x3, x4).
Now, x1, x2 ∈ τ , x2, x3 ∈ σ, and x3, x4 ∈ ζ. Therefore, by (4.3.21) we have R0 < 3 · 13R0 = R0.
Contradiction. Thus, one of the intersections, σ ∩ |Q|, ζ ∩ T , or σ ∩ ζ must be empty. This
proves the claim. As a corollary we have,
(4.3.22) No simplex intersecting T is a face of any simplex intersecting |Q|.
Claim: For every g ∈ G the restriction g||Q| is a simplicial homeomorphism of Q onto itself.
Since g is a simplicial homeomorphism of P onto itself, we have that g : |Q| → |P | is simplicial.
Let σ ∈ Q. There exists τ ∈ P s.t. σ is a face of τ and τ intersects D\BR0 . Then g(σ) is a face
of g(τ) and, by (4.3.14) and (4.0.4), g(τ) ∩ (D \ BR0) = g
(
τ ∩ D \ BR0
) 6= ∅. Hence g(σ) ∈ Q.
Since the same is true with g−1 in place of g, the claim follows.
Apply proposition D.37 to infer the existence of a G-invariant continuous map Φ˜ : |P | − →
F, related to (Φ,S ′) as described in theorem D.36. In particular, by part 3 of theorem D.36,
S˜ ∩ |Q| is the underlying space of a subcomplex of Q of dimension no greater than a. Now
by (4.3.20), if τ ∈ P and τ ∩ T 6= ∅, then τ ∩ Q = ∅. Therefore, by part 4 of theorem
D.36, S˜ ∩ τ = S ′ ∩ τ so Φ˜|T = Φ|T . But, by (4.3.19) and part 5 of theorem D.36, we have
Ha(S˜ \ |Q|) = 0 so dim(S˜ \ |Q|) ≤ a. Therefore, by property 4.2.1 and (B.7),
(4.3.23) a ≤ dim S˜ = max{dim(S˜ \ |Q|), dim(S˜ ∩ |Q|)} = dim(S˜ ∩ |Q|).
But, by part 3 of theorem D.36, dim(S˜ ∩ |Q|) is an integer ≤ a. Combining this with (4.3.23),
we have dim(S˜ ∩ |Q|) = a and
(4.3.24) a is an integer,
as asserted in the theorem. In addition, S˜ ∩ |Q| contains at least simplex of dimension a.
Hence, by (D.1), there exists K(R0) ∈ (0,∞) s.t.
(4.3.25) Ha(S ′) ≥ K(R0)−1Ha
(S˜ ∩ |Q|) ≥ K(R0)−1 V ola(R0),
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where V ola(R0) > 0 is the volume of the smallest a-simplex in D. (Recall that, by (4.3.21),
this volume depends on R0.) In particular, (4.2.2) holds with R ≥ R0 and γ > 0 s.t.
γ ≤ γ(R0) := K(R0)−1 V ola(R0) · (diam(D))−min(d−p−1,a).
Thus, if R0 depends only on
(D, C[P], T , a,F), e.g., R0 := 12 min{1, dist(D \ B, T )}, we get
that (4.2.2) holds with any γ > 0 s.t.
γ ≤ γ
[
1
2 min
{
1, dist(D \ B, T )}],
which depends only on D, T , C[P], and a.
4.3.4. Small R: rectifiability. Suppose the theorem fails. Then there exist sequences,
{Φm, m = 1, 2, . . .} and {Rm} of data maps and positive numbers, resp., having the following
properties.
(1) For each m there exists a closed set S ′m ⊂ D s.t. Φm : D \ S ′m → F is continuous.
(2) Property 4.2.1 holds with Φm in place of Φ and S ′m in place of S ′.
(3) For each m we have dista(S ′m,P) ≥ Rm. (See (4.0.2) for definition of dista.)
(4) ∞ > R−min(d−p−1,a)m Ha(S ′m)→ 0.
Suppose there exists R0 > 0, possibly depending on the whole sequence {Φm,S ′m}, s.t. for
infinitely many m, we have dista(S ′m,P) ≥ R0. Then from (4.3.25) we know that there is
an infinite collection, M , of m’s s.t.
{Ha(S ′m) : m ∈ M} is bounded away from 0. This
contradicts property 4 of {Φm,S ′m, Rm}. (Since D is compact – see (4.0.3), {Rm} is bounded
above.) Therefore, WLOG we may assume
R0 > dista(S ′m,P)→ 0 as m→∞,
where R0 ∈ (0, 2). Thus, by property 3 of
{
(Φm,S ′m, Rm)
}
, we may assume
(4.3.26) Rm = dista(S ′m,P).
By property 4 and 2 of
{
(Φm,S ′m, Rm)
}
, an argument similar to that leading to (4.3.17),
shows that we may assume that
(4.3.27) dimS ′m = a for all m.
Let m = 1, 2, . . . be arbitrary, but fixed. Claim: We may assume that
(4.3.28) S ′m \ BRm/2 is countably a-rectifiable, has finite Ha-measure,
and Ha(S ′m ∩ BRm/2) = 0,
(Hardt and Simon [HS86, Definition 2.1’, p. 20]). This means we may assume the whole set
(4.3.29) S ′m is countably a-rectifiable.
By property 3 of {Φm}, (4.3.15), and (4.0.2), we have
(4.3.30) Ha(S ′m ∩ BRm) = 0.
By assumption, D has a G-invariant bi-Lipschitz triangulation f : |P | → D, where P is a finite
simplicial complex and we may assume G is a group of simplicial homeomorphisms on P . By
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(B.11), WLOG we may temporarily identify D with |P |. Argue as in the proof of (4.3.20) with
Rm/2 in place of R0. If necessary,
(4.3.31) replace P by a G-invariant subdivision Pm := P
′
of the sort described in proposition D.37
so that we may assume
(4.3.32) All simplices in Pm have diameter < Rm/8.
Let Qm be the subcomplex of Pm consisting of all simplices that intersect D \ BRm/2 and all
faces of all such simplices. Then D \ BRm/2 ⊂ |Qm| and, paralleling (4.3.20),
(4.3.33) |Qm| does not intersect any simplex
that in turn intersects a simplex intersecting T .
Let (Φ˜m, S˜m) be to (Φm,S ′m) as (Φ˜, S˜) is to (Φ,S ′) in proposition D.37. (So (Φ˜m, S˜m) is
G-invariant.) We show that we may assume the following three statements.
Ha(S˜m ∩ BRm/2) = 0.(4.3.34a)
S˜m is countably a-rectifiable.(4.3.34b)
For some sequence R˜m → 0 we have that
{
(Φ˜m, S˜m, R˜m)
}
enjoys the properties 1 through 4 of
{
(Φm,S ′m, Rm)
}
.
(4.3.34c)
Proving these three statements will prove the claim (4.3.28).
It is immediate from theorem D.36 that (Φ˜m, S˜m) has property 1 of (Φm,S ′m). Claim:
(4.3.35) R˜m := dista(S˜m,P) ≥ Rm/2.
(Thus, (Φ˜m, S˜m, R˜m) has property 3 of (Φm,S ′m, Rm).) To prove this, note that by (C.12), it
suffices to show that
(4.3.36) Ha[S˜m ∩ (Int τ)] = 0 for every τ ∈ Pm s.t. dist(τ,P) ≤ Rm/2.
Let τ be an arbitrary simplex in Pm s.t. dist(τ,P) ≤ Rm/2. So there exists y ∈ τ and
z ∈ P s.t. ξ(y, z) < 58Rm. Let σ be an arbitrary simples in Pm having τ as a face. σ = τ is a
possibility. Let x ∈ σ. Then, by (4.3.15) and (4.3.32), we have
(4.3.37) dist(x,P) ≤ ξ(x, y) + ξ(y, z) < 18Rm + 58Rm = 34Rm < Rm.
Therefore, by property 3 of
{
(Φm,S ′m, Rm)
}
we have Ha(S ′m∩σ) = 0. In particular, Ha(S ′m∩
τ
)
= 0. Hence, if τ /∈ Qm (so τ ⊂ BRm/2) then by part 5 of theorem D.36, (4.3.36) holds for τ .
Suppose τ ∈ Qm and suppose (4.3.36) fails. Then, by part 6 of theorem D.36, there exists
σ ∈ Pm s.t. τ is a face of σ and Ha
[S ′m∩(Intσ)] > 0. But we just proved that Ha(S ′m∩σ) = 0.
This contradiction completes that proof of (4.3.36) and the claim (4.3.35). Statement (4.3.34a)
above follows from (4.3.15).
By part 3 of theorem D.36, we have,
(4.3.38) For all m, S˜m ∩ |Qm| is either empty of the underlying space
or a subcomplex of Q(a)m ,
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where Q
(a)
m is the a-skeleton of Qm (appendix C). Since, by definition, D \ |Q| ⊂ BRm/2, we
have, by (4.3.34a), that
(4.3.39) Ha(S˜m \ |Q|) = 0.
Statement (4.3.34b) follows.
Moreover, by (4.3.33) and part 4 of theorem D.36 (Φ˜m, S˜m) has property 4.2.1. Therefore,
as in (4.3.23), we have dim(S˜m ∩ |Qm|) ≥ a. (So (Φ˜m, S˜m) has property 2 of (Φm,S ′m).) It
follows, then, from (4.3.27) and part 2 of theorem D.36, that
dim
(S˜m ∩ |Qm|) = a for all m.
(In particular, (4.3.24) continues to hold as claimed in the theorem.)
Note that, by (4.3.39), we have Ha(S˜m) = Ha
(S˜m ∩ |Qm|). By (D.1) and property 4 of
{Φm,S ′m, Rm}, we have
(4.3.40) Ha(S˜m) <∞.
By (4.3.35), we have, by (D.1) and property 4 of {Φm,S ′m, Rm}, that there is a constant
K <∞ depending only on a and P s.t.
R˜−min(d−p−1,a)m Ha(S˜m) ≤ 2min(d−p−1,a)R−min(d−p−1,a)m Ha(S˜m)
≤ 2min(d−p−1,a)KR−min(d−p−1,a)m Ha(S ′m)→ 0 as m→∞.
Therefore,
{
(Φ˜m, S˜m, R˜m)
}
satisfies property 4 of
{
(Φm,S ′m, Rm)
}
. Since we have already
established that it satisfies properties 1, 2, and 3, we have proved (4.3.34c) above. Therefore,
(4.3.28) holds, as claimed.
4.3.5. Small R: “Dilation”. Let {Φm,S ′m, Rm} be as in section 4.3.4. Next, we “dilate”
S ′m so that almost none of it lies in B1 := Exp(C1). (See (4.3.12).) Let R ∈ (0, 1). Recall that
from section 4.3.2, that WLOG P |clU ≥ 2. Therefore, if (x, v) ∈ C[U ] then for every r ∈ [0, 2]
we have (x, rv) ∈ C[U ]. (See (4.1.18).) Let
(4.3.41) Adilate,R :=
3
6−R > 0 and Bdilate,R := 2
3−R
6−R > 0.
For x ∈ D \ B2 define fdilate,R(x) := x. Otherwise, define,
(4.3.42) α ◦ fdilate,R ◦ α−1(x′, v)
:=
{(
x′, (3/R)v
)
, if |v| ≤ Rρ(x′)/3,(
x′,
(
Adilate,R|v|+Bdilate,R ρ(x′)
)|v|−1v), if Rρ(x′)/3 < |v| ≤ 2ρ(x′),
(x′, v) ∈ C2
(By (4.3.12) and (4.3.7), the boundary of B2 is the set
{
Exp(x, v) ∈ C[U ] : |v| = 2ρ(x′)}.) By
part 3 of definition 4.1.4, we see that, for any R > 0, fdilate,R is Lipschitz on C.
We claim that fdilate,R is “G-equivariant”, i.e., fdilate,R commutes with g ∈ G. This is
trivial on D \B2, since, by (4.3.14), we have that B2 is G-invariant. So suppose x ∈ B2 and let
(y, v) := α(x). Since α is one-to-one, it suffices to show
(4.3.43) α ◦ fdilate,R ◦ g ◦ α−1(y, v) = α ◦ g ◦ fdilate,R ◦ α−1(y, v)
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Now, by (4.1.11), g∗(y, v) =
(
g(y), v′
)
for some v′ ∈ Rk with (g(y), v′) ∈ C2. Then, by G-
invariance of 〈·, ·〉, |v′| = |v| ≤ 2ρ(x). Now, α ◦ fdilate,R ◦ α−1
(
g(y), v′
)
=
(
g(y), c(v′)v′
)
for
some c(v′) > 0. By (4.1.30)
α ◦ fdilate,R ◦ g ◦ α−1(y, v) = α ◦ fdilate,R ◦ α−1 ◦ α ◦ g ◦ α−1(y, v)
= α ◦ fdilate,R ◦ α−1 ◦ g∗(y, v)
=
(
g(y), c(v′)v′
)
.
But c(v′) only depends on |v′| = |v|. So c(v) = c(v′). Thus, by (4.1.30) again,
α ◦ fdilate,R ◦ g ◦ α−1(y, v) =
(
g(y), c(v)v′
)
= g∗(y, c(v)v)
= g∗ ◦ α ◦ fdilate,R ◦ α−1(y, v)
= α ◦ g ◦ α−1 ◦ α ◦ fdilate,R ◦ α−1(y, v)
= α ◦ g ◦ fdilate,R ◦ α−1(y, v),
which is just (4.3.43). This proves the claim.
Observe that fdilate,R is continuous. It also has an inverse, f
−1
dilate,R is equivariant, and
α ◦ f−1dilate,R ◦ α−1 is Lipschitz with Lipschitz constant 2 w.r.t. the metric ω defined in (4.1.4).
Thus, if we let ΦRm,dilate := ΦRm ◦ f−1dilate,Rm then ΦRm,dilate is continuous off
(4.3.44) S ′m,dilate := fdilate,Rm(S ′m).
Note that S ′m,dilate is closed and, by property 2 of
{
Φ′m
}
in subsection 4.3.4, G-equivariance
of f−1dilate,Rm , and remark 4.1.11, we have that ΦRm,dilate is G-invariant. Therefore, since
fdilate,R(x) = x for x ∈ T , we have that (ΦRm,dilate,S ′m,dilate) satisfies property 4.2.1. Therefore,
dimS ′m,dilate ≥ a.
By (4.3.27), (4.3.30), the fact that fdilate,Rm : BRm/3 → B1, (4.3.40) and (B.11), we have
(4.3.45) dimS ′m,dilate = a,Ha(S ′m,dilate) <∞, and Ha(S ′m,dilate ∩ B1) = 0.
Thus, (4.3.19) holds with S ′ = S ′m,dilate and R0 = 12 min
{
1, dist(D \ B, T )}. Therefore, from
subsection 4.3.3,
(4.3.46) Ha(S ′m,dilate) ≥ Γ := γ
[1
2
min
{
1, dist(D \ B1, T )
}]min(d−p−1,a)
.
(γ > 0 was defined in subsection 4.3.3.)
By (4.3.44) and (4.3.42), we have,
(4.3.47) S ′m,dilate \ B2 = S ′m \ B2.
It follows from property 4 of
{
(Φm,S ′m)
}
that, for m sufficiently large, we have
(4.3.48) Ha(S ′m,dilate \ B2) = Ha(S ′m \ B2) ≤ Ha(S ′m) < Γ/2.
The following is proved in appendix A.
Lemma 4.3.2. There is a constant K3 <∞ depending only on D, C[P], T , and a s.t.
(4.3.49) Ha(S ′m,dilate ∩ B2) ≤ K3R−min(d−p−1,a)m Ha(S ′m).
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Eventually, K3R
−min(d−p−1,a)
m ≥ 1. Therefore, by (4.3.46), (4.3.48), and (4.3.49),
0 < Γ/2 ≤ Ha(Sm,dilate ∩ B2) ≤ K3R−min(d−p−1,a)m Ha(S ′m)→ 0,
by property 4 of {Φm,S ′m, Rm}. Contradiction. Thus, a sequence of {Φm} having properties
1, 2, 3, and 4 cannot exist. This completes the proof of the theorem.
4.4. Further remarks on measure
Remark 4.4.1 (“fit-instability” tradeoff). (4.2.2) describes a fit-instability tradeoff akin
to the famous a variance-bias tradeoff (Hastie et al [HTF01, Section 2.9]): To improve fit
near P, take R to be large. To reduce instability, take R to be small. (4.2.2) describes the
“exchange rate” in the tradeoff.
Remark 4.4.2 (Topologically based bounds on volume). The proof of theorem 4.2.4 ulti-
mately relies on the fact that the Ha-volume of an a-dimensional subcomplex, O, of a finite
simplicial complex, P , is no smaller than the Ha-volume of the smallest a-simplex in P . How-
ever, property 4.2.1 holds because |O| must carry non-trivial Cˇech cohomology in dimension
a (proof of proposition 3.2.1). By Munkres [Mun84, Theorem 73.2, p. 437], this means that
|O| must carry non-trivial simplicial cohomology in dimension a. Therefore, the volume of
|O| is no smaller than the volume of the smallest a-dimensional subcomplex, Omin, of P that
carries non-trivial a-dimensional simplicial cohomology. (This minimal volume exists because
P is finite.) Depending on P and a, the number of simplices in Omin may be bounded below
by a number larger than 1.
Remark 4.4.3. Here are a couple of areas where theorem 4.2.4 is helpful. Resistance,
specifically exactness of fit, is one (chapter 9). In chapter 9, we use theorem 4.2.4 to show that
the singular sets of “resistant” measures of location on the circle have “asymptotically” more
measure than does that of a certain other specific kind of measure of location. Another is the
impact of the number of variables, in relation to the sample size, on the size of the singular
set might be another (remark 6.4.1).
Remark 4.4.4. Theorem 4.2.4 suggests that the moment∫
S′
dist(x,P)−(d−p−1)Ha(dx)
(
or
∫
S′
dist(x,P)−(d−p−2)Ha(dx)?
)
might be interesting.
CHAPTER 5
Severity of singularity and smoothing
In this chapter we see how some of the assumptions made in chapters 3 and 4 can be
relaxed. A key idea will be that of “severity” of singularities. The extent to which singularities
make Φ unstable depends not only on how plentiful they are, but also on how severe they are.
By definition, a singularity of Φ is a data set, x0, in the vicinity of which a small change in
the data, x, can cause a relatively big change in Φ(x). Severity of the singularity at x0 has
to do with how big the change in Φ(x) is in absolute terms for a small change in x. More
precisely, the severity of the singularity at x0 has to do with the sizes of the images under Φ
of arbitrarily small neighborhoods of x0.
Sometimes the singularity at x0 can be so severe that Φ maps any neighborhood of x0 onto
the feature space F. In [Ell91a] we call such a singularity “severe” and show, essentially, (Ellis
[Ell91a, Theorem 2.5]) that in plane fitting one can reduce the size of the singular set of Φ by
replacing nonsevere singularities by a smaller collection of severe ones.
Severe singularities (in the Ellis [Ell91a] sense) seem to be optional, but it is typically
impossible to avoid rather bad singularities. For example, if Φ is a measure of location for
directional data (data on spheres; chapters 7 – 9) then Φ must have many singularities, x0,
s.t. there is no neighborhood U of x0 s.t. the closure of the image Φ(U ∩ D′) lies in any open
hemisphere ([Ell91b] and chapter 7). Something similar happens for the location problem on
projective spaces (Munkres [Mun84, p. 231], [Ell91b]).
Analogous to this in the plane fitting context is “90◦ singularity” (subsection 6.6). For
simplicity, suppose Φ fits lines to bivariate data. We may assume that the fitted lines always
pass through the origin. Then Φ has a 90◦ singularity at x0 if for no neighborhood, U , of
x0 does the closure of the image Φ(U \ S) lie within the smaller angle made by any pair of
nonperpendicular lines through the origin. The singularities shown in the (c) panels of figure
4 are 90◦ singularities, but the (near) singularities shown in figure 3 are not, especially not the
one shown in panel (b). We will see that a singularity, x0, that is not a 90
◦ singularity can be
eliminated by modifying Φ in a neighborhood of x0. (This follows from theorem 5.0.8.)
In this chapter we generalize this idea. We will see that often one can replace S by a
closed subset of S consisting of severe singularities. This happens, e.g., if the “feature space”,
F, (chapter 2) is a differentiable manifold and no symmetry properties are imposed on Φ
(proposition 5.2.2 and theorem 5.0.8). It is easy to see that the collection of “bad” singularities
is closed, like the S ′ in theorem 3.1.1, proposition 3.2.1, and theorem 4.2.4.
Definition 5.0.5. Let V be an open cover of F. Let D′ be a dense subset of D. Let
Φ : D′ → F, let S ⊂ D, and suppose (2.0.3) holds. Define
SV = SV(Φ,D′) = {x ∈ D : if U is a neighborhood of x
then there does not exist V ∈ V s.t. Φ(U ∩ D′) ⊂ V }.
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(Here, “ ” indicates closure.) Call the points of SV “V-severe” singularities of Φ”.
(This usage of “severe” is different from that appearing in [Ell91a]. See section 5.1 for a
generalization.) Note that
(5.0.1) SV ⊂ S is closed.
In this chapter we show that often S can be replaced by S ′ := SV, so that the assumption
appearing in proposition 3.2.1 and chapter 4 and hypothesis 2 in theorem 3.1.1 that S ′ is closed
is satisfied. But not only do we get a closed set S ′ off which the data map is continuous, but
S ′ consists of the most severe, hence, most interesting singularities. Any lower bound on the
dimension (or measure) of SV is automatically a lower bound on the dimension (measure) of
the original singular set, S.
In order to replace S by SV we eliminate the less severe singularities by smoothing them
away. In order to do that we have to be able to take local averages, i.e., “convex combinations”.
Definition 5.0.6. Let V be an open cover of F. Let k = 0, 1, 2, . . . and let ∆k be the
k-dimensional simplex
(5.0.2) ∆k =
{
(λ0, λ1, . . . , λk) ∈ Rk+1 : λi ≥ 0 (i = 0, . . . k)
and λ0 + λ1 + . . .+ λk = 1
}
.
Let γ be a function γ :
⋃
V ∈V
({V }×∆k × V k+1)→ F. Say that γ is a “k-convex combination
function” on V if:
(1) For every V ∈ V, (λ0, λ1, . . . , λk) ∈ ∆k, and x0, x1, . . . , xk ∈ V we have
γ
[(
V, (λ0, λ1, . . . , λk), (x0, x1, . . . , xk)
)] ∈ V .
(2) γ has the following consistency property:
If V1, V2 ∈ V, (λ0, λ1, . . . , λk) ∈ ∆k,
and x0, x1, . . . , xk ∈ V1 ∩ V2 then
γ
[(
V1, (λ0, λ1, . . . , λk), (x0, x1, . . . , xk)
)]
= γ
[(
V2, (λ0, λ1, . . . , λk), (x0, x1, . . . , xk)
)] ∈ V1 ∩ V2.
We may then regard γ as a function on
⋃
V ∈V ∆k × V k+1.
(3) γ is continuous on
⋃
V ∈V ∆k × V k+1, which has its relative topology as a subset of
∆k × Fk+1.
(4) If (λ0, λ1, . . . , λk) ∈ ∆k and x ∈ F then
γ
[
(λ0, λ1, . . . , λk), (x, x, . . . , x))
]
= x.
(5) k = 0 case: γ(1, x) = x, x ∈ F.
Suppose γ :
⋃∞
k=0
⋃
V ∈V ∆k×V k+1 → F is such that (s.t.) for every k = 0, 1, . . ., the restriction
of γ to
⋃
V ∈V ∆k × V k+1 is a k-convex combination function. Suppose further that “terms
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with 0 coefficients” can be dropped:
(5.0.3) γ
[
(λ0, . . . , λj−1, 0, λj+1, . . . , λk),
(x0, . . . , xj−1, xj , xj+1, . . . , xk)
]
= γ
[
(λ0, . . . , λj−1, λj+1, . . . , λk),
(x0, . . . , xj−1, xj+1, . . . , xk)
](
(λ0, . . . , λj−1, λj+1, . . . , λk
) ∈ ∆k−1;x0, . . . , xk ∈ V ;
V ∈ V).
We then say that γ is a “convex combination function” on V.
Suppose x1, . . . , xj−1, xj+1, . . . , xm ∈ V ∈ V but xj /∈ V . We may then make (5.0.3) a
definition. Similarly, a, possibly, infinite convex combination
(5.0.4) γ
[(
(. . . , λ−j , λ−j+1, . . . , λj−1, λj , . . .),
(. . . , x−j , x−j+1, . . . , xj−1, xj , . . .)
]
,
(λj ≥ 0, xj ∈ F,
∑
j
λ = 1)
makes sense providing only a finite set of λj ’s are nonzero and the xj ’s corresponding to nonzero
λj ’s are all in some V ∈ V.
Call the expression (5.0.4) a “γ-convex combination”. Say that γ is “commutative” if
the entries in the vector (. . . , λ−j , λ−j+1, . . . , λj−1, λj , . . .) can be permuted without chang-
ing the value of the convex combination providing that the same permutation is applied to
(. . . , x−j , x−j+1, . . . , xj−1, xj , . . .). Commutativity will be needed in theorem 5.0.8.
Explicit examples of convex combination functions are constructed in [Ell91b] and in
section 6.6 and chapter 7 below. In chapter 7 it will be important that data maps satisfy a
certain symmetry property. So in the following we assume that the data map is invariant under
a, possibly trivial, group action. Let D′ be dense in D and let Φ be a data map. We have the
following.
Remark 5.0.7. Sometimes it easy to impose symmetry assumptions. Let M˜ be a differen-
tiable manifold and suppose a discrete group, G, acts “freely” and “properly discontinuously”
on M˜ (Boothby [Boo75, pp. 94 – 96]). Then by Boothby [Boo75, Theorem (8.3), p. 97] the
orbit space M˜/G is also a differentiable manifold. This might allow one to reduce a problem
with symmetry restrictions to one without such restrictions: One just works on M˜/G. How-
ever, in chapter 7, we consider a group that does not act freely, so the M˜/G tactic is not
sufficient.
If A ⊂ D, define G(A) = {g(x) ∈ D : x ∈ A, g ∈ G}. Note that if G(A) = A if and only
if g(A) = A for every g ∈ G. In this case we say that A is “G-invariant”.
Theorem 5.0.8. Let D be a locally compact, second countable metric space. (This is true,
e.g., if D is a finite dimensional manifold; Munkres [Mun66, pp. 3–4].) Let G be a finite
group of homeomorphisms of D onto itself. Let m < ∞ be the number of elements of G. Let
S ⊂ D(S not necessarily closed) and let D′ := D\S. Assume D′ is dense in D. Let Φ : D′ → F
be continuous. Assume Φ◦g = Φ for every g ∈ G (“Φ is G-invariant”). Thus, we may suppose
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S is G-invariant. Let V be an open cover of F. Then SV is G-invariant. Suppose there is a
convex combination function, γ, on V and γ is commutative if m > 1. Then D˜ := D \ SV
satisfies D′ ⊂ D˜ and G(D˜) = D˜.
(1) There exists a continuous G-invariant data map Ω = ΩV : D˜ → F (so all the singu-
larities of Ω, w.r.t. any subset of D, lie in SV) with the following property. If x ∈ D˜
then Ω(x) is a γ-convex combination of points in Φ(D′) ∩ V for some V ∈ V with
Φ(x) ∈ V . Thus, by property (1) of definition 5.0.6, Ω approximates Φ on D′ in the
sense that if x ∈ D′ then there exists V ∈ V s.t. Φ(x) ∈ V and Ω(x) ∈ V .
(2) Let T be a G-invariant neighborhood retract in D (Dold [Dol95, p. 36]). Suppose T is
G-invariant, T ∩D′ is dense in T , and the restriction Φ|T ∩D′ has a unique continuous
extension to T . Then we may assume Ω agrees with Φ on D′ ∩ T .
The theorem is proved by eliminating non-severe singularities by using γ to take local
averages of values in F. We call this operation “smoothing”.
Remark 5.0.9. For chapter 6 we may take G to be the trivial group (i.e., m = 1) so for
chapter 6 the convex combination function γ need not be commutative. But in chapters 7, 8,
and 9, G will not be trivial so a commutative γ will be needed. Such a γ is constructed in
chapter 7.
Remark 5.0.10. If D is a smooth manifold and T is an imbedded submanifold of D without
boundary then, by Munkres [Mun66, Corollary 5.6, p. 53], T is a neighborhood retract in D.
However, in theorem 5.0.8 , T does not have to be a manifold. Neighborhood retracts also
arise in the context of simplicial complexes. See Munkres [Mun84, Lemma 70.1, p. 414].
Remark 5.0.11. Note that SV may be a proper superset of the singular set of Ω. However,
the points of SV are all “bad” singularities of Φ.
With regard to theorem 4.2.4, by (5.0.1), the implication of theorems 5.2.2 (below) and
5.0.8 is that the assumption that S ′ is closed can often be dropped providing we are willing to
replace the original problem by one involving SV. I suspect that most people would be willing
to make that change.
Proof of theorem 5.0.8 . Let φ be the metric on D. WLOG, φ is invariant under the
action of G. I.e., φ is a metric w.r.t. which G is a group of isometries. (This means, for every
g ∈ G and x1, x2 ∈ D we have φ(gx1, gx2) = φ(x1, x2).) If φ is not G-invariant, replace φ by
φ¯ : (x1, x2) 7→ m−1
∑
g∈G φ
[
g(x1), g(x2)
]
.
D′ is G-invariant because S is. So SV is also G-invariant. Since D˜ = D \ SV we have
that D˜ is open, by (5.0.1). Moreover, D′ ⊂ D˜. It is immediate from definition 5.0.5 of SV
and G-invariance of Φ that G(D˜) = D˜. We will construct a new data map Ω continuous on
D˜. Thus, all of the singularities of Ω (relative to any subset of D) are in SV. Because D˜ is
open, the space D˜ is locally compact and second countable since D is. Hence, there exists a
sequence K0 = ∅,K1,K2, . . . of compact subsets of D˜ whose union is D˜ and satisfy Ki−1 ⊂ K◦i
(i = 1, 2, . . .; Ash [Ash72, Theorem A5.15, p. 387]; K◦i is the interior of Ki). Replacing Ki by
G(Ki) if necessary, we may assume G(Ki) = Ki (i = 1, 2, . . .).
Let x ∈ D˜ and let j = i be the smallest j s.t. x ∈ Kj . I.e., x ∈ Ki \ Ki−1. By definition
of SV, there exists δ(x) > 0 and V (x) ∈ V s.t. Bδ(x)(x) ⊂ (K◦i+2 \ Ki−1) ∩ D˜ ((2.2.5); define
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Bδ(x)(x) w.r.t. the metric φ) and
(5.0.5) Φ[Bδ(x)(x) ∩ D′] ⊂ V (x).
Let
(5.0.6) U(x) := Bδ(x)/3(x) ⊂ (K◦i+2 \ Ki−1) ∩ D˜.
In particular, by (5.0.5),
(5.0.7) Φ(x′) ∈ V (x), if x ∈ D˜ and x′ ∈ U(x) ∩ D′.
Let E(x) := Bδ(x)/6(x) ⊂ D˜. Thus,
(5.0.8) x ∈ E(x) ⊂ U(x) ⊂ K◦i+2 \ Ki−1
and E(x) is compact (since it is closed and lies in Ki+2).
Claim: We may assume
(5.0.9) δ
[
g(x)
]
= δ(x),
First, since G is a group of isometries and D˜ and the Kj ’s are G-invariant, for every g ∈ G we
have
(K◦i+2 \ Ki−1) ∩ D˜ ⊃ g
[
Bδ(x)(x)
]
= Bδ(x)
[
g(x)
]
.
Similarly, g
[U(x)] = g[Bδ(x)/3(x)] = Bδ(x)/3[g(x)].) By (4.0.4) and the fact that Φ is G-
invariant,
Φ
(
Bδ(x)
[
g(x)
] ∩ D′) = Φ(g[Bδ(x)(x)] ∩ D′) = Φ[Bδ(x)(x) ∩ D′].
In particular,
Φ
(
Bδ(x)
[
g(x)
] ∩ D′) ⊂ V (x).
Thus, we may take
δ(x) = min
{
δ
[
g(x)
]
: g ∈ G
}
.
The claim (5.0.9) follows. It then follows that
(5.0.10) g
[U(x)] = U[g(x)] and g[E(x)] = E[g(x)].
By compactness, for every i, there exists a finite collection xi1, . . . , xini ∈ K◦i+2 \ Ki−1 s.t.
G
[E(xij)] (j = 1, . . . , ni) cover Ki+1\K◦i . (A fortiori G[U(xij)] (j = 1, . . . , ni) cover Ki+1\K◦i .)
Recall that m is the number of elements of G. By (5.0.8) for each ` = 1, 2, . . ., only finitely
many sets G
[U(xij)] intersect K◦`+2 \ K`−1. Relabel the points xij , (j = 1, . . . , ni; i = 1, 2, . . .)
as xkm+1, k = 0, 1, 2, . . .. Thus, there are gaps of length m− 1 in the indexing (to be filled in
presently).
It will be convenient below if the numbers δ(xkm+1), (k = 0, 1, 2, . . .) are distinct. This
can arrange as follows. Let R−1 := {1/n : n = 1, 2, . . .}. Having defined Rk and redefined
δ(xkm+1) (k = 0, 1, 2, . . .), redefine δ(x(k+1)m+1) to be the largest number 1/n in Rk s.t.
1/n ≤ δ(x(k+1)m+1). Let nk be the corresponding n. Set Rk+1 := Rk \ {1/nk}. We may
continue to assume, as in (5.0.9), that δ
[
g(xk)
]
= δ(xk), k = 0, 1, 2, . . ..
Note that {G[U(xjm+1)], j = 0, 1, . . .} is a locally finite open covering of D˜. (I.e., each x
in D˜ has a neighborhood that intersects only finitely many sets G[U(xjm+1)].) Let Xjm+1 ∈
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U(xjm+1) ∩ D′ be arbitrary (j = 0, 1, 2, . . . ). (Thus, Φ(Xjm+1) is defined for every j.) Let
g1, . . . , gm be the elements of G with g1 being the identity element. Let
(5.0.11) Xjm+k := gk(Xjm+1), xjm+k := gk(xjm+1), Ejm+k := E(xjm+k) := gk
[Ejm+1],
and Ujm+k := U(xjm+k) := gk
[Ujm+1] (j = 0, 1, 2, . . . ; k = 1, . . . ,m).
(Use (5.0.10).) Thus, Xi ∈ Ui (i = 1, 2, . . .) and for every g ∈ G and i = 1, 2, . . . there exists
j = 1, 2, . . . s.t. g(Ui) = Uj . Moreover, Ui, i = 1, 2, . . . is a locally finite cover of D˜. Since
G
[E(xkm+1)] (k = 1, 2, . . .) covers D˜, it follows that
(5.0.12) Ei, i = 1, 2, . . . cover D˜.
The proof of Rudin [Rud66, Theorem 2.13, p. 40] easily extends to show that there exists
a (continuous) partition of unity (Boothby [Boo75, Definition (4.3), p. 192]), {fi}, on D˜ s.t.
for every i we have supp fi ⊂ Ui.1 (Conceivably, fi ≡ 0 for some i’s. Here, “supp” means
“support.”)
For j = 0, 1, 2, . . . and k = 1, . . . ,m let
f¯jm+k = m
−1
m∑
`=1
fjm+` ◦ g` ◦ g−1k .
We introduce the f¯jm+k’s in order to get:
(5.0.13) If gk′ = g
−1 ◦ gk then f¯jm+k ◦ g = f¯jm+k′ (g ∈ G; j = 0, 1, 2, . . . ; k = 1, . . . ,m).
We claim that {f¯i} is a partition of unity on D˜ s.t. for every i we have supp f¯i ⊂ Ui. Let
j = 0, 1, 2, . . . and k = 1, . . . ,m. Observe that, since fi ≥ 0 for every i,
supp f¯jm+k =
⋃
`
supp (fjm+` ◦ g` ◦ g−1k )
and, by (5.0.11),
supp (fjm+` ◦ g` ◦ g−1k ) = gk ◦ g−1` (supp fjm+`) ⊂ gk ◦ g−1`
(Ujm+`) = Ujm+k.
I.e.,
supp f¯jm+k ⊂ Ujm+k.
In particular, {supp f¯i, i = 1, 2, . . .} is a locally finite collection of subsets of D˜.
To complete proof of the claim we must show that
(5.0.14)
∑
i≥1
f¯i(x) = 1 for every x ∈ D.
1In fact, by Urysohn’s lemma (Simmons [Sim63, Theorem A, p. 135]), for each i there exists a continuous
function gi : D˜ → [0, 1] s.t.
gi(x) =
{
1, if x ∈ Ei,
0, if x ∈ D˜ \ Ui.
Let f1 := g1 and for j > 1, let fj := (1− g1)(1− g2) · · · (1− gj−1)gj . So supp fi ⊂ Ui. Then, by induction, for
every n = 1, 2, . . .,
f1 + · · ·+ fn = 1− (1− g1)(1− g2) · · · (1− gn).
Let x ∈ D˜. Then, by (5.0.12), there exists i s.t. x ∈ Ei. Therefore, j ≥ i implies fj(x) = 0 and ∑nj=1 fj(x) = 1
for every n ≥ i. I.e., ∑∞j=1 fj(x) = 1.
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We have ∑
i≥1
f¯i = m
−1∑
j≥0
m∑
k=1
m∑
`=1
fjm+` ◦ g` ◦ g−1k
= m−1
∑
g∈G
∑
j≥0
m∑
`=1
fjm+` ◦ g` ◦ (g−1 ◦ g`)−1
= m−1
∑
g∈G
∑
j≥0
m∑
`=1
fjm+` ◦ g
= m−1
∑
g∈G
1
= 1.
This proves (5.0.14) and the claim.
Recall that γ is a convex combination function on V, commutative if m > 1. Claim: The
function
Ξ(x) = γ
[(
f¯i(x), i = 1, 2, . . .
)
,
(
Φ(Xi), i = 1, 2, . . .
)]
is defined and continuous in x ∈ D˜. Let x ∈ D˜. By local finiteness of Ui, i = 1, 2, . . ., there are
only finitely many Ui’s s.t. x ∈ Ui. Let
Y := Y(x) :=
⋂
x∈Ui
Ui.
Then by (4.0.4),
(5.0.15) g
[Y(x)] = Y[g(x)] for ever x ∈ D˜ and g ∈ g.
{supp f¯i}, there is a neighborhood Y of x s.t. there are only finitely many f¯i’s, say, f¯i1 . . . , f¯iN2 ,
whose support intersects Y. Thus, if x′ ∈ Y,
Ξ(x′) = γ
[(
f¯ij (x
′), j = 1, 2, . . . , N2
)
,
(
Φ(Xij ), j = 1, 2, . . . , N2
)]
,
providing the RHS (Right Hand Side) is defined.
Thus, by property 3 of definition 5.0.6, to prove Ξ is defined and continuous it suffices to
prove that there exists V ∈ V and a neighborhood, Y ′ ⊂ Y of x s.t. if (supp f¯j)∩Y ′ 6= ∅ then
Φ(Xj) ∈ V (j = 1, . . . , N2). Relabeling if necessary, suppose
(5.0.16) x ∈ supp f¯ij ⊂ Uij ⊂ Bδ(xij )(xij ), (j = 1, . . . , N1 ≤ N2),
(see (5.0.6)) but if j = N1 + 1, . . . , N2 then x /∈ supp f¯ij . We may assume, since
(5.0.17) δ(xi1) ≥ · · · ≥ δ(xiN1 ) > 0.
Let
(5.0.18) Y ′(x) :=
(
Ui1 ∩ Y
)
\
 N2⋃
j=N1+1
supp f¯ij
 ⊂ Ui1
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Let i(x) := i1, so i(x) is uniquely determined. Since δ(xkm+1), (k = 0, 1, 2, . . .) are distinct,
the only way that we can have δ(xij ) = δ(xi`) is if xi` ∈ G
({xij}), in which case δ[g(xij )] =
δ
[
g(xi`)
]
for any g ∈ G. Write Y ′(x) := Y ′. Claim:
(5.0.19) g
[Y ′(x)] = Y ′[g(x)] for any g ∈ G.
Let g ∈ G. By (5.0.13), if we replace x by g(x), then if we replace Y by g(Y), the following
holds. There are only finitely many f¯i’s, say, f¯i′1 . . . , f¯i′N2
, whose support intersects g(Y). Let
` = 1, . . . , N2. Then f¯i′` ◦ g = f¯i` so supp f¯i′` = g(supp f¯i`). In addition, δ(xi′`) = δ(xi`). We
also have Ui′1 = g
[Ui1]. The claim now follows from (4.0.4) and (5.0.15). Moreover, by (5.0.6)
and (5.0.11), we see that
g
[Ui(x)] = Ui[g(x)] for every g ∈ G.
Note that, if x′ ∈ Y ′, then, by (5.0.5), Φ(x′) ∈ V (xi1). Suppose (supp f¯i) ∩ Y ′ 6= ∅. Then
i = ij for some j = 1, . . . , N1. Recall that φ is the G-invariant metric on D and, by (5.0.11),
we have Xij ∈ Uij and, by (5.0.6), Uij := Bδ(xij )/3(xij ). We have by (5.0.16) and (5.0.17),
φ
(
Xij , xi1
) ≤ φ(Xij , xij)+ φ(xij , x)+ φ(x, xi1)
< 13δ
(
xij
)
+ 13δ
(
xij
)
+ 13δ
(
xi1
) ≤ δ(xi1).
I.e.,
(5.0.20) Xi1 , . . . , XiN1 and x all lie in Bδ(xi1 )(xi1).
Therefore, since x ∈ D˜, by (5.0.5), Φ(Xi1), . . . ,Φ(XiN1 ) ∈ V (xi1). The claim that Ξ is defined
and continuous on D˜ is proved. Therefore, all singularities of Ξ lie in SV.
In particular, by property 1 in definition 5.0.6, (5.0.19), and (5.0.5), we have proved the
following. Let x ∈ D˜ and g ∈ G. Then, x has a neighborhood Y ′(x) ⊂ D˜ and an index
i(x) = 1, 2, . . . s.t.
Y ′(x) ⊂ Ui(x),(5.0.21)
g
[Y ′(x)] = Y ′[g(x)] and g[Ui(x)] = Ui[g(x)],(5.0.22)
Φ
[Y ′(x) ∩ D′] ⊂ V [xi(x)],(5.0.23)
V
[
xi(x)
]
= V
[
x
i
[
g(x)
]],(5.0.24)
and for every x′ ∈ Y(x) we have Ξ(x′)(5.0.25)
is a convex combination of points of V
[
xi(x)
]
.
In particular, Ξ(x′) ∈ V [xi(x)].(5.0.26)
Thus, if x′ ∈ D′ then Ξ(x′) is a convex combination of points of F lying in some V ∈ V s.t.
Φ(x′) ∈ V .
Define
Y ′′(x) :=
⋂
g∈G
g
(
Y ′[g−1(x)]), x ∈ D˜.
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Then it is easy to see, using (4.0.4), that h
[Y ′′(x)] = Y ′′[h(x)] for every x ∈ D˜ and h ∈ G.
Replacing Y ′(·) by Y ′′(·), we have
(5.0.27) h
[Y ′(x)] = Y ′[h(x)] for every x ∈ D˜ and h ∈ G.
Moreover, Ξ is invariant under G action: Let x ∈ D˜ and g ∈ G. For every k = 1, 2, . . . ,m
let i = pi(k) (i = 1, . . . ,m) be the solution to gi = g
−1 ◦ gk. Then pi is a permutation of
{1, 2, . . . ,m} and by (5.0.11)
(5.0.28) Xjm+k = gk(Xjm+1) = g ◦ gpi(k)(Xjm+1) = g(Xjm+pi(k)).
Hence, by (5.0.13), (5.0.28), (5.0.11), and G invariance of Φ, we have
Ξ
[
g(x)
]
= γ
[(
. . . , f¯jm
[
g(x)
]
, f¯jm+1
[
g(x)
]
, f¯jm+2
[
g(x)
]
, . . . , f¯(j+1)m
[
g(x)
]
, f¯j(m+1)+1
[
g(x)
]
, . . .
)
,(
. . . ,Φ(Xjm),Φ(Xjm+1),Φ(Xjm+2), . . . ,Φ(X(j+1)m),Φ(X(j+1)m+1), . . .
)]
= γ
[(
. . . , f¯(j−1)m+pi(m)(x), f¯jm+pi(1)(x), f¯jm+pi(2)(x), . . . , f¯jm+pi(m)(x), f¯j(m+1)+pi(1)(x), . . .
)
,(
. . . ,Φ(Xjm),Φ(Xjm+1),Φ(Xjm+2), . . . ,Φ(X(j+1)m),Φ(X(j+1)m+1), . . .
)
, . . .
)]
= γ
[(
. . . , f¯(j−1)m+pi(m)(x), f¯jm+pi(1)(x), f¯jm+pi(2)(x), . . . , f¯jm+pi(m)(x), f¯j(m+1)+pi(1)(x), . . .
)
,(
. . . ,Φ(X(j−1)m+pi(m)),Φ(Xjm+pi(1)),Φ(Xjm+pi(2)), . . . ,Φ(Xjm+pi(m)),Φ(X(j(m+1)+pi(1)), . . .
)]
.
Hence, since γ is commutative if m > 1, we have Ξ
[
g(x)
]
= Ξ(x). For the part (1) of the
theorem we may take Ω = Ξ.
Proof of part (2) of the theorem: Suppose T ⊂ D, G(T ) = T , and Φ|T ∩D′ has a unique
continuous extension, Θ, to T . We show that we may assume that Ω agrees with Φ on D′ ∩T .
Suppose R is a neighborhood of T and there exists a retraction ρ : R → T . The idea of the
proof is as follows. First we construct a neighborhood R′ of T ∩ D˜ and a continuous map
Ψ : R′ → F. Then, using Urysohn’s lemma, we define Ω to be a convex combination of Ξ and
Ψ s.t. Ψ agrees with Φ on T \ D′.
That ρ is a retraction means that ρ(x) = x if x ∈ T . Replacing R by ⋂g∈G g(R) ⊂ R if
necessary, we may assume G(R) = R, by (4.0.4).
Let x ∈ T \SV = T ∩D˜. Then, by (5.0.23), there exist a neighborhood Y ′(x) ⊂ D˜ := D\SV
of x and V
[
xi(x)
] ∈ V s.t. Φ(Y ′(x) ∩ D′) ⊂ V [xi(x)] and if x′ ∈ Y ′(x) then Ξ(x′) is a convex
combination of points of V
[
xi(x)
]
so Ξ(x′) ∈ V [xi(x)]. We may assume that G[Y ′(x)] ⊂ R.
Now, since ρ is a retraction and G(T ) = T ,
(5.0.29) if x′ ∈ T then g−1 ◦ ρ ◦ g(x′) = x′ ∈ T for every g ∈ G.
Therefore, if x ∈ T \ SV, by continuity of g ∈ G, ρ,and g ∈ G the set
A′x := (R \ SV) ∩
⋂
g∈G
g−1 ◦ ρ−1 ◦ g[Y ′(x)]

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is open and x ∈ A′x. Moreover, g−1 ◦ ρ ◦ g(A′x) ⊂ Y ′(x) for every g ∈ G. Hence,
(5.0.30) Φ
[(
g−1 ◦ ρ ◦ g(A′x)
) ∩ D′] ⊂ V [xi(x)] for every g ∈ G.
In addition, if x ∈ A′x and g, h ∈ G, we have, by (5.0.22),
h ◦ g−1 ◦ ρ−1 ◦ g[Y ′(x)] = h ◦ g−1 ◦ ρ−1 ◦ g ◦ h−1 ◦ h[Y ′(x)]
= (g ◦ h−1)−1 ◦ ρ−1 ◦ (g ◦ h−1)(Y ′[h(x)]).
Therefore, by (4.0.4),
(5.0.31) h(A′x) = A′h(x)
Define a neighborhood, R′, of T \ SV = T ∩ D˜ as follows.
R′ :=
⋃
y∈T \SV
⋂
g∈G
g
(A′g−1(y)) ⊂ D˜.
Then, since T and SV are G-invariant, by (4.0.4), (4.0.4), and (5.0.31), G(R′) = R′.
The unique continuous extension, Θ, is G-invariant (since Φ is) and (5.0.30) continues to
hold with Θ in place of Φ. (Note that g−1 ◦ ρ ◦ g(y) ∈ T for every y ∈ R.) Define
Ψ(x) := γ
[(
1
m , . . . ,
1
m
)
,
(
Θ
[
g−11 ◦ ρ ◦ g1(x)
]
, . . . ,Θ
[
g−1m ◦ ρ ◦ gm(x)
])]
, (x ∈ R′).
Thus, by (5.0.30), like Ξ(x),
(5.0.32) Ψ(x) is a convex combination of points in V
[
xi(x)
]
.
By property 3 of definition 5.0.6, Ψ is defined and continuous on R′. By (5.0.29) and property
4 of definition 5.0.6, we have that Ψ agrees with Θ on T ∩ D˜ = T \SV. In particular, Ψ and Φ
agree on T ∩D′. Note also that Ψ is G invariant because, for i = 1, . . . ,m and h ∈ G, we have
(g−1i ◦ ρ ◦ gi) ◦ h = h ◦
[
(gi ◦ h)−1 ◦ ρ ◦ (gi ◦ h)
]
.
So G invariance of Ψ follows from that of Θ, commutativity of γ (if m > 1), and the fact that
g 7→ g ◦ h−1 (g ∈ G) is a permutation of G.
Since x ∈ T ∩ D˜, we have, by (5.0.18), x ∈ Y ′(x). Hence, since T ∩ D′ is dense in T and
Θ is the continuous extension of Φ|T ∩D′ to T we have, by (5.0.23), and (5.0.21),
Θ(x) = lim
x′→x, x′∈Y ′(x)∩D′∩T
Φ(x′) ∈ Φ[Y ′(x) ∩ D′] ⊂ V [xi(x)].
Summing up, for x ∈ T ∩ D˜,
(5.0.33) Ψ(x) = Θ(x) ∈ V [xi(x)] and Ξ(x) ∈ V [xi(x)].
In fact, Ψ(x) and Ξ(x) are both convex combinations of points in V
[
xi(x)
]
.
Let Xi(x) = Ψ−1
(
V
[
xi(x)
]) ⊂ R′ and Wi(x) = Ξ−1(V [xi(x)]) ⊂ D˜. Note that, by (5.0.24),
Xi(x) and Wi(x) are G-invariant. Then by (5.0.33), we have x ∈ Y ′(x) ∩ Xi(x) ∩ Wi(x). In
particular, Y ′(x) ∩ Xi(x) ∩Wi(x) 6= ∅. Let
W =
⋃
x∈D˜∩T
Y ′(x) ∩ Xi(x) ∩Wi(x) ⊂ D˜.
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So W ⊂ R′ ⊂ D˜ is an open neighborhood of D˜ ∩ T . Since Xi(x) and Wi(x) are G-invariant,
by (4.0.4) and (5.0.22), W is G-invariant. We have that x′ ∈ W implies that there exists
x ∈ T ∩ D˜ s.t. x′ ∈ Y ′(x) ∩ Xi(x) ∩Wi(x) and so,
Ξ(x′) ∈ V [xi(x)].
Moreover, by (5.0.23) and (5.0.26), if x′ ∈ W ∩D′ ⊂ W ∩ D˜, there exists V ∈ V s.t.
(5.0.34) Φ(x′),Ψ(x′),Ξ(x′) ∈ V.
T ∩ D˜ is a relatively closed subset of the metric space D˜. Therefore, by Urysohn’s lemma
(Simmons [Sim63, theorem A, p. 135]) there is a continuous function µ : D˜ → [0, 1] that is
1 on T ∩ D˜ and 0 off W. Replacing µ by m−1∑g∈G µ ◦ g, we may assume µ is G-invariant
because W is. Let
Ω(x) =
{
γ
[(
µ(x), 1− µ(x)), (Ψ(x),Ξ(x))], if x ∈ W
Ξ(x), if x ∈ D˜ \W.
Then Ω is continuous and G-invariant on D˜ and, by (5.0.3), agrees with Φ on T ∩ D′. By
property 1 of definition 5.0.6, if x ∈ D′ there exists V ∈ V s.t. Φ(x),Ω(x) ∈ V and Ω(x) is a
convex combination of points of V . 
Using this we prove the following, which allows weakening of hypothesis 5 of theorem 3.1.1.
Corollary 5.0.12. Let D, T ⊂ D, and D′ ⊂ D be as in theorem 5.0.8. Suppose V, V1,
and V2 are covers of F s.t. if Vi ∈ Vi (i = 1, 2) and V1 ∩ V2 6= ∅, then there exists V ∈ V s.t.
V1 ∪ V2 ⊂ V . (I particular, Vi is a refinement of V (i = 1, 2). V1 = V2 is possible.) Let γ be a
convex combination function on V. Define the restriction of γ to Vi (i = 1, 2) in the obvious
way. Suppose the restriction of γ to Vi is a convex combination function on Vi (i = 1, 2).
Suppose D′ ∩ T is dense in T but do not require that the restriction Φ|T ∩D′ necessarily have a
continuous extension to T . However, suppose SV2 ∩T = ∅ and there is a continuous function
Π : T → F s.t.,
(5.0.35) For every x ∈ D′ ∩ T there exists a V ∈ V1 s.t. Φ(x),Π(x) ∈ V.
Then the restriction of ΩV2 (see theorem 5.0.8) to T is continuous and homotopic to Π.
A punch line is this:
Corollary 5.0.13. Let V, V1, V2, Φ, and Π be as in corollary 5.0.12. Suppose T ⊂ D is
a compact manifold (in the relative topology). Suppose r is an integer between 0 and t := dim T
inclusive, Hr(D) = {0}, and Π∗ : Hr(T )→ Hr(F) is nontrivial. (If T is not orientable, use a
ring of characteristic 2 for coefficients. Otherwise, any coefficient ring is permissible.) Then
SV2 is nonempty.
Proof of corollary 5.0.13. If SV2 has non-empty interior, we are done. Otherwise,
Φ := ΩV2 satisfies hypotheses of theorem 3.1.1 with S ′ = SV2 . Since Π∗ is nontrivial in
dimension r, we have by corollary 5.0.12 that (3.1.2) holds with Θ := ΩV2 . Apply corollary
3.1.4(1). 
Remark 5.0.14. These results may allow our theory to be applied to cases, like actual
machine computation in which precision is finite.
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Smoothing as manifested in corollary 5.0.13 allows us to sometimes:
(1) Forget about the closed superset, S ′, of the singular set S used in theorem 3.1.1 and
use some SV instead.
(2) Quantify the severity of singularities, since corollary 5.0.13 tells us that SV2 is nonempty.
(3) Drop the “infinite resolution” hypothesis 5 of theorem 3.1.1 and replace it by the
“finite resolution” hypothesis (5.0.35).
Proof of corollary 5.0.12. By assumption, SV2 ∩ T = ∅. Let x ∈ T = T \ SV2 . By
theorem 5.0.8, part (1), with V2 in place of V, there exists V2 ∈ V2 s.t. Φ(x),ΩV2(x) ∈ V2.
Moreover, ΩV2 is continuous on D\SV2 . In particular, ΩV2 is continuous on T . By assumption,
there exists V1 ∈ V1 s.t. Π(x),Φ(x) ∈ V1. I.e., Φ(x) ∈ V1 ∩ V2 so V1 ∩ V2 6= ∅. Hence, there
exists V ∈ V s.t. V1 ∪ V2 ⊂ V . I.e., ΩV2(x), Π(x) ∈ V . Thus, the following function is
well-defined and continuous.
H(x, t) = γ
[
(t, 1− t), (Π(x),ΩV2(x))], x ∈ T .
H is the desired homotopy. (See part (5) of definition 5.0.6 and (5.0.3).) 
5.1. Nondeterministic data maps
Our theory is deterministic but living organisms process data nondeterministically. Even
formal data analysis by a statistician usually requires subjective inputs that can be thought
of as random. Some algorithms, like bootstrapping and cross-validation (Efron and Tibshirani
[ET93]), or Markov Chain Monte Carlo (Robert and Casella [RC04]) involve the explicit
introduction of randomness into the algorithm. Moreover, randomization is a useful theoretical
technique for handling the singularities of hypothesis testing (Lehmann [Leh93, p. 71]). So
consider “stochastic data maps”, Φ : D′ → P(F), where P(F) is the set of all Borel probability
measures on F. (So the stochastic element we are considering is in the analysis of the data,
not in the mechanism that generates the data, which may or may not be stochastic.)
An example where this may arise is as follows. Suppose Φ(x) is in general not an element
of F, but a well-behaved subset of F. E.g., Φ(x) may be the result of an optimization (lemma
2.0.6) and for some x the set of optima may contain more than one element. Let µ be a Borel
measure on F that gives finite, positive mass to Φ(x) for all x ∈ D′. Then if Φ(x) = A then one
might interpret Φ(x) as the probability measure µ(A)−1(µbA), where µbA is the restriction of
µ to A.
Clearly, this generalizes the concept of data map that we have been using. Just consider
the operation that takes a data map Φ : D′ → F to Φ˜ : D′ → P(F) defined by Φ˜(x) = unit mass
at x for every x ∈ D′.
However, even stochastic data analysis requires some level of consistency and so the concept
of singularity even extends to the nondeterministic setting. A natural way to do this is to just
put a topology on P(F), e.g., the “weak topology” (Parthasarathy [Par67], Billingsley [Bil68,
pp. 237–239]), and apply the results we have obtained so far.
Another approach is as follows. Let Φ be a stochastic data map and let V be an open
cover of F. Say that x ∈ D is a “V-severe singularity of Φ” and write x ∈ SV if the following
statement is false.
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(*) There exists a neighborhood, U , of x, V ∈ V, and a closed subset C ⊂ V
s.t. for every x′ ∈ U ∩ D′ the probability measure Φ(x′) gives probability 0
to F \ C.
Let SV denote the set of all V-severe singularities of Φ. As in (5.0.1), SV is closed. This
notion generalizes the notion of V-severe singularities defined above (definition 5.0.5).
Now suppose V has a convex combination function that extends to integration w.r.t. prob-
ability measures. I.e., if P ∈ P and suppP ⊂ V ∈ V, then ∫F xP (dx) ∈ V makes sense. I
conjecture that theorem 5.0.8 extends to stochastic data maps to show that there exists an
ordinary, i.e., deterministic, data map, Ω, whose singular set lies in SV. This would allow
some of our deterministic theory to apply to stochastic data maps.
Criterion (*) might be weakened as follows. Let  > 0 be small. Perhaps (*) can be
replaced by the following.
There exists a neighborhood, U of x, V ∈ V, and a closed subset C ⊂ V
s.t. for every x′ ∈ U ∩D′ the probability measure Φ(x′) gives probability less
than  to F \ C.
5.2. Existence of convex combination functions
Now we turn to the problem of the existence of convex combination functions. We will see
that they frequently exist (proposition 5.2.2). Suppose that γ is a convex combination function
on a covering V. Let V ∈ V and let x1, x2 ∈ V . Define
ϕx1x2(λ) := γ
[
(λ, 1− λ), (x2, x1)
]
λ ∈ [0, 1].
Then ϕx1x2
(
[0, 1]
)
is a curve joining x1 and x2 that lies entirely inside V . Moreover ϕx1x2(λ) is
continuous in (λ, x1, x2). Thus, convex combination functions define certain families of curves.
It turns out that the converse is also true.
Proposition 5.2.1. Suppose there is an open subset X ⊂ F× F s.t. {(x, x) : x ∈ F} ⊂ X
and having the property that if (x1, x2) ∈ X then there is a finite number sx1,x2 ≥ 0 and a
curve ϕx1,x2 : Ix1,x2 → F joining x1 and x2, where Ix1,x2 = [0, sx1,x2 ]. Suppose the function
(x1, x2)→ sx1,x2 is continuous and sx1,x2 = 0 if and only if x1 = x2. Define
E :=
{
(s, x1, x2) ∈ R×X : s ∈ Ix1,x2
}
.
Give E the relative topology it inherits as a subset of R × F × F. Suppose the curves ϕx1,x2
have the property that the function
Γ : (s;x1, x2) 7→ ϕx1x2(s) ∈ F, (s, x1, x2) ∈ E
is continuous on E. Let V be an open covering of F and suppose that for every V ∈ V
the product V × V ⊂ X and if x1, x2 ∈ V then ϕx1,x2 [Ix1,x2 ] ⊂ V . Then there is a convex
combination function on V.
F’s having a convex combination function are common:
Proposition 5.2.2. If F is a smooth manifold then there is an open cover, V of F s.t.
there is a convex combination function on V.
Proof of proposition 5.2.2. By Boothby [Boo75, Theorem 4.5, p. 193] we may assume
F is equipped with a Riemannian tensor. Let φ be the topological metric on F induced by the
Riemannian tensor. We use proposition 2.2.2.
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Let  ∈ (0, 1) and for every x0 ∈ F let r(x0) be as in proposition 2.2.2 and let V (x0) be the
open ball
V (x0) :=
{
y ∈ F : φ(y, x0) < (1− )r(x0)
}
.
Let V =
{
V (x) : x ∈ F}. By making r(x0) smaller if necessary, we may assume V (x0) is
compact. It follows from proposition 2.2.2 that
(5.2.1) V (x0) is geodesically convex for every x0 ∈ F.
Let
X :=
{
(x1, x2) ∈ F× F : There exists x ∈ F s.t. x1, x2 ∈ V (x)
}
.
Clearly, X is an open subset of F × F and obviously if x ∈ F then V (x) × V (x) ⊂ X. Let
sx1,x2 := φ(x1, x2). Obviously, sx1,x2 is continuous in (x1, x2) ∈ X and sx1,x2 = 0 if and only if
x1 = x2.
Let x0 ∈ F and let x1, x2 ∈ V (x0). Let ϕx1x2 : [0, sx1,x2 ] → F be the shortest geodesic in
F joining x1 and x2. (So that ϕx1x2 is parametrized by arclength; Boothby [Boo75, lemma
5.2, p. 327].) Notice, that ϕ is actually defined on an open interval containing [0, sx1,x2 ]
(Boothby [Boo75, Corollary (5.6), pp. 329 –330]). Then by proposition 2.2.2(2), we have
ϕx1x2 [0, sx1,x2 ] ⊂ V (x0). If x1, x2 ∈ V (x0) and 0 ≤ s ≤ sx1,x2 , let
(5.2.2) Γ(s;x1, x2) = ϕx1x2(s) ∈ V (x0).
In particular,
(5.2.3) Γ(0;x1, x2) = x1,Γ(sx1,x2 ;x1, x2) = x2, and Γ(s;x, x) = x
for s ∈ [0, sx1,x2 ], x1, x2, x ∈ V (x0).
Claim: Γ : (x1, x2, s) 7→ ϕx1,x2(s) is continuous in its three arguments (on E as defined
in proposition 5.2.1). Let x1, x2, x
′
1, x
′
2 ∈ V (x0), s ∈ [0, sx1,x2 ], and s′ ∈ [0, sx′1,x′2 ]. Imagine
x′i → xi (i = 1, 2) and s′ → s. (We know that as sx′1,x′2 → sx1,x2 as x′i → xi (i = 1, 2) so s′ → s
is possible.) Suppose Γ(s′;x′1, x′2) does not converge to Γ(s;x1, x2) Then, by compactness of
V (x0), there is a point x ∈ V (x0) \
{
Γ(s;x1, x2)
}
, and there are sequences {s′m} ⊂ [0,∞),
x′1m → x1 and x′2m → x2 s.t. s′m ∈ [0, sx′1m,x′2m ] for every m, s′m → s, and Γ(s′m;x′1m, x′2m) 9
Γ(s;x1, x2) but instead Γ(s
′
m;x
′
1m, x
′
2m)→ x as m→∞. First, notice that
φ(x1, x) = lim
m→∞φ
(
x′1m,Γ(s
′
m;x
′
1m, x
′
2m)
)
= lim
m→∞ s
′
m = s = φ
(
x1,Γ(s;x1, x2)
)
.
It follows that x cannot be a point on the geodesic joining x1 to x2 because otherwise
limm→∞ Γ(s′m;x′1m, x′2m) = x = Γ(s;x1, x2), contradicting the assumption that Γ(s′m;x′1, x′2) 9
Γ(s;x1, x2). Let β be the piecewise C
1 curve that goes from x1 to x along a shortest geodesic
and then along another shortest geodesic from x to x2. Now, since Γ(s
′
m;x
′
1m, x
′
2m) lies on the
shortest geodesic arc joining x′1m and x′2m, we have
φ(x′1m,Γ(s
′
m;x
′
1m, x
′
2m)) + φ(Γ(s
′
m;x
′
1m, x
′
2m), x
′
2m) = φ(x
′
1m, x
′
2m).
Therefore, the length of β is
φ(x1, x) + φ(x, x2) ≤ φ(x1, x′1m) + φ(x′1m,Γ(s′m;x′1m, x′2m))
+ φ(Γ(s′m;x
′
1m, x
′
2m), x) + φ(x,Γ(s
′
m;x
′
1m, x
′
2m)) + φ(Γ(s
′
m;x
′
1m, x
′
2m), x
′
2m) + φ(x
′
2m, x2)
= φ(x1, x
′
1m) + 2φ(x,Γ(s
′
m;x
′
1m, x
′
2m)) + φ(x
′
1m, x
′
2m) + φ(x
′
2m, x2).
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Since Γ(s′m;x′1m, x′2m)→ x, x′jm → xj (j = 1, 2), and φ is continuous, the expression following
the equal sign in the preceding converges to φ(x1, x2).
Thus, β is a piecewise C1 curve in F parametrized by arclength and joining x1 to x2
which is no longer the unique geodesic, ϕx1x2 , in V (x0) joining x1 to x2. By (5.2.1) above
and proposition 2.2.2, this means that β = ϕx1x2 . (See also Boothby [Boo75, Theorem (7.2),
p. 340].) But β passes through x and ϕx1x2 does not pass through x. This contradiction
establishes that Γ(s′;x′1, x′2)→ Γ(s;x1, x2) as s′ → s, x′1 → x1, and x′2 → x2.
The proposition now follows from proposition 5.2.1. 
Proof of propostion 5.2.1. We will define a convex combination function, γ, on V.
Let V ∈ V. Let x0, x1 ∈ V . Define γ(1, x0) = x0. So γ is a 0-convex combination function.
Notice that
Γ(0;x0, x1) = x0,Γ(sx0,x1 ;x0, x1) = x1 and Γ(0;x, x) = x, for x0, x1, x ∈ V (x0).
If λ ∈ [0, 1], write
γ
[(
λ, (1− λ)), (x0, x1)] := Γ(λsx0,x1 ;x0, x1) ∈ V.
Then γ is a 1-convex combination function on V.
Now suppose inductively that for some m = 2, 3, . . . we have that for every (µ0, . . . , µm−1) ∈
∆m−1, V ∈ V, and x0, . . . , xm−1 ∈ V we have defined
γ
[
(µ0, . . . , µm−1), (x0, . . . , xm−1)
] ∈ V
having the properties of an (m − 1)-convex combination function on V. Let x0, . . . , xm ∈ V .
Let (λ0, . . . , λm) ∈ ∆m. If λm < 1, write
(5.2.4) ym−1 := γ
[
(1− λm)−1(λ0, . . . , λm−1), (x0, . . . , xm−1)
] ∈ V.
Define
(5.2.5) γ
[
(λ0, . . . , λm), (x0, . . . , xm)
]
=
{
xm, if λm = 1;
Γ
[
(1− λm)sxm,ym−1 ;xm, ym−1
]
, if 0 ≤ λm < 1.
Since ym−1 ∈ V (if λm < 1) and xm ∈ V , we have (1) γ
[
(λ0, . . . , λm), (x0, . . . , xm)
] ∈ V and
(2) γ
[
(λ0, . . . , λm), (x0, . . . , xm)
]
does not depend on V (providing x0, . . . , xm ∈ V ).
We prove (3) that γ
[
(λ0, . . . , λm), (x0, . . . , xm)
]
is continuous in x0, . . . , xm and λ0, . . . , λm,
since Γ is continuous. Since Γ is continuous, continuity of γ is obvious except, perhaps, if
λm = 1. So let x0, . . . , xm ∈ V and suppose γ is not continuous at
(
(0, . . . , 0, 1), (x0, . . . , xm)
)
.
Then there exists a neighborhood A of xm, and nets (Ash [Ash72, Definition A2.2, p. 371])
indexed by α ∈ D (where D is a directed set) xiα → xi (i = 0, . . . ,m) and (λ0α, . . . , λmα) ∈
∆m s.t. λiα → 0 (i = 1, . . . ,m − 1) so λmα → 1 but for no α ∈ D is it the case that
γ
[
(λ0α, . . . , λmα), (x0α, . . . , xmα)
] ∈ A. (See Ash [Ash72, Theorem A2.14(b), pp. 375–376].)
By (5.2.5), eventually λmα < 1. Dropping the α’s for which λmα = 1, we have that
(5.2.6) For every n, Γ
[
(1− λmα)sxmα,y(m−1)α ;xmα, y(m−1)α
]
/∈ A,
where
y(m−1)α := γ
[
(1− λmα)−1(λ0α, . . . , λ(m−1)α), (x0α, . . . , x(m−1)α)
]
.
Suppose y(m−a)α → xm. Then, by continuity of sx,y, we have sxm,y(m−1)α → sxm,xm =
0. Thus, Γ
[
(1 − λmα)sxmα,y(m−1)α ;xmα, y(m−1)α
] → Γ(0;xm, xm] = xm ∈ A. Contradiction.
Therefore, y(m−1)α 9 xm.
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Note that for every α, we have that (1 − λmα)−1(λ0α, . . . , λ(m−1)α) ∈ ∆m−1. Since ∆m is
compact, picking a subnet if necessary, by Ash [Ash72, Theorem A5.2(c), p. 381], we may
assume
(1− λmα)−1(λ0α, . . . , λ(m−1)α)→ (µ0, . . . , µm−1) ∈ ∆m−1.
By continuity of γ as a (m− 1)-convex combination function, we have
y(m−1)α → ym−1 := γ
[
(µ0, . . . , µm−1), (x0, . . . , xm−1)
] ∈ V \ {xm}
because y(m−1)α 9 xm. By continuity of Γ, we then have
Γ
[
(1− λmα)sxmα,y(m−1)α ;xmα, y(m−1)α
]→ Γ[(1− 1)sxm,ym−1 ;xm, ym−1] = xm ∈ A
This contradicts (5.2.6). This completes the proof of property (3), continuity.
We also have: (4) γ
[
(λ0, . . . , λm), (x0, . . . , x0)
]
= x0 (since then xm = x0 and, by (5.2.4),
ym−1 = x0 also).
(5) γ(1, x0) = x0 by definition. And clearly, by (5.2.5),
γ
[
(λ0, . . . , λj−1, 0, λj+1, . . . , λm), (x0, . . . , xj−1, xj , xj+1, . . . , xm)
]
= γ
[
(λ0, . . . , λj−1, λj+1, . . . , λm), (x0, . . . , xj−1, xj+1, . . . , xm)
]
.
(I.e., (5.0.3) holds.)
γ thus enjoys all the properties of a convex combination function on V. 
CHAPTER 6
Singularity in plane fitting
In the remainder of the paper we apply the results of the previous chapters to specific
classes of data maps. Let r be as in theorem 3.1.1 . The r = 0 case (e.g., hypothesis testing)
is very important in practice. That case is treated in example 3.2.2. Here we examine an
example in which r = 1.
A very common data analytic operation is fitting a plane to multivariate data. Let n =
sample size, q = number of variables, k = dimension of plane to be fitted. In the plane-fitting
context a data set is an n × q matrix of real numbers. In this chapter we generically denote
data sets by Y and we denote the set of all such data sets by Y. Tentatively, let D := Y.
(We discuss other choices of the data space D in section 6.1.) We follow the convention of
indicating the dimension of matrices by superscripts. Thus, e.g., Y n×q specifies that Y is an
n × q matrix. In this section, x and y will usually denote vectors or numbers. (In this book
all matrices and vectors are real unless otherwise specified.) Let P = Pk be the collection of
all data sets whose rows lie exactly on a unique k-plane (not necessarily through the origin).
Thus, the data sets in P are “perfect fits” (subsection 1.4 and remark 2.0.2). If Y ∈ P, there
is a unique k-dimensional subspace (k-plane passing through the origin) ∆(Y ), that is parallel
to the unique k-plane on which the rows of Y lie exactly. Thus, ∆(Y ) ∈ G(k, q), the Grassman
manifold (Boothby [Boo75, Example 2.6, pp. 63-64]) consisting of all k-planes through the
origin of Rq.
To start with, at least initially, D is essentially Rqn (R = reals). In this case we say that
the “sample size” is n and the rows of Y ∈ Y are “observations”. P is a manifold ([Ell95a,
p. 500], see also (6.3.13)) but not a compact manifold. Its closure includes “degenerate data
sets”, viz., those lying exactly on planes of dimension < k. We have the following. For proof,
see appendix A.
Lemma 6.0.3. Pk is a smooth submanifold of Y of dimension nk + (k + 1)(q − k).
Assume
(6.0.7) n > q > k > 0.
Let 1n be the n-dimensional column vector consisting only of 1’s. Let w
n×1 be a column
vector s.t. wT 1n = 1. (“
T ” = transposition.) E.g., w = (1, 0, . . . , 0)T or w = n−1(1, 1, . . . , 1)T ,
but the entries in w may be negative. We claim
(6.0.8) Y ∈ Y is in P if and only if Y − 1nwTY has rank k.
In that case, ∆(Y ) = the row space of (Y − 1nwTY ).
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First, just suppose Y ∈ P, i.e., the rows of Y lie on a k-plane parallel to some ζ ∈ G(k, q). Let
Zk×q be a matrix whose rows span ζ. Then, there exists some An×k and v1×q s.t.
Y = AZ + 1nv.
Thus,
1nw
TY = 1nw
TAZ + 1n(w
T 1n)v = 1nw
TAZ + 1nv.
Therefore,
X := Y − 1nwTY = (A− 1nwTA)Z.
I.e., the rows of X lie exactly on ζ. I.e., ρ(X) ⊂ ζ, where ρ(X) is the row space of X. Let
B := A− 1nwTA so X = BZ. In particular, rankX ≤ k.
Suppose rankX < k, so ρ(X) is a proper subspace of ζ. Then the rows of X do not lie
on a unique k-plane. Hence, there exists ζ ′ ∈ G(k, q) s.t. ζ ′ 6= ζ and ρ(X) ⊂ ζ ′. Thus, there
exists (B′)n×k and a matrix (Z ′)k×q is a matrix whose rows span ζ ′ s.t.
Y − 1n(wTY ) = X = B′Z ′.
I.e., Y = B′Z ′ + 1n(wTY ). But this means that the rows of Y lie on a different k-plane than
the one we started with. This cannot happen if Y ∈ P.
Conversely, suppose X := Y − 1nwTY has rank k, but Y /∈ P. Write X = BZ, where B
is n× k and Z is k × q. WLOG the rows of Z are orthonormal. Since X has rank k, so must
B. (Pf: The row space of X is k-dimensional and lies in the row space of the k × q matrix Z.
Hence, there exists Ck×n s.t. Z = CX = CBZ. Thus, Ik = ZZT = CBZZT = CB.) Now,
Y = X + 1nw
TY = BZ + 1n(w
TY ). Hence, the rows of Y lie on a k-plane parallel to some
ζ ∈ G(k, q). Since Y /∈ P there is some other ζ ′ ∈ G(k, q) s.t. the rows of Y lie on a k-plane
parallel to ζ ′ 6= ζ. In fact, we know from above that there exists (B′)n×k and a matrix (Z ′)k×q
is a matrix whose rows span ζ ′ s.t.
Y − 1n(wTY ) = X = B′Z ′.
It follows that BZ = X = B′Z ′. Hence, Z = CB′Z ′, where C was introduced in the “Pf ”
above. I.e., Z and Z ′ have the same row space. Contradiction. This proves the claim (6.0.8).
Example 6.0.4 (Three important examples). Three very commonly used plane fitting
methods are least squares (LS; subsection 6.2.1), least absolute deviation regression (LAD;
Bloomfield and Steiger [BS83], section 6.5, and appendix E; like LS except minimize the L1
norm, not the L2 norm), and principal components (PC; example 6.2.1), a common method of
“unsupervised learning” (Christianini and Shawe-Taylor [CST00, p. 3], Hastie et al [HTF01,
p. 438], Johnson and Wichern [JW92, Chapter 8]). (If Y 0 is the matrix obtained from Y by
subtracting the arithmetic mean of each column from all the entries in that column, then the
“sample covariance matrix of Y ” is cov(Y ) := 1n−1(Y
0)T Y 0. “T ” = transposition. The PC
k-plane, PC(Y ), for Y is that spanned by the eigenvectors of cov(Y ) corresponding to the k
largest eigenvalues, providing the kth and (k+ 1)st largest eigenvalues are unequal. In another
version, cov(Y ) is replaced by the “correlation matrix”.) See section 6.2 for more information
about PC.
Figure 4 shows “graphs” of the three methods on a nonlinear slice through D with k = 1,
q = 2, and n = 3.
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Singularity is inherent in plane fitting (Belsley [Bel91], [Ell91a, Ell95a, Ell96, Ell98,
Ell02]). We always shift the plane so that it passes through the origin so the feature space,
F = G(k, q). Recall that G(k, q) is topologized so that
(6.0.9) If ξ, ξ1, ξ2, . . . ∈ G(k, q), the plane ξ = ρ(Bk×q) is the row space of a matrix B,
ξi = ρ(B
k×q
i ) the row space of Bi, and Bi → B, then ξi → ξ.
In fact, let K be the space of matrices Bk×q of full rank k. Then by Boothby [Boo75, p.
47], K is an open, dense subset of the space of all k× q matrices. If B ∈ K, let ρ(B) ∈ G(k, q)
denote the row space of B. The operation that takes B to the appropriate x in Boothby
[Boo75, p. 64] (with q in place of n) is smooth and the following commutes.
B −−−−→ ρ(B)y ∥∥∥
x −−−−→ ρ(x)
The bottom horizontal arrow indicates a smooth operation, by definition of the differentiable
structure on G(k, q). Since the left vertical arrow is smooth it follows that ρ : K → G(k, q) is
smooth.
We can go further. Let Vk be the set of all n× q matrices of rank k. By lemma A.14 Vk is
an imbedded sub manifold of Y (of dimension nk+ kq− k2). For each choice of 0 < i1 < · · · <
ik ≤ n the collection of matrices in Vk whose rows numbered i1, . . . , ik are linearly independent
is open and as i := (i1, . . . , ik) vary one gets an open cover of Vk. The operation that takes
Y ∈ Vk to the k× q matrix, Yi, consisting of its rows numbered i1, . . . , ik is obviously smooth.
But Yi ∈ K and ρ(Yi) = ρ(Y ). Thus, applying the last paragraph we get
(6.0.10) ρ is smooth on Vk.
Conversely, if ξ ∈ G(k, q), let Πq×qξ be the matrix of orthogonal projection onto ξ and let
M be the space of all q × q real matrices. To see this, let x in Boothby [Boo75, p. 64] be the
k × q matrix corresponding to ξ so ξ 7→ x is smooth. But Πξ = xT (xxT )−1x. Therefore, we
similarly have
(6.0.11) ξ 7→ Πξ ∈M is smooth.
Recall that P = Pk is the collection of all data sets (i.e., n × q matrices) whose rows lie
exactly on a unique k-plane (not necessarily through the origin). It is reasonable to demand
that
(6.0.12) On dense set of data sets Y ∈ P, a plane fitting method
should map Y to a plane parallel to ∆(Y ),
where ∆(Y ) ∈ G(k, q) is parallel to the unique k-plane on which the rows of Y lie uniquely.
(6.0.12) defines the standard, Σ, (subsection 1.4) for plane fitting. ((6.0.12) will not be true
if “regularization” is used. See remark 3.1.10.) A data map Φ : D− → G(k, q) that satisfies
(6.0.12), at least approximately, is a “plane-fitter.”
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6.1. D, P, and T in plane-fitting
To apply proposition 3.2.1, D must be a compact manifold and we get the tightest bound
by taking r as small as possible. In fact, in this chapter
(6.1.1) r = 1.
The latter consideration means that instead of taking the test pattern space T = P, the
space of perfect fits, we can use a 1-dimensional T . Let ‖Y ‖ :=
√
trace Y TY (Y ∈ Y) be the
Euclidean or Frobenius norm (Blum et al [BCSS98, p. 203], Marcus and Minc [MM64, p.
18]) of Y . Let Snq−1 :=
{
Y ∈ Y : ‖Y ‖ = 1}. Let µ : Snq−1 → (0,∞) be continuous (e.g.,
constant). Redefine D as follows.
(6.1.2) D := Dµ :=
{
Y ∈ Y \ {0} : ‖Y ‖ = µ(‖Y ‖−1Y )}.
(Alternatively one can let D be the one point compactification of Rnq and parametrize D \
{∞} by stereographic projection (Apostol [Apo57, p. 11]). See remark 6.1.2.) Then D is
homeomorphic to an (nq − 1)-dimensional sphere.
Construct T as follows. Pick an arbitrary plane ζ ∈ G(k − 1, q) through the origin, (so
if k = 1, ζ is the origin). Let v1, v2 ∈ Rq be orthonormal row vectors perpendicular to ζ
(they exist since q − dim ζ ≥ 2 by (6.0.7)), and pick an arbitrary Y ∈ Y that is of full rank,
q. Let P 1 be the one-dimensional projective space (“real projective line”), the space of all
lines in R2 through the origin (Boothby [Boo75, p. 15]). Then P 1 is homeomorphic to the
circle (1-sphere), S1. (Map the line in P 1 passing through (cos θ, sin θ) (θ ∈ [0, pi)) to the
point (cos 2θ, sin 2θ) ∈ S1.) If ` ∈ P 1, then ` determines a line `(v1, v2) in the (v1, v2)-plane:
{αv1 + βv2 : (α, β) ∈ `}. For every ` ∈ P 1 let Y (`) ∈ Y be the dataset whose ith row is the
orthogonal projection of the ith row of Y onto the k-plane ζ(`) := ζ ⊕ `(v1, v2) ∈ G(k, q).
Claim:
(6.1.3) If ` ∈ P 1, then Y (`) has rank k so that Y (`) ∈ P.
To see this, note that, since Y has full rank q, there is q × q matrix, M , consisting of linearly
independent rows of Y . I.e., M q×q is invertible. Hence, if w ∈ ζ(`), thought of as a 1 × q
row vector, is arbitrary, there exists v1×q s.t. w = vM . Let Qq×q be the matrix of orthogonal
projection onto ζ(`). Then, since w ∈ ζ(`), w = wQ = vMQ = vM(`), where M(`) is the
row-wise orthogonal projection of M onto ζ(`). But M(`) consists of rows of Y (`)). This
proves that the rows of Y (`) span ζ(`). So rank Y (`) = k. The claim is proved. In particular,
we have
(6.1.4) ζ(`) = ∆
[
Y (`)
]
, ` ∈ P 1.
Next, rescale Y (`) to have Euclidean norm µ
(‖Y ‖−1Y ) (since Y (`) has rank k > 0, obvi-
ously Y 6= 0). Denote the rescaled version of Y (`) by Y µ(`). Let
(6.1.5) T := Tµ := {Y µ(`) ⊂ Y : ` ∈ P 1}.
Thus, the elements of T are n× q matrices. By (6.1.3), we have
(6.1.6) T ⊂ P.
Let S ′ ⊂ Dµ be closed and nowhere dense in Dµ. (See (2.0.3).) Suppose T \ S ′ is dense in T
and suppose Φ : Dµ \ S ′ → G(k, q) is continuous.
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Let wn×1 be as in (6.0.8) and let ρ be the row space functional. By (6.0.8), for every Y ∈ P
we have that the matrix Y − 1nwTY has rank k. We claim that
(6.1.7) Y 7→ ∆(Y ) = ρ(Y − 1nwTY ) ∈ G(k, q) is continuous in Y ∈ P.
If Y ∈ P then, by (6.0.8), some set of k rows of X := Y − 1nwTY are linearly independent.
Say, i := (i1, . . . , ik) is the vector of indices of the k linearly independent rows. Let X
k×q
i be
the matrix consisting of these k rows. Then the row space of Xk×qi is the same as that of X
itself. Moreover, for Y ′ ∈ P in a neighborhood, U , of Y we also have that (X ′i)k×q has rank k,
where X ′ := Y ′ − 1nwTY ′ and so ρ(X ′) ∈ G(k, q). By (6.0.9), ρ(X ′i) is a continuous function
of X ′i and, hence, of Y
′ ∈ U . But the row space of X ′i is the same as that of X ′. Note that this
argument is independent of which set of k linearly independent rows of X we start with. As
Y ′ → Y we have X ′i → Xi. Therefore, by (6.0.9), we have that the row space of X ′ converges
to that of X. This proves the claim.
Claim: The map ` 7→ Y µ(`) defines a homeomorphism of P 1 and T . It suffices to prove
it for µ ≡ 1, so Y µ(`) = Y (`). To see this, if c ∈ S1, let [c] ∈ P 1 be the unique line in P 1
containing c. Write ζ[c] := ζ
(
[c]
)
and Y [c] := Y
(
[c]
)
. Thus, T = Y [S1] = Y (P 1).
We show that Y [c] is continuous in c ∈ S1. If k > 1, let z1×q1 . . . , z1×qk−1 be an orthonormal
basis of ζ and write zk := zk(c) := c1v1 + c2v2. Let Z(c)
k×q be the matrix whose ith row is
zi (i = 1, . . . , k). If k = 1, then let Z(c) := zk(c)
1×q. Then Z(c) is continuous in c ∈ S1 and,
noting that the rows of Z(c) are orthonormal, Z(c)TZ(c) is the matrix of orthogonal projection
onto ζ[c]. Thus, we have
(6.1.8) Y [c] = Y Z(c)TZ(c), c ∈ S1.
Thus, Y [c] is continuous in c ∈ S1 as desired.
Let Q : S1 → P 1 be the projection that sends c to [c] (c ∈ S1). Then Q is a quotient
map. The relationship among these objects is summarized by the left side of the following
commutative diagram. (The right half will be discussed later.)
(6.1.9)
S1
Y [·]−−−−→ T Θ−−−−→ G(k, q)
Q
y xY (·) ∥∥∥
P 1 P 1 −−−−→
ζ(·)
G(k, q).
Since Y [·] : S1 → T is, as we have just shown, continuous and constant on each set Q−1(`)
(` ∈ P 1), it follows from Munkres [Mun84, p. 112] that Y (·) : P 1 → T is continuous.
Let `1, `2 ∈ P 1 be distinct and let ci = (ci1, ci2) ∈
(
`i \ {0})∩S1 (i = 1, 2) so |c1| = |c2| = 1.
Thus,
(6.1.10) c2 6= ±c1.
In particular,
(6.1.11) (c1j )
2 + (c2j )
2 > 0 for j = 1, 2.
Since P 1 is compact and T := Y (P 1), by Simmons [Sim63, Theorem E, p. 131] it suffices to
show that Y [c2] 6= Y [c1].
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Define Zi := Z(ci) (i = 1, 2), where Z(·) is defined above. Suppose Y [c2] = Y [c1]. By
definition, Y [ci] is the orthogonal projection of Y onto ζ[ci] (i = 1, 2). Thus,
Y (Z1)T Z1 = Y (Z2)T Z2.
Since Y is of full rank, it follows that
(Z1)T Z1 = (Z2)T Z2.
Hence,
(6.1.12) vj (Z
1)T Z1 = vj (Z
2)T Z2, j = 1, 2.
But, for i, j = 1, 2, by definition of Zi,
vj (Z
i)T Zi = vj (z
T
1 , . . . , z
T
k−1, c
i
1v
T
1 + c
i
2v
T
2 )Z
i
= (0, . . . , 0, cij)Z
i
= cij(c
i
1v
T
1 + c
i
2v
T
2 )
= cijc
i
1v
T
1 + c
i
jc
i
2v
T
2 , i, j = 1, 2.
Therefore, we get, by (6.1.12)
2∑
m=1
c1jc
1
mvm =
2∑
m=1
c2jc
2
mvm, j = 1, 2.
Taking the inner product of both sides of the preceding with vt (t = 1, 2), we get c
1
jc
1
t = c
2
jc
2
t
(j, t = 1, 2). Taking first t = j then t = 3− j we get:
(c1j )
2 = (c2j )
2 > 0, j = 1, 2 and c11c
1
2 = c
2
1c
2
2.
Thus, if c11 = c
1
1 it follows that c
1
2 = c
1
2, i.e., c
1 = c2. If c11 = −c11 it follows that c1 = −c2. This
contradicts (6.1.10). The claim that Y µ(·) is a homeomorphism is established.
Let S ′ ⊂ Dµ be nowhere dense and closed and let Φ : Dµ \ S ′ → G(k, q) be a plane
fitting method that satisfies (6.0.12). Then, by (6.0.8), of a dense set of Y ∈ P we have
Φ(Y ) = ρ(Y − 1nwTY ) ∈ G(k, q) for any wn×1 s.t. wT 1n = 1. In fact, assume that S ′ satisfies
hypothesis 4 of theorem 3.1.1 and for Y ∈ T \ S ′ we have Φ(Y ) = ρ(Y − 1nwTY ) ∈ G(k, q)
for any wn×1 s.t. wT 1n = 1. Then, by (6.1.7), Φ also satisfies hypothesis 5 of theorem 3.1.1.
Thus, by (6.1.4),
(6.1.13) Θ
[
Y µ(`)
]
= ∆
[
Y µ(`)
]
= ζ(`), ` ∈ P 1.
Thus, the right hand square in (6.1.9) commutes. Claim: Φ also satisfies (3.1.2) with T = Tµ
and r = 1 (using Z/2 coefficients). This is a consequence of the following. (See the appendix
for proof.)
Lemma 6.1.1. Let ψj be an Rn-bundle over a base space, Bj (j = 1, 2). Let f : B1 → B2 be
continuous and suppose f can be covered by a bundle map from ψ1 to ψ2 (Milnor and Stasheff
[MS74, p. 26]). If ψ1 has a nontrivial Stiefel-Whitney characteristic cohomology class (Milnor
and Stasheff [MS74, §4]) in dimension s > 0, then f∗ : Hs(B1;Z/2) → Hs(B2;Z/2), the
induced homomorphism of homology in dimension s, is nontrivial.
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We apply this as follows. Let ψ1 be the k-bundle over the circle (1-sphere), S
1, defined
as follows. First, identify S1 with the one-dimensional projective space P 1. Let γ11 be the
canonical line bundle over P 1 (Milnor and Stasheff [MS74, Example 4, pp. 15 – 16]). Identify
P 1 with its image under the map ` 7→ `(v1, v2), where v1, v2 are introduced above, and let  be
the trivial (k − 1)-bundle over P 1 all of whose fibers all equal the (k − 1)-plane ζ (Milnor and
Stasheff [MS74, Example 1, p. 14]). Let ψ1 be the Whitney sum, γ
1
1 ⊕  (Milnor and Stasheff
[MS74, p. 27]). Thus, ψ1 is a k-bundle over P
1 and the fiber over ` ∈ P 1 is isomorphic to
ζ(`).
Let γk(Rq) be the canonical k-plane bundle over G(k, q) (Milnor and Stasheff [MS74, pp.
59-60]). Now, by (6.1.13), ζ(·) : P 1 → G(k, q) takes ` to Θ[Y µ(`)] = ζ(`). Then ζ(·) is covered
by the bundle map, F , from ψ1 to γ
k(Rk) that takes
(
`, v
)
to
(
ζ(`), v
)
, where v is a vector in
ζ(`) = Θ
[
Y µ(`)
]
. But, by (6.1.13), γ11 , and therefore ψ1, has a nontrivial Stiefel-Whitney class
in dimension 1 (Milnor and Stasheff [MS74, Axiom 4, p. 38; Proposition 3, p. 39]). Hence,
by lemma 6.1.1, ζ(·)∗ is non-trivial in dimension 1. But ζ(·)∗ = Θ∗ ◦ Y∗. Therefore, Θ∗ is
non-trivial in dimension 1 and the claim that Θ satisfies (3.1.2) is proved.
Since D is homeomorphic to a d-sphere with d = nq − 1 > 4, by (6.1.2) and (6.0.7),
we have Hd−r(D) = 0, since, by (6.1.1), r = 1. Note that in this case, the group G in
theorems 4.2.4 and 5.0.8, the group G is trivial. Hence, the convex combination function
(definition 5.0.6) in theorem 5.0.8 does not need to be commutative. Proposition 5.2.2 will
supply such a convex combination function. Thus, we can use proposition 3.2.1 to conclude
that dim(S ′ ∩ Dµ) ≥ dimDµ − r − 1 = nq − 3, where S ′ ⊂ D is a set of “severe singularties”
w.r.t. some open cover of G(k, q) (definition 5.0.5). (In section 6.6 we construct a cover with
commutative convex combination function for the case k = q − 1.)
Remark 6.1.2. Given the preceding setup, to compute a lower bound on dimS ′ more
globally proceed as follows. Take D to be the one point compactification of Rnq (parametrizing
D \ {∞} by stereographic projection (Apostol [Apo57, p. 11])) and replace S ′ by the closed
set Sˆ = S ′ ∪ {∞}, where “∞” denotes the point at infinity. Sˆ is closed if S ′ is. Then apply
proposition 3.2.1 conclude dim Sˆ ≥ nq − r − 1 = nq − 2 > 0. Since Sˆ and S ′ differ by just one
point we have, by (B.7),
(6.1.14) codimS ′ ≤ 2, in Rnq.
6.2. Some examples
The singular sets of LS, PC, and LAD (example 6.0.4) are examined in very low dimensions
in [Ell02]. Recall that P = Pk is the collection of all data sets (i.e., n × q matrices) whose
rows lie exactly on a unique k-plane (not necessarily through the origin). Thus, for every
µ : Snq−1 → (0,∞) we have Tµ ⊂ P.
Example 6.2.1 (Principal components plane fitting). Principal components plane fitting
(PC) is defined in example 6.0.4. We prove that PC is defined and continuous in a neighbor-
hood of P. Let Y ∈ P. Then, by (6.0.8), the matrix Y 0 has rank k. Therefore, so does the
covariance matrix cov(Y ). Therefore, if λ1 ≥ · · ·λq ≥ 0 are the eigenvalues of cov(Y ), then
λk > 0 = λk+1. Hence, PC(Y ) ∈ G(k, q) is defined. In fact, by lemma A.9, there is an open
neighborhood, U , of P s.t. PC(Y ′) is defined for every Y ′ ∈ U .
Next, suppose PC is not continuous at Y ∈ P. Then there is a sequence {Ym} ⊂ U
s.t. Ym → Y but there exists a neighborhood H of PC(Y ) in G(k, q) s.t. for no m is it the
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case that PC(Ym) ∈ H. For each m = 1, 2, . . ., let Qq×qm be an orthogonal matrix whose
rows are unit eigenvectors corresponding to all the eigenvalues of cov(Ym). By lemma A.9
again, there exists a subsequence j(m)→∞ s.t. Qj(m) converges to a, necessarily orthogonal,
matrix Q whose rows are eigenvectors corresponding to all eigenvalues of cov(Y ). Therefore,
PC(Yj(m))→ PC(Y ), a contradiction that proves that PC is continuous at Y .
Therefore, the argument in section 6.1 applies to PC. Thus, the set of “bad” singularities
of PC has codimension no greater than 2. This is true more generally for “projection pursuit
plane fitting” ([Ell95a, Example 2.4, pp. 494–496], [Ell93, pp. 6–10]). In fact, it turns out
that the codimension of the singular set of PC is exactly 2 ([Ell93, Proposition 1.5, p. 6]). PC
is often used as a version of “factor analysis”. As such it has in addition another, more subtle,
form of singularity ([Ell04, Examples 1.1 and 7.1]).
6.2.1. Linear regression in general, least squares linear regression in particular.
In linear regression the data take the form Y = (Xn×k, yn×1), so q = k + 1. Here, X is the
matrix of “predictors” or “independent” variables and y is the column vector of “responses”.
The vector y is also called the “dependent” variable.Let x1×ki be the i
th row of X and yi he i
th
entry in y (i = 1, . . . , n). In linear regression the following notion is important.
Definition 6.2.2. Y = (Xn×k, yn×1) ∈ Y is “(multi)collinear” if x2 − x1, . . . , xn − x1 do
not span Rk.
Let 1n be the n-dimensional column vector consisting only of 1’s. In linear regression
plane-fitting, one seeks a ∈ R and a column vector bk×1 s.t. a1n + Xb ∈ Rn approximates
y well in some sense. Call the pair (a, bT ) the “regression of y on X”. The corresponding
plane, Φ(x) is the graph of x, xb), which is the k-dimensional subspace parallel to the graph of
the function x 7→ a + xb. Thus, Φ(Y ) is the orthogonal complement of (bT ,−1) in Rq, which
is the same as the row space of (Ik, b), where Ik is the k × k identity matrix. One can also
include as a limiting case the k-dimensional subspace consisting of vectors of the form (bT , 0)
(bk×1 6= 0). These vectors correspond to collinear data sets. (n− 1 > k by (6.0.7).) Thus, we
take the “projective completion” of b-space. I.e., we identify b-space with a dense open subset
of projective space P k. (This can be a strategy for data maps that take values in function
spaces.)
Typically, linear regression is shift invariant. This means that for v1×k ∈ Rk and c ∈ R
arbitrary,
(6.2.1) The regression of y − c1n on X − 1nv is (a− c+ vb, b).
I.e., changing the data in this way has no impact on b. A possible choice of v1×k might be xi
for some i = 1, . . . , n.
A useful choice of v1×k is the mean of all the rows of X (i.e., the row vector consisting
of all the column means). In that case, the operation of replacing X by X − 1nv is called
“mean centering” X. After we mean center X we say that it is “mean-centered”. Similarly, b
is unaffected if we take c in (6.2.1) to be c = y¯, the mean of y. (This is “mean-centering” y.)
Thus, b is unaffected if we mean center the whole matrix Y by mean-centering both X and y.
Obviously, if Y is collinear, then it remains collinear if we mean center X, y, or both.
In least squares linear regression (LS), of course, “approximating y well” means that a and
b are chosen to minimize the L2 norm of y−a1n−Xb. The singular set of LS consists precisely
of the collinear datasets (Ellis [Ell95a, Example 2.8], proposition 6.2.4). (See appendix E for
some more properties of collinear data sets.)
6.2. SOME EXAMPLES 82
We examine this issue in the context of a more general procedure, viz. multivariate least
squares multiple regression (Anderson [And84, Section 8.2, pp. 287–289]). Let k, m, and n
be positive integers with
(6.2.2) n > q := k +m.
The data consists of pairs (xi, zi), (i = 1, . . . , n), where xi is a k-dimensional (row) vector (the
predictor) and zi is a m-dimensional (row) vector (the response). Thus, q = k +m and k and
n have their usual interpretation. Let Y be the matrix whose ith row is (xi, zi), (i = 1, . . . , n).
Let Xn×k be the matrix whose ith row is xi (i = 1, . . . , n). Let Zn×m be the matrix whose
ith row is zi, (i = 1, . . . , n). Thus, Y = (X Z). The fitted LS plane in Rk+m has the form{
(x, αˆ+xβˆ) : x ∈ Rd}. Here, βˆ is a k×m matrix and αˆ a m-dimensional row vector s.t. β = βˆ
and α = αˆ minimize
(6.2.3)
n∑
i=1
|zi − α− xiβ|2.
(Here, | · | is the usual Euclidean norm.) The pair αˆ and βˆ are “least squares (LS) estimates
for the regression of Z on X or for Y ”.
Let
X1 := (1n X)
n×(k+1)
Write α = (α1, . . . , αm). Let zj and βj be the jth columns of βk×m and Zn×m, resp. Then
(6.2.3) can be written
n∑
i=1
|zi − α− xiβ|2 =
m∑
j=1
∣∣∣∣zj −X1(αjβj
)∣∣∣∣2
Then αˆ and βˆ are LS estimates for Y if and only if the columns of
X1
(
αˆ
βˆ
)
are the respective orthogonal projections of the columns of Z onto the column space of X1. In
particular, LS estimates always exist and αˆ and βˆ satisfy are LS estimates for Y if and only if
the “normal equations”
(6.2.4) XT1 X1 (αˆ
T βˆT )T = XT1 Z.
Hence, if X1 is of full rank, e.g., if X is mean-centered and rankX = k, then X
T
1 X1 is invertible
and
(6.2.5) (αˆT βˆT )T = (XT1 X1)
−1XT1 Z
(Anderson [And84, (10), p. 288]).
If αˆ, βˆ) are the unique LS estimates for Y then the LS plane for Y is
Φ(Y ) := ΦLS(Y ) :=
{
(x, xβˆ) : x1×k ∈ Rd} ⊂ Rk+m.
In this context, the expression “Y is collinear” means the same thing as in definition 6.2.2,
viz. x2 − x1, . . . , xn − x1 do not span Rk. Thus, Y is collinear if and only if X − 1ne1X =
(In − 1ne1)X has rank less than k. Here, In×nn is the identity matrix and e1×n1 = (1, 0, . . . , 0).
More generally, we have the following. Its proof can be found in appendix A.
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Lemma 6.2.3. If there exists w1×n s.t. rank (X − 1nwX) < k then Y = (X Z) is collinear.
Conversely, if Y is collinear then for every w1×n with w1n = 1 we have rank (X−1nwX) < k.
For proof of the following also see appendix A. If w1×n is as in the lemma, then Y = (X Z)
is collinear then if and only if there is a plane ζ ⊂ Rk with k′ := dim ζ < k and the rows of X
lie on ζ+wX. I.e., Y is collinear if and only if the rows of X lie on a plane in Rk of dimension
< k.
Proposition 6.2.4. If Y ∈ Y is not collinear then the LS estimates for Y are unique. Let
Y ′ be the set of all non-collinear data sets. Then ΦLS is continuous on Y ′ and Y := (X Z) is
a singularity of LS (w.r.t. Y ′) if and only if Y is collinear. In fact, if Y is collinear, there is
a k′-plane ξ ∈ G(k′, k + m), with k′ < k, depending on Y and an isometric linear imbedding
F : Rk−k′+m → Rk+m also depending on Y with the following properties. F (Rk−k′+m)∩ξ = {0}
and for any ζ ∈ G(k − k′, k − k′ + m) there is a family {Y,ζ :  > 0} of non-collinear data
sets s.t. Y converges to Y and ΦLS(Y,ζ) converges to ξ ⊕ F (ζ) as  ↓ 0. (Y ∈ Pk does not
necessarily belong to Pk.)
By Ellis [Ell95a, Example 2.8], we have the following.
(6.2.6) If m = 1, the dimension of the set of collinear data sets is dimP−1 = (n+1)k < nq.
This is the smallest dimension that the singular set of a plane-fitter can have (subsection 6.3).
Lately, in statistics there has been much interest in analysis of “wide” data sets, i.e., data
sets in which k is large relative to n (Hall et al [HMN05]). Equation (6.2.6) can shed some
light on this issue. Consider pairs (n, q) with total amount of data = n×q = constant. (Recall
that in the usual regression setting k = q − 1.) Then it is easy to see from (6.2.6) that as the
number k of predictors increases so does the dimension of the set of collinear data sets, which
is the singular set of LS (with m = 1). Thus, the codimension decreases. This shows that LS
is less stable on “wide” data sets than on “long” ones (k small relative to n). (See section 2.1.)
See remark 6.4.1 for further discussion of this issue.
6.3. General lower bound on dimS in plane-fitting
In this section we prove that if hypothesis 4 of Theorem 3.1.1 fails in plane-fitting one can
still get the lower bound
(6.3.1) dimS ≥ nk + (k + 1)(q − k)− 1.
Let P be the collection of all data sets (i.e., n × q matrices) whose rows lie exactly on a
unique k-plane (not necessarily through the origin). Thus, for every µ : Snq−1 → (0,∞) the
test pattern space Tµ ⊂ P. By lemma 6.0.3, we have that P is a manifold of dimension
dimP = nk + (k + 1)(q − k). Suppose Φ is a plane-fitter for which (6.3.1) fails. In [Ell95a,
proof of Theorem 2.2, p. 500] it is shown how to then perturb Φ to get a plane-fitter with
no singularities in P, but having a singular set of dimension strictly less than nq − 2. Since
Tµ ⊂ P, that contradicts (6.1.14).
The inequality (6.3.1) resembles (3.2.2) with T = P. However, (6.3.1) does not follow from
(3.2.2) because P is not a compact manifold so theorem 3.1.1 cannot be applied with T = P.
However, a different approach will work. The general plan is as follows. If y1×q ∈ Rq, let
D(y) be the one point compactification of the space of all n × q matrices whose last row is y.
Thus, D(y) is homeomorphic to an (n − 1)q-sphere. Parametrize D(y) \ {∞} by stereographic
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projection (Apostol [Apo57, p. 11]). Since stereographic projection is locally Lipschitz in both
directions, by lemma B.17, to compute dimensions in D(y) \ {∞} we may work in R(n−1)×q.
Since shifts in the data are not interesting, for now, we take y = 0. (Later we will let y vary.)
Define a submanifold of D(0) as follows. For every ξ ∈ G(k, q), let Πq×qξ be the matrix of
orthogonal projection onto ξ. Thus,
(6.3.2) Πξ is symmetric and idempotent (Π
2
ξ = Πξ).
Now let
(6.3.3) Y n×qξ :=
(
Πξ
0(n−q)×q
)
∈ D(0).
Write
YG(k,q) :=
{
Yξ ∈ Y : ξ ∈ G(k, q)
}
.
Claim:
(6.3.4) The map P : ξ 7→ Yξ is a smooth imbedding of G(k, q) into D(0).
First, we prove that P is an imbedding. To see this first note that P is clearly injective. Since
G(k, q) is compact, it suffices to show that P is continuous (Simmons [Sim63, Theorem E, p.
131]). G(k, q) is a quotient space of the space, K, of all k× q matrices of full rank (Milnor and
Stasheff [MS74, p. 56]). The quotient map is just the map, ρ, that takes a matrix to its row
space.
(6.3.5) If Z ∈ K then ZT (ZZT )−1Z is the orthogonal projection matrix onto ρ(Z)
and W T (WW T )−1W = ZT (ZZT )−1Z for every W ∈ K s.t. ρ(W ) = ρ(Z). The map Z →
ZT (ZZT )−1Z is smooth, in particular, continuous. Therefore, by Munkres [Mun84, p. 112],
the map ξ → Πξ (ξ ∈ G(k, q)) is continuous. As for smoothness of P on G(k, q), that is
immediate from (6.0.11). The claim follows.
We construct a submanifold of D(0) that is a sphere bundle over YG(k,q) and, hence, over
G(k, q). Let ξ ∈ G(k, q). Let Dk×q be a matrix whose rows are orthonormal vectors in ξ.
Denote the set of all such D by Oξ. Hence, by (6.3.5),
(6.3.6) DTD = Πξ and (DΠξD
T )k×q = DDT = Ik.
Let
(6.3.7) Vk be the set of all k × q matrices whose rows are orthonormal.
E.g., we have Oξ ⊂ Vk. Let UD ⊂ G(k, q) be the neighborhood of ξ, consisting of ζ ∈ G(k, q)
s.t. the smallest eigenvalue of DΠζD
T is strictly bigger than 1/2. (UD is open by lemma A.9.)
Obviously,
(6.3.8) DΠζ D
T is an invertible k × k matrix, ζ ∈ UD.
Claim: UD is constant in D ∈ Oξ. To prove this let D1, D2 ∈ Oξ. Then there exists Ak×k
s.t. D2 = AD1. Now, by (6.3.6) we have
Ik = D2D
T
2 = AD1D
T
1 A
T = AAT .
Thus, A is invertible and ATA = Ik. Let a
k×1
2 be an eigenvector of D2ΠζD
T
2 with eigenvalue
λ ≥ 0. Let a1 := ATa2. Then
λa2 = D2ΠζD
T
2 a2 = AD1ΠζD
T
1 A
T (Aa1) = AD1ΠζD
T
1 a1.
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I.e., λa1 = λA
Ta2 = D1ΠζD
T
1 a1. Therefore, a2 is an eigenvector of D2ΠζD
T
2 with eigenvalue λ
if and only if a1 is an eigenvector of D1ΠζD
T
1 with eigenvalue λ. Hence, the smallest eigenvalue
of D1ΠζD
T
1 is > 1/2 if and only if the smallest eigenvalue of D2ΠζD
T
2 is > 1/2 This proves
the claim.
Replacing UD by a smaller neighborhood of ξ if necessary, we may assume that the UD lies
in a coordinate neighborhood of ξ. Then
{
UD ⊂ G(k, q) : D ∈ Vk
}
is an open covering of the
compact space G(k, q). Hence,
(6.3.9) A finite collection Ui := UDi(i = 1, . . . , N) cover G(k, q).
Let  > 0 and let
(6.3.10) T := T  :=
{
Y ∈ D(0) : There exists ξ ∈ G(k, q) s.t. the rows of
Y lie exactly on ξ and ‖Y − Yξ‖ = 
}
.
Here, as usual, ‖ · ‖ denotes the Euclidean or Frobenius matrix norm (Blum et al [BCSS98,
p. 203]) of Y , viz. ‖Z‖ :=
√
traceZTZ =
√
traceZZT . (“T ” = transposition.) If Y n×q ∈ T ,
then rank Y ≤ k, since ρ(Y ) is a subspace of a k-plane. Claim:
(6.3.11) If  < q−2 and Y ∈ T  then rank Y ≥ k, i.e., rank Y = k.
Suppose  ∈ (0, q−2). Let Y q×qq be the matrix consisting of the first q rows of Y . If suffices to
show rank Yq ≥ k. Note that Yq −Πξ is just the matrix of the first q rows of Y − Yξ. Let z1×qj
be the jth row of Yq−Πξ (j = 1, . . . , q). Let aq×1 be a unit column-vector. Since ‖Y −Yξ‖ = ,
we have that each entry in Y − Yξ, in particular each entry in Yq − Πξ, has absolute value no
greater then . Therefore,∣∣(Yq −Πξ)a∣∣ = ∣∣(z1a, . . . , zqa)T ∣∣ ≤∑
j
|zja| ≤
∑
j
|zj | ≤ q2 < 1.
Hence, if aT ∈ ξ, so Πξ(a) = a and
|Y a| ≥ |Yqa| ≥ |Πξa| −
∣∣(Yq −Πξ)a∣∣ ≥ |a| − q2 = 1− q2 > 0.
Since a is an arbitrary unit vector in a k-dimensional space, this proves the claim that rank Y ≥
k. From now on assume
(6.3.12)  < q−2.
Let P(0) :=
{
Y ∈ D(0) \ {∞} : rank Y = k
}
=
{
Y ∈ D(0) \ {∞} : ρ(Y ) ∈ G(k, q)
} ⊃ T .
Then P(0) ⊂ Pk as defined as at the beginning of this chapter. Any Y ∈ P(0) can be written
in the form
(
X(n−1)×q
01×q
)
, where X has rank k. Therefore, by lemma A.14, we have
(6.3.13) P(0) is a differentiable manifold of dimension k(n− 1) + k(q − k).
By (6.3.11), we have
(6.3.14) T  ⊂ P(0).
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Let pi := ρ|T  . For the proof of the following see appendix A.
(6.3.15) T  is a compact imbedded differentiable submanifold of P(0) of dimension
dimP(0) − 1 = k(n− 1) + k(q − k)− 1 > 1,
by (6.0.7).
(6.3.16) (T , G(k, q), S(n−1)k−1, pi) is a ((n− 1)k − 1)-sphere bundle over G(k, q).
(See Spanier [Spa66, pp. 90–91].) See appendix A for proof.
Let Φ : Y − → G(k, q) be a “plane-fitter”. Thus, Φ is a data map satisfying (6.0.12). Let
S be a closed superset of the singular set of Φ. Let S0 := S ∩D(0). Replacing S by a subset of
severe singularities if necessary (theorem 5.0.8; section 6.6), we have that S0 is closed and Φ0
is continuous off S0. We will prove that
(6.3.17) dimS0 ≥ dimP(0) − 1 = dim T  = k(n− 1) + k(q − k)− 1.
If S ∩ P(0) is not nowhere dense, i.e., if it has non-empty interior relative to P(0), then, by
corollary B.22, we have that (6.3.17) holds. So suppose S ∩ P(0) is nowhere dense. Then
(6.3.18) Φ(Y ) = ρ(Y ) for all Y ∈ P(0) off a nowhere dense subset of P(0).
We may regard Φ as defined on Snq \ (S ∪ {∞}). (See remark 6.1.2.) Let Φ0 denote the
restriction of Φ to D(0).
If S0 has nonempty interior then dimS0 = (n− 1)q and (6.3.17) holds. So assume S0 has
empty interior. Then hypothesis 2 of theorem 3.1.1 holds for Φ0. By (6.3.15), hypothesis 1
holds with T := T  and t := dimP(0)− 1. By (6.3.18), hypothesis 5 of the theorem holds, too.
Let r = 1. Then hypothesis 3 holds. Assume that for some  ∈ (0, q−2) we have
dim(S0 ∩ T ) < dim T  − r = k(n− 1) + k(q − k)− 2.
Then hypothesis 4 of theorem 3.1.1 holds. In appendix A we show that (3.1.2) holds using two
proofs provided by Steven Ferry (personal communication).
Moreover, D(0) is a (n−1)q-sphere, and thus a compact manifold s.t. Hd−r(D;Z/2) = {0}.
(Recall that d = (n− 1)q > 1, by (6.0.7).) Therefore, by proposition 3.2.1, and (6.0.7),
(6.3.19) dimS0 ≥ dimD(0)− r−1 = (n−1)q− r−1 = (n−1)q−2 ≥ k(n−1) +k(q−k)−1.
so again (6.3.17) holds.
Let I ⊂ (0, q−2) be an open interval of “sufficiently small” ’s. (See (6.3.12)) Assume
hypothesis 4 of theorem 3.1.1 does not hold for Φ0 for T = T , for any  ∈ I. I.e.,
dim(S0 ∩ T ) ≥ dim T  − r = k(n− 1) + k(q − k)− 2 for every  ∈ I.
Let
(6.3.20) s := k(n− 1) + k(q − k)− 2
and let δ ∈ (0, s). Then
Hs−δ(S0 ∩ T ) = +∞ for every  ∈ I.
Let T I = ∪∈IT . By corollary B.21 and the fact that a locally Lipschitz function on a
compact space is Lipschitz, we see the the function ` defined in (A.135), or rather the function
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`1/2, is Lipschitz. Then “integrating” over  we see that by (A.136) and Federer [Fed69,
Theorem 2.10.25, p. 188], there exists a constant C <∞ s.t.
+∞ =
∫ ∗
I
Hs−δ(S0 ∩ T ) d =
∫ ∗
I
Hs−δ[S0 ∩ (`1/2)−1()] d ≤ CHs+1−δ(S0 ∩ T I),
where “
∫ ∗
” denotes upper integral (Federer [Fed69, 2.4.2, p. 81]). But δ ∈ (0, s) is arbitrary.
We conclude
dimS0 ≥ dim(S0 ∩ T I) ≥ s+ 1
holds whether or not S0 has nonempty interior. This proves (6.3.17).
Now we drop the restriction to data matrices Y n×q whose last row is 0. Let D be the one
point compactification of the space, Y, of all n × q matrices. Thus, D ≈ Snq. Next, consider
the singular set, S, of Φ : D− → G(k, q) regarded as a plane-fitter on D. For every y1×q ∈ Rq,
let Φy = Φ|D(y) .
Let y1×q ∈ Rq. Let Ψ : D− → G(k, q) be the plane-fitter defined by Ψ(Y ) := Φ(Y + y1n)
(Y ∈ D), whenever Φ(Y + y1n) is defined. Then Ψ0 = Φy. Thus, we can apply our previous
analysis to Ψ to get information about Φy. Let Sy be (a closed superset of) the singular set of
Φy. Then, by (6.3.17),
(6.3.21) dimSy ≥ s+ 1 (y1×q ∈ Rq),
where s is defined in (6.3.20).
Let gn : D → Rq be the map that takes a n × q matrix Y ∈ D and returns its nth row.
Then Sy = g−1n (y) ∩ S. Therefore, by (6.3.21), dim
[S ∩ g−1n (y)] ≥ s + 1. Let D[1/2] := {Y ∈
D : ∣∣gn(Y )∣∣ < 1/2}. Note that gn is Lipschitz on D[1/2] with Lipschitz constant 1.
Therefore, applying Federer [Fed69, Theorem 2.10.25, p. 188] again as above, if δ ∈ (0, s+
1) there is a constant C <∞ s.t.,
+∞ =
∫ ∗
Bq
1/2
(0)
Hs+1−δ[S ∩ g−1n (y)] dy ≤ CHs+1+q−δ(S ∩ D[1/2]).
(See (2.2.6).) We conclude
dimS ≥ dim(S ′ ∩ D[1/2]) ≥ s+ q + 1 = nk + (k + 1)(q − k)− 1.
This proves (6.3.1).
6.4. Miscellaneous remarks
Remark 6.4.1 (“Long” vs. “wide” data). An important issue in statistics is the effect of the
relative sizes of n and q on the performance of statistical methods (e.g., Hall et al [HMN05]).
The issue is related to the “curse of dimensionality”, (Bellman [Bel61, Section 5.16], Hastie et
al [HTF01, section 2.5]). (Incidentally, Bellman [Bel57] is sometimes cited as a reference on
the “curse of dimensionality”. However, in my cursory examination of that work I found that
Bellman [Bel57] only seems to mention it in passing in the preface, on p. ix.) If n is much
larger than k then x is “long”. If n is not much bigger than k or even smaller than k then the
data set is “wide”. Most statistical theory deals with the “long” case.
It seems that the theory developed in this book can shed some light on this issue in the
regression case(which means q = k + 1). Recall that P is the collection of all data sets whose
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rows lie exactly on a unique k-plane (not necessarily through the origin). By lemma 6.0.3, the
space P is a s+ 1 = (n+ 1)k+ 1-dimensional smooth manifold (Ellis [Ell95a, p. 500], [Ell93,
Lemma 3.4, p. 26]).
Let n2 > n1 > 0 and 0 < k2 < k1 but suppose d := n1(k1 +1) = n2(k2 +1). Then using the
idea in remark 6.1.2, the data space, D, is the same for i = 1, 2. Let Pi be the corresponding
space of perfect fits so
pi := dimPi = (ni + 1)ki + 1 = d− ni + ki + 1 = d
[
1− (ki + 1)−1
]
+ ki + 1 (i = 1, 2).
So p1 > p2. Suppose for R > 0, Φi,R is a linear regression method on D for with ki predictors
and having singular set Si,R (i = 1, 2) s.t. distd−2(Si,R,Pi) = R. (See (4.0.2); d− 2 = d− r− 1
since r = 1.) Let Pi play the role of P in theorem 4.2.4. (See remark 4.2.2.) Suppose the
inequality (4.2.2) is an equality when applied to (Φi,R,Si,R,Pi) while the constant γ may
depend on i (i = 1, 2). Then for R sufficiently small we have
Hd−2(S2,R) < Hd−2(S1,R).
This suggests that ΦR is more stable on “long” data sets than on “wide”. This is just a “hand
waving” argument. A similar but complete argument of this sort is carried out in chapter 9.
Remark 6.4.2 (Function-valued maps). This chapter applies in particular to a linear re-
gression or linear systems solving method, Φ, viewed as a plane-valued operation. In practice
such a Φ is viewed as a vector- or function-valued operation in which the components of the
vector are the coefficients in the linear function. However, it is easy to see that any data
set that is a singularity of Φ viewed as a plane-valued operation is also a singularity of Φ
viewed as a vector- or function-valued operation. Suppose one fits to Y ∈ D′ ⊂ D a func-
tion f(a,b) : x 7→ a + b · x (x ∈ Rd) where a ∈ R and b ∈ Rd. Define φ to be the map
φ : Y 7→ (a, b). A matrix whose row space is the k-plane through the origin parallel to the
graph of f(a,b) is (I
k×k
k , b
k×1)T , where Ik is the k× k identity matrix. By (6.0.9), the composi-
tion g : (a, b) 7→ b 7→ (Ik, b)T 7→ plane in G(k, k + 1) parallel to graph of f(a,b) is continuous.
Let Φ(Y ) ∈ G(k, k+1) be the plane parallel to the graph of fφ(a,b). Thus, Φ = g◦φ. Therefore,
if Y is a singularity of Φ, then a fortiori it is a singularity of φ.
The converse is false. I.e., Y ∈ D might be a singularity of φ but not of Φ. The first
step is to prove the following. Suppose φ : D′ → Rq maps each Y ∈ D′ to a pair (a, b) ∈ Rq,
where a ∈ R and b ∈ Rd. Suppose φ satisfies the analogue of (6.0.12): On dense set of data
sets Y ∈ P the graph of fφ(Y ) is parallel to ∆(Y ). Let Y ∈ Y be collinear (definition 6.2.2).
Claim: Y is a singularity of φ. Write Y = (Xn×k, yn×1) as usual. Let x1×ki be the i
th row of
X and yi ∈ R be the ith entry in y (i = 1, . . . , n). Since Y is collinear, by definition 6.2.2, the
matrix Z(n−1)×k whose ith row is xi+1 − x1 has rank < k. Let z(n−1)×1 be the column vector
(y2 − y1, . . . , yn − y1).
Let  > 0. Let ck×1 be a unit vector s.t. Zc = 0 and let W (n−1)×k1 =
(
z +
√
1n−1
)
cT ,
where, as usual, 1
(n−1)×1
n−1 is the (n− 1)-dimensional column vector of 1’s. Note that for  > 0
sufficiently small, z+
√
1n−1 6= 0. But W1c = z+
√
1n−1. In particular, for  > 0 sufficiently
small, W1 6= 0. Let W (n−1)×k2 be chosen so that W2c = 0, but W1 +W2 +Z has rank k. (So if
rank Z = k − 1 then we may take W2 = 0.) Let W = W1 +W2 and, for  > 0, let
Yc, :=
(
1nx1 + 
(
01×k
W
)
+
(
01×k
Z
)
, y +
√

(
01×1
1n−1
))
.
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Then Yc, → Y as  → 0 and rank Yc, ≥ k. Moreover, Yc, ∈ Pk therefore, writing φ(Yc,) =
(a, b), bk×1 is uniquely determined. In fact, it is easy to see that the rows of Yc, lie exactly
and uniquely on the graph of f(a,b), where a = −−1x1c+ y1 and b = −1c. Thus, as → 0 the
coefficient vector b shoots off to infinity. But we may replace c by −c, in which case as → 0
the coefficient vector b shoots off in the opposite direction. This completes the proof of the
claim that Y is a singularity of φ.
By proposition E.45, most collinear datasets are not singularities of LAD (example 6.0.4),
but as we have just seen, they are all singularities of the corresponding φ. Note that at a
singularity not only is the representation of the function, i.e., the coefficient vector, unstable,
but the function itself is unstable because (a, b) can be recovered from f(a,b) by a continuous
operation. (Topologize the set of affine functions by, e.g., the sup norm of functions on the
closed unit ball Bk1 . See (2.2.6).)
Remark 6.4.3 (Transformed variables). In linear regression it is common to add terms
to the regression model that are nonlinear functions of the variables. So then the regression
model takes the form
y = β0 +
k∑
i=1
βixi +
m∑
i=1
βk+ifi(x),
where x is the vector of predictor values and fi : Rk → R. A common choice for the func-
tions fi are polynomials (Draper and Smith [DS81, chapter 5]), e.g., fi(x) = xixj , where
xi and xj are components of x. This extension of linear regression is easily handled by the
theory in this section. For example, one could map the estimated regression coefficient vector
(βˆ0, . . . , βˆk, βˆk+1, . . . , βˆk+m) to the k-plane in Rq orthogonal to (βˆ1, . . . , βˆk,−1) or the (k+m)-
plane in Rk+m+1 orthogonal to (βˆ1, . . . , βˆk+m,−1). Either way remark 6.4.2 still applies. The
test pattern space, T , can still be used.
Remark 6.4.4 (Plane-fitting in vector bundles). We can generalize plane-fitting in the
following fashion. Let ζ be a q-plane bundle over a paracompact base space, D (Milnor and
Stasheff [MS74, §§2, 5.8]). By Milnor and Stasheff [MS74, Theorem 5.6, p. 65] there is
a bundle map (Milnor and Stasheff [MS74, p. 26]) H : E(ζ) → E(γq), where γq is the
“universal q-plane bundle” (Milnor and Stasheff [MS74, p. 63]) and “E” indicates total space.
Let Γ(ζ) be the fiber bundle (Husemoller [Hus75, pp. 11–15]) whose fiber over x ∈ D is
the Grassman manifold consisting of all k-planes through the origin in pi−1(x) ≈ Rq, where
pi : E(ζ) → D is the bundle projection map of ζ. Denote the total space of Γ(ζ) by E[Γ(ζ)].
Define Γ(γq) and E
[
Γ(γq)
]
similarly. H induces a bundle morphism Hˆ : E
[
Γ(ζ)
]→ E[Γ(γq)].
Let pi : E
[
Γ(ζ)
] → D also denote the obvious projection in Γ(ζ). Suppose D′ ⊂ D and
Φ : D′ → E[Γ(ζ)] is continuous and satisfies pi ◦ Φ(x) = x, x ∈ D′. (I.e., Φ is a chapter of the
restriction of Γ to D′.)
We can think of a point of E
[
Γ(γq)
]
as a pair, (X,Y ), where X is a point in the infinite
Grassmanian Gq (Milnor and Stasheff [MS74, p. 63]) and Y is a k-dimensional subspace of X.
But X is a q-dimensional subspace of R∞. Thus, Y is a k-dimensional subspace of R∞. Hence,
there is a projection g : E
[
Γ(γq)
]→ Gk. Consider the plane-fitter. Φ∞ = g ◦ Hˆ ◦Φ : D′ → Gk.
Then we can try to apply our theory with Φ = Φ∞ and F = Gk. The tricky part is checking
condition (3.1.2). However, if D is compact then by Milnor and Stasheff [MS74, Lemma 5.3,
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p. 61] we can replace Gk by a finite dimensional Grassmanian. Then the theory of this chapter
applies directly.
6.5. Least absolute deviation linear regression
In this chapter we treat stability of LAD regression in some depth. As usual, our interest is
in stability w.r.t. perturbations in the data, as opposed to stability to, say, augmentation of the
data set (Dodge and Roenko [DR92]). Recall that in L1 or Least Absolute Deviation (LAD)
regression one fits a plane y = β1×10 + x
1×kβk×11 , (x ∈ Rd) where b = (b0, bT1 )T = (β0, βT1 )T
minimizes
L1(b, Y ) :=
n∑
i=1
|yi − b0 − xibi|.
(b0, β0 ∈ R and b1, β1 are k × 1.) Write β(Y ) = β whenever there is only one vector b = βT
minimizing L1(b, Y ). In this case say that the k-plane {(x, β0 + xβ1) : x ∈ Rk} is an “LAD
plane” for Y . Let Bˆ(Y ) denote the set of all β’s minimizing L1(β, Y ). By lemma E.40(a)
in appendix E, Bˆ(Y ) is nonempty, compact, and convex. If Bˆ(Y ) is a singleton, denote the
element of G(k, q) parallel to the unique LAD plane by Φ(Y ) = ΦLAD(Y ).
Recall that Y ∈ Y is “(multi)collinear” (definition 6.2.2) if x2−x1, . . . , xn−x1 do not span
Rk. (Recall that, by (6.0.7), n > q.)
Let Y ′LAD denote the set of all Y ∈ Y s.t. Y is not collinear and Bˆ(Y ) contains
exactly one point.
So ΦLAD is defined everywhere in Y ′LAD. Then by proposition E.42 in appendix E we have
that Y ′LAD is dense in Y. (As observed just after proposition E.42, Y ′LAD ∩ D is dense in D
defined by (6.1.2).)
Claim: Φ is continuous on Y ′LAD. Let Y ∈ Y ′LAD. By lemma E.40(a) there is a neighbor-
hood V ⊂ D of Y and a compact set C ⊂ Rk+1 s.t. if Y ′ ∈ V then Y ′ is not collinear and
Bˆ(Y ′) ⊂ C. Now, Y ′LAD ∩V is precisely the set of data sets Y ′ in V s.t. the LAD optimization
problem has a unique solution, β(Y ′), and that solution is always in the compact set C. By
lemma 2.0.6, part (1) with F = C it follows that β(Y ) is continuous in Y ∈ Y ′LAD as claimed.
Therefore, (2.0.2) holds. Hence, by lemma 2.0.4, we may replace Y ′LAD by D′ ⊃ Y ′LAD satis-
fying (2.0.3) with S the singular set of Φ w.r.t. Y ′LAD. (See also corollary E.43 in appendix
E.)
Recall that in the regression setting q = k + 1. Recall also that Pk is the collection of
all data sets (i.e., n× q matrices) whose rows lie exactly on a unique k-plane (not necessarily
through the origin). Observe that any non-collinear data set in Pk is in Y ′LAD. Since ΦLAD is
continuous on Y ′LAD, we have
(6.5.1) No noncollinear data set in Pk is a singularity of ΦLAD.
By lemma E.44 in appendix E, we have that if Y ∈ Y is collinear and the following holds
then Y is not a singularity w.r.t. Y ′LAD.
(6.5.2) If 1 ≤ i1 < . . . < iq ≤ n, then
(xi2 − xi1 , yi2 − yi1), . . . , (xiq − xi1 , yiq − yi1) are linearly independent.
(q = k + 1.) From lemma E.44 and proposition E.45 we see that almost all collinear data
sets satisfy condition (6.5.2) and hence are not singularities of LAD. (We exhibit such a data
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set below.) On the other hand, every collinear data set is a singularity of LAD regarded as
a function-valued map. Thus, LAD is an example of a regression method that, when viewed
as a function-valued map, has more singularities than it does when viewed as a plane-valued
map. (See remark 6.4.2.) Let Y0 = (X, y) be a collinear data set satisfying condition (6.5.2).
Then, by lemma E.44,
(6.5.3) y 6= 0.
Neither the collinearity nor condition (6.5.2) are invalidated if we mean center X, so (1n)TX =
0n×1. Similarly we may mean center y so (1n)T y = 01×1. I.e.,
(6.5.4) 1TnY0 = 0
1×q.
By lemma E.44, the rows of Y0 lie exactly on a unique plane ξ ∈ G(k, q) passing through the
origin. I.e., ξ is the row space of Y0 and rankY0 = k. By lemma E.44 again, the matrix X has
rank k− 1. Hence, there is a unit vector, z1×k, unique up to sign, orthogonal to the row space
of X. Note that (z, 01×1) is orthogonal to ρ(Y0). Since rankY0 = k it follows that (z, 0) and
the rows of Y0 span Rq.
Since n > q and rankY0 = k < q < n (see (6.0.7)), there exists a unit vector g
n×1 s.t.
(6.5.5) gTY0 = 0 and g1n = 0.
Let Zn×k := gz. In the construction in section 6.1, let
(6.5.6) Y := (X + Z, y) = Y0 + (Z, 0)
n×q.
Claim:
(6.5.7) Y is of full rank, q.
For suppose Y is not of full rank. Then there exists u1×q 6= 0 s.t. 0 = Y uT . From above, we
may assume that, for some γ ∈ R and w ∈ ρ(Y0), we have u = w + γ (z, 0). Now, by choice of
z and w we have, Y0 (z, 0)
T = 0 and ZwT = 0. Hence,
(6.5.8) 0n×1 = Y uT = Y0wT + γ (Z, 0)(z, 0)T = Y0wT + γg (z, 0)(z, 0)T = Y0wT + γg.
Hence, by (6.5.5),
0 = gT
(
Y0w
T + γg
)
= γ.
I.e., γ = 0. Since w lies in the row space of Y0, there exists v
n×1 s.t. vTY0 = w. Therefore,
from (6.5.8),
0 = Y0w
T = Y0Y
T
0 v so 0 = v
TY0Y
T
0 v = |w|2.
I.e., w = 0. Therefore, u = w + (z, 0) = 0 and the claim (6.5.7) is proved.
Now let v1 ∈ Rq in section 6.1 just be the unit vector (z, 0)1×q so v1 is orthogonal to
ξ = ρ(Y0) ∈ G(k, q). The vector v2 := (01×k, 1) ⊥ v1 and, by lemma E.44, v2 ∈ ξ. Let
ζ ∈ G(k − 1, q) be the (k − 1)-dimensional subspace of ξ perpendicular to v2. (So ζ ⊥ v1 as
well.) Since rankX = k− 1, the space ζ is just the row space of (X, 0n×1). Then we can write
(6.5.9) Y0 = (X, 0)
n×q + y1×nv2.
If ` ∈ P 1, let (c, s)1×2 ∈ ` be a unit vector. Let Πq×q be the matrix of orthogonal projection
onto ζ. Then the matrix of orthogonal projection onto ζ(`) is
Π(`) := Π + (cv2 + sv1)
T (cv2 + sv1).
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Hence, by (6.5.6) and (6.5.9),
Y (`) = Y Π(`)
=
[
(X, 0)n×q + y1×nv2 + gv1
]
Π(`)
= (X, 0) + (cy + sg)(cv2 + sv1)
=
(
X + (cs y + s2g)z, c2y + scg
)
.
Thus, when s = 0 and c = ±1, then Y (`) = Y0 and so is collinear. (s = 0 and c = ±1
corresponds to just one ` ∈ P 1.) Claim: If s 6= 0, then Y (`) is not collinear. By lemma E.39,
it suffices to show that the matrix
X1(`) :=
(
1n, X + (cs y + s
2g)z
)
has rank q when s 6= 0. As observed above, rankX = k − 1. Moreover, z is perpendicular to
the row space, ρ(X), of X. Hence, if a1×k 6= 0, then a = x+λz, for some x ∈ ρ(X) and λ ∈ R.
Then, by (6.5.5),
[
X + (cs y + s2g)z
]
aT 6= 0 if s 6= 0. Therefore, X + (cs y + s2g)z has rank
k. Moreover, by (6.5.4) and (6.5.5), 1Tn
[
X + (cs y + s2g)z] = 0. It follows that rankX1(`) = q
if s 6= 0, as desired. Hence, if s 6= 0 then Y (`) is not collinear. Therefore, by (6.5.1), if s 6= 0
then Y (`) is not a singularity of LAD.
As observed above, Y (`) = Y0 when s = 0. Therefore, the only collinear dataset in Tµ is
Y0. (See (6.1.5).) But, by assumption, Y0 satisfies (6.5.2). Therefore, by lemma E.44, Y0 is not
a singularity of LAD. Thus, by (6.5.1), the space Tµ does not include any singularities of LAD.
I.e., LAD satisfies hypothesis 4 of theorem 3.1.1 with T = Tµ. In section 6.1 we have already
seen that (3.1.2) holds. Since we are taking D to be a sphere, we see that proposition 3.2.1 also
applies to LAD. Therefore, since r := dim Tµ = 1, by proposition 3.2.1, the singular set of LAD
has codimension no greater than r + 1 = 2. Note that LAD is a continuous procedure, indeed
Lipschitz, if the X matrix is fixed and Y is not collinear ([Ell95b]). Hence, at singularities,
LAD is sensitive only to perturbations that perturb X.
As for exhibiting a collinear data set satisfying condition (6.5.2), we begin with the follow-
ing. (See appendix A for the proof.)
Lemma 6.5.1. Let n = 2, 3, . . . and let z = (z1, . . . , zn) be a vector of distinct, possibly
complex, non-zero numbers. Let ` = 2, 3, . . . , n and let Zn×` be the matrix whose ith row is
wi := (z
0
i , z
1
i , . . . , z
`−1
i ). (This time superscripts are exponents.) Then for any 1 ≤ i1 < . . . <
i` ≤ n the vectors wi2 − wi1 , . . . , wi` − wi1 are linearly independent.
Assume (6.0.7) holds. Let z1, . . . , zn be distinct non-zero real numbers.
Let xi = (z
0
i , z
1
i , . . . , z
k−1
i ) and yi = z
k
i (i = 1, . . . , n). Let Y0 =
(
(x1, y1)
T , . . . , (xn, yn)
T
)T
.
Then Y0 is collinear (definition 6.2.2) because for every i = 2, . . . , n, the first coordinate of the
k-vector xi − x1 is 0. Yet, by lemma 6.5.1 with ` = q = k + 1, condition (6.5.2) holds. Hence,
by lemma E.44, Y0 is not a singularity of LAD.
LAD is often recommended because it is more resistant to “outliers” (extreme data points,
specifically in this case extreme components of y) than is LS (Bloomfield and Steiger [BS83,
Section 2.3]). An even more resistant linear regression method is “least median of squares”
regression (LMS; Hampel [Ham75, p. 380], Rousseeuw [Rou84], Rousseeuw and Leroy [RL03,
p. 14]). It too, satisfies (6.1.14) ([Ell98]). The relationship between singularity and resistance
in LS, LAD, and LMS is explored in ([Ell00]).
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Let α > 0 and consider the general problem
Find b to minimize ‖y −Xb‖α,
where ‖v‖α is the Lα norm of the vector v. We know that this operation has a singular set of
dimension at least nq − 2 if α = 1 and of dimension dimP − 1 = (n + 1)k if α = 2 ((6.2.6)
and proposition 6.2.4). An interesting question is, what is the supremum of the set of α for
which the codimension is no greater than 2? It would be interesting if that supremum lay in
the interval (1, 2).
6.6. A convex combination function for linear regression
Proposition 5.2.2 tells us that one can construct a linear combination function (definition
5.0.6) on F = G(k, q). The proof makes use of a Riemannian metric on F and shows that
one can define convex combination functions on geodesically convex sets. (See Wong [Won67]
for a discussion of the geodesics of G(k, q) for general k.) If, however, k = q − 1 (e.g., the
regression case) it is easy to describe a method for constructing linear combinations. Here,
one can give an explicit sufficient condition for linear combinations of planes to make sense.
That is because, by Milnor and Stasheff [MS74, lemma 5.1 and remark following it, p. 57],
G(q−1, q) is homeomorphic to G(1, q) which is just the k-dimensional projective space, P k. So
if k = q− 1, taking convex combinations of planes is equivalent to taking convex combinations
of lines in P k. So here we develop a convex combination function for projective space. Convex
combinations of lines are constructed in [Ell91b]. The method we develop here is essentially
the same as in [Ell91b].
For study of non-parametric regression (Ogden [Ogd97, Section 2.2]), for example, it might
be helpful to consider a more general set up. Let S be an inner product space over R. S might
be infinite dimensional, but does not have to be a Hilbert space. If v, w ∈ S, write the inner
product and norm as v · w and |v| := √v · v, respectively. If v, w ∈ S \ {0}, say that v and w
are equivalent and write v ∼ w if there exists α ∈ R s.t. v = αw. Thus, equivalence classes are
lines in S through the origin. Let the projective space, P (S), be the space S/ ∼ of equivalence
classes. Give P (S) the quotient topology (Munkres [Mun84, p. 112]). In this section we
initially take F := P (S). If ξ ∈ P (S), say that ξ is “oriented” if a choice has been made of a
unit vector o(ξ) ∈ ξ.
Remark 6.6.1. Define a metric on P (S) as follows. Let ξ, ζ ∈ P (S). Then one can orient
ξ, ζ by choosing unit vectors o(ξ) ∈ ξ and o(ζ) ∈ ζ s.t. o(ξ) · o(ζ) ≥ 0. Now define the
distance between ξ, ζ to just be the angle between o(ξ), o(ζ). If S = Rq with the usual inner
product, this turns out to be the geodesic distance between ξ and ζ based on the essentially
unique invariant Riemannian metric on P (S). (See Boothby [Boo75, (2.6) p. 184] and Wong
[Won67].)
But in finite dimensions it is relatively easy to prove from scratch that (ξ, ζ) 7→ ∠(o(ξ), o(ζ))
is a metric on P (S). The only property that needs to be checked is the triangle inequality.
Let S = Rk. So o(ξ), o(ζ) ∈ Sk−1 (the (k− 1)-sphere) and ∠ is the geodesic distance on Sk−1.
(Recall that ∠ is the great circle distance on the sphere, Sk−1.) The triangle inequality is
immediate from Boothby [Boo75, Theorem (3.1), p. 187 and Corollary (7.11), p. 346].
Let V ⊂ P (S) and suppose one can orient all the lines in V in such a way that ξ, ζ ∈ V
implies o(ξ) · o(ζ) > 0. Thus, if ξ, ζ ∈ V then ξ, ζ are “within 90 degrees” of each other.
If this holds say that V is “acute.” Claim: o(ξ) is continuous on V . Suppose not. Then
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there exist ξ, ξ1, ξ2, . . . ∈ V s.t. ξm → ξ, but o(ξm) → −o(ξ). Hence, for m sufficiently large,
o(ξm) · o(ξ) < 0, contradiction. This proves the claim.
If ξ0 ∈ P (S) let v0 ∈ S be a unit vector in ξ0. Let W (ξ0) ⊂ P (S) be the set of all lines,
ξ ∈ P (S) s.t. there exists a unit vector, v ∈ ξ s.t.
(6.6.1) v · v0 >
√
2/2.
(Thus, the angle between v and v0 is strictly less than pi/4 radians.) Trivially, W (ξ0) is
independent of choice of the unit vector v0 ∈ ξ0. If ξ ∈ V , define o(ξ) = v. Claim: W (ξ0) is
acute, i.e., ξ1, ξ2 ∈W (ξ0) implies o(ξ1) · o(ξ2) > 0. Let v1, v2 ∈ S be unit vectors with
(6.6.2) ci := vi · v0 >
√
2/2
(so 0 <
√
2/2 < ci ≤ 1) and let wi = civ0 (so (vi − wi) ⊥ wj) (i, j = 1, 2). Then
2− 2v1 · v2 = |v1 − v2|2
=
∣∣(v1 − w1) + (w1 − w2) + (w2 − v2)∣∣2(6.6.3)
= |w1 − w2|2 + |v1 − w1|2 + |w2 − v2|2 + 2(v1 − w1) · (w2 − v2)
≤ |w1 − w2|2 + |v1 − w1|2 + |w2 − v2|2 + 2|v1 − w1||w2 − v2|.
(6.6.4)
Now
|w1 − w2| = |c1 − c2| and |vi − wi|2 = 1− c2i (i = 1, 2).
Substituting this into (6.6.3) we get, after some simplification,
(6.6.5) v1 · v2 ≥ c1c2 −
√
(1− c21)(1− c22).
Let
f(s, t) = st−
√
(1− s2)(1− t2), (s, t ∈ (0, 1]).
Then it is easy to see that f is strictly increasing in its arguments. Therefore, by (6.6.2) and
(6.6.5)
v1 · v2 >
(√
2
2
)2
−
√√√√√
1−(√2
2
)21−(√2
2
)2 = 0.
This proves the claim that W (ξ0) is acute.
Let ξ1, . . . , ξm ∈ V and λ1, . . . , λm ≥ 0 with λ1 + · · · + λm = 1. First, note that∑m
i=1 λio(ξi) 6= 0:∣∣∣∣∣
m∑
i=1
λio(ξi)
∣∣∣∣∣
2
=
m∑
i=1
λ2i
∣∣o(ξi)∣∣2 +∑
i 6=j
λiλjo(ξi) · o(ξj) ≥
m∑
i=1
λ2i ≥ m−2 > 0,
since at least one λi exceeds 1/m. Therefore,
∑m
i=1 λio(ξi) spans an element of P (S).
As above, o is continuous on W (ξ0). Let W :=
{
W (ξ0) : ξ0 ∈ P (S)
}
. We see that
continuous convex combinations of finitely many lines can be defined on W.
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For m = 1, 2, . . ., V ∈W, ξ1, . . . , ξm ∈ V and λ1, . . . , λm ≥ 0 with λ1 + · · ·+λm = 1 define
(6.6.6) γ
[
(λ1, . . . , λm), (ξ1, . . . , ξm)
]
to be the unique line in P (S) containing λ1o(ξ1) + · · ·+ λmo(ξm).
We show that γ (with range P (S)) is a convex combination function in the sense of definition
5.0.6. Trivially, if ξ1, . . . , ξm ∈ W (ξ0) and λ1, . . . , λm ≥ 0 with λ1 + · · · + λm = 1 then
γ
[
(λ1, . . . , λm), (ξ1, . . . , ξm)
] ∈ W (ξ0) (property 1 of definition 5.0.6). Continuity of o implies
continuity of linear combination (property 3). Properties 2, 4, 5, and (5.0.3) of definition 5.0.6
are obvious.
Let ξ ∈ W (ξ0) and let v, v0 be unit vectors in ξ, ξ0, resp. s.t. v · v0 >
√
2/2. Then
−v+ 2(v · v0)v0 6= 0 and so spans a line in W (ξ0) but v ·
[−v+ 2(v · v0)v0] ↓ 0 as v · v0 ↓ √2/2.
I.e.,
(6.6.7) W (ξ0) contains pairs of lines arbitrarily close to perpendicular.
Now let S := Rq. For ξ0 ∈ P (S), let
(6.6.8) V (ξ0) :=
{
Ξ ∈ G(k, q) : Ξ ⊥ ξ for some ξ ∈W (ξ0)
}
.
Define a covering V90◦ of G(k, q) by V90◦ :=
{
V (ξ0) : ξ0 ∈ P (S)
}
. Then V90◦ can be
interpreted as a covering of G(q − 1, q). If a pair of planes do not lie in any set in V90◦ ,
then they are 90◦ apart in some sense. Since P (S) and G(k, q) are homeomorphic (Milnor
and Stasheff [MS74, Lemma 5.1, p. 57]), γ corresponds to a convex combination function on
G(q − 1, q). Call the data sets in SV90◦ (definition 5.0.5) “90◦ singularities” of Φ. If Φ is a
plane-fitter with k = q−1, then, in accordance with definition 5.0.5, x ∈ D is a 90◦ singularity
of Φ if there does not exist a neighborhood, V of x and V ∈ V90◦ s.t. Φ(V ∩ D′) ⊂ V . The
data sets shown in the “(c)” panels of figure 4 are all 90◦ singularities of the corresponding
line-fitters.
Let θ ∈ (0, pi/4] and, for ξ0 ∈ P (S), define Vθ(ξ0) as in the definition, (6.6.8), of V (ξ0)
but with (6.6.1) replaced by v · v0 > cos θ. Then Vθ(ξ0) ⊂ V (ξ0) and V (ξ0) = Vpi/4(ξ0). The
finer covers Vθ := {Vθ(ξ) ⊂ F : ξ ∈ P (S)} (0 < θ ≤ pi/4) might be useful in applications of
corollaries 5.0.12 and 5.0.13 to linear regression.
6.7. Final remarks
Remark 6.7.1. Rescaling the variables can change the severity of the singularity, but not
the dimension of the singular set. But for practically all 90◦ singularities, the signs of the
coefficients in a fitted linear regression function are unstable. That does not change if there is
rescaling. More fundamentally, regression is not a dimensionless enterprise.
Remark 6.7.2. A weakness in my presentation is that I have not presented real data
sets that are near 90◦ singularities of plane fitting. (The data sets in figure 3 apparently lie
near non 90◦ singularities.) However, to make up for it we may argue as follows. Constraint
(6.0.12) is translation invariant so, clearly, the preceding discussion applies if we replace Dµ by
Dµ + Y˜ , where Y˜ ∈ Y is arbitrary. Suppose the data sets Y are random and their probability
distribution is absolutely continuous with density f . Suppose further that the contours of f
are homeomorphic to spheres and take the set Dµ (subsection 6.1) to be a level set of f . For
example, suppose the data are drawn at random from a multivariate Gaussian distribution
(Johnson and Wichern [JW92, Chapter 4]). Then we can guarantee that there are a lot of
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singularities in highly probable regions of Y. But such “highly probable” severe singularities
may still be very strange. That is an example of the “paradox of randomness” (Raatikainen
[Raa01, p. 993]).
This suggests that singularities are not confined to god forsaken corners of D and highlights
the importance of dimension (subsection 3.2) and measure (chapter 4) of the singular set. In
fact, for a unimodal density like the Gaussian, the “most probable” data set, i.e., the one at
which the density function is highest, consists of observations all equal to the mean. This data
set is a singularity of linear regression.
Remark 6.7.3. One way to “explain” the discrepancy between the sizes of the singular
sets of least squares and LAD (subsection 6.5) is as follows. As we have seen in chapter 5, the
bound (6.1.14), proved in section 6.5 to apply to LAD, also applies also to 90◦ singularities of
LAD. It follows from proposition 6.2.4 that every singularity of LS is a 90◦ singularity. Near a
severe singularity, the discrepancy between the fitted regression plane and the “true” regression
plane can be large. How serious a problem singularity is may depend on one’s “loss function”.
If the loss function, like squared error, heavily penalizes large errors and lightly penalizes small
errors, then it pays to make the singular set small. On the other hand, if the loss function,
like absolute error, penalizes large errors less heavily and penalizes small errors more heavily,
then it might pay to sop up the variability of one’s data map in a large singular set so that
the data map can be less variable elsewhere.
CHAPTER 7
Location Problem for Directional Data
Let q be a positive integer. Let y1, . . . , yn (n > 1) be points on the q-sphere, S
q :=
{
y ∈
Rq+1 : |y| = 1} (| · | = Euclidean norm). In this case we say that the “sample size” is n
and the points y1, . . . , yn are “observations”. Consider the problem of measuring location
of such data clouds on the sphere. (Fisher et al [FLE87] and Watson [Wat82] are general
references. See chapters 8 and 9 below for examples.) I.e., we consider analogues on the sphere
of the sample mean and median on the line. (The general problem of computing a mean on
a Riemannian manifold has been studied. See, e.g., Bhattacharya and Patrangenaru [BP05]
and Pigoli and Piercesare Secchi [PS12]. Another one: Bhattacharya, Rabi N. (1-AZ) (with
Patrangenaru, Victor (1-FLS-S)). Statistics on manifolds and landmarks based image analysis:
a nonparametric theory with applications. (English summary). J. Statist. Plann. Inference
145 (2014), 1–22. MSC: 62G (62H))
The data space is the Cartesian product, D := (Sq)n, so d := dimD = nq, and the feature
space is just the sphere F := Sq. Take the test pattern space, T , to be the “diagonal,”.
(7.0.1) T := {(y1, . . . , yn) ∈ D : y1 = · · · = yn ∈ Sq}.
It is natural to take the space, P, of perfect fits to also be the diagonal. (See chapter 9 for
another choice.) It is also reasonable to suppose that for the location problem, the standard,
Σ, (chapter 2) maps (y, . . . , y) ∈ T to y (y ∈ Sq). So Σ maps T homeomorphically onto F.
Let Φ : D− → F := Sq and consider the condition
(7.0.2) Φ(y, . . . , y) ≡ y (y ∈ Sq).
If Φ satisfies (7.0.2), at least approximately, call Φ a “measure of location” on Sq. (For an
example of what it means for (7.0.2) to hold only approximately see corollary 7.0.7 below.) Let
Φ be such and S be the singular set of Φ. Thus, Φ : D \ S → Sq is continuous. (See (2.0.3).)
Without further assumptions Φ may have no singularities. I.e., S may be empty. (Just
consider the “measure of location”, Φ(y1, . . . , yn) := y1.) However, it is customary to assume
that a measure of location is symmetric in its arguments i.e., that Φ
(
yσ(1), . . . , yσ(n)
)
is constant
in permutations σ of {1, . . . , n}. We will follow that practice. This means in particular that S
is invariant under permutation of the n factors of D. The paper [Ell91b] applies the results
in Eckmann et al [EGH62] to show that any symmetric measure of location on Sq must have
singularities. (The same issue arises, in a different guise is social choice theory. See, e.g.,
Chichilnisky [Chi79].) Here, we apply the results in chapter 3 to compute a lower bound on
the dimension of the singular set.
Theorem 7.0.4. Suppose n > 1 and q > 0 and define D and T as above. Let S ⊂ D be
invariant under permutation of the n factors of D. Let Φ : D \ S → F := Sq be continuous.
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Assume (7.0.2) holds. Assume
(7.0.3) There is a neighborhood of T in which Φ has no singularities.
Assume
(7.0.4) Φ is symmetric in its arguments.
Then
(7.0.5) Hnq−q−1(S) > 0.
In particular,
(7.0.6) codimS ≤ q + 1.
Hypothesis (7.0.3) implies that hypothesis 4 of Theorem 3.1.1 holds.
Remark 7.0.5 (Ordinary median as a measure of location on the circle). Consider the
location problem on the line. Add point at infinity to get a circle. Then a measure of location
on the line becomes one on the circle. This is a highly unnatural and probably not useful
way to think of measures of location on the line, but let use consider it briefly. Consider the
median, m, and for simplicity suppose the number of data values, n, is odd. The median is
continuous for data sets not including ∞. If all the data points are near ∞, then so will be
their median, because n is odd. Hence, the median has no singularities on the diagonal, T .
Considering only severe singularities, the set of which is closed (chapter 5 and below), we see
that the median can be considered to satisfy the hypotheses of theorem 7.0.4. Therefore, the
codimension of its singular set has to be at most 2. In fact, the codimension is at most 1.
Consider a data set x ∈ (S1)n consisting of distinct values and with one data point at ∞. The
collection of all such data sets has codimension 1. Since we are identifying +∞ and −∞, the
median m(x) is not defined. Perturbing the point at ∞ will cause the median to jump. But
this fact has no relevance to actual data analysis. A kind of median designed to be used for
data on a circle is discussed in section 9.2.
Recall that F = Sq. Let y · y′ be the usual “dot” product of y, y′ ∈ Rq+1. If u ∈ F and
θ ∈ (0, pi/2], denote by Vu,θ the spherical cap
(7.0.7) Vu,θ = {v ∈ F : v · u > cos θ}.
Thus, Vu,pi/2 (u ∈ F) is an open hemisphere. Let
(7.0.8) Vθ = {Vu,θ ⊂ F : u ∈ F}.
This cover is similar to the cover Vθ defined in section 6.6 except there F consists of lines.
Here F consists of vectors. Thus a “bad” singularity (one in SVθ) is a data set x ∈ D s.t. no
neighborhood of x (in D′) has an image under Φ whose closure lies in an open spherical cap
(of radius θ).
It is easy to define a linear combination function (definition 5.0.6) on Vθ. Let u ∈ Sq; let
θ ∈ (0, pi/2]; let v0, v1, . . . , vm ∈ Vu,θ; and let λ0, λ1, . . . , λm ≥ 0 with λ0 + λ1 + · · · + λm = 1.
Let w := λ0v0 + · · ·+λmvm. Then u ·w > (λ0 +λ1 + · · ·+λm) cos θ = cos θ ≥ 0. In particular,
w 6= 0. Let V := Vu,θ and define
(7.0.9) γ
[(
V, (λ0, λ1, . . . , λm), (v0, v1, . . . , vm)
)]
= |w|−1w.
7. LOCATION PROBLEM FOR DIRECTIONAL DATA 99
(See [Ell91b] chapter 2.) We also have |w| ≤ λ0|v0|+ · · ·+ λm|vm| = 1. Therefore,
u · γ
[(
V, (λ0, λ1, . . . , λm), (v0, v1, . . . , vm)
)] ≥ u · w > (λ0 + λ1 + · · ·+ λm) cos θ = cos θ.
I.e., γ
[(
V, (λ0, λ1, . . . , λm), (v0, v1, . . . , vm)
)] ∈ V so property 1 of definition 5.0.6 holds for γ.
Trivially, γ satisfies properties 2 through 5 of definition 5.0.6 as well as (5.0.3). We see that γ
is commutative (chapter 5).
Remark 7.0.6. The convex combination function defined in (7.0.9) with λ0 = · · · = λm =
1/(m+ 1) extends to a measure of location on{
(y1, . . . , yn) ∈ D : y1 + · · ·+ yn 6= 0
}
.
This measure of location, the “directional mean”, is examined further in chapter 8.
Actually, hypothesis (7.0.2) can be weakened to
(7.0.10) Φ(y, . . . , y) · y > −1, for every y ∈ Sq.
(See lemma 9.1.3 for a generalization.) Here, “·” indicates the usual inner product on Rq.
(7.0.10) will play an important role in chapter 8. Assumption (7.0.3) can also be weakened.
Corollary 7.0.7. Assume (7.0.10) and (7.0.4) hold. Instead of (7.0.3), assume
(7.0.11) There is a neighborhood of T in which Φ has no Vpi/2-severe singularities.
Then there is a data map µ′ : D− → Sq s.t. (7.0.2), (7.0.3), and (7.0.4) hold with Φ = µ′.
Moreover, all the singularities of µ′ are (Vpi/2-severe) singularities of Φ. (7.0.5) and (7.0.6)
hold for Φ.
Proof of Corollary 7.0.7. If D\S is not dense in D then we are done. Otherwise, by
lemma 9.1.3 with k = 0 there exists a measure of location, µ, satisfying (7.0.2) and (7.0.4) and
continuous on D\S, where S is the singular set of Φ. By lemma 9.1.1 with k = 0 we may apply
theorem 5.0.8 to replace µ with a measure of location µ′, satisfying (7.0.2) and (7.0.4), all of
whose singularities are (Vpi/2-severe) singularities of Φ. In particular, by (7.0.11) µ
′ has no
singularities in a neighborhood of T , so (7.0.3) holds for µ′. Now, (7.0.2), (7.0.3), and (7.0.4)
hold with Φ = µ′. I.e., Theorem 7.0.4 applies to µ′. Hence, (7.0.5) and (7.0.6) also hold for
Φ. 
Note that the existence of the measure of location µ′ does not depend on the truth of
theorem 7.0.4.
Remark 7.0.8 (Property 4.2.1 and location problem on a sphere). Let Φ : D− → F = Sq
satisfy the hypotheses of corollary 7.0.7. Let S be the singular set of Φ and let S ′ := S be the
closure of S. Thus, S ′ is invariant under permutation of factors of D.
Suppose Ψ′′ : D \ S ′′ → F is continuous on D \ S ′′ and is symmetric in its arguments.
Suppose S ′′ ⊂ D is closed and S ′′ is invariant under permutations of the factors of D. Suppose
S ′′ ∩ T = S ′ ∩ T , and the restrictions Ψ′′|T \S′ and Φ|T \S′ are equal. Then, since (7.0.10)
describes the behavior of Φ on T , Ψ′′ satisfies (7.0.10) with Φ = Ψ′′. By (7.0.11) Ψ′′ has no
Vpi/2-severe singularities in T . Therfore, by (5.0.1), we have that Ψ′′ satisfies the hypotheses
of corollary 7.0.7 (with Φ = Ψ′′). Therefore, by the corollary, (7.0.6) holds with Φ = Ψ′′. Thus,
dimS ′′ ≥ nq − q − 1. This proves that Φ has property 4.2.1 with a = nq − q − 1. Therefore,
the machinery of chapter 4 can be applied to Φ.
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Proof of Theorem 7.0.4. By corollary 7.0.7 and (5.0.1), we may assume S is closed.
We prove the following.
(7.0.12) For some k = 0, . . . , q, we have Hˇnq−k−1(S) 6= {0},
where “Hˇ∗” is the Cˇech cohomology functor (Dold [Dol95, Chapter VIII, chapter 6], Munkres
[Mun84, §73]). (We use integer, i.e. Z, coefficients for (co)homology. ) By (2.0.6), assertion
(7.0.12) implies (7.0.5). Recall that T ⊂ D is the diagonal
(7.0.13) T = {(y1, . . . , yn) ∈ D : y1 = · · · = yn ∈ Sq}.
Assume (7.0.2) holds. Thus, Θ := Φ|T : T → Sq is a homeomorphism. Hence, Θ∗ :
Hq(T )→ Hq(Sq) ∼= Z is nontrivial. We may regard Φ as a continuous map from D \ S to Sq.
By hypothesis (7.0.3) we have
(7.0.14) S ∩ T = ∅.
Thus, theorem 3.1.1 applies in this case and (3.1.2) holds with r = q. Therefore, the homo-
morphism Φ∗ : Hq(D \ S) → Hq(Sq) is nontrivial. But by Munkres [Mun84, Example 2, p.
346 and Theorem 53.1, p. 320] and Dold [Dol95, Chapter VIII, Propositions 1.3, p. 248 and
6.12, p. 285], we have Hˇd−r(D) 6= {0}. Therefore, proposition 3.2.1 does not apply so one still
cannot get (7.0.12) without further work.
Suppose (7.0.12) is false. I.e., suppose
(7.0.15) Hˇnq−k−1(S) = 0 ∀ k ≤ q.
Let
i : D → (D,S) and j : D \ S → D be inclusions.
By (7.0.15) (and Dold [Dol95, Proposition 6.10, p. 284]), for ` ≤ q
0 = Hˇnq−`(S)← Hˇnq−`(D) iˇ←− Hˇnq−`(D,S)← Hˇnq−`−1(S) = 0,
where the equalities on the left and right follow from (7.0.15) with k = ` − 1 and k = `,
resp. Thus, iˇ is an isomorphism in dimensions nq − ` for ` ≤ q. Let ` ≤ q again. By
Poincare´-Lefschetz duality (Dold [Dol95, Proposition 7.2, p. 292 and (7.6), p. 293]), there is
a commutative diagram1
(7.0.16)
H`(D \ S) j∗−−−−→ H`(D)
∼=
x x∼=
Hˇnq−`(D,S) −−−−→
iˇ (∼=)
Hˇnq−`(D).
1The commutativity of that square follows from Dold [Dol95, (7.6), p. 293]. Here are the details. Take
M := D, (K˜, L˜) := (D,∅), and (K,L) := (D,S). Dold [Dol95, (7.6), p. 293] is actually a little ambiguous. In
its first appearance in the formula, i′ is the inclusion map (M \ L,M \ K) ↪→ (M \ L˜,M \ K˜). Call this i′L.
Thus, i′L is the inclusion j. The inclusion i in Dold [Dol95, (7.6), p. 293] is just the inclusion i : D → (D,S)
that we defined. In its second appearance, i′ is the inclusion (M,M \ K) ↪→ (M,M \ K˜). Call this i′R.
Thus, i′R : D → D is the identity. ξ is the orientation class, o ∈ Hnq(D) (see proof of theorem 3.1.1) and let
x ∈ Hˇnq−k(K,L) = Hˇnq−k(D,S). Then Dold [Dol95, (7.6), p. 293] becomes
j∗(x ∩ o) = i′L,∗(x ∩ ξ) = iˇ(x) ∩ i′R,∗(ξ) = iˇ(x) ∩ o,
which is exactly the diagram (7.0.16).
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Therefore,
(7.0.17) j∗ is an isomorphism in dimensions q or lower.
By Ku¨nneth (Munkres [Mun84, Theorem 59.3, p. 351]) and Munkres [Mun84, Theorem 50.2,
p. 301],
(7.0.18) Hq−1(D) is trivial, if q > 1, or infinite cyclic if q = 1.
The same thing goes for Sq. By (7.0.17) the same thing goes for Hq−1(D \ S). Therefore, by
Munkres [Mun84, Theorem 52.3(b), p. 318]
(7.0.19) Ext[Hq−1(Sq),Z] = Ext[Hq−1(D),Z] = Ext[Hq−1(D \ S),Z] = 0.
Let “id” generically denote the identity map or homorphism. By Munkres [Mun84, The-
orem 41.1(a), p.247] (7.0.17), implies
(7.0.20) Hom(j∗, id) : Hom[Hq(D),Z]→ Hom[Hq(D \ S),Z] is an isomorphism.
If f : Hq(S
q) → Z is an isomorphism then f ◦ Φ∗ : Hq(D \ S) → Z is nontrivial. Thus,
Hom(Φ∗, id) : Hom[Hq(Sq),Z]→ Hom[Hq(D \ S),Z] is nontrivial.
By Munkres [Mun84, Corollary 53.2 p. 323] and (7.0.19) we have the following homomor-
phism of exact sequences.
0∥∥∥
0 ←−−−− Hom[Hq(Sq),Z]
∼=←−−−− Hq(Sq) ←−−−− Ext[Hq−1(Sq),Z] ←−−−− 0yHom(Φ∗,id) yΦ∗ Ext(Φ∗,id)y
0 ←−−−− Hom[Hq(D \ S),Z]
∼=←−−−− Hq(D \ S) ←−−−− Ext[Hq−1(D \ S),Z] ←−−−− 0∥∥∥
0,
where “H∗” indicates singular cohomology. It follows that
(7.0.21) Φ∗ : Hq(Sq)→ Hq(D \ S) is nontrivial.
Similarly, by (7.0.20), we have,
0∥∥∥
0 ←−−−− Hom[Hq(D),Z]
∼=←−−−− Hq(D) ←−−−− Ext[Hq−1(D),Z] ←−−−− 0yHom(j∗,id) (∼=) yj∗ Ext(j∗,id)y
0 ←−−−− Hom[Hq(D \ S),Z]
∼=←−−−− Hq(D \ S) ←−−−− Ext[Hq−1(D \ S),Z] ←−−−− 0.∥∥∥
0
It follows from (7.0.17) that
(7.0.22) j∗ : Hq(D)→ Hq(D \ S) is an isomorphism.
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Let α ∈ Hq(Sq) be a generator of Hq(Sq). By (7.0.18) and Munkres [Mun84, Theorem
60.5, p. 358; Theorem 54.4(c), p. 329; and Theorem 50.8, p. 305], the following classes consitute
a basis for Hq(D)
kthfactor
↓(7.0.23)
βk := 1× · · · × 1×α× 1× · · · × 1 (k = 1, . . . , n),
where “×” denotes the cohomology cross product and 1 ∈ H0(Sq) is the unit element. It
follows from (7.0.22) that
(7.0.24) j∗(β1), . . . , j∗(βn) form a basis of Hq(D \ S).
Let τ be a permutation of (1, . . . , n). Define τ˜ : D → D to be the map that performs the
corresponding permutation of coordinates on D. I.e., if y1, . . . , yn ∈ Sq then τ˜(y1, . . . , yn) =
(yτ(1), . . . , yτ(n)). Since S is invariant under permutation of coordinates, τ˜ maps D \ S into
itself. Also denote by τ˜ the restriction of τ˜ to D \ S regarded as a map into D \ S. The
operation τ 7→ τ˜ is functorial: τ˜1 ◦ τ2 = τ˜1 ◦ τ˜2. We have
(7.0.25) j ◦ τ˜ = τ˜ ◦ j on D \ S.
Since Φ is symmetric in its arguments ((7.0.4)),
(7.0.26) Φ ◦ τ˜ = Φ on D \ S.
By Munkres[Mun84, Theorem 61.2, p. 361]2,
(7.0.27) τ˜∗(βk) = βτ
−1(k) (k = 1, . . . , n).
Let γ = Φ∗(α) ∈ Hq(D \ S). Then, by (7.0.21), γ 6= 0. By (7.0.24), we may write
Φ∗(α) = γ =
n∑
k=1
mk j
∗(βk),
where m1, . . . ,mn ∈ Z are not all 0. Applying (7.0.26), (7.0.25), and (7.0.27) to this we get,
n∑
k=1
mk j
∗(βk) = γ = τ˜∗ ◦ Φ∗(α) =
n∑
`=1
mτ(`) j
∗(β`) for every permutation τ.
Since j∗(β1), . . . , j∗(βn) are linearly independent, it follows that m1 = · · · = mn = m 6= 0 for
some m ∈ Z. I.e.,
(7.0.28) γ = m
n∑
k=1
j∗(βk).
2 If τ : {1, 2, . . . , n} → {1, 2, . . . , n} is a simple transposition, i.e., permutation that just swaps two adja-
cent numbers, then it is immediate from Munkres [Mun84, Theorem 61.2, p. 361] and the naturality of the
cohomology cross product (Munkres [Mun84, Theorem 60.5, p. 358]) that τ˜∗(βk) = βτ(k) = βτ
−1(k). If τ is
any permutation then it can be written as a product τ = τ1 ◦ · · · ◦ τq of simple transpositions. Thus, since the
cohomology functor is contravariant, τ˜∗(βk) = βτ
−1
q ◦···◦τ−11 (k). But τ−1q ◦ · · · ◦ τ−11 = τ−1.
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Let ∆ be the diagonal map, ∆(y) = (y, . . . , y) ∈ D (y ∈ Sq). In fact, by (7.0.3), ∆(Sq) ⊂
D \ S. Thus, ∆ may be thought of as having target D or D \ S. With this understanding, we
have
(7.0.29) ∆ = j ◦∆.
By (7.0.2),
(7.0.30) Φ ◦∆ = identity on Sq.
Thus, by (7.0.30), (7.0.28), (7.0.29), (7.0.23), Munkres [Mun84, Theorem 61.3, p. 362], and
the fact that n > 1, we have
α = ∆∗ ◦ Φ∗(α) = ∆∗(γ) = m
n∑
k=1
∆∗ ◦ j∗(βk) = m
n∑
k=1
∆∗(βk) = mn α 6= α,
since n > 1 by assumption. This contradiction means (7.0.15) must be false, i.e., (7.0.12)
holds. 
CHAPTER 8
Augmented Directional Mean
In this chapter we investigate a class of measures of location on spheres (in particular on
the circle) called “augmented directional means”. In chapter 9 we apply the results of chapters
4 and 7 to show that “robust” measures of location on the circle have larger singular sets than
do augmented directional means. In this chapter and the next, we prove various properties of
singular sets of some measures of location on spheres.
The “directional or spherical mean” (Fisher et al [FLE87, p. 31], remark 7.0.6 above) is
the measure of location, Φdm, that takes x := (y1, . . . , yn) ∈ D := (Sq)n to x¯/|x¯|, providing
x¯ 6= 0, where x¯ is the sample mean of y1, . . . , yn regarded as vectors in Rq+1. I.e.,
(8.0.31) x¯ = n−1(y1 + · · ·+ yn).
We generalize this somewhat as follows. Let y0 ∈ Sq be arbitrary but fixed, let a ∈ [0, n),
and consider the following measure of location. First, let
(8.0.32) x¯y0,a := x¯a := (a+ n)
−1
(
ay0 +
n∑
i=1
yi
)
.
Then let
(8.0.33) µy0,a,n(x) := µy0,a(x) := µa(x) := |x¯y0,a|−1x¯y0,a ∈ Sq,
whenever x¯y0,a 6= 0. Thus, µa is the directional mean of the data set consisting of x augmented
by “a copies” of y0. (But a does not have to be an integer. In fact, we will focus on the case
n− 1 < a < n.) Say that µy0,a has “augmentation” at y0, the “augmentation point”. (This is
not to be confused with the method of “data augmentation”, Tanner [Tan91].) Observe that
µa is biased toward y0. This makes sense if a priori one believes the “true” location is near y0.
Larger a corresponds to stronger belief. This idea can be formalized: µa is a Bayes estimator
(Gelman et al [GCSR]; Nun˜ez-Antonio and Gutierrz-Pena [NAGP05, section 2.2]). Thus, µ0
is just the usual directional mean. Since for a > 0, the vector x¯y0,a is just x¯ “shrunk” toward
y0, it is tempting to call µy0,a a “directional shrinkage mean” or something similar. Instead,
we call µy0,a an “augmented directional mean”. Denote the singular set of µa by Sy0,a,n, Sy0,a,
or Sa.
Note that if a = n, then, although (−y0, · · · ,−y0) ∈ T (see (7.0.1)), we have that
µy0,n(−y0, · · · ,−y0) is not defined. If a > n, then (7.0.10) with Φ = µy0,a and y = −y0
fails. So we always assume
(8.0.34) 0 ≤ a < n.
Let y ∈ Sq and let x := (y, . . . , y). Note that, since a < n, for all y ∈ Sq we have x¯y0,a 6= 0.
Obviously, (7.0.4) holds for Φ = µa. Claim: (7.0.10) holds for Φ = µa. For suppose not. Then
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there exists y ∈ Sq s.t. µy0,a(y, . . . , y) · y ≤ −1. This cannot happen if a = 0, so a > 0. By the
Schwartz inequality (Stoll and Wong [SW68, Theorem 3.1, p. 79]),
−1 = −∣∣µy0,a(y, . . . , y)∣∣|y| ≤ µy0,a(y, . . . , y) · y ≤ −1.
So µy0,a(y, . . . , y) · y = −1. By Schwartz again we have that µy0,a(y, . . . , y) and y are linearly
dependent. Hence µy0,a(y, . . . , y = −y. Thus, there exist c > 0 s.t. Thus, ay0 + ny = x¯y0,a =
−cy. Therefore, y0 = ±y. If y0 = y then a = −n − c < 0, contradicting (8.0.34). Therefore,
y0 = −y. But this means n > a = n+ c > n, another contradiction. Thus, as claimed, (7.0.10)
holds for Φ = µa.
µa also satisfies (7.0.3). To see this note that if x = (y1, . . . , yn) ∈ D with x¯a 6= 0 then
µa(x) is defined and continuous in a neighborhood of x. In particular, if y ∈ Sq then µa is
defined and continuous in a neighborhood of x := (y, . . . , y) because we have already observed
that x¯y0,a 6= 0..
In summary,
(8.0.35) (7.0.10), (7.0.3), and (7.0.4) all hold for Φ = µa for a ∈ [0, n).
Thus, corollary 7.0.7 applies to µa. Moreover, by remark 7.0.8, µa satisfies property 4.2.1 with
a = nq − q − 1 (not the same a as in (8.0.32)).
8.1. The singularities of µa
Claim:
(8.1.1) Sa is precisely the collection of data sets for which
x¯a = 0 and all these singularities are Vpi/2-severe ((7.0.8)).
Let
D′ := {(y1, . . . , yn) ∈ (Sq)n : ∑
1
yi 6= −ay0
}
.
Clearly, D′ is dense in D and µa is continuous on D′. Thus, we claim that
(8.1.2) Sa = SVpi/2a =
{
(y1, . . . , yn) ∈ (Sq)n :
∑
i
yi = −ay0
}
= D \ D′.
In particular, the singular set, Sa, is compact. Obviously, µa is continuous at any (y1, . . . , yn) ∈
D′. Suppose x = (y1, . . . , yn) ∈ D and (a + n)x¯a = ay0 + y1 + · · · + yn = 0. We show
that x is a Vpi/2-severe singularity of µa w.r.t. D′. Let v ∈ Sq be perpendicular to y1, and
 ∈ (0, 1) be arbitrary. Consider the data set x(, v) := (y′1, . . . , y′n) ∈ D defined by y′1 :=
|y1 + v|−1(y1 + v), y′2 := y2, . . . , y′n := yn. Then, since ay0 +
∑n
i=1 yi = 0,
(8.1.3) ay0 +
n∑
i=1
y′i = |y1 + v|−1(y1 + v) + ay0 +
(
n∑
i=1
yi
)
− y1
=
(
1− |y1 + v|
)|y1 + v|−1(y1 + v) + v.
Let
u := u(, v) := −2
(
1− |y1 + v|
)|y1 + v|−1(y1 + v).
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So, by (8.1.3),
(8.1.4) ay0 +
n∑
i=1
y′i = 
2u+ v.
A routine calculation shows that 0 > −2
(
1 − |y1 + v|
)
> −1/2 for  ∈ (0, 1). Thus,∣∣u(, v)∣∣ ≤ 1/2. This means |ay0 +∑ni=1 y′i| ≥ − 122 > 0 so x(, v) ∈ D′ and u→ 0 as  ↓ 0.
Hence,
µa
(
x(, v)
)
= |2u+ v|−1(2u+ v) = |u+ v|−1(u+ v)→ v
as  ↓ 0. Replacing v by −v, we see that x is Vpi/2-severe. That proves the claim (8.1.2).
8.2. Singular sets for figure 5
Let Sy0,a,n := Sa,n := Sa be the singular set of µy0,a. By theorem 7.0.4, dimSa ≥ nq−q−1.
Computing the (nq−q−1)-dimensional Hausdorff measure of the singular set of an augmented
directional mean amounts to computing a rather unpleasant integral. Here we use Monte Carlo
to estimate the volumes of the singular sets that come up in figure 5 and show that, with high
confidence, the singular set exemplified in figure 5(a) has (nq − q − 1)-dimensional Hausdorff
measure about 54 times that exemplified in figure 5(c).
Let n = 3, 4, . . ., let q = 1, and, temporarily, let Dn be the data space consisting of data sets
of n observations on the unit circle. By (8.1.2), data set x = (y1, . . . , yn) ∈ Dn is a singularity
of µy0,a,n if and only if
y1 + y2 = −
n∑
i=3
yi − ay0.
Let z := y1 + y2 ∈ R2. Then |z| ≤ 2. Conversely, we claim:
(8.2.1) If 0 < |z| < 2 then there exist only two pairs, (y1, y2), (y2, y1),∈ (S1)2
s.t. y1 + y2 = z. Moreover, y1 · z, y2 · z > 0. If |z| = 2 then y1 = y2 = 12z.
Write y1 = (y11, y12), y2 = (y21, y22), and z = (z1, z2). To prove (8.2.1) it suffices to consider
the case z2 = 0. Thus, 0 < |z1| < 2 and y22 = −y12. Since |y1| = 1 = |y2|, we therefore have
y21 = ±y11. Since, |z1| > 0, we have y21 = y11. Therefore, y11 = y21 = z1/2. In particular,
y1 · z, y2 · z > 0. We must also have y12 = ±
√
1− z21/4 (note that z21/4 < 1) and y22 = −y12.
If |z| = 2 then, obviously, y1 = y2 = 12z. This completes the proof of (8.2.1).
Now let n = 17 as in figure 5, suppose 3 < a < 17, and
(8.2.2) a is not an integer.
Let w = (y3, . . . , yn) ∈ Dn−1. Let z := z(w) := z[x] := −
∑n
i=3 yi − ay0. We need to dispose of
the cases
∣∣z(w)∣∣ = 0 or 2. We show that the collection of data sets for which z = 0 or |z| = 2
has Hnq−q−1=15-measure 0. For t ∈ [0, 2], let Sa,t :=
{
x ∈ Sa :
∣∣z[x]∣∣ = t}. First, we show that
(8.2.3) H15(Sa,2) = 0.
For w ∈ D15 let F (w) =
∣∣z(w)∣∣2. We show that ∇F does not vanish on F−1(4). Write
w = (y3, . . . , y17) ∈ D15. We may parametrize yi by (cos θi, sin θi), (θi ∈ R, i = 3, . . . , 17).
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Write y0 = (cos θ0, sin θ0), where y0 is the augmentation point. We have
∂
∂θj
F (w) = −2
(
17∑
i=3
cos θi + a cos θ0
)
sin θj + 2
(
17∑
i=3
sin θi + a cos θ0
)
cos θj
= 2z(w) · (sin θj ,− cos θj) (j = 3, . . . , 17),
where as usual “·” denotes the usual inner product on, in this case, R2. But (sin θj ,− cos θj)
spans the subspace of R2 that is orthogonal to yj . Hence, since |z(w)| = 2 by assumption, we
have ∂∂θjF (w) = 0 if and only if yj is proportional to z(w). Hence, ∇F (w) vanishes if and only
if y3, . . . , y17 are all proportional to z(w).
Now, z(w) 6= 0 by assumption. Then F (w) = 0 if and only if
yj = ±|z(w)|−1z(w) (j = 3, . . . , 17).
Let k = 0, 1, . . . , or 7 be the number of plus signs or minus signs in the preceding, which ever
is smaller. Hence,
(8.2.4) z(w) = −
17∑
i=3
yi − ay0 = ±(15− 2k)|z(w)|−1z(w)− ay0.
We claim that if
∣∣z(w)∣∣ is a positive integer then ∇F (w) 6= 0. Let
(8.2.5) m := ±(15− 2k)
as in (8.2.4). Then, from (8.2.4),
|z(w)|−1
(
|z(w)| −m
)
z(w) = −ay0.
Therefore, (
|z(w)| −m
)2
= a2.
I.e., |z(w)| −m = ±a. Hence, by (8.2.2), |z(w)| cannot be an integer. In particular, if ∇F = 0
then |z(w)| 6= 2. Therefore, ∇F does not vanish on F−1(4). By Boothby [Boo75, Theorem
(5.8), p. 79], we have that
Z2 :=
{
w ∈ D15 :
∣∣z(w)∣∣ = 2} = F−1(4)
is a 14-dimensional submanifold of D15 and, hence, by corollary B.22, has H15 measure 0.
But
Sa,2 =
{
(12z(w),
1
2z(w), w) ∈ D17 : w ∈ Z2
}
.
Therefore, by (B.11), (8.2.3) holds, as desired.
Next, we show that dimSa,0 < nq − q − 1 = 15. Note that, since a is not an integer and∑17
i=3 yi + ay0 = 0
(8.2.6) It is not the case that yj = ±y3, j = 4, . . . , 17.
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Write yi = (yi1, yi2) (i = 0, . . . , 17). Let N
′ ⊂ R2×15 consist of all 15-tuples y3, . . . , y17 s.t.
(8.2.6) holds. Then N ′ is open. Consider the map H : N ′ → R17 given by
H(y3, . . . , y17) = H(w)(8.2.7)
: =
(
z(w), |y3|2, . . . , |y17|2
)
=
(
−ay01 −
17∑
i=3
yi1,−ay02 −
17∑
i=3
yi2, |y3|2, . . . , |y17|2
)
(8.2.8)
(y3, . . . , yn) ∈ N ′.
H is smooth on N ′. Let N := H−1(0, 0, 1, . . . , 1) ⊂ N ′. The map (y1, w) 7→ (y1,−y1, w)
(y1 ∈ S1, w ∈ N) is a Lipschitz homeomorphism of S1 ×N onto Sa,0. Thus, by (B.11) again,
it suffices to show that H15(S1 ×N) = 0. We show that H has full rank 17 on N ′. Therefore,
by Boothby [Boo75, Theorem (5.8), p. 79] N is a smooth manifold of dimension 30 - 17 =
13. Hence, by Boothby [Boo75, Theorem (1.7), p. 57], S1 × N is a (1 + 13)-dimensional
differentiable manifold. It follows that dimSa,0 < 15 as desired.
Regarding each yi as a 1× 2 row matrix, the Jacobian matrix of H is given by
DH(y1, . . . , yn)
17×30 =

−I2 −I2 · · · −I2
2y3 0
1×(2) · · · 01×(2)
01×(2) 2y4 · · · 01×(2)
...
...
. . .
...
01×(2) 01×(2) · · · 2y17
 , (y3, . . . , yn) ∈ N ′,
where I2 is the 2× 2 identity matrix. Let v1×17 = (v1, . . . , v17) ∈ R17. Then
vDH(y1, . . . , yn) = (−v1,−v2,−v1,−v2, . . . ,−v1,−v2)1×30 + 2(v3y3, v4y4, . . . , v17y17)1×30.
If v 6= 0, then the only way this can be 0 is if for some j = 3, . . . , 17 we have yi and yj are
linearly dependent (i = 3, . . . , 17). Since |yi| = 1 this means yi = ±yj (i = 3, . . . , 17). But
(y3, . . . , y17) ∈ N ′ so this cannot happen. Thus, DH has constant rank 17 on N ′, as desired.
In summary, we can ignore w ∈ D15 s.t.
∣∣z(w)∣∣ = 0 or 2.
Hence, by (8.2.1) except for a set of H17−2-measure 0, there is a two-to-one correspondence
between the data sets in Sa and data sets w = (y3, y4, . . . , y17) ∈ Dn−2 s.t. |
∑n
i=3 yi + ay0| ≤ 2.
This observation offers a way to estimate H15(Sa), up to a constant of proportionality
(viz., 2× (4pi)15), by Monte Carlo. Suppose yi (i = 3, . . . , 17) are independent and uniformly
distributed random vectors on the unit circle. Then the volume we are interested in is propor-
tional to the probability that the sum y3 + · · ·+yn lies in the punctured disk B2(−ay0)\{−ay0}
(see (2.2.5)).
In figure 5, n = 17, q = 1, and y0 = (0,−1). The data set shown in panel (a) lies in Sa
with a = a1 := 4.738 while the data set shown in panel (c) lies in Sa with a = a2 := 16.149.
(Therefore, from proposition 8.3.1, we see that for the measure of location, Φ1, corresponding
to panel (a) the distance from any point in Sa to T is
√
2(17− 4.738) = 4.952. For Φ2 (panel
(c)), the corresponding number is 1.305.) From a simulation of the scenario described in the
last paragraph we find that, with confidence 99.9%, for a = a1 the probability of interest lies
between 0.0589 and 0.075. (Confidence interval computed using Brown et al [BCD01, p.
107].) For a = a2 the probability of interest lies between 0 and 0.0011. The ratio of the larger
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of the latter to the smaller of the former is 0.0589/0.0011, which is approximately 54. So,
although we cannot be certain, we can be quite confident that the 15-dimensional Hausdorff
measure of the singular set in panel (a) is at least 54 times that for panel (c).
This idea might lead to alternative methods for doing the work of subsection 8.3 because
it suggests a different way of parametrizing Sa.
8.3. Size of singular set of augmented directional mean
(For analysis of the singular set of the augmented directional mean in a specific case, see
section 8.2.) Here, we prove the Claim: If
(8.3.1) n > 2
the augmented directional mean achieves the bound (7.0.6). (That the singular set of the
directional mean achieves the bound is essentially a conjecture by D. Ravenel [personal com-
munication].)
Let Sy0,a,n := Sa,n := Sa be the singular set of µy0,a and let
(8.3.2) U =
{
(y1, . . . , yn) ∈ (Rq+1)n : No yi = 0 (i = 1, . . . , n)
and y1, . . . , yn do not all lie on a single line through the origin in Rq+1
}
.
Thus, U is an open subset of (Rq+1)n. Let
S˜a := S˜a,n := Sa ∩ U.
The singularities of µa not in U are at data sets (y1, . . . , yn) s.t. y1, . . . , yn ∈ D all lie on
a single line through the origin in Rq+1. On a given line through the origin there are 2n data
sets lying on that line, because there are two unit vectors (they are antipodal) that each span
the line. Thus, the collection of all such singular data sets has the dimension of q-dimensional
projective space, i.e., q.
Since n > 2 by assumption, q ≤ nq − q − 1 with equality holding only if n = 3 and q = 1.
But if n is odd, in particular if n = 3, µa has, up to permutation, at most one singularity
(y1, . . . , yn) with y1, . . . , yn all lying on a single line. The singularities are the data sets with
yj = ±y0 (j = 1, . . . , n) and
∑n
1 yj = −ay0. Thus, Hnq−q−1(Sa \ U) = 0. In summary,
Hnq−q−1(S˜a) = Hnq−q−1(Sa). Thus, it sufffices to show codim S˜a = q + 1.
We use an approach similar to that taken in section 8.2. Consider the map H : U → Rn+q+1
given by
H(y1, . . . , yn) :=
(
ay0 +
n∑
i=1
yi, |y1|2, . . . , |yn|2
)
, (y1, . . . , yn) ∈ U.
Thus, S˜a is just the inverse image of (01×(q+1), 1, . . . , 1) under H. By (8.0.35) and corollary
7.0.7, dim S˜a,n ≥ nq− q− 1. In particular, S˜a,n 6= ∅ so (01×(q+1), 1, . . . , 1) ∈ H(U). Regarding
each yi as a 1× (q + 1) row matrix, the Jacobian matrix of H is given by
DH(y1, . . . , yn)
(n+q+1)×n(q+1) =

Iq+1 Iq+1 · · · Iq+1
2y1 0
1×(q+1) · · · 01×(q+1)
01×(q+1) 2y2 · · · 01×(q+1)
...
...
. . .
...
01×(q+1) 01×(q+1) · · · 2yn
 .
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Subtracting the first q + 1 columns of this matrix as a block from the remaining columns we
see that DH has the same rank as
(8.3.3)

Iq+1 0
(q+1)×(q+1) · · · 0(q+1)×(q+1)
2y1 −2y1 · · · −2y1
01×(q+1) 2y2 · · · 01×(q+1)
...
...
. . .
...
01×(q+1) 01×(q+1) · · · 2yn
 .
Subtracting the appropriate linear combination of the first q + 1 rows from the (q + 2)nd
row of (8.3.3) we see that DH has the same rank as
Iq+1 0
(q+1)×(q+1) · · · 0(q+1)×(q+1)
01×(q+1) −2y1 · · · −2y1
01×(q+1) 2y2 · · · 01×(q+1)
...
...
. . .
...
01×(q+1) 01×(q+1) · · · 2yn
 .
But (y1, . . . , yn) ∈ U and by definition of U this last matrix has rank n+ q + 1. Therefore, by
Boothby [Boo75, Theorem (5.8), p. 79], S˜a is a closed, regular submanifold of U and
(8.3.4) S˜a is a closed, regular submanifold of U and
dim(S˜a) = dimU − (n+ q + 1) = n(q + 1)− n− q − 1
= nq − q − 1 = dimD − (q + 1).
This proves the claim that the augmented mean achieves bound (7.0.6).
Next, we examine what happens to Hnq−q−1(Sµy0,a,n) as a ↑ n. Continue to assume (8.3.1).
Let
(8.3.5) a ∈ (n− 1, n)
and WLOG let
(8.3.6) y0 := (0, . . . , 0, 1) ∈ Sq ⊂ Rq+1.
Let x˜ = (y˜1, . . . y˜n) ∈ D. For yi ∈ Rq+1, let the jth coordinate of yi be denoted by yi,j or yij
(j = 1, . . . , q + 1). Then, by (8.1.1),
(8.3.7) x˜ ∈ Sa if and only if
n∑
i=1
y˜i = −ay0 = (0, . . . , 0,−a).
Let i = 1, . . . , n. Now, for every j we have y˜j,q+1 ≥ −1. Thus, replacing y˜j,q+1 (j 6= i) by −1
we get, by (8.3.7),
(8.3.8) − a ≥ y˜i,q+1 − (n− 1).
Therefore, since a ∈ (n− 1, n), if we let
(8.3.9) δ := δa := a− (n− 1),
then, by (8.3.5) and (8.3.8), we have,
(8.3.10) δ ∈ (0, 1) and y˜i,q+1 ≤ −δ < 0, i = 1, . . . , n.
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Thus, we may write
(8.3.11) y˜i = (w˜i,−
√
1− |w˜i|2), i = 1, . . . , n,
where w˜i ∈ Bq1(0) := {w ∈ Rq : |w| < 1} (see (2.2.6)) and write w˜ = (w˜1, . . . , w˜n) ∈
(
Bq1(0)
)n ⊂
Rnq. Then by (8.3.10)
(8.3.12)
√
1− |w˜i|2 ≥ δa > 0, i = 1, . . . , n.
Conversely, since a < n, not all y˜i’s equal −y0. In fact, by (8.3.7)
(8.3.13) for some i = 1, . . . , n, we have
√
1− |w˜i|2 ≤ a/n, so |w˜i| ≥
√
1− a2/n2.
We are interested in the singular set St of µt as t ↑ n. Now, by (8.3.9), as a ↑ n, we
have δa ↑ 1. But, by (8.3.12), we have |w˜i| ≤
√
1− δa. Therefore, as a ↑ n, we have w˜i → 0
(i = 1, . . . , n). Thus, by (8.3.6), as a ↑ n the maximum Euclidean distance in Rn(q+1) from Sa
to the point x0 := (−y0, . . . ,−y0) ∈ T , and hence, the maximum distance to T , goes to 0.
On the other hand, for a < n we know from (8.3.13) that the minimum distance is strictly
positive for a ∈ (n−1, n). Let Ra > 0 denote theHnq−q−1-essential distance, distnq−q−1(Sa, T ),
from Sa to T . Just before section 8.1 we observed that µa has property 4.2.1. Therefore, by
theorem 4.2.4,
(8.3.14) R−(nq−q−1)a Hnq−q−1(Sa) is bounded away from 0 as a ↑ n. (Providing n > 2.)
Next, we prove the opposite inequality. Here we hold a ∈ (n− 1, n) fixed and use µa as a
kind of template while we consider alternative values of a, which we denote by t.
Proposition 8.3.1. Assume n > 2. If x ∈ St then the Euclidean distance from x to
T , i.e. the distance in Rn(q+1), is √2(n− t). Let Rt := distnq−q−1(St, T ) be the essential
Hnq−q−1-distance from St to T in the manifold D. Then
(8.3.15) Rt := distnq−q−1(St, T ) = 2 arcsin
√
2(n− t)
2
=
√
2(n− t) +O[(n− t)3/2].
I.e., Rt/
√
2(n− t)→ 1 as t ↑ n. So Rt → 0 as t ↑ n. Moreover,
(8.3.16) R
−(nq−q−1)
t Hnq−q−1(St) is bounded above as t ↑ n.
(Hnq−q−1 is calculated w.r.t. geodesic metric on D.)
Proof. First, we show that
(8.3.17) Let x ∈ St. Then the closest point of T to x is x0 := (−y0, . . . ,−y0)
and the Euclidean distance from x to T is
√
2(n− t).
Recall that any point z ∈ T is of the form (w, . . . , w), for some w ∈ Sq. Recall also that, by
(8.1.2),
∑n
i=1 yi = −ty0. Let x ∈ St and write x = (y1, . . . , yn). Thus,
|x− z|2 = 2n− 2
n∑
i=1
yi · w = 2n− 2w ·
n∑
i=1
yi = 2n+ 2t w · y0.
This is minimized, in w ∈ Sq, by w = −y0, i.e., z = x0 and (8.3.17) is proved. This proves the
first statement in proposition 8.3.1. But as t ↑ n, Euclidean distance and geodesic distance on
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D are asymptotically the same. By trigonometry, Rt = 2 arcsin
√
2(n−t)
2 . (8.3.15) now follows
from a Taylor expansion.
Let a ∈ (n − 1, n) be arbitrary but fixed. First, we prove the claim: Hnq−q−1(Sa) < ∞.
Let V := D \ U , where U is defined in (8.3.2). Let x := (y1, . . . , yn) ∈ V . Then |y1 + · · ·+ yn|
is an integer. Pick  ∈ (0,min{n − a, a − n + 1}). Let S = ⋃∞k=0(k − , k + ). Then the set
W :=
{
(y1, . . . , yn) ∈ D : |y1 + · · ·+ yn| ∈ S
}
is a neighborhood of V . But Sa ∩W = ∅. Since
Sa is closed we have that Sa is a closed subset of a compact subset of U . Therefore, by (8.3.4)
and Boothby [Boo75, Definitions (5.3) and (5.1), pp. 77, 75], Sa is a finite union of smooth
images of closed (nq − q − 1)-dimensional cubes. Therefore, by corollary B.21 and (B.11), we
have
(8.3.18) Hnq−q−1(Sa) <∞.
Next, we define a Lipschitz flow on a neighborhood of −y0 in D which carries Sa to St for
any t ∈ [a, n) and we identify a Lipschitz constant for the flow. For θ ∈ R and s ∈ Sq−1 write
sin θ s := (sin θ)×s. Then for x ∈ D, there exist unique s1, . . . , sn ∈ Sq−1 and θ1, . . . , θn ∈ [0, pi]
s.t.
(8.3.19) x =
(
. . . , (sin θi si,− cos θi), . . .
)1×n(q+1)
.
Conversely, for any s1, . . . , sn ∈ Sq−1 and θ1, . . . , θn ∈ [0, pi] the point x defined by (8.3.19) is
in D.
Now suppose x ∈ D and write x as in (8.3.19). Let t ∈ (n−1, n). Then, by (8.3.7), (8.3.11),
and (8.3.12),
(8.3.20) x ∈ St if and only if
n∑
i=1
sin θi si = 0 ∈ Rq;
θ1, . . . , θn ∈ [0, pi/2); and
n∑
i=1
cos θi = t ∈ (n− 1, n).
(Recall (8.3.6). Note the θ1, . . . , θn ∈ [0, pi/2) part.) For γ ∈ [0, 1) and
x =
(
. . . , (sin θi si,− cos θi), . . .
)1×n(q+1) ∈ D (θ1, . . . , θn ∈ [0, pi]), let T := (θ1, . . . , θn) and
define
ξ(x, γ) :=
(
. . . ,
(
(1− γ) sin θi si,−
√
1− (1− γ)2 sin2 θi
)
, . . .
)
.
So ξ(x, γ) ∈ D, ξ(x, 0) = x, and ξ(x, 1) = −y0. By (8.3.20), if x ∈ Sa and γ ∈ [0, 1) we have
ξ(x, γ) ∈ St(x,γ,T ), where
t(x, γ, T ) :=
n∑
i=1
√
1− (1− γ)2 sin2 θi ∈ [a, n).
Let t ∈ [a, n). Since t(x, 0, T ) = a, t(x, 1, T ) = n, and t(x, γ, T ) is strictly increasing in
γ ∈ [0, 1), we have that there exists a unique γ(t, T ) s.t. t(x, γ(t, T ), T ) = t. The flow we are
interested in is (T, u) 7→ ξ[x(T ), γ(u+ a, T )] ∈ D (u ∈ [0, n− a)).
By (8.3.9), (8.3.12), and (8.3.13), there exists i = 1, . . . , n s.t.
δ2t ≤ 1−
[
1− γ(t, T )]2 sin2 θi ≤ 1− [1− γ(t, T )]2(1− a2/n2).
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Thus, since n− 1 < a ≤ t < n, for this particular i we have,[
1− γ(t, T )]2(1− a2/n2) ≤ 1− δ2t
= 1− (t− n+ 1)2
= −(n− t)2 + 2(n− t)
= (n− t)[2− (n− t)] < 2(n− t).
Thus,
(8.3.21) 1− γ(t, T ) ≤ (1− a2/n2)−1/2
√
2(n− t).
Conversely, let t ∈ [a, n) and let x′ ∈ St. Claim: There exists x ∈ Sa and γ ∈ [0, 1) s.t.
ξ(x, γ) = x′. Write x′ =
(
. . . , (sinφi si,− cosφi), . . .
)1×n(q+1)
(φ1, . . . , φn ∈ [0, pi/2)). Since
t < n, by (8.3.20), with φ’s instead of θ’s, we must have φi > 0 for at least one i. It suffices to
show that there exists γ ∈ [0, 1−maxi=1,n sinφi) and θ1, . . . , θn ∈ [0, pi/2) s.t.
(8.3.22) (1− γ) sin θi = sinφi (i = 1, . . . , n) and
n∑
i=1
√
1− sin2 θi = a.
Let γt := 1−maxi=1,n sinφi ∈ [0, 1]. Thus, γt < 1 and 1− γt ≥ sinφi for all i = 1, . . . , n. Let
f(γ) :=
∑n
i=1
√
1− (1− γ)−2 sin2 φi (γ ∈ [0, γt]). Thus, f(0) = t ≥ a. Note that f(γt) is the
sum of n−1 numbers all between 0 and 1. Thus, f(γt) ≤ n−1 < a. But f ′(γ) < 0 for γ ∈ [0, γt].
It follows that there is a unique γ(x′) ∈ [0, γt] s.t. f(γ(x)′) = a. Let θi := arcsin sinφi1−γ(x′) . Then
x(x′) :=
(
. . . , (sin θi si,− cos θi), . . .
)
is in Sa and (x, γ) =
(
x(x′), γ(x′)
)
is the unique solution
to ξ(x, γ) = x′ (x ∈ Sa and γ ∈ [0, 1)). This completes the proof that there exists x ∈ Sa and
γ ∈ [0, 1) s.t. ξ(x, γ) = x′.
Let x =
(
. . . , (sin θi si,− cos θi), . . .
) ∈ Sa. Let γ ∈ [0, 1). Here we prove
(8.3.23)
∣∣∣ξ(x, γ(t, T ))− x∣∣∣ ≤ n
a− n+ 1(1− γ).
Since x ∈ Sa we have
∑n
i=1 sin θi = 0 so
(8.3.24)
∣∣∣ξ(x, γ(t, T ))− x∣∣∣
≤
n∑
i=1
∣∣∣∣((1− γ) sin θi si,−√1− (1− γ)2 sin2 θi)− (sin θi si,−√1− sin2 θi)∣∣∣∣
≤ γ
n∑
i=1
sin θi +
n∑
i=1
∣∣∣∣√1− (1− γ)2 sin2 θi −√1− sin2 θi∣∣∣∣
≤
n∑
i=1
∣∣∣∣√1− (1− γ)2 sin2 θi −√1− sin2 θi∣∣∣∣ .
Let i = 1, . . . , n be arbitrary. Define f(γ) :=
√
1− (1− γ)2 sin2 θi. Then
(8.3.25) f ′(γ) =
(1− γ) sin2 θi√
1− (1− γ)2 sin2 θi
.
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Now,
(8.3.26) 1− (1− γ)2 sin2 θi ≥ 1− sin2 θi.
Now, by (8.3.11) with y˜i = yi, we have sin
2 θi = |w˜i|2. Therefore, by (8.3.12) and (8.3.9), we
have 1 − sin2 θi ≥ (a − n + 1)2 > 0. Substituting this into (8.3.26) and then into (8.3.25), we
have that
0 ≤ f ′(γ) ≤ 1− γ
a− n+ 1 .
Combining this with (8.3.24) yields (8.3.23).
Let T := (θ1, . . . , θn) and x := x(T ) :=
(
. . . , (sin θi si,− cos θi), . . .
) ∈ D. Suppose, in fact,
x ∈ Sa (so θ1, . . . , θn ∈ [0, pi/2) by (8.3.20)). Then, by (8.3.23) and (8.3.21),∣∣∣ξ(x(T ), γ(t, T ))− x∣∣∣ ≤ n
a− n+ 1
(
1− γ(t, T )) ≤ n
(a− n+ 1)√1− a2/n2√2(n− t)
So there exists Ka < ∞ s.t. Ka
√
n− t is a Lipschitz constant for ξ(·, γ) w.r.t. Euclidean
distance. Hence, by corollary B.21 and compactness of D, with perhaps a different finite Ka
we have that Ka
√
2(n− t) is a Lipschitz constant for ξ(·, γ) w.r.t. geodesic distance on D.
Therefore, by (B.11) and (8.3.18), we have
Hnq−q−1(St) ≤
[
2(n− t)](nq−q−1)/2Knq−q−1a Hnq−q−1(Sa) <∞.
By (8.3.15) (already proved), (8.3.16) now follows. 
CHAPTER 9
Robust measures of location on the circle
9.1. Exactness of fit
The “exact fit property” seems to be ordinarily defined in the context of regression (Rousseeuw
and Leroy [RL03, p. 60]) (viz. n > 2). Continue to assume (8.3.1). Let x = (y1, . . . , yn) ∈
D := (Sq)n, with yi ∈ Sq for i = 1, . . . , n. Recall that each yi is called an “observation”. Let k
be an integer in [0, n/2). Say that a measure of location, Φ, on a sphere has “exactness of fit
of order k (with sample size n)” if the following holds.
(9.1.1) Let x = (y1, . . . , yn) ∈ D := (Sq)n and suppose that
n− k observations have a common value y ∈ Sq then Φ(x) = y,
no matter what the values of the remaining k observations are.
The idea is that a measure of location with order of exact fit k is little affected if as many as k
observations are wrong or otherwise unindicative of the “central tendency” of the population.
Note that the augmented mean has order of exact fit 0. If a measure of location has order of
exactness of fit of 0 or higher then it automatically satisfies (7.0.2). Moreover, if Φ : D− → Sq
has order of exactness of fit k then it automatically has order of exactness of fit ` for ` = 1, . . . , k.
Let Pk ⊂ (Sq)n be the perfect fit space appropriate for measures of location having exactness
of fit of order k. Specifically, Pk consists of points (y1, . . . , yn) ∈ (Sq)n s.t. at least n− k of the
observations yi ∈ Sq are equal. Thus, Pk is compact and P0 = T defined in (7.0.1).
The exactness of fit property is certainly not interesting for measures of location having
Vpi/2-severe singularities in any neighborhood of Pk. (See (7.0.8).) Therefore, we include in
the definition of order of exactness of fit that
(9.1.2) Φ have no Vpi/2-severe singularities in a neighborhood of Pk.
The following lemma satisfies a requirement of theorem 5.0.8 part 2 with Pk in place of T .
This is used in the proof of corollary 7.0.7. Let Sn be the permutation group of permutations
of {1, . . . , n}. If x = (y1, . . . , yn) ∈ D write σ(x) := (yσ(1), . . . , yσ(n)) (σ ∈ Sn). See appendix
A for the proof.
Lemma 9.1.1. For k ∈ [0, n/2), there is a neighborhood U ⊂ D of Pk in D and a retraction
ρ : U → Pk onto Pk s.t. σ(U) = U and ρ ◦ σ = σ ◦ ρ on U for every σ ∈ Sn.
See appendix A for the proof of the following.
Corollary 9.1.2. Let k ∈ [0, n/2) and let U be as in the lemma. Then there exists a
continuous measure of location, νρ : U → Sq, satisfying (7.0.4), with order of exactness of fit
k.
Here we generalize (7.0.7). (See appendix A for the proof.)
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Lemma 9.1.3. Suppose Φ : D− → Sq is symmetric in its arguments ( (7.0.4)). Let S be
the singular set of Φ. Let k ∈ [0, n/2). Suppose further that for every y, yn−k+1, . . . , yn ∈ Sq
we have
(9.1.3) Φ(y, . . . , y, yn−k+1, . . . , yn) · y > −1.
Here “y, . . . , y” represents n − k copies of y. Then there exists a measure of location on Sq,
symmetric in its arguments, having order of exactness of fit k, and continuous on D \ S.
As mentioned above, the augmented directional mean, µa (a ∈ [0, n)) has order of exactness
of fit 0. Next, we consider whether the singular set of µa might also be that of a measure of
location with positive order of exactness of fit.
Proposition 9.1.4. Let k ∈ [0, n/2). If a ∈ [0, n − 2k) then there exists a measure of
location on Sq with order of exactness of fit k whose singular set is the same as that of the
augmented directional mean, µa. But if a ∈ [n− 2k, n), then µa has Vpi/2-severe singularities
in Pk and so its singular set does not resemble that of a measure of location with order of
exactness of fit k.
By (8.1.2), SVpi/2a is the set of all singularities of µa. Note that T = P0.
Proof. Let k ∈ [0, n/2) and a ∈ [0, n − 2k). Since µa has order of exactness of fit 0, the
case k = 0 is obvious. So assume k ∈ (0, n/2). Let y0 ∈ Sq be the point at which µa has its
augmentation. Let yn−k+1, . . . , yn ∈ Sq be arbitrary but fixed. Let w := ay0 + yn−k+1 + · · ·+
yn ∈ Rq+1. Then
(9.1.4) |w| ≤ a+ k < n− k.
Thus, for any y ∈ Sq, we have∣∣ay0 + (n− k)y + yn−k+1 + · · ·+ yn ∈ Rq+1∣∣ = ∣∣(n− k)y + w∣∣ > 0
so, by (8.1.1), µa has no singularities in Pk. We will show that (9.1.3) holds for every y ∈ Sq.
Since yn−k+1, . . . , yn are arbitrary it will follow from lemma 9.1.3 that there exists a measure
of location on Sq with order of exactness of fit k whose singular set is the same as that of µa.
Let y ∈ Sq. We can write y = αw + z, where α ∈ R ands z ∈ Rq+1 with z ⊥ w. (So if
w = 0, z = y.) Let A = |w|2 ≥ 0 and B = n− k. Thus, α2A+ |z|2 = 1 and
(9.1.5) 1 = |y| = |αw + z| ≥ |α|
√
A
and
µa(y, . . . , y, yn−k+1, . . . , yn) · y = |w +By|−1(w +By) · y = αA+B√
A+ 2αAB +B2
.
Thus, we need to show
(9.1.6)
αA+B√
A+ 2αAB +B2
> −1.
A sufficient condition for (9.1.6) to hold is if the absolute value of the LHS (call it f(α)) is
< 1. Now,
f(α) =
αA+B√
(αA+B)2 + (A− α2A2) .
Thus, (9.1.6) holds if αA+B ≥ 0 or A− α2A2 > 0.
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By (9.1.5),
A− α2A2 = A− (α2A)×A ≥ A− 1×A = 0.
Assume A − α2A2 = 0. If A = 0, then f(α) = B/
√
B2 = 1 > −1. So assume A > 0, but
A − α2A2 = 0. Then 1 − α2A = 0 (so z = 0). Hence, αA = ±
√
α2A
√
A = ±√A. Thus, by
(9.1.4), αA+B ≥ B−√A = (n−k)−|w| > 0. So again, f(α) > 0 > −1 and (9.1.6) is proved.
This concludes the proof of (9.1.3) when a ∈ [0, n− 2k).
Next, suppose a ∈ [n − 2k, n). Then k > 0. First, suppose k is even. Notice that
a ∈ [n−2k, n) implies that ∣∣a−(n−k)∣∣ ≤ k. So 1−[a−(n−k)k ]2 ≥ 0. Let v ∈ Sq be perpendicular
to y0. Let w :=
√
1−
[
a−(n−k)
k
]2
v. Set half of yn−k+1, . . . , yn equal to −
[
a−(n−k)
k
]
y0 +w and
half equal to −
[
a−(n−k)
k
]
y0 − w. Set y = −y0. Then
(9.1.7) (y, . . . , y, yn−k+1, . . . , yn) ∈ Pk and ay0 + (n− k)y +
n∑
i=n−k+1
yi = 0.
So µa has a singularity in Pk.
Let k > 1 be odd. Then k ≥ 3. First, suppose that a ∈ [n− 2k + 2, n). Claim:
(9.1.8)
∣∣a− (n− k + 1)∣∣ ≤ k − 1,
so 1 −
[
a−(n−k+1)
k−1
]2 ≥ 0. If a − (n − k + 1) ≥ 0, then a < n implies a − (n − k + 1) < k − 1.
Suppose a− (n− k + 1) < 0. Then (n− k + 1)− a ≤ (n− k + 1)− (n− 2k + 2) = k − 1. So
(9.1.8) holds.
We now proceed in a fashion similar to that we used for the k even case. Let w :=√
1−
[
a−(n−k+1)
k−1
]2
v. (Recall v ∈ Sq, v ⊥ y0.) Set half of yn−k+1, . . . , yn−1 equal to−a−(n−k+1)k−1 y0+
w and half equal to −a−(n−k+1)k−1 y0 − w. Thus, yn−k+1, . . . , yn−1 ∈ Sq. Set yn := y := −y0.
Once again (9.1.7) holds.
Now suppose a ∈ [n− 2k, n− 2k + 2). First, we prove∣∣a− (n− k − 1)∣∣ ≤ k − 1,
so 1−
[
a−(n−k−1)
k−1
]2 ≥ 0. Since k ≥ 3, we have a− (n− k − 1) < (n− 2k + 2)− (n− k − 1) =
−k + 3 ≤ k − 1. Similarly, (n− k − 1)− a < k − 1.
Now proceed in the usual way. Let w :=
√
1−
[
a−(n−k−1)
k−1
]2
v. Set half of yn−k−1, . . . , yn−1
equal to −a−(n−k−1)k−1 y0 +w and half equal to −a−(n−k−1)k−1 y0 −w. Set y := −y0 and yn := +y0.
Once again (9.1.7) holds.
Finally, we consider the case k = 1, a ∈ [n− 2k, n) = [n− 2, n). (Recall n > 2.) Let
c :=
1− (n− 1)2 − a2
2(n− 1)a < 0.
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Since a ∈ [n− 2, n) we have 1 ≥ (n− 1− a)2. Thus, 1− (n− 1)2 − a2 ≥ −2(n− 1)a. Dividing
both sides by 2(n− 1)a, we get that c ≥ −1. Since c < 0 this means
(9.1.9) |c| ≤ 1.
In particular, (n− 1)2(1− c2) ≥ 0.
Now,
4a2(n− 1)2 − [1− 2(n− 1)2 − 2a2 + (n− 1)4 + 2a2(n− 1)2 + a4]
4a2
= (n− 1)2(1− c2)
Therefore,
4a2
[
1− (n− 1)2(1− c2)] = 4a2 − 4a2(n− 1)2
+
[
1− 2(n− 1)2 − 2a2 + (n− 1)4 + 2a2(n− 1)2 + a4]
= 1− 2(n− 1)2 + 2a2 + (n− 1)4 − 2a2(n− 1)2 + a4(9.1.10)
=
[
1− (n− 1)2]2 + 2a2[1− (n− 1)2]+ a4
=
[
1− (n− 1)2 + a2]2 ≥ 0.
Thus,
(9.1.11)
[
(n− 1)c+ a]2 = (1− (n− 1)2 + a2
2a
)2
= 1− (n− 1)2(1− c2).
(9.1.10) also implies
(9.1.12) (n− 1)2(1− c2) ≤ 1.
Now let v ∈ Sq be perpendicular to y0, let
y := cy0 +
√
1− c2 v and yn := ±
√
1− (n− 1)2(1− c2) y0 − (n− 1)
√
1− c2 v.
Then by (9.1.9) and (9.1.12), y and yn are real vectors in S
q. Moreover, by choosing the sign
in yn appropriately, (9.1.11) tells us that
ay0 + (n− 1)y + yn = 0.
I.e., (y, . . . , y, yn) ∈ Pk is a singularity of µa when k = 1 and a ∈ [n− 2, n). 
9.2. Augmented directional median
From proposition 9.1.4 we learned that for a not too big, as far as its singular set is
concerned, the augmented mean, µa, might as well have positive order of exactness of fit.
Here we construct another family of examples of measures of location with positive order of
exactness of fit.
For the rest of this chapter we focus on data on a circle. I.e., q = 1. In remark 7.0.5
we considered the ordinary median as a measure of location on the circle obtain by the one
point compactification of the real line. The “spherical median” (Fisher et al [FLE87, p. 111];
Fisher [Fis85]) is defined as follows. Given a data set x = (y1, . . . , yn) ∈ (S1)n, the spherical
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median (perhaps in the q = 1 case we should call it the “directional median”) is the point
v = m(x) ∈ S1 that minimizes.
G(v;x) =
n∑
i=1
∠(yi, v), v ∈ S1,
whenever the minimization has a unique solution. Here, ∠(y, y′) ∈ [0, pi] is just the angle
between y, y′ ∈ S1. Notice that
(9.2.1) ∠(−y, y′) = pi − ∠(y, y′), y, y′ ∈ S1.
In analogy with the augmented directional mean, define the “augmented directional me-
dian” as follows. Let y0 ∈ S1 be fixed. Let a > 0. Then the “augmented directional median”
of x is the point v = ma(x) ∈ S1 that minimizes
(9.2.2) Ga(v;x) := Ga(v) := a∠(v, y0) +
n∑
i=1
∠(yi, v), v ∈ S1,
whenever the minimization has a unique solution. (See lemma 2.0.6.) Note that Ga(v;x) is
continuous – by compactness, uniformly continuous – in (v;x) ∈ S1 ×D.
Continue to assume (8.3.1) holds (viz. n ¿ 2), let k be a positive integer < n/2, and assume
0 < a < n− 2k. In summary,
(9.2.3) n > 2, 0 < k < n/2, and 0 < a < n− 2k.
(Since n > 2, there is at least one integer k satisfying 0 < k < n/2.) It is convenient to assume
(9.2.4) a is not an integer.
In fact, we are most interested in a ∈ (n− 2k − 1, n− 2k).
In general, if v ∈ S1 minimizes Ga(·;x), then Ga(v;x) ≤ Ga(−v;x). From (9.2.1) it follows
that
(a+ n)−1
(
a∠
(
ma(x), y0
)
+
n∑
i=1
∠(ma(x, yi)
)
≤ pi/2.
9.3. Construct a dense set, D′ ⊂ D := (S1)n on which ma is continuous
Once we do this, lemma 2.0.4 can be applied so that, enlarging D′ if necessary, (2.0.3)
holds. Let v ∈ S1. Let “·” be the usual inner product on R2. Let w ∈ S1 be orthogonal to v,
i.e., v · w = 0. Leaving w fixed, consider moving v along S1 toward w through the 90◦ angle
between the initial v and w, so that the initial tangent to the motion is w. More precisely, with
t ∈ (−pi/2, pi/2] define φ(t) to the point of S1 that satisfies φ(t)·v ≥ 0 and ∠(φ(t), w) = pi/2−t.
Thus, φ(0) = v. Let sign u ∈ {−1, 0, 1} be the sign of u ∈ R. Let y ∈ S1.
Consider the derivative ddt∠
(
y, φ(t)
)|t=s for various values of sign (y ·w). If s ∈ (−pi/2, pi/2)
and y = φ(s) then ∠
[
y, φ(t)
]
=
∣∣(pi/2− t)− (pi/2− s)∣∣ = |t− s|. Thus, ddt∠(y, φ(t))|t=s is not
defined: One one-sided derivative is +1. The other is −1. By (9.2.1), the same thing is true if
y = −φ(s). On the other hand, if y 6= ±v then, starting from t = 0, the derivative does exist.
Specifically, if y · w > 0 then as t ↑, we have that φ(t) turns toward y, so ddt∠
(
y, φ(t)
)|t=0 =
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−1 = −sign y · w. If y · w < 0 then, starting from t = 0, as t ↑, we have that φ(t) turns away
from y, so ddt∠
(
y, φ(t)
)|t=0 = +1 = −sign(y · w). In summary, we have
(9.3.1) If y ∈ S1 \ {v,−v} then d
dt
∠
(
y, φ(t)
)|t=0 exists and
d
dt
∠
(
y, φ(t)
)|t=0 = −sign(y · w).
In general, if f : S1 → R, and y = (cos θ, sin θ) define the derivative of f(y) w.r.t. y
at y0 = (cos θ0, sin θ0) to be
d
dθf
[
(cos θ, sin θ)
]|θ=θ0 . Let y′ ∈ S1. Changing the sign of θ if
necessary we can speak of the derivative of f(y) as y “turns toward” or “away” from y′.
Given x ∈ D, let
(y1, . . . , yn) := x, Y := {y0, y1, . . . , yn} ⊂ S1 and − Y := {−y0,−y1, . . . ,−yn} ⊂ S1.
Let
(9.3.2) Ma(x) ⊂ S1 = the set of v ∈ S1 at which v 7→ Ga(v;x) achieves its minimum.
(By compactness, Ma(x) 6= ∅.) Claim:
(9.3.3) Ma(x) ⊂ Y.
Let v ∈ Ma(x). We show v ∈ Y . First, suppose that v /∈ Y ∪ (−Y ) and let w ∈ S1 be
perpendicular to v. Then, letting φ(t) be as above (so φ(0) = v), by (9.3.1), the derivative of
Ga at v along the circle (with motion toward w viewed as positive) exists and is just
d
dt
G
[
φ(t);x
]|t=0 = −(a sign (y0 · w) + n∑
i=1
sign (yi · w)
)
.
Since v /∈ Y ∪ (−Y ) by assumption, we have that sign (yi · w) (i = 0, . . . , n) are all non-zero.
Hence, by (9.2.4), this derivative cannot be 0. Hence, by moving in one direction or the other
Ga can be decreased. This proves that v ∈ Y ∪ (−Y ).
Now suppose Ga(·;x) is minimized by v ∈ Y ∪ (−Y ) and let w ∈ S1 be perpendicular to
v. Let c = 0, 1, 2, . . . , n be the number of points yi (i = 1, . . . , n) for which w · yi > 0 and
let d = 0, 1, 2, . . . , n be the number of points yi (i = 1, . . . , n; i.e., we are excluding y0) for
which w · yi < 0. Let e = 0, 1, 2, . . . , n be the number of points yi (i = 1, . . . , n) which equal
v and let f = 0, 1, 2, . . . , n be the number of points yi (i = 1, . . . , n) which equal −v. Thus,
c + d + e + f = n. Suppose first that v 6= ±y0. WLOG w · y0 > 0. (Otherwise, replace w by
−w.) Then the one-sided derivative of Ga(·;x) at v turning toward w is e − f − c + d − a.
((9.3.1) helps with the “c”, “d”, and “a” parts.) The one-sided derivative of Ga(·;x) at v
turning toward −w is e− f + c− d+ a. These both have to be non-negative. Hence,
(9.3.4) e− f ≥ 0 and n− c = d+ e+ f ≥ e− f + d ≥ a+ c, if v 6= ±y0.
Suppose v ∈ (−Y ) \ Y . Then f > 0 (since v 6= y0), but e = 0 so e − f < 0, contradicting
(9.3.4). This proves that v ∈ Y if v 6= ±y0.
If v = y0 then v ∈ Y and we are done. So suppose v = −y0. If −y0 ∈ Y0 := {y1, . . . , yn} =
Y \{y0} then v ∈ Y and we are again done. So suppose −y0 /∈ Y0 (which means v = −y0 /∈ Y ).
Thus, e = 0. Arguing as above we get the following.
(9.3.5) − f − c+ d− a ≥ 0 and − f + c− d− a ≥ 0, so a+ f ≤ 0, if v = −y0 /∈ Y0.
But f ≥ 0 and, by (9.2.3), a > 0. This contradicts (9.3.5).
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Let U ⊂ D be the set
U := {x := (y1, . . . , yn) ∈ D : No pair of points y0, y1, . . . , yn are equal or antipodal.}
Then U is an open dense subset of D. Let M = (n+12 ) and consider the function K : U → RM
defined by
K(y′1, . . . y
′
n) =
(
Ga
(
y′i; (y
′
1, . . . y
′
n)
)−Ga(y′j ; (y′1, . . . y′n)), i = 0, . . . , n− 1; j = i+ 1, . . . , n),
where y′0 := y0. Let D′ consist of the points, x′ = (y′1, . . . , y′n) ∈ U s.t. no coordinate of K(x′)
is 0. Since ma(y
′
1, . . . y
′
n) ∈ {y′0, y′1, . . . y′n}, obviously ma is defined and continuous on D′.
Let 0 < i < j ≤ n. We have,
Ga(y
′
i;x
′)−Ga(y′j ;x′) = a
(
∠(y′i, y0)− ∠(y′j , y0)
)
+
∑
r 6=j; r>0
∠(y′i, y′r)−
∑
s 6=i; s>0
∠(y′j , y′s).
Since x′ ∈ U , by (9.3.1), the partial derivative of the RHS of the preceding w.r.t. y′i (i > 0)
or y′j (j > 0) at x
′ exists and has the form ±a + integer. Hence, by (9.2.4), we see that this
difference has a non-zero partial derivative w.r.t. y′i or y
′
j . Therefore, the set of points at which
the any coordinate of K vanishes has empty interior. We conclude that D′ is dense in U , hence
in D, and ma is defined and continuous everywhere in D′. By lemma 2.0.4, we may replace D′
by D \ Sa, where Sa is the singular set of ma w.r.t. D′.
9.4. Severe singularities of ma
Let x be a Vpi/2-severe singularity of ma. (See (7.0.8).) We claim that Ma(x) does not lie
in any open semi-circle in S1. (See (9.3.2).) For suppose H ⊂ S1 is an open semi-circle and
Ma ⊂ H. Write x = (y1, . . . , yn). By (9.3.3), we know that Ma(x) ⊂ Y . WLOG y1 ∈ Ma(x).
Let
(9.4.1) α := Ga(y1;x) = min
v∈S1
Ga(v;x).
By compactness, continuity of Ga(·;x), and the fact that Ma(x) = Ma(x) ⊂ H, we may pick
 > 0 s.t.
(9.4.2) Ga(v;x) > α+ 3, for every v ∈ Hc,
where Hc := S1 \H.
Since x is a Vpi/2-severe singularity of ma there exists a sequence {xν} ⊂ D′ s.t. xν → x
and for every open neighborhood, W, of Hc, eventually ma(xν) ∈ W.) By compactness, we
may assume that for some v∞ ∈ Hc we have ma(xν)→ v∞. By (9.4.2), continuity of Ga, and
(9.4.1),
α+ 3 ≤ Ga(v∞;x) = lim
ν→∞Ga
(
ma(xν);xν
) ≤ lim
ν→∞Ga
(
y1;xν
)
= Ga(y1;x) = α.
This contradiction establishes the claim that Ma(x) does not lie in any open semi-circle.
9.5. EXACTNESS OF FIT PROPERTY OF ma 122
9.5. Exactness of fit property of ma
Let k, an integer, and a be as in (9.2.3). We show that ma has exactness of fit of order
k. Thus, we show first that, if x = (y1, . . . , yn) ∈ (S1)n, 0 < i1 < · · · < in−k ≤ n, and
yi1 = · · · = yin−k then ma(x) = yi1 = · · · = yin−k . Thus, we may take k to be the largest
integer < n/2. Let
P := Pk :=
{
(y1, . . . , yn) ∈ (S1)n : for some 0 < i1 < · · · < in−k ≤ n, yi1 = · · · = yin−k
}
.
Pk will function as the “perfect fit space” for ma. Note that dimPk = k+1. Secondly, we show
that ma has no Vpi/2-severe singularities in a neighborhood of Pk. (See (7.0.8) for definition
of Vpi/2.)
Let
(9.5.1)  ∈ [0, (n− 2k − a)pi/4)
be given. Suppose
(9.5.2)
n−k∑
i=1
∠(yi, y1) =
n−k∑
i=2
∠(yi, y1) ≤ .
So x is “close” to Pk.
Let
(9.5.3) C :=
n∑
j=n−k+1
∠(y1, yj).
Let v ∈ S1. Since ∠ is a metric on S1, we have by the triangle inequality,
Ga(v) = a∠(v, y0) +
n∑
i=1
∠(v, yi)
≤ a∠(v, y0) +
n−k∑
i=1
∠(v, yi) + k∠(v, y1) +
n∑
j=n−k+1
∠(y1, yj).(9.5.4)
Substituting y1 in place of v in the preceding, we get in particular,
(9.5.5) Ga(y1) ≤ a∠(y1, y0) + + C.
Let va ∈Ma(x) be a minimizer of Ga in (9.2.2). We have the following.
(9.5.6) ∠(va, yi) + ∠(yi, y1) ≥ ∠(va, y1), (i = 0, . . . , n)
(9.5.7) ∠(va, y1) + ∠(y1, y0) ≥ ∠(y0, va),
(9.5.8) ∠(va, yj) + ∠(va, y1) ≥ ∠(yj , y1), (j = 0, . . . , n).
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From (9.5.5), (9.5.6), and (9.5.2),
a∠(y1, y0) + + C
≥ Ga(y1) ≥ Ga(va)
= a∠(va, y0) +
n−k∑
i=1
∠(va, yi) +
n∑
j=n−k+1
∠(va, yj)(9.5.9)
≥ a∠(va, y0) +
[
(n− k)∠(va, y1)−
n−k∑
i=1
∠(y1, yi)
]
+
n∑
j=n−k+1
∠(va, yj)
≥ a∠(va, y0) + (n− k)∠(va, y1)− +
n∑
j=n−k+1
∠(va, yj).
Therefore, by (9.5.9), (9.5.3), and (9.5.8),
(n− k)∠(va, y1)
≤ 2+ a[∠(y1, y0)− ∠(va, y0)]+ C − n∑
j=n−k+1
∠(va, yj)
= 2+ a
[
∠(y1, y0)− ∠(va, y0)
]
+
 n∑
j=n−k+1
∠(y1, yj)−
n∑
j=n−k+1
∠(va, yj)

≤ 2+ a∠(va, y1) + k∠(y1, va).
Rearranging, we get
(n− k − a− k)∠(va, y1) ≤ 2.
By (9.2.3), n− 2k − a > 0. Hence, by (9.5.1),
(9.5.10) ∠(va, y1) ≤ θ := 2
n− 2k − a <
pi
2
.
Taking  = 0 in (9.5.2) and (9.5.10), we see that, since permuting y1, . . . , yn does not change
Ga(·;x), we have that ma satisfies (9.1.1).
By (9.5.1), va ∈ Vy1,θ ⊂ Vy1,pi/2. (See (7.0.7) for definitions.) If x′ ∈ D′ is close to x then
ma(x
′) ∈ Vy1,θ ⊂ Vy1,pi/2 for some θ ∈ (θ, pi/2) fixed. Hence, x is not a Vpi/2-severe singularity
of ma. (See definition 5.0.5.) Replacing y1 by some other yi, if necessary, any data set in D
sufficiently close to Pk will satisfy (9.5.2). Therefore, we have the following:
(9.5.11) For any fixed non-integer a ∈ (0, n− 2k), there is a neighborhood of Pk
in which the augmented directional median ma has no Vpi/2-severe singularities.
Hence, ma has exactness of fit of order k.
9.6. DISTANCE FROM SEVERE SINGULARITIES TO P 124
9.6. Distance from severe singularities to P
Next, we show more or less the opposite of (9.5.11). If x = (y1, . . . , yn) and x
′ = (y′1, . . . , y′n)
are in D, define the distance from x to x′ to be
∆(x, x′) :=
n∑
i=1
∠(yi, y′i).
Using ∆ as our metric, we show the Hnq−q−1-essential distance between T and the set of Vpi/2-
severe singularities of ma can be made arbitrarily small by taking a close to n−2k (see (9.2.3)).
This does not contradict (9.5.11) because (9.5.11) holds for fixed a. Now we let a ↑ n− 2k.
As a first step, we prove the following. Let SVpi/2a denote the set of Vpi/2-severe singularities
of ma. See appendix A for the proof.
Proposition 9.6.1.
(9.6.1) distn−2
(SVpi/2a ,Pk) = O(n− 2k − a) as a ↑ n− 2k.
The bulk of the effort in proving the preceding was devoted to proving the following.
Corollary 9.6.2. Let x ∈ D be a Vpi/2-severe singularity of ma. Then providing  > 0 is
sufficiently small, if n− 2k > a ≥ n− 2k −  and k observations in x are within  of y0, then
x must have n − k observations within O() of −y0, where O()/ is bounded by something
depending only on n and k.
Let t ∈ [0, n) (see (8.0.34)). For the augmented directional mean µt, the test pattern space
P0 = T is the natural perfect fit space. For a measure of location with order of exactness of
fit ` ∈ [0, n/2) the space P` is the natural perfect fit space. Let SVpi/2µt denote the singular set
of the augmented directional mean µt. By (8.1) every singularity of µt is Vpi/2-severe. I.e.,
SVpi/2µt = Sµt . As discussed in section 1.12, for any data map we would like the distance of its
set of severe singularities to its perfect fit space to be large while the measure of that set to be
small. Here we examine this issue both for µt and general measures, Φ, of location on S
1 that
have positive order of exactness of fit. We find that in sufficiently extreme cases, µt dominates
Φ in both respects.
The following suggests that measures of location on S1 with positive order of exactness of
fit have comparatively large singular sets. By proposition 9.1.4, if t ∈ [n − 2`, n) then µt has
some severe singularities in P`. On the other hand, by (8.3.14) and proposition 8.3.1, in order
for the volume of the singular set of µt to be “small” we must have t ∈ [n− 2`, n). The price
of having a singular set that avoids P` is that the singular set has to be bigger than that of
some comparable µt.
Proposition 9.6.3. Let n > 2. Take q = 1 so d − q − 1 = nq − q − 1 = n − 2. Let
` ∈ (0, n/2). If R > 0 let FR,` denote the collection of measures, Φ, of location on S1 having
the following properties.
• Φ satisfies the hypotheses of corollary 7.0.7.
• Φ has order of exact fit ` in particular (9.1.2) holds so if Spi/2 denotes the set of
Vpi/2-severe singularities of Φ, then Spi/2 ∩ P` = ∅.
• The Hn−2-essential distance, distn−2(Spi/2,P`), from Spi/2 to P` is positive but strictly
less than R.
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(Obviously, FR,` is decreasing, w.r.t. set inclusion, in ` and increasing in R.) THEN:
(1) For any R > 0 FR,` is non-empty.
(2) For any δ > 0 then for R/δ > 0 sufficiently small, the following holds. Suppose
Φ ∈ FR,`. Let tR := n − 12
(
R
δ
)2
< n. Then, if SµtR is the set of all singularities of
the augmented directional mean µtR , we have
(9.6.2) distn−2
(Sµt , T ) ≥ δ−1distn−2(Spi/2,P`) but Hn−2(Spi/2) > δ−1Hn−2(Sµt).
By (8.1.2), we have SµtR = S
Vpi/2
µtR
, where SVpi/2µtR is the set of Vpi/2-severe singularities of
mutR . Note that T = P0.
Remark 9.6.4. Distances to T and P` may have different meaning even if their numerical
values are the same. The δ factor allows an exchange rate different from unity. However,
distance to T is never smaller than distance to P`. For a given δ > 0, any number R > 0 small
enough that (9.6.2) holds might be smaller than any that comes up in practice. However, I
conjecture that for δ = 1, there are values of R small enough that (9.6.2) holds yet are still of
practical size. If t < n−2k, corresponding to large R by proposition 8.3.1, then, by proposition
9.1.4, (9.6.2) cannot hold.
Remark 9.6.5. It may be possible to apply the strategy used in proving proposition 9.6.3
to robust linear regression methods (subsubsection 6.2.1). The framework used in section 6.3
may be useful for this purpose.
Proof of proposition 9.6.3. By proposition 9.6.1 and (9.5.11), given R > 0, by making
a ∈ (0, n − 2`) sufficiently close to n − 2`, we get mt ∈ FR,`. Thus, FR,` is non-empty. This
proves part 1 of the proposition.
Let R > 0 and let Φ ∈ FR,` and let Spi/2 be the set of Vpi/2-severe singularities of Φ. By
(8.3.15), there exists t ∈ (0, n) s.t. distn−2(SµtR , T ) = R/δ. Thus,
0 < distn−2
(Spi/2,P`) < R = δ distn−2(SµtR , T ).
Now, dimP` = (`+ 1)q = `+ 1. It suffices to take ` = 1. From appendix F, we see that P1 has
a neighborhood in D that is fibered over P1 by cones as described in subsection 4.1.2 and that
(4.1.26) holds. Therefore, by proposition 8.3.1 again and theorem 4.2.4 there exists γ > 0, not
depending on R or Φ, s.t.
(9.6.3)
Hn−2(SµtR )
Hn−2(Spi/2) ≤ K
(
R
δ
)n−2
÷ (γ Rn−`−2) = K
δn−2 γ
R`.
By making R sufficiently small, the RHS can be made smaller than δ. Part 2 of the proposition
follows. 
CHAPTER 10
Summary, Discussion, Conclusions
The generality of our results in chapters 3, 4, and 5 together with the broad range of
examples (chapters 6, 7, 8, and 9) indicate that the singularity problem of data maps is a
widespread problem.
This book concerns data analytic functions, not just algorithms, because it applies to
biological, not just formal, cognition.
The main remaining question is, what is the impact of singularities in practice? If a function
has singularities, then one must consider what the probability is that one will get data near a
singularity (subsection 2.1).
Remark 2.0.7 offers suggestions for how to deal with singularity.
The output of a data map will vary with its input. Some of that variability will be
singular the rest will be continuous. I conjecture that a “reasonable” statistical function will
approximately minimize some energy functional off its singular set. If this is true then, I
conjecture, the behavior of a statistical function will be largely determined by its behavior
near its singular set.
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APPENDICES
APPENDIX A
Some technicalities
Proof of lemma 2.0.4. It is immediate from (2.0.2) that S has empty interior. Next,
we prove that Φˆ is continuous on D \ S. Let x0 ∈ D \ S. We will show that Φˆ is continuous
at x0. If x0 is isolated there is nothing to prove. So assume x0 is not isolated and let V ⊂ F
be a neighborhood of Φˆ(x0). By (2.0.1), there exists an open neighborhood, W , of Φˆ(x0) s.t.
W ⊂ V . By definition of Φˆ(x0), we may pick a neighborhood, U of x0 s.t. x ∈ U ∩ D′ implies
Φ(x) ∈W . It follows that if x ∈ U \S then Φˆ(x) ∈W ⊂ V , proving continuity at x0. Thus, the
singular set of Φˆ w.r.t. D\S is a subset of S. Since (2.0.1) and (2.0.2) imply that Φˆ|D′ = Φ|D′ ,
every point of S is a singularity of Φˆ w.r.t. D \ S.
Suppose D˜ is another dense subset of D on which Φˆ is defined, and let S˜ be the singular
set of Φˆ w.r.t. D˜. Now, Φˆ is continuous on D \ S ⊃ D˜. So any singularity of Φˆ w.r.t. D˜ must
be in S. 
Proof of lemma 2.0.6. First, we prove part (2). Suppose the hypotheses of part (2)
hold and let x′ ∈ D′2. We show that Φ(x′) exists. Let f0 ∈ F be as in (2.0.4), but suppose
f1 ∈ F \ {f0} satisfies g(f1, x′) ≤ g(f0, x′). Since, by (2.0.1), F is normal, there exists a
neighborhood, G of f0 s.t. f1 /∈ G. Then, by (2.0.4), g(f1, x′) > g(f0, x′). Contradiction.
Thus, Φ(x′) exists uniquely and equals f0.
Suppose the hypotheses of part (2) hold, but Φ is not continuous on D′2. Then there exists
x′ ∈ D′2 and a sequence {xn} ⊂ D′2 s.t. xn → x′, but Φ(xn) 9 f0 := Φ(x′). (By (2.0.1), D
is a metric space, hence, first countable.) Taking a subsequence if necessary, we may assume
that there is a neighborhood, G ⊂ F, of f0 s.t. for no n do we have Φ(xn) ∈ G. By (2.0.4),
there exists a neighborhood U ⊂ D of x′ s.t. g(f0, x) < inff /∈G g(f, x) for every x ∈ U . But
eventually xn ∈ U . Therefore, eventually,
g
[
Φ(xn), xn
]
< g(f0, xn) < g
[
Φ(xn), xn
]
.
Contradiction.
Next, suppose the hypotheses of part (1) hold. Then there exists x′ ∈ D′1 with Φ is not
continuous at x′. Hence, there is a sequence {xn} ⊂ D′1 s.t. xn → x′ and a neighborhood,
G ⊂ F, of f0 := Φ(x′) with the following properties. First, Φ(xn) ∈ F \ G for every n.
Therefore, for every n = 1, 2, . . .,
g
[
Φ(xn), xn
]
< g(f0, xn).
By compactness of F we may assume Φ(xn) converges to f∞ ∈ F \ G, say. Thus, f∞ 6= f0.
Since g is continuous, we then have
g(f∞, x′) ≤ g(f0, x′).
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Hence, f 7→ g(f, x′) does not have a unique minimum at f0, contradicting the assumption that
x′ ∈ D′1 and f0 = Φ(x′). 
Proof of proposition 2.1.1. Claim: There exist constants 0 < a < b < ∞ depending
only on D and R s.t. for η > 0 sufficiently small
(A.1) aηd ≤ Hd(Bη(x)) ≤ bηd, for every x ∈ R,
where Bη(x) ⊂ D is the open ball with center at x and radius η (as in (2.2.7)). To prove this,
first we prove
(A.2) There exist coordinate neighborhoods, (Ui, ϕi), in D
with ϕi : Ui → Rdand its inverse Lipschitz, (i = 1, . . . ,M) s.t. for η sufficiently small,
for every x ∈ R there exists i = 1, . . . ,M s.t. Bη(x) ⊂ Ui.
To prove (A.2) we in turn first prove that there exists C ⊂ D, compact s.t. R ⊂ C◦,
the interior of C. To this end, note that we may assume that any x ∈ D has a coordinate
neighborhood (U , ϕ) in D with the following properties.
(1) ϕ(U) is bounded.
(2) ϕ extends to the closure, U and ϕ−1 extends to the closure, ϕ(U).
(3) ϕ and ϕ−1 are Lipschitz on U and ϕ(U), resp.
Since R is compact it has a finite covering (Ui, ϕi) (i = 1, . . . , N) consisting of coordinate
neighborhoods with the preceding three properties. Let C := ⋃i Ui.
Since C is compact and D is a Lipschitz manifold, there exists η0 > 0 s.t. if 0 < η ≤ η0 then
for any x ∈ R there exists a coordinate neighborhood (Ux, ϕx) (with ϕx and ϕ−1x Lipschitz)
s.t. B2η(x) ⊂ Ux (Lebesgue’s covering lemma, Simmons [Sim63, Theorem C, p. 122]). Choose
x1, . . . , xM ∈ R s.t. R ⊂
⋃M
i=1 Bη0(xi). Then (Ui, ϕi) := (Uxi , ϕxi) (i = 1, . . . ,M) satisfies
(A.2).
Let L ∈ [1,∞) be larger than the Lipschitz constants for ϕi and ϕ−1i (i = 1, . . . ,M). By
(A.2), if η is sufficiently small then for every x ∈ R there exists a coordinate neighborhood
(Ui, ϕi) (with ϕi Lipschitz) s.t. Bη(x) ⊂ Ui. Then
(A.3) ϕi
(Bη(x)) ⊂ BLη(ϕi(x)) ⊂ Rd,
where BLη
(
ϕi(x)
)
is the ball in Rd with center at ϕi(x) and radius Lη (see (2.2.6)). Hence,
applying ϕ−1i to to both sides of (A.3), we have, by (B.11) and (B.6),
Hd(Bη(x)) ≤ LdHd[BLη(ϕi(x))] = LdLd[BLη(ϕi(x))] = Ldα(d) (Ldηd),
where Ld denotes d-dimensional Lebesgue measure and α(d) is the volume of the unit ball in
Rd. Let b := L2dα(d). Similarly,
ϕ−1i
(
Bη/L
(
ϕi(x)
)) ⊂ Bη(x) ⊂ D.
Applying ϕi to both sides:
LdHd(Bη(x)) ≥ Hd(ϕi[Bη(x)]) ≥ Hd[Bη/L(ϕi(x))] = Ld[Bη/L(ϕi(x))] = α(d)(L−dηd).
Take a := L−2dα(d). Thus, (A.1) holds and the claim is proved.
Let δ ∈ (0, 1). For δ > 0, let D(δ,R) denote the δ-packing number and N(δ,R) be the
δ-covering number of R (Pollard [Pol90, p. 10]). (An alternative to using packing and covering
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numbers is to use Vitali’s covering theorem (Giaquinta et al [GMS98, Lemma 1, p. 30, Volume
I], Simon [Sim83, Theorem 3.3, p. 11].) Then by Pollard [Pol90, p. 10],
(A.4) N(δ/2,R) ≥ D(δ,R) ≥ N(δ,R).
Since R is compact N(δ/2,R) and, hence, D(δ,R) are finite. By definition of D(δ,R) there
are D(δ,R) disjoint open balls with centers in R and radius δ/2. Obviously, these balls all lie
in Rδ. Similarly, by definition of N(δ,R) there are N(δ,R) closed balls in D and radius δ that
cover R. Let  ∈ (0, r). (Recall r := dimR.) By definition of Hausdorff measure (appendix
B), if δ ∈ (0, 1) is sufficiently small that (A.1) holds with η ∈ (0, δ], then by (A.1) and (A.4),
Hd(Rδ) ≥ aD(δ,R)(δ/2)d
≥ 2−daω−1r−(/2)δd−r+(/2) ×
[
ωr−(/2)N(δ,R)δr−(/2)
]
≥ 2−daω−1r−(/2)δd−r+(/2)H
r−(/2)
2δ (R),
where ωr−(/2) > 0 is the multiplicative constant in the definition of Hr−(/2)2δ . (See (B.2).) By
assumption, ωr−(/2) is bounded for  ∈ (0, r). Hence, (2−daω−1r−(/2))−1 is uniformly bounded
in  ∈ (0, r). Since r − (/2) < dimR, as δ ↓ 0, we have Hr−(/2)2δ (R) → Hr−(/2)(R) = +∞.
Therefore, eventually
Hr−(/2)2δ (R) ≥
(
2−daω−1r−(/2)
)−1
.
Therefore, as δ ↓ 0, eventually,
Hd(Rδ) ≥ δd−r+/2 = δ−/2δd−r+ ≥ δd−r+,
since 0 < δ < 1. I.e., (2.1.1) holds.
A similar argument proves (2.1.2): By (A.4),
Hd(Rδ) ≥ aD(δ,R)(δ/2)d
≥ 2−daω−1r δd−r ×
[
ωrN(δ,R)δr
]
≥ 2−daω−1r δd−rHr2δ(R).
Since Hr(R) is finite, for δ > 0 sufficiently small, Hr2δ(R) ≥ 12Hr(R). This proves (2.1.2). 
Proof of proposition 2.2.3. First, take δ = δ〈·,·〉. Let x ∈ S and let ϕ : U0 → Rd be a
coordinate neighborhood of x. Let G0 := ϕ(U0) and let ψ : G0 → U0 be the inverse of ϕ. We
may assume ϕ(x) = 0. Since S is locally compact, we may assume that S ∩ U0 is relatively
closed in U0. (Pf: x has a relatively open neighborhood in S with compact closure in S. Thus,
x has a neighborhood A in D s.t. the relative closure of A ∩ S in S is compact. Thus, there
exists C ⊂ D closed s.t. C ∩ S is compact and A ∩ S ⊂ C ∩ S. Thus, K := C ∩ S is closed.
Replace U0 by U0 ∩ A. Thus, U0 ⊂ A so we have U0 ∩ S ⊂ K. Therefore,
K ∩ U0 = (C ∩ S) ∩ U0 = (C ∩ S) ∩ (S ∩ U0) = K ∩ (S ∩ U0) = S ∩ U0.
Thus, S ∩ U0 is relatively closed in U0 as desired.)
By proposition 2.2.2 there are neighborhoods U1 and U of x s.t. U ⊂ U1 ⊂ U0, U1 is
compact, and U is geodesically convex.
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Define Γd×dD,x′ (x
′ ∈ U) as in lemma B.20, with D in place of M . Let µ1(x′) ≥ . . . ≥ µd(x′) > 0
be the eigenvalues of ΓD,x′ . By part 1 of lemma B.20, there exists µ ∈ (0,∞) s.t.
(A.5) µ1(x
′) ≤ µ2 and 1/µd(x′) ≤ µ2 for every x′ ∈ U .
Pick η0 = η0(x) > 0 so small that Bη0(x) ((2.2.7)) lies in U . In particular, Bη0(x) is
compact. Let G = ϕ(U) and H = ϕ(Bη0(x)) ⊂ G. By making η0 smaller if necessary, we may
choose r0 ∈ (0,∞) so that
H ⊂ Br0(0) ⊂ G.
Here Bkr0(0) :=
{
y ∈ Rd : |y| < r0
}
. (See (2.2.6).) Recall that ϕ(x) = 0.
By part (3) of lemma B.20, we may assume there exists µ s.t. (A.5) holds and so does the
following.
(A.6) The map ϕ is Lipschitz on Bη0(x), ψ is Lipschitz on H, and µ, as in (A.5),
is a Lipschitz constant for both.
Let η ∈ (0, η0). Claim:
(A.7) There exists r > 0 s.t. Br(0) * ϕ
(Bη/2(x)) but Br(0) ⊂ ϕ(Bη(x)) ⊂ Br0(0).
Suppose not. Then
(A.8) Br(0) ⊂ ϕ
(Bη(x)) implies Br(0) ⊂ ϕ(Bη/2(x)).
Let rη := inf
{
|y| : y ∈ Rd \ ϕ(Bη(x))} > 0. Then Brη(0) ⊂ ϕ(Bη(x)). Hence, (A.8) implies
(A.9) Brη(0) ⊂ ϕ(Bη/2(x)).
For n = 1, 2, . . ., pick
yn ∈
[
ϕ
(Bη(x))]c
s.t. |yn| ↓ rη. WLOG, {yn} converges to some y∞ ∈
[
ϕ
(Bη(x))]c. Thus, |y∞| = rη so
y∞ ∈ Brη(0). Therefore, by (A.9),
(A.10) y∞ ∈ ϕ
(Bη/2(x)).
Let x∞ := ψ(y∞), so x∞ ∈ U \Bη(x). Therefore, δ(x∞, x) ≥ η. But, (A.10) implies δ(x∞, x) ≤
η/2. This contradiction proves the claim A.7.
I.e., we can choose r ∈ (0, r0) large enough that Br(0) is a subset of ϕ
[Bη(x)] but is not a
subset of ϕ
(Bη/2(x)). Thus, ψ[Br(0)] * Bη/2(x). Hence, by (A.6),
(A.11) Bη/(2µ)(0) ⊂ ϕ
[Bη/2(x)] so η2µ ≤ r; Br(0) ⊂ ϕ(Bη(x)) so r ≤ µη.
Since x ∈ S and F is complete w.r.t. ρ, as we assume throughout this section, there exists
 > 0 (independent of η) s.t. there exist x1, x2 ∈ D \ S arbitrarily close to x with
(A.12) ρ
[
Φ(x1),Φ(x2)
] ≥ .
In particular, we may choose x1, x2 ∈ ψ
[
Br(0)
] ∩ B′η/2(x) with that property. (See (2.2.7).)
Let yi = ϕ(xi) ∈
(
ϕ
[Bη/2(x)] \ ϕ(S)) ∩Br(0) (i = 1, 2). Thus, y1, y2 /∈ ϕ[S ∩ Bη0(x)].
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Claim: For any β > 0 with Bβ(y2) ⊂ Br(0) we can find y′2 ∈ Bβ(y2) s.t. the line segment,
L, joining y1 and y
′
2 does not intersect ϕ(S)∩U and Φ∗ is defined at almost all points of ψ(L).
To see this, let b = |y2 − y1| and ∂Bb(y1) :=
{
y ∈ Rd : |y − y1| = b
}
. I.e., ∂Bb(y1) is the
(d− 1)-sphere centered at y1 with radius b. Let
F (s, z) = y1 + s(z − y1) ∈ Bb(y1), s ∈ (0, 1], z ∈ ∂Bb(y1).
Thus, F is Lipschitz and
F−1(w) =
(
b−1|w − y1|, b|w − y1|−1(w − y1) + y1
)
∈ (0, 1]× ∂Bb(y1), w ∈ Bb(y1) \ {y1}.
Let R := {x′ ∈ B′η0(x) : Φ∗,x is not defined.}. Then by (2.2.1), we have Hd(R) = 0. In
particular, R is Hd-measurable (Federer [Fed69, p. 54]). Therefore, by lemma B.17 and (A.6),
Ld(R′) = 0, where R′ = ϕ(R) ∩ Bb(y1) \ {y1}. But F−1 is locally Lipschitz on Bb(y1) \ {y1}.
Therefore, by lemma B.17
(A.13) 0 = Hd[F−1(R′)].
For z ∈ ∂Bb(y1), let
Sz =
{
s ∈ (0, 1] : (s, z) ∈ F−1(R′)}.
Therefore, by (A.13) and Federer [Fed69, 2.10.27, p. 190] we have
0 =
∫ ∗
∂Bb(y1)
∫
Sz
dsHd−1(dz).
Hence, by lemma A.6 below, for Hd−1-almost all z ∈ ∂Bb(y1) we have H1
{
s ∈ (0, b] : F (s, z) ∈
R′
}
= L1(Sz) = 0.
Now, dimS < d− 1 by assumption. By lemma B.17 in appendix B and (A.6), dim
[
ϕ
(S ∩
Bη0(x)
)]
< d− 1. In particular,
(A.14) Hd−1
[
ϕ
(S ∩ Bη0(x))] = 0.
Let pi2 : (0, 1] × ∂Bb(y1) → ∂Bb(y1) be projection onto the second factor. Then, since F−1 is
locally Lipschitz on Bb(y1) \ {y1}, by (B.13), we have that pi2 ◦F−1 is locally Lipschitz map of
Bb(y1) \ {y1} into ∂Bb(y1). Hence, by (A.14) and lemma B.17 again, we have that
Hd−1
(
pi2 ◦ F−1
[
ϕ
(S ∩ Bη0(x))]) = 0.
Now, pi2 ◦ F−1
[
ϕ
(S ∩ Bη0(x))] ⊂ ∂Bb(y1). Since dim ∂Bb(y1) = d − 1, it follows that we
may pick y′2 ∈ ∂Bb(y1) ∩ Bβ(y2) s.t. the line segment, L, joining y1 to y′2 does not intersect
ϕ
(S ∩ Bη0(x)) and Φ∗,x is defined for almost all x ∈ ψ(L). This completes the proof of the
claim.
By (A.12), since Φ is continuous off S, for β > 0 sufficiently small,
(A.15) ρ
(
Φ
[
ψ(y1)
]
,Φ
[
ψ(y′2)
])
= ρ
(
Φ(x1),Φ
[
ψ(y′2)
]) ≥ /2 and y′2 ∈ Bβ(y2) ∩Br(0).
Similarly, we can find y′3 ∈ Br(0) \ ϕ
(Bη/2(x)) s.t. the line segment y′2y′3 joining y′2 and y′3
does not intersect ϕ
(S ∩ Bη0(x)), Φ∗,ψ(y) is defined for L1-almost all y in y′2y′3, and y′3 − y′2
and y1 − y′2 are linearly independent. (Recall y1 6= y2.) Of course, y′2y′3 ⊂ Br(0) ⊂ ϕ
[B′η0(x)].
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To see this, first observe that, by (A.7), there exists y3 ∈ Br(0) \ ϕ(Bη/2(x)). We may assume
y3 − y′2 and y1 − y′2 are linearly independent. Now proceed as before with y′2 playing the role
of y1 and y3 playing the role of y2. Denote the point then corresponding to the new y
′
2 by y
′
3.
Define ξ1 :
[
0, |y′2 − y1|+ |y′3 − y′2|
]→ Br(0) ⊂ ϕ(Bη(x)) by
(A.16) ξ1(s) =
{
y1 +
s
|y′2−y1|(y
′
2 − y1), if 0 ≤ s ≤ |y′2 − y1|,
y′2 +
s−|y′2−y1|
|y′3−y′2| (y
′
3 − y′2), if |y′2 − y1| < s ≤ |y′2 − y1|+ |y′3 − y′2|.
Thus, the image of ξ1 consists of two line segments lying in Br(0), viz. the one joining y1 to y
′
2
and the one joining y′2 to y′3. Note that ξ1 does not intersect ϕ(S∩U). Since y′3 and y′3−y′2 and
y1 − y′2 are linearly independent, the function ξ1 is one-to-one. Notice that ξ1 is parametrized
by arclength. Since y1, y
′
2, y
′
3 ∈ Br(0), by (A.11),
(A.17) Length of the curve ξ1 ≤ 4r < 4µη.
Now let α : [0, λ]→ D, where λ := |y′2− y1|+ |y′3− y′2|, be the curve α(s) = ψ ◦ ξ1(s). Note
that, since the image of ξ1 lies in Br(0) we have, by (A.7), that
(A.18) Image of α ⊂ B′η(x).
Since ψ and ξ are both one-to-one, so is α. Then, by (A.6), (A.17), and lemma B.18 (with
h := ψ),
(A.19) The length of α is no greater than 4µ2η.
However, by (A.15), as one moves along α from ψ(y1) to ψ(y
′
2) in D the point Φ ◦ α moves a
distance of at least /2. Thus, adapting formula (2.2.3),
(A.20)

2
≤
∫ λ
0
∥∥Φ∗ ◦ α′(s)∥∥F,Φ◦α(s) ds,
where α′(s) = α∗(d/du)u=s. But by (2.2.2)
(A.21)
∥∥Φ∗ ◦ α′(s)∥∥F,Φ◦α(s) ≤ ∥∥α′(s)∥∥D,α(s) |Φ∗|α(s).
By part 2 of lemma B.20,
(A.22) µ ≥ ∥∥α′(s)∥∥D,α(s) ≥ µ−1.
We have,
(A.23)
1
length of α
∫
α[0,λ]
|Φ∗,x|H1(dx) = 1
length of α
∫ λ
0
|Φ∗,α(s)| ‖α′(s)‖D,α(s) ds,
where equality follows from the change of variables formula (Federer [Fed69, Theorem 3.2.5,
pp. 244 and 282]) (See also Giaquinta et al [GMS98, Theorem 2, p. 75, Volume I]). Therefore,
by (2.2.4), (A.23), (A.21), (A.20), and (A.19), the average size of the derivative of Φ along the
curve α is
1
length of α
∫ λ
0
|Φ∗,α(s)|
∥∥α′(s)∥∥D,α(s) ds ≥ 1length of α
∫ λ
0
∥∥Φ∗ ◦ α′(s)∥∥F,Φ◦α(s) ds
≥ 1
4µ2η
/2.
This, and (A.18), prove part (1) of the proposition (since  is independent of η).
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We assert that for some constant K > 0, independent of η and r,
(A.24)
∫ λ
0
∣∣ξ1(s)∣∣ ds ≥ Kλr.
(We may take K := min
{
1
32µ2
, 1
256µ4
}
.) Thus, the average distance from the origin to ξ1 is at
least Kr. For proof of (A.24) see below.
Recall that for now δ := δ〈·,·〉. Now, by (A.6),∣∣ξ1(s)∣∣ = ∣∣ξ1(s)− 0∣∣
=
∣∣ξ1(s)− ϕ(x)∣∣(A.25)
=
∣∣ϕ ◦ α(s)− ϕ(x)∣∣
≤ µδ[α(s), x].
By (A.22), µ ≥ ‖α′(s)‖ ≥ µ−1. Therefore, analogously to (A.23), by (2.2.3), (A.22), (A.25),
(A.24), and (A.11),
average distance from α to x =
∫ λ
0 δ
[
α(s), x
]‖α′(s)‖D,α(s) ds∫ λ
0 ‖α′(s)‖D,α(s) ds
≥ µ
−1 ∫ λ
0 δ
[
α(s), x
]
ds
µ
∫ λ
0 ds
≥
∫ λ
0
∣∣ξ1(s)∣∣ ds
µ3λ
(A.26)
≥ Kλr
µ3λ
= µ−3Kr
≥ µ−4Kη/2.
This proves part (2) for δ.
Now let δ be any metric on D s.t. (2.2.9) holds. Let H1,1 denote 1-dimensional Haus-
dorff measure computed relative to δ〈·,·〉 and let H2,1 denote 1-dimensional Hausdorff measure
computed relative to δ. For η > 0, let B1,η(x) ⊂ D denote ball centered at x with radius η
computed relative to δ〈·,·〉 and let B2,η(x) ⊂ D denote ball centered at x with radius η computed
relative to δ.
Pick η0 = η0(x) > 0 so small that B1,K(U)η0(x) ⊂ U . Then, by (2.2.9), we have B2,η0(x) ⊂ U .
Let H1 = ϕ
(B1,K(U)η0(x)) ⊂ G. Let H2 = ϕ(B2,η0(x)) ⊂ G. By making η0 smaller if necessary,
we may choose r0 ∈ (0,∞) so that
H2 ⊂ H1 ⊂ Br0(0) ⊂ G.
Let η ∈ (0, η0). Now go through the construction above for δ〈·,·〉 with η/K(U). Then
Image of α ⊂ B′1,η/K(U)(x) ⊂ B′2,η(x).
By lemmas B.23 and A.7, making U smaller if necessary, there is a Borel measurable
function M : D → (0,∞) s.t. M and 1/M are both bounded on U and, using an obvious
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notation,
(A.27) M(y)−1H2,1(dy) ≤ H1,1(dy) ≤M(y)H2,1(dy), y ∈ U .
Let a := infy∈UM(y) > 0 and b := supy∈UM(y) <∞. Let A := α
(
[0, λ]
) ⊂ U ⊂ D. Thus, by
(A.27),
(A.28) H2,1(A) =
∫
A
H2,1(dy) ≤
∫
A
M(y)H1,1(dy) ≤ bH1,1(A).
Hence, by (A.27) and (A.28),
average size of the derivative of Φ along α w.r.t. δ
=
∫
A |Φ∗,x|H2,1(dx)
H2,1(A)
≥
∫
A |Φ∗,x|M(y)−1H1,1(dx)
bH1,1(A)
≥a−1
∫
A |Φ∗,x|H1,1(dx)
bH1,1(A)
=(ab)−1average size of the derivative of Φ along α w.r.t. δ〈·,·〉
≥(ab)−1C(x)/(η/K(U),
since part 1 of the proposition holds for δ〈·,·〉. Therefore, part 1 of the proposition holds for δ.
Similarly, we have,
average distance from α to x w.r.t. δ
=
∫
A δ(y, x)H2,1(dx)
H2,1(A)
≥
∫
AK(U)−1δ〈·,·〉(y, x)M(y)−1H1,1(dx)
bH1,1(A)
≥a−1K(U)−1
∫
A δ〈·,·〉(y, x)H1,1(dx)
bH1,1(A)
=(abK(U))−1average distance from α to x w.r.t. δ〈·,·〉
≥(abK(U))−1C(x)(η/K(U),
since part 2 of the proposition holds for δ〈·,·〉. Therefore, part 2 of the proposition holds for
δ. 
Lemma A.6. Let φ be a measure on a set X and let f : X → [0,+∞]. If
(A.29)
∫ ∗
f dφ = 0
then f = 0 φ-almost everywhere. (See Federer [Fed69, p. 81] for definition.)
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Proof. Let A := f−1(0,+∞] ⊂ X. Suppose δ := min{φ(A), 1} > 0. For n = 1, 2, . . ., let
An := f
−1[1/n,+∞]. Then
A =
⋃
n
An.
Hence,
0 < φ(A) ≤ lim
n→∞φ(An).
Thus, for some n we have φ(An) > δ/2. (Subadditivity is part of Federer’s [Fed69, 2.1.2, p.
53] definition of measure. E.g., Hausdorff measures are subadditive.)
If there are no upper functions (Federer [Fed69, p. 81]) for f , then
∫ ∗
f dφ = ∞, contra-
dicting (A.29). Let u : X → R be an upper function for f . Then u(x) ≥ 1/n for φ-almost all
x ∈ An. Hence, ∑
y∈R
y · φ[u−1(y)] ≥ δ
2n
> 0.
But this also contradicts (A.29). It follows that f = 0 φ-almost everywhere, as desired. 
Lemma A.7. Let (X,X ) be a measurable space, let µ1, µ2 be two measures on (X,X ) and
let M : X → [0,+∞] be Borel measurable and satisfy
(A.30) µ2(A) ≤
∫
A
M(x)µ1(dx), for every A ∈ X .
Then if f : X → [0,+∞] is Borel then∫
f(x)µ2(dx) ≤
∫
M(x)f(x)µ1(dx).
Proof. Let f : X → [0,+∞] be Borel. Then by Ash [Ash72, Theorem 1.5.5(a), p. 38],
there exists a sequence, {fn} of non-negative step functions increasing everywhere to f . Then
by (A.30), clearly ∫
fn(x)µ2(dx) ≤
∫
M(x)fn(x)µ1(dx)
Let n ↑ ∞ and apply Monotone Convergence (Ash [Ash72, Theorem 1.6.2, p. 44]). 
Proof of (A.24). We use the following lemma, proved below.
Lemma A.8. Let N = 2, 3, . . . and let x, y ∈ RN be distinct. Consider the straight line
(parametrized by arclength) joining x to y:
ξ(s) := x+ |y − x|−1s(y − x), 0 ≤ s ≤ |y − x|
Then the average vector length along this line satisfies
(A.31) |y − x|−1
∫ |y−x|
0
∣∣ξ(s)∣∣ ds ≥ 18 max{|x|, |y|}.
Since y′3 /∈ ϕ
(Bη/2(x)), by (A.11),
(A.32) |y′3| ≥
r
2µ2
.
Recall that λ := |y′2 − y1|+ |y′3 − y′2|. Then, since y1, y′2, y′3 ∈ Br(0),
(A.33) λ = |y′2 − y1|+ |y′3 − y′2| ≤ 4r.
A. SOME TECHNICALITIES 137
Applying lemma A.8 to each of the two segments in ξ1, we have
(A.34) 8
∫ λ
0
∣∣ξ1(s)∣∣ ds ≥ |y′2 − y1|max{|y1|, |y′2|}+ |y′3 − y′2|max{|y′2|, |y′3|}.
Suppose |y′3 − y′2| < r4µ2 . Then |y′2| ≥ r4µ2 by (A.32). So by (A.33) and (A.34),
(A.35) 8
∫ λ
0
∣∣ξ1(s)∣∣ ds ≥ |y′2 − y1||y′2|+ |y′3 − y′2||y′2| ≥ λr4µ2 .
Now suppose |y′3 − y′2| ≥ r4µ2 . Then by (A.33) and (A.32), we have
|y′3 − y′2|
λ
≥ 1
16µ2
.
Hence, by (A.34),
(A.36) 8
∫ λ
0
∣∣ξ1(s)∣∣ ds ≥ |y′3 − y′2||y′3| ≥ λr32µ4 .
(A.24) follows from (A.35) and (A.36).

Proof of lemma A.8. Suppose x 6= y. WLOG |y| ≥ |x|. Let u = |y − x|−1(y − x). So
u is a unit vector parallel to ξ(s). There exist v ∈ RN perpendicular to u and a, b ∈ R s.t.,
au+v = x and bu+v = y. Then not both a and b are 0. Now a2 + |v|2 = |x|2 ≤ |y|2 = b2 + |v|2,
so |b| ≥ |a|. Moreover, by the Schwartz inequality (Stoll and Wong [SW68, Theorem 3.1, p.
79]), we have
b = u · y = |y − x|−1(|y|2 − x · y) ≥ 0.
I.e., b ≥ |a|. We also have
|y − x| = b− a.
We may reparametrize ξ by defining t = s+ a. Then
ξ(t) := v + tu, a ≤ t ≤ b
Let c = |v| ≥ 0. Thus, we wish to bound |y − x|−1 ∫ ba √c2 + t2 dt. Note that√
c2 + t2 ≥ 1√
2
(
c+ |t|) ≥ 12(c+ |t|), t ∈ R.
We thus have
(A.37)
∫ b
a
√
c2 + t2 dt ≥ 12
∫ b
a
(
c+ |t|) dt.
First, suppose 0 ≤ a ≤ b. Then∫ b
a
(
c+ |t|) dt = (b− a)[c+ 12(b+ a)]
= 12 |y − x|
[
(c+ a) + (c+ b)
]
= 12 |y − x|
[(|v|+ a|u|)+ (|v|+ b|u|)](A.38)
≥ 12 |y − x|
(|x|+ |y|)
≥ |y − x| · 12 max
{|x|, |y|}.
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Next, suppose a < 0 < b. Then∫ b
a
(
c+ |t|) dt = ∫ 0
a
(c− t) dt+
∫ b
0
(c+ t) dt
= −a(c− 12a)+ b(c+ 12b)(A.39)
≥ −12a
(
c− a)+ 12b(c+ b).
Now, |y − x| = b− a. Therefore, since b ≥ |a| = −a, we have bb−a ≥ 12 . Since, a < 0, we have
−a(c−a)
(b−a) ≥ 0. We also have c+ b = |v|+ |bu| ≥ |v + bu| = |y| = max{|x|, |y|}. Therefore, from
(A.39), ∫ b
a
(
c+ |t|) dt ≥ 12 |y − x| [ −ab− a(c− a) + bb− a(c+ b)
]
≥ 12 |y − x| · 12(c+ b)(A.40)
≥ 14 |y − x|max{|x|, |y|}.
The lemma follows from (A.37), (A.38), and (A.40). 
The following was adapted from [Ell, Appendix A].
Lemma A.9. If M is a symmetric q × q (real) matrix (q, a given positive integer), let
Λ(M) =
(
λ1(M), . . . , λq(M)
)
, where λ1(M) ≥ . . . ≥ λq(M) are the eigenvalues of M . Let
also ‖M‖ be the Frobenius or Hilbert-Schmidt norm (Blum et al [BCSS98, p. 203]), ‖M‖ =√
traceMMT . Then Λ is a continuous function (w.r.t. ‖ · ‖). Moreover, if N and M1,M2, . . .
are all symmetric q× q (real) matrices s.t. Mj → N (w.r.t. ‖ · ‖, i.e., entrywise) as j →∞, let
Qq×qj be a matrix whose rows comprise an orthonormal basis of Rq consisting of eigenvectors
of Mj. Then there is a subsequence j(n) s.t. Qj(n) converges to a matrix whose rows comprise
a basis of Rq consisting of unit eigenvectors of N .
Proof. Let M1,M2, . . . all be symmetric q × q matrices. Suppose Mj → N as j → ∞.
Then N is symmetric. Let µi = λi(N) (i = 1, . . . , q). In particular, µ1 ≥ . . . ≥ µq. Since
Mj → N , {Mj} is bounded. Hence,
{
(λ1(Mj), . . . , λq(Mj))
}
is bounded (Marcus and Minc
[MM64, 1.3.1, pp. 140–141]). For each n, let vn1, . . . , vnq ∈ Rq be orthonormal eigenvectors
of Mn corresponding to λ1(Mn), . . . , λq(Mn), resp. (Stoll and Wong [SW68, Theorem 4.1, p.
207]). In particular, vn1, . . . , vnq span Rq. Let Sq−1 be the (q − 1)-sphere
Sq−1 = {x ∈ Rq : |x| = 1}.
Then vn1, . . . , vnq ∈ Sq−1. By compactness of Sq−1 we may choose a subsequence, {j(n)},
s.t. vj(n)i converges to some vi ∈ Rq and λi(Mj(n)) converges to some νi ∈ R as n → ∞
(i = 1, . . . , q). The vectors v1, . . . , vq are orthonormal and therefore span Rq. Moreover, we have
Mj(n)vj(n)i → Nvi and Mj(n)vj(n)i = λi(Mj(n))vj(n)i → νivi. Thus, v1, . . . , vq are orthonormal
eigenvectors of N with eigenvalues ν1 ≥ . . . ≥ νq. Hence, {ν1, . . . , νq} ⊂ {µ1, . . . , µq}. But this
does not take into account the multiplicity of the eigenvalues. Note that v1, . . . , vq must span
Rq.
Let γ1, . . . , γk be the set of distinct values in {µ1, . . . , µq}. Then k ≤ q. By Stoll and Wong
[SW68, Theorem 4.1, p. 207], Rq = S1 ⊕ · · · ⊕ Sk, where S1, . . . , Sk are mutually orthogonal,
Nx = γjx if x ∈ Sj , and dimSj is the number of indices i s.t. µi = γj (j = 1, . . . , k). Let
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j = 1, . . . , q. If νi = γj , then vi ∈ Sj . But v1, . . . , vq are orthonormal. Hence, the number of i’s
for which νi = γj is no larger than dimSj . But there are q νi’s and dimS1 + · · ·+ dimSk = q.
Therefore, the number of i’s for which νi = γj is just dimSj . But as we just saw dimSj is the
number of indices i s.t. µi = γj . I.e., for every j = 1, . . . , k, the number of i’s for which νi = γj
is the same as the number of indices i s.t. µi = γj . So ν1, . . . , νq are the same as µ1, . . . , µq
even taking multiplicity into account.
The preceding argument obviously goes through if, instead of M1,M2, . . ., we had started
with a subsequence of M1,M2, . . .. Thus, any subsequence has a further subsequence s.t. Λ(Mn)
converges to Λ(N) along that subsequence of a subsequence. It follows that Λ(Mn) → Λ(N).
I.e., Λ is continuous. 
Proof of proposition 4.1.2. Let x ∈ P ⊂ D. Let (X , ϕ) be a coordinate neighborhood
of x in D. So ϕ : X → Rd. We may assume ϕ(x) = 0. We may assume that X and φ are
G-invariant. Otherwise replace X by ⋃g∈G g(X ) and define φ ◦ g(x′) = φ(x′) (x′ ∈ X ). Let
ψ := ϕ−1 : G → X , where G := ϕ(X ). Let e1, . . . , ed be the usual unit coordinate vectors
in Rd. Define W := X ∩ P. We may assume that the closure, W, in P is compact and G-
invariant. (P itself may not be closed in D.) Since P is an imbedded submanifold of D, by
Boothby [Boo75, Theorem (5.5), p. 78], we have that P is a “regular submanifold” of D. Let
H = Rp ∩G, where Rp ⊂ Rd is the span of e1, . . . , ep. Then we may assume that ϕ(W) = H.
Thus, the vector fields Ei := ψ∗(∂/∂zi) (i = 1, . . . , p) at y ∈ P are non-zero and tangent to P
at y. For i = p+ 1, . . . , d and y ∈ W, let Eiy := ψ∗(∂/∂zi)y − Πyψ∗(∂/∂zi)y 6= 0, where Πy is
orthogonal projection onto TyP (w.r.t. the Riemannian metric on D). Thus, for y ∈ W and
i = p + 1, . . . , d, we have that Eiy ⊥ TyP. For y ∈ W, we have that Eiy ∈ TyD (i = 1, . . . , d)
are linearly independent and smooth in y.
Define ω : H × Rd−p → S by
ω
(
z, (sp+1, . . . , sd)
)
:=
ψ(z), d∑
i=p+1
siEi,ψ(z)
 ∈ N,
where z ∈ H ⊂ Rp and (sp+1, . . . , sd) ∈ Rk.
Note that, since D is compact, (4.0.3), by Hopf-Rinow (Boothby [Boo75, Theorem (7.7), p.
343]), Exp is defined on all of the tangent bundle TD. Claim: Exp◦ω has full rank at 0 ∈ Rd.
Since Exp ◦ ω(ψ(z), 0) = ψ(z) (z ∈ H) we have for i = 1, . . . , p, (Exp ◦ ω)∗(∂/∂zi)|z=0 =
ψ∗(∂/∂zi)|z=0 = Eix. (Recall that x = ψ(0).) By Boothby [Boo75, Lemma (6.4), p. 334],
for i = p + 1, . . . , d, (Exp ◦ ω)∗(∂/∂zi)|z=0 = Eiψ(0) = Eix. Since E1x, . . . , Edx are linearly
independent the claim is proved.
Thus, defining F : ϕ ◦ Exp ◦ ω we have a C∞ map from a neighborhood of 0 in Rd to
a neighborhood of 0 in Rd and the Jacobian matrix DF (0) is of full rank. Therefore, by
the Inverse Function Theorem (Boothby [Boo75, Theorem (6.4), p. 42]) we have that F is a
diffeomorphism of some neighborhood of 0 onto an open neighborhood of 0. Therefore, WLOG
we may assume that for some bounded G-invariant neighborhood Vx ⊂ Vx ⊂ W and for some
′x > 0 we have that
(A.41) Exp is a diffeomorphism on Cˆ
′
x |Vx :=
{
(x, v) ∈ C[P] : x ∈ Vx, |v| < ′x
}
.
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By Lindelo¨f’s theorem (Simmons [Sim63, Theorem A, p. 100]) there exist x1, x2, . . . ∈ P
s.t. P ⊂ ⋃i Vxi . By Boothby [Boo75, Lemma (4.1), p. 191], there exists a locally finite G-
invariant refinement, U1,U2, . . ., of {Vxi , i = 1, 2, . . .} that still covers P. Moreover, we may
assume that for each j there exists i s.t. Uj ⊂ Vxi . Since Vx is compact for every x ∈ P, we
have that Ui is compact for every i. Moreover, since x1, x2, . . . is countable, for each i = 1, 2 . . .,
we may pick δi0 ∈ (0, ′xi ] s.t. Exp is a diffeomorphism on Cˆδi0 |Ui
Next, we claim
(A.42) For some δi > 0 (i = 1, 2, . . .), we have that
Exp is one-to-one on A(δ) :=
⋃
i
Cˆδi |Ui ⊂ N.
Let δ stand for a sequence δ1, δ2, . . . and for any choice of δ let A0(δ) := ∅. Write δ > 0
if δi > 0 for every i = 1, 2 . . .. For i = 2, 3 . . .. Given δ > 0, for i = 1, 2, . . ., define Bk :=
Bk(δ) := N ∩
[Uk ×Bdδk(0)] = Cˆδk |Uk and Ai := Ai(δ) := ⋃ik=1Bk ∩N .
Suppose that for δ > 0 we have that Exp is not one-to-one on A(δ). Then there exist
X,Y ∈ A(δ) s.t. X 6= Y but ExpX = ExpY . For some `1, `2 we have X ∈ B`1 and B ∈ A`2 .
Suppose `1 and `2 are minimal with this property. Since Exp is one-to-one on each Bk, WLOG,
`1 < `2. Write `(X) := `1, `(Y ) := `2. Let
¯` := min{`(Y ), X and Y have appropriate properties}.
Thus, there exists ` = 1, 2, . . . , ¯`− 1 s.t.
Exp is one-to-one on A`
(
δ
)
but there exists k > ` s.t. Exp
[
Bk(δ) \A`
(
δ
)] ∩ Exp[A`(δ)] 6= ∅.
Therefore, to prove (A.42), it suffices to show that there exists δ > 0 s.t. for every `,
(A.43) Exp is one-to-one on A`
(
δ
)
and for every k > `, Exp
[
Bk(δ) \A`
(
δ
)] ∩ Exp[A`(δ)] = ∅.
Note that if (A.43) holds then it also holds with δ replaced by any positive δ′ ≤ δ (component-
wise). We have that (A.43) holds trivially for ` = 0 and δi := δi0 (i = 1, 2, . . .). Suppose
inductively that for some i = 1, 2, . . ., we have that (A.43) holds with ` = 1, . . . , i − 1 and
some δ = δi−1 > 0. We show that, for possibly smaller δj ’s (j = i, i+ 1, . . .) it holds for ` = i.
By local finiteness of the cover {Uk} there exists I = I(i) ≥ i s.t. if j > I then U j ∩ Gi = ∅.
Let δii ≤ min
{
δi−1i ,
1
3dist(P \ GI ,Gi)
}
(specifics later). If j > I, δij := min
{
δi−1j ,
1
3dist(Uj ,Gi)
}
.
Then if, j > I, k ≤ i, x ∈ Gk, u ∈ pi−1(x) with |u| < δii , y ∈ Uj , v ∈ pi−1(y), with |v| < δij .
Then
ξ
[
Exp(x, u), Exp(y, v)
] ≥ ξ(x, y)− |u| − |v| > dist(Uj ,Gi)− δik − δij > 0.
Suppose (A.43) fails for ` = i. Then one of the following two alternatives must hold. Let
Gi :=
⋃i
k=1 Uk. Thus, Gi = pi
[
Ai
(
δ
)]
for every i = 1, 2, . . . and any δ > 0.
(A.44) For every δ > 0 we have Exp is not one-to-one on Ai
(
δ).
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OR, letting δ˜i−1j,n := min{n−1, δi−1j } (j = 1, 2, . . .)
(A.45) For every n = 1, 2, . . . , there exists (xn, un) ∈ Bi(δ˜n), jn = i+ 1, . . . , I,
and (yn, vn) ∈ Bjn(δ˜n) \ pi−1(Gi) s.t. Exp(xn, un) = Exp(yn, vn).
By (A.43) and the induction hypothesis, (A.44) fails once δk ≤ δik (k = 1, . . . , i). So suppose
(A.45) holds. WLOG, by compactness, letting n → ∞ we have xn → x∞ ∈ Gi. Suppose
{yn} has a subsequence {ynt} s.t. ynt → y∞ ∈ GI as t → ∞. Then, x∞ = Exp(x∞, 0) =
Exp(y∞, 0) = y∞. Thus, for sufficiently large n, we have xn, yn ∈ Vx∞ , xn 6= yn, and |un|, |vn| <
′x∞ . But, by (A.41), this is impossible. Therefore, (A.45) is false.
Now define,
δij =

δi−1, if j < i,
min
{
δ˜nii ,
1
3dist(P \ GI ,Gi)
}
, if j = i,
δ˜nij , if j = i+ 1, . . . , I.
(δij has already been defined for j > I.) Thus, (A.43) holds with ` = i and δ = δ
i
j . Notice
that for every j we have δij is decreasing in i. But for every j, the number δ
i
j > 0 is eventually
constant in i. Thus, δ := limi→∞ δi exists and is strictly positive. This proves the claim
(A.42).
Next, we prove claim: Again reducing the δi ≤ δi0 (i = 1, . . .) if necessary, we may assume
the following. Let ` = 1, 2, . . . be arbitrary. Let (x′, u) ∈ Cˆδ` |U` and let x = Exp(x′, u). If
y′ ∈ P and y′ 6= x′ then ξ(y′, x) > |u| = ξ(x′, x). (Recall that ξ is the topological metric on D
corresponding to the Riemannian metric.) To see this, let η ∈ (0, δ`). Suppose (x′, u) ∈ Cˆη|U` .
Let y′ ∈ P and suppose y′ 6= x′ but r0 := ξ(y′, x) ≤ |u| = ξ(x′, x). Then y′ ∈ Bη(x) :=
{
z ∈ D :
ξ(z, x) ≤ η} (see (2.2.5)). Since P is an imbedded submanifold of D, it has the “p-submanifold
property” (Boothby [Boo75, Definition (1.1), p. 75 and Theorem (5.5), p. 78]). It follows that,
making η smaller if necessary that
(A.46) Bη(x) ∩ P is compact.
It follows that we may take η < δi for every i s.t. Ui ∩ Bη(x) ∩ P 6= ∅. Then y′ lies
on the geodesic sphere Sr0 centered at x (Boothby [Boo75, Lemma (7.3), p. 340]). Suppose
Sr0 is tangent to P at y′. Since dimSr0 = d − 1 we have TyP ⊂ TySr0 . Then, by Boothby
[Boo75, Lemma (7.3), p. 340], we have that the geodesic joining x to y′ is orthogonal to
Sr0 at y
′. Hence, the geodesic is orthogonal to Ty′P. Hence, x is in the fiber of N over y′.
Since ξ(y′, x) ≤ ξ(x′, x) = |u| ≤ η, there exists v ∈ Rk s.t. (y′, v) ∈ (Ty′P)⊥. (y′, v) ∈ A and
Exp(y′, v) = x = Exp(x′, u). But Exp is one-to-one on A. Therefore, y′ = x′. Contradiction.
Now suppose Sr0 is not tangent to P at y′ and let y(r), (r ∈ [0, r0], where r0 := ξ(y′, x))
be the geodesic in D joining x to y′. We have already used “y′” to mean something else. So
write y˙ := dy/dt. We may assume |y˙| ≡ 1. (So y(0) = x and y(r0) = y′.) Then there exists
Y ∈ Ty′P s.t. |Y | = 1 and 〈Y, y˙(r0)〉 < 0. Let q(t) be a C∞ curve in P defined in an open
interval J ⊂ R about 0 s.t. q(0) = y′ and q′(0) = Y .
Let r(t) := ξ
(
x, q(t)
)
(t ∈ J). Because Exp is a diffeomorphism in A, there exists a
curve X(t) (t ∈ J) s.t. q(t) = Expx
[
r(t)X(t)
]
, (t ∈ J), viz. X(t) = r−10 Exp−1x
[
q(t)
]
. Thus,
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the following. (The proof is given below.)
Lemma A.10. r′(0) < 0.
It follows that nudging y′ ∈ P a little, we have ξ(y′, x) < ξ(x′, x). For each n, pick yn ∈ P
s.t., ξ(yn, x) < infy∈P ξ(y, x) < ξ(x′, x) + 1/n (n = 1, 2, . . .). Then for every n, we have
yn ∈ Bη(x)∩P, hence, by (A.46), there exists y∞ ∈ Bη(x)∩P s.t. ξ(y∞, x) = infy∈P ξ(y, x) <
ξ(x′, x) < η. So, in fact y∞ ∈ Bη(x) ∩ P. Therefore, by lemma A.10 we must have that Sr0 is
tangent to P at y∞. But as we have seen, this means that y∞ = x′. I.e., ξ(x′, x) < ξ(x′, x).
This absurdity completes the proof of the claim.
We conclude that if y′ ∈ P and y′ 6= x′ then ξ(y′, x) > ξ(x′, x). Let δ`,new := η/2. Carrying
out this construction for every ` we end up with a collection δi,new > 0 (i = 1, 2, . . .). Now
redefine: δi := δi,new (i = 1, 2, . . .). The claim is proved. (4.1.6) follows.
Let ζ1, ζ2, . . . be a C
∞ partition of unity on P subordinate to {Ui, i = 1, 2, . . .}. WLOG
supp ζi ⊂ Ui (i = 1, 2, . . .). (See Spivak [Spi79, Theorem 15, p. 68] and Boothby [Boo75,
Theorem (4.4), p. 192].) We may assume each ζi is G-invariant, i.e., ζi ◦g = ζi for every g ∈ G.
Otherwise, replace ζi by |G|−1
∑
g∈G ζi ◦ g. Let
i := min
{
δj : (supp ζi) ∩ Uj 6= ∅
}
, i = 1, 2, . . . .
Since supp ζi ⊂ Ui and U1,U2, . . . is locally finite there are only finitely many Uj ’s s.t. (supp ζi)∩
Uj 6= ∅. Therefore, each i is strictly positive. Define
P(x) :=
∑
i
ζi(x) i, x ∈ P.
Let i = 1, 2, . . .. Then if x ∈ Ui, we have 0 < P(x) ≤ δi. Therefore, Exp is a diffeomorphism
on
E(P) :=
{
(x, v) ∈ N : x ∈ Ui, |v| < P(x)
}
.
Since g∗
(〈·, ·〉) = 〈·, ·〉, we have (by (4.1.2))
(A.47)
∥∥g∗,x′(x′, v)∥∥g(x′) = |v|, (x′, v) ∈ Tx′D.
where
∥∥·∥∥ is the norm corresponding to 〈·, ·〉. It follows that A ⊂ N is G-invariant: g∗(X ′) ∈ A
for every X ′ ∈ A.
Let C := Exp[E(P)] and define α : C → E(P) by
(A.48) α :=
(
Exp|E(P )
)−1
.
Let ∇ be the Riemannian connection on D (Boothby [Boo75, Definition (3.2), p. 314]).
By assumption 〈·, ·〉 is G invariant. Therefore, by the following lemma ∇ is G-equivariant.
(See below for proof. See Boothby [Boo75, Exercise 4, p. 321].)
Lemma A.11. Let g ∈ G. Since g is invertible, so is g∗ : TD → TD. For x ∈ D, define
∇gXx(Y ) := g−1∗
[∇g∗Xx(g∗Y )] ∈ TxD,
where X ∈ Tx(D) and Y is a vector field on D. Then ∇g = ∇.
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We prove (4.1.7). Let X ′ := (x′, v) ∈ E(P), and let g ∈ G. Now, by definition (Boothby
[Boo75, Definition (6.3), p. 333]) Exp(X ′) = γ(1), where γ : (a, b)→ D (where a < 0 < 1 < b)
is a geodesic and γ(0) = x′, γ′(0) = X ′. Notice that g∗γ′(t) = (g◦γ)′(t). In particular, g∗(X ′) =
(g ◦ γ)′(0). Thus, (Boothby [Boo75, p. 319 and Definition (5.1), p. 326]) ∇γ′(t)γ′(t) = 0 for
t ∈ (a, b). Thus, by lemma A.11
0 = ∇gγ′(t)(γ′(t)) = g−1∗
[∇g∗γ′(t)(g∗γ′(t))] = g−1∗ [∇(g◦γ)′(t)((g ◦ γ)′(t))].
Applying g∗ to both sides of the preceding, we get ∇(g◦γ)′(t)((g ◦ γ)′(t)) = 0. I.e., g ◦ γ is a
geodesic. It is tangent to g∗X ′ at 0. Hence,
(A.49) g ◦ Exp(X ′) = g ◦ γ(1) = Exp[g∗(X ′)].
Combining this with (A.47), we get (4.1.7).
Now (4.1.6) is immediate: If (x′, v) ∈ E(P) ⊂ A and x = Exp(x′, v), then x′ is the unique
closest point of P to x and so dist(x,P) = ξ(x, x′) = |v|.
(Examination of the proof of Boothby [Boo75, Lemma (7.3), p. 340] might allow a tighter
argument?) 
Proof of lemma A.10. We have r(0) = r0. Let I be an open interval containing [0, r0]
for which we can define q˜ : I × J by q˜(r, t) := ExpxrX(t). Now, the curve r 7→ q˜(r, 0) =
Expx(rX(0)) is a geodesic joining x to y
′. So is y(·). But Exp is one-to-one on A and∣∣X(·)∣∣ = 1 = ∣∣y˙(·)∣∣. Therefore, y(r) = q˜(r, 0) (r ∈ [0, r0]). Thus, ∂∂r q˜(r, 0)|r=r0 = y˙(r0).
Let K(t) :=
(
r(t), t
) ∈ R2 (t ∈ J). (Recall that r(t) := ξ[(x, q(t)].) Recall that tangent
vectors can be interpreted as differential operators (Boothby [Boo75, Definition (1.1), p. 106]).
Then q(t) = q˜ ◦K(t) and
Y = q′(0)
=
d
dt
[
q˜ ◦K(t)]|r=r0,t=0
(Boothby [Boo75, Theorem (1.2), p. 107])
= K∗
(
d
dt
)
|r=r0,t=0(q˜)(A.50)
(Boothby [Boo75, Theorem (1.6), p. 109])
=
(
r′(0)
∂
∂r
|r=r0,t=0 +
∂
∂t
|r=r0,t=0
)
(q˜)
= r′(0)y˙(r0) +
∂
∂t
q˜(r0, t)|r=r0,t=0.
Now, ξ
[
x, q˜(r0, ·)
] ≡ r0. I.e., q˜(r0, ·) ∈ Sr0 . Thus, ∂∂t q˜(r0, t)|r=r0,t=0 is tangent to Sr0 at y′.
Therefore, by Boothby [Boo75, Lemma (7.3), p. 340], ∂∂t q˜(r0, t)|r=r0,t=0 is perpendicular to
y˙(r0) =
∂
∂r q˜(r, 0)|r=r0,t=0. One consequence of this is the following. By assumption Y is not
perpendicular to y˙(r0). It follows that
∂
∂t q˜(r0, t)|r=r0,t=0 and Y are not linearly dependent.
Another consequence is that, taking squared lengths of both extremes of (A.50), we get
1 = ‖Y ‖2 = r′(0)2∥∥y˙(r0)‖2 + ∥∥∥∥ ∂∂t q˜(r0, t)|r=r0,t=0
∥∥∥∥2
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In particular,
∥∥ ∂
∂t q˜(r0, t)|r=r0,t=0
∥∥ ≤ 1.
Therefore, by (A.50) and Cauchy-Schwarz, taking the inner product of both extremes of
(A.50) with Y we have the following.
1 = ‖Y ‖2 = r′(0)〈y˙(r0), Y 〉+〈 ∂
∂t
q˜(r0, t)|r=r0,t=0, Y
〉
< r′(0)
〈
y˙(r0), Y
〉
+
∥∥ ∂
∂t q˜(r0, t)|r=r0,t=0
∥∥ ‖Y ‖ ≤ r′(0)〈y˙(r0), Y 〉+ 1.
But, by assumption,
〈
y˙(r0), Y
〉
< 0. Hence, r′(0) < 0. 
Proof of lemma A.11. By Boothby [Boo75, Theorem (3.3), p. 314] it suffices to show
that ∇g has properties (1) through (4) in Boothby [Boo75, p. 313].
Let a, b : D → R be smooth. Let X,X ′, Y, Y ′ be vector fields on D. Let “·” be used to
sometimes denote point-wise multiplication of a vector field by a scalar function. First, we
want to show the following.
∇gaX+bX′(Y ) = a · ∇gX(Y ) + b · ∇gX′(Y ).
By the corresponding property for ∇,
∇gaX+bX′(Y ) = g−1∗
[∇ag∗X+bg∗X′(g∗Y )]
= g−1∗
[
a · ∇g∗X(g∗Y ) + b · ∇g∗X′(g∗Y )
]
= a · (∇gXY ) + b · (∇gX′Y ),
as desired.
Next, we prove
(A.51) ∇gXx(aY + bY ′) = a(x)(∇
g
Xx
Y ) + b(x)(∇gXxY ′) + (Xxa)Yx + (Xxb)Y ′x.
(E.g., ∇XxY ∈ TxD by Boothby [Boo75, Corollary (3.5), p. 315].) By definition, if x ∈ D,
(A.52) ∇gXx(aY + bY ′) = g−1∗
(
∇g∗Xx
[
g∗(aY + bY ′)
])
.
Let us parse this carefully. By Boothby [Boo75, p. 150; Definition (2.6), p. 119; and Theorem
(1.2), p. 107], we have[
g∗(aY + bY ′)
]
g(y)
= g∗
[
a(y)Yy + b(y)Y
′
y
]
= a(y)(g∗Yy) + b(y)(g∗Y ′y)
= a(y)(g∗Y )g(y) + b(y)(g∗Y ′)g(y), y ∈ D.
Therefore,
(A.53)
[
g∗(aY + bY ′)
]
z
= (a ◦ g−1)(z)(g∗Y )z + (b ◦ g−1)(z)(g∗Y ′)z, z ∈ D.
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Now apply Boothby [Boo75, property (2), Definition (3.1), p. 313] to (A.52) to get
∇gXx(aY + bY ′) = g−1∗
(
(a ◦ g−1)[g(x)]∇g∗Xx (g∗Y ) + (b ◦ g−1)[g(x)]∇g∗Xx(g∗Y ′)
+
[
(g∗Xx)(a ◦ g−1)
]
(g∗Yx) +
[
(g∗Xx)(b ◦ g−1)
]
(g∗Y ′x)
)
(A.54)
= a(x)(∇gXxY ) + b(x)(∇
g
Xx
Y ′)
+
[
(g∗Xx)(a ◦ g−1)
]
Yx +
[
(g∗Xx)(b ◦ g−1)
]
Y ′x.
Now, by Boothby [Boo75, Theorem (1.2), p. 107],
(g∗Xx)(a ◦ g−1) = Xx
[
g∗(a ◦ g−1)] = Xx(a).
Similarly, (g∗Xx)(b ◦ g−1) = Xx
[
g∗(b ◦ g−1)] = Xx(b). Substituting into (A.54) yields (A.51).
Next, we prove
[X,Y ] = ∇gX(Y )−∇gY (X).
By the corresponding property for ∇ and theorem Boothby [Boo75, Theorem (7.9), p. 154],
∇gX(Y )−∇gY (X) = g−1∗
[∇g∗X(g∗Y )−∇g∗Y (g∗X)]
= g−1∗
(
[g∗X, g∗Y ]
)
= [X,Y ],
as desired.
Finally, we prove
X〈Y, Y ′〉 = 〈∇gXY, Y ′〉+ 〈Y,∇gXY ′〉.
Let x ∈ D. By g-invariance of 〈·, ·〉, the corresponding property for ∇, and the definition of
g∗Xx (Boothby [Boo75, Theorem (1.2), p. 107]),〈∇gXY, Y ′〉x + 〈Y,∇gXY ′〉x = 〈g−1∗ [∇(g∗X)g(x)(g∗Y )], Y ′〉+ 〈Y, g−1∗ [∇(g∗X)g(x)(g∗Y ′)]〉
=
〈∇(g∗X)g(x)(g∗Y ), g∗Y ′〉+ 〈g∗Y,∇(g∗X)g(x)(g∗Y ′)〉
= (g∗X)g(x)〈g∗Y, g∗Y ′〉(A.55)
= (g∗Xx)〈g∗Y, g∗Y ′〉
= Xx〈g∗Y, g∗Y ′〉◦g.
Here the function 〈g∗Y, g∗Y ′〉◦g is defined by
y 7→ 〈g∗Y, g∗Y ′〉g(y), y ∈ D.
But by the g invariance of 〈·, ·〉 (Boothby [Boo75, pp. 200–201]) we have
〈g∗Y, g∗Y ′〉g(y) = g∗
(〈·, ·〉y)(Yy, Y ′y) = 〈Yy, Y ′y〉y, y ∈ D.
Substituting this into (A.55), we get〈∇gXY, Y ′〉+ 〈Y,∇gXY ′〉 = Xx〈Y, Y ′〉,
as desired. 
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Proof of lemma 4.1.1. Let x ∈ P. Let V be a coordinate neighborhood of x with
coordinate map ϕ : V → Rd is a coordinate map. Let H := ϕ(V) so H is an open subset of
Rd. Let ψ : H → V be the inverse of ϕ. Let U ⊂ P be a neighborhood of x satisfying U ⊂ V
and U is compact.
Let TD|V := {Xx ∈ TD : x ∈ V}. Here, the notation Xx means Xx ∈ TxD. Define ϕ˜ :
TD|V → H × Rd as follows. If Xx ∈ TD|V then we can write Xx =
∑d
i=1 yi ψ∗(∂/∂wi)|w=ϕ(z),
where w1, . . . , wd are the coordinates in Rd. Define ϕ˜(Xx) :=
(
ϕ(x), (y1, . . . , yd)
) ∈ H × Rd.
Then ϕ˜ : TD|V → H × Rd is a coordinate map for TD (Boothby [Boo75, Lemma (6.1), p.
332]). ϕ˜ is a bijection. Let ψ˜ : H×Rd → TD|V be the inverse of ϕ˜. Thus, ψ˜
(
w, (y1, . . . , yd)
)
=∑d
i=1 yi ψ∗(∂/∂ui)|u=w, where u = (u1, . . . , ud).
By assumption, D is an imbedded submanifold of Rk. Let F = (F1, . . . , Fk) : D → Rk
be the imbedding. Then F (V) is a coordinate neighborhood in F (P) with coordinate map
ϕ ◦F−1. Now, the identity id : Rk → Rk is the single coordinate neighborhood for Rk and the
tangent vectors on Rk have the form
∑k
i=1 ai (∂/∂zi)|z=x, where z1, . . . , zk are the coordinates
in Rk. Therefore, the single coordinate neighborhood of TRk is TRk itself with coordinate map
ζ :
∑k
i=1 ai (∂/∂zi)|z=x 7→
(
x, a1, . . . ak
) ∈ R2k. Obviously, ζ is an isomorphism. By Boothby
[Boo75, Theorem (1.6), p. 109], we have
ζ ◦ F∗ ◦ ψ˜
(
w, (y1, . . . , yd)
)
=
(
w,
d∑
i=1
yi
∂F
∂ui
|u=w
)
∈ R2k, (
w, (y1, . . . , yd)
) ∈ H × Rd,
where ∂F/∂ui ∈ Rk is the vector whose jth coordinate is ∂Fj/∂ui (i = 1, . . . , d; j = 1, . . . , k).
I.e., the (k+j)th entry in the RHS of the preceding is
∑d
i=1 yi
∂Fj
∂ui
|u=w. Now, ψ˜ is a differentiable
immersion. Since F is an imbedding, by Boothby [Boo75, Theorem (5.5), p. 78], it is a
diffeomorphism onto its image. Since ζ and ψ˜ are coordinate maps, it follows that ζ ◦ F∗ ◦ ψ˜
has a differentiable inverse on ζ(H × Rd). Call that inverse τ .
By corollary B.21 in appendix B, τ is locally Lipschitz w.r.t. the Euclidean norm on H×Rd
and ω. (See comment just after (4.1.4).) In particular, by compactness of U , we have that τ is
Lipschitz on ϕ(U) × Br(0) for every r > 0. We have been regarding Exp as being defined on
F (D) ⊂ R2k. Let E˜xp be the exponential map defined intrinsically apart from the imbedding F .
Thus, Exp = E˜xp ◦F−1∗ ◦ ζ−1. Now, as observed above near the beginning of subsection 4.1.1,
we have that E˜xp is defined on all of the tangent bundle TD. Therefore, by Boothby [Boo75,
Theorem (7.1), p. 338], E˜xp is differentiable on TD. This means E˜xp ◦ ψ˜ is differentiable on
H ×Rd. Therefore, by corollary B.21 again, E˜xp ◦ ψ˜ is locally Lipschitz on H ×Rd. Thus, by
(B.13), we have that E˜xp ◦ ψ˜ ◦ τ is locally Lipschitz on ζ(TD|V). But
E˜xp ◦ ψ˜ ◦ τ = E˜xp ◦ ψ˜ ◦ ψ˜−1 ◦ F−1∗ ◦ ζ−1 = E˜xp ◦ F−1∗ ◦ ζ−1 = Exp.
The first sentence in the lemma is proved.
Then by Boothby [Boo75, Theorem (7.1), p. 338], compactness of U , and corollary B.21
in appendix B, we have that Exp ◦ (ϕ˜−1|U×Rd) : U × Rd → D is Lipschitz. 
Proof of (4.1.15). Let y ∈ R and let v ∈ Tan(R, y). (See (4.1.14).) (4.1.15) is trivial
if v = 0, so assume v 6= 0. Think of v as a k × 1 column vector. (See (4.1.1).) It suffices to
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show that there exists a smooth curve λ : I → D, where I a neighborhood of 0, λ(0) = y, and
v = λ′(0).
By the Tubular Neighborhood Theorem (proposition 4.1.2), D has a tubular neighborhood
C ⊂ Rk and a smooth imbedding α : C → N , where N is the normal vector bundle about D in
Rk. If pi : (x, u) 7→ x ((x, u) ∈ TD) then pi ◦ α(x) = x for every x ∈ D (as usual, we identify
(x, 0) with x ∈ D) and Exp ◦ α is the identity on C.
Suppose F is a smooth function on a neighborhood of y in Rk. By corollary B.21, F we
may assume F is Lipschitz in W. Let λ(t) := pi ◦ α(y + tv) ∈ D. The curve λ is defined in
some neighborhood of 0 and λ is C∞ on its domain. Thus, λ′(0) ∈ TyD. More generally, we
may assume pi ◦ α is Lipschitz on C.
Since v ∈ Tan(R, y) there exists a sequence {yn} ⊂ R ⊂ D and {rn} ⊂ R s.t. |yn−y| < 1/n
and
∣∣rn(yn − y)− v∣∣ < 1/n. Let sn := rn|yn − y|. Then
n−2 >
∣∣sn|yn − y|−1(yn − y)− v∣∣2 = s2n − 2sn[|yn − y|−1(yn − y) · v]+ |v|2
≥ s2n − 2sn|v|+ |v|2 =
(
sn − |v|
)2
.
Hence,
∣∣|v||yn − y|−1(yn − y)− v∣∣ < 2/n. Therefore,∣∣∣∣(yn − y)− |yn − y||v| v
∣∣∣∣ < 2|yn − y|n|v| .
Let tn := |yn − y|/|v|. Thus,
∣∣yn − (y + tnv)∣∣ = O(n−1|yn − y|) as n→∞. Therefore,
(A.56) F (y + tnv)− F (yn) = O
(
n−1|yn − y|
)
.
Similarly, since {yn} ⊂ R ⊂ D,
(A.57)
∣∣λ(tn)− yn∣∣ = ∣∣pi ◦ α(y + tnv)− pi ◦ α(yn)∣∣ = O(∣∣yn − (y + tnv)∣∣) = O(n−1|yn − y|).
7 Therefore, by (A.56) and (A.57),
F (y + tnv)− F (y)
tn|v| =
F (y + tnv)− F (y)
|yn − y| =
F (yn)− F (y)
|yn − y| +O(n
−1)
=
F ◦ λ(tn)− F ◦ λ(0)
|yn − y| +O(n
−1) = |v|−1F ◦ λ(tn)− F ◦ λ(0)
tn
+O(n−1)
Letting n→∞ we get
|v|−1∇F (y) · v = |v|−1∇F (y) · λ′(0),
where “∇” indicates gradient. But by varying F , ∇F (y) could be any vector in TyD. (E.g., if
F (x) := x · w, where w ∈ Rk is fixed, then ∇F (y) = w.) We conclude that v = λ′(0) ∈ TyD,
as desired. 
Proof of lemma 4.1.6. Let (U , ϕ) be any coordinate neighborhood in D, let H :=
ϕ(U) ⊂ Rd. Let ψ := ϕ−1 : H → U be the inverse of ϕ. Let z1, . . . , zd be the co-
ordinates on H. Let (y, v) ∈ TD|U , i.e., y ∈ U and (y, v) ∈ TyD. Consider the map
F (t) := F(y,v)(t) := ρ ◦ Exp(y, tv) ∈ Rk. Here, ρ : D → Rk is inclusion and Exp is the
exponential map on D. The appearance of ρ is really just a formality because we are already
viewing D as sitting in Rk (see (4.1.1)), but view ρ as the restriction of a coordinate map, the
identity, for the manifold Rk. We have F (0) = ρ(y).
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Given, (y, v) ∈ TD|U , let λ : I → TyD be scalar multiplication of (y, v): λ : t 7→ t · (y, v) ∈
TyD for t in some interval I ⊂ R about 0. By Boothby [Boo75, Lemma (6.4), p. 334],
(A.58) Expy∗ ◦ λ∗
[(
d
dt
)
t=0
]
= (y, v) ∈ TyD.
Here,
(
d
dt
)
t=0
is a “unit” tangent vector to the real line at 0.
Let f(t) := f(t; z, q) := ϕ ◦ Exp[tψ∗(z, tq)], for z ∈ φ(U), q ∈ Rd, and t ∈ R. Thus,
Fψ∗(z,q)(t) = ρ◦ψ◦f(t; z, q). f satisfies the second order differential equation Boothby [Boo75,
(5.3), p. 328]. This equation can, of course, be written as a first order system Boothby [Boo75,
(5.5), p. 329]. By Boothby [Boo75, Theorem (4.1), p. 130] we have that f is C∞. Hence,
Fψ∗(z,q)(t) is C
∞. Therefore, by corollary B.21 in appendix B, making U smaller if necessary,
the function ∂∂uF(y,v)(u)|u=s ∈ TRk = Rk is Lipschitz in (s, y, v), providing y ∈ U , and v ∈ TD
and u ∈ R are bounded. We may think of v as a vector in Rk. Moreover, by Boothby [Boo75,
Lemma (6.4), p. 334] we have ∂∂uF(y,v)(u)|u=0 = ρ∗(y, v) = v = (v1, . . . , vk) ∈ Rk. Write
∂
∂uF(y,v)(u) =
(
∂
∂uF
1
(y,v)(u), . . . ,
∂
∂uF
k
(y,v)(u)
)
∈ Rk and F(y,v)(u) =
(
F 1(y,v)(u), . . . , F
k
(y,v)(u)
)
∈
Rk. Therefore, by the mean value theorem, for |t| small and some sj between 0 and t (j =
1, . . . , k), with |s| ≤ |t| we have
|t|−1∣∣F(y,v)(t)− y − tv∣∣ = |t|−1∣∣F(y,v)(t)− F(y,v)(0)− tv∣∣
= |t|−1
k∑
j=1
∣∣F j(y,v)(t)− F j(y,v)(0)− tvj∣∣
=
k∑
j=1
t−1
∣∣∣ ∂∂uF j(y,v)(u)|u=sj − tvj∣∣∣(A.59)
=
k∑
j=1
∣∣∣ ∂∂uF j(y,v)(u)|u=sj − ∂∂uF j(y,v)(u)|u=0∣∣∣
≤ K
k∑
j=1
|sj | ≤ kK|t|.
where K < ∞ is a uniform Lipschitz constant for the map s 7→ ∂∂uF(y,v)(u)|u=s. (y ∈ U , and
v ∈ TD and s ∈ R are bounded.)
Thus, if |v| = 1 in (A.59), we get∣∣ρ ◦ Exp(y, tv)− y − tv∣∣ ≤ kK|tv|2.
If |tv| ≤ δ/(kK) replace tv by v to get (4.1.29).
Similarly, (A.59) can also be written
(A.60)
∣∣∣t−1[ρ ◦ Exp(y, tv)− y]− v∣∣∣ ≤ kK|t|.
Suppose s > 0 is s.t. v = sw for some w ∈ C[y]. Let  > 0. Choose r ∈ (0, 1/s) so small that∣∣ρ ◦ Exp(y, tv)− y∣∣ <  and rkK ≤ . Then rv ∈ C[y]. Then, with t = ηr in (A.60) we get∣∣∣r−1[ρ ◦ Exp(y, rv)− y]− v∣∣∣ ≤ rkK ≤ .
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Since Exp(y, rv) ∈ Exp(C[y]), this proves that v ∈ Tan[Exp(C[y]), y].
Conversely, let v ∈ Tan[Exp(C[y]), y] ⊂ Rk. (To emphasize that we are considering the
range of Exp to be Rk, we could write ρ ◦Exp instead of just Exp.) By (4.1.15), (y, v) ∈ TyD.
Let Z1, . . . , Zd be an orthonormal basis of TyD = Rd and, forgetting that Z1, . . . , Zd are
attached to y, complete it to an orthonormal basis Z1, . . . , Zd, . . . , Zk of Rk. Regard Z1, . . . , Zk
as a basis of Rk or T0Rk depending on context. When we need to express a k-vector as a matrix
write it as a column matrix. Write v = v1Z1 + · · ·+ vdZd and let
v¯ := (v1, . . . , vd)
T .
We show that (y, v) ∈ C[y]. By (4.1.23), we may assume that v 6= 0. Since C[y] is a cone and
|v|−1v ∈ Tan[Exp(C[y]), y] since v is, we may assume that |v| = 1. There is sequences {wn} ⊂
C[y]\{(y, 0)} and {rn} ⊂ (0,∞) s.t. ∣∣Expy(wn)−y∣∣ < 1/n and ∣∣∣rn(Expy(wn)−y)−v∣∣∣ < 1/n
(n = 1, 2, . . .).
By Boothby [Boo75, Lemma (6.4), p. 334], the Jacobian matrix of the differential of Expy,
w.r.t. Z1, . . . , Zd and Z1, . . . , Zd, . . . , Zk, is
(A.61) DExpy(0) =
(
Id
0(k−d)×d
)
,
where Id is the d × d identity matrix (Boothby [Boo75, p. 26]). One consequence is that
rn|wn| → 1. Therefore, we may assume rn = |wn|−1. Let (y, un) := rn(y, wn) = |wn|−1(y, wn) ∈
C1[y]. Write (y, un) = un,1Z1 + · · ·+un,dZd and let u¯n := (un,1, . . . , un,d)T . Use Landau “little
o” notation (de Bruijn [dB81, Section 1.3]) so o(1)→ 0 as n→∞. Then, since Expy(0) = y,
|u¯n − v¯| =
∣∣∣∣DExpy(0)u¯n − ( v¯0(k−d)×1
)∣∣∣∣
=
∣∣∣∣o(1) + |wn|−1(Expy(|wn|un)− Expy(0))− ( v¯0(k−d)×1
)∣∣∣∣
=
∣∣∣∣o(1) + rn(Expy(wn)− y)− ( v¯0(k−d)×1
)∣∣∣∣
→ 0.
Therefore, (y, v) ∈ C1[y] = C1[y], by (4.1.27). This concludes the proof. 
Proof of lemma 4.1.9. Let (y, v) ∈ C[P]. There is at least one stratum, R, in P s.t.
y ∈ R. (See (4.1.14).) Let R be one of them. By part 2 of definition 4.1.4, the point y has a
neighborhood, V = ⋃ni=1Ai ⊂ P, etc. For r > 0 let Br(y) be the closed ball in Rk centered at
y and having radius r. (See (2.2.5).) Let E := Er := Br(y) ∩ D so (4.0.3), E is compact. We
may pick r > 0 so small that
(1) Property 4.1.3 holds for a neighborhood U ⊂ R and Br(y) ∩R = Er ∩R ⊂ U ∩ V.
(2) For every i = 1, . . . , n, we have Br(y) ∩ Ai is compact. (Pf: By (4.1.13) we may
choose r > 0 so small that Br ∩ V is compact. By part 2a of definition 4.1.4, there
exists a closed set F ⊂ P s.t. Ai = F ∩ V. Thus, Br(y) ∩ Ai =
[
Br(y) ∩ V
] ∩ F .)
(3) There exists η ∈ (0, 1] s.t. if (y′, v) ∈ C1
[
Br(y)
]
then (y′, 2ηv) ∈ C[y′]. (See lemma
4.1.8.)
(4) Er lies in a geodesically convex neighborhood of y ∈ D (definition 2.2.1).
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By lemma 4.1.29, the following holds. For every δ > 0 there exists r(y, δ) > 0 s.t.
(A.62) For all (y′, w) ∈ TD s.t. y′ ∈ Br(y,δ)(y) ∩ D and |w| ≤ r(y, δ)
we have
∣∣Exp(y′, w)− y′ − w∣∣ < δ|w| = δξ[Exp(y′, w), y′].
(See (4.1.3).)
Let (y, v) ∈ C[y]. So v ∈ Rk. If v = 0 then (4.1.32) holds. So assume v 6= 0. Let R be a
stratum of P with y ∈ R. Let u ∈ Tan(R, y) and suppose u · v < |u||v|/4. Then
|u− v|2 = |u|2 − 2(u · v) + |v|2
≥ (3/4)|u|2 + (3/4)|v|2 + (1/4)(|u| − |v|)2 ≥ (3/4)|v|2.
Thus, we have
(A.63) |u− v| ≥ f |v|, u ∈ Tan(R, y) with u · v < |u||v|/4.
where f > 0. (We must have f ≤ 1.) In this case f = √3/2.
Now we consider the case where u · v ≥ |u||v|/4. Let Sk−1 be the unit sphere in Rk. Let
F (v) denote the cone
{
u ∈ Rk : u · v ≥ |u||v|/4}. (Yes, another cone.) So F (v) is closed. Let
u ∈ F (v)∩Sk−1∩Tan(R, y). Since (y, v) ∈ C[y], by (4.1.23), we have |u ·v| < |u||v|. Therefore,∣∣|v|u−v∣∣2 > 0 for every. With v ∈ C[y] fixed, by compactness of F (v)∩Sk−1∩Tan(R, y) there
exists e > 0 s.t.
(A.64) 0 < 2e|v|2 ≤ ∣∣|v|u− v∣∣2 = 2|v|2 − 2|v|(u · v) ≤ (3/2)|v|2,
for every u ∈ F (v) ∩ Sk−1 ∩ Tan(R, y).
Hence, e ∈ (0, 3/4). From (A.64) we see that, if u ∈ F (v) ∩ Sk−1 ∩ Tan(R, y), then u · v ≤
(1− e)|v|. Let c = 1− e ∈ (1/4, 1). So c < 1. Then, in general, if u ∈ F (v) ∩ Tan(R, y) \ {0},
replacing |u| by |u|−1u (and noticing that the u = 0 case is trivial) we get, by definition of
F (v),
(A.65) |u||v|/4 ≤ u · v ≤ c|u||v|, u ∈ F (v) ∩ Tan(R, y).
We show that modifying c < 1 if necessary, (A.65) holds for any, i.e., uniformly in, v ∈ C[y].
The set X := C1[y]×
[
Sk−1 ∩Tan(R, y)] is compact. The function (u, v) 7→ u · v is continuous
on X. Therefore, the set X1/4 :=
{
(u, v) ∈ X : u · v ≥ 1/4} is compact. We know that for
every (u, v) ∈ X1/4 we have u · v < 1. Therefore, there exists c < 1 s.t. u · v ≤ c for every
(u, v) ∈ X1/4. Therefore, (A.65) holds for every u ∈ Tan(R, y) and v ∈ C[y]
Let u ∈ F (v) ∩ Tan(R, y) and v ∈ C[y]. Then, using (A.65), we see that |u − v|2 ≥
|u|2 − 2c|u||v|+ |v|2, which in turn is minimized by |u| = c|v|. It follows that
|u− v| ≥
√
1− c2 |v|, u ∈ F (v) ∩ Tan(R, y) and v ∈ C[y].
Recall c ∈ (0, 1). Therefore, combining the preceding with (A.63), we have
(A.66) |u− v| ≥ f |v|, u ∈ Tan(R, y) and v ∈ C[y].
Claim: There exists f ∈ (0, 1) s.t. (A.66) holds for every (y′, v) ∈ C[y′], u ∈ Tan(R, y′),
and y′ ∈ E . Suppose not. Then there exists {y′m} ⊂ Br(y) and, for every m, we have
um ∈ Tan(R, y′m) and (y′m, vm) ∈ C[y′m] \
{
(y′m, 0)
}
s.t. |vm|−1|um − vm| < 1/m. Now, E is
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compact. Therefore, by point 3 above and the fact that C[y′m] and Tan(R, y′m) are cones, we
may assume |vm| = η. Then |um| > (1− 1/m)η.
Let hi : Ai × CLi → C[Ai] be as in definition 4.1.4. Since there are only finitely many
Ai’s covering V, by (4.1.24), WLOG we may assume that for some i = 1, . . . , n, we have{
(y′m, vm)
} ⊂ h−1i (Ai×CLi). Let C ′ := {(y′, v) ∈ C[Br(y)∩Ai] : hi(y, v) ∈ Ai×CLi, |v| = η}.
By point 2 above we have that B′ := Br(y) ∩ Ai is compact. Define a function, f : C ′ → R,
as follows. Let (y′, v) ∈ C ′. Let (y′, v) ∈ C ′ and write h−1i (y′, v) =
(
y′, [t, z]
)
, where t ∈ [0, 1]
and z ∈ Li. Then by property 4.1.25 of definition 4.1.4 and item 3 above, we have 2t < 1.
Therefore,
h−1i (C
′) ⊂ E′ :=
{(
y′, [tz]
) ∈ B′ × CLi : 0 ≤ t ≤ 1/2}.
But E′ is compact. Therefore, {h−1i (y′m, vm)} converges to a point of E′. But that means that
{(y′m, vm)} converges to a point (y′, v) ∈ C
[
Br(y)
]
. Clearly, |v| = η. By (4.1.17), we may
assume um → u ∈ Tan(R, y′). (We have |u| ≥ η.) Therefore, |u − v| = 0. This contradicts
(A.66) and proves the claim.
Now let δ := f/6 in (A.62) (f comes from (A.66).) and, making r smaller if necessary,
require r ≤ r(y, δ). In property 4.1.3 take  = δ. Let y′ ∈ Br/3(y) ∩ R and x ∈ Exp
(
C[y′]
)
.
Thus, for some v ∈ Rk we have (y′, v) ∈ C[y′] and x = Exp(y′, v). Obviously,
dist(x,P) ≤ ξ(y′, x) = |v|.
(See (4.1.3).) Suppose 0 < |v| < r/3. Let y′′ ∈ R satisfy
(A.67) ξ(y′′, x) < dist(x,P) + δ|v|.
If ξ(y′′, x) > |v| or y′′ = y′ then (4.1.32) holds with KF = 1 − δ. So assume ξ(y′′, x) ≤ |v|
and |y′′ − y′| > 0. Thus, ξ(y′′, y) ≤ ξ(y′′, x) + ξ(x, y′) + ξ(y′, y) ≤ 2|v| + r/3 < r. Thus,
y′′ ∈ Br(y) ∩R.
Write y′′ = Exp(x,w) with (x,w) ∈ TD. (This x is the same x ∈ Exp(C[y′]) as before.)
So |w| = ξ(x, y′′) ≤ |v| < r(y, δ). Then, by (A.62), we have
(A.68) |y′′ − x| ≤ |y′′ − x− w|+ |w| ≤ (1 + δ)ξ(y′′, x).
Therefore, by (A.62) again,
|y′′ − y′| ≤ |y′′ − x|+ |x− y′| ≤ |y′′ − x|+ |x− y′ − v|+ |v|
≤ (1 + δ)ξ(y′′, x) + |x− y′ − v|+ |v| ≤ (1 + δ)|v|+ δ|v|+ |v| ≤ 2(δ + 1)|v|.
Take  in (4.1.16) to be  = δ2(δ+1) . Make r > 0 even smaller if need be so r ≤ . Then
there exists u′ ∈ Tan(R, y′) s.t.
(A.69)
∣∣(y′′ − y′)− |y′′ − y′|u′∣∣ ≤ |y′′ − y′| ≤ δ|v|.
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Now let u = |y′′− y′|u′. Notice that, since δ = f/6 and f ≤ 1, we have (1 + δ)−1 > 6/7. Then,
by (A.67), (A.68), (A.69), and, recalling that x = Exp(y′, v), (A.62) again,
dist(x,P) > ξ(y′′, x)− δ|v|
≥ (1 + δ)−1|y′′ − x| − δ|v|
≥ (6/7)(|u− v| − |u+ y′ − y′′| − |x− v − y′|)− δ|v|
≥ (6/7)(f |v| − |u+ y′ − y′′| − δ|v|)− 6δ|v|/7− δ|v|/7
≥ (6/7)(f |v| − δ|v| − δ|v| − δ|v|)− δ|v|/7
=
17
42
f |v|.
Now do this for every stratum to which y belongs and take the minimum of f and the
minimum of r. Then we arrive at numbers fy, ry > 0 s.t. if y
′ ∈ Bry(y)∩P and v ∈ C[y′] with
|v| < ry/3 then
17
42
fy|v| ≤ dist
[
Exp(y′, v),P] ≤ |v|.
If F ⊂ P is compact, cover it with a finite number of neighborhoods Bryj (yj), (j =
1, . . . ,M) and set KF := (17/42) minj=1,...,M fyj . Finally, exclude from C[F ] vectors (y, v)
with |v| ≥ ry/3.
This concludes the proof of lemma 4.1.9. 
Corollary A.12. (See (A.62).)
Proof of lemma 4.1.8. Let x ∈ P. Let V =: Vx ⊂ P be the neighborhood of x, promised
by part 2 of definition 4.1.4. Let n = 1, 2, . . .; Ai; Li; and hi : Ai×CLi → pi−1(Ai) (i = 1, . . . , n)
also be as in the definition. Let i = 1, . . . , n. Let λi be the metric on CLi. It satisfies (4.1.21)
and (4.1.22) with λ = λi. By (4.1.2), we have ‖(y, v) − (y, w)‖y = |v − w| = ω
[
(y, v), (y, w)
]
((y, v), (y, w) ∈ TyD), where | · | is the norm on Rk. Let K = Ki <∞ be a common Lipschitz
constant for hi and h
−1
i . Thus, by (4.1.22) and part 2d of definition 4.1.4,
(A.70) hi
(
y,
[
(s, z)
])
= (y, v) implies K−1s ≤ |v| ≤ Ks,
for every s ∈ [0, 1), z ∈ Li, y ∈ Ai, and v ∈ hi
({y} × CLi).
Define ˜i :=
1
2K . Let t ∈ [0, ˜i] and (y, u) ∈ C1[y]. By definition of C1[y], there exists b ∈ (0, 1]
s.t. (y, btu) ∈ C[y]. For some i = 1, 2, . . . there exists [(s, z)] ∈ CLi s.t. hi(y, [(s, z)]) =
(y, btu). By (A.70), s ≤ Kbt|u| = Kbt < Kb˜i = b/2. I.e., 2s/b ≤ 1. Therefore, by 4.1.25
(“homogeneity”),
(y, tu) =
2s
b
(
y,
1
2s
btu
)
=
2s
b
hi
(
y,
[
(1/2, z)
]) ∈ C[y].
Now let ˜(x) := mini s.t. x∈Ai ˜i > 0. By (4.1.30), we may assume ˜(x) is G-invariant. (If it
is not, just replace ˜(x) by |G|−1∑g∈G ˜[g(x)].) Then, by (4.1.24) and part 2d of definition
4.1.4, we have
(A.71) If y ∈ Vx, v ∈ C1[y], t ∈ [0, ˜(x)] then (y, tv) ∈ C[y].
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Let
U˜x := Exp
([
0, ˜(x)
)
C1[Vx]
)
:=
{
Exp(y, tv) : t ∈ [0, ˜(x)), y ∈ Vx, (y, v) ∈ C1[y]}.
Claim: U˜x ⊂ C is open in D. By part 3 of definition 4.1.4, it suffices to show that
[
0, ˜(x)
)
C1[Vx]
is open in C[P]. First, note that, by remark 4.1.7, pi−1(Vx) is open. Let F : C[P] → [0,+∞)
be defined by
F (y, v) := |v| = ω((y, 0), (y, v)), (y, v) ∈ C[P].
Then, F is continuous. Hence, since
[
0, ˜(x)
)
is open in [0,+∞), we have that F−1[0, ˜(x)) ⊂
C[P] is open, but [0, ˜(x))C1[Vx] = pi−1(Vx)∩F−1[0, ˜(x)) and is, therefore, open. This proves
the claim.
Define Ux :=
⋃
g∈G g(U˜x). Thus, Ux ⊂ D is G-invariant and open. Let M :=
⋃
x∈P Ux ⊂
D. Thus, M is a d-dimensional G-invariant manifold with open cover {Ux, x ∈ P}. By
Lindelo¨f’s theorem (Simmons [Sim63, Theorem A, p. 100]) there exist x1, x2, . . . ∈ P s.t.
{Uxj , j = 1, 2, . . .} is an open cover of M. Hence, by Boothby [Boo75, Theorem (4.4), p.
192] there exists a C∞ partition of unity {fj , j = 1, 2, . . .} subordinate to {Uxj , j = 1, 2, . . .}.
By averaging of fj ◦ g over g ∈ G, we can make each fj G-invariant. Discard all fj ’s s.t.
(supp fj)∩P = ∅. Here, as usual, supp fj is the support of fj . Let ζj be the restriction, fj |P ,
of fj to P. For every j = 1, 2, . . . there exists i(j) = 1, 2, . . . s.t. supp ζj ⊂ Uxi(j) . Define
P(x) :=
1
2
∑
j
ζj(x) ˜(xi(j)), x ∈ P.
Then P has a C∞ extension to the open neighborhood (in D) M of P, viz.
∑
j fi ˜(xi(j)).
Let x ∈ P, let v ∈ C1[x], and let t ∈
[
0, P(x)
]
. There exists m = 1, 2, . . . s.t. there
are exactly m indices j1, . . . , jm s.t. x ∈ Uxi(j`) (` = 1, . . . ,m). Let q = 1, . . . ,m satisfy
˜(xi(jq)) = max`=1,...,m ˜(xi(j`)). We have
P(x) =
1
2
m∑
j=1
ζj(x) ˜(xi(j)) < ˜(xi(jq)).
Therefore, by (A.71), if v ∈ C1[x], t ∈
[
0, P(x)
]
then (y, tv) ∈ C[y], as desired. 
Proof of lemma 4.3.1. We show that C is sequentially compact. (See Simmons [Sim63,
Theorem E, p. 123].) Let
{
(ym, vm)
}
be a sequence in C. Then {ym} is a sequence in U .
Therefore, {ym} has a limit point, call it y0 ∈ U . We show that for some v0 ∈ Rk we have
(y0, v0) ∈ C and (y0, v0) is a limit point of {ym, vm}. By part 2 of definition 4.1.4, y0 has a
neighborhood V, in P, etc. Since there are only finitely many Ai’s covering V, by (4.1.24),
WLOG we may assume that for some j = 1, . . . , n, we have
{
(ym, vm)
} ⊂ h−1j (Aj × CLj).
Drop the subscript j. By (4.1.28), there exists r > 0 s.t. E := Br(y) ∩ A is compact. WLOG{
(ym, vm)
} ⊂ h−1(E × CL). Hence, y0 ∈ E .
Claim: h−1
(
C[0,][E ]
)
is a closed subset of a set of the form E × [[0, s0]×L] with s0 ∈ [0, 1),
which is compact. To see this, define
(A.72) f : (y, s, z) 7→
∣∣∣h(y, [(s, z)])∣∣∣ ≥ 0, y ∈ C, s ∈ [0, 1), z ∈ L.
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Then f is continuous. By choice of  < P |U , for every (y, z) ∈ E × L there exists s(y, z) ∈
(0, 1) s.t. f
[
y, s(y, z), z
]
> . (s(y, z) must be positive by part 2 of definition 4.1.4.) Since
f is continuous there exist neighborhoods Gy,z ⊂ E and Hy,z ⊂ L of y and z, resp., s.t.
f
[
y′, s(y, z), z′
]
>  for every (y′, z′) ∈ Gy,z × Hy,z. (So same s(y, z) for every (y′, z′).) Now, E
is compact and L is compact by assumption. Therefore, E × L is covered by a finite collection
of sets Gyi,zi × Hyi,zi (i = 1, . . . , `). Let s0 := mini=1,...,` s(yi, zi) ∈ [0, 1). Then for every
(y, z) ∈ E×L we have f(y, s0, z) > . Thus, since h is homogeneous, by (4.1.25), h−1
(
C[0,][E ]
) ⊂
E × [[0, s0]× L], which, as mentioned already, is compact.
It remains to show that h−1
(
C[0,][E ]
)
is closed in E × L. Suppose (y, [(s, z)]) ∈ E × CL
lies outside of h−1
(
C[0,][E ]
)
. I.e.,
∣∣h(y, [(s, z)])∣∣ > . Then, by continuity of |.| and h, there
is a relatively open neighborhood, B ⊂ E × CL, of (y, [(s, z)]) s.t. (y′, [(s′, z′)]) ∈ B implies∣∣h(y′, [(s′, z′)])∣∣ > . I.e., B ⊂ (E × CL) \ h−1(C[0,][E ]). Therefore, h−1(C[0,][E ]) is closed in
E × CL and the claim is proved.
Since h is continuous, this means that C[0,][E ] = h
(
h−1
(
C[0,][E ]
))
is compact. But{
(ym, vm)
} ⊂ C[0,][E ]. Therefore, {(ym, vm)} has a subsequence that converges to a point
of C and the lemma is proved. 
Proof of lemma 4.2.3. By Munkres [Mun66, Theorem 10.6, pp. 103–104] and (C.11),
since D is a compact C∞ manifold, it has a C∞ triangulation (appendix C) f : |P | → D, where
P is finite.
“f : |P | → D is a C∞ triangulation” means the following (Munkres [Mun66, Definition
8.3, pp. 80–81]). First, of all f is a homeomorphism. Second, let b ∈ |P | and let σ ∈ P satisfy
b ∈ σ. Then Df |σ(b) has full rank. What does that mean? If dimσ = ` then, by (C.2), σ lies in
a unique `-plane in RN so WLOG we may assume σ ⊂ R`. Then there exists a neighborhood,
U , of b in R` and a C∞ extension, g : U → D, of f . By making U smaller if necessary, we may
assume that g(U) lies in a coordinate neighborhood V of D with coordinate map ϕ : V → Rd.
By lemma B.20(3) in appendix B, we may assume that ϕ and its inverse are Lipschitz. Let
h := g ◦ϕ. Then we must have that the Jacobian matrix, Dh(b)d×`, has rank `. In particular,
` ≤ d.
It is obvious that claim: b must belong to at least one simplex of P of dimension d, but
we prove it. By corollary B.21, g is locally Lipschitz. Hence f |U∩σ is locally Lipschitz. This
means that f : |P | → D is locally Lipschitz. Now, f is a homeomorphism and by (C.38) in
appendix C, the star, Stσ, of sigma is open. Therefore, f(Stσ) ⊂ D is open. By corollary
B.21, h is locally Lipschitz. Thus, by corollary B.22 and lemma B.17, we must have that Stσ)
has dimension at least d. Since P is finite, Stσ consists of at most finitely many simplices.
Therefore, by (B.7) and the assumption dimσ < d, b must belong to at least one simplex τ of
dimension d. But we already know that dim τ ≤ d. I.e., dim τ = d, proving the claim.
So assume b ∈ σ ∈ P and dimσ = d. Then g ◦ ϕ : U → Rd and Dh(b)d×d has full rank.
Therefore, by the Inverse Function Theorem (Boothby [Boo75, Theorem (6.4), p. 42]), b has
a smaller neighborhood U ′ ⊂ U s.t. h(U ′) ⊂ Rd is open, the restriction, h|U ′ , is one-to-one on
U ′ and (h|U ′)−1 is C∞. Therefore, by corollary B.21, h|U ′ and (h|U ′)−1 are locally Lipschitz.
Since ϕ is Lipschitz, by (B.13), f−1 is locally Lipschitz. But D and, hence, |P | are compact.
Thus, by (B.12), we have that f and its inverse are Lipschitz. 
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Proof of lemma 4.3.2. By (4.3.44), (4.3.28) and (4.3.42), it suffices to prove
Ha[S ′m,dilate ∩ (B2 \ B1)] ≤ K3R−min(d−p−1,a)m Ha(S ′m \ BRm/3).
By (4.3.12), (4.3.11), lemma 4.3.1, and (4.3.4), we have that B2 and C2 are relatively
compact. Therefore, by part 3 of definition 4.1.4, we have that α : C → C[P] (resp. α−1 = Exp)
is Lipschitz on B2 (resp. C2). Hence, by (B.11), it suffices to show
Ha
(
α
[S ′m,dilate ∩ (B2 \ B1)]) ≤ K4R−min(d−p−1,a)m (α[S ′m ∩ (B2 \ BRm/3)]),
for some K4 <∞ depending only on D, C[P], T , and a.
By part 2 of definition 4.1.4, C[U ] is covered by sets of the form hi
[
(Ai ∩R)× CZ
]
, where
R is a stratum of P and CZ is the cone over a stratum, Z, of Li. Since U is compact and each
Li has finitely many strata, we may assume the cover is finite. Now, by definition, Ai ∩ R is
open in R, and, hence, is a manifold. We remind the reader that the Li’s and the Ai’s do not
depend on
{
(Φm,S ′m)
}
but just on D, C[P], and T .
If N ⊂ D and t ∈ (0, 2), define
N̂i,t :=
(
h−1i ◦ α
[N ∩ (B2 \ Bt)]) ∩ [(Ai ∩R)× CZ] ⊂ TD.
Now, α
[N ∩ (B2 \ Bt)] is compact if N = S ′m,dilate or N = S ′m. Since each h−1i and hi are
Lipschitz, it thus suffices to show that, for any such Ai, R, and Z, we have
(A.73) Ha[ ̂(S ′m,dilate)i,1] ≤ K5R−min(d−p−1,a)m Ha[(̂S ′m)i,Rm/3].
for some K5 < ∞. (From now on we require, but will not write, that such constants depend
only on D, C[P], T , and a.)
By compactness and part 2d of definition 4.1.4, there exists i,m > 0 s.t.
(A.74) h−1i ◦ α
[S ′m ∩ (B2 \ BRm/3)] ⊂ Ai × [(i,m, 1)× Li].
Let c > 0 be an integer and suppose F,G : X → Rc \ {0}, where X is a subspace of a
topological space, Y . Let x0 ∈ X. If
∣∣F (x)∣∣/∣∣G(x)∣∣ stays bounded and bounded away from
0 as x → x0 we say that “F (x) is asymptotic to G(x)” and write “F (x)  G(x) as x → x0”.
Claim: we may assume.
(A.75) i,m  Rm, as m→∞.
If z ∈ Li, write
∣∣∣(x, s(1, z))∣∣∣ := s (s ∈ [0, 1]). By compactness ˜i := inf{∣∣h−1i (x, v)∣∣ : (x, v) ∈
C[Ai], |v| ≥ ρ(x)/2
}
> 0. Take i,m := Rm˜i. Then (A.75) holds as claimed. (Moreover, the
bounds on the ratio i,m/Rm depend only on (D, C[P], T , a). Similar statements will apply in
all instances of “” and “O(·)” below.)
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By (4.1.25),
hi
(
Ai×
[
(i,m, 1)× Li
])
= Rmhi
(
Ai ×
[
(˜i, 1)× Li
])
⊃ Rm
{
(x, v) ∈ C[Ai] : |v| ≥ ρ(x)/2
}
=
{
(x,Rmv) ∈ C[Ai] : |v| ≥ ρ(x)/2
}
=
{
(x,w) ∈ C[Ai] : |w| ≥ Rmρ(x)/2
}
.
This proves (A.74).
Let i and m be generic and drop them from the notation. In particular, write  := i,m. By
(A.74), we can ignore the vertex of CZ and restrict ourselves to an open subset, Z˜ :=
{
(t, tz) ∈
CL : t ∈ (, 1), z ∈ Z}. Z˜ ⊂ CZ \ [{0} × Z]. Recycling notation, let m := dimZ. By part 2a of
definition 4.1.4,
(A.76) m ≤ d− p− 1.
So Z˜ is an (m+ 1)-dimensional manifold and Z˜ is parametrized by (s, z) 7→ s(1, z) = s · (1, z),
(s ∈ (, 1) and z ∈ Z; “·” means scalar multiplication). (See (4.1.20).) Let B ⊂ Rm be open
with ψ : B → RJ , say, smoothly parametrize a coordinate neighborhood, Z, of Z ⊂ RJ . (See
(4.1.20).) Define Z˜ :=
{
(t, tz) ∈ CL : t ∈ (, 1), z ∈ Z}
Let ` := dim(A ∩ R). Let E ⊂ R` be open with η : E → A smoothly parametrize a
coordinate neighborhood, A, of A ∩R. By replacing B and E by relatively compact subsets,
we may assume the singular values of Dψ and Dη are bounded and bounded away from 0.
This means that ψ and η are Lipschitz.
Consider the parametrization ζ : (e, w) 7→
(
η(e), w1, w1ψ
(
w−11 w2
)) ∈ A× Z˜, where e ∈ E,
w = (w1×11 , w
1×m
2 ) ∈ W˜ :=
{
(w1, w1b) ∈ R`+1 : w1 ∈ (, 1), b ∈ B
}
. Then ζ is smooth
with smooth inverse, and, hence, by corollary B.21 after bringing some compactness into the
picture, bi-Lipschitz. Let
gdilate(e, w) =
(
g1dilate(e, w), . . . g
`+m+1
dilate (e, w)
)
:=
(
e,
(
Adilate +Bdilateρ ◦ η(e)w−11
)
w
)
,
where Adilate > 0, Bdilate > 0 are defined in (4.3.41). Then, by part 2e of definition 4.1.4, the
following commutes.
E × W˜ ζ−−−−→ A× Z˜ h−−−−→ C[A]
gdilate
y yα◦fdilate◦α−1 .
E × W˜ −−−−→
ζ
A× Z˜ h−−−−→ C[A]
Let S˘ := ζ−1[Ŝ ′R/2 ∩ (A× Z˜)] ⊂ E× W˜ and S˘dilate := ζ−1[ ̂(S ′dilate)1 ∩ (A× Z˜)] ⊂ E× W˜ .
Hence, by (4.3.29), we have S˘ and S˘dilate are countably a-rectifiable, since S ′ and S ′dilate are.
Moreover, by (4.3.45), part 3 of definition 4.1.4, and (B.11), we have
(A.77) Ha(S˘dilate) <∞ and Ha(S˘) <∞.
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But i, m, A, Z are arbitrary. Thus, to prove (A.73) and the lemma:
(A.78) It suffices to prove there exists K6 <∞ s.t.
Ha(S˘dilate) ≤ K6R−min(d−p−1,a)m Ha(S˘).
Now, S˘dilate = gdilate(S˘). Therefore, by the “area formula” (Federer [Fed69, 3.2.3, p. 243],
Hardt and Simon [HS86, 1.8 p. 13, p. 27]) (see (A.77)), we have
(A.79) Ha(S˘dilate) =
∫
S˘
J S˘gdilate(y, w) Ha(dy dw),
where the integration is over y ∈ A and w = s(1, z) ∈ Z˜. (The original set S ′ starts out
compact. All the manipulations we have subjected it to preserve compactness – see proposition
D.37. Therefore, the set S˘ is Borel measurable.) We prove the lemma by appropriately
bounding J S˘gdilate above.
To do this we use the following lemma, proved below. First, note this elementary fact.
Let V and W be inner product spaces let A : V → W be linear, and let A∗ be the adjoint of
A. Then AA∗ : W → W is self-adjoint so its eigenvalues are real (Stoll and Wong [SW68,
Theorem 4.1, p. 207]). Moreover, its eigenvalues are non-negative. To see this, let w ∈ W .
Then 〈
(AA∗)w,w
〉
W
= 〈A∗w,A∗w〉V ≥ 0,
where 〈·, ·〉V and 〈·, ·〉W are the inner products on V and W , resp.
Lemma A.13. Let M be an m-dimensional C∞-manifold imbedded in some Rn1, n1 ≥ m.
Put on M the Riemannian metric it inherits from Rn1. Let n2 ≥ m be an integer and suppose
g = (g1, . . . , gn2) : M → Rn2 is continuously differentiable. Let X be an imbedded countably
r-rectifiable subset of M having locally finite Hr-measure, where 0 ≤ r ≤ m is an integer. Let
dMgx : TxM → Rn2 (x ∈ X) be the differential of g along M (Hardt and Simon [HS86, p. 13]).
As above, we have the following. Let (dMgx)
∗ : Rn2 → TxM be the adjoint of dMgx (defined in
terms of the Riemannian metrics on Rn2 and M). The linear map (dMgx)∗ ◦ (dMgx) : TxM →
TxM is self-adjoint, hence diagonable (Stoll and Wong [SW68, Theorem 4.1, p. 207]). Let
λ21(x) ≥ · · · ≥ λ2m(x) ≥ 0, be the eigenvalues of the transformation (dMgx)∗ ◦ (dMgx), where
λj(x) ≥ 0 for all j, whenever dMgx is defined. Then
λm−r+1(x) · · ·λm(x) ≤ JXg(x) ≤ λ1(x) · · ·λr(x), Hr-almost everywhere.
Here, JXg is the Jacobian of g on X (Hardt and Simon [HS86, p. 27]).
We apply lemma A.13 with X = S˘, M = A× Z˜, n1 = n2 = `+m+ 1, and r = a. (Recall
that, by (4.3.24), a is an integer.) To do this we compute the derivative matrix,
Dgdilate(x)
(`+m+1)×(`+m+1) :=
(
∂gidilate
∂yj
|y=x; i, j = 1, . . . , `+m+ 1
)
of the map gdilate regarded as a map on E × W˜ to itself. This means that to prove the lemma
it suffices to appropriately bound J S˘gdilate above. We accomplish that by building up Dgdilate
in stages. Let M˜ := E × W˜ and define
n(e, t, s, b) := (e, st, stb) ∈ M˜, e ∈ E, t ∈ (0, 1), s ∈ (0, 1), and b ∈ B.
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(We explain the role of t presently.) Then
(A.80) Dn(e, t, s, b)(`+m+1)×(`+m+2) =
 I` 0`×1 0`×1 0`×m01×` s t 01×m
0m×` sbT tbT stIm
 .
Now in the preceding replace t by
t(e, s) := Adilate +Bdilate ρ ◦ η(e)s−1 ∈ R,
where Bdilate 6= 0.
Define∇t to be the gradient of t(e, s) w.r.t. the e variable. Define t′ := ∂∂s t = −B ρ◦η(e)s−2.
Observe that
(A.81) st′ + t = A := Adilate 6= 0.
If (e, s, sb) ∈ M˜ then as  ↓ 0,
(A.82) s ∈ (, 1), t(e, s)  s−1, t′(e, s)  s−2, and |∇t| = O(s−1).
Now let
β(e, s, b) := (e, t(e, s), s, b)1×(`+m+2), e ∈ E, s ∈ (0, 1), and b ∈ B.
Then
Dβ(e, s, b)(`+m+2)×(`+m+1) =

I` 0
`×1 0`×m
∇t1×` t′ 01×m
01×` 1 01×m
0m×` 0m×1 Im
 .
Thus, by (A.81),
(DnDβ)(`+m+1)×(`+m+1) =
 I` 0`×1 0`×ms∇t1×` A1×1 01×m
s(bT∇t)m×` (st′ + t)bT stIm
 .
Finally, let γ(e, w) :=
(
e, w1, w
−1
1 w2
)1×(`+m+1)
, where e ∈ E and w1×(m+1) = (w1×11 , w1×m2 ) ∈
W˜ . Then
(Dγ)(`+m+1)×(`+m+1) =
 I` 0`×1 0`×m01×` 1 01×m
0m×` −w−21 (wT2 )m×1 w−11 Im
 .
Now write s = w1, b = w
−1
1 w2, and w = (w1, w2). Then −w−21 (wT2 ) = −s−1bT . Moreover,
gdilate = n ◦ β ◦ γ. Hence,
(A.83) Dg
(`+m+1)×(`+m+1)
dilate = DnDβDγ =
 I` 0`×1 0`×ms∇t1×` A 01×m
s(bT∇t)m×` st′bT tIm
 .
Thus, by (A.82) and the fact that A  1,
(A.84) detDgdilate(e, s, sb)  s−m.
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Now, E × W˜ is an open subset of R`+m+1. Therefore, the adjoint of the operator corre-
sponding to Dgdilate has as its matrix just the transpose (Dgdilate)
T . We have,
(A.85)
[
(Dgdilate)
TDgdilate
](`+m+1)×(`+m+1)
=
I` + s2(1 + |b|2)∇tT ∇t s[A+ st′|b|2]∇tT st∇tT bs[A+ st′|b|2]∇t A2 + s2(t′)2|b|2 stt′b
st bT∇t stt′bT t2Im
 .
From (A.82) again, the maximum entry in (Dgdilate)
TDgdilate is O(
−2). Therefore, by Hirsch’s
theorem (Marcus and Minc [MM64, 1.3.1, pp. 140–141]) we have that
(A.86) The maximum of the eigenvalues of (Dgdilate)
TDgdilate is of order O(
−2).
Moreover, by (A.84), the in product of all the eigenvalues is of order O(−2m).
It is easily verified that the inverse of Dgdilate is
Dg−1dilate =
 I` 0`×1 0`×m−sA−1∇t1×` (A−1)1×1 01×m
st−1(−1 +A−1st′)bT∇t −A−1st−1t′bT t−1Im
 .
Using (A.82), we see that every entry in the preceding is O(1). Now
[
(Dgdilate)
TDgdilate
]−1
=
Dg−1dilate
[
Dg−1dilate
]T
. Therefore, the entries of
[
(Dgdilate)
TDgdilate
]−1
are all O(1). Hence, by
Hirsch’s theorem again the eigenvalues of
[
(Dgdilate)
TDgdilate
]−1
are O(1). Therefore, the
eigenvalues of (Dgdilate)
TDgdilate are bounded away from 0, by c > 0, say, where c depends
only on (D, C[P], T ).
Let λ21 ≥ · · · ≥ λ2`+m+1 ≥ 0 (λj ≥ 0 for all j) be the eigenvalues of (Dgdilate)TDgdilate.
(Implicitly, the λj ’s depend on (e, s, sb) ∈ M˜ .) Then by lemma A.13 and (A.86), we have
(A.87) J S˘gdilate ≤ λ1 · · ·λa =
√
λ1 · · ·λ2a = O(−a).
(Recall that, by (4.3.24), a is an integer.) Then, by (A.84),
s−m  detDgdilate(e, s, sb) =
√
det
[
(Dgdilate)TDgdilate
]
=
√
λ21 · · ·λ2aλ2a+1 · · ·λ2`+m+1 ≥ c`+m−a+1λ1 · · ·λa ≥ c`+m−a+1J S˘gdilate.
Therefore, for some K < ∞, we have J S˘gdilate ≤ Ks−m. Now, the integral in (A.79) is
over S˘ ⊂ E × W˜ . Hence, (e, s, sb) ∈ S˘ implies s ∈ (, 1). Therefore, J S˘gdilate ≤ K−m.
Combining this with (A.87) and recalling (A.76), we get, for perhaps a different K < ∞,
J S˘gdilate ≤ K−a. Therefore, J S˘gdilate ≤ Ks−min(d−p−1,a) ≤ K−min(d−p−1,a). But, by (A.75),
we have  = i,m  Rm (with the original interpretation of m as a mere index.) Combined
with (A.78) and (A.79), this concludes the proof of the lemma. 
Proof of lemma A.13. By assumption we have M ⊂ Rn1 . Let x ∈ X ⊂M . Since M is
a smooth manifold, by the tubular neighborhood theorem, proposition 4.1.2, we may assume
that g is defined and C1 in an open neighborhood of M in Rn1 .
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By Hardt and Simon [HS86, Theorem 2.5, pp. 22 – 23]), at Hr-almost all points x ∈ X
there is a tangent space TxX. Let x ∈ X be a point at which TxX exists. WLOG x = 0.
Hence,
W := TxX
is a linear subspace of Rn1 of dimension r.
Let V := TxM . So dimV = m. For the moment, ignore the fact that M ⊂ Rn1 and let
i : M → Rm be an imbedding. Let g be the Riemannian metric on M . Then i∗ : V → Rn1
is injective. By Lang [Lan65, Corollary 2, p. 380] there is an orthonormal (w.r.t. usual
inner product “·” on Rn1) basis u1, . . . , un1 ∈ i∗(V ) of i∗(V ) s.t. i−1∗ (ui) (i = 1, . . . ,m) is an
orthogonal basis of V w.r.t. g(x). Let µi be the length of i
−1∗ (ui) w.r.t. g(x) (i = 1, . . . ,m). Pick
orthonormal vectors um+1, . . . , un1 ∈ Rn1 perpendicular to i∗(V ). Then u1, . . . , um, . . . , un1 is
an orthonormal basis of Rn1 . Define a linear automorphism h : Rn1 → Rn1 by h(ui) = µiui
(i = 1, . . . ,m) and h(ui) = ui (i = m + 1, . . . , n1). Then, because x = 0, h maps i∗(V )
onto itself and, if v, w ∈ i∗(V ), then the v · w equals the inner product of (h ◦ i∗)−1(v) and
(h ◦ i∗)−1(w) w.r.t. g(x). Now replace i by h ◦ i. From now on we identify M with i(M) and
V with i∗(V ). Then the Euclidean inner product and g(x) agree on V . Hence, we may use the
Euclidean inner product instead of g(x) to compute g(x) angles and lengths.
From Federer [Fed69, Section 3.2.1, p. 241] (and note 22 in Ellis’s geometric measure
theory notes; see also Hardt and Simon [HS86, 1.5, pp. 13 and 27]) we see that
(A.88) JXg(x) =
∥∥∥∧r[Dg(x)|W ]∥∥∥.
(The norm ‖ · ‖ is defined based on the inner product on Rn1 , Federer [Fed69, Sections 1.7.5,
1.7.6, pp. 31–34].) Here Dg(x) : Rn1 → Rn2 is the derivative of g (which we identify with its
matrix). A crucial point is that W ⊂ TxM , at least Hr-a.e.; see Hardt and Simon [HS86, 2.6,
p. 23]. So WLOG we may assume W ⊂ TxM .
Now,
V := TxM and V
′ := Rn2
are finite dimensional inner product spaces. Then Dg(x) : V → V ′ is linear. Use 〈·, ·〉 to
denote inner products. Denote norms by | · |. (But denote norms of linear maps by ‖ · ‖.) We
will bound
∥∥∥∧r[Dg(x)|W ]∥∥∥ above and below. Let
j : W → V be inclusion.
Write
(A.89) k = Dg|W = (Dg) ◦ j : W → V ′.
Let “∗” indicate adjoint of linear operators. Claim:
(A.90) ‖∧rk‖2 = ∥∥∧r(k∗ ◦ k)∥∥.
To see this, first note that by Federer [Fed69, 1.7.6, p. 33 and 1.3.1, p. 14] or Lang [Lan65,
p. 426],
(A.91)
∧
r(k
∗ ◦ k) = (∧rk∗) ◦ (∧rk) = (∧rk)∗ ◦ (∧rk).∧
rk is just a linear map from Vr :=
∧
rV to V
′
r :=
∧
rV
′. So let h : Vr → V ′r be linear.
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By (A.91), to prove (A.90) it suffices to show ‖h∗◦h‖ = ‖h‖2. Since Vr is a finite dimensional
vector space (Federer [Fed69, p. 15]), there exists v ∈ Vr s.t. |v| = 1 and ‖h‖ = |h(v)‖. Then,
by the Schwartz inequality (Stoll and Wong [SW68, Theorem 3.1, p. 79]),
(A.92)
∥∥h∥∥2 = 〈h(v), h(v)〉 = 〈(h∗ ◦ h)(v),v〉 ≤ ∣∣(h∗ ◦ h)(v)∣∣|v| ≤ ‖h∗ ◦ h‖.
Thus, ‖h‖2 ≤ ‖h∗ ◦ h‖. Moreover, by Federer [Fed69, 1.7.6, p. 33] again, ‖h∗‖ = ‖h‖ and
(A.93)
∣∣(h∗ ◦ h)(v)∣∣ ≤ ‖h∗‖∣∣h(v)∣∣ ≤ ‖h‖2|v| = ‖h‖2 (v ∈ Vr, |v| = 1).
Therefore, ‖h∗ ◦ h‖ ≤ ‖h‖2. The claim (A.90) follows.
Thus, it suffices to bound ‖∧rK‖ above and below, where
(A.94) K = (k∗ ◦ k) : W →W.
Now,
∧
rK :
∧
rW →
∧
rW and by Federer [Fed69, 1.4.3, p. 19] Wr :=
∧
rW is a one
dimensional space. Moreover, if G = (Dg)∗ ◦ (Dg) : V → V , then, by (A.89), K = j∗ ◦ G ◦ j
and, by Federer [Fed69, 1.3.1, p. 14] or Lang [Lan65, p. 426],
∧
rK = (
∧
rj
∗)◦ (∧rG)◦ (∧rj).
Let ω ∈Wr have norm 1. Then, by Federer [Fed69, p. 32], ω = w1∧· · ·∧wr, where w1, . . . , wr
is any orthonormal basis of W . Then ω spans Wr and ‖
∧
rK‖ =
∣∣∧
rK(ω)
∣∣. Then,
(A.95) ‖∧rK‖ = ∣∣(∧rK)(ω)∣∣ = ∣∣(∧rj∗) ◦ (∧rG) ◦ (∧rj)(ω)∣∣.
Now, dimV = m. Let v1, . . . , vm be orthonormal eigenvectors of G with corresponding
eigenvalues λ21(x) ≥ · · · ≥ λ2m(x) ≥ 0. (G is self-adjoint.) By Federer [Fed69, 1.3.2, pp. 14 – 15
and p. 32] vi := vi(1)∧· · ·∧vi(r) (i ∈ Λ(m, r) :=
{
all increasing maps of {1, . . . , p} into {1, . . . ,m}})
is an orthonormal basis of Vr. If i ∈ Λ(m, r), we have, by Lang [Lan65, p. 426],
(
∧
rG)(vi) = G(vi(1)) ∧ · · · ∧G(vi(r)) = (λ2i(1)vi(1)) ∧ · · · ∧ (λ2i(r)vi(r))(A.96)
=
(
r∏
t=1
λ2i(t)
)
vi.
Thus, vi, i ∈ Λ(m, r), are orthonormal eigenvectors of
∧
rG. We have,
(A.97)
∣∣(∧rG)(vi)∣∣ = r∏
t=1
λ2i(t) and
〈
(
∧
rG)(vi), (
∧
rG)(vj)
〉
= 0, i, j ∈ Λ(m, r) with i 6= j.
Here, “| · |” denotes the norm and “〈·, ·〉” the inner product on Vr induced by the inner product
on V . Write
(A.98) λi :=
r∏
t=1
λ2i(t).
So, by (A.96), the λi’s (i ∈ Λ(m, r)) are the eigenvalues of (
∧
rG).
Write ω = w1∧· · ·∧wr as above, then
∧
rj
∗(ω) = j∗(w1)∧· · ·∧ j∗(wr) = w1∧· · ·∧wr = ω.
Thus,
∧
rj : Wr → Vr is just inclusion.
Observe that j∗ : V →W is just orthogonal projection onto W (Federer [Fed69, 1.7.2, p.
28 and 1.7.4, p. 30]). Claim:
∧
rj
∗ : Vr → Wr is orthogonal projection onto Wr. Then, by
Federer [Fed69, 1.7.6, p. 33],
∧
rj
∗ = (
∧
rj)
∗ so, if ξ ∈ Vr and ξ ⊥Wr, then
0 = 〈ω, ξ〉 = 〈(∧rj)(ω), ξ〉 = 〈ω, (∧rj)∗(ξ)〉 = 〈ω, (∧rj∗)(ξ)〉.
Since Wr is spanned by ω, this proves the claim.
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Thus, since
∧
rj
∗ is orthogonal projection onto Wr, |ω| = 1, and ω spans Wr, we have that
for any ξ ∈ Vr, we have (
∧
rj
∗)(ξ) =
〈
(
∧
rj)(ω), ξ
〉
ω. Hence,
(A.99)
∣∣(∧rj∗)(ξ)∣∣ = ∣∣∣〈(∧rj)(ω), ξ〉∣∣∣
There exists a =
(
ai, i ∈ Λ(m, r)
) ∈ Rq s.t. |a| = 1 and ∧rj(ω) = ∑i∈Λ(m,r) aivi. Hence, by
(A.99), the fact that vi (i ∈ Λ(m, r)) are unit eigenvectors of G, and (A.97) we have∣∣(∧rj∗) ◦ (∧rG) ◦ (∧rj)(ω)∣∣ = ∣∣∣〈(∧rj)(ω), (∧rG) ◦ (∧rj)(ω)〉∣∣∣
=
∣∣∣∣∣∣
〈 ∑
i∈Λ(m,r)
ai vi,
∑
i∈Λ(m,r)
ai λi vi
〉∣∣∣∣∣∣(A.100)
=
∑
i∈Λ(m,r)
a2i λi.
Let i0, i1 ∈ Λ(m, r) satisfy
λi0 := min
i∈Λ(m,r)
λ2i and λi1 := max
i∈Λ(m,r)
λ2i .
Then, by (A.98), we have
(A.101) λi0 =
m∏
t=m−r+1
λ2t and λi1 =
r∏
t=1
λ2t .
Now,
∑
i∈Λ(m,r) a
2
i = 1 so, by (A.100) and (A.101),
m∏
t=m−r+1
λ2i(t) =
 ∑
i∈Λ(m,r)
a2i
λi0 ≤ ∑
i∈Λ(m,r)
a2i λi ≤
 ∑
i∈Λ(m,r)
a2i
λi1 = r∏
t=1
λ2t .
The lemma follows from this, (A.100), (A.95), (A.94), (A.90), (A.89), and (A.88). 
Proof of lemma 6.0.3. Let K be the set of all matrices of dimension (n− 1)× q having
rank k. Then, by lemma A.14 below, K is an imbedded sub manifold of R(n−1)×q of dimension
(n− 1)k+ kq− k2. Define a map F : K → Y as follows. If X(n−1)×q ∈ K, let y1×qn equal minus
the sum of the rows of X and let F (X)n×q be the matrix
(
X
yn
)
. So the sum of the rows of
F (X) is 01×q. By Boothby [Boo75, Exercise 2, p. 81], F (K) is an imbedded submanifold of
Y of dimension (n− 1)k + kq − k2. By Boothby [Boo75, Theorem (1.7), p. 57], F (K)×Rq is
a smooth manifold of dimension nk + (k + 1)(q − k). Now consider the one-to-one immersion
G : F (K) × Rq → Y defined by G(Y, b) := Y + 1nb (Y ∈ F (K), b1×q ∈ Rq). (1n×1n is the
column matrix of 1’s.) Then, by Boothby [Boo75, Exercise 2, p. 81] again, G
[
F (K)× Rq] is
an imbedded submanifold of Y. 
Lemma A.14. Let 0 < k < q ≤ n be integers. Let K ⊂ Rnq be the set of all n×q matrices of
rank exactly k. Then K is an imbedded smooth submanifold of Rnq of dimension nk+ kq− k2.
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Proof. Let M ∈ K. For i = 1, . . . , n let en×1i be the column vector whose ith coordinate
is 1 and whose other coordinates are 0. Then there are integers 0 < ik+1 < · · · < in ≤ n s.t.
the matrix (M,E)n×(q+n−k) has rank n, where En×(n−k) be the matrix eik+1 , . . . , ein . There
exist integers 0 < j1 < . . . < jk ≤ q s.t. the matrix Mn×kj whose ith column is column ji of
Mj (j := (j1, · · · , jk)) has rank k. Let P q×qj be the corresponding permutation matrix. Pj is
constructed as follows. Start with the q × q identity matrix Iq. Then move column i of Iq to
position ji (i = 1, . . . , q). Then there exists a unique matrix C
k×(q−k)
1 s.t.
M = Mj(Ik, C1)Pj.
(Thus, column ji of (Ik, C1)Pj has 1 in position i and 0’s in all other positions, i = 1, . . . , q.)
There exists an open neighborhood, VE,1 ⊂ Rnk of Mj s.t. L ∈ VE,1 implies that (L,E)n×n
has rank n. Let VE := VE,1×Rk(q−k)×R(n−k)(q−k). Then VE is an open subset of Rnq. Define
ψ := ψj,E : V → Rnq by
ψ
(
Cn×k, Dk×(q−k)1 , D
(n−k)×(q−k)
2
)
:=
[
C (Ik, D1) + (0
n×k, ED2)
]
Pj.
Then ψ is a smooth map of V onto an open neighborhood, U of M in Rnq.
We compute ψ−1j,E . Let Y := ψ(C,D1, D2)P
−1
j . Then
D2 = (E
TE)−1Y
(
0k×(q−k)
Iq−k
)
.
Thus, Z := C (Ik, D1) = Y − 0n×k, ED2). We then have
Cn×k = Z
(
Ik
0(q−k)×k
)
.
Since C ∈ VE,1 by assumption, C has rank k. Therefore,
D1 = (C
TC)−1CTZ
(
0k×(q−k)
Iq−k
)
.
This proves that φj,E := ψ
−1
j,E exists and is given by the composition of matrix operations. In
particular, φj,E is smooth.
Now suppose that j′ is an (n − k)-tuple of integers 0 < i′k+1 < · · · < i′n ≤ n and E′ is
the corresponding matrix. Let j′ be a k-tuple of integers 0 < j′1 < . . . < j′k ≤ q. Suppose
VE ∩ VE′ 6= ∅. Then ψj′,E′φj,E is a composition of matrix operations and is therefore smooth.
Hence, by Boothby [Boo75, Theorem (1.3), p. 54] the system φj,E as j and E vary determines
a differentiable structure on a neighborhood, call it M, of K.
But letting D2 be identically 0 we see that K has the (nk+ kq− k2)-submanifold property
relative to M. creates a covering of K by C∞-compatible coordinate neighborhoods. Hence,
by Boothby [Boo75, Lemma (5.2), p. 76], K is an imbedded (nk + kq − k2)-submanifold of
Rnq. 
Proof of lemma 6.1.1. Let wi(ψj) denote the i
th Stiefel-Whitney class of ψj (i = 1, 2, . . .;
j = 1, 2). By assumption, ws(ψ1) is nontrivial. Therefore, by naturality of Stiefel-Whitney
classes (Milnor and Stasheff [MS74, Axiom 2, p. 37]) f∗ is nontrivial in dimension s. Since
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the coefficient group, F := Z/2 is a field, we have by Munkres [Mun84, Theorem 53.5, p. 325]
that the following commutes and the rows are exact sequences.
0 ←−−−− HomF
(
Hs(B1;F ), F
) ←−−−− Hs(B1;F ) ←−−−− 0
HomF (f∗)
x xf∗
0 ←−−−− HomF
(
Hs(B2;F ), F
) ←−−−− Hs(B2;F ) ←−−−− 0.
It follows that f∗ is nontrivial in dimension s. 
Proof of lemma 6.2.3. First, suppose w1×n satisfies rank (X−1nwX) < k. Then there
exists ak×1 6= 0 s.t. (X − 1nwX)a = 0n×1. Hence[
(In − 1ne1)X
]
a = (In − 1ne1)1nwXa = 1nwXa− 1n(e11n)wXa = 1nwXa− 1nwXa = 0.
I.e., Y is collinear.
Conversely, suppose Y is collinear and w1×n satisfies w1n = 1. Then there exists ak×1 6= 0
s.t. (In − 1ne1)Xa = 0n×1. Thus,
(X − 1nwX)a = (In − 1nw)1ne1Xa = 1ne1Xa− 1n(w1n)e1Xa = 0.
The lemma is proved. 
Proof of proposition 6.2.4. We will continue the custom of using superscripts to indi-
cate the dimension of matrices. Suppose Y n×q = (Xn×k, Zn×m) ∈ Y is not collinear. We first
show that Φ := ΦLS is continuous at Y . As observed above, in section 6.2.1, we may assume
X is mean-centered. Let 1n be the n × 1 column vector of 1’s. Thus, 1TnX = 01×k. Since
Y is not collinear, by lemma 6.2.3 with w = n−11n, we have rank X = k, Thus, since X is
mean-centered, the matrix
X1 := (1n X)
has full rank k + 1 and for any matrix, X ′, in a neighborhood of X the matrix (1n X ′) also
has full rank k + 1 (lemma E.39, Boothby [Boo75, p. 47]). In this case, by (6.2.5), the LS
estimates for Y are uniquely defined. Hence, Φ is defined and continuous at Y when the rows
of X do not lie in a plane of dimension strictly smaller than k.
However, suppose X is mean-centered and rankX = k′ < k. Write
` := k − k′.
Then the LS regression of Z on X is not (uniquely) defined. We will show that in this case
Y is a singularity w.r.t. Y ′. Since rank X = k′ < k and X is mean-centered, we have rank
X1 = k
′+1 ≤ k. Let Wn×` be a matrix whose columns are orthonormal and orthogonal to the
column spaces of X1 and Z. (This is possible since, by (6.2.2), n ≥ q+1 = k+1+m > k′+1+m,
so n− (k′ + 1 +m) ≥ k − k′). In particular,
(A.102) 1Tn W = 0.
For j = 1, 2, . . . let Ij be the j × j identity matrix. Then summing up,
(A.103) W T (X1, Z) = 0, W has dimensions n× `, and W TW = I`,
Let A`×k have orthonormal rows orthogonal to ρ(X), the row space of X, so ρ(A)⊥ = ρ(X),
where ρ(A)⊥ is the orthogonal complement of ρ(A) in Rk. Then we have,
(A.104) XAT = 0, A is `× k, AAT = I`.
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If  > 0 let
(A.105) X := X + WA,
so X → X as → 0. By assumption on X and (A.102), X has mean-centered columns.
Claim:
(A.106) X has rank k.
For otherwise, there exists ak×1 6= 0 s.t. Xa = 0. Thus, by (A.103),
0 = W TXa = W
TXa+ (W TW )Aa = Aa.
Therefore, aT ⊥ ρ(A). This means that aT ∈ ρ(X). Since rankX = k′ < k, we may assume
WLOG that the first k′ rows of X are linearly independent. Let X(1)k′×k and X(2)(n−k′)×k
be the matrices consisting of the first k′ and last n− k′ rows of X, resp. Thus,
X =
(
X(1)
X(2)
)
.
Now, rankX(1) = k′ so X(1)X(1)T is a k′ × k′ matrix of full rank k′. Since aT ∈ ρ(X) \ {0},
there exists bk
′×1 6= 0 s.t. a = X(1)T b. Thus, since aT ⊥ ρ(A),
0 = Xa = Xa+ WAa = XX(1)
T b =
(
X(1)X(1)T b
X(2)X(1)T b
)
.
We conclude that X(1)X(1)T b = 0k
′×1 so b = 0. This means a = 0 and the claim that
rankX = k proved.
Thus, there is a unique LS regression of Z on X. Let αˆ
1×m and βˆk×m be LS estimates for
the regression of Z on X (X, not X). (They exist but are not unique.) Equation (6.2.4) and
the fact that X is mean-centered imply that (αˆ, βˆ) can be any solution of the following.
(A.107)
(
nαˆ
XT X βˆ
)
=
(
n 01×k
0 XT X
)(
αˆ
βˆ
)
= XT1 X1
(
αˆ
βˆ
)
= XT1 Z =
(
1Tn Z
XT Z
)(k+1)×m
.
It follows that
(A.108) αˆ = n−1 1Tn Z.
I.e., αˆ is just the mean of the rows of Z. From (A.107), we may assume that
(A.109) The columns of βˆ lie in ρ(X).
Let V1 and V2 be `×m (real) matrices with
(A.110) V T1 V2 = 0
`×`.
(It is possible that V1 or V2, or both, is an all zero matrix.) Let
(A.111) Z := Z + 
1/2WV1 + WV2,
so Z → Z as  ↓ 0. Let
(A.112) B`×m := W
TZ.
Then, by (A.103),
(A.113) B = W
T (Z+1/2WV1+WV2) = W
T Z+1/2W T WV1+W
T WV2 = 
1/2V1+V2.
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Thus, if V1 is nonzero then 
−1B blows up as  ↓ 0. Now let
Y := (X Z),
so Y → Y as  ↓ 0.1 Let
(A.114) γk×m := 
−1AT B = −1/2AT V1 +ATV2
and
(A.115) βˆ = βˆ + γ.
We have, by (A.103),
(A.116) XT X = (X
T X + 2AT A)k×k.
Moreover, by (A.114), (A.104), (A.112), and (A.113),
(A.117) 2AT Aγ = A
T B = 
3/2AT V1 + 
2AT V2.
We know that the “normal equations”, (6.2.4), hold for αˆ and βˆ. Let X,1 := (1n X). We
show that the normal equations hold in the “ world”, too. Claim:
(A.118) XT,1X,1 (αˆ
T βˆT )
T =
(
n 01×k
0 XT X
)(
αˆ
βˆ
)
=
(
1Tn Z
XT Z
)(k+1)×m
= XT,1Z.
(Recall that X is mean-centered.)
By (A.108), (A.111) and (A.102), the αˆ part of this equation is immediate. Hence, to prove
(A.118) it suffices to show
(A.119) XT X βˆ = X
T
 Z.
It is easy to see, using (A.103), that the following holds.
(A.120) XT Z = X
TZ + 3/2AT V1 + 
2AT V2.
On the other hand, by (A.116) and (A.115),
(A.121) XT X βˆ = (X
T X + 2AT A)(βˆ + γ).
But, by (A.114), (A.104) (A.104), (A.109), (A.117), and (A.107),
(XT X + 2AT A)(βˆ + γ) = (X
T X)βˆ + 2AT Aγˆ
= (XT X)βˆ + 3/2AT V1 + 
2AT V2
= XT Z + 3/2AT V1 + 
2AT V2.
Comparing this to (A.120), (A.119) is proved. Claim (A.118) follows. Thus (αˆT , βˆT )
T is a
solution to the normal equations for Y. It is the unique solution, by (A.106).
Now, by (A.115) and (A.114),
(A.122) βˆ = βˆ + 
−1/2AT V1 +ATV2.
1Y may not belong to Pk. Here is an example. Take n := 4, k := 2, and m := 1. Let X4×2 have (1, 0) as
its first row with the remaining rows all 0. Let (Z4×1)T := (0, 1, 0, 0), (W 4×1)T := (0, 0, 1, 0), and A1×2 = (0, 1).
Then V1 = V2 = 0
1×1 so Z = Z. Then the first three rows of Y are (1, 0, 0), (0, 0, 1), and (0, , 0). So the rows
of Y do not lie on any 2-plane.
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By (A.109) and (A.104), the column space of βˆ and column space of −1/2AT Vi (i = 1, 2) are
orthogonal. Let ρ(A) ⊂ Rk be the row space of A so, by (A.104), we have Rk = ρ(X)⊕ ρ(A).
Let ρ(V Ti A) ⊂ ρ(A) be the, possibly trivial, row space of V Ti A (i = 1, 2).
Let
ω := ρ(V T1 )
⊥,
The orthogonal complement of ρ(V T1 ) in R`. Then, by (A.110),
(A.123) ρ(V T2 ) ⊂ ω
and
(A.124) ρ(V T1 ) ⊥ ω.
Let ωA := {wA ∈ Rk : w ∈ ω}. Then we have ρ(A) = ρ(V T1 A) ⊕ ωA. Thus, we have
Rk = ρ(X) ⊕ ρ(V T1 A) ⊕ ωA. So, if x2 ∈ ρ(A), then we can write x2 = x′2 + x′′2 where
x′2 ∈ ρ(V T1 A) and x′′2 ∈ ωA. In particular, X (x′2)T = 0 = X (x′′2)T and x′2(x′′2)T = 0. Then, by
(A.122), (A.104) and (A.109), we may write
(A.125) Φ(Y) =
{
(x1 + x
′
2 + x
′′
2, x1βˆ + 
−1/2 x′2A
T V1 + x
′′
2A
T V2) ∈ Rq :
x1×k1 ∈ ρ(X), x′2 ∈ ρ(V T1 A), and x′′2 ∈ ωA
}
.
Now make the change of variables y′2 := −1/2x′2. Then (A.125) becomes
(A.126) Φ(Y) =
{
(x1 + 
1/2y′2 + x
′′
2, x1βˆ + y
′
2A
T V1 + x
′′
2A
T V2) ∈ Rq :
x1×k1 ∈ ρ(X), y′2 ∈ ρ(V T1 A), and x′′2 ∈ ωA
}
.
Let ζ ∈ G(`, `+m). Claim: V1, V2, and ω as above can be chosen so that
(A.127) ζ =
{
(w′′, z′V1 + w′′V2) ∈ Rq : (z′)1×` ∈ ρ(V T1 ) and (w′′)1×` ∈ ω)
}
.
Let U `×(`+m) be a matrix whose row space is ζ. I.e, ρ(U) = ζ. Thus, rank U = `. By applying
row operations on U if necessary, we may assume that U is an “echelon matrix” (Stoll and
Wong [SW68, p. 46]).
Let pi1 : R`+m → R` be projection onto the first ` coordinates and let pi2 : R`+m → Rm be
projection onto the last m coordinates. Let W `×` := pi1(U) be the matrix obtained from U by
applying pi1 row-wise. Since U is echelon, the non-zero rows of W are linearly independent.
Let J be the set of indices of the non-zero rows of W . Thus, rankW is the cardinality, s := |J |,
of J . Let
ω := ρ(W ) ⊂ R`.
Since U is echelon, we have J = {1, . . . , s}. I.e., the non-zero rows of W are at the “top” (so
the rows have the lowest row numbers).
Let V `×m be the matrix obtained from U by applying pi2 row-wise. Let Jc be the set of
indices of the zero rows of W . Construct a matrix (V ′1)(`−s)×m from V by zero-ing out all
the rows in V indexed by J . We have rank V ′1 is the cardinality, |Jc|, of Jc, so rank V ′1 +
rankW = `. Moreover, since the indices of the non-zero rows of W and V ′1 are disjoint, we
have (V ′1)TW = 0. In fact,
ω = ρ
[
(V ′1)
T
]⊥
.
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Let W s×`1 be the matrix consisting of the non-zero rows of W . Hence, W1 is of full rank
and
W =
(
W1
0(`−s)×`
)
.
Then the matrix of orthogonal projection R` → ω onto ω is Q := (RW , 0(`−s)×`)W , where
R`×sW := W
T
1 (W1W
T
1 )
−1. Thus, RW is of full rank s. Let
R`×` :=
(
RW 0
(`−s)×`
0s×s I`−s
)
,
where I`−s is the (`− s)× (`− s) identity matrix. Thus, R is of full rank. Therefore, ρ(RU) =
ρ(U) = ζ and
(A.128) RU =
(
Q
V ′1
)
.
Replace U by RU so W = Q. Define V `×m1 := V −QV and V2 := QV so V = V1 + V2 and V1,
V2, and ω have the properties specified above, including (A.124) holds and, a fortiori, (A.110).
Moreover, R` = ω ⊕ ρ(V ′T1 ). We have ζ = {xU : x ∈ R`}. If x ∈ R` we can write uniquely
x = w′ + z′ with w′ ∈ ω and z′ ∈ ρ(V T1 ).
xU = (xW, xV1 + xV2) =
(
(w′′ + z′)Q, (w′′ + z′)V1 + (w′′ + z′)V2
)
= (w′′, z′V1 + w′′V2
)
.
Thus, (A.127) holds. This concludes the proof of the claim.
Let
(A.129) ξ :=
{
(x1, x1βˆ) ∈ Rq : x1×k1 ∈ ρ(X)
} ∈ G(k′, q).
Map R`+m into Rk+m by
F : (u, v) 7→ (uA, v), u1×` ∈ R`, v1×m ∈ Rm,
Since A(k−k′)×k has orthonormal rows, by (A.104), F is an isometric imbedding of R`+m into
Rk+m. By (A.104), we have F (Rk−k′+m) ∩ ξ = {0}. Then, by (A.104),
F (ζ) =
{(
w′′A, (z′A)ATV1 + (w′′A)ATV2
) ∈ Rq :
(z′)1×` ∈ ρ(V T1 ) and (w′′)1×` ∈ ω)
}
=
{
(x′′2, y
′
2A
T V1 + x
′′
2A
T V2) ∈ Rq :
y′2 ∈ ρ(V T1 A), and x′′2 ∈ ωA
}
Thus, from (A.126) (A.104), (A.109), and (A.129), we see that
Φ(Y)→ ξ ⊕ F (ζ) as → 0.

Proof of (6.3.15) and (6.3.16). Let ξ ∈ G(k, q). The “fiber” of T  over ξ consists of all
matrices Y ∈ T  s.t. pi(Y ) = ρ(Y ) = ξ. Write elements of the sphere (the fiber) S(n−1)k−1 as
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(n− 1)× k matrices. Thus, if M (n−1)×k ∈ S(n−1)k−1 if and only if ‖M‖ = 1. Let D ∈ Vk. (See
(6.3.7).) Define h := hD : UD × S(n−1)k−1 → D be defined by
(A.130) hD(ζ,M) :=
(
M
01×k
)
(D, 0k×n) Yζ =
(
MDΠζ
01×k
)
, ζ ∈ UD and M ∈ S(n−1)k−1.
Thus, hD is continuous. In fact, by (6.3.4), hD is smooth.
Notice that
(A.131) ρ
[
hD(ζ,M)
] ⊂ ζ, for ζ ∈ UD.
Claim: If ζ ∈ UD and M ∈ S(n−1)k−1, then
(A.132)
∥∥hD(ζ,M)∥∥2 > 0.
We have ∥∥hD(ζ,M)∥∥2 = trace(MDΠζΠζDTMT ) = trace(MDΠζDTMT ).
Since ‖M‖ = 1, there exists a1×(n−1) s.t. aMMT 6= 0, so aM 6= 0. Since ζ ∈ UD, the smallest
eigenvalue of (DΠζD
T )k×k is bigger than 1/2. Therefore, we have that aMDΠζDTMTaT 6= 0.
Therefore, the symmetric matrix MDΠζD
TMT has a non-zero eigenvalue. The claim (A.132)
follows.
Finally, define
ϕD(ζ,M) := ϕD,(ζ,M) := 
∥∥hD(ζ,M)∥∥−1hD(ζ,M) + Yζ ∈ T , (ζ ∈ UD, M ∈ S(n−1)k−1).
(See (6.3.10).) We show that claim:
(A.133) ϕD is a homeomorphism of UD × S(n−1)k−1 onto pi−1(UD).
Since hD is continuous, by (6.3.4), we see that ϕD is continuous, in fact, smooth.
Moreover, ϕD is injective: Obviously, by (A.131) and (6.3.11),
(A.134) pi
(
ϕD(ζ,M)
)
= ρ
(
ϕD(ζ,M)
)
= ζ
and, by (6.0.9), the map (ζ,M) 7→ ρ(ϕD(ζ,M)) ∈ G(k, q) is continuous, in fact, smooth by
(6.0.11) and (6.0.10). (Note that (A.134) is one of the requirements for (T , G(k, q), S(n−1)k−1, pi)
to be a fiber bundle.) Thus, from ϕD(ζ,M), we can determine

∥∥hD(ζ,M)∥∥−1hD(ζ,M) = ϕD(ζ,M)− Yζ .
Hence, by (A.130), up to a multiplicative constant, we can determine MDΠζ in a smooth
fashion. But D and, by (A.134), ζ are known and by (6.3.8), we have
M = M(DΠζD
T )(DΠζ D
T )−1 = (MDΠζ)DT (DΠζ DT )−1.
Thus, from ϕD(ζ,M) (and D) we can determine M up to a multiplicative constant. The
multiplicative constant can be eliminated because we know ‖M‖ = 1. This completes the proof
that ϕD is injective. Moreover, the operations involved in inverting ϕD(ζ,M) are continuous,
in fact, smooth. So ϕD is an imbedding.
Finally, we prove that ϕD maps UD × S(n−1)k−1 onto pi−1(UD). Let Y ∈ pi−1(UD). Then
there exists ζ ∈ UD, M ′ ∈ S(n−1)k−1, and D′ ∈ Oζ s.t.
Y = 
(
M ′
01×k
)
D′ + Yζ .
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By (6.3.11), ζ = ρ(Y ), smoothly, by (6.0.10). Therefore, by (6.0.11) and (6.3.3), we can
determine Yζ smoothly from Y . Hence, we can determine M
′D′ smoothly from Y . But, by
(6.3.6) and (6.3.8), D(D′TD′)DT = DΠζ DT is invertible so DD′T is invertible and
M ′D′ = M ′(DD′T )−1(DD′T )D′ = M ′(DD′T )−1D(D′TD′) =
[
M ′(DD′T )−1
]
DΠζ .
Thus, by (6.3.3),

(
M ′
01×k
)
D′ = 
(
M ′(DD′T )−1
01×k
)
Yζ .
Letting M :=
∥∥M ′(DD′T )−1∥∥−1M ′(DD′T )−1 ∈ S(n−1)k−1, we see that Y = ϕD(ζ,M) as
desired. This completes the proof of the claim (A.133). Note that, in fact, we have proved
that ϕD : UD × S(n−1)k−1 → pi−1(UD) is a diffeomorphism.
Let ` : P0 → R be defined by
(A.135) `(Y ) := ‖Y − Yρ(Y )‖2, Y ∈ P0.
Then ` is differentiable of rank 1. Thus, by (6.3.14),
(A.136) T  = `−1(2).
Therefore, by Boothby [Boo75, Theorem (5.8), p. 79], (6.3.13), and (6.0.7), we have that
(6.3.15) holds. It further follows from (A.133) and (A.134) that (6.3.16) holds.
Proofs that (3.1.2) holds in the context of section 6.3. By (6.3.18) and (6.3.11), for  ∈
(0, q−2), Φ|T  has a unique continuous extension, Θ, to all of T , viz.
Θ(Y ) := pi(Y ) := ρ(Y ) ∈ G(k, q), Y ∈ T .
We prove that Θ satisfies (3.1.2).
We need to show that Θ∗ is a non-trivial homomorphism in dimension r = 1. We give two
approaches, both provided by Steven Ferry (personal communication). Let
L := (n− 1)k − 1
so L ≥ 1. They are both based on the fact that, by (6.3.16), E := T  is the total space of an
L-sphere bundle over B := G(k, q) with bundle map pi : Y 7→ ρ(Y ) and, by Milnor and Stasheff
[MS74, Problem 7-B, p. 87], H1(B;Z/2) = H1
(
G(k, q);Z/2
)
is non trivial.
Method 1. Lift a cycle: The first approach is an elementary one. Note that by univer-
sal coefficients for homology (Munkres [Mun84, Theorem 55.1, p. 332]) the nontriviality of
H1
(
G(k, q);Z/2
)
implies that of H1
(
G(k, q);Z
)
. G(k, q) is a compact manifold and so is tri-
angulated by a finite simplicial complex (Munkres [Mun66, Theorem 10.6, p. 103]) so we can
use simplicial homology. Let
(A.137) z = σ1 + · · ·+ σm
be a cycle representing a nontrivial class in H1
(
G(k, q);Z/2
)
(simplicial homology). Each
σi = (xi1, xi2) is a 1-simplex (i = 1, . . . ,m). Since we are working over Z/2, we may assume
that each σi in (A.137) appears just once. Permuting the σi’s if necessary, we may also assume
that
(A.138) x(i+1)1 = xi2 (i = 1, . . . ,m),
where we define x(m+1)1 = x11.
Refine the triangulation if necessary so that each simplex lies in one of the Ui’s. (See (6.3.9)
and (A.134).) Then the restriction of the bundle T  to each simplex is trivial. Therefore, each
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σi may be lifted to the restriction, T |σi . I.e., we may choose an arc, αi ⊂ T |σi s.t. pi(αi) = σi.
Here, pi : T  → G(k, q) is the bundle projection of T . In fact, by (A.138), starting with α1 we
may choose αi+1 so that it is a continuation of αi (i = 1, . . . ,m− 1). However, the endpoint of
αm may not match up with α1. However, there is an arc in the fiber over xm2 = x11, which is a
circle, joining those endpoints. That completes a (singular) cycle a. Moreover, pi∗[a] = [z] 6= 0.
This proves that H1(T ;Z/2) is nontrivial. I.e., (3.1.2) holds.
Method 2. Vietoris-Begle theorem: Use the Vietoris-Begle theorem (Spanier [Spa66, The-
orem 15, p. 344], Bredon [Bre97, Theorem 6.1, p. 318]). This next method applies when
(A.139) L > 1.
The spaces involved are compact and pi : T  → B := YG(k,q) is surjective. By compactness,
pi is closed. By (A.139), for every Y ∈ B, we have that pi−1(Y ) ≈ SL so H˜`[pi−1(Y );Z/2] =
0 for ` = 0, . . . , L − 1. Hence, pi∗ : H1(B;Z/2) → H1(T ;Z/2) is an isomorphism. By
Munkres [Mun84, Theorem 53.5, p. 325], it follows that pi∗ : H1(T ;Z/2)→ H1(B;Z/2) is an
isomorphism. But H1(B;Z/2) is nontrivial. Therefore, Θ∗ = pi∗ is nontrivial in dimension 1,
so (3.1.2) holds.
Proof of lemma 6.5.1. Let 1 ≤ i1 < . . . < i` ≤ n. Reordering the zi’s if necessary, we
may assume ij = j. The first entry in every wi −wi1 is 0 (i = 2, . . . , `). Let w1,i be the vector
wi, but with the first entry removed. Then we must show that w1,2 −w1,1, . . . , w1,` −w1,1 are
linearly independent. Let Z(`−1)×(`−1) be the matrix whose rows are w1,2−w1,1, . . . , w1,`−w1,1.
Suppose w1,2 − w1,1, . . . , w1,` − w1,1 are linearly dependent. Then Z has rank less than `− 1.
Therefore, for some a1, . . . , a`−1 ∈ C (the complex numbers), not all 0, we have Za = 0(`−1)×1,
where a(`−1)×1 := (a1, . . . , a`−1)T . I.e.,
0 =
`−1∑
j=1
aj(z
j
i − zj1) = (zi − z1)
`−1∑
j=1
aj
j∑
q=1
zj−qi z
q−1
1 , i = 2, . . . , `.
Since z1, . . . , zn are distinct, we have
0 =
`−1∑
j=1
aj
j∑
q=1
zj−qi z
q−1
1 , i = 2, . . . , `.
Making the change of variables m := j − q, this becomes
0 =
`−2∑
m=0
 `−1∑
j=m+1
ajz
j−m−1
1
 zmi , i = 2, . . . , `.
Thus, a polynomial of degree `− 2 has `− 1 distinct roots, z2, . . . , z`. (The inner sums do not
depend on zi and so can function as coefficients.) Therefore,
(A.140)
`−1∑
j=m+1
ajz
j−m−1
1 = 0, m = 0, . . . , `− 2.
Taking m = `− 2, we find that a`−1 = 0. (Remember that z1 6= 0.) Hence, we may replace `
by `− 1 in (A.140), etc. All the aj ’s are 0. Contradiction. 
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Proof of lemma 9.1.1. If w ∈ Rq+1 denote the jth coordinate of w by wj . If w ∈ Sq
then for at least one j = 1, . . . , q + 1 we must have |wj | ≥ 1/√q + 1. Let k ∈ [0, n/2). Let
x = (y1, . . . , yn) ∈ D. For each j = 1, . . . , q + 1 let y˜j = y˜j(x) be the median of yj1, . . . , yjn,i.e.,
the medians of the jth coordinates of all the yi’s. Let y˜(x) := (y˜
1, . . . , y˜q+1) ∈ Rq+1. The map
x 7→ y˜(x) is defined and continuous in x ∈ D.
Since the median is order invariant, we have
(A.141) y˜ ◦ σ = y˜ for every σ ∈ Sn.
If x ∈ Pk then there exists at least one subset J ⊂ {1, . . . , n} s.t. |J | = n − k (|J | is the
cardinality of J) and the points yi ∈ Sq, i ∈ J , are identical. Let y ∈ Rq+1 be the common
value of yi ∈ Sq, i ∈ J . (Because |J | = n − k > n/2, y does not depend on J .) Then, since
k < n/2 we have y˜j(x) = yj (j = 1, . . . , q + 1). In particular,
max
j=1,...,q+1
|y˜j(x)| ≥ 1/
√
q + 1.
Let x = (y1, . . . , yn) ∈ D, not necessarily in Pk, and, for i = 1, . . . , n, let ri(x) = yi − y˜(x).
By (A.141), we have
(A.142) ri
[
σ(x)
]
= yσ(i) − y˜
[
σ(x)
]
= yσ(i) − y˜(x) = rσ(i)(x), x ∈ D, σ ∈ Sn.
Let δ(x) be the (k + 1)st largest value of |ri(x)| (i = 1, . . . , n). Thus, for at least n− k indices
i we have |ri(x)| ≤ δ(x). Note that r1(x), . . . , rn(x) and, hence, δ(x) are continuous in x ∈ D.
Note that, by (A.142) we have
(A.143) δ ◦ σ = δ, σ ∈ Sn.
If x ∈ Pk then at least n− k of the ri(x)’s are 0. Therefore, δ(x) = 0. Define
U :=
{
x ∈ D : maxj=1,...,q+1 |y˜j(x)| ≥ 1
2
√
q + 1
and δ(x) < 12
}
.
Then U is an open neighborhood of Pk. By (A.141) and (A.143)we have that σ(U) = U for
every σ ∈ Sn. We will define a retract ρ : U → Pk.
If x ∈ U , then, by definition of U , y˜(x) 6= 0. Now let
(A.144) y˙i(x) =
{
y˜(x), if ri(x) = 0,
y˜(x) + max
{
1− δ(x)|ri(x)| , 0
}
ri(x), otherwise,
x ∈ U , i = 1, . . . , n.
By (A.141), (A.142), and (A.143) we have
(A.145) y˙i
[
σ(x)
]
= y˙σ(i)(x), x ∈ D, σ ∈ Sn.
Claim: y˙i(x) is continuous in x. To see this, let x0 ∈ D and suppose x → x0 through
D. Then y˜(x) → y˜(x0), δ(x) → δ(x0), and ri(x) → ri(x0). If ri(x0) 6= 0, then clearly
y˙(x)→ y˙(x0). So suppose ri(x0) = 0. Then y˙(x0) = y˜(x0). We have y˙(x) = y˜(x) + β(x)ri(x),
where 0 ≤ β(x) ≤ 1. Since y˜(x)→ y˜(x0) and ri(x)→ 0, we have y˙(x)→ y˜(x0) = y˙(x0). This
completes the proof of the claim.
Claim: If x ∈ U then y˙i(x) 6= 0 (i = 1, . . . , n). For suppose that for some i = 1, . . . , n we
have y˙i := y˙i(x) = 0. If yi = y˜ := y˜(x) then y˙i = y˜ 6= 0 by definition of U . So yi 6= y˜. I.e.,
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ri(x) 6= 0. In fact, |yi − y˜| = |ri(x)| > δ(x), because otherwise, by (A.144), yi = y˜. Thus,
0 = y˙ = y˜ + βri(x), where β = 1− δ(x)/
∣∣ri(x)∣∣. Rewriting we get
0 = yi +
δ(x)
|yi − y˜|(yi − y˜).
Thus,
δ(x) =
∣∣∣∣ δ(x)|yi − y˜|(yi − y˜)
∣∣∣∣ = | − yi| = 1.
But x ∈ U which means that δ(x) < 1/2. This contradiction proves the claim that no y˙i(x) is
0.
Define yˆi(x) = |y˙i(x)|−1y˙i(x) ∈ Sq and let ρ(x) =
(
yˆ1(x), . . . , yˆn(x)
) ∈ D. By (A.145), we
have that ρ ◦ σ = σ ◦ ρ on U for every σ ∈ SnX. Then ρ is continuous on U . Moreover, for the
n−k or more indices i for which |ri(x)| ≤ δ(x) we have yˆi(x) = y˜(x). Thus, in fact ρ : U → Pk.
If x ∈ Pk we have δ(x) = 0 so ρ(x) = x. 
Proof of corollary 9.1.2. Let ρ : U → Pk the retraction promised by the lemma. If
x ∈ U write ρ(x) = (yˆ1, . . . , yˆn) ∈ Pk and let J(x) ⊂ {1, . . . , n} be a largest set of indices
I with the property that all yˆi with i ∈ I are equal. Then the cardinality,
∣∣J(x)∣∣ is at least
n− k > n/2. It follows that J(x) is unique.
Let νρ(x) ∈ U be the common value of all yˆi with i ∈ J(x). Then, because
∣∣J(x)∣∣ > n/2,
the vector νρ(x) is well-defined. Since the restriction ρ|Pk is the identity on Pk and every data
set in Pk has at least n− k copies of the same point of Sq, we might say that the map νρ has
order of exactness of fit k. Moreover, νρ is continuous: The map J is “upper semicontinuous”
in the sense that as x′ → x (x′ ∈ U) we eventually have J(x′) ⊂ J(x). Since ρ is continuous
it follows that νρ is, too. Notice that, if σ ∈ Sn then, since ρ ◦ σ = σ ◦ ρ on U , we have
νρ ◦ (x) = νρ(x). Thus, Φ := νρ satisfies (7.0.4) on U . 
Proof of lemma 9.1.3. Let νρ be the local measure of location as in corollary 9.1.2.
Then since νρ has exactness of fit order k, (9.1.3) tells us that if x ∈ Pk then
(A.146) Φ(x) · νρ(x) > −1.
Therefore, by (2.0.3) and a hypothesis by making U smaller if necessary, we may assume Φ is
continuous on U and (A.146) holds for x ∈ U .
Let Sn denote the symmetric group, i.e., the group of all permutations of {1, . . . , n}. If
σ ∈ Sn define σ(y1, . . . , yn) := (yσ(1), . . . , yσ(n)). Thus, σ : D → D is bijection and maps Pk
onto itself. By assumption σ(U) = U for all σ ∈ Sn. For if not, simply replace U by
⋂
σ σ(U),
where the intersection is taken over Sn. Hence, we may assume σ(D \ U) = D \ U .
Define
(A.147) arg(y) := |y|−1y ∈ Sq (y ∈ Rq+1 \ {0}).
By Urysohn’s Lemma (Simmons [Sim63, Theorem A, p. 135]) there exists a continuous func-
tion f : D → [0, 1] s.t. f = 1 on Pk and f = 0 on D \ U . We may assume f is symmetric in its
arguments, else replace f by (n!)−1
∑
σ∈Sn f ◦ σ. Let µ : D′ := D \ S → Sq by
µ(x) =
{
arg
([
1− f(x)]Φ(x) + f(x)νρ(x)
)
, if x ∈ U ∩ D′;
Φ(x), if x ∈ D′ \ U .
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Here, we regard Φ(x) and νρ(x) as points in Rq+1. We show that µ(x) is defined everywhere
on D \ S. This amounts to showing that
(A.148)
∣∣∣[1− f(x)]Φ(x) + f(x)νρ(x)∣∣∣ > 0 if x ∈ U ∩ D′.
Now, (A.148) obviously holds if f(x) = 0 or 1. Assume 0 < f(x) < 1. Then, by (A.146),
(A.149)
∣∣∣[1− f(x)]Φ(x) + f(x)νρ(x)∣∣∣2
=
[
1− f(x)]2 + 2[1− f(x)]f(x) Φ(x) · νρ(x) + f(x)2
>
[
1− f(x)]2 − 2[1− f(x)]f(x) + f(x)2
=
[
1− 2f(x)]2 ≥ 0.
Thus, (A.148) holds, so µ is defined everywhere on D \ S. Moreover, µ is clearly symmetric
in its arguments since f , Φ and νρ are and U is Sn-invariant. µ has order of exactness of fit k
because νρ does and f == 0 on Pk. 
Proof of proposition 9.6.1. Let yn−k+1, . . . , yn ∈ S1. Write xk = (yn−k+1, . . . , yn).
Consider the measure of location ma,xk on (S
1)n−k defined by
(A.150) ma,xk(y1, . . . , yn−k) = ma(y1, . . . , yn−k, yn−k+1, . . . , yn), y1, . . . , yn−k ∈ S1.
Since, as we have just shown, ma has order of exactness of fit at least k, then, by (9.5.11),
ma,xk clearly satisfies the hypotheses of theorem 7.0.4 with n replaced by n − k. Moreover,
if xk ∈ (S1)n−k is a Vpi/2-severe singularity of ma,xk , then (xk, xk) ∈ (S1)n is a Vpi/2-severe
singularity of ma.
Thus, for any choice of the last k points in S1 we make, we may apply theorems 7.0.4 and
5.0.8 and lemma 9.1.1 with n = n − k and k = 0 to Φ = ma,xk to conclude that there is a
Vpi/2-severe singularity of ma having yn−k+1, . . . , yn as last k components. In general, given
1 ≤ i1 < · · · < ik ≤ n and any z1, . . . , zk ∈ S1, there is a Vpi/2-severe singularity, (y1, . . . yn) of
ma with yij = zj (j = 1, . . . , k).) Let S
Vpi/2
a ⊂ D denote the set of all Vpi/2-severe singularities
of ma.
WLOG we may assume
(A.151) y0 = (1, 0)
and represent points of S1 as angles in (−pi, pi]. (I.e., we parametrize S1 by (−pi, pi].) Thus, y0
corresponds to 0. Let
(A.152)  = n− 2k − a ∈ (0, 1) ⊂ (0, pi/2).
We will consider Vpi/2-severe singularities x = (y1, . . . yn) ∈ SVpi/2a s.t. k or more observations
(i.e., yi’s, i > 0) lie within  of y0. We will show that the n−k remaining observations converge
to −y0 as  ↓ 0.
Let x = (y1, . . . yn) ∈ SVpi/2a . We know that given 0 < i1 < · · · < ik ≤ n, and y˜1, . . . , y˜1,
there exists (y1, . . . yn) ∈ SVpi/2a s.t. yij = y˜j , (j = 1, . . . , k). Therefore, we may suppose that
(A.153) At least k of the observations y1, . . . yn lie in the interval (−, ).
(We do not count y0 as an “observation”.)
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Let SVpi/2
a;xk
denote the set of Vpi/2-severe singularities of ma,xk as defined at (A.150). If
xk ∈ (S1)k, let
SVpi/2a (xk) :=
{
xk ∈ (S1)n−k : (xk, xk) ∈ SVpi/2a
}
.
Thus,
(A.154) SVpi/2
a;xk
⊂ SVpi/2a (xk) for every xk ∈ (S1)n−k.
Let  ∈ (0, pi/4) and let U ⊂ (S1)k consist of xk = (yn−k+1, . . . , yn) s.t. ∠(yi, y0) < 
(i = n− k + 1, . . . , n), so U is open. Thus, U is parametrized by (−, )k ⊂ Rk. In particular,
Hk(U) > 0. The parametization : (−, )k → U and its inverse are Lipschitz. Therefore, by
(B.6) and (B.11) we have
0 < Hk(U) <∞.
Assume (A.152) holds. Let xk = (yn−k+1, . . . , yn) ∈ U and let
(A.155) Pk,xk :=
{
(y, . . . , y, yn−k+1, . . . , yn) : y ∈ S1
} ⊂ Pk,
where y, . . . , y means n−k copies of y ∈ S1. Then Pk,xk ⊂ Pk is a compact smooth submanifold
of D.
Let xk ∈ U. Then if xk ∈ (S1)n−k is a Vpi/2-severe singularity of ma;xk then (xk, xk) ∈
(S1)n is a Vpi/2-severe singularity of Φ. Now, by (7.0.5) and theorem 5.0.8 (lemma 9.1.1 plays
a role, too.),
H(n−k)−2
(
SVpi/2
a;xk
)
> 0.
Let
f(xk) := H(n−k)−2
(
SVpi/2
a;xk
)
, xk ∈ (S1)k.
Therefore, if
Aj :=
{
xk ∈ U : f(xk) ≥ 1/j
}
(j = 1, 2, . . .),
then Aj ↑ U as j ↑ ∞.
Now, by (B.5), for every j = 1, 2, . . . there is a Borel measurable, hence Hk-measurable,
subset Bj ⊂ U s.t. Aj ⊂ Bj but Hk(Bj) = Hk(Aj). Thus, Hk(Bj) ↑ Hk(U). Hence, for some
j we have Hk(Aj) = Hk(Bj) > 12Hk(U) ∈ (0,∞). Hence, if u : (S1)k → R is an upper function
for f (Federer [Fed69, pp. 81]), then we have
∫
U u dHk ≥ 12jHk(U). Therefore, by (A.154)
and Federer [Fed69, pp. 81, 85], we have,∫ ∗
U
H(n−k)−2
[
SVpi/2a (xk)
]
Hk(dxk)
≥
∫ ∗
U
H(n−k)−2
(
SVpi/2
a;xk
)
Hk(dxk) =
∫ ∗
U
f(xk)Hk(dxk) > 0.
Hence, by Federer [Fed69, 2.10.27, p. 190] there exists a constant K ′ < ∞ s.t., if  > 0 is
sufficiently small,
(A.156) Hn−2
({
(xk, x
k) ∈ SVpi/2a : xk ∈ (S1)n−k, xk ∈ U
})
≥ K ′
∫ ∗
U
H(n−k)−2
[
SVpi/2a (xk)
]
Hk(dxk) > 0.
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From section 9.4 we know that, since x is a Vpi/2-severe singularity, Ga(·) = Ga(·;x) is
minimized by points in Y := {y0, y1, . . . , yn} that do not all lie in an open semi-circle. Denote
the set of all such minimizing points as usual by Ma(x). Then Ma(x) contains at least one
point in the closed left semi-circle [pi/2, pi] ∪ (−pi,−pi/2]. Let θ ∈ (−pi, pi] be the point in
Ma(x) with largest absolute value. Then |θ| ≥ pi/2. If θ < 0, then pi /∈ Ma(x). In that case,
−Ma(x) ⊂ (−pi, pi) and Ma(−x) = −Ma(x). Replacing x by −x if necessary, WLOG we may
assume θ > 0. Hence,
(A.157) pi/2 ≤ θ ≤ pi.
Suppose Ma(x) contains no point θ
′ in the lower semi-circle (−pi, 0]. Then, in particular,
0 /∈Ma(x). Hence, there exists δ ∈ (0, pi) s.t. [0, δ] ∩Ma(x) = ∅ and the set Ma(x) lies in the
open semicircle (δ, pi] ∪ (−pi, δ − pi). This contradicts x ∈ SVpi/2a . So if θ′ := minMa(x), then
θ′ ≤ 0. Let η ∈ (0, pi/4). Now, C(η) := [θ′ + pi − η, pi] ∪ (−pi, θ′ − η] is a closed semicircle.
Therefore, again because x is a Vpi/2-severe singularity, we must have
Ma(x) ∩ C(η) 6= ∅.
Let ω ∈ Ma(x) ∩ C(η). Then either −pi < ω ≤ θ′ − η or θ′ + pi − η ≤ ω ≤ pi. Now,
θ′ − η < minMa(x) so if −pi < ω ≤ θ′ − η then ω < minMa(x), which is impossible, since
ω ∈Ma(x). Therefore, pi ≥ θ = maxMa(x) ≥ ω ≥ θ′ + pi − η. Letting η ↓ 0, we get
(A.158) θ ∈ [θ′ + pi, pi].
First, suppose −pi +  < θ′ < −. In particular, θ′ + pi > . Let k′ be the number of
observations in the interval (θ′, θ′+pi) ⊃ (−, ). Then, by (A.153), k′ ≥ k. Since −pi < θ′ < −
and y0 is identified with 0, by (A.151), we have θ
′ 6= ±y0. Take v = θ′ and w = θ′+pi/2 in the
development of (9.3.4). Then −pi/2 +  < w < pi/2 − . Then, regarding w and yi as points
of R2, we have w · yi > 0 if and only if yi ∈ (w − pi/2, w + pi/2) = (θ′, θ′ + pi). Therefore, the
number c in (9.3.4) is exactly k′. Then, by (9.3.4) and (A.152) we have
n− k ≥ n− k′ = n− c ≥ a+ c ≥ n− 2k − + k′ = n− k + (k′ − k)− .
Therefore, 0 ≤ n− k− [(n− k) + (k′− k)− ] = −(k′− k) + . But 0 <  < 1, by (A.152) and
k and k′ are integers. Therefore, we must have k′ = k. In particular, by (A.158), there are no
observations in [, θ′ + pi).
Let `0 be the number of observations in the interval [0, ) and let β0 ≥ 0 denote the mean
of those observations (regarded as angles, i.e., numbers). (If `0 = 0 let β0 = 0.) Let `1 be
the number of observations in the interval (θ′, 0) and let β1 < 0 denote the mean of those
observations. (If `1 = 0 let β1 = θ
′.) Since (−, ) ⊂ (θ′, 0) ∪ [0, ) we have `0 + `1 ≥ k.
Since k′ = k, we must have `0 + `1 = k and in fact `0 and `1 together account for all the
observations in the open semi-circle connecting θ′ and θ′+pi and containing 0. Moreover, since
k′ = k, − < β1 ≤ 0. Let n3 be the number of observations in the interval [θ′ + pi, pi] and let
α3 ≥ θ′+pi denote the mean of those observations. By (A.158), n3 > 0. Let n4 be the number
of observations in the interval (−pi, θ′] and let α4 denote the mean of those observations. Since
θ′ = minMa(x), we have n4 ≥ 1 and α4 = θ′.
We have
(A.159) `0 + `1 = k and n3 + n4 = n− k.
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Since, by (9.3.3), we have θ′ ∈ Ma(x) ⊂ Y := {y0, y1, . . . , yn}, we have Ga(y0;x) ≥ Ga(θ′;x).
Hence, by (A.159), we have the following. (Recall α4 = θ
′ < − < β1 ≤ 0.)
`0β0 + n3α3 − n4α4 − `1β1
= a∠(y0, y0) +
n∑
i
∠(yi, y0)
= Ga(y0;x) ≥ Ga(θ′;x)
= −aθ′ + `0(β0 − θ′) + `1(β1 − θ′) + n3(2pi + θ′ − α3) + n4(θ′ − α4)
= (−a− `1 − `0 + n3 + n4)θ′ + `0β0 + `1β1 − n3α3 − n4α4 + 2n3pi.
By (A.159) and the fact that − ≤ β1 < 0, this becomes
2n3α3 + 2`1 ≥ 2n3α3 − 2`1β1 ≥ (n− 2k − a)θ′ + 2n3pi.
Thus, by (A.152), since −pi < θ′ < − < 0,
(A.160) − 2n3(pi − α3) + 2`1 ≥
[
n− 2k − (n− 2k − )]θ′ > −pi.
Now, θ ∈ [pi/2, pi]∩ [θ′+ pi, pi] (by (A.157) and (A.158)) belongs to the set of angles counted in
n3 whose average is α3. Therefore, n3 > 0 and (A.160) implies pi−α3 < 2`1+pi2n3  < (2n+pi)/2.
Employing Landau notation (de Bruijn [dB81, Sections 1.2 and 1.3]), we conclude
(A.161) 0 ≤ pi − α3 = O() as  ↓ 0.
(Here and below O()/ is bounded above by a number that depends only on n and k.)
If θ is the only angle in [θ′ + pi, pi], then θ = α3 so, by (A.161),
(A.162) pi ≥ θ ≥ pi −O(). I.e., θ = pi −O().
Suppose θ is not the only angle in that group and let α′3 ∈ [pi/2, pi] denote the average of those
angles with θ excluded. Then, from (A.161), we have
n3
[
pi −O()] = n3α3 = θ + (n3 − 1)α′3 ≤ θ + (n3 − 1)pi.
(A.162) again follows.
Next, suppose − ≤ θ′ ≤ 0. Then by (A.158),
pi −  ≤ pi + θ′ ≤ θ ≤ pi.
I.e., (A.162) holds again.
Finally, suppose −pi < θ′ ≤ − pi but (A.162) fails. But this means Ma ⊂ (−pi, pi). In this
case just replace x by −x. Then θ is replaced by −θ′. Then (A.162) again holds. Thus, we
may assume (A.162) always holds.
Next we look at all observations besides the k in (−, ). We continue to assume (A.153),
i.e., that there are at least k observations in the (−, ). Let `0 be the number of observations
in the interval [0, ) and let β0 ≥ 0 denote the mean of those observations. (If `0 = 0 let
β0 = 0.) Let `1 be the number of observations in the interval (max{−, θ − pi}, 0) and let
β1 ≤ 0 denote the mean of those observations. (If `1 = 0, e.g., if θ = pi, let β1 = 0.) Let
`2 be the number of observations in the interval
(−,max{−, θ − pi}] and let β2 < 0 denote
the mean of those observations. (If `2 = 0 let β2 = −.) Thus, `0 + `1 + `2 ≥ k. Let n1 be
the number of observations in the interval [, pi] and let α1 ∈ [, θ] denote the mean of those
observations. By definition of θ we have α1 ∈ [, θ]. By (A.157) and (A.152), we have n1 > 0.
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Let n2 be the number of observations in the interval (−pi,−] and let α2 ∈ (−pi,−] denote the
mean of those observations. (If n2 = 0 let α2 = −pi + .) Thus,
(A.163) n1 + `0 + `1 + `2 + n2 = n.
Since θ ∈Ma(x), we have Ga(0) = Ga(y0) ≥ Ga(θ). Thus,
a∠(y0, y0) + `0β0 + n1α1 − `1β1 − `2β2 − n2α2
≥ aθ + n1(θ − α1) + `0(θ − β0) + `1(θ − β1) + `2(2pi − θ + β2) + n2(2pi − θ + α2).
Therefore, by (A.152), (A.162), and (A.163),
2`0+ 2n1α1 − 2n2α2 ≥ 2`0β0 + 2n1α1 − 2n2α2
≥ (a+ n1 + `0 + `1 − `2 − n2)θ + 2(`2 + n2)pi + 2`2β2
≥ (n− 2k + + n1 + `0 + `1 − `2 − n2)
(
pi −O())
+ 2(`2 + n2)pi − 2`2(A.164)
= (n− 2k + n1 + `0 + `1 − `2 − n2)pi + 2(`2 + n2)pi
+O()
= (n− 2k + n1 + `0 + `1 + `2 + n2)pi +O()
= 2(n− k)pi +O().
Now, n1 +n2 is the number of observations outside the interval (−, ). Hence, n1 +n2 ≤ n−k.
Recall that 0 <  ≤ α1 ≤ θ ≤ pi and −pi < α2 < 0. Thus,
2(n− k)pi ≥ 2(n1 + n2)pi
≥ 2n1α1 − 2n2α2.
But this and (A.164) imply,
(A.165) 2(n− k)pi ≥ 2n1α1 − 2n2α2 ≥ 2(n− k)pi +O().
Hence, for  sufficiently small we have
(A.166) n1 + n2 = n− k.
Therefore, subtracting 2(n− k)pi = 2(n1 + n2)pi in (A.165) we get
0 ≥ 2n1(α1 − pi)− 2n2(α2 + pi) ≥ O()
or
O() ≥ 2n1(pi − α1) + 2n2(α2 + pi) ≥ 0.
In particular, since α2 + pi > 0,
O() = 2n1(pi − α1) = 2
∑
≤yi≤pi
(pi − yi) ≥ 0.
It follows that, if  ≤ yi ≤ pi, then pi − yi = O(). Similarly, since O() ≥ 2n2(α2 + pi) ≥ 0, if
−pi < yi ≤  then yi − (−pi) = O(). In summary,
If (A.153) holds, then all but k observations are within O() of ± pi.
Corollary 9.6.2 is proved.
If R > 0, then by corollary 9.6.2, by choosing  > 0 sufficiently small, we know that every
Vpi/2-severe singularity of ma that lies in (S
1)n−k×U is within R of (−y0, . . . ,−y0, xk) ∈ Pk,xk
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(hence within R of Pk). At the same time we know, by (9.5.11), that Pk contains no Vpi/2-severe
singularities of ma.
Therefore, if R > 0, we may choose  > 0 sufficiently small that{
(xk, x
k) ∈ SVpi/2a : xk ∈ (S1)n−k, xk ∈ U
}
⊂
{
x ∈ SVpi/2a : dist(x,Pk) ≤ R
}
.
Hence, by (A.156),
Hn−2
({
x ∈ SVpi/2a : dist(x,Pk) ≤ R
})
≥ Hn−2
({
(xk, x
k) ∈ SVpi/2a : xk ∈ (S1)n−k, xk ∈ U
})
> 0.
Recalling (A.152), the proposition follows. 
APPENDIX B
Lipschitz maps and Hausdorff measure and dimension
Hausdorff dimension (Giaquinta et al [GMS98, p. 14, Volume I] and Falconer [Fal90, p.
28]) is defined as follows. First, we define Hausdorff measure (Giaquinta et al [GMS98, p. 13,
Volume I], Hardt and Simon [HS86, p. 9], and Federer [Fed69, 2.10.2. p. 171]). Let s ≥ 0. If
s is an integer, let ωs denote the volume of the unit ball in Rs:
(B.1) ωs =
Γ(1/2)s
Γ
(
s
2 + 1
) ,
where Γ is Euler’s gamma function (Federer [Fed69, pp. 135, 251]). If s is not an integer, then
ωs could still be defined by (B.1) or could be any convenient finite positive constant. Federer
uses (B.1) for any s ≥ 0. Let X be a metric space with metric dX . For any subset A of X and
δ > 0 first define
(B.2) Hsδ(A) = ωs inf
∑
j
(
diam(Cj)
2
)s .
Here, “diam” is diameter (w.r.t. dX ; see Munroe [Mun71, p. 12] for definition of diameter)
and the infimum is taken over all (at most) countable collections {Cj} of subsets of X with A ⊂⋃
j Cj and diam(Cj) < δ. (Thus, Hsδ(∅) = 0 since an empty cover covers ∅ and an empty sum
is 0. If X is second countable, it follows from Lindelo¨f’s theorem, Simmons [Sim63, Theorem
A, p. 100], that for any δ > 0, such a countable cover exists. Otherwise, Hsδ(A) = +∞.) We
may assume that the covering sets Cj are all open or that they are closed (Federer [Fed69,
2.10.2, p. 171]). The s-dimensional Hausdorff measure of A is then
(B.3) Hs(A) = lim
δ↓0
Hsδ(A) = sup
δ>0
Hsδ(A).
Note that H0(A) is the cardinality of A if it is finite. Otherwise, H0(A) = +∞. (Pf: Suppose
H0(A) < ∞. Then there exists n < ∞ s.t. for every δ > 0 there exists a cover C1, C2, . . . , Cn
s.t. diam(Cj < δ for every j. Since s in (B.2) is 0, we may in fact assume that each Cj is
a closed ball of diameter δ/2. Then from Pollard [Pol90, p. 10] we see that for every  the
number of pairs of points in A that are more than  units apart is bounded as  ↓ 0. That
means A is finite.) At the other extreme,
(B.4) A = ∅ if and only if H0(A) = 0.
For every s ≥ 0, Hs is an outer measure on X and, by Federer [Fed69, 2.2.3, p. 61 and
2.10.2 p. 171] and Hardt and Simon [HS86, pp. 9–10],
(B.5) Hs is Borel regular.
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I.e., the Borel subsets of X are Hs-measurable and if A ⊂ X then there exists a Borel B ⊂ X
s.t. A ⊂ B and Hs(B) = Hs(A). Note that if X is a subset of a Euclidean space (and inherits
the Euclidean metric) and we rescale X by multiplying each vector in X by λ > 0, then for
every A ⊂ X the measure Hs(A) will be replaced by λsHs(A) (Falconer [Fal90, p. 27]).
Note that if s is a positive integer, denote Lebesgue measure by Ls. Then by Hardt and
Simon [HS86, p. 11], we have
(B.6) If s = 1, 2, 3, then Hs = Ls on Rs.
For A ⊂ X nonempty there will be a number s0 ∈ [0,+∞] s.t. 0 ≤ s < s0 implies
Hs(A) = +∞ and s > s0 implies Hs(A) = 0. That number s0 is the “Hausdorff dimension”,
dimA, of A (Falconer [Fal90, p. 28]). (In particular, dim∅ = 0. In appendix C we will define
dimσ, where σ is a simplex, and dimP , where P is a simplicial complex. It follows from (B.6)
that these dimensions are the same as the respective Hausdorff dimensions, at least if P is
finite.) But Hs(A) = 0 is a stronger statement than dimA ≤ s (Falconer [Fal90, p. 29]). It is
easy to see that
(B.7) if A is an at most countable union of Borel measurable sets A1, A2, . . . ,
then dimA = sup{dimAj : j = 1, 2, . . .}
(Falconer [Fal90, p. 29]). Another way to combine spaces is by Cartesian product:
Lemma B.15. Let X be a non-empty metric space and let A be a Lebesgue measurable
subset of Rm with Lm(A) > 0. (Lm denotes m-dimensional Lebesgue measure.) If δ is a
metric on X, define a metric δ on A×X as follows:
σ
[
(a1, x1), (a2, x2)
]
=
√
|a1 − a2|2 + δ(x1, x2)2, a1, a2 ∈ A, x1, x2 ∈ X.
Then w.r.t. σ we have
(B.8) dim(A×X) = m+ dimX.
Proof. Let s := dimX. First, suppose s = +∞ and let s′ ∈ [0,∞). Since Lm(A) > 0, we
may pick a ∈ A. Then {a} ×X ⊂ A×X and
+∞ ≥ Hs′(A×X) ≥ Hs′({a} ×X) = Hs′(X) = +∞ = m+ dimX.
I.e., (B.8) holds if s =∞.
Next, suppose s <∞. Then if s′ > s, we have Hs′(X) = 0. Therefore by Federer [Fed69,
Theorem 2.10.45, p. 202], we have Hm+s′(A×X) = 0. Hence,
(B.9) 0 ≤ dim(A×X) ≤ m+ s = m+ dimX.
Suppose s := dimX = 0. And let x ∈ X 6= ∅. The space A × {x} ⊂ A ×X is isometric
to A, so dim(A × X) ≥ dim(A × {x}) = dimA = m + dimX. Hence, by (B.9), we have
dim(A×X) = m+ dimX.
Now suppose s ∈ (0,∞) and suppose t ∈ [0, s) and dim(A × X) < m + t < m + dimX.
Then Hm+t(A×X) = 0. But by Federer [Fed69, 2.10.27, p. 190; also see statement just before
2.10.28, p. 191], this means Lm(A)Ht(X) = 0. Thus, Ht(X) = 0. But t < s := dimX implies
Ht(X) = +∞, contradiction. 
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Let Y be a metric space with metric dY and let f : X → Y . Recall that f is “Lipschitz(ian)”
(Giaquinta et al [GMS98, p. 202, Volume I], Falconer [Fal90, p. 8], Federer [Fed69, pp. 63
– 64]) if there exists K <∞ (called a “Lipschitz constant” for f) s.t.
dY
[
f(x), f(y)
] ≤ K dX(x, y), for every x, y ∈ X.
Example B.16. If S ⊂ X is nonempty then the function y 7→ dist(y, S) ∈ R is Lipschitz
with Lipschitz constant 1. To see this, let y1, y2 ∈ X. Let  > 0 and pick x ∈ S s.t.
dist(y2, S) > dX(y2, x)− . Then
dX(y1, y2) ≥ dX(y1, x)− dX(y2, x) ≥ dist(y1, S)− dist(y2, S)− .
Since  > 0 is arbitrary, we get
dX(y1, y2) ≥ dist(y1, S)− dist(y2, S).
Now reverse the roles of y1 and y2.
Further recall the following. Let k = 1, 2, . . . and let Lk denote k-dimensional Lebesgue
measure. Suppose T is a linear operator on Rk and v ∈ Rk. Then by Rudin [Rud66, Theorems
8.26(a) and 8.28, pp. 173–174] if A ⊂ Rk is Borel measurable then T (A) + v is Lebesgue
measurable and
(B.10) Lk[T (A) + v] = |detT | Lk(A).
This motivates the following basic fact about Hausdorff measure and dimension (Falconer
[Fal90, p. 28], Hardt and Simon [HS86, 1.3, p. 11]). Let f : X → Y be Lipschitz with
Lipschitz constant K. Then for s ≥ 0,
(B.11) Hs[f(X)] ≤ KsHs(X). Therefore, dim f(X) ≤ dimX.
f : X → Y is “locally Lipschitz” (Federer [Fed69, p. 64]) if each x ∈ X has a neighborhood,
V , s.t. the restriction f |V is Lipschitz. So any Lipschitz map is locally Lipschitz and, conversely,
(B.12) Any locally Lipschitz function on X is Lipschitz on any compact subset of X.
Moreover,
(B.13) The composition of (locally) Lipschitz maps is (resp., locally) Lipschitz
and the product of Lipschitz constants for the constituent functions
is a Lipschitz constant for the composition.
Note that, since H0 is just cardinality for finite sets and +∞ for infinite sets, whether
f : X → Y is locally Lipschitz or not, we have
(B.14) H0[f(X)] ≤ H0(X).
An easy consequence of (B.11) is the following.
Lemma B.17. Let X and Y be metric spaces with X separable. Suppose f : X → Y is locally
Lipschitz. If s ≥ 0 and Hs(X) = 0, then Hs[f(X)] = 0. In particular, dim f(X) ≤ dimX.
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Proof. By Lindelo¨f’s theorem (Simmons [Sim63, Theorem A, p. 100]) X can be parti-
tioned into a countable number of disjoint Borel sets A1, A2, . . . on each of which f is Lipschitz
with respective Lipschitz constant Ki. By (B.11), we have
Hs[f(X)] ≤∑
i
Hs[f(Ai)] ≤∑
i
KsiHs(Ai).

Another generalization of (B.11) is the following. (See Boothby [Boo75, Theorem (2.2),
p. 26].)
Lemma B.18. Let k and m be positive integers. Let U ⊂ Rk be open and let M be an
m-dimensional Riemannian manifold with Riemannian metric tensor x 7→ 〈·, ·〉x. Suppose
h = (h1, . . . , hm) : U → M is continuously differentiable. Then h is locally Lipschitz on U
w.r.t. 〈·, ·〉.. For y ∈ U , define the matrix
Ω(y)k×k :=
(〈
h∗
(
∂
∂zi
|z=y
)
, h∗
(
∂
∂zj
|z=y
)〉
h(y)
)
.
At each x ∈ U , let λ(x)2 be the largest eigenvalue of Ω(x) (with λ(x) ≥ 0). Then λ is
continuous. Furthermore, let a ≥ 0 and let A ⊂ U be Borel with Ha(A) <∞. Then
(B.15) Ha[h(A)] ≤ ∫
A
λ(x)aHa(dx).
Proof. By lemma A.9 and and continuity of Dh, λ is continuous. Let  > 0. Since λ is
continuous, by Lindelo¨f’s theorem (Simmons [Sim63, Theorem A, p. 100]), there exists an at
most countable cover, C1, C2, . . ., of U by open convex sets with the property
(B.16) x, x′ ∈ Ci ⇒
∣∣λ(x)a − λ(x′)a∣∣ < , (i = 1, 2, . . .).
For each i = 1, 2, . . . let Λi = supx∈Ci λ(x). We prove the claim: on each Ci, the function
h is Lipschitz with Lipschitz constant Λi. In particular, h is locally Lipschitz on U . (See
Giaquinta et al [GMS98, Theorem 2, p. 202, Vol. I].) Let x, y ∈ Ci. Think of x, y as row
vectors. Since Ci is open and convex there is an open interval I ⊃ [0, 1] s.t. for every u ∈ I we
have `(u) := (1− u)x+ uy ∈ Ci. The function f := h ◦ ` : I →M is defined and differentiable.
It defines an arc in M . Let ρ be the topological metric corresponding to the Riemannian metric
〈·, ·〉. Let ‖X‖ := √〈X,X〉x for X ∈ Tx(M), x ∈M . Then, by (2.2.3),
ρ
[
h(y), h(x)
] ≤ length of arc f
=
∫
I
∥∥f∗(d/du)∥∥f(u) du
=
∫
I
∥∥h∗ ◦ `∗(d/du)∥∥f(u) du(B.17)
=
∫
I
∥∥∥∥∥h∗
[
k∑
i=1
(yi − xi) ∂
∂zi
|z=`(u)
]∥∥∥∥∥
f(u)
du
=
∫
I
√
(y − x)Ω[`(u)](y − x)T du.
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Let u ∈ [0, 1] and let w = `(u) ∈ Ci ⊂ U ⊂ Rk. Let λ21 ≥ λ22 ≥ · · · ≥ λ2k ≥ 0 be
the eigenvalues of Ω(w), so λ2(w) = λ21. Let z1, . . . , zk ∈ Rk be corresponding orthonormal
eigenvectors, thought of as row vectors. Write y − x = ∑kj=1 αjzj . Then
(y − x)Ω(w)(y − x)T =
 k∑
j=1
αjzj
Ω(w)
 k∑
j=1
αjz
T
j

=
 k∑
j=1
αjzj
 k∑
j=1
αjλ
2
jz
T
j

=
k∑
j=1
λ2jα
2
j
≤ λ2(w)
k∑
j=1
α2j
≤ Λ2i |y − x|2.
I.e., √
(y − x)Ω(w)(y − x)T ≤ Λi|y − x|.
Substituting this into (B.17) and noting that I has measure less than 1 proves the claim that
on each Ci, the function h is Lipschitz with Lipschitz constant Λi.
Let A1 = A ∩ C1. Having defined A1, . . . , An, let
An+1 = (A ∩ Cn+1) \
(
n⋃
i=1
Ai
)
.
Then A1, A2, . . . is a Borel partition of A. By (B.11) and (B.16),
Ha[h(A)] ≤∑
i
Ha[h(Ai)] ≤∑
i
ΛaiHa(Ai) ≤
∫
A
λ(x)aHa(dx) +H(A).
Since  > 0 is arbitrary and Ha(A) <∞, the lemma follows. 
Remark B.19. Suppose in the preceding that M = Rm. Then
Ω(x) = Dh(x)TDh(x), where Dh(x) :=
(
∂hi(y)
∂yj
)
y=x
.
Regarding the following, see Boothby [Boo75, Theorem (2.2), p. 26].
Lemma B.20. Let M be a Riemannian manifold, of dimension m < ∞. Let x ∈ M and
let (U0, ϕ) be a coordinate neighborhood on M with x ∈ U0. We may assume ϕ(x) = 0 ∈
Rm. Let G0 := ϕ(U0) ⊂ Rm and let ψ : G0 → U0 be the inverse of ϕ. For x′ ∈ U0, let
Eix′ := ψ∗
(
∂
∂zi
|z=ϕ(x′)
)
(i = 1, . . . ,m) be the coordinate frame field on U0 at x′ and let Γm×mM,x′
be the matrix of the Riemannian tensor at x′ w.r.t. E1x′ , . . . , Emx′. Suppose U is an open
neighborhood of x with U ⊂ U ⊂ U0 and U is compact.
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(1) For x′ ∈ U , let µ1(x′) ≥ · · · ≥ µm(x′) > 0 be the eigenvalues of ΓM,x′. Then there
exists µ ∈ [1,∞) s.t.
(B.18) µ1(x
′) ≤ µ2 and 1/µm(x′) ≤ µ2 for every x′ ∈ U .
(2) There exists r0 > 0 s.t. Br0(0) ⊂ G := ϕ(U). There exists an open neighborhood
H ⊂ G s.t. H ⊂ Br0(0) and having the following property. Let y1, y2 ∈ H so the line
segment joining y1 and y2 lies entirely in Br0(0) ⊂ G. Let ∆ = |y2 − y1|. Define the
linear arc ξ :
[
0,∆
]→ H ⊂ Br0(0) joining y1 and y2 defined by
ξ(s) = y1 +
s
∆
(y2 − y1), 0 ≤ s ≤ ∆.
Let α = ψ ◦ ξ, so α is a curve in U joining ψ(y1) and ψ(y2). Then
µ−1 ≤ ‖α′(s)‖M,α(s) ≤ µ
for every s ∈ (0,∆). Here, ‖ · ‖M,x′ is the norm corresponding to the Riemannian
tensor at x′.
(3) Let
{
(U0γ , ϕ0γ) : γ ∈ C
}
be a covering of M by coordinate neighborhoods. Then M has
a covering (U1, ϕ1), (U2, ϕ2), . . . by coordinate neighborhoods s.t. each Ui is a subset of
some U0γ and for the same γ the coordinate map ϕi is the restriction of ϕ0γ to Ui.
We may also assume that each Ui has compact closure. Each coordinate map ϕi is
Lipschitz and has a Lipschitz inverse. We may assume that, for each i = 1, 2, . . .,
part 1 above holds with U = Ui and µi, the value of µ corresponding to U = Ui, is a
Lipschitz constant for both ϕi and its inverse. In particular, if M is compact, then
Hm(M) <∞. In particular, M is a “Lipschitz manifold” (section 2.1).
Proof. If x′ ∈ M , let 〈·, ·〉M,x′ be the Riemannian 2-form (“metric”) on M at x′. Let
‖ · ‖M,x′ be the corresponding norm. Let δ be the topological metric on U1 determined by the
Riemannian metric, 〈·, ·〉M (Boothby [Boo75, Theorem (3.1), p. 187]).
Let m := dimM . Let x ∈M and let ϕ : U0 → Rm be a coordinate neighborhood of x. By
proposition 2.2.2 there are neighborhoods U1 and U of x s.t. U ⊂ U1 ⊂ U0, U1 is compact, and
U is geodesically convex. Let G0 = ϕ(U0) ⊂ Rm and let ψ : G0 → U0 be the inverse of ϕ. We
may assume ϕ(x) = 0.
If x′ ∈ U0, the differential, ϕ∗, of ϕ maps the tangent space Tx′M onto Tϕ(x′)Rm. For
y ∈ G0, a basis for Tϕ(x′) is ∂∂zi |z=y (i = 1, . . . ,m) (Boothby [Boo75, Corollary (1.5), p. 109]).
Let ψ∗ : TRm → TM be the differential of ψ (Boothby [Boo75, Remark (1.3), p. 108]).
The 2-tensor 〈·, ·〉M,x′ has a symmetric positive definite matrix, Γm×mM,x′ , w.r.t. the local
coordinate frame field Eix′ := ψ∗
(
∂
∂zi
|z=ϕ(x′)
)
(x′ ∈ U0; i = 1, . . . ,m). Thus, the i, jth entry
in ΓM,x′ is 〈Eix′ , Ejx′〉M,x′ . The entries in the matrix ΓM,x′ are continuous in x′ ∈ U0. Let
µ1(x
′) ≥ . . . ≥ µm(x′) > 0 be the eigenvalues of ΓM,x′ . By lemma A.9, the eigenvalues
µ1(x
′), . . . , µm(x′) are continuous in x′ ∈ U0. Therefore, by compactness of U1, there exists a
number µ ∈ [1,∞) s.t. (B.18) holds.
For η > 0, let
Bη(x) := {x′ ∈ U0 : There is a geodesic arc connecting x′ and x
and at least one such arc has length < η}.
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By proposition 2.2.2, Bη(x) contains an open neighborhood of x. Pick η0 = η0(x) > 0 so small
that Bη0(x) ⊂ U . In particular, Bη0(x) is compact. Let G = ϕ(U) and H = ϕ
(Bη0(x)). Choose
r0 ∈ (0,∞) so small that the closure of the ball
Br0(0) :=
{
y ∈ Rm : |y| < r0
}
lies in G. By making η0 smaller if necessary, we may assume H ⊂ Br0(0).
Let x1, x2 ∈ Bη0(x) and let yi = ϕ(xi) ∈ H ⊂ Br0(0) ⊂ G (i = 1, 2). Let γ : [0, λ] → M
be the unique shortest geodesic in M joining x1 and x2, which exists by geodesic convexity
of U . Also by geodesic convexity of U the image of γ lies in U . We may assume that γ is
parametrized by arclength. In particular, by proposition 2.2.2,
(B.19) λ = δ(x1, x2).
Let ω = ϕ ◦ γ, so ω : [0, λ] → G joins y1 and y2. We can extend ω to a slightly larger,
open interval J ⊃ [0, λ] s.t. ω : J → G is differentiable. Write ω(t) = (ω1(t), . . . , ωm(t)) ∈ Rm
(t ∈ J). Thus,
ω′(t) :=
(
(ω1)′(t), . . . , (ωm)′(t)
) ∈ Rm.
Here, (ωi)′(t) are just numbers and we regard ω′(t) =
(
(ω1)′(t), . . . , (ωd)′(t)
)
as a row vector.
By contrast, write γ′(t) = γ∗
[
(d/du)u=t
] ∈ Tγ(t)M (Boothby [Boo75, Theorem (1.2), p. 107]).
Hence, by Boothby [Boo75, Theorem (1.6), p. 109],
ω∗
[
(d/du)u=t
]
=
m∑
i=1
(ωi)′(t)
(
∂
∂zi
|z=ω(t)
)
.
Now, γ = ψ ◦ ω and, by definition of Eix′ (i = 1, . . . ,m), we have
(B.20) γ′(t) = ψ∗ ◦ ω∗
[
(d/du)u=t
]
= ψ∗
[
m∑
i=1
(ωi)′(t)
(
∂
∂zi
|z=ω(t)
)]
=
m∑
i=1
(ωi)′(t)Eiγ(t).
Hence, since γ is parametrized by arclength,
1 = ‖γ′(t)‖2M,γ(t) =
〈
γ′(t), γ′(t)
〉
M,γ(t)
(x′) = ω′(t) ΓM,γ(t) ω′(t)T ≥ µm
[
γ(t)
]∣∣ω′(t)∣∣2.
Therefore, by (B.18) we have
(B.21) |ω′(t)| ≤ µ <∞ for every t ∈ [0, λ].
Now, |y2 − y1| is no greater than the length of the curve ω in G. But by (B.21), Boothby
[Boo75, p. 185], and (B.19) that length is∫ λ
0
∣∣ω′(t)∣∣ dt ≤ λµ = µ δ(x1, x2).
Thus, |y2 − y1| ≤ µ δ(x1, x2). This proves that ϕ is Lipschitz with Lipschitz constant ≤ µ.
Let ∆ = |y2 − y1|. Define the linear arc ξ :
[
0,∆
]→ Br0(0) joining y1 and y2 defined by
ξ(s) = y1 +
s
∆
(y2 − y1), 0 ≤ s ≤ ∆.
Thus,
(B.22) ξ∗
[
(d/du)u=t
]
=
m∑
i=1
∆−1(yi2 − yi1)
(
∂
∂zi
|z=ξ(t)
)
,
B. LIPSCHITZ MAPS AND HAUSDORFF MEASURE AND DIMENSION 187
where yij is the i
th coordinate of yj ∈ H ⊂ Rm. The length of ξ is ∆, of course. Let α = ψ ◦ ξ,
so α is a curve in M joining x1 and x2. Let α
′(t) := α∗
[
(d/du)u=t
] ∈ Tα(t)M , (0 ≤ t ≤ ∆).
Thus, by (B.22), we have as in (B.20)
(B.23) α′(t) = ∆−1
m∑
i=1
(yi2 − yi1)Eiα(t).
The distance λ = δ(x1, x2) between x1 and x2 is no greater than the length of α. The
length of α is
(B.24) `(α) =
∫ ∆
0
‖α′(s)‖M,α(s) ds.
But, by definition of ΓM,·, ,
‖α′(s)‖2M,α(s) = ∆−2(y2 − y1) ΓM,α(s) (y2 − y1)T
(regarding y2 − y1 ∈ Rm as a row vector). Therefore, by (B.18),
(B.25) µ−1 ≤ √µm = ∆−1|y2 − y1| √µm ≤ ‖α′(s)‖M,α(s) ≤ ∆−1|y2 − y1|
√
µ1 =
√
µ1 ≤ µ,
since |y2 − y1| = ∆. This establishes statement (2). Continuing, we see, by (B.24) and (B.25),
δ(x1, x2) ≤ `(α) ≤
∫ ∆
0
µ ds = µ∆ = µ|y2 − y1|.
Since xi = ψ(yi), this proves that ψ is also Lipschitz with Lipschitz constant no greater than µ.
Since x ∈M is arbitrary and M is second countable (Munkres [Mun66, Definition 1.2, p. 3]),
by Lindelo¨f’s theorem, Simmons [Sim63, Theorem A, p. 100], there is a countable collection
(Ui, ϕi) with the properties described in statement (3) of the lemma.
IfM is compact, then it is covered by finitely many Ui. Since Ui is relatively compact, ϕi(Ui)
is bounded. Therefore, Lm[ϕi(Ui)] < ∞. Hence, by (B.6) and (B.11), we have Hm(Ui) < ∞.
Thus, Hm(M) <∞. This completes the proof of statement (3) of the lemma. 
The following useful fact follows from lemma B.20, lemma B.18, and (B.13).
Corollary B.21. Let M and N be a Riemannian manifolds of dimension m and n, resp.
Let h : M → N be continuously differentiable. Then h is locally Lipschitz with respect to the
topological metrics induced by the Riemannian metrics on M and N . In particular, if A ⊂M
is compact then h is Lipschitz on A. In particular, if M has two Riemannian metrics, then
the identity map on M is locally Lipschitz w.r.t. the the topological metrics induced by the two
Riemannian metrics
It is easy to deduce the following from what we have proved so far (especially (B.6), (B.7),
and lemma B.20; use Boothby [Boo75, Theorem (4.5), p. 193]). (Or see Falconer [Fal90, p.
29].)
Corollary B.22. The Hausdorff dimension of an s-dimensional differentiable manifold
is s.
Lemma B.23. Let X be a second countable, locally compact topological space and let ρ1
and ρ2 be two metrics on X generating the topology. Suppose inclusion i : (X, ρ1) → (X, ρ2)
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is locally Lipschitz. I.e., X is covered by open sets U with the following property. There exists
K(U) <∞ (depending on U) s.t. for every x, y ∈ U we have
(B.26) ρ2(x, y) ≤ K(U) ρ1(x, y).
Let s ≥ 0 and let Hi,s be s-dimensional Hausdorff measure w.r.t. ρi (i = 1, 2). Then there
exists a locally bounded Borel measurable function M : X → [0,+∞) (i.e., every x ∈ X has an
open neighborhood on which M is bounded) s.t. for every Hs-measurable set A ⊂ X we have
(B.27) H2,s(A) ≤
∫
A
M(x)H1,s(dx).
Proof. By Lindelo¨f’s theorem (Simmons [Sim63, Theorem A, p. 100]) and Ash [Ash72,
Theorem A5.15, p. 387], there exist open sets A1, A2, . . . s.t. An ↑ X and for each n, the
closure An is compact. Hence, for n = 1, 2, . . ., the restriction i|An :
(
An, ρ1|An×An
)→ (X, ρ2)
is Lipschitz. If x ∈ A1, define M ′(x) to be the Lipschitz constant, M1 ∈ [0,∞), corresponding
to A1. If n > 1 and x ∈ An \ An−1, let M ′(x) be the Lipschitz constant, Mn ∈ [0,∞),
corresponding to An. The function M defined in this way is clearly Borel and locally bounded.
Now let A ⊂ X be Hs-measurable set A ⊂ X. By (B.11), we have
H2,s(A) = H2,s(A ∩A1) +
∑
n≥2
H2,s(A ∩An \An−1)
≤M1,sH1,s(A ∩A1) +
∑
n≥2
Mn,sH1,s(A ∩An \An−1)
=
∫
A
[
M ′(x)
]sH1,s(dx).
Let M := (M ′)s. 
A circumstance in which (B.26) holds is described in the following.
Lemma B.24. Let M and N be Riemannian manifolds and let f : N →M be an imbedding.
Let µ and ν be the topological metrics on M and N , resp., determined by the given Riemannian
metrics on the two manifolds. Define a metric f∗µ on N by f∗µ(x, y) := µ
[
f(x), f(y)
]
(x, y ∈
N). Then the identity map N → N is locally Lipschitz w.r.t. to f∗µ and ν and also w.r.t. ν
and f∗µ.
Note that f∗µ is not necessarily the same as the metric on N determined by the pullback
under f∗ of the Riemannian metric on M .
Proof. Let m := dimM and n = dimN . Since N is an imbedded submanifold of M
every point z ∈ f(N) has a “preferred coordinate neighborhood” (Boothby [Boo75, Definition
(5.1), pp. 75–76, Theorem (5.5), p. 78]). I.e., there is a coordinate neighborhood (U,ϕ) of
z s.t. ϕ(U) = (−1, 1)m, ϕ(z) = 0, and ϕ(U ∩ N) = (−1, 1)n. (We identify (−1, 1)n with
(−1, 1)n × {0}(m−n) ⊂ (−1, 1)m. In particular, m ≥ n.)
Denote by f∗ν the push forward of ν: It is the metric on f(N) defined by f∗ν(w, z) :=
ν
[
f−1(w), f−1(z)
]
, (w, z ∈ f(N)). By lemma B.20, statement (3), we may assume that ϕ and
its inverse, call it ψ : (−1, 1)m → U , are Lipschitz w.r.t. µ and the restrictions, ϕ|U∩N and
ψ|(−1,1)n are Lipschitz w.r.t. f∗ν. In particular, ϕ|U∩N and ψ|(−1,1)n are Lipschitz w.r.t. µ.
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Hence, if V := f−1(U) ⊂ N , there exists K <∞ s.t. if x, y ∈ U ∩N then
ν(x, y) = f∗ν
[
f(x), f(y)
] ≤ K∣∣∣ϕ[f(x)]− ϕ[f(y)]∣∣∣
≤ K2µ[f(x), f(y)] = K2f∗µ(x, y) x, y ∈ V ∩N.
Similarly,
f∗µ(x, y) = µ
[
f(x), f(y)
] ≤ K∣∣∣ϕ[f(x)]− ϕ[f(y)]∣∣∣
≤ K2f∗ν
[
f(x), f(y)
]
= K2ν(x, y), x, y ∈ V ∩N.
Thus, the identity of V ∩N is Lipschitz w.r.t. f∗µ and ν and vice versa. 
APPENDIX C
Simplicial complexes
This appendix presents some of the material in Munkres [Mun84], mostly from pages 2 –
11, 83, and 371 plus a general theorem from [Ell11] and a strengthening of the latter. (See also
Rourke and Sanderson [RS72].) Let N be a positive integer and let n ∈ {0, . . . , N}. Points
v(0), . . . , v(n) in RN are “geometrically independent” (or are in “general position”) if v(1) −
v(0), . . . , v(n) − v(0) are linearly independent. Equivalently, v(0), . . . , v(n) are geometrically
independent if and only if
n∑
i=1
ti = 0 and
n∑
i=1
tiv(i) = 0
together imply t0 = · · · tn = 0. If v(0), . . . , v(n) ∈ RN are geometrically independent then they
are the vertices of the “simplex”
σ = {β0v(0) + · · ·+ βnv(n) : β0, . . . βn ≥ 0 and β0 + · · ·+ βn = 1}.
We say that σ is “spanned” by v(0), . . . , v(n) and n is the “dimension” of σ. We write σ =
〈v(0), . . . , v(n)〉. (Sometimes we call σ a “n-simplex” and write dimσ = n. This usage of
“dim” is compatible with Hausdorff dimension defined in appendix B. This is a consequence of
corollary B.22.) We adopt the convention that the statement “σ is spanned by v(0), . . . , v(n)”
or a reference to 〈v(0), . . . , v(n)〉 implies that v(0), . . . , v(n) are geometrically independent.
Note that σ is convex and compact. Indeed, it is the convex hull of {v(0), . . . , v(n)}. Thus,
every y ∈ σ can be expressed uniquely (and continuously) in “barycentric coordinates”
y =
∑
v is a vertex in σ
βv(y) v,
where the βv(y)’s are nonnegative and sum to 1. We have
(C.1) Given a simplex, σ, there exists one and only one
geometrically independent set of points spanning σ.
The simplex σ lies on the plane
(C.2) Π = {β0v(0) + · · ·+ βnv(n) : β0 + · · ·+ βn = 1}.
I.e., the definition of Π is like that of σ except the non-negativity requirement is dropped.
Note that Π need not include the origin of RN . Π is the smallest plane containing σ. The
dimension of Π is n. Any nonempty subset of {v(0), . . . , v(n)} is geometrically independent
and the simplex spanned by that subset is a “face” of σ. So σ is a face of itself and a vertex
of σ is also a face of σ. A “proper” face of σ is a face of σ different from σ. If τ is a proper
face of σ, write σ  τ .
Let σ be a simplex spanned by geometrically independent points v(0), . . . , v(n). If J $
{0, . . . , n} is nonempty, let τ be the proper face of σ spanned by {v(j), j ∈ J}. E.g., τ might
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be a vertex of σ. The face “opposite” τ is the span, ω, of {v(j), j /∈ J} (Munkres [Mun84, p.
5 and Exercise 4, p. 7]). Thus, τ consists of those y ∈ σ s.t. βv(y) = 0 for all vertices v /∈ τ
and ω consists of those y ∈ σ s.t. βv(y) = 0 for all vertices v ∈ τ .
The union of all proper faces of σ is the “boundary” of σ, denoted Bdσ. The “(simplicial)
interior” of σ (as a simplex) is the set Intσ := σ \ (Bdσ), where “\” indicates set-theoretic
subtraction.
(C.3) If y =
n∑
j=0
βj(y) v(j), then y ∈ Intσ if and only if βj(y) > 0 for all j = 0, . . . , n.
Thus, the interior of σ as a simplex is in general different from its (usually empty) interior as a
subspace of RN . In fact, the interior (as a simplex) of a 0-dimensional simplex (a single point)
is the point itself. But σ is the topological closure of Intσ and Intσ is the relative interior of
σ as a subset of Π defined by (C.2).
Lemma C.25. Let n > 0 and let σ ⊂ RN be an n-dimensional simplex. Then there exist
matrices AN×n and BN×(N−n), of rank n and N − n resp., and row vectors y ∈ Rn and
z ∈ RN−n s.t. x1×N ∈ σ if and only if
(C.4) xA (In,−1n) ≥ (y,−y1n − 1) and xB = z,
where inequalities of vectors are defined coordinate-wise. (In is n-dimensional identity matrix;
1n is n-dimensional column vector of 1’s. If n = 0 ignore A. If n = N ignore B.) In
particular, simplices are “cells” in the sense of Munkres [Mun66, Definition 7.2, p. 71]. We
have x ∈ Intσ if and only xA (In,−1n) > (y,−y1n − 1) and xB = z, i.e., the inequalities in
(C.4) are strict.
Proof. (First, consider a 0-simplex, σ, with single vertex v0 ∈ RN . Then x ∈ σ if and
only if xB = z, with B = IN (N -dimensional identity matrix) and z = v0.
Now let n > 0 and let σ ⊂ RN be spanned by v0, . . . , vn. Let V N×n be the matrix whose
jth column is (vj − v0)T (j = 1, . . . , n). Then x1×N ∈ σ if and only if
(C.5) x = v0 + βV
T , where β is any row n-vector s.t. β ≥ 0 and β1n ≤ 1.
Note that x ∈ Intσ if and only if the inequalities in the preceding are strict. Now, v0, . . . , vn are
implicitly geometrically independent. (In particular, n ≤ N .) Hence, V has rank n. Therefore,
AN×n := V (V TV )−1 has rank n. If n = N then, by (C.5), x ∈ σ if and only if xA = v0A+ β.
In this case, (C.4) holds with y := v0A (and ignoring B).
If 0 < n < N , let BN×(N−n) be a matrix with orthonormal columns orthogonal to the
column space of V . Then, redundantly, x ∈ RN lies in σ if and only if
x = v0 + βV
T and xB = v0B.
Let Z =
(
A,B
)N×N
, where A is defined as above. Then Z has full rank and the inverse of Z
is
Z−1 =
(
V T
BT
)
.
Hence,
x ∈ σ if and only if x (A,B) = xZ =
(
v0A+ βV
TA, v0B
)
=
(
v0A+ β, v0B
)
.
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Taking y = v0A and z = v0B, (C.5) follows. Moreover, x ∈ Intσ if and only if the n inequalities
are strict (Munkres [Mun66, p. 71]). 
The following lemma (Munkres [Mun84, lemma 1.1, p. 6]) about convex sets is handy.
Lemma C.26. Let U be a bounded, convex, open set in some affine space (e.g., a Euclidean
space). Let w ∈ U . Then each ray emanating from w intersects the boundary of U in precisely
one point.
Let v(0), . . . , v(n) ∈ Rn be the vertices of σ. Then
(C.6) σˆ =
1
n+ 1
n∑
j=0
v(j) ∈ Intσ
is the “barycenter” of σ (Munkres [Mun84, p. 85]). By (C.3),
(C.7) σˆ ∈ Intσ.
Munkres [Mun66, p. 90] defines the “radius”, r(σ), of σ to be the minimum distance from
σˆ to Bdσ. He defines the “thickness” of the simplex σ to be t(σ) := r(σ)/diam(σ). Here,
“diam(σ)” is the diameter of σ, i.e., the length of the longest edge of σ.
A “simplicial complex”, P , in RN is a collection of simplices in RN s.t.
(C.8) Every face of a simplex in P is in P .
and
(C.9) The intersection of any two simplices in P is a face of each of them.
It turns out that an equivalent definition of simplicial complex is obtained by replacing condi-
tion (C.9) by the following.
(C.9’) Every pair of distinct simplices in P have disjoint interiors.
It follows that
(C.10) If ρ, σ are elements of a simplicial complex and (Intσ) ∩ ρ 6= ∅
then σ is a face of ρ.
(Proof: (Intσ)∩ ρ lies in some face of ρ. Let τ be the smallest face of ρ (in terms of inclusion)
containing (Intσ) ∩ ρ. (τ = ρ is possible.) Suppose σ 6= τ . Then by (C.9’) (Intσ) ∩ τ lies in
some proper face of τ . But (Intσ)∩τ = [(Intσ)∩ρ]∩τ = (Intσ)∩ρ, since (Intσ)∩ρ ⊂ τ ⊂ ρ.
I.e., (Intσ) ∩ ρ lies in a proper face of τ . That contradicts the minimality of τ . Therefore,
σ = τ .)
A simplicial complex, P , is “finite” if it is finite as a set (of simplices). The “dimension”
of a simplicial complex is
dimP = max{dimσ : σ ∈ P}
(Munkres [Mun84, p. 14]). (So infinite dimensional simplicial complexes are possible.) In the
following assume P is a non-empty simplicial complex.
A subset, L, of P is a “subcomplex” of P if L is a simplicial complex in its own right.
The collection, P (q), of all simplices in P of dimension at most q ≥ 0 is a subcomplex, called
the “q-skeleton” of P . In particular, P (0) is the set of all vertices of simplices in P . The
“polytope” or “underlying space” of P , denoted by |P |, is just the union of the simplices in P .
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If P is finite, i.e., consists of finitely many simplices, then |P | is assigned the relative topology
it inherits from RN . In general, a subset, X, of |P | is closed (open) if and only if X ∩ σ is
closed (resp. open) in σ for every σ ∈ P . Call this topology the “polytope topology” on |P |.
A space that equals |P | for some simplicial complex, P , is called a “polyhedron”. By Munkres
[Mun84, Lemma 2.5, p. 10],
(C.11) |P | is compact if and only if P is finite.
If X is a topological space, then a “triangulation” of X is a simplicial complex, P , and a
homeomorphism f : |P | → X (Munkres [Mun84, p. 118]).
Let P be a finite simplicial complex of positive dimension. As in Munkres [Mun84, p. 10],
define “barycentric coordinates” on |P | as follows. First, note that
(C.12) If x ∈ |P | then there is exactly one simplex τ ∈ P s.t. x ∈ Int τ .
(To see this, note that since P is finite, there is a smallest simplex (w.r.t. inclusion order), τ ,
in P containing x. Clearly, x ∈ Int τ . By (C.9’) this implies τ is unique.) Let τ (0) be the set of
vertices of τ . Then, by (C.3), there exist strictly positive numbers βv(x) (v ∈ τ (0)) that sum
to 1 and satisfy
x =
∑
v∈τ (0)
βv(x)v.
Since v ∈ τ (0) are geometrically independent, the coefficients βv(x), v ∈ τ (0), are unique. If
v ∈ P (0) is not a vertex of τ define βv(x) = 0. Thus,
x =
∑
v∈P (0)
βv(x)v, x ∈ |P |.
The entries in
{
βv(x), v ∈ P (0)
}
are the “barycentric coordinates” of x. The barycentric
coordinates of x ∈ |P | are unique. For if not, then x lies in the interiors of each of two distinct
simplices in P . This contradicts (C.9’). For each v ∈ P (0) the function βv is continuous on |P |
(Munkres [Mun84, p. 10]). If P is finite, we have the following.
Proposition C.27. Let P be a finite simplicial complex. Then the vector-valued function
β : x 7→ {βv(x), v ∈ P (0)} is Lipschitz in x ∈ |P | (w.r.t. the obvious Euclidean metrics; see
appendix B).
In the course of proving this lemma, the following useful fact emerges.
Corollary C.28. Let P be a finite simplicial complex. There exists K < ∞, depending
only on P , s.t. the following holds. Let ρ, τ ∈ P satisfy ρ∩ τ 6= ∅, but suppose neither simplex
is a subset of the other. If x ∈ Int ρ and y ∈ Int τ then there exist x˜, y˜ ∈ Int (ρ ∩ τ) s.t.
|x− x˜|+ |x˜− y˜|+ |y˜ − y| ≤ K|x− y|.
Proof of proposition C.27. Let x, y ∈ |P |. Since P is a finite complex there exists
δ1 > 0 s.t. if ρ, τ ∈ P are disjoint then dist(ρ, τ) > 2δ1. Let ρ (τ) be the unique simplex in P
s.t. x ∈ Int ρ (respectively [resp.], y ∈ Int τ ; see (C.12)). Therefore, if ρ and τ are disjoint then
the Euclidean length |x− y| is bounded below by 2δ1. Moreover,
∣∣β(z)∣∣ ≤ 1 for every z ∈ |P |
since the components of β(x) are nonnegative and sum to 1. Thus,
(C.13)
∣∣β(x)− β(y)∣∣ ≤ (1/δ1)|x− y| if x and y lie in disjoint simplicies.
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So assume ρ ∩ τ 6= ∅. In fact, first consider the behavior of β on a single simplex, ρ in P .
(This covers the case where τ ⊂ ρ or vice versa.) Suppose ρ is an n-simplex, so ρ has n + 1
vertices v(0), . . . , v(n). If n = 0, i.e., ρ is a single point, then β is trivially Lipschitz on ρ. So
suppose n > 0. We show that β is Lipschitz on ρ. We can assume |P | ⊂ RN for some N ≥ n.
Let V (n+1)×N be the matrix whose ith row is v(i− 1) (i = 1, . . . , n+ 1). (Use superscripts to
indicate matrix dimension.) Let V n×N0 be the matrix whose i
th row is v(i)−v(0) (i = 1, . . . , n).
Let 1n×1n be the column vector (1, . . . , 1)T . Thus,
(C.14) (−1n In)V = V0,
where In is the n× n identity matrix.
The vertices of ρ are geometrically independent so V0 has full rank n. This means V0V
T
0
is invertible. But by (C.14) (−1n In)V V T0 = V0V T0 . Therefore, W (n+1)×n := V V T0 has rank
n. This implies that the vector 1
(n+1)×1
n+1 = (1, . . . , 1)
T is not in the column space of W (n+1)×n.
For suppose for some column vector α we have Wα = 1n+1. Then α 6= 0 and from (C.14) and
the fact that V0V
T
0 is nonsingular we have
0 6= V0V T0 α = (−1n In)Wα = (−1n In)1n+1 = 0.
Therefore, (W, 1n+1) is invertible.
For x ∈ ρ, let (βρ(x))1×(n+1) be the row vector (βv(0)(x), . . . , βv(n)(x)). Think of x ∈ RN
as a row vector. Then we have x = βρ(x)V and 1 = βρ(x)1n+1. Therefore,
(xV T0 , 1) = β
ρ(x)(W, 1n+1)
(n+1)×(n+1).
But we have just observed that U (n+1)×(n+1) := (W, 1n+1) is invertible. Therefore,
βρ(x) = (xV T0 , 1)U
−1.
Hence, βρ is affine on ρ. Therefore, βρ and, hence, β is Lipschitz on ρ. Since P is a finite
complex there is K <∞ that works as a Lipschitz constant for every simplex in P . I.e.,
(C.15)
∣∣β(x)− β(x′)∣∣ ≤ K|x− x′| for every x, x′ ∈ ρ for every ρ ∈ P.
It remains to tackle the case
(C.16) x ∈ Int ρ and y ∈ Int τ ; ρ, τ ∈ P ;
ρ ∩ τ 6= ∅ but ρ is not a subset of τ and τ is not a subset of ρ.
ρ ∩ τ 6= ∅ but ρ is not a subset of τ and τ is not a subset of ρ. In this case, by (C.10),
(Int ρ) ∩ (Int τ) = ∅. We handle this case by reducing it to the last case. By (C.9), ρ ∩ τ is a
simplex, a proper face of both ρ and τ . Let ξ be the face of ρ opposite ρ ∩ τ and let ω be the
face of τ opposite ρ ∩ τ . Let x ∈ Int ρ and y ∈ Int τ .
Claim: There is a unique z0 = z0(x) ∈ ξ s.t. the line passing through x and z0 intersects
Int (ρ ∩ τ). Given z ∈ ξ, the line, L(z) = L(z, x), passing through z and x is unique since
x ∈ Int ρ implies x /∈ ξ. Let v(0), . . . , v(n) be the vertices of ρ and, renumbering if necessary,
we may assume v(0), . . . , v(m) are the vertices of ρ ∩ τ for some m = 0, . . . , n − 1. Then
v(m+ 1), . . . , v(n) are the vertices of ξ. Let z ∈ ξ and write
z =
n∑
i=m+1
µiv(i),
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where the µi’s are nonnegative and sum to 1.
First, we prove there is at most one z ∈ ξ s.t. L(z) ∩ ρ ∩ τ 6= ∅. Suppose L(z) intersects
ρ ∩ τ at x˜ = ∑mi=0 µiv(i). Then for some t ∈ R with t 6= 1 we have
(C.17) x˜ =
m∑
i=0
µiv(i) = t
n∑
i=0
βv(i)(x)v(i) + (1− t)
n∑
i=m+1
µiv(i)
=
m∑
i=0
t βv(i)(x)v(i) +
n∑
i=m+1
[
t βv(i)(x)− (t− 1)µi
]
v(i).
Then by geometric independence of v(0), . . . , v(n) we have
(C.18) µi = tβv(i)(x), i = 0, . . . ,m and µi =
t
t− 1βv(i)(x), i = m+ 1, . . . , n.
Let b =
∑m
i=0 βv(i)(x). Since x ∈ Int ρ, we have b ∈ (0, 1). From (C.18) and the fact that∑m
i=0 µi = 1 we see t = 1/b > 1. In particular, z and x˜ are unique if they exist. If it exists,
denote that z by z0.
Next, we prove existence of z0. Let t = 1/b. Then it is easy to see that if µ0, . . . , µn are
defined by (C.18) then
m∑
i=0
µi = 1 =
n∑
i=m+1
µi.
Hence, z0 :=
∑n
i=m+1 µiv(i) ∈ ξ and x˜ :=
∑m
i=0 µiv(i) ∈ ρ∩τ and (C.17) holds. Since x ∈ Int ρ,
we have βv(i)(x) > 0 for i = 1, . . . , n. Therefore, µi > 0 for i = 1, . . . ,m. Thus, x˜ ∈ Int (ρ∩ τ).
I.e., z0 ∈ ξ, x, and x˜ ∈ Int (ρ∩ τ) lie on the same line. This proves the claim. Define y˜ ∈ ρ∩ τ
similarly. It has similar properties.
The idea behind the rest of the proof is to first show that
(C.19) |x− x˜|+ |x˜− y˜|+ |y˜ − y| ≤ K ′ |x− y|,
where K ′ = K ′(ρ, τ) <∞ depends only on ρ and τ , not on x or y. Notice that x and x˜ lie in
the same simplex in P , viz. ρ. Similarly, x˜ and y˜ both lie in ρ∩τ ∈ P . The points y˜ and y also
lie in the same simplex in P . So we may apply (C.15) to each term in |x− x˜|+ |x˜− y˜|+ |y˜− y|
and then maximize K ′(ρ, τ) over appropriate pairs ρ, τ ∈ P .
The simplex ρ∩ τ lies on a unique plane, Πρ∩τ , of minimum dimension. (See (C.2).) (Πρ∩τ
might not pass through the origin.) So, e.g., if ρ∩τ is a single point v (i.e., ρ∩τ 0-dimensional)
then Πρ∩τ = {v}. Now, x ∈ Int ρ so x /∈ Πρ∩τ . Let xˆ ∈ Πρ∩τ be the orthogonal projection of x
onto Πρ∩τ , i.e., xˆ is the closest point of Πρ∩τ to x. Note that xˆ may not lie in ρ ∩ τ . Define yˆ
similarly. Let x0 be an arbitrary point in Int (ρ∩ τ). E.g., x0 might be the barycenter of ρ∩ τ .
(See (C.6).) In any case, x0 need only depend on ρ ∩ τ , not on x or y.Let
(C.20) y0 := x0.
Then by (C.10), there exists r > 0 s.t. the distance from x0 = y0 to any face of ρ or τ that
does not itself have ρ∩ τ as a face is at least 2r. We may assume r only depends on ρ∩ τ , not
on x or y.
Claim:
(C.21) x˙ := x0 + |x− xˆ|−1r(x− xˆ) ∈ ρ and y˙ := y0 + |y − yˆ|−1r(y − yˆ) ∈ τ.
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First, note that
(C.22) for t > 0 sufficiently small, x0 + t(x− xˆ) ∈ Int ρ.
To see this, observe that by (C.2) we can write
xˆ =
m∑
i=0
ζiv(i),
where v(0), . . . , v(m) are the vertices of ρ ∩ τ ; ζ0, . . . , ζm ∈ R; and ζ0 + · · ·+ ζm = 1. (But the
ζi’s do not have to be nonnegative.) Moreover, since x0 is an interior point of ρ ∩ τ we have
βv(i)(x0) > 0, for i = 0, . . . ,m, but βv(i)(x0) = 0 for i = m+ 1, . . . , n.
Let t > 0. Then
(C.23) x0 + t(x− xˆ) =
m∑
i=0
(
βv(i)(x0)− tζi + tβv(i)(x)
)
v(i) + t
n∑
i=m+1
βv(i)(x)v(i).
Since βv(i)(x0) > 0 for i = 0, . . . ,m, for t > 0 sufficiently small βv(i)(x0) − tζi > 0 for i =
0, . . . ,m. So certainly βv(i)(x0) − tζi + tβv(i)(x) > 0 for i = 0, . . . ,m. I.e., the coefficients in
(C.23) are all strictly positive. Finally, the sum of the coefficients satisfies
m∑
i=0
(
βv(i)(x0)− tζi + tβv(i)(x)
)
+ t
n∑
i=m+1
βv(i)(x) =
m∑
i=0
βv(i)(x0)− t
m∑
i=0
ζi + t
n∑
i=0
βv(i)(x)
= 1− t+ t
= 1.
That completes the proof of (C.22).
Now suppose x˙ defined by (C.21) does not lie in ρ. Let Πρ be the smallest plane in RN
containing ρ. So Πρ∩τ ⊂ Πρ. By (C.2), we have
Πρ =
{
n∑
i=0
γiv(i) :
n∑
i=0
γi = 1
}
=
{
v(0) +
n∑
i=1
γi
(
v(i)− v(0)) : γ1, . . . , γn ∈ R} ,
where v(0), . . . , v(n) are the vertices of ρ. Since v(1)− v(0), . . . , v(n)− v(0) are linearly inde-
pendent, the map that takes a point
∑n
i=0 γiv(i) ∈ Πρ to the vector γ0, . . . , γn is well-defined
and continuous. Now x0 ∈ ρ ∩ τ ⊂ Πρ, x ∈ ρ ⊂ Πρ, and xˆ ∈ Πρ∩τ ⊂ Πρ. Moreover, the
coefficients of x0, x, and xˆ in the expression for x˙ in (C.21), viz., 1, r/|x− xˆ|, and −r/|x− xˆ|
sum to 1. It follows that x˙ ∈ Πρ. Hence, we can write x˙ =
∑n
i=0 ζiv(i) with ζ0 + · · ·+ ζn = 1.
Let S be the line segment joining x0 and x˙. I.e.,
(C.24) S =
{
x0 + t(x− xˆ) : 0 ≤ t ≤ r/|x− xˆ|
}
.
By (C.22) for some t ∈ (0, r/|x− xˆ|) we have
(C.25) x′ := x0 + t(x− xˆ) ∈ (Int ρ) ∩ S.
Since x′ ∈ Int ρ, the coefficients in the representation of x′ as a linear combination of
v(0), . . . , v(n) must all be strictly positive. Since by assumption x˙ /∈ ρ, one or more of the
coefficients, ζ0, . . . , ζn, of v(0), . . . , v(n) for x˙ must be strictly negative. Therefore, somewhere
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between x′ and x˙ the segment S must cross the boundary Bd ρ. Let w ∈ Bd ρ be the point of
intersection. Thus, for some s ∈ (t, r/|x− xˆ|) we have
(C.26) w = x0 + s(x− xˆ).
Let ω be the, necessarily proper, face of ρ s.t. w ∈ Intω. (See (C.12).) Now, ρ ∩ τ cannot
be a face of ω. For suppose ρ ∩ τ ⊂ ω. Note that w 6= x0, because otherwise s(x − xˆ) = 0 in
(C.26), an impossibility since x 6= xˆ and s > 0. Hence, under the assumption that ρ ∩ τ ⊂ ω
the segment S contains two distinct points of ω, viz., x0 ∈ ρ ∩ τ and w. As a proper face of ρ,
the simplex ω is defined by the vanishing of some set of barycentric coordinates. Thus, there
exists a nonempty proper subset J of {0, . . . , n} s.t.
ω =

n∑
j=0
βjv(j) : βj ≥ 0 (j = 0, . . . , n), βj = 0 if j ∈ J, and
n∑
j=0
βj = 1
 .
Since x, xˆ ∈ Πρ, for some γ0, . . . , γn ∈ R we have
x− xˆ =
n∑
j=0
γjv(j), where
n∑
j=0
γj = 0.
Under the hypothesis that ρ ∩ τ ⊂ ω, we have w, x0 ∈ ω. In particular, we have βv(j)(x0) = 0
for j ∈ J . It follows from (C.26) that γj = 0 if j ∈ J . Hence, by (C.24) for every x′′ ∈ S ⊂ Πρ
we can write (uniquely)
x′′ =
∑
j∈Jc
αjv(j), where
∑
j∈Jc
αj = 1.
(Here, Jc = {j = 0, . . . , n : j /∈ J}.) In particular, S ∩ (Int ρ) = ∅. But by (C.25), x′ ∈
S ∩ (Int ρ). Contradiction. This proves ρ ∩ τ cannot be a face of ω.
Since ρ ∩ τ is not a face of ω, by choice of r > 0 the distance from x0 to ω is at least 2r.
Since ω lies between x0 and x˙ along S we have by (C.21)
r = |x˙− x0| ≥ 2r > 0.
This contradiction proves the claim (C.21).
Claim: The angle between x − xˆ and y − yˆ is bounded away from 0. I.e., there exists
γ ∈ (0, 1) independent of x ∈ Int ρ and y ∈ Int τ (i.e., γ only depends on ρ and τ) s.t.
(C.27) (x− xˆ) · (y − yˆ) ≤ γ|x− xˆ||y − yˆ|,
where, as usual, “·” indicates the usual Euclidean inner product. Suppose (C.27) is false. Then
there exist sequences {xn} ⊂ Int ρ, {yn} ⊂ Int τ s.t.
(xn − xˆn) · (yn − yˆn)
|xn − xˆn||yn − yˆn| → 1,
where xˆn (yˆn) is the orthogonal projection of xn (resp. yn) onto Πρ∩τ . Define x˙n as in (C.21)
with x and xˆ replaced by xn and xˆn, resp. Define y˙n similarly. By definition of x˙n and xˆn
the vector x˙n − x0 has length r > 0 and is orthogonal to Πρ∩τ . Ditto for y˙n − y0. But
x0 ∈ ρ ∩ τ ⊂ Πρ∩τ . Hence, dist(x˙n, ρ ∩ τ) ≥ r. Moreover, by (C.21), x˙n ∈ ρ. Similarly,
dist(y˙n, ρ ∩ τ) ≥ r and y˙n ∈ τ . Therefore, by compactness of ρ and τ , we may assume
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x˙n → x˙∞ ∈ ρ and y˙n → y˙∞ ∈ τ . We must have |x˙∞−x0| = r, |y˙∞−y0| = r, dist(x˙∞, ρ∩τ) ≥ r,
and dist(y˙∞, ρ ∩ τ) ≥ r. In particular,
(C.28) x˙∞ ∈ ρ \ (ρ ∩ τ) and y˙∞ ∈ τ \ (ρ ∩ τ)
Now, by definition of {xn}, {yn}, {x˙n}, and {y˙n}, we have
(x˙n − x0) · (y˙n − y0) = r2 (xn − xˆn) · (yn − yˆn)|xn − xˆn||yn − yˆn| → r
2 = |x˙∞ − x0||y˙∞ − y0| as n→∞.
But,
(x˙n − x0) · (y˙n − y0)→ (x˙∞ − x0) · (y˙∞ − y0) as n→∞.
This means x˙∞−x0 and y˙∞−y0 are positive multiples of each other. But x˙∞−x0 and y˙∞−y0
have the same length r. Hence, x˙∞ − x0 = y˙∞ − y0. However, by (C.20), y0 = x0. Therefore,
x˙∞ = y˙∞. In particular, x˙∞, y˙∞ ∈ ρ ∩ τ . This contradicts (C.28). The claim (C.27) follows.
By definition of xˆ and yˆ and (C.27), we have
|x− y|2 = ∣∣(x− xˆ) + (xˆ− yˆ) + (yˆ − y)∣∣2
= |x− xˆ|2 + |xˆ− yˆ|2 − 2(x− xˆ) · (y − yˆ) + |yˆ − y|2
≥ |x− xˆ|2 + |xˆ− yˆ|2 − 2γ|x− xˆ||y − yˆ|+ |y − yˆ|2(C.29)
= (1− γ)(|x− xˆ|2 + |y − yˆ|2)+ |xˆ− yˆ|2 + γ(|x− xˆ| − |y − yˆ|)2
≥ (1− γ)(|x− xˆ|2 + |y − yˆ|2 + |xˆ− yˆ|2).
Recall the inequality
(C.30) 2a2 + 2b2 ≥ (a+ b)2, (a, b ∈ R).
Applying this twice to (C.29) we get
|x− y|2 ≥ 1− γ
4
(
2
[|x− xˆ|+ |y − yˆ|]2 + 4|xˆ− yˆ|2)
≥ 1− γ
4
(
2
[|x− xˆ|+ |y − yˆ|]2 + 2|xˆ− yˆ|2)
≥ 1− γ
4
[|x− xˆ|+ |y − yˆ|+ |xˆ− yˆ|]2.
We conclude
(C.31)
2√
1− γ |x− y| ≥ |x− xˆ|+ |xˆ− yˆ|+ |y − yˆ|, for x ∈ Int ρ, y ∈ Int τ.
Claim: The angle, θ, between x − x˜ and Πρ∩τ is bounded away from 0. Since xˆ is the
orthogonal projection of x onto Πρ∩τ , we have that θ is the angle between x− x˜ and xˆ− x˜ and
sin θ = |x − xˆ|/|x − x˜|. By definition of xˆ, |x − x˜|/|x − xˆ| ≥ 1. Therefore, θ being bounded
away from 0 is equivalent to
(C.32) 1/ sin θ = |x− x˜|/|x− xˆ| is bounded above by some
α ∈ (1,∞) independent of x ∈ Int ρ.
And similarly for y, y˜, and yˆ.
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If z ∈ ξ (the face of ρ opposite ρ ∩ τ), let zˆ denote the orthogonal projection of z onto
Πρ∩τ . Recall that x˜, x, and z0 lie on the same line. Taking orthogonal projections, we see that
x˜, xˆ, and zˆ0 lie on the same line in Πρ∩τ . Therefore, by similarity of triangles1,
|x− x˜|
|x− xˆ| =
|z0 − x˜|
|z0 − zˆ0| .
But since ξ and ρ∩τ are disjoint and compact, |z− zˆ| is bounded below and |z−w| is bounded
above in (z, w) ∈ ξ × (ρ ∩ τ). The claim (C.32) follows. Of course, the same thing goes for y
and we may assume the same α works for both ρ and τ .
It follows from (C.32) and the Pythagorean theorem that
(C.35) |x˜− xˆ| ≤
√
α2 − 1 |x− xˆ| < α|x− xˆ|. Similarly for y, y˜, and yˆ.
Consequently,
|x˜− y˜| ≤ |x˜− xˆ|+ |xˆ− yˆ|+ |yˆ − y˜| ≤ α|x− xˆ|+ |xˆ− yˆ|+ α|y − yˆ|
≤ α|x− xˆ|+ 2α|xˆ− yˆ|+ α|y − yˆ|,
since α > 1. Hence,
|xˆ− yˆ| ≥ 1
2α
|x˜− y˜| − 1
2
|x− xˆ| − 1
2
|y − yˆ|.
Substituting this into (C.31) we get
2√
1− γ |x− y| ≥
1
2
|x− xˆ|+ 1
2α
|x˜− y˜|+ 1
2
|y − yˆ|.
Therefore, by (C.32) again,
(C.36)
2√
1− γ |x− y| ≥
1
2α
(|x− x˜|+ |x˜− y˜|+ |y − y˜|).
I.e., if (C.16) holds
(C.37)
4α√
1− γ |x− y| ≥ |x− x˜|+ |x˜− y˜|+ |y − y˜|.
1To see all this analytically, let c = |x − x˜|/|z0 − x˜|. (|z0 − x˜| > 0, since x˜ ∈ ρ ∩ τ and z0 ∈ ξ, the face
opposite ρ ∩ τ .) Then
(C.33) x = c(z0 − x˜) + x˜,
since x lies on the line segment joining z0 and x˜. Let x¨ = c(zˆ0 − x˜) + x˜. Then x¨ lies on the line joining x˜ and
zˆ0. (In particular, x¨ ∈ Πρ∩τ .) But it is easy to see from (C.33) that x− x¨ = c(z0 − zˆ0) ⊥ Πρ∩τ . I.e.,
(C.34) xˆ = x¨ = c(zˆ0 − x˜) + x˜.
Thus, z0 − x˜, x− x˜, xˆ− x˜, and zˆ0 − x˜ lie in the subspace spanned by z0 − x˜ and zˆ0 − x˜ and
|x− x˜|
|x− xˆ| =
∣∣∣[c(z0 − x˜) + x˜]− x˜∣∣∣∣∣∣[c(z0 − x˜) + x˜]− [c(zˆ0 − x˜) + x˜]∣∣∣ = |z0 − x˜||z0 − zˆ0|
by (C.33) and (C.34).
C. SIMPLICIAL COMPLEXES 200
Let K ′ = K ′(ρ, τ) := 4α√
1−γ . Then (C.19) holds. (Maximizing over all appropriate ρ, τ ∈ P
yields corollary C.28.) (C.37) and (C.15) together imply∣∣β(x)− β(y)∣∣ ≤ ∣∣β(x)− β(x˜)∣∣+ ∣∣β(x˜)− β(y˜)∣∣+ ∣∣β(y˜)− β(y)∣∣
≤ K(|x− x˜|+ |x˜− y˜|+ |y − y˜|)
≤ KK ′(ρ, τ)|x− y|.
Now maximize over all ρ, τ ∈ P . This completes the proof. 
Let σ ∈ P and let
Stσ =
⋃
σ⊂ω∈P
ω.
Stσ is the “closed star” of σ (Munkres [Mun84, p. 371]). By (C.9) Stσ is the union of all
simplices in P having σ as a face. In particular, σ ⊂ Stσ. Let Lkσ be the union of all simplices
in Stσ that do not intersect σ. Lkσ is the “link” of σ. The simplices in Lkσ will be faces of
simplices in Stσ that also have σ as a face. We may have Stσ = σ, which implies Lkσ = ∅.
This can happen, e.g., if dimσ = dimP . If ρ ∈ P , ρ ⊂ Stσ, σ 6= ρ, and ω is the face of ρ
opposite σ, then ω ⊂ Lkσ. Thus, Stσ = σ if and only if Lkσ = ∅.
The “star”, Stσ of σ is the union of the interiors of all simplices of P having σ as a face
(Munkres [Mun84, p. 371]). (If Stσ = σ, then Stσ = Intσ.) We have
(C.38) Stσ =
{
y ∈ |P | : βv(y) > 0 for every v ∈ σ(0)
}
so Stσ is open in |P |.
Moreover, Intσ ⊂ Stσ, (Stσ) ∩ (Lkσ) = ∅, and (Stσ) ∩ (Bdσ) = ∅.
(Proof: ρ ∈ P has σ as a face if and only if σ(0) ⊂ ρ(0). But, by (C.3), x = ∑v∈ρ(0) βv(x) ∈ Int ρ
if and only if βv(x) > 0 for every v ∈ ρ(0). Hence, if x ∈ Int ρ and ρ has σ as a face then
βv(x) > 0 for every v ∈ σ(0). Conversely, suppose x ∈ |P | and βv(x) > 0 for every v ∈ σ(0).
Then obviously, if ρ is the simplex in P with x ∈ Int ρ, we have σ(0) ⊂ ρ(0) so ρ ∈ P has σ as
a face. Thus, x ∈ Int ρ ⊂ Stσ. In particular, Intσ ⊂ Stσ. Since βv (v ∈ σ(0)) are continuous,
it follows that Stσ is open. Moreover, if x ∈ (Lkσ)∪ (Bdσ) then βv(x) = 0 for some v ∈ σ(0).
Hence, neither Lkσ nor Bdσ intersects Stσ.)
Let σ ∈ P . Observe that, true to their names, both Stσ and Stσ are “starlike” w.r.t. any
x ∈ Intσ. I.e., if y ∈ Stσ then the line segment joining x and y lies entirely in Stσ. The same
goes for y ∈ Stσ. Claim: |P | is locally arcwise connected (Massey [Mas67, p. 56]). To see
this, let x ∈ |P | and let σ be the unique simplex in P s.t. x ∈ Intσ. (See (C.12).) Stσ is an
open neighborhood of x. Let r > 0 be so small that the open ball Br(x), of radius r centered
at x satisfies Br(x) ∩ |P | ⊂ Stσ. If y, z ∈ Br(x) ∩ |P |, then the line segments joining y to x
and x to z also lie in Br(x) ∩ |P |. I.e., Br(x) ∩ |P | is path connected. This proves the claim.
Thus, if |P | is connected it is also arcwise connected.
Lemma C.29. Let P be a simplicial complex lying in a finite dimensional Euclidean space,
RN . Suppose every x ∈ |P | has a neighborhood, open in RN , intersecting only finitely many
simplices in P . Then the following hold.
(i) P is “locally finite”: Each v ∈ P (0) belongs to only finitely many simplices in P .
(ii) |P | is locally compact.
(iii) |P | is a subspace of RN . I.e., the polytope topology of |P | coincides with the topology
that |P | inherits from RN .
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Proof. Suppose |P | ⊂ RN and every x ∈ |P | has a neighborhood open in RN and inter-
secting only finitely many simplices in P . Let v ∈ P (0). Then v has a neighborhood U that
intersects only finitely many simplices in P . If σ ∈ P and v ∈ σ(0), then v ∈ σ ∩ U . I.e., U
intersects σ. Therefore, v is a vertex of only finitely many simplices in P . This proves (i). (See
Munkres [Mun84, p. 11].)
By item (i) and Munkres [Mun84, Lemma 2.6, p. 11] we have that |P | is locally compact.
And by Munkres [Mun84, Exercise 9, p. 14], the space |P | is a subspace of RN . 
A simplicial complex P ′ in RN is a “subdivision” of P (Munkres [Mun84, p. 83]) if:
(1) Each simplex in P ′ is contained in a simplex of P .
(2) Each simplex in P equals the union of finitely many simplices in P ′.
In particular, a subdivision of a finite complex is finite. Suppose P ′ is a subdivision of P . Then
(C.39) If τ ∈ P ′ and σ ∈ P is the smallest simplex (w.r.t. inclusion) in P containing τ,
then Int τ ⊂ Intσ.
For let τ ∈ P ′ have vertices w0, . . . , wq ∈ |P |. Since P ′ is a subdivision of P there exists ζ ∈ P
s.t. τ ⊂ ζ. Let ζ = σ be the smallest such simplex in P . Write σ = 〈v0, . . . , vp〉. Then for some
βij ≥ 0 with i = 0, . . . , q and j = 0, . . . , p we have
p∑
j=0
βij = 1 and wi =
p∑
j=0
βijvj , i = 0, . . . , q.
Since σ is minimal, for every j = 0, . . . , p there exists ij = 0, . . . , q s.t. βijj > 0. Let x ∈ Int τ
then by (C.3) there exist γ0, . . . , γq > 0 s.t.
x =
q∑
i=0
γiwj =
p∑
j=0
(
q∑
i=0
βijγi
)
vj .
But for j = 0, . . . , p, we have
q∑
i=0
βijγi ≥ βijjγij > 0.
Hence, x ∈ Intσ and (C.39) is proved.
Let P and Q be simplicial complexes. A function f : |P | → |Q| is a “simplicial map”
(Munkres [Mun84, p. 12]) from P to Q if whenever v ∈ P (0), then (1) f(v) ∈ Q(0), (2) if
v0, . . . , vp span a simplex, σ, in P then f(v0), . . . , f(vp) are vertices of a simplex, τ , in Q, and
(3) if x =
∑p
i=0 βivi ∈ σ (β0, . . . , βp ≥ 0,
∑p
i=0 βi = 1) then
(C.40) f
(
p∑
i=0
βivi
)
=
p∑
i=0
βi f(vi) ∈ τ.
(If v0, . . . , vp span a simplex, σ, in P then f(v0), . . . , f(vp) are vertices of some τ , in Q.
f(v0), . . . , f(vp) may not span a simplex, because they might not be distinct and therefore not
be geometrically independent.)
C. SIMPLICIAL COMPLEXES 202
Simplicial maps are continuous on the underlying spaces of their complexes. In fact, if
x ∈ |P | write x in barycentric coordinates:
x =
∑
v∈P (0)
βv(x)v.
Clearly,
f(x) =
∑
v∈P (0)
βv(x)f(v).
Thus, by proposition C.27, we have
(C.41) A simplicial map on a finite simplicial complex is Lipschitz.
It is easy to see that the linearity of a simplicial map does not just apply to vertices:
(C.42) If x1, . . . , xm ∈ σ ∈ P and α1, . . . , αm
are non-negative and sum to 1, then
f
(
m∑
i=1
αixi
)
=
m∑
i=1
αif(xi).
An important example of a simplicial map is provided by the following.
Lemma C.30. Let K be a finite simplicial complex and let n = 2, 3, . . .. Let S be the group
of permutations of 1, . . . , n and if s ∈ S, let gs : |K|n → |K|n apply s to coordinates. I.e.,
gs(x1, x2, . . . , xn) = (xis(1) , xis(2) , . . . , xis(n)), for every x1, x2, . . . , xn ∈ |K|. Then there is a
simplicial complex P and triangulation f : |P | → |K|n s.t. for every s ∈ S, we have that
f−1 ◦ gs ◦ f is a simplicial map from P to itself. (In fact, we may assume that |P | = |K|n and
f is the identity.)
Proof. Our proof is similar to that of Munkres [Mun66, Lemma 7.8, p. 75] We construct
P . Suppose |K| lies RN . |K|n is the union of all products of the form c := σ1×· · ·×σn ⊂ RnN ,
where σ1, · · · , σn ∈ K. The set c is a “cell” in the sense of Munkres [Mun66, Definition 7.2,
p. 71]. In fact by lemma C.25, we have
(C.43) σi = {x ∈ RN : xAi (Imi , −1mi) ≥ (yi,−yi1n − 1) and xBi = zi},
where AN×mii and B
N×(N−mi)
i are matrices of rank mi and N −mi resp. (where mi := dimσi),
and yi ∈ Rmi and zi ∈ RN−mi are row vectors. Define inequalities coordinate-wise. If σˆi is the
barycenter of σi (i = 1, . . . , n), then, by (C.3) and (C.6), σˆi is an interior point of σi so it follows
from lemma C.25 again that x := σˆi satisfies the inequalities in (C.43) strictly (i = 1, . . . , n).
Therefore, z := (σˆ1, . . . , σˆn) is an interior point of c as a cell (Munkres [Mun66, p. 71]).
We have
dim c = nN −
n∑
i=1
rank Bi = nN −
n∑
i=1
(N −mi)
= m1 + · · ·mn = dimσ1 + · · · dimσn.
If dim c < 2, then c is already a simplex. Let P 1 be the collection of all these 0 and 1 simplices.
Note that g(c) is another product of the same dimension. I.e., g(c) is another cell and simplex
in P 1.
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Let m = 1, 2, . . . and suppose that we have constructed a simplicial complex Pm of dimen-
sion m s.t. (1) if τ is a simplex of Pm then g(τ) is a simplex of Pm of the same dimension and
(2) each cell in |K|n of dimension ≤ m is the union of finitely many such simplices.
If the union of these simplices is |K|n, we are done: Let P = Pm. Otherwise, let c :=
σ1× · · · × σn, where σ1, · · · , σn ∈ K and dim c = m+ 1. By Munkres [Mun66, Lemma 7.3, p.
72], the boundary of c, call it Bd c, is the union of cells of dimension m and, hence, the union
of simplices in Pm. Let L(c) be the collection of simplices of Pm whose union is Bd c.
The cell c is compact and the convex hull of finitely many points (Munkres [Mun66, p.
71]). It lies on a unique plane, P, of dimension m + 1. If c had empty interior relative to P,
then c, being convex, would lie on a plane of lower dimension than that of P, contradicting
the minimal dimension of P. So c has non-empty interior relative to P.
We have already observed that z := z(c) := (σˆ1, . . . , σˆn) ∈ c is an interior point of c.
Therefore, z lies in the interior of c as a subset of P. Obviously, for any s ∈ S, we have
gs(z) = z[gs(c)]. Each ray from z in P intersects
∣∣L(c)∣∣ in at most one point (Munkres
[Mun66, p. 71–72], lemma C.26). Hence, we may apply Munkres [Mun84, Lemma 8.1,
p. 44] to conclude that c =
∣∣z ∗ L(c)∣∣, where z ∗ L(c) is the cone on L(c) with vertex z
(Munkres [Mun84, pp. 43–44]). Carrying out this process for all cells c of dimension m + 1,
we generate more simplices, including some of dimension m+ 1. Since for any s ∈ S, we have
gs(z) = z[gs(c)], by the induction hypothesis, clearly g maps every one of these simplices onto
another simplex of the same sort. Let Pm+1 consist of all the simplices in Pm plus all the new
ones constructed in this way. Finally, let m := n dimK and let P := Pm. 
Lemma C.31. Let f be a simplicial map from a complex P to a complex L. If ρ ∈ L, then
f−1(ρ) = |K1|, where K1 is a, possibly empty, subcomplex of P .
Proof. Let ρ ∈ L. If f−1(ρ) = ∅, we are done. So suppose f−1(ρ) 6= ∅. By (C.12), it
suffices to show the following:
(C.44) If σ ∈ P, x ∈ Intσ, and f(x) ∈ ρ, then σ ⊂ f−1(ρ).
For then we can just take
K1 :=
{
σ ∈ P : (Intσ) ∩ f−1(ρ) 6= ∅}.
First, obviously K1 has property (C.9) because P does. Second, if σ ∈ K1 and τ is a face of
σ, then, by (C.44), f(τ) ⊂ ρ, so τ ∈ K1 and (C.8) holds for K1. Thus, K1 is a subcomplex of
P . If (C.44) holds then obviously |K1| = f−1(ρ).
We prove (C.44). Suppose σ ∈ P , x ∈ Intσ, and f(x) ∈ ρ. Thus, f(x) ∈ Int ρ′ for some
face ρ′ of ρ. Let v0, . . . , vn be the vertices of σ. Then there exist β0, . . . , βn, nonegative and
summing to 1, s.t. x =
∑n
i=0 βivi. Since x ∈ Intσ, by (C.3), all the β’s are strictly positive.
By (C.40), since f is simplicial,
(C.45) f(x) =
n∑
i=0
βif(vi).
At the same time, since f is simplicial, f(vi) (i = 0, . . . , n) are vertices of some τ ∈ L. Since
all the β’s are strictly positive, by (C.45) and (C.3) again, f(x) lies in the simplicial interior of
τ . Thus, f(x) ∈ (Int ρ′) ∩ (Int τ). Hence, by (C.9’), τ = ρ′. In particular, f(vi) (i = 0, . . . , n)
lie in ρ. (C.44) follows. 
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Lemma C.32. Let P be a simplicial complex and let P ′ := sdP be its first barycentric
subdivision (Munkres, [Mun84, pp. 85–86]). We have the following.
(1) Let ρ ∈ P ′. Then the vertices of ρ have the form σˆi (i = 0, . . . , n; see (C.6)), where
σ0, . . . , σn ∈ P and σ0  · · ·  σn. (I.e., for i = 1, . . . , n, the simplex σi is a proper
face of σi−1.) Conversely, if σ0, . . . , σn ∈ P and σ0  · · ·  σn then σˆi (i = 0, . . . , n)
span a simplex in P ′. In particular, σˆi (i = 0, . . . , n) are geometrically independent.
(2) Let ρ ∈ P ′ and suppose ζ0, . . . , ζn ∈ P and ρ = 〈ζˆ0, . . . , ζˆn〉. Nothing is assumed
concerning which, if any, of the ζi’s are faces of other ζi’s. Pick σ0, . . . , σk ∈ P and
σ0  · · ·  σk s.t. ρ = 〈σˆ0, . . . , σˆk〉. Then k = n and, reordering if necessary, we must
have ζi = σi (i = 1, . . . , n).
(3) If P is a finite complex then given a metric on |P | and given  > 0, there exists
N = 0, 1, 2, . . . s.t. every simplex in sdN P (the complex that results from recursively
applying the barycentric subdivision operator N times) has diameter less than .
Proof. Statement 1 is “just” Munkres [Mun84, Lemma 15.3, p. 86].
We prove statement 2. Let ρ ∈ P ′ and suppose ζ0, . . . , ζn ∈ P and ρ = 〈ζˆ0, . . . , ζˆn〉. In
particular, ζˆ0, . . . , ζˆn are geometrically independent. In particular, ζ0, . . . , ζn are distinct. By
the first part of the lemma, we have ρ = 〈σˆ0, . . . , σˆk〉, where σ0, . . . , σk ∈ P and σ0  · · ·  σk.
By (C.1), n = k and {ζˆ0, . . . , ζˆn} = {σˆ0, . . . , σˆk}. WLOG ζˆj = σˆj (j = 0, . . . , k). By (C.9’),
ζj = σj . (j = 0, . . . , k).
Statement 3 is just Munkres [Mun84, Theorem 15.4, p. 86]. 
If g is a simplicial map of |P | onto itself s.t. whenever v0, . . . , vp ∈ P (0) then v0, . . . , vp
span a simplex in P if and only if g(v0), . . . , g(vp) do, then we say that g is a “simplicial
homeomorphism” of P onto itself (Munkres [Mun84, p. 13]). I.e., we get to replace |P | by P
in the description of g. Note that
(C.46) If g : P → P is a simplicial homeomorphism then
g : |P | → |P | is a homeomorphism and,
if σ ∈ P, then g(Intσ) = Int g(σ).
(See (C.40) and (C.3).)
We have the following.
Lemma C.33. Let P and Q be finite simplicial complexes and suppose f : |P | → |Q| is
simplicial. Suppose further that if v0, . . . , vp span a simplex in P then f(v0), . . . , f(vp) span
a simplex in Q. (E.g., Q = P and f is a simplicial homeomorphism of P onto itself.) In
particular, f(v0), . . . , f(vp) are geometrically independent. Let σ ∈ P . Then
(C.47) If x0, . . . , xk ∈ σ are geometrically independent if and only if
f(x0), . . . , f(xk) ∈ |Q| are geometrically independent.
Proof. Suppose x0, . . . , xk ∈ σ. For i = 0, . . . , k there exist βi0, . . . , βip ≥ 0 s.t.
p∑
j=0
βij = 1 and xi =
p∑
j=0
βijvj .
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First, suppose x0, . . . , xk are geometrically independent but f(x0), . . . , f(xk) are not. Then
there exist t0, . . . , tk ∈ R, not all 0, s.t.
k∑
i=0
ti = 0, and
k∑
i=0
tif(xi) = 0.
By (C.40), we also have f(xi) =
∑p
j=0 βijf(vj). Thus,
0 =
k∑
i=0
ti f
 p∑
j=0
βijvj
 = k∑
i=0
ti
p∑
j=0
βijf(vj) =
p∑
j=0
(
k∑
i=0
tiβij
)
f(vj).
But
p∑
j=0
(
k∑
i=0
tiβij
)
=
k∑
i=0
ti
 p∑
j=0
βij
 = k∑
i=0
ti = 0.
By assumption, f(v0), . . . , f(vp) are geometrically independent. Thus,
k∑
i=0
tiβij = 0, j = 0, . . . , p.
Hence,
0 =
p∑
j=0
k∑
i=0
tiβijvj =
k∑
i=0
ti
 p∑
j=0
βijvj
 = k∑
i=0
tixi.
Thus, x0, . . . , xk are geometrically dependent. Contradiction. Therefore, f(x0), . . . , f(xk) ∈ σ
are geometrically independent.
Conversely, suppose f(x0), . . . , f(xk) are geometrically independent but x0, . . . , xk are not.
Then there exist t0, . . . , tk ∈ R, not all 0, s.t.
k∑
i=0
ti = 0, and
k∑
i=0
tixi = 0.
Thus,
0 =
k∑
i=0
ti
p∑
j=0
βijvj =
p∑
j=0
(
k∑
i=0
tiβij
)
vj .
Since v0, . . . , vp are geometrically independent. We must have
k∑
i=0
tiβij = 0, j = 0, . . . , p.
Hence,
0 =
p∑
j=0
k∑
i=0
tiβijf(vj) =
k∑
i=0
ti
 p∑
j=0
βijf(vj)
 = k∑
i=0
tif(xi).
Thus, f(x0), . . . , f(xk) are geometrically dependent. Contradiction. Therefore, x0, . . . , xk are
geometrically independent. This proves the claim (D.3). 
The following is probably already known.
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Proposition C.34. Let P be a finite simplicial complex and let G be a, necessarily finite,
group of simplicial homeomorphisms of P onto itself. Then there is a subdivision, P ′′, of P ,
a finite simplicial complex, L, and a simplicial map f from |P ′′| to |L| with the following
properties.
(1) G is a group of simplicial homeomorphisms of P ′′ onto itself.
(2) If ρ ∈ P ′′, x ∈ ρ, and g ∈ G, then either g(x) = x or g(x) /∈ ρ.
(3) If w0, . . . , wp ∈ (P ′′)(0) span a simplex in P ′′, g0, . . . , gp ∈ G, and g0(w0), . . . , gp(wp)
span a simplex in P ′′, then there exists h ∈ G s.t. gi(wi) = h(wi) for i = 0, . . . , p.
(4) The orbit space |P ′′|/G is homeomorphic to |L|, we have f(|P ′′|) = |L|, and if x, y ∈
|P ′′| then f(x) = f(y) if and only if Gy = Gx, where Gx := {g(x) : g ∈ G}.
(5) If v0, . . . , vp span a simplex in P
′′ then f(v0), . . . , f(vp) span a simplex in L. In
particular, f(v0), . . . , f(vp) are geometrically independent. If σ ∈ P ′′, then f(Intσ) =
Int f(σ).
(6) Let ρ, τ ∈ P ′′. Then f(ρ) = f(τ) if and only if there exists g ∈ G s.t. ρ = g(τ). We
have f(ρ) ∩ f(τ) 6= ∅ if and only if there exists g ∈ G s.t. ρ ∩ g(τ) 6= ∅.
(7) If ω ∈ L then there exists ρ ∈ P ′′ s.t. f(ρ) = ω. For any such ρ we have dim ρ = dimω.
Proof. The subdivision P ′′ is just the “second barycentric subdivision”, P ′′ := sd2 P , of
P (Munkres [Mun84, p. 86]). But to start with consider the first barycentric subdivision
P ′ := sdP .
By assumption, G is a group of simplicial homeomorphisms of P onto itself. Claim: G is
also a group of simplicial homeomorphisms of P ′ onto itself. Let σ ∈ P and let g ∈ G. Since
G is a group, g is one-to-one. Since g is simplicial, this means
(C.48) If v0, . . . , vp ∈ P (0) span a simplex in P, then
g(v0), . . . , g(vp) ∈ P (0) span a simplex in P as well.
Thus, if σ0, . . . , σn ∈ P and g ∈ G, then σ0  · · ·  σn if and only if g(σ0)  · · ·  g(σn). In
addition (see (C.6) and (C.40)),
(C.49) g(σˆ) = ĝ(σ) and dim g(σ) = dimσ, σ ∈ P.
Therefore, by lemma C.32(1), σˆi (i = 0, . . . , n) span a simplex in P
′ if and only if g(σˆi)
(i = 0, . . . , n) do. To complete the proof that G is a group of simplicial homeomorphisms
on P ′, we must prove the analogue of (C.40). Suppose σ0, . . . , σn ∈ P and σ0  · · ·  σn.
Then σˆ0, σˆ1 . . . σˆn ∈ σ0. The claim now easily follows from (C.6), (C.49), and the fact that the
elements of G are simplicial homeomorphisms of P onto itself. Applying this fact with P ′ in
place of P , point (1) of the proposition follows.
[Let σ0  · · ·  σn be simplices in P and let ρ ∈ P ′ be spanned by σˆi (i = 0, . . . , n), so
ρ ⊂ σ0. Let g ∈ G, and let i = 0, . . . , n. Claim:
(C.50) Either g(σˆi) = σˆi or g(σˆi) /∈ ρ.
By (C.49), g(σˆi) = τˆ with τ := g(σi) ∈ P . Suppose τˆ ∈ ρ ⊂ σ0. Thus, (Int τ) ∩ σ0 6= ∅ so,
by (C.10), τ is a face of σ0. Therefore, {τˆ} ⊂ ρ is a 0-simplex in P ′. Since P ′ is a simplicial
complex and τˆ ∈ ρ, it follows from (C.9) that τˆ must be one of the vertices σˆ0, . . . , σˆn of ρ.
Say τˆ = σˆj . Thus, by lemma C.32 statement (2) (with n = 0), for some j = 0, . . . , n, we have
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g(σi) = τ = σj . Since, by (C.49), dim g(σi) = dimσi, we must have j = i. In particular, by
(C.49) again, we have g(σˆi) = ĝ(σi) = τˆ = σˆi. This proves the claim.
We prove point (2) of the proposition. Hypothetically, suppose the following were true.
Let ρ ∈ P be spanned by v0, . . . , vp ∈ P (0), let g ∈ G, and let i = 0, . . . , p. Then
(C.51) Either g(vi) = vi or g(vi) /∈ ρ.
(By (C.50) we have that (C.51) does hold if P is a barycentric subdivision of a complex on
which G is a group of simplicial homeomorphisms.)
Now let ρ ∈ P be spanned by v0, . . . , vp ∈ P (0), let x ∈ ρ, let g ∈ G, and suppose g(x) 6= x.
Write
x =
p∑
i=0
βi vi ∈ ρ,
where β0, . . . , βp are nonnegative and sum to 1. Let 0 ≤ i0 < · · · < i` ≤ q be the indices, i, for
which βi > 0. Let
τ be the simplex spanned by g(vik), k = 0, . . . , `.
Then, by (C.48), we have τ ∈ P . By (C.40) and (C.3),
(C.52) g(x) =
p∑
i=0
βi g(vi) ∈ Int τ.
Suppose g(x) ∈ ρ. Then, by (C.52) and (C.10), τ is a face of ρ. That means that g(vik) ∈ ρ
for k = 0, . . . , `. But, since g(x) 6= x, for some j = 0, . . . , n, we have βj > 0 and g(vj) 6= vj .
Therefore, by (C.51), we have g(vj) /∈ ρ. But for some j = 0, . . . , `, we have j = ik since
βj > 0. Therefore, g(vj) ∈ τ ⊂ ρ and g(vj) /∈ ρ. Contradiction. It follows that g(x) /∈ ρ,
providing (C.51) holds. But by (C.50), supposition (C.51) holds with P ′ is place of P . Taking
P = P ′ we see that (C.51) holds with P = P ′′. Point (2) of the lemma follows.
We prove point (3) of the lemma. Again, to start with assume (C.51) holds. Suppose
w0, . . . , wp ∈ (P ′)(0) span a simplex in P ′, g0, . . . , gp ∈ G, and g0(w0), . . . , gp(wp) also span a
simplex in P ′. Permuting if necessary, we may assume wi = σˆi (i = 0, . . . , p), where σ0, . . . , σp ∈
P and σ0  · · ·  σp. Let hi = g−10 gi ∈ G (i = 0, . . . , p). Thus, h0 is the identity and, by
(C.48) with g = g−10 , we have h0(w0), . . . , hp(wp) span a simplex, ω, in P
′. By lemma C.32,
there exist τ0  · · ·  τp in P , s.t. ω = 〈τˆ0, . . . , τˆp〉. Moreover, since dimh0(σ0) = dimσ0 >
· · · > dimσp = hp(σp), we have hi(σi) = τi (i = 0, . . . , p). Therefore, h0(σ0)  · · ·  hp(σp).
In particular, since h0(σ0) = σ0, we have
(C.53) hi(σˆi) ∈ σ0 (i = 0, . . . , p).
Let i = 1, . . . , n and suppose
hi(σˆi) 6= σˆi.
Let v0, . . . , vp be the vertices of σ0 and let v`0 , . . . , v`k be the vertices of σi. Then, by (C.49),
hi(σˆi) =
1
k+1
k∑
j=0
hi(v`j ) 6= 1k+1
k∑
j=0
v`j = σˆi.
Thus, for some t = 0, . . . , k, we must have hi(v`t) 6= v`t . Then, by (C.51), we have
(C.54) hi(v`t) /∈ σ0.
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But, hi(v`j ) (j = 0, . . . , k) span hi(σi) ∈ P . Moreover, by (C.49), we have hi(σˆi) = ĥi(σi) ∈
Inthi(σi). But, by (C.53), we have hi(σˆi) ∈ σ0. Therefore, by (C.10), this means hi(σi) is a
face of σ0. In particular, hi(v`t) ∈ σ0. This contradicts (C.54). Thus, g−10 gi(wi) = hi(wi) =
hi(σˆi) = σˆi = wi = g
−1
0 g0(wi). Hence, gi(wi) = h(wi), where h := g0, providing (C.51) holds.
But by (C.50), we have that (C.51) holds with P ′ in place of P . Point (3) of the lemma follows.
Suppose ω0, . . . , ωn ∈ P ′ with ω0  · · ·  ωn, so ωˆ0, . . . , ωˆn span a simplex in P ′′. Claim:
(C.55) The sets Gωˆi := {g(ωˆi) : g ∈ G} (i = 0, . . . , n) are disjoint.
Since G is a group it suffices to show that for any 0 ≤ i < j ≤ n we have Gωˆj 6= Gωˆi, i.e., to
prove disjointedness it suffices to show inequality. Suppose that, on the contrary, there exist
0 ≤ i < j ≤ n s.t. Gωˆj = Gωˆi. Since G is a group it contains an identity element. Thus,
ωˆi ∈ Gωˆj . Hence, there exists g ∈ G s.t., by (C.49) and (C.7),
Int g(ωj 3 ĝ(ωj) = g(ωˆj) = ωˆi ∈ Intωi.
I.e., Intωi∩ Int g(ωj) 6= ∅. Therefore, by (C.9’), ωi = g(ωj). But by (C.49) again, dim g(ωj) =
dimωj < dimωi. This contradiction proves the claim.
We just showed that if ω0, . . . , ωn ∈ P ′ with ω0  · · ·  ωn then Gωˆi (i = 0, . . . , n) are
disjoint. Form the abstract simplicial complex (Munkres [Mun84, p. 15]),
P ′′G :=
{{Gωˆ0, . . . , Gωˆn} : ω0, . . . , ωn ∈ P ′ and ω0  · · ·  ωn, n = 0, 1, . . . ,}.
Thus, (P ′′G)
(0) consists of orbits of G. By Munkres [Mun84, Theorem 3.1, p. 15], there is a
simplicial complex, L, and a one-to-one correspondence, s :
{
Gv ∈ (P ′′G)(0) : v ∈ (P ′′)(0)
} →
L(0) s.t. {Gv0, . . . , Gvq} ∈ P ′′G if and only if s(Gv0), . . . , s(Gvq) span a simplex in L. But if
v0, . . . , vq ∈ (P ′′)(0) span a simplex in P ′′, then, by lemma C.32, there exist ω0, . . . , ωq ∈ P ′
with ω0  · · ·  ωq s.t. vi = ωˆi (i = 0, . . . , q) up to permutation. Thus, by definition of P ′′G,
we have that Gv0, . . . , Gv1 spans a simplex in P
′′
G. But that means s(Gv0), . . . , s(Gvq) span
a simplex in L. In short, v0, . . . , vq ∈ (P ′′)(0) span a simplex in P ′′ means s(Gv0), . . . , s(Gvq)
span a simplex in L. Hence, by Munkres [Mun84, Lemma 2.7, p. 12], there is unique simplicial
map f : |P ′′| = |P | → |L| that takes each v ∈ (P ′′)(0) to s(Gv) ∈ L. (Note that f is surjective
because s is.)
Let σ ∈ P ′′ have vertices v0, . . . , vp ∈ (P ′′)(0) so f(vj) = s(Gvj) (j = 0, . . . , p) span the
simplex f(σ) ∈ L. (In particular, f(vj), j = 0, . . . , p, are geometrically independent.) Let
x ∈ Intσ. Then, by (C.3), there exist β0, . . . , βp all strictly positive, s.t. x =
∑p
i=0 βivi. Since
f is simplicial, by (C.40), f(x) =
∑p
i=0 βis(Gvi) ∈ Int f(σ). Conversely, suppose z ∈ Int f(σ).
Then, by (C.3) again, there exist γ0, . . . , γp all strictly positive, s.t. z =
∑p
i=0 γis(Gvi) = f(x),
where x =
∑p
i=0 γivi ∈ Intσ. Point (5) follows.
Let pi : |P ′′| → |P ′′|/G be the quotient projection. Since |P ′′| = |P | is compact, |P ′′|/G =
pi
(|P ′′|) is compact. We show that
(C.56) There is a continuous map φ : |P |/G→ |L| s.t. φ ◦ pi = f.
Let η ∈ |P ′′|/G. There exists x ∈ |P ′′| s.t. pi−1(η) = Gx := {g(x) : g ∈ G}. We have
x =
p∑
i=0
βωˆi ωˆi,
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where βωˆ0 , . . . , βωˆp are nonnegative and sum to 1, ω0, . . . , ωp ∈ P ′, and ω0  · · ·  ωp. Thus,
η = Gx = {g(x) : g ∈ G} =
{
p∑
i=0
βωˆi g(ωˆi) : g ∈ G
}
.
But, if g ∈ G,
f
[
g(x)
]
=
p∑
i=0
βωˆi f
[
g(ωˆi)
]
=
p∑
i=0
βωˆi s(Gωˆi).
I.e., f is constant on pi−1(η). Therefore, from Munkres [Mun84, p. 112], we see that (C.56)
holds.
We show that φ : |P ′′|/G→ |L| is a homeomorphism. Now, φ : |P ′′|/G→ |L| is onto since
f is. Since, |P ′′|/G is compact and |L| is Hausdorff, by Simmons [Sim63, Theorem E, p. 131],
it suffices to show that φ is one-to-one. Let x, y ∈ |P | be s.t. z := φ(Gx) = φ(Gy). by (C.3),
we may write
x =
p∑
i=0
βi ωˆi, y =
q∑
i=0
γi ψˆi, z =
r∑
i=0
δiwi,
where β0, . . . , βp are strictly positive and sum to 1, etc.; ω0, . . . , ωp ∈ P ′ and ω0  · · ·  ωp,
ψ0, . . . , ψp ∈ P ′ and ψ0  · · ·  ψq; and w0, . . . , wr ∈ L(0) span a simplex τ ∈ L. Thus,
(C.57)
p∑
i=0
βi s(Gωˆi) = f(x) = φ ◦ pi(x) = φ(Gx) = z = φ(Gy) = f(y) =
q∑
i=0
γi s(Gψˆi).
By (C.55), Gωˆi (i = 0, . . . , p) are distinct so they constitute a simplex in P
′′
G. Similarly
for Gψˆi (i = 0, . . . , q). Therefore, since s is one-to-one, we must have that the points s(Gωˆi)
(i = 0, . . . , p) span a simplex ρ ∈ L and s(Gψˆj) (j = 0, . . . , q) span a simplex ζ ∈ L. But by
(C.57),
z ∈ (Int ρ) ∩ (Int ζ) ∩ (Int τ).
Hence, by (C.9’), ρ = ζ = ω. In particular, p = r = q. In addition, by uniqueness of
barycentric coordinates, we may assume s(Gωˆi) = s(Gψˆi) and βi = δi = γi (i = 0, . . . , r).
Since s is injective, we have Gωˆi = Gψˆi (i = 0, . . . , r).
Therefore, there exist gi ∈ G (i = 1, . . . , r) s.t. ωˆi = gi(ψˆi) (i = 0, . . . , r). In particular,
gi(ψˆi), (i = 0, . . . , r) spans a simplex in P
′′. By point (3) of the proposition, there exists h ∈ G
s.t. gi(ψˆi) = h(ψˆi) for i = 0, . . . , r. I.e., ωˆi = h(ψˆi). But then,
x =
r∑
i=0
δi ωˆi =
q∑
i=0
δi h(ψˆi) = h(y).
I.e., Gx = Gy so φ is one-to-one. This proves point (4).
We prove point (6). Suppose ρ ∈ P ′′, τ ∈ P ′′, g ∈ G, and ρ = g(τ). Then Gρ = Gτ
so, by point (4) of the proposition, f(ρ) = f(τ). Conversely, suppose f(τ) = f(ρ) 6= ∅. Let
z ∈ Int f(ρ) = Int f(τ), x ∈ f−1({z})∩ ρ, and y ∈ f−1({z})∩ τ . Thus, f(x) = f(y). By point
(5) of the proposition, we may assume x ∈ Int ρ and y ∈ Int τ . By point (4) of the proposition,
there is g′ ∈ G, s.t. y = g′(x) ∈ Int g′(ρ). Thus, (Int g′(ρ)) ∩ (Int τ) 6= ∅. By (C.9’) we must
have τ = g′(ρ).
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Suppose we merely have f(ρ)∩ f(τ) 6= ∅. Then by (C.9), the intersection f(ρ)∩ f(τ) 6= ∅
is a simplex, ζ ∈ L. Since f is simplicial, there are faces ρ′ and τ ′ of ρ and τ , resp., s.t. f(ρ′) =
ζ = f(τ ′). Hence, by the preceding paragraph, there exists g ∈ G s.t. ρ ⊃ ρ′ = g(τ ′) ⊂ g(τ).
I.e., ρ ∩ g(τ) 6= ∅. Conversely, suppose ρ ∩ g(τ) 6= ∅. Now, ρ ∩ g(τ) 6= ∅ is a face, ρ′, of ρ
and of g(τ). Hence, g−1(ρ) contains a face, τ ′ of τ s.t. ρ′ = g(τ ′). By the last paragraph, this
means that f(ρ′) = f(τ ′). I.e., f(ρ) ∩ f(τ) 6= ∅. This concludes the proof of point (6).
We prove point (7). Let ω ∈ L and let w0, . . . , wq be the vertices of ω. By lemma C.32(1)
and definition of L, we have wi = s(Gvi) (i = 0, . . . , q), where v0, . . . , vq span a simplex,
σ ∈ P ′′. But s(Gvi) = f(vi) (i = 0, . . . , q). Thus, f(σ) = ω. Suppose ρ ∈ P ′′ and f(ρ) = ω.
(We just showed that such a ρ exists.) By point (5), we have dim ρ = dimω. 
Corollary C.35. Let P be a finite simplicial complex and let g : |P | → |P | be a simplicial
homeomorphism from P onto itself. Then there is an arbitrarily fine subdivision, P ′ of P s.t.
g : |P ′| → |P ′| is a simplicial map P ′ to itself. (“Arbitrarily fine” means P ′ can be chosen
so that the maximum diameter of any simplex in P ′ is arbitrarily small.) If G is a group of
simplicial homeomorphisms on P onto itself then there is an arbitrarily fine subdivision, P ′ of
P s.t. g : |P ′| → |P ′| is a simplicial map P ′ to itself simultaneously for all g ∈ G.
Proof. From the proof of the proposition we know that G is a group of simplicial home-
omorphisms from the first barycentric subdivision of P onto itself. Now iterate and apply
lemma C.32, statement 3. If g : |P | → |P | is a simplicial homeomorphism from P onto itself,
then just consider the group G := {g, g−1, identity}. 
APPENDIX D
Polyhedral Approximation
The following is proved in [Ell11]. For a ≥ 0, let bac denote the integer part of a, i.e., bac
is the largest integer ≤ a.
Theorem D.36. Let P be a finite simplicial complex lying in RN for some N > 0. Let |P |
be the polytope or underlying space of P . Use the metric on |P | that it inherits from RN . Let
S ′ ⊂ |P | be closed and nonempty. Let F be a topological space and suppose Φ : |P | \ S ′ → F is
continuous. Let Q be a subcomplex of P (e.g., Q = P ), let a ≥ 0, and suppose dim(S ′∩|Q|) ≤ a.
Then there is a closed set, S˜ ⊂ |P | and a continuous map Φ˜ : |P | \ S˜ → F such that
(1) If F is a metric space and Φ is locally Lipschitz off S ′ then Φ˜ is locally Lipschitz off
S˜.
(2) dim(S˜ ∩ |Q|) ≤ dim(S ′ ∩ |Q|) and dim S˜ ≤ dimS ′.
(3) S˜ ∩ |Q| is either empty or the underlying space of a subcomplex of the bac-skeleton of
Q.
(4) Suppose τ ∈ P has the following property. If ρ ∈ Q and (Int ρ)∩S ′ 6= ∅ then τ∩ρ = ∅.
Then S˜ ∩ τ = S ′ ∩ τ and Φ˜ and Φ agree on τ \ S ′.
(5) Let ρ ∈ P \Q. (But ρ∩|Q| 6= ∅ is possible.) Then for every s ≥ 0, if Hs(S ′∩(Int ρ)) =
0 then Hs(S˜ ∩ (Int ρ)) = 0. In particular, dim(S˜ ∩ (Int ρ)) ≤ dim(S ′ ∩ (Int ρ)).
(6) If τ ∈ Q and Hbac(S˜∩(Int τ)) > 0, then τ is an bac-simplex and Hbac[S ′∩(Intσ)] > 0
for some simplex σ of Q having τ as a face. (σ = τ is possible.)
(7) If y ∈ S˜ then there exists σ ∈ P such that y ∈ σ and σ ∩ S ′ 6= ∅. Thus, dist(y,S ′) ≤
maxσ∈P diam(σ).
(8) If σ ∈ P then Φ˜(σ \ S˜) ⊂ Φ(σ \ S ′).
(9) There is a constant K <∞ depending only on a and Q such that
(D.1) Ha(S˜ ∩ |Q|) ≤ KHa(S ′ ∩ |Q|).
(10) There is a constant K < ∞ depending only on a and P with the following property.
For every  > 0 there is a subdivision, P ′, of P , which only depends on P and , such
that diam(ζ) <  for every ζ ∈ P ′ and parts 1 through 8 above and (D.1) hold when P
is replaced by P ′ and Q is replaced by the corresponding subcomplex of P ′ (subdivision
of Q).
Proposition D.37. Let P , F, Φ, S ′, Q, S˜, Φ˜, and a ≥ 0 be as in theorem D.36. (In
particular S˜ is closed.) Suppose G is a, necessarily finite, group of simplicial homeomorphisms
of P onto itself. Suppose for every g ∈ G the restriction of g to |Q| is a simplicial homeomor-
phism of Q onto itself. Furthermore, suppose g(S ′) = S ′ for every g ∈ G and Φ[g(x)] = Φ(x)
for every g ∈ G and x ∈ |P | \ S ′. Then, replacing P (and correspondingly, Q) by a subdivision
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if necessary, we may assume g(S˜) = S˜ for every g ∈ G and Φ˜[g(x)] = Φ˜(x) for every g ∈ G
and x ∈ |P | \ S˜. Moreover, if P ′ is the subdivision in part 10 of theorem D.36, then we may
assume G is a group of simplicial is homeomorphisms of P ′ onto itself.
Since g(S ′) = S ′ and Φ ◦ g = Φ for every g ∈ G we say that S ′ and Φ are “G-invariant”.
Proof. Subdividing P if necessary, by proposition C.34, we may assume P ′′ = P has
properties (1) – (7) in proposition C.34. Let f and L be as in proposition C.34. It is convenient
to consider a subdivision L′ of L. (L′ = L is possible.) Let σ ∈ P . Then by proposition C.34(5),
τ := f(σ) ∈ L.
Now, τ is the union of finitely many simplices in L′. Let v0, . . . , vp ∈ P (0) be the vertices of σ.
Suppose βi, γi ≥ 0 (i = 0, . . . , p) and suppose
∑p
i=0 βi = 1 =
∑p
i=0 γi. Let x =
∑p
i=0 βivi ∈ σ
and y =
∑p
i=0 γivi ∈ σ. Suppose f(x) = f(y). Now, by (C.40),
0 = f(x)− f(y) =
p∑
i=0
(βi − γi)f(vi).
By proposition C.34(5), f(v0), . . . , f(vp) are geometrically independent since v0, . . . , vp are.
But
∑p
i=0(βi − γi) = 0. Therefore, if f(x) = f(y), then βi = γi (i = 0, . . . , p), i.e., x = y.
Therefore,
(D.2) The restriction, fσ := f |σ, of f to σ is one-to-one.
By lemma C.33 and proposition C.34, point (5),
(D.3) If x0, . . . , xk ∈ σ are geometrically independent if and only if
f(x0), . . . , f(xk) are geometrically independent.
Let ζ ∈ L′ lie in τ := f(σ) and let z0, . . . , zq be the vertices of ζ. Let uj := f−1σ (zj)
(j = 0, . . . , q). By (D.3), u0, . . . , uq are geometrically independent. Hence, by (C.40), f
−1
σ (ζ) =
〈u1, . . . , uq〉 is a q-dimensional simplex lying in σ. Obviously, the faces of f−1σ (ζ) have the form
〈ui1 , . . . , uik〉 and fσ
(〈ui1 , . . . , uik〉) is a face of ζ.
Moreover, by (C.3) and (C.40), it is clear that
(D.4) For ζ ∈ L′, we have x ∈ Int f−1σ (ζ) if and only if fσ(x) ∈ Int ζ
and if ω is a face of ζ ∈ L′, then f−1σ (ω) is a face of f−1σ (ζ). Let ζ1, ζ2 ⊂ τ be distinct simplices
in L′. Then, by (C.9’), ζ1 and ζ2 have disjoint interiors. It follows from (D.2) that f−1σ (ζ1)
and f−1σ (ζ2) have disjoint interiors. So by (C.9’) again, the collection
Pˆσ :=
{
f−1σ (ζ) : ζ ∈ L′, ζ ⊂ τ
}
is a finite simplicial complex, a subdivision of the complex consisting of σ and all its faces.
Since τ is the union of simplices in L′, we must have that σ is the union of the simplices in Pˆσ,
since τ = f(σ).
Let ψ be a face of σ. Then ω := f(ψ) is a face of τ . If ζ ∈ L′ is a face of ω then obviously
f−1σ (ζ) ∈ Pˆψ, because every simplex in Pˆψ lies in ψ = f−1σ (ω). If ζ ∈ L′ lies in τ , but ζ * ω
then f−1σ (ζ) /∈ Pˆψ. This proves
(D.5) If σ ∈ P and ψ is a face of σ, then Pˆψ = {ρ ∈ Pˆσ : ρ ⊂ ψ}.
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Let
Pˆ :=
⋃
σ∈P
Pˆσ.
Note that if L′ = L, then Pˆ = P .
Claim: Pˆ is a simplicial complex. Since each Pˆσ (σ ∈ P ) is a simplicial complex, (C.8)
holds with P = Pˆ . It suffices then to show that (C.9’) holds with P = Pˆ . Let ρi ∈ Pˆ (i = 1, 2)
and suppose (Int ρ1) ∩ (Int ρ2) 6= ∅. Let i = 1, 2. There exists σi ∈ P s.t. ρi ⊂ σi. We may
assume that σi is the smallest simplex in P containing ρi. By (D.5), we have ρi ∈ Pˆσi . But
Pˆσi is a subdivision of σi. Therefore, by (C.39), Int ρi ⊂ Intσi. Hence, (Intσ1) ∩ (Intσ2) 6= ∅.
By (C.9’) applied to P we have σ1 = σ2. Thus, ρ1, ρ2 ∈ Pˆσ1 , say. But Pˆσ1 is a subdivision of
σ1. Thus, by (C.9’) applied to P = Pˆσ1 , we have ρ1 = ρ2. This completes the proof that Pˆ is
a simplicial complex.
We have the following facts from proposition C.34. (Recall that properties (1) – (7) in
proposition C.34 hold with P in place of P ′′.)
(D.6) f
(|P |) = |L|. (part 4)
(D.7) If x, y ∈ |P | then f(x) = f(y) if and only if Gy = Gx. (part 4)
(D.8) Let ρ, τ ∈ P. Then f(ρ) = f(τ)
if and only if there exists g ∈ G s.t. ρ = g(τ). (part 6)
(D.9) If ρ, τ ∈ P, and f(τ) ∩ f(ρ) 6= ∅
then for some h ∈ G, we have h(ρ) ∩ τ 6= ∅. (part 6)
We show that (D.6), (D.7), (D.8), and (D.9) all hold with (Pˆ , L′) in place of (P,L). We also
show that
(D.10) Parts (1), (5), and (7) of proposition C.34 hold with (Pˆ , L′) in place of (P ′′, L).
That part 7 of proposition C.34 holds for (Pˆ , L′) is immediate from the definition of Pˆ . That
(D.6) and (D.7) hold for (Pˆ , L′) is immediate from the fact that they hold for P .
We prove that proposition C.34(1) holds for P ′′ = Pˆ . Proposition C.34(1) applies to
P ′′ = P by assumption. In particular, G is a group of homeomorphisms of |P | = |Pˆ | onto
itself. Suppose v0, . . . , vp span a simplex, ρ ∈ Pˆ . Then v0, . . . , vp all lie in a simplex, σ ∈ P
and, by (D.3) (and the fact that f is simplicial), there exists ψ ∈ L′ s.t. f(v0), . . . , f(vp)
span ψ. Let g ∈ G. Then f[g(vi)] = f(vi) (i = 0, . . . , p) since (D.7) applies to P . Thus,
f
[
g(v0)
]
, . . . , f
[
g(vp)
]
span ψ. Moreover, g(v0), . . . , g(vp) ∈ g(σ) ∈ P . Hence, since g is a
simplicial homeomorphism on P , by lemma C.33 we have that, g(v0), . . . , g(vp) span a simplex
in Pˆ . Similarly for g−1. Thus, g is a simplicial homeomorphism of Pˆ onto itself. Therefore,
proposition C.34(1) holds for Pˆ . I.e.,
(D.11) G is a group of simplicial homeomorphisms of Pˆ onto itself.
(This proves the last sentence of the proposition.)
By definition of Pˆ , as in the last paragraph, it is clear that if v0, . . . , vp span a simplex in
Pˆ then f(v0), . . . , f(vp) span a simplex in L
′. In particular, f(v0), . . . , f(vp) are geometrically
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independent. Similarly, by (D.4), if σ ∈ Pˆ , then f(Intσ) = Int f(σ). So proposition C.34(5)
holds for Pˆ .
We claim:
(D.12) If x ∈ |Pˆ |, τ ∈ L′, and f(x) ∈ τ, then there exists σ ∈ Pˆ s.t. f(σ) = τ and x ∈ σ.
If f(x) ∈ Int τ then we may assume x ∈ Intσ.
We prove this as follows. There exists ω ∈ L s.t. ρ ⊂ ξ and τ ⊂ ω. By proposition C.34(7),
there exists ξ ∈ P s.t. f(ξ) = ω. Hence, there exists ρ ∈ Pˆ s.t. f(ρ) = τ . By (C.12), τ has a
face τ ′ s.t. f(x) ∈ Int τ ′. (τ ′ = τ is possible.) Let ρ′ be the face of ρ s.t. f(ρ′) = τ ′. (ρ′ exists by
definition of Pˆ .) Then, by proposition C.34(5), f(Int ρ′) = Int τ ′. Thus, there exists y ∈ Int ρ′
s.t. f(y) = f(x). Therefore, by (D.7), x = g(y), for some g ∈ G. Hence, by (C.46), x ∈ Intσ′,
where σ′ := g(ρ′). We have f(σ′) = f
[
g(ρ′)
]
= f(ρ′) = τ ′ by (D.8). Similarly, if σ := g(ρ),
then f(σ) = τ and x ∈ σ′ ⊂ σ. This proves the first sentence in (D.12). If f(x) ∈ Int τ , then
τ ′ = τ and σ′ = σ so x ∈ Intσ. This proves claim (D.12). The same proof shows that (D.12)
holds with P in place of Pˆ and L in place of L′.
We prove that (D.8) holds for P = Pˆ . By (D.7) (applied to P ) if ρ ∈ Pˆ and g ∈ G, then
f [g(ρ)] = f(ρ). Conversely, let ρ, τ ∈ Pˆ and suppose f(ρ) = f(τ). Write ψ := f(ρ) = f(τ).
By definition, ψ ∈ L′ and, since L′ is a subdivision of L, there exists ω ∈ L s.t. ψ ⊂ ω. We
may assume ω is the smallest simplex in L that contains ψ. Then, by (C.39), Intψ ⊂ Intω.
Let x ∈ Int ρ, y ∈ Int τ . Thus, by (D.4), f(x), f(y) ∈ Intψ ⊂ Intω. Now (D.12) holds for P ,
so we may pick σ, ζ ∈ P s.t. x ∈ Intσ, y ∈ Int ζ, and
(D.13) f(σ) = ω = f(ζ).
By definition of Pˆ and by (C.39), there exists ξ ∈ P s.t. Int ρ ⊂ Int ξ. So x ∈ Int ξ.
Therefore, by (C.9’), we have σ = ξ so ρ ⊂ σ. Similarly, τ ⊂ ζ. By (D.8) (applied to P ) and
(D.13), there exists g ∈ G s.t. σ = g(ζ). Thus, g(τ) ⊂ σ. Now, by (D.7) applied to P and
(D.13), we have
fσ
[
g(τ)
]
= f
[
g(τ)
]
= f(τ) = f(ρ) = fσ(ρ).
But, by (D.2), fσ is one-to-one. Therefore, we must have g(τ) = ρ. Thus, (D.8) holds for Pˆ .
Next, we prove that (D.9) holds with Pˆ in place of P . Suppose ρ, τ ∈ Pˆ and f(ρ)∩f(τ) 6= ∅.
Then there exist x ∈ ρ, y ∈ τ s.t. f(x) = f(y). Hence, by (D.7), there exists h ∈ G s.t. y = h(x).
I.e., τ ∩ h(ρ) 6= ∅ and (D.9) is proved for Pˆ .
Define
(D.14) S ′L′ := f(S ′).
Then, since S ′ is compact and nonempty, S ′L′ is closed and nonempty and, by (D.7), for g ∈ G
and x ∈ |P |, f[g(x)] ∈ S ′L′ if and only if f(x) ∈ S ′L′ . Suppose x ∈ |P | and f(x) ∈ S ′L′ . Then
there exists y ∈ S ′ s.t. f(x) = f(y). Therefore, by (D.7), x ∈ Gy. Since S ′ is G-invariant, we
have x ∈ S ′. I.e.,
(D.15) f−1(S ′L′) = S ′
Define
(D.16) ΦL′ : |L′| → F by ΦL′
[
f(x)
]
= Φ(x) (x ∈ |Pˆ | \ S ′).
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Note that, since Φ is G-invariant, by (D.6) and (D.7), ΦL′ is well-defined and continuous on
|L′| \ S ′L′ .
Let
(D.17) Qˆ :=
{
σ ∈ Pˆ : σ ⊂ |Q|} and QL′ := f(Qˆ).
Thus, |Qˆ| = |Q|. By definition of Pˆ , as applied to (Pˆ , L′), we have that QL′ is a subcomplex of
L′. Moreover, by proposition C.34(1) applied to Pˆ (see (D.10)) and the fact that g
(|Q|) = |Q|
for every g ∈ G, we have that GQˆ := {G(σ) : σ ∈ Qˆ} = Qˆ. Therefore, by proposition C.34(7),
(D.8) (with (Pˆ , L′) in place of (P,L)), and proposition C.34(1) we see that
(D.18) For ω ∈ L′, f−1({ω}) ⊂ Qˆ if and only if f−1({ω}) ∩ Qˆ 6= ∅ if and only if ω ∈ QL′ .
By (D.14), (C.41), and (B.11), dim
(
(S ′L′∩|QL′ |
) ≤ a. Apply parts 1 through 10 of theorem
D.36 to P = L′, Φ = ΦL′ , Q = QL′ , a, and S ′ = S ′L′ . Denote the resulting Φ˜ and S˜ by Φ˜L′
and S˜L′ , resp. Now let
(D.19) S˜ := f−1(S˜L′).
Thus, S˜ is closed. Since f(|Pˆ |) = |L′| (by (D.6)) we have
(D.20) S˜L′ = f(S˜).
Note that, by (D.7),
(D.21) g(S˜) = S˜, for every g ∈ G.
(This proves an assertion in the proposition.) Define
(D.22) Φ˜ := Φ˜L′ ◦ f
so Φ˜ is defined and continuous on |Pˆ |\S˜ and for every x ∈ |Pˆ |\S˜, we have, by (D.21) and (D.7),
that Φ˜
[
g(x)
]
is defined and constant in g ∈ G, proving another assertion of the proposition.
By part 3 of theorem D.36 as applied to (S ′L′ ,ΦL′), lemma C.31, and (D.18), we see that
S˜L′ ∩ |QL′ | is either empty or the underlying space of a subcomplex of QL′ . By proposition
C.34(5,7) (as applied to (Pˆ , L′)) if τ ∈ L′ then dim f−1(τ) = dim τ . Hence, S˜ ∩ |Qˆ| is either
empty or the underlying space of a subcomplex of the bac-skeleton of Qˆ. That proves that
part 3 of theorem D.36 holds for S˜.
Suppose F is a metric space and Φ is locally Lipschitz off S ′. See below for the proof of
the following.
Lemma D.38. Suppose Φ : |P | \ S ′ → F is locally Lipschitz. Then ΦL′ : |L′| \ S ′L′ → F is
also locally Lipschitz.
Thus, Φ˜′L is locally Lipschitz by theorem D.36, part 1. Hence, Φ˜ is locally Lipschitz off S˜,
by (D.22), because, by (C.41), f is Lipschitz. Apply (B.13). Therefore, part 1 of theorem
D.36 thus holds for (Φ,S ′).
Let σ ∈ Pˆ and let v0, . . . , vp be the vertices of σ. By (D.3), f(v0), . . . , f(vp) span a simplex
in L′ and, by (D.2), f is one-to-one on σ. By (C.42), fσ and its inverse are simplicial on σ.
Hence, by (C.41) and because P is finite there is a constant C ∈ (0,∞) s.t. if σ ∈ P , then the
restriction fσ := f |σ ((D.2)) is Lipschitz with Lipschitz constant C and f−1σ is Lipschitz with
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Lipschitz constant C. Clearly, the same holds for f |ρ with ρ ∈ Pˆ with the same C, no matter
which subdivision Pˆ is.
Let σ ∈ Pˆ . By (D.14), (D.19), (D.20), proposition C.34(5), and (D.7), we have
S˜ ∩ (Intσ) ⊂ S˜ ∩G(Intσ) = f−1
(
S˜L′ ∩
(
Int f(σ)
))
S ′ ∩ (Intσ) ⊂ S ′ ∩G(Intσ) = f−1(S ′L′ ∩ (Intσ))f(S˜ ∩ (Intσ))
f
(S˜ ∩ (Intσ)) = S˜L′ ∩ (Int f(σ))
f
(S ′ ∩ (Intσ)) = S ′L′ ∩ (Int f(σ)).
Therefore, by (B.11), if s ≥ 0 then
Hs(S˜ ∩G(Intσ)) ≤ CsHs(S˜L′ ∩ (Int f(σ)),
Hs(S˜L′ ∩ (Int f(σ)) ≤ CsHs(S˜ ∩ (Intσ)),(D.23)
Hs(S ′ ∩G(Intσ)) ≤ CsHs(S ′L′ ∩ (Int f(σ)),
and Hs(S ′L′ ∩ (Int f(σ)) ≤ CsHs(S ′ ∩ (Intσ)).
Now, if τ = f(σ) ∈ L′(σ ∈ Pˆ ) then f−1(τ) = G(σ). Therefore, by (B.7) and proposition
C.34(5) (see (D.10)), it follows that
dim
(S˜ ∩ f−1(Int τ)) ≤ dim(S˜L′ ∩ (Int τ)) and
dim
(S ′L′ ∩ (Int τ)) ≤ dim(S ′ ∩ f−1(Int τ)), τ ∈ L′.
Applying the above, (B.7), (D.18), and part 2 of theorem D.36 to (ΦL′ ,S ′L′ , QL′) we see that
part 2 of theorem D.36 also holds for (Φ,S ′, Qˆ). (See also (C.12).)
Suppose τ ∈ Pˆ has the following property.
(D.24) If ρˆ ∈ Qˆ and (Int ρˆ) ∩ S ′ 6= ∅ then τ ∩ ρˆ = ∅.
Suppose ρ ∈ QL′ and (Int ρ) ∩ S ′L′ 6= ∅. By (D.17), (D.14), and (D.12), there exist ρˆ ∈ Qˆ s.t.
(D.25) f(ρˆ) = ρ and (Int ρˆ) ∩ S ′ 6= ∅.
Since S ′ and Qˆ are G-invariant, by (C.46), we have
(D.26) For every h ∈ G we have f[h(ρˆ)] = ρ, h(ρˆ) ∈ Qˆ, and (Inth(ρˆ)) ∩ S ′ 6= ∅.
Now, if f(ρˆ) ∩ f(τ) = ρ ∩ f(τ) 6= ∅, then, by (D.9), there exist h ∈ G s.t. h(ρˆ) ∩ τ 6= ∅. But,
by (D.26), this contradicts (D.24). Therefore, f(τ)∩ρ = ∅. Hence, by part 4 of theorem D.36,
(D.27) S˜L′ ∩ f(τ) = S ′L′ ∩ f(τ) and Φ˜L′ and ΦL′ agree on f(τ) \ S ′L′ .
Let Sa and Sb each be either S ′ or S˜ but require that Sa = S ′ if and only if Sb = S˜. (We
introduce Sa and Sb in order to get a “one size fits all” proof.) Let Sa,L′ = f(Sa) and similarly
for Sb,L′ . Then we know, by (D.14), (D.20), and (D.27), that Sa,L′ ∩ f(τ) = Sb,L′ ∩ f(τ). We
first show that Sa ∩ τ = Sb ∩ τ . Suppose x ∈ Sa ∩ τ . We want to show that x ∈ Sb ∩ τ . We
have that x ∈ Sa ∩ τ implies f(x) ∈ f(Sa) ∩ f(τ) = Sa,L′ ∩ f(τ) = Sb,L′ ∩ f(τ). Therefore,
there exists y ∈ Sb s.t. f(y) = f(x). By (D.7), Gx = Gy. I.e., there exists g ∈ G s.t.
g(y) = x ∈ τ . Now, by assumption S ′ is G-invariant and, by (D.21), S˜ is G-invariant. Hence,
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x = g(y) ∈ g(Sb) ∩ τ = Sb ∩ τ , as desired. Moreover, if z ∈ f(τ) \ S˜L′ then, by (D.27),
ΦL′(z) = Φ˜L′(z). Thus, by (D.16) and (D.22),
Φ(x) = ΦL′
[
f(x)
]
= Φ˜L′
[
f(x)
]
= Φ˜(x), if x ∈ τ \ S ′.
Therefore, part 4 of theorem D.36, applies to (S˜, Φ˜) as well.
Let ρ ∈ Pˆ \ Qˆ. (But ρ∩ |Qˆ| 6= ∅ is possible.) To begin with, we show that f(ρ) ∈ L′ \QL′ .
Suppose f(ρ) ∈ QL′ and let x ∈ Int ρ. By proposition C.34(5), f(x) ∈ Int f(ρ). Then, by
(D.17), for some σ ∈ Qˆ, we have f(x) ∈ f(σ). Thus, (Int f(ρ)) ∩ f(σ) 6= ∅. Hence, by (C.10),
f(ρ) is a face of f(σ). Therefore, by (D.17), there is a face, ω ∈ Qˆ, of σ s.t. f(ω) = f(ρ).
Thus, by (D.8), ρ = g(ω) for some g ∈ G. But Qˆ is G-invariant. It follows that ρ = g(ω) ∈ Qˆ,
contradiction. We conclude that f(ρ) /∈ QL′ .
Let s ≥ 0. By part 5 of theorem D.36, we have
(D.28) If Hs
(
S ′L′ ∩
[
Int f(ρ)
])
= 0 then Hs
(
S˜L′ ∩
[
Int f(ρ)
])
= 0.
Suppose Hs[S ′ ∩ (Int ρ)] = 0. Then, by (D.23), Hs(S ′L′ ∩ [Int f(ρ)]) = 0. Therefore, by
(D.28), we have Hs
(
S˜L′ ∩
[
Int f(ρ)
])
= 0. Hence, by (D.23) again, Hs[S˜ ∩ (Int ρ)] = 0. Thus,
part 5 of the theorem holds for (Φ, S˜).
If τ ∈ Qˆ and Hbac(S˜ ∩(Int τ)) > 0, then, by (D.17), f(τ) ∈ QL′ and, by (D.23), Hbac(S˜L′∩(
Int f(τ)
))
> 0. Hence, by part 6 of theorem D.36, f(τ) ∈ L′ is an bac-simplex and Hbac[S ′L′ ∩
(Intψ)
]
> 0 for some simplex ψ of QL′ having f(τ) as a face. (ψ = f(τ) is possible.) By
proposition C.34(7), τ is an bac-simplex. Let x ∈ Int τ . Thus, f(x) ∈ ψ. By (D.12), there
exists σ ∈ Pˆ s.t. x ∈ σ and f(σ) = ψ. Therefore, by (C.10), τ is a face of σ. By (D.23),
Hbac(S ′ ∩ (Intσ)) > 0. Thus, part 6 of the theorem holds for (Φ, S˜).
If y ∈ S˜ then, by (D.19), f(y) ∈ S˜L′ so by part 7 of theorem D.36, there exists τ ∈ L′ s.t.
f(y) ∈ τ and τ ∩S ′L′ 6= ∅. By (D.12), there exists σ ∈ Pˆ such that y ∈ σ and f(σ) = τ . Thus,
by (D.15), σ ∩ S ′ 6= ∅. I.e., part 7 of theorem D.36 applies to (Φ,S ′).
Let σ ∈ Pˆ . Then f(σ) ∈ L′ and, by part 8 of theorem D.36 and (D.14), we have the
following.
(D.29) Φ˜L′
[
f(σ) \ S˜L′
] ⊂ ΦL′[f(σ) \ S ′L′].
Let S = S ′ or S˜. Giving SL′ the obvious meaning, we have by (D.20) and (D.14) that
SL′ = f(S). Now, f(σ) = f(σ ∩ S)∪ f(σ \ S). If y ∈ f(σ ∩ S) then, by (D.20), y ∈ SL′ . Thus,
if x ∈ f(σ) \ SL′ then x ∈ f(σ \ S). I.e.,
(D.30) f(σ) \ SL′ ⊂ f(σ \ S), (S = S ′ or S˜).
Claim:
(D.31) f(σ \ S˜) = f(σ) \ S˜L′ .
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By (D.20), we have
f(σ \ S˜) \ [f(σ) \ S˜L′] = f(σ \ S˜) ∩ [f(σ) \ S˜L′]c
= f(σ \ S˜) ∩ [f(σ) ∩ S˜cL′]c
= f(σ \ S˜) ∩ [f(σ)c ∪ S˜L′](D.32)
= f(σ \ S˜) ∩ S˜L′
= f(σ \ S˜) ∩ f(S˜).
Suppose f(σ \ S˜) \ [f(σ) \ S˜L′] 6= ∅ and let x ∈ σ \ S˜ satisfy f(x) ∈ f(σ \ S˜) \ [f(σ) \ S˜L′].
Then, by (D.32), there exists y ∈ S˜ s.t. f(x) = f(y). Therefore, by (D.7), there exists g ∈ G,
s.t. x = g(y). But, by (D.21), g(S˜) = S˜ so x ∈ S˜. Contradiction. Thus, f(σ \ S˜) ⊂ f(σ) \ S˜L′ .
On the other hand, by (D.30), we know that f(σ) \ S˜L′ ⊂ f(σ \ S˜). The claim (D.31) follows.
By (D.22), (D.31), (D.30), (D.29), and (D.16) we have,
Φ˜(σ \ S˜) = Φ˜L′ ◦ f(σ \ S˜)
= Φ˜L′
[
f(σ) \ S˜L′
]
⊂ ΦL′
[
f(σ) \ S ′L′
]
⊂ ΦL′ ◦ f(σ \ S ′)
= Φ(σ \ S ′).
Thus, part 8 of theorem D.36 holds for (Φ,S ′).
To prove part 9, proceed as follows. Summing over σ ∈ Qˆ, applying (C.12) and (D.23), we
get
(D.33) Ha(S˜ ∩ |Qˆ|) = ∑
σ∈Qˆ
Ha(S˜ ∩ (Intσ)) ≤ Ca∑
σ∈Qˆ
Ha
(
S˜L′ ∩
(
Int f(σ)
))
.
By definition, if σ ∈ Qˆ, then, by (D.17), f(σ) ∈ QL′ . Let τ ∈ QL′ . Then, by (D.17), there
exists ω ∈ Qˆ s.t. f(ω) = τ . Let y ∈ Int τ and let x ∈ f−1(y)∩ |Qˆ|. By (D.12) and (D.18) there
exists σ ∈ Qˆ s.t. f(σ) = τ and x ∈ Intσ. By proposition C.34(5), we have f(Intσ) = Int τ .
Therefore, f−1(Int τ)∩ |Qˆ| is a union of sets of the form Intσ with σ ∈ Qˆ and f(σ) = τ . Thus,
for any such σ, we have f(σ) = τ = f(ω). By (D.8), this means for some g ∈ G, we have
σ = g(ω). Therefore, the number of such σ’s is no more than |G|, where |G| is the cardinality
of G.
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Therefore, (D.33), (C.12) again, (D.1) applied to (ΦL′ ,S ′L′ , QL′), and (D.23) again imply
that there exists K <∞ s.t.
Ha(S˜ ∩ |Qˆ|) ≤ |G|Ca ∑
τ∈QL′
Ha(S˜L′ ∩ (Int τ))
= |G|CaHa(S˜L′ ∩ |QL′ |)
≤ K|G|CaHa(S ′L′ ∩ |QL′ |)(D.34)
= K|G|Ca
∑
τ∈QL′
Ha(S ′L′ ∩ (Int τ))
≤ K|G|C2a
∑
τ∈QL′
∑
σ∈Qˆ;f(σ)=τ
Ha(S ′ ∩ (Intσ))
= K|G|C2a
∑
σ∈Qˆ
Ha(S ′ ∩ (Intσ))
= K|G|C2aHa(S ′ ∩ |Qˆ|).
Thus, (D.1) applies to (Φ,S ′, Qˆ) and part 9 of theorem D.36 is proved.
We prove that part 10 of theorem D.36 applies to (Φ,S ′, Qˆ). Let (ΦL,S ′L, QL) be the
triple (ΦL′ ,S ′L′ , QL′) with L′ = L. (Recall that L′ is an arbitrary subdivision of L. L′ = L is
possible.) Part 10 applies to (L,ΦL,S ′L, QL). Thus, if  > 0, there exists K < ∞ s.t. there
exists a partition, L′, of L, which only depends on L and , s.t. for every ζ ∈ L′ we have
(D.35) diam(ζ) < /C, for every ζ ∈ L′,
(C is the constant in (D.23); it is a Lipschitz constant of f−1σ = (f |σ)−1 for every σ ∈ Pˆ .) And
parts 1 through 8 above and (D.1) hold when P is replaced by L′ and Q is replaced by QL′
with a “new” K independent of . By (D.35) and choice of C <∞, we have diam[f−1σ (ζ)] < .
To prove that (D.1) holds for (Pˆ ,S ′), just use (D.34) but with the new K. 
Proof of lemma D.38. Let z ∈ |L′| \ S ′L′ . By (C.12), there exists a unique simplex τz ∈
L′ s.t. z ∈ Int τz. By (C.38), the star, St τz, of τz is open. If τ ∈ L′ and z ∈ τ , then, by (C.10),
τz ⊂ τ . Thus, St τz = {τ ∈ L′ : z ∈ τ}. By lemma C.31, K :=
⋃
z∈τ∈L′ f
−1(τ) = f−1(St τz) is
a subcomplex of Pˆ . By proposition C.34(7), f
(|K|) = St τz.
L′ is an as yet unspecified subdivision of L. For purposes of proving this lemma, then,
we may, by Munkres [Mun84, Theorem 15.4, p. 86], assume that L′ is fine enough that
St τz ∩ S ′L′ = ∅.
Let x ∈ f−1(z). Then x ∈ |Pˆ | \ S ′. By assumption, x has a neighborhood U s.t. Φ is
Lipschitz on U \S ′ with Lipschitz constant C1 <∞, say. Since Φ is G-invariant, Φ is Lipschitz
on every set g(U) (g ∈ G) with the same Lipschitz constant and, by (D.7), all the sets f ◦ g(U)
(g ∈ G) are equal.
By lemma C.29(iii), U ∩ σ is open in σ for every σ ∈ Pˆ . Moreover, by (D.2) and Simmons
[Sim63, Theorem E, p. 131], we have f(U ∩ σ) = fσ(U ∩ σ) is open in f(σ) for every σ ∈ Pˆ .
Therefore, by lemma C.29(iii) we have that f(U) is open in |L′|.
Let V = f(U) ∩ St τz so V ⊂ |L′| is an open neighborhood of z and let w1, w2 ∈ V . Then
there exists τi ∈ L′ s.t. w1 ∈ Int τi and z ∈ τi (i = 1, 2). In particular, τ1 ∩ τ2 6= ∅. By
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proposition C.34(7), there exists σi ∈ f−1
({τi}) ⊂ Pˆ . There is a unique x′i ∈ σi s.t. f(x′i) = z
(i = 1, 2). Let i = 1, 2. For some gi ∈ G, x = gi(x′i). Replacing σi by gi(σi) if necessary, we
may assume x ∈ σi.
By (D.2) and (D.3), the map f−1σi is simplicial. Hence, by (C.41), f
−1
σi is is Lipschitz, with
Lipschitz constant C2 <∞, say. Since Pˆ is a finite complex, we may assume that C2 does not
depend on σi (i = 1, 2).
First, suppose neither σ1 nor σ2 are faces of each other. Therefore, if d is the metric on F
then, by corollary C.28, there exist w˜i ∈ τ1 ∩ τ2 (so ΦL′(w˜i) is defined) (i = 1, 2) and C3 <∞
depending only on Pˆ , s.t.
d
[
ΦL′(w1),ΦL′(w2)
]
≤ d[ΦL′(w1),ΦL′(w˜1)]+ d[ΦL′(w˜1),ΦL′(w˜2)]+ d[ΦL′(w˜2),ΦL′(w2)]
≤ d[Φ ◦ f−1σ1 (w1),Φ ◦ f−1σ1 (w˜1)]+ d[Φ ◦ f−1σ1 (w˜1),Φ ◦ f−1σ1 (w˜2)]
+ d
[
Φ ◦ f−1σ2 (w˜2),Φ ◦ f−1σ2 (w2)
]
≤ C1
(∣∣f−1σ1 (w1)− f−1σ1 (w˜1)∣∣+ ∣∣f−1σ1 (w˜1)− f−1σ1 (w˜2)∣∣+ ∣∣f−1σ2 (w˜2)− f−1σ2 (w2)∣∣)
≤ C1C2
(|w1 − w˜1|+ |w˜1 − w˜2|+ |w˜2 − w2|)
≤ C1C2C3|w1 − w2|.
If σ1 is a face of σ2 or vice versa, the proof is similar but easier. 
APPENDIX E
Facts concerning Least Absolute Deviation linear regression
(This appendix is referred to in section 6.5.) In this appendix, we use “Y ” rather than
“x” to denote data sets. Recall that k ≥ 1 and q = k + 1. The ith row of Y is (xi, yi), where
xi is 1 × k and yi ∈ R (i = 1, . . . , n). Alternatively, write Y = (Xn×k, yn×1). Recall that
Y ∈ Y is “collinear” if x2−x1, . . . , xn−x1 do not span Rk (by (6.0.7), n > q; definition 6.2.2).
Therefore, the set of collinear data sets is closed. Let
Xn×q1 :=
1 x1...
1 xn
 .
Lemma E.39. Y is collinear if and only if the rank of X1 is strictly less than q = k + 1.
This holds even if (6.0.7) is relaxed to allow n = q (Johnson and Wichern [JW92, p. 313]).
Proof. Let n ≥ q = k + 1. First, suppose Y is collinear. We show that rankX1 < q. For
suppose not, then for every v1×k there exists c1×n s.t.
(0, v) = cX1.
It follows that c is perpendicular to the first column of X1. I.e., c1n = 0, where 1n is the
n-dimensional column vector consisting only of 1’s. Let Z(n−1)×k be the matrix whose ith row
is xi+1 − x1 and write c = (c1×11 , c1×(n−1)2 ). Then we have
(0, v) = c
(
(−1n, 0n×(n−1)) + In
)
X1 = (c1, c2)
(
01×1 01×(n−1)
−1n−1 In−1
)
X1
= c2(−1n−1, In−1)X1 = c2(0, Z).
Hence, c2Z = v. I.e., the rows of Z span Rk, a contradiction.
Next we prove that, conversely, if Y is not collinear, then the matrix X1 has full rank
q = k + 1. For suppose not. Then there exists cq×1 = (c0, c1, . . . , ck)T ∈ Rq s.t. c 6= 0 but
X1c = 0
n×1. Let c′ := (c1, . . . , ck)T ∈ Rk. I.e., c′ is just c with the first coordinate dropped.
We have 0 = X1c = c01n +Xc
′. Hence c 6= 0 implies c′ 6= 0 and moreover,
For i = 1, . . . , n, we have xic
′ = −c0.
Thus, for i = 2, . . . , n, we have (xi − x1)c′ = 0. I.e.,
Zc′ = 0,
where Z is defined in the last paragraph. But Y is not collinear so x2 − x1, . . . , xn − x1 spans
Rk. Hence, there exists a1×n ∈ Rn s.t. aZ = (c′)T . Thus,
0 < |c′|2 = aZc′ = 0.
This contradiction proves the lemma. 
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Since the rank of X1 is unaffected if its rows are permuted we have
(E.1) X is collinear if and only if for any i = 1, . . . n
the vectors x2 − xi, . . . , xn − xi do not span Rk.
Recall that in L1 or Least Absolute Deviation (LAD) regression one fits the plane y =
β0 + xβ1 (where x is a 1 × k row vector), where β = (β0, βT1 )T with β0 ∈ R and β1 is k × 1,
and b = (β0, β
T
1 )
T minimizes
L1(b, Y ) :=
n∑
i=1
|yi − b0 − xibi|,
where b = (b0, b
T
1 )
T with b0 ∈ R and b1 is k×1. In this case say that the k-plane {(x, β0 +xβ1) :
x ∈ Rk} is an “LAD plane” for Y . Let Bˆ(Y ) denote the set of all q × 1 column vectors β
minimizing L1(β, Y ). Thus, by lemma E.39, if Y is collinear, then Bˆ(Y ) is unbounded. Let
(E.2) I = {1, . . . , n}.
The following result is reminiscent of Bloomfield and Steiger [BS83, Theorem 1, p. 7].
Lemma E.40. Suppose Y ∈ Y is not collinear. Then:
a) Bˆ(Y ) is nonempty, compact, and convex. In fact, there exists a neighborhood V ⊂ Y of
Y and a compact set C ⊂ Rk+1 s.t. if Y ′ ∈ V then Y ′ is not collinear and Bˆ(Y ′) ⊂ C.
b) There exists a nonempty set U = U(Y ) of 1 × k unit vectors u with the following
properties:
i) Given u ∈ U , there exists a unique vector β = β(u) ∈ Bˆ(Y ) s.t. γ = β maximizes uγ1
among all γ = (γ0, γ
T
1 )
T ∈ Bˆ(Y ).
ii) U contains a basis of Rk and if u ∈ U , then −u ∈ U .
iii) If u ∈ U and β is as in (i) then
(E.3) For some i1, . . . , iq ∈ I, we have yij = β0 + xijβ1, for j = 1, . . . , q,
and xi2 − xi1 , . . . , xiq − xi1 is a basis for Rk.
The vector u mentioned in part (b,i) clearly determines a supporting plane to the extreme
point β of Bˆ(Y ).
Proof. (a) Since γ 7→ L1(γ, Y ) is convex in γ, Bˆ(Y ) is convex. Again by continuity of
L1(γ, Y ), Bˆ(Y ) is closed. We show Bˆ(Y ) is bounded and nonempty.
Let γ be a q× 1 column vector and let ‖X1γ‖ denote the sum of the absolute values of the
entries of (X1γ)
n×1. |X1γ|, on the other hand, is the ordinary Euclidean norm of X1γ. Then,
by the triangle inequality,
n∑
i=1
|γ0 + xiγ1| = ‖X1γ‖ ≥ |X1γ|.
Now,
|X1γ| =
√
γTXT1 X1γ ≥
√
λq|γ|,
E. FACTS CONCERNING LEAST ABSOLUTE DEVIATION LINEAR REGRESSION 223
where λq is the smallest eigenvalue of X
T
1 X1. Therefore,
(E.4) L1(γ, Y ) ≥ ‖X1γ‖ −
n∑
i=1
|yi| ≥
√
λq|γ| −
n∑
1
|yi|.
Now, by lemma E.39, X1 has full rank, so λq > 0. Let α be some column q-vector and choose
r ∈ (0,∞) satisfying
(E.5) r
√
λq −
n∑
1
|yi| > L1(α, Y ).
Let C := {γ ∈ Rk+1 : |γ| ≤ r}, so C is compact. Thus, by (E.4) and (E.5), it suffices to
minimize L1(γ, Y ) in γ in the compact set C. Since L1(γ, Y ) is continuous in γ, the minimum
is achieved. Thus, Bˆ(Y ) is nonempty and Bˆ(Y ) ⊂ C. In fact, L1(α, Y ′) is continuous in
Y ′ = (X ′, y′) ∈ Y and, by lemma A.9, λq is continuous in X1 so (E.5), with Y ′ in place of Y ,
holds in a neighborhood, V, of Y . Thus, Bˆ(Y ′) ⊂ C holds for every Y ′ ∈ V. Moreover, since
the set of collinear data sets is closed and Y is non-collinear, we may assume that all data sets
in V are non-collinear. (a) is proved.
Let J ⊂ 2I (see (E.2)) denote the collection of subsets J = {i1, . . . , im} of I s.t. xi2 −
xi1 , . . . , xim − xi1 do not span Rk (m = 2, . . . , n). (It is easy to see that the span of xi2 −
xi1 , . . . , xim − xi1 is independent of which element of J is labeled i1.) Corresponding to m = 0
and 1, let ∅ ∈ J . Thus, J is nonempty. Since Y is not collinear, {1, . . . , n} /∈ J . If
J = {i1, . . . , im} ∈ J , let SJ ⊂ Rk be the subspace spanned by xi2 − xi1 , . . . , xim − xi1 . In
particular, S∅ = {0} ⊂ Rk. Let S =
⋃
J∈J SJ . Then S is closed, has k-dimensional Lebesgue
measure 0, is scale invariant, and −S = S. Let U = Sk−1 \ S. (Sk−1 ⊂ Rk is the (k − 1)-
dimensional unit sphere.) Then U has property (ii), since Sk−1 \ S is nonempty and open in
Sk−1.
Let u ∈ U (think of u as a 1× k row vector). Then |u| = 1. Let
(E.6) a := sup
{
uγ1 : γ = (γ0, γ
T
1 )
T ∈ Bˆ(Y )}.
Let β ∈ Bˆ(Y ) be a point at which the maximum is achieved. (Since Bˆ(Y ) is compact, a < +∞,
and β exists.) Whether or not β is the only such point, we now prove (E.3) holds with this u
and β.
Reordering the rows of Y if necessary, let m = 0, 1, . . . , n satisfy
yi = β0 + xiβ1 if and only if i = 1, . . . ,m.
Let V be the space spanned by x2 − x1, . . . , xm − x1 (V = {0} if m = 0 or 1) and assume
V 6= Rk. Then by definition of U , we have u /∈ V . Pick a k × 1 vector v perpendicular to V
s.t. uv > 0. (u is a row vector so uv makes sense. Similarly, xi is a row vector so xiv ∈ R.) For
t ∈ R, let γ0(t)1×1 = β0 − tx1v and γ1(t)k×1 = β1 + tv. Write, γ(t) = (γ0(t), γ1(t)T )T and let
f(t) =
∑
i>m
∣∣yi − γ0(t)− xiγ1(t)∣∣.
(Notice that the sum is over i > m.)
If i ≤ m, by definition of m,
γ0(t) + xiγ1(t) = β0 + xiβ1 + t(xi − x1)v = yi,
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since v ⊥ V and xi − x1 ∈ V . Therefore, L1
(
γ(t), Y
)
= f(t), t ∈ R. Thus, f(0) = L1(β, Y ).
By definition of m again, there exist m+1, . . . , n = ±1 s.t. for some δ > 0,
f(t) =
∑
i>m
i
[
yi − γ0(t)− xiγ1(t)
]
, |t| < δ.
Therefore, the derivative, ddsL
(
γ(s), Y
)|s=t = f ′(t), exists and, since γ(0) = β ∈ Bˆ(Y ), we
have f ′(0) = 0. But γ0 and γ1 are linear functions. Thus, in (−δ, δ) we have f ′ = 0. I.e.,
γ(t) ∈ Bˆ(Y ) for every t ∈ (−δ, δ). However, if t ∈ (0, δ),
uγ1(t) = uβ1 + tuv > uβi = a.
But this contradicts the definition of β. Therefore, our assumption that V 6= Rk must be false.
I.e., V = Rk. This means m− 1 ≥ k, i.e., m ≥ p. Hence, (E.3) holds.
Let β be as before, viz., a point of Bˆ(Y ) at which the maximum in (E.6) is achieved. We
show that β is unique. Suppose β′ = (β′0, β′T1 )T ∈ Bˆ(Y ) \ {β} and uβ′1 = uβ1 = a. For every
r ∈ R, u[rβ1+(1−r)β′1] = a. Let β(r) = rβ+(1−r)β′ and write β(r) = (β0(r), β1(r)T )T . Since
Bˆ(Y ) is convex, as r ranges from 0 to 1, β(r) ∈ Bˆ(Y ) and takes on infinitely many values. By
(E.3), for every r ∈ [0, 1], there exist i1 = i1(r), . . . , iq = iq(r) ∈ I, s.t. yij = β0(r) + xijβ1(r),
for j = 1, . . . , q, and xi2 − xi1 , . . . , xiq − xi1 is a basis for Rk. Let
yi := (yi1 , . . . , yiq)
T and X1,i :=

1 xi1
1 xi2
...
1 xiq
 .
Then yi = X1,i β(r). But, xi2−xi1 , . . . , xiq−xi1 spans Rk. Hence, by lemma E.39 (with n = q),
the matrix X1,i is of full rank. That means, for any choice of {i1, . . . , iq} there is only one q×1
matrix γ = (γ0, γ
T
1 )
T s.t. yi = X1,i γ, i.e. s.t. yij = γ0 + xijγ1 for j = 1, . . . , q. Since there are
only finitely many sequences 1 ≤ i1 < . . . < iq ≤ n, it follows that there can be at most finitely
many r ∈ [0, 1] s.t. uβ1(r) = a. This contradiction proves (i), uniqueness of β. 
Recall that Y ′LAD denotes the set of all Y ∈ Y s.t. Y is not collinear and Bˆ(Y ) contains
exactly one point.
Remark E.41. Let Y ∈ Y ′LAD, so Y is not collinear and Bˆ(Y ) contains just one point,
(β0, β1) (subsection 6.5). By lemma E.40(iii), there exists i1, . . . , iq ∈ I s.t. (E.3) holds. Claim:
(xij − xi1 , yij − yi1) (j = 2, . . . , q) is a basis for the element, ξ, of G(k, q) parallel to the LAD
plane of Y . By (E.3) and definition of “LAD plane”, (xij , yij ) lies on the LAD plane of Y
(j = 2, . . . , q). Therefore, (xij − xi1 , yij − yi1) ∈ ξ. But, again by (E.3), xi2 − xi1 , . . . , xiq − xi1
are linearly independent. Hence, (xij − xi1 , yij − yi1) is a basis of ξ.
As remarked above, if Y is collinear then the set Bˆ(Y ) is unbounded. Therefore, if Bˆ(Y )
contains only one point then Y is automatically not collinear. We have the following.
Proposition E.42. Y ′LAD is dense in Y.
Notice that if Y ∈ Y ′LAD then aY + c(1n, 0n×k) ∈ Y ′LAD for every a, c ∈ R with a 6= 0.
Thus, by proposition E.42, Y ′LAD ∩ D is dense in D defined by (6.1.2).
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Proof. Clearly the set of collinear data sets has empty interior, so it suffices to show that
Y ′LAD is dense in the set of all non-collinear data sets in Y. Let Y ∈ Y be a non-collinear data
set. If Y ∈ Pk, then clearly ΦLAD(Y ) = ∆(Y ) is unique. I.e., Y ∈ Y ′LAD.
Suppose Y is not collinear and not in Pk either and let U be as in lemma E.40. Let u ∈ U
be arbitrary but fixed and let β = β(u) ∈ Bˆ(Y ) be as in lemma E.40(b,i). Write β = (β0, βT1 )T .
For a q-vector γ = (γ0, γ
T
1 )
T , let
(E.7) i(γ) := sign[yi − γ0 − xiγ1], i = 1, . . . , n.
(Define sign(0) = ±1, whichever is convenient at the time.) Suppose γ = (γ0, γT1 )T 6= β and
define
(E.8) γ(t) =
(
γ0(t), γ1(t)
T
)T
= β + t(γ − β), t ∈ R.
Suppose
uγ1 ≥ a := sup
{
uα1 : α = (α0, α
T
1 )
T ∈ Bˆ(Y )} = uβ1.
Thus, γ(0) = β and so does not depend on γ. If t > 0 then γ(t) 6= β, but uγ1(t) = uβ1 +
t(uγ1 − uβ1) ≥ a, so by lemma E.40(b,i) γ(t) /∈ Bˆ(Y ) and therefore
(E.9) L1
(
γ(t), Y
)
> L1(β, Y ), if t > 0.
Claim: For some t0 = t0(γ) > 0, i(γ, t) := i(γ(t)) (i = 1, . . . , n) are all constant in
t ∈ [0, t0]. Notice that
(E.10) ri(t) := yi − γ0(t)− xiγ1(t) = yi − β0 − xiβ1 − t
[
(γ0 − β0) + xi(γ1 − β1)
]
.
If (γ0 − β0) + xi(γ1 − β1) 6= 0, ri(t) has exactly one 0. Call it s. If s ≤ 0, let t0i(γ) = +∞.
Otherwise, let t0i(γ) = s > 0. In this case
(E.11) 0 < t0i(γ) =
y1 − β0 − xiβ1
(γ0 − β0) + xi(γ1 − β1) =
|y1 − β0 − xiβ1|∣∣(γ0 − β0) + xi(γ1 − β1)∣∣ <∞.
If (γ0 − β0) + xi(γ1 − β1) = 0, and yi − β0 − xiβ1 = 0, then, by (E.10), ri(t) is identically 0.
In this case, again let t0i(γ) = +∞. If (γ0 − β0) + xi(γ1 − β1) = 0, but yi − β0 − xiβ1 6= 0,
then ri(t) has no 0’s. Again, let t0i(γ) = +∞. Notice that for each i = 1, . . . , n, we have that
sign
[
yi − γ0(t)− xiγ1(t)
]
= sign ri(t) is constant in t ∈
(
0, t0i(γ)
]
.
Finally, let
t0(γ) = 1− exp
{−min
i
t0i(γ)
}
.
Then 0 < t0(γ) < mini t0i(γ). In particular, t0(γ) is finite. Thus, there exists t0 = t0(γ) > 0
s.t. i := i(γ(t)) (i = 1, . . . , n) are all constant in t ∈ (0, t0] (i.e., excluding t = 0). But
since γ(t) is continuous in t, if 0 ≤ t ≤ t0, i[yi − γ0(0) − xiγ1(0)] ≥ 0 (i = 1, . . . , n). Define
i(γ, 0) := 
[
γ(0)
]
:= i. This proves the claim.
Thus,
(E.12) fγ(t) := L
1
(
γ(t), Y
)
=
n∑
i=1
i
[
yi − γ0(t)− xiγ1(t)
]
, 0 ≤ t ≤ t0.
Since γ(t) is linear in t, the derivative f ′γ is constant on [0, t0). (f ′γ(0) is the right hand
derivative.) For t ∈ (0, t0) we have, by (E.9),
(E.13) fγ(t) > fγ(0), so f
′
γ(t) > 0, for t ∈
[
0, t0(γ)
)
.
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Define
(E.14) ργ := ρ(γ) :=
f ′γ(0)
uγ1 − a.
(Define ρ(γ) = +∞ if uγ1 = a.) Thus,
(E.15) If γ = (γ0, γ
T
1 )
T ∈ Rq, γ 6= β, and uγ1 ≥ a, then ρ(γ) > 0.
Let
(E.16) ρ := inf
{
ρ(γ) : γ = (γ0, γ
T
1 )
T ∈ Rq, γ 6= β, and uγ1 ≥ a
}
.
Claim: ρ > 0. If γ = (γ0, γ
T
1 )
T 6= β and uγ1 ≥ a, let γ˜ = β + |γ − β|−1(γ − β). Then
γ˜ 6= β and uγ˜1 ≥ a. Moreover, f ′γ˜(0) = |γ − β|−1f ′γ(0) and, because uβ1 = a, we have
uγ˜1 − a = |γ − β|−1(uγ1 − a). Thus, ρ(γ˜) = ρ(γ). Let
(E.17) C =
{
γ = (γ0, γ
T
1 )
T ∈ Rq : |γ − β| = 1 and uγ1 ≥ a
}
.
So C is compact. Therefore, we have
ρ = inf
{
ρ(γ) : γ ∈ C}.
By (E.15), it suffices to show that ρ(·) is bounded away from 0 on C. While C is compact, the
function ρ(γ) is not lower semi-continuous in γ (Ash [Ash72, A6.1, p. 388]) so some work will
be needed to show ρ > 0.
Now, given γ, we have that 1
[
γ(t)
]
, . . . , n
[
γ(t)
]
are all constant for 0 ≤ t < t0(γ).
Therefore, if γ ∈ C, then, by (E.13) and (E.12),
(E.18) 0 < f ′γ(t) = f
′
γ(0) = −
n∑
i=1
i(γ, 0)
[
(γ0 − β0) + xi(γ1 − β1)
]
, 0 < t < t0(γ).
Since γ(t)→ β as t ↓ 0, if yi − β0 − xiβ1 6= 0, then i(γ, 0) does not depend on γ. However, by
lemma E.40(b, iii), there are at least q values of i for which yi − β0 − xiβ1 = 0. For those i’s,
i(γ, 0) does depend on γ.
Now, for each i we have that
∣∣(γ0 − β0) + xi(γ1 − β1)∣∣ achieves a finite maximum value on
γ ∈ C. Call that maximum value, Mi <∞. Then, by (E.11), we have
For γ ∈ C and i = 1, . . . , n, we have
t0i(γ) ≥M−1i |yi − β0 − xiβ1| > 0 or t0i(γ) = +∞.
I.e., there exists t˜0 > 0, s.t. t0(γ) ≥ t˜0 > 0 for every γ ∈ C.
By compactness of C, continuity of γ 7→ fγ(t˜0), and (E.13), there exists η > 0, s.t.
fγ(t˜0)− fγ(0) > η > 0, γ ∈ C.
Since 0 < t˜0 ≤ t0, we have that, for every γ ∈ C, f ′γ(t) is constant in t ∈ [0, t˜0]. Therefore,
(E.19) f ′γ(0) = f
′
γ(t˜0) =
[
fγ(t˜0)− fγ(0)
]
/t˜0 > η/t˜0, γ ∈ C.
On the other hand, by (E.17),
0 ≤ uγ1 − a ≤ |u||γ1|+ |a| ≤ |u|
(|β|+ 1)+ |a| <∞, γ ∈ C.
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Therefore, by (E.19),
ρ(γ) ≥ η
t˜0
[(|β|+ 1)+ |a|] > 0, γ ∈ C.
This proves the claim that ρ > 0.
We need to find Y ′ ∈ Y ′LAD arbitrarily close to Y . Let u ∈ U(Y ), suppose γ = β ∈ Bˆ(Y )
maximizes uγ1, and a := uβ1. By lemma E.40(b,iii), WLOG for some m = q, . . . , n,
(E.20) yi = β0 + xiβi if and only if i = 1, . . . ,m.
Moreover, x2 − x1, . . . , xm − x1 spans Rk. If m = n, then Y ∈ Pk, contrary to assumption. So
m < n. Let i = i(β) ∈ {±1} satisfy i(yi − β0 − xiβi) ≥ 0, i = 1, . . . , n. Let δ > 0 be small.
Define x′i = xi, y
′
i = yi for i 6= m+ 1 and let
x′m+1 = xm+1 + δm+1u and y
′
m+1 = ym+1 + δm+1a.
Let Y ′ ∈ Y be the matrix whose ith row is (x′i, y′i). By making δ sufficiently small, we can make
Y ′ arbitrarily close to Y . We will show that for δ > 0 sufficiently small, Y ′ ∈ Y ′LAD. Since Y
is not collinear, if δ is sufficiently small, Y ′ is not collinear. It remains to show that Bˆ(Y ′) is
a singleton. We will show, in fact, that
(E.21) For δ > 0 sufficiently small Bˆ(Y ′) = {β}.
Since γ 7→ L1(γ, Y ′) is convex, it suffices to show that L1(γ, Y ′) is uniquely minimized by
γ = β for γ in a neighborhood of β.
By definition of m, ym+1 − β0 − xm+1β1 6= 0. Hence, if δ > 0 is sufficiently small, y′m+1 −
β0−x′m+1β1 is not 0 either and has the same sign as ym+1−β0−xm+1β1. Let γq×1 = (γ0, γT1 )T .
Recall the definitions (E.7) and (E.8). By making γ closer to β if necessary, we may assume
β that i[γ(t)] = i (≡ (β)) and so is constant in t ∈ [0, 1] (i = 1, . . . , n). (Use the fact that,
by (E.20), i, . . . , m = ±1 can be arbitrary. Redefine them if necessary.) By making γ even
closer to β if necessary, we have m+1(y
′
m+1 − γ0 − x′m+1γ1) > 0. Then,
L1(γ, Y ′) =
n∑
i=1
i × (y′i − γ0 − x′iγ1)
=
n∑
i=1
i(yi − γ0 − xiγ1) + δa− δuγ1(E.22)
= L1(γ, Y ) + δa− δuγ1
≥ L1(β, Y ) + δa− δuγ1,
since β ∈ Bˆ(Y ). In particular, since uβ1 = a, we have
(E.23) L1(β, Y ′) = L1(β, Y ).
By (E.22) and (E.23), if uγ1 < a, γ /∈ Bˆ(Y ′). Next, suppose γ 6= β, but uγ1 = a. By
lemma E.40(b,i), we have that γ /∈ Bˆ(Y ). Thus, by (E.22) and (E.23),
L1(γ, Y ′) = L1(γ, Y ) > L1(β, Y ) = L1(β, Y ′).
I.e., γ /∈ Bˆ(Y ′).
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Suppose uγ1 > a. WLOG δ ∈ (0, ρ), where ρ > 0 is defined in (E.16). We show that
γ /∈ Bˆ(Y ′). By (E.22), (E.18), and (E.14),
L1(γ, Y ′)− L1(β, Y ′) = −
n∑
i=1
i ×
[
(γ0 − β0) + xi(γ1 − β1)
]
+ δ(a− uγ1)
= f ′γ(0)− δ(uγ1 − a)
= (ργ − δ)(uγ1 − a)
≥ (ρ− δ)(uγ1 − a) > 0,
since uγ1 > a and δ ∈ (0, ρ).
By lemma E.40, Bˆ(Y ′) 6= ∅, yet as we just have shown for δ sufficiently small, γ 6= β implies
that γ /∈ Bˆ(Y ′). Therefore, the only option is to conclude that (E.21) holds. In particular
Y ′ ∈ Y ′LAD. The proposition is proved. 
Corollary E.43. Let Y ∈ Y and suppose Y is not collinear. If Bˆ(Y ) contains more than
one point (so Y /∈ Y ′LAD) then Y is a singularity of LAD (w.r.t. Y ′LAD).
Proof. Suppose Bˆ(Y ) is not a singleton but there exists β¯1×k1 s.t. β = (β0, β
T
1 )
T ∈ Bˆ(Y )
implies β1 = β¯1. Then we get a contradiction to lemma E.40(b,i). Hence, there exist β
i =
(βi0, β
iT
1 )
T ∈ Bˆ(Y ) (i = 1, 2) s.t. β11 6= β21 . Let U be as in lemma E.40(b). Then U contains a
basis for Rk. It follows that there exists u ∈ U s.t. uβ11 6= uβ21 . WLOG uβ11 < uβ21 . By lemma
E.40b(ii), −u ∈ U . Therefore, if γ = β = (β0, βT1 )T maximizes uγ1 among all γ = (γ0, γT1 )T ∈
Bˆ(Y ) and γ = β′ = (β′0, β
′T
1 )
T maximizes −uγ1 among all γ = (γ0, γT1 )T ∈ Bˆ(Y ), then
uβ′1 ≤ uβ11 < uβ21 ≤ uβ1.
Thus, β′1 6= β1. But from (E.21) in the proof of the proposition, we know that Y can approx-
imated arbitrarily well by data sets in Y ′LAD whose estimated coefficients are either β or β′.
Since β′1 6= β1, the LAD planes corresponding to these elements of Y ′LAD are different. 
Recall 1n is the n-dimensional column vector consisting only of 1’s.
Lemma E.44. Suppose Y = (Xn×k, yn×1) is collinear but satisfies condition (6.5.2). Then:
(1) y 6= 0n×1 and the rows of Y lie exactly on a unique k-plane. I.e., Y ∈ Pk.
(2) If the rows of X are mean-centered, i.e., 1TnX = 0
1×k, then the k-plane mentioned
in statement 1 passes through the origin and the point (01×k, 1) and the rank of X is
k − 1.
(3) Y is not a singularity of LAD.
Proof. Let (x1×ki , yi) be the i
th row of Y (i = 1, . . . , n), for i = 2, . . . , n, let zi := xi−x1 ∈
Rk, vi := yi − y1 ∈ R, and let W ⊂ Rk be the span of z2, . . . , zn. Since Y satisfies condition
(6.5.2), if 2 ≤ i1 < . . . < iq ≤ n, then
(
(zi2 , vi2), . . . , (ziq , viq)
)
are linearly independent. It
follows that the (n − 1) × q matrix, A, whose ith row is (zi+1, vi+1) has rank at least k. On
the other hand, since Y is collinear, the (n − 1) × k matrix Z whose ith row is zi+1 has rank
no greater than k − 1. Thus, there exist αi2 , . . . , αiq ∈ R, not all 0, s.t.
∑n
j=2 αij zij = 0. But
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(zi2 , vi2), . . . , (ziq , viq)
)
are linearly independent. Therefore,
(E.24)
q∑
j=2
αij (zij , vij ) = (0, v) ∈ Rq, where v 6= 0.
Suppose the rank of Z is less than k − 1. WLOG in (E.25) we may assume αiq 6= 0. Then
we may choose βi2 , . . . , βik ∈ R s.t. (E.24) holds even if we only sum up to k = q − 1:
k∑
j=2
βij (zij , vij ) = (0, v) ∈ Rq,
where this v is the same v as in (E.24). Then, letting βq := 0, we have that not all αi2 −
βi2 , . . . , αiq − βiq are 0 but
k∑
j=2
(αij − βij ) (zij , vij ) = (0, 0) ∈ Rq.
This contradicts the fact that
(
(zi2 , vi2), . . . , (ziq , viq)
)
are linearly independent. We conclude
that Z has rank k − 1. Hence, W has dimension k − 1.
It follows that y 6= 0n×1 and the row space of A is the k-plane ξ := W × R. In particular,
(0, 1) ∈ ξ. A fortiori, by letting αj = 0 if j /∈ {i2, . . . , iq}, we may assume that there are
α2, . . . , αn ∈ R s.t.
(E.25)
n∑
j=2
αj (zj , vj) = (0, v) ∈ Rq, where v 6= 0.
Moreover, by (6.5.2), for any 1 ≤ i1 < . . . < iq ≤ n, we have that
(
(zi2 , vi2), . . . , (ziq , viq)
)
is a basis of ξ. But q− 1 = k. Hence, ξ is the only k-plane containing ((zi2 , vi2), . . . , (ziq , viq)).
Thus, the rows of Y lie exactly on the k-plane (x1, y1) + ξ and that is the only plane with that
property. This proves statement 1 in the lemma.
Now suppose X is mean-centered. We show that (x1, y1) ∈ ξ so the rows of Y lie exactly
on ξ. Since X is mean-centered,
x1 = −n−1
n∑
j=2
zj .
By (E.25), there exist α2, . . . , αq ∈ R s.t.
n∑
j=2
αj (zj , vj) =
0, y1 + n−1 n∑
j=2
vj
 .
Therefore,
(E.26) (x1, y1) =
n∑
j=2
(αj − n−1) (zj , vj) ∈ ξ.
In particular, (x1, y1) + ξ = ξ.
(E.26) implies that x1 ∈ W . But xj = zj + x1 so W is the row space of X. It follows
that rankX = k − 1. This proves statement 2 in the lemma. Moreover, (E.26) implies that
(x1, y1)− (x1, y1) = 0 ∈ (x1, y1) + ξ.
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Suppose {Ym} ⊂ Y ′LAD converges to Y . (Since Y ′LAD is dense in Y – proposition E.42 – ,
such a sequence exists.) Given m = 1, 2, . . ., let ξm ∈ G(k, q) be the k-dimensional subspace of
Rq parallel to the (unique) LAD plane of Ym.
We prove that ξm → ξ as m→∞. Let the rows of Ym be (xm1, ym1), . . . , (xmn, ymn). Since
Ym ∈ Y ′LAD we have that Ym is not collinear and there is only one LAD plane for Ym, so, by
lemma E.40(b,iii), taking a subsequence if necessary, we may assume there exist fixed indices
1 ≤ i1 < . . . < iq ≤ n s.t. for every m, we have zmij := xmij − xmi1 (j = 2, . . . , q) is a basis
for Rk. Moreover, if vmij := ymij − ymi1 (j = 2, . . . , q) then ξm passes through (zmij , vmij )
(j = 2, . . . , q). But zmij → zij and vmij → vij and
(
(zi2 , vi2), . . . , (ziq , viq)
)
is a basis of ξ.
Hence, ξm → ξ. Thus, Y is not a singularity. Hence, statement 3 of the lemma is proved. 
Proposition E.45. Every singularity of LAD w.r.t. Y ′LAD in Pk is collinear. The dimen-
sion of the space of all collinear singularities of LAD is ≤ (n+ 1)k− 1. Hence, by (6.2.6), the
codimension of the set of collinear singularities of LAD in the space of all collinear data sets
is at least 1.
In the proof of the proposition we make use of the following two lemmas.
Lemma E.46. Let u, v, x ∈ Rk and suppose |u| = |v| = 1. Then
(E.27)
∣∣(u · x)u− (v · x)v∣∣ ≤ 2|x|∠(u, v),
where ∠(u, v) is the angle between u and v.
Proof. WLOG |x| = 1. Moreover, (E.27) clearly holds if u = ±v. So assume u 6= ±v.
That means |u · x| and |v · x| are not both 1 and |u · v| < 1. We have
2∠(u, v) = 4
[
∠(u, v)/2
] ≥ 4 sin[∠(u, v)/2]
= 4
√
1− cos∠(u, v)
2
= 2
√
2
√
1− cos∠(u, v) = 2
√
2
√
1− (u · v).
Thus, it suffices to show
(E.28)
∣∣(u · x)u− (v · x)v∣∣ ≤ 2√2√1− (u · v).
Since |u · v| < 1 we have (u ·x)2− 2(u ·x)(v ·x)(u · v) + (v ·x)2 ≥ 0. Hence, squaring both sides
of (E.28) we see that it suffices to prove
(E.29) (u · x)2 − 2(u · x)(v · x)(u · v) + (v · x)2 ≤ 8[1− (u · v)].
Consider the following with y := u · x, z := v · x, and b := u · v so |b| < 1.
f(y, z) := y2 − 2byz + z2, y, z ∈ [0, 1] with y + z < 2.
Now f(−y,−z) = f(y, z) so we may assume y+ z ≥ 0. If y+ z > 0, then ∇f · (1, 1) > 0, since
b < 1. Thus, in that case simultaneously increasing y and z at the same rate increases f(y, z).
If H is the Hessian of f , we see that (1, 1) is an eigenvalue of H with eigenvalue 1 − b > 0.
Thus, even if y + z = 0, so ∇f · (1, 1) = 0, we have that simultaneously increasing y and z
increases at the same rate f(y, z).
WLOG, u · x+ v · x ≥ 0 (just replace x by −x otherwise) and u · x ≥ v · x. Hence, we may
assume u · x = y = 1. I.e., u = x and u · v = v · x. Hence, since |u · v| < 1.
(u · x)2 − 2(u · x)(v · x)(u · v) + (v · x)2 = 1− 2(u · v)2 + (u · v)2 < 8[1− (u · v)].
I.e., (E.29) holds. 
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Lemma E.47. Let µ, ν = 1, 2, 3, . . . and let M be the set of µ × ν real matrices. Let
r < min{µ, ν} be a non-negative integer and let Mr = {M ∈ M : rank M ≤ r}. Then Mr is
a closed subset of M and dimMr ≤ rµ+ rν− r2 < µν. In particular, Mr has empty interior.
Notice that the quantity rµ+ rν − r2 is an increasing function of r < min{µ, ν}.
Proof. Arguing as in Boothby [Boo75, p. 47], we see thatMr is closed. Let s = 1, . . . , r
and let 0 < i1 < · · · < is ≤ ν be integers. Let 0 < j1 < · · · < jν−s ≤ ν be the remaining
integers between 1 and ν inclusive. If A and B are µ × s and s × (ν − s) matrices, resp. Let
f(A,B) be the µ×ν matrix whose ithm iscolumn the mth column of A (m = 1, . . . , s) and whose
jthm column is the m
th column of AB (m = 1, . . . , ν − s). So f(A,B) is smooth in A,B. The
domain of f is the set of all pairs (A,B) just stated. By lemma B.15 or Boothby [Boo75,
Theorem 1.7, p. 57], the Hausdorff dimension of the set of all such pairs is sµ + sν − s2.
Therefore, by lemma B.17 and B.21, the Hausdorff dimension of the image of f is no greater
than sµ + sν − s2. Note that f(A,B) ∈ Mr. In fact, as s = 1, . . . , r and i1, . . . , is vary, the
images of the corresponding f ’s cover Mr. The lemma now follows from (B.7). 
Proof of proposition E.45. Let Y ∈ Pk be a singularity of LAD. Then, by (6.5.1), Y
must be collinear. This is just the first sentence in the proposition.
Let Y be any collinear singularity of LAD. Then, by lemma E.44(3), condition (6.5.2) must
fail. We now prove the second sentence in the proposition, viz., that the Hausdorff dimension
of the collection of all collinear data sets for which condition (6.5.2) fails is no greater than
(n+ 1)k − 1. Since, by (6.2.6), the dimension of the set of collinear data sets is (n+ 1)k, the
last sentence of the proposition will follow.
Let (xi, yi) be the i
th row of Y (i = 1, . . . , n). Since condition (6.5.2) fails, there exist
1 ≤ i1 < . . . < iq ≤ n s.t.
(E.30) (xi2−xi1 , yi2−yi1), (xi3−xi1 , yi3−yi1), . . . , (xiq−xi1 , yiq−yi1) are linearly dependent.
Let J = i1, . . . , iq and let QJ denote the set of all collinear data sets in Pk satisfying (E.30).
We show that QJ has Hausdorff dimension ≤ (n+ 1)k − 1.
We will construct a local parametization for spaces of m × k matrices of rank less than
k (m = k, k + 1, . . .). Let ω0 ∈ G(k − 1, k). Let e1, . . . , ek be an orthonormal basis of Rk.
Let u0 ∈ Rk be a unit vector perpendicular to ω0. For some i, u0 · ei 6= 0. (“·” indicates
the usual inner product in Rk.) I.e., ei /∈ ω0. Let {`1, . . . , `k−1} = {1, . . . , k} \ {i}. Let
W := W (ω0) ⊂ G(k − 1, k) be an open neighborhood of ω0 s.t. ω ∈ W implies ei /∈ ω. For
ω ∈ G(k − 1, k) let piω : Rk → ω denote orthogonal projection. Let Z(ω) = ZW (ω) be the
(k − 1)× k matrix whose jth row is piω(e`j ) (j = 1, . . . , k − 1).
Let ω ∈W . So ei /∈ ω. We show that rank Z(ω) = k − 1. For suppose rank Z(ω) < k − 1.
Then there are numbers a1, . . . , ak−1, not all 0, s.t.
(E.31) piω
k−1∑
j=1
aje`j
 = k−1∑
j=1
ajpiω(e`j ) = 0.
Let x :=
∑k−1
j=1 aje`j . Then x 6= 0, since e`j (j = 1, . . . , k − 1) are linearly dependent. By
(E.31), we have x ⊥ ω. Thus, the (k − 1) dimensional subspace, x⊥, of Rk that is orthogonal
to x contains ω. But dimω = k − 1. I.e., x⊥ = ω. But by definition of {`1, . . . , `k−1} we have
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that x ⊥ ei. I.e, ei ∈ ω, contradicting the definition of W . Therefore, rank Z(ω) = k − 1, as
desired.
Let ω, ζ ∈ G(k − 1, k) and let u, v ∈ Rk be unit vectors perpendicular to ω, ζ, resp., s.t.
u · v ≥ 0. Define the distance between ω and ζ to be the angle, ∠(u, v), between u and v. (See
remark 6.6.1.) Claim: Z(ω) is Lipschitz in ω ∈ W (w.r.t. ∠; see appendix B). (Remember,
ω ∈ implies ei /∈ ω.) Let ω, ζ ∈ W and let u, v ∈ Rk be unit vectors perpendicular to ω, ζ,
resp., s.t. u · v ≥ 0. Then piω(x) = x − (u · x)u, x ∈ Rk. Similarly for piζ(x). Thus, if x ∈ Rk,
by lemma E.46, ∣∣piω(e`j )− piζ(e`j )∣∣ ≤ 2∠(u, v). j = 1, . . . , k − 1.
But ∠(u, v), the angle between u and v, is the distance between ω and ζ. This proves the claim
that Z(ω) is Lipschitz in ω ∈W .
Now, W is an open subset of G(k − 1, k) and so has dimension k − 1 (Boothby [Boo75,
example 2.6, pp. 63–64] and corollary B.22). Hence, by lemma B.17,
(E.32) dimZ(W ) ≤ k − 1.
If C is a m× k matrix of rank < k, then its rows lie on some (k− 1)-dimensional subspace
ω of Rk. Suppose ω ∈ W (ω0). Then the rows of ZW (ω) form a basis of ω. Thus, we can
write C = AZW (ω), for a unique m × (k − 1) matrix A. Allowing ω0 ∈ G(k − 1, k) to vary,
any m × k matrix of rank less than k can be expressed in the form AZW (ω0)(ω) for some
ω0 ∈ G(k−1, k), m× (k−1) matrix A, and ω ∈W (ω0). Holding ω0 fixed, this is the promised
local parametrization.
Returning to the matrix Y , for simplicity, suppose (E.30) holds with ij = j (j = 1, . . . , q)
so J = {1, . . . , q}. Let zi = xi − x1 and ui = yi − y1 (i = 1, . . . , q). Since Y is collinear by
assumption, by definition 6.2.2, we have that z2, . . . , zq do not span Rk. There are two ways
(E.30) can be true. The first is if
(E.33) z2, . . . , zq span a space of dimension k − 1,
but there exists w ∈ Rk s.t. ui = w · zi (i = 2, . . . , q).
We provide a local parametrization of data sets for which that is true. Let v be a 1× q vector,
A be a k × (k − 1) matrix, a be a (k − 1) × 1 vector, b be a (n − k − 1) × 1 vector, B be a
(n− k − 1)× (k − 1) matrix, ω0 ∈ G(k − 1, k), and ω ∈W (ω0). Define an n× q matrix by,
fW (v,A, a, b, B, ω) =
 01×qAZW (ω) AZW (ω)ZW (ω)Ta
BZW (ω) b
+

v
v
...
v
 .
It is easy to see that any collinear Y ∈ Pk for which (E.33) holds is in the image of fW (ω0) for
some ω0 ∈ G(k − 1, k).
Then, by (B.13) and corollary B.21, f is a locally Lipschitz function of its arguments
(appendix B). It follows from lemma B.15 or Boothby [Boo75, Theorem 1.7, p. 57] and (E.32),
that the Hausdorff dimension of the domain of fW is the sum of the dimensions of its factors,
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viz.
(k + 1)︸ ︷︷ ︸
v
+ k(k − 1)︸ ︷︷ ︸
A
+ (k − 1)︸ ︷︷ ︸
a
+ (n− k − 1)︸ ︷︷ ︸
b
+ (n− k − 1)(k − 1)︸ ︷︷ ︸
B
+ (k − 1)︸ ︷︷ ︸
ω
= nk + k − 1.
Therefore, by lemma B.17, the Hausdorff dimension of the image of fW is no larger than
nk + k − 1. By (6.2.6), this is 1 less than the dimension of the set of all collinear data sets.
The second way (E.30) can be true is if
(E.34) z2, . . . , zq span a subspace of Rk of dimension < k − 1.
We provide a local parametrization of data sets for which that is true. Let v be a 1× q vector,
A be a k × (k − 1) matrix of rank < k − 1, c be a k × 1 vector, b be a (n− k − 1)× 1 vector,
B be a (n− k− 1)× (k− 1) matrix, W = Wω0 , for some ω0 ∈ G(k− 1, k) and ω an element of
W . Define
gW (v,A, a, b, B, ω) =
 01×qAZW (ω) c
BZW (ω) b
+

v
v
...
v
 .
It is easy to see that any collinear Y ∈ Pk for which (E.34) holds is in the image of gW (ω0) for
some ω0 ∈ G(k − 1, k).
Then, by lemma E.47, the Hausdorff dimension of the image of gW is no larger than
k(k − 2) + (k − 1)(k − 2)− (k − 2)2︸ ︷︷ ︸
A
+ (k − 1)︸ ︷︷ ︸
ω
+ k︸︷︷︸
c
+ (n− q)(k − 1)︸ ︷︷ ︸
B
+ (n− q)︸ ︷︷ ︸
b
+ q︸︷︷︸
v
= nk + k − 2.
But QJ is covered by a finite union of images of functions like fW or gW . Allowing J to
vary, we get a finite cover of the set of all collinear datasets Y ∈ Y for which condition (6.5.2)
fails. Use (B.7). 
APPENDIX F
Neighborhood of P1 Fibered by Cones in Resistant Location
Problem on the Circle
F.1. Geodesics in D := (S1)n
Here we consider the problem of finding location on a circle. In this case D = (S1)n ⊂ R2n,
where in accordance with (8.3.1), n > 2. Let T := diagD = {(y, . . . , y) ∈ D : y ∈ S1}. D is
covered by coordinate neighborhoods parametrized as follows.
Let φi ∈ (−pi, pi], i = 1, . . . , n and write φ := (φ1, . . . , φn). Let x ∈ D write
(F.1.1) x = (cosφ1, sinφ1, cosφ2, sinφ2, . . . , cosφn, sinφn
)
for some φi ∈ (−pi, pi], i = 1, . . . , n. It is useful to have free choice of coordinate system for
R2n. That way we can nudge parameters into open sets. Let
M(β)2×2 :=
(
cosβ sinβ
− sinβ cosβ
)
.
Let β = (β1, . . . , βn) ∈ Rn and let
(F.1.2) N(β)2n×2n be the block diagonal matrix whose ith diagonal block is M(βi)
Then N is orthonormal and
(F.1.3) xN(β) =
(
cos(φ1 + β1), sin(φ1 + β1), cos(φ2 + β2), sin(φ2 + β2),
. . . , cos(φn + βn), sin(φn + βn)
) ∈ D.
Define
(F.1.4) ψφ : (θ1, . . . , θn)
7→ (cos(φ1 + θ1), sin(φ1 + θ1), cos(φ2 + θ2), sin(φ2 + θ2),
. . . , cos(φn + θn), sin(φn + θn)
) ∈ D,
θi ∈ (−pi, pi), i = 1, . . . , n.
Then ψφ parametrizes a coordinate neighborhood of x. We adopt the convention of using
boldface, like φ, to indicate parameter vectors.
Put on D the Riemannian metric induced by inclusion D ↪→ R2n. We determine the
Riemannian metric and geodesics on D. For i = 1, . . . , n, let
(F.1.5) zi := zi(φ) := (0, . . . ,− sinφi, cosφi, 0, . . . , 0) ∈ R2n,
where the sine is in position 2i− 1 and the cosine is in position 2i. Thus,
(F.1.6) z1, . . . , zn are orthonormal.
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Alternatively, regarding zi as a tangent vector, we can write
(F.1.7) zi = − sinφi ∂∂y2i−1 + cosφi ∂∂y2i ∈ TxR
2n.
Notational Convention: Here, and for the most part for the rest of this ap-
pendix we adopt the lazy notational convention of, instead of writing tangent
vectors in the form (x,w) ∈ TD, we just write w, hoping that the context
informs the reader that w represents a vector in TxD.
In this example, the group G is just the symmetric group on n symbols acting on D as
follows.
(F.1.8) g(x1, . . . , xn) :=
(
xg(1), . . . , xg(n)
)
, (x1, . . . , xn) ∈ D, g ∈ G.
Then we have
(F.1.9) g∗(zi) := zg−1(i), i = 1, . . . , n.
Notice that
(F.1.10) The Riemannian metric on D is G− invariant.
Consider a smooth curve in D passing through x. Let i = 1, . . . , n. For some an open
interval, I ⊂ R, containing 0, let θi : I → R be a smooth function with θj(0) = 0 (j = 1, . . . , n).
Consider the curve
γ(t) := ψφ
(
0, . . . , 0, θi(t), 0, . . . , 0 . . . , 0
)
, t ∈ I.
We have
γ′(0) = θ′i(0)zi.
Thus,
(F.1.11) z1, . . . , zn span TxD.
Since z1, . . . , zn are orthonormal, it follows that, relative to z1, . . . , zn, the matrix of the Rie-
mannian metric on D is the identity matrix In.
Next, we work out the form of geodesics inD passing through x. Write θ(t) = (θ1(t), . . . , θn(t)).
Consider the curve
(F.1.12) Γ˜θ(t) := ψφ
(
θ1(t), . . . , θn(t)
)
, t ∈ I.
As before, differentiating (using a dot to denote differentiation this time),
(F.1.13)
˙˜
Γθ(t) =
n∑
i=1
θ′i(t)zi
[
φ+ θ(t)
] ∈ T
Γ˜θ(t)
D.
(So
˙˜
Γθ is a vector field along the curve Γ˜θ.) Thus, differentiating again,
¨˜
Γθ(t) = −
n∑
i=1
θ′i(t)
2
(
cosφi
∂
∂y2i−1 + sinφi
∂
∂y2i−1
)
+
n∑
i=1
θ′′i (t)zi
[
φ+ θ(t)
] ∈ T
Γ˜θ(t)
R2n.
(See Boothby [Boo75, (1.1), p. 295].)
But, by (F.1.7),
cosφi
∂
∂y2i−1 + sinφi
∂
∂y2i−1 ⊥ zj
[
φ+ θ(t)
]
, i, j = 1, . . . , n.
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I.e., cosφi
∂
∂y2i−1 + sinφi
∂
∂y2i−1 ⊥ TΓ˜θ(t)D (i = 1, . . . , n). It follows from Boothby [Boo75, pp.
305 and 319] that
∇ ˙˜
Γθ(t)
˙˜
Γθ(t) =
n∑
i=1
θ′′i (t)zi
[
φ+ θ(t)
]
.
Hence, by Boothby [Boo75, Definition (5.1), p. 326],
Γ˜θ is a geodesic in D if and only if θ′′i (t) = 0, t ∈ I, i = 1, . . . , n
I.e., for some constants a1, b1, . . . , an, bn,
Γ˜θ is a geodesic in D if and only if θi(t) = ai + bit, t ∈ I, i = 1, . . . , n.
Since Γ˜θ passes through x, we have a1 = · · · = an = 0. Thus, Γ˜θ is a geodesic passing through
x = ψθ(0) if and only if
(F.1.14) Γ˜θ(t) =
(
cos(φ1 + b1t), sin(φ1 + b1t), cos(φ2 + b2t), sin(φ2 + b2t),
. . . , cos(φn + bnt), sin(φn + bnt)
)
∈ D, t ∈ I.
Moreover, if Γ˜θ is a geodesic then
(F.1.15)
˙˜
Γθ(t) =
n∑
i=1
bizi
[
φ+ θ(t)
]
, where θi(t) = bit, t ∈ I, i = 1, . . . , n.
Let t1, t2 ∈ I. Then, by (F.1.6), and (F.1.15),
(F.1.16) Length of geodesic arc joining Γ˜θ(t1) to Γ˜θ(t2) is
√√√√∫ t2
t1
∣∣∣∣∣
n∑
i=1
bizi
[
φ+ θ(t)
]∣∣∣∣∣
2
dt
= |t2 − t1|
∣∣(b1, . . . , bn)∣∣.
Let xi = Γ˜θ(ti) (i = 1, 2). Then by (F.1.12), (F.1.4), and (F.1.15), we have
xi =
(
cos(φ1 + b1ti), sin(φ1 + b1ti), cos(φ2 + b2ti), sin(φ2 + b2ti),
. . . , cos(φn + bnti), sin(φn + bnti)
)
∈ D, i = 1, 2.
Thus, if xi =
(
cosβi1, sinβi1, cosβi2, sinβi2, . . . , cosβin, sinβin
)
, (i = 1, 2), then by (F.1.16),
(F.1.17) The geodesic distance between x1 and x2 is ξ(x1, x2) :=
√√√√ n∑
i=1
(βi2 − βi1)2.
Let x ∈ D be as in (F.1.1). Let Expx : TxD → D be the exponential map. If now
(θ1, . . . , θn) is constant, then, by (F.1.14),
(F.1.18) Expx
(
θ1z1(φ) + · · ·+ θnzn(φ)
)
= ψφ(θ).
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F.2. P for measures of location with positive exactness of fit
We are concerned with estimators that have positive order, k, of exactness of fit. Such an
estimator always has order of exactness of fit k = 1 and it suffices to consider that case. Define
Pk = P1 as in section (9.1). Thus, P1 consists of points (y1, . . . , yn) ∈ (S1)n s.t. at least n− 1
of the observations yi ∈ S1 are equal. Thus, dimP1 = 2, T ⊂ P1 and the co-dimension of T
in P1 is 1.
First, we parametrize P1. Let x ∈ T . Then, for some φ0 ∈ (−pi, pi],
(F.2.1) x(φ0) := x = (cosφ0, sinφ0, . . . , cosφ0, sinφ0) ∈ T ⊂ R2n.
Note that φ01
T
n = (φ0, . . . , φ0). (“
T ” indicates matrix transposition. 1n×1n is the n-column
vector of 1’s.) Thus,
(F.2.2) T is parametrized by t 7→ Γ(t) := ψφ01Tn (t1Tn ).
Let φ = (φ1, . . . , φn) and
(F.2.3) z(φ) :=
n∑
i=1
zi(φ) = (− sinφ1, cosφ1, . . . ,− sinφn, cosφn),
so
∣∣z(φ)∣∣2 = n. Therefore, by (F.1.13),
(F.2.4) TxT is spanned by z(φ01Tn ).
For i = 1, . . . , n and φ = (φ1, . . . , φn) let
(F.2.5) vi(φ) :=
1√
n(n− 1)
[
nzi(φ)− z(φ)
]
=
1√
n(n− 1)
(
sinφ1,− cosφ1, . . . , sinφi−1,− cosφi−1,−(n− 1) sinφi, (n− 1) cosφi,
sinφi+1,− cosφi+1, . . . , sinφn,− cosφn
)
,
If x is as in (F.1.1) define
vi[x] := vi(φ), i = 1, . . . , n.
Note that, by (F.1.6) and (F.2.3),
(F.2.6) vi(φ) · z(φ) = 0,
∣∣vi(φ)∣∣ = 1, and vi(φ) · vj(φ) = − 1
n− 1 , i, j = 1, . . . , n; i 6= j.
Moreover, v1(φ), . . . , vn(φ) ⊥ z(φ), but v1, . . . , vn are not linearly independent.
For j = 1, . . . , n, consider the geodesic, Γj = Γj,φ0 , s.t. Γj(0) = x and Γ
′
j(0) = vj(φ01
T
n ).
Let i = 1, . . . , n and
(F.2.7) bji =
{√
(n− 1)/n, if i = j,
−[n(n− 1)]−1/2, otherwise.
Thus,
(F.2.8) vj =
n∑
i=1
bjizi.
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For i = 1, . . . , n,
Let κi be the coordinate vector (0, . . . , 0, 1, 0, . . . , 0) with the “1” in the ith position.
Let bj := (bj1, . . . , bjn) so
(F.2.9) bi =
√
n/(n− 1)κi −
[
n(n− 1)]−1/21Tn ,
bi · bj = −1/(n− 1), |bj | = 1, and bj ⊥ 1Tn , i, j = 1, . . . , n; i 6= j.
Then, by (F.1.14), (F.1.15), (F.1.18), and (F.2.5) we have,
(F.2.10) Γj(t) := Γj,φ0(t) := ψφ01Tn (tbj) = Expx
(
t vi(x)
)
=
(
cos(φ0 + bj1t), sin(φ0 + bj1t), . . . , cos(φ0 + bjnt), sin(φ0 + bjnt)
)
, −pi < t ≤ pi.
Note that, since
∣∣(bj1, . . . , bjn)∣∣ = 1, we have that Γj is parametrized by arc length. Notice
also that,
(F.2.11) For any j = 1, . . . , n, we have bi, i 6= j is a basis
of 1⊥n :=
{
(w1, . . . , wn) ∈ Rn : w1 + · · ·+ wn = 0
}
.
Let y ∈ P1. Then, for some j = 1, . . . , n and φ1, φ2 ∈ (−pi, pi]
(F.2.12) y = (cosφ1, sinφ1, . . . , cosφ1, sinφ1, cosφ2, sinφ2, cosφ1, sinφ1, . . . , cosφ1, sinφ1),
where cosφ2 is in position 2j − 1 and sinφ2 is in position 2j. Call the set of all such y as φ1
and φ2 vary through R the jth lobe of P1 and denote it by P1j . Note that T ⊂ P1j so P1j is
not a stratum of P1. If 1 ≤ i < j ≤ n, then P1i∩P1j = T . Obviously, P1 =
⋃n
i=1 P1i. We show
that, in an appropriate coordinate system, for some φ0, t0 ∈ (−pi, pi) we have Γi,φ0(t0) = y. We
can always choose a coordinate system s.t. −pi/2 ≤ φ1, φ2 ≤ pi/2. (If φ1 = φ2, we may assume
−pi/2 < φ1 = φ2 < pi/2. So we are talking about local coordinates on P1.) Suppose we are
using such a coordinate system. Let φ0 := φ0(φ1, φ2) := n
−1[(n − 1)φ1 + φ2] ∈ (−pi, /2pi/2)
and t0 :=
√
(n− 1)/n (φ2 − φ1). Thus, if φ2 = φ1, i.e., y ∈ T , we have φ0 = φ1 = φ2 and
t0 = 0. We also have |t0| < pi.
If φ1 6= φ2, then choose j so that the coordinates in positions 2j − 1 and 2j differ from
the rest. Then φ = φ0 and t = t0 solve the two equations φ + bjit = φ1 for any i 6= j and
φ + bjjt = φ2. We conclude that any point y ∈ P1 lies on a geodesic Γj,φ0 joining y to a
point x ∈ T as in (F.2.1) and having length ≤ √(n− 1)/npi for some j and φ0. Note that
φ0(φ1 + β, φ2 + β) = φ0(φ1, φ2) + β. Thus, the point (cosφ0, sinφ0) is the same no matter
which coordinate system satisfying |φ2 − φ2| < pi we choose.
Claim: If −pi/2 < φ1, φ2 < pi/2 then φ = φ0 and t = t0 uniquely solve the two equations
φ+ bjit ≡ φ1( mod 2pi) for any i 6= j and φ+ bjjt ≡ φ2( mod 2pi) subject to the constraints
φ ∈ (−pi/2, pi/2) and |t| ≤ √(n− 1)/npi. To see this note that Γi,φ0(t0) = y if and only if
there are integers m1 and m2 s.t.
φ+ bjit = φ1 + 2m1pi (i 6= j) and(F.2.13)
φ+ bjjt = φ2 + 2m2pi.
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Hence,
(F.2.14)
√
(n− 1)/npi ≥ |t| ≥ |bji − bjj |−1
(
2|m1 −m2|pi − |φ1 − φ2|
)
>
√
(n− 1)/n(2|m1 −m2| − 1)pi.
It follows that m1 = m2. Therefore, φ = n
−1[(n−1)(φ1 + 2m1pi) + (φ2 + 2m1pi)] = φ0 + 2m1pi.
In order for φ ∈ (−pi/2, pi/2) we must have m1 = 0, so φ = φ0. This proves the claim. Thus,
the parametrization (φ, t) 7→ y is unique for y satisfying |φ2 − φ2| < pi. In fact, we have shown
that
(F.2.15) The map y 7→ (φ, t) is well-defined and Lipschitz for y s.t. |φ2 − φ1| < pi.
(The metrics involved are the metric ξ spelled out in (F.1.17) and the Euclidean metric on
R2.)
However, if |φ2 − φ1| = pi, so |φ1| = pi/2 = |φ2|, then uniqueness can break down. For
concreteness, suppose φ1 = pi/2. Then φ2 = −pi/2 and in the corresponding version of (F.2.14)
is compatible with m1 = 0, m2 = −1. Then φ = φ0 + 2n−1pi and t = t0 − 2
√
(n− 1)/npi solve
(F.2.13) and, at least for n > 3, we have φ ∈ (−pi/2, pi/2) and |t| ≤ √(n− 1)/npi. But it is
still the case that y = Γi,φ0(t0). Therefore,
(F.2.16) P1i is a 2-manifold. A typical coordinate neighborhood is
parametrized by Γi,φ(t), φ ∈ (pi, pi), |t| ∈ [0, pi), i = 1, . . . , n,
for some choice of coordinates on R2n.
(If y ∈ T then y = Γi,φ(0).)
Suppose t 6= 0 so Γi,φ(t0) /∈ T , we have that
(F.2.17) The tangent space to P1 \ T at Γi,φ(t0) is spanned by the vectors
z(φ1n + tbi) and vi(φ1n + tbi). By (F.2.6), these vectors are orthogonal.
Let x ∈ D be “close” to P1 and write
x = (cos γ1, sin γ1, cos γ2, sin γ2, . . . , cos γn, sin γn
)
for some γi ∈ (−pi, pi], i = 1, . . . , n in some coordinate system. Write γ := (γ1, . . . , γn). Let
φ, t ∈ (−pi, pi] and j = 1, . . . , n and let y = ψφ1Tn (tbj) ∈ P1. Let ∆ := γ − (φ1Tn + tbj) By
(F.1.17), the geodesic distance from y to x is just |∆|. Therefore,
(F.2.18) y = ψφ1Tn (tbj) is the closest point of P1j to x if and only if ∆ ⊥ 1Tn and ∆ ⊥ bj .
(For each of j = 1, . . . , n there is exactly one such y.)
F.3. Cones from Voronoi tessellation
(This section bears on property 1 of fibering of cones.) Let φi ∈ (−pi, pi], i = 1, . . . , n and
write φ := (φ1, . . . , φn). Let x be as in (F.1.1). Let vi := vi(φ) = vi[x](i = 1, . . . , n). By
(F.2.6), the ±vi’s lie on Sn−1(φ), where
(F.3.1) Sn−1(φ) = unit sphere in z(φ)⊥ ⊂ Tx(φ)D,
where z(θ) :=
∑n
j=1 zj . Thus, if x ∈ T , by (F.2.4), Sn−1(φ) ⊂ (Tx(φ)T )⊥, the orthogonal
complement of Tx(φ)T in TxD. We start by computing the corresponding Voronoi tessellation
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(Edelsbrunner and Harer [EH10, p. 65]) of Sn−1(φ) w.r.t. Euclidean distance and correspond-
ing to ±vi (i = 1, . . . , n). Let i, j = 1, . . . , n. Suppose w ∈ Sn−1(φ) belongs to the Voronoi
cell, call it Vi+ = Vi+(φ) ⊂ Sn−1(φ), corresponding to vi = vi(φ). Then w is no closer to ±vj
than it is to vi. Thus,
2− 2w · vi = |w − vi|2 ≤
∣∣w − (±vj)∣∣2 = 2∓ 2w · vj .
I.e., w ∈ Vi+ if and only if w · vi ≥ |w · vj | for every j = 1, . . . , n. In particular, w · vi ≥ 0.
Suppose w ∈ Vi+. Write w =
∑n
j=1 θjzj , where zj = zj(φ). Then,
∑n
j=1 θ
2
j = 1 and∑n
j=1 θj = 0, since w ⊥ z = z(φ) and z1, . . . , zn are orthonormal by (F.1.6). I.e., θ :=
(θ1, . . . , θn) · 1Tn · 1Tn = 0. It follows from (F.2.5) that
w · vj = 1√
n(n− 1)w ·
[
nzj(φ)− z(φ)
]
=
√
n
n− 1w · zj =
√
n
n− 1θj , j = 1, . . . , n,
by (F.1.6). Hence,
(F.3.2) w =
n∑
j=1
θjzj ∈ Vi+ if and only if w ∈ Sn−1(φ) (in particular, θ · 1Tn = 0)
and θi ≥ |θj |, j = 1, . . . , n.
(See (F.3.1).) In particular, θi > 0 if w ∈ Vi+. Similarly,
(F.3.3) w =
n∑
j=1
θjzj ∈ Vi+ if and only if w ∈ Sn−1(φ) (in particular, θ · 1Tn = 0)
and − θi ≥ |θj |, j = 1, . . . , n.
(See (F.3.1).) In particular, θi < 0 if w ∈ Vi−.
Let BdVi+ be the boundary of Vi+. Then, by (F.3.2),
w =
n∑
j=1
θjzj ∈ BdVi+ if and only if:
w ∈ Sn−1(φ),(F.3.4)
θi ≥ |θj | (j = 1, . . . , n),
and θi = |θj | for some j 6= i.
Notice that, by (F.1.6),
n∑
j=1
θjzj ∈ Sn−1(φ) if and only if θ · 1Tn = 0 and |θ| = 1.
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Let Vi− = Vi−(φ) ⊂ Sn−1(φ) to be the Voronoi cell about −vi (i = 1, . . . , n) and let BdVi−
be its boundary. Then, by (F.3.3), we have
w =
n∑
j=1
θjzj ∈ BdVi− if and only if:
w ∈ Sn−1(φ),(F.3.5)
− θi ≥ |θj | (j = 1, . . . , n),
and − θi = |θj | for some j 6= i.
Thus, θi ≤ 0 and
BdVi− = −BdVi+.
Notice that, by (F.3.4) and (F.3.5), we have that
(F.3.6) Both BdVi+ and BdVi− are compact.
Looking ahead to property property (4.1.23) in definition 4.1.4, it is obvious from con-
struction or at least from (F.2.5), (F.3.4), and (F.3.5), is that for no i, j = 1, . . . , n do we have
vi(φ) ∈ BdVj+(φ) ∪ BdVj−(φ). We refine this. WLOG consider w =
∑n
j=1 θjzj ∈ BdV1+.
Then, by (F.2.5) and (F.3.4),
0 ≤ w · v1 = 1√
n(n− 1)w · (nz1 − z) =
√
n
n− 1w · z1 =
√
n
n− 1θ1.
Now, 1 = |w|2 = ∑ni=1 θ2i . Therefore, by (F.3.4), nθ21 ≥ |w|2 ≥ 2θ21. Hence,
(F.3.7) 0 <
√
1
n− 1 ≤ |w · v1| ≤
√
n
2(n− 1) , w ∈ BdV1+.
Let r > 0. Define the cones, Ci+(φ, r), Ci−(φ, r), C(φ, r) ⊂ 〈z1, . . . , zn〉 to be the sets,
Ci+(φ, r) := Ci+(x, r) := {sBdVi+ : s ∈ [0,+∞)},
Ci−(φ, r) := Ci−(x, r) := {sBdVi− : s ∈ [0,+∞)},
and C(φ, r) := C(x, r) :=
 n⋃
j=1
Ci+(φ, r)
 ∪
 n⋃
j=1
Ci−(φ, r)
 .
Notice that Ci+(φ, r), Ci−(φ, r), C(φ, r) all lie in the tangent space TxD. (See (F.1.11) and
(F.2.1).) Say that Ci+(φ, r), Ci−(φ, r), C(φ, r) have their “vertices” at x. Notice further that,
by (F.1.9),
(F.3.8) g∗
(
Ci,η(φ, r)
)
:= Cg−1(i),η(φ, r), i = 1, . . . , n, η = ±1, and φ ∈ R.
Moreover, g∗
(
C(φ, r)
)
= C(φ, r).
Let 0 := (0, 0, . . . , 0, 0)1×n. Let r > 0. Then the matrix N(β) with β = −φ as defined
in (F.1.2) provides an isometry from Ci+(φ, r) to Ci+(0, r), etc. Moreover, the isometry is
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homogeneous: N(β)(sw) = sN(β)w (w ∈ Ci+(φ, r), s ∈ [0, 1]). Notice that for r > 0,
Ci+(0, r) = rCL :=
{[
(rt, x)
] ∈ ([0,+∞)× L)/({0} × L) : [(t, x)] ∈ CL},
where L = BdVi+(φ) for appropriate φ. Etc.
Thus, by (F.3.6), L is compact. In particular, Ci+(0, r) is mapped by a bi-Lipschitz map onto
CL.
F.4. Disjointedness of cones
(This section also has bearing on property 1 of definition 4.1.4 of fibering by cones.) In
this section we consider this question. Let x ∈ P1. Then by (F.2.16) and (F.2.10), there exists
i = 1, . . . , n and φ, t ∈ [−pi, pi] s.t. x = Γi,φ(t) = ψφ1Tn (tbi) = ψβ(0), where β := φ1Tn + tbi.
WLOG i = 1. (The t = 0 case corresponds to x ∈ T see (F.2.2).) Let w ∈ C1 sgn t := C1 sgn t(x).
Here, we define sgn t to be an element of {−1,+1} with the property the (sgn t)t ≥ 0. If t = 0
then sgn t = ±1 whichever is more convenient. Similarly, let x′ ∈ P1. Then by (F.2.16) and
(F.2.10), there exists j = 1, . . . , n and ω, t′ ∈ [−pi, pi] s.t. x′ = Γj,ω(t) = ψω1Tn (t′bj) = ψγ(0),
where γ := ω1Tn + t
′bj . Let w′ ∈ Cj sgn t′ := Cj sgn t′(x′). (If t = 0, then let w ∈ C(x), but
by definition of C(x), we have that w ∈ C1 sgn t for some i and for some interpretation of
sgn t = sgn 0. So w ∈ C1 sgn t is completely general. Ditto for t′ and w′.) Write
w =
n∑
k=1
θkzk(β) and w
′ =
n∑
k=1
ζkzk(γ).
Let θ := (θ1, . . . , θn) and ζ := (ζ1, . . . , ζn). Then, by (F.1.6), we have θ · 1Tn = ζ · 1Tn = 0. Let
(F.4.1) p := ψφ1Tn (tb1 + θ) = ψβ(θ) and p
′ := ψω1Tn (t
′bj + ζ) = ψγ(ζ).
We seek practical conditions under which
(F.4.2) p′ = p implies ω = φ, t′ = t, j = i, and ζ = θ.
(So w′ = w.) WLOG i = 1 and j = 1 or 2.
Let δ ∈ (0, pi) and assume
(F.4.3) |t|, |t′|, |θ|, |ζ| < δ/6.
Thus, p′ = p if and only if
cos(ω + t′bj` + ζ`) = cos(φ+ tb1` + θ`),
sin(ω + t′bj` + ζ`) = sin(φ+ tb1` + θ`),(F.4.4)
` = 1, . . . , n.
Thus, ω + t′bj` + ζ` ≡ φ+ tb1` + θ`( mod 2pi) (` = 1, . . . , n). Now by (F.2.7), for ` = 1, . . . , n,
we have |bj` − bi`| ≤
√
n/(n− 1) ≤ √3/2 < 2, since n > 2. Thus, for every `, by (F.2.9) and
(F.4.3),
|t′bj` − tb1`| =
∣∣(t′bj` − t′b1`) + (t′b1` − tb1`)∣∣
≤ |t′||bj` − b1`|+ |t′ − t||b1`| <
√
2δ/6 + 2δ/6 < 2δ/3.
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Therefore, ∣∣(ω + t′bj` + ζ`)− (φ+ tb1` + θ`)∣∣ = ∣∣(ω − φ) + (t′bj` − tb1`) + (ζ` − θ`)∣∣
≤ |ω − φ|+ |t′bj` − tb1`|+ |ζ` − θ`|
< pi + 2δ/3 + δ/3 < 2pi.
Hence, we have
(F.4.5) ω + t′bj` + ζ` = φ+ tb1` + θ`, ` = 1, . . . , n.
But, by (F.2.9), b1, bj , θ, and ζ, are all perpendicular to 1
T
n . Hence, summing (F.4.5) over `
we get
(F.4.6) nφ = nω.
Thus, providing we assume |w| = |θ| < δ/6 and |w′| = |ζ| < δ/6, in (F.4.1), to prove
(F.4.2) we may assume ω = φ. By changing coordinate systems a la (F.1.3) we may assume
ω = φ ∈ (−pi, pi). WLOG we may assume i = 1. So let x = ψφ1Tn (tb1) and x′ = ψφ1Tn (t′b`).
Let v1 := v1[x] and v` := v`[x]. Let t, t
′ ∈ R, and ` = 1, . . . , n. Continue to assume (F.4.3). In
this section we show that
(F.4.7) Expx
(
C1 sgn t(β)
) ∩ Expx′(C` sgn t′(γ)) 6= ∅ implies t′ = t and ` = 1.
(See (F.1.18).) If t = t′ = 0, then the only part of (F.4.2) that remains to be shown is ζ = θ.
But that’s then immediate from (F.4.5). So we may assume not both t and t′ are 0. WLOG
we will assume t 6= 0. If t′ = 0 we replace C` sgn t′ by C. But to prove (F.4.7), WLOG we need
not make that replacement and it suffices to consider ` = 1, 2.
To prove (F.4.7) we begin by deriving some inequalities. Recall that, by (F.2.11), we have
that b2, . . . ,bn is a basis of (1n)
⊥. Thus, we may write
θ =
n∑
i=2
eibi.
Note that
(F.4.8) Given w =
n∑
i=1
θizi we have θ =
n∑
i=2
eibi if and only if w =
n∑
i=2
eivi.
This is proved as follows, using (F.2.8),
n∑
i=2
eivi =
n∑
i=2
ei
n∑
k=1
bikzk =
n∑
k=1
(
n∑
i=2
eibik
)
zk =
n∑
k=1
θkzk = w.
In addition, it is easy to see that
(F.4.9) v1 + v2 + · · ·+ vn = 0 so v1 = −v2 − · · · − vn and
b1 + b2 + · · ·+ bn = 0 so b1 = −b2 − · · · − bn.
(Obviously, this holds with “1” replaced by any index i = 1, . . . , n.) By (F.4.9), (F.2.8),
(F.1.6), and (F.2.6), it follows that
(F.4.10) For every j = 1, . . . , n we have {vi, i 6= j} is a basis of z(β)⊥.
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Let w =
∑n
j=1 θjzj(β) ∈ BdV1 sgn t(β) ⊂ Sn−1(β). Thus, θ ⊥ 1Tn and |θ| = 1. Let
s ≥ 0 and let u := tb1 + sθ so p := ψφ1Tn (u1). (sw is a general point in C1 sgn t(β).) Thus,
Expx(sw) = ψφ1Tn (u).
Then, by (F.2.9) and the fact that θ ⊥ 1Tn , we have
(F.4.11)
√
n/(n− 1) θi = biθ, i = 1, . . . , n.
Then, by (F.4.9),
(F.4.12) u =
n∑
i=2
(sei − t)bi.
Let  := 1/(n− 1). First, let
t > 0.
Then w ∈ BdV1+ := BdV1+(β). Let j = 2, . . . , n. Then, since w ∈ BdV1+, by (F.3.4),
(F.2.9), and (F.4.11),
(F.4.13) 0 ≤ b1 · θ − bj · θ = −
n∑
i=2
ei − ej + 
∑
1<i≤n; i 6=j
ei = −ej − ej = −(1 + )ej .
I.e.,
(F.4.14) w ∈ BdV1+ implies ej ≤ 0 for j = 2, . . . , n.
Since, by (F.2.9), b1 · θ = −
∑n
i=2 ei, it follows that
b1 · θ ≥ 0.
We also have
(F.4.15) 0 ≤ b1 · θ + bj · θ = −
n∑
i=2
ei + ej − 
∑
1<i≤n; i 6=j
ei = (1− )ej − 2
∑
1<i≤n; i 6=j
ei.
I.e.,
(F.4.16) w ∈ BdV1+ implies ej ≥ 2
n− 2
∑
1<i≤n; i 6=j
ei for j = 2, . . . , n.
But w ∈ BdV1+. Therefore, by (F.3.4), at least one of the inequalities (F.4.14) and (F.4.16)
must actually be an equality for some j = 2, . . . , n. And the converse is true: If (F.4.14) and
(F.4.16) hold for j = 2, . . . , n and at least on is an equality then
∑n
i=2 eibi ∈ BdV1+.
Now, by (F.4.12), we can write u =
∑n
i=2 fibi, with fi := sei − t (i = 2, . . . , n). By
(F.4.14), we have
(F.4.17) fj = sej − t ≤ −t < 0, j = 2, . . . , n,
and, by (F.4.16),
(F.4.18) fj − 2
n− 2
∑
1<i≤n; i 6=j
fi = sej − t− 2
n− 2
∑
1<i≤n; i 6=j
(sei − t)
=
sej − 2
n− 2
∑
1<i≤n; i 6=j
sei
− t+ 2t ≥ 0− t+ 2t = t > 0, j = 2, . . . , n.
F.4. DISJOINTEDNESS OF CONES 245
Next, let
t < 0.
Then w ∈ BdV1−. Let j = 2, . . . , n. Then, since w ∈ BdV1−, by (F.4.15),
0 ≤ −b1 · θ − bj · θ = −(b1 · θ + bj · θ) = −(1− )ej + 2
∑
1<i≤n; i 6=j
ei.
I.e.,
(F.4.19) w ∈ BdV1− implies ej ≤ 2
n− 2
∑
1<i≤n; i 6=j
ei for j = 2, . . . , n.
But we also have, by (F.4.13),
0 ≤ −b1 · θ + bj · θ = −(b1 · θ − bj · θ) = (1 + )ej .
I.e.,
(F.4.20) w ∈ BdV1− implies ej ≥ 0, for j = 2, . . . , n.
Therefore,
b1 · θ ≤ 0.
But w ∈ BdV1−. Therefore, by (F.3.5), at least one of the inequalities (F.4.19) and (F.4.20)
must actually be an equality for some j. And conversely.
Now, by (F.4.9), we can write u =
∑n
i=2 fibi, with fi := sei− t (i = 2, . . . , n). By (F.4.20)
and the fact that s ≥ 0, we have
(F.4.21) fj = sej − t ≥ −t > 0, j = 2, . . . , n,
and, by (F.4.19),
(F.4.22) fj − 2
n− 2
∑
1<i≤n; i 6=j
fi = sej − t− 2
n− 2
∑
1<i≤n; i 6=j
(sei − t)
=
sej − 2
n− 2
∑
1<i≤n; i 6=j
sei
− t+ 2t ≤ 0− t+ 2t = t < 0, j = 2, . . . , n.
First, suppose ` = 1. Write w′ =
∑n
j=1 ζjzj(γ) ∈ BdV1 sgn t(γ) ⊂ Sn−1(γ). Write
ζ := (ζ1, . . . , ζn) =
∑n
i=2 e
′
ibi. Thus, u =
∑n
i=2(s
′e′i − t′)bi. Since b2, . . . ,bn are linearly
independent, we have s′e′i − t′ = fi = sei − t (i = 2, . . . , n). Then, since φ = ω, we have
u = t′b1 + s′ζ, where t′ ∈ R and w′ ∈ BdV1 sgn t′ . If t > 0 and w′ ∈ BdV1−, then t′ ≤ 0 and,
by (F.4.17) and (F.4.21),
fj ≤ −t < 0 ≤ −t′ ≤ fj , j = 2, . . . , n,
a contradiction. Similarly if t < 0 and w′ ∈ BdV1+.
So assume t > 0 and w′ ∈ BdV1+. Then by (F.4.17) and (F.4.18), for every j = 2, . . . , n,
fj ≤ −t and(F.4.23)
fj − 2
n− 2
∑
1<i≤n; i 6=j
fi ≥ t,(F.4.24)
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with equality holding in (F.4.23) or (F.4.24) for some j. Thus,
min
j
min
−fj , fj − 2n− 2 ∑
1<i≤n; i 6=j
fi
 = t.
But the same argument applies to t′. Therefore, t′ = t and we are done.
If t < 0 and w′ ∈ BdV2−, then a similar argument, using (F.4.21) and (F.4.22), shows
max
j
max
−fj , fj − 2n− 2 ∑
1<i≤n; i 6=j
fi
 = t.
So again t′ = t. We conclude that
(F.4.25) If ` = 1 then (F.4.7) holds.
Now suppose ` = 2. Suppose w′ ∈ BdV2+. Continue to write ζ =
∑n
i=2 e
′
ibi. Then, by
(F.3.4) and (F.4.13),
0 ≤ b2 · ζ − b1 · ζ = −(b1 · ζ − b2 · ζ) = (1 + )e′2.
I.e.,
(F.4.26) w′ ∈ BdV2+ implies e′2 ≥ 0.
We also have, by (F.4.15),
0 ≤ b2 · ζ + b1 · ζ = (1− )e′2 − 2
n∑
i>2
e′i.
I.e.,
(F.4.27) w′ ∈ BdV2+ implies e′2 ≥
2
n− 2
n∑
i>2
e′i.
Next, suppose w′ ∈ BdV2−. Then, by (F.4.15)
(F.4.28) 0 ≤ −b2 · ζ − b1 · ζ = −(b1 · ζ + bj · ζ) = −(1− )e′2 + 2
n∑
i>2
e′i.
I.e.,
(F.4.29) w′ ∈ BdV2− implies e′2 ≤
2
n− 2
n∑
i>2
e′i.
We also have, by (F.4.13),
0 ≤ −b2 · ζ + b1 · ζ = −(1 + )e′2.
I.e.,
(F.4.30) w′ ∈ BdV2− implies e′2 ≤ 0.
Let t′ ∈ R, t ∈ R \ {0}, w ∈ BdV1 sgn t, w′ ∈ BdV2±, s ≥ 0, and s′ ≥ 0 and suppose
u =
n∑
i=2
fibi := tb1 + sθ = t
′b2 + s′ζ.
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Then f2 = s
′e′2 + t′ and fi = s′e′i, for i = 3, . . . , n.
(F.4.31) f2 − 2
n− 2
n∑
i=3
fi = s
′
(
e′2 −
2
n− 2
n∑
i=3
e′i
)
+ t′.
First, suppose t′ ≥ 0 and w′ ∈ BdV2+. Then, by (F.4.26) and (F.4.27),
(F.4.32) If t′ ≥ 0 and w′ ∈ BdV2+ then f2 ≥ 0 and f2 − 2
n− 2
n∑
i=3
fi ≥ 0.
Now suppose t > 0. Then, by (F.4.17), we have f2 < 0. This contradicts (F.4.32). Suppose
t < 0. Then, by (F.4.22), we have f2 − 2n−2
∑n
i=3 fi < 0. This also contradicts (F.4.32). Thus,
we cannot have w′ ∈ BdV2+.
So suppose t′ ≤ 0 and w′ ∈ BdV2−. Then, by (F.4.30), (F.4.30), and (F.4.31),
(F.4.33) If t′ ≤ 0 and w′ ∈ BdV2− then f2 ≤ 0 and f2 − 2
n− 2
n∑
i=3
fi ≤ 0.
Now suppose t > 0. Then, by (F.4.18), we have f2 − 2n−2
∑n
i=3 fi > 0. This contradicts
(F.4.33). Suppose t < 0. Then, by (F.4.21), we have f2 > 0. This also contradicts (F.4.33).
Thus, we cannot have w′ ∈ BdV2−. Thus, ` = 1. Hence, by (F.4.25), we conclude that (F.4.7)
must hold..
F.5. Construct the tubular neighborhood
(This section has bearing on properties 1 and 2 of definition 4.1.4 of fibering by cones.)
Let δ ∈ (0, pi) be as in the last section. Let y ∈ P1. Let r ∈ (0, δ/6) be a constant to be
further specified later. Then, from section F.2, for some j = 1, . . . , n and t ∈ R, we have
y = y(t) := y(t; j, φ) := Γj,φ(t) = ψφ1Tn (tbj), where bj := (bj1, . . . , bjn), bji := −
[
n(n− 1)]−1/2
(i = 1, . . . , n; i 6= j), and bjj =
√
(n− 1)/n. Let β := (β1, . . . , βn) := φ1Tn + tbj . (See (F.1.5).)
If t = 0, so y ∈ T , let C(y) := C(y, r) := C(β) as defined in section F.3. We know, by
the Tubular Neighborhood Theorem , 4.1.2, that
{
y(t, j, φ) ∈ P1 : |t| ≥ δ/6
}
has a tubular
neighborhood. If
(F.5.1) |t| ≥ δ/6, let C[y] be the open (d− p)-dimensional ball of
radius r centered at 0 in (TyP)⊥.
Here, (TyP1)⊥ the orthogonal complement of TyP1 in TyD.
Now suppose |t| ∈ (0, δ/6). WLOG j = 1. Suppose we have w = ∑ni=1wizi(β) ∈
C1 sgn t(β). Write θ = (w1, . . . , wn). Assume
(F.5.2) |w| = |θ| < r
where zi = zi(β) (i = 1, . . . , n). We project w onto (TyP1)⊥. We accomplish that by first
projecting w down to TyP. Let vi = vi(β) (i = 1, . . . , n). (See (F.2.5) and (F.2.8).) By
(F.2.17), the tangent space TyP is spanned by z := z(β) :=
∑n
i=1 zi and vj =
∑n
i=1 bjizi. Thus,
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by (F.2.6), we have
∣∣z(β)∣∣ = √n. By (F.3.2), (F.3.1), and (F.2.3), w · z(β) = ∑ni=1wi = 0. By
(F.2.6),
|vj | = 1 and w · vj =
n∑
i=1
wibji = θ · bj .
Since w ∈ C1 sgn t(β), by (F.2.6), (F.3.1), (F.3.4), and (F.3.5), we have w ⊥ z(β). Since
{vi, i = 2, . . . , n} is a basis of z(β)⊥, we may write
(F.5.3) w =
n∑
i=2
eivi ∈ C1 sgn t(β).
By (F.2.17) and the fact that
∣∣z(β)∣∣ = √n,
The projection of w onto TyP1 is n−1(w · z)z + (w · v1)v1 = (w · v1)v1.
By (F.2.6), we have v1 · w = −(n − 1)−1
∑n
i=2 ei, and |v1| = 1. Therefore, by (F.4.9), the
orthogonal projection of w onto the span of v1 is (v1 · w)v1 = e¯
∑n
i=2 vi, where e¯ := (n −
1)−1
∑n
i=2 ei. (Notice that e¯ is G-invariant.) Therefore, the projection of w onto (TyP1)⊥ is
(F.5.4) Π1(w) := w − n−1(w · z)z − (w · v1)v1 = w − (v1 · w)v1 =
n∑
i=2
(ei − e¯)vi.
And
(F.5.5) g∗
[
Π1(w)
]
= Π1
[
g∗(w)
]
, for every g ∈ G.
Let e1×(n−1) := (ei, i 6= j). Claim:
(F.5.6) − r < (sgn t)e¯ ≤ 0 and |e| < √n− 1 r.
WLOG j = 1. Let
M (n−1)×(n−1) :=
n
n− 1In−1 −
1
n− 11n−11
T
n−1,
where In−1 is the (n− 1)× (n− 1) identity matrix and 1(n−1)×1n−1 is the (n− 1)-column vector
of 1’s. Thus, M has 1’s along the main diagonal. Notice that M is positive definite: Its
eigenvalues are (n − 1)−1 (for 1n−1) and n/(n − 1) (for any vector ⊥ 1n−1). By (F.2.6), the
(i, k)th-entry of M is just vi+1 · vk+1. Let eˆ := e¯1Tn−1. Then eˆMeˆT = e¯2 and (e− eˆ)MeˆT = 0.
Therefore, by (F.5.2),
(F.5.7) r2 > |w|2 = eMeT = [(e− eˆ) + eˆ]M[(e− eˆ) + eˆ]T = (e− eˆ)M(e− eˆ)T + eˆMeˆT ≥ e¯2.
Thus, |e¯| < r. But by (F.4.14), (F.4.20), and (F.4.8), (sgn t)e¯ ≤ 0. So −r < (sgn t)e¯ ≤ 0.
Now, since |e¯| < r, (e− eˆ) ⊥ 1n−1, and eˆMeˆT = e¯2, we have, by (F.5.7),
r2 > eMeT =
n
n− 1
[|e|2 − (n− 1)e¯2]+ e¯2
=
n
n− 1 |e|
2 − (n− 1)e¯2 > n
n− 1 |e|
2 − (n− 1)r2.
It follows that |e| < √n− 1 r. This proves the claim (F.5.6).
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To construct C[y] we first interpolate between w and Π1(w) as follows.
(F.5.8) fi := fi(w) := ei − sin
(
3pi|t|/δ)e¯ (i = 1, . . . , n) and
wˆ :=
n∑
i=2
fivi =
[
1− sin(3pi|t|/δ)]w + sin(3pi|t|/δ)(Π1w).
(See (F.5.4).) From (F.3.7) we see
(F.5.9)
√
n− 2
2(n− 1) |w| ≤
√
|w|2 − |Π1w|2 ≤ |wˆ| ≤ |w|, w ∈ C1 sgn t.
From (F.5.5) we see that
(F.5.10) g∗(wˆ) = ĝ∗(w), for every g ∈ G.
For definiteness, assume t ≥ 0. By (F.5.6), we have
(F.5.11) |fi| =
∣∣ei − sin(pit/δ)e¯∣∣ ≤ |e|+ |e¯| ≤ (1 +√n− 1)r.
Let wˆ1, . . . , wˆn be the coordinates of wˆ as a point in Rn w.r.t. the basis z1, . . . , zn. Thus,
wˆ =
∑n
i=1 wˆizi.
Write θˆ := θˆ(w) := (wˆ1, . . . , wˆn). Thus, by (F.4.8),
(F.5.12) θˆ(w) =
n∑
i=2
fi(w)bi.
By (F.5.11),
|wˆm| ≤
n∑
i=2
|fi||bim| ≤
(
1 +
√
n− 1)r n∑
i=1
|bim|, m = 1, . . . , n.
By (F.2.7),
|wˆm| ≤
(
1 +
√
n− 1) (√(n− 1)/n+ (n− 1)[n(n− 1)]−1/2) r(F.5.13)
= 2
(
1 +
√
n− 1)√(n− 1)/n r.
Let y := ψφ1Tn (tb1) ∈ P11 and
(F.5.14) Ψ(t, w) := Ψ(t, w, j;φ) := ψφ1Tn
(
tb1 + θˆ(w)
)
= Expy
(∑
i>1
fi vi(y)
)
,
φ ∈ [−pi/2, pi/2]; t ∈ [−δ/6, δ/6]; w ∈ Cj sgn t(φ1Tn + tb1), |w| < r.
We show that
(F.5.15) Ψ is one-to-one.
As a warm up exercise we prove that part (4.1.23) of definition 4.1.4 holds for the bundle
C[y]. Let y ∈ P1j . WLOG j = 1. Then, by (F.2.16), there exists φ, t ∈ R s.t y = ψφ1Tn (tb1).
Let wˆ ∈ C1[y] \ {0}. If |t| ≥ δ/6 then, by (F.5.1), wˆ ⊥ TyP1 and we are done.
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So assume |t| < δ/6. Then, by (F.5.3) and (F.5.8), we can write wˆ = ∑ni=2(ei−sin(a|t|)e¯)vi,
where
a := 3pi/δ,
and w :=
∑n
i=2 eivi ∈ C1 sgn t(β). Here, vi := vi(bldsβ), β := φ1Tn + tb1, and e¯ := (n −
1)−1
∑n
i=2 ei. Suppose wˆ ∈ TyP11. Then, by (F.2.17), there are d, d′ ∈ R s.t. wˆ = dv1 + d′z(β).
Now, by (F.4.10), we have d′ = 0. Thus, we have
n∑
i=2
eivi =
[
d+ sin
(
a|t|)]v1.
By (F.4.10) again and (F.4.9) we therefore have e2 = · · · = en.
But
∑n
i=2 eivi ∈ C1 sgn t(β). Suppose t ≥ 0 (the t < 0 case is similar). Then (F.4.14)
and (F.4.16) hold and at least one of all those inequalities is actually an equality. Since
e2 = · · · = en, none of the inequalities in (F.4.16) can be equalities. Thus, one, and hence
all, of the inequalities in (F.4.14) must hold. I.e., e¯ = e2 = · · · = en = 0. But this means
wˆ = 0, contradiction. This completes the proof that part (4.1.23) of definition 4.1.4 holds for
the bundle C[y].
By (F.5.12) and (F.2.9), we have θˆ ⊥ 1Tn . So, arguing as in the proof of (F.4.6), it suffices to
show that Ψ(t, w, j) is one-to-one in (t, w, j). If y, y′ ∈ T By (F.2.16), we know that there exist
j, ` = 1, . . . , n, |t′|, |t| < pi, and φ ∈ (−pi, pi) s.t. y = Γj,φ(t) and y′ = Γ`,φ(t′). By hypothesis,
|t′|, |t| ≤ δ/6. Let w ∈ Cj sgn t(φ), w′ ∈ C` sgn t′(r; y′), and suppose
Ψ(t′, w′, `) = Ψ(t, w, j).
We show (t′, w′, j) = (t, w, `). If t′ = t = 0 then wˆ = w and j = ` by section F.4. So assume
t 6= 0, so t ∈ (−δ/6, 0) ∪ (0, δ/6).
WLOG j = 1. We have
t′b`i + wˆ′i ≡ tb1i + wˆi mod 2pi (i = 1, . . . , n)
By (F.5.13) and (F.2.7), by making δ > 0 and r > 0 sufficiently small, we may assume
t′b`i + wˆ′i = tb1i + wˆi (i = 1, . . . , n)
Therefore, from (F.5.12),
(F.5.16) t′b` +
n∑
i=1,i 6=`
fi(w
′)bi = tb1 +
n∑
i=2
fi(w)bi.
Write w′ =
∑
i 6=` e
′
ivi, e¯
′ := (n − 1)−1∑i 6=` e′i, w = ∑ni=2 eivi, and e¯ := (n − 1)−1∑ni=2 ei.
For simplicity, write
a := 3pi/δ.
Now, by (F.2.9) and (F.2.6), we have that bi 7→ vi (i = 1, . . . , n) is an isometry. Thus, (F.5.16)
implies
(F.5.17) ft′v` +
n∑
i=1,i 6=`
fi(w
′)vi = tv1 +
n∑
i=2
fi(w)vi.
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But, by (F.5.8) and (F.4.9),
t′v` +
n∑
i=1,i 6=`
fi(w
′)vi = t′v` +
n∑
i=1,i 6=`
[
e′i − sin(at′)e¯′
]
vi
= t′v` +
n∑
i=1,i 6=`
e′ivi − sin(at′)e¯′
n∑
i=1,i 6=`
vi
=
[
t′ + sin(at′)e¯′
]
v` + w
′.
Similarly,
tv1 +
n∑
i=2
fi(w)vi =
[
t+ sin(at)e¯
]
v1 + w.
Therefore, by (F.5.17),[
t′ + sin(at′)e¯′
]
v` + w
′ =
[
t+ sin(at)e¯
]
v1 + w.
Now
∣∣sin(at)e¯∣∣ ≤ |ate¯|, for all t ∈ R. Ditto for t′, etc. Now, by (F.5.6), by further reducing
r ∈ (0, δ/6) we may assume
(F.5.18) |w| < r implies ∣∣sin(at)e¯∣∣ ≤ |t| and ∣∣a cos(at)e¯∣∣ < 1 for all t ∈ R.
Therefore, t + sin(at)e¯ has the same sign as t and t′ + sin(at′)e¯′ has the same sign as t′. (If
t′ = 0 then t′ + sin(at′)e¯′ = 0) Thus, from section F.4, we have
` = 1, w′ = w, and t′ + sin(at′)e¯′ = t+ sin(at)e¯
In particular, since
∑n
i=2 e
′
ivi =
∑
i 6=` e
′
ivi = w
′ = w =
∑n
i=2 eivi, we have e¯
′ = e¯.
We show that t′ = t. Let g(s) := s+ sin(as)e¯, s ∈ R. Then, by (F.5.18)
g′(s) = 1 + a cos(as)e¯ > 0.
Therefore, g(t′) = g(t) implies t′ = t, as desired. Hence, if y, y′ ∈ P1 and Exp
(
C[y′]
) ∩
Exp
(
C[y]
) 6= ∅ then y′ = y. This shows that C[P1] := ⋃y∈P1 C[y] has a property specified in
part 1 of definition 4.1.4.
Now, let
w˜ = |w||wˆ|−1wˆ, θ˜ = |w||wˆ|−1θˆ.
We show, (φ, j, t, w) 7→ ψφ1Tn
(
tb1 + θ˜(w)
)
is one-to-one for t ∈ (0, δ/6). Suppose we have
ψφ1Tn
(
tb1 + θ˜(w)
)
= ψφ′1Tn
(
t′bj + θ˜(w′)
)
.
Then the preceding argument shows
φ′ = φ, j = 1, t′ = t, and |w′||wˆ′|−1w′ = |w||wˆ|−1w.
Let u := |wˆ|−1w = |wˆ′|−1w′, so u ∈ V1+. Then, since the map w′′ → wˆ′′ is linear, in particular,
homogeneous, we have |w||wˆ|−1 = |u||uˆ|−1 = |w′||wˆ′|−1. Therefore, w′ = w, as desired. This
proves that C[P1] satisfies property 1 of definition 4.1.4. Note that, by (F.3.7), the map
|w′′||wˆ′′|−1w′′ → (|u|−1|uˆ|)(|w′′||wˆ′′|−1w′′) = w′′ is Lipschitz.
Define
(F.5.19) C[y] := Cr[y] :=
{
w˜ ∈ TyD : w ∈ Cj sgn t(β), |w| < r
}
.
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Then, abusing notation, we have by (F.5.10) and the fact that g∗ (g ∈ G) is an isometry,
(F.5.20) g∗(w˜) = g˜∗(w), for every g ∈ G.
Therefore,
(F.5.21) g∗(y, u) =
(
g(y), g∗(u)
) ∈ C[g(y)], for g ∈ G, u ∈ C[y].
This proves that C[P1] satisfies (4.1.26).
F.6. Lipschitz homeomorphism
(This section has bearing on property 3 of definition 4.1.4 of fibering by cones.) Here we
show that P1 has an open neighborhood with a bi-Lipschitz homeomorphism with
(F.6.1) N := N(r) :=
⋃
y∈P1
Cr[y] ⊂ P1 × R2n.
As remarked near the beginning of section F.5, by the Tubular Neighborhood Theorem,{
y(t, j, φ) ∈ P1 : |t| ≥ δ/6
}
has a tubular neighborhood. So focus on y = y(t, j, φ) with
|t| < δ/6.
The homeomorphism will take the following form. Write y = y(t) := y(t; j, φ) := ψφ1Tn (tbj),
where bj := (bj1, . . . , bjn), bji := −
[
n(n− 1)]−1/2 (i = 1, . . . , n; i 6= j), and bjj = √(n− 1)/n.
Let w =
∑n
i=1 θizi(γ) ∈ C[y], where γ = φ1Tn + tbj . Define θ := (θ1, . . . , θn) and
(F.6.2) α−1(y, w) := Expy(w) = ψφ1Tn (tbj + θ) = Ψ(t, w, j;φ).
(See (F.1.18).) By (F.1.10) we have
(F.6.3) g ◦ α−1(y, u) = g(Expy(u)) = Expg(y)[g∗(u)] = α−1(g(y), g∗(u)), g ∈ G.
(See the proof of (4.1.7) following lemma A.11.) Combining this with (F.6.2) and (F.5.21), we
see that (4.1.26) holds for this example.
F.6.1. Surjection. In this section we show that, if r > 0 is sufficiently small, Exp maps
N(r) (defined in (F.6.1)) onto an open neighborhood, C, of P1 and that α : C → N is locally
Lipschitz.
Let r′ ∈ (0, r), where r > 0 is the number introduced in section F.5. Let
x = (· · · , cosωi, sinωi, . . .),
where cosωi is in position 2i− 1 and sinωi is in position 2i. Suppose
(F.6.4) dist(x,P1) < r′.
We may assume that |ωi| ≤ pi (i = 1, . . . , n). We will show that there exists y ∈ P1 and
w ∈ Cr′ [y] s.t. x = Expy(w) = α−1(y, w)
Let φ := ω¯ := n−1(ω1 + · · ·+ ωn) ∈ R, ωˆi := ωi − φ (i = 1, . . . , n), and ωˆ := (ωˆ1, . . . , ωˆn).
Thus, ωˆ1n = 0.
For j = 1, . . . , n, write ωˆ = ωˆ(1j) + ωˆ(2j), where ωˆ(1j) = cjb1j (cj ∈ R) and ωˆ(2j) ⊥ bj .
Thus, cj = ωˆ ·bj . Notice that, by (F.2.9) and since ωˆ ⊥ 1n, we have that ωˆ(2) is perpendicular
to both bj and 1n. Therefore, by (F.2.18),
(F.6.5) 1− |ωˆ · bj | = 1− |cj | = |ωˆ(2j)| = dist(x,P1j).
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Let ` = 1, . . . , n satisfy |ωˆ · b`| = max
{|ωˆ · bi|, i = 1, . . . , n}. Let η := sgn (ωˆ · b`) = ±1.
WLOG ` = 1.
If |ωˆ · b1| ≥ δ/6 then, by (F.5.1) and the tubular neighborhood theorem, 4.1.2, we have
that x ∈ Exp(C[y]) for some y ∈ P11. So assume
(F.6.6) |ωˆ · b1| < δ/6.
Then, by (F.6.5), P11 is the lobe of P1 closest to x. Therefore, by (F.6.4), |ωˆ(2,1)| < r′. Let
ωˆ(2) := ωˆ(2,1). We may write
(F.6.7) ωˆ(2) =
n∑
i=2
fibi.
Since ωˆ(2) ⊥ b1 by definition, we have, by (F.2.9),
(F.6.8)
n∑
i=2
fi = 0.
Claim:
(F.6.9) max
2≤i≤n
|fi| ≤
√
n
n− 1 max2≤i≤n |fi| ≤ |ωˆ
(2)| < r′.
To see this, note that, by (F.2.9) again and (F.6.8),
(r′)2 > |ωˆ(2)|2
=
 n∑
i=2
f2i −
2
n− 1
∑
1<i<j≤n
fifj
+ 1
n− 1
(
n∑
i=2
fi
)2
=
 n∑
i=2
f2i −
2
n− 1
∑
1<i<j≤n
fifj
+
 1
n− 1
n∑
i=2
f2i +
2
n− 1
∑
1<i<j≤n
fifj

=
n
n− 1
n∑
i=2
f2i ≥
n
n− 1
(
max
2≤i≤n
|fi|
)2
.
The claim (F.6.9) follows.
Define s ∈ R as follows.
(F.6.10) s := ηmax
max
ηfj , η
 2
n− 2
∑
1<i≤n; i 6=j
fi − fj
 , j = 2, . . . , n
 .
(By (8.3.1), n > 2.) Note that, by (F.6.8),
s = ηmax
max
ηfj , η
 2
n− 2
∑
1<i≤n; i 6=j
fi − fj − 2
n− 2
∑
1<i≤n
fi
 , j = 2, . . . , n

= ηmax
{
max
(
ηfj ,−η n
n− 2fj
)
, j = 2, . . . , n
}
.
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Therefore,
(F.6.11) |s| ≤
√
n
n− 2 max2≤i≤n |fi| ≤
√
n
n− 2 r
′
Let ei := fi − s (i = 2, . . . , n). Let
θ := (θ1, . . . , θn) := ωˆ
(2) + sb1 =
n∑
i=2
(fi − s)bi =
n∑
i=2
eibi.
Claim:
(F.6.12)
w :=
n∑
i=2
(fi − s)vi(φ1Tn + tb1) =
n∑
i=2
eivi(φ1
T
n + tb1) ∈ C1,η(φ1Tn + tb1), for every t ∈ R.
We show that e2, . . . , en satisfy (F.4.14) and (F.4.16) if η = 1 and (F.4.19) and (F.4.20) if
η = −1. By definition, ηs ≥ ηfj for j = 2, . . . , n. Hence,
(F.6.13) 0 ≥ η(fj − s) = ηej for j = 2, . . . , n.
So (F.4.14) and (F.4.20) hold. Similarly, for j = 2, . . . , n,
(F.6.14) 0 ≥ η
 2
n− 2
∑
1<i≤n; i 6=j
fi − s− fj
 = η
 2
n− 2
∑
1<i≤n; i 6=j
(fi − s)− (fj − s)

= η
 2
n− 2
∑
1<i≤n; i 6=j
ei − ej
 .
Thus, (F.4.16), if η = 1, and (F.4.19), if η = −1, are satisfied. Moreover, by definition of s, for
some j = 2, . . . , n, equality must hold in either (F.6.13) or (F.6.14) (or both). By section F.4,
the claim (F.6.12) is proved.
By (F.6.8), there exist j, j′ = 2, . . . , n s.t. fj ≥ 0 and fj′ ≤ 0. But by definition of s, we
have ηs ≥ ηfi (i = 2, . . . , n). Therefore, sgn (ηs) = +1. I.e.,
(F.6.15) sgn s = η.
Recall a := pi/δ and δ ∈ (0, pi). Consider the equation
(F.6.16) t+ s sin
(
a|t|) = s+ ωˆ · b1.
We wish to specify conditions under which (F.6.16) has a unique solution in t. By (F.6.15),
the sign of the RHS of (F.6.15) is η := sgn (ωˆ · b1).
Let g(t) be the LHS of (F.6.16). We have
g′(t) =
{
1 + sa cos at, if t > 0,
1− sa cos at, if t < 0.
By (F.6.11), by making r′ small we can insure that g′(t) > 0 for all t 6= 0. By (F.6.6), we can
similarly make δ/6 + s sin a|t| > |s + ωˆ · b1| by making r′ small. Hence, there will a unique
t = t∗ ∈ (−δ/6, δ/6) solving (F.6.16). Moreover, since g(0) = 0, definition of η, and (F.6.15),
we see that sgn t∗ = η.
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We prove that t∗(c, s), where c = ωˆ · b1, is Lipschitz in s and c. It will follow from lemma
B.13 and corollary B.21 that t∗ is a locally Lipschitz function in x. (See (F.1.17).) But by
(F.6.6) (making δ smaller if necessary), we may consider x to be confined to a compact set.
Therefore, t∗ is Lipschitz in x. By (F.6.16) we have,
∂t∗
∂c
=
1
1 + ηas cos at∗
and
∂t∗
∂s
=
1− η sin at∗
1 + ηas cos at∗
.
By making r′ smaller if necessary, we can bound these derivatives away from both 0 and ∞.
Therefor, t∗ is Lipschitz in (c, s) and, hence, in x.
By (F.6.12), we have w ∈ C1,η(φ) and, by (F.4.8) and (F.6.16), By definition of φ and ωˆ,
we have x = ψφ1Tn (ωˆ). By definition of ωˆ
(1) and ωˆ(2), (F.4.8), (F.6.7), and (F.4.9),
ωˆ = ωˆ(1) + ωˆ(2)
= (ωˆ · b1)b1 +
n∑
i=2
fi bi
=
(
t∗ + s sin a|t| − s)b1 + n∑
i=2
ei bi − s
n∑
i=2
bi
=
(
t∗ + s sin a|t| − s)b1 + n∑
i=2
ei bi + sb1
=
(
t∗ + s sin a|t|)b1 + n∑
i=2
ei bi
= t∗b1 + s
(
sin a|t|)b1 + n∑
i=2
ei bi
= t∗b1 +
n∑
i=2
[
ei − s
(
sin a|t|)]bi
= t∗b1 + θ˜.
Therefore, the following holds. Let
w :=
n∑
i=2
[
ei − s
(
sin a|t∗|)]vi(φ1Tn + t∗b1) and y = ψφ1Tn (t∗b1).
Then, w ∈ C[y] and x = Expy(w) = α−1(y, w), as desired. Moreover, w and y are Lipschitz in
x. I.e., α(x) is Lipschitz in x. This proves that C[P1] satisfies property 3 of definition 4.1.4.
F.7. Local tiviality
Now we can prove local triviality, part 2 of definition 4.1.4. Let  ∈ (0, δ/6). Pick j =
1, . . . , n, WLOG j = 1. Let V1 :=
{
Γ1,φ(t) ∈ P11 : φ ∈ (−pi, pi], t ∈ (0, δ/6)
}
. Note that Γ1,·(·)
is Lipschitz. Let (φ, t) ∈ (−pi, pi]× (0, δ/6) and let y := Γ1,φ(t). Now let w˜ ∈ C[y]. By (F.4.10),
we can write
w˜ =
∑
i>1
fivi.
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The map f(w˜) := (f2, . . . , fn) is bi-Lipschitz.
By (F.5.8) we know that there exists w = w(w˜) :=
∑n
i=2 eivi ∈ C1+(y, r) s.t. fi = A
[
ei −
sin(at)e¯
]
(i = 2, . . . , n), where A :=
(|w||wˆ|−1), e¯ := (n − 1)−1∑ni=2 ei, and a := 3pi/δ. We
show that w(w˜) is Lipschitz in w˜. Recovering w means recovering ei = A
−1fi+sin(at)e¯. Thus,
since t is known, recovering w amounts to recovering sin(at)e¯. First, recover A sin(at)e¯. Let
J :=
{
s ≤ 0 : fj + s ≤ 0 and fj + s ≥ 2
n− 2
}
.
Then by (F.5.6), (F.4.14), (F.4.16), we have A (sin at)e¯ ∈ J and with s = A (sin at)e¯, one of
the inequalities in the definition of J is an equality. Define
s(w˜, t) := max
− max2≤j≤n fj , min2≤j≤n
fj − 2
n− 2
∑
1<i≤n; i 6=j
fi
 .
Notice that s(w˜, t) is homogeneous in w˜: If r ∈ [0, 1], then s(rw˜, t) = rs(w˜, t).
Therefore, we have that s(w˜, t) is Lipschitz and A (sin at)e¯ = s(w˜, t). Thus, A (e2, . . . , en)
is a Lipschitz function of (w˜, t). As remarked just before (F.5.19), by (F.3.7), computing and
multiplying by A−1 is a Lipschitz function of (w˜, t) that is homogeneous in w˜. Therefore,
A (e2, . . . , en) is a Lipschitz function of (w˜, t). Hence, w(w˜, t) ∈ Ci+(y, r) is Lipschitz. Thus,
we have a Lipschitz map from C[y] to C1+(y, r). And as remarked at the end of section F.3,
there is an isometry from C1+ to Ci+(0, r), etc. This establishes the local triviality property
2 of definition 4.1.4.
APPENDIX G
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Steven Ferry provided me with methods for showing that (3.1.2) holds in the context
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