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Abstract 
There are many combinatorial structures which can be regarded as complexes of certain basic 
blocks. Previous results on asymptotic enumeration have yielded implicit formulae for the mean 
and variance of the counts of blocks, together with Gaussian approximations with these param- 
eters. We will provide explicit formulae for these basic quantities, together with large deviation 
estimates for decay rates from the mean. As a result we obtain laws of large numbers and, under 
certain convexity conditions, a new approach to Gaussian approximations previously obtained by 
more cumbersome analysis. © 1998 Elsevier Science B.V. 
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1. Introduction and background 
Exponential structures form a large class of combinatorial structures which may be 
represented as complexes of certain basic blocks. Bender [1] and Canfield [3] have 
developed well understood asymptotics for these structures. Typically bj := the number 
of basic blocks of weight j is the given data and one seeks to compute c(n,k):=the 
number of unordered n-complexes having k blocks as a function of k for large n. 
The terminology of exponential structures comes from the relationship between the 
bivariate exponential generating function for c(n,k) and the generating function for 
the basic blocks as follows. We let B(x):= Y'~,,~l bnx~/n! be the (formal) exponential 
generating function for the number of  basic blocks and see that 
c(n'k)x"Yk (1.1) 
n k 
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= Z Z -~. Z j l , j 2 , ' ' ' , j k  s' n, 
n k jl+...+jl.=n: ji>~l i=1 
= exp(yB(x)). (1.3) 
The factor 1/k! accounts for the blocks being unordered and the rest counts the number 
of partitions of a set of size n into k blocks. 
Bender has the following general theorem for normal approximations to {c(n,k)} 
using bivariate generating functions which he shows to be applicable to certain expo- 
nential structures. 
Definition. We say that {c(n,k)} satisfy an integral central limit theorem if the 
probability measures Cn(.) = ~k ?(n, k)f{k}(.), where ?(n, k) = c(n, k)/Cn and C, = 
~j  c(n,j), suitably centered and scaled converge weakly to the Gaussian distribution 
(27r) -1/2 f e -z2/2 dz. 
Theorem 1.1 (Bender). Let 
e > 0, 6 > 0 such that 
A(s) h(z,s) f(z, eS)= + 
(1 - z ip(s))  m+l 
where 
(i) O#A(s) is continuous for Is I <e, 
(ii) p"'(s) is bounded for Is[ <e, 
(iii) m is a non-negative integer, 
f (z, w ) : = ~n T]k c( n, k )z"w k. Assume that there exist 
(1 - -z ip(s))  m 
(iv) h(z,s) is analytic and bounded for Isl <e,  Izl < Ip(0)l + a, 
(v) a 2 = (p'(O)/p(O)) 2- (p"(O)/p(O)) > O. 
Then {c(n,k )} satisfy an integral central imit theorem with centerin9 nl~ and scalin9 
by a,, where 
I~=-p'(O)/p(O), #n=nl ~ and an2=na 2. (1.4) 
Canfield [3] introduced a modification of exponential structures which amounts to 
replacing c(n,k) by 
k~ 
a(n, k) = --Tc(n, k ). (1.5) 
n~ 
The combinatorial interpretation f a(n, k) is the number of ordered n-complexes having 
k blocks scaled by a factor of l/n!. This made it possible to apply Bender's theory 
to get a CLT for a(n,k) where An = ~-~ja(n,j) is the total number of n-complexes. 
Canfield provides implicit formulae for both the mean and variance. In particular, if one 
restricts to finitely generated structures (polynomial B(x)), then Canfield [3] provides 
the following theorem. 
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Theorem 1.2 (Canfield). Let {a(n,k)} be generated by B(x)= ~ bjxJ/j!. Let r(x) 
be the (implicit) solution to r(x)B'(r(x))~-x and let 
.(x)= 
Then {a(n,k)} satisfy an integral central limit theorem with centering and scaling 
given implicitly by 
#,=B(r(n)) and a2n=a(r(n)) (1.6) 
respectively. 
We have found the transformation (1.5) introduced by Canfield to be of interest in 
its own right from two points of view. First, the transform can be viewed as a case of 
a general size bias transform defined as follows. 
Definition. Let X be a random variable and suppose B : R---~ [0, co) such that 
E[B(X)] < cx~. Then 
Pff~)(C)= fcB(x)Px(dx)-  I ~cB(x)Px(dx)' E[B(X)] (1.7) 
is the B-size biased probability distribution of X. 
Then the case of "exponential size biasing" B(x)= e °x already arises for the classical 
Cramer--Chernoff large deviation theorem [5], and the case of "mean size biasing" 
B(x)=x arises in the analysis of multiplicative cascades by Waymire and Williams 
[13] and in the theory of random walks on trees by Lyons et al. [7]. The present case 
of B(x)= F(x + 1) may naturally be referred to as factorial size biasing. 
Secondly, the graphical structures counted by {a(n, k)} occur naturally in the context 
of self-similar tree (SST) graphs, introduced by Tokunaga [10] and Peckham [9] to 
model observed structure of many naturally occurring river networks. In view of the 
ratio form of the generating function for the transformed {a(n,k)}, namely, 
1 (1.8) A(x, y):= Z Z a(n, k)xny k- 1 - yB(x)' 
n k 
we introduce the terminology rational structures. 
To define the SST property we first define the Horton order of a finite tree. A rooted 
tree graph is a set of nodes connected by edges, not containing any loops (closed paths) 
having a specified node called the root. Each exterior edge is assigned order 1. If b, the 
branching number, edgess join and each have order i, then the parent edge is assigned 
order (i + 1), else the parent edge is assigned the highest order among its offspring. 
Order k streams are defined as contiguous chains of edges of order k. The order of 
the tree is defined as the largest order of its streams. 
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Let T/,j denote the number of sub-trees of order j supported by an edge of order i, 
assumed constant for all edges. The SST property is that the matrix ((T,,j)) is Toeplitz 
(~+k,i = Tk). The total number of streams of order i in a tree of order n is 
re(i) 
Nn(i)= Za(m( i ) ,k )  (1.9) 
k=l 
which defines a rational structure with 
~ l!(b + T~) i f  j=  1, (1.10) 
bj = L j!Tj i f j> l  
In the next section the specific results for these structures are given. 
2. Results 
In this note we consider the problem of finding explicit formulae for the mean and 
variance for a class of rational structures with polynomial generators. In particular we 
2 in (1.5) are both linear in n and we compute show that the centering #~ and scaling a~ 
the coefficients. 
Lemma 2.0. For t>0 and polynomial B(x), there exists a unique positive root rl(t) 
to 1 - et B(x). Moreover ]rl(t)l < 1. 
Proof. Suppose that t > 0 is fixed. Then letting f(x, t)= 1-e t B(x), we have f(0,  t )=  1, 
f (1,  t) < 0, and fx(X, t) < 0 for all x > 0. Since the derivative of f is strictly less than 0, 
there can be no multiple roots. Since f(x, t) is continuous, the mean value theorem 
implies that such a root exists [8]. [] 
Note. This result holds for t in a neighborhood of the origin, namely t >-  ln B(1 ). 
Remark. We will see that the large deviation rate for the number of blocks in a 
randomly selected ordered n-complex is the Legendre transform of ?l(t). 
Theorem 2.1. Let {a(n,k)} be generated by B(x)= ~TbjxJ/ j ! .  Let rl(t) be the 
smallest root of 1 - e t B(x). Then 
n 
f in(a)  ~'~ (2.1) 
(riB'(r1))' 
aZ(a) ~ n r2B"(rl ) + rlB'(rl ) - (rlB'(rl ) )2 
(riB'(r1))3 (2.2) 
I f  rl(t) satisfies 3rl(t)rl(t)rl'(t ) C rZ(t)r~l"(t) + 2(rtl(t)) 3 in a neighborhood of the 
origin, then {a(n,k )} satisfies an integral central limit theorem with mean #,(a) and 
variance a2(a). 
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We also consider the problem of understanding the important role the root rl(t) of 
1-etB(x )  = 0 plays here and in [1, 3]. In particular we provide its probablistic meaning 
as a large deviation rate. One simple consequence is that limit theorems follow from 
convexity properties. 
Theorem 2.2. Suppose that 1 - B(x)=(1 - x/q)(1 - x/r2)...(1 - x/rm) where 
tr l ]<l  <lr2l< ... <lrml. Then as n tends to infinity , 
y) A.= (rlB'(r,))(r,) n +0 ( ( r~ ~ (2.3) \ \r2 / (rt B'(rl ))(rl )n' 
n r2B"(r l )+rlB'(r l ) - (r lB'(r l ) )  2 ( ( " ] " )  
# , (a ) -  (r,B'(rl)) + +0 n r~_ (rtB'(rl))2 \ r2 J 
n 
(riB'(r1))' (2.4) 
a#(a)= r2B't(r l)+rlBt(r l)-(r lB'(r l))  2 +O(n( r l ' ]  n)  
(rlB'(rl))3 \r2 / 
r~B"(rl ) + rlB'(rl ) - (rlB'(rl ) )2 
(riB'(r!))3 
Proof.  
1 
A. = ~_a(n.k )= [X" ] l  _ B(x~ 
k 
J~lx J~2 x J~m x } 
=[x"] (1_--7,1 + (177)  +. . .+  ~ (1 ,,, 
where 
1 
/~ i - - - -  for everyi. riBt(ri) 
Therefore 
1 1 
A, = (rjB'(rl))(rl)n + (r2B,(r2))(r2)n 
+ •.. + 
(rmB'(rm))(rm)n 
1 
(riB'(r1))(rl )n 
(2.5) 
(2.6) 
(2.7) 
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since for every j>  1, (1/rj) n ---*0 exponentially fast. The generating function for the 
means can be found by taking the logarithmic derivative of A(x, y). 
B(x) 
~-"r~z..Anl~ntajxn - (1 - B(x)) 2 
n 
71 + 
(1 - ~)2 
where the critical coefficients are 
1 
Y2i-1 - (riB'(ri))2 
and 
~2 ~2m +. . .  + - -  (2.8) 
(1 - ~)1 (1 - ~)1  
(2.9) 
r2 Btt( ri ) - ( riB' (ri ) )2 
72i ~-" (riBt(ri))3 (2.10) 
Thus, 
un(a) 
r~ B" (rl ) + rlB' (rl ) - (rlB' (rl ) )2 n 
+ (2.11) 
(rlB'(rl ) ) (rlB'(rl ) )2 
In order to calculate the variance, we take the second logarithmic derivative of 
A(x, y). We have 
2(B(x)) 2 
~"~ ,e / Ananxn__ (1 -O(x ) )  3 
n 
81 82 83 
- -  X X (1 - -  ~)3 + (1 -- 7,)2 + (1 -- ~) l  
where 
)a(n,k)  
fn = W'/_. k (k -  1 
An 
o 
k 
Coefficients of the cubed and squared terms are 
2 
83i -2-  (riB,(ri)) 3 
and 
83i-- 1 = 
Hence, 
3r2 Bt' (ri ) - 4( riBt ( ri ) )2 
83m 
- -  +""  + (1 - x ) ~  (2.12) 
m 
(2.13) 
(2.14) 
(2.15) 
(2.16) 
(riBt(ri))4 
n z 3rlB'(rl ) + 3r2B"(rl ) -- 4(rlB'(rl ))2 
fn ~ (rlB'(rl))2 ÷ n (riB'(r1))3 
Also, the variance is 
a2n(a) = f ,  + 1~,(a) - (l~,(a)) z, (2.17) 
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from which 
a2t J ~ n r2B"(rl ) + rlB'(rl ) - (rlB'(rl ))2 [] 
(rlB'(rl))3 
263 
(2.18) 
Remark 1. Since a2(a) = f ,  + #n(a) - (#,(a)) 2, it is necessary to know #,(a) up to 
constant erms. In particular, see (2.11 ). 
Remark 2. In contrast to Bender's [1] implicit formulae in terms of A(x, y), our result 
is explicit and given in terms of the basic data B(x). 
2.1. Rate function 
Let us turn to the problem of computing the large deviation rate for the number of 
blocks in a randomly selected ordered n-complex. We will see that this computation 
leads to the proper probablistic interpretation and role for the parameter rl(t) appear- 
ing in Theorem 2.1, as well as the work of Canfield [3] and Bender [1]. We define 
random variables Y, by P(Yn =k)=a(n,k) /A , .  Therefore in the case where B(x) is a 
polynomial, we have the following: 
Theorem 2.3. Suppose that 
(. (l _ 
with [r,(t)] < 1 < [r2(t)] <. . .  < Ir,,(t)[ 
x) 
rn~(t) 
(2.19) 
for t in a neighborhood of the origin. Taking ~n = n as our normalization sequence, 
we have 
I(x) = sup{tx + ln(rl (t)) - ln(rl(0))} = ?~'(x) 
t 
where the supremum is obtained for the value of t which solves 
r'l(t ) 
x+ r -~ =0. 
(2.20) 
(2.21) 
Proof. The assumption of the theorem is that 
tL,(t  + 
~-~ a(n'k)etk=-[xn] (1 _ rl__~) (1 -- r-~5) 
k=0 
+. . .  + tim(t) } 
(2.22) 
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Taking ~, = n as our normalization sequence, we see that 
{1 ) 
I(x) = sup lim tx - - -  ln(Ee tY') 
t n---+ ~ an  
---- sup lim ~tx - l[ln(fll(t)) - n ln(rl(t)) + n ln(rl(0)) 
t n ---* cx~ ( n 
+ ln(rl (O)B'(ri (0)))] } 
---- sup{tx + ln(rl(t)) - ln(rl(O))}. [] 
t 
2.2. Laws of large numbers and central limit theorem 
(2.23) 
An advantage of having computed the large deviation rate is that we are now able 
to give almost sure and in probability limit theorems as well as central imit theorems 
for the number of complexes as corollaries. These results can be stated in terms of the 
fundamental root rl(t), as made clear in the previous ection. 
Corollary 2.4 (WLLN). I f  e -tr~(t)/r'(t) ~rl(O)/rl(t) where t is defined by (2.19), then 
Y, - nl~ ÷ 0 in probability. (2.24) 
n 
Corollary 2.5 (SLLN). I f  e -tr~(t)/r'(t) ¢rl(O)/rl(t) where t is defined by (2.21), then 
lim Y~ =/~ with probability 1. (2.25) 
n--.~ n 
The large deviation central imit theorem is generally attributed to Gfirtner and Ellis 
[6]. However, the following version is sufficient o explain its role in the problem to 
obtain (NAI). This approach was used by Wang and Waymire [12] in a related context. 
Theorem 2.6. Suppose (Z,} is a sequence of random variables on ( f2 ,~,P)  and {~,} 
is a sequence of numbers, ~n-- -~ as n---~cx~. Assume that fn(2)=(1/c~,)lnE[e ;~z''] 
is finite for 2E l=(c ,d )  containin9 O, f~(0)=0, fn--* f pointwise on L where f is 
finite, strictly convex, and C 2 on I, and f ' (0 )= 0, f " (0 )= o "2. I f  each f l  n is convex 
on [0, d) and fff(O) ~ f"(O), then Z~/v~n ~ JV'(0, o.2). 
Proof. 
lnE[e;~Z"/'~"]=2v/~n fo ' f~(s2 /~n)ds=22 fo1(1-s) f f f (S2/v~n)ds.  (2.26) 
The assumption that f~ is convex means f~' is increasing. Hence the left-hand side 
above lies somewhere in the interval 
1 2 t /  1 2 / /  [g2 f,~ (0), g2 f,~ (2/x/~)]. (2.27) 
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The first set of assumptions implies that f,; --~ f '  on L For any x E I and small enough 
h, convexity of f ,  implies 
J~(x)~ fn(x + h) - J ;(x) --~ f (x  + h) - f (x )  (2.28) 
h h 
Letting h---*O gives lim supf~(x)<~H(x). Since convexity also implies 
f~(x) >>. J~(x) - f~(x - h) (2.29) 
h 
we can likewise show that lim inf f,'(x)>~f~(x). Again since we assume that the first 
derivatives are convex, f~- - , f "  on [0,d). Since f "  is increasing and continuous, 
.)c,"(c,) ~ f " (0 )  whenever en ~ 0. The conclusion is that the moment generating func- 
tions converge to e ~2~:/2 . 
Note. By the Cauchy-Schwarz inequality there is already a natural convexity of fn(2.) 
If one is able to check the convexity structure (in terms of rl(t)), then one can get 
a large deviation CLT for rational structures by applying the Ggrtner-Ellis theory. 
Examples uggest hat it may be possible to relax the convexity of f~(2), though this 
remains to be studied. 
Corollary 2.7. I f  rl(t) is convex in a neighborhood of  the origin, then 
Yn/ ~v~ =:~ ,/1/'(]~,0-2). (2.30) 
Remark. Convexity is satisfied if 
3rl (/)r/1 (t)rlll(t) -- r~(t)rl l"(t) -- 2(r/1 (t)) 3 It=0 ~ 0 
and / l (t)  is continuous in a neighborhood of the origin. 
(2.3l) 
ProoL The condition (2.29) is exactly the one needed for ((1/n)lnE[etY"]) ' to be 
convex. 
Remark. It seems natural to expect hat the structural conditions of Theorem 2.6 on 
the rate function could be relaxed without affecting the conclusion. This in turn would 
lead to an improvement of Corollary 2.7. 
Example. (Involutions). Recall B(x)=x + ½x 2 so that 
x x 
1-etB(x )=( l - r i ( t ) )  ( l - r~)  
( = 1-  x / l+2e - t - I  ~ / l+2e - t+ l  
Observing that 
3ri (t)r~l (t)r~'(t) - r~(t)r~l"(t) - 2(r~1 (t)) 3 Its0 = 14 - 4x/~ 7 ~ 0 
(2.32) 
(2.33) 
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and applying Corollary 2.5 allow one to conclude a (NAL) for the involution numbers 
with mean and variance given by (2.2) and (2.3). 
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