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ОПТИМІЗАЦІЯ МЕТОДУ ІНВЕРСНОЇ РЕЗОНАНСНОЇ ФІЛЬТРАЦІЇ В 
ЗАДАЧАХ РОЗПІЗНАВАННЯ ОБ’ЄКТІВ НА ТЕКСТУРОВАНОМУ ФОНІ 
 
У роботі розглянуто новий підхід до розв’язання задач розпізнавання об’єктів на текстурованому 
фоні. Запропоновано виконувати фільтрацію текстур за допомогою інверсного резонансного 
фільтра (ІРФ). Синтез фільтра грунтується на апроксимації поверхні фону рядом Фур’є, який 
складають принципові власні двовимірні коливання фону. 
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Розпізнавання об’єктів на фоні текстурованих зображень є однією з основних задач у 
системах відеовимірювання (visual basing) та відеоконтролю. Розпізнавання здійснюють за 
допомогою усунення впливу фону та виділення об’єктів, що відрізняються від нього за 
статистичними, структурними або динамічними властивостями. Для цього потрібно 
синтезувати фільтр відповідного типу. Основні методи аналізу текстур представлено в 
оглядах [1 – 5].  
Переважна більшість методів аналізу текстурованих зображень працюють як 
класифікатори за рядом статистичних або спектральних параметрів. Коли ж стоїть задача 
фільтрації фону із виділенням неоднорідності, то її реалізація за допомогою фільтрів-
класифікаторів є занадто об’ємною та складною. Найефективнішими для розв’язання такої 
задачі є методи на основі авторегресивних фільтрів. Але ці методи погано відображають 
зміну постійної складової сигналу зображення, тому що вона відповідає зміні амплітуди 
гармоніки з нульовою частотою в спектральній характеристиці моделі. Відомо, що моделі 
авторегресії відображають саме частотні властивості сигналу і з амплітудним спектром 
пов’язані лише опосередковано [6]. Зміна постійної складової зображення є однією з 
важливих ознак, оскільки може означати зміну градації сірого кольору або зміну 
освітленості. Щоб модель авторегресії була чутлива до зміни постійної складової, потрібно 
використовувати її нелінійний варіант із складовими другого та більш високого порядку      
[7 – 9]. Такий підхід було вдосконалено на основі фільтрації текстур за допомогою 
інверсного резонансного фільтра (ІРФ) [10, 11]. Синтез фільтра грунтується на апроксимації 
поверхні фону рядом Фур’є, який складають принципові власні двовимірні коливання фону. 
При цьому також, на відміну від моделей авторегресії, враховуються амплітуди гармонік. Як 
показали чисельні експерименти з тестування методу, аналіз складних зображень фону, 
наприклад, квазірегулярного, динамічного, потребує синтезу ІРФ високого порядку – не 
менше 64х64. Для синтезу такого фільтра необхідно визначити 32 пари комплексно 
спряжених резонансних коливань по кожній із просторових координат, тоді як їх реально 
може бути значно менше. Реалізація ІРФ за допомогою операції двовимірної згортки 
потребує великого об’єму обчислень. Отже, в роботі поставлено проблему розв’язання задачі 
синтезу ІРФ високого порядку та його ефективної реалізації з використанням швидких 
дискретних перетворень Фур’є (ДПФ).  
Метою цієї роботи є підвищення ефективності фільтрації за рахунок розробки швидкого 
алгоритму фільтрації на основі ДПФ в базисі функцій, що відповідають резонансним 
коливанням поверхні фону. 
Оператор одновимірного ДПФ можна представити в матричному вигляді як  
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 ( )[ ] 1...0,/2exp),( −=−= NxkN Nkxxk πιF  (1) 
Якщо nmN = , де nm,  – довільні константи, то матрицю (1) можна факторизувати – 
представити як добуток більш простих матриць. Факторизоване представлення дає алгоритм 
швидкого перетворення Фур’є [12]. Запишемо його в такій формі [13] 
 




























i muxmxmvkk  
 
де ⊗  – операція прямого або тензорного множення [12], ( )iim xkin ,−I  – одинична 
діагональна матриця, індекс вказує на її розмір, номери її рядків та стовпців ik , 
1/,,1,0 −= ii mNx K , індекси 1,,1,0 −= mui K  разом з ix  вказують на номери елементів 

























uvk πι  (3) 
 
де індекси 1,,1,0 −= mvi K  разом з ik  вказують на елементи вектора добутку. Вираз (2) 
можна узагальнити для випадку, коли N  є добутком довільних цілих чисел [13]. Нехай 



























ukuvk πιπι   (4) 
 
Другий множник в (4) утворює елементи оператора ДПФ, коли pN = . Замінимо його 
елементами аналогічної матриці з резонансними частотами й отримаємо наступний вираз:  
 




















ukuvk πιπι  (5) 
 
Підставимо матрицю (5) у вираз для ДПФ (2) і отримаємо оператор, який назвемо як 
оператор дискретного перетворення Фур’є з власним ядром (ДПФВЯ) по відношенню до 
деякого сигналу, що характеризується рядом резонансних частот pff K1 . Запишемо це 
перетворення у факторизованій формі 
 









pmpN n WIVF ∏Ω⊗⊗= =−  (6) 
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i uvkpmxkvxk IIVW .  
Оберненим до перетворення (6) є аналогічне перетворення ),(1' xkN
−F , що відрізняється 























ukuvk ϕπι  
 
де 
11uvϕ  – елементи матриці, оберненої до матриці з елементами ( )11 12exp +− ufvπι .  
Для визначення фільтра розміром yx NN × , де 1−= xnxx PmN  та 1−= ynyy QmN , можна 
синтезувати ДПФВЯ (6) з Pp = , xmm =  та Qp = , ymm = .  
Представлення матриці поверхні базової області bU  за допомогою ДПФВЯ можна 
записати як  
 
 TNyNxb
'' AFFU ≅  (7) 
 
Елементи матриці імпульсної перехідної характеристики в спектральній області мають 
вигляд 1,,,














, , i myxz )(  – функції базису. Фільтрацію в спектральній області фрагментів 
поверхні можна записати як послідовність матричних операцій 
 
 ( ) TNyNyNxNx T '1'1'' FUFFHF −−=Ξ  (8) 
 
де Ξ  – матриця сигналу розходження. Статистичний аналіз даного сигналу дозволяє 
виділити неоднорідності. Для фільтрації у просторовій області матрицю імпульсної 
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а)    б)    в) 
Рис. 1. а) оригінальне зображення; б) визначення об’єктів на текстурованому фоні за допомогою фільтрації в 
спектральній області; б) визначення об’єктів на текстурованому фоні за допомогою фільтрації у просторовій 
області 
 
Фільтрація у просторовій області виконується за допомогою двовимірної згортки сигналу 
поверхні з перехідною характеристикою (9). Фільтрація у спектральній області може 
виконуватись у повному обсязі за допомогою операції згортки (8) із послідовним зміщенням 
елементів матриці U  або шляхом експрес-аналізу послідовності фрагментів розміром 
yx NN × . З погляду мінімізації числа операцій фільтрацію краще виконати у два етапи. На 
першому етапі виконати експрес-аналіз, на другому – більш точний аналіз виділених 
фрагментів за допомогою операції згортки в спектральній або просторовій області. Методи 
фільтрації було досліджено за допомогою тестового прикладу зображення розміром 
20482048×  пікселів, який представлено на рис. 1. На текстурованому фоні – зерна пшениці, 
є три типи неоднорідності – мокре зерно, зерна вівса та жита. Порядок фільтра 9696× . Для 
синтезу фільтра утворено базис ДПФВЯ на множині відліків 4)( 26 ⋅=yxN . Результати 
експрес-аналізу в спектральній області представлено на рис. 1б, результати фільтрації в 
просторовій області – на рис. 1в. Аналогічні результати було отримано з використанням 
базису функцій, утворених за допомогою резонансних частот. Тобто, підхід на основі 
ДПФВЯ дав рівноцінний за якістю результат фільтрації при значно меншому числі операцій 
за рахунок використання швидкого ДПФ. Оцінимо виграш у кількості операцій. Для 
реалізації фільтрації в просторовій області необхідно 92169696 =×  операцій множення та 
додавання на один піксель. Перетворення (8) без використання швидкого алгоритму 
потребує 2305  аналогічних операцій на піксель. Одна операція швидкого ДПФВЯ потребує 
57206)16666416( =×××+×× операцій. Двовимірне ДПФ у (8) виконується для 9696+  
стовпців і рядків двічі – пряме та обернене. У сумі – 241 операція на один піксель фрагмента 
розміром 9696× , тобто майже в 24  рази менше в порівнянні з фільтрацією в просторовій 
області і майже в 10  раз менше в порівнянні із звичайним базисом ДПФ. Звичайно, якість 
фільтрації дещо менша, але виділені фрагменти та прилягаючі до них можна відфільтрувати 
більш точно. У результаті можна отримати зображення виду 1б. 
У роботі розглянуто реалізацію ІРФ для фільтрації неоднорідностей текстурованих 
зображень. Запропоновано новий тип базисів функцій для експрес-аналізу зображень у 
спектральній області. Базиси враховують резонансні властивості зображення і мають 
структуру швидких перетворень, що дозволяє значно зменшити число операцій. На відміну 
від відомих базисів [12, 13] базиси ДПФВЯ не ортогональні і частково мультиплікативні. 
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