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Abstract
Machine learning has been a source for continuous methodological advances in the
ﬁeld of computational learning from data. Systems biology has proﬁted in various ways
from machine learning techniques but in particular from network inference, i.e. the
learning of interactions given observed quantities of the involved components or data
that stem from interventional experiments. Originally this domain of system biology
was conﬁned to the inference of gene regulation networks but recently expanded to other
levels of organization of biological and ecolgical systems. Especially the application to
species interaction networks in a varying environment is of mounting importance in
order to improve our understanding of the dynamics of species extinctions, invasions,
and population behaviour in general.
The aim of this thesis is to demonstrate an extensive study of various state-of-art
machine learning techniques applied to a genetic regulation system in plants and to
expand and modify some of these methods to infer species interaction networks in an
ecological setting. The ﬁrst study attempts to improve the knowledge about circadian
regulation in the plant Arabidopsis thaliana from the view point of machine learning and
gives suggestions on what methods are best suited for inference, how the data should
be processed and modelled mathematically, and what quality of network learning can
be expected by doing so. To achieve this, I generate a rich and realistic synthetic data
set that is used for various studies under consideration of diﬀerent eﬀects and method
setups. The best method and setup is applied to real transcriptional data, which leads
to a new hypothesis about the circadian clock network structure.
The ecological study is focused on the development of two novel inference methods
that exploit a common principle from transcriptional time-series, which states that ex-
pression proﬁles over time can be temporally heterogeneous. A correponding concept
in a spatial domain of 2 dimensions is that species interaction dynamics can be spa-
tially heterogeneous, i.e. can change in space dependent on the environment and other
factors. I will demonstrate the expansion from the 1-dimensional time domain to the
2-dimensional spatial domain, introduce two distinct space segmentation schemes, and
consider species dispersion eﬀects with spatial autocorrelation. The two novel methods
display a signiﬁcant improvement in species interaction inference compared to compet-
ing methods and display a high conﬁdence in learning the spatial structure of diﬀerent
species neighbourhoods or environments.
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Chapter 1
Introduction
Since the dawn of molecular biology and the recent compelling increase of biological
data, it has become evident that the study of complex biological systems requires not
only an understanding of the involved parts following a reductionist approach, but more
importantly, the understanding of the causalities that describe how the parts interact
with each other and how these interactions in turn aﬀect other parts of the system
that might exist on higher or lower levels of organization. A fundamental tool to reveal
such causal links is the exploitation of information from interventional data such as the
knock-down or over-expression of genes in molecular biology, or the perturbation of an
organism through artiﬁcial changes of the environmental conditions [9]. Experimental
design and hypothesis building in molecular and cell biology are substantially based
on these approaches. In addition, from a holistic viewpoint it can be beneﬁcial to
combine and link multiple scales of a biological systems, from the scale of molecular
interactions to the scale of cell behaviour, and further to the scale of cell populations
[99]. In particular, it can be observed that common biological principles frequently
dictate similar behaviour on diﬀerent biological scales or even diﬀerent systems. The
knowledge about one system can be exploited to model the behaviour of diﬀerent, but
yet in principle also similar, systems. For instance, the mechanisms that govern invasion
and establishment of foreign species in ecology can be applied to model the spread
and growth of cancer cells in healthy tissue [83], or the observation that seemingly
unrelated collective behaviours in protein families, network of neurons, and ﬂocks of
birds, manifest at the so called critical point of a phase transition [105], which indicates
a deeper governing principle.
This thesis attempts to demonstrate how common principles in molecular biology can
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improve the modelling of ecological systems. In particular, I will show how the time-
varying nature of gene regulatory networks can be adapted to a two-dimensional spatial
domain that deﬁnes the neighbourhoods or niches of dependent species. The thesis is
structured in two main parts: The ﬁrst part is a study of a circadian molecular system
in plants that includes an extensive evaluation of various machine learning techniques
that attempt to learn the structure of gene and protein regulation. The second part will
present the adaptation of a state-of-the-art technique called the time-varying dynamic
Bayesian network to an ecological setting that takes into account spatial heterogeneity
and spatial autocorrelation. What follows is the motivation for systems biology in the
next section and a brief overview of the challenges in molecular biology (Section 1.2)
and ecology (Section 1.3). The introduction concludes with an overview of the thesis
in Section 1.4.
1.1 Motivation for systems biology
The ﬁeld of systems biology recently emerged as an interdisciplinary science that in-
volves various ﬁelds, but in particular genomics, mathematics, statistics, and bioinfor-
matics. In contrast to traditional non-quantitative approaches that often emphasized
a reductionist view on biological systems, modern quantitative systems biology has
undergone a paradigm shift that conceptualises molecular reactions in the cell, the
elementary building block of life, as a complex underlying network of interactions or
pathways. Besides aiming for a deeper theoretical understanding of molecular processes
and their emergent properties, modern systems biology sees a huge range of potential
applications, ranging from the targeted genetic modiﬁcations of plants for improved
resistance, yield, and a variety of agronomic desired traits [135], to unravelling the
causes of neurodegenerative diseases, cancer, and ageing (e.g. [112, 146]).
The new challenge for systems biology is to encompass all the facets of biology, from
the molecular scale of gene regulatory networks to cell organization and movement,
from signal transduction in neural synapses to the inﬂuence of species interactions on
biodiversity, from chemotaxis of cancer cells during invasion and metastasis, to species
dispersion and migration patterns. The ultimate quest is the elucidation of the com-
mon principles spanning several spatial and temporal scales. Important questions to
be addressed are: Which common mechanisms determine both aberrant behaviour in
groups of migrating animals and the movement of cancer cells in the human body?
Which organisational principles are common to the response of eukaryote gene regula-
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tory networks to environmental stress, and the response of trophic species interaction
networks to climate change? What mathematical model commonalities can be deﬁned
that govern principle mechanisms in intra-cellular and inter-cellular signalling?
To ﬁnd answers to these question, mathematics has been extensively applied to bi-
ological problems by reformulating the problem into the mathematical language. For
instance, a biologist can ask a question about how something is built, how it works,
and what it is for. For a mathematician, these questions are about structure, mech-
anism, and function [30]. Hence, applying mathematical principles on biological data
given these questions can reveal otherwise hidden insights and produce meaningful bi-
ological interpretations and predictions. In the case of systems biology the dominant
contemporary question is about the structure of organization of a biological system
that can involve the temporal domain. Researchers have developed a variety of infer-
ence methods that attempt to learn the relations of elements and thus the structure.
The inference problem can be generally deﬁned as the process of reverse engineering,
or inferring, the interactions between components of a system given its observed quan-
tities that can be obtained from a single or diﬀerent conditions (e.g., interventional
data). Interactions play such an important role because they carry out the processes
that deﬁne the behaviour of a system and life itself. This can involve simple signalling,
regulation, or control and further extend to emergent behaviour that only springs into
existence because of complex patterns of interaction. Mathematics has yet to invent
principles and formalisms that are able to describe complex biological challenges such
as presented by emergent functionality [30].
The major challenge in systems biology arises from the fact that interactions have
to be predicted by the observed quantities of the involved components alone. This is
common for small systems where it is often diﬃcult to observe a process directly because
of technical limitations. For large systems, however, it can also be very demanding
and laborious to identify all meaningful interactions by pure observation. In addition,
factors that for instance link across diﬀerent biological domains can signiﬁcantly impact
a system and, likewise, hidden factors that might play a crucial role but are not known
have to be taken into account. Systems biology tries to address these challenges when
it comes to the inference of biological structure.
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1.2 The challenge in molecular biology
The most established application of systems biology is in genomics and particular in
the study of interaction patterns as has been previously noted. One such pattern is
manifested in gene regulatory networks, which are responsible for the control of the
majority of molecular processes essential for growth and survival of any organism on
earth. This can involve the control of organism development [8], response of the immune
system to pathogens [126], or the adaptation to changing environmental conditions
through stress responses [130].
The gene regulatory network deﬁnes the organizational structure that controls gene
expression through various regulation or transcription factors including speciﬁc pro-
teins or microRNAs [76]. Unfortunately, the actual regulatory processes can not be
observed directly and have to be inferred by measuring the quantitive change of those
components that are involved in the interactions. One key component that acts as
the mediator of genetic expression is the messenger RNA (mRNA) which is a tran-
script from an activated gene that is translated into protein. The level of mRNA in a
sample is the most common form of capturing the genetic activity. Several techniques
exists to measure the amount of speciﬁc mRNA molecules, such as the quantitative re-
verse transcription polymerase chain reaction (qRT-PCR) method, and the real-time
qRT-PCR method that permits the measurement of mRNA during the ampliﬁcation
process [23]1. A more recent technique is Whole Transcriptome Shotgun Sequencing
(WTSS), also called RNA sequencing (RNA-seq), which has the capability to capture
RNA transcripts in a whole genome for a variety of diﬀerent RNA types, e.g. mRNA,
and non-coding such as miRNA [28]. In addition to strictly measuring RNA concen-
trations, it is often desireable to artiﬁcially manipulate the biological activity of RNA
molecules to mimic loss of function for speciﬁc genes. Such molecular pertubations,
which correspond to gene knock-outs or over-expression (depending on what function
the pertubed RNA had), can be realized through the so called RNA interference (RNAi)
technique. Data measurements that stem from such experiments are called interven-
tional data [9] and play a crucial role in classic biology because they facilitate the
identiﬁcation and isolation of causalities by comparing the behaviour and expression
of possibly related components in the perturbed system to the expression patterns in
the unperturbed system. For instance, a common experimental setup in the identiﬁ-
cation of regulatory eﬀects is to knock out a certain component and observe whether
1PCR was originally developed for the ampliﬁcation of DNA, but can also be used for RNA.
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hypothised target components are either over- or under-expressed compared to normal
conditions. The former case would indicate an inhibitory relationship and the latter
case an activitional eﬀect of the component that was knocked out. Hence, it is beneﬁcial
for any methods that aims to identify regulatory patterns to include such interventional
data together with pure observational data. In addition, certain prior knowledge about
the system, such as an expected density of interconnectivity, validated interactions,
e.g. from Chip-Seq experiments that provide protein to DNA binding information, or
knowledge about time dependent changes in the system in form oscillations or time
delayed reactions, add to the understanding of regulatory mechanisms. Despite these
techniques, pattern identiﬁcation on a broader scale can potentially contribute to the
interpretation of experimental outcomes.
In the last decade, computational systems biology has been the driving force for the
development of inference methods that attempt to automatically identify regulatory
patterns. In light of the growing amount of biomolecular data from high-throughput
techniques, such as DNA micro-array experiments [129], or from quantitative real-time
polymerase chain reaction (qRT-PCR) data, the computational cost required to process
this data is substantially increasing. Following up on the seminal paper by Friedman
et al. [48], a variety of methods have been proposed [148], and several procedures have
been pursued to objectively assess the network reconstruction accuracy [80, 149, 34],
e.g. of the Raf pathway, a cellular signalling network in human immune system cells
[126]. It has been demonstrated that machine learning techniques can not only serve
to broaden our biological knowledge [44, 37], but also handle the increasing amount of
data from high-throughput measurements in a more eﬃcient way than was previously
attempted [72].
I will describe various of these state-of-the art methods that are used for the infer-
ence of gene regulation networks in Chapter 2. In Chapter 4 these methods are applied
to a system of circadian regulation in the plant Arabidopsis thaliana. I will test the
performance of each method with a benchmark given by a realistic gene and protein
regulation system that is produced by simulations from stochastic diﬀerential equation.
Experimental protocols are closely followed, including the entrainment of seedlings to
diﬀerent light-dark cycles and the knock-out of various key regulatory genes. Further-
more, this study provides relative assessment scores for the comparison of the presented
methods, and investigates the inﬂuence of systematically missing values related to un-
known protein concentrations and mRNA transcription rates.
8 Chapter 1
1.3 The challenge in ecological systems
While interaction networks at the molecular level have been at the forefront of modern
biology, due to the ever increasing amount of available post-genomic data, interaction
networks at other scales are drawing growing attention. This concerns, in particular,
ecological networks, owing to their connection with climate change and biodiversity,
which poses new challenges and opportunities for machine learning and computational
statistics. Similar to molecular systems, ecological systems are complex dynamical
systems with interconnected networks of interactions among species and abiotic fac-
tors of the environment. Following commonalities between molecular and ecological
systems exist: Genes are the basic building blocks of gene regulation networks and
can be compared to organisms as principle participants in the formation of ecological
networks; gene proﬁle measurements from DNA or mRNA assays can be compared to
population data gathered in ﬁeld surveys; expression proﬁles of genes or proteins can
be matched with population densities or species coverage; gene regulation compares to
species interactions, and diﬀerent conditions compare to diﬀerent environments. Hence,
it appears natural to apply the same principle found in gene regulatory networks with
certain adaptations, to the model of an ecological system.
What is the importance of deciphering the interconnectedness of an ecological system
besides gaining knowledge about individual dependencies? As with molecular regula-
tory networks, the complexity of ecological networks is staggering, with hundreds or
thousands of species interacting in multiple ways, from competition and predation to
facilitation (whereby one species proﬁts from the presence of another) and mutualism
(where two species exist in a relationship in which each beneﬁts from the other). These
characteristics in synergy form ecological systems that are resilient and stable towards a
multitude of variations occurring naturally in the environment and from within the dy-
namics of the system itself. However, an ecological system is also constantly confronted
with the unexpected, such as extreme inﬂuences from outside or species/population be-
haviour deviating from the norm [77]. The origin of such perturbations can be hidden
in the true interconnectedness of the system and sometimes reveals itself and leads to
seemingly unpredictable behaviour: Changing the numbers of one species can inﬂuence
unexpected others [74]; disturbing one interaction can impact the resilience mechanisms
of a whole ecosystem [22]; a system can transit between diﬀerent stable states [13], or
permanently shift the state [128]. The most apparent causes for such behaviour are
rapid climate change and aggressive invasive species. In addition, human actions such
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as modern agriculture and fossil fuel combustion have also shown to substantially im-
pact biodiversity and ecosystem stability [45, 144]. In order to identify the causes and
eﬀects for certain behaviours on these scales requires an understanding of the ecological
networks underlying the system [36].
Inferring the interactions in complex ecosystems is not a straightforward task to
accomplish. Direct observation requires minute observations and detailed ﬁeldwork,
and is capable of measuring only certain types of species interactions, like between
predators and their prey, or between pollinators and their host plants. The majority
of interactions are not directly observable. This restriction calls for the development
of novel computational inference techniques to learn networks of species interactions
directly from observed species concentrations. The challenges for computational in-
ference speciﬁc to ecological systems are that, ﬁrst, the interactions take place in a
spatially explicit environment which must be taken into account, and second, the in-
teractions can vary across this environment depending on the make-up of the elements
(species and abiotic factors) present.
In this thesis I will meet these challenges by showing the necessary modiﬁcations to an
inference method from systems biology [89] for temporally explicit (1-dimensional) gene
expression data to infer ecological interactions from spatially explicit species abundance
data on a 2-dimensional grid. I describe a non-homogeneous Bayesian regression model
based on the Bayesian hierarchical regression model of Andrieu and Doucet [7], using
a global multiple change-point process as introduced by Aderhold et al. [2]. I further
modify the method with a Mondrian process that implements a spatial partitioning at
diﬀerent levels of resolution as introduced by Aderhold et al. [3]. I make further use of
the spatially explicit nature of ecological data by correcting for spatial autocorrelation
with a regulator node (in Bayesian network terminology) that explicitly represents the
spatial neighbourhood of a node. The performance of these methods is demonstrated
on synthetic and realistic simulated data, and I infer a network from a real world
data set. The results show that ecological modelling could beneﬁt from these types
of methods, and that the required modiﬁcations do not conﬂict with, but extend the
basic methodology used in systems biology.
1.4 Dissertation Overview
In this thesis I will demonstrate two extensive studies that involve various established
methods from systems biology and two modiﬁcations to infer ecological networks. The
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structure is in the following form: Chapter 2 introduces the mathematical notation
and various state-of-the art machine learning and statistical inference methods. Chap-
ter 3 describes the details of sparse regression with convex optimization and MCMC
inference that constitute important techniques for network inference. The chapter con-
cludes by presenting the evaluation methods used throughout the rest of the thesis
involving scoring metrics to measure reconstruction accuracy. Chapter 4 demonstrates
an extensive study of network learning accuracy of the methods presented in Chapter 2
with application to a genetic regulatory system called the circadian clock of the plant
Arabidopsis thaliana (thale cress). This study presents results on simulated data and
real-time polymerase chain reaction (qRT-PCR) gene expression data, and also pro-
poses method modiﬁcations that take into account time dependent changes of the gene
regulation. Chapter 5 describes the method modiﬁcations that allow me to apply the
previously deﬁned methods to an ecological problem setting. This is realised with the
expansion of the data domain from 1-dimensional time to 2 dimensions of space. In
addition, methods that can learn the spatial segmentation on a global scale and local
scale using the Mondrian process are described. Finally, the ﬁndings of the previous
two chapters and future work is presented in the Conclusion Chapter 6.

Chapter 2
Methods
This chapter introduces the notation used throughout this thesis together with a de-
scription of various methods that we will apply to infer gene regulatory networks in
Chapter 4 and ecological species networks in Chapter 5. Note that the focus of the
study in Chapter 4 is a broad comparison of all the presented methods under consid-
eration of the special requirements of a molecular network setting. The only method
that it not part of the evaluation in Chapter 4 is the Banjo (Section 2.14), which we
unfortunately missed to consider at the time of the study. However, it is part of the
ecological study in Chapter 5.
One of the main objectives of this thesis is to demonstrate the exploitation of common
principles throughout multiple scales. A common principle in molecular and ecological
systems can be found in the time-varying nature of genetic regulation and space-varying
nature of species neighbourhoods or niches. For instance, the phenotypical changes of
an insect with the distinct phases of an embryo, larva, pupa, and adult [8] are matched
by genotypical changes in expression proﬁles and interconnectedness, e.g. of regulatory
factors. In ecology, variations of population densities, growth rates, and species be-
haviour are matched by changes in the environment, species interaction patterns, and
varying genetic traits in diﬀerent populations.
To reﬂect these changes in a model, we require an approach that can handle non-
homogeneous data that varies in time or space. In contrast to homogeneous approaches
where data is treated as a single monolithic block, the non-homogeneous approach
or model allows the partitioning/segmentation of the data to account for diﬀerent
phases and associated changes in the interaction networks and network parameters.
The non-homogeneous hierarchical Bayesian (HBR) model described in Section 2.3
12
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was previously applied to gene expression data [60] and showed the best performance
in the molecular study of Chapter 4. I adapted this framework to the 2-dimensional
spatial domain and propose two diﬀerent segmentation procedures in Section 5.2.4 and
Section 5.2.5. For the purpose of comparison, we included the well established sparse
regression method Lasso (Section 2.4) and the previously mentioned Banjo. Hence, the
goal of the ecological study is not to test the performance of all the methods deﬁned
in this Chapter, but focus on the modiﬁcations to the HBR method that lead to the
spatially sensitive partitioning methods called BRAM and BRAMP.
An overview of the methods is presented in Table 2.1. It also lists the methods
that are particularly modiﬁed to a gene regulation and ecological scenario, but are
deﬁned only in the corresponding Chapter 4 and Chapter 5. This includes the HBR
modiﬁcations HBR-light, HBR-cps, and HBR-nl for gene regulation and BRAM, and
BRAMP for ecology. Furthermore, some of the methods below lack the diﬀerentiation
of response and predictor data as it is the convention throughout this thesis. Since,
the aﬀected methods are only applied to the gene regulation we will frequently refer
to Equation (4.1) that deﬁnes this diﬀerentiation in the context of gene regulation1. I
outline these necessary modiﬁcations in this chapter in order to avoid a fragmentation
of method descriptions in the thesis.
Finally, note that the majority of the content in this Chapter was published by
Aderhold et al. [1] in collaboration with Marco Grzegorczyk.
2.1 Notation
For the models that I will use to infer the network interactions, I have target variables yn
(n = 1, . . . , N), each representing the mRNA time derivative (gradient) of a particular
gene n or the density of a species n in a particular location given a ecological setting.
To generalize this representation I follow a graph theory terminology and call a gene
or species a node. The realizations of each target variable yn can then be written as
a vector yn = (yn,1, . . . , yn,M )T, where yn,m is the realization (or observation) of yn at
data point m. Whenever I consider sets of time series in a gene regulation setting I
refer to the index m as time point and data point synonymously, in particular I also
1The convention is to always use a static approach without `time-shift', i.e. variables at one time
point (predictor) aﬀect the variables at the same time point (target). This seems to contradict
the dynamic nature of some of the methods deﬁned in this chapter. However, by using a time
derivative and simulating a time-shift we can adapt these methods to work with the convention of
Equation (4.1). Refer to Section 4.2 for a detailed discussion of the regulation mechanism.
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Abbreviation Full Name, section, reference
HBR Homogeneous hierarchical Bayesian regression, Section 2.2,
Grzegorczyk and Husmeier [60]
nh-HBR Non-homogeneous hierarchical Bayesian regression, Section 2.3,
Grzegorczyk and Husmeier [60]
HBR-light nh-HBR with time-varying light dependent change-points, Section 4.3.1,
HBR-cps nh-HBR with change-points on the response gradient, Section 4.3.2,
HBR-nl HBR and nh-HBR with additional non-linear terms, Section 4.3.3,
(HBR-light,-cp, -nl published by Aderhold et al. [1])
BRAM Bayesian regression and multiple global change-points, Section 5.2.4,
Aderhold et al. [2]
BRAMP Bayesian regression and Mondrian process change-points, Section 5.2.5,
Aderhold et al. [3]
Lasso, Elastic Net Sparse regression, Section 2.4, Tibshirani [136]
Tesla Non-homogeneous sparse regression, Section 2.5, Ahmed and Xing [5]
ARD-SBR Automatic Relevance determination (Sparse Bayesian regression), Section 2.6,
Tipping [139]
GGM Graphical Gaussian models, Section 2.7, Schäfer and Strimmer [127]
BSA Bayesian spline autoregression, Section 2.8, Morrissey et al. [106]
SSM State-space models, Section 2.9, Beal et al. [12]
GP Gaussian processes, Section 2.10, Rasmussen and Williams [119]
ARACNE Mutual information measure with pruning, Section 2.11, Margolin et al. [97]
MBN Mixture Bayesian networks, Section 2.12, Ko et al. [84]
BGe Gaussian Bayesian networks, Section 2.13, Geiger and Heckerman [49]
Banjo Bayesian Inference with Java objects
(Dynamic Bayesian networks with BDe), Section 2.14, Hartemink [67]
Table 2.1: List of all models included in this thesis.
say that yn,m is the observation of yn at time index m. In the case of ecological data,
m becomes a sample location in a two dimensional grid that maps into a coordinate
system with (x, y).
For node n there are Nn potential regulators, xn1 , . . . , x
n
Nn
, which are either gene,
protein concentrations, or species densities.2 The task is to infer a set of regulators
pin with pin ⊂ {xn1 , . . . , xnNn} for each target variable yn. The collection of regulators
{pi1, . . . ,piN} can then be thought of as a regulatory interaction graph, G. In G the
regulators and the target variables represent the nodes and from each regulator in pin
a directed edge is pointing to the target node yn. Hence, in terms of graphical models
the graph G possesses a bipartite structure, where the potential regulators xn1 , . . . , xnNn
are the potential parent nodes of the target variable yn (n = 1, . . . , N), and there is
a directed edge from xni to yn in G, symbolically xni → yn, if xni ∈ pin. In regression
2Note that the sets of potential regulators are deﬁned for each node n speciﬁcally. That is, the
potential regulators for two target variables yn and yn′ can be diﬀerent, e.g. if certain (biologically-
motivated) restrictions are imposed.
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models the regulators are usually referred to as covariates, and throughout the thesis I
therefore use the terms regulator(s), parent node(s) and covariate(s) interchangeably.
In regression models the observations of all the potential covariates of the target yn
can be collected in a design matrix Xn such that each row of Xn corresponds to a
covariate and contains all M observations of that particular covariate. An additional
row with constant elements equal to 1 is added to Xn to take the intercept into account.
In addition, for a ﬁxed subset of covariates, pin, I deﬁne Xn[pin] to be the sub-matrix
of the full design matrix, Xn, where all rows that belong to covariates which are not
in pin have been deleted. To paraphrase that, in the restricted design matrix Xn[pin] I
keep only those rows of Xn that correspond either to the intercept or to the covariates
in the set pin.
For non-regression models I additionally deﬁne two vectors. For m = 1, . . . ,M let
xn,m := (xn1,m, . . . , x
n
Nn,m
)T denote the vector of the concentrations/ densities of all Nn
potential regulators for node n at the observation m, which corresponds to a column
entry in the design matrix Xn. Let zn,m := (yn,m,xTn,m)
T extend the vector xn,m by
including the value of the response yn,m, i.e. the derivative of the concentration of the
target node n at observation m (m = 1, . . . ,M). In addition, for a ﬁxed subset of
regulators, pin, I deﬁne xpin,m and zpin,m to be the corresponding sub-vectors of xn,m
and zn,m, respectively, where all elements that do not correspond to regulators in pin
have been deleted.
Finally, denote by X?n and X
?
n[pin]
the sub-matrices of the design matrices Xn and
Xn[pin] in which the constant row for the intercept has been removed. For the state-
space models (SSMs), described in Subsection 2.9, I deﬁne x.,m as the vector of the
observations of all potential regulators at observation m.3 A complete overview of the
notation is given in Table 2.2.
2.2 Hierarchical Bayesian regression models (HBR)
What follows is a brief deﬁnition of the hierarchical Bayesian regression (HBR) frame-
work, which provides the basis for several Bayesian regression models in this thesis (see
Table 2.1 for the overview). In particular the description of the BRAM and BRAMP
that descend from the HBR delve into more methodological detail.
In the HBR approach I assume a linear regression model for the target vectors yn
3Note that vector x.,m includes every available regulator without any dependency on the target node
n.
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Symbol Short verbal description
n target/ response node n (n = 1, . . . , N)
m sample/ observation at time or location m (m = 1, . . . ,M)
xn variable measuring the value of the node n
xn,m variable xn of sample m
yn target (response) variable, gradient corresponding to target node n
yn,m target (response) variable yn at sample m,
derivative of xn at sample m (m = 1, . . . ,M)
y.,m vector of all target variables (gradients) at sample m
y.,m := (y1,m, . . . , yN,m)T
yn vector of all M samples for the target gene ym
yn := (yn,1, . . . , yn,M )T
Nn the number of potential regulators for target node n
xni the i-th regulator for target node n (n = 1, . . . , Nn)
xni,m the observation for the i-th regulator for target node n at sample m
pin particular set of regulators (covariates, parent nodes) for target node n
pin ⊂ {xn1 , . . . , xnNn}
G the bipartite graph structure G = {pi1, . . . ,piN}
Xn full design matrix for node n including all Nn potential regulators for n
Xn[pin] restricted design matrix for node n, Xn restricted to regulators in the set pin
xn,m vector of samples at m for all Nn regulators of node n
xn,m := (xn1,m, . . . , x
n
Nn,m
)T
zn,m response variable for node n and concentrations of all its N potential
regulators at sample m, zn,m := (yn,m,xTn,m)
T
xpin,m vector of samples at m for the |pin| regulators in pin
zpin,m response variable for node n and concentrations of its regulators in the
set pin at sample m, zpin,m := (yn,m,xTpin,m)
T
X?n the matrix (or set) of all M samples for the Nn potential regulators of n
similar to the full design matrix Xn, but without the row for the intercept
X?n[pin] the matrix (or set) of all M samples for the regulators in pin
similar to the restricted design matrix Xn[pin], but without the intercept row
x.,m vector of samples at m of all potential regulators, i.e.
this vector includes every available regulator, and it is not target-speciﬁc
D complete data set including all observations D = {y.,m,x.,m}∀m or
D = {x.,m}∀m for when the response is part of the regulation set
θ vector of model parameters
Table 2.2: Overview of symbols, introduced in Section 2.1. These notations
are used throughout the thesis. The methods for the ecological applica-
tion expand the notation as listed in Table 5.1 and 5.2. For more detailed
descriptions see main text in Section 2.1.
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with values distributed according to a multivariate Gaussian distribution N with mean
(XTn[pin]wn) and covariance matrix (σ
2
nI):
yn|(wn, σn,Xn[pin]) ∼ N (XTn[pin]wn, σ2nI) (2.1)
where wn is the vector of regression parameters, Xn[pin] is the restricted design matrix
whose rows correspond to the variables in the covariate set pin with an additional
constant row for the intercept, and σ2n is the noise variance. I impose a Gaussian prior
on the regression parameter vector:
wn|(σn, δn) ∼ N (0, δnσ2nI) (2.2)
The hyper-parameter δn can be interpreted as the `signal-to-noise' (SNR) ratio [60].
For the posterior distribution I get, e.g. as described in Section 3.3 of [16]:
wn|(σn, δn,Xn[pin],yn) ∼ N (ΣnXn[pin]yn, σ2nΣn) (2.3)
where Σ−1n = δ−1n I + Xn[pin]X
T
n[pin]
. The marginal likelihood, p(yn|Xn[pin], σ2n, δn),
can be obtained by application of standard results for Gaussian integrals [e.g. 16,
Appendix B]:
p(yn|Xn[pin], σ2n, δn) =
∫
p(yn|Xn[pin], σ2n,wn)p(wn|σ2n, δn,Xn[pin])dwn
= N (yn|0, σ2n(I + δnXTn[pin]Xn[pin])) (2.4)
For σ−2n and δ−2n I choose conjugate gamma priors, σ−2n ∼ Gam(ν, ν), and δ−1n ∼
Gam(Aδ, Bδ).4 The integral resulting from the marginalization over σ−2n ,
p(yn|Xn[pin], δn) =
∫ ∞
0
p(yn|Xn[pin], σ2n, δn)p(σ−2n |ν)dσ−2n (2.5)
is a multivariate Student t-distribution with a closed-from solution [e.g. 16, 60].
Given the data for all the potential regulators of yn, i.e. given the full design matrix
Xn, the objective is to infer the set of covariates pin from the marginal posterior
distribution:
4I set: ν = 0.005, Aδ = 2, and Bδ = 0.2 for the gene regulation and ecological application, as from
Grzegorczyk and Husmeier [60].
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P (pin|Xn,yn, δn) =
P (pin)p(yn|Xn[pin], δn)∑
pi?n
P (pi?n)p(yn|X?n[pin], δn)
∝ P (pin)p(yn|Xn[pin], δn) (2.6)
where the sum in the denominator is over all valid covariate sets, pi?n, P (pin) is
a uniform distribution over all covariate sets subject to a maximal cardinality, typi-
cally |pin| ≤ 3 or |pin| ≤ 5. I sample sets of covariates (or regulators) pin, signal-to-
noise hyper-parameters δn, and noise variances σ2n from the joint posterior distribution
with Markov chain Monte Carlo (MCMC), following the Metropolis-Hastings within
partially collapsed Gibbs scheme from Grzegorczyk and Husmeier [60]. Within that
scheme, I sample covariate sets pin from Equation (2.6) with Metropolis-Hastings, us-
ing the proposal mechanism from Grzegorczyk and Husmeier [60]: given the current
covariate set pin, randomly propose a new covariate set from the system of all covariate
sets such that it can be reached (i) either by removing a single covariate from pin, (ii)
or by adding a single covariate to pin, (iii) or by a covariate ﬂip move. The (hyper-
)parameters δ−1n , wn, and σ−2n can be sampled with Gibbs sampling steps. As shown
by Grzegorczyk and Husmeier [60], the full conditional distributions of δ−1n and wn are
given by:
δ−1n |(wn, σ2n) ∼ Gam
(
Aδ +
|pin|+ 1
2
, Bδ +
1
2σ2n
wTnwn
)
(2.7)
wn|(yn,Xn[pin], σ2n, δn) ∼ N (Σ?nXn[pin]yn, σ2nΣ?n) (2.8)
where |pin| is the cardinality of the parent set, pin, and Σ?n =
(
δ−1n I + Xn[pin]X
T
n[pin]
)−1
.
The inverse variance hyper-parameters, σ−2n can be sampled with a collapsed Gibbs
sampling step, in which the regression parameter vectors, wn, have been integrated
out. This marginalization yields [e.g. 60]:
σ−2n |(yn,Xn[pin], δn) ∼ Gam
ν + M2 , ν + y
T
n
(
I + δnXTn[pin]Xn[pin]
)−1
yn
2
 (2.9)
where M is the number of samples or observations. A compact representation of the
relationships among the (hyper-) parameters of the Bayesian regression model is given
in the top panel of Figure 2.1.
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νAδ
νAδ
Figure 2.1: Representation of the hierarchical Bayesian regression mod-
els as graphical models. In both panels the grey circles refer to
ﬁxed hyper-parameters, while the white circles refer to ﬂexible (hyper-
)parameters, which are inferred from the posterior distribution with
MCMC. Top panel: The homogeneous Bayesian regression model. The
outer plate includes the complete model, and the centre plate refers to
the target variables, n = 1, . . . , N ; see Subsection 2.2 for a detailed
model description. Bottom panel: The uncoupled variant of the non-
homogeneous Bayesian regression model. Variable-speciﬁc change-point
sets, τn, divide the data into variable-speciﬁc segments. The addi-
tional inner plate refers to the variable-speciﬁc segments, h = 1, . . . ,Hn;
see Sections 2.3 for more details. In the coupled variant of the non-
homogeneous Bayesian regression model (not shown in this ﬁgure) the
regression parameter vectors, wn,h (h = 1, . . . ,Hn), are sequentially
coupled via Equations (2.11-2.12).
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2.3 Non-homogeneous hierarchical Bayesian models
The non-homogeneous case of the HBR described in this Section is based on the assump-
tion that the data is heterogeneous at a single (time) scale5. Such data is produced
by continuously measuring gene expression proﬁles in certain time intervals. In the
application to genetic data of plants in Chapter 4, e.g., the underlying regulatory re-
lationships are non-linear and vary most evidently in dependence on the external light
condition. Chapter 5 will present the expansion of the HBR to a spatial scale.
I follow Grzegorczyk and Husmeier [60] and combine the Bayesian regression model
from Subsection 2.2 with a multiple change-point process. The change-point process
imposes a set of Hn − 1 change-points, {τn,h}1≤h≤(Hn−1) with τn,h < τn,h+1, to di-
vide the temporal observations of a variable into Hn disjunct segments. With the
two pseudo-change-points τn,0 := 1 and τn,Hn := M each segment h ∈ {1, . . . ,Hn}
is deﬁned by two demarcating change-points, τn,h and τn,h+1. The vector of the
target variable realizations, yn = (yn,1, . . . , yn,M )T, is thus divided into Hn sub-
vectors, {yn,h}h=1,...,Hn , where each sub-vector corresponds to a temporal segment:
yn,h = (yn,(τn,h+1), . . . , yn,τn,h+1)
T. In Grzegorczyk and Husmeier [60] the distances
between two successive change-points, Mn,h = τn,h+1 − τn,h, are assumed to have a
negative binomial distribution, symbolicallyMn,h ∼ NBIN(p, k); see Grzegorczyk and
Husmeier [60] for the technical details and see Section 4.3.2 for my slightly diﬀerent
implementation of the response gradient y.
I keep the covariate set, pin, ﬁxed among the Hn segments, and I apply the linear
Gaussian regression model, deﬁned in Equation (2.1), to each segment h:
yn,h|(Xn[pin],h,wn,h, σ2n) ∼ N (XTn[pin],hwn,h, σ2nI) (2.10)
where Xn[pin],h is the segment-speciﬁc (restricted) design matrix, which can be built
from the realizations of the covariate set pin in segment h, and wn,h is the vector of the
segment-speciﬁc regression parameters for segment h. As in Section 2.2 I impose an
inverse Gamma prior on σ2n, symbolically σ
−2
n ∼ Gam(ν, ν). For the segment-speciﬁc
regression parameters, wn,h (h = 1, . . . ,Hn), I assume Gaussian priors:
wn,h|(mn,h−1, σn, δn,Xpin,h) ∼ N (mn,h−1, δnσ2nI) (2.11)
5Note that the change-point process is not limited to the (time) scale of observations but can par-
tition the amplitude of a response in order to approximate intrinsic non-linearities as shown in
Section 4.3.2 for the response variable.
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with the hyper-prior δ−1n ∼ Gam(Aδ, Bδ). As with Grzegorczyk and Husmeier [60]
I distinguish two variants of the non-homogeneous Bayesian regression model. In the
uncoupled variant I set mn,h = 0 for all h ≥ 0. In the sequentially coupled variant I
allow for information-sharing between the regression parameters of adjacent segments
by setting mn,0 = 0, and for h ≥ 1:
mn,h = Σn,h(δ−1n mn,(h−1) + Xpin,hyn,h). (2.12)
with Σ−1n,h = δ
−1
n I + Xpin,hX
T
n[pin],h
. As in the previous section, posterior inference
is carried out with the Metropolis-Hastings within partially collapsed Gibbs sampling
scheme from Grzegorczyk and Husmeier [60]. The marginal likelihood in Equation (2.6)
has to be replaced by:
P (pin|Xn, δn, {τn,h}1≤h≤(Hn−1)) ∝ P (pin)
Hn∏
h=1
p(yn,h|Xpin,h, δn) (2.13)
where p(yn,h|Xpin,h, δn) (h = 1, . . . ,Hn) can be computed in closed-form; see Grze-
gorczyk and Husmeier [60] for a mathematical derivation. The full conditional distri-
bution of wn,h is now given by [60]:
wn,h|(yn,h,Xpin,h, σ2n, δn) ∼ N (m˜n,h, σ2nΣn,h) (2.14)
where Σn,h was deﬁned below Equation (2.12). For the uncoupled variant of the
model I have: m˜n,h = Σn,hXpin,hyn,h. For the coupled variant of the model I have:
m˜n,h := mn,h, where mn,h was deﬁned in Equation (2.12). The full conditional distri-
bution of δ−1n , symbolically p(δ−1n |σ2n, {wn,h}h=1,...,Hn), is a Gamma distribution whose
closed-form solution can be found in [60]. The inverse variance hyper-parameters, σ−2n ,
can again be sampled with a collapsed Gibbs sampling step [60]:
σ−2n |(yn,Xn[pin], δn, {τn,h}1≤h≤(Hn−1)) ∼ Gam
(
ν +
M
2
, ν +
∑Hn
h=1 ∆
2
n,h
2
)
(2.15)
with ∆2n,h := (yn,h−Xn[pin],hmn,h−1)T
(
I + δnXTn[pin],hXn[pin],h
)−1
(yn,h−Xn[pin],hmn,h−1),
where mn,h−1 can be computed with Equation (2.12) in the coupled variant, and
mn,h−1 = 0 for all h ≥ 0 in the uncoupled variant. A compact graphical represen-
tation of the relationships among the (hyper-)parameters of the uncoupled variant of
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the non-homogeneous Bayesian regression model can be found in the bottom panel of
Figure 2.1. Note that the coupled variant of the non-homogeneous Bayesian regression
model cannot be represented properly as a graphical model, as the regression parameter
vectors are sequentially coupled among adjacent segments via Equations (2.11-2.12).
Combining the linear regression model with a change-point process provides a natural
mechanism to allow for temporal (longitudinal) relationships in the data. However,
the data in the gene regulation study are a mixture of short time series from several
independent experiments, where the overall temporal factor inﬂuencing the system is
the light phase. In addition, I aim to draw on the change-point process as a mechanism
to approximate the intrinsic non-linearities of the Michaelis-Menten kinetics via a piece-
wise linear model. I therefore treat the data as independent interchangeable realizations
and regroup them prior to the application of the change-point process, as explained in
Sections 4.3.1 and 4.3.2.
2.4 Sparse regression (Lasso and Elastic Net)
An eﬃcient and widely applied linear regression method that provides network sparsity
is the Least Absolute Shrinkage and Selection Operator (Lasso) introduced by Tibshi-
rani [136]. The Lasso optimizes the regression parameters wn of a linear model based
on the residual sum of squares subject to an `1-norm penalty term, λ1‖wn‖1, where
λ1 is a regularization parameter, and ‖wn‖1 is the sum of the absolute values of the
components of wn:
wˆn = argmin
{
||yn −XTnwn||
2
2 + λ1‖wn‖1
}
(2.16)
For deﬁnitions of the full design matrix Xn and the target gradient vector yn see
Table 2.2. Equation (2.16) is a convex optimization problem, for which a variety of fast
and eﬀective algorithms exist (see Section 3.1.5, and e.g. Hastie et al. [70]). The eﬀect of
Equation (2.16) is to simultaneously shrink and prune the parameters in wn, thereby
promoting a sparse network. The degree of sparsity depends on the regularization
parameter λ1, which can be optimized with cross-validation or information criteria,
like BIC (see Section 3.1.4).
The shortcomings are that the Lasso will only select one predictor from a set of highly
correlated variables, and that it can maximally select M variables, thereby potentially
suﬀering from saturation eﬀects. These diﬃculties are addressed with the Elastic Net
method, proposed by Zou and Hastie [157], which combines the Lasso penalty with a
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ridge regression penalty that constitutes a squared `2-norm ‖wn‖22:
wˆn = argmin
{
||yn −XTnwn||
2
2 + λ1‖wn‖1 + λ2‖wn‖22
}
(2.17)
Again, this is a convex optimization problem for which eﬀective algorithms exist, and
the regularization parameters λ1 and λ2 can be optimized with cross-validation or BIC.
For these two approaches (Lasso and Elastic Net) I typically use the absolute values of
the elements of the estimated regression parameter vectors wˆn to score the regulatory
eﬀects on yn (n = 1, . . . , N) with respect to their strengths. Refer to Section 3.1 for a
more detailed discussion of sparse regression.
2.5 Non-homogeneous sparse regression (Tesla)
Ahmed and Xing [5] proposed a non-homogeneous generalization of sparse regression
called Tesla. The idea is to divide a time series or any other set of observations into
segments and perform sparse regression for each segment separately, subject to an
additional sparsity constraint that penalizes diﬀerences between regression parameters
associated with adjacent segments. Consider a set of observation values (such as a time
series of gene expression data) for node n, which is divided into Hn disjunct segments,
marked by Hn + 1 demarcation points 1 = τn,1 ≤ . . . ≤ τn,h ≤ . . . ≤ τ(Hn+1) = M .
Each segment is associated with a diﬀerent set of regression parameters, wn,h, where
h ∈ {1, ...,Hn} is a label that identiﬁes the segment. To prevent over-complexity and
avoid overﬁtting, an additional `1-norm penalty is imposed on the parameter diﬀerences
for adjacent segments, i.e. wn,h −wn,h−1 for h > 1:
wˆn,1, ..., wˆn,Hn = argmin
{
HnX
h=1
||yn,h −XTn,hwn,h||22 + λ1
HnX
h=1
‖wn‖1 + λ2
HnX
h=2
‖wn,h −wn,h−1‖1
}
(2.18)
where yn,h = (yn,(τn,h+1), . . . , yn,τn,h+1)
T is the sub-vector of observations in the tem-
poral segment h, and Xn,h is the corresponding segment speciﬁc design matrix. Given
the regularization parameters λ1 and λ2, the optimal regression parameters {wˆn,h} can
be found with convex programming [5]. The regularization parameters themselves can
be optimized with cross-validation or information criteria, like BIC. Note that diﬀerent
nodes n can have diﬀerent time series segmentations, with diﬀerent values of Hn, and
that the segmentations have to be deﬁned in advance. General guidelines for the choice
of coarseness of segmentation can be found in the publication from Ahmed and Xing [5].
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In my applications in Chapter 4 the segmentation is naturally suggested by the light
phase, as I describe in more detail in Section 4.5.6.2. Also note that the original formu-
lation of Tesla, proposed by Ahmed and Xing [5], is for logistic regression and binary
data. The modiﬁcation to linear regression, as in Equation (2.18), is straightforward
and more appropriate for my application to non-binary data.
2.6 Automatic relevance determination (ARD-SBR)
The method of automatic relevance determination (ARD) in the context of sparse
Bayesian regression (SBR) was proposed by Tipping [139], and I refer to this method
as ARD-SBR. ARD-SBR was ﬁrst applied to learning gene regulation networks by
Rogers and Girolami [121]. It is related to the Bayesian regression method discussed in
Section 2.2, with the following modiﬁcation of the prior on the regression parameters
wn: Equation (2.2) is replaced by
p(wn|αn) = N (0, diag[αn]−1) (2.19)
where αn is a vector of interaction hyper-parameters of the same dimension as wn,
and diag[αn] is a diagonal matrix with αn in the diagonal. The marginal likelihood,
Equation (2.4), now becomes
p(yn|Xn, σ2n,αn) =
∫
p(yn|Xn, σ2n,wn)p(wn|αn)dwn (2.20)
= N (yn|0, σ−2n I + XTndiag[αn]−1Xn)
and is optimized with respect to the hyper-parameters αn in a maximum likelihood
type-II manner. In the gene regulation study of Chapter 4 I follow Rogers and Girolami
[121] and use a slightly modiﬁed version of the fast marginal likelihood algorithm from
Tipping and Faul [140] for optimization. Note that as opposed to Equation (2.4),
Equation (2.20) depends on the full design matrix Xn, not the design matrix restricted
to a subset of regulators pin, Xn[pin], and the discrete search in structure space, pin, is
replaced by a continuous search in hyper-parameter space, αn, which is much faster.
Hyper-parameters αn,i associated with irrelevant regulators xni will be driven to αn,i →
∞, as explained in Section 13.7 in [108]. The consequence is that the associated
regression parameters will be driven to zero, wn,i → 0, and irrelevant regulators xni will
eﬀectively be pruned; hence the name `automatic relevance determination' (ARD). For
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ﬁxed values of the hyper-parameters, the posterior of the regression parameters wn can
be obtained, and the method was therefore originally called `sparse Bayesian regression'
(SBR). However, as opposed to the proper Bayesian method discussed in Section 2.2,
SBR-ARD is only `Bayesian' about the values of the regression parameters wn and
does not reﬂect any uncertainty about αn, which is typically of more interest. Hence,
in comparison with Section 2.2, SBR-ARD gains computational speed at the expense
of less thorough, approximate inference. How does SBR-ARD compare with the sparse
regression methods of Section 2.4? As shown in Section 5 in [139], the interaction
parameters αn can in principle be integrated out analytically (although this is not
advisable for computational reasons). The resulting prior distribution of the regression
parameters is p(wn,i) ∝ 1|wn,i| , where wn,i is the i-th element of the regression parameter
vector wn. The latter prior has more probability mass for wn,i → 0 than the Lasso
prior, p(wn,i) ∝ exp(−|wn,i|). Hence, SBR-ARD will lead to sparser network structures
than Lasso. As for Lasso, I use the absolute values of the elements of the estimated
regression parameter vectors, wˆn, to score the regulatory eﬀects on the target variable
yn (n = 1, . . . , N) with respect to their strengths.
2.7 Graphical Gaussian models (GGM)
The method of graphical Gaussian models (GGMs) is based on the insight that for
random vectors z from a multivariate Gaussian distribution with zero mean and co-
variance matrix C, z ∼ N (0,C), the components zn and zn′ , corresponding e.g. to two
nodes n and n′, are stochastically independent conditional on the remaining system
p(zn, zn′ |{zi}i 6=n,n′) = p(zn|{zi}i 6=n,n′)p(zn′ |{zi}i 6=n,n′) (2.21)
if and only if the corresponding element (n, n′) in the inverse covariance matrix C−1
is zero. Hence, if C is known, an undirected graph of gene dependence structures can
be obtained by connecting all nodes (n, n′) with [C−1]n,n′ 6= 0 by an (undirected) edge.
In practice, C is unknown and has to be approximated by the empirical covariance
matrix
S =
1
(M − 1)
M∑
m=1
(zm − z)(zm − z)T (2.22)
where z1, . . . , zM is an i.i.d. sample. If M is less than the dimension of zm, then
the estimated covariance matrix S is rank deﬁcient. To deal with this problem, two
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main approaches have been proposed. The ﬁrst approach, proposed by Schäfer and
Strimmer [127], is to use shrinkage and replace the empirical covariance matrix S by
the following regularized matrix:
S∗ = (1− λ)S + λI (2.23)
where I is the identity matrix [various alternatives are discussed in 127] and λ > 0 is
a regularization parameter, which can be optimized with empirical risk minimization;
see Equations (8) and (10) in [127] for explicit expressions. The second approach,
proposed by Friedman et al. [46] and termed `Glasso' (for `Graphical Lasso') is to
maximize the penalized log-likelihood subject to an `1-regularization term applied to
the matrix elements:
Θˆ = argmax
Θ
{log det(Θ)− trace(SΘ)− λ||Θ||1} (2.24)
where Θˆ is the estimated inverse covariance matrix.
To apply GGMs to the reconstruction of gene regulatory networks in Chapter 4, I
consider the random vectors zn,m := (yn,m,xTn,m)
T, where yn,m is the time derivative of
the mRNA concentration of target gene n at timem, see Equation (4.1), and xn,m is the
vector of the concentrations of the Nn potential regulators at time m (m = 1, . . . ,M).
For each potential target variable yn (n = 1, . . . , N) I extract a GGM from the sample
{zn,m}m=1,...,M . I then consider the ﬁrst row (or column) of the resulting precision
matrix. By standardization I obtain the partial correlations ρ(yn, xnj |{xni }i 6=j) between
the target variable yn and its potential regulators xnj (j = 1, . . . , Nn). Note that I
ignore all correlations between potential regulators xnj since they are irrelevant for this
application, although, the GGM is estimating these at the same time. This is neces-
sary because the target variables yn constitute a diﬀerent type of measurement, i.e.
concentration changes, as opposed to concentrations in the regulators xnj . The native
GGM does not diﬀerentiate between targets and regulators since all variables have the
same type of concentration measure thus all correlations are estimated. Since the di-
rection of causality is always directed towards the target variable yn in this application,
the edges in the reconstructed graphs are directed, symbolically: {xn1 , . . . , xnNn} → yn.
The repeated bi-partitioning of the genes into targets and putative regulators renders
Glasso equivalent to Lasso, i.e. regressing the targets on the regulators, as discussed on
page 4 in [46]. The absolute values of the partial correlations |ρ(yn, xnj |{xni }i 6=j)| can
be used to score the regulatory interactions xnj → yn (n = 1, . . . , N and j = 1, . . . , Nn)
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with respect to their strengths.
Furthermore, it must be noted that the vector zn,m is not fully i.i.d. Normal because
the concentration gradient vector yn,m ∈ zn,m introduces a time dependencies between
variables at adjacent time points m. Although, this clashes with the GGM assumption
I decided to include this method in order to estimate the performance loss compared
to a linear regression method such as Lasso.
2.8 Bayesian spline autoregression (BSA)
The Bayesian spline autoregression method (BSA) proposed by Morrissey et al. [106]
is related to the hierarchical Bayesian regression method of Section 2.2 with the es-
sential diﬀerence that in the restricted design matrix Xn[pin] the original covariates are
augmented with q B-spline basis functions of degree l deﬁned over a set of k evenly
spaced knots, where (q, l, k) are user-deﬁned parameters. Consequently, the strength of
the interaction between a regulator xni and the target variable yn, which was modelled
with a scalar in the method of Section 2.2, now becomes a vector. That is, each indi-
vidual element wn,i of the regression parameter vector wn := (wn,0, wn,1, . . . , wn,Nn)T,
where i = 0 corresponds to the intercept, is substituted for a vector wn,i, spanning
the entire range of B-spline basis functions. To deal with the increased dimension of
the resulting total parameter vector wn := (wn,0T,wn,1T, . . . ,wn,NnT)T and encourage
network sparsity, a slab-and-stick-like Bayesian variable selection scheme, ﬁrst pro-
posed by Smith and Kohn [131], is used. Deﬁne wn,i = γn,iun,i, where γn,i ∈ {0, 1}
is a binary variable to indicate whether the interaction xni → yn is on (γn,i = 1) or
oﬀ (γn,i = 0). The indicator variables γn,i are given a Beta-Bernoulli prior, meaning
a Bernoulli prior on γn,i with hyper-parameters from a Beta distribution. The higher-
level hyper-parameters of the Beta distribution have a Jeﬀreys prior. The parameter
vectors un,i are given a Gaussian prior to shrink them towards the origin:
p(un,i|τn,i) = N (un,i|0, τn,iK)
where the structure of the covariance matrix K is constructed from the second-order
diﬀerences between adjacent coeﬃcients, and τn,i is a smoothness hyper-parameter that
deﬁnes the trade-oﬀ between ﬁtting an interpolating spline (τn,i → 0) and a straight
line (τn,i →∞). Several priors for τn,i were tested in [106], with the best performance
achieved with an inverted Pareto distribution. Like for the hierarchical Bayesian re-
gression method of Section 2.2, there is no closed-form expression for the posterior
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distribution, and MCMC sampling based on a Metropolis-within-Gibbs scheme is used:
the technical details can be found in [106]. The resulting MCMC samples γ(1)n,i , . . . , γ
(H)
n,i
(g = 1, . . . , G and i = 1, . . . , Nn) are used to estimate the marginal posterior probability
of the regulatory interactions xni → yn:
P (xni → yn) =
1
H
H∑
h=1
γ
(h)
n,i (2.25)
For the Bayesian spline autoregression method I use these marginal interaction posterior
probabilities to score the regulatory interactions with respect to their strengths. The
method was originally designed for time series data of the form of Equation (4.3).
However the underlying approximation Equation (4.2) might be sub-optimal. For a
fair comparison with the other methods, I have therefore applied it to target variables
yn,m of the form of Equation (4.1).
2.9 State-space models (SSM)
Figure 2.2: Graphical model representation of the state-space model
(SSM). y.,m represents the vector of all response variables (i.e. mRNA
concentration derivatives) at observation m. x.,m represents the vector
of all potential regulators at observation m; depending on the problem,
these are either mRNA or protein concentrations. hm denotes the vec-
tor of unknown latent factors at observation m. The arrows indicate
probabilistic dependence relations. The parameters of the model are
the four transition matrices shown in capital letters A, B, C, and D.
These parameters are given prior distributions, which depend on further
hyper-parameters. For the full hierarchical Bayesian model representa-
tion, see [11]. The ﬁgure is adapted from Figure 5.2 in [11].
The state-space model (SSM) proposed by Beal et al. [12] is a Kalman ﬁlter with
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additional Markovian dependence among the observation vectors, and additional de-
pendence of the latent vectors on the observation vectors from the previous observa-
tion point; see Equations (6-7) in [12]. The parameters are estimated with variational
Bayesian inference; since all distributions are multivariate Gaussian, this gives closed-
form update equations that are carried out iteratively with a modiﬁed version of the
expectation maximization algorithm. From these parameters, interaction strengths
among the nodes can be derived; see Equation (8) in [12] for an explicit expression.
The interactions contain two separate contributions: direct interactions, describing how
node expression values at the previous observation point inﬂuence the current expres-
sion values, and indirect interactions, modelling node (gene) interactions mediated via
the unobserved latent factors. The dimension of the latent vector is unknown and needs
to be set using cross-validation or an estimate of the lower bound on the marginal like-
lihood. The intrinsic Markovian nature of the SSM from Beal et al. [12] is consistent
with Equation (4.3), but not with Equation (4.1). However, a modiﬁcation to my data
format is straightforward by reverting to an alternative form of the SSM, proposed in
[11], Chapter 5, and shown in Figure 2.2. In fact, the model in [12] is equivalent to
the one in [11], with the external inputs replaced by the previous observations. The
mathematical form of the model is as follows:
hm+1 = Ahm + Bx.,m + m
y.,m = Chm + Dx.,m + ξm
The symbols have the following meaning: y.,m is the vector of all response variables (i.e.
mRNA concentration derivatives) at observation m. x.,m is the vector of all potential
regulators at observation m; these are either mRNA or protein concentrations. hm
denotes the vector of unknown latent factors at observation m. m and ξm are vectors
of i.i.d. white Gaussian noise. The parameters of the model are the transition matrices
A,B,C and D. These parameters are given prior distributions, which depend on
further hyper-parameters. For the full hierarchical Bayesian model representation, see
[11]. As described in [11], the posterior expectation of the interaction matrix CB + D
can be employed to assess the strengths of the individual network interactions; see
Section 4.5.6.6 for details.
30 Chapter 2
2.10 Gaussian processes (GP)
Gaussian processes provide a popular method in non-parametric Bayesian statistics for
deﬁning a prior distribution directly in the function space rather than the parameter
space. By deﬁnition, a Gaussian process is a collection of random variables, of which
any ﬁnite subset has a joint Gaussian distribution. For a node n the process can be
fully represented by a mean function mn(.) and a covariance function kn(., .):
fn(xpin,m) ∼ GP(mn(xpin,m), kn(xpin,m,xpin,m′)) (2.26)
where xpin,m and xpin,m′ are vectors of explanatory variables for target node n. In
the case of gene regulation (Chapter 4) these are the gene expression values of the
set of regulators pin, and xpin,m, xpin,m′ are the corresponding subsets of Xn[pin]; see
Table 2.2 for an overview of the notation. The mean function mn(.) is usually set to
zero, which presents prior ignorance about the trend (i.e. it is unsure that a trend is
up or down). An important feature of Gaussian processes is that, due to the Gaus-
sian assumption, marginalization integrals have closed form solutions. In particular, I
get for the marginal likelihood, under the assumption of independent and identically
distributed additive Gaussian noise with variance σ2n [119]:
p(yn|Xn[pin],θn) =
1√
(2pi)T |Kn + σ2nI|
exp
(
−1
2
yTn (Kn + σ
2
nI)
−1yn
)
(2.27)
where yn = (yn,1, . . . , yn,M )T is a vector of target values for node n, and Kn is a M -
by-M covariance matrix, with elements Kn,m,m′ = kn(xpin,m,xpin,m′). The arguments
of the kernel function kn(., .) are the vectors of concentration values associated with
the putative regulators of node n, pin, taken at the observation points m and m′; these
vectors are extracted from the (restricted) design matrix Xn[pin]. The kernel function
depends on certain hyper-parameters θn. For the widely applied squared exponential
kernel
kn(xpin,m,xpin,m′) = an exp
(
−(xpin,m − xpin,m′)
2
2l2n
)
(2.28)
these are the length scale ln and amplitude an: θn = (ln, an). For the kernel I follow
Äijö and Lähdesmäki [6] and choose a Matérn class kernel
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kn(xpin,m,xpin,m′) = an
(
1 +
√
3
l2n
(xpin,m − xpin,m′)T(xpin,m − xpin,m′)
)
exp
(
−
√
3
l2n
(xpin,m − xpin,m′)T(xpin,m − xpin,m′)
)
(2.29)
which provides a better compromise between smoothness and roughness. Like for the
squared exponential kernel, the hyper-parameters θn consist of a length scale and an
amplitude parameter: θn = (ln, an). In order to apply Gaussian processes to the
inference of gene regulatory networks, I follow the approach described by Äijö and
Lähdesmäki [6]. The starting point is the mathematical formulation of transcriptional
regulation of Equation (4.1), whose right-hand side can be reformulated as follows:
f˜n(xpin,m) = fn(xpin,m) + h
T
nβn (2.30)
where βn = (αn, λn) and hn = (1,−xn,m). The approach taken by Äijö and
Lähdesmäki [6] is to impose a normal distribution with mean vector b and covariance
matrix B = σ2b I on βn:
βn ∼ N(b,B) = N(b, σ2b I) (2.31)
It can then be shown [119] that a Gaussian process assumption for fn
fn(xpin,m) ∼ GP(0, kn(xpin,m,xpin,m′)) (2.32)
implies a Gaussian process for f˜n of the following form:
f˜n(xpin,m) ∼ GP(hTnb, kn(xpin,m,xpin,m′) + hTnBhn) (2.33)
This gives, in modiﬁcation of Equation (2.27), a closed from expression for the marginal
likelihood
p(yn|Xn[pin],θn, σ2n,b, σ2b ) (2.34)
for which the explicit expression can be obtained from Äijö and Lähdesmäki [6]. Note
that the target values yn are time derivatives, which Äijö and Lähdesmäki [6] ap-
proximate by diﬀerence quotients. The hyper-parameters θn = (an, ln) and the noise
variance σ2n are optimized so as to maximize the marginal likelihood in Equation (2.34).
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This can be achieved with the Polack-Ribiere conjugate gradient method, as described
by Rasmussen and Williams [119]. To avoid negative values of βn, which are biolog-
ically implausible, Äijö and Lähdesmäki [6] suggested setting the hyper-parameters
b and σ2b to ﬁxed values such that plausible values of βn have high probability. To
accomplish structure learning for a target variable yn, the posterior probability for a
selected set of regulators, pin, can be obtained from Bayes' theorem:
P (pin|yn,Xn,θn, σ2n,b, σ2b ) =
p(yn|Xn[pin],θn, σ2n,b, σ2b )P (pin)∑
n′ p(yn′ |Xn′[pin′ ],θn′ , σn′2 ,b, σ2b )P (pin′)
(2.35)
where P (pin) is the prior probability distribution on the set of potential regulators, for
which Äijö and Lähdesmäki [6] chose a uniform distribution. The posterior probability
of a particular gene interaction between the i-th regulator xni and the target yn is then
given by marginalization:
P (xni → yn|yn,Xn,θn, σ2n,b, σ2b ) =
∑
pin
I(xni ∈ pin)P (pin|yn,Xn[pin],θn, σ2n,b, σ2b )
(2.36)
where I(xni ∈ pin) is the indicator function, which is 1 if xni is in the set of regulators
pin, and zero otherwise. For larger networks, where a complete enumeration of all
potential sets of regulators is computationally prohibitive, the common approach is to
impose a fan-in restriction F , e.g. of F = 3, i.e. P (pin) = 0 if |pin| > F , where |pin| is
the cardinality of the parent set. The posterior distribution of Equation (2.36) can be
used to score the regulatory interactions with respect to their strengths. The Matlab
software GP4GRN from Äijö and Lähdesmäki [6] implements the described framework
and was used in my study.
2.11 Mutual information methods (ARACNE)
Consider three variables x1, x2 and x3. The mutual information (MI) between x1 and
x2 is then given by
I(x1, x2) =
∫
p(x1, x2) log
[
p(x1, x2)
p(x1)p(x2)
]
dx1dx2 ≥ 0 (2.37)
I(x1, x2) is zero if the expression proﬁles of x1 and x2 are stochastically independent:
p(x1, x2) = p(x1)p(x2). The mutual information measures the degree of stochastic
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dependence between x1 and x2, which in earlier work by Butte and Kohane [24] was
used to provide a ranking of all potential gene interactions. A permutation test can
then be used to set a threshold for discarding low-ranked interactions at a speciﬁed
signiﬁcance level. A shortcoming of this approach is the fact that direct interactions
are not distinguished from indirect ones. Consider, for instance, a chain reaction
x1 −→ x2 −→ x3
where node x3 is indirectly regulated by node x1 via the intermediary x2, or the joint
regulation of node x1 and x3 by node x2:
x1 ←− x2 −→ x3
In both scenarios the variables x1 and x3 are stochastically dependent, and I(x1, x3)
may be large despite the fact that there is no actual interaction between x1 and x3. To
ﬁlter out such spurious interactions, a pruning mechanism was proposed by Margolin
et al. [97], which is based on the data processing inequality: for the above interaction
scenarios,
I(x1, x3) ≤ min{I(x1, x2), I(x2, x3)}
The proposed algorithm, called ARACNE, visits each node triplet in turn and removes
the interaction with the smallest mutual information score. Each triplet is analysed
irrespectively of whether its interactions have been marked for removal by prior pruning
applications to diﬀerent triplets, making the algorithm invariant with respect to a
reordering of the nodes. A theoretical analysis of the types of networks that can
be reconstructed with this algorithm can be found in [97]. The practical problem is
related to the fact that Equation (2.37) cannot be computed exactly from a ﬁnite
sample size but either requires a discretisation of the data (information loss), or the
approximation of the probability densities p(.) by a kernel density estimator; see [108],
Chapter 14 for details. While the density itself depends critically on the bandwidth of
this estimator, the ranking of mutual information scores has been found to be quite
robust with respect to a variation of the bandwidth parameter; see Figure 1 in [97].
To apply ARACNE to gene expression time series in Chapter 2, a time delayed version
has been proposed by Zoppoli et al. [156], which can deal with dynamic processes
in the form of Equation (4.3). However, as will be discussed at the beginning of
Section 4.2, the underlying approximation Equation (4.2) might be sub-optimal, and
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I therefore apply ARACNE directly to Equation (4.1). That is, I apply ARACNE to
each target variable yn and its potential regulators xn1 , . . . , x
n
Nn
separately, to obtain
mutual interaction scores IA(yn, xnj ) (j = 1, . . . , Nn), where I
A(yn, xnj ) = I(yn, x
n
j ) or
IA(yn, xnj ) = 0 if the interaction has been pruned by the ARACNE algorithm. The
ARACNE mutual interaction scores can then be interpreted in a bipartite manner, i.e.
IA(yn, xnj ) is the strength of the regulatory interaction x
n
j → yn (n = 1, . . . , N and
j = 1, . . . , Nn).
2.12 Mixture Bayesian network models (MBN)
A ﬂexible Gaussian mixture model approach for inferring non-linear network interac-
tions has been proposed by Ko et al. [84, 85], which they call the "Mixture Bayesian
network model"6. The key idea is to model each target node n conditional on its
regulators in pin with a conditional Gaussian mixture model. Given the vector of the
variables in a regulator set pin at sample m, symbolically xpin,m, I consider a Gaussian
mixture model with Cn mixture components and the mixture weights αn,1, . . . , αn,Cn
for the joint distribution of the target gene yn,m and its regulators xpin,m. Recalling
the deﬁnition zpin,m := (yn,m,xTpin,m)
T from Table 2.2 I obtain:
p(zpin,m) =
Cn∑
c=1
αn,cfn,c(zpin,m) (2.38)
where each component-speciﬁc function fn,c(.) is the density function of a (|pin|+1)-
dimensional Gaussian distribution with mean vector µn,c and covariance matrix Σn,c,
and
∑Cn
c=1 αn,c = 1. The marginal distribution of the vector xpin,m is then also a
Gaussian mixture:
p(xpin,m) =
Cn∑
c=1
αn,cf
?
n,c(xpin,m) (2.39)
where the |pin|-dimensional Gaussian density functions f?n,c(.) have mean vectors µ?n,c
and covariance matrices Σ?n,c which are sub-vectors of µn,c and sub-matrices of Σn,c,
respectively. More precisely, µ?n,c is obtained by deleting the element corresponding
to the target variable yn,m in µn,c, and Σ
?
n,c is obtained by deleting the row and
the column corresponding to yn,m in Σn,c. Considering zpin,m (m = 1, . . . ,M) as an
i.i.d. sample and taking into account that the conditional distribution p(yn,m|xpin,m)
6I use the authors' terminology, although the model is not a proper Bayesian network.
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is the ratio of the joint distribution in Equation (2.38) and the marginal distribution
in Equation (2.39), the likelihood of the conditional Gaussian mixture model is given
by:
LL(yn|X?n[pin],θ(pin, Cn)) =
∏M
m=1
∑Cn
c=1 αn,cfn,c(zpin,m)∏M
m=1
∑Cn
c=1 αn,cf
?
n,c(xpin,m)
(2.40)
where θ(pin, Cn) denotes the set of mixture parameters, namely the mixture weights
as well as the mean vectors and covariance matrices of the component-speciﬁc Gaussian
distributions,
designMrestrstar is the matrix of the observations of the regulators in pin, and yn =
(yn,1, . . . , yn,M )T is the vector of the target variable observations.
Given a ﬁxed set of regulators, pin, and a ﬁxed number of mixture components, Cn,
the maximum likelihood (ML) estimates for the mixture parameters θ(pin, Cn) can be
obtained with the Expectation-Maximization (EM) algorithm, as described in detail
by Ko et al. [85]. Keeping pin ﬁxed, ML estimates, θˆ(pin, Cn), can be computed for
diﬀerent numbers of mixture components Cn. Having estimates θˆ(pin, Cn) for Cn =
1, . . . , CMAX , where CMAX = 10 is an imposed upper bound on the number of mixture
components, the Bayesian Information Criterion (BIC) is employed to determine the
best number of mixture components given pin:
CBICn|pin = argmin
Cn
{−2 log(LL(yn|X?n[pin], θˆ(pin, Cn))) + log(M)|θˆ(pin, Cn)|} (2.41)
where M is the number of observations, |θˆ(pin, Cn)| is the number of the ML-
estimated mixture parameters and the likelihood LL(.|.) has been deﬁned in Equa-
tion (2.40). With Equation (2.41) the best number of mixture components CBICn|pin can
be determined for each potential regulator set pin. In my implementation I systemati-
cally compute CBICn|pin for each set pin with a cardinality |pin| ≤ 3. Finally, the best set
of regulators piBICn for target variable yn minimizes the BIC criterion, and is thus given
by:
piBICn = argmin
pin
{−2 log(LL(yn|xpin , θˆ(pin, CBICn|pin))) + log(M)|θˆ(pin, CBICn|pin)|} (2.42)
I repeat the optimization procedure, outlined above, several times and I average
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over the obtained results, as described in Subsection 4.5.6.9, to score the individual
interactions, xni → yn.
2.13 Gaussian Bayesian networks (BGe)
The BGe scoring metric was introduced by Geiger and Heckerman [49] and has become
a standard modelling framework for static and dynamic Gaussian Bayesian networks.7
For m = 1, . . . ,M the common distribution of the target variable yn,m and its poten-
tial regulators xn,m is assumed to be an i.i.d. sample from a (Nn + 1)-dimensional
multivariate Gaussian distribution with mean vector µ and covariance matrix Σ:
p(zn,m|µ,Σ) = (2pi)−
Nn+1
2 det(Σ)−
1
2 exp{−1
2
(zn,m − µ)TΣ−1(zn,m − µ)} (2.43)
where Nn is the number of potential regulators for the target variable yn, i.e. the
length of the vector xpin,m, and zn,m := (yn,m,xTpin,m)
T, as deﬁned in Table 2.2. Onto
the unknown parameters, namely the mean vector µ and the precision matrix W :=
Σ−1, a normal-Wishart prior is imposed, symbolically:
p(W|α,T0) = c(Nn, α) det(T0)α2 det(W)
α−Nn−1
2 exp{−1
2
trace(T0W)} (2.44)
p(µ|µ0, (νW)−1) = (2pi)−
Nn+1
2 det(νW)
1
2 exp{−1
2
(µ− µ0)TνW(µ− µ0)} (2.45)
where
c(Nn, α) =
(
2
α(Nn+1)
2 pi
(Nn+1)Nn
4
Nn+1∑
i=1
Γ
(
α+ 1− i
2
))−1
(2.46)
and the hyper-parameters α, T0, ν and µ0 of the normal-Wishart distribution are
chosen ﬁxed. [49] show that the marginal likelihood:
7Note that the abbreviation `BGe' was introduced by Geiger and Heckerman [49] and stands for
Bayesian metric for Gaussian networks having score equivalence; see [49] for more details.
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p(zn,1, . . . , zn,M ) =
∫ ∫ ({ M∏
m=1
p(zn,m|µ,Σ)
}
p(µ|µ0, (νW)−1)p(W|α,T0)
)
dµdW
(2.47)
can then be computed in closed-form. If it is further assumed that the target variable
yn, conditional on the set of regulators pin, becomes statistically independent of all
the other potential regulators, symbolically p(yn|X?n,pin) = p(yn|X?n[pin]), then the
conditional distributions
p(yn|X?n,pin) = p(yn|X?n[pin]) =
p(yn,X?n[pin])
p(X?n[pin])
(2.48)
can also be computed in closed-form for each regulator set pin, see [49] for details.
Imposing uniform priors on the regulator sets, pin, subject to a maximal cardinality
restriction F , the posterior distribution of the regulator set pin with |pin| ≤ F is given
by:
P (pin|yn,X?n) =
p(yn|X?n[pin])∑
p˜in:|p˜in|≤F p(yn|X?n[p˜in])
(2.49)
where the sum in the denominator is over all valid regulator sets p˜in whose cardinality
is lower than or equal to the fan-in F . The posterior probability of an interaction
between xni and yn can then be computed by marginalization:
P (xni → yn|yn,X?n) =
∑
pin
I(xni ∈ pin)P (pin|yn,X?n) (2.50)
where I(xni ∈ pin) is the indicator function, which is 1 if xni is in the set of regulators
pin, and zero otherwise. I use the posterior probabilities in Equation (2.50) to score
the regulatory interactions with respect to their strengths.
2.14 Dynamic Bayesian network with BDe score (Banjo)
The Banjo (Bayesian Inference with Java objects) is an implementation of a dynamic
Bayesian network (DBN) inference algorithm using the Bayesian Dirichlet (BDe) scor-
ing metric [67]. The DBN is a ﬁrst order Markov model that has time-varying depen-
dences and conditional independences of discrete variables, meaning that the variables
at one time-point are aﬀected by the variables of the immediate previous time-point.
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The dependences that form the network are proposed in a greedy search procedure and
the BDe metric scores how well the network represents the observed data. The strength
and sign of the network dependences are determine through a additional inﬂuence score.
The DBN is deﬁned by the pair <G,Θ>. The graph G describes the dependence
structure and the parameter set Θ holds the probability distribution parameter vec-
tor θn|pin = (θn,m|pin)∀nm, where m = (1, . . . ,M) refers in this context to the time
points in the dynamic network. The parameter θn,m|pin = p(xn|pin) for each node n
and time point m depends on its corresponding parent set previously deﬁned with
pin. The joint probability distribution over all nodes is p(x) = P (x1, . . . , xN ) =∏M
m=1
∏N
n=1 P (xn,m|pin), namely the probability for the variable xn to take on a cer-
tain value, given the dependence on the incoming parent nodes. The score for the
graph G given a data set D for all variables xn,m is the Bayesian score function:
logP (G|D) = logP (D|G) + P (G)− logP (D) (2.51)
The evidence p(D) can be neglected since its marginal probability is the same for all
settings of G. The prior over the graph p(G) also vanishes since I assume no preference
for a graph, thus yielding a uniform distribution. Solving the remaining log of the
marginal likelihood p(D|G) requires the integration over all possible settings of the
parameter set Θ, leading to the Bayesian Dirichlet score sD(G):
BD : sD(G) = log p(D|G) = log
∫
p(D|G,Θ)p(Θ|G)dΘ (2.52)
The task is to ﬁnd a graph G∗ that satisﬁes G∗ = argmaxG sD(G). Assuming that
p(Θ|G) is a Dirichlet prior, the integral can be solved with
sD(G) = log
N∏
n=1
qn∏
j=1
(
Γ(αnj)
Γ(αnj +Nnj)
rn∏
k=1
Γ(αnjk +Nnjk)
Γ(αnjk)
)
(2.53)
where qn is the number of unique instantiations of pin, rn is the number of discrete
values in the data D, Γ(·) is the gamma function, αnj =
∑
k αnjk and αnjk are the
Dirichlet concentration hyper-parameters, Nnjk is the number of times that xm takes
on the value k and the parents of xn take on instantiation j, and Nnj =
∑
kNnjk.
A disadvantage of Banjo is that it is limited to discrete values, which requires a
discretisation of my continuous data causing information loss. In Chapter 5 I use the
quantile discretisation procedure described by Hartemink [66]. For a detailed account
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of the method refer to the supplementary material S1 in [132] or the website8.
To measure the conﬁdence of the proposed interactions, I use the fact that Banjo
produces a summary of the 100 highest scoring networks. Extracting the regulatory
interactions between a predictor xn and a target yn from the 100 networks corresponds
to marginalization over these high scoring networks. An estimator of marginal posterior
probability of an interaction xn → yn is given by the fraction of networks that contain
the interaction.
8Extensive documentation can be found at https://www.cs.duke.edu/ amink/software/banjo
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Inference and Evaluation
Applying probabilistic predictions to ﬁnd proper parameters for a regression problem
is a central paradigm in machine learning. The maximum likelihood estimate (MLE)
and maximum a posteriori (MAP) estimate are the two most important and basic
approaches to infer model parameters given only a likelihood (MLE) or posterior (MAP)
probability estimate. With them it is easier to handle ambiguous cases by assigning
a probability, i.e. a conﬁdence, to the parameters in the model that map a predictive
set of features to a dependent variable or response as it is deﬁned in the widely used
linear regression models. Given a data set D = (x1, ..,xM ) and the parameter vector
θ, which can contain also a single parameter, the MLE is deﬁned as
θMLE = argmax
θ∈Θ
{
p(D|θ)
}
(3.1)
Hence θMLE becomes a maximum likelihood estimate for the true parameter θ.
The advantage of the MLE is that it is easy to compute and invariant under re-
parametrization, i.e. if a function g(θMLE) is a MLE for g(θ) than it would still
be a MLE if for instance the true parameter is squared with g(θ2). Furthermore, the
MLE has several asymptotic properties such that it converges toward a normal distri-
bution and with a large data size M converges to the true parameter θ. One of the
major disadvantages of the MLE is that it tends to over-ﬁt the model on the data. This
means that the model might perfectly predict the data samples it was ﬁtted to, but
completely fails on a similar data set because it does not capture the uncertainty of the
data but rather picks up the noise of the data samples. However, a penalized likelihood
can prevent overﬁtting and is equivalent to the MAP where penalization is controlled
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with a prior density. The MAP can be thought of as the maximum value of the joint
posterior density p(θ,D) for which the parameter θ from the complete parameters set
Θ best explains the data D.
θMAP = argmax
θ∈Θ
{
p(θ|D)
}
= argmax
θ∈Θ
{
p(D|θ)p(θ)
}
(3.2)
For a data set that has a large number of samples M → ∞, the likelihood p(D|θ)
becomes dominant compared to the parameter prior p(θ). In this scenario the MAP
tends to approach the solution of the MLE and also shares the same asymptotic prop-
erties. A disadvantage of the MAP is that it is not invariant to changes of the model
parameter in contrast to MLE. Thus the MAP is suboptimal given the vast amount of
possible posterior densities for varying parameter sets.
In Section 3.1 I will discuss feature selection techniques that control the number and
choice of parameters in the set θ with focus on least squares regularization. Section 3.2
describes the popular Marcov Chain Monte Carlo (MCMC) that infers marginal pos-
terior probabilities by converging towards a true posterior density. Feature selection
in a discrete sense can be achieved with the reversible jump MCMC (RJMCMC) that
is described in the same section. Since, I use clustering to infer species similarities in
terms of neighbourhood distributions (see Chapter 5), I will explain in Section 3.3 the
k-means and Gap-statistics. Finally, Section 3.4 describes how I evaluate the learned
network structures that are retrieved from the methods previously deﬁned in Chapter 2.
3.1 Sparse regression
Sparse regression is a technique to prevent overﬁtting by decreasing the number of
features in the model that act as predictors. The feature selection thus encourages
sparsity of the model with the eﬀect that full explanatory power is restricted to those
features that are best suited to predict the model response. This is realized by ignoring
certain features or setting elements of the weight values w = (w1, .., wN ) to zero for
those features j that should be excluded from the predictor set.
3.1.1 Spike and slab model
A Bayesian variable selection approach is the so called spike and slab model from
Mitchell and Beauchamp [104], which has the posterior p(θ|D) ∝ p(θ)p(D|θ). The
model is parametrized with a set of relevant features θ, which are penalized with a so
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called `0-pseudo-norm that regulates the number of selected features. The relevance of
the features is indicated by a bit vector θ = (θ1, .., θN ) with θj = 1 in the case that a
feature j is selected or relevant, and θj = 0 if it is irrelevant. The `0-norm is formulated
with ||θ||0 =
∑N
j=1 θj and penalizes the prior density of the bit vector with a Bernoulli
distribution:
p(θ) =
N∏
j=1
Ber(θj |pi0) = pi||θ||00 (1− pi0)N−||θ||0 (3.3)
where pi0 is the probability p(θj = 1) that a feature should be selected into the
model. Hence low values of pi0 negatively penalize the number of features in θ and high
values promote a large number of selected features. The feature vector θ aﬀects the
prior probability of the weights vector w = (w1, .., wN ) by setting a weight wj to zero
if the corresponding feature j is deﬁned irrelevant with θj = 0. Whenever θj = 1, the
weight wj can be expected to be non-zero. In this case a reasonable prior is deﬁned
by a normal distribution with a mean of zero and a variance σ2w that controls how
strong the weight can ﬂuctuate around the mean scaled by an additional noise variance
variable σ2:
p(wj |σ2, θj) = (1− θj)δ0(wj) + θjN (wj |0, σ2σ2w) (3.4)
The ﬁrst term δ0(· ) is a point probability mass that causes a spike at zero and the
second term is referred to as slab in the case when σ2w → ∞ and N (wj) approaches
a uniform distribution. The prior for the selected feature set θ and the weights prior
are combined in the full posterior with:
p(θ|D) ∝ p(θ)p(D|θ) = p(θ|pi0)p(y|X,θ)
= p(θ|pi0)
∫ ∫
p(y|X,w,θ)p(w|θ, σ2)p(σ2)dwdσ2 (3.5)
A disadvantage of using the `0-pseudo-norm is that the values ||θ||0 are discrete which
causes the objective function to become very non-smooth, i.e. non-convex. Hence
replacing the discrete with a continuous prior leads to a convex approximation of the
non-convex optimization problem.
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3.1.2 `1 and `2 regularization
The posterior p(θ|D) in Equation 3.5 has 2N possible models that are computational
expensive to explore given the fact that θ is a discrete parameter vector. The spike
and slab prior on θ can be replaced with a prior of the continuous weight variables
w by encouraging wj = 0 with a distribution that centers a lot of probability density
at zero. A Laplace distribution with a spike at the zero-mean (µ = 0) and heavy tails
that are parametrized with a regularization term can be formulated as
p(w|λ) =
N∏
j=1
Lap(wj |0, 1/λ) ∝
N∏
j=1
e−λ|wj | (3.6)
The negative logarithm of this prior yields
∑N
j=1 λ|wj | = λ||w||1, where ||w||1 is the
`1-norm of w and λ is the scaling parameter that controls the strength of regularization.
This prior can be used to do MAP estimation because minimizing the negative log
likelihood is equivalent to the MAP given a uniform prior p(θ). An estimate for the
weight parameter wˆ can thus be formulated as the negative logarithm of the posterior
in Equation 3.2:
wˆMAP = −log
(
argmax
w
{
p(D|w)p(w)
})
= argmin
w
{
− log p(D|w)− log p(w)
}
(3.7)
The ﬁrst term in Equation 3.7 becomes −1/(2σ2)∑Mn=1(yi −w0 −∑Nj=1wjxj)2 in a
linear regression scenario with Gaussian likelihood, and the second term is the previ-
ously described Laplace prior. By eliminating −1/(2σ2) from the ﬁrst term one recovers
the residual sum of squares that quantiﬁes the loss of the linear model.
wˆMAP = argmin
w
{ M∑
n=1
(yi − w0 −
N∑
j=1
wjxj)2 + λ
′
N∑
j=1
|wj |
}
= argmin
w
{
||y −XTw||22 + λ
′ ||w||1
}
(3.8)
where the penalty factor is λ
′
= 2λσ2 . This equation is also known as the Lasso
described in Section 2.4 and represents in essence the Lagrangian form of a constrained
optimization problem with the RSS corresponding to a quadratic objective function
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subject to the constrain of the penalty term ||w||1 under the boundary B:
wˆ = argmin
w
{
||y −XTw||22
}
s.t. ||w||1 ≤ B (3.9)
B is inversely related to the penalty λ and is an upper bound on the `1-norm con-
straint: a small value of B corresponds to a large value of λ hence the penalization of
the weights w is stronger than with a relaxed constraint B.
wˆ
w2
w1
wˆ
w1
w2
Figure 3.1: Geometric interpretation of `1 and `2-norm. Left plot illustrates
the `1-norm with weight estimates wˆ touching the boundary of the
diamond shaped constrained area. This is a solution to the optimization
problem and will encourage weights to take on values of zero because of
the particular shape of the constraint. The right plot shows the `2-norm
constrained area that has a circle form. In this case no regularization
of weights towards zero occurs because of the round shape. Based on
Figure 3.12 from Hastie et al. [70].
The interpretation ofB for the `1-norm is illustrated geometrically for a 2-dimensional
weight vector in the left plot of Figure 3.1. The grey area in diamond shape is deﬁned
by the `1-norm whereas the size is determined by B. The area thus acts as the bound-
ary that intersects the ellipse of estimated values wˆ of the objective function. Relaxing
B causes the shape to grow in size until it touches the objective functions estimates.
For small B and hence a small constraining area this is likely to occur along one of the
axis, i.e. values of wj = 0 will be encouraged because of the speciﬁc geometric shape of
the diamond. In Figure 3.1 this is the case for w1 = 0, whereas w2 6= 0. When B → 0,
the area becomes condensed at the origin zero and all weights approximate wˆ→ 0.
The right plot in Figure 3.1 illustrates the case for ridge regression, that has a `2-
norm:
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wˆ = argmin
w
{
||y −XTw||22
}
s.t. ||w||22 ≤ B (3.10)
or in the Lagrangian form:
wˆ = argmin
w
{
||y −XTw||22 + λ||w||22
}
(3.11)
The area deﬁned by the squared `2-norm ||w||22 =
∑N
j=1 |wj |2 has a round shape.
Because of this shape the boundary will likely intersect with estimates wˆj that are not
located exactly at one of the axis origins, which leads to the conclusion that the `2-norm
is not encouraging the sparsity of w. Hence the `1-norm is often preferred over the
`2-norm because it produces sparse weights w, which is essentially feature selection. A
disadvantage of the absolute loss of the `1-norm is that it is not diﬀerentiable at the
value wj = 0 so that gradient based learning algorithms require modiﬁcations. Further-
more the `1-norm is biased towards signal reproduction (predictive model) instead of
giving the best estimate for the true model (explanatory model). This is reﬂected in the
way relevant weights are typically estimated as too small since they are simultaneously
shrunken together with irrelevant weights. A de-biasing mechanism was proposed by
Hastie et al. [70] and was tested on a synthetic data set in Section 4.6.1. The squared
loss of the `2-norm has the disadvantage that outliers have the tendency to dominate
the penalty because squared single large values of wj have a much greater eﬀect on the
sum in ||w||22 than smaller values. Both penalty norms can be combined in what was
described as the Elastic Net method [157] in Section 2.4.
wˆn = argmin
{
||yn −XTnwn||
2
2 + λ1‖wn‖1 + λ2‖wn‖22
}
(3.12)
The Elastic Net will neutralize the tendency of the `1 penalty to select only a single
predictor from a set of highly correlated variables through the additional `2 penalty
that selects correlated variables together. The `2-norm also relaxes the `1 constraint
on the maximum number of non-zero weights that equals M , i.e. the number of data
samples. Hence more than M features can be selected from the feature set of size N
whenever M < N .
3.1.3 Regularization path
Increasing the penalty term λ in Equation 3.8 and 3.11 has the tendency to increase
the sparsity of the estimated weights wˆ. Consequently one can plot each weight wj as
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Figure 3.2: Proﬁle of Lasso weights. The left plot shows the coeﬃcients
w for varying penalty parameter λ expressed as the shrinkage factor
(B/max(B)). The numbers correspond to the diﬀerent weights and each
appearance marks the estimation for a given shrinkage factor. The right
plot illustrates the piecewise linear regularization path of the LARS al-
gorithm with vertical lines highlighting the critical values of B.
a function of the shrinkage factor (B/max(B)) to illustrate the eﬀect of the boundary
condition on the weights. This is known as the regularization path of the weights and
is demonstrated for the `1-norm in the left panel of Figure 3.2. The plot displays the
paths for 8 weights. The very left of the x-axis is attributed to λ → ∞, which is
proportional to the lowest boundary B = 0 with the eﬀect that all weights are zero.
Increasing the boundary B, i.e. decreasing the penalty parameter λ, causes an increase
of the magnitude of the weights. While the change of the weights is not necessarily
monotonic over the whole solution path, it was shown by Efron et al. [39] that the
path is a piecewise linear function of B. This means that a critical set of values for B
exists at which an element of w changes from a zero to a non-zero value. The values of
all weights in between two adjacent critical values B will change linearly, which makes
them easy to calculate. This is illustrated in the right plot of Figure 3.2 where vertical
lines indicate the critical B that appear along the regularization path. It is possible to
solve for these critical values analytically as it was proposed with the least angle and
shrinkage (LARS) algorithm in [39] and thus retrieve the entire regularization path at
a low computational cost.
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3.1.4 Cross-Validation and BIC
In terms of selecting the optimal value for λ, cross-validation is a popular technique
that improves the choice of λ by testing the estimated values wˆ against a validation
set. Given a data set of size M and a number d of cross-validation samples, typically
d = 10, the data is partitioned into a validation set of size bM/dc and training set of
size M − bM/dc. For each cross-validation sample d the content of the training and
validation set are randomly reshued or picked in a unique fashion from the data set.
A suﬃciently large amount of λ values is evenly chosen from the regularization path.
For each of the λ values the estimated weights wˆtrain are calculated given the training
set. A mean of quantifying the robustness of these weights is to calculate the mean
squared error (MSE) for the validation set based on wˆtrain:
MSE =
1
M/d
∑
i∈val
(yi,val − yˆi,val)2 =
∑
i∈val
(yi,val −
N∑
j=1
(xi,jwˆj,train))2 (3.13)
where the symbol val refers to the data samples of the validation set and yˆ is the
predicted response of the validation set given the training set weight estimates and
validation set predictor variables. In a linear regression setting the expression can also
be seen as the RSS divided by the degrees of freedom, although the weight estimates
come from a diﬀerent data set. The MSE is calculated for each of the cross-validation
samples and averaged. The λ with the lowest average MSE consequently indicates a
sparse weight estimator wˆ with the highest robustness, i.e. predictive power, given new
data.
The Bayesian information criterion (BIC) is another approach that can guide the
choice to an optimal penalty parameter λ while penalizing over-complex models. In
the context of regression analysis the BIC penalizes the log of the error variance, which
is deﬁned as the mean of the residual sum of squares, by the number of free parameters
k, i.e. the non-zero weight values in the estimate wˆ:
BIC = M · log RSS(wˆ)
M
+ k · log M (3.14)
Since the BIC increases with an increase of the RSS and the number of free param-
eters k, a lower BIC score indicates a better ﬁt, a less complex model, or both.
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3.1.5 Optimization procedures
Several techniques exist that optimize the weights variables wˆ under the `1 penalty. The
original approach by Tibshirani [136] used a quadratic program solver that converted
the constraint in Equation 3.9 into a set of linear constraints that mark the boundary
for the quadratic objective function. Unfortunately this method does not scale well
with an increased number of variables w. Coordinate descent tries to simplify this
simultaneous variable optimization problem by optimizing each wj ∈ w separately.
The weight update can be done in a deterministic way, or randomly, whereas tracking
the steepest gradient is a more advanced approach. However, coordinate descent can
be slow to converge since each weight is updated at a time. Active set methods in
contrast add or delete a weight variable from an active set of non-zero weight variables.
They can also take a long time to converge if the active set is far away from the true
solution. An advantage though is that for each active set a set of solutions for wˆ can
be calculated quickly for various penalty terms (λmin, .., λmax). This is called warm
starting and the popular LARS algorithm mentioned above exploits this technique and
is implemented in the R package lars. Warm starting in combination with coordinate
descent is implemented in the R package glmnet from Friedman et al. [47] and is used
throughout this thesis together with cross-validation. Section 13.4 in the book by
Murphy [108] discusses these and further techniques in more detail.
3.2 Inference with Markov Chain Monte Carlo
Markov Chain Monte Carlo (MCMC) algorithms are a family of estimation methods
that sequentially sample random parameters with the goal to approximate a speciﬁc
target probability distribution. There are various algorithms that accomplish this, such
as the Metropolis-Hastings method, which is described in Section 3.2.1, Gibbs Sam-
pling, described in Section 3.2.2, Hamiltonian sampling, slice sampling, and others.
Regardless of the algorithm, in Bayesian inference the goal is always to obtain param-
eter samples from a target distribution that is equal to the true posterior distribution.
MCMC is often used in settings where the integration over all model parameters is
analytically not tractable because the model is too complex.
The MCMC originates in statistical physics and is frequently used in Bayesian in-
ference to sample from a posterior by constructing a chain of MCMC states where
the next state relies only on the current state (Markovian assumption). The Monte
Carlo algorithm introduces a repeated computation of pseudo-random samples into the
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Markov chain. Hence, the combination of Monte Carlo and Markov Chains allows the
sequential draw of random variables that depend on past states. In particular, under
these circumstances, a Markov chain produces a sequence of states (the chain) that
tend to converge towards a stationary state, i.e. when the transition of one state does
not change the resulting (following) state. At this stage the system is called to be in
equilibrium and samples come from the true distribution. An intriguing feature is that
the system at this point is independent of the starting condition, i.e. the initial state
of the MCMC. Hence the equilibrium distribution has an invariant density. Samples
from this equilibrium come from the target distribution which is the posterior.
In Bayesian terms this can be formulated in the following terms. Given a model
with parameters θ and the data D, the likelihood p(D|θ) is the probability of observ-
ing data D dependent on a model assumption, e.g. a normal distribution, and the
corresponding model parameters θ. To obtain the posterior distribution, the likelihood
is multiplied with the parameter prior probability p(θ) and normalized by integration
over all possible parameter settings:
p(θ|D) = p(θ)p(D|θ)∫
p(θ)p(D|θ)dθ ∝ p(θ)p(D|θ) (3.15)
Integrating over θ is usually not feasible if the parameter is high-dimensional, but the
posterior can still be approximated by sampling directly from p(θ)p(D|θ). This is ac-
complished with MCMC by sequentially producing samples of θ from the un-normalized
posterior and the previous state parameters. The distribution of the samples eventu-
ally converges towards the true distribution p(θ|D). In some cases certain parameters
in θ can be dismissed when marginalization over the posterior for these parameters is
analytically tractable. Thus, the posterior becomes a marginal posterior distribution
and sampling from this distribution is limited to the remaining parameters.
In summary, a MCMC simulation constructs a chain that is a sequence of probability
samples and comes from the equilibrium distribution that is equal to the true posterior
distribution. Convergence must be established in order to retrieve samples from the true
target distribution. It is typically reached after a suﬃciently large number of samples
have been sampled and the MCMC has reached a steady state. Thus, samples from
the beginning of the MCMC chain should be dismissed and are labelled as belonging
to the so called burn-in phase.
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3.2.1 Metropolis-Hastings Algorithm
The Metropolis-Hastings (M-H) algorithm is named after Nicholas Metropolis and W.
Keith Hastings and was proposed by Hastings [71]. The algorithm introduces a pro-
posal and rejection mechanism that guides model parameter sampling in the MCMC
chain and is quite eﬃcient with high-dimensional models. The model parameters are
typically proposed individually for the next state, thus, exploring a gradual update of
parameter samples throughout the chain. In addition, the proposed parameter is ac-
cepted or rejected in dependence of a so called acceptance probability that is composed
of a posterior ratio and a proposal ratio. Suppose (θ1,θ2, . . . ,θs−1,θs, . . . ,θS) is the
sequence of MCMC states described by the model parameters in a chain with length
S. The following steps are necessary to generate a sample θs.
In the ﬁrst step the state θs is proposed from the state θs−1 with a so called proposal
probability q(θs|θs−1). The proposal distribution can freely be chosen but will in
practice eﬀect the speed of MCMC convergence and the mixing of the samples in the
chain. The mixing should be high to ensure a suﬃcient diversity of the samples1. For
instance, a normal distribution that has θs−1 as a mean and an additional variance
parameter will correspond to a random walk in the vicinity of the state (s− 1). In the
second step the proposed parameter θs is either rejected or accepted. The ratio of the
posterior probabilities of the current and next parameter is multiplied with the ratio of
the forward proposal density q(θs|θs−1) and the backward proposal density q(θs−1|θs):
r =
p(θs|D)
p(θs−1|D)
q(θs−1,θs)
q(θs,θs−1)
(3.16)
The sampled parameter in θs is accepted if the acceptance probability α(s−1)→s =
min(1, r) is larger than a uniformly sampled random number u in the interval [0; 1], i.e.
α(s−1)→s > u. In the case that α(s−1)→s ≤ u, the sampled parameter is rejected and
the new state retains the parameter of the old state with θs := θs−1. The deﬁnition
of a backward proposal probability q(θs,θs−1) suggests that moving between diﬀerent
state has to be reversible. This is a necessary condition under which the converged
chain satisﬁed the so called detailed balance for the target distribution p(θ) with the
equilibrium p(θs)q(θs−1,θs) = p(θs−1)q(θs,θs−1). Thus it can be assumed that the
Markov chain will approach the stationary state with density p(θ).
1In fact, diﬀerent strategies for mixing exist and the most common one is to promote strong mixing
in the beginning of the MCMC to explore the posterior landscape extensively. Whereas, in later
stages of the MCMC, when the chain converges to the posterior, the mixing is decreased to force
a ﬁner search in the posterior.
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The basic form of the M-H algorithm is called Metropolis algorithm because it lacks
the proposal ratio q(θs,θs−1)/q(θs−1,θs), which is also called the Hastings ratio, in
the acceptance probability. In this case the proposal densities are symmetric, i.e.
q(θs,θs−1) = q(θs−1,θs). Hence, the M-H algorithms allows for asymmetric proposal
densities and more ﬂexibility. Several methods exist for the creation of an appropriate
proposal function q.
3.2.2 Gibbs Sampling
The Gibbs sampler is a special case of the M-H algorithm and was introduced by
Geman and Geman [53]. In contrast to the M-H algorithm, Gibbs sampling does not
draw the values for the parameter vector θ all at once, but samples each element in
θ seperately. Thus, unlike sampling the model parameters from the joint probability
p(θ), each parameter θj ∈ θ is sampled from the full conditional distribution, i.e.
conditional on the other paramters θ−j ∈ θ. This requires that the full conditional
distribution asymptotically follows the true distribution, hence, the distribution must
be known or at least very similar. If this is not the case, the Gibbs sampler should be
dropped in favour of the M-H algorithm.
Let θs = (θs1, .., θ
s
N ) be the parameter vector, where N is the size of the vector and s
the state in the Markov chain. Each parameter in θs is sampled from the conditional
distribution p(θsj |θs1, ..., θsj−1, θs−1j+1, ..., θs−1N )j=1,..,N . The parameters that were already
sampled for the state s, i.e. (θs1, ..., θ
s
j−1), inﬂuence the conditional probability of pa-
rameter j. Parameters that were not sampled in s are taken from the previous state
s − 1, i.e. the parameters (θs−1j+1, ..., θs−1N ). The chain starts by setting the parameters
in θ1 to some arbitrary initial value and continues by sampling as described above.
Under reasonable general conditions and a suﬃciently large number of iterations, the
Gibbs sampler converges towards the true distribution p(θ). This is because the full
conditional distribution is proportional to the full joint distribution.
3.2.3 Reversible Jump MCMC
The previously discussed MCMC algorithms are limited to a constant size of the `pa-
rameter space', i.e. the number of parameters in the model is constant. However,
in some cases the true number of parameters can vary such as when more than one
plausible model exists, e.g. multiple regression models with diﬀerent predictor vari-
ables. In some cases it might also be an advantage to limit the number of parameters
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with the aim to decrease model complexity, e.g. as a feature selection mechanism that
infers predictors that best ﬁt the posterior distribution while ignoring others. The lat-
ter example provides a mean by which over-ﬁtting can be prevented and the speed of
convergence increased.
The algorithm that deﬁnes these trans-dimensional changes is called the reversible
jump MCMC (RJMCMC) and was introduces by Green [56]. The RJMCMC uses
reversible jump sampling to change the dimensionality of the parameter space from one
state in the chain to another. A parameter space is referred to as a candidate modelMk
with the model indicator variable k ∈ {1, 2, ...,Mk}, where Mk can be ﬁnite or inﬁnite.
The model indicator k has the dimension dk, which describes the dimensionality of the
parameter space. The variable θk is the parameter vector for the modelMk and has the
dimensionality dk. The key idea of reversible jump sampling is to propose a new model
Mk∗ fromMk that either decreases or increases the parameter dimension dk while at the
same time retaining the dimensionality of the parameter space across diﬀerent models
by using auxiliary random variables. For simplicity, assume that the value of the model
indicator k matches the size of parameter θk such that k = dk = |θk|. Thus, a model
Mk with indicator k = 1 only has a single parameter θk=1 = (θ1). A jump to the higher
dimension with k∗ = 2 creates an additional parameter θ2 and the parameter vector
expands to θk=2 = (θ1, θ2). To match this increase of dimensionality, the auxiliary
variable u1 is combined with the parameter θk=1 to produce the vector θ2 with a
deterministic function f(u1,θ1), which can be deﬁned for instance as (θ1 +u1, θ1−u1).
In the case for when the dimensionality is reduced, the corresponding backward move
requires a random variable u2 that produces the parameter θ1 with the inverse function
f−1(u2,θ2). Note that the transformation function f has to be bijective so that there
is only a single distinct solution given the variables u and θ. This condition ensures
that a change of dimensionality always remains reversible, which is required to support
convergence towards the stationary distribution.
In general terms, the proposal of a new model Mk∗ from Mk can either decrease
or increase the dimensionality dk and is determined by the probability p(k, k∗). The
auxiliary variable u that expands or collapses the parameter space of Mk is generated
with the proposal density p(u|k, k∗,θk) and the parameters of the proposed state are
then determined with (u∗,θk∗) = fk→k∗(θk, uk). Let p(k) denote the prior probability
of the model k, p(θk|Mk) denote the prior for the parameters conditional on the model
Mk, and p(D|θk,Mk) is the likelihood function. The ratio of likelihood, priors and
proposals is deﬁned as
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r =
p(D|θk∗ ,Mk∗)p(θk∗ ,Mk∗)p(k∗)
p(D|θk,Mk)p(θk,Mk)p(k)
p(k∗, k)p(u∗|k∗, k,θk∗)
p(k, k∗)p(u|k, k∗,θk)
∣∣∣∣fk∗→k(θk∗ , uk∗)fk→k∗(θk, uk)
∣∣∣∣ (3.17)
The move is accepted with probability αk→k∗ = min(1, r). In the case of rejection
the parameter space remains unchanged and in the case of acceptance the model is
updatedMk →Mk∗ and the proposed parameter vector θk∗ replaces θk. The reversible
jump thus generates samples from the posterior distribution p(θk, k|D) and provides
inference over the models M and the associated parameter spaces. A detailed account
of MCMC inference can be found in the book on Bayesian data analysis by Gelman
et al. [50].
3.3 Clustering with K-means and Gap-statistics
The K-means method is a non-hierarchical top-down clustering approach introduced
by Hartigan and Wong [68]. It divides the complete data set in a predeﬁned number of
k clusters that are not bound to a hierarchy. The clusters each have a center position
and the elements that are closest to a particular cluster center are assigned to it. The
distance is typically measured with the squared euclidean distance, which the K-means
tries to minimize by moving the centers such that the distances of its assigned elements
decrease steadily. Initially, the positions of the k cluster centers are picked randomly
followed by subsequent updates that move the centers to the mean position of its
assigned elements. Following the center update, the elements are reassigned to the
closest center until a maximum number of iterations is reached or another criterion is
met, e.g. a very small movement of all centers. The K-means can get stuck in local
optima whenever the centers form a cluster that is stable towards small changes of its
center positions. Hence, it is recommended to repeat the K-means with diﬀerent start
settings and compare the results. To facilitate cluster formation, the initial center
positions can also be derived from another clustering method such as a hierarchical
method. This can provide starting values for the centers that are close to a true
existing optima.
A disadvantage of the K-means algorithm is that it requires a predeﬁned number
of clusters. In many cases the best number of clusters is not known and has to be
estimated, using techniques such as analysis of Gap-statistics [137]. This statistic
compares for two settings of k the diﬀerence of the with-in cluster dispersion to the
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dispersion of a reference distribution that has m samples. The K-means is run multiple
times with diﬀerent settings of the cluster size k, starting with the smallest value
k = 1. For each setting of k the sum of pairwise distances is calculated, which deﬁnes
the dispersion. Thus, the gap for k is calculated with
Gap(k) = E∗m{logW ∗k } − logWk (3.18)
where Wk is the dispersion measure for k clusters deﬁned as
Wk =
k∑
r=1
Dr
2mr
(3.19)
withDr as the sum of pairwise distances in cluster r = (1, . . . , k), andmr as the number
of elements in cluster r. The term E∗m denotes the expectation of cluster dispersion over
m samples of the reference distribution. If a gap Gap(k) is greater than one standard
deviation from the gap at k + 1, i.e. G(k) > G(k + 1), then k can be considered a
meaningful choice for the cluster size.
The K-means with Gap-statistics was applied to the ecological study in Chapter 5.
A plot of the Gap function for diﬀerent cluster sizes is displayed in Figure 5.18. The
plot shows peaks for k = 2 and k = 4, which indicates that the data has potential
clusters with these sizes.
3.4 Evaluation Methods
The major goal of the gene and ecological studies in this thesis is to learn underlying
network structures given observed data that can also include interventional data. I can
evaluate the performance of a method (from Chapter 2) by applying the method to
synthetic data where the true underlying network is known (gold standard network).
Given the gold standard and the learned network, the scoring schemes described in Sec-
tion 3.4.1 calculate metrics that reﬂect the quality of true network recovery, and hence
provide a mean by which method performance can be quantiﬁed and compared. In
addition, some of the inference techniques used in this thesis employ MCMC sampling
(e.g., the HBR methods, BGe, BRAM, BRAMP, see Table 2.1) to acquire samples of
the network structure. These methods need to be evaluated in terms of proper conver-
gence to the target distribution in order to avoid premature samples that poorly reﬂect
the true underlying posterior distribution. It is therefor essential to obtain a robust
estimate of the length of the previously mentioned burn-in phase and overall MCMC
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Figure 3.3: Receiver operating characteristic (ROC). A ROC curve for a
perfect predictor, random expectation, and a typical predictor between
these two extremes is shown. The area under the ROC curve (AUROC)
is used as scoring metric.
chain length. This can be achieved by observing multiple independent MCMC chains
in terms of the correlation or variation of the sampled model parameters as explained
in Section 3.4.3. Another popular method is the potential scale reduction factor, which
is described in Section 3.4.2 and quantiﬁes the variation inside and between multiple
MCMC chains.
3.4.1 Network Evaluation Metrics (AUROC & AUPREC)
The Receiver Operation Curve (ROC) and the Precision-Recall Curve (PREC) are the
most important tools to measure the performance of network inference used in this the-
sis. By numerical integration of both curves one can obtain the area under the ROC
curve (AUROC) and area under the PREC curve (AUPREC) as a global measure of
network reconstruction accuracy, where larger values indicate a better performance.
AUROC scores of 0.5 indicate random expectation and bad network recovery and AU-
ROC scores of 1 mean perfect recovery and the best possible method performance. The
interpretation of AUPREC scores is not as straight forwards and, hence, they should
be always considered together with AUROC scores or in comparison with each other.
All the methods described in Chapter 2 provide a means by which interactions be-
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tween genes and proteins or species can be ranked in terms of their signiﬁcance or
inﬂuence. If the true network is known, this ranking deﬁnes the ROC curve, where
for all possible threshold values, the sensitivity or recall is plotted against the com-
plementary speciﬁcity. The sensitivity is the proportion of true interactions that have
been detected, i.e. the True Positive Rate, and the speciﬁcity is the proportion of non-
interactions that have been avoided, i.e. the False Positives Rate. To obtain the area
under the ROC curve I plot sensitivity rates along the x-axis and the speciﬁcity rate
along the y-axis as shown in Figure 3.3. These rates can be obtained by the following
equations:
False Positive Rate =
FP
FP + TN
True Positive Rate =
TP
TP + FN
(3.20)
where FP are the false positives, TN are the true negatives, TP are the true positives
and FN are the false negatives. In order to construct a curve for diﬀerent degrees of
sensitivity and speciﬁcity, the ROC method operates in the following way: Assume a
ranked vector of indicators symbolized with (p1, . . . , pI), and a binary vector of the
same size with (b1, . . . , bI), where I refers to the total number of indicators2 and an
element in b is 1 if an indicator is positive or existing, or 0 if the indicator is negative or
non-existing. The latter vector is called the gold standard and is used as the benchmark
against the former vector, which is typically inferred. Furthermore, deﬁne a threshold
interval τ ∈ (0; 1] that is iteratively increased from a low value, such as 0.01, to the
maximum of 1. In each iteration of τ , mark an indicator i as existing (1) if pi ≤ τ , and
non-existing (0) if pi < τ . Compare these indications to the real indicator bi. In the
case the indicators match and exist, i.e. have the value 1, a true positive is recovered.
In the case that the indicators do not match and bi = 0, a false positive is recovered.
Similarly the false negative and false positive values are recovered, and consequently
Equation 3.20 can be used to calculate the False Positive Rate (FPR) and True Positive
Rate (TPR) for all values of τ . The FPR is plotted along the x-axis and the TPR along
the y-axis. Gaps in the curve can occur and should be interpolated in a linear fashion.
Finally, all points are connected and the area under the curve is calculated.
The Precision-Recall curve is constructed in the same way as the ROC curve but the
2The indicators can be posterior probabilities or conﬁdences derived from an inference method. The
vector indicator includes the interactions of the fully connected network.
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x-axis corresponds to the Recall and the y-axis to the Precision. Both rates are deﬁned
as follows
Recall =
TP
TP + FN
Precision =
TP
TP + FP
. (3.21)
This curve has the advantage over the ROC curve that the inﬂuence of a large amount
of false positive edges can be better identiﬁed through the precision, whereas, a large
amount of false positives will have a small eﬀect on the False Positive Rate because
it appears both in the numerator and denominator of Equation 3.20. Note that the
interpolation of the curve is not linear as with the ROC curve because a change of the
Recall value does not necessary mean a linear change of the Precision. Instead, I use the
scheme proposed in Section 4 from Davis and Goadrich [34] to interpolate intermediate
values. Inconsistencies in the AUPREC score can arise under certain circumstances as
demonstrated in Appendix B. In these cases, missing values need to be extrapolated
by using the interpolation procedure in [34].
Note that for the gene regulation study in Chapter 4 I only use AUROC scores
following the suggestions of a study by Grzegorczyk and Husmeier [61] that observes
little diﬀerence of AUROC and AUPREC scores for networks with low complexity. For
the ecological study I use both scores since I found no evidence that supports the same
claim for ecological data.
3.4.2 Potential Scale Reduction Factor
The Potential Scale Reduction Factor (PSRF) is a measure that quantiﬁes the conver-
gence of multiple MCMC chains and was described by Gelman and Rubin [51]. Given
the assumption that several MCMC chains depend on the same data and are initialized
with diﬀerent model parameters, the variation between the chains and within each sin-
gle chain reﬂects the degree of convergence. The variation between the chains is used
to overestimate the so called target variance, which is regarded as the true sequence
variance of a chain assuming the MCMC has reached convergence. The ratio of the
target variance to the within sequence variance is the PSRF factor, i.e. the reduction
factor that becomes smaller when the within sequence variance approaches the target
variance. In other words: A low diﬀerence of the between chain sequence variance and
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within chain sequence variance indicates chain convergence of the MCMC.
The PSRF calculation requires the output of at least two chains c ≥ 2. The chain
sequence must be represented by a single value for each chain, which is called the scalar
estimate x. Given c chain sequences of length n, the between sequence variance B is
calculated with
B =
n
c− 1
c∑
i=1
(xi − x)2 (3.22)
where x is the mean of the scalar estimate over all sequences i = (1, .., c) and xi is
the mean of x in sequence i. The within sequence variance is deﬁned as
W =
1
m
c∑
i=1
n∑
j=1
1
n
(xij − xi)2 (3.23)
where the last sum is the sequence variance and xij annotates the scalar estimate
with index j = (1, .., n) in sequence i. The target variance is overestimated by adding
up the weighted variances: σˆ2 = n−1n W +
1
nB. Finally, the PSRF is calculated with
PSRF =
√
Rˆ =
√
σˆ2/W . As long as the chains have not converged,W is smaller than
σˆ2 but with increasing n and longer chains, W approaches the target variance and the
PSRF approaches 1 from above. Values of the PSRF that are greater than 1.2 indicate
weak convergence and the simulation should be run longer. Values below 1.05 are a
sign of strong convergence. Note that the PSRF is typically calculated for a sliding
window of sub-sequences from the chain with a suﬃciently large size n. This is to avoid
interference of earlier iterations that could be badly converged and might account for
samples from the burn-in phase (see left plot in Figure 5.7). In the case that multiple
scalar estimates are present in a chain as it is for instance with a predictor vector in θ,
the PSRF values can be summarizes in percentage of values below a certain threshold
as displayed in the right plot of Figure 5.7.
3.4.3 Interaction Posterior Probability Correlation
The interaction posterior probability is a measure that quantiﬁes the chance of ob-
serving regulator to response interactions xni → yn (see Section 4.3.4). In the case of
MCMC simulations, such as with the Bayesian regression methods, the probability is
marginalized over a speciﬁc number of samples, typically with 2000 iterations in size or
larger. The convergence of a MCMC can be evaluated by comparing the probabilities
of diﬀerent MCMC chains. The interactions posteriors can be displayed in a scatter
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plot that compares two MCMC chains as shown in the left plot of Figure 5.6, or as a
time-varying trajectory of the correlation value between the interaction probabilities
of two chains as shown in the right plot of Figure 5.6. Convergence is indicated with
higher correlation values, which means that the sampled interactions of two chains are
likely to occur at the same rate, independent of the starting condition.
Chapter 4
Statistical Inference of Gene Regu-
latory Networks
In this chapter I assess the accuracy of various state-of-the-art statistics and machine
learning methods described in Chapter 2 for reconstructing gene and protein regula-
tory networks in the context of circadian regulation. The study draws on the increasing
availability of gene expression and protein concentration time series for key circadian
clock components in Arabidopsis thaliana. In addition, gene expression and protein
concentration time series are simulated from a recently published regulatory network
of the circadian clock in A.thaliana, in which protein and gene interactions are de-
scribed by a Markov jump process based on Michaelis-Menten kinetics. I closely follow
recent experimental protocols, including the entrainment of seedlings to diﬀerent light-
dark cycles and the knock-out of various key regulatory genes. The study provides
relative network reconstruction accuracy scores for a critical comparative performance
evaluation, and sheds light on a series of highly pertinent questions: it investigates the
inﬂuence of systematically missing values related to unknown protein concentrations
and mRNA transcription rates, it quantiﬁes the dependence of the performance on the
network topology and the degree of recurrency, it provides deeper insight into when and
why non-linear methods fail to outperform linear ones, and it provides a comparison
between inferred and published gene regulatory network structures.
This study was published in collaboration with Marco Grzegorczyk in [1]. Both of
us contributed in the discussion of the experimental setup, in running simulations, and
evaluating the results. Marco Grzegorzyk performed simulations with the methods
MBN, SSM, BGe, and ARD-SBR and I performed simulations with the remaining
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methods. The work is based on preliminary studies that was published in [4] and [57].
4.1 Introduction
Plants have to carefully manage their resources. The process of photosynthesis allows
them to utilize sunlight to produce essential carbohydrates during the day. How-
ever, the earth's rotation predictably removes sunlight, and hence the opportunity for
photosynthesis, for a signiﬁcant part of each day, and plants need to orchestrate the
accumulation, utilization and storage of photosynthetic products in the form of starch
over the daily cycle to avoid periods of starvation, and thus optimize growth rates.
In the last few years, substantial progress has been made to model the central pro-
cesses of circadian regulation, i.e. the mechanism of internal time-keeping that allows
the plant to anticipate each new day, at the molecular level [113, 62]. Moreover, sim-
ple mechanistic models have been developed to describe the feedback between carbon
metabolism and the circadian clock, by which the plant adjusts the rates of starch ac-
cumulation and consumption in response to changes in the light-dark cycle [42]. What
is needed is the elucidation of the detailed structure of the molecular regulatory net-
works and signalling pathways of these processes, by utilization and integration of tran-
scriptomic, proteomic and metabolic concentration proﬁles that become increasingly
available from international research collaborations like AGRON-OMICS1 and TiMet-
Consortium [138]. The inference of molecular regulatory networks from post-genomic
data has been a central topic in computational systems biology for over a decade. A
variety of methods have been proposed and several procedures have been pursued to
objectively assess the network reconstruction accuracy [80, 149, 148]. The objective of
the present Chapter is to complement these studies in six important respects. Firstly,
I have taken a particular focus on circadian regulation. To this end, I have taken the
central circadian clock network in A.thaliana, as published by Guerriero et al. [62], as
a ground truth for evaluation, and closely followed recent experimental protocols for
data generation, including the entrainment of seedlings to diﬀerent light-dark cycles,
and the knock-out of various key regulatory genes. To make the data generated from
this network as realistic as possible, I have modelled gene and protein interactions
as a Markov jump process (MJP) based on Michaelis-Menten kinetics. This is to be
preferred over mechanistic models based on ordinary diﬀerential equations [used e.g.
by 113], as MJPs capture the intrinsic stochasticity of molecular interactions. MJPs
1https://www.agronomics.ethz.ch/
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also avoid artefacts that result from the dynamics of ordinary diﬀerential equations
converging to stable limit cycles with completely regular oscillations, which are never
observed in actual experiments [62]. Secondly, I have assessed the impact of missing
values on the reconstruction task. Protein-gene interactions aﬀect transcription rates,
but both these rates as well as protein concentrations might not be available from the
wet lab assays. In such situations, mRNA concentrations have to be taken as proxy
for protein concentrations, and rates have to be approximated by ﬁnite diﬀerence quo-
tients. For both approximations, I have quantiﬁed the ensuing deterioration in network
reconstruction accuracy. Thirdly, I have investigated the dependence of the network
reconstruction accuracy on the degree of connectivity and recurrency in the network
topology. The central circadian clock network is densely connected with several tight
feedback loops. However, I expect the regulatory network, via which the clock acts
on carbon metabolism, to be sparser and with more feed-forward structures. In my
study I have therefore quantiﬁed how the network reconstruction depends on the degree
of recurrency, and how the performance varies as critical feedback cycles are pruned.
Fourthly, I have investigated the eﬀect of non-linear transformations of the data, sug-
gested by the underlying chemical kinetic equations (Michaelis-Menten), and I have
proposed a novel combination of hierarchical Bayesian models with multiple change
point processes. Fifthly, I have included a substantial range of diﬀerent state-of-the-art
models, which to my knowledge has not been attempted before. This includes mutual
information based methods, graphical Gaussian models, sparse regression methods,
automatic relevance determination, hierarchical Bayesian regression, change-point pro-
cesses, Gaussian mixture models, Bayesian networks, Bayesian spline autoregression
models, state space models, and Gaussian processes. I have carried out a systematic
comparative model evaluation with an ANOVA scheme to distinguish genuine diﬀer-
ences in model performance from exogenous factors and confounding eﬀects. Finally,
my study includes a performance evaluation on novel qRT-PCR gene expression time
series from A.thaliana, which was provided by the TiMet project [138, 43].
4.2 Regression model
The starting point of my study is the mathematical formulation of transcriptional
regulation introduced by Barenco et al. [10],
yn,m =
dxn,m
dm
= αn + fn(xpin,m)− λnxn,m (4.1)
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where xn,m is the mRNA concentration of gene n at time2 m, αn is the basal tran-
scription rate for gene n, λn is the mRNA degradation rate for gene n, fn(.) is an
unknown regulation function, and xpin,m is the set of gene expression values of the
putative regulators pin of gene n at time m, as explained above. This fundamen-
tal equation provides the basis for learning and inference in systems biology, as e.g.
described by Lawrence et al. [88]. A common approach is to approximate the time
derivative on the left-hand side by a ﬁnite diﬀerence quotient:
dxn,m
dm
≈ xn,m+∆m − xn,m
∆m
(4.2)
which for a unit time delay ∆m = 1 leads to
xn,m+1 = xn,m + αn + fn(xpin ,m)− λnxn,m = h(xn,m,xpin,m) (4.3)
for some function h(xn,t,xpin,t). This equation provides the basis for a variety
of `dynamic' algorithms, including dynamic Bayesian networks [80], time-delay mu-
tual information methods [156] and time-shifted regression methods [106]. However,
as I demonstrate in more detail in Section 4.6.5, the ﬁnite diﬀerence approxima-
tion of Equation (4.2) is not particularly good, and I therefore work with the ex-
plicit representation of Equation (4.1). This might look like a `static' method, as
no time-shift operation is needed, but the dynamics are explicitly represented by the
time derivative yn,m =
dxn,m
dm . The data for my study consists of mRNA concen-
tration proﬁles {x1,m, . . . , xN,m}m=1,...,M and associated protein concentration proﬁles
{xp,1,m, . . . , xp,N?,m}m=1,...,M . For each individual gene n = 1, . . . , N I use its observed
concentrations xn,1, . . . , xn,M to compute the gradients yn,m (m = 1, . . . ,M), and I
then consider the gradients yn,1, . . . , yn,M as realizations of a target variable yn, which
monitors the transcription rates of gene n over time. Henceforth, I refer to the variable
yn and its realizations yn,m (m = 1, . . . ,M) as the mRNA concentration time deriva-
tives, gradients, or transcription rates synonymously. Mathematically, my goal is to
ﬁnd the regulators of each target variable ym (m = 1, . . . , N), i.e. to identify variables
with an eﬀect on the transcription rates yn of gene n. I distinguish two scenarios: In the
incomplete data scenario the potential regulators for target variable yn are the observed
2I use the symbol m instead of t for the time to follow the general convention for a sample or
observation as used throughout this thesis.
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mRNA concentrations of the genes {x1,m, . . . , xN,m}m=1,...,M , including the concentra-
tions {xn,m}m=1,...,M of the target gene n themselves. In the complete data scenario
I consider the protein rather than the mRNA concentrations as potential regulators.
To be consistent with the fundamental equation of transcription, Equation (4.1), xn,m
will always be included in either scenario; I won't mention that explicitly in the text.
For consistency with the fundamental equation of transcription, Equation (4.1), I
will enforce that each regulator set pin for yn contains the concentration xn of n,
symbolically xn ∈ pin. Thereby  as the transcription rate yn of gene n will cer-
tainly depend on its mRNA concentration xn  I add the mRNA concentrations
of gene n to the protein proﬁles. The potential regulators for yn are then given by
{xn,m, xp,1,1 . . . , xp,N?,m}m=1,...,M . However, I ignore this distinction in the method-
ological deﬁnitions, and use the term regulators generically for both scenarios.
4.3 Method Extensions
The methods that take part in this study have been previously described in Chapter 2.
An exception are the following modiﬁcations to the hierarchical Bayesian regression
(HBR) method that take the genetic data set into special consideration. The time-
varying dynamic of the plant data is under the major inﬂuence of light and darkness
that are expressed typically over 24 hours. I exploit to change-process of the HBR to
model the light and dark phase as explained in Section 4.3.1 with HBR-light. Further-
more I modify the HBR in such a way that change-points are applied to the amplitude
of mRNA response gradients (Section 4.3.2, HBR-cps). I anticipate a substantial im-
provement on the approximation of Michaelis-Menten dynamics with this approach. A
simple, yet eﬀective, method is the expansion of the explanatory data with product
and non-linear terms as described in 4.3.3. Although, this does not modify the HBR
method itself, I will refer to this expansion as HBR-nl.
4.3.1 Fixed change-point induced by the external light condition
(HBR-light)
Since light may have a substantial eﬀect on the regulatory relationships of the circadian
clock, I divide the observations of the target variables into two segments according to
a binary light phase indicator: h = 1 (light) versus h = 2 (darkness). This reﬂects
the nature of the laboratory experiments, where A.thaliana seedlings are grown in
an artiﬁcial light chamber whose light is switched on or oﬀ. It is straightforward to
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generalize this approach to more than two segments to allow for extended dawn and
dusk periods in natural light. Given that the light phase is known, I consider the
segmentation as ﬁxed, and I refer to the model as the hierarchical Bayesian regression
(HBR) model with two light-induced components (HBR-light). Since I also assume
that light has a substantial inﬂuence, I do not penalize any diﬀerences between the
interaction parameters associated with the two light phases and apply the uncoupled
non-homogeneous Bayesian regression model, shown in the right panel of Figure 2.1.
4.3.2 Change-points in the amplitude of the target variable (HBR-cps)
To approximate the non-linear dynamics of the Michaelis-Menten kinetics, I sort the
realizations yn,1, . . . , yn,M of each target variable, yn, in increasing order to obtain
the order statistics yn,(1) ≤ . . . ≤ yn,(M).3 Applying the non-homogeneous Bayesian
regression models to the ordered realizations, yn,(1), . . . , yn,(M), then eﬀectively yields
a segmentation of the realizations, yn,1, . . . , yn,M , with respect to the amplitude of
the target variable yn. To infer the number of change-points and the change-point
locations, I again follow Grzegorczyk and Husmeier [60] and use a point process prior,
where the distance between two successive change-points, Mn,h = τn,h+1 − τn,h, is
assumed to have a negative binomial distribution with hyper-parameters p ∈ [0, 1]
and k = 1, symbolically Mn,h ∼ NBIN(p, 1). I apply both variants of the non-
homogeneous Bayesian regression model. The uncoupled variant is shown in the right
panel of Figure 2.1, and I set mn,h = 0 for all h ≥ 0 in Equation (2.11). In the coupled
variant the regression parameter vectors, wn,h (h = 1, . . . ,Hn), are sequentially coupled
via Equations (2.11-2.12). I refer to these hierarchical Bayesian regression models as
the change-point-divided hierarchical Bayesian regression models (HBR-cps).
4.3.3 HBR with additional non-linear terms
A straightforward extension of the HBR method is to include non-linear terms in the
design matrix Xpin . In my study I tested, as an alternative to the HBR model just
described, the inclusion of quadratic and inverse terms. So for a set of regulators
pin = {A,B}, the columns of design matrix Xpin , [1, xA(m), xB(m)]′ are replaced by
[1, xA(m), xB(m), xA(m), xB(m), 1/xA(m), 1/xB(m)]′, where the inverse terms are in-
cluded for a better approximation of the Michaelis-Menten kinetics, and the mixed
3For each yn I apply exactly the same permutation to order the realizations of the explanatory vari-
ables (covariates) and thereby ensure that the segment-speciﬁc design matrices are built properly.
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term is included for a better modelling of heterodimer eﬀects. I refer to this extension
of the HBR model as the non-linear HBR (HBR-nl) model.
4.3.4 Marginal interaction posterior probabilities
For the previously described hierarchical Bayesian regression models (HBR, HBR-nl,
HBR-light, and HBR-cps) MCMC simulation techniques are employed to generate
samples from the posterior distributions. Keeping only the sampled regulator sets,
pi
(1)
n , . . . ,pi
(S)
n , where (1, . . . , S) indexes the generated MCMC samples, corresponds to
a marginalization over all other sampled parameters. An estimator of the marginal
posterior probability of a regulatory interaction between the regulator xni and the tar-
get variable yn, symbolically xni → yn, is then given by the fraction of regulator sets
that contain xni :
P (xni → yn) =
1
S
S∑
s=1
I(xni ∈ pi(s)n ) (4.4)
where I(xni ∈ pi(s)n ) is an indicator function, which is 1 if xni is in the set of regulators
pi
(s)
n , and zero otherwise. For the hierarchical Bayesian regression models I use the
marginal interaction posterior probabilities to score the interactions with respect to
their strengths.
4.4 Data
This section describes the data used for a critical comparative assessment of the method
performance. I use a combination of real laboratory data and realistic simulated data.
Real data have the advantage that they were obtained from real organisms using
real assays. In my case, these are transcriptional concentration time courses from
A.thaliana seedlings obtained with quantitative reverse transcription polymerase chain
reaction (qRT-PCR). The use of real data mimics the actual application a biologist is
interested in. A disadvantage, however, is the absence of a ground truth, making it
diﬃcult to evaluate the prediction from the diﬀerent methods.
Realistic data are simulated from a mathematical model of the molecular interactions
occurring in the signalling pathways and regulatory networks. Since the data have been
synthetically generated, the ground truth is known and can be used for an objective
performance evaluation. A disadvantage is that the data generation process might
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Elementary Molecular Reaction
XDNA +Xprotein
k1−→ XDNA +XmRNA +Xprotein Transcription
XmRNA
k2−→ XmRNA +Xprotein Translation
XmRNA
k3−→ ∅, Xprotein k4−→ ∅ Degradation
2Xprotein
k5−→ Xdimer Dimerisation
Table 4.1: Illustration of elementary molecular reactions with discrete
stochastic kinetics. The letter "X" represents a single molecule of the
type indicated by the subscript, the symbol ∅ indicates the disappearance
of a molecule. Arrows indicate reactions, i.e. the transformation of the
products on the left to the products on the right. The lower case letters
above the arrows denote chemical kinetic parameters. The reactions are
modelled mathematically with a Markov jump process. Reactions occur
stochastically according to a Poisson process, whose intensity is the sum
of the kinetic parameters; here: λ = k1 + . . . + k5. The propensity of a
reaction is proportional to its kinetic parameter, i.e. given that a reaction
has occurred, the probability that the nature of this reaction is of type i
is ki/λ.
make simplifying assumptions that render the data insuﬃciently representative of real
biological systems studied in the laboratory. The challenge, hence, is to make the data
generation process as realistic as possible, and I describe below how I have accomplished
this objective.
4.4.1 Generation of realistic data
Various mathematical models have been developed to describe the molecular inter-
actions and signal transduction processes in the central circadian clock of A.thaliana
[93, 113, 115]. They are based on systems of ordinary diﬀerential equations (ODEs)
that describe the chemical kinetics of transcription initiation, translation, and post-
translational modiﬁcation, using mass action kinetics and/or Michaelis-Menten kinet-
ics. In principle, I could use these mathematical models together with the published
values of the kinetic rate parameters to generate synthetic transcription proﬁles from
the circadian regulatory networks published by Locke et al. [93] and Pokhilko et al.
[113, 115], then use the latter as a gold standard for my method evaluation.
However, this approach would not generate data that are suﬃciently biologically
realistic. The solutions of ODEs typically converge to limit cycles with regular oscilla-
tions and constant amplitude, which fail to capture the stochastic amplitude variation
observed in real qRT-PCR experiments. In addition, the damping of oscillations exper-
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Chemical Kinetics Described by Ordinary Diﬀerential Equations (ODEs)
mRNA Concentration Change
dPRR9mRNA
dt
= q3 · light · Pprotein + n7 · g
h
8
gh8 +TOC1
h
protein
· LHY
i
protein
LHY iprotein+g
i
9
−m12 · PRR9mRNA
Protein Concentration Change
dPRR9protein
dt
= p8 · PRR9mRNA − (m13 · light+m22 · dark) · PRR9protein
Discrete Stochastic Kinetics of Molecular Reactions
mRNA Count Update
PRR9mRNA = PRR9transcr ↑ +PRR9mRNA.degrad ↓
PRR9transcr = Ω ·
„
q3
Ω
· light · Pprotein + (g8·Ω)
h
(g8·Ω)h+TOC1hprotein
·
„
n4 + n7 · LHY
i
protein
LHY iprotein+(g9·Ω)i
««
PRR9mRNA.degrad = m12 · PRR9mRNA
Protein Count Update
PRR9protein = PRR9translate ↑ +PRR9protein.degrad ↓
PRR9translate = p8 · PRR9mRNA
PRR9protein.degrad = (m13 · light+m22 · dark) · PRR9protein
Table 4.2: Ordinary diﬀerential equations (ODEs) and corresponding dis-
crete molecular reaction kinetics for the morning gene PRR9.
The symbol "PRR9x" denotes the concentration of a molecular species
of the morning gene PRR9, speciﬁed by the index "x". For instance,
PRR9mRNA is the concentration of mRNA transcribed from PPR9,
PRR9protein is the concentration of PRR9 protein, etc.. The symbol
light is a binary indicator for the status of light (1=light, 0=darkness),
dark = 1-light, lower case letters indicate kinetic parameters, and Ω is
a volume parameter. Top panel : ODE description of chemical kinet-
ics, with non-linear Michaelis-Menten kinetics for mRNA concentration
change, and linear mass action kinetics for protein concentration change.
Bottom panel: The corresponding discrete kinetic reactions, which in the
limit Ω → ∞ converge to the ODE solutions. An upper arrow ↑ on the
right indicates an amount by which the quantity on the left is increased, a
down arrow ↓ on the right indicates an amount by which the quantity on
the left is decreased. The reactions occur stochastically, with propensi-
ties determined by the reaction rates. Mathematical details can be found
from Wilkinson [153]. The complete set of equations for all genes in the
central circadian clock of A.thaliana is available from Guerriero et al.
[62].
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Figure 4.1: Model network of the circadian clock in A.thaliana and net-
work modiﬁcations. Each graph shows interactions among core cir-
cadian clock genes with diﬀerent degrees of interconnectedness. Solid
lines show protein-gene interactions; dashed lines show protein modi-
ﬁcations; and the regulatory inﬂuence of light is symbolized by a sun
symbol. The top left panel (`wildtype') shows the network structure
published by Pokhilko et al. [114]. The remaining panels show modiﬁed
network structures, corresponding to subsequent pruning of the wild-
type network. This is realized by artiﬁcially disabling certain proteins
(displayed in the panel title) to act as transcription factor and thus loos-
ing their regulatory function on mRNA transcription that existed in the
wildtype network. The expression of the associated mRNA of these pro-
teins is not aﬀected. Grey boxes group sets of regulators or regulated
components. Arrows symbolize activations and bars inhibitions.
imentally observed in constant light conditions is not correctly modelled. The problem
of ODEs is that the intrinsic ﬂuctuations of molecular processes in the cell are ignored,
thereby not allowing for molecular noise that may have a signiﬁcant impact on the
behaviour of the system [62, 152].
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For a more realistic approach, I model the individual molecular processes of transcrip-
tion, translation, degradation, dimerisation etc. as individual discrete events, as shown
in Tables 4.1 and 4.2. Statistical mechanics arguments then lead to a Markov jump
process in continuous time whose instantaneous reaction rates are directly proportional
to the number of molecules of each reacting component [152, 153]. Such dynamics can
be simulated exactly using standard discrete-event simulation techniques, as illustrated
in Table 4.1. For my study, I followed Guerriero et al. [62] and adopted the Bio-PEPA
framework from Ciocchetta and Hillston [29] to simulate gene expression proﬁles for
the core circadian clock of A.thaliana, using the Bio-PEPA Eclipse Plug-in4. This
framework is built on a stochastic process algebra implementation of chemical kinetics,
and the stochastic simulations are run with the Gillespie algorithm [54]. Figure 4.2
illustrates such stochastically generated mRNA time series data using Bio-PEPA and
the corresponding real data from qRT-PCR measurements for two components of the
circadian clock.
In order to correctly quantify stochastic ﬂuctuations, concentrations are represented
as numbers of molecules per unit volume. This requires the unit volume size Ω to be
deﬁned, which scales the molecule amounts and kinetic laws such that a unit concentra-
tion in an ODE representation becomes a molecule count close to Ω; see Guerriero et al.
[62] for more details. The size of Ω has a strong inﬂuence on the stochasticity of the
system. Since larger volumes entail a more pronounced averaging eﬀect, the stochas-
ticity decreases with increasing values of Ω, and the solutions from the equivalent
deterministic ODEs are subsumed as a limiting case for Ω→∞. Conversely, decreas-
ing values of Ω increase the stochasticity. Guerriero et al. [62] showed that replacing
the continuous deterministic dynamics of ODEs by the discrete stochastic dynamics
with an appropriate choice of Ω leads to a more accurate matching of the experimental
data, including the damping of oscillations experimentally observed in constant light,
better entrainment to light in several light patterns, better entrainment to changes in
photo period, and the correct modelling of secondary peaks experimentally observed
for certain photo periods.
I simulated mRNA and protein concentration proﬁles over time from the circadian
clock regulatory network published in Guerriero et al. [62] and Pokhilko et al. [114],
shown in Figure 4.1 (top left, network `wildtype') and Figure 4.17 (middle left, network
`P2010'). This involves genetic regulatory reactions for mRNA transcription, protein
translation, and mRNA and protein degradation for 7 genes. Figure 4.3 shows the
4http://www.biopepa.org
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Figure 4.2: Real mRNA data in comparison to generated data. The top plot
shows the qRT-PCR time series data for the LHY and TOC1 mRNA
of A.thaliana with two hour measurement intervals (derived from Sec-
tion 4.4.2, `TiMet' [138]). The bottom panels show the corresponding
synthetic measurements for the stochastically simulated data described
in Section 4.4.1 with a unit volume of Ω = 100.
trajectories of the mRNA and protein measurements for 6 of the 7 components of the
clock (mRNA/protein for hypothetical Y is not displayed) for a regular day with 12
hour light and 12 night. Table 4.2 shows the underlying chemical kinetic reactions for
a single component in this network (PRR9), as an illustration. A full list of reactions
and their corresponding mathematical descriptions is available from the supplementary
material from Guerriero et al. [62].
An additional advantage of this procedure is that it is straightforward to assess the
eﬀect of network structure modiﬁcation on the performance of the network reconstruc-
tion methods. This can easily be eﬀected by inactivating certain reactions in the gold
standard network, by setting the respective reaction rates to zero. Figure 4.1 shows
the complete circadian regulatory network in A.thaliana, as published by Guerriero
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Figure 4.3: Synthetically generated mRNA and protein time series us-
ing Marcov Jump Processes (MJP) with Bio-PEPA. Each panel
shows the mRNA (solid line) and corresponding protein proﬁles (dashed
line) for diﬀerent components of the circadian clock of A.thaliana as de-
scribed in Section 4.4.1. The light conditions in this particular data
set is a regular day with 12 hour light and 12 hour darkness, without
any knock-outs, and a unit volume of Ω = 100. Note the long time-
delay between the mRNA and protein concentration of `GI' (top left
panel). This is because the formation of this protein depends on the
protein Zeitlupe (ZTL, not shown), which exhibits a substantial phase
shift compared to the `GI' mRNA expression.
et al. [62] and Pokhilko et al. [114] (`wildtype'), and several modiﬁed sparser struc-
tures, which are used throughout my study. The exact setup of the data generation
process is described in detail in Section 4.5.1.
4.4.2 Real data
In addition to the realistic data simulated from a mathematical description of the
molecular interaction processes, as described above, I used real transcription proﬁles
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for the key circadian regulatory genes in the model plant A.thaliana. The objective is to
infer putative gene regulatory networks with the various statistical methods described in
Section 4.2, and then to compare these predictions with network models of the circadian
clock from the biological literature [92, 86, 75, 114, 113, 115]. It is important to note
that, as opposed to the realistic data described in the previous subsection, no proper
ground truth exists. Besides the fact that these models show noticeable variations, they
were not obtained on the basis of proper statistical model selection, as described e.g. by
Vyshemirsky and Girolami [145]. Nevertheless, a qualitative comparison will reveal to
what extent the postulated interaction features and structural network characteristics
from the literature are consistent with those inferred from the data.
The data used in my study come from the EU project `TiMet' [138], whose objective
is the elucidation of the interaction between circadian regulation and metabolism in
plants. The data consist of transcription proﬁles for the core clock genes from the
leaves of various genetic variants of A.thaliana, measured with qRT-PCR. The study
involves two wildtypes of the strains Columbia (Col-0) andWasilewski (WS) and 5 clock
mutants, namely a double knock-out `LHY/CCA1' in the WS strain, a single knock-
out of `GI' and `TOC1' in the strain Col-0, a double-knock-out `PRR7/PRR9' in strain
Col-0, and a single knock-out of `ELF3'. The plants were grown in the following 3
light conditions: a diurnal cycle with 12 hours light and 12 hour darkness (12L/12D),
an extended night with full darkness for 24 hours (DD), and an extended light with
constant light (LL) for 24 hours. An exception is the `ELF3' mutant, which was grown
only in 12L/12D condition. Samples were taken every 2 hours to measure mRNA
concentrations. Further information on the data and the experimental protocols is
available from Flis et al. [43]. For my study, I recorded the transcription proﬁles of the
core clock genes that are included in the models from the literature [62, 114]: LHY,
CCA1, NI (PRR5), PRR7, PRR9, TOC1, ELF3, ELF4, LUX, and GI.
4.5 Methodological details
4.5.1 Preparation of realistic data
I used the Bio-PEPA framework [29] to generate mRNA and protein concentration
proﬁles with Markov jump processes. As discussed in Section 4.4.1, these proﬁles are
sensitive to the choice of the unit volume parameter Ω. For values of Ω < 10, the con-
centration proﬁles are dominated by stochasticity, whereas for Ω > 1000 they become
indistinguishable from the deterministic solutions of ODEs. In my study, I used a value
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of Ω = 100, as suggested by Guerriero et al. [62], which gives the best match to the
experimental qRT-PCR data, in particular with respect to the ﬂuctuations of the qRT-
PCR amplitudes. I simulated mRNA and protein concentration time series from the
circadian regulatory network from Guerriero et al. [62] and Pokhilko et al. [114], shown
in the top left panel of Figure 4.1, named `wildtype'. In addition, I simulated mRNA
and protein concentration time series from a series of modiﬁed network structures, in
which various feedback loops and recurrent interactions had been removed5; these net-
works are shown in the remaining panels of Figure 4.1. For each of these network types
I created 11 interventions, in emulation of the biological protocols from Flis et al. [43]
and Edwards et al. [38]. These interventions include knock-outs of the genes GI, LHY,
TOC1, and the double knock-out PRR7/PRR9. The knock-outs were simulated by
down-regulating the transcription rates of the targeted genes, and replacing them by
random noise, drawn from a truncated normal distribution (to ensure non-negativity
of the concentrations). Again, in emulation of the biological protocols of Flis et al. [43]
and Edwards et al. [38], I simulated varying photo-periods of 4, 6, 8, 12, and 18 hours
as well as a full dark (DD) and a full light (LL) cycle, each following a 12h-12h light-
dark cycle entrainment phase over 5 days. For each type of intervention, concentration
time series were generated to encompass a simulated epoch of 6 days, of which the
ﬁrst 5 days were used for entrainment. After entrainment, molecule counts of mRNA
and proteins were recorded in 2 hour intervals of simulated time, for 24 hours, giving a
total of 13 `observations'. Combining these 13 observations for each intervention type
yields 143 observations in total for each of the regulatory network structures shown in
Figure 4.1. For each intervention type and sampling interval length, ﬁve independent
data sets were generated; this corresponds to ﬁve independent laboratory experiments.
For the results reported in this study, the data was not log transformed. However, I
compared the learning accuracy obtained from the original and the log transformed
data. The results, presented in Appendix A.2, suggest that the log transformation is
counter-productive. This is consistent with the fact that a log transformation leads
to more complicated expressions in Equation (4.1), as a consequence of the chain rule
of diﬀerential calculus, which renders the learning task harder. To standardize the
data, I followed the widely established procedure to rescale all molecule concentra-
tions to zero mean and unit standard deviation. Two diﬀerent data types were used
in my evaluation procedures: complete data, which include both the mRNA and the
protein concentrations, and incomplete data, in which the protein concentrations are
5I turned oﬀ the translation of those proteins contributing to interactions I like to suppress.
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missing and regulatory network structures have to be inferred on the basis of mRNA
concentrations alone.
In summary, I generated data for six diﬀerent network structures, shown in Fig-
ure 4.1, repeating each data generation 5 times independently (i.e. starting from dif-
ferent random number generator seeds), and using complete observations (mRNAs and
proteins) versus incomplete observations (mRNA only).
4.5.2 Preparation of real data
The mRNA proﬁles for the genes LHY, CCA1, NI, PRR7, PRR9, TOC1, ELF3, ELF4,
LUX, and GI were extracted from the TiMet data [43], yielding a total of 266 samples
per gene. I used the mean copy number of mRNA per cell and applied a gene wise
Z-score transformation for data standardization. I did not log transform the data fol-
lowing the analysis in Appendix A.2. An additional binary light indicator variable with
0 for darkness and 1 for light was included to indicate the status of the experimentally
controlled light condition.
4.5.3 Rate estimation
Motivated by the fundamental equation of transcriptional regulation, Equation (4.1),
the machine learning and statistical models applied in my study aim to predict the
rate of gene transcription from the concentrations of the putative regulators. With de
novo mRNA proﬁling assays, the rate of transcription could in principle be measured,
but these data are often not available. I therefore applied two numerical procedures to
obtain the transcription rate. Appreciating that the transcription rate is just the time
derivative of the mRNA concentration x(m), the ﬁrst approach is to approximate it by
a diﬀerence quotient:
dx
dm
≈ x(m+ δm)− x(m− δm)
2δm
(4.5)
This is a straightforward procedure, and two diﬀerent values for δm were used in
my study: δm = 2 hours, henceforth referred to as the coarse gradient, and δm = 24
minutes, henceforth referred to as the ﬁne gradient. However, it is well known that
diﬀerencing noisy time series leads to noise ampliﬁcation. As an alternative procedure,
I therefore used an approach based on smooth interpolation with Gaussian processes.
I followed Solak et al. [133] and exploited the fact that the derivative of a Gaussian
process is a Gaussian process again; hence analytic expressions for the mean and the
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standard deviation of the derivative are available [133]. For the covariance of the
Gaussian process, I used the squared exponential kernel, which is the standard default
setting in the R package gptk [82]. The length and variance parameter setting that
govern smoothing were optimized from the initial values of 1 using the scaled gradient
descent method (SGD).
Note that motivated by Equation (4.1), all methods included in my comparative eval-
uation study aim to predict the time derivative of a target gene's mRNA concentrations
from either the protein (complete data) or the mRNA (incomplete data) concentrations
of the putative regulators. Where a method has not been originally designed for this
purpose, a few trivial modiﬁcations have to be implemented; e.g., for a dynamic method
that aims to predict time-shifted target mRNA concentrations at time pointm+1 from
mRNA concentrations at time point m, the time shift has to be undone, and the target
mRNA concentration has to be replaced by its time derivative. Motivated by Equa-
tion (4.1), a forced link from a target gene's mRNA concentration to its time derivative
is built into all regression methods to allow for mRNA degradation (represented by the
linear decay term in Equation (4.1)); this is a natural implementation of biological
prior knowledge about the nature of transcriptional regulation.
4.5.4 Regulatory eﬀect of the light
I note that the entity P was introduced in the circadian clock model from Guerriero
et al. [62] to model the regulatory eﬀect of the light appropriately. In [62] P was
referred to as the light-induced protein, though it was de facto employed to represent
a biologically unknown light-stimulated component of the circadian clock. As the
model in [62] does not generate mRNA concentrations for P , I use the (protein)
concentration of P as potential regulator for both data scenarios. That is, in the
complete data scenario I follow [62] and think of P as a protein, while I think of P as
a gene in the incomplete data scenario. Moreover, to be consistent with the model in
[62] I set the values of P to zero in the absence of light.6 Whenever I infer P to be a
regulator for a target gene n, I conclude that the transcription rate of n, symbolically
yn, depends on the light condition.
6In the model equations deﬁned by Guerriero et al. [62] the entity P only appears as product term
P ·L, where the light variable L is equal to zero in the absence of light. Thus, the external quantity
which reﬂects the regulatory eﬀect of the light is eﬀectively given by P · L rather than P .
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4.5.5 Gene knock-outs and mutagenesis
Both the real and the realistic data contain mutagenesis experiments with loss-of-
function mutants; see Sections 4.4. Genes that have been knocked out have to be
excluded as target variables, since their values result from external interventions and
cannot be predicted per se from the expression status of their regulators. By treating
the entire regulatory network as a union of bi-partite graphs - one target gene against all
putative regulators - this exclusion becomes straightforward: each bi-partite network
is inferred from only those experiments in which the target gene was not knocked
out. Below, I provide further details on how the methods included in my comparative
evaluation were applied speciﬁcally.
4.5.6 Method Setup
As motivated in Section 4.5.3 I implemented the network inference algorithms, de-
scribed in Section 4.2, with two general modiﬁcations to account for (i) mRNA degra-
dation and (ii) mutagenesis experiments. (i) With regard to the mRNA degradation I
implemented all inference methods that explicitly select regulator sets pin for the target
variables yn such that the target gene's mRNA concentration, xn, is permanently in-
cluded as a member of pin.7 This corresponds to the rightmost term in Equation (4.1),
and does not contribute to the target node's fan-in. (ii) For mutagenesis experiments
I excluded all data points corresponding to experiments where the target gene yn was
knocked out. I note that this yields varying numbers of data points Mn ≤M for each
target variable yn (n = 1, . . . , N).
4.5.6.1 Graphical Gaussian models (GGM)
I used the original code of the GGM method from Schäfer and Strimmer [127], which
is implemented in the R package GeneNet and available from the CRAN R archive. I
obtained the partial correlation matrices using function ggm.estimate.pcor with the
static method and default parameter settings. From these matrices only those partial
correlations were extracted that involved the target gradient response yn. To obtain
the partial correlations for the complete system, including partial correlations for all
gradient responses yn, ∀n, the GGM learning algorithm had to be applied repeatedly for
7For the Bayesian methods this can be enforced by setting the prior P (pin) to zero for all pin with
xn /∈ pin.
4.5. METHODOLOGICAL DETAILS 79
each individual gradient response variable yn. I treated the absolute partial correlation
values as indicator for the interaction ranks.
4.5.6.2 Lasso, Elastic Net and Tesla
For Lasso and the Elastic Net I used the R software package glmnet, described by Fried-
man et al. [48]. I optimized the regression parameters with cyclical coordinate descent,
as implemented in the glmnet package. The regularization parameters were selected so
as to minimize the mean square cross-validation error, using a 10-fold cross-validation
scheme. This was done automatically with the function cv.glmnet(). Absolute val-
ues of non-zero regression coeﬃcients were recorded and used for ranking molecular
interactions.
Tesla was run with a linear regression implementation in Matlab. The regression pa-
rameters were optimized with convex programming, using the CVX MATLAB package8. A
10-fold cross-validation scheme was applied to optimize the regularization parameters,
minimizing the mean square cross-validation error. Tesla requires the prior speciﬁcation
of permissible change-points. I selected light as the primary segmentation criterion, and
grouped measurements obtained under the same light condition (light versus darkness)
together. This gives, for each gene, two diﬀerent segments with potentially diﬀerent
regression parameters. The absolute values of the non-zero regression coeﬃcients were
recorded for both segments, and their averages were used for ranking the molecular
interactions.
4.5.6.3 Hierarchical Bayesian regression (HBR)
The MCMC simulations for the Bayesian regression methods, with and without multi-
ple change-points, as described in Sections 2.2 and 2.3, were run for 20,000 iterations
each, with a burn-in period of 10,000 iterations discarded. This choice gave satis-
factory convergence diagnostics, based on correlation scatter plots and Gelman-Rubin
potential scale reduction factors [20, 52]. Marginal posterior probabilities of molecular
interactions were obtained from the MCMC trajectories, estimated from the relative
frequency of inclusion of the corresponding edges in the sampled models.
8Matlab software for Disciplined Convex Programming: http://cvxr.com/cvx/
80 Chapter 4
4.5.6.4 Sparse Bayesian regression with automatic relevance determination
(ARD-SBR)
For the sparse Bayesian regression approach with automatic relevance determination
(SBR-ARD) I used the MATLAB implementation from the supplementary material
in [121]. I used the default settings both for the hyper-parameters and the maximal
number of iterations for the marginal likelihood maximization. I note that the method
from Rogers and Girolami [121] is a slightly modiﬁed version of the fast marginal
likelihood algorithm from Tipping and Faul [140]; for the technical details I refer the
reader to the supplementary material in [121].
4.5.6.5 Bayesian splines autoregression (BSA)
I used the MATLAB programs provided with the supplementary material in [106],
with the following modiﬁcation: for the target genes, I replaced the future gene ex-
pression values by the estimate of the time derivatives, yn, as discussed at the end of
Section 2.8. This implementation is particularly straightforward for the gene-speciﬁc
hyper-parameters, corresponding to Equations (2.8-2.9) in [106], which I elected to use,
as no diﬀerence between gene-speciﬁc and global hyper-parameters was found in [106].
For the other model options, including the order of the splines, the number of knots,
and the hyper-parameters of the Bayesian model, I used the default settings in the
MATLAB programs; note that they had been applied in [106] to data from a very
similar model (also related to circadian regulation in A.thaliana). For the MCMC sim-
ulations, I proceeded in the same way as for the Bayesian methods, applying standard
convergence diagnostics based on potential scale reduction factors.
4.5.6.6 State-space models (SSM)
In its multivariate formulation, the SSM methods described in Section 2.9 can neither
deal with target-speciﬁc potential regulator sets nor with the required target-speciﬁc
exclusion of certain data in relation with mutagenesis experiments (note that mRNA
concentrations of knock-out genes are the result of external interventions and can-
not be predicted from within the system). However, this can be easily rectiﬁed by
implementing a separate SSM for each target variable yn, which ensures a fair compar-
ison with the other methods. For approximate inference with the variational Bayesian
EM-algorithm, I used the Matlab implementation from Beal [11]. I used the default
parameter settings and varied the number of hidden nodes (i.e. the dimensionality of
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the vector h) from d = 1 to d = 8. Note that the maximal number of hidden nodes d is
restricted by the number of regulators, Nn. In my simulation study I analysed various
data sets, and I employed the lowest Nn as an upper bound on the number of hidden
nodes d. I trained two target-speciﬁc SSMs for each d = 1, . . . , 8, starting from two
diﬀerent random initializations, i.e. 7 · 2 · 8 = 112 target-speciﬁc SSMs in total. Except
for low values of d (d ≤ 2), where I observed slightly deteriorated AUROC values for
the incomplete data, I obtained very stable network predictions in terms of the pos-
terior expectation of the interaction matrix elements (CB + D)n,i (n = 1, . . . , N and
i = 1, . . . , Nn). Throughout this chapter I therefore only report the network recon-
struction results that I obtained with d = 8 hidden nodes, noting that almost identical
results could have been obtained for d = 3, . . . , 7.
4.5.6.7 Gaussian Process (GP)
For the Gaussian process approach described in Section 2.10, I used the implemen-
tation in the GP4GRN software package, developed by Äijö and Lähdesmäki [6]. This
software computes, for each target gene, the posterior probabilities of all potential sets
of regulators. The posterior probabilities for individual molecular interactions are then
obtained by marginalization, summing the posterior probabilities of all conﬁgurations
of regulators that include the molecular interaction in question, as shown in Equa-
tion (2.36). The hyper-parameters θ, σ2 in Equation (2.36) were optimized with the
Polack-Ribiere conjugate gradient method [119] to maximize the marginal likelihood
of Equation (2.34). Following Äijö and Lähdesmäki [6], the hyper-parameters b, σ2b
were set ﬁxed. I chose the same values as suggested by Äijö and Lähdesmäki [6]. In
addition, I tried a selection of randomly perturbed values, and computed the average
performance. I then selected whichever of these two alternatives achieved the higher
AUROC score.
4.5.6.8 Mutual information methods (ARACNE)
The application of the mutual information approach was conducted with the ARACNE
method. I used the R package minet [102] from the Bioconductor package, which in-
cludes a function to build a mutual information matrix (build.mim) together with the
actual ARACNE implementation (ARACNE). I used the default settings with the Spear-
man's correlation estimator, and no discretisation for building the mutual information
matrix. This matrix is passed to function ARACNE, which in turn produces a weighted
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adjacency matrix by removing the weakest links given a triplet of links subject to a
threshold, which I kept at the default value. The relevant links that involve the target
gradient response yn were extracted from the adjacency matrix and directly used as in-
dicator for the interaction ranking. To construct the full network, the whole procedure
was repeated for each target gene n.
4.5.6.9 Mixture Bayesian network models (MBN)
For the mixture Bayesian network (MBN) approach I applied the implementation of the
EM-algorithm for Gaussian mixture models from the Pattern Analysis Toolbox" by
I.T. Nabney; this Matlab toolbox has been made available as supplementary material
in [109]. As the EM-algorithm is a greedy optimization technique that converges to
the nearest (local) maximum of the likelihood, I repeated the application 10 times,
starting from diﬀerent initializations.9 This yields S = 10 regulator sets pi(1)n , . . . ,pi
(10)
n
for each target variable yn (n = 1, . . . , N). In imitation of the Bayesian approach I
use the fraction of regulator sets that obtain the regulator xnj to rank the regulatory
interactions xnj → yn (n = 1, . . . , N and j = 1, . . . , Nn).
4.5.6.10 Gaussian Bayesian networks (BGe)
For the Gaussian Bayesian network model with the BGe scoring metric the prior distri-
bution of the unknown parameters is assumed to be a Gaussian-Wishart distribution
with hyper-parameters α, T0, ν, and µ0. In the absence of any genuine prior knowledge
about the regulatory interactions I set the parameter matrix of the Wishart prior to
the identity matrix, symbolically T0 = I, and the mean vector of the Gaussian prior to
the zero vector, symbolically: µ0 = 0.10 The scalar hyper-parameters α and ν, which
can be interpreted as equivalent prior sample sizes [see 49], were set to α = Nn + 4
and ν = 1. That is, I set the equivalent prior sample sizes as uniformative as possible
subject to the regulatory conditions discussed in [49]. I imposed a maximal fan-in re-
striction of F = 3, which renders the computation of the marginal interaction posterior
9In my study I initialized the EM-algorithm with allocations obtained by the k-means cluster algo-
rithm. Thereby the initial Cn centers of the k-means algorithms were sampled from a multivariate
Gaussian N(µ, I) distribution, where I is the identity matrix and µ is a random expectation vector
with entries sampled independently from continuous uniform distributions on the interval [−1,+1].
To avoid that the EM-algorithm is initialized with allocations that possess unoccupied (empty)
mixture components, I re-sampled the initial centers and re-ran the k-means algorithm whenever
I obtained k-means outputs with empty components.
10Loosely speaking, this setting (µ0 = 0 and T0 = I) reﬂects the prior belief that all domain vari-
ables, i.e. the potential regulators and the target variable, are i.i.d. standard normally distributed.
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probabilities in Equation (2.50) computationally tractable.
4.5.7 Evaluation
To assess the network reconstruction accuracies of the previously mentioned methods
I employ the area under the Receiver Operating Characteristic (AUROC) curve as de-
ﬁned in Section 3.4.1. There have been suggestions that precision-recall curves indicate
diﬀerences in network reconstruction performance more clearly than ROC curves [33].
While this is true for large, genome-wide networks, a study in [61] has indicated that
networks with a low number of nodes, as with the studied networks in Fig. 4.17, the
diﬀerence between the two scoring schemes should be negligible. I therefore evaluate
the performance of the method in this chapter using AUROC scores, due to their more
straightforward statistical interpretation [65].
4.5.7.1 ANOVA
For my evaluation, I was running hundreds of simulations for a variety of diﬀerent
settings, related to the observation status of the molecular components (mRNA only
versus mRNAs and proteins), the method for derivative (rate) estimation (described in
Section 4.5.3), the regulatory network structure (shown in Figure 4.1), and the method
applied for learning this structure from data (reviewed in Section 4.2). The results,
depicted e.g. in Figures 4.8 and 4.16, are complex and elude clearly discernible patterns
and trends. In order to disentangle the diﬀerent factors, and in particular distinguish
the eﬀect of the model from the other confounding factors, I adopted the DELVE eval-
uation procedure for comparative assessment of classiﬁcation and regression methods
in Machine Learning [117, 118] and set up a multi-way analysis of variance (ANOVA)
scheme [e.g. 18].
Let Yognmk denote the AUROC score obtained for observability status o, gradient
computation g, network topology n, network reconstruction method m, and data in-
stantiation k. The range of these index parameters is as follows: o ∈ {0, 1}, where
o = 0 indicates partial (mRNAs only) and o = 1 complete (mRNAs and proteins) ob-
servation; g ∈ {0, 1, 2}, where g = 0 denotes coarse gradient, g = 1 ﬁne gradient, and
g = 2 gradient from a smooth interpolant; m ∈ {0, 1, 2, 3, 4, 5}, where m = 0 represents
`wildtype' (the published network topology), and m 6= 0 the ﬁve network modiﬁcations
shown in Figure 4.1; n ∈ {0, 1, 2, . . . , 14}, for the 15 network reconstruction methods
discussed in Section 4.2 (and shown below in Figure 4.11), and k ∈ {0, 1, 2, 3, 4} for ﬁve
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Figure 4.4: Residual diagnostic for the ANOVA model. Left panel: QQ-plot.
The ﬁgure shows a Quantile-Quantile (QQ) plot of the residuals for
the ANOVA model, described in Section 4.5.7.1, Equation (4.6). The
actual quantiles (vertical axis) are plotted against the quantiles of the
Gaussian distribution (horizontal axis). The linear relation indicates
good agreement with the Gaussian distribution; the deviations for very
low and high values point to slightly longer tails. Right panel: Scatter
plot diagnostic. The ﬁgure shows a scatter plot of the residuals (verti-
cal axis) against the AUROC values ﬁtted with the ANOVA model of
Section 4.5.7.1, Equation (4.6) (horizontal axis).
diﬀerent data instantiations. I model the AUROC scores with the following ANOVA
approach:
yognmk = Oo +Gg +Nn +Mm + εognmk (4.6)
where εognmk ∼ N(0, σ2) is zero-mean white additive Gaussian noise, and Oo, Gg, Nn,
and Mm are main eﬀects associated with observation status, gradient computation,
network topology, and network reconstruction method, respectively.
To ascertain that the underlying assumptions of the ANOVA model are satisﬁed, I
carried out a standard residual analysis. The objective is to test whether the residuals
are independent and identically (i.i.d) normally distributed. A violation of this as-
sumption would indicate that some structure in the data has not been captured by the
decomposition of Equation (4.6), and that e.g. higher-order interaction terms would
have to be included.
Figure 4.4, left panel, shows a quantile-quantile (QQ) plot of the residuals to test
the assumption of a normal distribution. The straight line conﬁrms that there is good
agreement with this assumption overall, with only minor deviations for the lowest and
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Figure 4.5: Residual diagnostic for diﬀerent factors of the ANOVA model.
The ﬁgure is arranged as a 2-by-2 matrix, whose four panels correspond
to the four main eﬀects of the ANOVA model of Section 4.5.7.1, Equa-
tion (4.6). Each panel shows a boxplot representation of the distribution
of the residuals for all possible values of the corresponding main eﬀects.
highest quantiles, suggesting that the residual distribution is slightly heavier-tailed.
Figure 4.4, right panel, shows a scatter plot of all residuals against the corresponding
values ﬁtted with the ANOVA model of Equation (4.6). For low values, the spread of
the residuals seems to become slightly tighter, but this eﬀect is weak, and overall there
is no clearly discernible pattern of any dependence between the residual distribution
and the ﬁtted value.
Figure 4.5 shows histograms of the residuals for all possible values of the four main
eﬀects in Equation (4.6). There are no obvious deviations from a uniform pattern, and
the results are consistent with the assumption that the distributions of the residuals
are identical and independent of the main eﬀects.
These diagnostics thus do not indicate any clear violation of the model assumptions
and suggest that the ANOVA model provides an adequate mechanism for extracting
trends and patterns from my simulations studies.
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4.6 Results
The Results section can be divided into three parts. In the ﬁrst part, which covers
Sections 4.6.1-4.6.3, I address questions related to the application of the models: how
to set the regularization parameters for the sparse regression methods, and how to set
the parameter and structure prior for the Bayesian regression models. In the second
part, I address the main questions of my study: How do the diﬀerent methods compare
with respect to the accuracy of the network reconstruction? What is the eﬀect of
missing protein concentrations? What is the eﬀect of the network topology? What is
the best way to compute the transcription rates? What is the eﬀect of change-points,
both for the light phase and the rates? This part covers Sections 4.6.44.6.9 and, like
the previous part, is based on the realistic data described in Section 4.4.1. The ﬁnal
part, Section 4.6.10, describes the application to the real data from Section 4.4.2.
4.6.1 Comparison of diﬀerent methods for setting the Lasso penalty
parameter
The sparse regression methods Lasso and Elastic Nets require the selection of the
regularization parameter λ, which trades oﬀ the strength of the `1 or `1/`2 penalty
term against the data misﬁt term. I have compared three diﬀerent procedures: 10-fold
cross-validation, 10-fold cross-validation with the correction suggested by Hastie et al.
[70], and BIC. The objective of 10-fold cross-validation is to select the regularization
parameter that minimizes the average signal reconstruction error on held-out data.
Hastie et al. [70] suggested using a larger value as follows: plot the cross-validation error
as a function of λ, then select the largest value of λ for which the cross-validation error
is within 1 standard deviation of the minimum cross-validation error [70]. The rationale
is that Lasso is biased [108] and that the optimal value of λ chosen by cross-validation is
optimal in terms of predictive (signal reconstruction) rather than explanatory (network
connectivity) performance. Hastie et al. [70] suggested this correction as a heuristic
scheme to improve explanatory performance. The motivation for using BIC is to avoid
the computational costs of a cross-validation scheme. I compared the Lasso with these
three procedures on my simulated data described in Section 4.4.1, which includes several
network types (as shown in Figure 4.1), incomplete (mRNA only) and complete (mRNA
and protein) data, and coarse and ﬁne gradients (Section 4.5.3). Figure 4.6 shows
a Bland-Altman plot, where the diﬀerence between the AUROC scores are plotted
against the mean AUROC scores. A visual inspection suggests that standard minimum
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Figure 4.6: Bland-Altman plot of AUROC scores comparing diﬀerent se-
lection procedures for the regularization parameter of Lasso:
The plots print the diﬀerence between the AUROC scores (vertical
axis) against their mean (horizontal axis). Left panel: Comparison be-
tween standard minimum cross-validation and the procedure proposed
by Hastie et al. [70]. Right panel: Comparison between minimum cross-
validation and BIC. For details, see Section 4.6.1. Positive values (dark
grey) indicate higher AUROC scores for the standard cross-validation
procedure. Negative values (light grey) indicate higher scores for the
alternative procedure (Hastie et al. or BIC). The inlet histograms in
the bottom right corner show the relative frequencies of positive (dark
grey) and negative (light grey) scores.
cross-validation achieves slightly higher AUROC scores on average than the other two
methods. A paired t-test conﬁrms that standard cross-validation performs signiﬁcantly
better than the procedure proposed in Hastie et al. [70] (p-value of 0.0004), and weakly
outperforms BIC (p-value of 0.10). The standard minimum cross-validation approach
thus performs overall best and was used for the further investigations.
4.6.2 Inﬂuence of the structure prior for hierarchical Bayesian regression
models
I tested the Bayesian regression models, described in Sections 2.2 and 2.3, with two
diﬀerent prior distributions on the network structure: a uniform distribution and a
truncated Poisson distribution for P (pin). The Poisson prior has mean κ and a maximal
cardinality matching that of the uniform prior, i.e. |pin| ≤ 3: P (pin|κ) ∝ κ|pin||pin|! I(|pin| ≤
3), where κ is sampled from a vague conjugate prior with a Gamma distribution P (κ) =
Ga(0.5, 1), following [89]. I tested the Bayesian regression model with both priors on
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Figure 4.7: Dependence of Bayesian regression on the structure (left
panel) and parameter (right panel) prior. The graphs show Bland-
Altman plots, which plot the diﬀerence between two AUROC scores
(vertical axis) against their mean (horizontal axis). Left panel: Dif-
ference between the uniform and the Poisson structure prior. Positive
values (dark grey dots) indicate AUROC scores in favour of the uni-
form prior, negative values (light grey dots) indicate AUROC scores in
favour of the truncated Poisson prior. Right panel: Diﬀerence between
ridge regression prior and g-prior. Positive values (dark grey dots) in-
dicate better performance of the ridge regression prior, negative values
(light grey dots) indicate better performance of the g-prior. The inlet
histograms in the bottom right corner show the relative frequencies of
positive (dark grey) and negative (light grey) scores.
the simulated data, described in Section 4.4.1, and recorded the AUROC scores. The
left panel in Figure 4.7 shows a Bland-Altman plot with the pair-wise diﬀerences of
the AUROC values (vertical axis) plotted against the mean AUROC score (horizontal
axis). The plot shows no noticeable diﬀerence between the two priors, and a paired
t-test with a p-value of 0.17 indicates no signiﬁcant diﬀerence. I decided to use the
uniform prior for all further investigations.
4.6.3 Inﬂuence of the parameter prior for hierarchical Bayesian
regression models
I compared two diﬀerent priors on the regression parameters of the Bayesian regression
model described in Sections 2.2 and 2.3: the so-called ridge regression prior of Equa-
tion (2.11), and the g-prior. The latter is widely used in the statistics literature, see
e.g. Andrieu and Doucet [7] and Marin and Robert [98], and eﬀectively replaces the di-
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agonal matrix in Equation (2.11) by an outer product of the design matrix; see [98] for
details. I carried out a comparative evaluation on the realistic data from Section 4.4.1.
The right panel in Figure 4.7 shows a Bland-Altman plot of the pairwise diﬀerences in
the AUROC scores. There is a slight shift to positive values, indicating that, overall,
the ridge regression prior achieves a better performance. This diﬀerence was found to
be signiﬁcant, with a paired t-test giving a p-value of 2.6e − 19. I therefore used the
ridge regression prior of Equation (2.11) throughout my study.
4.6.4 Comparison between the methods
A main objective of my study is a systematic comparative performance evaluation
of the models reviewed in Section 4.2. These models were applied to the diﬀerent
data described in Section 4.4, diﬀerent observabilities (proteins and mRNAs versus
mRNAs only), diﬀerent gradient computations (Section 4.5.3), and diﬀerent network
topologies (as shown in Figure 4.1). Figure 4.8 shows the distributions of AUROC
scores obtained in my study. The scores vary considerably, depending on the diﬀerent
factors, and consistent trends and clear patterns are not easily discernible. To enable
a clearer interpretation I adopted the ANOVA method described in Section 4.5.7.1.
The quantity of interest isMm - the main eﬀect of the network reconstruction method,
which is plotted in Figure 4.11.
My study suggests that with the exception of MBN and ARACNE, which show a
signiﬁcantly worse performance, all methods achieve a performance in the range of
AUROC scores between 0.7 and 0.8. This is signiﬁcantly better than random expec-
tation, but considerably worse than perfect network reconstruction. The best perfor-
mance is achieved with Gaussian Bayesian networks (BGe) and hierarchical Bayesian
regression models (HBR). A somewhat surprising ﬁnding is that within the group
of Bayesian regression models, no performance improvement is achieved by including
change-points to indicate the light phase (HBR-light), change-points in the ampli-
tude to model Michaelis-Menten non-linearities (HBR-cps), or non-linear (inverse and
quadratic) terms (HBR-nl). In fact, the simple linear Bayesian regression model with
no change-points (HBR) achieves the best performance of all the methods included in
the comparison. This seems counter-intuitive, given that light has a clear inﬂuence on
circadian regulation, and the processes of the underlying Michaelis-Menten kinetics are
intrinsically non-linear. I discuss the reason for this behaviour in Section 4.7, where I
also provide explanations for the poorer performance of some of the alternative models.
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Figure 4.8: AUROC scores obtained for diﬀerent reconstruction methods,
diﬀerent network structures, and diﬀerent experimental set-
tings. The ﬁgures show standard boxplot representations for the distri-
butions of AUROC scores obtained in the study for the coarse response
gradients (computed from Equation (4.5) with 2-hour intervals); the
scores for the ﬁne and interpolated (Gaussian process) gradient are dis-
played in Figure 4.9 and 4.10 respectively. Left panel: Incomplete data,
with mRNA but no protein concentrations. Right panel: Complete data
that include both protein and mRNA concentrations. Each panel con-
tains six sub-panels, representing the six diﬀerent network topologies
shown in Figure 4.1. Each line/box represents ﬁve AUROC scores that
come from the ﬁve independent data realizations. Note that the de-
tailed results in Figures 4.84.10 are complex and diﬃcult to interprete.
To facilitate the identiﬁcation of putative trends I apply the ANOVA
method with results shown in Figures 4.114.14.
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Figure 4.9: AUROC scores for ﬁne response gradients (continued from
Figure 4.8). The ﬁne gradient is computed with Equation (4.5) using
a 24 minute interval. Left panel: Incomplete data, with mRNA but no
protein concentrations. Right panel: Complete data that include both
protein and mRNA concentrations.
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Figure 4.10: AUROC scores for Gaussian process response gradients (con-
tinued from Figure 4.8). The gradients are derived from smooth in-
terpolation with a Gaussian process as described in Section 4.5.3. Left
panel: Incomplete data, with mRNA but no protein concentrations.
Right panel: Complete data that include both protein and mRNA
concentrations.
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Figure 4.11: Comparison between diﬀerent network reconstruction meth-
ods. The ﬁgure shows conﬁdence intervals for the group means associ-
ated with the main eﬀect for the network reconstruction method from
the ANOVA analysis in Equation (4.6). The horizontal axis shows
the AUROC score. The vertical axis represents the diﬀerent methods
described in Section 4.2. The labels on the vertical axis refer to the
methods described in Section 4.2, using the same abbreviations as in
the subtitle headers.
4.6.5 Inﬂuence of rate estimation
The mathematical formulation of chemical kinetics, e.g. based on mass action or
Michaelis-Menten kinetics, as in the present study, predicts the rate of mRNA tran-
scription as a function of the concentrations of the regulating proteins. Ideally, this rate
would be measured, which could in principle be eﬀected with de novo mRNA assays.
These assays are not always available, though; so in the present study, I estimated the
time derivatives of mRNA concentrations directly from the mRNA concentration time
courses as a proxy. I compared three diﬀerent approaches. In the ﬁrst study, I approx-
imated the time derivatives by ﬁnite diﬀerence quotients from the low frequency time
series, where observations were taken every 2 hours. This corresponds to Equation (4.5)
with δm = 2h, and I refer to it as the coarse gradient. In the second study, I repeated
the same procedure on high-frequency data, where measurements were taken every 24
minutes. This corresponds to Equation (4.5) with δm = 24min, and I refer to this as
the ﬁne gradient. High frequency data with such short time intervals are rarely avail-
able in practice, though. So as an alternative, I applied a Gaussian process smoothing
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Figure 4.12: Inﬂuence of rate estimation. The ﬁgure shows conﬁdence intervals
for the group means associated with the main eﬀect for the dependence
of the performance (AUROC score) on the rate estimation method,
based on the ANOVA analysis of Equation (4.6). The horizontal axis
shows the AUROC score. The vertical axis represents the three rate
estimation methods, as described in Section 4.5.3: coarse gradient
(top), ﬁne gradient (middle), and gradient from smooth interpolant
(bottom). The conﬁdence intervals have a width of 0.075.
approach described in Section 4.5.3. The results are shown in Figure 4.12. It can be
observed that the ﬁne gradient achieves an improvement on the coarse gradient, which
is consistent with expectation. However, my study also allows a quantiﬁcation of this
improvement, which is in the order of ∆ AUROC = 0.02 on average. Interestingly, my
study suggests that gradient computation in combination with smooth interpolation
using Gaussian processes achieves an even more substantial improvement of about ∆
AUROC = 0.03. This indicates that intelligent data preprocessing leads to a better
boost in predictive performance than blindly carrying out additional experiments.
4.6.6 Inﬂuence of missing protein concentrations
I have carried out the simulations for two types of data: complete observation, where
both protein and mRNA concentrations are available, and incomplete observation,
where protein concentrations are missing. The results are shown in Figure 4.13. The
network reconstruction accuracy based on complete observations is slightly better than
that from incomplete observations. The important new contribution of my study is to
objectively assess the diﬀerence in performance, proﬁled over diﬀerent network topolo-
gies, diﬀerent ways of preprocessing the data, and diﬀerent statistics and machine
learning methods. This has been eﬀected with the ANOVA approach described in
Section 4.5.7.1, which quantiﬁes the eﬀect of missing protein concentrations as leading
to a deterioration of only ∆AUROC = 0.002 ± 0.003. Hence, my study leads to the
counter-intuitive ﬁnding that the diﬀerence in performance is not signiﬁcant. I provide
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Figure 4.13: Inﬂuence of incomplete observations. The ﬁgure shows conﬁ-
dence intervals for the group means associated with the main eﬀect
for the observation status based on the ANOVA analysis of Equa-
tion (4.6), comparing complete data observations of both protein and
mRNA concentrations versus the incomplete data that includes mRNA
observations only. The horizontal axis represents AUROC scores.
a discussion in Section 4.7.
4.6.7 Inﬂuence of network topology and feedback loops
An important aspect of my study is the investigation of how the network reconstruction
accuracy depends on the connectivity of the network topology and the proportion of
recurrent connections. To this end I have successively pruned feedback interactions, as
shown in Figure 4.1. Figure 4.14 suggests that there is a noticeable pattern, with less
recurrent and sparser network structures appearing to be easier to learn and leading
to higher AUROC scores. While this conﬁrms a known and intuitively plausible trend,
my study allows an objective quantiﬁcation of the diﬀerence in performance, which
has been found to amount to ∆AUROC = 0.14 between the most and least recurrent
structures.
4.6.8 Inﬂuence of change-points to indicate the light phase
I tested whether a segmentation of the data into day and night phase aﬀects the learning
performance, motivated by the hypothesis that regulation in light and dark may diﬀer
and should be modelled with two separate sets of regression parameters. To this end,
light information in my realistic studies described in Section 4.4.1 was used to assign
each sample in time to a light or dark phase. I extended the range of methods to include
a Lasso variant that supports change-points (Tesla, described in Section 2.5), and a non-
homogeneous hierarchical Bayesian regression model, described in Section 4.3.1. Simu-
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Figure 4.14: Inﬂuence of network structure. The ﬁgure shows conﬁdence in-
tervals for the group means associated with the main eﬀect for the
network structure, based on the ANOVA analysis of Equation (4.6),
for the wildtype network published by Pokhilko et al. [114], and the
ﬁve modiﬁed structures shown in Figure 4.1 (using the same labels
on the vertical axis as used in Figure 4.1). As one descends from the
top to the bottom on the vertical axis, the network structures become
sparser, with feedback loops increasingly being pruned. The horizontal
axis represents AUROC scores.
lation experiments were conducted for incomplete (mRNA only) and complete (mRNA
and proteins) data, as well as for coarse and ﬁne response gradients, as described in Sec-
tion 4.5.3. Figure 4.15 shows the distribution of pairwise diﬀerences between a method
without change-points and the corresponding change-point method (Lasso versus Tesla
and homogeneous Bayesian regression versus non-homogeneous Bayesian regression).
The somewhat counter-intuitive ﬁnding is that for complete data (protein and mRNA
concentrations, in grey boxes), the inclusion of change-points leads to a deterioration
of the AUROC scores for most of the network structures. I will discuss this observation
in Section 4.7.
4.6.9 Eﬀect of change-points on the response variable
I studied the eﬀect of segmenting the domain of the response variable (i.e. the rate, that
is the time derivative of the mRNA concentration) with multiple change-points. The
objective is to approximate the non-linearity of the Michaelis-Menten response with
a piece-wise linear model. To this end, I applied the non-homogeneous hierarchical
Bayesian regression model, described in Section 4.3.2, with diﬀerent settings of the
maximum number of change-points. The evaluation was extended over all network
topologies (shown in Figure 4.1), incomplete (mRNA only) and complete (mRNA and
protein concentrations) data, and diﬀerent gradient resolutions (coarse versus ﬁne;
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Figure 4.15: Dependence of the network reconstruction on light/dark
phase segmentation for Lasso and Bayesian regression. The
ﬁgure shows the distribution of pairwise AUROC diﬀerences for
Lasso versus Tesla (AUROCLasso - AUROCTesla; left panel) and
homogeneous Bayesian regression versus non-homogeneous Bayesian
regression with light induced change-points (AUROCwithoutcps −
AUROCwithcps). The distributions are over all network topologies
(as shown in Figure 4.1), numerical replications, and coarse and ﬁne
gradients, as described in Section 4.5.3. Grey shading: complete data
with protein concentrations as predictor for the target mRNA gradi-
ents. White shading: incomplete data with mRNA concentrations as
predictor for the target mRNA gradients.
see Section 4.5.3). The results are shown in Figure 4.16. The somewhat counter-
intuitive ﬁnding is that the network reconstruction performance tends to deteriorate
as more change-points are allowed, suggesting that despite the non-linear nature of
the underlying Michaelis-Menten kinetics, imbuing the model the non-linear modelling
ﬂexibility is counter-productive. This trend is slightly stronger for complete (mRNAs
and proteins) than for incomplete data (mRNAs only). I provide an explanation in
Section 4.7.
4.6.10 Circadian regulation network in Arabidopsis thaliana
Figure 4.17 shows the network learned from the TiMet data, and six hypothetical net-
works published by Locke et al. [93], Kolmos et al. [86], Herrero et al. [75], and Pokhilko
et al. [114, 113, 115]. Solid lines show transcriptional regulation, dashed lines represent
protein complex formation. The latter cannot be learned from transcriptional data
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Figure 4.16: Dependence of the network reconstruction accuracy on the
change-points for response segmentation. The ﬁgure contains
four panels. Left panels: Incomplete data, which only include mRNA
concentrations. Right panels: Complete data, which include mRNA
and protein concentrations. Two diﬀerent gradient computations were
applied, as described in Section 4.5.3. Top panels: coarse gradi-
ents. Bottom panels: ﬁne gradients. Each panel contains ﬁve sub-
panels for ﬁve diﬀerent variants of the hierarchical Bayesian regression
model, described in Sections 2.22.3: homogeneous Bayesian regres-
sion model without change-points, and non-homogeneous Bayesian re-
gression model with k = 1, 2, 4 and 9 change-points. Each sub-panel
shows the distribution of AUROC scores for the six diﬀerent network
topologies in Figure 4.1, with increasing network sparsity from top to
bottom.
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Figure 4.17: Hypothetical circadian clock networks from the literature,
and inferred from the TiMet gene expression data. All pan-
els except for the bottom right show hypothetical networks from the
literature: Locke2006 [93], Kolmos2009 [86], Herrero2012 [75], P2010
[114], P2011 [113], and P2013 [115]. The bottom right panel (TiMet)
displays the reconstructed network from the TiMet data, described in
Section 4.4.2, using the hierarchical Bayesian regression model from
Section 2.2. Gene interactions are shown by black lines; protein inter-
actions are shown by dashed lines; an arrow head symbolizes activation
and a bar head inhibition; regulation by light is represented by a sun
symbol. The interactions in the reconstructed network were obtained
from their estimated posterior probabilities. Those above the selected
threshold of 0.95 were included in the interaction network; for the light
inﬂuence see the main text.
and are thus systematically missing. This explains, for instance, why ZTL and EC
are detached from the remaining network. The same applies to the modiﬁed proteins
TOC1-mod and LHY-mod. Various features of the published networks are reproduced,
though, like the acute light response in the transcription of LHY and CCA1, the acti-
vation of PRR7 by PRR9, the inhibition of GI by LHY/CCA1, and the inhibition of
ELF4 by TOC1, which can be found in the network P2013. Various features are sim-
ilar to the published networks. In the reconstructed network, NI is directly activated
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by PRR9, while in the published networks, the activation is indirect, via PRR7. The
positive feedback loop from the so-called evening genes to the morning genes consists
of an activation of LHY/CCA1 by GI. The nature of this feedback loop (activation) is
consistent with [93, 86, 114]. In these publications, the regulatory inﬂuence is caused by
TOC1 rather than GI, but these two genes are neighbours in the published networks
(meaning: regulating each other, and exhibiting similar expression proﬁles). One of
the morning loop genes (NI) is predicted to be inhibited by ELF3. This is consistent
with [113, 115], although in these publications, the interaction is indirect (via EC)
and aﬀects a neighbouring target gene (PRR9). As mentioned above, it is intrinsically
infeasible to learn post-transcriptional processes, like protein complex formation, from
transcriptional data alone; so it is no surprise to see that the protein complex EC is
detached from the remaining network. It is particularly interesting to note that a key
network motif repeatedly found in the reconstructed network concurs with the pub-
lished networks. This is the two-node feedback motif in which a gene is the activator
of its own inhibitor. This structure is particularly clearly seen in [93], where it occurs
three times: within the group of morning genes (LHY/CCA1 activating PRR7/PRR9,
PRR7/PRR9 inhibiting LHY/CCA1), within the group of evening genes (GI activating
TOC1, TOC1 inhibiting GI), and between the morning and evening genes (LHY/CCA1
inhibiting TOC1, TOC1 activating LHY/CCA1). These three feedback mechanisms
exist in the reconstructed network also and are highlighted with thick lines (see TiMet
network in Figure 4.17), involving neighbouring nodes in the same three gene groups:
morning genes (PRR9 activating NI, NI inhibiting PRR9), evening genes (GI activating
ELF4, ELF4 inhibiting GI), and between morning and evening genes (GI activating
LHY/CCA1, LHY/CCA1 inhibiting GI, NI activating ELF3, ELF3 inhibiting NI).
This suggests that, despite deviations in the detailed mechanisms, the key topological
features of the published networks have been successfully reconstructed. Finally, I at-
tempted to learn the light inﬂuence marked with a sun symbol in the TiMet network
in Figure 4.17 by allowing light as an additional variable. I correctly recovered a high
probability (0.83) link to LHY/CCA1 but failed to observe any other signiﬁcant occur-
rences. It was noted in Section 4.5.1 that the light inﬂuence on mRNA transcription
is typically modulated by light sensitive proteins. Since the TiMet data lack any such
protein observations, I have to assume that the light is not learned eﬃciently.
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4.7 Discussion
The previous section has presented the results from my comparative evaluation study.
Most of the patterns that I have found are clear and intuitive; the value of my study
consists in the objective quantiﬁcation of these trends. There are a few ﬁndings that
are peculiar, though. Figure 4.11 suggests that it is counter-productive to include non-
linear terms in the Bayesian regression model. Given that the true underlying dynamics
are, in fact, non-linear, why does the inclusion of these eﬀects deteriorate the model
performance? Figure 4.16 suggests that an increasing number of change-points for the
response segmentation in the non-homogeneous Bayesian regression model deteriorates
the network reconstruction. However, more change-points give more non-linear mod-
elling ﬂexibility. Given that the true underlying dynamics are non-linear, why is that
a disadvantage? How can we understand that the network reconstruction accuracy
does not improve signiﬁcantly when including protein concentrations in addition to
just mRNA concentrations, as suggested by Figure 4.13? Figure 4.15 shows the eﬀect
of segmenting the data into a light and a dark phase. How can we understand that this
segmentation deteriorates the network reconstruction accuracy for complete (mRNA
plus protein) data? Finally, Gaussian processes are widely appreciated as a powerful
modelling paradigm. So how can we explain their comparatively poor performance (see
Figure 4.11)? In what follows, I will provide an explanation of these eﬀects.
4.7.1 The eﬀect of change-points and non-linear regressors
To investigate the eﬀect of change-points and non-linear regressors, I devised a syn-
thetic toy example, sketched in Figure 4.18. Consider N = 8 random variables, where
X1, . . . , X5 are i.i.d. standard Gaussian distributed. In the ﬁrst model (Figure 4.18, top
panel), the variables X6, . . . , X8 depend on X5 through a sigmoidal transfer function:
Xi =
 i , i = 1, . . . , 52
1+e
−X5
θ
+ i , i = 6, 7, 8
(4.7)
The random noise variables i (i = 1, . . . , 8) are i.i.d. Gaussian N(0, σ2) distributed.
In the second model (Figure 4.18, bottom panel), the variables X6, . . . , X8 depend on
the product term X4X5 through a sigmoidal function. For i = 6, 7, 8 I have:
Xi =
2
1 + e
−X4X5
θ
+ i (4.8)
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Figure 4.18: Regulatory network for synthetic data. The ﬁgure shows a
graphical representation of the regulatory interactions among the eight
variables of the synthetic data described in Section 4.7.1. In both pan-
els the observed variables, X1, . . . , X8, are represented as grey circles,
while the (unobserved) random perturbations, 1, . . . , 8, as well as the
non-linear transformation f(.) are represented by white squares. Top
panel: The three variablesX6, X7, andX8 obtain the same determinis-
tic input, f(X5), where f(.) is a sigmoidal function. The deterministic
signal is perturbed by additive i.i.d. Gaussian noise: i (i = 6, 7, 8).
See main text for further details. Bottom panel: This graph is similar
to the top panel, except that the three response variables X6, X7, and
X8 obtain the deterministic input f(X4, X5), where f(.) is a sigmoidal
function of the product X4X5. See main text for further details.
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where the noise variables i (i = 6, 7, 8) are i.i.d. Gaussian N(0, σ2) distributed. For
overall consistency, all variables were standardized to a standard deviation of 1, and
subsequently shifted such that the minimum was equal to zero. For both toy scenarios,
I generated 25 independent data instantiations with M = 100 data points each, from
30 diﬀerent combinations of the parameters σ2 ∈ {0.0001, 0.001, 0.01, 0.1, 1, 10} and
θ ∈ {1, 0.8, 0.6, 0.4, 0.2}.
I ﬁrst applied the non-homogeneous hierarchical Bayesian regression model from
Section 4.3.2 to the synthetic data generated from the model in Figure 4.18, top panel.
The results are shown in the left panel of Figure 4.19. For low noise levels, σ2 ≤
0.01, the network reconstruction accuracy tends to increase with increasing numbers
of change-points. Interestingly, the opposite trend is observed for high noise levels,
σ2 ≥ 0.1. This behaviour has the following explanation. A target node, say X8,
depends on the true regressor, X5, through the non-linear transfer function fθ(.) of
Equation (4.7); the deviation from linearity increases with decreasing values of θ. On
the other hand, there are two covariates, X6 and X7, which for low noise levels σ2
will show a strong linear correlation with the target node X8. Consider, without
loss of generality, node X6 = fθ(X5) + 6, which has a linear correlation with the
target node, X8 = fθ(X5) + 8 = X6 + 8 − 6 = X6 + ˜, but subject to double the
amount of noise: ˜ = 8 − 6 implies that var(˜) = var(8) + var(6) = 2σ2. Hence,
if the transfer function fθ(.) is linear, then the true regressor, X5, is preferred over
the spurious one, X6. However, if the transfer function fθ(.) is non-linear, then the
model used for network reconstruction needs suﬃcient non-linear modelling capability
to capture the dependence between X5 and X8. Otherwise, the spurious variable X6
will be learned, despite the noise ampliﬁcation. Now, a non-homogeneous Bayesian
regression model with change-points implements eﬀectively a piece-wise linear function
and can thus, in principle, approximate the sigmoidal function fθ(.). The results depend
on the combination of the noise level, σ2, and the amount of non-linearity, θ. If
the noise σ2 is low, then the eﬀect of the noise ampliﬁcation, by which the spurious
variables are suppressed, is weak, and non-linear modelling capability is critical for good
performance, especially as the degree of true underlying non-linearity increases. In that
case, more change-points are advantageous and improve the network reconstruction
accuracy, as seen from the top rows of Figure 4.19, left panel. However, piece-wise linear
regression models are very ﬂexible and can potentially over-ﬁt the data. This tendency
towards overﬁtting gets stronger as the noise level σ2 increases. In addition, higher
noise levels intrinsically suppress spurious variables via the eﬀect of noise ampliﬁcation,
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Figure 4.19: Network reconstruction accuracy on the synthetic data for
non-homogeneous and non-linear Bayesian regression models.
Synthetic network data were generated as described in Section 4.7.1.
Left panel: Equation (4.7). Right panel: Equation (4.8). Diﬀerent
parameter combinations of σ2 (the noise variance) and θ (the interac-
tion strength) were used. The Bayesian regression models described in
Sections 2.22.3 were applied to network reconstruction. Average AU-
ROC scores were computed from 20 independent data instantiations.
Both panels in the ﬁgure are arranged as matrices, where the rows
correspond to σ2 and the columns correspond to θ. Left panel: His-
tograms of the average AUROC scores for the homogeneous Bayesian
regression model (white) and three non-homogeneous Bayesian regres-
sion models that partition the data with respect to the amplitude of
the response variable, with k = 3 (light grey), k = 5 (grey), and
k = 10 (dark-grey) segments. The change-point locations were in-
ferred from the data. Right panel: Histograms of the average AUROC
scores for homogeneous Bayesian regression models. Black bars re-
fer to the conventional linear Bayesian regression models. Grey bars
represent non-linear Bayesian regression models that also include two
non-linear transformations of the regressor variables: inverse terms,
and quadratic (2nd order) interactions terms. See Section 4.7.1 for
details.
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discussed above, thus reducing the need for non-linear modelling capability. As a
consequence, more change-points become a disadvantage and deteriorate the network
reconstruction accuracy, as seen from the bottom rows of Figure 4.19, left panel.
The right panel in Figure 4.19 compares the AUROC values obtained with two
versions of the homogeneous hierarchical Bayesian regression model (Section 2.2): one
has only linear terms as regressors (black boxes), the other also includes non-linear
(inverse and quadratic) terms (grey boxes). The models were applied to synthetic
data generated from the toy network in the right panel of Figure 4.18. For very low
noise levels (σ2 ≤ 0.001), the network reconstruction is poor. For medium noise levels,
(0.01 ≤ σ2 ≤ 0.1), the network reconstruction improves, especially when including
non-linear terms as regressors. For high noise levels, the opposite trend is observed:
the network reconstruction deteriorates as a consequence of including non-linear terms
as regressors. This pattern has a similar explanation as before, following the same
trade-oﬀ between non-linear modelling capability and noise. A target variable, say X8,
depends non-linearly on two regressors: X8 = fθ(X4, X5) + 5, where f(.) was deﬁned
in Equation (4.8). Two confounding covariates, X6 and X7, have the same dependence
on X4 and X5. This leads to a spurious linear association with X8, subject to noise
ampliﬁcation: X8 = X6 + 8− 6 = X6 + ˜, where var(˜) = var(8) + var(6) = 2σ2. For
very low noise levels (Figure 4.19, right panel, top two rows), weakening the spurious
linear associations by noise ampliﬁcation cannot compensate for the approximation
errors in modelling the true non-linear interactions; hence the poor performance. For
medium noise levels (Figure 4.19, right panel, rows 34), the spurious linear correlations
are suppressed against the non-linear true associations, especially if the model has
non-linear approximation power due to the inclusion of non-linear regressors. For high
noise levels, (Figure 4.19, right panel, bottom two rows), noise ampliﬁcation alone
substantially weakens the spurious associations, and additional non-linear modelling
capability is counter-productive, due to potential overﬁtting.
In summary, the upshot of the synthetic toy study is as follows. Even if the true
underlying regulatory processes are intrinsically non-linear, additional non-linear mod-
elling capability, in the form of change-points or the explicit inclusion of non-linear
terms, is not a panacea for better performance per se. As it turns out, the diﬀerence
in performance between the linear and non-linear models depends on the amount of
intrinsic non-linearity and the noise level. There is a weak trend that a higher degree
of intrinsic non-linearity gives the non-linear model an edge on the linear model (Fig-
ure 4.19, left panel, rows 2 and 3). However, a more substantial inﬂuence has the noise
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level. It is only for the lower noise levels that non-linear modelling capability has an
advantage. For higher noise levels, it is overshadowed by the susceptibility to overﬁt-
ting, which leads to a net performance deterioration. This explains why, in Figure 4.11,
the linear Bayesian regression model shows a better performance than its more ﬂexible
cousins with change-points or non-linear terms, and why in Figure 4.16 the perfor-
mance deteriorates with increasing numbers of change-points. The particular trade-oﬀ
between non-linear modelling ﬂexibility versus susceptibility to overﬁtting may vary
with the nature of the data generation mechanism, which explains the diﬀerent trends
for mRNAs and proteins in Figure 4.15.
4.7.2 The eﬀect of missing protein concentrations
Figure 4.13 suggests that the network reconstruction accuracy does not improve signiﬁ-
cantly when including protein concentrations in addition to just mRNA. To understand
this counter-intuitive ﬁnding, note that two proteins in the circadian clock network,
LHY and TOC1, occur in diﬀerent isoforms, with only one of them acting as tran-
scription factor. If protein data are missing, the gene coding for a regulatory protein
has to be taken as a proxy for the regulatory protein itself, both in the modelling as
well as in the gold-standard regulatory network. However, the inﬂuence of a gene on
another gene is indirect, and since both protein isoforms are coded by the same gene,
the distinction between isoforms becomes obsolete in the gene regulatory network. If
protein data are available, then the model needs to identify the correct protein isoform
to obtain a true positive score in the network prediction assessment. Hence, due to
the correlation between the concentration proﬁles of the diﬀerent isoforms, this is a
harder prediction task than the reconstruction of the gene regulatory network from
incomplete data (mRNA concentrations only), where this distinction is obsolete. The
observation in Figure 4.13 can thus be explained as a partial compensation of two con-
ﬂicting tendencies: incomplete data (mRNA only) causes an information loss, which
should render the network reconstruction more diﬃcult overall, but it also renders cer-
tain aspects of the network reconstruction task easier as a consequence of not having to
distinguish between diﬀerent protein isoforms. The net eﬀect is no signiﬁcant diﬀerence
in performance.
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4.7.3 Gaussian process performance
Regarding the poor performance of the GP, I emphasize that I was using the method
exactly as described by Äijö and Lähdesmäki [6], using the authors' own software. The
software uses the kernel of Equation (2.29). This is a kernel from the Matérn class,
which depends on a further hyper-parameter ν; see Rasmussen and Williams [119] for
the explicit expression. The hyper-parameter ν deﬁnes the degree of roughness, with
ν = 1/2 giving a rough Ornstein-Uhlenbeck process, and ν →∞ reducing to the smooth
squared exponential kernel of Equation (2.28). The kernel deﬁned in Equation (2.29)
corresponds to ν = 3/2.
The GPmodel from Äijö and Lähdesmäki [6] thus depends on seven hyper-parameters:
the mean b = (α, λ) and covariance σ2b I of the prior distribution on the basal tran-
scription and decay rates, β = (α, λ), the Matérn kernel parameters l, a and ν, and
the noise variance σ2. Only three of them are inferred in a maximum likelihood type-II
sense: the length scale l, the amplitude a, and the noise variance σ2. The other four
hyper-parameters are ﬁxed; these are ν, which deﬁnes the roughness of the Matérn
class kernel, as well as the parameters that deﬁne the prior distribution on the linear
parameter vector, β.
The poor performance of the GP has two possible explanations. First, ﬁxing four
of the hyper-parameters might be too restrictive, and the chosen Matérn class with
ν = 3/2 might not be suﬃciently representative of the actual concentration proﬁles.
This might indicate that the choice of kernel is quite critical in determining the GP's
performance. A second explanation is that for each gene n, the authors choose the set of
regulators that maximizes the posterior probability of Equation (2.35). This probability
is conditional on the hyper-parameters. The methodologically correct approach would
be to integrate the hyper-parameters out, as e.g. discussed in Section 5 by MacKay
[94]. The GP method that I have applied, eﬀectively ignores the last two terms in
Equation (5.3) of that paper. If the posterior distribution over the hyper-parameters is
sharply peaked, that will not matter, as integration and optimization then eﬀectively
lead to identical results. However, it will make a diﬀerence if the posterior distribution
is diﬀuse, in which case the GP model selection is suboptimal. My results thus suggest
that the method presented by Äijö and Lähdesmäki [6] could be made more powerful
with a more rigorous inference scheme, the development of which is beyond the scope
of this study.
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4.7.4 Comparison with other methods
I brieﬂy discuss the performance of the other methods included in my comparative
evaluation. The mutual information based method ARACNE showed the poorest per-
formance. This is not surprising, given that most of the true networks included in my
study, shown in Figure 4.1, violate the premise on which the theoretical foundations
of ARACNE are based. The ARACNE network reconstruction theorem states that
given some further regularity conditions, ARACNE can correctly reconstruct tree-like
networks, i.e. networks containing only pairwise interactions [97]. However, there is
no theoretical guarantee that densely connected networks or networks containing loops
can be correctly reconstructed, and my empirical study suggests that the performance
of ARACNE for such networks is, in fact, rather poor.
The poor performance of the Gaussian mixture model (GMM) is presumably due to
the fact that model selection is carried out with BIC. BIC is computationally cheap,
but over-regularised, leading to structures that are too sparse. My results are fur-
ther consistent with the ﬁndings by Neuneier et al. [110] that modelling conditional
probabilities indirectly via Equation (2.40) is inferior to modelling them directly with
regression-type models, e.g. of the form discussed in [79].
The observation that Tesla shows a slightly poorer performance than Lasso is con-
sistent with the observation that the inclusion of change-points for the light phases
slightly degrades the performance of the hierarchical Bayesian model, as discussed in
Section 4.7.1.
It might be surprising that the Bayesian splines autoregression (BSA) method did
not outperform the computationally cheaper linear sparse regression methods Lasso
and Elastic Net. This is caused by an over-sparsity of the networks predicted with
BSA. As discussed by Morrissey et al. [106], the inclusion of an edge in the network
leads to a more substantial increase in the parameter space dimension than for a linear
model, due to the fact that an edge is associated with the high-dimensional parameter
vector of the splines. Recall from Section 2.8 that the strength of the interaction
between two genes n and n′, which is modelled with a scalar wn,n′ in a linear model,
becomes a vector in BSA, wn,n′ , spanning the entire range of B-spline basis functions.
Hence, the Bayesian approach per se penalises more severely against the inclusion of
extra edges than for a linear model, and the non-linear modelling potential of the
splines was found to insuﬃciently compensate for that. I noticed that the performance
of BSA improved when the default Jeﬀreys prior on the edge inclusion probability
was replaced by a more informative prior with a concentration of probability mass
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above 0.5. I have not included these results, because tuning hyper-parameters based
on the network reconstruction performance is methodologically incorrect (as it would
be using knowledge that is not available in real applications). These ﬁndings indicate,
though, that the performance of BSA can in principle be boosted by the inclusion
of informative prior knowledge. However, even when exploring deviations from the
Jeﬀreys prior, BSA never quite reached the performance of the linear HBR method.
This is consistent with the observation that my own non-linear variants of HBR never
outperformed the linear version; I refer the reader back to Section 4.7.1 for a discussion
of this trend.
Please refer to Section 6.1 for the conclusion of this chapter.

Chapter 5
Learning Ecological Networks
The relationships among organisms and their surroundings can be of immense com-
plexity. To describe and understand an ecosystem as an entangled bank, multiple ways
of interaction and their eﬀects have to be considered, such as predation, competition,
mutualism and facilitation. Understanding the resulting interaction networks is a chal-
lenge in changing environments, e.g. to predict knock-on eﬀects of invasive species and
to understand how climate change impacts biodiversity. The elucidation of complex
ecological systems with their interactions is likely to beneﬁt enormously from the de-
velopment of new machine learning tools that aim to infer the structure of interaction
networks from ﬁeld data.
In this Chapter, I propose two Bayesian regression models for reconstructing species
interaction networks from observed species distributions: The Bayesian regression and
multiple change-point model (BRAM) as published by Aderhold et al. [2] and the
Bayesian regression and Mondrian process model (BRAMP) as published by Aderhold
et al. [3]. Both models have been devised to allow robust inference in the presence of
spatial autocorrelation and variation in the interactions across space, i.e. distributional
heterogeneity. I have evaluated both models on simulated data that combines a trophic
niche model with a stochastic population model on a 2-dimensional lattice, and I have
compared the performance to `1-penalized sparse regression (Lasso) and non-linear
Bayesian networks with the BDe scoring scheme (Banjo). In addition, I have applied
these methods to plant ground coverage data from the western shore of the Outer
Hebrides with the objective to infer the ecological interactions.
Colin J. Beale and Jack L. Lennon contributed to this study by giving valueable
suggestions about the ecological interpretation of my ﬁndings.
111
112 Chapter 5
5.1 Introduction
Recent endeavours in systems biology aiming to elucidate the structure of complex
interaction networks have sparked oﬀ a series of novel applications and methodological
innovations in machine learning and computational statistics. This has become most
evident in the ﬁeld of molecular systems biology, where a large variety of more advanced
methods have been developed. This includes, for instance, approximate Bayesian infer-
ence for pathway ranking [145], Gaussian process models for transcriptional regulation
[78], and non-stationary dynamic Bayesian networks for inferring time-varying gene
interactions [89]. The latter work in particular has motivated new machine learn-
ing research, related to the combination of dynamic Bayesian networks and multiple
change-point processes [120, 59].
Ecosystems are complex dynamic systems, with interconnected networks of species
interactions. Unravelling these networks strains the limits of typical ecological stud-
ies, requiring intensive observation to determine trophic interactions (predator-prey
interactions) in even simple ecosystems, e.g. in [100]. And trophic interactions are
not the whole story, as harder-to-observe interactions such as competition and mutual-
ism (species interacting in a way that both partners beneﬁt) also inﬂuence ecosystem
dynamics [151]. Measures of such indirect interactions have been attempted [143],
but computational inference presents an alternative, and perhaps more comprehensive,
route to revealing both direct and indirect interactions within ecosystems.
Ecosystem interactions will leave traces in species distribution across space, a mea-
sure relatively easily obtained and currently available for many ecosystems, e.g. by
Hagemeijer and Blair [64]. Computational algorithms can make use of such obser-
vational data, as has also been done in other areas of biology, e.g. neural activity
for information ﬂow in the brain [132], to reverse engineer the ecological interactions
[103, 40]. Furthermore, as the algorithms recover interactions based on their inﬂuence
on species distribution, they are not limited to any one particular type of interaction
(e.g., trophic, competition), and instead are capable of revealing interactions of all
types simultaneously.
Computational inference in ecological systems is challenged by the fact that inter-
actions take place in a 2-dimensional explicit environment, and that these interactions
can vary across space. The main driving forces in this respect are changes in the en-
vironment and population densities that produce direct or indirect eﬀects on species
interaction dynamics, e.g. leading to the formation of ecological niches. Hence, a chal-
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lenge in ecological modelling is the partitioning of space into local neighbourhoods with
similar population dynamics that can be separately modelled1. Prediction methods us-
ing this knowledge can improve their model accuracy. In addition, it can be beneﬁcial
to learn the partitioning directly from the data and in this way gain knowledge about
potential neighbourhoods. Another distinctive feature of species networks is the so-
called autocorrelation eﬀect and dispersion of species, which can impact population
densities in neighbouring regions.
Here, I meet these challenges by modifying the non-homogeneous Bayesian regres-
sion method described in Section 2.3 to 2 dimensions. The model in Section 2.3 was
previously inspired by Lèbre et al. [89]2, which combines the Bayesian hierarchical re-
gression model from Andrieu and Doucet [7] with a multiple change-point process, as
proposed by Punskaya et al. [116], and pursues Bayesian inference with reversible jump
Markov chain Monte Carlo (RJMCMC) [56]. I extend the model with an inference
mechanism that attempts to learn the local neighbourhoods from the observed popu-
lation densities in two diﬀerent ways. First, I expand the 1-dimensional change-point
process to two dimensions, by introducing two a priori independent change-point pro-
cesses in perpendicular directions. This model was proposed by Aderhold et al. [2] and
is called Bayesian regression and multiple change-point process (BRAM), described in
Section 5.2.4. Second, I replace the multiple change-point process with a Mondrian
process that has been introduced in a diﬀerent context by Roy and Teh [124]. Apply-
ing the Mondrian process to the spatial domain allows a more precise partitioning of
2-dimensional space. The model was introduced by Aderhold et al. [3] and is called
BRAMP, deﬁned in Section 5.2.5. In both models, I make further use of the spa-
tially explicit nature of ecological data by correcting for spatial autocorrelation with
a parent node (in Bayesian network terminology) that explicitly represents the spatial
neighbourhood of a node (see Section 5.2.3).
I evaluate the performance of the models on two synthetic data sets. The ﬁrst is
purely simulated data that directly resembles the underlying assumption of the linear
regression model of BRAM and BRAMP together with a artiﬁcial global and Mondrian-
type partitioning of space. The second data set is generated from a realistic simulation,
which combines a trophic niche model of Lotka-Volterra type predator-prey interactions
1The separation does not necessarily mean that local neighbourhoods or segments become com-
pletely independent from each other but one could implement mechanisms that support information
sharing, e.g. of interaction strengths in adjacent neighbourhoods or similar interconnectivity.
2In fact I used the original deﬁnitions and model implementation by Lèbre et al. [89] to perform the
modiﬁcations. The model description in Section 2.3 that is based on Grzegorczyk and Husmeier
[59] descends from the latter work.
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with a stochastic population model on a 2-dimensional lattice. I compare the model's
performance on both of these simulated data sets with the `1-norm penalized sparse
regression (Lasso) and non-linear Bayesian networks (BDe score). I then apply my
models to species counts of ground cover ﬂora and associated abiotic variables from
a strip of land across an environmental gradient on the western shore of the Outer
Hebrides, to assess my model's applicability and utility for real ecological data.
5.2 Model
This section describes the modelling approach for BRAM and BRAMP, which combine
the Bayesian hierarchical regression model from Andrieu and Doucet [7] and Punskaya
et al. [116] with a global change-point process and Mondrian change-point process
[124, 147] and pursue Bayesian inference with RJMCMC [56].
Both models are a network represented as a graph G in which nodes represent species,
and edges (i.e. connections between nodes) represent potential species interactions.
The value that the nth node in the graph G takes on at a given location represents
the abundance of the nth species in the population. This abundance is determined by
various biotic and abiotic determinants, i.e. factors that inﬂuence the abundance of
species n. Abiotic factors are related to the environment and include e.g. temperature,
humidity, soil type etc.. Biotic factors represent the abundance of other species. Their
inﬂuences are indicative of how species interact and I aim to reconstruct the network
given the spatial species abundance proﬁles and additional abiotic factors if available3.
The strengths of the inﬂuences are allowed to vary geographically, based on a stochas-
tic process of spatial variation. More speciﬁcally, the conditional probability of a species
abundance at a given location is a conditional Gaussian distribution, where the condi-
tional mean is a linear weighted sum of the abundance levels of the biotic and abiotic
determinants. I model this mathematically with an approach based on Bayesian re-
gression, which intrinsically incorporates a regularization eﬀect that discourages the
prediction of spurious interactions. The weight parameters can vary between diﬀerent
segments of a spatial segmentation, which adds extra ﬂexibility to the model and al-
lows for unobserved or latent factors. The interaction weights, the variance parameters,
and the number of potential determinants are given (conjugate) prior distributions in a
hierarchical Bayesian model, and the spatial segmentation is modelled with two change-
3Both synthetic studies do not include abiotic variables but the real world data has 12 abiotic factors
that are treated in the same way as the biotic factors.
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points along each spatial direction (BRAM) and non-parametrically with a Mondrian
process prior (BRAMP).
For inference, all quantities are sampled from the posterior distribution with RJM-
CMC. Note that a complete speciﬁcation of all species-determinant conﬁgurations de-
termines the structure of a regulatory network G: each node receives incoming directed
edges from each node in its set of determinants (the so-called parent set).
5.2.1 Species interaction network
Following the deﬁnition in Section 2.1 I represent the N interacting species as nodes
n ∈ {1, . . . , N} in a directed graph or network G = {pi1, . . . ,piN}, where pin denotes
the parents of node n, that is the set of nodes with a directed edge pointing to n.
Gn is the sub-network associated with target species n, which is determined by its
parent set pin. In contrast to mRNA self-loops studied in Chapter 4, a node cannot
be contained in its own parent set, n /∈ pin, i.e. I rule out self-interactions related
to e.g. cannibalism. The species are observed or surveyed at M1 × M2 locations
deﬁned by their (orthogonal) coordinates (l1, l2), at which their abundance levels x =
{xn(l1, l2)}1≤n≤N,1≤l1≤M1,1≤l2≤M2} are determined.
5.2.2 Regression
For all species n, the random variable xn(l1, l2) refers to the abundance of species n at
location (l1, l2). Hence, (l1, l2) replaces the previously used symbol for an observation
in the 1-dimensional domain m. Instead, I reuse m to designate a Mondrian sample
as deﬁned in Section 5.2.5. For convenience I write xn(l1, l2) instead of xn,(l1,l2), which
would follow the previous convention of xn,m. In addition, I do not have to diﬀerentiate
between response and predictor data, which has been time gradient data (response) and
concentration data (predictor) in the gene regulation study. Both of these variable types
in this Chapter are species densities and will be consistently symbolized by xn(l1, l2).
Within any segment h, the abundance of xn(l1, l2) depends on the abundance levels
of the species in the regulator set of species n, pin. The regulator set pin is deﬁned to
be the same in all segments h ∈ {1, . . . ,H} to rule out fundamental changes to the
network, since network changes among segments are less likely to occur than a change
in interaction strength. I model the segment-speciﬁc linear regression model with the
set of parameters {(wpn,h)p∈pin , σn,h}, where wpn,h ∈ R is a regression coeﬃcient and
σ2n,h > 0 is the noise variance for each segment h and target species n. For all species
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n and all locations (l1, l2) in segment h, the response species xn(l1, l2) depends on the
abundance variable of the predictor species {xp(l1, l2)}p∈pin according to
xn(l1, l2) = w0n,h +
∑
p∈pin
wpn,hxp(l1, l2) + εn(l1, l2) (5.1)
where εn(l1, l2) is assumed to be white Gaussian noise with mean 0 and variance
σ2n,h, εn(l1, l2) ∼ N(0, σ2n,h). I deﬁne wn,h = (w0n,h, {wpn,h}p∈pin) to denote the vector
of all regression parameters of species n in segment h. This includes the parameters
deﬁning the strength of interactions with other species p, wpn,h, as well as a species-
speciﬁc oﬀset term, i.e. the intercept or bias w0n,h. Equation (5.1) is not the ﬁnal
equation of regression but is further extended with the spatial autocorrelation factor
in the following Section.
5.2.3 Spatial autocorrelation
Spatial autocorrelation, the phenomenon that observations at nearby locations are more
similar than observations at more distant locations, is nearly ubiquitous in ecology and
can have a strong impact on statistical inference [90, 32]. In this case, spatial autocor-
relation could lead to the identiﬁcation of spurious interactions as a mere consequence
of two species co-occurring in similar geographical regions. To incorporate potential
spatial autocorrelation into the model, I follow an approach proposed by Faisal et al.
[40] and illustrated in Figure 5.1b. The idea is to connect each node in the network to
an enforced parent node that represents the average population at neighbouring cells,
weighted inversely proportional to the distance of the neighbours:
An(l1, l2) =
∑
(l˜1,l˜2)∈N (l1,l2) d
−1[(l1, l2), (l˜1, l˜2)]xn(l˜1, l˜2)∑
(l˜1,l˜2)∈N (l1,l2) d
−1[(l1, l2), (l˜1, l˜2)]
(5.2)
where N (l1, l2) is the spatial neighbourhood of location (l1, l2) (e.g. the four near-
est neighbours), and d[(l1, l2), (l˜1, l˜2)] is the Euclidean distance between (l1, l2) and
(l˜1, l˜2). The value of An(l1, l2), weighted by an additional regression coeﬃcient wAn,h, is
integrated into Equation (5.1) yielding:
xn(l1, l2) = w0n,h +
∑
p∈pin
wpn,hxp(l1, l2) + εn(l1, l2) + w
A
n,hAn(l1, l2) (5.3)
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Figure 5.1: Illustration of the improved method for ecological network
reconstruction. Panel (a) illustrates the naive approach to modelling
species interaction networks. Circles represent species (nodes), and ar-
rows present species interactions (edges). Networks inferred from species
abundance or population density data alone tend to contain many spuri-
ous interactions. Panel (b): Allowing for spatial autocorrelation. Each
node is hard-wired to an indicator node (square) that represents, via
equation (5.2), the average population density in the spatial neighbour-
hood. Panel (c): Allowing for missing data. The model can be further
improved by connecting all nodes to a latent node that represents unob-
served eﬀects. The observation status at a node is, in the ﬁrst instance,
predicted by the spatial neighbourhood and/or the latent variable. Only
if the explanatory power of these correction schemes is not suﬃcient will
there be an incentive for the inference scheme to include further edges
related to species interactions. Hence the eﬀect of these corrections is
to reduce the network connectivity and ﬁlter out spurious interactions.
Thus the regression vector expands to wn,h = (w0n,h, {wpn,h}p∈pin , wAn,h). In this way
the abundance of species n at location (l1, l2) is, in the ﬁrst instance, determined by
the spatial neighbourhood. Only if the explanatory power of the latter is not suﬃcient
will there be an incentive for the inference scheme to include further edges related to
species interactions.
5.2.4 BRAM: Multiple Global Change-points
One major goal of the thesis is the expansion of the 1-dimensional change-point process
that was described in Section 2.3 to 2 dimensions. To accomplish this each spatial
dimension can be treated independently by applying a Poisson process to the change-
point vectors associated to each spatial dimension. This naturally leads to a global
segmentation, i.e. a change-point in either one of the dimensions will reach across the
whole space as illustrated in Figure 5.2.
The regulatory relationships among the species may be inﬂuenced by latent vari-
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Symbol Short verbal description
sn number of parents for response node n
s fan-in restriction for parent set
Λ mean of parent edges
i index of orthogonal directions, horizontal (i = 1) or vertical (i = 2)
M i number of locations/samples in direction i
kin number of intervals demarcated by the change-points along direction i for response node n
kin maximum number of change-points in direction i for response node n
λ mean of the change-points
τ in change-point vector for response node n and direction i,
τ in = (τ
i
n,0, . . . , τ
i
n,ki+1
)
Table 5.1: Overview of symbols related to the global multiple change-
points process. Note, that some of the parameters depend on the re-
sponse node n. However, in most instances I will drop the corresponding
subsript in the text to avoid cluttering.
ables, which are represented by spatial change-points. I assume that latent eﬀects in
close spatial proximity are likely to be similar, but locations where spatially close ar-
eas are not similar are distinguished by change-points. They are modelled with two
a priori independent multiple change-point processes along the two orthogonal spatial
directions denoted with i ∈ {1, 2} for each response node n. Note that I will omit the
node index n for each change-point vector or value to improve readability, but each
response node n has in fact a particular set of change-points τ 1n and τ
2
n associated to
it, and, thus, a particular number of change-points k1n and k
2
n. I will drop the subscript
n in some occasions to avoid cluttering. A change-point vector is then deﬁned with
τ i = (τ i0, . . . , τ
i
ki+1
), where τ i0 := 1, τ
i
ki+1
:= M i, and M i is the number of locations
(observations) in each direction i. The vector τ i thus contains an a priori unknown
number of ki change-points, and both vectors, τ 1 and τ 2, partition the space into
H = (k1 + 1)(k2 + 1) non-overlapping segments, demarcated by the change-points. I
denote the latent variable associated with a segment by h ∈ {1, . . . ,H}. If two locations
(l1, l2) and (l˜1, l˜2) are in the same segment, τ1a ≤ l1, l˜1 < τ1a+1 and τ2b ≤ l2, l˜2 < τ2b+1,
where a ∈ {0, . . . , k1} and b ∈ {0, . . . , k2}, then they are assigned the same latent
variable: h(l1, l2) = h(l˜1, l˜2). Thus, the latent eﬀect is conveyed through the assign-
ment of coordinates that exist in close vicinity and belong to the same neighbourhood
(segments). This neighbourhood is deﬁned with the change-points τ i and the isomor-
phism between change-points and segments, such that segment h is demarcated by
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τn ,0
1 =1 τn ,1
1 τn ,2
1
τn , 3
1 :=M 1
τn ,0
2 =1
τn ,1
2
τn , 2
2 :=M 2
h=1 h=2 h=3
h=4 h=5 h=6
Figure 5.2: Multiple global change-point example. Partitioning with a
horizontal change-point vector τ i=1n = (τ
1
n,1, τ
1
n,2) and vertical vector
τ i=2n = (τ
2
n,1). The pseudo-change-points τ
1
n,0 = τ
2
n,0 := 1 deﬁne the
left and upper boundaries, whereas τ1n,3 = M
1 and τ2n,2 = M
2 deﬁne
the right and lower boundaries, where M1 and M2 are the number of
locations along the horizontal and vertical direction, respectively. The
number of change-points is k1n = 2, k
2
n = 1 and the number of segments
Hn = 6.
change-points {τ1[f1(h)−1], τ1f1(h), τ2[f2(h)−1], τ2f2(h)}.
5.2.4.1 Prior probability
To encourage a sparse network structure in the sub-graph Gn ∈ G, I impose a truncated
Poisson prior with mean Λ and maximum fan-in s on the number sn of parents for a
response node n:
p(sn|Λ) ∝ Λ
sn
sn!
1l{sn≤s} (5.4)
In my synthetic evaluations, small values of s = (3, 4, 5) have brought a noticeable
diﬀerence in performance compared to higher settings of s. Conditional on sn, the prior
for the parent set pin is a uniform distribution over all parent sets with cardinality sn:
p(pin | |pin| = sn) = 1/( N−1sn ). The overall prior on the network structure G is given
by factorization and marginalization:
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p(G|Λ) =
∏N
n=1
p(pin|Λ);
p(pin|Λ) =
∑s
sn=1
p(pin|sn)p(sn|Λ) (5.5)
For both spatial directions i ∈ {1, 2}, the (ki + 1) segments are delimited by ki
change-points, where ki is distributed a priori as a truncated Poisson random variable
with mean λ and maximum number of change-points ki = M i − 1:
p(ki|λ) ∝ λ
ki
ki!
1l{ki≤ki} (5.6)
Note that for practical application, the setting of ki is not limited to M i − 1, but
could be set to smaller values, and thus further restrict the estimated amount of change-
point values ki through the truncated prior in the previous Equation. Conditional
on ki change-points, the change-point position vector τ i = (τ i0, . . . , τ
i
ki+1
) takes non-
overlapping integer values, which I take to be uniformly distributed a priori. There
are (M i − 1) possible positions for the ki change-points, thus vector τ i has the prior
density p(τ i|ki) = 1/
(
M i−1
ki
)
. Conditional on the parent set pin of size sn, the sn + 2
regression coeﬃcients, denoted by whn = (w
h
n0, w
h
nA, (w
h
nm)m∈pin), are assumed zero-
mean multivariate Gaussian distributed with covariance matrix (σhn)
2Σn,
p(whn|pin, σhn) = |2pi(σhn)2Σn,h|−
1
2 exp
(
− [w
h
n]
†Σ−1n,hw
h
n
2(σhn)2
)
(5.7)
where the symbol † denotes matrix transposition, Σn,h = δ−2D†n,h(x)Dn,h(x) and
Dn,h(x) is the sn,h =
∏2
i=1(τ
i
fi(h)
− τ ifi(h)−1) × (sn + 2) matrix whose ﬁrst column
is a vector of 1s, for the constant in (5.1), the second column is a vector of autocor-
relation variables, deﬁned in (5.2), and the remaining columns contain the observed
abundance values xn(l1, l2) for all species n ∈ pin and all locations (l1, l2) in segment
h: τ ifi(h)−1 ≤ li < τ ifi(h), i ∈ {1, 2}. This so-called g-prior is widely used in Bayesian
statistics; see e.g. Andrieu and Doucet [7]. Finally, the conjugate prior for the variance
(σhn)
2 is the inverse gamma distribution, p((σhn)
2) = IG(υ0, γ0). Following Lèbre et al.
[89], I set the hyper-hyper-parameters for shape, υ0 = 0.5, and scale, γ0 = 0.05, to
ﬁxed values that give a vague distribution. The terms λ and Λ can be interpreted as
the expected number of change-points and parents, respectively, and δ2 is the expected
signal-to-noise ratio. Following Lèbre et al. [89], these hyper-parameters are drawn
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from vague conjugate hyper-priors, which are in the (inverse) gamma distribution fam-
ily: p(Λ) = p(λ) = Ga(0.5, 1) and p(δ2) = IG(2, 0.2).
5.2.4.2 Posterior probability
Equation (5.3) implies that the likelihood is
p(xhn|τ1f1(h)−1, τ1f1(h), τ2f2(h)−1, τ2f2(h),G,whn, σhn) =(√
2piσhn
)−sn,h
exp
(
−(x
h
n −Dn,h(x)whn)† (xhn −Dn,h(x)whn)
2(σhn)2
)
(5.8)
From Bayes theorem, the posterior distribution is given by the following equation,
where all prior distributions have been deﬁned above:
p(k1, k2, τ 1, τ 2,G,w, σ2, λ,Λ, δ2|x) ∝ p(δ2)p(λ)p(Λ)p(G|Λ)
2∏
i=1
p(ki|λ)p(τ i|ki)
H∏
h=1
N∏
n=1
p([σhn]
2)p(whn|pin, [σhn]2, δ2)
p(xhn|τ1f1(h)−1, τ1f1(h), τ2f2(h)−1, τ2f2(h),G,whn, σhn) (5.9)
The signal-to-noise prior p(δ2), the prior for the mean number of parents p(Λ) and
change-points p(λ), and the network structure p(G|Λ) are the same for all segments of
the homogeneous model. They are placed outside the product terms of Equation 5.9
together with the prior for the number of change-points p(λ). The priors that relate
to individual change-point vectors, i.e. the number of change-points p(ki|λ), and the
change-point vector probability p(τ i|ki) are multiplied for each spatial dimension i = 1
and i = 2. Finally, the probabilities that can change for each segment and individual
response include the noise variance prior p([σhn]
2), the parameter prior p(whn), and the
likelihood p(xhn). They are placed inside the products of Equation 5.9 that iterate over
all segments h = (1, ..,H) and response nodes n = (1, .., N).
5.2.4.3 Inference
An attractive feature of the chosen model is that the marginalization over the param-
eters w = {whn, 1 ≤ n ≤ N, 1 ≤ h ≤ H} and σ2 = {(σhn)2, 1 ≤ n ≤ N, 1 ≤ h ≤ H} in
the posterior distribution of (5.9) is analytically tractable [89, 7]:
122 Chapter 5
Symbol Short verbal description
i vertical (i = 1) or horizontal (i = 2) direction
Θi spatial domain, normalized to interval [0, 1]
λ budget of a Mondrian sample, λ′ = λ− E
τi vertical or horizontal size of a Mondrian sample, τi = |Θi|
τ half-perimeter of sample τ = |Θ1|+ |Θ2|
K total number of samples (nodes) in the Mondrian tree
k index of node in the Mondrian tree corresponds to Mondrian sample
Ek cost of a cut of sample k, E ∼ exp(τ)
χk cut position in sample k
m Mondrian sample m = 〈i, χ, λ′ ,m<,m>〉
mk sample corresponding to the node with index k in the Mondrian tree
m<,m> left/right or top/bottom descendent of a sample m
H total number of (uncut) segments deﬁned by the Mondrian process
h(k) segment derived from Mondrian sample mk
φ Mondrian tree leaf siblings, i.e. adjacent samples (m<,m>) that can be merged
ζ parameter vector containing all costs E and cuts χ
Table 5.2: Overview of symbols related to the Mondrian process. See Figure 5.3
for an illustration.
p(k1, k2,τ 1, τ 2,G,λ,Λ,δ2|x) =
∫
p(k1, k2,τ 1, τ 2,G,w,σ2,λ,Λ,δ2|x)dwdσ2 (5.10)
The number of change-points and their location, k1, k2, τ 1, τ 2, the network struc-
ture G and the hyper-parameters λ,Λ, δ2 can be sampled from the posterior distribution
p(k1, k2, τ 1, τ 2,G, λ,Λ, δ2|x) with RJMCMC [56], following the scheme in [89, 7]. By
marginalization and under the assumption of convergence, this gives me a sample of
networks from the posterior distribution p(G|x). By further marginalization, I get the
posterior probabilities of all species interactions p(n → n˜|x), which deﬁnes a ranking
of the interactions in terms of posterior conﬁdence. For the synthetic data for which
the true network structure is known, this ranking allows the computation of the ar-
eas under the ROC (AUROC) and precision-recall (AUPREC) curves as discussed in
Section 3.4.1.
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5.2.5 BRAMP: Mondrian Process Change-points
The global change-point process described in the previous section lacks the capability to
create segmentations with spatially varying length scales and diﬀerent local ﬁneness and
coarseness characteristics. In fact, introducing global change-points that might improve
segmentation in one region can introduce artefacts in the form of undesired partitioning
in other regions. In order to provide varying levels of ﬁneness of the segments and
thereby account for spatial alterations of the regulatory relationships among species
on a local scale, I adapt a local partitioning approach called the Mondrian process,
introduced in [124] and described in detail in [123]. The Mondrian process can be
expressed as a recursive generative process that randomly executes axis-aligned cuts,
partitioning the underlying space in a hierarchical fashion akin to decision trees or
kd-trees (Figure 5.3). The distinguishing feature of this recursive stochastic process is
that it assigns probabilities to the various events in such a way that it is consistent (in a
sense I make precise later). The implication of consistency is that the Mondrian process
can be extended to inﬁnite spaces and used as a non-parametric prior in multiscale
modelling. It can also be regarded as a n-dimensional generalization of the Poisson
process, and it has the same self-consistency property.
Here I will introduce the Mondrian process into the framework of a Bayesian regres-
sion model and partitioning a 2-dimensional domain Θ1×Θ2 (longitude times latitude)
inhabited by the species proﬁles as published in [3]. The so-called budget is a hyper-
parameter λ that determines the average number of cuts in the partition. At each stage
of the recursion, a Mondrian sample can either deﬁne a trivial partition Θ1×Θ2, i.e. a
segment, or a cut that creates two sub-processes m< and m>: m = 〈i, χ, λ′ ,m<,m>〉,
where i is the horizontal or vertical direction and χ the position of the cut. The direc-
tion i and position χ are drawn from a binomial and uniform distribution, respectively,
both depending on Θ1 and Θ2, as shown in line 5 of Algorithm 1. The process of
cutting a segment is limited by the budget λ associated to each segment and the cost
E of a cut. Conditional on half-perimeter τ = |Θ1| + |Θ2|, a cut is introduced yield-
ing m< and m> if the cost E ∼ exp(τ) does not exceed the budget λ, i.e. satisﬁes
λ′ = λ− E > 0. The process is recursively repeated on m< and m> until the budgets
are exhausted, as shown in Algorithm 1. This creates a binary tree with the initial
Mondrian sample mk=1 as the root node spanning the unit square [0; 1]2 and sub-nodes
representing Mondrian samples m1<k≤K , k ∈ {1, . . . ,K} where K is the total number
of nodes in the tree, e.g. K = 15 in Figure 5.3. The leaf nodes present non-overlapping
segments and are associated each with a latent variable h(k) ∈ {1, . . . ,H} labelled with
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mh(k) in the tree (right panel in Figure 5.3), where H constitutes the total number of
leafs associated to the number of uncut segments in the 2-dimensional domain, e.g.
H = 8 in the left panel of Figure 5.3. Hence, the variable h(k) is an index to the
segments or `spatial neighbourhoods' in space and can be understood as a latent eﬀect
that determines the diﬀerent interactions among species, as described in the regression
model in Section 5.2.2.
I apply the same regression model as deﬁned Section 5.2.2, with the sole diﬀerence
that the segment indices h ∈ {1, . . . ,H} are replaced with the uncut Mondrian partition
indices h(k) ∈ {1, . . . ,H}.
Algorithm 1 MCMC Mondrian cut: Note, the Mondrian generative process corre-
sponds to lines 1-4 and 7, i.e. the MCMC move extends it by considering the acceptance
probability in lines 5-6.
1: Input: m, λ
2: h(k)← U(1, Z) . uniformly select uncut segment h(k)
3: λ
′ ← λ− E with E ∼ exp(|Θh(k)1 |+ |Θh(k)2 |)
4: if λ
′ ≥ 0 then . if budget suﬃcient draw direction d ∈ {1, 2},
5: . where i = 1 is vertical and i = 2 is horizontal
6: i ∼ B(|Θh(k)1 |/(|Θh(k)1 |+ |Θh(k)2 |))
7: χ|d ∼ U(Θh(k)i ) . draw cut position χ
8: α← min{1, r} . acceptance probability, equation 5.13
9: if α > u ∼ U(0, 1) then . accept with sub-trees m< m>
10: mh(k) ← 〈i, χ, λ′ ,m<,m>〉
11: end if
12: end if
5.2.5.1 Prior probabilities
The priors for the parameter wn,h(k), regulator set pin, variance σ2n, and signal-to-
noise hyper-parameter δ2n are deﬁned in the same way as for BRAM in Section 5.2.4.1.
However, the notation of the segment changes from h to h(k) so that I can identify
the partition of a Mondrian sample mk with node index k. In addition, the size of
matrix Dn,h(k) below Equation 5.7 becomes sn,h(k) = |Θ̂h(k)1 ||Θ̂h(k)2 | × (pn + 2), where
|Θ̂h(k)i |i∈{1,2} denotes the size of a Mondrian sample in direction i.
The prior distribution of the Mondrian process depends on the hyper-parameter λ
and is deﬁned via the generative process described in Algorithm 1. However, for the
RJMCMC scheme described below all that is needed is the prior ratio, which is given
by (5.14).
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Figure 5.3: Mondrian process example. The left panel shows an example par-
titioning with a Mondrian process. The right panel displays the asso-
ciated tree with labels of the latent variable h(k) identifying each non-
overlapping segment with leaf nodes (light grey) designated as m
h(k)
k ,
where k indexes all tree nodes.
5.2.5.2 Posterior probability
The likelihood follows from Equation (5.1) and closely resembles the previously deﬁned
likelihood of BRAM in Equation (5.8):
L(xh(k)n |Gn,wh(k)n , σh(k)n ) =
(√
2piσh(k)n
)−sn,h(k) ×
exp
(
−(x
h(k)
n −Dn,h(k)(x)wh(k)n )† (xh(k)n −Dn,h(k)(x)wh(k)n )
2(σh(k)n )2
)
An attractive feature of the chosen model is that the marginalization over the param-
eters w = {wh(k)n , 1 ≤ n ≤ N, 1 ≤ h(k) ≤ H} and σ2 = {(σh(k)n )2, 1 ≤ n ≤ N, 1 ≤
h(k) ≤ H} is analytically tractable [89, 7], and I obtain a closed-form expression for
the marginal likelihood:
L(xh(k)n |Gn, δ2) =
∫
L(xh(k)n |Gn,wh(k)n , σh(k)n )
p([σh(k)n ]
2)p(wh(k)n |pin, [σh(k)n ]2, δ2)dwh(k)n d[σh(k)n ]2 (5.11)
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The objective of Bayesian inference is to sample from the posterior distribution given
by
p(m,G, κ, δ2|x) ∝ L(xh(k)n |Gn, δ2)p(δ2)p(E)p(G|κ)p(m|λ) (5.12)
where all prior distributions have been deﬁned above. To this end, I pursue a
Gibbs sampling like strategy, where I iteratively sample new hyper-parameters from
p(κ,δ2|G,m, x), a new network structure from p(G|κ,δ2,m, x), and a new Mondrian pro-
cess segmentation of the spatial domain from p(m|G,y, λ). The ﬁrst distribution is of
standard form due to conjugacy of the prior, and the hyper-parameters can be sampled
directly. However, direct sampling from the other two distributions is intractable, and
I therefore apply RJMCMC [56]. To sample new network structures G, I follow the
scheme described by Lèbre et al. [89], which is based on edge birth and death moves. To
sample new Mondrian process partitions, I adopt the method proposed by Wang et al.
[147], which I will brieﬂy outline in the next Section. The scheme could be extended
to infer λ, but that has not been done yet, and I assume this hyper-parameter to be
ﬁxed and hence have not made it explicit on the left-hand side of equation (5.12).
I'm primarily interested in a sample of network structures from the posterior distri-
bution p(G|x), which I obtain by marginalizing over the hyper-parameters and Mon-
drian process partitionings. I get the posterior probabilities of all species interactions
p(n → n′|x) by further marginalization, which deﬁne the ranking of interactions in
terms of posterior conﬁdence.
5.2.5.3 Inference
As described above, an essential step of the inference procedure is to sample a new
Mondrian process segment m from p(m|G, y, λ). The current state of the Mondrian
process m is represented by a structure tree as illustrated in Figure 5.3 and a model
parameter vector ζ, which contains all previous costs Ek and cut locations χk. Note
that all budgets and domains can be computed from that recursively. When a cut
move is proposed (marked with +), the current parameter values are augmented by
supplementary random variates u1 and u2 in such a way that the dimensions in the
higher and lower dimensional parameter spaces are matched. I uniformly sample a
spatial segment h(k) draw u1 and u2 from the density q(u1, u2) and set ζ → ζ+ =
〈ζ, Eh(k) = u1, χh(k) = u2〉. If Eh(k) does not exceed the budget λh(k) the cut move
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proceeds as shown in Algorithm 1, where χh(k) deﬁnes the position proportional to
the sample domain size, which follows a Bernoulli distribution B. The proposed new
Mondrian process state m+ is accepted with probability α = min{1, r},
r =
P (m+|λ)
P (m|λ) ×
q(m|m+)
q(m+|m) ×
L(xh(k)< |G, δ2)L(xh(k)> |G, δ2)
L(xh(k)|G, δ2) × J (5.13)
q(m|m+)
q(m+|m) =
Z
φ(m+)q(Eh(k), χh(k))
, (5.14)
P (m+|λ)
P (m|λ) =
ω
h(k)
< ω
h(k)
> p(Eh(k))p(χh(k))
ωh(k)
(5.15)
Here, the subscripts > and < refer to the two new spatial segments associated with
the cut, xh(k)> and x
h(k)
< are the corresponding subsets of x
h(k), and xh(k) denotes the
species abundance data associated with segment/leaf node h(k). Following the standard
RJMCMC scheme [56], the four terms in (5.13) are the prior ratio, inverse proposal
ratio, marginal likelihood ratio and Jacobian. The latter is one, J = 1, the marginal
likelihood is given by (5.11), and the prior and proposal ratios are given by (5.14), where
φ denotes the number of Mondrian leaf siblings, i.e. adjacent segments that can be
merged in order to restore m, and ωh(k) =
∫∞
λ τ
h(k) exp(−τh(k)e)de = exp(−τh(k)λh(k))
denotes the probability of no further cut. By setting q(Ek, χk) = p(Ek)p(χk), the
expression naturally simpliﬁes. The state m is replaced by the proposal m+ in the
case the move is accepted. The probability of removing a cut is given by the inverse of
(5.13). A shift move replaces the direction i and position χ of a cut, which separates the
adjacent segments h(k1) and h(k2) yielding the proposal segments h(k1)+ and h(k2)+.
The acceptance probability is α = min{1,L(xh(k1)+)L(xh(k2)+)/L(xh(k1))L(xh(k2))}
after cancelling the proposal and prior ratios because budget, cost and number of
Mondrian samples remain invariant. Whenever a segment is cut or merged, the aﬀected
regression coeﬃcients are sampled from the posterior.
5.3 Data
5.3.1 Synthetic Data
For an objective evaluation of network inference, I test the ability of the previously
described methods to recover the true network structure from synthetic test data gen-
erated from a piece-wise linear regression model following equation (5.1). I generated
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two types of data sets: One that uses a global change-point process and thus follows
the model assumption of BRAM. In this data set I inserted regular change-points at
location 5 and 10 along the horizontal and vertical axis.The second set resembles a
Mondrian process type partitioning and was used in [3] to evaluate the performance of
BRAMP. In this set I iteratively subdivide the data grid into local segments, e.g. as
shown in the left panel of Figure 5.3. I refer to these data set as Synth-BRAM for the
former and Synth-BRAMP for the latter set.
The number of observations along each axis was selected to be M1 = M2 = 15 for
both data sets. The number of nodes n was set to 10 and the number of regulators for
each node was sampled from a Poisson distribution. The regression coeﬃcients wn,h
together with the intercept w0n,h of each segment h or h(k) were sampled from a uniform
distribution in the interval of [−1;−0.5] and [0.5, 1.0]. The noise εn was sampled from
a normal distribution. Nodes without an incoming edge were initialised to a Gaussian
random number. The values of the remaining nodes were calculated at each grid cell
following equation (5.1).
5.3.2 Simulated Population Dynamics
For a realistic evaluation, I followed [40] and generated data from an ecological simu-
lation that combines a niche model [154] with a stochastic population model [87] in a
2-dimensional lattice.
5.3.2.1 Niche model and species interactions
The niche model deﬁnes the structure of the trophic network and has two parameters:
the number of species N and the connectivity (or network density) deﬁned as L/N2
where L is the number of interactions (edges) in the network. Each species n is assigned
a niche value xn, drawn uniformly from [0, 1]. This gives an ordering of the species,
where higher values mean that species are higher up in the food chain. For each species
a niche range Rn is drawn from a beta distribution with expected value 2C (where C is
the desired connectivity), and species n consumes all species falling in a range Rn that
is placed by uniformly drawing the centre cn of the range from [Rn/2, xn] as illustrated
in Figure 5.5 and introduced in [154]. Despite its simplicity, it was shown there that
the resulting networks share many characteristics with real food webs.
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Figure 5.4: Spatial distribution. Shown are the spatial distributions of growth
rates rn entering equation (5.16) as the spatial β parameter (Sec-
tion 5.2.2) decreases from -2 to -8. A value of 0 corresponds to uniformly
random noise, and -2 is Brownian noise.
5.3.2.2 Stochastic population dynamics
The population model is deﬁned by a stochastic diﬀerential equation where the dynam-
ics of the log abundance Xn(t) of species n at time t can be expressed as:
dXn(t)
dt
= rn +
σd√
eXn(t)
dAn(t)
dt
+ σe
dBn(t)
dt
− γXn(t)− Ω(X) + σE dE(t)
dt
(5.16)
where X is the set of all XN (t), rn is the growth rate of species n, σd is the standard
deviation of the demographic eﬀect, An(t) is the species-speciﬁc demographic eﬀect,
σe is the standard deviation of the species-speciﬁc environmental eﬀect, Bn(t) is the
species-speciﬁc environmental eﬀect, γ is the intra-speciﬁc density dependence, Ω is the
eﬀect of competition for common resources, σE is the standard deviation of the general
environmental eﬀect and E(t) is the general community environment. The growth
rates rn are location dependent (depending on the cell of a rectangular grid), with a
spatial pattern that is generated by noise with spectral density fβ (with β < 0, and f
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Figure 5.5: Diagram of the niche model. Species are indicated with a triangle.
A species n is placed with a niche value xn into the interval [0, 1]. A
value cn is uniformly drawn that deﬁnes the centre of the range Rn. All
species with a value x inside this interval, i.e. cn − Rn2 ≤ x ≤ cn + Rn2 ,
as indicated by grey triangles, are consumed (`eaten') by species n.
Diagram adapted from Williams and Martinez [154].
denoting the spatial frequency at which the noise is measured). An illustration is given
in Figure 5.4. To model species migration, I included an exponential dispersal model,
where the probability of a species moving from one location to another is determined
by the Euclidean distance between the locations.
5.3.2.3 Interactions and Simulation
To incorporate the niche model, I modiﬁed the term Ω in (5.16) to include predator-prey
interactions in the Lotka-Volterra form. I explored two versions: one where predatory
interactions had a relatively strong negative eﬀect on prey (strong predation) and one
where the impact of predation was less severe (weak predation). Strong predation
is more akin to traditional predator-eat-prey interactions, whereas weak predation is
more akin to partially destructive predation (e.g., grazing) or aggression.
I applied this model to 10 species living in a 25-by-25 rectangular grid. I simulated
the dynamics of this model for 3000 steps and then recorded species abundance levels
in all grid cells at the ﬁnal step; this corresponds to an ecological survey carried out
at a ﬁxed moment in time. For each grid cell I counted the number of species that
went extinct. These counts were added up over all cells, yielding a total number of
extinctions. A simulation was rejected if these extinctions exceeded the value 50. For
each of the spatial β parameters displayed in Figure 5.14, i.e. β = (−2,−4,−6,−8),
30 surveys were collected by running the simulation repeatedly with diﬀerent networks
and parameter initialisations.
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5.3.3 Real World Plant Data
I have applied BRAM and BRAMP real-world data from Lennon et al. [91], including
106 vascular plants and 12 environmental variables (abiotic factors) collected from
a 200m x 2162m Machair vegetation land stripe at the western shore of the Outer
Hebrides. Samples were taken at 217 locations, each 1m x 1m in size, equally distributed
with a 50m spacing. Plant samples were measured as ground coverage in percentage
and physical samples as absolute values (such as moisture, pH value, organic matter
and slope). The data was log-normal transformed after observing substantial skewness
in the distributions. Each sample point was mapped into a 2D grid ignoring locations
with no sample data available. The spatial autocorrelation value for each plant and
location was calculated from neighbours inside a radius of 70m. Since I'm interested
only in plant interactions, I deﬁned each plant to have all 12 physical soil variables as
ﬁxed input, i.e., permanent predictor variables.
5.4 Comparative Evaluation
To evaluate the network reconstruction accuracy for the simulated data, where the true
network structure is known, I calculate AUROC and AUPREC values as described in
Section 3.4.1. I start with the evaluation of BRAM on the synthetic data Synth-BRAM
in Section 5.5.2.1, followed by BRAMP on the synthetic data Synth-BRAMP in Sec-
tion 5.5.2.2. Both methods are run for 20000 iterations, a burn-in of 15000 iterations
and a thin-out of 10 iterations, i.e. a sample of the edge indicator is taken every 10 iter-
ations. The iteration size for the simulated population data (Section 5.5.3) is increased
to 50000 and for the real world data (Section 5.5.4) to 100000 iterations with the ﬁrst
3/4 of the chain to be considered the burn-in phase. For BRAMP, I followed [147]
and set the hyper-parameter of the Mondrian process to the ﬁxed value λ = 1 for all
my simulations. I included a comparison with `1-regularized linear regression (Lasso,
Section 2.4), using the optimization algorithm proposed by Grandvalet [55] and imple-
mented in the R package glmnet. Besides being widely applied in molecular systems
biology [142], Lasso has been recommended to be used more widely in ecology [31],
and was found to outperform all competing methods by Faisal et al. [40]. To construct
the design matrix, I mapped the sample space from two-dimensions to 1 dimension by
simply reading the data along the x-axis and then down along the y-axis, i.e. line by
line and without considering multiple change-points. The regularization parameter λ
that controls the network sparsity was inferred with 10-fold cross-validation using the
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function cv.glmnet(), which led to better results than optimizing the BIC score. The
resulting optimized λ parameter was applied for the ﬁnal regression. This yielded re-
gression coeﬃcients that can be interpreted as edge weights that indicate the strength
and sign of interactions among species. For obtaining the ROC and precision-recall
curves, I ranked the potential interactions based on the absolute values of the non-zero
interaction parameters. I further included a comparison with a non-linear Bayesian
network, as implemented in the software package BANJO4, described in Section 2.14.
I discretised the data with Hartemink's pairwise mutual information method described
by Hartemink [66] (implemented in R package bnlearn), because this method yielded
a better performance than quantile discretisation. The number of discretisation levels
was chosen to be 3 based on empirical tests carried out by Yu et al. [155]. Search was
done using simulated annealing with random walk proposals. Simulated annealing was
run on each dataset until convergence (typically 7 hours of CPU time). Using the top
100 high-scoring (BDe score) networks I computed edge probabilities for ranking.
Finally, I applied BRAM and BRAMP to the real world data, revealing putative
plant interactions.
5.5 Results and Discussion
5.5.1 MCMC convergence
The previously deﬁned MCMC iteration lengths are dependent on the following con-
vergence study that have been performed for each of the data types. For BRAM and
BRAMP I have to identify if the methods are statistically sound and convergence oc-
curs at all and at what point convergence is typically established given a certain data
set. Naturally, larger data sets that include more observations (a greater area or ﬁner
sample resolution) and larger number of covariates (more species) have a longer burn-in
phase. I use the methods described in Section 3.4 to detect the length of the necessary
burn-in phase by running multiple chains for the same data and monitor the edge indi-
cation vectors. The edge indicators allow the calculation of edge posterior probabilities
given several samples of a MCMC chain. They can be displayed in a scatter plot for
two independent chains as illustrated in the left panel of Figure 5.6. The similarity of
the probability values for both chains that is expressed as dots positioned close to the
diagonal line indicates good agreement of the chains and possible convergence of the
4The dynamic time-varying nature of the Banjo was adopted to the static case thus I eﬀectively only
exploit the BDe scoring scheme.
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Figure 5.6: Interaction posterior probabilities of two MCMC runs. The left
scatter plot shows a snapshot of the edge probability samples from two
independent MCMC chains. The right plot displays the trajectory of
correlation values given the edge probability samples from two chains.
Both plots can be used to determine the length of the burn-in phase of
a MCMC chain.
MCMC at the point of sampling.
However, this only constitutes a snap shot of two chains and an overview of associated
correlation values over the course of an MCMC simulation is more convenient to detect
changes in convergence. A trajectory of edge correlation values over the course of the
MCMC simulations is displayed in the right panel of Figure 5.6. The plot shows a
stabilization of correlation values > 0.75 after about 50000 iterations so the burn-in
phase can be considered to end approximately at this point. Note that these trajectories
are not always as coherent as displayed in Figure 5.6. In the cases when the predictor
variables have a poor descriptive power it is usually diﬃcult to observe a clear pattern
in the trajectory. In addition, a complex posterior landscape that has multiple local
optimal solutions (posterior distribution) can lead to temporal shifts in the predictive
pattern. In this case sampling will not only vary between diﬀerent MCMC chains but
also show variations in the same MCMC chain whenever the chain jumps from one
local to another local solution state.
This can better be observed with the trajectories of the Potential Scale Reduction
Factor (PSRF), which has been described in Section 3.4.2. The PSRF measures the
variations in and between MCMC chains with low values indicating a relative stabi-
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Figure 5.7: Potential scale reduction factor (PSRF) of MCMC chains.
The left plot shows a sample PSRF trajectory involving 3 independent
MCMC chains for the same data. The PSRF drops below a threshold
value of 1.05 after about 40000 iteration, which indicates convergence
of the chains at this point. The right plot summarizes multiple PSRF
values derived from several scalar estimates of the same chains. Over-
all convergence is indicated by higher percentage values. The plots are
samples from the ecological application in Section 5.5.3.
lization of the MCMC down to a critical value of 1.05, which is considered a good
indicator for chain convergence. The left panel in Figure 5.7 shows an example trajec-
tory of PSRF values over time. A disadvantage of the PSRF is that its calculation is
based on a single scalar value. However, in my case there are several edge indicator
scalars in a single chain and thus I have to consider the maximum, mean, or median
PSRF value of a chain. The median value seems to best reﬂect the overall trend of
convergence because complete un-converged outliers often distort mean and maximum
values. The alternative is to summarize all PSRF values for multiple scalars by calcu-
lating the percentage of PSRF values below a critical threshold, e.g. 1.05, as displayed
in the right panel of the same Figure.
5.5.2 Synthetic Data
The results in Section 5.5.2.1 are derived from the earlier publication in [2] and only
include BRAM, HBR, and Banjo. The aim was to quantify in which extend BRAM is
able to outperform the homogeneous Bayesian regression method (HBR) that lacks a
change-point process. The subsequent publication of BRAMP in [3] led to the modiﬁca-
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Figure 5.8: Change-point posterior probabilities inferred with BRAM on
three data sets of the synthetic data Synth-. The upper row shows
the change-points in the vertical direction (x-axis) and the lower row in
the horizontal direction (y-axis). Each column represents one data set.
The number of locations is 15 in each direction. The dashed lines mark
the real change-points (at 5 and 10 on both directions) with peaks at
these locations indicating correctly inferred change-points.
tion of the synthetic data to match the model assumption of BRAMP but also includes
BRAM (Section 5.5.2.2). To provide a fair comparison between the methods spatial
autocorrelation variables are disabled for all methods on the synthetic data because no
dispersion eﬀect was simulated with this data model (Section 5.3.1).
5.5.2.1 Global change-points (Synth-BRAM)
The main purpose of the Synth-BRAM data set was to test the ability of BRAM to
recover certain predeﬁned change-points that have been inserted on a 15× 15 location
grid at the locations 5 and 10 in each direction. The data was generated as described
in Section 5.3.1 and BRAM applied to several independent instantiations of this data.
The inferred change-point vectors τ 1 (x-axis) and τ 2 (y-axis) were recorded after the
established burn-in phase with a thin-out of 10 iterations. Given these samples the
overall posterior probability of change-point occurrence was calculated for each location
in both directions. The resulting probabilities for three sample data sets are displayed in
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Figure 5.8. The x-axis of each plot correspond to the 15 locations in each direction and
the y-axis to the change-point posterior probability. Dashed lines at 5 and 10 indicate
the true change-points of the simulated data and lined dots indicate the change-point
posterior probabilities. It can be observed that the inferred change-points recover
the true change-points with high conﬁdence of close to 1.0 and thus proving that the
change-point process of BRAM works as expected.
Following up the successful recovery of the true change-points I applied the HBR,
Lasso, and Banjo to the same data set for a comparison of the learning accuracy of
the true network. The corresponding AUROC and AUPREC scores for this evaluation
are presented in Figure 5.9. BRAM produces the highest scores and thus outperforms
all competing schemes. This is not surprising, in that the data have been generated
from a process that is consistent with the modelling assumptions of BRAM. However,
it is reassuring both that the MCMC inference scheme can successfully deal with the
increased model complexity, and that it leads to an improvement over the competing
models in terms of actual network reconstruction accuracy. The large diﬀerence of
scores obtained with BRAM and HBR also underlines the importance of the change-
point process.
5.5.2.2 Mondrian change-points (Synth-BRAMP)
This data set was used to study the performance of the Bayesian regression model
with Mondrian process change-points (BRAMP). The data in the spatial domain was
iteratively subdivided into smaller segments as to simulate a Mondrian process and to
present a more realistic segmentation scheme. The ﬁrst evaluation concerned the ability
of BRAMP to learn the true reference segmentation as I have previously demonstrated
with BRAM and the global change-points. I generated data following the protocol for
the Synth-BRAMP data (see Section 5.3.1) that creates Mondrian type segments as
shown in the upper panels of Figure 5.10. The lower panel shows the corresponding
posterior probabilities of the segment boundaries that was recovered with BRAMP.
For each location (x1, x2) in the grid I recorded the sampled Mondrian sample and
its segment identiﬁer h(k) after the burn-in phase of the MCMC. I further observed
the transitions from one segment to another by locating adjacent locations belonging
to diﬀerent spatial neighbourhoods (segments)5. This yielded a suﬃcient amount of
boundary samples from which I calculated the posterior probability of segment bound-
5Although, this approach seems a little cumbersome it is easier than retrieving the segment boundaries
from the Mondrian process tree, which requires to traverse the tree from the root
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Figure 5.9: Comparison on synthetic data Synth-BRAM. Boxplots of AUROC
(left panel) and AUPREC (right panel) scores obtained with four methods on
the globally segmented synthetic data described in Section 5.3.1: a Bayesian
regression model with global change-points (BRAM), a Bayesian linear re-
gression model without change-points (HBR), sparse `1-regularized linear re-
gression (Lasso), and a homogeneous Bayesian network with the BDe score
(BANJO). The boxplots show the distributions of the scores for 30 indepen-
dent data sets, where the horizontal bar shows the median, the box margins
show the 25th and 75th percentiles and the whiskers indicate data within 2
times the inter-quartile range.
aries as displayed in diﬀerent shades of grey in the lower panels of Figure 5.10. The
left panels of Figure 5.10 show a simple segmentation with only two subsequent cuts.
Both cuts are learned with high conﬁdence by BRAMP indicated by the black colour
(probability of 1.0). However, a false boundary is also learned with medium conﬁdence
at location 7 (x-axis) extending from location 11 to 15 on the y-axis. Similar artefacts
can be observed in the lower right panel of Figure 5.10. Although, most of the true
boundaries are learned, there is a false positive boundary at location 8 (x-axis), stretch-
ing from location 1 - 4 (y-axis) (boundary A). The true vertical boundary to the right
at location 12 (x-axis) is in contrast learned with lower probability (boundary B).
These artefacts point to an intrinsic short-coming of the Mondrian process. Since the
process is organized in a hierarchical fashion represented in a tree (see the Mondrian
process tree in Figure 5.3), it is not possible to revert or manipulate segment cuts that
have been applied to inner nodes, i.e. previously cut segments, of the tree. It is easy for
the process to accept a segment cut in the early phase of segmentation that provides
a rough approximation of the true main boundaries, such as at location 8 along the
full vertical axis (boundary C on the lower right panel). However, this leads to the
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Figure 5.10: Posterior probabilities of the segment boundaries learned
with BRAMP applied to data Synth-BRAMP. The top row
displays two predeﬁned segmentations of the two-dimensional grid as-
sembling both a Mondrian process. The lower panels show the cor-
responding inferred posterior probabilities of the segment boundaries
using the Bayesian regression method with Mondrian process segmen-
tation (BRAMP). The diﬀerent shades of grey illustrate the proba-
bility of a boundary with black values indicating a probability of 1.0.
Most segments can be learned with high conﬁdence, although there
are spurious boundaries.
formation of solution subsets of possible segmentations with the property that i) the
boundary A can not be easily removed, and ii) the true boundary B becomes diﬃcult
to recover. To accomplish i) all previous cuts that depend on boundary C have to
be reversed until C can be removed again, which is unlikely to happen. For the case
ii), the number of locations (samples) involved in the likelihood calculation is much
smaller because the boundary A limits the space of the segment. As a consequence,
the small sample size leads to a high degree of uncertainty in the likelihood such that
the boundary B will often be rejected and not properly learned. This lack of ﬂexibility
could be addressed in future work by introducing non-hierarchical approaches to the
segmentation.
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Figure 5.11: Inﬂuence of the Mondrian process start budget hyper-
parameter λ on segment inference with BRAMP: Top pan-
els show (from left to right) a Bayesian regression method with global
change-points (BRAM, for reference), a Bayesian regression with Mon-
drian process change-points (BRAMP) with a start budget of λ = 0.1,
BRAMP with λ = 1, and BRAMP with λ = 2. The true boundaries
are displayed in the top right panel of Figure 5.10. The shades of
grey indicate boundary posterior probabilities. The bottom row dis-
plays the corresponding AUROC and AUPREC scores obtained for
diﬀerent setting of λ.
Dependence on the start budget λ Another important aspect of BRAMP is the
necessity to predeﬁne a hyper-parameter λ that controls the strength, i.e. the depth of
segmentation. This parameter is called the start budget of the initial un-cut Mondrian
sample (space) and is inherited in a decremental fashion whenever a split occurs. The
start budget controls the acceptance of a segment split if the cost of the split does not
exceed the budget of the segment. I did not attempt to learn this parameter because
it would implicate a change of the whole Mondrian tree structure whenever the start
budget is altered. The eﬀect of diﬀerent settings of λ = (0.1, 1, 2) is shown for the
synthetic data Synth-BRAMP in Figure 5.11. The top panels show that an increase
of λ intensiﬁes the acceptance of segment cuts, which is indicated with an increase
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of grey shaded false boundaries. Corresponding AUROC and AUPREC scores are
displayed in the lower panels of Figure 5.11. The scores are quite similar to each other
despite the alteration of the initial λ setting. In fact, it is somehow surprising since
one would expect a decrease of inference performance given an increased number of
spurious segments that arise from a higher setting of, e.g., λ = 2.0 as can be seen on
the top right plot of Figure 5.11. It is possible, however, that the small size of the grid
with only 15× 15 locations remains largely unaﬀected by these changes as long as λ is
large enough so that inference of the major boundaries is possible. The proper setting
of λ is likely to eﬀect large grids with a very ﬁne segmentation. In these cases λ can
be considered a prior knowledge about the coarseness of segmentation and should be
set accordingly. Based on the above observations and the standard setting in [147], I
decided to use λ = 1 for all simulations.
Finally, the results of the comparison to the competing methods BRAM, HBR, Lasso
and Banjo is presented in Figure 5.12. Again, this is of little surprise since the data
Synth-BRAMP have been generated from a process that is consistent with the mod-
elling assumption of BRAMP. Notable is the improvement of BRAMP over BRAM,
which indicates that BRAMP is more ﬂexible in terms of identifying local segments. It
is reassuring that both non-homogeneous Bayesian regression schemes (BRAMP and
BRAM) can handle the increased model complexity, and improve network reconstruc-
tion accuracy compared to the competing methods HBR, Lasso, and Banjo.
5.5.3 Simulated Population Dynamics
5.5.3.1 Eﬀect of spatial autocorrelation
The simulated population dynamics data includes dispersion eﬀects that suggests the
use of the spatial autocorrelation variable that was introduced in Equation 5.2. I study
the eﬀect of including this variable on the accuracy of network inference of BRAM and
HBR by comparison to the same methods without the variable. Figure 5.13 demon-
strates the improvement of AUROC and AUPREC scores for diﬀerent setting of the
spatial β parameter (Figure 5.4) deﬁned in Section 5.3.2. The spatial β controls the
heterogeneity of species distribution and thus aﬀects the degrees of dispersion. The
displayed values are pairwise diﬀerences of BRAM and HBR without spatial autocor-
relation variable minus BRAM and HBR with the variable. Hence, the negative values
indicate an improvement for both of the setting of β.
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Figure 5.12: Comparison on Synthetic Data Synth-BRAMP. Boxplots of
AUROC (left panel) and AUPREC (right panel) scores obtained
with three methods on the synthetic data described in Section 5.3.1:
the Bayesian regression model with Mondrian process change-points
(BRAMP), the Bayesian regression model with global change-points
(BRAM), a Bayesian linear regression model without change-points
(HBR), `1-penalized sparse regression (Lasso), and a homogeneous
Bayesian network with the BDe score (Banjo). Each boxplot shows
the distribution of scores of 30 independent data sets.
5.5.3.2 Comparison to HBR, Lasso, and Banjo
I compared the performance of BRAMP, BRAM, HBR, Lasso, and Banjo in terms of
network recovery. For a fair comparison I added the spatial autocorrelation variables
to all these methods. Recalling that lower values of β lead to the formation of clusters
or neighbourhoods of similar species concentrations, it is more challenging to un-
cover underlying networks with a homogeneous method such as HBR, Lasso, or Banjo.
However, for BRAM and BRAMP I would expect a better performance compared to
the other methods as can be observed in Figure 5.14 and 5.15 where all AUROC and
AUPREC scores are shown for varying levels of β and for the weak and strong preda-
tion data types. BRAMP (white box) has the tendency to perform better or at least as
good as the other methods, although this observation is much stronger pronounced in
the data set with weak predation (Figure 5.15) than in strong predation (Figure 5.14).
BRAM remains in close competition to BRAMP with slightly lower scores in the strong
predation data but signiﬁcant lower scores in the weak predation data. The homoge-
neous Bayesian regression method HBR does not show as much diﬀerence to BRAM
for strong predation as for weak predation. There is also clear indication that Banjo
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Figure 5.13: Pairwise diﬀerence plot demonstrating the eﬀect of the spa-
tial autocorrelation variable. The left panel displays the AU-
ROC diﬀerences and the right panel the AUPREC diﬀerences for
trophic simulated data (Section 5.3.2) with two settings of spatial
β = (−2,−6). The grey boxes correspond to BRAM and dark grey
boxes to HBR. Shown are the pairwise diﬀerences of BRAM and HBR
without spatial autocorrelation minus the same methods but with spa-
tial autocorrelation variables. Negative values indicate better perfor-
mance for the methods using spatial autocorrelation.
(darkest grey box) is outperformed by all other methods (Figure 5.14 and 5.15), which
underlines the detrimental eﬀect of the information loss inherent in data discretisation.
The comparison with HBR and Lasso leads to results that, on the face of it, appear
less conclusive. On the weak predation data BRAMP and BRAM tend to outperform
both HBR and Lasso (Figure 5.15), while the latter methods are on a par with BRAM
on the strong predation data (Figure 5.14). Lasso showed, on average, the same per-
formance as the HBR method. For weak predation, the abundance proﬁles showed
much stronger spatial oscillations than for strong predation, or conversely: for strong
predation, these abundance proﬁles were much ﬂatter than for weak predation. This
suggests that weak predation leads to much stronger spatial heterogeneity than strong
predation. If there is little spatial heterogeneity, then there is not much beneﬁt in
using a change-point model. Hence, for strong predation with little spatial heterogene-
ity, BRAM does not outperform HBR, and consequently it also does not outperform
Lasso. This assessment was originally published in [2] by the time when BRAMP was
not available. However, the scores for BRAMP in Figure 5.14 show a slight improve-
ment over the other methods, suggesting that the Mondrian process change-points of
BRAMP are more sensitive in detecting variations in the strong predation data.
This raises the question of why strong predation leads to less spatial heterogeneity in
the ﬁrst place. Spatial heterogeneity implies that in some regions prey are more aﬀected
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Figure 5.14: Comparative evaluation of ﬁve network reconstruction meth-
ods for the stochastic population dynamics data with strong
predation. AUROC and AUPREC scores obtained on the trophic
simulated data described in Section 5.3.2 for diﬀerent settings of the
spatial β parameter. Top row: absolute scores. Bottom row: diﬀer-
ence scores, with Mondrian process method BRAMP taken as reference
(target method score minus BRAMP score), i.e. negative values indi-
cate better performance of BRAMP. The abscissa represents diﬀerent
values of the spatial β parameter, whose inﬂuence is illustrated in Fig-
ure 5.4. Panels: (a) Absolute AUROC values for BRAMP (white),
BRAM (light grey), HBR (grey), Lasso (dark grey), Banjo (darkest
grey); (b) Absolute AUPREC values; (c) Pairwise diﬀerence of AU-
ROC and (d) AUPREC.
by predators than in others. For strong predation these ﬂuctuations are stronger than
for weak predation, in fact so strong that some prey are driven to extinction. However,
the way I set up the simulations is such that populations with an extinction rate above
a threshold are rejected. This is motivated by the limited size of the spatial area in
the simulated ecological landscape. This limited size `traps' prey in an unnatural way;
high extinction rates are rejected as being ecologically unrealistic. Populations with
the highest spatial heterogeneity are the ones most aﬀected by extinction, thus the
rejection mechanism favours more homogeneous populations when predation is strong,
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Figure 5.15: Comparative evaluation of ﬁve network reconstruction meth-
ods, weak predation. AUROC (left column) and AUPREC (right
column) obtained on the trophic simulated data described in Sec-
tion 5.3.2. The simulations were carried out as for Figure 5.14, but
with weakened inﬂuence of the predators on the prey. See caption
of Figure 5.14 for details. Panels: (a) Absolute AUROC values for
BRAMP (white), BRAM (light grey), HBR (grey), Lasso (dark grey),
Banjo (darkest grey); (b) Absolute AUPREC values; (c) Pairwise dif-
ference of AUROC and (d) AUPREC.
which I conﬁrmed empirically by inspection of the spatial abundance proﬁles.
My simulation studies thus suggest that in the presents of very low spatial hetero-
geneity, when there is little room for improvement, BRAM shows the same performance
as Lasso (Figure 5.15) and BRAMP slightly increases this performance. This is reas-
suring, given that Lasso was found to outperform all competing models in [40]. When
there is genuine spatial heterogeneity, BRAMP and BRAMP outperform Lasso and all
homogeneous models without change-points (Figure 5.14).
In summary, BRAMP consistently outperforms the other methods, as displayed in
Figure 5.14 with the single exception of BRAM and a spatial β = −8. Table 5.3 sum-
marises the corresponding p-values of paired Wilcoxon tests for the AUROC scores
comparing BRAMP against BRAM, HBR, and Lasso. The low p-values indicate a
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Table 5.3: Improvement of the Bayesian regression model with Mondrian
process change-points (BRAMP) on the stochastic population
dynamics data. P-values for paired one-sided Wilcoxon tests for the
diﬀerence of AUROC scores between BRAMP and the competing meth-
ods (BRAM, HBR, Lasso) for several spatial β values. The alternative
hypothesis states that BRAMP scores are greater than the competing
methods with low p-values < 0.05 indicating signiﬁcant performance gain
of BRAMP.
Spatial β: -2 -4 -6 -8
BRAM 2.2e-04 1.9e-04 6.4e-03 0.14
HBR 1.2e-06 2.9e-07 1.0e-07 1.9e-09
Lasso 6.1e-04 7.2e-04 1.3e-08 9.3e-10
signiﬁcant performance gain of BRAMP suggesting that the Mondrian process better
captures the spatial heterogeneity of the population dynamics. In fact, both non-
homogeneous Bayesian regression models, BRAMP and BRAM, achieve high AUROC
scores for the data simulated with low spatial β values and weak predation, i.e. high
data heterogeneity. The performance of HBR, Lasso, and Banjo deteriorates as ex-
pected with an increase of data heterogeneity (i.e., lower spatial β).
5.5.4 Real World Plant Data
I have applied BRAMP6 to the plant abundance data from the ecological survey de-
scribed in Section 5.3.3. I sampled interaction network structures from the posterior
distribution with MCMC and computed the marginal posterior probabilities of the in-
dividual potential species interactions. I kept all species interactions with a marginal
posterior probability above 0.1, resulting in 39 out of 106 species with relevant inter-
actions in the reconstructed network shown in Figure 5.16. Interactions with a proba-
bility higher than 0.5 are displayed in thick lines. Negative interactions are displayed
as dashed lines and positive interactions as full lines. They were derived as mean edge
weights over all segments and multiple samples from the MCMC chain.
Since I had deﬁned the 12 soil attributes as ﬁxed predictors to each plant, the inter-
actions in this network represent plant-plant interactions not mediated by similar soil
preferences. This network can lead to the formation of new ecological hypotheses. For
6Only the network inferred with BRAMP is shown here. However, BRAM is used for the study on
clustering of the spatial segmentation as presented in Figure 5.18 and 5.17 and in [2]. I did not
repeat this particular study for BRAMP
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Figure 5.16: Species interaction network. Species interactions as inferred with
BRAMP (Section 5.2.5), with an inferred marginal posterior probabil-
ity of 0.5 (thick lines) and 0.1 (thin lines). Solid lines are positive (e.g.
mutualism, facilitation) and dashed are negative interactions (e.g. re-
source competition). Species are represented by numbers and have
been ordered phylogenetically as displayed in Table 5.4.
instance, Ranunculus bulbosus (species 14) is densely connected with ﬁve interspeciﬁc
links above the threshold. Can that be related to its tolerance for nutrient-poor soil
and its preferred occurrence in species-rich patches? There is a noticeable imbalance
between positive and negative interactions. The dominance of positive interactions in
the Machair vegetation is surprising given that much research in ecology has empha-
sised the role of competition within communities, though this is now changing as the
potentially important role of facilitation is recognised (e.g. [21]). Ecologists also sug-
gest that positive interactions may be more characteristic for harsh environments (e.g.
in [19]) as is found in the Machair vegetation from where the data comes from. It is
worth remembering however that the interactions observed in these data occur between
species at the same trophic level and as such are but one horizontal slice of a much
more complex hierarchical food web involving plant pathogens, insect and mammalian
herbivores and their predators. Nonetheless, the relative lack of negative interactions
is intriguing in that it suggests that interspeciﬁc competition does not dominate this
grassland system.
Figure 5.17 shows, for a selected plant species, the marginal posterior probability of
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Figure 5.17: Inferred spatial segmentation for a selected plant species,
Carex pulicaris using BRAM. Left panel: Marginal posterior
probability of a change-point occurring along the longitudinal direc-
tion in arbitrary units (corresponding to the plot location ID number
in the ecological survey). Right panel: Co-occurrence matrix for the
selected plant species. The axes represent the position along the longi-
tudinal direction, as before. The grey shading indicates the posterior
probability of two longitudinal positions being assigned to the same
spatial segment, i.e. of not being separated by a change-point, ranging
from 0 (black) to 1 (white).
a change-point along the longitudinal direction as well as the posterior co-occurrence
matrix, as introduced by Grzegorczyk and Husmeier [58]. I clustered plant species on
the basis of these co-occurrence matrices, using a simple clustering algorithm (K-means
with restarts) combined with the gap statistic for deciding on the number of clusters
(see Section 3.3 and [137, 69]). The results are shown in Figure 5.18. Ecologists could
make use of clusters like these to, e.g., identify species which share similar ecological
sensitivities. These results demonstrate that the proposed method provides a useful
tool for explorative data analysis in ecology with respect to both species interactions
and spatial heterogeneity.
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Figure 5.18: Clustering of plant species based on their inferred spatial
segmentation. The plant species included in the ecological survey
described in Section 5.3.3 were clustered on the basis of the inferred
co-occurrence matrices, shown in Figure 5.17. Left panel: The gap
statistic described in Section 3.3 suggests that k = 2 and k = 4 are
reliable cluster numbers because the gap diﬀerence to the subsequent
cluster, GAP (k) − GAP (k + 1), is greater than the standard error
at GAP (k). This indicates that the increase of the sum of pairwise
distances from k to k+1 is signiﬁcant and, hence, that k is a reasonable
cluster number. Right panel: A plot of the plant species in the
space spanned by the ﬁrst principal components that were computed
from the inferred co-occurrence matrices. The symbols indicate cluster
membership and the large crosses the center of each cluster.
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Table 5.4: Indices with full scientiﬁc names as appearing in Figure 5.16. These
plants can be assigned to four taxonomies of forbs (1-19), grasses (20-
29), rushes (30-33) and sedges (34-39).
ID Name ID Name
1 Anagallis tenella 21 Aira praecox
2 Calluna vulgaris 22 Anthoxanthum odora-
tum
3 Drosera rotundifolia 23 Cynosurus cristatus
4 Epilobium palustre 24 Festuca rubra
5 Galium verum 25 Festuca vivipara
6 Hypochaeris radicata 26 Holcus lanatus
7 Leontodon autumnalis 27 Koeleria macrantha
8 Lychnis ﬂos-cuculi 28 Molinia caerulea
9 Odontites verna 29 Poa pratensis
10 Plantago lanceolata 30 Juncus eﬀusus
11 Potentilla erecta 31 Juncus kochii
12 Potentilla palustris 32 Luzula campestris
13 Prunella vulgaris 33 Luzula pilosa
14 Ranunculus bulbosus 34 Carex arenaria
15 Ranunculus repens 35 Carex demissa
16 Sagina procumbens 36 Carex dioica
17 Succia pratensis 37 Carex ﬂacca
18 Trifolum repens 38 Carex nigra
19 Viola riviniana 39 Eriophorum angusti-
folum
20 Agrostis capillaris
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Conclusion and future work
The aim of this thesis was to use machine learning techniques to learn regulatory net-
works in ecology and molecular biology. To this end, various methods for network
inference were applied to the gene regulatory system of a circadian clock in plants.
Diﬀerent scenarios of the experimental setup were evaluated in respect to the perfor-
mance of inference. The best performing method, namely the hierarchical Bayesian
Network, was successfully modiﬁed in two diﬀerent ways to infer species interactions in
ecology. The following sections summarize the ﬁndings from the two previous chapters.
Section 6.3 gives an outlook of future work in both ﬁelds of biology.
6.1 Gene Regulation
In Chapter 4 I have carried out a comparative evaluation of 15 state-of-the-art statis-
tics/machine learning methods for regulatory network reconstruction, using the central
gene regulatory network of the circadian clock in the model plant A.thaliana and a
series of network modiﬁcations. To evaluate the network reconstruction performance
objectively from a proper gold standard, I simulated mRNA and protein concentration
time series from a published regulatory network structure. The simulations were based
on a mathematical description of the individual molecular reactions, modelled with
Markov jump processes to capture the intrinsic stochasticity of these events. The data
generation process also emulated various experimental interventions carried out in the
laboratory, including the knock-out of certain target genes, and the exposure of plants
to diﬀerent artiﬁcial light-dark cycles.
I have investigated the eﬀects of various model choices and inference settings: the
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estimation of the optimal regularization parameters in sparse regression (Lasso, Elas-
tic Net, and Tesla), and the choice of both the structure and the parameter priors in
hierarchical Bayesian regression. For estimating the regularization parameters, I have
shown that cross-validation is slightly preferable to BIC, and that the heuristic mod-
iﬁcation suggested by Hastie et al. [70] is counter-productive. For the structure prior
of the hierarchical Bayesian regression model, I have found that there is no signiﬁcant
advantage in using a truncated Poisson distribution on the cardinalities of the sets of
regulators over a uniform distribution, subject to the same fan-in restriction. For the
parameter prior of the hierarchical Bayesian regression model, I have found that the
ridge regression prior signiﬁcantly outperforms the g-prior.
In the main part of my study, I have applied the competing network reconstruction
methods to a large variety of data, generated from diﬀerent network structures, with
diﬀerent status of observation (mRNA only versus mRNA and proteins), and diﬀer-
ent methods for estimating de novo mRNA transcription rates. I have systematically
disentangled the diﬀerent eﬀects with an ANOVA scheme. My results conﬁrm various
intuitively plausible trends, e.g. that the diﬃculty of network reconstruction increases
with increasing network connectivity, and that for estimating de novo mRNA transcrip-
tion rates, data smoothing has a beneﬁcial eﬀect. The novel contribution of my study
consists in objectively quantifying these eﬀects, in terms of average AUROC score dif-
ferences associated with the respective main eﬀects in the ANOVA scheme. For the
model comparison, I have shown that hierarchical Bayesian regression outperforms all
other methods, again objectively quantifying the performance gain.
My study has also revealed various surprising trends. Since the mechanisms of
transcriptional regulation are based on non-linear Michaelis-Menten kinetics, explic-
itly imbuing the network reconstruction method with non-linear modelling capability
via change-points in the response variable or the inclusion of inverse and quadratic
terms should generally beneﬁt the network reconstruction performance. My study has
refuted this conjecture. I have carried out further synthetic toy studies to shed light on
these eﬀects. My study suggests that the results vary substantially with the amount of
non-linearity and the noise variance, indicating the regimes where explicit non-linear
modelling capability is beneﬁcial, or counter-productive.
I have ﬁnally applied the best network reconstruction method from the comparative
assessment to the mRNA concentration proﬁles from the TiMet project. The recon-
structed network contains several topological features that are consistent with recently
published regulatory networks of the circadian clock in A.thaliana. However, the de-
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tailed structure clearly diﬀers. This diﬀerence is a consequence of the diﬀerent nature
of the methods. For the networks published in the literature, the processes of tran-
scriptional regulation were modelled with ordinary diﬀerential equations. The network
structures were not selected with rigorous statistical inference; doing that e.g. with the
procedure proposed by Vyshemirsky and Girolami [145] is computationally prohibitive.
The consequence is a considerable degree of reliance on intuition and biological prior
knowledge, as evidenced by repeated network modiﬁcations in the literature (see Fig-
ure 4.17). The methods applied in this thesis are based on more abstract models of
molecular regulatory interactions, which render objective statistical inference compu-
tationally viable. Hence, our understanding of circadian regulation at the molecular
level will potentially improve as a consequence of a synthesis of both approaches, which
will suggest novel avenues for model adjustment. The proposed network reconstruction
methods are particularly useful for linking circadian regulation in plants to metabolism,
due to the current absence of detailed hypotheses and reliable mechanistic models.
6.2 Ecological Species Networks
In Chapter 5 I have addressed the problem of reconstructing species interaction net-
works from species abundance data. To this end, I have proposed two Bayesian mod-
els that combine Bayesian piecewise linear regression with a multiple change-point
processes (BRAM) and Bayesian piecewise linear regression with a Mondrian process
(BRAMP). These models are both motivated by a model that has been proposed in the
molecular systems biology literature by Lèbre et al. [89], but has been adapted from
the temporal domain, i.e. gene expression time series, to the spatial one, i.e. snapshot
of species distributions in space, typical of ecological surveys.
I have introduced and tested three essential modiﬁcations, illustrated and motivated
in Figure 5.1. First, I extended the 1-dimensional change-point process from Lèbre
et al. [89] to a 2-dimensional one, which corresponds to a richer latent variable structure
that allows modelling unobserved eﬀects with smooth geographical variation. Second,
I replaced the global change-point in the 2 dimensions with a Mondrian process fol-
lowing Roy and Teh [124], which improves the versatility of the spatial segmentation
by providing a more ﬁne grain approach. Third, I explicitly introduced an additional
enforced parent node for each species, which represents the average species abundance
from the spatial neighbourhood of the current location and thereby allows a correction
for spatial autocorrelation.
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I ﬁrst tested my models on simple simulated data based on a linear regression model
that resembled the model assumption of the change-points in BRAM and BRAMP.
The results for this data conﬁrmed the validity of both change-point processes and
the proper functioning of the MCMC sampling scheme. The true change-points were
consistently recovered with high conﬁdence. In comparison to HBR, Lasso, and Banjo
both models outperformed the competition as expected. BRAM and BRAMP also
showed high AUROC scores of approximately 0.9 (a score of 1 is perfect recovery and
0.5 random recovery) for the recovery of the true network which indicates that the
spatial segmentation facilitates the learning of the structure.
I further tested my models on data from trophic simulations, which combine spa-
tial species dispersal with demographic and environmental eﬀects and predator-prey
interactions of the Lotka-Volterra form deﬁned by a trophic network obtained from a
niche model. The data simulations were conducted with the assumption of weak and
strong predatory interactions that proved to lead to pronounced spatial heterogeneity
in the case of strong predation and a more homogeneous data set in the case of weak
predation. A ﬁrst evaluation revealed that it is indeed important to consider the inclu-
sion of a spatial autocorrelation variable into the predicting models in order to reﬂect
the eﬀects of species dispersion. This was observed for the Bayesian regression method
with global change-points (BRAM) and without change-point (HBR) with signiﬁcant
improvements in network recovery. I further compared BRAMP, BRAM, HBR, Lasso
and Banjo on this data set and observed the following diﬀerences. In the absence of
pronounced spatial heterogeneity (strong predation), when there appears to be little
room for improvement over the homogeneous models, i.e. HBR, Lasso, and Banjo,
the performance of BRAM is on a par with Lasso and HBR. The Bayesian regression
with the Mondrian process (BRAMP) can slightly improve over all methods on this
data set, which is likely due the its ability to model the spatial segmentation on a
ﬁner scale. Although, the strong predation data has little to no homogeneity. there
nevertheless seems to be enough variability in the data that BRAMP is able to exploit.
In the presence of spatial heterogeneity (weak predation), BRAMP and BRAM clearly
outperform all competing models (Figure 5.15). BRAMP dominates the performance
over BRAM as I expected with the improved Mondrian change-point process.
An application to plant species abundance data from a ecological survey has demon-
strated how the proposed methods can be used as a tool for hypothesis generation
with respect to species interactions and spatial distribution patterns. The main prob-
lem with real data analysis is the `objective' evaluation. In ecology, we currently lack
6.3. FUTURE WORK 155
any gold standard, and the situation is more diﬃcult than in molecular systems biol-
ogy, where several databases about molecular functions and interactions exist. A more
thorough evaluation of my models on real data, which is the objective of ongoing work,
needs to be done in close collaboration with ecologists and will ultimately be based
on somewhat circumstantial evidence. For the purpose of method assessment I will
therefore pursue, in parallel, more extensive studies based on simulated data, with the
objective to make the underlying models increasingly ecologically realistic.
6.3 Future work
Gene Regulation The study in Chapter 4 has demonstrated an extensive evaluation
of various methods and setups related to circadian clock regulation. From a biological
point of view, it would be valuable to extend this study to the scale that involves
metabolite reactions and enzyme activities. This is essential in two ways: First, enzyme
activities play a major role in the formation and modiﬁcation of proteins. This can also
involve the processing of transcription factors that in turn eﬀect gene regulation. In so
far, my approach of predicting gene activity through gene and protein concentrations
alone is a simpliﬁcation of the real underlying biological processes. Second, it is an
open question if gene regulatory circuits are involved in the active control of metabolic
functions, i.e. whether gene networks can steer metabolism to optimal states [15]. The
circadian clock that I studied in Chapter 4 is hypothesised to be essential in plant
development and growth by causing rhythmic expression of a multitude of genes. Is
it possible that this inﬂuence extends to the level of metabolites which control various
functions such as signalling, growth, and stress responses? A multiscale approach
could introduce more realism by accounting for processes that take place on diﬀerent
levels of organization. For instance, a model of catalytic activity of enzymes and
known metabolite pathways with links to the activity of the circadian clock, or links
that connect these molecular traits to physiological characteristics and processes such
as growth, ﬂowering, or nutrient consumption as demonstrated in a broad multiscale
model of A.thaliana in the Ph.D. thesis from Chew [26].
From a methodological point of view, the circadian network that I studied was a
rather small network with around ten components. However, the number of components
can be much larger as it is usually the case in genomic studies where thousands of genes
act as putative prediction variables. Thus it is a major challenge at this scale to ﬁnd
the proper subset of features that explain a speciﬁc target gene. The pre-selection
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of a feature ensemble can facilitate and speed up network inference by signiﬁcantly
decreasing network complexity [125]. I could think of mechanisms such as the Lasso
and Elastic Net that serve as pre-selection step1 for network inference in the likely case
that I expand the search for putative features.
The use of biological prior knowledge about suspected binding behaviour, such as
from cis-regulatory sites that match to transcription factor binding motifs, is another
approach to feature selection. In contrast to feature pre-selection, however, known
binding information could carefully guide feature selection by favouring speciﬁc predic-
tors. To avoid deterministic choices based on this prior knowledge, one could model the
selection in a probabilistic fashion using a Bayesian network with information sharing,
e.g. by following Dondelinger et al. [35]. Another Bayesian network approach that
could be considered is the encoding of the prior distribution of networks as an energy
function that quantiﬁes the diﬀerence of energy to a prior knowledge network as pro-
posed by Werhli and Husmeier [150]. The Bayesian framework by Mukherjee and Speed
[107] could also serve as a starting point to model multiple informative prior beliefs
or so called concordance functions. This study demonstrated how prior knowledge
about diﬀerent network features, such as individual edges or edges between classes of
vertices, can be incorporated into a Bayesian framework.
Recently, there has been mounting evidence that so called model ensembles can in-
crease the robustness of model prediction in systems biology [96]. The scale of the
presented study in this thesis with 15 involved methods naturally invites the construc-
tion of such ensembles and would also allow the evaluation of diﬀerent strategies for
ensemble formation. Model ensembles are likely to improve model predictions and
should be thoroughly investigated.
Ecological Application The study in Chapter 5 has shown a clear advantage of the
Mondrian process (BRAMP) over a global change-point model (BRAM): namely, that
it adapts the number of segments locally and therefore can deal with ecosystems that
change rapidly in some areas, but slowly in others. However, the Mondrian process
and the global change-point are intrinsically based on two distinguished perpendicu-
lar directions. This may be more appropriate for some applications than for others.
For the application in my study, the plant ecosystem on the island of Uist, these two
distinguished perpendicular directions exist. The island's ecogeography, with the open
1E.g. by dismissing putative parents that were found to have regression coeﬃcients of zero, i.e. do
not inﬂuence the regression model under a sparsity constraint.
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sea in the west, and abutting land in the other directions, implies that the east-west
soil proﬁle (longitudinal coordinate) diﬀers systematically from the north-south proﬁle
(latitudinal coordinate); see [91]. Similar patterns can be found on many other coastal
islands, where for principal directions that do not coincide with latitude and longitu-
dinal, the Mondrian process can be formulated in terms of a local, rotated coordinate
system.
However, the Mondrian process will not always be the most appropriate model. For
instance, for applications with rotational invariance other models, e.g. based on a
Voronoi tesselation [111], might be be better suited. Voronoi tesselation only requires
the location coordinates of the samples so that any shape of landscape can theoretically
be modelled. In particular, centroidal Voronoi tesselation (Voronoi diagram) has shown
its capability to approximate many patterns in nature and has been previously applied
to model ecological dynamics, e.g. in [101, 122]. Future research with Voronoi diagrams
could follow along the lines of landscape genetics as presented in [63]. Alternatively,
a Pitman-Yor processes [134] (i.e. a distant dependent Dirichlet process), in analogy
with image segmentation, could be attempted.
Another potential improvement concerns the parameter prior. For the current prior
on the regression model the coeﬃcients are assumed to be distributed according to
a zero-mean multivariate Gaussian with a covariance drawn from an inverse gamma
distribution. This prior is symmetric around 0 and hence does not discourage sign
changes. A justiﬁcation can, in fact, be given based on various recent ecology publica-
tions, which discuss how the nature of interactions can change with varying environ-
mental conditions (e.g. [25, 141, 95, 27]). Mutualistic interactions may become neutral
or antagonistic (i.e. involve a sign change), either temporarily or over parts of the range
of the interacting species, and this is not ruled out by the prior I employ. However, the
scenarios described above are, overall, quite rare, and they are in particular unlikely
to apply to trophic interactions. In fact, if we know that, for two interacting species A
and B, A eats B in rectangle 1, we would assume that it is more likely that A also eats
B in rectangle 2 than the other way round. This prior notion can be incorporated into
the model by putting a species dependent prior on the mean, and drawing the mean
independently from this prior for each rectangle. The implementation of this idea ef-
fectively adds an extra layer to the Bayesian hierarchy, and has been investigated by
Grzegorczyk and Husmeier [59] in the context of molecular systems biology.
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Outlook on Multiscale Modelling The previously mentioned work from Chew [26]
has shown the potential of multiscale modelling by introducing an integrated frame-
work that connects diﬀerent levels of organization in the plant A. thaliana. Chew had
linked together diﬀerent models involving photo periodism, carbon dynamics, a pho-
tothermal model, and functional-structural plant properties. Each of these components
can provide important clues about the state of a plant system, and hence improve the
prediction accuracy for methods that eventually infer hidden dependencies under study,
such as how the circadian clock aﬀects the growth of a plant. However, plants like any
other species are also aﬀected by exterior biotic factors that are typically organized on
a larger scale compared to the biomolecular processes. This can include interspecies
communication, e.g. through airborne signals in plants [73], or symbiotic relationship
with other species such as fungi [17] or bacteria in soil [81]. The integration of such
information requires knowledge about the ecological system and niche that forms the
exterior environment of the individual under study. Thus, it seems to be beneﬁcial
to integrate molecular knowledge with ecological knowledge because ultimately these
systems are interconnected.
Other examples that illustrate the beneﬁts of multiscale modelling include the model
of blood cell mechanics in malaria as proposed by Fedosov et al. [41] or the migration
of cancer cells [83]. The latter study illustrates how principles on higher levels of
organization in ecology can be found in the lower level of cell organization. The previ-
ously mentioned landscape genetics [63] demonstrates how molecular information from
population genetics is inﬂuenced by the environment and landscape. In fact, one can
also learn something about the environment itself, e.g. spatial neighbourhoods and
niches from the spatially varying samples of genetic information. For instance, ordi-
nary species density data could be augmented with genetic data that would provide
additional information, e.g. about past migration patterns from conserved genes or
evolutionary dependencies that could impact the prior knowledge.
The amount of available options for designing such integrated frameworks seems
staggering and is limited only by the available data and the quality of a model to imitate
the real natural processes. To deal with this increased complexity, it is conceptually
straightforward to apply the models presented in my thesis to multiple transcription
time-series from diﬀerent locations of the plant. It is well known that transcription
proﬁles can diﬀer, e.g. in root, shoots, and the leaves of plants but currently this
has not been integrated, although the data exists. These diﬀerent locations can be
treated in the same way as diﬀerent locations in an ecological setting and allowing
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for information sharing would provide means of signalling between plant components.
Furthermore, inference could be extend to diﬀerent phases of development of the plant
by partitioning multiple time-series in diﬀerent stages of development. This data is
also available and can be found as transcription proﬁles from seeds, young plants,
and mature plants. The inclusion of additional environmental factors such as various
soil and air attributes was already demonstrated in the ecological study in Chapter 5
and could be included into the genetic regulatory inference. Integrating higher levels of
organization such as the inﬂuence of other species in the vicinity of the model organism
could provide additional information, although laboratory conditions are usually quite
uniform. Quantiﬁcation of the ground coverage of the plant, the amount and kind of
mycelium in the soil, and the dominating type of bacteria are additional inﬂuencing
factors that might be beneﬁcial.

Appendix A
Gene Regulation: Comparison between Bio-
pepa and qRT-PCR proﬁles, and assessing
the eﬀect of the log transformation
The gene regulation study in Chapter 4 uses a synthetic but realistic data set and a
real world data set. Both seem to be similar in terms of the magnitude of the mRNA
expression proﬁles. Here I study to what extend the data is similar and whether it has
to be log-transformed or not.
The right panel of Figure A.1 shows a QQ-plot to compare the distribution of mRNA
concentrations between the realistic data (Section 4.4.1) and the qRT-PCR proﬁles from
the Timet project (Section 4.4.2). There is only a mild deviation from an overall linear
dependence, which suggests that the speciﬁc technical aspects of qRT-PCR measure-
ments, described e.g. in [14], do not require a major modiﬁcation of my stochastic-
process model of transcriptional regulation, as reviewed in Table 4.2 and implemented
in Biopepa. This further suggests that the patterns and trends observed in the compar-
ative evaluation based on my realistic data are indicative of results for real qRT-PCR
data, and can be used for providing estimates of expected prediction accuracy and
guiding decisions on model choice.
This in particular concerns the decision of whether or not to log-transform the data.
Inserting log-transformed concentrations, x˜g,t = log(xg,t), into the fundamental equa-
tion of transcriptional regulation, Equation (4.1), and applying the chain rule of diﬀer-
ential calculus yields:
dx˜g,t
dt
=
[
αg + fg(exp(x˜pin,t)− λg exp(x˜g,t)
]
exp(−x˜g,t) (A.1)
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Figure A.1: Blant-Altman plot comparing network reconstruction accu-
racies between log-transformed and original data, and QQ-
plot for comparing Biopepa and qRT-PCR data. The AUROC
scores obtained from the original data are compared to those obtained
from log-transformed data (the y-axis displays the diﬀerence, i.e. log-
transformed minus original data). The left panel shows the results when
applying the HBR method (avg. diﬀerence -0.058) and the centre panel
for the Lasso method (avg. diﬀerence -0.053). For both methods, a ma-
jority of negative values can be observed (indicated by the grey box in
the embedded histogram), i.e. log-transforming the data is detrimental
to the learning accuracy. The right panel displays a QQ-plot compar-
ing the distribution of realistic (Biopepa) and real (qRT-PCR) mRNA
concentrations.
It is seen that in comparison with Equation (4.1), the log transformation has led to a
more complicated functional dependence, not only by including an extra multiplicative
factor exp(−x˜g,t) on the right-hand side, but also by making fg a function of exp (x˜pin,t),
which increases the amount of non-linearity in the system. This suggests that for
network reconstruction, a log-transformation of the data will be counter productive.
To test this conjecture, I have repeated the network reconstruction on the realistic
data after subjecting them to a log transformation. The results are summarised in
Appendix A 163
Figure A.1, which displays the diﬀerences in the form of Blant-Altman plots for the
Lasso (centre panel) and HBR (left panel) methods. The average AUROC score dif-
ference is 0.06 in favour of the original, non-log transformed data. The distribution of
paired diﬀerences shows that the proportion of negative diﬀerences, where the network
reconstruction has deteriorated as a consequence of the log transformation, is signiﬁ-
cantly higher than the proportion of positive diﬀerences. This conﬁrms my conjecture
that log-transforming the mRNA concentrations is counter productive. Due to the
reasoning in the second paragraph, that patterns observed for the realistic data are
indicative of results to be expected for real qRT-PCR data, I have therefore elected not
to log-transform the TiMet data.

Appendix B
Discrepancies of Area under the curve cal-
culation (AUPREC)
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Figure B.1: Discrepancy of AUROC and AUPREC scores. Example com-
parison of AUROC and AUPREC distributions for the HBR and Lasso
method with missing PREC extrapolation (left panel) and with PREC
extrapolation (right panel). Left panel: HBR shows equal and slightly
better AUROC scores than Lasso but signiﬁcantly worse correspond-
ing AUPREC scores. Right panel: The same data and AUROC scores
but the AUPREC scores are calculated based on the extrapolation of
missing TP and FP values following Davis and Goadrich [34]. This im-
proves the AUPREC scores of HBR over Lasso and is consistent with
the AUROC scores, see claim 1 in [34]: ` `If a curve dominates in ROC
space then it dominates in PR space.
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The AUPREC score was described in Section 3.4.1 as a tool for assessing the quality
of network inference given a true known network conﬁguration. While comparing this
score for synthetic data with the corresponding AUROC scores, I sometimes encoun-
tered a discrepancy in the distribution of both scores for speciﬁc methods. Figure B.1
shows such a discrepancy with AUROC and AUPREC scores for the methods HBR
and Lasso given a data set from the synthetic study in Chapter 4. As can be seen, the
AUPREC scores of HBR drop signiﬁcantly compared to the score of Lasso, although,
both methods produce similar AUROC scores. The diﬀerence in the calculated ampli-
tude of the curve can only be attributed to the missing true negative counts of the
precision value of the PREC curve (see the Precision/Recall terms below). However, it
seems unlikely that a lack of these counts would cause such a large deviation since they
are usually recovered in abundant quantities. Thus I looked into the way the PREC
curve is constructed. A possible faulty interpolation of missing intermediate true pos-
itive (TP ), false negative (FN), and false positive (FP ) was ruled out since the
procedure followed exactly the one described in [34]. To recall: The variables that de-
ﬁne the PREC curve are the Recall=TP/(TP + FN) and Precision=TP/(TP + FP ).
The values for TP , FN , and FP are derived by varying a threshold in the range of
[0, 1] and marking edges that have an edge indicator 1 that is greater than the threshold
as positive counts and edges that are smaller as negative counts. True and false
counts are then determined by referencing to a true edge structure.
A sample of a typical PREC curve is displayed in the top panel of Figure B.2. It
shows that the range of Recall values spans the (0, 1] interval, although this is not
necessarily always the case. For instance, the HBR method applied to the synthetic
molecular data set (Section 4.4.1 and as example in Figure B.1) regularly recovered large
numbers of TP for the highest threshold of 1 (TPthres=1), i.e. a substantial number
of true positive counts would match with inferred edges of the highest conﬁdence of 1.
Given the above term for the Recall and observing that (TP+FN) is equal to the total
number of edges Ttotal in the true network, a signiﬁcant gap of Recall values can appear
if Ttotal is not substantially larger than TPthres=1. This is illustrated in the lower left
plot of Figure B.2, where missing values of the Recall are in the interval (0, 0.42]. In this
example, the ﬁrst TP encountered for the highest threshold was TPthres=1 = 8. Given
that Ttotal = 20, the lowest Recall value is TPthres=1/Ttotal = 0.42 with a corresponding
low AUPREC value of 0.31.
1An edge indicator reﬂects the conﬁdence in a learned edge and is expressed in the interval [0, 1],
where 1 is the greatest conﬁdence. This can be derived from an edge posterior probability in the
context of Bayesian regression, or .e.g an absolute correlation value.
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Figure B.2: Precision-Recall Curves and Recall extrapolation. The top
panel shows a typical PREC curve that spans almost the whole re-
call interval of [0, 1]. The lower left plot shows a PREC curve that is
based on true positive (TP) values that lack low counts, in this case
TP = (1, .., 7) and thus the curve covers only parts of the recall inter-
val. Normalization into [0, 1] (AUPREC (norm.)) poorly reﬂects the
full potential of the underlying data, which is shown in the lower right
plot where TP values are extrapolated in the missing TP range.
The interpolation procedure of missing intermediary TP and FP values from Davis
and Goadrich [34] can be used to ﬁll the gap of missing small Recall values down to
TP = 0. However, interpolation to TP = 0 is not always save since the Precision
value can become undeﬁned whenever TP = 0 and FP = 0, and thus rendering the
denominator of the Precision to zero. My previous solution to this problem was to
normalize the area under the curve to the whole interval by dividing the AUPREC
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by the diﬀerence of maximum and minimum Recall values, thus stretching the Recall
interval to [0, 1]. This is also the procedure used in the left panel of Figure B.1. This
consistently increases the AUPREC scores (0.55 in the example of Figure B.2) but also
leads to two additional observations:
Firstly, the AUPREC scores in some cases exhibited strong variations given similar
data. It appears that the speciﬁc shape of the curve under a short Recall interval can
aﬀect the normalized AUPREC score much stronger than expected. For instance, a
steep decline of Precision values occurring right after a short plateau of high Precision
values would lower the score dramatically when compared to a curve that exhibited a
wider plateau at low Recall values. Hence, the normalization would exaggerate small
diﬀerences in the TP change.
Secondly, the results always underestimated AUPREC scores obtained from extrap-
olating TP values down to TP = 1 using the same interpolation procedure from Davis
and Goadrich [34]. This procedure takes into account that the Precision does not
change linear with the Recall, but is aﬀected by a local skew caused by the change
of FP values. For all missing TP values, the corresponding FP values are calculated
and the Recall-Precision points are interpolated with the local skew and the amount of
increase of the TP value (see Table 1 in [34]). In the case low TP values are missing one
can artiﬁcially introduce TP = 1 and extrapolate to this value. This approach proved
to be more robust in light of minor changes to the shape of the curve compared to the
normalization procedure above. The lower right plot in Figure B.2 illustrates the ex-
trapolation, which is the straight horizontal grey line constructed with TP = (1, .., 7).
The higher AUPREC score of 0.69 reﬂects the method's performance better when com-
pared to scores of similar performing methods that show PREC curves that typically
cover most of the Recall interval (0, 1]. In conclusion: Extrapolation of small miss-
ing TP values, starting with TP = 1, to ﬁll a gap of Recall values will increase the
robustness of the AUPREC score and also better reﬂects the underlying method's per-
formance. This applies particularly to methods that tend to recover large amounts of
TP with the highest conﬁdence.
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