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ABSTRACT
In this work we explore the possibility of using Recurrence Quantification Analysis (RQA) in astronomical
high-contrast imaging to statistically discriminate the signal of faint objects from speckle noise. To this end,
we tested RQA on a sequence of high frame rate (1 kHz) images acquired with the SHARK-VIS forerunner
at the Large Binocular Telescope. Our tests show promising results in terms of detection contrasts at angular
separations as small as 50 mas, especially when RQA is applied to a very short sequence of data (2 s). These
results are discussed in light of possible science applications and with respect to other techniques like, for
example, Angular Differential Imaging and Speckle-Free Imaging.
Keywords: techniques: high angular resolution, image processing; methods: statistical
1. INTRODUCTION
Speckle noise and residual stray light resulting from small
optical imperfections and seeing-induced aberrations repre-
sent one of the major limitations that hamper the detection
of faint companions of nearby stars in high-contrast imaging
(Marois et al. 2000; Macintosh et al. 2005; Cavarroc et al.
2006; Kasper 2012). This is also the case in adaptive optics
(AO) coronagraphic imaging operating under the best seeing
conditions at infrared wavelengths Martinez et al. (2013).
To limit the effect of these sources of noise, and increase
the detection contrast in astronomical imaging (Hugot et al.
2012), a number of post-facto techniques have been pro-
posed. Among the many, we recall here the widely used
Angular Differential Imaging (ADI), Locally Optimized
Combination of Images (LOCI), and Principal Component
Analysis (PCA; Marois et al. 2006; Lafrenière et al. 2007;
Soummer et al. 2012; Amara & Quanz 2012).
These techniques rely on estimating and subtracting the cen-
tral PSF together with its quasi-static aberrations from the
data, in order to increase the detectability of faint objects
in the field of view (FoV). More recently, Li Causi et al.
(2017a) proposed an extension of the ADI technique, called
Speckle-Free ADI (SFADI), in which residual speckles are
identified and numerically masked out in short-exposure im-
ages before the latter are piled up just as in the ADI tech-
nique. This is possible whenever the exposure time of the im-
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ages is shorter than the typical lifetime of the speckles them-
selves, so that they can be identified and efficiently masked
out.
The same authors successfully tested this technique on
the high cadence (1 ms) data acquired at visible wave-
lengths by the SHARK-VIS forerunner experiment at LBT
(Stangalini et al. 2014; Pedichini et al. 2017; Stangalini et al.
2017), demonstrating an increase in contrast of the order of
a factor of two over the ADI method. This also demonstrates
the advantage of high frame rates that freeze the atmospheric
evolution, thus allowing the identification and removal of
short-lived speckles from the data.
In this regard, forthcoming fast high-contrast imagers, like
SHARK-VIS, will be able to deliver, at least for a subset of
bright sources, high cadence data sets that will be made of
several thousand, or even millions, of images.
However, even if these techniques make good use of the
high acquisition rate, the temporal information in the data
sequence is not fully exploited.
Many authors have proposed alternative approaches to the
techniques based on PSF subtraction: these alternative
approaches rely on the statistical discrimination of the planet
signal with respect to speckle statistics (see for instance
Labeyrie 1995; Canales & Cagigal 1999; Cagigal & Canales
1999; Canales & Cagigal 1999; Cagigal & Canales 2001;
Aime & Soummer 2004; Fitzgerald & Graham 2006;
Gladysz et al. 2010; Frazin 2016, to mention a few). More in
particular, it was shown (Canales & Cagigal 1999) that the
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Figure 1. Left: short exposure (1 ms) image of the target GLIESE 777. Right: sum of 2000 images equivalent to 2 s integration time of the same
target. The arrows in the left panel indicate the position of the injected synthetic planets, while the dashed lines in the right panel highlight the
region used for the tests of the RQA.
probability density function (PDF) of intensity fluctuations
in AO corrected images can be modeled as a Rician distribu-
tion: this evolves from an exponential to a Gaussian as one
moves from the halo of speckles towards the core of the PSF.
If there is a planet buried in the noise, the corresponding
pixel signal is the superposition of a random process (i.e. the
AO residuals), a low-frequency drift due to non-common
path aberrations (NCPAs), and the planet signal itself. If
there is enough information in the temporal structure of the
data, one can separate the statistical processes and obtain an
unambiguous detection of the faint source.
The key point here is that kHz-rate imaging freezes at-
mospheric evolution so that the resulting datasets contain
additional temporal information that can be exploited for
faint sources detection. This information is completely
lost in standard long exposure observations, so that fast
imaging provides the additional possibility of applying
statistical techniques which are completely separate from
PSF subtraction methods like ADI or PCA and, as such,
are complementary to these and can offer an independent
validation of the results.
Here we test the ability of the Recurrence Quantification
Analysis (RQA; Marwan 2003), a well know technique of
non-linear time-series analysis in the phase space, to identify
changes in the underlying intensity statistics in astronomical
images where faint sources are buried in noise.
The detection of small signals embedded in noise is a gen-
eral problem that affects not only astrophysics and high-
contrast imaging but also other research fields (e.g. cryp-
tography and denoising of radar signals, to mention a few).
It has been shown that the detection of small signals in
exceptionally noisy environments, by exploiting variations
of the underlying statistics of the process caused by the
presence of the small signal itself, can be successfully
accomplished using RQA (Zbilut et al. 2000; Rohde et al.
2007; Michalowicz et al. 2008; Marwan & Kurths 2009;
Iwanski & Bradley 1998; Marwan 2003).
The RQA is based on the fact that the recurrence of states
in the phase space is a general property of dynamical sys-
tems. Through the quantification of these recurrent states
in the phase space, RQA offers a practical way to exam-
ine different complexity indicators in a dynamical system
(see for example Thiel et al. 2004; Webber Jr & Zbilut 2005;
Zbilut & Webber 2006; Marwan et al. 2007, for more de-
tails). These measures can be exploited to reveal small
changes in the dynamics associated with the presence of
a small signal embedded into exceptionally noisy environ-
ments.
Although this technique has already been applied to signal
detection in other contexts, as far as we know it has never
been applied before to astronomical high-contrast imaging.
This work represents a first attempt to explore the possibil-
ity of using RQA for the identification of faint astronomi-
cal sources embedded into speckle noise and provide a first
assessment of its performances. To this aim, we test the
RQA on a sequence of fast cadence images acquired by the
SHARK-VIS forerunner experiment at visible wavelengths.
2. DATA SET
The data set used in this work consists of a series of
1 ms exposure images of the star Gliese 777 (1 ms ca-
dence), acquired with the SHARK-VIS forerunner experi-
ment (Pedichini et al. 2017) at the Large Binocular Telescope
(LBT) in June, 2015 (see left panel of Fig. 1). The experi-
ment consisted in a series of short test observations between
February and June 2015 to verify the LBT AO system per-
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Figure 2. Top: Intensity time sequence at the center of the star peak.
Middle: phase space reconstruction obtained with the time-delay
technique for m = 3 and τ = 10 ms. Here we highlight, for ex-
ample, two recurrent states in which the trajectories visit the same
region of the phase space at different times. The colors encode the
temporal evolution from dark blue to yellow. Bottom: thresholded
RP obtained from the phase space reconstruction.
formance at visible wavelengths (600 − 900nm). The exper-
imental setup was minimal and composed of only two opti-
cal elements before the detector: one divergent lens to get a
super sampling of the PSF (point spread function) and a 40
nm FWHM filter centered at 630 nm. The pixel scale was
set at 3.73 mas and the camera employed was a Zyla sC-
MOS camera manufactured by Andor Inc1. The total dura-
tion of the data series taken into account is 20min (or equiva-
lently 1 200 000 images), although here we only make use of
a subsample of 2000 images (2 s). During the frame acquisi-
tion, the LBTI AO system (Esposito et al. 2010) was correct-
ing 500 modes in closed loop, and seeing was in the range
0.9 − 1.2 arcsec.
NCPAs were reduced by means of the procedure described in
Esposito et al. (2015) down to 80 nm rms.
The fast exposure time adopted for the observations allows
us to freeze the evolution of atmospheric speckles and to eas-
ily recover the residual jitter in the focal plane. For addi-
tional details we refer the reader to Pedichini et al. (2017)
and Stangalini et al. (2017). We remark that the forerunner
experiment is a pathfinder of the SHARK-VIS high-contrast
imager, now approved and at the time of writing in its con-
struction phase.
The data calibration process consisted in the dark frame sub-
traction and image registration with sub pixel accuracy.
In the left panel of Fig. 1, we show a short (1 ms) expo-
sure image of the target, while in the right panel of the same
figure we show the image obtained by summing up 2000 re-
centered frames, which is equivalent to a 2 s exposure time.
3. METHODS
Recurrence states, regions of the phase space which are
visited recurrently, represent a general property of dynami-
cal systems (Kac 1947; Iwanski & Bradley 1998). Indeed,
the way the trajectories of a dynamical system explore the
phase space itself provides a unique characterization of the
process being investigated. For example, random processes,
in contrast to deterministic ones, have the tendency to max-
imize the explored volume of the phase space and usually
lack recurrent structures. In order to facilitate the study of
the recurrence structure of a dynamical system represented
by a particular time series, Eckmann et al. (1987) introduced
a specific diagram, called a recurrence plot (RP), that repre-
sents in a 2D domain the recurrences of the physical process
in the phase space. The starting point of this procedure is the
phase space representation of the time series under investiga-
tion (the time series of the intensity fluctuations in a pixel in
our case). This is generally referred to as the embedding pro-
cedure and can be obtained, for example, through the time-
delay technique (Zbilut & Webber Jr 1992). In this case, the
vectors that constitute the phase space representation of the
system are constructed from time delayed measurements of
the scalar time series. In more detail, our time-discrete mea-
surement I(ti) = I(i∆t), where i = 1, ..., N and ∆t is the sam-
pling time, can be represented through the time-delay tech-
nique as a vector x in an m-dimensional phase space defined
as:
x(ti) =
m∑
j=1
I(ti+(j−1)τ)ej, (1)
1 http://www.andor.com/
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Figure 3. Upper panels: phase space reconstruction of a sinusoidally modulated signal (m = 10, τ = 10 ms; left), and its RP (right). Lower
panels: Phase space reconstruction of a sinusoidally modulated signal with a planet with a contrast of 10−3 superimposed. The planet in
injected with a Poisson statistics (left) and its RP (right). Embedding dimensions and RP thresholds are the same for all cases to facilitate their
comparison.
where m is the embedding dimension, τ the chosen time
delay, and ei are the base vectors of an m-dimensional
orthogonal coordinate system.
In Fig. 2 (middle) we show an example of this time-delay
embedding of the time-series corresponding to the intensity
fluctuations at the peak of the star in our dataset, which is
shown in the upper panel of the same figure. In the same plot,
we also illustrate an example of recurrent and non-recurrent
states. The RP is a time-time plot in which each point (i,j) is
shaded according to the distance between the points Xi and
Xj on the trajectory in the phase space. The closeness of
the states of the system at different times (recurrences) deter-
mines specific features of the RP, such as clusters of points,
which provide information on the nature of the investigated
dynamical system.
In the phase space we can set a threshold that defines a dis-
tance within which two states can be considered recurrent.
This corresponds to a neighborhood radius in the phase space
(see middle panel of Fig. 2). The bottom panel of figure 2
shows the RP derived from the time series of the intensity
fluctuations shown in the upper panel of the same figure af-
ter application of the threshold. The convention adopted is
such that a recurrent state in the phase space is marked by a
black dot in the RPs. The threshold is chosen on the basis of
the specific application. In our case we selected a threshold
equal to 1 and this value comes from tests aimed at the opti-
mization of the final contrast.
Before discussing in more detail the information that can be
extracted fromRPs, it is useful to illustrate a few simple cases
to qualitatively show how RPs are affected by the small sig-
nal we may expect from a companion planet. In order to do
so, we have extracted from our dataset the image of a real
speckle and modulated it in time with a sinusoidal function
and with the same average amplitude spectrum of oscillations
measured in the data. In the latter case, the amplitude spec-
trum is extracted as an average of the spectra in a 10×10 pixel
box. This results in a speckle with a random modulation but
with the same spectrum of oscillations measured on-sky. We
then added a synthetic planet with a Poisson statistic in the
simulations box to study how the phase space is perturbed
with respect to the case without planets and how these infor-
mation are translated into the RPs.
3.1. Phase space representation and RP of a periodic
system.
In Fig. 3 (upper left panel) we show the phase space pro-
jection of the signal of a speckle modulated in time with a
sinusoidal function (without planet), obtained for an embed-
ding m = 10 and τ = 10. Note that such a large value of m
allows a better visualization of the perturbation to the trajec-
tories in the phase space. The simulated time series consists
of 2000 samples. The trajectories in the phase space describe
a recurrent pattern and all the states are visited recursively
(i.e. recurrent states). In the upper right panel of the same
figure we show the RP of this system. The RP displays diag-
onally aligned lines that indicate a stationary evolution of the
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Figure 4. Upper panels: phase space projections of a modulated signal with the same spectrum of the AO residuals (m = 10, τ = 10 ms; left),
and its RP (right). Lower panels: Same but with a planet with contrast of 10−4 superimposed. Embedding dimensions and RP thresholds are
the same for all cases to facilitate their comparison.
system. Here we note that the spacing between the diagonals
corresponds to the main period of the system.
In the lower panels of the same figure, we also show the phase
space reconstruction and RP of the same statistical process,
after injecting a faint planet whose contrast is 10−3 with re-
spect to the central PSF of the data from which the image
of the speckle is extracted. Here we see that the photons of
the faint planet result in a perturbation of the trajectories of
the dynamical system in the phase space. The signal is the
superposition of two processes, a periodic one (i.e. the si-
nusoidally modulated speckle) and the time series associated
with the arrival of the planet photons, which have a Poisson
distribution. The perturbations of the trajectories due to the
planet counts make the explored phase space larger with re-
spect to the purely periodic case. As a consequence of this,
the RP too shows changes due to the superposition of the two
statistical processes. In particular, we observe a disruption
of the diagonal lines which represent the jumps seen in the
phase space with respect to a smooth evolution of the trajec-
tory. It is worth noting here that, due to the much smoother
character of the sinusoidal function with respect to the planet
signal, the phase space reconstruction dramatically changes
despite the small contrast of the planet itself. This highlights
the advantages of this technique and such data visualization.
However, it is also worth noting that, as we will see in the
next section, in the presence of noise and a non-periodic sig-
nal it might not be so easy to disentangle the two processes
by simply looking at the phase space reconstructions. In ad-
dition, in this specific case, the amplitude of the sinusoidal
function was chosen in such a way to improve the visualiza-
tion of the phase space reconstruction.
3.2. Phase space representation and RP of a random
system.
The same analysis described in the previous section was
performed by randomly modulating the speckle intensity
with an amplitude spectrum taken directly from the temporal
evolution of the intensity fluctuations in our data. As already
said, in this case the speckle was modulated by using the
average amplitude spectrum extracted from a box of 10
pixels in the data. In the upper left panel of Fig. 4 we show
the phase space representation of the dynamical system
associated with the intensity fluctuations at the center of the
speckle. The RP of this dynamical system is shown in the
upper right panel of the same figure and displays a number
of disruptions, broken diagonal lines and other over-densities
of recurrence states that highlight the temporal evolution
of the dynamics seen in the phase space (e.g. non constant
density of recurrent states, isolated points in the trajectories).
In the lower panels of the same figure we show the same
plots after injecting a planet with a contrast of 10−4. In this
case too, the superposition of the two statistical processes
determines a perturbation of the trajectories in the phase
space. This results in a change of the RP which, although
similar, shows different traits such as, for example, the
disappearance of overdense regions of recurrent states (see
for example t = 1500 ms). Even in this case, the perturbation
of the trajectories due to the planet increases the explored
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phase space volume and this results in a decrease of the
overall density of the recurrent states as highlighted by the
overall decrease of the black dots in the RP. Please note that
the RPs shown here are obtained using the same threshold.
These two simplistic cases show that the recurrence struc-
ture of a RP defines the dynamical system that is investigated.
In the following list we summarize the main features of a RP
and their physical interpretation:
• homogeneity - stationary process;
• fading of the recurrences in the upper left and lower
right corners - signal contains drifts;
• disruptions - non-stationary behaviour / abrupt transi-
tions in the dynamics;
• isolated points - heavy fluctuations in the process, un-
correlated behaviour;
• diagonal lines - similar evolution at different times typ-
ical of deterministic systems;
• vertical lines - some state changes slowly with time;
trapping (i.e. laminar systems).
The recurrence structure of a RP can therefore be exploited
to investigate the dynamical system and represents a unique
signature from which one can infer important information
about its inner nature. From the simple simulations we anal-
ysed it is clear that the counts from the planet perturb the
trajectory of the system in the phase space and this is re-
flected by the changes of the RP structures. From the RP
one can gather important information about the dynamical
system and a possible change of the trajectories in the phase
space resulting from the superposition of different processes
(i.e. the signal of the planet). It is worth noting that the in-
formation content that can be extracted from the recurrence
structure is maximized for short integration (a few ms) im-
ages. In this regard, fast frame imaging offers the possibility
to apply additional detection methods exploiting the tempo-
ral structure of the dynamics.
A way to quantify this information relies on the distribu-
tion of points that form specific features. For instance, one
can measure the overall density of recurrent points in the RP
(i.e. the recurrence rate; RR), the fraction of recurrent states
which form diagonal lines (i.e. a measure of the determin-
ism of the process; DET), and the fraction of points along
vertical lines that can be interpreted as a measure of lam-
inarity (LAM). This is precisely what the RQA technique
does (see for example Zbilut & Webber Jr 1992; Trulla et al.
1996; Thiel et al. 2004; Webber Jr & Zbilut 2005).
Indeed, the RQA is based on the analysis of the distributions
of recurrence points in the vertical and diagonal lines of RPs
(for a review see e.g. Marwan 2003; Marwan et al. 2007).
The technique also allows the study of other complexity in-
dicators of dynamical systems, although these are not use-
ful for our goal (for a review see e.g. Marwan et al. 2007;
Zbilut & Webber 2006).
Here we restrict our attention to the density of recurrent states
RR, the determinism DET, and the laminarity LAM. We in-
vestigate the time series of intensity fluctuations at each pixel
in the FoV, with the aim of highlighting possible changes in
the RQA parameters that can be ascribed to the presence of a
faint source and, in particular, to the perturbation of the tra-
jectories of the dynamics in the phase space. With reference
to the RPs show in Fig. 3 and 4, it is already possible to visu-
ally see that, with the planet, the overall density of recurrent
points (i.e. RR) is smaller than the case without the planet,
and this reflects the increase of the volume explored by the
system in the phase space and caused by the perturbations to
the trajectories. In order to compare the RQA measures at
different locations we normalized the time series of intensity
fluctuations by their standard deviation before performing the
analysis. This is a good practice when comparing differ-
ent statistical processes (see for instance Marwan & Kurths
2009).
In this work we used the command-line recurrence plots
code, which is part of the TOCSY (Toolboxes for Complex
Systems) toolbox2 to estimate the RQA measures. This code
has two steps. The first one consists in the phase space re-
construction through the time delay embedding method de-
scribed by Eq. (1), the second one consists in the construc-
tion of the RP with a user specified distance threshold, and in
the measure of the density of recurrent points aligned in the
vertical/horizontal and diagonal direction. More specifically,
the RR, DET, and LAM are defined as:
RR =
1
N2
N∑
i, j,=1
Ri, j, (2)
DET =
∑N
l=lmin
lP(l)
∑N
1 lP(l)
, (3)
LAM =
∑N
v=vmin
vP(v)
∑N
1 vP(v)
, (4)
where N is the total number of points, Ri, j the RP, P(l) the
histogram of the lengths l of the diagonal lines, and P(v) the
histogram of the lengths v of the vertical lines. lmin = 3 and
vmin = 3 in our case. For more information about the al-
gorithms and methods employed in the toolbox (time-delay
embedding, generation of RPs, and RQA application) we re-
fer the reader to Marwan et al. (2007). To estimate the per-
formances of this technique in the detection of faint astro-
nomical objects embedded into noise, we injected synthetic
sources into the real images, by rescaling the PSF of the cen-
tral object and adding photon noise with a Poisson statistics.
This approach for the assessment of a post-processing tech-
nique in high-contrast imaging has already been employed by
Amara & Quanz (2012) and later by Pedichini et al. (2017)
and Li Causi et al. (2017b) on the same data set.
The white arrows in Fig. 1 (left panel) indicate the positions
2 The command-line recurrence plots code is freely available at the fol-
lowing link: http://tocsy.pik-potsdam.de/
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Figure 5. From top to bottom: RR, DET, LAM, SFI maps. The maps are obtained by processing 2000 sequential images. In the case of RQA
maps, embedding parameters are m = 1 and τ = 10.
of the injected sources. In particular, the planets on the left-
hand side of the central object are injected with a contrast
ratio of 10−3, while those on the right-hand side have a con-
trast of 5 × 10−4.
It is important to note that, given the limited flux of the cen-
tral source in ms images (i.e. 1500 − 2000 ADU; see upper
left panel in Fig. 2), a contrast of the order of 5 × 10−4 im-
plies that photons from the faint source at a particular pixel
position will not be present in all the images of the sequence.
4. RESULTS
In Fig. 5, we show the maps of the estimated RQA parame-
ters RR, DET, and LAM, obtained by applying the technique
to a portion of the data sequence as short as 2000 images, or
equivalently 2 s. Here we zoom on the region marked by the
rectangular box in Fig. 1.
Here we used the embedding parameters τ = 10 ms and
m = 1. The time delay parameter is chosen on the basis of the
results of the mutual information analysis in Stangalini et al.
(2017), where it is shown that the de-correlation time of the
speckles in the same data set is on average 10 ms. The choice
of the m parameter will be clarified below.
Both sets of injected faint sources with 10−3 and 5 × 10−4
contrasts, respectively, are visible in all maps of Fig. 5, de-
spite the short duration of the data series used, with the only
exception of the sources located at 50 mas from the central
object, which are only seen in LAM andDETmaps for a con-
trast of 10−3. The detection contrasts will be estimated and
discussed in Sect. 4.2, where the RQA maps are compared
to the SFI technique. It is worth noting here that, in the 2 s
integrated image in the right panel of Fig. 1, only two of the
four objects with contrast 10−3 are (barely) visible, and only
at separation angles larger than 150 mas. The RQA maps, on
the other hand, do show a distinct change in the statistics in
correspondence with the injected sources. This means that
the RQA identifies a change of the underlying dynamics of
the process at the pixel locations where there is a superposi-
tion of two statistical processes; namely the time series of the
photons of the faint source, and the speckle noise.
RR, DET and LAM all display a decrease of their value at the
positions of the planets, although we note that the best con-
trast is obtained in the RR. Please note that the color table of
RQA maps was reversed to facilitate the comparison with the
SFI map (see below).
This simultaneous decrease of DET and LAM may appear
contradictory. Indeed, since these two measures represent the
level of determinism and laminarity of the system, one may
expect them to be anti-correlated. However, Schinkel et al.
(2008) noted that the DET RQA measure does not relate
exactly to the mathematical notion of the term "determin-
ism", but rather underlines the fact that deterministic pro-
cesses have usually a larger number of diagonal lines in RPs,
if compared to purely stochastic processes. Furthermore,
Marwan et al. (2013) have also argued that, in some phys-
ical systems, the increase of the measure of DET together
with that of LAM can be understood as a slowing down of
the dynamics, typical of tipping points. For this reason, one
should be careful in interpreting, for example, a change of
DET or LAM as a change of the determinism or laminarity
of the system.
Nevertheless, we are not interested in the precise physical un-
derstanding of the dynamical systems governing the intensity
fluctuations in a system, but rather in using the RQA param-
eters to identify a change in the dynamics that reflects the
presence of a faint source embedded into the speckle noise.
Our results show that RQA is a very promising tool in this
sense.
The choice of the parameters of the embedding dimension
m is crucial for the optimization of the detection of planets
(i.e. for the statistical discrimination of the process associ-
ated with the faint source dynamics). The optimal set of pa-
rameters may depend on the particular case. For this reason,
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Figure 6. Average detection as a function of τ, in units of standard
deviation, for different values of m. The detection curves are ob-
tained by averaging the signals corresponding to the 10−3 sources in
apertures with a radius equivalent to the FWHMof the PSF centered
on the planet. The detection contrast is obtained by considering an
aperture of 4.5 pixels, and is performed after subtracting the image
background through a 360 deg angular median and a spatial median
filter with a 22 pixel radius.
we have made a trade-off analysis where we have studied
the planet’s signal-to-noise ratio as a function of the two em-
bedding parameters m and τ. In more detail, at each set of
embedding parameters we have measured the planet’s detec-
tion contrast, defined as the encircled signal at each planet’s
position in the RR map, divided by the rms of the encircled
signal at any other pixel positions. The results of this test are
shown in Fig. 6, where we plot this detection contrast as a
function of τ, for different values of the embedding dimen-
sion m.
Here we see that the best results are obtained for m = 1, in-
dependently of τ. However, in order to be on the safe side,
in agreement with Stangalini et al. (2017), we have chosen
τ = 10 ms, which is the de-correlation time scale of the
speckles.
4.1. SFI-RQA comparison
In this section we compare the RQA with the speckle-free
imaging (SFI) method (Li Causi et al. 2017a). This method
is a particular case of SFADI where the angular rotation of
the images is not performed.
SFI differs from SFADI in that it does not subtract a me-
dian inter-speckles background, in order to avoid source self-
subtraction when field rotation is very small, as in this case
of a 2 s acquisition duration.
Li Causi et al. (2017a) have shown that SFADI and SFI re-
sult in a better detection contrast with respect to that achieved
with a conventional ADI technique (which in any case would
not be applicable to this short sequence.
In order to test and compare the two techniques in the same
conditions, here we have applied the SFI method on exactly
the same data series (2000 short exposure images) used to test
RQA. The SFI speckle detection threshold was optimized for
the detection of sources at radial distance smaller than 100
mas.
The resulting SFI detection map is shown in the bottom panel
of Fig. 5. Here we can see that all objects at or beyond 100
mas are visible. In this regard, we note that, despite SFI re-
sults in a larger detection contrast, RQA allows the detection
of objects much closer to the central star (R < 100 mas).
Indeed in this region the SFI speckle identification and their
subsequent suppression is hampered by the increased inten-
sity of the inner core of the PSF, resulting in a lower perfor-
mance of the SFI algorithm. This is one of the advantages of
RQA over SFI however, another interesting aspect relies in
the possibility of combining the two techniques. Indeed, as
we will see in the next section, taking advantage of the weak
correlation of the residuals between SFI and RQA maps, this
can result in a significant increase of the contrast.
Figure 7. From top to bottom: RR, DET, LAM in a cut passing
through the central object, for different lengths of the data sequence
used in the analysis (i.e. 2 s, 12 s, and 21 s).
4.2. Detection contrast
In table 5 we report the detection contrasts estimated for
the RQA parameters, SFI, and their combination. To com-
pute these contrasts for each of the five maps, we used the
same procedure adopted for the tradeoff analysis of the em-
bedding parameters in Sect. 4, where we have already shown
the contrast ratio, in units of σ, as a function of the embed-
ding itself. We measured the encircled integral value with
an aperture radius of 4.5 pixels (equals to the FWHM of
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the PSF) centered on each planet (the signal S). Then we
divided this by the r.m.s. of the same measurements per-
formed on every background pixel (the noise N) in apertures
that fit in the annulus at the radial distance of each injected
planet. This is done after removing the radially averaged
background from each map. Hereafter, we will refer to the
background subtracted SFI map by adding a superscript in
the notation (e.g. SFI∗). This allows the resulting S/N to be
directly compared to the false detection probability. How-
ever, since as in our case (see Fig. 9) the distribution of
residuals might not be gaussian (see for instanceMarois et al.
2006; Ruffio et al. 2017), we have computed the significance
relative to 3σ directly from the cumulative distributions of
the residuals themselves, and this is 97.7% in all cases anal-
ysed here. The detection contrasts are rather similar for the
different RQA measures, however we note that the combina-
tion of the RQA and SFI technique does result in a significant
improvement of the detectability.
The combination of the two techniques is done by multiply-
ing for example the quantity (1 − DET ) by the SFI residual
intensity: (1−DET )×SFI . The quantity (1−DET ) increases
at the spatial locations of the planets, while it decreases else-
where. This is done for all RQA parameters. Similar to SFI,
hereafter we will refer to these background subtracted quan-
tities as to DET ∗, RR∗, and LAM∗. Both RQA parameters
and the SFI intensity map mutually increase at the locations
where the planets are located, and this allows their combina-
tion.
In Fig. 8, we show the SFI∗, RR∗, and SFI∗-RR∗ maps
used to estimate the detection contrast. In order to facili-
tate the comparison, the maps are normalized to the σ in the
region outside the strip containing the planets. Here we see,
in agreement with the detection contrasts in Tab. 5, a sig-
nificant increase of the contrast when the two techniques are
combined.
In order to understand this enhancement, it is useful to ana-
lyze the the probability density functions (PDFs) of the resid-
uals from the two techniques and their combination. These
are shown in Fig. 9 where we plot the PDFs of the residu-
als of SFI∗, RR∗, and their combination, in the area marked
by the white box in the left panel of Fig. 8. These PDFs
are computed after the subtraction of the mean value and the
normalization to the standard deviations. This allows a di-
rect comparisons of the three PDFs themselves. In the PDFs
we observe two populations, a low intensity population of
pixels due to the residual noise, mostly speckle noise, and a
high intensity population which represents the planets. It is
worth noting that the distribution of intensities of the com-
bined SFI∗_RR∗ map is non-linearly stretched by a factor
of ∼ 1.4 with respect to the single PDFs of SFI∗ and RR∗
maps. As a result, the high intensity population of the pix-
els with the planets is much better detached from the peak
due to residual noise, thus increasing the contrast. An impor-
tant parameter to be considered is the kurtosis of the distri-
butions. This measures the weight of the tails of the distri-
bution and goes from 6.1 and 4.5 for SFI∗ and RR∗ respec-
tively, to 28.8 for their combination, and this results from
the non-linear stretching of the distribution. It is also useful
to note that the correlation coefficient between SFI∗ and RR∗
maps computed outside the horizontal strip where the planets
are located is 0.4, while in the regions containing the plan-
ets is ∼ 0.9. This is an important aspect for understanding
the physical mechanisms responsible for this increase of the
contrast when combining the two techniques. Indeed, since
the two methods make use of two completely independent
approaches (i.e. speckle removal and statistics of intensity
fluctuations), the residuals, in contrast to planets, are only
weakly correlated. This means that, the combination of the
two technique acts like a sort of "matched filter", with the
filter built upon the RQA method. This increases the overall
contrast of the most correlated part of the maps (i.e. the plan-
ets).
4.3. Effects of the data length
In addition to the above analysis, we have also studied the
effect of the data length on the RQA parameters. In order to
limit the computational time we restrained ourselves to a 21
s data series.
In Fig. 7 it is possible to see the results of this analysis. In
particular, we show the normalized RQA parameters in a cut
passing through the central star. It appears that extending
the lengths of the data series used, at least at these contrast
ratios and up to a maximum length equivalent to 21 s, has
no significant impact on the final contrast of the RQA maps.
However, although the RQA parameters of a particular pro-
cess (e.g. the determinism) should be an intrinsic feature of
the process itself, in practice their estimation, and therefore
the signal-to-noise ratio of the RQA detection maps, can
depend on the length of the data series.
The application of the RQA to longer sequences implies a
significant increase of the computation load. In Fig. 10 we
show the wall-clock computation time as a function of the
data length for one pixel. The benchmark was conducted
on a Intel i7 − 4790K CPU @ 4.00GHz, with solid state
disks and using a single core. After fitting the data with a
second-order polynomial, we extrapolated the computational
time needed to process a 20 minute data series (i.e. the
length of the SHARK forerunner data). This amounts to 7.5
hours/cpu. Considering the FoV of the high frame rate mode
of SHARK-VIS (i.e. 200 × 200 pixels), we estimate a total
computation time of 300000 hours/cpu. This means almost
two months on a typical cluster with 200 nodes. For the
application of RQA to longer time series and the estimate of
its contrast limits we refer the reader to a future work on the
subject.
5. DISCUSSIONS AND CONCLUSIONS
In this work we have explored the possibility of using
RQA for the detection of faint sources in astronomical im-
ages. Indeed, Zbilut et al. (2000); Marwan & Kurths (2009)
have shown that RQA can be exploited to detect small
signals embedded into exceptionally noisy environments.
The main idea behind this is based on the capability of RQA
to identify small changes of the underlying dynamics, and
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Figure 8. Full FOV background subtracted SFI* (left), RR* (center) maps and their combination (right). In order to facilitate the comparison,
the maps are normalized to the σ computed in the region outside the planets.
Figure 9. PDF of the intensity residuals in the box shown in the left
panel of Fig. 8 for SFI∗, RR∗, and their combination. The vertical
arrows highlight the position of the planet samples and the stretch
of the distribution after combining SFI∗ and RR∗.
Case S/N 10−3 planets [σ] S/N 5 × 10−4 planets [σ]
RR* 6.7 3.6
DET* 7.3 2.9
LAM* 8.3 3.4
SFI* 7.6 5.0
DET*-SFI* 64.0 15.6
LAM*-SFI* 72.5 17.5
RR*-SFI* 56.6 18.3
Table 1. Average S/N, in units of σ, of the different categories of
planets injected for RQA measures, SFI, and a combination of both
methods.
act as a statistical discriminator of the intensity fluctuations
due to the faint source from the noise it is embedded in.
In this regard, it is worth recalling that Gladysz et al.
(2010) have shown that faint sources in long sequences of
images can be successfully identified by the change of the
underlying statistics in the pixels occupied by the sources
themselves. In detail, the parameters of a Rician distribution
modeling the probability density function of the intensity
fluctuations at the source locations are different with respect
to those corresponding to another pixel. This piece of
information can be exploited to identify the source in the
midst of the speckle noise.
Statistical methods have significantly evolved over the
last years, and more sophisticated methods based,
for instance, upon the receiver operating characteris-
tics (ROC; Ruffio et al. (2017)) or machine learning
(Gomez Gonzalez et al. 2018) have been proposed.
In our opinion, these techniques can really benefit from
the progresses seen in recent years in AO performances
and detector technologies, including high performance
photon counting detectors, for example the MKID Exoplanet
Camera (MEC) recently installed at the SCExAO facility at
the Subaru; (Mazin et al. 2015; Meeker et al. 2018). This
really makes the difference and turns these methods into a
viable, but complementary, strategy to the more commonly
used “PSF-subtraction” techniques.
In this regard, we note that photon counting sensors may
provide uniquely suitable data sets for RQA. Our analysis
demonstrates that the RQA parameters RR, DET, and LAM
allow the detection of faint sources in the data. It is worth
recalling that the faint sources were injected with a Poisson
statistic, thus not all the frames contain photons at the
location of the maximum of the PSF of the source itself,
as expected in the real case at very high frame rates (i.e. 1
KHz).
In this work we limited ourselves to the analysis of a short
sequence of data. The reason for this is primarily due to the
computational time required by the RQA method to process
longer sequences. However, once more we underline that
our purpose here is to explore the possibility of using RQA
in astronomical high-contrast imaging. Indeed, the detection
of fainter sources would require much longer time series of
data to collect enough photons from the faint sources. This is
because in the high frame rate regime, the fainter the object
the rarer the photons in the data series.
However, we note here that achieving a detection contrast of
the order of 5×10−4 by only making use of a sequence of im-
ages as short as 2 s, and without the need of field rotation, is
already a good result for at least two reasons. First, achieving
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such a contrast at visible wavelengths already enables us to
investigate several scientific cases. These include, for exam-
ple, the detection of very-low-mass/sub-stellar companions
(e.g. Crepp et al. 2013; Ryu et al. 2016; Hełminiak et al.
2016), the characterization of accreting companions (e.g.
Close et al. 2014; Zhou et al. 2014; Sallum et al. 2015),
or the study of the innermost regions of jets from young
stellar objects (e.g. Antoniucci et al. 2016). Second, the
RQA constitutes an independent method, with respect for
instance to ADI, SFI, or SFADI, that can be exploited for
an independent confirmation of the presence of a specific
faint source in the images. Very often, indeed, ADI-like
techniques result in a detection map affected by several
artifacts. An independent technique based upon a statistical
discrimination of the signal of a faint source can be of some
help in confirming the detection results. In addition, it is
worth noting how the RQA, in contrast to other techniques
similar to ADI, does not require field rotation, thus can be
applied in those situations where the field rotation itself is
not enough to prevent the self-subtraction of the source.
Moreover, it is also worth pointing out that, despite the
contrast ratios are not extreme compared to those obtained,
for example, at infrared wavelengths as we are working in
the visible, the RQA, in contrast to other techniques (e.g.
SFI), is particularly efficient in the detection of faint sources
with angular separations as small as 50 mas. In addition
to this we note that, despite at separations larger than 100
mas the SFI performs better than RQA in terms of detection
contrast, a significant increase of the contrast itself can be
obtained by combining the two techniques and by using the
RQA as a spatial filter for the residual spatial noise. This is
in our opinion one of the most attractive possibilities offered
by this technique.
Our results show a simultaneous decrease of DET and LAM
for faint sources and this reflects an intrinsic change of the
underlying dynamics in the phase space due to the presence
of a faint additional source.
Finally, it is interesting to note that the speckle noise is
characterized by a larger number of recurrent points in the
phase space, if compared to faint sources.
One possible explanation is that the arrival of the photons
belonging to the faint source in a particular pixel alters
the statistics of intensity fluctuations in the pixel itself.
This reduces the number of recurrences in the phase space
by deviating the trajectories associated with the process
represented by the intensity variations of speckles, and
diminishing the number of recurrences. Indeed, speckles
have a distribution of lifetimes spanning at least two decades,
up to 100 ms (Stangalini et al. 2017) at visible wavelengths.
This imposes a temporal correlation that results in a distinct
evolution, in the phase space, of the trajectories associated
with the intensity variations of each pixel. The random
arrival of the photons of the faint source incident with a
Poisson statistic and incident on the same pixels, deviates
these trajectories in the phase space reducing the number
of recurrences. It is worth noting that the ability of the
RQA to disentangle the statistics of the two processes (faint
source and speckles) critically depends on the frame rate of
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Figure 10. Wall-clock computation time for a single pixel as a func-
tion of the length of the data series. The test was conducted on a
Intel i7-4790K CPU @ 4.00GHz, with solid state disks on a single
core.
the instrument that freezes the evolution of the atmospheric
turbulence. The upcoming LBT instrument SHARK-VIS, by
delivering very high frame rate images at least up to 1 kHz
for the brightest sources, will allow us to fully exploit the
temporal information contained in the data, and the applied
RQA results are an example of this.
The LBT is an international collaboration among institu-
tions in the United States, Italy and Germany. LBT Corpo-
ration partners are: Istituto Nazionale di Astrofisica, Italy;
The University of Arizona on behalf of the Arizona Board of
Regents; LBT Beteiligungsgesellschaft, Germany, represent-
ing the Max-Planck Society, The Leibniz Institute for Astro-
physics Potsdam, and Heidelberg University; The Ohio State
University, and The Research Corporation, on behalf of The
University of Notre Dame, University of Minnesota and Uni-
versity of Virginia. SMJ was supported by award FA9550-
14-1-0178 from the Air Force Office of Scientific Research.
This work was supported by ADONI, the INAF ADaptive
Optics National laboratory.
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