-Message-oriented middleware for multi-point data delivery can be seen as part of that architecture. -In particular, publish/subscribe ('message bus") functionality seems helpful.
• CCSDS is adopting the same communication concepts for flight mission communications.
• But current approaches aren't suitable for deep space missions.
-No standards for scalable, reliable, multi-source multicast in the Internet.
-Flight communications environment is even worse: punctuated connectivity, long signal propagation delays, high noise levels. -Delay-Tolerant Networking (DTN) mitigates these problems, but DTN multicast is challenging to implement: Bundle Protocol (BP) reliability is implemented by "custody transfer", but BP custody transfer was not designed to support a branching tree of custodians. 
Architectural Advantage
• Conventional multicast -both IP and DTN -builds one multicast distribution tree for each multicast group (identified by a multicast address or multicast endpoint ID).
-A change in the membership of the group can result in a change in the distribution tree, requiring propagation of multicast protocol messages. -Distribution tree has a single root (message source), to limit the complexity of tree management.
• DTRM enables an unlimited number of peer-to-peer groups to be overlaid on a single distribution tree.
-Every member of every group can be a source of multicast messages.
-Changes in the membership of a group never affect the topology of the distribution tree. -Entire new groups can be added at any time without propagation of any multicast protocol messages through the distribution tree.
