Abstract. The main result is an improvement of previous results on the equation
Introduction
We consider the functional equation where φ : I → R is a given function. The results presented here complement and improve earlier results published in [3] . As mentioned there, equations of this form such as (1.3) f (x + y) − f (x) − f (y) = g(xy)
and
have been studied by various authors (see [5] , [9] , [10] , [4] , [6] , [2] ). This led to the question of whether a general method for solving equations of this type might be developed. Another recent related work [8] concerns Cauchy differences which are simultaneously quasi-sums, and this problem also fits the mold of equation (1.1).
BRUCE EBANKS
We seek nontrivial solutions of (1.1) and (1.2) . Observe that for any given H or φ these equations always admit solutions of the form g(u) = c, f (x) = A(x) + c, where c is an arbitrary constant and A is an arbitrary solution of the Cauchy equation
A(x + y) = A(x) + A(y).
Such an A is called an additive function, and such an f will be called affine. Also observe that if H (or φ) is constant, then (1.1) (or (1.2)) implies that f is affine. Therefore we call any solution pair (f, g) of (1.1) or (1.2) in which f is affine a trivial solution.
We also observe that in each of the equations (1.3), (1.4), the given function H has the form
assuming that our variables lie in an appropriate domain (the positive reals, for instance). In (1.3) we have φ(x) = x 2 , while in (1.4) we can take φ(x) = log x. The question of existence of nontrivial solutions of (1.1) is intimately connected with the representability of H in the form (1.5). That is why equation (1.2) is such an important special case.
In the next section we treat the general equation (1.1), showing that under rather mild conditions it reduces to the special case (1.2). We use "regularityimproving" methods on (1.1); specifically, we give conditions under which a solution pair (f, g) that is measurable or has the Baire property must be twice continuously differentiable. Our main results appear in the third section of the paper. There we present all solutions of (1.2) without any regularity assumptions on the unknown functions.
We close this introduction with some further definitions and notation. We use the notation C k (D) for the class of k-times continuously differentiable real functions on a domain D. For any function h : I → R we define the associated function 
Our first aim is to show that we can weaken the regularity assumptions on f 0 and g 0 considerably if we strengthen the assumptions on H a bit. 
Proof. First, write (1.1) in the form , y) ).
In the case that f and g are measurable we shall apply Theorem 8.3 in [7] to (2.1).
Using the notation of that theorem, we take n = 2,
By assumptions (i) and (ii) on H, all hypotheses of the cited Theorem 8.3 are fulfilled, therefore f is continuous. Next we substitute u = H(x, y) in (2.1) and attempt to solve for y locally as a function of x and u. For each such u we select a point (x 0 , y 0 ) ∈ I × I with the properties in condition (iii) of our theorem. Then we apply the Implicit Function Theorem, as found for example in [11] .
Thus we can write (1.1) locally as
for some open set V ⊂ I × H(I × I). Once again we apply Theorem 8.3 from [7] , this time with
Necessary conditions for the application of Theorem 8.3 here are
in a neighborhood of the point (u, x 0 ). But these conditions are guaranteed by our hypothesis (iii) and the continuity of H x and H y , hence g is continuous in a neighborhood of u. Since u was arbitrary, this means g is continuous on H(I × I).
In the case that f and g have the Baire property, we proceed in the same manner, but we apply Theorem 9.2 from [7] instead of Theorem 8.3.
Next, supposing that f and g are continuous we apply Theorems 11.3 and 15.2 from [7] to conclude that f and g are two times continuously differentiable. Our final statement follows from repeated application of the cited Theorem 15.2.
We note that the roles of x and y in the partial derivative conditions (ii) and (iii) on H could be reversed. Combining our Proposition 1 with Theorem 1 above, we immediately obtain the following consequence.
Corollary 1.
In addition to the hypotheses of the previous proposition, suppose there exists a particular solution (f 0 , g 0 ) of (1.1) that is measurable or has the Baire property and such that f 0 has a philandering Cauchy difference. Then g 0 is invertible and H has the form
BRUCE EBANKS
Observe that if H has the form asserted above, then equation (1.1) reduces to
and with φ = f 0 . That is why we devote more attention to equation (1.2) in the next section.
On the other hand, we can sometimes apply Proposition 1 directly, as the next example shows. 3) with respect to x and y, we get
Choose c > 2a and put
.
2 , this can be written as
where 2 , and all of the representations must agree. But that means g (u) = 0, u ∈ 2I 2 , and f (t) = 0, t ∈ 2I.
Now we substitute
back into (2.3) and find that C = 0, D = B, and the representation of f extends to all of I. Therefore every measurable solution is trivial.
Main results
Now we turn our attention to the more special equation (1.2)
where φ is given and f and g are unknown. In order to apply the "regularityimproving" results of the proposition in the previous section, we would require (condition (ii)) H y (x, y) = φ (y) − φ (x + y) = 0, x, y ∈ I. This means that any common values of φ would need to be separated by a distance less than a if I = (a, ∞) for a > 0, and it would be impossible if 0 ∈ I. Thus we see that the results of the previous section will not in general be useful in the special case of equation (1.2). Of course they will apply if φ is strictly monotonic, in which case φ is strictly convex or concave, but in that case we have already determined the general solution of (1.2) in [3] .
Instead we shall take a new approach. We forego any regularity-improving machinery and instead find the general solution. (From this the regular solutions are easily deduced.) We will assume of our given function only that φ ∈ C 1 (I) and φ is philandering.
Theorem 2.
Let I be a real interval for which I + I ⊂ I, assume the given map φ : I → R is continuously differentiable with philandering derivative, and let f : I → R, g : Cφ(I × I) → R be a solution of (1.2). Then there exist a real constant c and additive maps A 1 , A 2 : R → R such that
for all x ∈ I, u ∈ Cφ(I × I).
Proof. As in [3] we begin by noting that the left member of (1.2) is a coboundary, hence it satisfies the cocycle equation. Applying the cocycle identity to the right member of (1.2), we have for all x, y, z ∈ I
We can rewrite the previous equation as
Our aim is to show that u, v, w can be treated as independent variables in this equation, at least locally. Suppose the Jacobian determinant of T were equal to zero on some open set O ⊂ I × I × I having nonempty intersection with the plane x = y. Then u, v, w would be functionally dependent on O. On the other hand,
This expression cannot be identically zero on any nonvoid open set since φ is philandering, hence u, v are functionally independent on O. Thus there would exist a function σ such that w = σ (u, v) , that is,
on O. Observe that the right member of this equation is symmetric in x and y. Interchanging x and y we get Cφ(y, z) = Cφ(x, z), or
for all (x, y, z) ∈ O such that (y, x, z) ∈ O. Therefore there would be an open set on which φ is affine, but this is impossible since φ is philandering. Therefore there exist points (x, y, z) such that the Jacobian of T is nonzero; indeed, such points exist in every open set intersecting the plane x = y. Since φ is continuous, the set
is a nonempty open set, as is T (N ) by the Open Mapping Theorem. Thus we have (3.4) for (u, v, w) in an open set T (N ). Let U be a connected component of T (N ) and write (3.4) in the form
(Recall that w is functionally independent of u and v.) Now (see e.g. pp. 76-80 in [1] ) such Pexider equations have unique extensions to the whole plane R 2 ; hence
for some open connected set D ⊂ I × I, some constant c 0 , and some additive map
Note that Cφ(J ×K) = Cφ(K×J) by the symmetry of Cφ. We define for any two sets S 1 , S 2 ,
and from above write
Thus the map ψ :
satisfies the Cauchy equation
Any such function has a "quasi-extension" to R such that
in terms of such a function ψ. Now we try to extend these representations (3.6), (3.5) for f, g, respectively, to the sets
To simplify notation, let J n = nJ + K for n = 1, 2, 3, .... Note that J 0 = K and J n + J = J n+1 for all n ≥ 0. Also, for any intervals L, M and real numbers a 0 , b 0 define the "Pexider step function"
Suppose we have shown for some n ≥ 0 that
n).
(For n = 0 these are equations (3.6), (3.5) .) In (3.2) letting x ∈ J, y ∈ J n , z ∈ J, we have
by the inductive hypothesis. Defining variables s, t by
and rearranging, we get
The Jacobian of the transformation (x, y) → (s, t) on J × J n is given by
We claim that this Jacobian cannot be zero on any open set since φ is philandering.
identically in V since φ is philandering. Hence s and t are functionally independent on J × J n and we deduce from (3.7) that
for some constant c n+1 . As before we obtain from (1.2) that for some additive map A 3 : R → R and real constants a n+1 , b n+1 our function f has the form
By the inductive hypothesis we know that f has the form f (
Comparing these forms, we see that
Thus the additive functions A 3 and A 2 must be identical on R and the asserted forms of f, g are established for all n. Next, we claim that 
Inserting this back into (1.2) we see that for all x, y ∈ (M, ∞). Finally, by Theorem 23 in [3] these forms of f and g extend to their whole domains, and the proof is complete.
Note that in [3] we achieved this result only under quite strong assumptions on φ, namely analyticity or strict convexity. Now we have much weaker assumptions about φ, and this settles a question posed in [3] . Remark 1. As in [3] , the results above can be carried over to generalized Cauchy differences in which addition is replaced by a quasi-sum. That is, we can also treat functional equations of the form
(t)) = g(H(s, t))
and, in particular,
where θ is an invertible function satisfying appropriate conditions. 
