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An Iterated Eigenvalue Algorithm for Approximating
Roots of Univariate Polynomials
STEVEN FORTUNE†
Bell Laboratories, Murray Hill, NJ, U.S.A.
We discuss an iterative algorithm that approximates all roots of a univariate polynomial.
The iteration is based on floating-point computation of the eigenvalues of a generalized
companion matrix. With some assumptions, we show that the algorithm approximates
the roots within about logρ/ χ(P ) iterations, where  is the relative error of floating-
point arithmetic, ρ is the relative separation of the roots, and χ(P ) is the condition
number of the polynomial. Each iteration requires an n × n floating-point eigenvalue
computation, n the polynomial degree, and evaluation of the polynomial to floating-
point accuracy at up to n points.
We describe a careful implementation of the algorithm, including many techniques
that contribute to the practical efficiency of the algorithm. On some hard examples of
ill-conditioned polynomials, e.g. high-degree Wilkinson polynomials, the implementation
is an order of magnitude faster than the Bini–Fiorentino implementation mpsolve.
c© 2002 Elsevier Science Ltd. All rights reserved.
1. Introduction
The algorithmic problem of approximating the roots of a univariate polynomial, presented
by its coefficients, is classic in numerical analysis and symbolic algebra (McNamee, 1993;
Pan, 1997). Despite the extensive research history, there appears to be no algorithm for
root approximation that is completely satisfactory both in theory and practice. Existing
algorithms can be crudely and inexhaustively classified either as iterative algorithms or as
theoretically complete algorithms. The theoretically complete algorithms include Weyl’s
algorithm and the Scho¨nhage splitting-circle algorithm. The descendants of the splitting-
circle algorithm (see Pan, 1997, for references) have astonishingly fast asymptotic running
times, at least in the real RAMmodel. The iterative algorithms include Newton’s method,
the Durand–Kerner method, and Aberth’s method (see Pan, 1997; Bini and Fiorentino,
2000, for references). The iterative algorithms usually have local convergence proofs, but
are not known to converge globally and hence have no running time analysis.
In practice the iterative algorithms can perform very well, despite their lack of theo-
retical justification. Recently Bini and Fiorentino Bini and Fiorentino (1999, 2000) have
developed mpsolve, a sophisticated and robust implementation of Aberth’s method.
They performed an extensive comparison of their implementation with the solvers in
MapleTM and MathematicaTM and with Gourdon’s implementation (Gourdon, 1996) of
the Scho¨nhage splitting-circle algorithm. Their implementation is much the fastest, beat-
ing the other implementations by factors ranging from roughly 10 to 5000, depending
upon instance.
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Figure 1. The eigensolve algorithm.
1.1. iteration based on floating-point eigenvalue computation
We discuss an iterative root-finding algorithm that approximates the roots of an
arbitrary polynomial P . The algorithm uses a generalized companion matrix, that is,
a matrix constructed from P whose eigenvalues are the roots of P . A similar algorithm
was previously considered by Malek and Vaillancourt (1995a,b), perhaps based on a sug-
gestion due to Fiedler (1990); the companion matrix construction itself goes back to at
least Smith (1970).
At a high level, the algorithm is very simple (see Figure 1). Let P be a polynomial and
S the current estimate of the roots of P . The iteration is to compute the eigenvalues, in
hardware floating-point arithmetic, of the generalized companion matrix C(P, S); these
computed eigenvalues then form the next estimate of the roots of P . The matrix C(P, S)
can be understood as an eigenvalue formulation of Lagrange interpolation (see Section 2).
A standard way to find inclusion regions that are guaranteed to contain the roots of P is
to apply Gershgorin’s theorem to this matrix (Smith, 1970; Bini and Fiorentino, 2000).
Computation of C(P, S) needs the value of P at the points of S to floating-point accuracy,
requiring extended-precision arithmetic if evaluation of P is ill-conditioned.
It is not obvious that this iteration converges—indeed it might seem highly implau-
sible, since the heart of the iteration is a floating-point eigenvalue computation on a
matrix whose (eigenvalue) condition number may be vastly larger than 1/,  the rela-
tive accuracy of hardware floating-point arithmetic. Figure 2 depicts the behavior of the
algorithm on the Wilkinson polynomial of degree 200. The condition number of this poly-
nomial exceeds 10420: its L∞ norm is about 10380, and a perturbation of the coefficient
of x170 of size 10−40 creates complex roots.
Let S1, S2, . . . be the successive iterate vectors. One interpretation of the algorithm is
that the iteration improves the eigenvalue condition number of the successive matrices
C(P, Si). We argue this informally as follows. Floating-point eigenvalue iteration using,
say, the QR algorithm is backwards stable: the computed eigenvalues of a matrix M are
the true eigenvalues of a perturbed matrix M + ∆M , where ‖∆M‖ can be bounded in
terms of ‖M‖ and . Of course, the successive matrices C(P, Si) all have the same eigen-
values. As is clear from Figure 2, the computed eigenvalues of succeeding iterations are
closer to the true roots of P , implying that the successive matrices are—in some sense—
better conditioned. (The computed condition number, using condeig in matlab, also
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Figure 2. Iterates of the algorithm on the Wilkinson polynomial of degree 200, with integer roots
1, . . . , 200.
decreases with iteration, though condeig warns that the matrices are too ill-conditioned
for the estimate to be accurate.)
We can give a more formal explanation of the convergence of the algorithm. For vector
S = (s1, . . . , sn), si ∈C, let QS(x) =
∏
(x− si). For a polynomial P such as a Wilkinson
polynomial, it can be observed experimentally that for each root λ of P ,
|QSt+1(λ)| .  max
(|QSt(λ)|, |λP ′(λ)|) (1)
(see Figure 3). Here  is the relative error of floating-point arithmetic ( ≈ 10−16 for IEEE
double-precision floating-point). The condition |QSk(λ)| ≈ |λP ′(λ)|, for all roots λ, is
sufficient to guarantee that the iterate Sk approximates all the roots of P to relative error
about  (see Section 3.2). It follows that the number of required iterations is bounded by
about log(1/) χ(P ), where χ(P ) is the condition number of the polynomial.
In Section 3, we give a proof of an upper bound similar to (1), under some assumptions.
The upper bound has an additional factor that depends upon the degree n and a measure
of the relative root separation of P . The upper bound also depends upon a parameter
α, which is a measure of the genericity of the iterate Si. Si is the vector of eigenvalues
computed in floating-point arithmetic, so Si is the vector of roots of QSi = char(M +
∆M) = P + ∆P , where charM = P . The perturbation matrix ∆M , and hence the
perturbation polynomial ∆P , are consequences of floating-point rounding during the
eigenvalue computation. The genericity of Si is determined from P and ∆P ; roughly, α
is large if ∆P is “exceptional” and α ≈ 1 if ∆P is “random” or “unexceptional”. All
experimental observations are that α ≈ 1. Section 3.4 argues why it is plausible that α
should be small, though it is far from clear how to prove a rigorous upper bound on α.
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Figure 3. The x-axis represents the roots 1, . . . , 200 of the Wilkinson polynomial W of degree 200;
dots are log2 |Qi(λ)|, i varying over the iteration, λ = 1, . . . , 200. The lower envelope of the dots closely
matches |λW ′(λ)|.
1.2. the implementation
It is not trivial to implement a complete, reliable, and efficient polynomial root-finder,
even if the underlying algorithm is simple. The paper by Bini and Fiorentino (2000) has
a wealth of information about the implementation of iterative polynomial root-finders.
Section 4 describes an implementation eigensolve of the algorithm described earlier.
The implementation uses floating-point eigenvalue iteration, appropriately shifted and
scaled to match the precision and dynamic range of hardware floating-point arithmetic.
In addition, the implementation has techniques to handle repeated or closely spaced
roots, to detect convergence, and to approximate roots to arbitrary precision. Several
different software arithmetic types are used, in order to provide arithmetic with large
dynamic range, extended accuracy, and minimal computing cost.
Section 4 compares eigensolve with the Bini–Fiorentino implementation of mpsolve.
For ill-conditioned polynomials of high degree, eigensolve is much faster than mpsolve,
by a factor of 20 or more (see Figures 5 and 6). As discussed later, eigensolve is not
uniformly faster than mpsolve. It is an interesting and apparently difficult engineer-
ing challenge to develop a practical root-finder that combines the best performance of
eigensolve and mpsolve. The eigensolve implementation can be downloaded by fol-
lowing the directions on the eigensolve web page (Fortune, 2001).
1.3. relation to previous work
There is a huge literature on polynomial root-finding. Many references can be found in
Pan’s survey paper (Pan, 1997) and McNamee’s bibliography (McNamee, 1993). Iteration
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Figure 4. Simplified driver.
using the generalized companion matrix was previously proposed by Malek and Vaillan-
court (1995a,b). Malek and Vaillancourt tried their algorithm on polynomials up to degree
40, using double precision for eigenvalue computation and quadruple precision for other
computation. They give no analysis of the algorithm.
We make several contributions in this paper. First, we provide partial complexity
analysis, which at least explains why the iteration converges. Second, we document the
effectiveness of the algorithm on hard, high-degree polynomials. Third, we describe imple-
mentation details that contribute significantly to the practical efficiency of the algorithm.
2. Background
Throughout ‖ · ‖ is the infinity norm. If λ is a simple root of polynomial P , then the
condition number of P at λ is
χ(P, λ) =
‖P‖max (1, |λ|n−1)
|P ′(λ)| .
Using standard arguments (Demmel, 1987) it is possible to show that min(|∆λ|, |∆λ/λ|)
≤ χ(P, λ)‖∆P‖/‖P‖, where ∆λ is the perturbation in λ resulting from a sufficiently
small perturbation ∆P to P . If P has all simple roots, then χ(P ), the condition number
of P , is the maximum of χ(P, λ), λ varying over the roots of P .
Let P have degree n. If P has simple root λ then the root separation of P at λ is
sep(P, λ) = minλ′ |λ− λ′| where λ′ varies over all roots distinct from λ. If P is simple, the
(absolute) root separation of P is sep(P ) = minλ sep(P, λ), where λ varies over the roots
of P . If λ is a simple root of P and α > 0, s is α-close to λ if |s−λ| ≤ αminλ′ 6=λ |λ−λ′|,
where λ′ varies over all roots of P distinct from λ.
Proposition 2.1. If s is 1/n-close to root λ of P , then |P (s)| ≤ e |s− λ||P ′(λ)|.
Proof. Suppose P =
∏
(x − λi) and s is α-close to λ1. Then for i 6= 1, |s − λi| =
|s− λ1 + λ1 − λi| ≤ (1 + α) |λ1 − λi| and
|P (s)| = |(s− λ1)|
∏
i6=1
|s− λi| ≤ |s− λ1| (1 + α)n−1|P ′(λ1)|.
The lemma follows for α = 1/n using (1 + 1/n)n−1 ≤ e. 2
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Figure 5. Comparison of eigensolve and mpsolve (version 2.1, January 2000) on ill-conditioned poly-
nomials; times are seconds on a 250 MHz SGI R10000. Roots are computed to 15 decimal digits. All the
polynomials except Wilkinson 1000 and Laguerre 1000 are from the mpsolve distribution.
Proposition 2.2. Suppose λ is the root of P closest to s, and t satisfies |s − t| <
|s− λ|/(n+ 1). Then |P (t)|/e ≤ |P (s)| ≤ e |P (t)|.
Proof. Similar to the proof of Proposition 2.1. 2
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Figure 6. Comparison of eigensolve and mpsolve, continued. The Mignotte and Geometric poly-
nomials are from the mpsolve distribution. The “Shifted Wilkinson” polynomial has integer roots
104 + 1, . . . , 104 + 100.
For S = (s1, . . . , sk) a vector of complex numbers, define
QS(x) =
k∏
i=1
(x− si).
Notice that Q′(sj) =
∏
i6=j(sj − si).
For M a matrix, λ(M) denotes the vector of eigenvalues of M , detM the determinant
of M , and charM the characteristic polynomial of M . For monic P = xn + pn−1xn−1 +
· · ·+ p1x+ p0, the companion matrix is
C(P ) =

0 1 0 . . . 0
0 0 1 . . . 0
...
. . .
−p0 −p1 −p2 . . . −pn−1
 .
Standard results are that λ(C(P )) are the roots of P and that λ(M) are the roots of
charM .
2.1. some matrix facts
Throughout this section, D = diag(d1, . . . , dn) is a diagonal matrix and R = (rij) is a
matrix of rank one.
Lemma 2.1. det(D +R) =
∏n
i=1 di +
∑n
i=1 rii
∏
j 6=i dj.
Proof. The proof is by induction on n; the case n = 1 is immediate. Write M [i : j] for
the matrix consisting of columns i through j of matrix M , and M [i] for M [i : i]. An easy
determinant identity is detM = detM0 + detM1, where M0 and M1 are identical to M
except in the kth column, and M0[k] +M1[k] =M [k]. Using this identity,
det(D +R) = det[D[1](D +R) [2 : n]] + det[R[1](D +R) [2 : n]].
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Using the induction hypothesis,
det[D[1](D +R) [2 : n]] = d1
(
n∏
i=2
di +
n∑
i=2
rii
n∏
j=2
j 6=i
dj
)
=
n∏
i=1
di +
n∑
i=2
rii
n∏
j=1
j 6=i
dj .
Using the identity on the last column backwards to the second column,
det[R[1](D +R) [2 : n]] = det[R[1]D[2 : n]]
+
n−1∑
j=2
det[R[1](D +R) [2 : j]R[j + 1 : n]]
= r11
n∏
j=2
dj
since any matrix with at least two columns of the rank-one matrix R has zero
determinant. 2
Corollary 2.1. (−1)nchar(D +R) =∏ni=1(x− di) +∑ni=1 rii∏j 6=i(x− di).
Let detij M be the determinant of the matrix obtained from M by deleting the ith row
and the jth column, and similarly for charijM . The proof of the following lemma is
similar to the proof of Lemma 2.1.
Lemma 2.2.
detij (D +R) =
{
rji
∏
k 6=i,j dk i 6= j∏
k 6=i dk +
∑
l 6=i rll
∏
k 6=i,l dk i = j.
Corollary 2.2.
(−1)n−1charij (D +R) =
{
rji
∏
k 6=i,j(x− dk) i 6= j∏
k 6=i(x− dk) +
∑
l 6=i rll
∏
k 6=i,l(x− dk) i = j.
2.2. generalized companion matrices
Let S = (s1, . . . , sn) with si distinct complex numbers, and let P be a monic polynomial
of degree n. The Lagrange coefficients l1, . . . , ln for P and S are defined by
li =
∣∣∣∣ P (si)Q′S(si)
∣∣∣∣ .
The generalized companion matrix C(P, S) is the n× n matrix
C(P, S) =

s1 0 . . . 0
0 s2 . . . 0
...
...
. . .
...
0 0
... sn
−

l1 l2 . . . ln
l1 l2 . . . ln
...
...
...
l1 l2 . . . ln
 .
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By Corollary 2.1,
(−1)ncharC(P, S) =
∏
(x− si) +
n∑
i=1
li
∏
j 6=i
(x− sj).
The second term on the right-hand side of this equation is the Lagrange interpolating
polynomial (Yap, 2000) of degree n− 1 that has value P (si) at si. Since this polynomial
is unique, and P is monic of degree of n, we have a result apparently first proved by
Smith (1970).
Corollary 2.3. If P is monic, then (−1)nchar(C(P, S)) = P ; thus the eigenvalues of
C(P, S) are the roots of P .
For complex s and real r > 0, let D(s, r) ⊂ C be the closed disc of radius r centered at
s. The following lemma follows easily from Gershgorin’s theorem (Golub and Van Loan,
1990) and Corollary 2.3 (see also Smith, 1970; Elsner, 1973; Bini and Fiorentino, 2000).
Lemma 2.3. Let P be a monic polynomial of degree n, S = (s1, . . . , sn) be distinct
complex numbers and l1, . . . , ln be the Lagrange coefficients. Then the union of discs⋃n
i=1D(si, nli) contains all the roots of P . Furthermore, each connected component made
up of k discs contains k roots. In particular, if the discs are pairwise disjoint, each disc
contains exactly one root.
2.3. floating-point eigenvalue computation
The computation of eigenvalues has been a central topic of numerical analysis for sev-
eral decades. The QR algorithm (Golub and Van Loan, 1990; Demmel, 1997) is the stan-
dard for dense matrices. The conventional analysis is that the QR algorithm is backwards
stable: for M an n × n matrix with floating-point entries, a call to the implementation
eig of the QR algorithm
Λ := eig(M)
computes a vector of eigenvalues Λ = (λ1, . . . , λn) that are the true eigenvalues of a
perturbed matrix M +∆M :
Λ = λ(M +∆M)
‖∆M‖ ≤ t(n)  ‖M‖,
where  is the relative error of floating-point arithmetic. The upper bound t(n) is usually
quoted as a slow-growing function of n, say t(n) ≤ 10n (Anderson et al., 1995). Appar-
ently, there is no rigorous convergence proof of the QR algorithm. Assuming that the
QR algorithm requires only O(n) iterations, t(n) can be rigorously bounded by O(n3)
(Tisseur, 1996). We assume that the QR algorithm is globally convergent and that t(n)
is bounded by a polynomial in n.
3. The Algorithm and its Analysis
For this section we assume that P is monic of degree n, with distinct non-zero roots
λ1, . . . , λn. The eigensolve algorithm is given in Figure 1. Section 4 gives an extensive
discussion of implementation details.
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3.1. generic root estimates
Let S = {s1, . . . , sn}, si ∈ C. Let λσ(i) be the root of P closest to si, and let GS =
QS−P . For real α > 0, S is α-generic (with respect to P ) if the following four conditions
hold:
1. if i6=j, then si 6= sj .
2. maxi |si| ≤ αmaxi |λi|.
3. |li| ≤ α |si − λσ(i)|, i = 1, . . . , n, where li is the Lagrange coefficient as in Section 2.2.
4. If si is 1/n-close to λσ(i), then |GS(λσ(i))| ≤ α|GS(si)|, i = 1, . . . , n.
Our interest is in the case that S is the result of a floating-point eigenvalue computation
on a matrix whose characteristic polynomial is P . In this case, ‖GS‖ should be small
with respect to ‖P‖; Section 3.4 gives non-rigorous plausibility arguments that S should
be α-generic for some small α.
Proposition 3.1. Suppose S is α-generic and si is 1/n-close to λk. Then |QS(λk)| ≤
α|P (si)|.
Proof. Using condition (4), |QS(λk)| = |GS(λk)| < α|GS(si)| = α|P (si)|. 2
3.2. analysis of a single iteration
Let S0 be the values computed by the initial call eig(fl(C(P ))), and for t = 1, 2, . . . ,
let St be the values computed at the tth call to eig within the while loop. With
St = {st1, . . . , stn}
define
Qt(x) = QSt(x) =
n∏
i=1
(x− sti).
Lemma 3.1. Let λmax be the root of P of largest magnitude. There is a polynomial q in
n and α so that if St is α-generic, for every root λ of P ,
|Qt+1(λ)| ≤ q(n, α)max
( |λmax|
sep(P, λ)
|Qt(λ)|, |λmax P ′(λ)|
)
,
as long as q(n, α) < 1.
The lower bound in Lemma 3.1 can be motivated very simply. Let R = (r1, . . . , rn)
where ri is the best floating-point approximation to λi. Then for k = 1, . . . , n, |rk−λk| ≤
|λk| and
|QR(λk)| =
∣∣∣∣(λk − rk)∏
j 6=k
(λk − rj)
∣∣∣∣ ≈ ∣∣∣∣λk ∏
j 6=k
(λk − λj)
∣∣∣∣ = |λkP ′(λk)|.
The lower envelope of the dots in Figure 3 closely matches λP ′(λ).
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Proof. (Of Lemma 3.1) Consider a root λk of P . For simplicity drop the double sub-
scripts and write St = (s1, . . . , sn). Let M = C(P, St). Recall that Mij = −lj if i 6= j,
and Mjj = sj − lj , where lj = P (sj)/Q′t(sj) is the Lagrange coefficient.
Using |lj | ≤ α |sj − λσ(j)|, λσ(j) the root closest to sj , it is easy to get
‖M‖ ≤ 2nα2|λmax| (2)
where ‖ · ‖ (here and elsewhere) is the ∞-norm. By the assumptions on eig, there is a
perturbation matrix ∆ so that
|∆ij | ≤  nO(1) ‖M‖
St+1 = λ(M +∆) (3)
Qt+1(x) = char(M +∆).
By expanding the determinant of char(M +∆) and letting O(∆2) denote the sum of all
terms with at least two factors from ∆, we get
Qt+1(x) = charM +
∑
i,j
(−1)i+j∆ij charij M +O(∆2);
of course charM = P . We henceforth ignore the O(∆2) terms; this can be justified
rigorously by a somewhat tedious argument similar to the following argument, using
 q(n, α) < 1. Substituting λk for x, we get
|Qt+1(λk)| ≤
∑
i,j
|∆ij(charij M)(λk)|. (4)
We first consider the case i 6= j. By Corollary 2.2 and using Mij = −lj ,
charij M = (−1)n lj
∏
p6=i,j
(x− sp)
| (charij M)(λk) | =
∣∣∣∣∣ ljλk − sj ∏
p6=i
(λk − sp)
∣∣∣∣∣. (5)
Since St is α-generic, |lj/(λk − sj)| ≤ α. There are now two subcases. First, if si is
1/n-close to λk, then using Propositions 2.1 and 3.1 followed by (2), (3) and (5)∣∣∣∣∣∏
p6=i
(λk − sp)
∣∣∣∣∣ =
∣∣∣∣QS(λk)λk − si
∣∣∣∣ ≤ α ∣∣∣∣ P (S)λk − si
∣∣∣∣ ≤ αe|P ′(λk)|
|∆ij(charij M)(λk)| ≤ α3 nO(1)|λmaxP ′(λk)|. (6)
Second, if si is not 1/n-close to λk, then easily |λmax| ≤ n|si − λk|/sep(P, λk). Again
using (2), (3), and (5)
|∆ij | ≤ nO(1)
∣∣∣∣ si − λksep(P, λk)
∣∣∣∣
|(∆ijcharijM)(λk)| ≤  α2 nO(1)
∣∣∣∣ Qt(λk)sep(P, λk)
∣∣∣∣ . (7)
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Now suppose i = j. By Lemma 2.2
(−1)n−1 chariiM =
∏
j 6=i
(x− sj) +
∑
p6=i
lp
∏
j 6=i,p
(x− sj)
=
(
1 +
∑
p6=i
lp
x− sp
) ∏
j 6=i
(x− sj).
The analysis in this case is essentially identical to the analysis following equation (5).
Lemma 3.1 now follows from (4), (6), (7), and the corresponding bounds in the case
i = j. 2
The proof of Lemma 3.1 gives an upper bound on q of roughly O(t(n)n4 α3), where t(n)
is the backward error bound on floating-point eigenvalue computation from Section 2.3.
In practice, for polynomials with degree between 100 and 1000, we have observed q . 210,
with no obvious dependence on degree.
Lemma 3.1 depends upon the factor |λmax|/sep(P, λ), implying that convergence is
slow if roots are closely spaced relative to the largest root λmax. This slow conver-
gence can be observed empirically in a straightforward implementation of the algo-
rithm. However, convergence is greatly improved by deflation and shifting, as discussed
in Section 4.
3.3. bounding the number of iterations
Theorem 3.1. Suppose every iterate Si of eigensolve is α-generic. Then with q as in
Lemma 3.1 and
β = q(n, α)
|λmax|
sep(P )
f = dlogβ χ(P )e
we have that Sf approximates the roots of P almost to floating-point precision. That is,
there is a permutation σ on {1, . . . , n} so that for i = 1, . . . , n,
|λi − sfσ(i)| ≤ nO(1)max(1, |λi|).
Lemma 3.2. If S0 is computed using the QZ-algorithm (Van Dooren and Dewilde, 1983)
on the companion matrix C(P ), then for each root λ of P , |Q0(λ)| ≤ nO(1) ‖P‖ max(1,
|λ|n).
Proof. By the assumptions on the behavior of eig, S0 = λ(M˜) where M˜ = C(P ) +
∆M , ∆M ≤ nO(1) ‖C(P )‖. By a result of Van Dooren and Dewilde (1983) (see also
Edelman and Murakami, 1994), λ(M˜) = λ(C(P˜ )) where P˜ = P + ∆P , ‖∆P‖ ≤
nO(1) ‖P‖. But P˜ = Q0, since they are both monic polynomials with the same roots.
Hence |Q0(λ)| = |P (λ) + ∆P (λ)| = |∆(P )(λ)|. The lemma follows using |∆P (λ)| ≤
n‖∆P‖max(1, |λ|n). 2
As discussed in Section 4.2.4, in practice it is sufficient to use the ordinary QR algo-
rithm on the initial companion matrix C(P ).
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Lemma 3.3. Suppose at the tth iteration, each root λ of P satisfies
|Qt(λ)| ≤ nO(1)max(1, |λ|)|P ′(λ)|.
Then St approximates the roots of P almost to floating-point precision, as in Theorem 3.1.
Proof. Apply Lemma 2.3 with the role of P taken by Qt and Q by P . Then St is
contained in the union ∪ D(λ, nO(1) |λ|), λ varying over the roots of P . Furthermore
each connected component of the union consisting of k discs contains exactly k elements
of St. The lemma follows easily, since any component of k discs is contained in a single
disc of radius about k times bigger than any individual disc. 2
Proof. (Of Theorem 3.1) The ratio of the bounds in Lemmas 3.2 and 3.3 satisfies
nO(1) ‖P‖ max(1, |λ|n)
nO(1)max(1, |λ|)|P ′(λ)| ≤ n
O(1)χ(P ).
The bound on f follows from Lemma 3.1. 2
3.4. the genericity assumption
Each iterate S = {s1, . . . , sn} is the result of a floating-point eigenvalue computation
on a matrix M so that charM = P . Hence QS = char(M +∆M) for some perturbation
matrix ∆M determined by the rounding during the floating point computation. Let
GS = QS − P . It is plausible that GS should be “tiny” in norm relative to the norm of
P . It is also plausible that GS be “generic”, in the sense that it has no unusual properties.
We do not attempt to define a “generic” polynomial precisely except that it mimic the
behavior of a polynomial drawn randomly from some probability distribution. Hence, for
example, for any fixed pair (x, f) it is unlikely that GS(x) ≈ f .
We give plausibility arguments why each iterate S is α-generic, for some small α > 0,
given that GS is “generic” and “tiny”. We remark that it is far from obvious how to
make these plausibility arguments rigorous. Each case below corresponds to a case in the
definition in Section 3.1.
(1) The manifold of non-simple polynomials has codimension 1 in the space of polyno-
mials. Hence for almost all choices of GS , P +GS is simple.
(2) By standard results on containment discs for roots of polynomials (Henrici, 1974,
Section 6.4), for any polynomial R of degree n > 0 there is a real r(R) > 0 so that
the annulus A(R) = {x ∈ C : r(R) ≥ |x| ≥ r(R)/(ne)} contains the root of largest
magnitude of R. The value r(R) is given by a continuous and well-conditioned
function of the coefficients of R. As long as GS is actually a coefficientwise small
perturbation of P (i.e. the ith coefficient of GS is small relative to the ith coefficient
of P ), then the annuli A(P ) and A(P+GS) are similar, and maxi |si| . nemaxi |λi|.
Unfortunately, error analysis only guarantees that ‖∆M‖ is small relative to ‖M‖.
There is some theoretical work relating ‖∆M‖ and ‖GS‖ (Van Dooren and Dewilde,
1983; Edelman and Murakami, 1994). Furthermore, experimental work by Toh and
Trefethen (1994) suggests that eigenvalue computation of the ordinary companion
matrix C(P ) is indeed coefficientwise backwards stable, at least if the companion
matrix is balanced (Golub and Van Loan, 1990) before the floating-point eigenvalue
computation.
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(3) The Lagrange coefficient li = P (si)/Q′S(si) = P (si)/(P
′(si) + G′S(si)). If GS is
“generic”, then so is G′S . Hence |P ′(si) + G′S(si)| ≈ |P ′(si)| as P (si) and G′S(si)
are uncorrelated complex numbers, and |li| . |P (si)/P ′(si)|. Let λk be the root
of P closest to si (the argument works for any root). Let t0 = 0, t1, . . . , tn be
the coefficients of the Taylor expansion of P about λk. For ∆ = si − λk, a little
manipulation yields
P (si)
P ′(si)
= ∆
t1 + t2∆+ · · ·+ tn∆n−1
t1 + 2t2∆+ · · ·+ (n− 1)tn∆n−1 = ∆
T1(∆)
T2(∆)
.
Since GS is “generic” and si is a root of P + GS , ∆ is “generic,” and |T2(∆)| ≈
|T2|(|∆|), where |T2| is the polynomial obtained from T2 by replacing each coefficient
with its absolute value. Hence |T1(∆)/T2(∆)| . 1, and |li| . |∆|.
(4) Let λk and γ be the roots of P and GS , respectively, closest to si. As long as γ is
not too close to si, in particular as long as (n+1)|λk−si| < |γ−sk|, Proposition 2.2
guarantees |GS(λk)| < e |GS(si)|. (The condition that si is 1/n-close to λk is not
needed, except in the informal sense that |λk − si| is small.)
4. Implementation
The algorithm is implemented in C++ using EISPACK (Smith et al., 1976) (or LA-
PACK (Anderson et al., 1995)) for floating-point eigenvalue computation and GMP
(Granlund, 1996) for extended-precision arithmetic. The source code, exclusive of li-
braries, is about 3300 lines of C++. The implementation accepts polynomials of arbitrary
degree with either real or complex coefficients, with real and imaginary parts specified
either as an arbitrary-precision integers or arbitrary-precision rationals. The implementa-
tion can approximate roots to any requested relative error. The interface—polynomial file
format and available options—is similar to the interface of Bini and Fiorentino’s mpsolve,
though not as extensive. The implementation is available by following the directions on
the eigensolve web site (Fortune, 2001).
The implementation can be viewed as having three parts: a high-level driver (Sec-
tion 4.1) the initial approximation, and the eigenvalue iteration itself (Section 4.2). Sec-
tion 4.3 reports on the overall performance of the implementation.
4.1. the driver
Lemma 2.3 gives computable bounds on the error of a set of root estimates. In principle,
the driver could rely just on these error bounds for detecting convergence and isolation
of root estimates. The implementation uses a somewhat more complicated scheme, with
multiple kinds of error estimates, because this scheme can often detect root convergence
more quickly.
Let S = {s1, . . . , sn} be root estimates and D1, . . . , Dn be discs with si ∈ Di. A cluster
is a maximal subset of S so that the union of the corresponding discs is connected. The
Gershgorin disc for si is the disc D(si, |nli|), where li is the Lagrange coefficient. The
Newton disc for si is the disc D(si, n|P (si)/P ′(si)|); by standard results (Henrici, 1974),
the Newton disc always contains a root of P .
Let ρ be the requested relative error on root approximations. A disc D(c, r) is small if
|r| ≤ ρ|c|. Suppose T = {t1, . . . , tk} ⊆ S. A small containment disc set for T is a set of
small discs D1, . . . , Dk so that (1) si ∈ Di; (2) for i 6= j either Di = Dj or Di ∩Dj = ∅;
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(3) if there are k root estimates in some disc Di, then the disc contains at least k roots
of polynomial P .
The driver partitions the current root estimates into two subsets, the tentatively con-
verged root estimates for which a small containment disc set is known, and the remainder,
the active root estimates. All root estimates are active after the initial computation.
The driver, slightly simplified, is given as pseudocode in Figure 4. At each iteration, the
driver computes the Gershgorin discs for the active root estimates (see Section 4.2.2 for a
description of the computation of Lagrange coefficients). These discs are combined with
the small containment discs for the tentatively converged root estimates. The clusters
are computed in a straightforward fashion with an algorithm that checks every pair of
discs for intersection.
Consider a cluster that contains more than one root estimate. If the corresponding
actual roots are repeated or very closely spaced, then the eigenvalue iteration con-
verges slowly. A variant of the cluster-shrinking heuristic from Bini and Fiorentino (2000)
attempts to replace the root estimates in the cluster with another set of root estimates
that are known to lie in a smaller set of discs.
The extraction of tentatively converged root estimates is a bit involved. There are
three kinds of clusters: clusters consisting solely of root estimates that were tentatively
converged at the previous iteration (clearly these estimates can remain tentatively con-
verged); clusters consisting solely of active estimates; and clusters consisting of both
active and tentatively converged estimates (this last is theoretically possible but rare; all
root estimates become active).
Consider a cluster in the second category, with k ≥ 1 root estimates. Suppose the
union of the corresponding Gershgorin discs is contained in a disc D. By Lemma 2.3,
D contains k roots, so if D is small, all the root estimates in the cluster can become
tentatively converged. If k > 1 and D is not small, the root estimates remain active.
Finally, if k = 1 and D is not small, Newton iteration can be attempted to update the
root estimate to the requested relative error and to discover a small Newton disc that is
guaranteed to contain a root.
In practice it happens reasonably frequently that some Lagrange coefficient li is small,
but the disc D(si, nli) intersects some other larger Gershgorin disc. Hence Lemma 2.3
does not guarantee that there is a root in the disc D(si, nli); however, often there is a root
in the disc. The following strategy attempts to discover when the disc in fact contains
a root, while minimizing the evaluation of the derivative P ′ (which is computationally
expensive).
An active root estimate si is a candidate if its Gershgorin disc D(si, nli) is locally
small, in particular nli ≤
√
minj 6=i |sj − si|, and the only intersection of disc D(si, nli)
with other active discs is with active discs of much larger radius. If si is a candidate,
its Newton disc D(si, |nP (si)/P ′(si)|) is computed; if its radius is not relatively small,
si is no longer considered a candidate. Otherwise the Newton disc is compared with the
discs of all other tentatively converged root estimates. If there is no intersection, si is
updated to the requested relative error with Newton iteration and becomes tentatively
converged. If there is an intersection (which is rare), all root estimates that are involved
in the intersection are marked active.
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4.2. the eigenvalue iteration
The input to the eigenvalue iteration is a set of active root estimates
S˜ = s1, . . . , sk, 1 < k ≤ n;
the remaining root estimates sk+1, . . . , sn have tentatively converged to roots λk+1, . . . ,
λn, respectively. Let
P˜ =
P∏n
j=k+1(x− λj)
.
4.2.1. arithmetic types
Assuming IEEE arithmetic, a native C++ double value is at most 21024 and the
relative error of any arithmetic operation on doubles is at most  = 2−53 ≈ 10−16.
Arithmetic on double values is extremely fast; unfortunately, neither the dynamic range
nor the precision is adequate. The implementation uses two alternate arithmetic types,
dpe (“double plus exponent”) and LongDouble. A dpe class instance (Bailey, 1990; Bini
and Fiorentino, 2000) contains a double d, with d = 0 or 0.5 ≤ |d| ≤ 1, and an int i,
representing the number d ·2i. It allows representation of real numbers with the precision
of a double but with very large dynamic range. The LongDouble class provides extended-
precision floating-point arithmetic with error bound accumulation.
4.2.2. lagrange coefficients
The computation of C(S˜, P˜ ) seems to require the deflated Lagrange coefficient
l˜i =
P˜ (si)∏k
j=1,j 6=i(si − sj)
, i = 1, . . . , k,
for each active root estimate si. However, it suffices to use the approximation l˜i ≈ li,
as long as |sj − λj | ≤  |si − sj | for any tentatively converged root estimate sj . This
requirement is quite mild, and in any event can be guaranteed by appropriate Newton
iteration. To see that l˜i ≈ li, note that
li
l˜i
=
n∏
j=k+1
si − λj
si − sj =
n∏
j=k+1
(si − sj) + (sj − λj)
si − sj =
n∏
j=k+1
(1 + δj)
where |δj | ≤ .
The Lagrange coefficient li = P (si)/
∏
j 6=i(sj − si) is represented using the dpe class,
since it may be very large or small but will only be used to construct a floating-point
matrix, so is needed only to floating-point precision.
The evaluation of P at si is performed using Horner’s rule. The computation may
involve massive cancellation; so the LongDouble class is required for intermediate values.
Since the required arithmetic precision is not known a priori, the value P (si) is computed
using a standard doubling strategy, that is, using b, 2b, 4b, . . . bits of precision, until
the relative error in the result is at most . The initial value of b is determined by
precision caching, i.e. by using the precision required for evaluation of P (ti), where ti is
the root estimate of the preceding iteration corresponding to si. The correspondence of
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root estimates between iterations is determined using a simple heuristic—the index of
the root estimates in a lexicographic sort.
4.2.3. the generalized companion matrix
Recall
C(P˜ , S˜) = diag(s1, . . . , sk)− L
where Lij = l˜j . It is not sensible to construct the matrix C(P˜ , S˜) directly, since for
example its entries may not lie in the dynamic range allowed by hardware floating-point.
Instead we compute the center of mass c of s1, . . . , sk and compute the following matrix
rounded to hardware floating point
σ(diag(s1 − c, . . . , sk − c)− L),
where the scaling factor σ is chosen so that the maximum entry has magnitude about 1.
The eigenvalues µ1, . . . , µk of this matrix are then computed using a library eigenvalue
subroutine. The new root estimates are c + µi/σ, i = 1, . . . , k. In this way, hardware
floating-point eigenvalue calculation can be used even if the actual root estimates are
very large, very small, or very closely spaced.
It sometimes happens that some Lagrange coefficients have much smaller magnitude
than others; the following matrix simplification heuristic can then be employed. If a
Lagrange coefficient li satisfies |li| ≤ κmaxj |lj |, then the ith row and column is elim-
inated from the matrix. Since the eigenvalue computation time is cubic in the matrix
size, the computation time can be substantially reduced if even a small fraction of the
rows and columns are eliminated. This elimination can be interpreted as a perturbation
of the matrix of relative magnitude κ, or equivalently as increasing the relative error in
arithmetic to κ. The number of iterations increases with κ but the time per iteration
decreases. We use κ ≈ 100.
4.2.4. the initial companion matrix
The initial root estimates are obtained from an eigenvalue computation on a matrix
obtained from the polynomial coefficients. As in the general case, it is important to shift
and scale.
Let P (x) = xn + pn−1xn−1 + · · · + p0. We compute the coefficients of Q(y) =
P (a(x + c)), where c is the center of mass of the roots, c = (λ1+ · · ·+λn)/n = −pn−1/n,
and the scaling factor a is chosen so that the coefficients ofQ have magnitude smaller than
the maximum allowed double. The coefficients of Q are used to construct the ordinary
companion matrix C(Q). Its eigenvalues are computed, then rescaled and shifted, as in
the general case.
If also possible, the scaling factor a is chosen so that the low-order coefficient is 1.
The first step of the floating-point eigenvalue solver is to balance (Golub and Van Loan,
1990) the companion matrix. We have discovered experimentally that balancing is most
successful, i.e. the magnitude of matrix entries is reduced the most if the low order
coefficient is close to 1. This leads to more accurate initial root estimates, in the sense of
requiring the fewest subsequent iterations.
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4.3. performance
This section compares eigensolve with the mpsolve distribution (Bini and Fiorentino,
1999) (version 2.1, January 2000). The mpsolve distribution includes a collection of
many test polynomials of widely varying degrees and difficulty. The eigensolve web site
(Fortune, 2001) gives complete timing information for most of these polynomials under
a variety of scenarios. The timings given here are on a 250 MHz SGI running IRIX, with
programs compiled using the IRIX C/C++ compiler with optimization flag -O2. Both
programs were directed to approximate all roots to 15 decimal digits (default behavior
for eigensolve, flags -Ga -o15 for mpsolve).
Figure 5 compares the execution times of eigensolve and mpsolve on some ill-
conditioned examples from the distribution. On these examples, eigensolve does very
well, with the eigenvalue iteration clearly converging much faster than the Aberth itera-
tion used in mpsolve. For example, for the Wilkinson polynomial of degree 80, with initial
root estimates chosen as described in Section 4.2.4, Aberth iteration take 45 iterations
to converge, while eigensolve takes just one.
The eigensolve implementation is not uniformly faster than mpsolve, see Figure 6.
For example, mpsolve can take advantage of sparsity, and hence is much faster than
eigensolve for polynomials like xd − 1 for large d. (It is also the case that the initial
guess of mpsolve lies on a circle, which is particularly appropriate for a polynomial in
this family. If the polynomial is shifted, e.g. (x− 1)d− 1, mpsolve does badly.) Similarly,
mpsolve does well on Mignotte-like polynomials. Even though these polynomials have
some closely spaced roots, they are sparse and most roots are well-conditioned. There
is no obvious way for eigensolve to exploit sparsity, since the generalized companion
matrix C(P, S) is dense even if P is sparse.
The mpsolve implementation also accepts polynomials presented as a straight-line pro-
gram. In this representation the Mandelbrot polynomials are very compact. For the Man-
delbrot polynomial of degree 511, mpsolve requires about 1/20th the time in the straight-
line representation compared with the coefficient representation, and hence would be
about three times faster than eigensolve in the coefficient representation.
The “geometric” polynomials,
∏d
i (x − 4i), form an interesting set of examples. Both
implementations appear to find the roots in order from largest to smallest; both appear
to take an iteration or two to find each root. However, an eigenvalue iteration is slower
than the corresponding Aberth iteration. Usually the improved convergence rate more
than makes up for the slower iteration, but evidently not in this case.
4.3.1. optimizations
The running time of eigensolve is roughly balanced between floating-point eigenvalue
computation and polynomial evaluation, with the other costs of the algorithm negligible.
For the polynomials in Figure 5, the number of iterations is roughly linear in the degree d,
typically varying between d/25 and d/100. The optimizations discussed earlier contribute
significantly to the speed of eigensolve. For example, for the Wilkinson polynomial
of degree 320, solve time increased roughly by a factor 1.9 without shifting the initial
companion matrix, 1.8 without precision caching, 1.25 without matrix simplification,
and 1.3 without deflation. Without any of these optimizations, solve time increased by
a factor of 5.4. Shifting the initial companion matrix is very beneficial in some cases: for
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the contrived “Shifted Wilkinson” polynomial in Figure 5, shifting reduces the number
of iterations from 22 to 2.
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