Abstract-Current state-of-art whole-body PET scanners achieve a system spatial resolution of 4-5 mm with limited sensitivity. Since the reconstructed spatial resolution and image quality are limited by the count statistics, there has not been a significant push for developing higher resolution whole-body PET scanners. Our goal in this study is to investigate the impact of improved spatial resolution together with time-of-flight (TOF) capability on lesion uptake estimation and lesion detectability, two important tasks in whole-body oncologic studies. The broader goal of this project is the development of a new state-of-art TOF PET scanner operating within an MRI while pushing the technology in PET system design. We performed Monte Carlo simulations to test the effects of crystal size (4 mm and 2.6 mm wide crystals), TOF timing resolution (300 ps and 600 ps), and 2-level depth-of-interaction (DOI) capability. Spatial resolution was calculated by simulating point sources in air at multiple positions. Results show that smaller crystals produced improved resolution, while degradation of resolution due to parallax error could be reduced with a 2-level DOI detector. Lesion phantoms were simulated to measure the contrast recovery coefficient (CRC) and area under the LROC curve (ALROC) for 0.5 cm diameter lesions with 6:1 activity uptake relative to the background. Smaller crystals produce higher CRC, leading to increased ALROC values or a reduction in scan time. Improved timing resolution provides faster CRC convergence and once again leads to an increase in ALROC value or reduced scan time. Based on our choice of timing resolution and crystal size, improved timing resolution (300 ps) with larger crystals (4 mm wide) has similar ALROC as smaller crystals (2.6 mm wide) with 600 ps timing resolution. A 2-level DOI measurement provides some CRC and ALROC improvement for lesions further away from the center, leading to a more uniform performance within the imaging field-of-view (FOV). Given a choice between having either an improved spatial resolution, improved timing resolution, or DOI capability, improved spatial or timing resolution provide an overall higher ALROC relative to a 2-level DOI detector.
C
URRENT state-of-art whole-body PET scanners achieve a system spatial resolution of 4-5 mm with a total system sensitivity of 5-8%. The choice of a 4-5 mm spatial resolution is driven primarily by the idea that for improved spatial resolution, increased counts are needed to maintain similar image noise levels [1] . Since the intrinsic sensitivity of modern PET scanners is limited by the cost of scintillator material, there has not been a significant push for developing whole-body PET scanners with higher intrinsic detector resolution. In a well-known simulation study [2] , however, it was shown that for high contrast objects/lesions the increase in contrast due to improved spatial resolution leads to a reduction in the number of counts needed to produce images of same visual quality. Therefore, we have initiated this Monte Carlo study to determine the effects of spatial resolution versus sensitivity using clinical metrics for image evaluation. In contrast to earlier studies our scanner designs are based on fully-3D, time-of-flight (TOF) PET scanners using modern scintillators and using an iterative image reconstruction algorithm. In addition, we also evaluate the impact of depth-of-interaction (DOI) measurement in the PET detector.
For this study, we will vary crystal cross-section, TOF timing resolution, and DOI capability while keeping the system geometry and crystal thickness (i.e., scanner sensitivity) fixed. Smaller crystal size as well as DOI measurement capability will lead to improved spatial resolution, while improved timing resolution has been shown to improve noise characteristics in the reconstructed TOF images [3] . Our goal in this study is to investigate the impact of improved spatial resolution together with TOF capability on lesion uptake estimation and lesion detectability, two important tasks in whole-body oncologic studies. The broader goal of this project, which also helped motivate this study, is the development of a new state-of-art TOF PET scanner operating within an MRI while pushing the technology and detector performance in PET system design.
II. MATERIALS

A. Simulated Scanner Geometry
We performed EGS4-based system simulations [4] , [5] for a cylindrical PET scanner geometry with a ring diameter of 70 cm and an axial field-of-view (AFOV) of 18 cm using pixelated LSO crystals. The simulated scanner ring diameter was kept relatively small due to the broader scope of this work that requires the PET scanner to mechanically fit within the MR magnet. In this study, we investigated the effects of varying three scanner design parameters while keeping its diameter and axial length fixed: crystal cross-section size, timing resolution, and DOI capability. Simulated crystal sizes were and and TOF information was modeled with either 300 ps or 600 ps timing resolution. The crystal pitch was simulated to be 4.07 mm and 2.67 mm for the two crystal sizes, 0018-9499 © 2013 IEEE leading to system packing fractions of 97% and 95%, respectively. This difference in packing fraction leads to lower sensitivity for the scanner using 2.6 mm wide crystals versus the scanner using 4.0 mm wide crystals.
The choice of crystal size and timing resolution was driven by similarity to what is commercially available in whole-body PET scanners (4 mm wide crystal and a timing resolution of around 600 ps), and the potential to use smaller crystals and/or the ability to achieve a 300 ps timing resolution with LSO in an improved detector design [6] , [7] . Scanner geometries with DOI capability were modeled with two 10 mm layers (2-level DOI) while non-DOI capable scanners were modeled with a single 20 mm layer. The choice of 2-level DOI capable scanners is also in keeping with practical detector designs that have demonstrated the ability for such a measurement [8] - [11] . To study both the individual and combined effects of these three variables, eight scanner geometries were therefore simulated.
B. Simulated Phantoms
To verify our understanding of the effect of varying crystal size and DOI, we first performed a spatial resolution study by simulating point sources in air at radial positions of and 15 cm. It is important to note that spatial resolution measured in this way is an ideal case that we use to illustrate the effects of smaller crystals and DOI.
To evaluate the impact of our scanner design choice on lesion quantification and detectability, a cylindrical lesion phantom was simulated for all eight scanner geometries. The lesion phantom is a 35 cm diameter x 19 cm long water filled cylinder containing sixteen 0.5 cm diameter lesions, respectively. Lesions were distributed at two radial positions, 7 cm and 14 cm, and at two geometrically symmetric axial positions, AFOV/4 and -AFOV/4 with a 6:1 uptake relative to the background (see Fig. 1 ). The choice of having lesions in two off-center slices was done for convenience since it cuts down the number of simulations into half. However, since the simulation uses a single bed position, the two slices while having equal sensitivity, will have a sensitivity that is half that of a clinical multi-bed data acquisition. We also simulated a 35 cm diameter x 19 cm long uniform water-filled phantom with an activity concentration that is the same as the lesion phantom background. In order to perform statistical analysis, five independent runs were simulated for each of the lesion phantom and uniform phantom for all eight geometries. Each simulated data set was modeled to replicate a 3 minutes single bed position data acquisition assuming an activity concentration of 0.1 uCi/cc of . Note that clinically we routinely inject 15 mCi of in the patient and start scans after a 60 minutes uptake period, corresponding to an activity concentration of about 0.15 uCi/cc in a 70 kg patient at the start if the PET scan. All simulated data were stored in list-mode form with TOF information.
C. Image Reconstruction
Spatial resolution images were generated by re-binning the point source in air list-mode data into a linearly-interpolated sinogram and reconstructing with a 3D-FRP algorithm [12] , which is a direct 3D Fourier reconstruction method with Fourier reprojection. Lesion and uniform phantom images were reconstructed with an optimized blob-based, list-mode OSEM algorithm [13] with Gaussian TOF kernel, 25 subsets, with normalization, attenuation, and scatter corrections built into the system model [14] . The overall list-mode TOF reconstruction approach is very similar to the commercial implementation by Philips [15] . Normalization data were generated by performing uniform phantom simulations (40 cm diameter x 19 cm length) with very high count statistics, while the attenuation images were generated using analytical calculation. Scatter estimation was performed using a TOF-extended single scatter correction [16] that is similar to the one proposed by Watson [17] and implemented by both Philips and Siemens. No point spread function (PSF) modeling was performed in the image reconstruction for this study. Reconstructed images were generated in voxels. The lesion and uniform phantom list files were reconstructed for the full 3 minutes data acquisition simulation as well as for a partial 2 minutes data acquisition.
D. Image Analysis
Spatial resolution was measured using the 3D-FRP reconstructed images of point source in air using NEMA NU2-2001 analysis [18] . Lesion uptake estimation was performed using the contrast recovery coefficient (CRC) metric. CRC was calculated for each sphere in the lesion phantom by using a circular region-of-interest (ROI) drawn over the center of that sphere (5 mm diameter) to estimate the count density, , in the -th sphere as determined by the mean number of counts in the ROI. The mean counts within a circular ROI were estimated by sub-sampling each image voxel overlapping with the ROI into sub-voxels, calculating the fraction of sub-voxels lying within the ROI, and weighting the number the counts in each image voxel within the ROI by this fraction of sub-voxels. Similarly, background count density, , was determined as the mean number of counts in a circular ROI drawn at the sphere location in a slice axially opposite to the slice containing the sphere. The for j-th sphere was calculated according to the NEMA NU2-2001 definition [18] : where 'uptake' is the simulated lesion contrast value (6) . The CRC is then reported as an average over all 16 spheres.
Lesion detectability for the lesion phantoms was estimated using a generalized scan statistics model [19] where a local contrast over multiple lesions in the lesion phantom images (five replicates) was calculated and the distribution fitted to a Gaussian to estimate the lesion contrast probability density function . Local contrast distribution for noise nodules was calculated by scanning the uniform cylinder images (five replicates). A Gaussian fit to the tails of the local contrast distribution for noise nodules is then used to estimate the of the noise nodule contrast as described in [19] . The two can be used to generate the ROC and LROC curves. For our analysis we chose to calculate the area under the LROC curve (ALROC) as the metric for lesion detection and localization since the primary difference in our different scanner designs is count statistics. ALROC values were calculated for the different scanner geometries and timing resolutions a function of the number of reconstruction iterations. The error in the ALROC value was determined as the standard deviation of the results over the 200 bootstrap data sets. We determined that the iteration number for achieving maximum ALROC did not vary with crystal size or DOI measurement capability, and was defined only by the TOF timing resolution. From our results we concluded that the maximum ALROC values are reached after iteration numbers 4 and 8 for scanners with timing resolution of 300 ps and 600 ps, respectively. All results shown here are therefore for this choice of iteration numbers. Fig. 2 shows the transverse spatial resolution (FWHM) measurements for both crystal sizes, with and without DOI capability. All analysis was performed according to NEMA NU2-2001. As expected, smaller crystals yield improved spatial resolution, while parallax error leads to a degradation of resolution as the point source is moved out radially. With 2-level DOI, the effects of parallax error are reduced. Fig. 3 shows representative (one of five replicates) transverse image slices containing lesions at and for selected scanner designs. The images at the extreme left represent a configuration very similar to the current generation of PET scanners (4 mm wide crystals, Non-DOI, 600 ps timing resolution), while the images at the extreme right are for a technologically advanced scanner with smaller (2.6 mm wide) crystals, 2-level DOI information, and 300 ps timing resolution. These images are for 3 minutes scan time.
III. RESULTS
A. Spatial Resolution With Point Source
B. Lesion Phantom
1) Impact of Spatial Resolution:
In Fig. 4 (a) and 4(b) we show the measured CRC as a function of iteration number for lesions at and ALROC for lesions at both and , respectively, for scanners using 2.6 mm and 4 mm wide LSO crystals. These results are for 3 minutes scan time in scanners without any DOI information and 600 ps timing resolution. Our results show improved CRC values and a correspondingly improved ALROC results for the scanner with smaller (2.6 mm wide) crystals ( for significance of ALROC difference). These conclusions also hold true for scanners with 2-level DOI information as well as improved timing resolution.
2) Impact of Timing Resolution: In Fig. 5 (a) and 5(b) we show the measured CRC as a function of iteration number for lesions at and ALROC for lesions at both and , respectively, for scanners with 300 ps and 600 ps timing resolution. These results are for 3 minutes scan time in scanners without any DOI information and 4 mm wide crystals. Improved timing resolution leads to a faster convergence of lesion CRC versus iteration number, but to the same maximum CRC value. Consequently, improved CRC and noise characteristics lead to improved ALROC results for the scanner with 300 ps timing resolution ( for significance of ALROC difference). These conclusions also hold true for scanners with 2-level DOI information as well as using smaller crystals.
3) Impact of DOI Measurement: In Fig. 6 (a) and 6(b) we show the measured CRC as a function of iteration number and ALROC, respectively, for scanners with and without DOI information. These results are for 3 minutes scan time in scanners using 2.6 mm and 4 mm wide crystals with a timing resolution of 600 ps. Two-level DOI information improved CRC for lesions at in the 2.6 mm wide crystal system. No gain in CRC was observed for the lesions at in the 4 mm wide crystal system with 2-level DOI. The 2-level DOI information also leads to an ALROC improvement mainly for off-center lesions ( for significance of ALROC difference for lesions at ). As a result, 2-level DOI information provides a more uniform ALROC performance over varying lesion radial positions. However, the overall gain in ALROC due to DOI information does not compensate for the gain arising due to improved spatial or timing resolutions (see Figs. Figs. 4(b) and 5(b) . These conclusions also hold true for scanners with 300 ps timing resolution.
4) Impact of Spatial and Timing Resolutions:
In Fig. 7(a) we show the CRC as a function of iteration number for lesions at for scanners using 4 mm wide crystals with 300 ps timing resolution and scanners using 2.6 mm wide crystals with 600 ps timing resolution. This combination of parameters is of practical interest since it is understood that small, long crystals can have poor timing resolution relative to larger crystals of the same length. From Fig. 7(a) we clearly see that the maximum CRC is higher for the scanner with 2.6 mm wide crystals. However, in Fig. 7(b) we plot the variation (standard deviation) in the CRC measured over multiple lesions (eight lesions per image five images), which shows that better (300 ps) timing resolution leads to a lower variability in the measured lesion CRC values and indicating reduced noise in the image. The ALROC results as shown in Fig. 7(c) are very similar for the two systems evaluated here ( for and for lesions), indicating that the improved spatial resolution and CRC of the scanner with 2.6 mm wide crystal is balanced by the improved timing resolution of the scanner with 4 mm wide crystal which leads to a faster CRC convergence (less number of iterations).
5) Impact of Improved Spatial or Timing Resolution on Scan Uime:
In Fig. 8 we plot the ALROC results for a 3 minutes scan in a scanner using 4 mm wide crystal and 3 and 2 minutes scan in a scanner with smaller, 2.6 mm wide crystals. The p-value is 1.00 ( lesions) and 0.42 ( lesions) when comparing the ALROC results from a 3 minutes scan in a scanner using 4 mm wide crystals and a 2 minutes scan in a scanner using 2.6 mm wide crystals. For all other comparisons of ALROC values, . Our results, therefore, show that in scanners using 2.6 mm wide crystals, scan time can be reduced to 2 minutes without any loss in ALROC values relative to a 3 minutes scan in a scanner using 4 mm wide crystal (scanner timing resolution is assumed to be unchanged).
In Fig. 9 we plot the ALROC results for a 3 minutes scan in a scanner with 600 ps timing resolution and 3 and 2 minutes scan in a scanner with 300 ps timing resolution. The p-value is 0.09 ( lesions) and 0.40 ( lesions) when comparing the ALROC results from a 3 minutes scan in a scanner with 600 ps timing resolution and a 2 minutes scan in a scanner with 300 ps timing resolution. For all other comparisons of ALROC values, . Our results, therefore, show that with improved timing resolution, scan time can be reduced to 2 minutes without any loss in ALROC values (crystal size is assumed to be unchanged).
IV. DISCUSSION AND CONCLUSION
The benefit of improved spatial resolution that leads to increased lesion CRC in the reconstructed image cannot be directly compared to the benefit of improved system timing resolution that leads to a faster CRC convergence and hence different noise characteristics in the reconstructed image. Hence, for this work we chose to use the ALROC metric calculated with numerical observer to quantify a clinically relevant task of lesion detection and localization. While physical metrics such as spatial resolution or scanner sensitivity can provide a direct measure of individual scanner performance characteristics, they are limited in their ability to describe clinical performance of scanners that, for instance, have very different design trade-offs. We note that the use of a numerical observer to calculate the ALROC may not fully replicate the performance of a trained clinician. In Figs. 4-7 we find that the CRC values continue to increase beyond iteration numbers 4 (300 ps timing resolution data) and 8 (600 ps timing resolution data), even though the ALROC values reach a maximum at these iteration numbers. While lesion detection will be maximized at these iteration values, the measured uptake for the lesion will be slightly smaller than the maximum value ( in our work). The results of our study (see Fig. 4) show that higher spatial resolution achieved by using smaller crystals in a PET de- tector not only leads to improved CRC estimation, but also an increased ALROC value for small (0.5 cm diameter) spheres or lesions. This result is achieved without increasing the scanner sensitivity or scan time, indicating the benefit of improved spatial resolution without a commensurate increase in the number of detected events. In fact, while keeping timing resolution constant we demonstrate (Fig. 8) that the scan time can be reduced from 3 minutes to 2 minutes with the use of smaller crystals without any loss in ALROC performance. These results are consistent with what was shown by Muehllehner [2] who showed that fewer counts are needed to achieve similar visual quality in images obtained from a system with higher spatial resolution. However, in [2] it was observed that a 2 mm improvement in spatial resolution led to a factor of four reduction in scan time or counts. The results from our work do not show such a large reduction in scan time due to improved spatial resolution. However, besides using a different metric for evaluation, our study simulates a fully-3D TOF scanner and uses an iterative image reconstruction algorithm, both of which can have an impact on the noise characteristics in the image. Also, while PSF modeling in image reconstruction was not used in this work, improved spatial resolution achieved using such techniques may not be equivalent to gains in ALROC achieved in a scanner with better intrinsic (detector) spatial resolution due to different image properties (such as noise) [20] , [21] . A detailed evaluation of PSF modeling is beyond the scope of this work.
Improved TOF timing resolution leads to a faster convergence of sphere contrast (Fig. 5(a) ), and hence an improved trade-off between contrast and noise in the image as a function of number of iterations of image reconstruction. The ALROC converges to a maximum value that is higher (Fig. 5(b) ) and after less number of iterations as the timing resolution is improved from 600 ps to 300 ps. Alternately, we show that the improved performance with better (300 ps) TOF timing resolution can be used to achieve similar ALROC as with a 600 ps timing resolution system but with shorter scan times (see Fig. 9 ).
With a 2-level DOI measuring detector, parallax error in the scanner is reduced with a corresponding increase in the CRC value for off-center lesions (Fig. 6(a) ). However, the benefit of DOI measurement is larger in a scanner using smaller crystals, since the relative impact of parallax error will be higher in a scanner with improved spatial resolution. Increased CRC for off-center lesion leads to an increased ALROC as well, and a more uniform performance for lesions at different radial positions ( Fig. 6(b) ). While a more uniform CRC measurement is desirable for quantification tasks, improved spatial or timing resolution still lead to an overall increase in ALROC as opposed to the addition of 2-level DOI information. Hence, if given a choice, for detectability tasks an improvement in detector spatial or timing resolution is more important then the addition of DOI information since the ALROC is similar or lower in a detector with DOI but with worse spatial or timing resolution (e.g., compare 2.6 mm, Non-DOI data with 4 mm, DOI data in Fig. 6(b) . The benefit of improved spatial or timing resolution over a DOI measurement capability is expected to be even higher in the standard PET scanners with 90 cm ring diameter (as opposed to 70 cm ring diameter that was simulated here) due to reduced parallax error.
Finally, given a choice between either an improved spatial or timing resolution, our choice of parameters (2.6 mm wide crystals with 600 ps timing resolution versus 4 mm wide crystals with 300 ps timing resolution) does not show any noticeable difference in the lesion detection and localization task performance (Fig. 7(c) ). Although improved spatial resolution leads to a higher CRC estimation, this is accompanied by increased variability in the measured value Figs. 7(a) and 7(b) However, in certain high count statistics scenarios, the increased CRC estimate achieved with improved spatial resolution may be desirable (over improved timing resolution) since the overall statistical variability in the CRC estimate will be low.
