We decidate this paper to John Rhodes on his 65th birthday.
Introduction
The study of automorphism groups of structures, algebraic or otherwise, is an established classification procedure in mathematics. Computing the group of automorphisms of a particular structure requires deep understanding of multiple aspects of the structure, of its substructures and of its quotients.
The object of this paper is to describe the group of automorphism of the 3-generated infinite 2-group G(2) constructed by the first author and shown to have intermediate growth; see [?] , [?] . The approach is similar but differs in many details to the one followed by the second author in determining the group of automorphisms of G(3), the 2-generated infinite 3-group constructed by him and Gupta; see [?] , [?] . It has been possible to answer many question concerning these groups thanks to the fact they are defined to act on regular one-rooted trees, using easy recursion. The accessibility of such groups to detailed study has opened up a new experimental field in infinite group theory. Since then investigations of groups acting on regular trees have grown in various directions, such as that of branch groups [?] and of groups of finite automata [?] , [?] .
The groups G(2), G(3) have trivial centers and therefore are isomorphic to their inner group of automorphisms. More importantly though, their automorphisms are induced by conjugation in the full group of automorphisms of the respective trees on which they act. This is an aspect of rigidity which was first proven for the group G(3) and was then shown in [?] to hold for branch groups with some additional natural conditions. A further development along this line appears in [?] where it proven that the branch action on the associated trees to be unique for a wide class of branch groups,
The main result of [?] is that the group of automorphisms of G(3) is a {2, 3}-torsion group which splits as where V is an elementary abelian 3-group of infinite rank and D is elementary abelian of order four which normalizes V .
We will show in this paper that the group of automorphisms of G(2) is a 2-group. More precisely. we will prove Theorem 1. The group G(2) admits an infinite set of automorphisms of order 2 which generate a group V such that AutG(2) = (InnG(2)) V and OutG(2) is elementary abelian 2-group of infinite rank.
Preliminaries
2.1. The binary tree and its automorphisms . The binary tree, denoted by T , has as its vertices all finite strings u with entries 0, 1, with the ordering defined by v < u provided u is an initial sequence of v. Each vertex u is the root of a subtree T u whose vertices are all strings with prefix u. Let A be the group of automorphisms of T and let a be the automorphism of T which interchanges the vertices 0u and 1u for each string u. Using the natural isomorphism between T and its subtrees T 0 , T 1 we may represent any x ∈ A as x = (x 0 , x 1 )a i , where x 0 , x 1 ∈ A and i ∈ {0, 1}. In this manner the group A is identified naturally with the wreath product AwrC 2 of A by the cyclic group C 2 of order two. Thus, in this representation, the identity element 1 ∈ A is 1 = (1, 1)a 0 . The automorphisms x 0 , x 1 have similar 'developments' in terms of certain x 00 , x 01 , x 10 , x 11 ∈ A, and so on. Given x ∈ A, then define the following elements of A:
for all i ≥ 1. The nth level stabilizer st H (n) of a subgroup H of A is the kernel of the action of H on the strings of length n. For every string u of length n, the elements of st A (n) induce automorphisms of the tree with root u; thus we obtain the projection map π u : st A (n) → A. Given a subgroup H of A, for each vertex u we write u * H for the subgroup of A which induces H on the subtree T u and acts trivially outside this subtree. The group generated by all subgroups u * H with u of length n is of course the direct product of these subgroups and we denote it by × 2 n H. Any subgroup or element of H outside st H (1) is called active.
For any subgroup H of A, the rigid stabilizer rist G (u) of u in G is the subgroup H ∩ (u * A). For each n ≥ 0 we write rist H (n) for the group generated by all subgroups rist H (u) with u of length n.
A subgroup H of A is called a branch group if for all n if it acts transitively on the set of nth level vertices (that is, the vertices which are strings of length n) and if rist H (n) has finite index in G. As was proven in [?], a branch group is just infinite provided rist G (u) has finite abelianization.
2.2.
The group G(2). The group G = G(2) is generated by the three automorphisms a, b, c of the tree T where b, c are defined recursively by
In this section we will give a summary of some known facts about G (see: [?] , [?] ) and will prove some new ones which will be necessary to reach our main result. Denote by H the 1st level stabilizer st G (1). Then H is a normal subgroup of index 2 in G and is generated by the four elements
the symbol x y denotes y −1 xy, the conjugate of x by y. Thus, H is a subdirect product of G × G and G is a subgroup of (G × G) < a >.
2.2.1. Length and Depth Functions. Let |g| denote the length of g with respect to the system of generators a, b, c, d. Any shortest word representing g has the form * a * a... * a * where * denotes an element from the set {b, c, d}, yet the first and last * can be the empty word. Let g ∈ G and write its representation on the tree as g
. If the first or last * is empty then the inequality improves to
There is a level k of the tree such that in the development of g, its states g u ∈ {1, a, b, c, d} for all strings u of length k. The smallest such k is called the depth of g and is denoted by depth(g). From the inequalities for the length function we get depth(g) ≤ log 2 (|g|) + 1. Proposition 1. The group G is an infinite 2-group.
The proof follows simply by induction on the word length. 
Special subgroups. (i) From the definition of the generators
The group G is just-infinite and not abelian-by-finite.
Proof. Since G is a torsion branch group and rist G (m) has finite index in G, it follows that G is just-infinite. Also, G is not abelian-by-finite, for otherwise it would finite.
We note that (ab)
(iv) The group G has 7 subgroups of index 2 (see [?] ). These are:
, and J(0, i) ∩ H is a subdirect product of J(0, 5) × J(0, 5) for i = 4, 7. Furthermore, B is a subdirect product of J(0, 3) × J(0, 3), and C is a subdirect product of J(0, 4)×J(0, 4). The first three groups in the list are not 2-generated, the next three are not cyclic and the last one which the group H is not 3-generated. Therefore, H is a characteristic subgroup.
(ii) Suppose X ≤ B is nontrivial such that U = X × {1} is normal in H. It is clear that C G (U ) ≤ H. Let(w, v) commute with U , then w commutes with X and therefore w = 1. Thus, C H (U ) = 1 × B.
(iii) Let W, V be commuting normal subgroups of H. Then, W ≤ B × {1}, V ≤ {1} × B or vice versa:
if W ∩ (B × {1}) is trivial then W is contained in the centralizer of B × {1} and therefore is contained in {1} × B; if W ∩ (B × {1}) = X × {1} is non-trivial then, by (ii), its centralizer is equal {1} × B and therefore V ≤ {1} × B.
(iv) The centralizer of a in G factorizes as
Proposition 3. ([?] )
The centralizer C G (a) is finitely generated and if an element g ∈ G has finitely generated centralizer, then g is conjugate to a.
Decomposable groups. (i)
The following result about groups decomposed as sums of indecomposable subgroups implies that their automorphisms permute the indecomposable factors. Proof. Let p i be the projection of U onto
Proposition 4. Let U be a group with trivial center which decomposes as
. Since U i is indecomposable, there exists a unique j = f (i) such that U i = p i (W j ) and p i (W k ) = 1 for all k = j. Thus f is injective and by the symmetry between the two decompositions of U we get that f is bijective and thus, s = t. We may rearrange indices so that f is the identity function and so
(ii) The group G = G(2) is indecomposable. For, suppose G = U + V for some subgroups U, V . Then U ∩ V is a central subgroup and is therefore trivial. Hence either U or V has finite order and is therefore trivial.
(iii) Let R be subgroup of H which projects onto G in both coordinates. Then R is indecomposable. For, suppose R = U + W . Then G = π i (U ) + π i (W ) and so either π i (U ), π i (W ) is trivial. Say π 0 (U ) = 1, π 0 (W ) = G then π 1 (U ) = G and π 1 (W ) = 1; thus, G × G ≤ R and R = H. It follows that H = G × G. and G is infinitely generated; a contradiction. 
and by (iii), W ∩ H = 1; thus W has order 2; a contradiction. Hence U and W are not contained in H. Now let
We consider the intersection of U H and W H with
but this absurd since W is active..ThusK = 1. Now, since U H and K × 1 are both normal in M , it follows that U H centralizes K × 1 and π 0 (U H ) centralizes K. Since K is a normal subgroup of G, it follows that π 0 (U H ) = 1. By symmetry, we have π 1 (U H ) = 1. Hence U H = 1, o(U ) = 2 and U G is a finite group; a contradiction. (vi) The subgroup B is indecomposable. This is so since B is a subdirect product of J(0, 3) × J(0, 3) and a decomposition of B induces a decomposition of J(0, 3).
(vii) The subgroup D is characteristic in G: the image of D = rist G (1) = B × B under an automorphism of G is a subgroup of H decomposable as a direct sum of two normal subgroups of H and so, the result follows by an application of item (iii) of 2.2.3.
Proof of the main result
Let A denote Aut(G), the automorphism group of G. Since the center of G is trivial, we identify G with its group of inner automorphisms Inn(G). By Proposition 3, the conjugacy class of a in G is a characteristic subset of G. Therefore, given τ ∈ A, on composing it with a conjugation by some h ∈ H, we may assume that τ fixes a. Denote the subgroup of automorphisms which fix a by A a . Since D = B × B is a characteristic subgroup of G and B is indecomposable, τ permutes {B × 1, 1 × B}. We may suppose that τ leaves both B × 1, 1 × B invariant; if not, then we modify τ to τ a. Recall π 0 , π 1 the projections of H onto G. Then, as H is a characteristic subgroup of G, we have that τ π 0 , τ π 1 are homomorphisms from H onto G. If h ∈ H is in the kernel of τ π 0 then h τ ∈ 1 × B = ker(π 0 ) and so h ∈ 1 × B Therefore, for i = 0, 1, the maps h πi → h τ πi define automorphisms τ i of G. Hence, τ restricted to H is induced by the automorphism (τ 0 , τ 1 ) of G × G and as τ commutes with a, we have τ 0 = τ 1 . We conclude that a general automorphism τ of G is a restriction of an automorphism of the overgroup (G × G) < a >, having the form (σ, σ) ha i for some σ ∈ Aut(G), h ∈ H, i = 0, 1. A unique form τ = (σ, σ) ha i can be obtained where i = 0, 1 and h is an element from a fixed right transversal S of C H (a) = {(u, u)|u ∈ B < (ad) 2 >} in H. Since σ can be developed similarly we obtain sequences τ (m) ∈ Aut(G), h(m) ∈ S and i(m) ∈ {0, 1} defined by
This development of τ shows that for all k ≥ 1, it is the restriction of an automorphism of (× 2 k G)P (k) to G, where P (k) is a Sylow 2-subgroup of Sym(2 k ). Hence, st G (k) is τ -invariant for all k ≥ 1. Now, the sequences h(m), i(m) determine the following well-defined infinite product of automorphism of the tree
... h(1)α
Clearly, α is an automorphism of the tree, and g −1 (g)
and all g ∈ G. As ∩ k≥1 st G (k) = 1 we conclude that α = τ . We have shown Proposition 5. The group A = Aut(G) is isomorphic to N Aut(T ) (G).
3.1. Some outer automorphisms. Define the automorphism of the tree θ(0) = (ad, ad) = (ad) (1) of × 2 G and define for all i ≥ 0,
(1) ∈ × 2 G\G; otherwise, (ac) −2 (ad) (1) = (ad, 1) ∈ H and ad ∈ B ≤ H, which is absurd. Also,
2 ⊂ G and that modulo G, the set of θ(i)'s are independent. Since c a c = (da, ad) ∈ G, the automorphisms θ(0) = (ad, ad) can be modified modulo G to µ = (da, ad)(ad, ad) = (1, (ad)
2 ) of order 2. Similarly, we produce the
Then y normalizes G if and only if g ∈ B < ad >.
(m) normalizes G. Now the proof follows from G = (B < ad >) < a >.
3.2. The final step. We start with Lemma 2. Let (τ, g) be a pair with τ ∈ A, g ∈ G such that x τ = x g for x ∈ {b, c, d}. Then τ is an inner automorphism.
Proof. We will first prove the assertion for the pair (τ, g) with τ ∈ A a . Write τ = (σ, σ)ha i in its normal form. Then since τ fixes a, we have h = (h ) (1) . Suppose we have a counterexample (τ, g) with g of minimal length. Then, |g| = n > 1 and that the minimal word representing g has the form a * a * a...a * where the last * may be empty. It is clear that g ∈ H if and only i = 0. The length of g is even; for otherwise, the form of g ends in a and g is active and so a can be cancelled from both τ and g. Then, b τ = a σh , c σ = b g = (a g0 , c g1 ) and therefore
and g = g 1 g −1 0 . Therefore, the pair (σ , g ) satisfies the hypothesis and σ fixes a. From 2.2.1, |g i | ≤ 1 2 (|g| + 1) for i = 0, 1 and as |g| is even, |g | ≤ |g|. Then |g | = |g| and since the first coordinate of d is the identity 1, we conclude that d cannot occur as one of the * symbols in the form of g. We repeat the process to the pair (σ , g ) producing (σ , g ). Then |g | = |g| and we find that d cannot occur as one of the * symbols in the form of g = g 1 g −1 0 ; therefore c cannot occur as one of the * symbols in the form of g. One more repetition of the process eliminates the occurrence of b in the form of g as well and we reach a contradiction.
In the general case, where τ may not fix a, we have a τ = a y for some y ∈ G and thus we simply apply the previous case to the pair (τ y 
