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Abstract
In this paper we use the Itoˆ’s formula and comparison theorems to
study the blow-up in finite time of stochastic differential equations driven
by a Brownian motion. In particular, we obtain an extension of Osgood
criterion, which can be applied to some nonautonomous stochastic differ-
ential equations with additive Wiener integral noise. In most cases we
are able to provide with a method to figure out the distribution of the
explosion time of the involved equation.
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1 Introduction
Consider the stochastic differential equation
dXt = b(Xt)dt+ σ(Xt)dWt, t > 0, (1)
X0 = x0.
Here b, σ : R → R are two locally Lipschitz functions, x0 ∈ R and {Wt : t ≥ 0}
is a Brownian motion defined on a complete probability space (Ω,F , P ).
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It is well-known that the solution X of equation (1) may explode in finite
time. That is, |Xt| goes to infinite as t approaches to a stopping time that
could be finite with positive probability, which is called the explosion time of
equation (1) (see McKean [12]). The Feller test is an important tool of the
stochastic calculus to know if there is blow-up in finite time for (1) (see, for
example, Karatzas and Shreve [10]). The reader can consult de Pablo et al. [5]
(and references therein) for applications of blow-up.
In the case that b is non-decreasing and positive, and σ ≡ 1, Feller test is
equivalent to Osgood criterion [14], as it is proven in Leo´n and Villa [11]. It
means, the solution of (1) explodes in finite time if and only if
∫∞
x0
(1/b(s))ds <
∞. Also, when σ ≡ 0 and b > 0, Osgood [14] has stated that explosion time
is finite if and only if
∫∞
x0
(1/b(s))ds < ∞. In this case, the explosion time is
equals to this integral.
Unfortunately, the distribution of the explosion time of equation (1) is not
easy to calculate. One way to do it is using linear second-order ordinary differ-
ential equations. Indeed, Feller [7] has pointed out the Laplace transformation
of this distribution is a bounded solution to some related ordinary differential
equations (see Section 5.2 below for a generalization of this result). Also some
numerical schemes have been analyzed in order to approximate the time of ex-
plosion (consult Da´vila et al. [4]). In this paper, in Section 5.1, we also obtain
the partial differential equation that has the distribution of the explosion time
as a bounded solution.
Now consider the nonautonomous stochastic differential equation
dXt = b(t,Xt)dt+ σ(t,Xt)dWt, t > 0, (2)
X0 = x0.
For this equation, Feller test and Osgood criterion are not useful anymore, but,
in the case that σ is independent of x, we are still able to associate the Laplace
transformation of the distribution of the explosion time of (2) with a partial
differential equation as Theorem 22 below establishes.
The main purpose of this paper is to deal with some extensions of Osgood
criterion for some equations of the form (2). For instance, Lemma 7 provides
a better understanding of Theorem 2.1 in [3], or if, in (2), σ is independent of
x, we obtain an extension of Osgood criterion by means of the law of iterated
logarithm and comparison theorems. It is worth mentioning that versions of
these important tools have been used to analyze global solutions of integral
equations as it is done by Constantin [3], or to obtain an extension of Osgood
criterion to integral equations with additive noise and with 0 < b(t, x) = b(x)
non-decreasing (see Leo´n and Villa [11]).
The paper is organized as follows. Our comparison theorem for integral
equations is introduced in Section 3. Some extensions of Osgood criterion are
given is Sections 2, 3 and 4. Finally, the relation between partial differential
equations and finite blow-up is considered in Section 5.
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2 Osgood criterion for some stochastic differen-
tial equation with diffusion coefficient
Let σ : R → R and h : R → R be a differentiable function and a continuous
function, respectively. We consider the stochastic differential equation
Xξt = ξ +
1
2
∫ t
0
σ(Xξs )σ
′(Xξs )h
2(s)ds+
∫ t
0
σ(Xξs )h(s)dWs, t ≥ 0, (3)
where ξ ∈ R. Here and in what follows, W = {Wt : t ≥ 0} is a Brownian
motion.
Now we assume that there are −∞ ≤ x1 < x2 ≤ ∞ such that σ 6= 0 on
(x1, x2). Let ξ ∈ (x1, x2) be fixed and define Ψξ : (x1, x2)→ R as
Ψξ(x) =
∫ x
ξ
dz
σ(z)
.
Set lξ = Ψξ(x1) ∧Ψξ(x2), rξ = Ψξ(x1) ∨Ψξ(x2) and Yt =
∫ t
0 h(s)dWs, t ≥ 0.
The following result is our first extension of Osgood criterion.
Theorem 1 Let τξ = inf{t ≥ 0 : Yt /∈ (lξ, rξ)}. Then, the process Xξt =
{Ψ−1ξ (Yt) : 0 ≤ t < τξ} is a solution of equation (3).
Remark 2 In this case, τξ is called the explosion time of the solution to equa-
tion (3).
Proof. Applying Itoˆ’s formula with f(x) = Ψ−1ξ (x), x ∈ (lξ, rξ) we have
f(Yt∧τk
ξ
)− f(0) = 1
2
∫ t∧τkξ
0
f ′′(Ys)h2(s)ds+
∫ t∧τkξ
0
f ′(Ys)h(s)dWs,
where
τkξ = inf{t > 0 : Yt /∈ (lξ + k−1, rξ − k−1)}.
Letting k →∞ in (2) we get the result holds.
An immediate consequence of Theorem 1 is the following:
Corollary 3 Let
∫∞
0 h
2(s)ds =∞. Then the solution of equation (3) explodes
in finite time if and only if either lξ > −∞, or rξ <∞. Moreover, if lξ and rξ
are two real numbers, then
P (τξ ∈ dt) =
∞∑
k=−∞
(−1)k rξ + k(rξ − lξ)√
2pi(H(t))3/2
exp
(
− (rξ + k(rξ − lξ))
2
2H(t)
)
dt,
with H(t) =
∫ t
0 (h(s))
2ds.
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Proof. It is well-known that there is a Brownian motion B = {Bt : t ≥ 0}
such that Yt = BH(t), t ≥ 0, (see, for instance, Durrett [6]). Let τ˜ξ = inf{t >
0 : Bt /∈ (lξ, rξ)}. Then, it is easy to show that P (τξ ≤ t) = P (τ˜ξ ≤ H(t)).
Consequently, the proof follows from Borodin and Salminen [1] (page 212).
Remark 4 Suppose that, for example, σ > 0, Ψξ(x1) = −∞ and Ψξ(x2) <∞.
Then, as an immediate consequence of the proof of Corollary 3, we get that
τξ = inf{t :
∫ t
0
h(s)dWs = Ψξ(x2)} and
P (τξ ≤ t) = Φ
(
Ψξ(x2)√
H(t)
)
, (4)
where
Φ(x) =
2√
2pi
∫ ∞
x
e−z
2/2dz.
Observe that we get a similar result when σ is negative, or the involved interval
has the form (lξ,∞).
Now we illustrate this remark with two examples.
Example 5 Let σ(x) = |x|α, x ∈ R, α > 1 and ξ ∈ R. Then
Ψξ(x) =
{ 1
1−α (|x|1−α − |ξ|1−α), ξ > 0, x ≥ 0,
1
1−α (|ξ|1−α − |x|1−α), ξ < 0, x ≤ 0.
Hence,
Ψξ(−∞) = |ξ|
1−α
1− α and Ψξ(0) =∞, for ξ < 0,
and
Ψξ(∞) = |ξ|
1−α
α− 1 and Ψξ(0) = −∞, for ξ > 0.
Therefore, there is explosion in finite time and
P (τξ ≤ t) = Φ
(
|ξ|1−α
(α− 1)
√
H(t)
)
.
Example 6 Let σ(x) = eαx, x ∈ R, α 6= 0 and ξ ∈ R. Then
Ψξ(x) =
1
α
(e−αξ − e−αx),
Ψξ(−∞) =
{ −∞, α > 0,
1
αe
−αξ, α < 0, and Ψξ(∞) =
{
1
αe
−αξ, α > 0,
∞, α < 0.
Thus we deduce that there is explosion on the left for α < 0, there is explosion
on the right for α > 0 and
P (τξ ≤ t) = Φ
(
e−αξ
|α|
√
H(t)
)
.
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3 An extension of Osgood criterion for integral
equations
In this section we generalize recent results obtained in [2] and [11]. Now we
study the following nonautonomous integral equation
Xξt = ξ +
∫ t
0
a(s)b(Xξs )ds+ g(t), t ≥ 0. (5)
The explosion time TXξ of this equation is defined as T
X
ξ = inf{t ≥ 0 : Xξt /∈ R}.
In the remaining of this paper we will need the following conditions:
H1: a : (0,∞)→ (0,∞) is a continuous function such that
lim
t→∞
∫ t+η
t
a(s)ds > 0, for some η > 0.
H2: b : R→ [0,∞) is a continuous function such that there exist −∞ ≤ l <∞
and −∞ < r < ∞ satisfying that b > 0 and locally Lipschitz on (l,∞),
and b : [r,∞)→ (0,∞) is non-decreasing.
H3: g : [0,∞)→ R is a continuous function such that
lim sup
t→∞
(
inf
0≤h≤η˜
g(t+ h)
)
=∞, for some η˜ > 0.
Henceforth we utilize the convention
At(x) =
∫ x
t
a(z)dz, t ≥ 0 and x ∈ (t,∞),
and
Bξ(x) =
∫ x
ξ
dz
b(z)
, x ∈ (l,∞).
We begin with the following generalization of Osgood criterion.
Lemma 7 Let H1 and H2 be satisfied and x0 > l. Consider the ordinary
differential equation
dy(t)
dt
= a(t)b(y(t))dt, t > t0, (6)
y(t0) = x0.
a) Assume that Bx0(∞) ≥ At0(∞), then
y(t) = B−1x0 (At0(t)), t ≥ t0.
b) If Bx0(∞) < At0(∞), then there is blow up in finite time and the time of
explosion T yx0 is equal to A
−1
t0 (Bx0(∞)).
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Remark 8 Observe that equation (6) (resp. equation (5)) has a unique solution
for x0 > l (resp. for ξ > l) that may explode in finite time because of Hypotheses
H1 and H2 (resp. H1-H3). This fact will be used in the proof of Theorem 10
below without mentioning
Proof. From (6) we see that∫ t
t0
y′(s)
b(y(s))
ds =
∫ t
t0
a(s)ds.
The change of variable z = y(s) yields Bx0(y(t)) = At0(t).
Now we deal with Statement a). If Bx0(∞) ≥ At0(∞), then Bx0(∞) >
At0(t), for all t > t0. Therefore y(t) = B
−1
x0 (At0(t)), t > t0 is well-defined.
Finally we consider Statement b). In this case we have B−1x0 (At0(t)) is only
defined for t < A−1t0 (Bx0(∞)) <∞.
Also we are going to need the following elementary comparison result.
Lemma 9 Let x0 > r and T > t0. Assume that H1 and H2 are satisfied, and
that u, v : [t0, T ]→ R are two continuous functions.
a) Suppose that u and v are such that
v(t) > x0 +
∫ t
t0
a(s)b(v(s))ds, t ∈ [t0, T ],
u(t) = x0 +
∫ t
t0
a(s)b(u(s))ds, t ∈ [t0, T ].
Then v(t) ≥ u(t), for all t ∈ [t0, T ].
b) If
r < v(t) < x0 +
∫ t
t0
a(s)b(v(s))ds, t ∈ [t0, T ],
u(t) = x0 +
∫ t
t0
a(s)b(u(s))ds, t ∈ [t0, T ].
Then v(t) ≤ u(t), for all t ∈ [t0, T ].
Proof. We first deal with Statement a). Let N = {t ≥ t0 : b(u(s)) ≤
b(v(s)), s ∈ [t0, t]}. Since t0 ∈ N , then the continuity of of v and u, together with
the fact that b is non-decreasing on (r,∞), leads us to show that T˜ = supN > t0.
If T˜ < T then
v(T˜ )− u(T˜ ) >
∫ T˜
t0
a(s)[b(v(s)) − b(u(s))]ds ≥ 0,
which is impossible due to the definition of T˜ .
Finally, we proceed similarly to prove that b) is also true and to finish the
proof.
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Theorem 10 Let ξ ∈ R. Assume H1-H3. Then the explosion time TXξ of the
solution Xξ of (5) is finite if and only if∫ ∞
r
ds
b(s)
<∞. (7)
Proof. Suppose that TXξ <∞. Since g is continuous, then∫ t
0
a(s)b(Xξs )ds
{
<∞, t < TXξ ,
=∞, t = TXξ .
Hence, there is t0 ∈ (0, TXξ ) such that
ξ +
∫ t0
0
a(s)b(Xξs )ds+ inf
s∈[0,TX
ξ
]
g(s) > r,
and consequently Xt > r for t ∈ [t0, TXξ ].
Now set
M = sup{|g(t)| : 0 ≤ t ≤ TXξ }+ ξ +
∫ t0
0
a(s)b(Xξs )ds.
This yields
Xξt < M + 1 +
∫ t
t0
a(s)b(Xξs )ds, t ∈ [t0, TXξ ].
On the other hand, we consider the integral equation
u(t) = (M + 1) +
∫ t
t0
a(s)b(u(s))ds, t ≥ t0.
Because M > r, Lemmas 7 and 9 give T uM+1 = A
−1
t0 (BM+1(∞)) ≤ TXξ < ∞.
Whence ∫ ∞
M+1
ds
b(s)
<∞.
The continuity and positivity of b in [r,∞) implies (7).
Reciprocally, suppose that Xξ does not explodes in finite time. From Hy-
potheses H1 and H3, we can find a sequence {tn : n ∈ N} such that tn ↑ ∞
and
r + 1 < ξ + inf
0≤h≤η˜
g(tn + h) ↑ ∞, as n→∞.
Observe that
Xξt+tn > ξ + inf0≤h≤η˜
g(tn + h)− 1 +
∫ t
0
a(s+ tn)b(X
ξ
s+tn)ds, t ∈ [0, η˜].
Now consider the integral equation
u(t) = ξ + inf
0≤h≤η˜
g(tn + h)− 1 +
∫ t
0
a(s+ tn)b(u(s))ds, t ∈ [0, η˜].
7
Therefore Lemmas 7 and 9 yield∫ ∞
ξ+inf0≤h≤η˜ g(tn+h)−1
ds
b(s)
>
∫ tn+η˜
tn
a(s)ds.
Whence H1 implies
∫∞
r
ds
b(s) =∞.
We finish this section with the following result for bounded noise.
Proposition 11 Assume that Hypotheses H1 and H2 are true. Also assume
that g in equation (5) is a bounded function and that ξ+ infs≥0 g(s) > r. Then,
we have the following statements:
a)
∫∞
r
(1/b(s))ds = ∞ implies that the solution of equation (5) does not ex-
plode in finite time.
b)
∫∞
r (1/b(s))ds < ∞ yields that the solution of equation (5) blows up in
finite time and
TXξ ∈ (A−10 (Bξ+sups≥0 g(s)(∞)), A−10 (Bξ+infs≥0 g(s)(∞))).
Proof. Let ε > 0 be such that ξ + infs≥0R(s) > r + ε. Set
Zξt = ξ + sup
s≥0
g(s) + ε+
∫ t
0
a(s)b(Zξs )ds
and
Y ξt = ξ + inf
s≥0
g(s)− ε+
∫ t
0
a(s)b(Y ξs )ds.
By Lemma 9 we have,
Y ξt < X
ξ
t < Z
ξ
t , t < T
Z
ξ+sups≥0 g(s)+ε
.
Letting ε ↓ 0 the proof is an immediate consequence of Lemma 7, and Hypothe-
ses H1 and H2.
4 Stochastic differential equation with additive
Wiener integral noise
In this section we study equation (5) when the noise g is a Wiener integral.
More precisely, here we study the stochastic differential equation
Xξt = ξ +
∫ t
0
a(s)b(Xξs )ds+ It, (8)
where It =
∫ t
0 f(s)dWs and f : [0,∞) → R is a square-integrable function on
[0,M ], for any M > 0.
In the remaining of this section we utilize the following assumption:
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H4:
∫∞
0
f2(s)ds =∞ and
∞∑
n=M
1
Υp(n)
(∫ n+2
n
f2(s)ds
)p/2
<∞, (9)
for some M,p > 0, where
Υ(t) =
√
2
(∫ t
0
f2(s)ds
)
log log
(
ee ∨
∫ t
0
f2(s)ds
)
.
Remark 12 Observe that (9) holds if, for example,
t 7→
(∫ t+2
0
f2(s)ds
)(∫ t
0
f2(s)ds
)−1
− 1.
is a decreasing function in Lp([M,∞)) for some M,p > 0.
On the other hand, as a consequence of iterated logarithm theorem for locally
square integrable martingales, we can now state the following:
Lemma 13 Under the fact that
∫∞
0 f
2(s)ds =∞, we have
lim sup
t→∞
It
Υ(t)
= 1 with probability one. (10)
Proof. The result is Theorem 1.1 in Qing Gao [9].
The following theorem is the main result of this section.
Theorem 14 Assume that H1, H2 and H4 are true. Then the stochastic
differential equation (8) blows up in finite time with probability 1 if and only if∫∞
r
ds
b(s) <∞.
Proof. We first observe that, by Theorem 10, we only need to show that the
paths of I satisfy Hypothesis H3 almost surely.
Burkholder-Davis-Gundy inequality (see, for instance, Theorem 3.5.1 in [6])
yields
E
[(
sup
s,t∈[n,n+2]
|It − Is|
)p]
≤ cp
(∫ n+2
n
f2(s)ds
)p/2
,
where cp is a constant depending only on p. Then, by (9),
E
[ ∞∑
n=M
(
sup
s,t∈[n,n+2]
|It − Is|
Υ(n)
)p]
≤ cp
∞∑
n=M
1
Υp(n)
(∫ n+2
n
f2(s)ds
)p/2
<∞.
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Therefore, it is enough to prove that I(ω) satisfies H3 for ω ∈ Ω for which there
exists n0 ∈ N such that
sup
s,t∈[n,n+2]
|It(ω)− Is(ω)|
Υ(n)
≤ 1
4
, for n ≥ n0
and (10) is satisfied. Hence, we can find a sequence {tn : n ∈ N} such that
tn > n and
Itn(ω)
Υ(tn)
≥ 1
2
for all n ∈ N.
Finally, using the properties established in this proof, we are able to write, for
n ≥ n0,
inf
s∈[tn,tn+1]
Is(ω) = Itn(ω) + inf
s∈[tn,tn+1]
(Is(ω)− Itn(ω))
≥ Itn(ω) + inf
s∈[tn,tn+1]
(−|Is(ω)− Itn(ω)|)
≥ Itn(ω)−
(
sup
s,t∈[[tn],[tn]+2]
|Is(ω)− It(ω)|
Υ([tn])
)
Υ([tn])
≥ 1
2
Υ(tn)− 1
4
Υ([tn]) ≥ 1
4
Υ(tn)→∞,
as n→∞, where [t] is the integer part of t and, in the last inequality, we have
used that Υ is a non-decreasing function.
Now, in order to state a consequence of Theorem 14, we consider the equation
Yt = ξ +
∫ t
0
b˜(s, Ys)ds+ It, t ≥ 0. (11)
Here, for each T > 0, the function b˜ : [0,∞)) × R → [0,∞) is locally Lipschitz
(uniformly on s ∈ [0, T ]), b(·, x) is continuous, for x ∈ R, and I satisfy Hypoth-
esis H4 with f continuous. Remember that, in this case, equation (11) has a
unique solution that may explode in finite time.
Corollary 15 Let a and b satisfy Conditions H1 and H2, respectively. Assume
that ξ ∈ R, b is locally Lipschitz, ∫∞
r
(1/b(x))dx < ∞ (resp. ∫∞
r
(1/b(x))dx =
∞) and a(s)b(x) ≤ b˜(s, x) (resp. b˜(s, x) ≤ a(s)b(x)), (s, x) ∈ [0,∞)×R. Then,
the solution to equation (11) explodes (resp. does not explode) in finite time.
Proof. We only consider the case that
∫∞
r (1/b(x))dx = ∞ and b˜(s, x) ≤
a(s)b(x), since the proof is similar for the other one.
Let Xξ and Y be the solutions of equations (8) and (11), respectively. Then,
from Milian [13] (Theorem 2), we get
Yt ≤ Xξt , t ≥ 0.
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Thus, by Theorem 14, the solution Y of equation (11) cannot explode in finite
time because it cannot go to −∞ in finite time since b˜ is R+-valued and I
has continuous paths and, consequently, bounded paths on compact intervals of
[0,∞). Therefore the proof is complete.
Example 16 Take
a(x) = xα, x ∈ (0,∞),
b(x) = 8x2 − 36x+ 48, x ∈ R,
f(x) = xβ , x ∈ (0,∞), β > −1
2
.
Hence
lim
t→∞
∫ t+1
t
xαdx =


+∞, α > 0,
1, α = 0,
0, α < 0,
and
(t+ 2)2β+1
t2β+1
− 1 =
(
1 +
2
t
)2β+1
− 1 ≤ C 1
t
.
The last function belongs to Lp([1,∞]), for any p > 1. Thus f satisfied (9) due
to Remark 12.
On the other hand, it is clear that
∫∞
ξ
dx
8x2−36x+48 <∞, ξ > 0. Then
Xξt = ξ +
∫ t
0
sα(8(Xξs )
2 − 36(Xξs ) + 48)ds+
∫ t
0
sβdWs,
explodes in finite time when α ≥ 0. Notice that b is not necessarily increasing as
in [11] or [2]. Moreover, we can improve Theorem 14 in some particular cases,
see [15].
Example 17 The function Yt ≡ 1 is solution to
Yt = 1 +
∫ t
0
(Ys)
2ds− t, t ≥ 0.
Although
∫∞
1
(1/s2)ds < ∞, Y does not blow-up in finite time because g(t) =
−t, t ≥ 0, does not satisfies Hypothesis H3.
Also notice that f(t) = exp(exp(t)), t ≥ 0, does not satisfies (9). We in-
tuitively understand that in this case the noise is to strong and we have also
blow up in finite time, for any initial condition. We have a contrary effect as in
Example 17.
Proposition 18 Let f and I be defined in equation (8). Suppose H1, H2 and∫∞
0
f2(s)ds < ∞ are satisfied. Then I is bounded with probability one and,
under the assumption ξ + infs≥0 Is > r, the stochastic differential equation (8)
blows up in finite time if and only if Br(∞) <∞.
Remark Observe that ξ + infs≥0 Is depends on ω.
Proof. The result follows from [6] (Lemma 3.4.7 and Theorem 3.4.9), and
Proposition 11.
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5 An approach to obtain the distribution of the
explosion time of a stochastic differential equa-
tion
Now we study some stochastic differential equations of the form
Xξt = ξ +
∫ t
0
b(s,Xξs )ds+
∫ t
0
σ(s,Xξs )dWs, t ≥ 0. (12)
Namely, we propose a method to figure out the distribution of the explosion
time τξ of X
ξ. Intuitively, τξ is a stopping time such that (12) has a solution
up to this stopping time and lim supt↑τξ |Xt| =∞.
5.1 Autonomous case
This section is devoted to deal with the stochastic differential equation
Xξt = ξ +
∫ t
0
b(Xξs )ds+
∫ t
0
σ(Xξs )dWs, t ≥ 0,
with b, σ ∈ C1(R). In this case, McKean [12] has shown that Xξ(τξ)− ∈ {−∞,∞}
on [τξ <∞]. So, henceforth, we can utilize the convention
τ+ξ = inf{t > 0 : Xξt =∞} and τ−ξ = inf{t > 0 : Xξt = −∞}.
Theorem 19 Consider a bounded function u : [0,∞) × R → R that satisfies
the following boundary value problem:
∂u
∂t
(t, x) =
1
2
σ2(x)
∂2u
∂x2
(t, x) + b(x)
∂u
∂x
(t, x), t > 0 and x ∈ R, (13)
u(0, x) = 0, for all x ∈ R. (14)
a) Assume that u(t,∞) = u(t,−∞) = 1. Then P (τξ ≤ t) = u(t, ξ).
b) u(t,∞) = 1 and u(t,−∞) = 0 implies that P (τ+ξ ≤ t) = u(t, ξ).
c) If u(t,∞) = 0 and u(t,−∞) = 1, we have P (τ−ξ ≤ t) = u(t, ξ).
Remarks
1) Maximum principle provides with conditions on b and σ that guarantee the
solution of equation (13) is bounded (see Friedman [8]).
2) It is quite interesting to observe that (13) is related to transition density
of process Xξ, or related to the fundamental solution of the associated
Cauchy problem (see [8]). On the other hand, (14) and the conditions in
Statement a)-c) are intuitively clear. In fact, (14) establishes that if we
begin at a real point (ξ ∈ R), then we need some time to get blow-up. And
other conditions mean that if we begin at cementery state (±∞), then the
time to blow-up is less than any time.
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3) Observe that P (τξ ≤ t) = P (τξ+ ≤ t)+P (τξ− ≤ t) and that, for example in
Statement a), we have P (τξ <∞) = u(∞, ξ).
4) If Xξ does not explodes in finite time, then equation (13)-(14) has not a
bounded solution satisfying conditions established in either Statement a),
b), or c).
Proof. Using Itoˆ’s formula on 0 ≤ s < t and that u is solution to (13) we obtain
u(t− (s ∧ τmξ ), Xξs∧τm
ξ
) = u(t, ξ) +
∫ s∧τmξ
0
∂u
∂x
(t− r,Xξr )dWr ,
where τmξ = inf{t > 0 : |Xξt | > m}. Since u is bounded, then the above
stochastic integral is a martingale. Therefore
u(t, ξ) = E
[
u(t− (s ∧ τmξ ), Xξs∧τm
ξ
)
]
.
Letting s ↑ t, then continuity of Xξ and the boundedness of u, together with
the dominated convergence theorem, allow us to write
u(t, ξ) = E
[
u(t− (t ∧ τmξ ), Xξt∧τm
ξ
)
]
= E
[
u(t− (t ∧ τmξ ), Xξt∧τm
ξ
), τξ ≤ t
]
+E
[
u(t− (t ∧ τξm), Xξt∧τξm), τξ > t
]
.
Taking m→∞,
u(t, ξ) = E
[
u(t− τξ, Xξτξ), τξ ≤ t
]
+ E
[
u(0, Xξt ), τξ > t
]
(15)
Now we consider Statement a),
u(t, ξ) = E
[
u(t− τξ, Xξτξ), τξ ≤ t
]
= P (τξ ≤ t).
Statement b) is proven as follows. From equality (15) we get
u(t, ξ) = E
[
u(t− τξ, Xξτξ), τξ ≤ t, τ+ξ < τ−ξ
]
+E
[
u(t− τξ, Xξτξ), τξ ≤ t, τ−ξ < τ+ξ
]
= P (τ+ξ ≤ t).
Finally, Statement c) is proven similarly. So the proof is complete.
Examples 20 a) In Example 5, with f ≡ 1, we have
u¯(t, ξ) =
{
Φ
(
|ξ|1−α
(α−1)√t
)
, ξ > 0,
0, ξ ≤ 0,
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and
u
¯
(t, ξ) =
{
0, ξ > 0,
Φ
(
|ξ|1−α
(α−1)√t
)
, ξ ≤ 0,
satisfy Statements b) and c) of Theorem 19, respectively. In particular,
if ξ > 0, then u¯(∞, ξ) = 1, therefore we have a positive blow-up. This
phenomenon is explained by Milan [13] (Theorem 1) due to the involved
solution being a nonnegative process when ξ > 0.
b) For β > 0, the partial differential equation
∂u
∂t
(t, x) =
a2
2
e2βx
∂2u
∂x2
(t, x) + βa2e2βx
∂u
∂x
(t, x),
u(0, x) = 0, ∀x ∈ R,
has solution,
u(t, x) = exp
(
− e
−2βx
2(aβ)2t
)
.
Since u(t,∞) = 1 and u(t,−∞) = 0, then the distribution of explosion
time to the stochastic differential equation
Xxt = x+
∫ t
0
βa2e2βX
x
s ds+
∫ t
0
aeβX
x
s dWs,
is given by
P (τξ ≤ t) = exp
(
− e
−2βx
2(aβ)2t
)
because of P (τ+ξ <∞) = 1.
Remark It is not difficult to see that Examples 5 and 6 are solution of the
corresponding partial differential equations (PDEs), then we conjecture that the
distribution of the explosion time is the solution of such a PDE. If this is true,
then we have the following criterion of explosion: There is explosion in finite
time if and only if the corresponding PDE has a bounded solution. Moreover,
this criterion could be applied in more dimensions and for non autonomous
processes (see [8]).
5.2 Laplace transform of the distribution of the explosion
time
Finally, in this subsection we indicate how we could calculate the Laplace trans-
formation of the distribution of the explosion time τξ of the solution to equation
(11). It means, we assume that the equation
Xξt = ξ +
∫ t
0
b(s,Xξs )ds+ It, t ≥ 0, (16)
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has a unique solution that may blow-up in finite time, where b takes values in
R+ and It =
∫ t
0 f(s)dWs. Note that if ω ∈ Ω is such that τξ(ω) < ∞, then
Xξt > ξ + inf0≤s≤τξ(ω) It(ω), t ≤ τξ(ω), and consequently
∫ τξ(ω)
0
b(s,Xξs )ds =
∞. Thus, Xξτξ− =∞, on [τξ <∞], and τξ = τ+ξ .
We begin with an auxiliary result.
Lemma 21 let λ > 0 and τξ the explosion time of the solution of equation (16).
Then
E
(
e−λτξ
)
= λ
∫ ∞
0
P (τξ ≤ u)e−λudu.
Proof. Let us denote the distribution of τξ by Fτξ . Fubini theorem leads to
justify
E
(
e−λτξ
)
=
∫
(0,∞)
e−λsFτξ(ds) = λ
∫
(0,∞)
(∫ ∞
s
e−λudu
)
Fτξ(ds)
= λ
∫ ∞
0
(∫
(0,u]
Fτξ(ds)
)
e−λudu = λ
∫ ∞
0
Fτξ(u)e
−λudu.
Consequently, the proof is complete.
Now we can state the main result of this subsection.
Theorem 22 Consider λ > 0, the explosion time τξ of the solution of (16) and
a bounded function u : [0,∞)×R→ R that is a solution of the partial differential
equation
−∂u
∂t
(t, x) =
1
2
f2(t)
∂2u
∂x2
(t, x) + b(t, x)
∂u
∂x
(t, x)− λu(t, x), t > 0 and x ∈ R,
u(t,∞) = 1.
Then, λ
∫∞
0 P (τξ ≤ u)e−λudu = u(0, ξ).
Proof. As in the proof of Theorem 19 Itoˆ’s formula gives
u(0, ξ) = E
(
u(t ∧ τmξ , Xξt∧τm
ξ
) exp(−λ(t ∧ τmξ ))
)
.
We can now easily complete the proof of this result by combining Lemma 21,
the arguments used in the last part of the proof of Theorem 19 and the fact
that Xξτm
ξ
→∞ as m→ ∞ on [τξ <∞]. Indeed we first take m ↑ ∞, and then
t ↑ ∞.
Remark In some cases we have the converse of Theorem 22. For example,
consider the stochastic differential equation
Xξt = ξ +
∫ t
0
(g(Xξs ) + a− b)ds+ cWt, t ≥ 0,
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where a, b, c ∈ R, a > b and g : R → [0,∞). Then the associated ordinary
differential equation is
c2
2
w′′(x) + (g(x) + a− b)w′(x)− λw(x) = 0, t > 0, (17)
w(∞) = 1.
Therefore, if Xξ explodes in finite then (17) has a bounded solution, in fact it
is the Laplace transform of the explosion time (see [7]). Then the solution of
−∂u
∂t
(t, x) =
c2
2
∂2u
∂x2
(t, x) + (g(x− bt) + a)∂u
∂x
(t, x)− λu(t, x), t > 0, x ∈ R,
u(t,∞) = 1.
is given by u(t, x) = w(x− bt).
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