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Abstract—Blind source separation consists on estimating n
source signals from m measurements generated through an
unknown mixing process of the sources. In the underdetermined
case where we have more sources than measurements, we divide
the problem into two stages: estimation of the mixing matrix
and inversion of the linear problem. This paper deals with the
first stage. It is well known that when the sparsity of the sources
premise is true, measurements tend to align with the columns of
the mixing matrix, so the problem can be formulated as estimat-
ing the peaks of multidimensional probability density functions
(PDF). In this paper we analyze two different techniques to
estimate this peaks: one is to convert the multidimensional
PDF into the power spectral density (PSD) of multiple complex
sinusoidal signals and use different multidimensional espectral
estimation techniques to detect the peaks. The other is to convert
the (m − 1)- multidimensional PDF to m − 1 unidimensional
projections and estimate the peaks of these.
I. INTRODUCCIO´N
El problema de la separacio´n ciega de fuentes (SCF) con-
siste en estimar n sen˜ales (fuentes) a trave´s de m sen˜ales
(medidas) formadas a partir de una mezcla desconocida de
las primeras. Existen diferentes modelos dependiendo del tipo
de mezcla y de la presencia o no de ruido. El modelo lineal
instanta´neo sin ruido para cada instante temporal es
x = As, (1)
donde s ∈ Rn es el vector de fuentes, x ∈ Rm es el vector de
medidas, y A ∈ Rm×n es la matriz de mezclas desconocida.
En funcio´n del nu´mero de fuentes (n) y medidas (m) se
plantean diferentes casos: en el caso determinado (m = n),
que ha sido ampliamente tratado en la literatura [1], [2], basta
con estimar A. En el sobredeterminado (m > n), al haber ma´s
ecuaciones que inco´gnitas, no obtendremos generalmente una
solucio´n exacta, pero puede utilizarse como solucio´n cano´nica
la pseudoinversa, que minimiza la norma L2 del error [3].
El caso indeterminado (m < n) tiene infinitas soluciones,
por lo tanto necesitaremos informacio´n extra para invertir
correctamente la mezcla. Dividiremos el problema en dos
etapas: estimacio´n de la matriz de mezclas e inversio´n de la
mezcla. En esta comunicacio´n nos centraremos en la primera
etapa, e´sta ha sido tratada con anterioridad para el caso m = 2
[4], [5], y se han obtenido resultados satisfactorios utilizando
diferentes me´todos, como el histograma [6], la utilizacio´n
de te´cnicas como el descenso por gradiente tras obtener una
ecuacio´n analı´tica para la FDP utilizando el enventanado de
Parzen [7], o el uso de te´cnicas de estimacio´n espectral a partir
de la similitud de la PDF de las direcciones de las medidas con
la densidad espectral de potencia (PSD) de una sen˜al formada
por sinusoides complejas sobre ruido blanco [8].
En esta comunicacio´n extendemos dicha estima para los
casos con m > 2. Plantearemos el problema de la estimacio´n
de la matriz de mezclas en el caso indeterminado, y a contin-
uacio´n daremos dos soluciones: en primer lugar la reduccio´n
de la estima de los picos en las PDFs multidimensionales a la
estima de picos en m− 1 PDFs unidimensionales (sus m− 1
proyecciones), y en segundo lugar la utilizacio´n de te´cnicas de
estimacio´n espectral mutidimensional explotando la similitud
de la PDF de las medidas con la PSD de sen˜ales sinusoidales
multidimensionales complejas.
Un factor importante en el ana´lisis del caso indeterminado
es el hecho de que los resultados de los diferentes me´todos,
tanto de estimacio´n como de inversio´n de la mezcla, mejoran
al aumentar el porcentaje de ceros en las fuentes. Por ello,
cuando dichas fuentes no tienen un alto porcentaje de ceros
en el dominio original, se puede realizar una transformacio´n
lineal a un dominio ma´s propicio, como la transformada de
Fourier corta en el tiempo (STFT), la transformada discreta
de coseno (DCT) o wavelets [4], [9].
Para parametrizar dicha tasa de ceros, y ası´ poder realizar
simulaciones en funcio´n de ella, utilizaremos el siguiente
modelo para la PDF de las fuentes [10]
pSj (sj) = pjδ(sj) + (1− pj)fSj (sj), j = 1, . . . , n,
donde sj es la fuente j-e´sima, pj es la tasa de ceros para sj ,
δ(·) es la delta de Dirac y fSj(sj) es la PDF cuando la fuente
j, que se supone de media cero, esta´ activa.










Fig. 1. Representacio´n de las medidas (puntos) y las direcciones de las
columnas de la matriz de mezcla (lı´neas) para A ∈ R2×3 con una tasa de
ceros en las fuentes p = 0.9.
II. ESTIMACIO´N DE LA MATRIZ DE MEZCLA
La ecuacio´n (1) se puede interpretar desde un punto de vista
geome´trico como la proyeccio´n de los vectores fuente s ∈ Rn
sobre el espacio vectorial Rm de los vectores medida x. Si





sjaj = s1a1 + s2a2 + · · ·+ snan.
De este modo se puede interpretar el vector x como una
combinacio´n lineal de los vectores columna de la matriz de
mezclasA. Por lo tanto, si el porcentaje de ceros en las fuentes
es alto, en muchos instantes so´lo habra´ una fuente j activa,
con lo cual el vector de medidas x tendra´ la direccio´n de la
columna aj . Ası´, si las fuentes tienen una alta tasa de ceros,
gran parte de las medidas estara´n alineadas con las direcciones
de las columnas de la matriz de mezclas, como se puede ver
en la figura 1 para el caso m = 2, n = 3, que es el ma´s
sencillo de observar.
Por lo tanto, a partir de las direcciones de los vectores de
medidas, podemos estimar las direcciones de las columnas de
la matriz de mezclas. Si trabajamos bajo la premisa de que
dichas columnas sean de mo´dulo unidad, lo cual es consistente
con los factores de escala de las fuentes en el problema de la
SCF [1], podemos reducir el problema de la estima de la matriz
de mezclas a la estima de dichas direccio´nes.
El primer paso para su estima es convertir los puntos
del espacio vectorial m-dimensional y las columnas de la
matriz de mezclas de una representacio´n Cartesiana a un
sistema de coordenadas esfe´ricas, donde todos los puntos de x




















Fig. 2. histograma de los a´ngulos para las medidas en un escenario con tres
medidas (m = 3) y cuatro fuentes (n = 4) con una tasa de ceros en las fuentes
p=0.5. Se pueden ver tambie´n las m− 1 proyecciones unidimensionales.
a´ngulos θi segu´n
x1 = r cos θm−1 cos θm−2 · · · cos θ3 cos θ2 cos θ1,
x2 = r cos θm−1 cos θm−2 · · · cos θ3 cos θ2 sin θ1,
x3 = r cos θm−1 cos θm−2 · · · cos θ3 sin θ2,
...
xm−1 = r cos θm−1 sin θm−2,
xm = r sin θm−1.
Segu´n esta definicio´n, los a´ngulos θi se pueden obtener a






, i = 1, . . . ,m− 1. (2)
Si aplicamos (2) a las medidas de un escenario con m = 3
y n = 4, con una tasa de ceros de las fuentes p = 0, 5, y
representamos el histograma tomando como variables inde-
pendientes los m− 1 a´ngulos, obtenemos los resultados de la
Figura 2. Se puede ver que, au´n para un factor de escasez no
muy alto (p = 0.5), se distinguen claramente los cuatro picos
asociados a las direcciones de las columnas de la matriz de
mezclas.
A. Utilizacio´n de te´cnicas de estimacio´n espectral
Existe una gran similitud entre la PDF observada en la
Figura 2 y la PSD de un conjunto de sen˜ales sinusoidales
complejas bidimensionales sobre ruido blanco. Explotaremos
esa similitud de forma que podamos aplicar te´cnicas de
estimacio´n espectral multidimensional para la estima de la
matriz de mezclas.
Nos centraremos en el caso m = 3, siendo directa la
extensio´n para m > 3. En primer lugar veremos la relacio´n
entre la PDF y la PSD como una extensio´n de [11], de
forma que podamos aplicar te´cnicas de estimacio´n espectral
multidimensional, y posteriormente aplicaremos el me´todo
Esprit 2 − D [12] que es una extensio´n del me´todo de
estimacio´n espectral Esprit [13], con el fin de estimar matriz
de mezclas A.
1) Relacio´n PDF-PSD: consideremos una variable aleato-
ria (v.a.) bidimensional U [u1, u2] en el rango bidimensional
finito
[(U1min, U2min), (U1max, U2max)]
y la secuencia u[n], n = 0, 1, . . . , N de N realizaciones de U .
En nuestro caso la v.a. U sera´ la distribucio´n de los a´ngulos
[φ1, φ2] asociados a las medidas y obtenidos de (2) para el
caso m = 3. Si realizamos las transformaciones lineales
Ω1 = −π + 2π
U1max − U1min (U − U1min), (3a)
Ω2 = −π + 2π
U2max − U2min (U − U2min), (3b)
obtendremos la nueva v.a. bidimensional,
Ω = [ω1, ω2],
definida en el rango [(−π, π), (−π, π)], con su respectiva
secuencia de realizaciones ω[n], n = 0, 1, . . . , N .
Llamaremos φΩ(ω1, ω2) a la PDF de Ω y construiremos
φ˜Ω(ω1, ω2) como la extensio´n perio´dica de φΩ(ω1, ω2) con
periodo 2π. Debido a esta periodicidad, podremos considerar
φ˜Ω(ω1, ω2) como la transformada de Fourier (TF) bidimen-
sional de otra secuencia que llamaremos φΩ(k, l),
φ˜(ω1, ω2) = F(φΩ(k, l)).
En este punto ya tenemos la relacio´n entre la PDF y la PSD
con lo que so´lo nos resta obtener una manera de calcular una
estima de φΩ(k, l), a la que llamaremos φˆΩ(k, l).







φ(ω1, ω2)ejω1kejω2l dω1 dω2, (4)
con k = 0, 1, . . . y l = 0, 1, . . . Utilizamos φΩ(ω1, ω2) en
lugar de φ˜Ω(ω1, ω2) debido a que en el intervalo de integracio´n
ambas coinciden.
Como φΩ(ω1, ω2) es la PDF de Ω, y conociendo que dadas
las v.a. Z, X e Y, donde Z = g(X,Y ).
E[Z] = E[g(X,Y )] =
∫∫ ∞
−∞
g(x, y)fXY (y, x) dx dy,
podemos decir que la integral en (4) puede considerarse como





E[ejω1kejω2l], k = 0, 1, . . .
Por lo tanto, para estimar la PDF de Ω, debemos estimar
antes la secuencia φΩ(k, l). Para cada valor de (k, l) veremos
el problema como la estima de la media de una v.a. unidimen-
sional T de la cua´l tenemos N realizacio´nes obtenidas de







ejω1[n]kejω2[n]l, k = 0, 1, . . .
2) Aplicacio´n del me´todo Esprit-2D: una vez obtenida la
secuencia φˆΩ(k, l), se pueden aplicar diferentes te´cnicas para
estimar las frecuencias [f1j , f2j ] asociadas a los picos de la
PSD. En esta comunicacio´n utilizaremos el Esprit-2D [12],
que es una extensio´n del me´todo de estimacio´n espectral Esprit
[13] para la estimacio´n bidimensional. E´ste, partiendo de una
sen˜al sinusoidal compleja bidimensional sobre ruido, estima
las frecuencias f1k, f2k, k = 1, . . . , n. Una vez obtenidas
dichas frecuencias, so´lo resta invertir la transformacio´n lineal
inicial (3) para obtener los a´ngulos [φ1, φ2] asociados a los
picos de la v.a. inicial U , que se correspondera´n con los
a´ngulos asociados a las columnas de la matriz de mezclas.
B. Reduccio´n de la dimensio´n por proyeccio´n
En la Figura 2 se puede ver que la PDF (m−1) dimensional
esta´ compuesta de n picos, y que, au´n para un factor de
escasez de p = 0.5, son bastante finos. En primer lugar
parametrizaremos las medidas aplicando una transformacio´n a
coordenadas esfe´ricas segu´n (2). A continuacio´n estimaremos
los n ma´ximos para cada uno de los m−1 a´ngulos obtenidos.
Para ello podemos aplicar diferentes te´cnicas: descenso por
gradiente a partir del histograma, utilizacio´n del enventanado
de Parzen [7] o la utilizacio´n de te´cnicas de estimacio´n
espectral debido a la semejanza de la PDF unidimensional
con la PSD de un conjunto de sen˜ales sinusoidales sobre ruido
blanco [8].
Una vez hemos obtenido las estimas de cada uno de los
a´ngulos, resta encontrar las combinaciones correctas, ya que
no todas las nm−1 combinaciones de los ma´ximos estimados
corresponden a un ma´ximo de la PDF inicial. So´lo habra´ n
ma´ximos, uno por cada columna de la matriz de mezclas.
Para la estima de las n combinaciones correctas una
solucio´n es definir una pequen˜a regio´n alrededor de cada
combinacio´n posible de a´ngulos, de forma que evaluamos cada
medida para ver si se encuentra en alguna de estas regiones.
De este modo, en las regiones definidas por las combinaciones
correctas habra´ muchos ma´s puntos, y ası´ podremos estimar
las combinaciones correctas.
III. RESULTADOS NUME´RICOS
Se ha realizado una serie de simulaciones de Montecarlo
para cada uno de los me´todos sobre un escenario con m = 3,
n = 4, utilizando como fuentes sen˜ales de tipo gaussiano
de media cero y varianza uno. Dichas simulaciones se han
repetido para diferentes valores de la tasa de ceros en las
fuentes, realizando, para cada valor de la tasa de ceros (p),
20 simulaciones con matrices generadas de manera aleatoria.
La figura de me´rito utilizada para caracterizar la bondad
de la estima ha sido el error cuadra´tico medio (MSE) de los

















Fig. 3. MSE de los a´ngulos θˆi1, θˆi2, i = 1, . . . , 4, en funcio´n de la tasa
de ceros en las fuentes (p) al realizar la estimacio´n utilizando el me´todo
Esprit2D (lı´nea continua) y al aplicar el me´todo de las m − 1 proyecciones
(lı´nea discontinua).














donde n es el nu´mero de fuentes, θjk los a´ngulos reales y θˆjk
los a´ngulos estimados, para k = 1, . . . ,m− 1.
Para el me´todo de reduccio´n por proyeccio´n, se ha realizado
una serie de simulaciones de Montecarlo utilizando el Esprit
como me´todo de estima de las PDFs unidimensionales y
definiendo las regiones en torno a las combinaciones posibles
de 2×10−3 radianes. Los resultados obtenidos con este me´todo
se pueden ver en la Figura (3). Se observa que, a partir de tasas
de ceros de un 30% el error cuadra´tico medio es del orden de
−80 dB.
En el caso de la aplicacio´n de te´cnicas de estimacio´n mul-
tidimensional, al realizar las simulaciones, nos encontramos
con una cierta limitacio´n computacional, no es posible trabajar
con secuencias de correlacio´n de ma´s de 50 × 50 puntos
(mientras que en el Esprit unidimensional trabajabamos con
500 puntos). Para estos valores, como se puede ver en la Figura
(3) obtenemos, a partir del 40% de tasa de ceros en las fuentes,
un error menor a −50 dB.
IV. CONCLUSIONES
La mayor parte de los me´todos existentes para la solucio´n
del problema de separacio´n ciega de fuentes en el caso inde-
terminado se centraban en escenarios con dos medidas, que
permitı´an una interpretacio´n geome´trica sencilla en el plano.
En esta comunicacio´n hemos abordado la generalizacio´n a un
escenario con un nu´mero arbitrario de fuentes (m > 1).
Los dos me´todos implementados resuelven de manera
o´ptima el problema de la estima de la matriz de mezclas.
El primero, utilizando un me´todo sencillo como son las
proyecciones unidimensionales de la PDF multidimensional de
los a´ngulos de las medidas, permite generalizar el problema
sin el aumento exponencial de co´mputo que esta´ asociado
a la estimacio´n de PDFs multidimensionales. A pesar de
su sencillez, ofrece resultados muy buenos, similares a los
observados en el escenario con m = 2, n = 3 utilizando
me´todos de estimacio´n unidimensional. El segundo me´todo,
ma´s elegante por abordar directamente la estimacio´n de picos
de una densidad espectral de potencia multidimensional me-
diante te´cnicas de ana´lisis espectral de alta resolucio´n, ofrece
tambie´n resultados excelentes, pero que se ven limitados por el
alto coste computacional y los requisitos de memoria, lo que
impide obtener una resolucio´n tan alta como la del primer
me´todo.
Dada la directa extensio´n de estos me´todos a escenarios de
orden superior, puede decirse que se ha resuelto el problema
de la estima de la matriz de mezclas en el caso indeterminado
para un nu´mero arbitrario de medidas.
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