A wide variety of tools aim to support decision making by modelling, mapping and quantifying 20 ecosystem services. If decisions are to be properly informed, the accuracy and potential limitations 21 of these tools must be well understood. However, dedicated studies evaluating ecosystem service 22 models against empirical data are rare, especially over large areas. In this paper, we report on the 23 national-scale assessment of a new ecosystem service model for nutrient delivery and retention, the 24
Because the spatial scale and resolution of the input data can affect ecosystem service model 246 outputs (Sharp et al. 2016) , especially those with a dynamic flow component (Grafius et al. 2016 ), we 247 also compared models run with versions of the LCM2007 and IHDTM at the highest resolution 248 available (25m, the resolution of the raster LCM2007), and at lower resolutions that could easily be 249 derived from these data (50m, the resolution of the IHDTM, 100, 200, 400 and 800 m.) Coarser 250 9 resolutions greatly speed up the modelling but potentially reduce accuracy. When changing the 251 resolution of the input rasters, TFA was adjusted to keep the flow path length consistent across 252 raster resolutions, following . Coarser inputs than 800m were not tested, as at 253 values above this some smaller catchments begin to have flow paths of only 1 or 2 cells, making 254 setting an appropriate TFA impossible. 255
VALIDATION DATA 256
The data used for validation were derived from the UK Environment Agency's Water Information 257
Management System (WIMS), which provides records of total N and total P concentrations for a 258 network of sampling points across England and Wales (Envrionment Agency 2017). Because these 259 data represent instantaneous concentrations of nutrients, it was necessary to find sites with 260 coincident records of river flow, and sufficiently frequent measurements of nutrient concentrations 261 to enable the robust estimation of total annual nutrient load in the watercourse -comparable with 262 the output of the NDR model -and to account for inter-and intra-annual variation. To achieve this, 263 sites from WIMS were filtered to exclude sites with less than 5 years of available data over the years 264
2000-2010, with each year containing at least one measurement per month of total N or P. These 265 sites were then overlain with the locations of all flow gauging stations in the National River Flow 266
Archive (NRFA). The NRFA collates, quality controls, archives and disseminates hydrometric data 267 from gauging stations operated by government funded environmental bodies across the UK (Fry and  268 Swain 2010 ). WIMS sites that were spatially coincident with NRFA gauging stations had the 269 necessary daily flow data available to enable annual nutrient loads to be calculated and their 270 catchments had been previously defined using the IHDTM. These temporal and spatial filters 271 resulted in 33 catchments being identified as having sufficient data to act as a validation dataset for 272 P. However, because total N was measured at a smaller proportion of sites (most measure NOx), 273 only three catchments met all of the above criteria for N. Therefore, we reduced to three the 274 required number of years with at least monthly measurements, giving 16 catchments with sufficient 275 data for N. 276
Total annual nutrient load for each year was calculated from the WIMS and NRFA data for each 277 catchment using the Beale Ratio Estimator (BRE, Beale 1962) which relates the ratio of average load 278 to average flow, at times when concentrations are measured, to the ratio of average true load to 279 average true flow over the entire period of interest (Dunn et al. 2014) . Whilst there are a wide 280 variety of methods available with which to extrapolate loads from intermittent data, ratio estimators 281 have been used in previous validation studies (Terrado et al. 2014 ) and the BRE has been shown to 282 produce robust results, especially when the measurement frequency of the concentration data is 283 lower than that for discharge (Dolan et al. 1981 Because the NDR model only accounts for nutrients from diffuse sources, it was necessary to adjust 287 the modelled output of total load by an estimated load for point sources, to enable comparison with 288 the validation data. In the UK, point sources can contribute the majority of P and a substantial 289 proportion of N to waterways (Edwards and Withers For each WWTW, data were available describing the maximum human population served and the 296 treatment type employed (i.e. primary, secondary or tertiary). These data were combined with a 297 mean annual per capita export of P and N in untreated sewage of 0.52 kg P and 4.5 kg N and nutrient 298 retention efficiencies for the different treatment types, both derived from a recent UK-wide review 299 (Naden et al. 2016) , to give an estimated annual N and P output for each WWTW. N and P outputs 300 from individual WWTWs were then summed to give an annual load from WWTWs per catchment. 301
This value was then subtracted from the per-catchment BRE to give a total export from diffuse 302 sources only for comparison with the output of the InVEST NDR model. We removed catchments for 303 which the estimated nutrient export from point sources contributed to more than 50% of the total 304 estimated export (mostly relatively heavily urbanised catchments, Fig. 1 ), as these were unlikely to 305 be well represented by the model (which focuses on diffuse sources) and would be highly influenced 306 by any errors in our estimation of point source nutrient exports, giving final sample sizes of 28 for P 307 and flow measurements, but were estimated to have over 50% of total nutrient runoff due to point 312 sources and so were excluded from further analyses. Urban areas are also shown in grey (from 313 LCM2007). Note that none of these catchments overlap. 314
STATISTICAL ANALYSIS 315
Comparisons between the modelled and measured data were made by performing linear regressions 316 implemented in R (R Core Team 2014), as well as comparing the percentage differences between 317 modelled and measured. Many stakeholders require models simply to predict accurately the rank 318 order of locations in terms of ecosystem services, rather than absolute values (Willcock et al. 2016 ) 319 and the InVEST model does not necessarily aim for accurate prediction of values (Sharp et al. 2016) . 320 Therefore, we also tested the accuracy of the InVEST NDR model in predicting relative export values 321 using rank correlation (Spearman's rho). 322 323
3.
Results 324
SENSITIVITY ANALYSIS 325
Modelled nutrient export from the NDR model was insensitive to variation in precipitation 326 (Supplementary Material Fig S1A) . This was expected since these variations were applied as12 consistent percentage change across the entire spatial extent. Because the role of this input is to 328 represent relative runoff between pixels, the model is still likely to be sensitive to different inputs 329 where they show different spatial patterns, as opposed to different magnitudes. This was addressed 330 by comparing the three different input datasets (see below, Section 3.2). 331
The model was sensitive to variation in the nutrient loading and retention values (Supplementary 332
Material Fig S1B and S1C) although sensitivity was linear. Because land cover was held constant for 333 these analyses, sensitivity to these parameters did not show any catchment specificity. 334
In contrast, sensitivity to the two calibration parameters was highly catchment specific. Figure 3  335 illustrates the percentage change in modelled nutrient export compared to the values obtained 336 when using the default parameter values of 2 for kb and 1000 for TFA. The effect of kb on the 337 magnitude and direction of change in nutrient export was catchment specific (Fig 2A) . Overall, 338 decreasing kb to 0.5 produced the most extreme changes (-20% to +35%), whilst increasing kb to 4 339 resulted in changes of ±10%. Further increases in kb resulted in changes that remained within this 340 range for the majority of catchments (Fig 2A) . Sensitivity to variation in the flow accumulation threshold TFA was also catchment specific ( Fig 2B) . 351
This was unsurprising as the degree to which a given TFA value accurately represents actual 352 13 watercourses will vary among catchments depending on their hydrogeology and topography. As can 353 be seen in Figure 4 , the default value of 1000 overestimated the stream density in some catchments 354 whilst underestimating it in others. Thus, either reducing or increasing the threshold improved 355 representation of the routing of nutrients in some catchments but made it less accurate in others -356 values of 100 captured most watercourses in some catchments ( Fig. 3A and 3B ) whilst in others 357 actual watercourses were best represented by TFA of 10,000 ( Fig. 3C and 3D ). Addition of mapped 358 watercourses to the LULC input with a TFA of 1000 resulted in comparatively minor changes to the 359 nutrient export (Fig 2B) , but ensured that no catchment had known watercourses which were not 360 modelled as such. Using the same approach with a TFA of 10,000 had a large effect on the modelled 361 nutrient export (Fig 2B) altitude from dark (low, minimum = sea level) to pale (high, maximum = 600 m.a.s.l) grey. 375
MODEL VALIDATION AND COMPARISON OF INPUT DATASETS 376
Whilst the slope of the relationship remained similar for both nutrients, both N and P showed 377 increasing percentage differences at resolutions coarser than 100m (Table 1 and Figure 4A and D) . 378
When reporting percentage differences across catchments we used the median of mathematical 379 absolute percentage differences to avoid spurious impressions of increased average accuracy 380
resulting from a wider range of under-and overestimates. At coarser (>100m) resolutions, although 381 absolute values became increasingly erroneous for both nutrients, modelled N tended to preserve 382 relative magnitudes of differences between catchments (shown by slightly increased Spearman's ρ). 383 Indeed, the relatively stable values for rLR 2 for N suggest that coarser resolutions gave increasingly 384 severe underestimates, but that the relationship between modelled and measured data remained 385 relatively consistent across catchments. In contrast, at coarser resolutions than 100m, modelled P 386 became increasingly inaccurate in terms of both absolute and relative export, and the relationship 387 between modelled and measured data became increasingly inconsistent (table 1) . 388
In practical terms, finer resolutions substantially increased the model run time, from around 30 389 seconds at 800m resolution, through 5 minutes at 100m resolution to around 4 hours at 25m 390 resolution. The size of the input and output files was also substantially greater at finer resolutions, 391 with output export maps for a single nutrient of 1.5 gigabytes, 100 megabytes and 2 megabytes for 392 resolutions of 25, 100 and 800 metres, respectively. Given the observed drop off in rLR 2 and 393 Spearman's ρ for P and the increased percentage difference between modelled and measured data 394 for both nutrients at resolutions coarser than 100m ( Because the sensitivity of the model to kb appeared relatively high (Fig. 3A) , (Figure 2A) . Overall, the effect of varying kb on the fit to 408 the validation data was not large, with near identical rLR 2 , slope and Spearman's correlation 409 coefficient (Table 2) . From Figure 4B and 4E, it can be seen that lower kb values resulted in median 410 percentage differences closer to zero, but this appears due to an increased number of outliers with 411 substantial overestimates rather than a general improvement across catchments. This is perhaps 412 unsurprising, given the widely varying catchment responses to changes in kb seen in Figure 3A . There 413 was thus no clear evidence to support altering the value of kb from the default of 2 for our modelling 414 across multiple catchments. 415 Having explored the effect of kb and the input data resolution, we then compared the three input 420 precipitation data sources. The choice of precipitation data again made comparatively little 421 difference to either N or P export (Table 3 and Figure 4C and 4F). The randomised precipitation 422 dataset did show reductions in  and rLR 2 but actually decreased median percentage difference. 423 The linear response between nutrient export and nutrient load and nutrient retention coefficients is 500 to be expected, given that nutrient export is calculated as the product of nutrient load on a pixel and 501 the NDR factor, which is proportional to nutrient retention parameters from downslope pixels. 502
These parameters are thus the major drivers by which the spatial configuration of land use/land 503 cover affects nutrient runoff. Importantly, nutrient loads and retention efficiencies will vary greatly 504 in time and space. In our test catchments, most of which are dominated by arable land or 505 agriculturally-improved grassland, such variation will be driven by crop type, stocking density, 506 fertiliser application rates and timings, and other farm management practices. It is, therefore, 507 essential to research these values sufficiently to ensure that they are robust for the land cover types 508 that are dominant in the study region and those that are of most interest in relation to any change 509 scenarios that are being explored. 510
kb parameter 511
The Borselli kb parameter determines the relationship between hydrologic connectivity (the degree 512 of connection from patches of land to the stream) and the NDR. Higher values mean that the 513 relationship between the connectivity index and the NDR factor becomes linear, whereas lower 514 values mean that this relationship becomes a step function. This relationship is site-specific, as 515 demonstrated by the very different responses to varying kb shown by different catchments in our 516 sensitivity analysis. This is also likely to be the reason that, from our results, calibration to produce 517 the best cross-catchment absolute accuracy may not result in the most accurate predictions of 518 relative magnitude between catchments and vice versa. Therefore, although this parameter is in 519 practice the main parameter used for calibration (Sharp et al. 2016 ), where possible kb should be 520 determined regionally, across catchments with similar hydrogeological properties. 521
Threshold flow accumulation 522
Varying the flow accumulation threshold TFA had a substantial effect on model output. This effect is 523 partly explained by the model structure, which assumes that stream pixels do not export any 524 nutrient. Therefore, changing the density of the stream network also changes the number of pixels 525 that actually contribute to nutrient loading and retention (e.g. 66%, 92%, 98%, 99% at TFAs of 10, 526 100, 1000 and 10000, respectively, at 25m DEM resolution). Our results show that, as with kb, 527 21 selecting a single value that is equally applicable across a number of catchments is difficult, because 528 catchment topography and hydrogeological attributes (e.g. groundwater flow) can change the 529 threshold that needs to be set to capture actual watercourses. Comparing the derived stream 530 network to a known watercourse network is a key first step to selecting an appropriate value, and 531 our results also suggest that modifying the DEM and LULC map to capture known watercourse 532 networks may provide a robust approach to overcoming this issue when conducting cross-catchment 533 analyses. 534
DEM and LULC raster resolution 535
Changing the resolution of the input DEM and LULC spatial data had comparatively little effect on 536 the accuracy of the model output for both P and N at resolutions less than or equal to 100m. Whilst 537 this is in contrast to other studies which have concluded that increased data resolution usually 538 results in increased model accuracy (Brazier et al. 2005) , decreased sensitivity to input raster 539 resolution is a stated aim of the design of the NDR model (Sharp et al. 2016) , hence the inclusion of 540 TFA and critical flow length parameters which the user can modify. It appears that resolutions finer 541 than 100m gain little in absolute accuracy to justify the very substantial increases in file size (making 542 data harder to store, manage and disseminate) and running time which result from running the 543 model with finer resolution inputs. 544
However, resolutions coarser than 100m resulted in decreasing accuracy, especially for P. This is 545 likely to be a result of coarser resolution cells losing spatial detail, with values being generalised to 546 average (DEM) or dominant (LULC) values per cell. The most likely mechanism for the effects we 547 observed are loss of detail from the LULC raster. If the key LULC classes governing nutrient export 548 are relatively small in area, they may be lost from aggregated inputs. For example, in UK upland 549 catchments which are largely semi-natural, small areas of agricultural land close to watercourses 550 would have a disproportionate effect on total nutrient export, but may not form the majority cover 551 of any non-watercourse pixels in a coarse resolution LULC map, removing their potential to influence 552 modelled nutrient export. The two nutrients differed somewhat in their responses to resolution 553 (with N retaining accurate relative magnitude and a consistent relationship between modelled and 554 measured data, even though underestimation became more severe). This is probably because of 555 their different loadings and export pathways. Phosphorus is more associated with high releases from 556 proportionally small areas with high hydrologic connectivity whilst nitrogen is more evenly spread 557 across land cover classes and less directly linked to the degree of hydrologic connectivity ( 
Precipitation data source 561
Unlike the InVEST water yield model (Redhead et al. 2016 ), the NDR model appeared relatively 562 insensitive to the source of input precipitation data. All three datasets produced similar results, and 563 even the randomised data only reduced accuracy slightly. To some extent this is unsurprising. The 564 effect of precipitation data is to modify the per pixel load to account for runoff potential by relating 565 the precipitation per cell to the average across the raster (see Supplementary Material, Appendix 566 S1). Therefore, providing that general spatial patterns are preserved between input datasets, this 567 should be sufficient to obtain similar results. The lack of effect of using randomised data is perhaps 568 more surprising, as here the spatial pattern of relative runoff has been removed. However, by using 569 long term average data at 1km to 5km scales, the range of values is not high within many 570 catchments, so even when randomising the data the distribution of runoff potential across the 571 landscape does not vary hugely (Supplementary Material, Table S2 ). Of course, for those catchments 572 with a higher range in precipitation (in our analysis this was limited to larger catchments spanning 573 upland and lowland), randomisation will have a greater effect, so in locations where rainfall is more One of the most obvious limitations of applying this model within the UK is that it focuses on diffuse 584 (i.e. non-point) sources of nutrient only, while most UK catchments, especially those in more 585 populated areas, are also affected by nutrient discharges from WWTWs. This is not a limitation of 586 the model as such, but it is a problem that needs to be addressed when comparing modelled output 587
with measured values. This is discussed below under limitations of our validation approach (Section 588
4.3). 589
A limitation of the model that is harder to compensate for is the presence of catchment specific 590 processes that may affect nutrient transport and export in ways that are hard to predict or capture 591 within model frameworks that are based on an average load per area of land use/land cover class. 592
These include nutrient releases from so-called intermediate sources (because they are neither 593
