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Let L denote the unilateral shift operator on a vector-valued W-space, 
H&2; Helson [3]. Let M denote an invariant subspace of L and T the restric- 
tion of L to Ml: 
where P projects Hz2 onto ilJl. 
In [6], Sarason described the cornmutant of T under some additional 
hypotheses. Sz. Nagy and Foias [8] extended Sarason’s theorem to the 
general case above and Douglas, Muhly and Pearcy simplified their approach 
in [2]. None of these papers seems to make clear how simple this theorem 
really is. In Sec. 2 below, I give a very simple proof of the theorem, which 
holds in some Hz2-spaces I ‘n several variables which I describe in Sec. 1. 
A point of special interest in the Sz. Nagy-Foias generalization of Sarason’s 
theorem is that, through their model theory, it describes the commutant 
of an arbitrary contraction; cf. [9]. In Sec. 3, I give a generalization of Rota’s 
theorem [4] which indicates that (in a somewhat weaker sense) the results 
of Sec. 2 describe the commutant of a set of N commuting contraction 
operators. 
1. VECTOR H2 SPACES IN THE POLYDISK 
Let &? be a Hilbert space, N a positive integer, UN the N-dimensional 
polydisk 
UN = {(q ,..‘, q.J: 1 .zj 1 < 1,j = I,..., N} 
and YN the N-dimensional torus 
TN = ((x1 ,..., zN) : j zj 1 = 1,j = l,..., N} = {(eiV1 ,..., e”““)). 
* The preparation of this paper was supported in part by NSF Grant #GP-9658. 
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The Hilbert space Ls2(YN) is defined as the set of measurable functions 
F(e@l,..., e”“N) from g’N to X’ for which the norm 
(jFll, = IS,, IIF(ei”‘,..., eivN)l12 dp, . . . dyN/li2 
is finite. As in the case N = 1, the functions F E Ls2(YN) have unique 
Fourier expansions 
F(eiml ,..., eimN) N cf(til ,..,, q,,) einlml -** einNmN 
1 Ilfh >.**, %v)l12 < m 
(1.1) 
where f (n, ,..., nN) EX and both summations extend over ZN (the set of 
N-tuples of integers). In what follows, the summation in (1.1) will often be 
abbreviated 
]zNfJeiJ” 
where J = (n, ,..., nN), v = (vl ,..., plN) and 1~ = n,yl + *** + n,~~; cf. 
Helson ([3], pp. 53-54). 
By Htis(UN) we will denote the space of L22(SN) functions (1 .l) for which 
f h ,..., nN) = 0 whenever some nj < 0. An Hf12(UN) functionF(ei’+‘l,..., e’“N) 
will always be identified with its analytic extension F(z, ,..., zN) to UN. 
Of special interest will be the shift operators L, ,..., L, on Hs2(UN): 
LjF(zl ,..., xN) = zjF(zj ,..., XJ 
and their invariant subspaces. These are the closed subspaces M of NP2( UN) 
satisfying 
zjM C M, j = 1, 2 ,..., N. 
By Tl ,..., TN I will denote the restrictions of L, ,..., L, to the orthogonal 
complement MI = Hs2(UN) 0 M of a given M: 
TjF = P.qF 
where P is the projection on Ml. 
2. THE COMMUTANT OF T,,..., TN 
Sarason’s description ([6], Theorem 1) of the cornmutant of Tl ,..., TN 
consists of two parts. The first states that any operator T commuting with Tl 
has the form 
Tf=Pgf fEMl, 
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where g is an analytic operator-valued function (i.e. a family of operators on 
X depending analytically on a). The second part of Sarason’s theorem states 
that the operator-valued function g(z) may be chosen so that 
In this section I give a very simple generalization of the first part of Sara- 
son’s theorem to general invariant subspaces in Hs2(UN). The second part 
of Sarason’s theorem has no extension to H,a( UN) for N > 1 (even if 
% = C, the complex numbers). To see this, let M denote the subspace of 
Hc2( U2) generated by aI2 and a22. Let T be the operator Tl + T, on Ml. A 
simple computation with finite matrices shows /I T 11 = fi. However, there 
is no function g E M such that f = ai + x2 + g has its sup-norm equal to 
d?. For, if there were, we would have 11 f /Ia < d2. But since 
jJ xi + x2 /I = d2 and g EM, this would imply g = 0, i.e., that the sup 
norm off would be 2, a contradiction. 
I will need to introduce some terminology. Let u(zi ,..., zN) be a bounded 
operator on X’ for each (a1 ,..., zN) E UN. Let u depend analytically on 
@I ,.a-, zN) and suppose further that 
4% ,..., XN) f E Hse2(uN) (2.1) 
for every f E %. Such a u will be called an operator-valued function below. 
It is easily seen to follow from (2.1) that uf belongs to Hz2(UN) whenever 
f E H,2( UN) satisfies (1.1) with only finitely manyf(n, ,..., Q) # 0. 
I now show how to restrict multiplication by u to Ml, where M is an 
invariant subspace of Hx2(UN). First of all, say that the operator valued 
function u(zi ,..., zN) is compatable with the invariant subspace M if 
4% >***, z,)MCM. 
By this, it is meant that, for every function f E M for which uf E Hs2(UN), 
it follows that uf E M. 
For any subspace D of Hti2( UN), let D, denote the projections on D of the 
H,2(UN) functions f for which only finitely manyf(n, ,..., nN) f 0 in (1.1). 
The operator T, , for u an operator valued function which is compatable 
with M, is defined on MBL by 
Tuf = Pug 
where P is the projection on ML, and g is a “polynomial” such that 
f = Pg. By the compatability of u, T, is a well-defined (in general, unbound- 
ed) operator on (a dense domain in) ML. I shall write u E 9 = L@(M) when- 
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ever T, has a bounded extension to all of Ml. As M,I is dense in ML, such 
an extension is always unique. 
THEOREM 2.1. Any operator T on ML which commutes with Tl ,..., TN 
has the form 
T = T, 
where u is an operator-valued function which is compatable with M and belongs 
to 33’. Conversely, every such T, commutes with Tl ,..., TN . 
Proof. The last part of the theorem is easily proved. In fact, if u is compa- 
table with M and if f E MB1, choose fi E MB so that fi + f is bounded. Then 
P,q f E MB1 (since xi fi + zj f is a “polynomial”) and 
g=Pzjf -4f +fi>cM 
so that Pg and Pug = 0. Thus 
TUTif = T,P+f 
= T,Pz,(f + fd 
= Pw( f + fd 
= TiPu(f +fd 
= TjTUf. 
(2.2) 
To prove the converse, let T be an operator on M’- which commutes with 
T 1 ,***, TN . Denote by u the operator-valued function 
uh = TPh, hE# (2.3) 
where the h appearing on the right side of (2.3) is to be interpreted as a 
(constant) element of H,a( UN). Thus, for F(z, ,..., zN) = C f,zJ, 
UF = c xJufJ = C zJTPfJ . 
From (2.3), it is clear that u depends analytically on z1 ,..., xN and is an 
operator-valued function (since TPh E HX2(UN)). We claim T = T, . 
Choose f E M’- and write its Fourier series (1.1). Then it is clear that 
f(4 = Pf(4 = c kZ+N Pwfi) 
holds and that the last series converges in L2 since it is dominated by the 
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series (1.1). Denote by TJ the operator T? ... T$“, J = (jr ,...,jN), and 
compute Tf (noting T,g = P&g, by the analogue of (2.2) for T, = Ti = Tz,): 
W4 = T c J’Wh) 
= c =‘Wh) 
= C TT,Pf, 
= C TJ?fJ 
= 1 PzJTPfJ 
= 1 PzJu(x) fJ 
= P c ZJU(Z) fJ 
= Tuf. 
Actually, T, is not defined if u is not compatable with M. That compatability 
follows easily by a computation identical to the above which proves Puf = 0 
whenever f E M. This proves Theorem 2.1. 
3. ROTA'S THEOREM 
The following theorem indicates how Theorem 2.1 describes the com- 
mutant of arbitrary contractions S, ,..., S, . 
THEOREM 3.1. Let S, ,..., S, be commuting operators on a Hilbert space X, 
each of norm less than 1. Then there is an invariant subspace M of HHz( UN) 
and a bounded, invertible operator K from c%? onto MA such that 
Si = K-lTj*K, j = I,..., N. (3.1) 
Proof. The proof is identical to Rota’s original proof of the case N = 1; 
[4]. For each h E &‘, the Z-valued function 
k, = (I - zlSl)-1 --a (I - z~S,,,)-~ h
is clearly bounded and analytic for (zr ,..., zN) E UN and hence belongs to 
HdlD2( UN). Furthermore, the set X of all kh , for h E X clearly forms a closed, 
linear subspace of HH2(UN). I claim LX? is invariant under L1*,..., LN*, and 
hence that M = %I is invariant under L, ,..., L, . It is easily seen that the 
adjoint of Li is given by 
L,F = QesimjF 
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for F E Hz2(UN), where Q is the projection of Lx2(YN) onto HP2(UN). 
Applying Lj* to a typical element of X, we obtain 
&*k, = Lj*(I - eiQSl)-l . . . (1 - @‘“,‘&)-’ h 
i 
(34 
= Qe-%(l _ ei’?Sj)-l n (1 _ h; 
V#j 
denoting 
d = 
i 
jj (I - ei@~Sv)-l h, 
V#j 1 
one sees that the right side of (3.2) is equal to 
Since clearly e@jd is orthogonal to Hx2( UN) and the summation lies in 
Hz2( UN), one obtains, for (3.2), 
- f einmjS~Sid 
n=0 
= (1 - &1s,)-l *-- (I- ei”NSN)-’ Sib 
= ksj, . 
Thus X = M’, where M is an invariant subspace of HH2(UN). 
Finally, I will show that the map 
defined by 
K:sf-+X 
Kh = kh 
satisfies (3.1). Clearly K is bounded and invertible. In addition it is clear that, 
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on X the operator Tj* is identical with Lj* and hence, by what we have 
proved above, 
K-lTj*Kh = K-lTj*k, 
= K-lLj*k, 
= K-lks,h 
= Sjh 
and the theorem is proven. 
One remark is in order. In the case N = I, Theorem 3.1 gives some 
information about the invariant subspaces of the operator S, . It states 
that S, is similar to T,* and by the Beurling-Lax theorem, all orthogonal com- 
plements of invariant subspaces of T,* are of the form a’(z) Hz2( vl), 
where % is an analytic operator-valued function whose values on F are 
unitary ([3], Chapter 6). In the cases N > 1, however, no such simple charac- 
terization of invariant subspaces of Hs2( UN) is possible even when H is 
one dimensional; Rudin [5]. The subspaces associated with the operators 
s’ 9***y 
S, above are, however, very special subspaces. It is quite easy to see 
via a computation of Sherman ([7], Th eorem 3)) that the subspace M obtain- 
ed in Theorem 3.1 is generated by the N functions (S,* - zr),..., (S,” - xN) 
or, equivalently, by the (one-variable) inner functions which give rise to the 
invariant subspaces (S,* - zl) Hti2(Ijl),..., (S,* - zN) Hs2(U1). Invariant 
subspaces of this type, i.e. ones generated by N one-variable inner functions, 
are somewhat easier to handle than general ones, cf. ([l], Sec. III), and there 
is some hope that their invariant superspaces may someday be classified. 
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