Linkages between oil and 25 other commodity prices are examined using annual data for 1900 to 2011. We identify long-run relationships using both linear and nonlinear ARDL models and capture short-run causalities through asymmetric Granger causality tests.
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Introduction
With sharply rising commodity prices at the beginning of the 21 st century and the subsequent dramatic collapse, there has been a surge of interest in understanding the determinants of commodity price movements. Explanations for the observed commodity price increases include increased demand for commodities from emerging markets, quantitative easing in monetary policy and speculative commodity demands in stock markets (Frankel & Rose 2010) . Explanations of the subsequent price collapse include excessive expansion of production capacity for oil and key minerals, slowing Chinese economic growth and stagnation in the advanced developed economies.
Linkages between oil and other commodity prices are part of the overall dynamics of resource prices. They are of particular importance to resource companies and investors in designing portfolios of assets for the diversification risk. Understanding the linkages is also important in macroeconomic forecasting for countries, such as Australia, with heavy exposure to commodities in terms of exports or countries, such as Japan, with heavy exposure to commodities in terms of imports. Some of the poorest countries are particularly exposed to fluctuations in prices of their commodity exports, so understanding the linkages of their main exports to oil prices is particularly helpful in designing their development and macroeconomic policies (see Nissanke & Mavrotas 2010) .
Most studies investigating the linkages between oil and commodity (mainly food, other agriculture, metals and energy) prices are undertaken within linear frameworks, assuming symmetry of the impact of oil price shocks, i.e. they assume that the impact of a positive price shock is identical, but opposite, to the impact of a negative shock. However, this assumption of linearity or symmetry is too restrictive, as in many cases there is potentially an asymmetric structure regarding the magnitude and direction of impacts.
Asymmetries can reflect institutional arrangements, such as price cap regulation, and market structure, such marketing cartels, or the way production capacity reacts differently to positive and negative changes in current market conditions. In the last two decades, methods have been developed in the econometrics literature for dealing with nonlinearity (Balke & Fomby 1997; Hansen & Seo 2002; Psaradakis et al. 2004; and Kapetanios et al. 2006, among others) .
We utilize these methods to add a further dimension to the empirical literature examining the impact of oil prices on the prices of other commodities.
Imposition of the assumption of symmetry when in fact there are asymmetric responses to shocks in the oil price series can lead to bias in estimates of the impact of these shocks. Also, treating the effects of shocks as symmetric implies that volatility in oil prices has no impact on the net movement in the prices of other commodities. Equal positive and negative shocks in oil prices would have a net negative (positive) impact on the price of a commodity if the elasticity of the response to the negative shock were larger (smaller) than the elasticity of the of response to a positive shock. This can provide a possible channel for oil price volatility having negative impacts on the broader economy as found in Rafiq, et al. (2009) .
We also diverge from much of the earlier research linking oil and commodity prices by estimating both long-run cointegration and dynamic interactions between oil and commodity prices by implementing two very recent nonlinear asymmetric estimation techniques, namely, the nonlinear ARDL (Autoregressive Distributed Lag) model due to Shin et at. (2014) and the asymmetric causality test of Hatemi-J (2012) . With the application of these methods, we make four contributions to the literature. First, we estimate both long-run impacts and dynamic causalities running from oil prices to 25 other commodity prices.
Second, these impacts and causalities are investigated through both linear and nonlinear frameworks. Third, we use a long time series of annual data from 1900 to 2011 for the purpose of capturing long-lasting relationships. Finally, we include a wide range of commodities to identify the variety of causal relationships, which can contribute to formulating diversification strategies for investors and policymakers.
The rest of this paper is organized as follows. Section 2 offers a brief overview of the time-series data for oil and other commodity prices and reviews the existing literature. This is followed by discussion of analytical models in Section 3. A description of data sources and discussion of the empirical results are presented on Section 4, while Section 5 discusses policy implications that emerge from the results and concludes the paper.
Linking Oil and Commodity Prices: Historical, Theoretical and Empirical Perspectives
In an anatomy of the commodity prices, Radetzki (2006) depicts three periods of sharp commodity price increases in the post-WW II period. The first boom is from 1950 to 1953
and is directly linked with the Korean War through increased insecurity regarding industrial material supply, which prompted a widespread build-up of strategic inventories. The second boom of 1970s is identified with three events, a substantially strong macroeconomic performance during 1972 and 1973, deficiency in inventories for both food and agriculture raw materials due to two consecutive years of widespread crop failures, and with oil price shocks. According to Radetzki (2006) , the third boom from 2003 is identified with demand shocks in commodity markets, especially for oil and copper.
For the period prior to WW II, Brémond et al. (2013) One is the increase in production cost and the second is an increase in transport cost. These two studies conclude that the combined increase in production and transport costs for major US food commodities, like corn, soybeans and wheat, account for 20-30% of the increase in the US export prices of these commodities. Offsetting these positive cost-push relationships, Gohin & Chantret (2010) identify a negative real-income effect between world commodity (food) and energy (oil) prices in terms of a reduction in consumer real income following an oil price increase eventually puts downward pressure on prices of other commodities. Of course, real income shocks from sources other than oil price changes may have common demand influences on prices of oil and other commodities.
Following the seminal work of Pindyck & Rotemberg (1990) , estimation of the dynamic linkages between oil and commodity prices has been mostly undertaken within linear cointegration or causality frameworks. The majority of the studies focus on identifying the impact of oil prices on food, other agricultural, metal and other energy commodity prices.
The results tend to vary according to the group of commodities studied, the sample period, data frequency and estimation method.
Divergent results regarding the co-movement of oil and other commodity prices are particularly evident for agricultural commodities. For example, using Johansen cointegration and Granger causality techniques, Abel & Arshad (2009) and Saghaian (2010) find long-run cointegrating relationships between oil and food prices, while and Baumeister & Kilian (2014) fail to find any. Using a linear ARDL cointegration approach, Chen et al. (2010) find significant linkages between oil and grain prices, whereas Sari et al.
(2011) only demonstrate some weak causality.
Ambiguity in the relationship between oil and agricultural commodity prices is also found in studies using non-linear estimation. Peri & Baldi (2010) employ the Hansen & Seo (2002) threshold-based cointegration approach and find significant cointegration between rapeseed and diesel prices, while sunflower and soybean oil prices are found to have no cointegrating relation with diesel. Natanelov et al. (2011) use similar threshold analysis to investigate the price relationship of future contracts of crude oil, gold and eight food commodities and conclude that only cocoa, wheat and gold move together with crude oil in the long run over the entire sample period.
The relationship between oil and agricultural commodity prices is generally clearer when allowance is made for structural breaks. After identifying a structural break around A recent study by Gupta et al. (2014) employs the same long-run database as is used in our study. They perform time-varying causality tests to identify the linkages between oil and a wide range of commodity prices over more than 100 years, finding that oil price causes banana, beef, copper, cotton, lead, rubber, timber, tin, tobacco and wool prices. However, the analysis is only for short-run causality.
From the survey of the literature several conclusions are in order. First, most of the studies are performed with linear techniques and focus on food, agricultural and energy commodities. Second, with respect to non-linear studies, all of them employ long-run cointegration analysis, while only a very few identify short-term causal relationships. Third, none of the studies draw any conclusion regarding asymmetric relationships between oil and commodity prices.
In this paper we expand the range of methods employed in examining linkages between oil and other commodity prices by implementing both symmetric linear and asymmetric nonlinear methods to identify both long-run cointegration and short-run causality between oil and 25 commodity prices over a sample period of more than a century. For this purpose we employ two recent nonlinear techniques due to Shin et al. (2014) and Hatemi-J.
(2012).
Analytical Framework
As discussed, standard time-series techniques of cointegration, error-correction modelling and Granger causality testing, are the dominant methods used in the literature linking oil with commodity prices. While these methods are appropriate for capturing both long-run and short-run interactions, they presume symmetric relations among the variables. Shin et al. asymmetric extension to the well-known ARDL model of Pesaran & Shin (1998) The NARDL (p, q) in levels derived from Equation (1) can be written as follows:
where the j  's are autoregressive parameters, We identify causality running from oil prices to individual commodity prices through implementing the asymmetric causality test procedure of Hatemi-J (2012) . At the outset, Ct (commodity price at time t) and Ot (oil price at time t) can be expressed as the following random walk process:
and
where t=1,2,….T, the constants C0 and O0 are the initial values and the variables 1 and 2 signify white noise disturbance terms. Positive and negative shocks are defined as: 1 + = max( 1 , 0), 2 + = max( 2 , 0), 1 − = min( 1 , 0), and 2 − = min( 2 , 0), respectively.
Hence, we can write 1 = 1 + + 1 − and 2 = 2 + + 2 − . Therefore:
And likewise:
Finally, the positive and negative shocks of each variable can be defined in a cumulative form
. The cumulative components above provide the possibility to implement asymmetric causalities between oil and commodity prices. For example, if we want to test causality between the positive components, then the vector that should be used is
Afterwards, this vector can be used to estimate the following vector autoregressive model with the lag order k, VAR (L):
where  is the 2 X 1 vector of intercepts, and  t u is representing a 2 X 1 vector of the errors, r  is a 2 X 2 matrix of parameters for lag order r (where r=1,…..,k) to be estimated. The optimum lag order k is obtained based on the minimization of the information criterion presented below:
where |Ω| signifies the determinant of the variance-covariance matrix of the error terms in the VAR model of lag order j, n is the number of equations in the model, while T is the number of observations.
Once, the optimum lag order is selected, we test the null hypothesis that the k th element of + (O + in our study) does not Granger cause the w th element of + (C + here) by the following hypothesis:
H0: the row w, column k element in αr equals zero for r=1,…..,k
In order to define a Wald test in a compact form, the denotations are in order:
The VAR(p) model can now be compactly presented as:
The null hypothesis in (10) of non-Granger causality, namely 0 : = 0, is tested through the following Wald statistic: 
Data and Empirical Estimation Results
We use the extended version of Grilli & Yang (1988) At the beginning of the econometric exercise, we investigate predictor persistency, normality of distribution and model heteroscedasticity. These diagnostic tests are reported in Appendix Table 2 . Columns 2 to 7 report AR (1), mean, standard deviation, skewness, kurtosis and the Jarque-Bera normality test results for all the commodities and positive and negative oil shocks. The last two columns report tests for hetroscedasticity and autocorrelation. All the commodity series seem to be reasonably persistent according to AR(1) findings. Oil price has similar magnitude of volatility as other commodity prices, but positive oil shocks are more volatile than the negative counterpart. Almost half of the commodity prices are found to be non-normal. With regards to heteroscedasticity and autocorrelation, the null hypothesis of no ARCH is strongly rejected with regards to four commodity prices and positive oil shock and the null of no autocorrelation is rejected at the 5% level for ten commodity prices, oil-price level and oil-price positive shock component.
We further employ three unit root tests, namely the Augmented Dickey-Fuller (ADF), Phillips-Perron (PP) and Kwiatkowski-Phillips-Schmidt-Shin (KPSS) tests as presented in Appendix Table 3 . Using all of these tests makes it possible to test for both the null hypothesis of non-stationarity and stationarity, respectively. This process of combined use of 2 Variation across countries in the rate of inflation or exchange rates could still lead to differences in the local price of traded commodities relative to purely domestic goods. However, the theory of purchasing power parity suggests that differences in exchange rates and inflation rates across currency areas tend to be offsetting.
unit root (ADF and PP) and stationarity (KPSS) tests is known as confirmatory data analysis (Brooks, 2002; Rafiq et. al., 2009) . The vast majority of the commodity series tend to be nonstationary in levels according to at least one of the tests, with only jute and wool price series failing to accept the null of both the ADF and PP tests as well as accepting the null of the KPSS test. All commodities reject the null for a unit root in first differences for both the ADF and PP tests as well accepting the null for the KPSS test. We also perform these unit root tests for the series of each of the asymmetric commodity price innovations. As reported in Appendix Table 4 , all the positive and negative commodity price components are nonstationary at their levels and stationary at their first differences, at least for the ADF and PP tests. Thus, the findings from these tests suggest that these commodity prices along with their positive and negative components are predominantly integrated in the order of 1 i.e. I(1).
However, we still provide robustness checking of our results by using methods that avoid strong distributional assumptions.
In order to identify long-run linkages between oil and 25 commodity prices, we employ both linear ARDL and nonlinear NARDL models to estimate the linkages under four different model settings. One of the major reasons for the popularity of these autoregressive type models is that, the estimates from these tests achieved by bounds-testing approach are reliable regardless of the integration orders of the variables (Pesaran & Shin, 1998; Pesaran et al., 2001; Greenwood-Nimmo & Shin 2013; and Shin et al., 2014) .The first model is a static linear regression of commodity prices on a constant, time trend and oil prices. Second is a static asymmetric model of the form of Equation (1). Third is a restricted symmetric ARDL regression. 3 Fourth is an unrestricted NARDL case, allowing for asymmetry in both the long and short runs. Results are given in Table 1.   4 asymmetric model and ninth and tenth columns for the dynamic model, asymmetry in the static model is significant for all but five commodities (cocoa, rice, wheat, silver and hides),
while for the dynamic model asymmetry is significantly supported for all but seven of the commodities (cocoa, rice, sugar, beef, cotton, hides and tobacco) either in the short run or long run. These findings lend substantial support to undertaking nonlinear models for identifying the interactions between oil and commodity prices. When the dynamic asymmetry of prices is brought into effect, the positive elasticities from positive shocks are significant for all commodities aside from cocoa, sugar, beef, lamb and timber. In contrast, at the five percent significance level there are negative elasticities from negative oil price shocks for only three commodities (wheat, maize and aluminum). This is further justification for the implementation of nonlinear methods, as not allowing for asymmetry might lead to making incorrect inferences.
According to the statistically significant dynamic asymmetric model results, in the long run a one percent increase in crude oil price leads to increases ranging from 0.2305 percent for wool prices to 0.8831 percent for silver prices. Other commodities with large elasticities with respect to positive oil shocks are coffee (0.78%), tobacco (0.70%), copper (0.67%), and tin (0.59%). In contrast, the elasticities for the very few significant negative oil price shocks are aluminum (-0.69%), wheat (-0.56%) and maize (-0.37%).
5 In order to accommodate the strong trending behavior of O, we include a deterministic time trend (ρ). 6 The short-run causality directions are captured separately from the Hatemi-J. (2012) This result again highlights the importance of accounting for nonlinearity, ignoring which, could lead to incorrect inferences in many instances.
Turning to the results for positive and negative oil shocks, at the five percent significance level a rise in oil prices Granger causes an increase prices for only three commodities; rice, wool, and gold. In contrast, at the five percent significance level a fall in oil prices Granger causes decreases in thirteen commodity prices; tea, wheat, maize, sugar, palm oil, cotton, jute, wool, hides, rubber, tin, lamb, silver, and lead.
Compared to other studies, tour results for wheat and gold prices are similar to Natanelov et al. (2011) . They find that an increase in oil price has long-run positive impact on wheat and gold prices. Our results also suggest that decreases in oil prices reduce wheat prices both in the long and short run, while a positive shock from oil prices increases gold prices both in the long and short run. Zhang and Wei (2010) also find a significant positive 8 To keep consistency with the primary research question and to conserve space here we are only reporting the results of unidirectional causalities running from oil prices to other commodity prices, while bi-directional causalities between the prices and/or uni-directional causalities running from other commodity prices to oil prices are also worth pursuing.
correlation between gold and oil prices. Our results are also consistent with Gupta et al. (2014) in that a positive shock from oil prices increases cotton prices in both the short and long run. In summary, we find the presence of asymmetry in the linkages between oil and most of the commodity prices. From our dynamic asymmetric model, elasticities of oil price increases are significantly positive with respect to most of the commodity prices. However, impacts of oil price decreases are significant only for a few commodities. The asymmetric
Granger causalities indicate that a positive oil price shock causes increases in a few commodities in the short run, but a decrease in oil price Granger causes decreases in about half the commodities. In a nutshell, we find that a decrease in prices has short-run impact in causing decreases in many of the commodity prices, but in the long run price decreases have very little impact. Price increases, in contrast, have long-lasting impacts in increasing almost all of the commodity prices, but have little short-run impact.
Robustness Checks: Predictive and Regime-Based Estimations
In this section, we examine the robustness of our results with respect to possible structural breaks in the data series for oil and the other commodities as well as for endogeneity of oil prices in the relationship to the other commodities. As discussed earlier, commodity prices have historically experienced abnormally large positive and negative shocks. To statistically capture such sharp price changes, we employ Lee & Strazicich (2003 , 2004 tests for one and two structural breaks. The results of these tests are provided in Appendix Table 5 .
According to the results, oil prices have a significant structural break during 1973, which is directly linked with first oil shock of 1970s. There is a break in cocoa prices during 1946 at a 1% level of significance, which might be an aftermath of the Second World War.
Both rice and rubber prices experienced significant breaks during 1930-1931, which are linked with the Great Depression of 1930s. Beef prices have a significant break during 1958, which seems to be a market-based shock. 9 There is a break in gold prices in 1979 at a 1 percent significance level, which is linked with the oil shock of 1979 in the wake of the Iranian Revolution.
10
As oil and other commodity price series with evidence of structural breaks might follow a nonlinear process, for cocoa, rice, rubber, beef and gold we examine short-run and long-run linkages based on both the linear and nonlinear time-series econometric techniques.
Our break dates for oil, cocoa, rice, beef, rubber and gold are 1973, 1946, 1930, 1958, 1931 and 1979, respectively. Considering these dates as regime breaks, we estimate a structural regime-threshold model. This modification is inspired by the seminal contribution of Enders and Granger (1998) and Hansen (1999) , which permits regimes to be identified by the one or multiple threshold variables. This methodological approach allows us to investigate how the dynamics of our benchmark models change conditional on the stage of the imposed thresholds identified at an earlier stage of the empirical analysis.
The new specification of our models for each of these commodities yields the following estimating equations for the various commodities: (16) where I(.) is the indicator function, while the remaining variables have been defined before.
The estimated parameters of all four models are reported in Appendix Table 6 . Except for beef, oil seems to be impacting all of the commodity prices in most of the regimes, confirming the importance of oil price changes in these commodity markets.
To implement a test for endogeneity of oil price in our symmetric and asymmetric models, we first estimate the bivariate predictive model:
where Ct is the log of commodity price in year t, and Ot is the oil price, positive oil shocks or negative oil shock in the same year. We then estimate:
Here, (17) and (18) are correlated, then oil price is perceived to be endogenous. Thus, we test the linear linkage between the error terms by estimating the following simple equation using these residuals:
where, ɛt is the idiosyncratic term.
Results of the endogeneity tests are given in Appendix Table 7 . As indicated by the significance of the ϴ, the null hypothesis of no endogeneity of oil prices and positive oil shocks with regards to rice, wheat, maize, sugar, beef, lamb, palm oil, wool, hides, timber, copper, aluminum, tin, silver, lead, zinc and gold prices can be rejected at the 10% or higher level of significance. Thus, endogeneity appears to be an issue for the relationship between oil prices or positive oil shocks and many non-oil commodities.
Given the evidence of some structural breaks and substantial endogeneity, we check the robustness of our results through two separate estimation strategies. With regards to endogeneity, we follow Narayan (2012, 2014) and use GLS-based biasadjusted estimators.
11 These estimators link earlier Equation (17) conditional on Equation (18), thus, removing the endogeneity effect and accounting for any persistence in the predictor indicator. Hence, the conditional predictive regression equation takes the following form:
where by construction, According to the results presented in Appendix Table 8 , fifteen out of seventeen commodity prices for which endogeneity is shown in Appendix Table 7 are significantly impacted by either oil price or its shock components. The only exceptions are rice and maize prices, which seem to be independent of oil price shocks after allowing for possible endogeneity. The outcome of this test is similar to our previous results in that positive oil shocks are more prominent in raising commodity prices than are negative oil shocks in decreasing prices.
Conclusions
In this study we investigate both long-run and short-run linkages between oil and 25 other commodity prices in the presence of both linear and nonlinear price impacts. To measure long-run impact of oil prices we implement both ARLD and the NARLD methods offered by Shin et al. (2014) , while to capture the short-run dynamics we implement linear Granger causality and nonlinear causality tests due to Hatemi-J (2012) . Considering a hundred and eleven years of time-series data, Wald test results support the presence of nonlinearity in the linkages between oil and most other commodity prices.
Our long-run asymmetry test results indicate that a positive shock in oil prices increases prices of at the least 20 commodities, with positive elasticities ranging from 0.2305 percent for wool prices to a maximum of 0.8831 percent for silver prices. In contrast, a decline in oil price decreases long-run prices at the five percent significance level for only wheat, maize and aluminum, with magnitudes varying from 0.37 to 0.68 percent. In the short run, our results show oil price decreases have significant impacts in lowering many commodity prices. Further, our findings from asymmetric Granger causality test indicate that a decline in oil prices causes a negative shock to at least 13 commodity prices, while a positive shock in oil price causes an increase in prices of only three commodities.
Our results also reveal that there are substantial differences in the impact of oil prices across commodity clusters. For example, while oil prices do not seem to have much impact on beverage market prices and cereal prices, especially once endogeneity is accounted for, they have substantial impact on non-food agricultural commodities and on metal prices even after controlling for potential endogeneity. This suggests a linkage through the use of commodities as raw materials in industrial production.
Differences in the impacts of oil prices across commodities and between the short and long run suggest possible diversification strategies for companies and countries in planning for long-run development. In the short-run context, recent studies by Fernandez (2015) and Reboredo and Ugolini (2016) using high frequency data over recent decades show that variation in the relationship between oil prices and prices of other commodities offers opportunities for diversification and hedging of commodity portfolios. Our results for price relationships over the past century using annual data correspondingly offer opportunities for companies or countries to choose a portfolio of investments in resource development to help reduce the variability of earnings from the portfolio. For example, an oil exporting country would benefit from investments in producing commodities whose prices don't vary with oil prices.
Our results point to asymmetry in the impact of positive and negative oil shocks in their impact on the prices of non-oil commodities. There are also substantial differences in the way oil prices impact on commodity prices between the short run and the long run.
However, in spite of the variation in results there is still a preponderance of co-movement between oil prices and prices of other commodities. Thus, from the perspective of smoothing future global economic development, our results clearly lend support to the proposition that a stable oil price is conducive to short-run and long-run stability in the prices of other commodities. Any measures that would reduce oil price volatility would have widespread impact in reducing price volatility across the broad spectrum of commodity prices. For ADF and PP the null is non-stationarity while for KPSS the null is the series is stationary. Optimum lag length for ADF are selected based on Schwarz Information Criterion, and bandwidths for PP and KPSS are chosen through Newly West Bandwidth technique. * (**) *** denote statistical significance at 10%, 5% and 1%, respectively. Note: *, **, and *** denote statistical significance at 10%, 5% and 1%, respectively. Note: *, **, and *** denote statistical significance at 10%, 5% and 1%, respectively. partial sum processes. ***, ** and * represent 1%, 5%, and 10%, respectively.
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