This paper is considered with a class of nonlinear fractional differential coupled system with fractional differential boundary value conditions and impulses. By means of the Banach contraction principle and the Schauder fixed point theorem, some sufficient criteria are established to guarantee the existence of solutions. As applications, some interesting examples are given to illustrate the effectiveness of our main results.
Introduction
The fractional differential system as a mathematical model has been used to describe many phenomena and processes in a lot of fields such as financial mathematics, control theory, physics, chemistry, bioscience, optical and thermal systems, rheology materials and mechanical systems, signal processing and system identification, control and robotics, and so on. Some experimental results show that the fractional order differential model is more accurate than the integer order differential model. Therefore, fractional differential systems have received extensive attention and research in recent few decades. In particular, boundary value problems for fractional order differential systems have been studied and developed more extensively. There has been much research on boundary value problems of fractional order differential systems (see [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] ).
It is well known that the effects of a pulse are inevitable in many phenomena and processes. For example, in the population dynamics systems, there are abrupt changes of population size due to the effects such as harvesting, diseases, and so on. So some authors have used an impulsive differential system to describe these kinds of phenomena since the last century. Therefore, some scholars have begun to study the boundary value problems for impulsive fractional differential equations and obtained good results (see [10] [11] [12] [13] [14] ). In addition, it is impossible to describe complex systems and processes with a single equation because of the influence of many factors. Therefore, the boundary value problem of fractional order coupled systems has also attracted much attention and research (see [15] [16] [17] [18] [19] [20] ).
However, the research on boundary value problems of fractional order coupled systems is relatively scarce. Inspired by the above-mentioned issues, the main aim of this paper is to study the existence and uniqueness of solutions to four-point boundary value problem for a class of nonlinear fractional differential coupling system with impulses as follows: 
The rest of this paper is organized as follows. In Section 2, we recall some definitions and lemmas of the Caputo and Riemann-Liouville fractional calculus. In Section 3, we shall prove the existence and uniqueness of solutions for system (1.1). In Section 4, some examples are also provided to illustrate the effectiveness of our main results. Finally, the conclusion is given to simply recall our studies and results obtained in Section 5.
Preliminaries
Definition 2.1 ( [21, 22] ) The Riemann-Liouville fractional integral of order α of a continuous function f ∈ L 1 (a, ∞) is defined as
provided that the right side is pointwise defined on (a, ∞).
where [α] denotes the integer part of the real number α > 0, provided that the right side is pointwise defined on (a, ∞). For the sake of convenience, we introduce the Banach spaces as follows.
. . , t n }. Define the set by
It is easy to verify that PC(J) is a Banach space equipped with the norm
) satisfy all the equations and boundary value conditions of system (1.1). 
Lemma 2.5 Assume that h ∈ C(J × R 2 , R). A function u ∈ PC(J) is a solution of the boundary value problem
where j ∈ {0, 1, . . . , n} such that η ∈ (t j , t j+1 ] and
Proof Assume that h satisfies (2.1). Applying Lemma 2.1, for some constants c 0 , c 1 ∈ R, we have
Then we obtain
If t ∈ (t 1 , t 2 ), then we have
and 
In view of u| t=t 1 = I 11 (u(t 1 )) and u | t=t 1 = J 11 (u(t 1 )), (2.7) and (2.8) give
and
Substituting d 0 and d 1 into (2.5), for t ∈ (t 1 , t 2 ], we obtain
Repeating the process in this way, the solution u(t) for t ∈ (t k , t k+1 ] (k = 1, 2, . . . , n) can be formulated as
In the light of (2.3) and u(0) = 0, we have c 0 = 0. In addition, it follows from (2.10) that
In view of η ∈ (0, 1), t 0 = 0 and t n+1 = 1, there exists j ∈ {0, 1, . . . , n} such that η ∈ (t j , t j+1 ]. So we have
Applying Lemma 2.2, we obtain (1) and (2.12)-(2.13), we derive
Substituting the values of c 0 and c 1 into (2.3) and (2.10), one can easily reach (2.2).
Vice versa, we assume that u(t) is a solution of the integral equation (2.2). By a direct computation, it follows that the solution defined by (2.2) satisfies (2.1). The proof is complete.
Similarly, we conclude the following lemma.
Lemma 2.6 Assume that y ∈ C(J × R 2 , R). A function v ∈ PC(J) is a solution of the boundary value problem
⎧ ⎪ ⎪ ⎨ ⎪ ⎪ ⎩ c D q 0 + v(t) + y(t) = 0, 1 < q < 2, v| t=t k = I 2k (v(t k )), v | t=t k = J 2k (v(t k )), k = 1, 2, . . . , n, c D δ 0 + v(ξ ) = v(1), v(0) = 0, 0 < δ < 1, 0 < ξ < 1,(2.
14) if and only if v ∈ PC(J) is a solution of the integral equation
v(t) = ⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩ - 1 (q) t 0 (t -s) q-1 y(s) ds + d * t, t ∈ [0, t 1 ], - 1 (q) t t k (t -s) q-1 y(s) ds - 1 (q) k i=1 t i t i-1 (t i -s) p-1 y(s) ds - 1 (q-1) k i=1 (t -t i ) t i t i-1 (t i -s) q-2 y(s) ds + k i=1 I 2i (v(t i )) + k i=1 (t -t i )J 2i (v(t i )) + d * t, t ∈ (t k , t k+1 ], 1 ≤ k ≤ n,(2.
15)
where l ∈ {0, 1, . . . , n} such that ξ ∈ (t l , t l+1 ] and
Main results
In this section, we shall employ the fixed point theorems of the operator to prove the existence of solutions to system (1.1). According to Lemmas 2.5-2.6, we define the operator
where
Thus, solving the boundary value problem (1.1) is equivalent to finding the fixed point of the operator F defined by (3.1). Next we shall give our main results. 
Proof Now, we will use the Banach contraction principle to prove that F : X → X defined by (3.1) has a fixed point. We first show that F is a contraction. In fact, when t ∈ J = [0, 1], from (3.1) and conditions (A 1 )-(A 2 ), for all (u 1 , v 1 ), (u 2 , v 2 ) ∈ X, we have
In the same way, we obtain
Thus, it follows from (3.2)-(3.5) and (A 3 ) that F : X → X defined by (3.1) is a contraction mapping. According to Lemma 2.3, for F there exists a unique fixed point (u
Therefore, the boundary value problem (1.1) has a unique solution pair (u
The proof of Theorem 3.1 is complete. 
Proof For the sake of convenience, we denote ρ = [
1 + 1}. Define the operator F : X → X by (3.1) and a closed ball of Banach space X as follows:
Similar to (3.2)-(3.5), we easily show that F( ) ⊂ by applying (A 4 ). F( ) ⊂ indicates that F( ) is uniformly bounded in X. The continuity of the operator F follows from the continuity of f , g, I ik and J ik . Now we need to prove that F : → is equicontinuous. In fact, let (u, v) ∈ and τ 1 , τ 2 ∈ [0, 1] with τ 1 < τ 2 .
When 0 ≤ τ 1 < τ 2 ≤ t 1 , similar to (3.2), we have
In like manner, we get
, we obtain
Thus, it follows from (3.7)-(3.10) that, for any > 0, there exists a positive constant
whenever |τ 2 -τ 1 | ≤ σ . Thereby, F : X → X is equicontinuous. By the Ascoli-Arzela theorem we know that F : X → X is completely continuous. In view of Lemma 2.4, F has at least one fixed point (u * (t), v * (t)) ∈ , which is a solution pair of system (1.1). The proof is complete.
Examples
Consider a class of nonlinear fractional differential coupling system with impulses as follows: , η = 1 5 , ξ = 
Conclusions
In this paper, we study the nonlocal boundary value problem for a class of nonlinear fractional order differential coupled system with impulses. By means of the Banach contraction principle and the Schauder fixed point theorem, some sufficient criteria are established to guarantee the existence of solutions. Compared with the single fractional differential equation, the study of a fractional order coupled system is more complicated and challenging since it is difficult to define the appropriate nonlinear operator. Our results are new and interesting. Our methods can be used to study the existence of solutions for the high order or multiple-point boundary value problems of a nonlinear fractional differential coupled system.
