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vRe´sume´
En the´orie des supercordes de type II, la paire brane-antibrane se´pare´e admet dans son
spectre de corde ouverte un tachyon bi-fondamental pour toute se´paration ` < pi
√
2α′. La
dynamique de ce syste`me serait de´crite par l’action effective de Garousi [47] en tout ` 6= 0.
Notre e´tude montre que le domaine de validite´ de cette action concerne exclusivement des
condensations de tachyon spatiales. Des e´tudes pre´ce´dentes mene´es par Bagchi et Sen [7] ont
montre´ l’existence dans le domaine sous-critique partiel ` < pi
√
α′ d’une the´orie conforme
(CFT) de´crivant une condensation dynamique a` distance constante, appele´e tachyon roulant.
Nous montrons que cette CFT existe en ve´rite´ sur l’ensemble du domaine tachyonique. Graˆce
a` cette de´monstration, i) nous prouvons que le domaine de validite´ de l’action de Garousi ne
peut pas inclure de condensations de tachyons temporelles et ii) nous justifions le calcul de la
fonction de partition le long du tachyon roulant pour tout ` < pi
√
2α′. En utilisant une me´thode
propose´e par Kutasov et Niarchos [77], nous de´terminons une action effective quadratique pour
les champs de tachyon et de distance, au moins valable en tout ` autour de la solution de tachyon
roulant. Cette e´tude a e´te´ publie´e dans Physical Review D [62]. Par ailleurs, nous avons e´tudie´
le mode`le sigma non line´aire de´fini comme la de´formation perturbative de la CFT du tachyon
roulant. Les fonctions beˆta du groupe de renormalisation, que nous avons obtenues, sont en ac-
cord avec les e´quations du mouvement de l’action effective quadratique propose´e, confirmant
ainsi son expression.
Abstract :
Tachyon condensation in brane-antibrane system
In superstring theory of type II, the separated brane-antibrane pair admits a bi-fundamental
tachyon in its open string spectrum, for any separation ` < pi
√
2α′. The dynamics of this sys-
tem would be described by the Garousi’s effective action [47] for any ` 6= 0. Our study shows
however that the domain of validity of this action only includes space-like tachyon condensa-
tion. Previous studies led by Bagchi and Sen [7] showed the existence, in the partial sub-critical
domain ` < pi
√
α′ of a conformal field theory (CFT) describing a dynamical condensation at
static distance, called rolling tachyon. We show this CFT actually exists on the whole tachyo-
nic domain. Thanks to this demonstration, i) we prove that the domain of validity of Garousi’s
action excludes time-dependent tachyon condensation and ii) we justify the computation of the
partition fonction along the rolling tachyon for all ` < pi
√
2α′. Using a method proposed by
Kutasov and Niarchos [77], we determine a quadratic effective action for the tachyon and dis-
tance fields, at least valid in the whole tachyonic domain around the rolling tachyon solution.
This study has led to the publication of an article [62] in Physical Review D. In addition, we
studied the non linear sigma model of perturbative deformations along the rolling tachyon CFT.
The beta-function of the renormalization group, that we obtained, are in good agreement with
the equations of movement derived from the proposed quadratic effective action. This stands as
an independent confirmation of its expression.
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Pre´ambule : de la the´orie quantique des
champs a` la the´orie des cordes
1

3DEPUIS SON INTRODUCTION dans les anne´es 60, sous l’impulsion de scientifiques telsque Veneziano, Gross, Scherk, Schwarz ou Polyakov, la the´orie des cordes a vu son
de´veloppement s’intensifier. D’abord applique´e a` la mode´lisation des interactions fortes puis
plus tard imagine´e comme the´orie fondamentale de l’univers, elle est peu a` peu devenue incon-
tournable dans le paysage de la physique the´orique. C’est depuis les anne´es 90 que la the´orie
recoit un gain d’inte´reˆt phe´nome´nal, depuis que l’on a de´couvert les D-branes. Depuis lors
combien de dualite´s les mettant en jeu a-t-on de´couvert ? Faisant d’elles des e´le´ments d’une
importance colossale. Et pour cause, la plupart des mode`les cosmologiques cordistes actuels se
basent sur leur dynamique afin de trouver une origine cohe´rente et unifiante a` l’univers. Mais
nous de´couvrons de jour en jour de nouvelles particularite´s, de nouveaux objets, de nouvelles
ge´ome´trie et notre connaissance actuelle de la the´orie et de toutes ses implications semble en-
core tre`s faible par rapport a` l’e´tendue de ses ramifications.
Nous allons a` pre´sent partir des anne´es 1900, pe´riode de grande ferveur scientifique, qui a
vu se de´velopper les the´ories grandioses que sont la me´canique quantique et la relativite´ res-
treinte et ge´ne´rale, survoler la pe´riode des anne´es 30 a` 70 pendant laquelle ont e´te´ e´labore´es les
the´ories des particules relativistes, les the´ories quantiques des champs, pour arriver finalement
a` l’e´poque s’e´talant des anne´es 70 a` nos jours en vue d’un des chefs d’oeuvre de la physique
the´orique et expe´rimentale moderne, le Mode`le Standard des particules. Nous conclurons pour-
tant sur ses limitations et nous verrons avec quel naturel la the´orie des cordes s’immisce dans
le paysage de la physique fondamentale pour devenir aujourd’hui la the´orie de premier plan.
Nous l’introduirons tre`s brie`vement, puis nous pre´senterons dans ce cadre la proble´matique de
la condensation de tachyon et enfin de cette the`se.
Me´canique quantique et relativite´
L’histoire de la me´canique quantique et celle de la relativite´ ont de´bute´ quasi simultane´ment
au de´but du sie`cle dernier. Les avance´es impressionnantes dans chacun de ces domaines ont
amene´ les physiciens a` s’interroger sur l’unification de ces deux the´ories.
Me´canique quantique
La premie`re explique comment les particules de matie`re telles que les e´lectrons, protons
ou neutrons, e´mettent des ondes lumineuses – photons – tout en conservant l’unite´ de l’atome.
Les travaux conjoints de Schro¨dinger, Heisenberg, Bohr, Dirac, De Broglie et Einstein – malgre´
leurs divergences d’opinion – convergent vers une formulation des lois physiques extreˆmement
mathe´matise´e et usant d’un formalisme probabiliste et de the´orie des groupes – espace de Hil-
bert, e´tats, ope´rateurs et alge`bres, fonctions d’onde. . . . La puissance de ce de´veloppement re´side
pourtant dans sa concision et son apparente clarte´, malgre´ les myste`res qu’il de´voile.
Les the´oriciens de´couvrent que les particules de matie`re sont porte´es dans l’espace suivant
la figure d’interfe´rence d’un paquet d’ondes – c’est la dualite´ onde-corpuscule. La position de
la particule, suppose´e alors ponctuelle, n’est ainsi jamais de´termine´e exactement au sein de ce
paquet au point qu’on ne peut affirmer que la particule est vraiment porte´e par le paquet ou
totalement de´mate´rialise´e dans les ondes. Pour cette raison, les lois physiques s’appliquent non
pas a` une particule suivant une trajectoire de´termine´e, mais a` un ensemble d’ondes. Les pendants
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dans cet ensemble d’ondes sous la forme d’un agre´gat ponctuel d’e´nergie, ne suivrait en re´alite´
aucune trajectoire particulie`re entre son point d’e´mission et son point de re´ception. La re´solution
des e´quations d’onde montre une discre´tisation – ou quantification – des valeurs des observables
telles que l’e´nergie ou les moments cine´tiques – spin et moment orbital par exemple. Le syste`me
quantique est alors de´crit par un nombre fini ou infini d’e´tats classe´s suivant la valeur de ces
observables et repre´sente´s par des vecteurs (bra et ket). Dans ce formalisme, les lois physiques
s’expriment a` l’aide d’ope´rateurs line´aires agissant sur ces vecteurs d’e´tats.
Teste´e the´oriquement et expe´rimentalement, la the´orie quantique est une re´volution, mais
laisse cependant de larges zones d’ombres. En particulier, comment concilier les visions an-
tagonistes d’une matie`re a` la fois onde et corpuscule ? Pourtant la description de l’atome en
noyau et couches e´lectroniques donne des accords expe´rimentaux excellents, jusqu’a` l’observa-
tion directe. Et il a fallu pour cela abandonner l’intuition classique d’un corpuscule parfaitement
localise´ et de trajectoire de´termine´e ; mais abandonner aussi l’intuition que les mesures de la
position et de l’impulsion d’une particule peuvent eˆtre simultane´es.
Face a` ces myste`res, Dirac insistera pour ne pas chercher de repre´sentation conforme a`
l’expe´rience humaine ; les lois atomiques de´fiant l’intuition, il faut suivre en aveugle la route
que les mathe´matiques nous ouvre. Le lecteur pourra ouvrir l’excellent ouvrage de Cohen-
tannoudji, Diu et Laloe¨ [20].
Relativite´ restreinte et ge´ne´rale
La the´orie de la relativite´, introduite par Lorentz, Poincare´ et Einstein – qui la de´veloppera
conside´rablement – se base sur le constat expe´rimental que la valeur mesure´e de la vitesse de
la lumie`re est inde´pendante du re´fe´rentiel galile´en d’observation. A cela s’ajoute le postulat
que les lois de la physique ne doivent pas non plus de´pendre du choix de ce re´fe´rentiel. Au-
trement dit, par changement de re´fe´rentiel galile´en, les lois physiques observe´es et la valeur
de la vitesse de la lumie`re doivent eˆtre invariantes. Mathe´matiquement, Lorentz puis Poincare´
de´montrent que de tels changements de re´fe´rentiel galile´en prennent la forme de transformations
dites spe´ciales appele´es aussi boost de Lorentz. Les lois physiques sont ensuite de´termine´es
avec la contrainte de covariance, c’est-a`-dire d’invariance de forme par transformation spe´ciale.
Einstein de´veloppe le formalisme en introduisant les notions de simultane´ite´ et de causalite´,
concepts extreˆmement importants ayant permis d’unir l’espace et le temps en une seule entite´
ge´ome´trique : l’espace-temps, dote´ d’une structure causale. L’ensemble du formalisme consti-
tue la relativite´ restreinte.
Einstein souhaitera ge´ne´raliser le postulat de covariance des lois a` l’ensemble des re´fe´rentiels,
y compris acce´le´re´s, passant ainsi de la relativite´ restreinte a` la relativite´ ge´ne´rale. Constatant
que la gravite´ peut eˆtre annule´e par le truchement d’une acce´le´ration – principe d’e´quivalence
– Einstein montrera que la gravite´ est localement un effet relativiste. Cet aspect de localite´ le
conduira a` conside´rer que l’espace-temps est localement de´forme´ et que la gravite´ est totale-
ment encode´e dans cette ge´ome´trie. Toute la puissance de la ge´ome´trie Riemannienne vient
renforcer cette nouvelle approche et conduit a` mathe´matiser la physique a` un niveau supe´rieur.
Mieux encore, les mesures de la pre´cession du pe´rihe´lie de Mercure et les mesures d’Eddington
sur la de´formation des rayons lumineux appuient cette re´volution ! La ge´ome´trie est re´concilie´e
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pourra lire les ouvrages de Wald pour la relativite´ ge´ne´rale [130] et de Nakahara pour l’ap-
proche mathe´matique de la ge´ome´trie riemannienne [89].
The´orie quantique des champs et the´ories de jauge : la construc-
tion du Mode`le Standard
The´orie quantique des champs
La the´orie quantique des champs (TQC) est la fusion de ces deux concepts fondamentaux, a`
savoir la me´canique quantique et la relativite´ restreinte. Elle nous a permis de comprendre com-
ment un photon se propage et comment un e´lectron e´met ces quanta d’onde e´lectro-magne´tique.
C’est en 1925 que cette recherche est initie´e par Heisenberg, Born et Jordan, plus tard comple´te´e
par Dirac. La description de ces particules ne´cessite de tenir compte a` la fois de la me´canique
quantique – les calculs doivent de´pendre de la constante de Planck ~ – et de la relativite´ res-
treinte 1 puisque tout phe´nome`ne physique faisant intervenir des particules de vitesse quasi-
luminique doit eˆtre mode´lise´ par des lois covariantes de Lorentz. Ces recherches ont mene´ a` ex-
primer en un formalisme tre`s complet l’e´lectrodynamique quantique. Grossie`rement, l’e´lectron
est couple´ au champ e´lectromagne´tique par sa charge e´lectrique ; il e´met et absorbe des quantas
d’onde lumineuse (photon) et il est lui-meˆme un quanta de champ – e´lectronique ici. Ainsi,
le processus dominant l’interaction entre des particules de matie`re charge´es consiste en des
e´changes de photons 2. Face au succe`s de cette the´orie, les physiciens ont imagine´ de l’adapter
a` tous les autres types d’interaction connus : interactions faible, forte et gravitationnelle.
Il e´tait de´ja` tre`s clair de´s 1925 que les photons et les e´lectrons reveˆtaient des natures bien
diffe´rentes, ne satisfaisant pas a` la meˆme statistique. Le premier est un boson, c’est-a`-dire il
peut se superposer a` un photon identique ; le deuxie`me est un fermion, c’est-a`-dire il subit
une re`gle d’exclusion – de Pauli – qui interdit toute superposition de particules rigoureuse-
ment identiques. En outre, le photon est un champ dont les degre´s de liberte´ peuvent eˆtre
repre´sente´s par ceux d’un quadrivecteur – appele´ boson vecteur. Par ailleurs, les degre´s de
liberte´ du champ e´lectronique e´tant re´gis par une statistique non triviale, il faut introduire un
nouvel objet mathe´matique, le spineur. La ge´ne´ralisation de l’e´lectrodynamique quantique a` la
the´orie quantique des champs doit donc regrouper les bosons (scalaires, vecteurs, tenseurs. . . )
et les fermions (spineurs) puis formaliser leur quantification en terme de particules – seconde
quantification. Ainsi, dans le formalisme hamiltonien les champs sont de´crits par des oscil-
lateurs harmoniques et sont exprime´s en termes d’ope´rateurs de cre´ation et d’annihilation de
quantum a` telle ou telle impulsion ou telle ou telle position. Suite aux travaux de Feynman dans
les anne´es 1950, le formalisme lagrangien, a` travers l’introduction des inte´grales de chemins,
est ge´ne´ralise´ au cas quantique et une approche plus statistique est envisage´e, en meˆme temps
qu’un de´veloppement visuel fort – les diagrammes. Les interactions entre particules sont alors
1. D’un point de vue microscopique l’espace-temps est plat en premie`re approximation. Une ge´ne´ralisation
appelle une the´orie microscopique de la gravitation, ce qui sera la the´orie des cordes.
2. Cependant cette visualisation sera vraiment inte´gre´e lorsque Feynman introduira ses diagrammes et lorsque
la convergence perturbative de cette approche sera ve´rifie´e.
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ticule. Cette approche renoue en quelque sorte avec la vision classique et de´terministe dans le
sens ou` – au niveau perturbatif – l’inte´grale de chemins est une fac¸on de moyenner sur tous les
chemins possibles que pourrait prendre une particule pour se rendre d’un point A a` un point B.
La trajectoire classique est alors celle qui minimise le temps propre de propagation de la parti-
cule, mais les effets quantiques indiquent que la particule empreinte tous les chemins possibles
a` la fois. La the´orie des perturbations directement associe´e a` cette approche conduit a` com-
prendre les interactions fondamentales comme relevant d’e´changes de quanta de champ d’in-
teraction entre les diverses particules de matie`re. Nous recommandons la lecture des ouvrages
de Itzykson-Zu¨ber et de Peskin-Schroeder [63, 96] pour une introduction comple`te a` la the´orie
quantique des champs. En comple´ment, le lecteur pourra trouver d’importants de´veloppements
dans les ouvrages de Weinberg [131, 132].
The´ories de jauge, mode`le standard et au-dela`
La ge´ne´ralisation de l’e´lectrodynamique quantique a` l’ensemble des interactions a conduit
les physiciens a` analyser en profondeur les concepts lie´s aux interactions dites ”de jauge” telles
que les interactions e´lectro-magne´tiques. En effet, outre sa qualite´ de boson-vecteur, le pho-
ton posse`de une syme´trie interne, nomme´e syme´trie de jauge. Or il s’ave`re indispensable que
la the´orie entie`re ve´rifie cette syme´trie de fac¸on a` exprimer de manie`re cohe´rente les interac-
tions du photon avec la matie`re fermionique. Dans le dessein final d’unifier l’ensemble des
interactions, le choix a e´te´ fait de ge´ne´raliser le concept de ”jauge” a` tous les bosons d’interac-
tion, devenant ainsi des bosons de jauge, introduisant respectivement les the´ories de jauge,
chacune associe´e a` un groupe de syme´trie de jauge. Des re´sultats expe´rimentaux dans les
grands acce´le´rateurs de particules appuient cette intuition et fondent le Mode`le Standard des
interactions electro-faibles et fortes SU(3) × SU(2) × U(1). Du coˆte´ the´orique, les avance´es
mathe´matiques en ge´ome´trie diffe´rentielle permettent d’interpre´ter ge´ome´triquement la cova-
riance de jauge d’une the´orie en termes de fibre´s. C’est une constatation importante dans le sens
ou`, s’il ne faut pas force´ment comprendre que l’origine de toutes les interactions est purement
ge´ome´trique, pour le moins l’interaction gravitationnelle e´tablie plus haut comme fondamen-
talement ge´ome´trique – c’est-a`-dire associe´e a` des transformations purement ge´ome´triques –
peut eˆtre de´rive´e en terme d’interaction de jauge donc en terme de graviton. Sans aller aussi
loin, les the´ories de jauge posse`dent de´ja` des proprie´te´s fantastiques, posant des contraintes de
cohe´rence sur la the´orie elle-meˆme et introduisant de nouveaux objets, topologiques et donc
non-perturbatifs : solitons, instantons etc. En ce qui concerne les the´ories de jauge et les aspects
ge´ome´triques, le lecteur pourra lire la revue d’Eguchi et al. ainsi que les ouvrages de Nakahara
et de Binetruy [28, 89, 15].
Le mode`le standard offre une correspondance assez nette avec les re´sultats expe´rimentaux
obtenus dans les grands acce´le´rateurs de particules. Ultime particule hypothe´tique a` de´couvrir,
le Higgs est retors et semble se cacher inde´finiment des expe´rimentateurs – a` moins que le LHC
ne finisse par mettre tre`s bientoˆt la main dessus. Mais il faudrait le trouver, car lui seul semble
pouvoir expliquer les diffe´rences de masses entre les particules : entre les leptons, entre les
bosons de jauge et entre les quarks. Bien qu’indispensable, il n’offre cependant pas la proprie´te´
la plus ade´quate : sa masse est ajuste´e beaucoup trop pre´cise´ment et sa masse nue extreˆmement
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mode`le standard pour expliquer cette intrigante proprie´te´, sans ne´cessairement mettre au rebut
les the´ories de Higgs – ici intervient la supersyme´trie qui re´sout en meˆme temps le proble`me de
naturalite´ et le proble`me de hie´rarchie. Outre cet aspect, il faut de toute fac¸on aller plus loin, car
il semblerait que le mode`le standard n’est qu’une the´orie effective a` basse e´nergie. En effet, trop
de parame`tres sont a` ajuster, entre autre les constantes de couplages, dont celles entre le boson
de higgs et les autres particules. Enfin, devant le succe`s de la the´orie e´lectro-faible d’unification
de l’e´lectromagne´tisme et de l’interaction faible, tout porte a` croire que les interactions e´lectro-
faibles et fortes doivent e´galement eˆtre unifie´es a` un niveau d’e´nergie plus e´leve´e – e´chelle de
Grande Unification GUT.
Gravite´ quantique, supersyme´trie et supergravite´ : vers la the´orie
des cordes
Le proble`me de la gravite´
Finalement, que penser de la gravite´ ? Serait-ce, comme sugge´re´ plus haut, une interaction
de jauge ? Peut-on unifier la the´orie quantique des champs et la relativite´ ge´ne´rale ? Malheu-
reusement, un naı¨f mode`le de gravite´ quantique ne fonctionne pas, car il pre´sente des calculs
pathologiques. En effet, les e´changes de graviton a` e´chelle infinite´simale ne sont pas controˆle´s
et donnent des probabilite´s infinies – non-renormalisables.
Des divergences UV similaires apparaissent dans le cadre du mode`le standard. Le traite-
ment applique´ pour traiter ces divergences se nomme renormalisation [134, 63]. La the´orie –
les parame`tres – est ajuste´e de telle sorte que les re´sultats physiques sont finis, ce qui revient
souvent a` introduire des parame`tres infinis – ce fameux ajustement fin. Il s’agit d’une me´thode
efficace, mais finalement peu satisfaisante dans le cadre du mode`le standard : cet ajustement tre`s
pre´cis pour des valeurs extreˆmement e´leve´es des parame`tres de la the´orie est trop artificiel. Cela
va dans le sens de l’existence d’une the´orie plus fondamentale. Ajoutons que ces parame`tres
ajuste´s sont des constantes de couplage ou des masses – dites nues. Tant que leur dimension
est positive ou nulle, la the´orie est dite renormalisable. Or c’est toujours le cas des constantes
de couplages et des masses nues du mode`le standard. Par conse´quent, le mode`le peut eˆtre teste´
expe´rimentalement, non pas dans ses parame`tres fondamentaux – puisque ceux-ci sont ajuste´s
– mais dans sa forme, son expression ; et il l’a e´te´, positivement.
Ce faisant, la renormalisation n’est pas uniquement relie´e a` l’existence de re´sultats infi-
nis. En particulier, dans les the´ories renormalisables, la renormalisation traduit un vrai pro-
cessus physique. Ceci est mis en valeur par la me´thode de renormalisation introduite par Wil-
son. Elle consiste a` imposer une e´chelle UV physique Λphys a` la the´orie, au-dessus de laquelle
tous les effets quantiques perturbatifs ou non-perturbatifs doivent eˆtre inte´gre´s. En ve´rite´ cette
inte´gration-ci tient, pour sa part, compte d’un cut-off UV Λmax qui pourrait eˆtre la limite a`
partir de laquelle telle the´orie est suppose´e fausse donc les corrections non pertinentes. Dans
le mode`le standard, cette limite est typiquement MGUT ∼ 1015GeV l’e´chelle d’e´nergie de la
grande unification. L’e´chelle Λphys en revanche correspond en ge´ne´ral a` l’e´nergie maximale
atteinte dans un acce´le´rateur, ou dans une expe´rience de collision particulie`re, par exemple, et
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the´orie effective – de´finie en-dessous de l’e´chelle maximale de´pendent re´ellement de l’e´chelle
physique, et cela est ve´rifie´ expe´rimentalement.
Dans la the´orie des champs de la gravite´, la constante de couplage ajustable serait la constante
de Newton GN . Or celle-ci est de dimension ne´gative GN = M−2p en fonction de la masse de
Planck Mp = 1, 22.1019 GeV. La the´orie associe´e est donc non-renormalisable, c’est-a`-dire
qu’il existe une infinite´ de diagrammes UV-divergents a` tous les ordres. Ceci indique que la
the´orie perturbative est effectivement mal de´finie pour les impulsions e´leve´es ou de manie`re
e´quivalente aux petites distances.
Il existerait deux solutions – voire une troisie`me – a` ce proble`me :
i) Est-ce une pathologie du calcul perturbatif ? Auquel cas, peut-eˆtre faut-il envisager le
proble`me dans une approche non-perturbative pour le re´soudre. Il s’agit de la direction
dans laquelle s’est engage´e la gravite´ a` boucle, qui connaıˆt quelques succe`s.
ii) Ou bien est-ce une proble`me plus fondamental de la physique quantique ? C’est l’option
qu’a choisi d’explorer la the´orie des cordes, en proposant de re´soudre le proble`me de
divergence des interactions gravitationnelles en de´localisant les particules. Elles admet-
traient une structure microscopique de la forme d’une corde, de taille fixe´e `s ∼ `p autour
de la longueur de Planck `p ≈ 1, 616.10−34m, e´chelle caracte´ristique de la gravite´ quan-
tique. La the´orie quantique des champs qui en de´coule est ainsi dote´e d’une longueur,
donc d’une e´chelle, minimale d’interaction. Autrement dit, la limite infinite´simale (UV)
de la the´orie est controˆle´e naturellement.
iii) A-t-on re´ellement besoin d’une gravite´ quantique pour de´crire nos observations ? Jus-
qu’a` quel point la mathe´matisation des phe´nome`nes est possible ? Autrement dit, faut-il
bien que les mode`les mathe´matiques soient cohe´rents d’un bout a` l’autre et en dehors du
champ d’observations ? Je n’irais pas plus loin dans cette proble´matique, car je ne connais
aucune re´ponse si ce n’est des questions. Mais je la conc¸ois personnellement comme une
option.
La supersyme´trie et la supergravite´
L’apparente non-naturalite´ du mode`le standard, en particulier l’ajustement fin des constantes
de couplages et des masses – proble`me de hie´rarchie – associe´e a` la non-finitude de l’e´nergie
du vide, ont amene´ les the´oriciens a` tendre vers un mode`le mathe´matique mieux de´fini et
plus naturel. Jusqu’a` pre´sent la the´orie du mode`le standard fonctionnait plutoˆt bien et l’accord
aux expe´riences de collision tre`s correct. Cependant, les observations astrophysiques donnent
d’autres contraintes qui posent la question de la comple´tude du Mode`le Standard. Il y a par
exemple le proble`me de la matie`re noire : est-elle faite de neutrinos ? Il semble pourtant que les
neutrinos soient observationnellement rejete´s pour ce roˆle-ci. Il faut donc ajouter de nouvelles
particules qui ne couplent pas aux photons – on en trouverait dans l’extension supersyme´trique
du mode`le standard MSSM par exemple. Il y a aussi le proble`me de la constante cosmologique
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the´orie couple´e a` la gravite´ cette constante correspond a` l’e´nergie du vide. Or dans le cadre du
mode`le standard, sa valeur n’est absolument pas controˆle´e et diverge.
En outre, il y a ce courant de pense´e qui guide les the´oriciens vers une explication purement
mathe´matique de l’ensemble des choses. C’est une question vraiment profonde qu’il faut avoir
en teˆte en allant plus en avant dans la the´orisation. En se basant sur ce principe, que la Nature
est mathe´matique, ou plus faiblement quasi-parfaitement de´crite par les mathe´matiques, alors il
faut que ce cadre soit tout a` fait bien de´fini et que dynamiquement les choses y soient ” causes
et conse´quences ” les unes des autres sans que jamais il ne faille faire surgir quoique ce soit
du ne´ant. Le mode`le standard ne satisfait pas a` ce principe pour les raisons que nous avons
dites : nombre de parame`tres fondamentaux, ajustement fin et infinite´ de l’e´nergie du vide –
sans compter les autres proble`mes cosmologiques.
En e´tudiant la the´orie des cordes et afin d’introduire des objets fermioniques dans l’espace-
temps, les cordistes ont e´te´ amene´s a` introduire une supersyme´trie. Brie`vement, les cordes sont
de´crites par des surfaces sur lesquelles les coordonne´es d’espace-temps deviennent des champs
scalaires, des bosons. Or en introduisant naturellement des champs fermioniques – formulation
de Green-Schwarz ou formulation RNS – on de´couvre qu’il existe une syme´trie me´langeant ces
fermions avec les bosons, alors appele´e supersyme´trie. Il s’en suit que le spectre de particules
de´crites par les cordes he´rite – d’une certaine fac¸on et nous verrons cela plus en de´tail par la
suite – de cette supersyme´trie qui se trouve eˆtre une proprie´te´ d’un univers cordiste contenant
bosons et fermions ; chaque boson admet un partenaire fermionique de meˆme masse et vice-
versa.
L’une des caracte´ristiques essentielles d’une the´orie supersyme´trique est l’annulation de
l’e´nergie du vide en espace plat 3 entre les contributions des fermions et celles des bosons et
une autre est la re´solution du proble`me de hie´rarchie graˆce au the´ore`me de non-renormalisation
applique´ au boson de Higgs. Mais elle vient aussi avec son lot de proble`mes et en particulier
pre´dit l’existence de plus de particules qu’observe´es. La force du principe de mathe´matisation
est que si un moyen de re´soudre mathe´matiquement tel proble`me est de´couvert alors c¸’en est une
solution se´rieusement envisageable. Pour ce cas-ci, on propose que la supersyme´trie soit brise´e
a` notre e´chelle, de telle sorte que les partenaires qui ne sont pas observe´s – jusqu’a` aujourd’hui –
sont suffisamment massifs pour ne pas eˆtre observables dans les gammes d’e´nergie accessibles
dans la plupart des acce´le´rateurs – mais peut-eˆtre pas au LHC ?
Bien que ce mode`le ne´cessite encore de l’ajustement pour controˆler le degre´ de brisure de
supersyme´trie, ce n’est pas le meˆme niveau d’ajustement que celui du mode`le standard et le
controˆle que l’on a dessus en fait un candidat vraiment se´rieux. Mais encore, il faut aller plus
loin et comprendre comment dynamiquement arriver a` cet ajustement car on ne souhaite pas
voir les choses surgir du ne´ant et c’est le´gitimement dans ce contexte que la the´orie des cordes
s’inscrit. Pour une introduction a` la supersyme´trie, nous conseillons la lecture des ouvrages de
Binetruy, de Derendinger et de Weinberg [15, 23, 133].
Maintenant, il faut aussi comprendre comment coupler la gravite´ a` ce mode`le supersyme´trique
3. C’est un premier pas vers son controˆle en espace courbe.
10
et si par hasard une gravite´ quantique ne serait pas mieux de´finie au sein d’une the´orie plus
syme´trique donc mieux contrainte. En fait, la supergravite´ qui est l’extension supersyme´trique
de la gravite´ quantique vient assez naturellement. En effet, pour l’instant nous n’avons parle´
que d’une supersyme´trie rigide, globale. Qu’en serait-il si les ge´ne´rateurs de la supersyme´trie
e´taient de´finis uniquement localement ? En ouvrant cette voie, nous nous plac¸ons d’emble´e
dans une the´orie de gravite´ : les ge´ne´rateurs de supersyme´trie, des spineurs, note´s Qα ve´rifient
l’anti-commutateur suivant :
{
Q,Q
}
= 2γµPµ (0.0.1)
avec Pµ le ge´ne´rateur des translations. Par conse´quent, le simple fait de rendre les ge´ne´rateurs
de supersyme´trie locaux rend ine´vitablement les ge´ne´rateurs de translations locaux e´galement.
Or cela n’est rien d’autre que rendre l’espace courbe pour la particule concerne´e par cette im-
pulsion. Alors, nous avons fatalement affaire a` une the´orie de gravite´ quantique. L’application
de la supersyme´trie sur le champ correspondant de spin 2 exige donc l’existence d’au moins un
partenaire supersyme´trique de type spin 3/2 appele´ gravitino. Les types de supergravite´s sont
de´nomme´es en fonction du nombre de supersyme´triesN ou de fac¸on e´quivalente du nombre de
gravitinos. Par exemple, les supergravite´s de type II en dimension 10 (pour correspondre a` la
the´orie des supercordes) ont N = 2 et deux gravitinos tandis que les supergravite´s de type I en
dimension 10 toujours n’ont que N = 1 et un seul gravitino.
Le proble`me de base de la gravite´ quantique n’est pourtant pas re´solu dans ce mode`le, car
bien que ce the´ore`me de non-renormalisation existe, la supergravite´ souffre encore d’eˆtre non-
renormalisable – sauf peut-eˆtre la supergravite´ N = 8 en dimension 4. Mais c’est un point
positif pour la the´orie des cordes : dans une the´orie des supercordes la gravite´ quantique est
naturelle et s’inscrit imme´diatement dans un cadre de supergravite´, tout en e´tant controˆle´e dans
l’UV.
La the´orie des cordes
L’ide´e fondamentale de l’application de la the´orie des cordes a` la gravite´ quantique est
la suivante. Puisque les divergences des calculs gravitationnels sont toutes ultra-violettes, en
introduisant une re´gularisation UV tout en conservant la syme´trie de Poincare´ – boost et trans-
lations – le proble`me devrait eˆtre re´gle´. En introduisant des objets de dimension non nulle – par
exemple une corde de longueur `s ∼ 10−34m – leurs interactions sont de´localise´es le long de
leur extension spatiale, de telle sorte qu’il n’existe plus de singularite´ de vertex. On peut mon-
trer que la the´orie dans laquelle ces objets sont des cordes est la the´orie la plus fondamentale 4 :
des objets de dimension supe´rieure, des membranes par exemple, sont plus e´nerge´tiques donc
probablement moins fondamentaux. Dans le cadre de la the´orie des cordes ce ont des objets de
plus grande dimension pouvant eˆtre cre´e´s a` partir de cordes et dans certains cas se de´sinte´grant
en cordes. A l’heure actuelle il s’agit de la seule the´orie capable de conserver la syme´trie de
Poincare´ tout en imposant une re´gularisation ultra-violette physiquement justifie´e.
4. En fait, c’est un peu incorrect, car la the´orie que l’on pense fondamentale n’est pas encore connue
entie`rement mais serait une supergravite´ a` 11 dimensions faisant interagir des membranes et non des cordes :
c’est la the´orie M.
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Les objets en the´ories des cordes peuvent eˆtre interpre´te´s, en les sondant a` basse e´nergie,
en tant que particules. Les cordes ont des masses, qui sont grossie`rement fonctions de leur
fre´quence d’oscillation et proportionnelles a` 1/`2s donc rapidement tre`s massives. Les plus im-
portantes sont les cordes non-massives puisque les autres sont tellement massives que la proba-
bilite´ pour les cre´er est infinite´simale et leur probabilite´ de de´sinte´gration presque 1. En outre,
afin de distinguer entre ces cordes (massives et non-massives) des particules bosoniques et des
particules fermioniques, il faut se concentrer sur la the´orie des supercordes dans laquelle le
spectre de particules admet fermions et bosons et est e´ventuellement supersyme´trique. Il est
aussi possible de de´finir une the´orie de cordes bosoniques – c’est d’ailleurs la premie`re invente´e
– mais e´videmment puisqu’elle n’admet pas de fermions, elle n’est pas inte´ressante in fine pour
de´crire une the´orie de notre univers et de nos particules. Il existe 5 types de the´ories de super-
cordes IIA, IIB, I, he´te´rotiqueE8×E8 et SO(32). Chacune a ses proprie´te´s mais aussi et surtout
elles sont toutes relie´es les unes aux autres par ce qu’on appelle des dualite´s et toutes relie´es a`
la the´orie M. Elles de´crivent toutes a` basse e´nergie des supergravite´s.
Toute the´orie des supercordes, pour eˆtre mathe´matiquement cohe´rente, doit habiter dans un
espace-temps 5 de dimension 10. Cette contrainte implique de traiter le cas de ces 6 dimen-
sions supple´mentaires. Pour cela, on propose de compactifier l’espace le long de ces directions,
c’est-a`-dire que chaque dimension est referme´e sur elle-meˆme de sorte qu’en allant tout droit
on finit par retourner a` son point de de´part. Cela s’exprime mathe´matiquement par une relation
d’e´quivalence X ∼ X + 2piR avec R le rayon de compactification qui caracte´rise la longueur
de l’espace compact dans la direction X . En l’appliquant inde´pendamment sur toute les 6 di-
rections, il s’agit du sche´ma le plus simple de compactification, la figure ge´ome´trique de´crite
est un tore a` 6 dimensions note´ T 6. Le volume de l’espace compact est en ge´ne´ral suppose´
tre`s petit, de sorte que les effets physiques relevant de ces dimensions sont imperceptibles. En
fait, il est techniquement envisageable d’appliquer une compactification plus ge´ne´rale sur toute
varie´te´ de dimension 6. Cependant, il existe des contraintes, en particulier la conservation d’une
certaine quantite´ de supersyme´trie, qui imposent a` l’espace de respecter certaines ge´ome´tries.
Par exemple, la conservation d’au moins une supersyme´trie et une torsion nulle imposent que
la varie´te´ compacte doive avoir une holonomie SU(3). Cela se traduit pour une varie´te´ de di-
mension paire avec une me´trique re´elle en : varie´te´ Ricci-plate 6 et Ka¨hler 7, ce qui est appele´
une varie´te´ de calabi-Yau, en l’occurrence ici CY6. Ne rentrons pas plus dans les de´tails, mais
mentionnons simplement que le tore T 6 est Calabi-Yau et conserve toutes les supersyme´tries
d’espace-cible a` 10 dimensions. Le nombre de degre´s de liberte´ – appele´s modules – associe´s a`
la cre´ation d’un espace de Calabi-Yau peut eˆtre tre`s grand et laisse beaucoup de possibilite´s. Par
exemple, le tore a de´ja` 6 degre´s de liberte´s. Or, l’objectif de la the´orie des cordes est de retrouver
dans une limite de basse e´nergie une the´orie de gravite´ quantique couple´e au mode`le standard
et permettant aussi de satisfaire aux contraintes cosmologiques. Nous avons donc un important
proble`me qui est celui de retrouver la the´orie de la Nature dans ce qu’on appelle depuis quelque
temps le paysage de la the´orie des cordes.
Nous venons brie`vement de de´crire la the´orie des supercordes. Dans cette the´orie, comme
5. La the´orie M est une supergravite´ de dimension 11.
6. Le tenseur de Ricci Rmn = 0 doit eˆtre nul.
7. La forme de Ka¨hler J = iGIJ¯dzI ∧ dz¯J¯ doit eˆtre ferme´e.
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dans la bosonique, les cordes sont des objets compacts unidimensionnels de petite taille qui
peuvent soit se refermer sur eux-meˆmes, on parle de corde ferme´e soit simplement avoir deux
extre´mite´s distinctes, on parle dans ce cas de corde ouverte. Les cordes ferme´es se propagent
dans l’espace-temps en de´crivant des surfaces tubulaires et les cordes ouvertes sous la forme
de nappes. Elles forment alors des surfaces d’univers – par analogie aux lignes d’univers intro-
duites en me´canique classique du point. Les cordes ferme´es se propagent en ge´ne´ral librement
dans l’espace-temps. A l’inverse, les cordes ouvertes doivent eˆtre attache´es par leurs extre´mite´s
a` des de´fauts d’espace-temps, des hypersurfaces. Ces de´fauts se re´ve`lent en fait eˆtre des objets
eux-meˆmes dynamiques, appele´s branes et en ge´ne´ralDp-brane. La lettreD provient des condi-
tions de bord de Dirichlet que ve´rifient les cordes a` leurs extre´mite´s et la variable p indique leur
dimension spatiale : les branes sont des objets de p+ 1 dimension, dont une dimension tempo-
relle. Ainsi les cordes ouvertes se propagent le long de ces branes et elles admettent un spectre
de masse de´pendant de la configuration des branes auxquelles elles sont attache´es. En parti-
culier, leur spectre peut ne pas eˆtre supersyme´trique mais aussi contenir des niveaux de masse
carre´e ne´gative, ce qu’on appelle des tachyons.
Enfin, l’ensemble de ces cordes et leurs excitations forment a` basse e´nergie un zoo de parti-
cules, massives, non-massives ou tachyoniques, bosoniques ou fermioniques. Dans le cadre de
la the´orie quantique des champs, qui utilise un formalisme de seconde quantification, chaque
particule est interpre´te´ comme le quanta d’un champ dont la dynamique est re´gie par une action
ou un hamiltonien. Par analogie et au moins a` basse e´nergie, les ”particules cordistes” pour-
raient donc eˆtre interpre´te´es comme des quantas de champs et leur dynamique de´crite a` l’aide
d’une action. Le terme d’action effective de basse e´nergie est introduit. Nous en verrons des
exemples dans cette the`se. Il est aussi possible de de´crire exactement, quoique difficilement, les
cordes en tant que quanta d’une the´orie des champs. Ce domaine de recherche majeur constitue
ce qu’on nomme la the´orie des champs de corde de´note´e SFT pour string field theory et est
encore en progre`s. Voici quelques re´fe´rences de lectures pour une introduction a` la the´orie des
cordes [97, 98, 69, 53, 54].
Le tachyon et la condensation
Dans ce cadre, nous nous sommes inte´resse´s pendant cette the`se a` la description du tachyon
de corde ouverte apparaissant dans le spectre des cordes tendues entre une brane et une antibrane
(voir de´finition dans section 2.3) paralle`les et se´pare´es. Ce syste`me admet un tachyon dans ce
secteur interbranaire lorsque la distance se´parant les branes est infe´rieur a` une certaine distance
critique, que nous noterons ici rc. L’e´volution du tachyon est particulie`rement importante, car le
champ dont il est le quanta est instable si bien que le syste`me de branes lui-meˆme est instable. La
re´solution de cette instabilite´ s’appelle la condensation de tachyon et est le sujet de cette the`se.
La condensation de tachyon est tout un domaine de recherche et a e´te´ largement e´tudie´ depuis
les anne´es 80 dans toutes sortes de syste`mes, aussi bien supersyme´triques que bosoniques. La
question essentielle est celle d’obtenir une description effective du syste`me et de comprendre
de quelle fac¸on le tachyon e´volue et condense, mais surtout de savoir s’il atteint une valeur a`
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laquelle il se stabilise. Un tachyon stable implique un syste`me stable. Quel est sa nature ? De
quoi est-il compose´ ?
Donnons brie`vement un exemple. En the´orie bosonique, une brane admet naturellement un
tachyon de corde ouverte. On sait aujourd’hui que ce tachyon, notons-le T est de´crit par un
potentiel V (T ) qui est minimise´ en T → ∞ et s’annule. Cela implique que le syste`me au
minimum du potentiel est une the´orie de cordes ferme´es, ou` les cordes ouvertes, donc aussi la
brane initiale, ont disparu ! Quand il e´volue temporellement dans son potentiel pour rejoindre
ce minimum, le tachyon induit sur la brane une e´vaporation de sa matie`re sous forme de cordes
ferme´es ainsi qu’une de´sinte´gration en cordes ferme´es. A la fin, au minimum, la brane s’est
totalement dissipe´e en cordes ferme´es.
Nous verrons que la description du tachyon interbranaire dans le syste`me brane-antibrane
se´pare´ n’est pas aise´ et qu’il n’est pas e´vident que le sche´ma ci-dessus soit celui qu’il suit. Avant
tout, l’action effective, et donc aussi le potentiel effectif, couplant le tachyon T et la distance `
qui est aussi repre´sente´e par un champ, n’est pas connue exactement. En fait, son expression a
e´te´ conjecture´e par Garousi, mais le domaine de validite´ de l’action qu’il a de´termine´e semble
restreint en dehors des solutions de condensation dynamique, ce que nous montrons par notre
e´tude. La dynamique du syste`me ou l’issue de la condensation, sont donc assez me´connues,
bien qu’a` l’inverse le cas des branes coincidentes est tre`s bien de´crit, connu et meˆme exploite´.
Ne´anmoins, nous savons qu’il existe un mode de condensation dynamique, nomme´ tachyon rou-
lant, a` distance constante. Bagchi et Sen avaient montre´ que ce mode de condensation existait
pour un domaine de distance restreint a` ` < `c/
√
2.
Nous avons de´montre´ qu’en re´alite´ ce mode existe aussi pour `c/
√
2 < ` < `c donc en
somme sur l’ensemble du domaine sous-critique ` < `c. Puis nous avons de´termine´ l’action
effective du tachyon a` l’ordre quadratique en utilisant une me´thode propose´e par Kutasov et
Niarchos qui l’avaient utilise´ avec succe`s pour obtenir l’action effective du tachyon sur la brane
non-BPS (voir section 2.3 pour la de´finition). L’existence du mode de condensation a` distance
constante pour tout ` < `c est importante, car elle ouvre la voie a` une description exacte de
l’e´volution dynamique du syste`me se´pare´. Nous mentionnerons brie`vement dans la conclusion
de futures pistes de recherche : la description exacte de la condensation d’un tachyon interbra-
naire a` distance constante sur un syste`me se´pare´ en dimension compacte, et une piste de calcul
du potentiel effectif du tachyon en fonction de la distance de se´paration par identification du
mode`le off-shell de OSFT au mode`le Kondo.
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Chapitre 1
Motivations et plan de the`se
La condensation de tachyon est un phe´nome`ne important en the´orie des cordes et a e´te´ la
cible d’un conside´rable inte´reˆt ces dernie`res anne´es. A la fois parce qu’il a e´te´ possible de
de´crire exactement des phases de condensation et aussi parce que le proble`me que pose son
apparition a ne´cessite´ de de´velopper les the´ories de champs de corde.
En the´orie bosonique, cordes ferme´es et cordes ouvertes admettent ge´ne´ralement un fon-
damental tachyonique dans leur spectre de masse. En revanche, en the´orie des supercordes,
la projection GSO tronque le tachyon du spectre des cordes ouvertes et ferme´es. Toutefois, il
existe des exceptions : les syste`mes brane-antibrane paralle`les et brane non BPS par exemple.
Dans ces syste`mes, la projection GSO y est telle qu’ils admettent un ou plusieurs tachyons dans
leur spectre de cordes ouvertes. Nous nous inte´resserons dans cette the`se au tachyon de corde
ouverte dans le syste`me brane-antibrane.
En the´orie quantique des champs, les tachyons sont des champs localise´s en un maximum
de leur potentiel. En ces points les champs sont instables par conse´quent la quantification n’y a
aucun sens. En d’autres points, le potentiel peut toutefois admettre un ou plusieurs minimums,
locaux ou globaux, ou` a` l’inverse une the´orie quantique est tre`s bien de´finie. On parle ainsi
de vide stable si le minimum est global, ou me´tastable si le minimum est strictement local. La
condensation du tachyon est le phe´nome`ne de stabilisation du champ dans un de ces minimums.
Celle-ci peut eˆtre globale aussi bien que locale en espace ou en temps.
En the´orie des cordes, il est commune´ment admis que le potentiel du tachyon de corde ou-
verte admet au moins un vide stable. On peut montrer que chaque vide stable correspond a` un
vide de corde ferme´e, c’est-a`-dire sans corde ouverte donc sans la brane initiale. Si le potentiel
admet plus d’un vide stable, les condensations spatiales du tachyons peuvent eˆtre locales et les
configurations topologiquement non triviales. Peuvent donc apparaıˆtre des murs de domaine,
interpolant entre deux vides bien distincts, mais aussi des cordes cosmiques, entoure´es d’une
configuration en vortex. Ces de´fauts topologiques, des solitons, sont identifie´s a` des branes
ge´ne´ralement stables. Ainsi par condensation une brane me`re donne naissance a`, au moins, une
brane fille. Puisque ces dernie`res sont de dimension infe´rieure a` la brane initiale, on parle de
relation de descente. Ce processus s’inscrit directement dans le cadre de la the´orie K – voir par
exemple l’article de Witten [137].
Le tachyon peut aussi se condenser temporellement, c’est-a`-dire dynamiquement. En the´orie
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des cordes, ce mode de condensation peut eˆtre de´crit exactement ; c’est un point tre`s impor-
tant. En cosmologie, par exemple, ce genre de processus existe : pendant l’expansion, alors
que l’univers refroidit, le Higgs pose´ en son maximum local se condense dynamiquement dans
la gouttie`re du chapeau mexicain tout en brisant spontane´ment la syme´trie e´lectrofaible. Une
re´alisation explicite et une description exacte de ce phe´nome`ne serait tre`s pre´cieuse. En parti-
culier, la condensation est-elle accompagne´e d’une phase d’inflation ou de production de par-
ticules, dont les effets pourraient se re´ve´ler mesurables ? Or en the´orie des cordes, la conden-
sation de tachyon temporelle sur une brane instable induit l’e´vaporation progressive de cette
dernie`re sous la forme de cordes ferme´es massives – par exemple identifiables au flux d’e´nergie
ne´cessaire au (p)reheating dans les sce´narios d’inflation – et l’e´ventuelle cre´ation de branes
infe´rieures – par exemple des cordes cosmiques.
Deux approches comple´mentaires sont ge´ne´ralement utilise´es pour de´crire la condensation
du tachyon :
• La premie`re est historiquement l’approche de CFT qui consiste a` inclure un fond tachyo-
nique, soit dynamique soit statique, et a` e´tudier les de´pendances de ces observables en
fonction de ce fond. Celle-ci a e´te´ d’une grande efficacite´ pour mettre en valeur la na-
ture des solitons et des re´sidus de condensation. Malheureusement nous n’avons dans ce
contexte aucune recette pour construire l’ensemble des CFTs.
• La deuxie`me est l’approche de the´orie des champs effective. Dans ce cadre, les CFT
constituent des solutions aux e´quations du mouvement, de´rive´es d’une certaine action
effective. Donc cette de´marche est cense´e permettre de de´celer l’ensemble des CFTs, en
particulier ici toutes celles de´crivant des condensations de tachyon. Le plus gros succe`s de
cette approche est l’obtention du potentiel syme´trique et universel du tachyon en the´orie
des supercordes, qui re´ve`le la pre´sence de plusieurs minimums globaux – d’ou` les soli-
tons.
En outre au moins trois me´thodes de the´orie des champs peuvent eˆtre distingue´es :
• Les the´ories effectives du mode`le sigma qui e´tudient le groupe de renormalisation et font
correspondre aux e´quations de flot des e´quations du mouvement ;
• Les the´ories des champs de cordes cubiques (SFT) qui utilisent une troncation cohe´rente
du spectre de corde pour de´terminer une action de basse e´nergie mais qui ne fournissent
en ge´ne´ral pas de formulation exacte ;
• La the´orie des champs de cordes ouvertes (OSFT ou BSFT) qui utilise le formalisme de
Belavin-Vilenkin (BV) pour exprimer une action de´crivant l’espace des the´ories et dans
laquelle les CFT ont un statut e´videmment spe´cial.
La me´thode du mode`le sigma et celle de OSFT ont naturellement une relation tre`s intrique´e,
car elles sont toutes deux relie´es au groupe de renormalisation de la the´orie de surface. Dans
ces diffe´rents contextes, plusieurs actions pour le tachyon de cordes ouvertes, e´ventuellement
couple´es aux autres champs non-massifs, ont e´te´ obtenues en the´orie bosonique comme en
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the´orie de supercordes. En ge´ne´ral, elles diffe`rent significativement les unes des autres, mais il
faut bien mesurer qu’elles ne de´crivent pas exactement la meˆme chose. Le lecteur pourra lire
par exemple cet article de Garousi [45] ou` une comparaison est faite. Ainsi l’action d’OSFT est
tre`s off-shell, tandis que l’action du mode`le sigma est perturbativement off-shell, autour d’une
solution particulie`re – voir par exemple la discussion dans l’article de Kutasov et Niarchos [77].
A pre´sent, discutons brie`vement du syste`me brane-antibrane se´pare´ et paralle`le. Ce syste`me
est tre`s inte´ressant pour au moins deux raisons. Premie`rement, c’est le mode`le a` succe`s de
physique branaire dynamique mettant en jeu divers champs non-massifs, e´ventuellement dy-
namiques – par exemple la distance de se´paration – et des tachyons de cordes ouvertes. En
outre, c’est un syste`me non BPS, c’est-a`-dire qui brise spontane´ment la supersyme´trie, qui a
le bon gouˆt de s’annihiler lorsque les deux branes sont coı¨ncidentes. Il s’agit donc d’un candi-
dat ide´al pour chercher des mode`les d’inflation re´alistes – par exemple les mode`les KKLT [66]
ou encore ce mode`le d’Alexander de cre´ation de vortex [1]. Ce sont terminologiquement des
mode`les d’inflation branaire. Deuxie`mement, en dehors de la coı¨ncidence, quand la se´paration
est de l’ordre de la distance de corde, la description de ce syste`me est un peu approximative et
tre`s heuristique. C’est pourtant a` cet ordre qu’apparaissent les tachyons et donc, de´s cet instant,
qu’il faut e´tudier la dynamique de leur condensation. Or le processus de condensation du ta-
chyon a` se´paration non nulle est encore me´connue. D’ailleurs, existe-t-il bien un vide stable ou`
le tachyon pourrait condenser ?
Le syste`me brane-antibrane se´pare´ se de´crit en trois phases :
• La premie`re, a` grande distance, est domine´e dans sa dynamique par le potentiel cou-
lombien attractif induit par l’amplitude a` une boucle des cordes ouvertes entre les deux
branes. Cependant, lorsque la distance est de l’ordre de l’e´chelle des cordes, l’amplitude
de cordes ouvertes a` l’ordre des arbres gagne en intensite´. Or le fondamental du spectre
des cordes ouvertes interbranaire admet une masse proportionnelle a` la distance. Tant
que la se´paration exce`de la valeur critique rc = pi
√
2α′ cette particule est massive donc
stable 1. Elle induit a` l’ordre d’une boucle un potentiel effectif pour le champ de distance,
mais techniquement de´ja` inclus dans l’amplitude, a` une boucle pre´ce´dente.
• La deuxie`me phase concerne la valeur pre´cise de se´paration rc. Dans cette phase le fon-
damental interbranaire est non-massif. Tous les champs fondamentaux de l’ensemble des
secteurs de cordes ouvertes he´berge´es sur les branes sont alors non-massifs. Il s’agit,
comme nous le verrons, d’un point critique dans la CFT.
• La troisie`me phase est la plus inte´ressante, car le fondamental interbranaire devient ta-
chyonique. A l’ordre des arbres il est donc amene´ a` condenser. Or l’ordre a` une boucle
n’est ici plus pertinent pour la raison suivante : le potentiel est instable donc on ne peut
plus parler de correction quantique a` une boucle. En effet, cela n’a de sens que si l’on
1. Dans la premie`re phase, proche de la distance critique, le tachyon peut de´ja` condenser localement par effet
tunnel – nucle´ation et formation de bulle [16]. Cependant, la constante de temps pour ce genre de phe´nome`ne est
tre`s grande par rapport au temps qu’il faut au syste`me pour eˆtre attire´ a` l’inte´rieur de la phase tachyonique ; ce
n’est donc pas un phe´nome`ne dominant.
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peut parler de calcul perturbatif et ce n’est plus le cas ici 2. Notons en outre, qu’a` l’ordre
des arbres, le champ de distance est un module, donc, au moins a` tachyon nul, il n’a pas
de potentiel.
Au sein de la phase tachyonique, nous avons deux approches possibles pour de´crire la
condensation et le devenir du syste`me : la CFT ou les the´ories effectives. En CFT, nous avons
acce`s a` au moins un type de solution, le tachyon roulant, mais dont les calculs sont forts com-
plexes et pour l’instant pas entie`rement re´solus. Il est possible qu’il existe aussi une solution de
vortex mais nous ne la connaissons pas. En the´orie effective cependant, il existe une action a`
l’ordre des arbres propose´e par Garousi. Ne´anmoins, nous montrerons qu’elle n’est pas satis-
faisante pour e´tudier la condensation temporelle du tachyon.
1.1 Actions effectives Tachyon-DBI et domaine de validite´
L’action de Garousi sur le syste`me brane-antibrane est obtenue a` partir de l’action de Sen de
la brane non BPS de dimension maximale en type IIA. Nous pre´senterons donc en premier lieu
cette action, puis dans la section 1.1.2 nous verrons comment la relier a` l’action de Garousi.
1.1.1 Action de Sen abe´lienne TDBI
L’action trouve´e [110] par Sen re´pond a` un certain nombre de crite`res impose´s par la the´orie
de supercordes – en bref, supersyme´trie et forme DBI. Elle a e´te´ reformule´e ensuite par Ga-
rousi [44] qui en a teste´ l’expression finale en comparant les e´le´ments de matrice-S calcule´s
autour du vide perturbatif de la the´orie des cordes, a` ceux calcule´s perturbativement a` partir de
l’action effective. Cette dernie`re est explicitement :
Ssen = −T9
∫
d10σ V (T )
√
− det (Gab +Bab + 2piα′Fab + ∂aT∂bT ) (1.1.1)
Discutons un moment du domaine de validite´ de cette action. D’apre`s Sen [110] son do-
maine de validite´ est T  1 et |∂iT∂jT |  1 avec (i, j) des indices spatiaux. Il suppose aussi
que toute de´rive´e d’ordre supe´rieure ou e´gale a` 2 est ne´gligeable. La raison pour ces contraintes
est que cette expression est valide´e telle que ses e´quations du mouvement admettent des solu-
tions de ressaut (kink) et que les fluctuations des champs autour de ces solutions sont de´crites
par une action de type DBI. De cette manie`re on est en mesure d’identifier les solitons a` des
branes de dimension infe´rieure.
En outre, nous disions que Garousi avait teste´ cette action en comparant des e´le´ments de
matrice-S autour du vide T = 0. L’universalite´ de cette approche est discutable. En effet, un
tachyon dans ce vide est au sommet de son potentiel, si bien que toute perturbation doit croıˆtre
jusqu’a` rapidement devenir non-perturbative ; en l’occurrence le roulement est ine´vitable. Ne´an-
moins, il reste possible d’obtenir des perturbations qui ne grossissent pas – c’est-a`-dire d’e´nergie
2. Pour cette raison aussi, l’amplitude a` une boucle des cordes ouvertes cesse d’eˆtre un calcul physiquement
pertinent. Et d’ailleurs, il diverge a` cause du tachyon
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re´elle – en tronquant l’impulsion en dessous k2 = |m2| avec m2 la masse carre´e (ne´gative)
du tachyon. Le long de ces perturbations, l’approche de Garousi est sans doute valable. Ces
perturbations sont de genre espace et sont donc connecte´es non-perturbativement aux solutions
de ressaut. Par conse´quent, nous en de´duisons que l’action de Sen-Garousi est au moins valide
le long des tachyons de genre espace et autour de telles solutions.
En revanche, on ne peut pas en dire autant pour les solutions roulantes – d’e´nergie ima-
ginaire – si bien qu’il reste possible que cette action ne soit pas valide le long de celles-ci. En
effet, la continuation des e´le´ments de matrice-S des e´nergies re´elles aux e´nergies imaginaires est
ambigue¨ : faut-il toujours imposer la conservation de l’e´nergie ? Cette question est e´videmment
relie´e a` la condition perturbative des e´le´ments de matrice-S, condition qui est rapidement viole´e
le long d’un tachyon roulant.
Nous pouvons cependant rapporter le travail de Kutasov et Niarchos [77] dans cette direc-
tion. En effet, ils identifient dans la limite perturbative x0 → −∞ les fonctions de corre´lations
de tachyons
〈
T+~k1
T+~k2
. . . T−~p1T
−
~p2
. . .
〉
T+
(1.1.2)
pour ~ki, ~pj ∼ 0 avec T±~k = e±i
~k.~x±√1−k2x0 dans le fond T+ex0/
√
2 qui est exactement mar-
ginal, aux e´le´ments de matrice-S correspondants, calcule´s dans la the´orie des champs. Dans
chaque cas ceux-ci doivent s’annuler. Dans le premier, par marginalite´ exacte des ope´rateurs
de vertex, et dans le deuxie`me, parce que les champs correspondants sont les solutions exactes
des e´quations classiques du mouvement. Cela implique et justifie que l’action effective a` re-
chercher le long de la solution T+ex0/
√
2 dans la limite x0 → −∞ doit admettre T+ex0/
√
2 +
T−e−x
0/
√
2 comme solution, et s’identifie, on-shell, a` la fonction de partition sur le disque
Son = Z[ψ
0eX
0/
√
2]. L’action effective tachyonique qu’ils obtiennent est la suivante :
ST = Tp
∫
dp+1σV (T )
√
1 + ∂µT∂µT (1.1.3)
en supposant encore que les de´rive´es secondes et supe´rieures sont ne´gligeables. Cette action
est au moins valable autour de tachyons quasi-homoge`nes. Ajoutons qu’elle est en outre valable
tout le long de la solution T+ex0/
√
2 c’est-a`-dire non-perturbativement.
A propos de cette action, le point suivant est important et e´claire sur les conditions de validite´
des actions effectives : Kutasov et Niarchos e´tudient l’action le long d’une solution de tachyon
roulant T ∝ ex0/
√
2 mais pas le long d’une solution ge´ne´rale T ∝ T+ex0/
√
2 +T−e−x
0/
√
2 et cela
pour une raison bien pre´cise : alors que la premie`re solution interpole entre le vide perturbatif
instable et a priori le vide stable de cordes ferme´es, la solution ge´ne´rale interpole quant a` elle
entre deux vides stables de cordes ferme´es. Ainsi, le long de cette dernie`re il n’existe pas d’e´tat
asymptotique de corde ouverte. Par conse´quent, des e´le´ments de matrice-S d’interaction de
champs de cordes ouvertes n’ont aucun sens. Or, puisque l’action est obtenue en comparant
les e´le´ments de matrice-S de la the´orie des cordes autour d’une CFT a` ceux d’une the´orie des
champs autour d’une solution une action sur des champs perturbatifs de cordes ouvertes le long
de cette solution n’a aucun sens non plus.
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L’action obtenue autour de T ∝ ex0/
√
2 n’est donc au moins valide qu’autour de cette so-
lution et non universellement. D’ailleurs, elle est effectivement montre´e invalide autour de la
solution ge´ne´rale.
En appliquant ce raisonnement a` l’action de Sen, puis a` celles obtenues par Garousi ci-
dessous, il faut donc bien comprendre qu’elles ne sont pas ne´cessairement universelles et comme
nous le disions, sont probablement surtout valables autour de fonds inde´pendants du temps.
1.1.2 Action de Garousi non abe´lienne TDBI
Dans le but d’e´tendre cette construction a` des syste`mes de branes non BPS plus complexes
– mais aussi ultimement a` des syste`mes de branes et d’antibrane – Garousi [44, 46, 47] propose
simplement de non-abe´lianiser cette action, en transformant les champs en matrice d’un groupe
de jauge de type U(N) et les de´rive´es en de´rive´es covariantes sur ce meˆme groupe de jauge.
Il propose aussi d’introduire une trace syme´trique sur le groupe de jauge STr dont il montre
qu’elle se de´marque sensiblement de la trace simple, pour reproduire les e´le´ments de matrice-S,
calcule´s en the´orie des cordes. Cette trace consiste a` syme´triser son argument dans le groupe de
jauge avant d’eˆtre applique´e. Pour deux branes non-BPS de dimension maximale en type IIA,
nous aurions donc :
S = −T9
∫
d10σ STr V (T )
√
det (Gab +Bab + 2piα′Fab +DaTDbT ) (1.1.4)
avec tous les champs de´veloppe´s en secteurs le long du groupe U(2) donc sur des matrices –
de Pauli σ0,1,2,3 avec σ0 = id en l’occurrence, voir figure (1.1) – et nous avons inclus la de´rive´e
covariante ainsi que le tenseur de Maxwell non abe´lien :
Fab = ∂aAb − ∂bAa − i[Aa, Ab]
DaT = ∂aT − i[Aa, T ] (1.1.5)
FIGURE 1.1 – Les secteurs (11) et (22) s’organisent
en facteurs de CP σ0 et σ3 tandis que les secteurs inter-
branaires (12) et (21) s’organisent en σ1 et σ2.
Les actions des branes de dimensions
infe´rieures sont obtenues par T-dualite´ le
long des dimensions que l’on a de´cide´ d’ex-
traire du volume des branes. La construc-
tion est similaire a` celle donne´e par Myers
dans [88]. L’exactitude de cette me´thode
est discutable, en particulier en mettant
en balance les contributions des fermions.
Puisque l’action de Sen est au moins va-
lide pour des tachyons de genre espace,
cette contrainte doit s’appliquer e´galement
ici.
L’expression ge´ne´rale de l’action obtenue
par T-dualite´ pour le syste`me de plusieurs
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branes non-BPS localise´es spatialement est complique´e et n’illuminera pas la discussion. On
pourra la retrouver ici [46]. Une action a` l’ordre des arbres pour des branes tre`s e´carte´es les
unes des autres, typiquement pour `  α′ n’a plus de sens a` cause de la contribution du dia-
gramme a` une boucle dans le potentiel du champ de distance ; donc son domaine d’application
concerne les courtes distances en plus des tachyons de genre espace.
L’action du syste`me brane-antibrane est ensuite obtenue [46] par application d’une projec-
tion sur les facteurs de Chan-Paton σ1 et σ2. En effet, le tachyon dans le syste`me de deux branes
non-BPS existe dans les 4 secteurs U(2) ce qui n’est pas le cas du tachyon dans le syste`me
brane-antibrane ou` il n’existe que dans les secteurs σ1,2. Or les ope´rateurs de vertex correspon-
dant a` ces tachyons e´tant identiques dans les deux syste`mes, on peut effectivement s’attendre a`
ce que la physique soit rigoureusement identique a` ce niveau, donc aussi l’action effective pour
ces champs. Ce qui justifie une simple projection. Dans le meˆme temps, a` cause du me´canisme
de higgs U(2) → U(1) × U(1) provoque´ par la se´paration spatiale, seuls les secteurs σ0,3
des champs de jauge et des scalaires transverses sont non-massifs. Ainsi, en annulant les sec-
teurs non pertinents dans l’action non-abe´lienne de deux branes non-BPS nous devrions obtenir
l’action non-abe´lienne d’une brane et d’une anti-brane (se´pare´es). L’action obtenue est de la
forme [46] :
SDD¯ = −
∫
dp+1σ
(
V(1)(|τ | , `)e−Φ(X(1))
√
− det A(1) + V(2)(|τ | , `)e−Φ(X(2))
√
− det A(2)
)
(1.1.6)
avec `i = X(2) i − X(1) i. Cette quantite´ a le sens de distance si la me´trique est constante.
Le champ τ est le tachyon complexe du syste`me D − D¯. L’indice (α) re´fe`re a` chaque brane.
Etonnamment, les deux actions sont se´pare´es et non regroupe´es en une seule. Le potentiel est
explicitement :
V(α)(|τ | , `) =
√
detQ(α)
cosh |τ |√
2
detQ(α) = 1 +
|τ |2
4pi2α′
`i`j gij(X
(α)) (1.1.7)
avec gij la me´trique transverse aux branes. Supposons maintenant que ` ∼
√
α′. Alors
dans l’ensemble de l’espace transverse qui se´pare les branes, le fond – me´trique et dilaton par
exemple – peut eˆtre suppose´ constant dans les directions transverses et ne plus de´pendre que
des coordonne´es longitudinales avec a = 0 . . . p.
La matrice A(α) a une expression complique´e, que l’on retrouvera dans [46] mais donnons
cependant son expression dans un fond trivial gµν = ηµν , Bµν = 0 et Φ = 0 :
A
(α)
ab = ηab + ∂aX
(α)
i ∂bX
(α)
j η
ij + 2piα′F (α)ab + α
′ DaτDbτ
∗ +DbτDaτ ∗
2 detQ(α)
(1.1.8)
L’action se simplifie significativement le long de champs homoge`nes, c’est-a`-dire ne de´pendant
que du temps. C’est une situation a` regarder attentivement, car plus aise´e a` e´tudier et directement
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relie´e a` la condensation homoge`ne du tachyon du roulant qui nous inte´resse spe´cifiquement. No-
tons que cette situation est exactement celle d’un syste`me D0 − D¯0 en type IIA. Si en outre
les champs de jauge sont suppose´s gele´s et que les branes sont exactement paralle`les alors nous
aurons simplement :
SDD¯ = −2
∫
dp+1σ V(|τ | , `)
√√√√1− 1
1 + |τ |
2`2
4pi2α′
(
˙`2
4
+ α′ |τ˙ |2
)
(1.1.9)
Cette action sera la base de l’e´tude qui va suivre. Nous allons montrer qu’il n’existe pas
de solution de tachyon roulant a` distance constante et nous e´tudierons la re´solution nume´rique
de ses e´quations du mouvement. Avant cela e´tudions rapidement son de´veloppement a` l’ordre
quadratique :
SDD¯ ∼ −2
∫
dp+1σ
(
1−
˙`2
8
− |τ˙ |
2
2
+
|τ |2
2
(
`2
4pi2α′
− 1
2
))
(1.1.10)
A cet ordre l’action est donc trivialement celle d’un champ ` non massif et d’un champ
complexe τ de masse α′m2 = `2/4pi2α′ − 1/2 ce qui e´tait attendu d’apre`s l’e´tude du spectre
perturbatif des cordes ouvertes autour du vide tachyonique T = 0. La valeur de distance critique
sera note´ par la suite `c = pi
√
2α′ et est telle que le tachyon est non-massif.
1.2 Re´solution nume´rique et re´solution exacte
Nous verrons dans cette section comment il est possible de re´soudre nume´riquement l’action
de Garousi. Dans la section 1.2.1 nous montrerons qu’elle de´crit un syste`me tre`s chaotique
ne rentrant pas significativement dans une phase de condensation. Dans la section 1.2.2 nous
de´crirons la solution exacte de condensation, nomme´e tachyon roulant et qui constitue le sujet
de cette the`se. Cette solution ne s’inscrit pas dans la the´orie des champs propose´e par Garousi.
Nous finirons dans la section 1.4 par de´crire le plan de the`se et son objectif.
1.2.1 Equations du mouvement de l’action de Garousi et re´solution nume´rique
Nous pouvons re´e´crire l’action (1.1.9) en re´injectant le terme potentiel a` l’inte´rieur de la
racine sous une forme plus condense´e. Nous utiliserons α′ = 1 :
Lgar = 1
cosh |T |√
2
√
1 +
|τ |2 `2
4pi2
−
˙`2
4
− |τ˙ |2 (1.2.1)
Il est plus commode de passer dans le formalisme hamiltonien pour de´river les e´quations du
mouvement et les re´soudre nume´riquement. Nous notons V (T ) = 1/ coshT/
√
2 le potentiel
tachyonique et E l’e´nergie que nous de´finirons plus bas. On voit facilement dans le lagrangien
ci-dessus que la phase du tachyon complexe n’a pas de potentiel puisque ce dernier ne de´pend
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que du module. Par conse´quent nous pouvons regarder des solutions a` phase fixe´e 3 ; ce que
nous ferons en notant |τ | = T . Les e´quations de Hamilton sont :
T˙ =
ΠT
E
(
1 +
T 2`2
4pi2
)
˙` = 4
Π`
E
(
1 +
T 2`2
4pi2
)
Π˙T = − T`
2
4pi2
E
1 + T
2`2
4pi2
+ V 2
tanh T√
2
E
√
2
(
1 +
T 2`2
4pi2
)
Π˙` = − T
2`
4pi2
E
1 + T
2`2
4pi2
(1.2.2)
avec l’e´nergie
E =
√
Π2T + 4Π
2
` + V
2
√
1 +
T 2`2
4pi2
(1.2.3)
Tant que nous ne couplons pas le syste`me a` la gravite´, l’e´nergie est conserve´e donc nous
aurons E constant. Nous voyons tre`s facilement qu’en imposant ˙` = 0 nous devons avoir Π` =
0. Or d’apre`s la dernie`re ligne cela implique imme´diatement E = 0 (ou ` = 0 mais ce dernier
cas n’est pas inte´ressant) si on suppose que nous avons bien un tachyon roulant, c’est-a`-dire non
nul. Du coup c¸a n’est pas possible car il faut E 6= 0.
On en de´duit qu’il n’existe pas de solution de tachyon roulant a` distance constante dans
l’action de Garousi. Nous montrons cependant dans la section 6.1 que cette solution existe pour
tout ` < `c ce qui s’oppose donc a` l’expression de cette action et soule`ve un proble`me impor-
tant, a` mettre en balance avec l’argumentation pre´ce´dente sur le domaine de validite´ de l’action
de Garousi.
La re´solution nume´rique n’est pas triviale pour ce syste`me car il est fortement couple´ et
non-line´aire. Nous avons ne´anmoins teste´ avec MATHEMATICA de nombreuses configurations
initiales, en particulier autour de T˙ ∼ 0 et T ∼ 0 avec ˙` = 0 et ` ∼ `c. Le re´sultat ge´ne´rique
de ces re´solutions est qu’a` e´nergie conserve´e 4 le syste`me initie une condensation puis souvent
de´condense jusqu’a` devenir tre`s instable, comme on peut le voir sur la figure (1.2) ; plusieurs de
ces phases peuvent se produire d’affile´e. Lors de la condensation, les branes oscillent autour de
` = 0 mais les oscillations ne sont pas sensiblement amorties au cours du temps 5 et le syste`me
ne semble donc pas atteindre un e´quilibre stable.
Il parait clair que les e´changes e´nerge´tiques entre le tachyon et le champ de distance ne font
pas dans un sens plus que dans l’autre si bien que le syste`me ne stabilise pas dans une solu-
tion de tachyon roulant a` se´paration nulle mais oscille bien d’une phase de condensation a` une
3. Laisser la phase libre peut eˆtre inte´ressant pour e´tudier la formation de vortex, mais dans notre cas nous
cherchons simplement a` e´tudier la condensation en module.
4. En couplant a` la gravite´ on s’attend a` ce que re´sultat change puisqu’alors l’e´nergie n’est pas conserve´e et on
doit au contraire obtenir qu’un flux d’e´nergie est extrait du syste`me sous forme de graviton, suivant la discussion
de Lambert et al. [78]. C’est d’ailleurs bien ce qu’on observe en rajoutant ce degre´ de liberte´ dans les re´solutions
nume´riques mais nous n’en discuterons pas ici.
5. En ajoutant la gravite´, la friction amortie significativement ces oscillations et le syste`me semble tout a` fait
tendre vers une situation d’e´quilibre a` distance nulle.
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FIGURE 1.2 – Re´solution nume´rique typique des e´quations hamiltoniennes avec des conditions initiales T (0) =
0.1, `(0) = `c/2, ΠT = 0 et Π`(0) = 0. Donc pour des valeurs initiales faibles du tachyon et de sa de´rive´e T˙ (0) =
0. A gauche l’e´volution temporelle du champ de distance et a` droite celle du tachyon. Nous notons clairement
une phase de condensation avec la distance tendant vers ` = 0 mais oscillant avec une amplification progressive
amenant finalement a` une instabilite´ du syste`me. Par la suite la distance explose et le tachyon de´condense, comme
dans la figure (1.3).
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FIGURE 1.3 – Re´solution nume´rique typique des e´quations hamiltoniennes avec des conditions initiales T (0) =
200, `(0) = `c/2, ΠT (0) = 1 et Π`(0) = 0. Donc pour des valeurs grandes du tachyon et de sa de´rive´e T˙ (0) ∼
`(0)T (0)/2pi  1. A gauche l’e´volution temporelle du champ de distance et a` droite celle du tachyon. Nous notons
clairement une phase de condensation puis de de´condensation. La distance de´passe nettement sa valeur critique,
donc assez vite le syste`me est en dehors du champ de validite´ de l’action.
phase de de´condensation. Il ne parait pas e´vident qu’il puisse exister des conditions initiales
qui ame´liorent ce comportement. On peut par exemple tester a` des valeurs de distance initiale
plus faibles ou a` des valeurs de T˙  1, mais cela ne donne pas de comportement plus controˆle´,
comme on peut le voir sur la figure (1.3).
Le fait que la re´solution nume´rique ne propose pas de mode de condensation clair en espace
plat alors qu’il s’agit d’un comportement attendu et fortement souhaite´ nous a pousse´ a` e´tudier
le syste`me d’une fac¸on plus analytique. Bien que nous y perdions l’aspect off-shell, nous avons
opte´ pour mener l’e´tude dans le cadre des the´ories conformes sur la surface de corde, ou` la
condensation de tachyon est ge´ne´ralement bien de´crite par exemple dans le cas brane-antibrane
coı¨ncidente ou celui de la brane non BPS. En outre, il y a le fameux exemple de Kutasov
et Niarchos de´montrant qu’on peut quand meˆme – au moins dans certains cas particuliers –
de´terminer une action effective off-shell a` partir de re´sultats on-shell, avec l’avantage de se
placer directement dans un fond condensant.
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1.2.2 Etude de la the´orie conforme de bord
Dans le syste`me brane-antibrane se´pare´, Bagchi et Sen [7] montraient que le tachyon rou-
lant a` distance constante e´tait une CFT donc une solution des e´quations du mouvement, mais
uniquement pour ` < `c/
√
2. Le mode`le sigma du tachyon roulant entre une brane et une an-
tibrane paralle`les et se´pare´es d’une distance r le long d’une direction que nous nommerons X
consiste en une de´formation de l’action de surface – sur le disque ou le demi plan complexe –
par un terme inse´re´ sur le bord selon S = Sbulk + δS avec :
Sbulk =
1
2piα′
∫
Σ
d2z
(
∂Xµ∂¯Xµ +
α′
2
ψµ∂¯ψµ +
α′
2
ψ˜µ∂¯ψ˜µ
)
δS =
(
0 1
0 0
)
⊗
∮
∂Σ
λ+ ψ+eirX˜+ωX
0
+
(
0 0
1 0
)
⊗
∮
∂Σ
λ− ψ−e−irX˜+ωX
0
(1.2.4)
avec ψ± = ±irψ˜ + ωψ0 et λ± ∈ C. Le champ X˜ est le T-dual Neumann de X la direction
Dirichlet transverse. Il s’agit d’une CFT c = 2 par de´couplage – dans les OPE – des autres
champs fondamentaux Xa,i longitudinaux (a) et transverses (i). Au premier ordre la fonction
beˆta des tachyons est :
β± = (
1
2
− r2 − ω2)λ± (1.2.5)
qui impose donc ∆± = ω2 + r2 = 1. En e´tudiant les OPE a` N-points des tachyons, on
trouve [7] qu’au-dela` d’une certaine valeur de distance (` ≥ `c/
√
2) des ope´rateurs margi-
naux, c’est-a`-dire de dimension ∆ = 1 peuvent eˆtre produits. C’est ce qu’on appelle des
re´sonances. Les coefficients typiquement associe´s aux re´sonances divergent logarithmiquement
dans l’e´chelle ultra-violette et brisent l’invariance conforme de la the´orie. Ce point est assez
geˆnant puisqu’il implique que le tachyon roulant serait non-marginal 6 dans le domaine de dis-
tance `c/
√
2 < ` < `c et marginal pour ` < `c/
√
2.
Toutefois, il nous a paru peu probable que le tachyon roulant ne fut pas une CFT dans
l’inte´gralite´ du domaine sous-critique puisque rien ne semble pouvoir expliquer physiquement
un tel comportement du syste`me. Physiquement la seule distance critique est `c. Dans le syste`me
bosonique analogue, comme nous le verrons, ces meˆmes re´sonances apparaissent, sauf que dans
ce contexte, elles sont physiquement identifiables a` un couplage du tachyon interbranaire σ1,2
aux tachyons des secteurs σ0,3. Evidemment dans le syste`me brane-antibrane ces derniers sont
rigoureusement absents par projection GSO.
En suivant la me´thode de Gaberdiel et al. [43] que nous pre´sentons dans la section 3.2, nous
avons montre´ [62] que le tachyon roulant a` distance constante e´tait bien une CFT dans toute
la phase tachyonique. Compte-tenu de ce que nous disions, il s’agissait donc de prouver que le
tachyon roulant e´tait exactement marginal et qu’en l’occurrence il ne produisait finalement pas
de divergences logarithmiques dans la fonction de partition sur le disque.
Nous avons calcule´ les expressions exactes des OPE a` l’ordre 2 et 4 dans le tachyon pour des
valeurs de distance supe´rieures a` `c/
√
2. Puis nous avons extrait analytiquement l’ensemble des
6. La marginalite´ implique en ge´ne´ral que la the´orie est conforme, mais pas toujours – voir section 3.2.
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divergences produites par inte´gration en appliquant une re´gularisation dite de point-splitting 7.
Nous avons finalement pu constater que toutes les divergences logarithmiques s’annulaient en-
semble comme attendu. Ce ”miracle” est en outre clairement identifie´ comme une conse´quence
de la supersyme´trie de surface. Pour cette raison et parce qu’il est trop ardu de calculer les
OPE des tachyons aux ordres supe´rieurs 8 nous en avons de´duit que le tachyon roulant e´tait
exactement marginal sur l’ensemble du domaine tachyonique.
1.3 Fonction de partition, groupe de renormalisation et ac-
tion effective quadratique
La preuve de la marginalite´ exacte du tachyon roulant, nous a permis de prolonger ana-
lytiquement le calcul de la fonction de partition a` toute distance ` < `c. Malheureusement,
nous n’avons pas pu calculer la fonction de partition analytiquement a` tout ordre supe´rieur a`
2. La raison e´tant que l’inte´grale est multiple, ordonne´e et engage un inte´grande compose´ de
nombreuses fonctions sinusoı¨dales ou` les variables d’inte´grations sont fortement couple´es, res-
semblant fortement a` celle d’un gaz de coulomb sur un cercle [64], mais suffisamment diffe´rent
pour eˆtre incalculable, meˆme nume´riquement avec MATHEMATICA.
Cependant, nous avons pu calculer exactement l’ordre quadratique mais aussi les 5 premiers
ordres a` la distance `c/
√
2 et ce en de´veloppant une me´thode diagrammatique de re´duction des
inte´grales en super-espace. En exprimant la the´orie du tachyon roulant directement en super-
espace, nous faisons apparaıˆtre un terme de contact. Un traitement convenable de ce terme nous
a montre´ qu’il jouait le roˆle de contreterme – un peu comme dans [55] – pour supprimer la
plupart des divergences de puissance dans les amplitudes 9. En outre, ce terme de contact as-
sure la continuite´ de la fonction de partition, et probablement des amplitudes en ge´ne´ral, au
moins en `c/
√
2 car en cette distance il n’est pas divergent mais fini. L’inte´reˆt de la me´thode
diagrammatique e´tait justement de traiter convenablement et avec facilite´ les contributions de
ce terme de contact, directement en super-espace. La premie`re motivation de ce calcul e´tait de
reconnaıˆtre dans les premiers termes du de´veloppement d’une fonction connue et dont nous
pourrions de´terminer une expression analytique continuable sur les autres valeurs de distance.
Malheureusement, nous verrons qu’aucune fonction particulie`re ne peut eˆtre devine´e a` partir de
cette expression.
Toutefois, a` l’aide du calcul a` l’ordre quadratique et de la me´thode de Kutasov et Niarchos,
nous avons pu de´terminer une expression exacte de l’action effective quadratique. En suivant
leur raisonnement, cette action s’ave`re au moins valide le long du tachyon roulant :
S = 2Tp
∫
dp+1σ
[
1 +
1
2
∂ar∂
ar +
1
2
√
1− 2r2∂aT∂
aT ∗ − 1
4
√
1− 2r2 |T |2 + . . .
]
(1.3.1)
7. Elle consiste a` tronquer la limite UV de toutes les fonctions de Green.
8. Mais nous avons pu ve´rifier nume´riquement a` l’ordre 6
9. Nous avons cependant constate´ qu’il n’e´tait pas suffisant pour supprimer toutes les divergences de puissance
et nous en avons de´duit qu’il fallait ajouter des termes de contact d’ordre supe´rieur.
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En outre, par l’e´tude du mode`le sigma des champs de tachyon et de distance le long de la
the´orie conforme du tachyon roulant a` distance constante, nous avons pu exprimer des fonc-
tions beˆta universelles a` l’ordre quadratique dans les champs, c’est-a`-dire inde´pendantes du
sche´ma de renormalisation. Nous les avons ainsi identifie´, conforme´ment a` la discussion de la
section 3.2 aux e´quations de mouvement quadratique de ces champs.
Par comparaison avec celles de´rive´es de l’action (1.3.1) nous avons obtenu un bon accord,
a` une rede´finition des champs et des fonctions beˆta pre`s. Ceci indique au moins a` cet ordre que
l’action (1.3.1) est compatible avec la physique interne des cordes interbranaires du syste`me
brane-antibrane. Le calcul des ordres supe´rieurs est e´videmment souhaite´, mais il faudra pour
cela de´velopper de nouvelles me´thodes, car toutes celles a` disposition semblent inade´quates.
Nous verrons cependant en conclusion qu’il existe un mode`le inte´grable correspondant au
mode`le de tachyon interbranaire constant. Il s’agit du mode`le Kondo [32, 80] qui est en fait for-
tement relie´ au mode`le de sine-Gordon de bord. Nous serons e´galement en mesure de conjec-
turer la nature du vide de condensation du tachyon interbranaire a` distance constante. Nous
identifions ce vide a` de la matie`re branaire remplissant l’espace de´limite´ par la brane et l’anti-
brane.
1.4 Plan de the`se
Dans cette partie introductive, la the´orie des cordes et les connexions aux the´ories conformes
seront pre´sente´es ainsi que les diffe´rents outils et concepts utilise´s dans cette the`se. Les ob-
jets – cordes ferme´es, ouvertes, branes – de la the´ories de cordes et des supercordes seront
pre´sente´s dans le chapitre 2 ainsi que les the´ories conformes et superconformes puis les the´ories
conformes de bord (BCFT). Ces dernie`res seront relie´es a` la de´finition des e´tats de bords, ce
qui permettra d’introduire les branes et anti-branes, ainsi que les syste`mes compose´s a` partir
de ces objets, particulie`rement le syste`me brane-antibrane. Le concept d’actions effectives du
mode`le sigma sera discute´ dans le chapitre 3, et les calculs du groupe de renormalisation abon-
damment utilise´s au cours de cette the`se y seront e´galement aborde´s. Enfin, dans le chapitre 4,
le proble`me de la condensation de tachyon en the´orie des cordes sera pre´sente´ en de´tail et des
exemples concrets de re´solution seront propose´s.
Les calculs concernant les objectifs de la the`se seront de´veloppe´s dans la partie III ; et
le mode`le bosonique compose´ de 2 branes paralle`les et se´pare´es analyse´ dans le chapitre 5.
L’e´tude sera axe´e sur le proble`me de la marginalite´ exacte du tachyon roulant interbranaire.
Nous pre´senterons en dernier lieu l’analyse off-shell du mode`le sigma de´veloppe´ autour de la
solution de tachyon roulant. En particulier, nous discuterons de la relation des fonctions beˆta du
groupe de renormalisation aux e´quations du mouvement des the´ories des champs effectives.
Dans le chapitre 6, le syste`me compose´ d’une brane et d’une antibrane paralle`les et se´pare´es
sera analyse´. Nous commencerons par montrer la marginalite´ exacte du tachyon roulant inter-
branaire a` distance constante qui est le re´sultat principal de cette the`se. Puis, comme dans le
cas bosonique, le groupe de renormalisation du mode`le sigma off-shell autour de la solution
roulante sera e´tudie´. La fonction de partition en r = rc/
√
2 sera calcule´e et exprime´e pour tout
r. Enfin, l’action effective quadratique sera de´termine´e par la me´thode de Kutasov et Niarchos,
30 Deuxie`me partie. Section 1.4
puis compare´e aux e´quations de mouvement obtenues dans le cadre du groupe de renorma-
lisation, puis aux actions effectives obtenues dans le passe´ par Sen dans le cas coı¨ncident et
propose´es en dehors de la coı¨ncidence par Garousi.
Pour conclure la the`se ( IV), les re´sultats seront rassemble´s puis nous e´largirons le champ de
vision aux perspectives de continuation de ce travail de the`se. En particulier, nous discuterons
de la possible identification du vide de condensation a priori atteint asymptotiquement par le
tachyon roulant, en e´tudiant un tachyon interbranaire constant dans un espace compact et en
utilisant une T-dualite´. Nous discuterons e´galement de la relation du mode`le sigma du tachyon
interbranaire constant et a` distance constante avec le mode`le Kondo et nous verrons en quoi cela
peut mener a` des re´sultat inte´ressants.
En Annexe, l’article Rolling tachyon for separated brane-antibrane systems publie´ dans
Physical Review D a e´te´ ajoute´.
Chapitre 2
Ge´ne´ralite´s : The´orie des cordes et
the´ories des champs conformes de surface
Dans ce chapitre, nous allons introduire en de´tail la the´orie des cordes ferme´es bosoniques
puis celle des supercordes et enfin nous pre´senterons les concepts lie´s aux the´ories de cordes
ouvertes. Nous commenc¸erons par discuter dans la section 2.1 des transformations conformes
et de leur relation a` la the´orie des cordes critique. Puis dans la section 2.2 nous pre´senterons
la the´orie bosonique par la de´finition de l’action et de l’amplitude Polyakov. On introduira
les concepts d’ope´rateurs de vertex, d’OPE et d’e´tats. Dans la section 2.3 nous introduirons
les the´ories de supercordes en commenc¸ant par pre´senter l’action de surface de corde super-
syme´trique. Nous discuterons des syme´tries, des ope´rateurs de vertex, des e´tats et du super-
espace. Dans la section 2.4 nous aborderons la question des surfaces avec bord et des cordes
ouvertes. Nous parlerons des conditions de bord et leur relation aux branes et au concept d’e´tat
de bord. Nous finirons par pre´senter les branes BPS en supercordes et les syste´mes non BPS,
tels que brane-antibrane et brane non BPS.
2.1 Transformations conformes et the´orie des cordes critique
Dans le cadre de la the´orie des cordes, ces transformations et la the´orie conforme qui y
est associe´e seront maintenant introduites. Les cordes se propagent dans l’espace-temps en
de´crivant des surfaces. Si elles sont ferme´es, elles de´crivent des surfaces tubulaires et si elles
sont ouvertes, des nappes avec bords. Les interactions entre cordes sont obtenues en collant
ces tubes ou ces nappes ensemble sous des formes typiques pre´sente´es dans la figure (2.1). Les
cordes de´crivent donc en interagissant des varie´te´s riemanniennes a` 2 dimensions, c’est-a`-dire
des surfaces lisses avec des bords, des poigne´es ou d’autres formes plus alambique´es telles que
le ruban de Moebius ou la bouteille de Klein – voir [89] pour des de´finitions pre´cises.
Ces surfaces sont plonge´es dans un espace-cible, en l’occurrence un espace-temps a` d +
1 dimensions 1. La surface est localement, c’est-a`-dire sur chaque carte constituant l’atlas de
la varie´te´, de´crite par un jeu de coordonne´es (x, y) ∈ R2. Cette varie´te´ a` 2 dimension est
nomme´e Σ. Elle est munie d’une me´trique intrinse`que, e´ventuellement de´finie globalement,
exprime´e dans ce jeu de coordonne´es. Les notations suivantes sont utilise´es pour la suite : Xµ,
1. Cette valeur est pour l’instant arbitraire.
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les coordonne´es de l’espace-cible avec µ = 0 . . . d, et M l’espace-cible dans lequel la surface
est inse´re´e. Du point de vue de l’espace-temps, Xµ est un vecteur. Mais, du point de vue de
la surface chaque coordonne´e est e´quivalente a` une fonction sur les coordonne´es (x, y) d’une
carte, nomme´e fonction d’insertion et note´e φ.
(a) Nappe de corde ouverte. (b) Surface tubulaire de corde ferme´e.
FIGURE 2.1 – Surfaces typiques de´crites par des cordes en interaction. Elles repre´sentant ici des diagrammes a`
l’ordre des arbres.
2.1.1 Diffe´omorphismes et transformations de Weyl
Dans ce paragraphe, φ sera de´fini et les diffe´omorphismes seront introduits. Soit X une
direction de l’espace-cible. L’insertion de cette surface dans l’espace-cible M le long de cette
direction est telle que pour tout point p ∈ Σ, X(p) ∈ M est bijective et X(p) = φ ◦ σ(p) avec
σ = (x, y) et φ une fonction bijective. Pour σ 6= σ′,
X(p) = φ ◦ σ(p) = φ′ ◦ σ′(p) (2.1.1)
ce qui de´finit bien φ comme une fonction : φ′(σ′) = φ(σ). Par conse´quent, pour tout syste`me
de coordonne´es σ et σ′ de Σ relie´s ensembles par une transformation re´gulie`re C∞, c’est-a`-dire
par un diffe´omorphisme, il existe φ et φ′ tels que (2.1.1) est ve´rifie´e. Ainsi, l’insertion est de´finie
de fac¸on continue tout au long du groupe des diffe´omorphismes de la surface Σ. Cette proprie´te´
implique qu’il n’y a pas – qu’il ne doit pas y avoir – de syste`me de coordonne´es privile´gie´ sur
toute surface. Au pire, il peut exister des classes de coordonne´es disjointes.
Il existe d’autres transformations de coordonne´es qui ne sont pas des diffe´omorphismes mais
qui peuvent tout de meˆme constituer des syme´tries vis-a`-vis de l’identite´ (2.1.1). Le volume
invariant d’une varie´te´ est de´fini par l’inte´grale :
V =
∫
Σ
dnx
√
det g (2.1.2)
avec n la dimension et g la me´trique intrinse`que. Pour changer ce volume, il faut soit chan-
ger de me´trique, soit changer de syste`me de coordonne´es. Puisque le volume est invariant par
diffe´omorphisme, il est exclu que le changement de coordonne´es souhaite´ soit lui-meˆme un
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diffe´omorphisme. Les transformations de Weyl sont alors introduites. Il est commode de les
de´finir par une transformation de la me´trique, s’exprimant comme :
gab dx
a ⊗ dxb → Ω(x)2 gab dxa ⊗ dxb (2.1.3)
Soit (2.1.2) donne :
V → V ′ =
∫
Σ
dnx Ω(x)n
√
det g (2.1.4)
Par diffe´omorphisme 2 et en conservant la forme de la me´trique, cette transformation est
imple´mente´e sous la forme d’un changement de syste`me de coordonne´es x → x′ dont la
me´trique est g(x′). Encore une fois, l’identite´ (2.1.1) s’appliquant, il toujours possible de trou-
ver des fonctions d’insertion φ et φ′ telles que X(p) est conserve´e par transformation de Weyl.
Ainsi, une certaine insertion X(Σ) peut-eˆtre conserve´e invariante par diffe´omorphismes et
transformations de Weyl, quelque soit la varie´te´.
Il existe une certaine cate´gorie de diffe´omorphismes, en fait ceux que nous venons d’utiliser,
dites transformations conformes, tels que pour x = x(x˜) :
gab(x) dx
a ⊗ dxb = Ω(x˜)2 gab(x˜) dx˜a ⊗ dx˜b (2.1.5)
Or, en appliquant ensuite une transformation de Weyl, on obtient :
gab(x) dx
a ⊗ dxb → gab(x˜) dx˜a ⊗ dx˜b (2.1.6)
Donc, a` une transformation de Weyl pre`s, les transformations conformes sont des diffe´o-
morphismes qui conservent la me´trique intrinse`que. Ceci implique qu’elles conservent aussi les
angles. En fait, ce sont les transformations re´gulie`res les plus ge´ne´rales ve´rifiant cette proprie´te´.
On verra que l’expression de l’action de the´orie des cordes sur la surface de propagation, de
par son invariance de Weyl, est directement invariante conforme ; c’est une proprie´te´ essentielle.
2.1.2 Invariance de Weyl et the´orie des cordes critique
Il vient d’eˆtre montre´ que les surfaces de cordes inse´re´es dans l’espace-cible peuvent eˆtre
parame´trise´es librement, pourvu que la fonction d’insertion φ soit choisie convenablement. Or,
cette insertion devrait eˆtre totalement inde´pendante de l’e´talon de ”volume” intrinse`que, c’est-
a`-dire le volume invariant (2.1.2) calcule´ a` partir de la me´trique intrinse`que, puisque physique-
ment la corde est de´finie par sa surface du point de vue de l’espace-cible. Par conse´quent, la
the´orie de´crivant la corde et de´finie sur la surface devrait eˆtre invariante de Weyl.
2. Ces diffe´omorphismes sont pre´cise´ment les transformations conformes que nous introduisons plus bas.
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Toutefois, cette condition n’est pas indispensable 3. Malgre´ tout, en the´orie des cordes, l’in-
variance de Weyl semble eˆtre une condition naturelle dans la mesure ou` il n’existe pas d’argu-
ments physiques forts, dans l’espace-cible, pour ajouter un degre´ de liberte´ interne, tel que
cet e´talon de volume intrinse`que, a` la surface ; au contraire, des particules ”physiques” ne
pourront eˆtre introduites – sur la couche de masse – qu’a` l’aide de cette contrainte. Quelques
e´claircissements seront apporte´s par la suite dans la comparaison des actions de Nambu-Goto
et de Polyakov et lorsque les amplitudes de Polyakov seront discute´es.
Cette dernie`re condition si elle est remplie, de´finie la the´orie des cordes critique. L’inva-
riance de cette the´orie par diffe´omorphismes et transformation de Weyl en fait alors une the´orie
conforme.
2.1.3 Choix de jauge et brisures de syme´trie
L’existence de ces degre´s de liberte´ de reparame´trisations n’est finalement qu’un artefact
mathe´matique et non une proprie´te´ de l’objet inse´re´ du point de vue de l’espace-cible ; ceux-ci
doivent donc eˆtre fixe´es. Le terme de choix de jauge est commune´ment introduit car une telle
redondance s’appelle une syme´trie de jauge.
Ces syme´tries peuvent apparaıˆtre localement brise´es et ce, classiquement ou quantiquement.
Ceci a bien souvent des conse´quences de´sastreuses pour la the´orie – anomalies, perte d’unitarite´
etc. On cherchera donc presque toujours a` re´parer ces brisures, ou a` empeˆcher leur apparition.
Dans le cas de la syme´trie de Weyl et en the´orie des cordes critique, ceci est relie´ a` la contrainte
absolue d’invariance conforme des amplitudes.
Les syme´tries de jauge pourront aussi apparaıˆtre globalement brise´es 4. Cela implique en
ge´ne´ral que les proprie´te´s intrinse`ques doivent eˆtre organise´es en classes d’e´quivalence fixe´es
en amont par des proprie´te´s extrinse`ques. Donc, a` l’inverse des brisures locales, celles-ci ne
sont pas pathologiques. En effet, ces brisures globales de´pendent entre autre de la topologie de
la surface, dont la nature est directement associe´e a` des proprie´te´s extrinse`ques, physiquement
pertinentes. Le tore, par exemple, posse`de un continuum de classes d’e´quivalence de me´triques
repre´sente´es par un nombre complexe, le module qui correspond grossie`rement a` la forme du
tore et a` son vrillement. De manie`re ge´ne´rale, le terme module est utilise´ pour de´signer un
repre´sentant de classe d’e´quivalence lorsque ce dernier est un parame`tre continu – par opposi-
tion a` discret. En the´orie des cordes, la ge´ome´trie du tore correspond au calcul a` une boucle des
amplitudes du vide de cordes ferme´es. Dans ce cadre, le module est physiquement de´terminant.
Les transformations conformes ont e´te´ introduites ainsi que les diffe´omorphismes et les
transformations de Weyl. L’introduction des transformations conformes en the´orie des cordes va
eˆtre analyse´e dans la suite a` travers la descriptions des actions de Nambu-Goto et de Polyakov.
Enfin, les amplitudes de Polyakov et les proble`mes lie´s a` l’invariance conforme seront de´crits.
3. Elle n’est d’ailleurs pas impose´e dans des mode`les e´quivalents en physique statistique, par exemple.
4. J’entends par la` que topologiquement, dans la globalite´ de la varie´te´, il peut exister des classes de configu-
rations ge´ome´triques ine´quivalentes par diff×Weyl.
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2.2 The´orie des champs conforme des cordes bosoniques
Nous allons dans cette section introduire la plupart des outils de the´orie des champs conforme
applique´s directement a` la the´orie des cordes. Il s’agit donc spe´cifiquement d’introduire une
CFT a` 2 dimensions. Dans ce type de the´orie, en cette dimension particulie`re, les transfor-
mations conformes sont ge´ne´re´es par une infinite´ de ge´ne´rateurs. Ce sont donc des the´ories
inte´grables, c’est-a`-dire totalement re´solubles et en particulier les calculs d’amplitudes (d’inter-
actions entre cordes) peuvent eˆtre accomplis exactement. Nous montrerons d’abord comment la
the´orie des cordes peut eˆtre exprime´e en termes de CFT. Puis nous analyserons les diverses
syme´tries ve´rifie´es par la the´orie des champs sur la surface de cordes. Elles permettent de
de´terminer le spectre de masse des cordes ainsi que les expressions des e´tats correspondants
a` chaque valeur de masse, c’est-a`-dire les particules de´crites par les cordes. Nous finirons par
montrer comment les produits d’ope´rateurs (OPE) contraints par la CFT permettent de calcu-
ler, ou pour le moins d’exprimer, exactement les amplitudes d’interaction. Pour plus de de´tail
concernant les the´ories conformes, le lecteur pourra consulter la bible des the´ories conformes
est l’ouvrage de Di Francesco et al. [24]. Pour les aspects basiques de the´orie conformes dans
le contexte de la the´orie des cordes, les ouvrages de Polchinski [97] et de Kiritsis [69] sont des
re´fe´rences. Des concepts plus avance´es sont traite´s dans le second tome de Polchinski [98] et
dans la revue de Friedan, Martinec et Shenker [39].
2.2.1 Les the´ories conformes en the´orie des cordes
Avant tout, nous de´crirons la dynamique classique des surfaces de cordes via la de´finition de
leur action. Nous introduirons l’action de Nambu-Goto puis celle de Polyakov dont nous identi-
fierons la the´orie des champs qu’elle de´crit a` une CFT. Nous discuterons ensuite des amplitudes
de Polyakov dans ce cadre. Nous verrons en particulier les nombreuses syme´tries et redondances
dont il faut tenir compte. Nous introduirons alors les champs fantoˆmes de Fadeev-Popov et les
diverses contraintes ve´rifie´es par les amplitudes en the´ories des cordes. Nous pre´senterons enfin
les ope´rateurs de vertex, qui correspondent a` des ”particules” au sens d’une the´orie quantique
des champs, c’est-a`-dire des e´tats (ou configurations) asymptotiques.
Action de Polyakov
L’action des cordes, c’est-a`-dire la quantite´ qu’une corde se propageant cherche a` extre´miser,
est naturellement donne´e par la surface qu’elle trace lors de sa propagation dans l’espace-cible.
Nous parlons ainsi de feuille d’univers, par analogie a` la particule ponctuelle trac¸ant quant a`
elle une ligne d’univers. D’apre`s la section pre´ce´dente, nous savons que l’aire invariante d’une
surface inse´re´e dans une varie´te´ plus grande est calcule´e a` partir de la me´trique induite par
l’insertion X . Soit donc, en notant par abus de notation X(p) = X ◦ σ(p) :
SNG[X] ∝
∫
Σ
d2σ
√
det (∂aXµ∂bXνGµν(X)) (2.2.1)
avec Gµν(X) la me´trique de l’espace-cible 5. Cette dernie`re de´pend ici explicitement du
5. Il faudrait aussi ajouter les champs anti-syme´triques Bµν et dilaton Φ mais nous reportons leur introduction
a` la section 3.2 qui traite du mode`le sigma. Nous les ne´gligerons pour l’instant.
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champ X dans une de´marche ge´ne´raliste. La formule ci-dessus est l’expression de l’action de
Nambu-Goto, a` partir de laquelle la trajectoire de la surface est extre´mise´e. Elle exprime ainsi
une the´orie des champs pour la fonction d’insertion X .
En fait, ce n’est pas l’action la plus ade´quate pour calculer des quantite´s physiques. Dans
ce but, il est pre´fe´rable d’utiliser l’action de Polyakov [99, 100]. Celle-ci consiste a` de´coupler
la me´trique induite γ de la me´trique intrinse`que g, de telle sorte que par extre´misation de cette
action nous identifions g = γ puis de´duisons Sp[γ,X] = SNG[X]. Ainsi, l’action de Poly-
akov de´crit une the´orie des champs a` la fois pour la me´trique intrinse`que et pour la fonction
d’insertion de la feuille d’univers. Son expression est donne´e par :
Sp[g,X] =
1
4piα′
∫
Σ
d2σ
√
g gab∂aX
µ∂bX
νGµν(X) (2.2.2)
Le facteur de Regge α′ = `2s avec `s la longueur de corde, est introduit de sorte que l’action
soit sans dimension. En effet, [X] = [`s] et [G, g] = 1. Nous distinguons dans cette action un
terme cine´tique pour le champ X et un couplage a` la me´trique intrinse`que, donc a` des degre´s
de liberte´s auxiliaires – puisqu’ils n’ont pas de terme cine´tique – internes a` la surface. Classi-
quement 6 cette action est invariante par diffe´omorphismes et par transformations de Weyl – en
supposant que Gµν est elle-meˆme invariante.
Il est important de constater que l’invariance de Weyl de
√
g gab permet de de´duire que la
the´orie de´crite par cette action est effectivement conformalement invariante classiquement. A
titre de contre-exemple, d’apre`s la formule (2.1.4), sur une varie´te´ de dimension supe´rieure a`
2, le facteur
√
g gab n’est pas invariant de Weyl et par conse´quent la the´orie imme´diatement
non-conforme.
L’action de Polyakov (2.2.2) de´crit une the´orie des champs conforme, note´e dans la suite
CFT.
Amplitudes de Polyakov
A partir de cette action, nous de´finissons l’amplitude de Polyakov : l’inte´grale de chemin
sur les champs X et g. Cette inte´grale est somme´e naturellement sur toutes les ge´ome´tries
de surface, compactes, non e´quivalentes, reliant un certain nombre d’e´tats asymptotiques de
cordes. Ces e´tats sont repre´sente´s par des ope´rateurs de vertex. Ce sont des fonctionnelles de
champs de feuille d’univers et de leurs de´rive´es V [X, ∂nX], a` chacune desquelles est associe´
un champ d’espace-cible. Pour eˆtre bien pre´cis, il faut introduire les modes d’oscillations des
cordes, ce que nous ferons dans la section 2.2.3. Un ensemble de modes d’oscillation – un
accord en quelque sorte – est produit par une source ”couple´e” a` la corde. Cette source peut eˆtre
un champ d’espace-cible ou bien, plus complexe, une brane 7. Il existe donc un certain nombre
6. Ce n’est pas toujours e´vident au niveau quantique, c’est-a`-dire dans les calculs d’amplitudes. La me´trique
de fond Gµν dans sa de´pendance dans le champ X , doit toujours de´finir une the´orie invariante conforme, tant au
niveau classique qu’au niveau quantique.
7. Voir section 2.4.
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”d’extre´mite´s” a` la feuille d’univers ou` un ensemble de modes est source´ par des champs ou des
branes.
Ainsi, l’amplitude de Polyakov calcule une fonction de corre´lation entre des e´tats asymp-
totiques, chacun correspondant a` un champ d’espace-temps. Le re´sultat est exprime´ dans l’es-
pace de Fourier des impulsions, donc une amplitude de Polyakov est en ge´ne´ral un e´le´ment de
matrice-S. Il faut noter que les e´tats sont ne´cessairement connecte´s entre eux par une feuille
d’univers, ce qui implique la pre´existence d’une corde ; autrement dit, il n’y a pas de processus
de cre´ation de corde. Nous utilisons donc, du point de vue de l’espace-cible, un formalisme de
premie`re quantification.
Compte-tenu de ce qui a e´te´ pre´cise´ plus haut, pour un ensemble d’ope´rateurs de vertex
Vα(k
µ
α), l’amplitude a` N-points sur une feuille d’univers Σ compacte, de nombre d’Euler χ, doit
s’e´crire :
〈
N∏
α=1
Vα(k
µ
α)
〉
Σ
=
∫
[dω]
∫ D(ωg)
V (Diff×Weyl)
∫
DX e−Sp[ωg,X]
N∏
α=1
Vα(k
µ
α) (2.2.3)
et l’amplitude de Polyakov comple`te somme´e sur toutes les ge´ome´tries compactes :
〈
N∏
α=1
Vα(k
µ
α)
〉
=
∑
Σ compactes
g−χs
〈
N∏
α=1
Vα(k
µ
α)
〉
Σ
(2.2.4)
Nous avons plusieurs remarques a` formuler quant a` cette expression et aux proprie´te´s des
e´le´ments qu’on y a introduit :
i) Un facteur gs a e´te´ ajoute´ dans la formule ci-dessus, un couplage de corde, et ce n’est
pas arbitraire. En ve´rite´, nous aurions duˆ ajouter un terme supple´mentaire a` l’action de
Polyakov, ve´rifiant e´galement les invariances par diffe´omorphismes et Weyl ; un terme
purement topologique :
λ
∫
Σ
d2σ
2pi
√
gR = λχ(Σ) (2.2.5)
D’apre`s cette formule, nous identifions naturellement gs = eλ. Le nombre d’Euler de´pend
du nombre de poigne´es (ge´nus), de bords, et de cross-caps 8 [89] a` la surface selon χ =
2 − 2g − b − c. Ainsi le nombre d’Euler de la sphe`re est χ = 2, celui du tore χ = 0 et
du disque χ = 1. Compte-tenu du classement des topologies selon les puissances dans le
couplage, pour les cordes ferme´es, nous identifions la sphe`re a` l’amplitude a` l’ordre des
arbres et le tore a` l’amplitude a` une boucle, etc. Le disque serait quant a` lui l’ordre des
arbres pour les amplitudes de cordes ouvertes et l’anneau l’amplitude a` une boucle.
ii) L’inte´grande doit eˆtre invariant par diffe´omorphisme et transformation de Weyl, d’apre`s
les arguments avance´s dans la section pre´ce´dente. Remarquons tout de meˆme que du fait
des inte´grations sur toutes valeurs de X et g, le re´sultat est e´videmment inde´pendant du
8. Pour la de´finition voir Polchinski [97]
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syste`me de coordonne´es et de la me´trique intrinse`ques ; ce qui n’interdit donc pas de
s’inte´resser a` des inte´grandes non invariants dans des proble`mes de physique statistique
par exemple.
Ainsi, il faut ve´rifier que l’ensemble de l’inte´grande et de la mesure sont bien inva-
riants sous l’action du groupe Diff×Weyl. Alors que l’invariance au niveau classique ne
concerne que les variations de l’action, l’invariance au niveau quantique quant a` elle tient
compte des variations de l’ensemble des objets contenus dans l’amplitude, de´pendant de
parame`tres intrinse`ques.
Polyakov montre [99, 89] que, dans Minkowski 9, par transformation de Weyl g → e2φg,
la mesure – oublions un instant les modules – se transforme selon :
DXDg → e d+1−2624pi2
∫
d2z
√
g(gab∂aφ∂bφ+Rφ)DXDg (2.2.6)
La the´orie des cordes critique impose donc que l’espace-temps cible soit compose´ de
25 dimensions d’espace et 1 de temps, soit 26 dimensions. Mentionnons qu’en the´orie
critique des supercordes, la the´orie des cordes supersyme´trique, Polyakov montre [100]
de fac¸on e´quivalente qu’il faut d + 1 = 10. Nous verrons au point v) ce qui concerne les
ope´rateurs de vertex.
iii) L’inte´grale sur ω repre´sente l’inte´gration sur les modules. Il peut y en avoir plusieurs,
re´els ou complexes.
iv) A module fixe´, il reste a` inte´grer le long de la classe de me´triques e´quivalentes par
diffe´omorphisme et transformations de Weyl. Etant donne´ que la the´orie est choisie in-
variante suivant ces transformations, l’inte´gration le long de cette classe est redondante
et implique un surcomptage. Il convient donc de choisir une me´trique de re´fe´rence —
appele´e me´trique fiducielle et note´e ωĝ – puis d’inte´grer sur les orbites du groupe Diff ×
Weyl, et enfin de diviser par le volume de ce groupe.
Afin de fixer la jauge nous utilisons la me´thode de Fadeev-Popov, qui donne d’emble´e la
bonne mesure d’inte´gration. Cette dernie`re est exprime´e en introduisant des champs abs-
traits, c’est-a`-dire des artefacts mathe´matiques, fermioniques et anti-commutants, nomme´s
champs fantoˆmes et dont la mesure d’inte´grale de chemin s’ajoute aux pre´ce´dentes sous
la forme :
∫
DbDc e−Sgh[b,c] (2.2.7)
L’action associe´e s’exprime selon :
Sgh[b, c] =
1
2pi
∫
d2σ
√
ωĝ bab
ω∇̂acb (2.2.8)
L’ancienne syme´trie de jauge ge´ome´trique qui vient d’eˆtre fixe´e se retrouve naturellement
sous une autre forme dans l’action comple`te, mais devient maintenant une contrainte pure
sur la the´orie plutoˆt qu’une redondance. Il s’agit de la syme´trie BRST. Les fantoˆmes
9. Mais le re´sultat final sur le nombre de dimension est valable pour tout Gµν .
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(bab, c
a) sont des champs conformes de dimension (2,−1). Nous verrons cela plus en
de´tail dans la section 2.2.3.
v) Les ope´rateurs de vertex doivent eˆtre inse´re´s sur la feuille d’univers de manie`re a` repre´senter
des e´tats asymptotiques de cordes – ou particules. Ide´alement, ils seraient construits en
perc¸ant la surface sous la forme d’un trou circulaire puis en e´tirant la surface jusqu’a` les
envoyer a` l’infini temporel [19]. En re´alite´, ce n’est pas la peine de proce´der ainsi, graˆce
a` l’invariance conforme. En effet, par cette invariance, nous pouvons changer localement
de syste`me de coordonne´es tout en conservant la me´trique fiducielle. De cette manie`re,
n’importe quel point, a` n’importe quelle coordonne´e, peut devenir infiniment lointain de
tous les autres. Ainsi, un trou circulaire de taille finie et envoye´ a` l’infini est conforme a`
une perforation ponctuelle, un poinc¸on.
Par conse´quent, un e´tat asymptotique doit correspondre a` un ope´rateur de vertex inse´re´
sur la surface sous la forme d’un poinc¸on, et ce en un point quelconque de cette surface.
Puisqu’il n’y a pas de point d’insertion privile´gie´ sur la feuille d’univers, il faut donc
inte´grer l’ope´rateur de vertex sur toute cette surface. L’expression ge´ne´rale d’un ope´rateur
de vertex est alors :
Vα(k
µ
α) =
∫
Σ
d2σ
√
ωĝ Vα(kµα, σ) (2.2.9)
La condition d’invariance de Weyl de l’amplitude impose que cet ope´rateur soit lui-meˆme
invariant conforme. Pour cette raison l’ope´rateur Vα(kµα, σ) doit eˆtre un champ primaire
de la the´orie conforme, une proprie´te´ introduite dans la section 2.2.3. Mentionnons que
dans Minkowski cette contrainte impose (k0)2 − (ki)2 = m2, c’est-a`-dire la condition de
couche de masse ( !) pour la particule repre´sente´e par l’e´tat asymptotique.
Avec la jauge fixe´e, tout ope´rateur de vertex est une fonctionnelle des champs X mais
aussi des champs fantoˆmes a priori .
vi) Il existe des diffe´omorphismes qui ge´ne`rent des transformations conformes, c’est-a`-dire
qui peuvent eˆtre annule´s par une transformation de Weyl. Cette syme´trie est importante
puisqu’il s’agit pre´cise´ment de la syme´trie conforme de´veloppe´e dans la section suivante.
En fixant la jauge 10, c’est-a`-dire en fixant la me´trique, les transformations Diff ×Weyl
ne sont pas comple`tement fixe´es. Il existe une syme´trie re´siduelle : la syme´trie conforme.
Autrement dit, V (g) < V (Diff×Weyl).
Du fait du surcomptage cause´ par cette syme´trie re´siduelle, l’amplitude finale – a` jauge
fixe´e – doit eˆtre divise´e par un facteur de volume sur le groupe d’invariance conforme,
nomme´ CKG – groupe de Killing conforme. Ses e´le´ments se nomment CKV – vecteur
de Killing conformes. Ce facteur sera note´ Ω(CKG). Une autre option, est de fixer la
position d’autant d’ope´rateurs de vertex qu’il y a de CKV. Sur la sphe`re on compte 3
CKV complexes dans le groupe de Mœbius SL(2,C), donc il suffit de fixer la position de
3 ope´rateurs de vertex. Sur le disque, on compte 3 CKV re´els dans le groupe SL(2,R). Il
existe une autre me´thode pour se de´barrasser de ce surcomptage, utile lorsqu’il n’existe
aucun ope´rateur a` fixer – dans le cas du calcul de la fonction de partition par exemple.
Elle consiste a` extraire du calcul le nombre infini associe´ au surcomptage, en utilisant le
10. Voir [2, 97] pour plus de de´tails
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formalisme de renormalisation – voir entre autres [125, 3, 37, 36].
vii) Le the´ore`me de Riemann-Roch permet de donner le nombre de modules µ et de CKV
κ en fonction de la topologie de la surface :
χ > 0 : κ = 3χ µ = 0
χ < 0 : κ = 0 µ = 3χ (2.2.10)
Pour conclure et compte-tenu de toutes les remarques pre´ce´dentes, l’expression de l’ampli-
tude sur une varie´te´ Σ a` jauge fixe´e est :
〈
N∏
α=1
Vα(k
µ
α)
〉
Σ
=
∫
dµω
Ω(CKV )
∫
DX e−Sp−Sgh
N∏
α=1
Vα(k
µ
α)
=
∫
dµω
∫
DX e−Sp−Sgh
κ∏
α=1
cc˜Vα(kµα, σα)
N∏
β=κ+1
Vβ(k
µ
β) (2.2.11)
Chaque ope´rateur de vertex fixe´ doit eˆtre multiplie´e dans le bulk par la combinaison de
champs fantoˆmes cc˜. Nous verrons pour quelle raison a` la section 2.2.3. Mentionnons simple-
ment qu’ils remplacent la mesure d2σ du point de vue des transformations conformes.
Nous avons introduit les the´ories conformes en the´orie des cordes. En particulier, nous
avons de´fini l’action de Polyakov, les amplitudes et les ope´rateurs de vertex, des quantite´s de-
vant ve´rifier des conditions d’invariance de Weyl et de diffe´omorphismes donc d’invariance
conforme. Nous allons maintenant de´finir concre`tement ces ope´rateurs dans le contexte de la
CFT.
2.2.2 Les syme´tries dans l’action et l’amplitude de Polyakov
Cette e´tude se base principalement sur les ouvrages de Polchinski et Kiritsis [97, 98, 69].
Le point de de´part est l’action de Polyakov, (2.2.2) et (2.2.8), de´finie sur un espace-cible plat,
c’est-a`-dire Gµν(X) = ηµν , avec la convention η = diag(−1, 1, 1, 1). Nous nous inte´ressons a`
la physique locale sur la surface, en se plac¸ant sur un voisinage U de la varie´te´ Σ :
Sp[g,X] =
1
4piα′
∫
U
d2σ
√
ĝ ĝab ∂aX
µ∂bX
ν ηµν +
1
2pi
∫
U
d2σ
√
ĝ bab ∇̂acb (2.2.12)
Localement, toute me´trique sur une surface est conformalement plate, a` un diffe´omorphisme
pre`s — voir [89]. Il n’existe donc pas de module dans la description locale d’une surface. Ceci
implique que, par invariance de Weyl, nous pouvons utiliser la me´trique fiducielle suivante ĝab =
δab et parame´triser la surface par des coordonne´es euclidiennes, a` condition que la fonction X
ve´rifie bien quant a` elle des contraintes de causalite´. En outre, il n’existe pas de condition de
re´alite´ sur le syste`me de coordonne´es, que nous pouvons choisir dans C a` partir du moment
ou` le voisinage U – un ouvert — est une surface de Riemann. Ainsi opterons-nous pour un
syste`me de coordonne´es complexe, dans lequel la me´trique est hermitienne et s’exprime comme
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ds2 = dz⊗dz¯. Ce syste`me est particulie`rement pratique pour traiter la plupart des calculs. Dans
ces coordonne´es, l’action s’e´crit comme :
Sp[g,X] =
1
2piα′
∫
C
d2z ∂Xµ∂¯Xµ +
1
2pi
∫
C
d2z
(
bzz∂¯c
z + bz¯z¯∂c
z¯
)
(2.2.13)
ou` nous notons simplement ∂ = ∂/∂z et ∂¯ = ∂/∂z¯. La normalisation est toujours fixe´e
suivant les conventions de Polchinski [97]. Cette action est syme´trique par transformations
conformes et transformations de Poincare´ sur les champs Xµ, c’est-a`-dire les translations et
les boost de Lorentz.
Certaines feuilles d’univers Σ peuvent eˆtre de´crites globalement par au moins un syste`me
de coordonne´es fixe´ et en particulier si la surface est orientable, sur le plan complexe – il s’agit
alors d’une surface de Riemann. C’est le cas de la sphe`re S2, du tore T 2 (et de tous les tores T n
a` plus forte raison) ou du disque D2.
Dans le cas de la sphe`re tous les points sont e´quivalents, mais ce n’est pas le cas du disque
ou` les points de l’inte´rieur – le bulk – se distinguent des points du bord. Ainsi, l’e´tude de la phy-
sique des cordes, sur une ge´ome´trie de surface telle que la sphe`re, pourra eˆtre faite au voisinage
de n’importe quel point. En revanche dans le cas du disque nous discernons deux physiques
distinctes, celle de l’inte´rieur – vraisemblablement semblable a` celle d’un voisinage de sphe`re
– et celle du bord – de tout voisinage du bord pour eˆtre plus pre´cis.
Cette distinction ame`ne a` de´finir deux the´ories des cordes sur les surfaces avec bord : les
cordes ferme´es, celles du bulk, et les cordes ouvertes, celles du bord. Nous diffe´rencions ainsi
les ope´rateurs de vertex du bulk et ceux du bord, qui ne sont pas associe´s aux meˆme e´tats
asymptotiques. L’identification pre´ce´dente est naturelle dans le sens ou` une corde ferme´e est un
objet n’ayant pas de bord, tandis qu’une corde ouverte est un objet a` deux bords, c’est-a`-dire
chaque extre´mite´.
En ce sens, l’action (2.2.13) de´crit la physique d’un voisinage du bulk, sans bord, pa-
rame´trise´e sur le plan complexe entier C, et correspond par conse´quent a` une the´orie des cordes
ferme´es. En revanche, pour de´crire la physique des cordes ouvertes, il faut se placer sur un demi-
plan complexe avec bord et on choisit en ge´ne´ral le demi-plan supe´rieur H+ = {z, Im z ≥ 0}.
A noter qu’il faut e´ventuellement imple´menter des conditions de bord sous la forme de termes
de bord dans l’action :
Sp[g,X] =
1
2piα′
∫
H+
d2z ∂Xµ∂¯Xµ +
1
2pi
∫
H+
d2z
(
bzz∂¯c
z + bz¯z¯∂c
z¯
)
+
∮
∂H+=R
dz O[X, b, c]
(2.2.14)
avec O un ensemble d’ope´rateurs de vertex a priori primaires. Insistons cependant sur le
fait que la the´orie est ci-dessus de´finie sur des voisinages et non sur la varie´te´ entie`re. Par
conse´quent, nous ne pouvons pas calculer, dans cette description, une amplitude sur la sphe`re
ou sur le disque ; il faudrait ajouter certaines conditions de pe´riodicite´, de syme´tries – relie´ au
proble`me des CKV – et de re´gularisation infra-rouge (IR).
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Les syme´tries de l’action de cordes ferme´es
Nous comptons plusieurs syme´tries dans l’action (2.2.2), ou` la jauge n’est pas encore fixe´e.
Les syme´tries internes rencontre´es pre´ce´demment : les diffe´omorphismes – dont les transfor-
mations conformes – et les transformations de Weyl. Mais aussi des syme´tries externes – dans
le sens externes a` la surface : celles-ci concernent des transformations des champs eux-meˆmes,
entre eux, mais qui peuvent de´pendre des coordonne´es. Parmi elles se trouvent les translations
Xµ → Xµ+aµ et les transformations spe´ciales – boost – de Lorentz Xµ → ΛνµXν . L’ensemble
de ces transformations forme le groupe de Poincare´ 11 (Λ, a).
Il serait plus judicieux de partir de l’action (2.2.13) dont la jauge est fixe´e. En effet, nous
ne serions plus confronte´s aux contraintes d’invariance de Weyl et de diffe´omorphismes direc-
tement, mais uniquement aux contraintes d’invariance par transformations conformes. Ainsi,
dans la suite, tant que possible nous partirons de l’action (2.2.13).
Avant de lister l’ensemble des syme´tries et des courants de Noether correspondants, donnons
les e´quations du mouvement des diffe´rents champs, calcule´es a` partir de l’action (2.2.13). Sa
variation lagrangienne donne les e´quations d’Euler-Lagrange suivantes :
∂∂¯Xµ = 0
∂¯cz = ∂cz¯ = 0
∂¯bzz = ∂bz¯z¯ = 0 (2.2.15)
Nous en de´duisons que ∂X et ∂¯X sont respectivement holomorphe et anti-holomorphe. En
ce qui concerne les fantoˆmes, les conclusions sont similaires. Par conse´quent, nous utiliserons
la notation suivante :
cz = c(z) , cz¯ = c˜(z¯)
bzz = b(z) , bz¯z¯ = b˜(z¯) (2.2.16)
Courants de Noether des champs X
Les courants de Noether associe´s a` ces syme´tries sont construits comme habituellement en
the´orie des champs — voir [63]. Le courant des syme´tries internes est associe´ aux transforma-
tions de la me´trique, donc est repre´sente´ par le tenseur e´nergie-impulsion. Pour une transforma-
tion infinite´simale δσa = va(σ), avec σ = (z, z¯), on a :
jz = j(z) = iv
zTzz + iv
z¯Tz¯z
jz¯ = ˜(z) = iv
zTzz¯ + iv
z¯Tz¯z¯ (2.2.17)
Le champ X se transforme selon δXµ = −va∂aXµ donc le tenseur e´nergie-impulsion
ve´rifie :
11. Il peut exister d’autres syme´tries externes, auxquelles on se re´fe`re en CFT sous l’appelation d’alge`bre de
courant.
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Tzz¯ = Tz¯z = 0
Tzz = T (z) = − 1
α′
: ∂Xµ∂Xµ :
Tz¯z¯ = T˜ (z¯) = − 1
α′
: ∂¯Xµ∂¯Xµ : (2.2.18)
Nous avons introduit la notation d’ordre normal : ? : pour signifier que le produit inte´rieur
est re´gulier au sens des OPE – de´veloppement de produits d’ope´rateurs – de´fini a` la sec-
tion 2.2.3. Remarquons que T aa = 2Tzz¯ = 0, c’est-a`-dire que le courant des transformations de
Weyl est nul. En outre, la conservation du courant impose que ∂¯(vzTzz) = ∂(vz¯Tz¯z¯) = 0, de
telle sorte que vz et Tzz sont holomorphes, tandis que vz¯ et Tz¯z¯ sont anti-holomorphes, ce qui
est ve´rifie´ le long des e´quations du mouvement ; d’ou` la notation utilise´e T (z) et T˜ (z¯).
Les transformations conformes sont porte´es par le vecteur tangent va(z, z¯) tel que vz(z) =
α+βz+γz2 avec des coefficients complexes infinite´simaux, regroupant dans l’ordre les transla-
tions (α), les rotations et changements d’e´chelle (β) et les transformations conformes spe´ciales
(γ). La transformation exacte s’e´crit :
z′ =
az + b
cz + d
avec
(
a b
c d
)
∈ SL(2,C) (2.2.19)
De meˆme vz¯(z¯) = α+βz¯+γz¯2. Les transformations conformes sont telles que les variables
(anti-)holomorphes se transforment en variables (anti-)holomorphes z → f(z) et z¯ → f˜(z¯). Or
puisque la me´trique dans la jauge unitaire est ds2 = dz ⊗ dz¯ elle devient f(z)f˜(z¯)dz ⊗ dz¯ ce
qui est effectivement la transformation recherche´e.
Les transformations externes, c’est-a`-dire des champs entre eux, sont ge´ne´re´es principale-
ment – mais il peut exister d’autres groupes de transformations, cf. les alge`bres de courant
– par le groupe de Poincare´ dont la forme infinite´simale applique´e sur X et sur la me´trique
d’espace-cible est :
δXµ =  aµ(σ) +  ωµν(σ)X
ν
δGµν =  ω
ρ
µ Gρν (2.2.20)
avec ωµν = −ωνµ. Les courants associe´s respectivement a` la translation et aux boost de
Lorentz sont :
Jµz = J
µ(z) =
i
α′
∂X Jµz¯ = J˜
µ(z¯) =
i
α′
∂¯X
jµνz (z, z¯) =
i
α′
: X [µ∂Xν] : jµνz¯ (z, z¯) =
i
α′
: X [µ∂¯Xν] : (2.2.21)
avec la convention x[ayb] = (xayb − xbya)/2. Ces courants sont conserve´s classiquement
le long des e´quations du mouvement. Notons cependant que le courant des transformations de
Lorentz n’est pas un champ primaire a` cause du facteur Xµ.
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Courants de Noether des champs fantoˆmes
N’oublions pas que le tenseur e´nergie-impulsion des champs fantoˆmes doit eˆtre ajoute´. Afin
que l’action (2.2.8) soit invariante conforme, il faut les transformations des fantoˆmes suivantes
pour δσa = − va :
δbzz = − vz∂b+  (∂vz)λb
δcz = − vz∂c+  (∂vz)(1− λ)c (2.2.22)
avec λ = 2. Des formules e´quivalentes existent pour b˜ et c˜ en remplac¸ant simplement z par
z¯. En variant l’action, nous calculons aise´ment le tenseur e´nergie-impulsion correspondant :
T g =: (∂b)c : −2∂(: bc :)
T˜ g =: (∂b˜)c˜ : −2∂¯(: b˜c˜ :) (2.2.23)
De meˆme, ce tenseur est bien conserve´ le long des e´quations du mouvement, pour lesquelles
T g et T˜ g sont holomorphes et anti-holomorphes. Le tenseur e´nergie-impulsion complet associe´
a` l’action (2.2.13) est ainsi :
T (z) = TX + T g
T˜ (z¯) = T˜X + T˜ g (2.2.24)
En tant que ge´ne´rateur des transformations conformes, le tenseur e´nergie-impulsion a` un
statut tre`s important en CFT. C’est a` partir de son action sur les fonctionnelles de champs que
les ope´rateurs de vertex et les e´tats asymptotiques sont de´finis.
Les fantoˆmes ve´rifient aussi une syme´trie externes, de´nomme´e syme´trie de nombre fanto-
matique – ghost number – telle que δb = −i b et δc = i c et dont les courants sont :
jg = − : bc :
˜g = − : b˜c˜ : (2.2.25)
Ce courant est conserve´ le long des e´quations du mouvement, pour lesquelles jg et ˜g sont
respectivement holomorphe et anti-holomorphe.
Si ces courants sont de´finis conserve´ classiquement, remarquons qu’ils ne le sont pas tou-
jours au niveau quantique. C’est potentiellement proble´matique car cela implique une brisure
quantique de syme´trie, soit des anomalies et e´ventuellement une rupture d’unitarite´.
A propos de la syme´trie BRST
Pour approfondir l’e´tude de la the´orie a` jauge fixe´e, il faudrait s’inte´resser au groupe de
transformations conformes tenant compte des fantoˆmes et qui se traduit sous la forme d’une
Chapitre 2. Ge´ne´ralite´s : The´orie des cordes et the´ories des champs conformes de surface 45
syme´trie externe, nomme´e BRST. Celle-ci me´lange les fantoˆmes aux champs X , suivant la
transformation infinite´simale :
δBX
µ = i
(
c∂ + c˜∂¯
)
Xµ
δBb = i
(
TX + T g
)
δB b˜ = i
(
T˜X + T˜ g
)
δBc = ic∂c δB c˜ = ic˜∂¯c˜ (2.2.26)
Puisque CFT ⊂ BRST , la the´orie des champs ve´rifiant cette syme´trie est une CFT sur
laquelle a priori un certain nombre de contraintes supple´mentaires sont pose´es, en particulier
sur l’expression des e´tats asymptotiques de la the´orie – et des ope´rateurs de vertex – se traduisant
par des contraintes physiques. Le courant associe´ a` cette syme´trie est :
jB = cT
m +
1
2
: cT g : +
3
2
∂2c
˜B = c˜T˜
m +
1
2
: c˜T˜ g : +
3
2
∂¯2c˜ (2.2.27)
Ici le tenseur e´nergie-impulsion est Tm ou` m signifie ”matie`re”, au lieu de TX , afin de
ge´ne´raliser l’expression a` toute the´orie des champs non fantoˆmes – comme par exemple les
fermions en supercordes. Ce courant est conserve´ le long des e´quations du mouvement, pour
lesquelles jB et ˜B sont respectivement holomorphe et anti-holomorphe.
L’expression ci-dessus montre que la transformation BRST est en fait une transformation
conforme avec vz(z) = c(z) et respectivement vz¯(z¯) = c˜(z¯).
2.2.3 Dimensions conformes, champs primaires et e´tats
Comment un champ se transforme-t-il par transformations conformes ? Pour re´pondre a`
cette question autant de´finir un champ par ses lois de transformations. Ainsi nous pourrions
e´tendre aux champs la notion de tenseur de sorte qu’ils soient covariants par transformation
conforme. Cette proprie´te´ permettrait de de´finir aise´ment des quantite´s physiques, c’est-a`-dire
invariantes conformes. Les champs primaires 12 sont de´finis par la loi de transformation suivante
— voir en particulier l’ouvrage de Di Francesco [24] :
O′(z′, z¯′) =
(
∂z′
∂z
)−h(
∂z¯′
∂z¯
)−h¯
O(z, z¯) (2.2.28)
Le champ O ainsi de´fini est dit champ primaire de poids (h, h¯), ou` ces quantite´s sont
des nombres a priori re´els. La dimension conforme du champ de´signe ∆ = h + h¯ et pa-
rame´trise l’e´volution d’un champ selon un changement d’e´chelle rigide (z, z¯) → (ζz, ζz¯).
Cette quantite´ est a` rapprocher de la notion de dimension pour un champ, rencontre´e dans le
cadre du formalisme de renormalisation en the´orie quantique des champs. Nous de´finissons
aussi le spin S = h − h¯ qui caracte´rise l’e´volution d’un champ selon une rotation rigide
12. Un champ est, de manie`re ge´ne´rale, une fonctionnelle des champs fondamentaux de la the´orie de surface,
iciX et ses de´rive´es successives
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(z, z¯) → (eiφz, e−iφz¯). D’apre`s la formule (2.2.28), les transformations holomorphes et anti-
holomorphes sont tout a` fait se´pare´es. C’est un point crucial des transformations conformes
dans la jauge unitaire sur le plan complexe.
Correspondance e´tat-ope´rateurs : espace de Hilbert
Nous pourrions parler de ces champs en terme d’ope´rateurs tensoriels. Ils devraient alors
eˆtre de´finis en relation a` un espace de Hilbert. En effet, certains champs primaires sont expri-
mables sous la forme de tenseurs conventionnels, c’est-a`-dire de´finis sur la base de l’espace
tangent TpΣ en un point p de la surface. Il s’agit des champs primaires de poids entiers note´s
(n, n¯). D’autres en revanche, les champs primaires de poids non entiers (h, h¯) /∈ R2, ne peuvent
pas eˆtre de´finis sur une telle base.
Il faut donc introduire une base ge´ne´ralise´e {∣∣h, α(i), z〉 ⊗ ∣∣h¯, α˜(i), z¯〉} en tout point (z, z¯)
sur un espace de Hilbert des champs primaires
H =
⊕
(h,h¯)∈R2
Hh ⊗Hh¯ (2.2.29)
Les parame`tres (α(i), α˜(i)) forment un ensemble de proprie´te´s discriminant des ket de meˆme
poids et re´sultant d’un classement en repre´sentations de syme´tries supple´mentaires – les alge`bres
de courant. Autrement dit, chaque espace de Hilbert Hh est lui-meˆme de´compose´ dans une
base hilbertienne ou ge´ne´ralise´e {∣∣h, α(i), z〉}α(i) . Le poids h est en ge´ne´ral calcule´ en fonction
des α(i). Ces espaces de Hilbert constituent les espaces de plus haut poids en CFT – voir la
pre´sentation claire de [101].
Les bras
〈
h, α(i), z
∣∣ sont e´galement introduits tels que :
〈
h, α(i), z
∣∣h′, α′(i), z′〉 = δh,h′ δ(`)(α(i) − α′(i)) δ(z − z′) (2.2.30)
Le bra contient une distribution delta de dirac 〈z| = 〈δz|. Chaque ket et bra subit les trans-
formations conformes selon :
∣∣h, α(i), z′〉′ = (∂z′
∂z
)−h ∣∣h, α(i), z〉
〈
h, α(i), z
′∣∣′ = (∂z′
∂z
)h−1 〈
h, α(i), z
∣∣ (2.2.31)
avec ` le nombre total de proprie´te´s α(i). La transformation du bra provient de la distribution
delta de Dirac. Et respectivement pour les e´tats correspondant aux ope´rateurs anti-holomorphes.
Ainsi tout champ primaire – local – de poids (h, h¯) s’exprime de manie`re ge´ne´rale sous la forme
d’un tenseur invariant selon :
O(h,h¯)(z, z¯) =
∑
α(i)
O(h,h¯)α(i),α˜(j)(z, z¯)
〈
h, α(1), α(2), . . . , z
∣∣⊗ 〈h¯, α˜(1), α˜(2), . . . , z¯∣∣ (2.2.32)
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De sorte qu’un ope´rateur local est de´fini par l’action d’un tenseurO(h,h¯) = ∫ d2z O(h,h¯)(z, z¯)
sur un ket de base :
O(h,h¯)
(
|h, α(i), z 〉 , |h¯, α¯(i), z¯ 〉
)
= O(h,h¯)α(i),α¯(i)(z, z¯) (2.2.33)
Les vecteurs |h, α(i), z 〉 sont appele´s des e´tats et la relation ci-dessus (2.2.33) peut eˆtre
entendue comme une correspondance e´tats - ope´rateurs. Puisque l’e´tat est pique´ en un point
particulier z(p) de la surface, l’ope´rateur obtenu est bien de´fini en un seul point et correspond
donc a` un e´tat asymptotique tel que cela a e´te´ de´fini auparavant 2.2.1.
La correspondance e´tats - ope´rateurs n’est pas triviale a` de´terminer exactement. Il faut in-
troduire les notions d’OPE puis d’action des courants sur les ope´rateurs et d’alge`bre de courant.
Il existe une classe d’ope´rateurs locaux plus grande que celles des ope´rateurs primaires,
dont la transformation par changement d’e´chelle rigide z → ζz est donne´e par :
A′(ζz′, ζ¯ z¯′) = ζ−hζ¯−h¯A(z, z¯) (2.2.34)
Nous appelons aussi (h, h¯) les poids de l’ope´rateurA. Les champs primaires constituent une
classe de cet ensemble d’ope´rateurs. Les ope´rateurs non primaires, sont conventionnellement
nomme´s ope´rateurs descendants.
Une correspondance e´tat-ope´rateur peut eˆtre de´finie a` travers un de´veloppement e´quivalent
a` celui effectue´ pre´ce´demment. Ces ope´rateurs descendants sont covariants le long d’un sous-
groupe des transformations conformes, qui ne concerne que les changements d’e´chelles rigides.
Soit donc dH l’espace de Hilbert de´fini par :
dH =
⊕
(h,h¯)∈R2
dHh ⊗ dHh¯ (2.2.35)
et tel que H ⊂ dH. Ainsi dH est ge´ne´re´ par H en appliquant les alge`bres de courant et
de Virasoro sur les kets de plus haut poids. La base {∣∣h, α(i), z〉 ⊗ ∣∣h¯, α˜(i), z¯〉}α(i),α˜(j) et les
ope´rateurs descendants sont e´galement de´finis via :
A(h,h¯)
(
|h, α(i), z 〉 , |h¯, α˜(i), z¯ 〉
)
= A(h,h¯)α(i),α˜(i)(z, z¯) (2.2.36)
Notons queA(h,h¯) n’est pas a` proprement parler un tenseur, mais un objet covariant dans les
changements d’e´chelles rigides.
OPE et courants
Nous de´finissons le produit inte´rieur entre n’importe quels ope´rateurs – donc pas ne´cessairement
primaires – par l’OPE :
Ai(z)Aj(w) =
∑
k
C kij (z, w) Ak(w) (2.2.37)
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En the´orie quantique des champs, ce produit est de´fini dans la limite ou` les insertions sont
tre`s proches. Il n’est ge´ne´ralement pas convergent. Dans une CFT a` deux dimensions, toute OPE
est convergente avec un rayon de convergence e´gal a` la distance entre les ope´rateurs. Suivant
des contraintes de transformations propres aux the´ories conformes, nous pouvons de´terminer la
forme ge´ne´rale des OPE :
Ai(zi, z¯i)Aj(zj, z¯j) =
∑
k
C kij
z
hi+hj−hk
ij z¯
h¯i+h¯j−h¯k
ij
Ak(zj, z¯j) (2.2.38)
avec la notation zij = zi−zj etC kij un coefficient a priori complexe. Insistons sur le fait que
ces ope´rateurs ne sont pas ne´cessairement primaires et qu’en ge´ne´ral seule une tre`s restreinte
minorite´ d’ope´rateurs est primaire. Particulie`rement inte´ressante est l’OPE du tenseur e´nergie-
impulsion avec un ope´rateur quelconque – y compris lui-meˆme. En effet, la transformation d’un
ope´rateur le long d’un groupe ge´ne´re´ par un courant est donne´ sche´matiquement par l’inte´grale
suivante :
δA(z, z¯) =
∮
Cz
dw δv(w) j(w)A(z) + c.c. (2.2.39)
L’inte´grale est de´finie le long d’un contour ferme´ autour de la position de l’ope´rateur. Le
courant j(w) est exprime´ en terme des champs de la the´orie et est donc lui-meˆme un ope´rateur.
Pour des raisons de cohe´rence, afin que les syme´tries soient conserve´es aussi au niveau quan-
tique, le courant doit toujours eˆtre un champ primaire. En utilisant (2.2.38), la variation in-
finite´simale δA s’exprime sous la forme d’un de´veloppement sur des ope´rateurs primaires et
descendants.
Selon (2.2.17) la transformation conforme d’un ope´rateur est donne´e par :
δA(z, z¯) =
∮
Cz
dw δvz(w)T (w)A(z, z¯) + c.c. (2.2.40)
Puisque T est de poids (2, 0) et d’apre`s la transformation (2.2.34) du champA, nous devons
avoir :
T (w)A(h,h¯)(z, z¯) = . . .+ h
(w − z)2A
(h,h¯)(z, z¯) +
1
(w − z)∂A
(h,h¯)(z) + . . . (2.2.41)
Les termes cache´s ici ne sont pas connus a priori et de´pendent de l’ope´rateur en question.
En pre´sence d’un champ primaire O le de´veloppement se re´duit a` :
T (w)O(h,h¯)(z, z¯) = h
(w − z)2O
(h,h¯)(z, z¯) +
1
(w − z)∂O
(h,h¯)(z) + . . . (2.2.42)
En l’occurrence, puisque T doit eˆtre un champ primaire, il faut :
T (w)T (z) =
2
(w − z)2T (z) +
1
(w − z)∂T (z) + . . . (2.2.43)
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Ne´anmoins, de manie`re ge´ne´rale ce n’est pas ce qui est obtenu En effet, dans le calcul de
l’amplitude (2.2.6) il apparaissait une anomalie proportionnelle a` d+ 1− 26. Cette anomalie se
retrouve naturellement dans la transformation conforme de T :
T (w)T (z) =
c/2
(w − z)4 +
2
(w − z)2T (z) +
1
w − z ∂T (z) + . . . (2.2.44)
La constante c s’appelle la charge centrale et caracte´rise l’anomalie. Dans le contexte du
calcul (2.2.6) nous trouvons c = d + 1− 26. Cette valeur est obtenue apre`s avoir fixe´ la jauge,
c’est-a`-dire en prenant comme point de de´part l’amplitude (2.2.11), soit le tenseur energie-
impulsion (2.2.24).
Afin d’effectuer ces calculs explicitement, il faut connaıˆtre les OPE de base, c’est-a`-dire
celles des champs fondamentaux de la the´orie X , b et c, ainsi que l’ordre normal. Les expres-
sions des OPE sont obtenues a` partir des e´quations quantiques du mouvement, c’est-a`-dire des
e´quations d’ope´rateurs s’appliquant a` l’inte´rieur d’un corre´lateur.
L’ordre normal d’une fonctionnelle : F [X, b, c] : est de´fini tel que l’ensemble est un ope´rateur
dont le corre´lateur est re´gulier dans les coordonne´es de la feuille d’univers, soit 〈: F [X, b, c] :〉 =
reg. De manie`re e´quivalente, l’ordre normal est de´fini par soustraction des singularite´s de la
fonctionnelle :
: F [X, b, c] := F [X, b, c] − sing. (2.2.45)
Dans le cas ou` la fonctionnelle est le produit inte´rieur de deux fonctionnelles re´gulie`res
– supposons-les holomorphes pour simplifier – F(z) et G(w), nous obtenons une de´finition
comple´mentaire de l’OPE en utilisant l’ordre normal :
F(z)G(w) = sing. + : F(z)G(w) :
= sing. +
∑
n∈N
(z − w)n
n!
: (∂nF)G(w) : (2.2.46)
L’application d’un simple de´veloppement de Taylor sur F permet de passer de la premie`re
ligne a` la deuxie`me. Maintenant, a` partir de l’action (2.2.13) nous pouvons calculer les fonctions
de corre´lation suivantes :
〈Xµ(z, z¯)Xν(w, w¯)〉 = −α′ η
µν
2
ln |z − w|2
〈b(z)c(w)〉 = 1
z − w
〈b(z)b(w)〉 = 〈c(z)c(w)〉 = 0 (2.2.47)
Rappelons ici que les champs b et c anticommutent. Par conse´quent b(z)c(w) = c(z)b(w).
Sachant que sur une varie´te´ sans bord, 〈: X(z, z¯)X(w, w¯) :〉 = 〈X(z, z¯)〉2 = 0 par imparite´ de
l’inte´gration sur X , le meˆme argument s’appliquant sur les champs fantoˆmes, nous de´rivons les
OPE suivantes :
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Xµ(z, z¯)Xν(w, w¯) = −α′ η
µν
2
ln |z − w|2
+
∑
n∈N
(
(z − w)n
n!
: (∂nXµ)Xν(w, w¯) : +
(z¯ − w¯)n
n!
: (∂¯nX)X(w, w¯) :
)
b(z)c(w) =
1
z − w +
∑
n∈N
(z − w)n
n!
: (∂nb)c(w) :
(2.2.48)
En utilisant ces de´veloppements et a` partir des formules (2.2.24), (2.2.18) et (2.2.23), nous
obtenons :
T (w)∂Xµ(z) =
1
(w − z)2∂X
µ(z) +
1
w − z ∂
2Xµ(z) + reg.
T (w)b(z) =
2
(w − z)2 b(z) +
1
w − z ∂b(z) + reg.
T (w)c(z) =
−1
(w − z)2 b(z) +
1
w − z ∂c(z) + reg.
T (w)T (z) =
(d+ 1− 26)/2
(w − z)4 +
2
(w − z)2T (z) +
1
w − z ∂T (z) + reg. (2.2.49)
Ainsi, ∂Xµ, b et c sont-ils des champs primaires de poids respectifs (1, 0), (2, 0) et (0,−1).
Dans la dernie`re formule nous retrouvons bien le de´veloppement attendu. Les transformations
conformes ne sont ge´ne´re´es correctement au niveau quantique, a` jauge fixe´e, qu’a` la condition
que l’anomalie s’annule, c’est-a`-dire quand la charge centrale s’annule, donc si et seulement si
d+ 1 = 26. C’est une de´finition comple´mentaire de la the´orie critique des cordes, mais encore
une fois relie´e a` la contrainte d’invariance de Weyl que nous souhaitons imposer intuitivement
a` la the´orie.
La ve´rification de la conservation des courants au niveau quantique est imme´diate :
T (z)jµ(w) =
1
(z − w)2 j
µ(w) +
1
z − w∂j
µ(w) + reg
T (z)jµν(w, w¯) =
1
(z − w)2 j
µν(w) +
1
z − w∂j
µν(w) + reg
T (z)jg(w) =
−3
(z − w)3 +
1
(z − w)2 j
g(w) +
1
z − w∂j
g(w) + reg
T (z)jB(w) =
d+ 1− 26
2(z − w)4 +
1
(z − w)2 jB(w) +
1
z − w∂jB(w) + reg (2.2.50)
Les deux premiers courants sont des tenseurs – donc conserve´s – tandis que les deux der-
niers ne le sont pas. Le courant de nombre fantomatique et le courant de BRST admettent
chacun une anomalie. Dans le cas de jg, l’anomalie est relie´e a` l’existence de modes ze´ro des
champs fantoˆmes et implique le the´ore`me Riemann-Roch (2.2.10) – voir [39]. L’anomalie de
jB est quant a` elle relie´e a` la dimension de l’espace-cible et impose toujours d + 1 = 26. C’est
une nouvelle perspective sur la de´finition de la the´orie critique des cordes.
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Ope´rateurs de vertex inte´gre´s, non-inte´gre´s et e´tat du vide
Les ope´rateurs de vertex doivent eˆtre invariants conformes mais aussi et surtout invariants
BRST. Cela garantie l’invariance conforme quantique de toute amplitude. En raison de l’exis-
tence dans certaines ge´ome´tries de vecteurs de Killing conformes (CKV), il faut aussi imposer,
dans les amplitudes, a` un certain nombre d’ope´rateurs de vertex d’eˆtre fixe´s en des coordonne´es
arbitraires. Il existe donc une dichotomie d’ope´rateurs : les ope´rateurs inte´gre´s et les ope´rateurs
fixe´s.
Les ope´rateurs inte´gre´s sont de la forme :
V =
∫
d2zA(h,h¯)(z, z¯) (2.2.51)
L’invariance BRST sera dans ce cas totalement e´quivalente a` l’invariance conforme et im-
pose simplement que (h, h¯) = (1, 1) et que A soit un champ primaire. C’est-a`-dire dans
l’e´criture utilise´e pre´ce´demment :
V =
∫
d2zO(1,1)(z, z¯) (2.2.52)
Imposer au champ d’eˆtre primaire contraint fortement les parame`tres dont il de´pend ; en
particulier, l’impulsion et la polarisation.
Les ope´rateurs non inte´gre´s, fixe´s, doivent eˆtre, afin de ve´rifier l’invariance BRST, de la
forme :
V =: c c˜O(1,1)(z, z¯) : (2.2.53)
Il s’agit bien d’un ope´rateur de poids (0, 0) qui est donc bien invariant conforme et invariant
BRST. Il s’agit de la forme la plus naturelle pour de´finir un e´tat physique asymptotique, c’est-
a`-dire pique´ en un point quelconque de la surface, via la correspondance (2.2.33).
L’e´tat du vide est naturellement de´fini dans ce contexte comme correspondant au champ
c(z) c˜(z¯). Cela permet de de´finir convenablement les amplitudes du vide, a` un point et a` deux
points. Dans les notations pre´ce´dentes, le ket du vide |Ω〉 = |0〉 ⊗ |↓〉 et son homonyme anti-
holomorphe, s’expriment par :
Ω(−1,−1)
(
|Ω, z〉 ,
∣∣∣Ω˜, z¯〉) = c(z) c˜(z¯) (2.2.54)
Il faut a` pre´sent e´tudier plus en de´tail la correspondance e´tat-ope´rateur que nous avons
introduit a` plusieurs reprises. En particulier, nous allons pre´senter les ope´rateurs de cre´ation,
d’annihilation et de syme´trie.
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De´composition des champs de cordes ferme´es et des courants
Rappelons les e´quations de mouvement (2.2.15) de l’action (2.2.13) :
∂∂¯Xµ = 0
∂c˜ = ∂¯c = 0
∂b˜ = ∂¯b = 0 (2.2.55)
Puisque ∂X , b, c et ∂¯X , b˜, c˜, sont respectivement holomorphe et anti-holomorphe. Ils se
de´composent en se´ries de Laurent :
∂Xµ = −i
√
α′
2
∑
n∈N
αµn z
−n−1 ∂¯Xµ = −i
√
α′
2
∑
n∈N
α˜µn z¯
−n−1
c =
∑
n∈N
cn z
−n+1 c˜ =
∑
n∈N
c˜n z¯
−n+1
b =
∑
n∈N
bn z
−n−2 b˜ =
∑
n∈N
b˜n z¯
−n−2 (2.2.56)
Les conventions sont toujours celles de Polchinski [97]. Dans ces conventions, les trans-
formations conformes de chacun des champs sont correctement imple´mente´es. Nous pouvons
promouvoir les e´quations (2.2.55) et (2.2.56) au niveau quantique, c’est-a`-dire a` l’inte´rieur
d’un corre´lateur, ce qui implique qu’elles sont aussi valables en de´crivant les champs X et les
fantoˆmes par des ope´rateurs agissant dans un certain espace de Hilbert. Par conse´quent, nous
pouvons conside´rer que les coefficients αµn, cn et bn sont des ope´rateurs.
Ces ope´rateurs peuvent eˆtre de´finis en relation inverse a` partir de l’expression des champs
par :
αµn =
√
2
α′
∮
dz
2pi
zn∂Xµ(z)
α˜µn = −
√
2
α′
∮
dz¯
2pi
z¯n∂¯Xµ(z¯)
cn = −i
∮
dz
2pi
zn−2cz(z)
bn = −i
∮
dz
2pi
zn+1bzz(z) (2.2.57)
et de fac¸on similaire pour c˜ et b˜. D’apre`s les deux premie`res expressions, par unicite´ de
valeur de X dans l’espace-cible, nous trouvons αµ0 = α˜
µ
0 . En effet, le long d’un chemin ferme´
γ, √
2
α′
∮
γ
dXµ
2pi
= 0 =
∮
γ(z,z¯)
(
dz
2pi
∂Xµ +
dz¯
2pi
∂¯Xµ
)
= αµ0 − α˜µ0 (2.2.58)
Le mode αµ0 est l’ope´rateur d’impulsion de la corde, note´ α
µ
0 =
√
2
α′p
µ.
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La de´composition comple`te de X peut alors eˆtre de´duite de (2.2.56) sous la forme :
Xµ(z, z¯) = xµ0 − i
α′
2
pµ ln |z|2 − i
√
α′
2
∑
n∈N∗
(
αn z
−n + α˜n z¯−n
)
(2.2.59)
L’ope´rateur position xµ0 est associe´ classiquement a` une position de re´fe´rence de la corde en
une coordonne´e de re´fe´rence donne´e sur la surface.
Ainsi par transformation conforme, la surface de corde comple`te – la sphe`re ici – est de´crite
sous la forme d’un cylindre infiniment long ; ce qui correspond bien a` l’intuition d’une corde
ferme´e se propageant. Les coordonne´es de la surface changent de la fac¸on suivante : z → e−it−iσ
et z¯ → e−it+iσ avec σ ∈ [0, 2pi] et t ∈ R. Ces deux coordonne´es de´crivent bien un cylindre. En
terme de ces coordonne´es, (2.2.59) devient :
Xµ(t, σ) = xµ0 − α′ pµ t− i
√
α′
2
∑
n∈N∗
eint
(
αn e
inσ + α˜n e
−inσ) (2.2.60)
D’apre`s cette formule pµ est bien assimile´ a` l’impulsion de la corde. Les coefficients αµn
correspondent quant a` eux a` des modes de vibration de la corde. Ils sont de deux types : les
modes gauches αn et les modes droits α˜n, puisque les ventres et les noeuds des oscillations se
de´placent respectivement le long des trajectoires t + σ = const. et t − σ = const. Conven-
tionnellement, les quantite´s droites et gauches sont respectivement note´es avec et sans tilde. De
plus, le terme mode peut de´signer l’entier n ou l’ope´rateur αn.
Cette discussion s’applique aussi aux modes des fantoˆmes cn, c˜n, bn et b˜n.
La me´thode pour de´composer les courants de syme´tries et en particulier le tenseur e´nergie-
impulsion est semblable a` celle que nous venons de pre´senter. Nous ne nous inte´ressons ici
qu’au tenseur e´nergie-impulsion et au courant des translations d’espace-cible (2.2.21) :
T (z) =
∑
n
Lnz
−n−2
Jµ(z) = i
∑
n
αµnz
−n−1 (2.2.61)
Parmi les ope´rateurs Ln, trois ont un statut particulier, L−1, L0 et L1. Ils ge´ne`rent les trans-
formations conformes comple`tes, c’est-a`-dire le long de v(z) = α+ βz + γz2. Ils ve´rifient une
alge`bre SL(2,C). Des formules e´quivalentes sont obtenues pour les courants anti-holomorphes.
Outre ces ope´rateurs particuliers, remarquons l’existence d’une infinite´ de ge´ne´rateurs Ln de
translations sur la surface. Cela fait de cette CFT une the´orie inte´grable, c’est-a`-dire totalement
re´soluble. Cette proprie´te´ est assure´e par l’holomorphicite´ du tenseur e´nergie-impulsion. Cette
contrainte n’est en ge´ne´ral pas ve´rifie´e dans une varie´te´ de dimension d 6= 2 parce que la conser-
vation de l’e´nergie-impulsion – mais aussi des autres courants de syme´trie – ne se re´duit pas
en d’aussi simples contraintes d’(anti-)holomorphicite´. Les alge`bres sont calcule´es a` l’aide des
OPE suivantes TJ , TT et JJ :
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∮
C0
dw
∮
Cw
dz zm+1wn+1 T (z)T (w) = [Lm, Ln] = (m− n)Lm+n + c
12
(m3 −m)δm+n∮
C0
dw
∮
Cw
dz zmwn Jµ(z)Jν(w) = [αµm, α
ν
n] = mδm+nη
µν∮
C0
dw
∮
Cw
dz zm+1wn T (z)Jµ(w) = [Lm, αµn] = −nαµm+n (2.2.62)
En premie`re ligne, est identifie´e l’alge`bre de Virasoro vir dont L−1, L0 et L1 constituent bien
une sous-alge`bre sl(2,C). Le ge´ne´rateur L0 est particulier car il est associe´ aux changements
d’e´chelle rigides. Il mesure donc le poids h d’un ope´rateur descendant ou primaire – respective-
ment L˜0 mesure h¯ – dans sa de´composition de Laurent suivant son action d’alge`bre. L’ope´rateur
αµ0 est associe´ a` l’impulsion de la corde, il mesure donc p
µ. Le commutateur [L0, α
µ
0 ] = 0 in-
dique que les vecteurs propres de L0 se de´composent le long des vecteurs propres de α
µ
0 . Le
calcul de l’ OPE JX montre que l’ope´rateur position xµ ve´rifie le commutateur habituel en
me´canique quantique [xµ, pν ] = iηµν .
L’alge`bre des ope´rateurs αµn est une alge`bre d’ope´rateurs de cre´ation et d’annihilation, ce
qui est clair en les rede´finissant par α̂µn = α
µ
n/
√
n. Les seuls commutateurs non nuls sont alors :
[α̂µm, α̂
ν
−m] = η
µν (2.2.63)
Par convention, les αn>0 sont choisis en tant qu’ope´rateurs d’annihilation et les α−n =
(αn>0)
† en tant qu’ope´rateurs de cre´ation. Par convention, pµ est cre´ateur et xµ annihilateur.
Partant d’un vide |0〉⊗|0¯〉 par application re´cursive des ope´rateurs de cre´ation et d’annihilation,
un espace de Fock est de´crit. Ce vide est de´fini par les actions :
αn≥0 |0〉 = 0 α˜n≥0 |0¯〉 = 0 (2.2.64)
Les vecteurs de cet espace sont caracte´rise´s par les valeurs propres de α0 et de L0, par
conse´quent note´s
∣∣∣h,~k〉. D’apre`s la signature minkowskienne de la me´trique, l’espace de Fock
n’est pas bien de´fini a` cause des e´tats de normes ne´gatives. Cependant, ces e´tats de´couplent par
invariance BRST. Par conse´quent, si on ne s’inte´resse qu’aux e´tats physiques, il est suffisant de
ne s’attarder que sur ces e´tats sur la couche de masse et dans la jauge du coˆne de lumie`re, c’est-
a`-dire X0 et X1 fixe´s donc gele´s. Cependant, ce n’est pas une jauge manifestement invariante
de Lorentz, donc en ge´ne´ral, X0 et X1 sont laisse´s libres et la contrainte de couche de masse
est impose´e implicitement.
La meˆme alge`bre – anti-commutante — est de´veloppe´e pour les champs fantoˆmes :
{cn, bm} = δn+m
[L0, cn] = −ncn [L0, bn] = −nbn (2.2.65)
Cette de´finition donne lieue a` l’existence de deux familles de cre´ateurs et d’annihilateurs.
La premie`re famille d’annihilateurs est de´finie par cn≥0 avec b−n = (cn≥0)† les cre´ateurs corres-
pondants. La deuxie`me famille est ge´ne´re´e par la famille bn≥0 et c−n = (bn≥0)† respectivement
annihilateurs et cre´ateurs. Il faut introduire deux vides |↓〉 = c1 |0〉 et |↑〉 = c0c1 |0〉 tels que :
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cn>0 |↓〉 = 0 bn>0 |↑〉 = 0
c0 |↓〉 = |↑〉 b0 |↑〉 = |↓〉
⇒ cn≥0 |↑〉 = 0 bn≥0 |↓〉 = 0 (2.2.66)
Tout ce mate´riel peut eˆtre utilise´ pour exprimer le tenseur e´nergie-impulsion et donc Ln,
d’apre`s les formules (2.2.21). Cependant, il faut de´finir un ordre normal d’ope´rateur ◦◦ ◦◦ e´quivalent
a` l’ordre normal des champs : :. Il doit eˆtre tel que si l’on e´value un courant dans le vide, le
re´sultat est de´fini pour tout z et compatible avec la de´finition du champ primaire du vide cor-
respondant (2.2.54). Pour cela, il faut de´finir ◦◦ ◦◦ tel que dans l’expression re´sultante, tous les
annihilateurs sont a` droite et les cre´ateurs a` gauche, a` une constante additive pre`s.
Le vide fondamental et son adjoint sont choisi conforme´ment a` (2.2.54), ce qui revient a` se
placer dans la jauge de Siegel b0 |phys〉 = 0, c’est-a`-dire :
|Ω〉 = |0〉 ⊗ |↓〉 = c1 |0〉 ⊗ |0〉gh
〈Ω| = 〈0| ⊗ 〈↓| = 〈0| ⊗ 〈0|gh c−1c0 (2.2.67)
Et nous obtenons alors pour expression des modes du tenseur e´nergie-impulsion, la formule
suivante :
Lm =
1
2
∑
n∈N
◦◦α
µ
m−nαµn◦◦ +
∑
n∈N
(n+m)◦◦bm−ncn◦◦ + δm (2.2.68)
La constante additive δm doit permettre de retrouver l’identite´ 〈Ω|L0 |Ω〉 = −1 par compa-
raison a` 〈T (z)〉 = −z−2. Et on trouve δm = −δm,0. Enfin, remarquons l’identite´ suivante :
L0 α
µ
−nα
ν
−m |Ω〉 = (n+m)αµ−nαν−m |Ω〉
L0 c−nb−m |Ω〉 = (n+m)c−nb−m |Ω〉 (2.2.69)
En the´orie bosonique, tout vecteur propre peut donc eˆtre caracte´rise´ par 3 nombres :le poids,
l’impulsion et le mode N . On e´crit
∣∣∣h,~k,N, ↓〉⊗ ∣∣∣h¯, ~k, N˜ , ↓〉 tel que :
αµ0
∣∣∣h,~k,N, ↓〉 = ∣∣∣h,~k,N, ↓〉 kµ
L0
∣∣∣h,~k,N, ↓〉 = ∣∣∣h,~k,N, ↓〉h avec h = α′k2
4
+N − 1 (2.2.70)
et similairement sur les kets du secteur droit. Il faut en outre imposer au tenseur e´nergie-
impulsion les contraintes de Virasoro. Elles demandent l’annulation du tenseur e´nergie-impulsion
sur la surface de corde et sont une conse´quence des e´quations du mouvement de la me´trique de
la surface [69]. En effet, sur une surface de Riemann, le tenseur d’Einstein-Hilbert ve´rifie trivia-
lement Gab = 0 puisque Rab = Rgab/2. Alors, Tab = 0 et cela se traduit en langage ope´ratoriel
par :
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Lm≥0 |phys〉 = 0 (2.2.71)
sur tout e´tat physique |phys〉. En effet, puisque 〈T 〉 = 〈phys|∑L−nzn−2 |phys〉 il suffit
d’imposer cette contrainte en utilisant Ln = L
†
−n par hermiticite´ du tenseur e´nergie-impulsion.
Les contraintes de Virasoro deviennent donc une condition de physicite´ des e´tats de l’espace de
Hilbert. Si l’on retourne a` la formule (2.2.70), cela impose entre autres :
h = α′
k2
4
+N − 1 = 0
h¯ = α′
k2
4
+ N˜ − 1 = 0 (2.2.72)
Il en re´sulte une condition d’identification des niveaux d’excitation N = N˜ appele´e en
anglais level-matching et la formule de masse :
m2 = −k2 = 4
α′
(N − 1) (2.2.73)
Le fondamentalN = 0 est clairement tachyonique, c’est une caracte´ristique de la the´orie des
cordes bosoniques, qui admet des tachyons de cordes ferme´es et ouvertes. L’ensemble d’e´tats
suivant N = 1 est non-massif. Ces derniers sont tre`s inte´ressants car ils admettent parmi eux un
champ tensoriel de spin 2 : le graviton. Les modes suivants sont tous massifs. Puisque la limite
naturelle de the´orie des cordes est α′ = `2s → 0, les gaps de masse carre´ ∆m2 = 4/α′ sont quasi-
infinis, de sorte qu’en oubliant le fondamental tachyonique, les cordes massives de´couplent et
ne restent que les cordes non-massives. Ces dernie`res constituent ainsi la partie du spectre de
corde physiquement inte´ressante.
Correspondance e´tats-ope´rateur de vertex : de´finition explicite
La correspondance entre les e´tats et les ope´rateurs est obtenue en utilisant (2.2.57). Dans
l’hypothe`se ou` les champs peuvent eˆtre de´finis sans ambiguı¨te´, ∂X(z) par exemple, holo-
morphes re´guliers en leur point d’insertion z, alors il est possible de relier les ope´rateurs de
cre´ation a` des ope´rateurs de vertex par de´veloppement en se´rie de Taylor. Ceci permet de de´finir
explicitement la correspondance e´tat-ope´rateurs. Ainsi, a` position fixe´e elle est donne´e par :
|kµ,Ω, z〉 −→ : c(z)eikµXµ :
αµ−n |Ω, z〉 −→ : c(z)∂nX(z) :
c−n |Ω, z〉 −→ : c(z)∂n+1c(z) :
b−n |Ω, z〉 −→ : c(z)∂n−2b(z) : (2.2.74)
La premie`re identite´ est obtenue par comparaison entre l’action du courant de translation
sur l’ope´rateur de vertex et l’action de α0 sur l’e´tat. Seule la partie holomorphe est pre´sente´e
ici. E´videmment, les formules e´quivalentes existent pour la partie non-holomorphe.
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De manie`re ge´ne´rale, ces ope´rateurs sont des descendants. Seule une minorite´ d’entre eux
sont des ope´rateurs primaires. Ceux-ci correspondent aux e´tats de plus haut poids ve´rifiant par
de´finition Ln≥0 |ψ〉 = 0 et contenus dans l’espace de HilbertH.
Tout e´tat du spectre – et son ope´rateur de vertex associe´ – est obtenue par combinaison de
l’ensemble des modes cre´ateurs sur le ket d’impulsion kµ. Par la correspondance ainsi donne´e,
il suffit ensuite de remplacer chaque mode par son ope´rateur.
2.2.4 Spectre physique et contrainte BRST, e´tats et ope´rateurs de vertex
La formule de masse pre´ce´dente permet de de´composer l’ensemble des e´tats de l’espace de
Hilbert le long d’un spectre de masse. A chaque niveau de masse, formellement identifie´ par N ,
il existe un certain nombre d’e´tats physiques, la condition e´tant que Lm≥0 |phys〉 = 0. En toute
rigueur, puisque la jauge a e´te´ fixe´e en introduisant des champs fantoˆmes, il faut plutoˆt imposer
la condition d’invariance BRST QB |phys〉 = 0. La charge BRST QB est de´finie par l’inte´grale
de contour :
QB =
1
2pii
∮
(dz jB(z)− dz¯ ˜B(z¯)) (2.2.75)
dont le contour encercle l’ope´rateur sur lequel la charge agit. La contrainte BRST est for-
mellement similaire a` la contrainte d’invariance conforme puisque CFT ⊂ BRST . Mais de
nouvelles contraintes lie´es a` la cohomologie BRST Hferme´/Hexact sont impose´es. La contrainte
BRST constitue la condition de fermeture et construit l’espace de Hilbert des e´tats ferme´s BRST
Hferme´. Les e´tats exacts BRST sont donne´s parQB |χ〉 avec |χ〉 un e´tat quelconque non physique,
car pour c = 0 la nilpotence Q2B = 0 est ve´rifie´e. La nilpotence implique en outre que QB |χ〉
est un e´tat nul. L’espace de Hilbert des e´tats exacts BRSTHexact est obtenu ainsi.
La condition de jauge de Siegel, brie`vement introduite et utilise´e pre´ce´demment dans la
formule (2.2.67), est obtenue en choisissant l’espace de Hilbert appartenant a` la cohomologie
BRST. Il s’agit en re´alite´ d’un choix arbitraire du vide fantoˆme |↓〉 e´quivalent a` l’inclusion des
champs cc˜(z) dans tout ope´rateur de vertex a` position fixe´e. Ainsi, le vide |↑〉 aurait a priori pu
eˆtre choisi en tant que vide fondamental. L’e´tude de la cohomologie BRST montre cependant
que |↑〉 = QB |↓〉 et que |↑〉 n’apparaıˆt donc pas comme un bon e´tat de de´part pour construire
l’espace de Hilbert de la cohomologie.
Les deux premiers niveaux sont alors :
• Le tachyon fondamental |k, 0, ↓〉⊗˜|k, 0, ↓〉 qui ve´rifie simplement α′m2 = −4. L’ope´rateur
de vertex correspondant est obtenue par la correspondance introduite pre´ce´demment et
qui donne a` position fixe´e :
VT = cc˜ eikµXµ(z) (2.2.76)
et inte´gre´ simplement :
VT =
∫
d2z eikµX
µ
(z) (2.2.77)
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• Le premier e´tat excite´ |k, 1, ↓〉 ⊗ ˜|k, 1, ↓〉 de masse m2 = 0. Les deux secteurs droits et
gauches sont e´quivalents. Le de´tail du secteur gauche est le suivant :
|k, 1, ↓〉 = ζµ αµ−1 |k, 0, ↓〉 (2.2.78)
dont la polarisation ζµ ve´rifie la relation ζµkµ = 0 mais n’est de´termine´e qu’a` une trans-
formation de jauge pre`s ζµ ∼ ζµ +
√
2α′ βkµ avec β un nombre. Pour l’e´tat complet nous
devons plutoˆt introduire la polarisation ζµν mais le nombre de contraintes est alors double.
En tout cela fait 24× 24 degre´s de liberte´.
L’ope´rateur de vertex correspondant a` cet e´tat est simplement :
Vζ = cc˜ ζµν∂Xµ∂¯X˜νeikµXµ(z) (2.2.79)
Par la de´composition ζµν = h(µν) + b[µν] + ηµνΦ cet ope´rateur de´crit le graviton, tenseur
syme´trique sans trace, le champ de Kalb-Ramond anti-syme´trique, et le dilaton Φ scalaire
et correspondant ici a` la trace.
2.2.5 Amplitudes et OPE
Cette section et ce chapitre seront termine´s en e´tudiant les amplitudes et leurs relations aux
OPE de´finis pre´ce´demment. Une fois la correspondance connue entre les e´tats et les ope´rateurs
de vertex, on peut exprimer les amplitudes a` N-points sur la surface de corde, c’est-a`-dire les
e´le´ments de matrice-S on-shell. Puisqu’une amplitude s’e´crit line´airement, il n’est pas possible
d’exprimer une amplitude ge´ne´rale a` plus de 2 points uniquement a` partir d’e´tats asymptotiques
de type |ψ, z〉. Il est donc ne´cessaire d’exprimer les e´tats sous forme de fonctions d’ope´rateurs
agissant sur les e´tats asymptotiques du vide ou plus ge´ne´ralement sur des e´tats physiques. Les
ope´rateurs de vertex jouent ce roˆle. En outre, il y a correspondance entre les ope´rateurs qui
agissent sur l’espace de Hilbert et les champs de la the´orie conforme. Cette correspondance est
e´tablie par la formule (2.2.33) et s’exprime pour les amplitudes, ici a` l’ordre des arbres, par :
∫ ∏
i
d2zi 〈ψ,∞|T [Vˆ (z1, z¯1)Vˆ (z2, z¯2)] . . . |ψ′, 0〉
=
∫ ∏
i
d2zi
〈
T [V ′ψ(∞)V (z1, z¯1)V (z2, z¯2) . . . Vψ′(0)]
〉
(2.2.80)
avec T l’ope´rateur d’ordre en temps conforme, c’est-a`-dire qui ordonne dans le plan com-
plexe |z1| > |z2| > . . .. Les points z → 0 et z →∞ dans le plan complexe sont les e´quivalents
conformes des infinis temporels asymptotiques – sur la sphe`re, ils correspondent aux poˆles sud
et nord. Les ope´rateurs sont des poinc¸ons de la surface aux points d’insertion. On note les
ope´rateurs avec un chapeau. A gauche, les ope´rateurs Vˆ sont des fonctions des ope´rateurs fon-
damentaux (αn, cn, bn, . . .). A droite, les champs V sont des fonctionnelles des champs fonda-
mentaux (Xµ, b, c, . . .). Attention l’ope´rateur V ′ψ(∞) est de´fini de manie`re particulie`re car, tech-
niquement, il faut subdiviser la sphe`re en deux he´misphe`res colle´s a` l’e´quateur avec certaines
conditions de collage conformes [97, 98]. Donc V ′ est le transforme´ conforme de V suivant la
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transformation correspondante a` la fonction de transition a` l’e´quateur, qui est z → u = 1/z.
L’amplitude sans insertion s’appelle fonction de partition, a` l’ordre des arbres ici et est note´e
Z. L’amplitude de´pend e´videmment de la the´orie de surface, c’est-a`-dire de l’action de surface
S ou de l’hamiltonien H suivant la description choisie et de la ge´ome´trie – par exemple le
disque ou la sphe`re, mais aussi le cylindre ou le tore. En ce sens, la fonction de partition est une
donne´e importante car elle caracte´rise la the´orie quantique, nue. C’est en particulier le cas de
la fonction de partition cylindrique. Nous y reviendrons dans le cadre des supercordes, dans la
section 2.3.3.
Du point de vue des ope´rateurs, la de´finition de la the´orie, c’est-a`-dire de l’action de surface,
modifie les relations de commutations. Du point de vue des champs, elle modifie les formules
d’OPE. En ge´ne´ral, une amplitude est comple`tement de´termine´e par l’expression des OPE. En
fait en the´orie conforme, la connaissance des OPE a` 2 points (2.2.38), c’est-a`-dire les valeurs
des fonctions a` 3 points, suffit a` re´soudre entie`rement la the´orie, donc a` calculer toutes les am-
plitudes. Par exemple, a` partir de l’OPE des champsXµ en espace plat et dans le plan complexe,
l’OPE de N ope´rateurs : eikµXµ(zi, z¯i) : est exactement de´termine´e :
N∏
i=1
: eik
(i)
µ X
µ
(zi, z¯i) :=
N∏
1≤i<j
|zi − zj|α
′ k(i)·k(j)
2 :
N∏
i=1
eik
(i)
µ X
µ
(zi, z¯i) : (2.2.81)
Dans ce cas la fonction de corre´lation de ce produit donne l’inte´grale :
∫ N∏
i
d2zi
N−1∏
i=1
Θ(|zi| − |zi+1|)
N∏
1≤i<j
|zi − zj|α
′ k(i)·k(j)
2
〈
:
N∏
i=1
eik
(i)
µ X
µ
(zi, z¯i) :
〉
(2.2.82)
La valeur du corre´lateur re´gulier est simplement une fonction delta de Dirac a` D dimensions
δ(D)(
∑
i k
(i)). La fonction Θ(x) est la fonction theˆta de Heaviside, valant 1 pour tout x > 0 et
0 sinon. Par la suite, pour obtenir exactement l’amplitude (2.2.80) sur la sphe`re, il faut d’abord
fixer la position de trois ope´rateurs de sorte de fixer la jauge SL(2,C) du groupe des CKV
sur la sphe`re, typiquement sont choisies les coordonne´es (0, 1,∞). Puis, il faut appliquer la
transformation conforme z → 1/z a` l’ope´rateur le plus a` gauche qui rec¸oit la position∞. Cela
s’exprime finalement 13 par :
δ(D)(
N∑
i=1
k(i))
∫ N∏
i=4
d2zi
N−1∏
i=4
Θ(|zi| − |zi+1|)
N∏
4≤i<j
|zi − zj|α
′ k(i)·k(j)
2
N∏
i=4
|1− zi|α
′ k(2)·k(j)
2
(2.2.83)
Les inte´grales finales s’expriment en ge´ne´rale a` l’aide de fonctions Γ et constituent des
amplitudes de Veneziano. La formule pre´sente´e ci-dessus est la fonction de corre´lation de N
tachyons de cordes ferme´es en the´orie bosonique. La formule d’OPE (2.2.81) sera re´utilise´e
dans les calculs de la fonction de partition du syste`me brane-antibrane se´pare´.
Nous passerons maintenant a` la de´finition de la the´orie de supercordes et des the´ories super-
conformes.
13. On renomme les coordonne´es zi de sorte que sont fixe´es (z1, z2, z3) = (0, 1,∞).
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2.3 Supercordes et the´orie superconforme
En the´orie bosonique, le spectre de particules ne contient que des bosons et ne peut donc pas
correspondre a` une physique re´aliste qui contient, comme nous le savons bien par expe´rience,
des particules fermioniques. En fait, il est possible de construire des spineurs d’espace-cible [100,
98, 69, 39, 53] en the´orie des cordes. Nous allons nous concentrer sur le formalisme des cordes
RNS, qui introduit les fermions dans la surface de corde. Mentionnons cependant qu’il existe
aussi un formalisme dans lequel on introduit les fermions directement dans l’espace-cible : les
cordes de Green-Schwarz. Nous n’aborderons pas leur sujet ici car nous n’en ferons pas usage,
mais je renvois aux ouvrages [53, 54]. Dans le formalisme RNS, il faut ajouter des degre´s
internes fermioniques (ψµa , ψ˜
µ
b ) en nombre a priori arbitraire sur la surface de corde, c’est-a`-
dire avec a = 1 . . . NL et b = 1 . . . NR. Avec les bosons (X
µ
L, X
µ
R) ils forment sur la surface
de cordes une the´orie supersyme´trique N = (NL, NR). En re´alite´, on devrait plutoˆt parler de
the´orie de supergravite´ a` 2 dimensions, car les transformations de supersyme´trie sont de´finies
localement sur la surface.
Nous obtenons ainsi la the´orie de supercordes qui est une the´orie de particules bosoniques
et fermioniques ve´rifiant e´ventuellement une ou plusieurs supersyme´tries d’espace-cible. On
distingue 5 the´ories de supercordes de dimension 10 : types IIA et IIB qui sont des supergravite´s
de type II donc N = 2 ; type I, une supergravite´ de type I donc N = 1 ; et enfin deux the´ories
he´te´rotiques de´finies sur les groupes SO(32) ou E8 × E8. Ces deux dernie`res sont obtenues en
imposant une supersyme´trie de surface N = (0, 2) et les 3 premie`res sont construites de sorte
qu’elles ve´rifient une supersyme´trie de surface N = (1, 1). Nous n’e´tudierons dans la suite que
les types IIA et IIB car il s’agit du cadre de mon travail de the`se. Les cordes de type I sont non-
oriente´es et couplent naturellement a` des cordes ouvertes non oriente´es, tandis que les types II
sont oriente´es et a priori des the´ories de cordes ferme´es exclusivement – mais c¸a n’est pas tout
a` fait le cas comme nous le verrons.
2.3.1 Action et syme´trie superconforme
Pour construire les the´ories de type II en formalisme RNS, il faut introduire l’action suivante
sur le plan complexe directement, selon les conventions de Polchinski [98] :
SII =
1
2piα′
∫
C
d2z
(
∂Xµ∂¯Xµ +
α′
2
ψµ∂¯ψµ +
α′
2
ψ˜µ∂¯ψ˜µ
)
(2.3.1)
Il s’agit d’une the´orie conforme, en l’occurrence libre puisqu’il n’y a pas de couplages, de
charge centrale holomorphe c = 3D/2 et antiholomorphe c˜ = 3D/2. Les bosons sont chacun de
charge (c, c˜) = (1, 1) et les fermions holomorphes (ou gauches) ψµ sont de charge (1/2, 0) tan-
dis que les fermions antiholomorphes (ou droits) ψ˜ de charge (0, 1/2). Pour simplifier, plac¸ons
nous maintenant dans minkowski Gµν = ηµν . Nous reviendrons plus tard sur des configurations
plus ge´ne´rales dans la discussion sur le mode`le sigma.
Champs de matie`re
Le tenseur e´nergie-impulsion total est aise´ment obtenu :
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T (z) = − 1
α′
∂Xµ∂Xµ − 1
2
ψµ∂ψµ (2.3.2)
Les fermions ve´rifient les e´quations du mouvement suivantes :
∂ψ˜µ = 0
∂¯ψµ = 0 (2.3.3)
De sorte que ψ est holomorphe et ψ˜ anti-holomorphe. Une caracte´ristique essentielle de
cette the´orie est la supersyme´trie de surface. Elle s’exprime par les transformations suivantes :
δXµ(z, z¯) =
√
α′
2
(
−η(z)ψµ(z)− η(z)∗ψ˜µ(z¯)
)
δψµ(z) =
√
2
α′
η(z)∂Xµ(z)
δψ˜µ(z¯) =
√
2
α′
η(z)∗∂¯Xµ(z¯) (2.3.4)
avec η(z) un parame`tre fermionique donc anti-commutant. Elles se nomment transforma-
tions superconformes et sont ge´ne´re´es par le courant de supersyme´trie :
jη(z) = η(z)TF (z) et ˜η(z¯) = η(z)∗T˜F (z¯)
TF = i
√
2
α′
ψµ∂Xµ et T˜F = i
√
2
α′
ψ˜µ∂¯Xµ (2.3.5)
L’ensemble ferme´ constitue´ des transformations conformes et superconformes forment l’alge`bre
superconforme sachant que le commutateur de deux courants superconformes donne un courant
conforme.
Les OPE fondamentales des champs sont de´rive´es a` partir de l’action et sont :
Xµ(z, z¯)Xν(w, w¯) ∼ −α
′
2
ηµν ln |z − w|2
ψµ(z)ψν(w) ∼ η
µν
z − w
ψ˜µ(z¯)ψ˜ν(w¯) ∼ η
µν
z¯ − w¯ (2.3.6)
Desquels l’alge`bre superconforme suivante est de´duite :
T (z)T (w) ∼ 3(d+ 1)/4
(z − w)4 +
2
(z − w)2T (w) +
1
z − w∂T (w)
T (z)TF (w) ∼ 3/2
(z − w)2TF (w) +
1
z − w∂TF (w)
TF (z)TF (w) ∼ d+ 1
(z − w)3 +
2
z − wT (w) (2.3.7)
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Nous identifions donc c = 3(d + 1)/2. Une the´orie des champs ve´rifiant cette syme´trie
superconforme est appele´e SCFT, c’est-a`-dire super-CFT. Ici le nombre de supersyme´tries de
surface en fonction des secteurs gauche et droit est N = (1, 1). Nous pourrions cependant
ajouter plus de supersyme´tries, de sorte que TF → T aF avec a = 1 . . . N . Nous ne calculerons
pas explicitement les transformations conformes de tous les champs. Mentionnons simplement
que ψ est de poids (1/2, 0) et ψ˜ de poids (0, 1/2) tandis qu’ils participent a` la charge centrale
de c = c˜ = 1/2. Pour les champs X rien ne change par rapport a` la section pre´ce´dente.
Fantomes et super-fantomes
Nous ne devons pas oublier qu’il faut ajouter des fantoˆmes une fois que la jauge de la
syme´trie SCFT est fixe´e par la me´thode de Fadeev-Popov. Ici en revanche, nous devrons ajouter
une nouvelle paire de fantoˆmes (β, γ) bosoniques et commutants, aux fantoˆmes de´ja` introduits
dans la the´orie bosonique. Pour ces champs, nous construisons le tenseur e´nergie-impulsion et
le ge´ne´rateur super-conforme :
T gh = Tbc − γ∂β
2
− 3
2
β∂γ
T ghF = −i
(
c∂β − γb
2
+
3
2
∂cβ
)
(2.3.8)
avec Tbc le tenseur e´nergie-impulsion des fantoˆmes (b, c). Nous n’expliciterons pas ici les
transformations conformes de tous ces champs, mais nous mentionnerons simplement que (β, γ)
sont holomorphes de poids (3/2,−1/2). Leur contribution totale a` la charge centrale est c = 11
tandis que les fantoˆmes (b, c) contribuent de c = −26.
Comme nous l’avons fait pre´ce´demment, nous pouvons maintenant construire un courant
BRST. Il est ici donne´ par la combinaison :
jB = γT
m
F + cT
m +
1
2
(
cT gh + γT ghF
)
(2.3.9)
et son e´quivalent anti-holomorphe. Ultimement c’est ce qu’il faudra appliquer aux ope´rateurs
de vertex une fois la jauge fixe´e dans l’amplitude pour en faire des ope´rateurs physiques, c’est-
a`-dire invariants superconformes.
Supercordes critiques et amplitude de Polyakov
La limite de the´orie critique est atteinte quand l’amplitude est exactement invariante conforme,
en particulier au niveau quantique. L’anomalie e´tant proportionnelle a` la charge centrale, il faut
imposer ctot = 0, soit ici :
ctot =
3(d+ 1)
2
+ 11− 26
=
3(d+ 1− 10)
2
= 0 (2.3.10)
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Ceci impose d + 1 = 10 comme nous l’avancions dans la section bosonique. L’amplitude
de Polyakov en the´orie critique a` jauge fixe´e est finalement :
〈
N∏
α=1
Vα(k
µ
α)
〉
Σ
=
∫
[dω]
Ω(SCKV )
∫
DbDcDβDγ
∫
DXDψDψ˜ e−Sp[ωg]−Sgh
N∏
α=1
Vα(k
µ
α)
(2.3.11)
en divisant par le groupe des super-CKV 14. Il est e´quivalent de fixer les positions d’au-
tant d’ope´rateurs que de SCKV mais la proce´dure exacte ne´cessite d’introduire la bosonisation
et les picture que nous ne verrons pas ici mais que la litte´rature de´crit de´ja` abondamment –
voir par exemple [39, 98]. Les ope´rateurs de vertex ont des formes plutoˆt complexes s’ils sont
de´compose´s sur les champs X et ψ mais nous les introduirons plutoˆt dans le formalisme du
super-espace ou` ils sont plus aise´s a` de´finir.
2.3.2 Modes et e´tats asymptotiques
Secteurs R et NS et se´ries de Laurent
Afin d’introduire les modes comme en the´orie bosonique, nous pouvons simplement de´velopper
les champs holomorphes et anti-holomorphes en se´rie de Laurent. Ce ne sera cependant pas
aussi direct ici car nous devons distinguer deux types de secteurs. En effet, puisque toute obser-
vable est bosonique, l’expression est ne´cessairement paire dans les fermions. Ainsi deux types
de conditions pe´riodiques sur le plan complexe peuvent eˆtre impose´es :
Neveu-Schwarz (NS) : ψµ(ei2piz) = ψµ(z)
Ramond (R) : ψµ(ei2piz) = −ψµ(z) (2.3.12)
Dans la description du cylindre, le secteur NS est anti-pe´riodique par rotation comple`te
autour de la direction compacte et le secteur R pe´riodique. Le long de ces secteurs les se´ries de
Laurent sont :
NS : ψµ(z) =
∑
r∈Z+ 1
2
ψµr z
−r−1/2
R : ψµ(z) =
∑
r∈Z
ψµr z
−r−1/2 (2.3.13)
Et de meˆme dans le secteur anti-holomorphe en remplac¸ant ψ par ψ˜ et z par z¯. Il y a une cou-
pure dans le secteur R ce qui est important pour les relations d’anti-commutation des ope´rateurs.
Sans rentrer dans les de´tails elles sont donne´es par :
{ψµr , ψνs} = {ψ˜µr , ψ˜νs} = ηµνδr,−s (2.3.14)
14. La ge´ne´ralisation supersyme´trique des vecteurs de Killing conformes (CKV) introduit dans la section 2.2.
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La correspondance entre les modes et les ope´rateurs est permise par les identite´s inte´grales
suivantes :
ψr =
1
2pii
∫
dz zr−1/2ψ(z)
ψ˜r =
1
2pii
∫
dz zr−1/2ψ˜(z) (2.3.15)
Dans la limite ou` chaque champ peut eˆtre de´fini correctement en un point donne´ en extra-
yant les divergences des se´ries de Laurent par une ge´ne´ralisation de l’ordre normal, les modes
correspondent pre´cise´ment a` des ope´rateurs de vertex re´guliers en leur point d’insertion. Par
exemple pour un champ NS :
ψ−1/2−r −→ 1
r!
∂rψ(0) (2.3.16)
Pour ce qui est des champs R, il n’existe pas de relation aussi simple a` cause de la coupure
dans l’inte´grande (r est entier). Il faut en fait de´finir des ope´rateurs de spin, que nous n’intro-
duirons pas ici, mais dont nous mentionnons simplement l’existence. Les de´crire ne´cessiterait
d’introduire la bosonisation et ce sont des conside´rations qui sont en dehors du sujet de la
pre´sente the`se.
Les champs fantoˆmes superconformes (β, γ) e´tant obtenus par supersyme´trie a` partir des
fantoˆmes (b, c) et le ge´ne´rateur de supersyme´trie e´tant un spineur de surface ve´rifiant lui-meˆme
les conditions NS ou R, nous avons que le de´veloppement en se´rie de Laurent de ces fantoˆmes
est :
β(z) =
∑
r∈Z+ν
βr z
−r−3/2
γ(z) =
∑
r∈Z+ν
γr z
−r+1/2 (2.3.17)
avec ν = 0 dans secteur NS et ν = 1/2 dans R. Ils ve´rifient le commutateur [γr, βs] = δr,−s.
En terme de tous ces ope´rateurs, les expressions des ope´rateurs du tenseur e´nergie-impulsion et
du tenseur super-conforme se de´veloppent suivant :
TF (z) =
∑
r∈Z+ν
Gr z
−r−3/2
T (z) =
∑
n
Ln z
−n−2 (2.3.18)
dont l’alge`bre comple`te est donne´e pour c = 0 par :
[Lm, Ln] = (m− n)Lm+n
{Gr, Gs} = 2Lr+s
[Lm, Gr] =
m+ 2r
2
Gm+r (2.3.19)
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A partir des expressions (2.3.2), (2.3.5) et (2.3.8) nous obtenons :
Lm = L
mat
m + L
gh
m + a δm,0
Lmatm =
1
2
∑
n∈Z
◦◦α
µ
m−nαµ,n◦◦ +
1
4
∑
r∈Z+ν
(2r −m)◦◦ψµm−rψµ,r◦◦
Lghm =
∑
n∈Z
(m+ n)◦◦bm−ncn◦◦ +
∑
r∈Z+ν
1
2
(m− 2r)◦◦βm−rγr◦◦ (2.3.20)
Gr = G
mat
r +G
gh
r
Gmatr =
∑
n∈Z
αµnψµ,r
Gghr = −
∑
n∈Z
(
1
2
(2r + n)βr−ncn + 2bnγr−n
)
(2.3.21)
avec a = −1/2 dans le secteur NS et a = 0 dans secteur R.
Constructions des e´tats physiques
Les e´tats physiques construits dans la the´orie a` jauge fixe´e doivent eˆtre tels qu’ils sont inva-
riants BRST. Ils sont obtenus par application des divers modes que nous venons d’introduire sur
le vide NS ou R et doivent correspondre bijectivement a` des ope´rateurs de vertex e´ventuellement
primaires ou descendants de manie`re plus ge´ne´rale, par la correspondance e´tat-ope´rateur que
nous avons de´ja` vu dans la the´orie bosonique. La contrainte d’invariance BRST s’exprime par
la formule de fermeture :
QB |phys〉 = 0 (2.3.22)
et puisque Q2B = 0 quand c = 0 nous savons que tout e´tat physique doit appartenir a` la
cohomologie BRST ∼ Hferme´/Hexact ou` un e´tat exact est simplement |phys′〉 = QB |χ〉. Les
vides NS et R sont tels que :
L0 |0〉NS = −
1
2
|0〉NS L0 |0〉R = 0
ψNSr>0 |0〉NS = 0 ψRr>0 |0〉R = 0 ψR0 |0〉R = |0′〉R (2.3.23)
Les modes ze´ros du secteur R ψµ0 jouent le roˆle de matrices γ
µ en 10 dimensions et forment
les ge´ne´rateurs d’une alge`bre de Clifford {ψµ0 , ψν0} ∝ ηµν . Les vides |0〉R en sont une repre´sentation
spinorielle de dimension 32 et note´e 32 re´ductible en deux repre´sentations de Weyl 16 + 16′
suivant la valeur propre de l’ope´rateur de chiralite´, respectivement +1 pour l’une et −1 pour
l’autre. Cet ope´rateur de chiralite´ est ici note´ (−1)F dans le secteur gauche et (−1)F dans le
secteur droit. L’ope´rateur F nomme´ nombre fermionique anti-commute avec tout fermion de
surface de corde, y compris les fermions fantomes et ceux du secteur NS.
Le vide NS contient une contribution de fantoˆmes telle qu’il ve´rifie :
(−1)F |0〉NS = − |0〉NS (2.3.24)
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La construction des e´tats et des ope´rateurs est assez similaire au cas bosonique, donc nous
ne de´velopperons pas la me´thode. Il est plus inte´ressant de comprendre comment apparaissent
les diffe´rentes the´ories de type II, par exemple, en introduisant la fonction de partition et les
projections GSO.
En effet, par les valeurs propres de l’ope´rateur de chiralite´ et par la de´composition RNS sur
chaque secteur droit et gauche, quatre secteurs se distinguent pour les cordes ferme´es ainsi que
quatre jeux de valeurs propres de chiralite´ :
NS± NS± NS± R± R± NS± R± R± (2.3.25)
Les secteurs NS-NS et R-R sont bosoniques – un bi-spineur est un boson tenseur – et les
secteurs NS-R et R-NS spinoriels donc fermioniques. Le spectre de´veloppe´ dans ces secteurs
peut eˆtre re´duit en classes supersyme´triques et non-supersyme´triques, comme nous allons main-
tenant le voir en introduisant la projection GSO.
super-espace et ope´rateurs de vertex
Mais avant cela, e´tudions brie`vement le super-espace et comment y de´finir une action de
surface de corde et des ope´rateurs de vertex. Le super-espace N = (1, 1) est de´fini par le couple
de coordonne´es (z, z¯, θ, θ¯) avec (θ, θ¯) des variables de Grassmann anti-commutantes. Nous y
de´finissons un superchamp Φ par de´veloppement de Taylor :
Φ(z, z¯) = φ(z, z¯) + θψ(z, z¯) + θ¯ψ˜(z, z¯) + θθ¯F (z, z¯) (2.3.26)
ou` les champs φ, ψ, ψ˜ et F sont superpartenaires par action de supersyme´trie. En ge´ne´ral, F
est champ auxiliaire et doit s’annuler sur son e´quation du mouvement. Ainsi, nous introduisons
les champs bosoniques et fermioniques superpartenaires dans un seul et meˆme champ X tel
que :
X(z, z¯) = X(z, z¯) + i
√
α′
2
θψ(z) + i
√
α′
2
θ¯ψ˜(z¯) + θθ¯F (z, z¯) (2.3.27)
En introduisant la super-de´rive´e D = ∂θ + θ∂ et la super-inte´grale
∫
d2zd2θ qui s’ap-
pliquent selon les conventions habituelles, l’action correspondante, toujours dans Minkowski,
peut s’e´crire :
Ssuper =
1
2piα′
∫
d2zd2θ DXµD¯Xµ
=
1
2piα′
∫
d2z
(
∂Xµ∂¯Xµ +
α′
2
ψµ∂¯ψµ +
α′
2
ψ˜µ∂ψ˜µ +
α′
2
F 2
)
(2.3.28)
Nous avons de´compose´ les champs dans la seconde ligne et applique´ la de´rive´e et l’inte´grale.
Le champ auxiliaire s’inte`gre trivialement et disparaıˆt simplement sans conse´quence pour re-
donner l’action originelle. En ge´ne´ral, la convention α′ = 2 est choisie, de sorte que le facteur
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√
2/α′ disparaıˆt, ce qui est souvent plus commode a` utiliser. Cependant nous utiliserons plutoˆt
dans la suite α′ = 1 qui est une convention plus habituelle et commune avec la the´orie boso-
nique.
Les OPE du champ X sont directement dans le super-plan complexe :
Xµ(z, θ)Xν(w, θ′) = −η
µν
2
ln |z − w − θθ′|2 (2.3.29)
En de´veloppant les membres de gauche et droite on retrouve les formules explicites des OPE
des champs X et ψ donne´es en de´but de section dans la formule (2.3.6).
Dans ce formalisme, les expressions des divers ope´rateurs de vertex inte´gre´s, correspondant
aux champs du secteur NS, sont aise´ment obtenues. Dans le secteur R, la construction est plus
de´licate car il faut introduire des champs de spin, ce que nous ne ferons pas ici car nous n’en
aurons pas spe´cifiquement besoin, mais nous recommandons le lecteur vers [98].
• Le tachyon NS est exprime´ par l’ope´rateur de vertex inte´gre´ dans le super-espace :
VT =
∫
d2zd2θ eikµX
µ
(2.3.30)
Il doit ve´rifier la condition de masse α′m2 = −k2 = −2 qui apparaıˆt naturellement en de-
mandant que l’ope´rateur complet inte´gre´ soit invariant conforme. Le poids de l’ope´rateur
exponentiel est (h, h¯) = (k2, k2)/4 et celui de θ et θ¯ respectivement (−1/2, 0) et (0,−1/2).
• Le premier e´tat excite´ NS est donne´ par l’ope´rateur de vertex suivant :
Vζ =
∫
d2zd2θ ζµν DXµD¯Xν eikµX
µ
(2.3.31)
de masse m2 = 0. On l’identifie naturellement au graviton, Kalb-Ramond et dilaton
comme dans la the´orie bosonique, sachant que la polarisation tensorielle ζµν ve´rifie e´galement
des conditions d’orthogonalite´ avec l’impulsion kµζµν = 0 ce qu’on montre en e´tudiant
en de´tail l’invariance BRST des e´tats eux-meˆmes.
En de´veloppant ces ope´rateurs et en inte´grant sur les coordonne´es grassmannienne, une
formule comple`tement de´compose´e sur les champsX et ψ, mais aussi F en ge´ne´ral, est obtenue.
Leur formule explicite est relativement complexe et longue, d’ou` l’inte´reˆt du formalisme de
super-espace.
2.3.3 Construction des the´ories de type IIA et IIB : Fonction de partition
et projection GSO
Une projection permet de re´duire le spectre en deux classes 15 cohe´rentes IIA et IIB 16. Dans
chacune de ces classes, la supersyme´trie doit permettre de supprimer l’e´nergie du vide. Elles
15. Il ne s’agit cependant pas d’un partitionnement.
16. Par d’autres projections, on trouve aussi IIA’ et IIB’ identiques a` IIA et IIB, mais aussi OA et OB qui ne
sont pas supersyme´triques.
68 Deuxie`me partie. Section 2.3
sont donne´es explicitement par :
IIA : NS + NS + R + NS + NS + R− R + R−
IIB : NS + NS + R + NS + NS + R + R + R+ (2.3.32)
En the´orie des cordes ferme´es, l’e´nergie du vide est calcule´e au premier ordre a` partir de
la fonction de partition a` une boucle dans le vide par la formule F = kT lnZ, avec T la
tempe´rature et k la constante de Boltzmann, et Z = ZS2 + ZT 2 . La fonction de partition est
norme´e de telle sorte que ZS2 = 1 et par conse´quent F = kTZT 2 . L’e´nergie du vide est ainsi
relie´e au premier ordre au diagramme de corde toroı¨dal.
Comme nous l’avions vu dans la section 2.1, il existe plusieurs classes de tores repre´sente´es
par un nombre complexe, le module τ = τ1 + iτ2 dont les valeurs sont prises sur la varie´te´ du
groupe SL(2,C). En outre, puisque le tore est une boucle, apre`s de´rivation d’un spectre complet
explorant un espace de Hilbert Htot nous pouvons exprimer la fonction de partition comme la
trace de l’ope´rateur de translation sur la surface de corde parame´tre´e par le module.
ZT 2 = Tr Htote
2piiτ1P−2piτ2H (2.3.33)
Les ope´rateurs de translation H = L0 + L0 et P = L0 − L0 respectivement hamiltonien et
spin sont de´rive´s du tenseur e´nergie-impulsion sur la sphe`re, car ce sont des ope´rateurs locaux
qui ne de´pendent pas de la topologie mais uniquement de la the´orie des champs locale. Pour
calculer le diagramme du tore, il faut cependant se replacer, par transformation conforme, dans
la description cylindrique de la corde, a` la diffe´rence de la description faite sur le plan complexe.
Par conse´quent il faut transformer H et P qui ne sont en ge´ne´ral pas des ope´rateurs primaires,
sauf si (c, c) = 0. Dans le cas contraire, la transformation exacte donne H → H − c+c
24
et
P → P − c−c
24
, soit :
ZT (τ) = Tr e2piiτ1P−2piτ2H
= (qq˜)−c/24 Tr qL0 q˜L0 (2.3.34)
La contrainte c = c est imposer pour l’absence d’anomalie gravitationnelle. Nous avons
introduit la notation q = e2piiτ et q˜ = e−2piiτ .
Maintenant, par application de H et P dans un fond trivial, les secteurs fondamentaux Xµ
(c = 1) mais aussi ψµ (c = 1/2), avec µ = 0 . . . d, ainsi que tous les champs fantoˆmes, ne se
me´langent pas entre eux. C’est une conse´quence de la se´paration du tenseur e´nergie-impulsion
en chacune de ces contributions et de l’absence de me´lange par OPE. Il faut comprendre que
chaque secteur µ est en fait une repre´sentation irre´ductible de l’alge`bre de Virasoro. En re-
vanche, ils peuvent se me´langer entre eux par des transformations externes, par exemple groupe
de Poincare´ ou supersyme´trie. A l’inverse chaque secteur peut ve´rifier une syme´trie interne
supple´mentaire le long de laquelle la repre´sentation de Virasoro est re´ductible, nous en avons
vu un exemple dans l’e´tude du tachyon par Sen, ce qu’on appelle les alge`bres de courant.
D’apre`s sa forme, nous pouvons factoriser la fonction de partition (2.3.34) sur autant de sec-
teurs existants. Nous comptons d secteurs µ et 1 secteur de champs fantoˆmes supersyme´triques
{c, b, β, γ}, soit :
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ZT (τ) = (qq˜)
(10−d)/16
(
Tr X qL0 q˜L0
)d
×
(
Tr ψ (−1)FqL0 q˜L0
)d
×
(
Tr b,c (−1)FqL0 q˜L0
)
×
(
Tr β,γ qL0 q˜L0
)
(2.3.35)
Nous avons inclus l’ope´rateur de nombre fermionique d’espace-cible F, ne´cessaire pour
re´tablir la pe´riodicite´ impose´e par la ge´ome´trie du tore. La contribution des fantoˆmes compense
exactement deux facteurs bosoniques et fermioniques, de sorte que d → d − 2. Remarquons
en outre que la charge centrale est proportionnelle a` d− 10 et par conse´quent ne s’annule qu’a`
condition que l’espace ait 10 dimensions.
Afin qu’elle soit bien de´finie, cette fonction doit en outre ve´rifier l’invariance par trans-
formation modulaire τ → τ + 1 et τ → −1/τ qui conserve le tore. Or toutes les combi-
naisons (2.3.25) ne ve´rifient pas cette invariance, seulement celles que nous avons cite´, dont
surtout (2.3.32), le font. La projection GSO est introduite pour les the´ories IIA et IIB telles
que dans la premie`re les secteurs R droits sont de chiralite´ −1 et tous les autres +1 ; dans la
deuxie`me tous les secteurs doivent eˆtre de chiralite´ +1. Du point de vue de la trace sur les
secteurs ψ et ψ, nous avons donc :
IIA : Tr ψ,ψ PˆGSO (−1)FqL0 q˜L0 =
(
Tr NS
1 + (−1)F
2
qL0 − Tr R 1 + (−1)
F
2
qL0
)
×
(
Tr NS
1 + (−1)F
2
q˜L0 − Tr R 1− (−1)
F
2
q˜L0
)
IIB : Tr ψ,ψ Pˆ
′
GSO (−1)FqL0 q˜L0 =
(
Tr NS
1 + (−1)F
2
qL0 − Tr R 1 + (−1)
F
2
qL0
)
×
(
Tr NS
1 + (−1)F
2
q˜L0 − Tr R 1 + (−1)
F
2
q˜L0
)
(2.3.36)
Ces the´ories ve´rifient une supersyme´trie d’espace-cible. Cela se voit entre autres par la
suppression de la fonction de partition dans Minkowski. En effet, elle s’exprime en fonction
de l’identite´ abstruse de Jacobi :
ϑ 43 − ϑ 42 − ϑ 44 = 0 =⇒ ZT 2 = 0 (2.3.37)
Les fonctions ϑi sont les fonctions theˆta de Jacobi [97]. Par conse´quent dans ces the´ories,
l’e´nergie du vide, exprime´e plus toˆt en fonction de ZT 2 s’annule elle-meˆme, ce qui est une
proprie´te´ essentielle de la supersyme´trie. Dans une supergravite´ d’espace-cible de´finie sur un
espace de Minkowski ceci est bien cohe´rent avec une constante cosmologique nulle.
Le spectre de masse associe´ a` ces the´ories, graˆce a` la projection GSO, ve´rifie une super-
syme´trie d’espace-cible N = 2 et admet donc deux gravitinos. En outre, a` la diffe´rence des
the´ories bosoniques, il est de´pourvu de tachyon. Cela est duˆ a` la supersyme´trie qui impose
d’avoir a` chaque niveau d’excitation autant de fermions que de bosons. En effet, il n’existe pas
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de partenaire supersyme´trique au tachyon, car du point de vue de la supersyme´trie de la surface
de corde, il est le fondamental. Ainsi, du point de vue de l’espace-cible, il briserait la super-
syme´trie.
Nous n’irons pas plus loin dans la description des the´ories de supercordes de type II, car
il faut maintenant de´crire le passage des cordes ferme´es aux cordes ouvertes, ce qui ne´cessite
d’introduire les conditions aux bords conformes qui de´finissent des BCFT, les ope´rateurs de
vertex du bord et les branes.
2.4 Surfaces avec bord : cordes ouvertes, branes et the´ories
conformes de bord
Les the´ories des cordes ouvertes s’e´tudient sur des surfaces d’univers avec bord. On s’inte´resse
par conse´quent a` la physique sur un voisinage U avec bord ∂U 6= ∅. Ce voisinage peut eˆtre
de´crit par le demi-plan supe´rieur U = H+. L’action correspondante est de´finie par :
Sp[X,ψ] =
1
2piα′
∫
H+
d2z
(
∂Xµ∂¯Xµ +
1
2
ψµ∂¯ψµ +
1
2
ψ˜µ∂ψ˜µ
)
+
∮
∂H+=R
dz O[X,ψ]
(2.4.1)
ou` sur le bord nous avons inclus des conditions de bord parame´trise´es par un ope´rateur de
vertex O[X,ψ] ce qui de´finit en ge´ne´ral une the´orie non libre, c’est-a`-dire que ces ope´rateurs
tiennent lieu de termes d’interaction – nous verrons cela un peu plus en de´tail lorsque nous in-
troduirons le concept de mode`le sigma. Cependant, il n’est pas ne´cessaire d’ajouter un ope´rateur
sur le bord pour imposer une condition au bord, de sorte que la the´orie peut ne´anmoins eˆtre libre.
Par exemple, les conditions de Neumann et Dirichlet – qui de´finissent des the´ories de cordes
ouvertes libres – imposent qu’en z = z¯ :
N : ∂X = ∂¯X et ψ = ζψ˜
D : ∂X = −∂¯X et ψ = −ζψ˜ (2.4.2)
avec ζ = ±1 la structure de spin que l’on introduit plus rigoureusement dans les conditions
de collage du super-espace sur le bord, c’est-a`-dire θ = ζθ¯.
Les ope´rateurs de vertex correspondant aux e´tats asymptotiques de cordes ouvertes sont
naturellement de´finis par des poinc¸ons sur le bord, c’est-a`-dire que tel e´tat de corde ouverte
|ψ, z〉 est de´fini en un point z du bord. Il correspond a` l’ope´rateur de vertex Vψ(z) mais selon
une relation pas force´ment triviale – cf. proble`me des fantoˆmes et des champs fermioniques en
supercordes.
De meˆme que dans le cas des cordes ferme´es, l’ajout de de´formations a` l’action peut eˆtre
interpre´te´es comme autant d’excitations source´es dans la surface de cordes – et sur le bord – par
un fond externe, de l’espace-cible. Le fait que le couplage de l’espace-cible a` la corde se fasse le
long du bord sugge`re qu’il existe des sources externes macroscopiques connecte´es directement
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au bord, c’est-a`-dire formant l’espace-cible du bord de surface. C’est ce qu’on verra par le suite
sous le nom de brane.
2.4.1 Conditions de bord ge´ne´rales et branes
De manie`re ge´ne´rale [40, 93], les conditions de bord s’appliquent sur les diffe´rents cou-
rants de syme´tries de sorte que la syme´trie est conserve´e ou non. Par exemple, les conditions
de Neumann conservent la syme´trie de translation, tandis que les conditions de Dirichlet la
brisent. On interpre`te que les conditions de Neumann laissent libres les extre´mite´s des cordes
ouvertes tandis que les conditions de Dirichlet les fixent sur des hyperplans, constituant des
de´fauts topologiques plonge´s dans l’espace-cible. Bien que ces hyperplans semblent a` premie`re
vue comple`tement gele´s, en ve´rite´ on peut montrer qu’ils sont des objets dynamiques, car on
peut imposer des conditions aux bords plus ge´ne´rales avec des degre´s de liberte´ dynamiques.
Ces hyperplans sont nomme´s D-branes en ge´ne´ral 17.
La syme´trie conforme doit eˆtre conserve´e par les conditions aux bords. C’est une contrainte
forte mais qui est naturelle afin que la the´orie soit invariante conforme y compris le long du
bord, c’est-a`-dire corresponde a` une situation physique. De fait, il faudra toujours avoir sur le
bord, l’identite´ du tenseur e´nergie-impulsion suivante :
T (z) = T˜ (z) (2.4.3)
La formule de collage pour TF est semblable. La formule ge´ne´rale pour les conditions au
bord des courants que l’on notera Ja est :
J (a)(z)− Ω(J˜ (a)(z)) = 0 (2.4.4)
avec Ω un automorphisme [101, 102] de l’alge`bre de courant. Cet automorphisme doit eˆtre
tel que le tenseur e´nergie-impulsion ve´rifie toujours (2.4.3), en utilisant la construction de Su-
gawara du tenseur en fonction des courants :
T (z) =
∑
a,I
: J
(a)
I (z)J
(a)
I (z) : (2.4.5)
sachant que chaque courant J (a) est e´ventuellement de´compose´ le long d’une alge`bre dont
les ge´ne´rateurs sont indexe´s par le nombre I . L’exemple le plus fameux est suˆrement ŝu(2)1
au rayon auto-dual dans une the´orie compactifie´e sur un tore. Le tenseur e´nergie-impulsion
e´tant un cas particulier de courant, la comparaison de la formule (2.4.4) avec la formule (2.4.3)
montre que dans son cas l’automorphisme est trivialement Ω = id l’identite´.
Les conditions Neumann et Dirichlet le long des champs scalaires X correspondent a` des
contraintes sur le courant des translations Jµ = ∂Xµ. De telle sorte que sont identifie´s res-
pectivement ΩN = id et ΩD = −id. En terme des modes d’oscillations cela se traduit par
l’identification :
17. Il existe d’autres types d’hyperplan, par exemple les orientifolds,
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N : αn = α˜n
D : αn = −α˜n (2.4.6)
Ainsi que sur les fermions de surface en supercorde d’apre`s (2.4.2) :
N : ψr = ζψ˜r
D : ψr = −ζψ˜r (2.4.7)
En tenant compte de ces conditions au bord, nous pouvons ensuite de´finir les e´tats de la
meˆme manie`re qu’en corde ferme´e en appliquant les modes sur l’e´tat du vide, ou d’impulsion
kµ. En supercordes, l’e´tat de vide est toujours NS ou R sachant que ces conditions s’appliquent
maintenant comme des conditions de bord relatives, c’est-a`-dire entre un bord et l’autre sachant
qu’une corde ouverte est de´crite dans l’espace-cible plutoˆt sous la forme d’une nappe. A la
diffe´rence des cordes ferme´es et du fait des conditions de collages, nous n’avons plus qu’un
seul vide. Nous verrons en de´tail un peu plus tard le cas des supercordes ouvertes.
Notons tout de suite que les conditions de collage sur les modes diffe`rent significativement
lorsque l’on se place sur le disque plutoˆt que sur le demi-plan complexe. Dans l’expression sur
le disque, nous avons sur le cercle unite´ les conditions de collage suivantes des modes de cordes
ouvertes [18, 61] :
N : αn = −α˜−n , ψr = iζψ˜−r
D : αn = α˜−n , ψr = −iζψ˜−r (2.4.8)
Notons la diffe´rence de signe – et l’ajout d’un facteur i – du fait de la transformation
conforme [18] du plan vers le disque qui laisse apparaıˆtre un facteur (−1)S avec S le spin
de ∂X ou de ψ ici, respectivement 1 et 1/2. En se plac¸ant sur le disque unite´ l’expression de
la the´orie – sans insertion sur le bord – est meilleure pour de´crire l’amplitude – a` l’ordre des
arbres – correspondante en terme de cordes ferme´es. En effet, l’origine du disque correspond en
ge´ne´ral a` t→ −∞ avec t le ”temps” sur la surface de corde, donc au temps asymptotique pour
une corde ferme´e. De sorte que le bord S1 constitue ainsi une configuration de corde ferme´e a`
temps fini, mais qui n’est du coup pas un e´tat asymptotique. La notion d’e´tat de bord doit eˆtre in-
troduite. Nous l’aborderons dans cette section ; mentionnons simplement que les conditions de
bord se pre´sentent sous la forme de contraintes de construction de cet e´tat de bord [61, 40, 42].
2.4.2 Quantification des cordes ouvertes, ope´rateurs de vertex et e´tats de
bord
La quantification des cordes ouvertes se fait de manie`re quasiment identique au cas des
cordes ferme´es puisque le de´veloppement en mode d’oscillation et les relations aux ope´rateurs
sont des constructions locales. Simplement, les conditions aux bords imposent les contraintes
supple´mentaires que nous avons vu entre les modes droits et les modes gauches. Typiquement,
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le nombre de degre´s de liberte´ est divise´ par deux – en l’occurence on verra que le nombre de
supersyme´trie d’espace-cible n’est qu’au mieux a` moitie´ conserve´. En outre, les fonctions de
corre´lations seront le´ge`rement modifie´es en fonction des conditions de bord.
De cette manie`re lorsque l’on impose les conditions de Neumann (2.4.6) et (2.4.7), les
modes droits sont exactement e´gaux aux modes gauches le long des directions concerne´es par
ces conditions αµn = α˜
µ
n. De sorte que le spectre de masse des cordes ouvertes Neumann est
simplement m2 = −k2 = N − a avec a = 1 en bosonique, a = 1/2 pour NS et a = 0 pour
R. La de´pendance dans l’impulsion est diffe´rente du cas de corde ferme´e. Pour obtenir cette
formule, il faut e´tudier les OPE de bord et les appliquer au produit T (z)eikµXµ(0) sur le bord
afin d’obtenir le poids conforme de l’ope´rateur d’impulsion. Par la correspondance on obtient
ainsi la valeur propre de L0 |kµ,Ω〉.
Si on impose des conditions de Dirichlet, la relation est diffe´rente αµn = −α˜µn mais le spectre
de masse est invariant, a` part que le nombre de degre´s de liberte´ d’impulsion change. En effet,
rappelons que nous avions pµ ∝ αµ0 + α˜µ0 de sorte que le long d’une coordonne´e Dirichlet,
pµ = 0 donc le ge´ne´rateur de translation spatiale est brise´ et la coordonne´e fixe´e sur le bord.
Pour les cordes ouvertes on ne de´finit donc d’impulsion que le long des coordonne´es Neumann.
Correspondance e´tat-ope´rateur sur le bord
De manie`re absolument identique que dans la partie pre´ce´dente, nous pouvons aussi de´finir
des ope´rateurs de vertex correspondant aux e´tats construits par application des modes cre´ateurs
sur le vide. En the´orie bosonique, la relation entre αn et Vn(X) est simplement donne´e par (2.2.57).
En the´orie supersyme´trique, nous aurons (2.3.15). Les ope´rateurs de vertex que nous obtenons
par ce biais sont naturellement de´finis sur le – ou les – bord(s) de la surface. Par exemple,
sur la ge´ome´trie du disque, ils sont construits sur le cercle S1 et sur la ge´ome´trie conforme
du demi-plan complexe, sur l’axe re´el R. En effet, une insertion dans l’inte´rieur de la surface
peut toujours eˆtre contenue dans un voisinage ne contenant aucun bord, donc est de´fini par une
the´orie de corde ferme´e exclusivement. Du coup, seul un objet du bord peut relever de la phy-
sique du bord, soit des cordes ouvertes. Cela ame`ne naturellement a` de´finir l’ope´rateur de vertex
comme inte´gre´ le long du bord de la surface exclusivement :
Vo[X
µ, ψµ, etc] =
∮
∂Σ
V [Xµ, ψµ, etc] (2.4.9)
En de´finissant une the´orie des cordes ferme´es, c’est-a`-dire une physique de l’inte´rieur, com-
patible avec les conditions au bord impose´es, nous pouvons de´finir l’ope´rateur de bord comme
la projection de l’ope´rateur de bulk sur le bord.
OPE sur surface avec bord et ordre normal de bord
Cependant, il y a une petite subtilite´, car lorsqu’un ope´rateur par exemple sur le demi-plan
complexe supe´rieur, au point z s’approche du bord, son point d’insertion z s’approche de son
image conjugue´e complexe z¯. Or les fonctions de Green des champs fondamentaux sont elles-
meˆmes modifie´es pour satisfaire aux conditions de bord. On a plus pre´cise´ment les OPE sur H+
avec des conditions de Neumann (Dirichlet) 18 :
18. En utilisant α′ = 1.
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Xµ(z, z¯)Xν(w, w¯) = −η
µν
2
ln |z − w|2 ± η
µν
2
ln |z − w¯|2
ψµ(z)ψ˜ν(w¯) = ±ζ η
µν
z − w¯
ψµ(z)ψν(w) =
1
z − w
ψ˜µ(z¯)ψ˜ν(w¯) =
1
z¯ − w¯ (2.4.10)
avec (+) pour Neumann et (−) pour Dirichlet. On voit donc l’ajout d’un terme supple´mentaire
dans l’OPE des scalaires. Nous pouvons exprimer les fonctions de Green aussi sur le disque par
transformation conforme. On trouve :
Xµ(z, z¯)Xν(w, w¯) = −η
µν
2
ln |z − w|2 ± η
µν
2
ln |1− zw¯|2
ψµ(z)ψ˜ν(w¯) = ζ
2ηµν
√
zw¯
1− zw¯
ψµ(z)ψν(w) =
√
zw
z − w
ψ˜µ(z¯)ψ˜ν(w¯) =
√
z¯w¯
z¯ − w¯ (2.4.11)
avec sur le disque unite´ z = ρeiφ pour ρ ∈ [0, 1] et φ ∈ [0, 2pi[. Nous voyons donc par
ces fonctions de Green, qu’un ope´rateur de vertex peut interagir avec lui-meˆme, comme si le
demi-plan complexe e´tait double´ et qu’une image de l’ope´rateur de vertex existait en z′ = z¯.
C’est ce qui est appele´ commune´ment l’astuce de doublement – en anglais doubling-trick –
car tous les ope´rateurs anti-holomorphes peuvent eˆtre de´finis comme e´tant les continuations
analytiques, dans le demi-plan complexe infe´rieur, des ope´rateurs holomorphes deH+. De sorte
qu’en ge´ne´ral on aura l’OPE du bulk vers le bord :
V(z, z¯) =
?
?Vb(z)??
|z − z¯|h+h¯−hb
+ . . . (2.4.12)
ou` l’ordre normal du bord est de´fini par les symboles e´toile´s ?? ·?? de telle sorte que l’ope´rateur
qui y est contenu est re´gulier en tout point du bord. Nous avons rajoute´ des points de suspen-
sion pour signifier que techniquement un de´veloppement de Taylor en ope´rateurs descendants
pourrait eˆtre fait le long du bord, en fonction de 2iy = z − z¯.
OPE sur le bord
Nous pouvons de´finir les champs fondamentaux sur le bord directement et calculer leurs
OPE en fonction des variables de bord. Simplement nous aurons pour z → z¯ sur demi-plan
H+ :
Xµ(z, z¯) −→ Xµ(z) = 2XµL(z) (Neumann) ou xµ0 (Dirichlet)
1√
2
(
ψ(z)± ζψ˜(z¯)
)
−→ Ψ(z) = (1 + ζ
2)√
2
ψ(z) =
√
2ψ(z) (2.4.13)
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avec (+) pour Neumann et (−) pour Dirichlet. Nous avons utilise´ la condition de collage
sur la variable de Grassmann en super-espace :
θ = ζθ¯ =⇒ X(z) = X(z) + i√
2
θ
(
ψ(z) + ζψ˜(z)
)
(2.4.14)
et ψ = ±ζψ˜ puis nous avons choisi d’inclure le facteur 1/√2 a` l’inte´rieur de la de´finition
du champ fermionique, de sorte que sur le bord :
X(z) = X(z) + iθΨ(z) (2.4.15)
qui est une convention commune dans la litte´rature. Nous avons divise´ le champ scalaire en
deux contributions, holomorphe et anti-holomorphe, respectivementXL etXR. Etant donne´ que
la condition de collage ne concerne que les modes d’oscillations, seul le mode ze´ro xµ0 subsiste
avec des conditions de Dirichlet. Mais en pre´sence de conditions Neumann XL = XR. Alors
nous avons les OPE sur le bord :
Xµ(z)Xν(w) = −2ηµν ln |z − w|+ . . .
Ψ(z)Ψ(w) =
2
z − w (2.4.16)
Nous utiliserons beaucoup ces formules dans la suite. Elles peuvent directement exprime´es
en super-espace sous la forme :
Xµ(z)Xν(w) = −2ηµν ln |z − w − θzθw| (2.4.17)
Ainsi toute OPE sur le bord entre ope´rateurs descendants de´pendant des champs fondamen-
taux s’exprime par la formule :
Ah1(z1)Ah2(z2) =
∑
k
C k12
|z1 − z2|h1+h2−hk
Ahk(z2) (2.4.18)
Ici h est la somme des poids holomorphe et anti-holomorphe.
Etats de bord
En discutant des conditions de bord, nous avons a` maintes reprises introduit le concept
d’e´tat de bord. Nous disions entre autre qu’en se plac¸ant dans une description ade´quate pour
de´crire telle amplitude dont la ge´ome´trie est celle d’un bord sans insertion, le formalisme des
cordes ferme´es pouvait eˆtre utilise´ afin d’effectuer le calcul. Nous avions choisi le disque unite´
dont le bord est le cercle S1. Le bord ressemble a` une insertion sur la sphe`re mais particulie`re
puisqu’elle peut eˆtre atteinte en un temps fini, a` la diffe´rence des inclusions habituelles d’e´tat
asymptotique – qu’il faut un temps infini pour atteindre, par de´finition. Or, du point de vue
d’une e´volution d’un e´tat de corde ferme´e initialement pique´ a` l’origine, le bord constitue aussi
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une configuration de corde ferme´e, c’est-a`-dire un e´tat. En outre, par transformation conforme,
l’origine peuteˆtre envoye´e a` l’infini temporel futur tout en conservant le cercle unite´. Ainsi,
la configuration au bord peut-elle assimile´e e´galement a` une condition initiale pour une corde
ferme´e. Les configurations de cordes ferme´es devant eˆtre cohe´rentes avec les conditions aux
bord impose´es, nous construisons donc un e´tat de bord |B〉 tel qu’il ve´rifie [40, 42, 18, 61] :
(
Ln − L˜−n
)
|B〉 = 0(
Jan − (−1)sΩ ◦ J˜a−n
)
|B〉 = 0 (2.4.19)
avec Ja le courant holomorphe qui se de´compose suivant une se´rie de Laurent Ja(z) =∑
n J
a
nz
−n−h et s = h − h¯ le spin – dans cet exemple, h¯ = 0 donc s = h. En toute ge´ne´ralite´
nous avons laisse´ l’action d’un automorphisme Ω sur le courant anti-holomorphe. La plupart du
temps il est quasi-trivial, c’est-a`-dire Ω = ±id mais nous pouvons trouver des exemples plus
larges, tels que les branes conformes [40].
Sachant qu’un e´tat de bord peut eˆtre interpre´te´ comme une configuration initiale ou finale de
corde ferme´e, toute amplitude sur le disque – sans insertion au bord – doit pouvoir s’exprimer
comme :
AB[. . .] = 〈0| . . . |B〉 = 〈. . .〉B,D2 (2.4.20)
avec un nombre arbitraire d’insertion dans l’inte´rieur. Nous voyons que l’amplitude doit
refle´ter la dualite´ corde ouverte/corde ferme´e du diagramme, de telle sorte qu’en terme de corde
ferme´e |B〉 est une source et en terme des cordes ouvertes B est une condition aux bords,
e´ventuellement repre´sente´e par une de´formation de bord dans l’action [42] de type
∮
S1
OB.
FIGURE 2.2 – Diagramme cylindrique :
e´change de corde ferme´e entre deux branes ou
fonction de partition a` une boucle des cordes
ouvertes.
Des diagrammes a` plus d’un bord sont ima-
ginables. Par exemple avec deux bords, le dia-
gramme cylindrique d’e´changes de cordes ferme´es
entre deux branes repre´sente´ sur la figure (2.2)
est dual a` la fonction de partition a` l’ordre d’une
boucle Zαβ des cordes ouvertes avec les deux
conditions aux bords α et β. En introduisant les
e´tats de bords |α〉 et |β〉 nous aurions l’ampli-
tude [18] fonction du module τ :
Zαβ(τ) = 〈α| e−piHcτ |β〉 (2.4.21)
La relation de cette amplitude a` la fonction de
partition des cordes ouvertes permet d’introduire
les formules de Verlinde [129, 18] et les conditions
de Cardy [42, 18] pour construire des the´ories
conformes de bord.
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Nous proposions d’identifier l’e´tat de bord a` une brane, mais nous pouvons tout aussi bien
identifier l’e´tat de bord a` plusieurs branes, c’est-a`-dire une superposition d’e´tats de bord, pas
force´ment coı¨ncidantes. C’est ce que nous faisons explicitement lorsque nous construisons les
branes BPS en the´orie des supercordes. L’interpre´tation en terme de cordes ouvertes est cepen-
dant plus de´licat a` cause de l’apparition de secteurs de cordes ouvertes tendues entre diffe´rentes
branes. En outre, a` l’ordre des arbres il est difficile de vraiment faire sens de la superposition
line´aire des e´tats de bords, a` cause justement des secteurs interbranaires qui ne trouvent pas
d’e´quivalent direct en terme d’e´tat de bord trivial, tout cela est relie´ au caracte`re non-abe´lien
de la the´orie effective sous-jacente 19. Nous de´velopperons ce point plus bas, en introduisant
les facteurs de Chan-Paton. Mais tout de suite, explicitons brie`vement l’expression de l’e´tat de
bord d’une seule brane.
Etat de bord d’une brane bosonique
En the´orie bosonique, l’e´tat de bord correspondant a` des conditions Dirichlet le long des
directions i = p + 1, . . . 26 et Neumann le long de a = 0 . . . p est celui repre´sentant le spectre
de cordes ferme´es source´es par une Dp-brane. Il ve´rifie les contraintes :
(
Ln − L˜−n
)
|Dp〉 = 0(
αan + α˜
a
−n
) |Dp〉 = 0(
αin − α˜i−n
) |Dp〉 = 0
xi |Dp〉 = ai |Dp〉 (2.4.22)
avec ai la position de la brane. L’e´tat de bord ve´rifiant ces conditions est, a` une normalisation
pre`s :
|Dp, a〉 ∝
∫ 26∏
i=p+1
dki eik
iai ̂|Dp,k〉 (2.4.23)
Le ket ̂|Dp,k〉 est un e´tat cohe´rent dont l’expression est donne´e par :
̂|Dp,k〉 = exp
[∑
n>0
(
−
∑
i
αi−nα˜
i
−n +
∑
a>1
αa−nα˜
a
−n
)]
|0,k〉 (2.4.24)
dans la jauge du coˆne de lumie`re, c’est-a`-dire pour X0 et X1 jauge´s, qui permet de s’abs-
traire des questions de fantoˆmes. L’e´tat fondamental est ici simplement un vecteur propre d’im-
pulsion ki. Nous verrons un peu plus loin la construction d’une brane en supercordes.
2.4.3 Branes et facteurs de Chan-Paton
Lorsque plusieurs branes sont inse´re´es dans l’espace-cible et que l’on veut de´crire la the´orie
des cordes ouvertes, il faut s’inquie´ter de classer les diffe´rents secteurs de ces cordes en fonc-
tion des points d’attache de leurs extre´mite´s. En effet, il existe une diffe´rence tre`s nette entre
19. Nous comprenons qu’a` cause des secteurs interbranaires le syste`me ne peut pas eˆtre re´duit a` un ensemble de
branes isole´es et inde´pendantes, a` moins que l’on se place dans une limite ou` ce secteur est trop massif et de´couple.
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les cordes tendues d’une brane a` une autre et celles attache´es a` une seule et meˆme brane,
puisque topologiquement les unes ne sont pas continuellement de´formables en les autres – voir
figure (2.3),
FIGURE 2.3 – Diffe´rents secteurs de cordes ou-
vertes dans le syste`me compose´ de deux branes.
Du point de vue de la the´orie des
champs sous-jacente et de´duite du spectre de
cordes ouvertes, le fait que plusieurs secteurs
existent implique la diffe´rentiation dans l’ac-
tion correspondante des champs associe´s a`
chaque secteur. Prenons deux branes coı¨nci-
dentes. En calculant le spectre on trouve
aise´ment que les champs sont tous iden-
tiques pour tous les secteurs. Sur chacun par
exemple en the´orie bosonique, nous avons un
tachyon puis un boson vecteur de jauge non
massif. Du point de vue de l’action effective il
doit apparaıˆtre une forme de syme´trie puisque
ces secteurs sont finalement indiscernables.
Branes coı¨ncidentes, groupe et facteurs de CP
En fonction du nombre de branes coı¨ncidentes, le nombre de secteurs augmente et le degre´
de syme´trie e´galement. On montre que le groupe le long duquel les secteurs forment une
repre´sentation est U(N) avec N le nombre de branes coı¨ncidentes. Les facteurs de Chan-Paton
(CP) sont les repre´sentants matriciels de ce groupe [95] et peuvent eˆtre relie´s a` des charges
attache´es aux extre´mite´s – des quarks [83]. Par exemple, en pre´sence de deux branes, le groupe
est U(2) et les facteurs de CP sont les matrices de Pauli σ1,2,3 plus l’identite´ I = σ0. Les champs
d’espace-cible sont ainsi de´veloppe´s le long du groupe U(N) et puisque nous disions que les
champs correspondent a` des couplages des termes de bord, alors ces derniers se de´composent
e´galement le long de ce groupe :
δS =
N(N−1)
2∑
n
Λn ⊗
∮
R
φn(z) (2.4.25)
avec Λn ∈ U(N) un facteur de CP. Cela permet de ge´ne´raliser les conditions de bord et de
de´velopper le formalisme du mode`le sigma non line´aire a` des champs non-abe´liens. Dans cette
description, il est plus de´licat de parler de formules de collages des courants mais aussi d’ e´tats
de bords : il faudrait les ge´ne´raliser au cas non-abe´lien 20.
Se´paration non nulle entre branes et brisure spontane´e de syme´trie
Lorsque les branes sont se´pare´es, cette syme´trie est spontane´ment brise´e ; par exemple en
se´parant une seule brane du syste`me la syme´trie U(N) est brise´e en U(1) × U(N − 1). Ce
processus ressemble beaucoup au me´canisme de Higgs et pour eˆtre plus pre´cis il s’agit exacte-
ment du meˆme me´canisme, quoiqu’ici l’interpre´tation est ge´ome´trique, car le secteur de cordes
20. Cela existe probablement dans la litte´rature mais je n’en ai pas pris connaissance.
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ouvertes interbranaire acquiert un terme de masse supple´mentaire proportionnel a` la distance
de se´paration.
Pour mode´liser cette se´paration sur le bord il faut inclure une ligne de Wilson sur la coor-
donne´e conjugue´e a` la direction de se´paration. Si X est cette direction – la variable conjugue´e
a` l’impulsion – alors X˜ est la coordonne´e duale – la variable conjugue´e a` l’extension et la po-
sition spatiale de la corde. En the´orie des cordes ouvertes, lorsque X ve´rifie une condition de
Dirichlet, X˜ ve´rifie une condition de Neumann. Les deux sont relie´es par T-dualite´ le long de
coordonne´es compactes.
Soient deux branes bosoniques. Les facteurs de CP σ0 et σ3 correspondent aux cordes ou-
vertes dont les extre´mite´s sont attache´es a` une seule et meˆme brane. On peut montrer que la
de´formation :
σ3 ⊗
∮
r
2
∂X˜ (2.4.26)
modifie le spectre des cordes ouvertes des secteurs σ1 et σ2 enm2 = r2+N−1 et correspond
exactement a` se´parer les branes d’une distance r. Les cordes ouvertes des secteurs σ0 et σ3
conservent quant a` elles la formule m2 = N − 1. On voit explicitement dans ces formules que
le spectre de masse brise effectivement la syme´trie, que l’on re´cupe`re dans la limite r → 0. La
de´formation supersyme´trique correspondante devrait eˆtre simplement :
σ3 ⊗
∮
r
2
DX˜ (2.4.27)
Pour un spectre de masse modifie´ enm2 = r2 +N−1/2 dans le secteur NS etm2 = r2 +N
dans le secteur R. En fait, c¸a n’est pas tout a` fait correct car techniquement il faudrait introduire
des degre´s de liberte´ supersyme´triques sur le bord – des fermions de bord – pour remplacer les
facteurs de CP. On ne les introduira que bien spe´cifiquement dans le chapitre des supercordes.
2.4.4 Cordes ouvertes en the´ories IIA et IIB
Les the´ories IIA et IIB concernent a priori des cordes ferme´es, mais n’excluent pas toutefois
la pre´sence de cordes ouvertes et des interactions avec celles-ci. La the´orie des champs super-
syme´trique de´crite par ce spectre est une supergravite´ de type IIA ou IIB et nous savons qu’il
y existe des solutions solitoniques brisant une fraction de la supersyme´trie, des e´tats BPS, 21
nomme´es p-branes. Or nous en de´duisons qu’il doit exister dans le spectre des champs de jauge
– des formes diffe´rentielles – de diverses dimensions et qui se couplent naturellement a` ces ob-
jets multidimensionnels. Or d’apre`s l’e´tude du spectre de cordes ferme´es, c’est bien ce que l’on
trouve.
En outre, comme nous l’avons vu, les diagrammes d’interaction entre des p-branes, via
un e´change de cordes ferme´es, sont des cylindres. Or nous pouvons de´crire ceux-ci en terme
d’e´change de cordes ferme´es se propageant d’une brane a` l’autre, mais nous pourrions aussi
les de´crire en terme d’une boucle de cordes ouvertes – en admettant leur existence et qu’elles
21. Bogomol’nyi-Prasad-Sommerfield.
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s’ave`rent cohe´rentes – dont les extre´mite´s seraient attache´es a` chaque p-branes. A priori rien
n’empeˆche cette identification si elle fonctionne ; donc a` une transformation modulaire pre`s,
l’expression du diagramme dans ces deux descriptions doit eˆtre identique. Du coup, une the´orie
de cordes ouvertes cohe´rente avec les the´ories de cordes ferme´es de type IIA ou IIB, devrait
pouvoir eˆtre exprime´e, telle que les cordes ouvertes ont les extre´mite´s sont attache´es exclusive-
ment a` des p-branes. Par similarite´ au mode`le bosonique, ces branes sont nomme´es Dp-branes,
du fait des conditions typiquement Dirichlet des cordes ouvertes. Au passage, si le spectre de
cordes ouvertes duales est supersyme´trique, alors en espace plat, Zanneau la fonction de partition
a` l’ordre d’une boucle dans les cordes ouvertes, doit s’annuler similairement au cas des cordes
ferme´es dans le vide.
Les conditions de cohe´rence entre la description de cordes ouvertes et celle de cordes
ferme´es, ainsi que leur interaction mutuelle, montrent que les D-branes brisent explicitement
la supersyme´trie et exactement une moitie´.
Spectre de cordes ouvertes et e´tat BPS
Pour les cordes ouvertes, il existe aussi des secteurs NS et R et il faut aussi introduire une
projection GSO. Il est ne´cessaire d’avoir sur le bord T = T˜ afin que les diffe´omorphismes
y soient bien de´finis : il n’y a qu’une seule variable sur chaque bord. Ainsi, par cohe´rence,
les ge´ne´rateurs de supersyme´trie sur la surface doivent ve´rifier une identite´ semblable mais plus
ge´ne´raleG = Ω(G˜) avec Ω un automorphisme. On en de´duit que les cordes ouvertes ne ve´rifient
qu’une seule supersyme´trie de surface, soit N = 1. Le spectre re´sultant ne peut quant a` lui que
suivre cette contrainte, puisqu’il n’y a plus qu’un seul secteur inde´pendant qui est soit NS soit
R – dans le secteur R, nous avons un vide fondamental spinoriel simplement 16 soit les degre´s
de liberte´ d’un seul spineur en dimension 10. Le ge´ne´rateur de supersyme´trie d’espace-cible est
donc unique le long des cordes ouvertes et N = 1.
Or les cordes ouvertes se couplant a` des cordes ferme´es, le spectre re´sultant de ces dernie`res
ne peut que ve´rifier e´galement une supersyme´trie N = 1. Nous obtenons donc que les D-
branes brisent spontane´ment la supersyme´trie N = 2 en N = 1 et que ces objets sont par
conse´quent des e´tats 1/2-BPS. Autrement dit, dans le bulk la the´orie est a priori maximalement
supersyme´trique mais le spectre des cordes e´mises et rec¸ues par la brane doit en briser la moitie´.
Branes charge´es et anti-branes
Nous devons maintenant introduire les anti-branes que nous pre´senterons de trois manie`res
diffe´rentes mais comple´mentaires. Tout d’abord notons que les D-branes sont des objets charge´s,
du fait entre autre qu’elles sont couple´es aux champs diffe´rentiels de jauge R-R des the´ories IIA
et IIB. Ce couplage est effectivement de´crit par un terme de type Chern-Simons 22. Pour une
Dp-brane de charge Qp nous aurons :
SCS = Qp
∫
p+1
C(p+1) (2.4.28)
22. Techniquement, il comprend aussi des termes de couplages aux champs F et B, mais nous les ne´gligerons
pour l’instant.
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avec C(p+1) la n-forme diffe´rentielle correspondante au champ de jauge autorise´e en type
IIA (p pair) et en type IIB (p impair). Cela est tel que l’inte´grale de flux de ce champ autour de
la brane, c’est-a`-dire le long d’une sphe`re Sd−p−2 est :
Qp ∝
∫
Sd−p−2
?dCp+1 (2.4.29)
Nous avons utilise´ le dual de Hodge ? comme habituellement. En outre, la charge n’est
pas ici une donne´e continue, mais elle est quantifie´e. La raison est simple : le couplage de la
brane aux champs de jauge sugge`re que les e´quations de mouvement de ces derniers soient de
type Maxwell et Bianchi. Or la dualite´ de Poincare´ des formes diffe´rentielles implique qu’un
champ donne´ peut agir comme champ e´lectrique pour une brane ou comme champ magne´tique
pour une autre – duale a` la premie`re du coup. L’e´tude du monopole de Dirac permet ensuite
de de´duire que, les branes e´tant charge´es e´lectriquement et magne´tiquement, il faut quantifier
les charges. Sachant que rien n’impose la positivite´ absolue des charges, il doit donc exister au-
tant d’objets de charges ne´gatives que d’objets de charges positives. Dans l’absolu, il peut aussi
exister des objets fondamentaux non-charge´s et on verra que ceux-ci sont non BPS, c’est-a`-dire
qu’ils brisent totalement la supersyme´trie d’espace-cible – ils seront importants pour nous car
ils peuvent admettre des tachyons dans leur spectre.
Par conse´quent, nous avons des branes (Q > 0), des anti-branes (Q < 0) et des branes non
BPS (Q = 0).
Supersyme´trie et anti-brane
Une manie`re comple´mentaire de les introduire est d’e´tudier la brisure de supersyme´trie in-
duite par les conditions aux bords des cordes ouvertes. L’e´tude de l’effet de la T-dualite´ sur les
fermions montre que la chiralite´ du secteur droit est inverse´e, de sorte que nous avons effective-
ment que IIB↔ IIA par T-dualite´. Il en re´sulte l’introduction d’un ope´rateur de transformation
de parite´ β⊥ dans l’espace-cible agissant sur les spineurs [98, 6]. Le symbole ⊥ signifie que
la parite´ n’agit que sur les coordonne´es transverses a` la brane. S’il s’agit d’une Dp-brane les
conventions d’indices a = 0 . . . p et i = p + 1 . . . 10 ∈⊥ sont choisies. Cet ope´rateur est
explicitement :
β⊥p =
∏
m∈⊥
βm avec βm = ΓΓm (2.4.30)
Nous avons utilise´ les matrices Γµ ge´ne´ralise´es a` toute dimension. La matrice Γ est la
ge´ne´ralisation de γ5. La supersyme´trie non brise´e correspond aux ge´ne´rateurs :
(Qp)α = Qα +
(
β⊥p Q˜
)
α
(2.4.31)
La condition aux bords peut en re´alite´ eˆtre plus ge´ne´rale, car on pourrait aussi bien appliquer
une transformation d’espace-cible Ω sur les spineurs donc sur Qp, Q et Q˜ de telle sorte que cela
peut se re´e´crire en terme d’une transformation de β⊥p :
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(Qp)α = Qα +
(
Ω−1(β⊥p )Q˜
)
α
(2.4.32)
La transformation la plus simple est une rotation – la plus ge´ne´rale correspond a` une trans-
formation de Poincare´ – dans l’espace transverse a` la brane. Alors [98, 6] :
(Qp)α = Qα +
(
ρ−1β⊥p ρ Q˜
)
α
(2.4.33)
Or la formule reliant la supersyme´trie a` la charge R-R, est :
{
Qα, Q˜β
}
= −2
∑
p
QRM1...Mp
M1...Mp
(
β⊥Γ0
)
αβ
(2.4.34)
Et par conse´quent, nous aurons via la transformation Ω :
{
Qα, Q˜β
}
= −2
∑
p
QRM1...Mp
M1...Mp
(
Ω(β⊥)Γ0
)
αβ
(2.4.35)
En l’occurrence pour ce qui nous inte´resse, si Ω = −1, autrement dit si ρ est une rotation
de pi dans une direction transverse donne´e, nous avons imme´diatement que Ω(QR) = −QR.
Le cas de rotation quelconque est moins trivial mais est inte´ressant car en pre´sence d’une autre
brane fixe´e, l’angle d’intersection est un parame`tre tel que pour des valeurs ge´ne´riques la super-
syme´trie est totalement brise´e [98, 29, 65], sauf dans certaines configurations [119] qui peuvent
eˆtre 1/4, 1/8, 3/16 ou 1/16 BPS.
Nous en concluons qu’une anti-brane est une brane tourne´e de 180◦ dans l’espace transverse.
Remarquons maintenant que les supersyme´tries conserve´es par l’anti-brane sont comple`tement
orthogonales a` celles conserve´es par la brane correspondante, puisqu’il s’agit pre´cise´ment des
supersyme´tries brise´es dans son cas.
Etats de bord et anti-brane
Enfin, brane et antibrane peuvent eˆtre introduites en utilisant le formalisme des e´tats de
bords [41, 40, 42]. Un e´tat de bord est de´fini de telle sorte qu’il ve´rifie les conditions de bord
subies par les diffe´rentes alge`bres sur la surface de corde. Soit |Bp, aµ, ζ〉 l’e´tat de la brane loca-
lise´e en aµ avec ζ = ±1 la structure de spin – condition de collage entre modes droit et gauche
des spineurs sur le bord. En suivant la construction de Garberdiel [41] avec ses conventions, cet
e´tat doit ve´rifier dans la jauge du coˆne de lumie`re (µ = 0, 1) qui sont des coordonne´es de´finies
Dirichlet et sont donc transverses, sur le bord du disque :
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pb |Bp, aµ, η〉 = 0 b = 2 . . . p+ 2
(αbn + α˜
b
−n) |Bp, aµ, η〉 = 0 b = 2 . . . p+ 2
(αµn − α˜µ−n) |Bp, aµ, η〉 = 0 µ = p+ 3 . . . 9
(xµ − aµ) |Bp, aµ, η〉 = 0 µ = 0, 1, p+ 3 . . . 9
(ψbr + iηψ˜
b
−r) |Bp, aµ, η〉 = 0 b = 2 . . . p+ 2
(ψµr − iηψ˜µ−r) |Bp, aµ, η〉 = 0 µ = p+ 3 . . . 9 (2.4.36)
et quelque soit le secteur (NS ou R). Notons que cet e´tat ne peut que de´crire un D-instanton,
a` cause des conditions Dirichlet le long des coordonne´es du coˆne de lumie`re. Cependant, Gaber-
diel explique qu’il est possible de revenir a` une de´finition de brane standard par double rotation
de Wick : une sur X0 et une autre sur une coordonne´e spatiale longitudinale a` la brane. Cette
manie`re de faire permet de s’abstraire des proble`mes de normes ne´gatives de long de la direction
temporelle.
L’e´tat de bord pre´ce´dent s’exprime par transforme´e de Fourier a` une normalisation pre`s en
fonction de l’e´tat cohe´rent |Bp, kµ, η〉 :
|Bp, aµ, η〉 ∝
∫ ∏
µ=0,1,p+3,...9
dkµ eikµa
µ |Bp, kµ, η〉 (2.4.37)
Cet e´tat cohe´rent est maintenant donne´ par :
|Bp, kµ, η〉 = exp
(∑
n>0
[
− 1
n
p+2∑
a=2
αa−nα˜
a
−n +
1
n
9∑
µ=p+3
αµ−nα˜
µ
−n
]
+ iη
∑
r>0
[
−
p+2∑
a=2
ψa−nψ˜
a
−n +
9∑
µ=p+3
ψµ−nψ˜
µ
−n
])
|Bp, kµ, η〉(0) (2.4.38)
avec n entier ou demi-entier suivant le secteur (R ou NS) et |Bp, kµ, η〉(0) l’e´tat fondamental
de moment ka = 0 et kµ 6= 0 et tel que dans le secteur R-R :
(ψa0 + iηψ˜
a
0) |Bp, kµ, η〉(0)RR = 0 a = 2 . . . p+ 2
(ψµ0 − iηψ˜µ0 ) |Bp, kµ, η〉(0)RR = 0 µ = p+ 3 . . . 9 (2.4.39)
Dans le secteur NS-NS, l’e´tat de bord ve´rifie du fait de la de´finition fantomatique du vide
NS-NS, c’est-a`-dire (−1)F |0〉NS = − |0〉NS :
(−1)F |Bp, aµ, η〉NSNS = − |Bp, aµ,−η〉NSNS
(−1)F˜ |Bp, aµ, η〉NSNS = − |Bp, aµ,−η〉NSNS (2.4.40)
De sorte que seule la combinaison |Bp, aµ〉NSNS = |Bp, aµ,+〉NSNS − |Bp, aµ,−〉NSNS
est invariante GSO en the´orie IIA ou IIB. Je rappelle qu’il faut une chiralite´ (+) dans le secteur
NS, d’apre`s (2.3.32). Dans le secteur R-R on trouvera cependant :
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(−1)F |Bp, aµ, η〉RR = |Bp, aµ,−η〉RR
(−1)F˜ |Bp, aµ, η〉RR = (−1)p+1 |Bp, aµ,−η〉RR (2.4.41)
Ce qui donne encore une seule combinaison invariante GSO |Bp, aµ〉RR = |Bp, aµ,+〉RR+
|Bp, aµ,−〉RR pour p pair en type IIA et p impair en type IIB. L’e´tat de bord complet de la
brane est la combinaison line´aire des deux secteurs. La dualite´ corde ouverte/corde ferme´e de
la fonction de partition cylindrique impose que les normalisations relative et absolue soient
spe´cifiquement fixe´es. Ainsi nous avons deux e´tats distincts :
|Dp, aµ〉 = |Bp, aµ〉NSNS + |Bp, aµ〉RR∣∣Dp, aµ〉 = |Bp, aµ〉NSNS − |Bp, aµ〉RR (2.4.42)
Parmi lesquels nous distinguons la brane (+) et l’anti-brane 23 (−). Il parait donc que par
rotation de pi, seul le secteur R-R est modifie´, ce qui est naturel puisqu’il est spinoriel a` la
diffe´rence du secteur NS-NS.
2.4.5 Syste`mes de branes BPS et non BPS
Nous pouvons construire toute sorte de syste`mes de branes, coı¨ncidentes [88], se´pare´es,
secantes avec angles [98, 29, 65, 60], non secantes avec angles [60], booste´es [25, 27, 60] etc.
Nous e´tudierons rapidement un simple syste`me de deux branes identiques paralle`les puis le
syste`me d’une brane paralle`le a` une anti-brane.
Syste`me de deux branes paralle`les
La fonction de partition cylindrique calcule´e par e´change de cordes ferme´es entre ces deux
branes s’exprime simplement par :
∫ ∞
0
d` 〈Dp, aµ| e−`Hc |Dp, bµ〉 (2.4.43)
avec Hc l’hamiltonien de cordes ferme´es dont les de´tails se trouvent dans [41]. Avec les
renormalisations correctes, elle vaut simplement apre`s transformation modulaire ` = 1/2t la
fonction de partition annulaire des cordes ouvertes projete´es GSO :
∫ ∞
0
dt
2t
(
Tr NS
1 + (−1)F
2
e−2tHo − Tr R1 + (−1)
F
2
e−2tHo
)
(2.4.44)
Ho est l’hamiltonien de cordes ouvertes dont les de´tails peuvent eˆtre trouve´s e´galement
dans [41]. La projection GSO ci-dessus est bien celle qui permet de retrouver une supersyme´trie
d’espace-cible N = 1, car l’inte´grande est nul – encore graˆce a` une identite´ de Jacobi. Ainsi,
le spectre de cordes ouvertes est libre de tachyon : c’est un syste`me stable. Tant que les deux
branes sont strictement paralle`les, elles conservent les meˆmes ge´ne´rateurs de supersyme´trie et
par conse´quent le syste`me a le meˆme degre´ de supersyme´trie qu’une brane seule, c’est-a`-dire
qu’il est 1/2 BPS.
23. La brane tourne´e d’un angle quelconque a un e´tat de bord plus complique´ a` calculer [22].
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Syste`me brane-anti-brane
A l’inverse, la projection GSO pre´ce´dente n’apparaıˆt plus pour une fonction de partition
calcule´e entre une brane et une anti-brane paralle`les, ce qui brise donc la supersyme´trie et laisse
e´ventuellement apparaıˆtre un tachyon :
∫ ∞
0
d`
〈
Dp, aµ
∣∣ e−`Hc |Dp, bµ〉 ∝ ∫ ∞
0
dt
2t
(
Tr NS
1− (−1)F
2
e−2tHo − Tr R1− (−1)
F
2
e−2tHo
)
(2.4.45)
Le proble`me est que la projection sur le secteur NS autorise le fondamental de cordes ou-
vertes a` exister dans le secteur interbranaire, puisqu’il est de chiralite´ ne´gative de part sa nature
fantomatique. Soit ~y1 et ~y2 les positions spatiales des deux branes. Nous identifions naturel-
lement ‖~y‖ avec la distance les se´parant. Par exemple, pour une D-particule et une anti D-
particule, nous aurons [9] explicitement :
Z ∝
∫ ∞
0
dt
2t
(2pit)−3/2e−
t
2
~y2
4pi2α′
η(it)−9
θ1(0|it)
{−,+,+}∑
α=2,3,4
eαθα(0|it)4
∝
∫ ∞
0
dt
2t
(2pit)−3/2e−
t
2
( ~y
2
4pi2α′−1/2)f(t) (2.4.46)
avec e2 = −e3 = −e4 = −1. La fonction f(t) est telle que f(t → 0) → 0 et f(t →
∞) → 1. Cette inte´grale est clairement divergente pour ‖~y‖ < pi√2. Cette divergence est le
fait d’un tachyon : ce dernier apparaıˆt explicitement en calculant le spectre de cordes ouvertes
tendues entre les 2 branes et en appliquant la projection PDD¯ =
1−(−1)F
2
sur les deux secteurs
NS et R. En utilisant la meˆme technique que dans le cas bosonique, c’est-a`-dire en e´tudiant
la contribution de distance dans le spectre de corde tendue s’enroulant une fois le long d’une
direction compacte, et en appliquant la projection, nous trouvons que le spectre des cordes
interbranaires est effectivement, en fonction des secteurs :
NS− m2 = N + ‖~y‖
2
4pi2
− 1
2
R− m2 = N + ‖~y‖
2
4pi2
(2.4.47)
Le fondamental NS est bien tachyonique tant que ‖~y‖ < pi√2. Par conse´quent, nous identi-
fions une distance critique `c = pi
√
2 diffe´rente de celle obtenue dans le cas bosonique – nous
obtenions alors `c = 2pi – en laquelle le bi-fondamental est non-massif.
Brane non BPS
A partir du syste`me brane-antibrane que nous venons d’introduire et qui brise totalement la
supersyme´trie d’espace-cible, nous pouvons construire une brane unique conservant cette pro-
prie´te´. La me´thode que Sen [106, 109] utilise pour la construire, consiste a` appliquer un certain
orbifold sur le syste`me initial. Il obtient ainsi une brane non charge´e, puisque le syste`me ini-
tial ne l’est pas et non BPS. Sen l’a naturellement appele´ brane non-BPS. Cette dernie`re a une
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dimension comple´mentaire 24 des branes BPS, c’est-a`-dire qu’elle a p impair (pair) en type IIA
(IIB), en cohe´rence avec sa neutralite´ par comparaison aux champs de jauge disponibles dans
ces the´ories-ci.
Rapidement, nous allons re´sumer la construction que propose Sen. Partons d’une brane et
d’une anti-brane coı¨ncidentes en type IIA (par exemple), c’est-a`-dire de dimension p pair. Ap-
pliquons l’orbifold (−1)FL qui inverse la parite´ des spineurs d’espace-cible le long des modes
gauches des cordes ferme´es. Cet orbifold projette, sous la forme 1 + (−1)FL par exemple dans
le calcul d’une fonction de partition toroı¨dale, la the´orie de type IIA sur celle de type de IIB. En
outre, l’effet sur l’e´tat de bord de la brane de cet ope´rateur est de modifier le signe devant l’e´tat
|Bp〉RR dans (2.4.42) et par conse´quent (−1)FL transforme une brane en une antibrane. Ainsi,
seul le syste`me de ces deux objets est invariant par cet orbifold.
Maintenant, de meˆme qu’en the´orie bosonique, nous introduisons des facteurs de Chan-
Paton pour repre´senter les divers secteurs de cordes ouvertes sur le syste`me brane-antibrane.
Puisque nous avons 2 branes, le groupe de jauge est U(2) et nous utiliserons encore les matrices
de Pauli σ0,1,2,3. Or nous avons dit que (−1)FL e´change la brane et l’antibrane ; par conse´quent
si Λ est un facteur de CP quelconque, la transformation est repre´sente´e par le facteur 25 σ1 et
Λ→ (σ1)−1Λσ1. De sorte que les seuls facteurs invariants par cette orbifold sont σ1 et σ0 dont
on en de´duit que ces deux secteurs sont inde´pendants, puisque [σ0, σ1] = 0. Par conse´quent, la
the´orie des champs re´sultante est abe´lienne.
L’objet que nous obtenons est donc e´le´mentaire, puisque σ3 e´tant le secteur associe´ a` la
position relative de la brane et de l’antibrane a disparu. En outre, il est de dimension anormale
par rapport aux branes BPS naturelles. Enfin, comme il est issu du syste`me brane-antibrane, il
brise explicitement la supersyme´trie et admet e´ventuellement un – et un seul – tachyon, celui
du secteur σ1, dans son spectre de cordes ouvertes. Dans ce dernier secteur, le spectre de masse
est :
NS α′m2 = N − 1
2
R α′m2 = N (2.4.48)
Typiquement, la brane non BPS est tachyonique donc instable, mais il existe des tech-
niques permettant de stabiliser une telle brane, c’est-a`-dire faire disparaıˆtre le tachyon. La brane
non-BPS a e´te´ tre`s e´tudie´e du point de vue de la condensation du tachyon, qui s’ave`re mieux
controˆle´e que dans le cas bosonique, entre autre parce que le potentiel effectif est syme´trique et
posse`de des minima stables. L’action effective a e´te´ bien contrainte et sa forme est maintenant
presque canonique.
24. L’orbifold conserve la dimension de la brane mais transforme IIA en IIB et inversement.
25. Ce pourrait aussi eˆtre σ2 mais c’est exactement identique.
Chapitre 3
Ge´ne´ralite´s : the´ories effectives et mode`le
sigma
Nous commenc¸erons ce chapitre en pre´sentant les actions effectives et en pre´cisant les
termes. Nous parlerons du potentiel effectif et de l’introduction du tachyon dans ce cadre.
Puis dans la section 3.2 nous verrons un cas particulier de construction d’action effective en
the´orie des cordes qui est le mode`le sigma. Puisque cela est lie´ au groupe de renormalisation
nous pre´senterons dans le meˆme temps les divers sche´mas de renormalisation et les calculs des
e´quations de floˆt – fonctions beˆta – que nous utiliserons par la suite.
3.1 The´ories effectives : actions, potentiels et tachyon
En the´orie quantique des champs [63, 96], l’objet de base est l’action fondamentale sur les
champs fondamentaux – quantiques – de la the´orie, note´e ge´ne´ralement S[φ]. La dynamique
comple`te est encode´e dans son expression, qui comprend des termes cine´tiques et des termes
potentiels. Ces champs sont de´veloppe´s line´airement autour d’une valeur ”classique” re´solvant
les e´quations classiques du mouvement, qui en premie`re approximation sont de´rive´es de l’action
fondamentale. En effet, le traitement quantique perturbatif 1 ne peut que concerner des perturba-
tions des champs, des valeurs ”microscopiques” en opposition a` des valeurs ”macroscopiques”.
Cependant, la prise en compte d’effets quantiques conduit en ge´ne´ral a` modifier, parfois
drastiquement, les valeurs des champs classiques, qui du coup ne ve´rifient plus les e´quations
fondamentales du mouvement. En particulier cela se produit en tenant compte des termes di-
vergents et en les soustrayant proprement du calcul – c’est-a`-dire renormalisation. Cela ame`ne
entre autre a` modifier la masse physique en une masse nue. Ainsi le champ fondamental doit
ve´rifier les e´quations du mouvement en fonction de la masse nue, et le champ ”classique” –
c’est-a`-dire conforme aux observations – quant a` lui doit ve´rifier les e´quations du mouvement
en fonction de la masse physique. Il existe donc une claire dichotomie entre ce qui est de´fini
fondamentalement et ce qui apparaıˆt (semi)classiquement, c’est-a`-dire effectivement.
Nous sommes donc amene´s a` introduire le concept d’action effective, dont il existe trois
de´finitions, suffisamment diffe´rentes pour les distinguer.
1. Ce n’est pas le cas dans le traitement non-perturbatif, qui ne ne´cessite pas un tel de´veloppement.
87
88 Deuxie`me partie. Section 3.1
3.1.1 Actions effectives
Commenc¸ons par ce que l’on pourrait nommer l’action ”semi-classique” effective, ge´ne´ra-
lement note´e Γ[ϕ]. Celle-ci tient compte – ide´alement – de tous les effets quantiques et dont les
e´quations du mouvement ont pour solution la valeur ”classique” du champ autour de laquelle
la the´orie quantique est de´finie. Cette action effective a donc pour objet un champ classique
”off-shell” ; elle est compose´e de termes cine´tiques et potentiels. En particulier, on de´finit le po-
tentiel effectif qui, associe´ a` un terme cine´tique standard – quadratique dans la de´rive´e premie`re
du champ – doit eˆtre minimise´. La valeur du champ classique qui minimise le potentiel effectif
est le champ classique ”on-shell”. Il correspond a` la valeur observable du champ dans le vide
ϕcl = 〈ϕ〉 ; par extension, on l’appelle donc ”vide” de la the´orie, car il caracte´rise l’e´tat macro-
scopique du vide.
Or, il existe une deuxie`me de´finition d’action effective. La the´orie des champs fondamen-
tale, en dehors des proble`mes de divergences, doit eˆtre re´gularise´e pour des raisons associe´es
aux mesures effectue´es en laboratoire. En effet, il peut eˆtre souhaitable de ne connaıˆtre la the´orie
que jusqu’a` une certaine e´chelle d’e´nergie – qu’on nommera cut-off – par exemple l’e´nergie at-
teinte lors d’une collision dans un acce´le´rateur de particules. Or pour des raisons quantiques,
toutes les e´nergies supe´rieures a` cette e´chelle sont accessibles au syste`me physique – dans des
de´lais temporels infiniment courts en raison de la relation d’incertitude d’Heisenberg – et vont
donc a priori contribuer au processus. Cependant, on peut tenir compte de l’inte´gralite´ de ces
effets quantiques d’un coup en les regroupant – par inte´gration – dans un ensemble de termes
dans une action effective a` l’e´chelle d’e´nergie souhaite´e. Il s’agit de la construction de l’action
effective wilsonienne (voir par exemple [13]) et note´e Γµ[φ], avec µ le cut-off.
Dans la limite ou` certaines interactions sont hors de porte´e d’un syste`me pour des raisons
e´nerge´tiques, il existe aussi une proce´dure consistant a` inte´grer tous les champs ne pouvant
eˆtre produit qu’a` travers ces interactions et donc a` ne´gliger tous les effets quantiques de haute
e´nergie. L’action obtenue pour le champ e´tudie´ est donc une approximation de basse e´nergie
de l’action wilsonienne. Par exemple, en the´orie des particules, l’e´chelle d’e´nergie est souvent
tre`s basse par rapport a` MGUT = 1015 GeV, qui est la limite a` laquelle le mode`le standard
dans sa de´finition fondamentale cesse d’eˆtre pertinent ; donc l’expression de l’action du mode`le
standard n’est a priori qu’une approximation d’une the´orie plus fondamentale.
Ainsi, oune action effective de basse e´nergie est e´galement introduit. Elle est note´e ge´ne´rale-
ment Seff [φ] et telle que :
Γµ[φ]
Eµ∼ Seff [φ] + o(E
µ
) (3.1.1)
Insistons bien sur le fait qu’aucune des deux n’est la meˆme action effective que la premie`re
de´finie au-dessus, car ici les champs y apparaissant sont toujours quantiques – on doit toujours
les inte´grer dans l’inte´grale de chemin – et non classiques 2. C’est une distinction importante
car on peut avoir a` faire a` ces deux types d’action effective en the´orie des cordes et donc aussi
2. Du point de vue des composantes des champs de haute e´nergie il s’agit bien de la meˆme de´finition, mais
cette action re´sultante n’est pas explicitement invariante de Lorenz, contrairement a` la premie`re.
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dans l’e´tude de cette the`se, en particulier lorsque l’on discutera des traitements off-shell de la
condensation de tachyon.
Dans la suite nous appellerons donc action effective l’action Γ de´finie selon la premie`re
de´finition. La seconde Γµ sera nomme´e action effective wilsonienne. Enfin la troisie`me, Seff
de´signera l’action effective de basse e´nergie.
3.1.2 Minimisation du potentiel effectif
Nous avons vu que le potentiel effectif apparaissant dans l’expression de l’action effective
devait eˆtre minimise´. C’est un processus classique naturel que l’on retrouve dans diverses appli-
cations me´caniques, dans le sens ou` l’on peut assimiler ce potentiel a` une donne´e e´nerge´tique
qu’il convient de minimiser. En l’occurrence, ce comportement apparaıˆt imme´diatement dans la
re´solution des e´quations du mouvement. Le potentiel effectif posse`de un ou plusieurs minima
locaux et un ou plusieurs minima globaux.
Autour d’un minimum, le potentiel est toujours convexe ; ainsi en premie`re approximation,
il y est quadratique et est donc celui d’un oscillateur harmonique – pour les perturbations quan-
tiques du champ autour de sa valeur classique ”constante” correspondante. Le potentiel qua-
dratique y est caracte´rise´ par une constante de couplage que l’on nomme naturellement masse
carre´e et telle que m2 ≥ 0. Autrement dit, l’action fondamentale autour de ce vide pour les
perturbations φ = δϕ est a` l’ordre quadratique :
S[φ] ∝
∫
dnx
(
1
2
∂µφ∂
µφ− m
2
2
φ2
)
(3.1.2)
En ne´gligeant dans un premier temps les effets quantiques tunnel – non perturbatifs – de
de´croissance d’un minimum local vers un minimum global, on peut conside´rer que le ”vide”
associe´ a` ce minimum local est stable. Par opposition, toute configuration classique initialement
”constante” en dehors de ce minimum sera instable car appele´e a` devenir dynamique, dans la
direction d’un minimum local.
Il existe donc comme dans toute the´orie des champs des solutions statiques et des solu-
tions dynamiques, pouvant chacune avoir e´ventuellement des de´pendances temporelles ou spa-
tiales non triviales. Pour ce qui est des de´pendances spatiales, on parle de soliton et pour la
de´pendance temporelle, on peut parler d’instanton. Mais insistons encore sur le point suivant :
chacune de ces solutions classiques repre´sente un vide du point de vue de la the´orie des pertur-
bations quantiques autour de la valeur classique du champ.
Ainsi, une the´orie quantique des champs est de´finie dans un vide de´pendant soit de l’espace,
soit du temps, soit des deux, soit d’aucun. Cependant, la re´solution d’une the´orie quantique le
long d’un vide dont les de´pendances spatio-temporelles sont non triviales est peu aise´e et en
ge´ne´ral seule la the´orie quantique autour des points de la trajectoire du champ ou` le vide est
constant est de´crite. Les configurations pour lesquelles asymptotiquement – a` ses extre´mite´s –
la trajectoire tend vers un – ou des – vide(s) constant(s), sont particulie`rement inte´ressantes, car
le plus souvent topologiquement non-triviales.
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3.1.3 Maxima locaux du potentiel et champs tachyoniques
Maxima locaux et tachyons
Les maxima locaux sont des points tre`s particuliers du potentiel effectif, car les configura-
tions constantes en ceux-ci re´solvent aussi les e´quations du mouvement. Or il apparaıˆt imme´dia-
tement que ces solutions ne peuvent pas eˆtre stables, puisque toute perturbation microscopique
entraıˆne une chute exponentielle du champ classique le long de la pente du potentiel, d’une part
ou de l’autre du maximum.
Ainsi, le vide n’est pas quantiquement stable et on ne peut donner de sens au terme de
”perturbation”, ce qui proscrit toute e´tude perturbative autour d’un tel vide. Cependant, on peut
eˆtre inte´resse´ par l’e´tude des trajectoires partant naturellement de ce vide et classer en particu-
lier toutes celles qui rejoignent asymptotiquement un vide stable. C’est exactement le type de
solution qui va nous inte´resser dans notre e´tude du tachyon.
En effet, ces maxima sont imme´diatement associe´s a` des ”perturbations” tachyoniques dans
la the´orie quantique correspondante pour la raison suivante. A l’instar de la the´orie quantique
effective autour d’un minimum du potentiel, on peut de´velopper le potentiel effectif a` l’ordre
quadratique, c’est-a`-dire sous la forme (3.1.2), et obtenir autour du maximum un oscillateur
harmonique. L’e´quation de mouvement du champ est alors simplement (−+ m2)φ = 0 avec
 = −ηµν∂µ∂ν et m2 < 0. On identifie donc que la constante de couplage correspondante est
une masse carre´e ne´gative. De sorte que la perturbation est un tachyon. C’est par exemple la
situation que l’on rencontre dans le me´canisme de Higgs.
Tachyons, perturbations et condensation
La notion de perturbation correspond ici a` la de´finition suivante : valeur de champ suffi-
samment faible pendant un intervalle de temps fini ou infinite´simal, telle que tout terme d’in-
teraction de la the´orie – fondamentale ou effective – peut eˆtre traite´ comme vertex d’interaction
a` de´velopper autour de la the´orie libre du champ. Sachant que le vide ou` apparaıˆt une per-
turbation tachyonique est instable, l’intervalle de temps sera d’autant plus court que la masse
carre´e sera ne´gative. Par la relation d’incertitude d’Heisenberg, nous avons a` peu de choses
pre`s ∆t ∼ 1/ |m|. Cette relation s’obtient aussi en remarquant que puisque la masse carre´e est
ne´gative, la masse en elle-meˆme – c’est-a`-dire l’e´nergie au repos – est imaginaire pure. Alors la
de´pendance temporelle habituelle des modes perturbatifs de la the´orie libre qui va comme eiEt
donne pour E = −i |m| l’e´volution temporelle de la ”perturbation” de tachyon e|m|t ce dont on
de´duit la constante de temps donne´e plus haut.
A des temps plus e´leve´s que 1/ |m| nous ne pouvons plus faire sens du terme ”perturbation”
et donc fatalement du terme ”particule”. Ceci explique donc que la notion de tachyon en tant
que particule n’est donc pas particulie`rement bien de´finie dans le temps. En revanche, si on
applique la relation de masse m2 = E2 − p2 en e´vitant le domaine d’e´nergie imaginaire, il faut
alors imposer que le vecteur e´nergie-impulsion est de genre espace, soit que l’impulsion est p2 >
|m|2. Dans ce contexte, ce qu’on pourrait appeler particule tachyonique viole significativement
la causalite´ sur des distances de l’ordre de 1/ |p| < 1/ |m|.
Parce que les modes d’impulsion faible sont ine´vitablement produits dans le vide instable,
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le destin du champ tachyonique est donc de rouler le long du potentiel. Pourtant l’issue de ce
phe´nome`ne est incertaine et de´pend fortement de la forme du potentiel effectif. S’il existe des
vides stables dans la direction du roulement, alors il est possible que le champ finisse par at-
teindre au moins un de ces vides et s’y condense en relaˆchant de l’e´nergie. In fine nous pouvons
espe´rer obtenir un syste`me exactement de´fini dans le vide stable. C’est pre´cise´ment ce qu’on
cherche a` produire dans le me´canisme de Higgs en imposant au champ un potentiel de type
chapeau mexicain [15] qui admet un ensemble de vides stables de´crit par U(1). La phase dy-
namique de condensation n’est en ge´ne´ral pas de´crite, car la the´orie est habituellement e´tudie´e
directement autour du vide stable. Cependant la question de cette e´volution se pose dans les
mode`les cosmologiques, entre autre a` cause des cre´ations de de´fauts topologiques – eg. cordes
cosmiques.
En effet, l’exploration du potentiel effectif sugge`re l’existence d’autres modes de condensa-
tion : par exemple ces condensations purement spatiales introduisant des de´fauts topologiques
– solitons – interpolant entre plusieurs vides stables distincts 3. Ces de´fauts seraient comme
”pose´s” au maximum instable du potentiel, lieu d’e´changes de tachyons anti-causaux et donc
d’e´paisseur ∼ 1/ |m|. Des condensations hybrides, que l’on nomme inhomoge`nes, sont aussi
imaginables, telles qu’elles combinent un roulement du champ et une se´paration spatiale dans
plusieurs vides distincts. Notons que cela est soumis a` des conditions sur la conservation de
l’e´nergie car la cre´ation de de´fauts topologiques – des formes de murs de domaines ou de cordes
cosmiques dans le cas pre´sent – n’est pas gratuite e´nerge´tiquement, comme on le sait bien dans
les e´tudes des me´taux ferromagne´tiques a` propos des murs de domaines.
3.2 Mode`le sigma non line´aire et groupe de renormalisation
Nous allons brie`vement pre´senter ce qu’on entend par mode`le sigma et en quoi cela est en
relation avec la the´orie des cordes. En particulier, nous mettrons cela en contact avec le groupe
de renormalisation et les fonctions beˆta que nous introduirons dans la section suivante.
3.2.1 Mode`le sigma, e´quations de flots et e´quations du mouvement
Le mode`le sigma est une the´orie des champs couple´e,de´pendant d’un certain nombre de
parame`tres – dont par exemple la me´trique sur l’espace des champs qui apparaıˆt sous la forme
κij(φ)∂aφ
i∂aφj . Le principe est de classer l’ensemble des the´ories des champs renormalisables
et d’e´ventuellement de´crire la topologie de l’espace des the´ories. Les diffe´rentes the´ories des
champs sont caracte´rise´es par des flots de renormalisation des couplages dont les e´quations de
flots sont donne´es par les fonctions beˆta du groupe de renormalisation. Parmi ces the´ories, sont
importantes celles qui sont des points fixes du groupe de renormalisation [8, 59]-par de´finition-
invariantes d’e´chelle. Les CFT font partie de ces types de the´ories sauf qu’elles sont invariantes
d’e´chelle localement et ont donc, comme nous avons pu le voir, un statut tre`s particulier.
En the´orie des cordes, on peut naturellement de´finir un mode`le sigma sur la surface de corde.
En effet, l’action de Polyakov sur le plan complexe e´tant donne´e par :
3. Dans le cas du Higgs, il s’agit de solutions de vortex car l’ensemble des vides stables est continu. L’interpo-
lation est donc angulaire.
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Sp =
1
2piα′
∫
d2z Gµν(X)∂Xµ∂¯Xν (3.2.1)
nous voyons que la me´trique sur les champs X est identifie´e a` la me´trique d’espace-cible.
Nous disions plus toˆt que les the´ories des cordes devaient eˆtre de´finies invariantes conformes,
c’est-a`-dire si on veut calculer des e´le´ments de matrice-S on-shell. Autrement dit, l’existence
de particules re´elles est soumise a` condition dans sa description interne et en particulier, nous
voyons que le fond ge´ome´trique de l’espace-cible sera lui-meˆme contraint, au moins localement.
En effet, pour de´finir une CFT, une condition ne´cessaire est l’invariance d’e´chelle globale. Par
conse´quent, l’e´quation de flots de Gµν doit eˆtre sche´matiquement telle que la me´trique en est
bien un point fixe :
βG =
dG
d lnµ
= 0 (3.2.2)
avec µ le facteur d’e´chelle de renormalisation. Il semble, dans une certaine mesure, que
cela est tre`s similaire a` la de´finition d’une e´quation du mouvement, quoiqu’une telle e´quation
est de´rive´e d’un principe de moindre action ; ce qui fait que la relation entre l’e´quation du
mouvement et les fonctions beˆta du groupe de renormalisation n’est pas ne´cessairement tri-
viale [124, 17, 122].
En remarquant que Gµν∂Xµ∂¯Xν est tre`s similaire a` l’ope´rateur de vertex d’un graviton,
nous comprenons que tout champ contenu dans le spectre doit pouvoir apparaıˆtre e´galement
dans l’action sur la surface. En fait, d’apre`s la forme et parce l’action est exponentie´e, on com-
prend que la contribution de la me´trique est e´quivalente a` la de´finition d’un e´tat cohe´rent de gra-
viton. Par conse´quent, il est naturel d’introduire les autres champs de la meˆme manie`re. Nous
aurons ainsi de fac¸on tre`s ge´ne´rale, avec Φ le dilaton, Bµν le Kalb-Ramond, Aµ les champs de
jauge de cordes ouvertes et T le tachyon de corde ouverte sur le bord, en the´orie bosonique 4 ou
supersyme´trique 5 une action de surface suivante :
Ssurf =
1
2piα′
∫
d2σ
{(
Gµν(X) η
ab +Bµν(X) 
ab
)
∂aX
µ∂bX
ν + Φ(X)R}
+ i
∮
dσaAµ(X) ∂aXµ +
∮
dσ T (X) (3.2.3)
qui de´finit bien une the´orie des champs couple´e a` 2 dimensions. On parle de chacune de
ces contributions en terme de de´formation. Il faudrait techniquement ajouter aussi des champs
massifs mais nous supposons qu’ils de´couplent dans la limite α′ → 0. Pour les supercordes,
l’action peut s’e´crire directement en super-espace, avec σa ∈ H+ sous la forme :
Ssuper =
1
2piα′
∫
d2zd2θ
{
(Gµν(X) +Bµν(X))DXµD¯Xν + Φ(X)Rsuper
}
+ i
∮
dσdθ Aµ(X)DXµ +
∮
dσdθ T (X) (3.2.4)
4. En the´orie bosonique on pourrait aussi rajouter le tachyon de corde ferme´e.
5. L’inclusion des champs R-R ou des fermions est trop de´licate nous n’en parlerons pas ici.
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que l’on peut de´composer apre`s inte´gration sur les variables de Grassmann en fonction de
Xµ et ψµ ainsi que leurs homologues anti-holomorphes. Simplement a` cause du de´veloppement
A(Xµ) = A(X) + ∂µA(X)
(
θψµ + θ¯ψ˜µ + θθ¯ F µ
)
− ∂µ∂νA(X) θθ¯ ψµψ˜ν (3.2.5)
Les champs du mode`le sigma ne sont donc plus simplement Gµν etc. mais aussi leurs
de´rive´es premie`res et e´ventuellement secondes.
Maintenant, chacun des champs de (3.2.3) dans son expression en fonction des champs
fondamentaux Xµ devra sche´matiquement eˆtre solution des e´quations de flots donne´es par :
βi =
dϕi
d lnµ
= 0 pour tout i (3.2.6)
Ce n’est pas l’unique contrainte car cela ne fait que de´finir une the´orie invariante d’e´chelle
globale. Afin d’exprimer une CFT, il faut aussi que les champs soient invariants d’e´chelle locale,
par conse´quent, on impose a` toutes les de´formations d’eˆtre des ope´rateurs primaires – de la CFT
libre – c’est-a`-dire de poids ∆ = (1, 1) dans le bulk et simplement ∆ = 1 sur le bord :
V ibulk =
∫
d2σ
√
g µiO(1,1)(z, z¯) et V ibord =
∮
dy
√
gyy µ
iO1(y) (3.2.7)
Parce que l’on s’attend a` ce que les e´quations impose´es par les fonctions beˆta soient e´qui-
valentes a` des e´quations du mouvement de´rive´es d’une action – en l’occurrence effective – on
comprend que les champs lorsqu’ils de´finissent une CFT correspondent a` des solutions clas-
siques de ces e´quations. Ils forment donc, ce qu’on appelle des fonds ou vides dans le jargon
des actions effectives, que nous avons de´finis dans la section pre´ce´dente.
L’objectif de l’e´tude des mode`les sigma en the´orie des cordes est donc de trouver l’ex-
pression de cette action effective dont les e´quations du mouvement admettent des CFT pour
solutions. L’interpre´tation physique de cette action effective est sujette a` caution, car on ne l’as-
simile pas ne´cessairement a` une action effective de´finie dans l’espace-cible. Par exemple, dans
la de´finition de l’OSFT – the´orie des champs de cordes ouvertes – de Witten [135, 136, 84, 51],
l’action effective obtenue est de´finie sur l’espace des the´ories des champs et non sur l’espace-
cible. En revanche, dans la de´finition de Tseytlin et al. [3, 125, 4, 127, 123] ils construisent a`
partir de la fonction de partition off-shell renormalise´e et non-inte´gre´e sur les modes ze´ro xµ
des champs Xµ, une action off-shell de´finie sur l’espace-cible 6. Nous nous placerons dans ce
formalisme plutoˆt que dans celui de Witten qui est trop difficile a` utiliser pour ce que nous avons
a` calculer.
Dans le formalisme de fonction de partition de Tseytlin et al. l’action est donc construite a`
partir de la formule suivante :
6. Cependant, ils insistent sur certaines ambiguı¨te´s associe´es a` des rede´finitions des champs non fixe´es par le
groupe de renormalisation. En particulier, l’existence de plusieurs sche´ma de renormalisation nourrit cette am-
biguı¨te´ car il n’existe pas de sche´ma naturel et la de´pendance des fonctions beˆta, dans le sche´ma, peut eˆtre forte.
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S[µi] = ZR[µi,R] =
∫
dDxµZ ′R[µi,R(x)] (3.2.8)
ou` µi,R sont les couplages µi renormalise´s et Z ′ la densite´ de fonction de partition. Les
couplages dans ces the´ories doivent eˆtre de´finis relevants de telle sorte qu’ils ont bien un point
fixe UV – ou ,dans la meilleure situation, interpolent entre deux points fixes UV et IR, le long du
groupe de renormalisation [59]. A l’inverse, les couplages irrelevants n’ont pas ne´cessairement
– et en ge´ne´ral – de point fixe UV en µi → ∞ et par conse´quent la the´orie re´sultante n’est
souvent pas renormalisable [127, 75]. Par conse´quent, on ne peut pas utiliser les couplages
irrelevants comme des perturbations de champs d’espace-cible.
Dans (3.2.8) l’extraction de la mesure sur les modes ze´ro est naturelle a` partir de la mesure
de l’inte´grale de chemin. En notant Xµ = xµ + Xˆµ que nous avons se´pare´ en mode ze´ro +
modes d’oscillateurs, elle s’exprime selon :
∫
DDXµ =
∫
dDxµ
∫
DDXˆµ (3.2.9)
De sorte que le lagrangien effectif d’espace-cible se de´finit naturellement par la relation :
L(µi) = Z ′R[µi,R(x)] (3.2.10)
Cette relation n’est pas tout a` fait exacte car elle de´pend de la the´orie e´tudie´e. En the´orie
bosonique et en pre´sence de tachyons, la relation doit eˆtre modifie´e [136, 127] en L(µi) =
(1 + βi∂i)Z[µi]. Nous avons enleve´ l’indice R par commodite´ et nous avons note´ ∂i = ∂/∂µi.
En revanche, elle est a priori exacte en the´orie supersyme´trique. Dans tous les cas, lorsque l’on
se place spe´cifiquement sur une CFT, c’est-a`-dire sur une solution des e´quations du mouvement,
nous avons toujours :
Lon−shell(µoni ) = Z ′R[µoni,R(x)]
∣∣∣∣∣
CFT
(3.2.11)
Ces formules ont e´te´ utilise´es avec succe`s pour obtenir les actions [123, 86] Born-Infeld (BI)
mais aussi obtenir les actions effectives de tachyon dans les syste`mes brane-antibrane coı¨ncident
ou de brane nonBPS [127, 77].
La formule qui relie les e´quations du mouvement de l’action effective S aux fonctions beˆta
des champs φi est de manie`re tre`s ge´ne´rale donne´e par :
δS
δφi
= κij(φ)βj (3.2.12)
avec κij(φ) un coefficient tel que la covariance est re´tablie. Sans ce coefficient, la relation est
en ge´ne´rale fausse a` cause de l’inde´pendance dans le sche´ma de renormalisation de l’e´quation
du mouvement d’une part et la de´pendance de la fonction beˆta en ces sche´mas de l’autre. Ce-
pendant, si les fonctions beˆta sont universelles alors nous pouvons a priori choisir κij constant
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et inde´pendant des champs. Cela se produit lorsque des re´sonances apparaissent – voir section
suivante. Dans ce cas, les divergences sont logarithmiques et les contributions aux fonctions
beˆta universelles, c’est-a`-dire invariantes par changement de sche´ma de renormalisation.
Pour re´sumer, si l’on impose a` l’action de n’eˆtre construite qu’a` partir de champs primaires
relevants, la condition (3.2.6) suffit a` de´finir une CFT.
3.2.2 Sche´mas de renormalisation et fonctions beˆta
Dans cette section nous allons introduire plus en de´tail le calcul des fonctions beˆta en fonc-
tion du sche´ma de renormalisation choisi. Nous en distinguerons 2 en particulier : le sche´ma de
soustraction minimale et le sche´ma de Wilson. Le formalisme de renormalisation n’est en effet
pas de´fini de manie`re unique.
Il existe plusieurs fac¸ons de renormaliser et cela commence par le type de re´gularisation uti-
lise´e. Nous parlerons ici des renormalisations des divergences UV uniquement. Nous trouvons
la re´gularisation dimensionnelle qui rede´finit la dimension de l’espace en d − ε avec ε infi-
nite´simale ; elle est souvent utilise´e en the´orie des champs car elle ne brise pas les invariances
de Poincare´ ni de jauge – sauf en the´orie des cordes. Nous trouvons aussi la re´gularisation
brutale UV qui a le me´rite d’eˆtre plus imme´diate et consiste a` poser une limite ultra-violette
dans l’espace des impulsions ; le proble`me est qu’alors la syme´trie de Poincare´ n’est plus ma-
nifeste. Une me´thode similaire s’applique directement dans l’espace des positions – on parle
alors de point-splitting (en anglais). Elle consiste a` de´caler infinite´simalement les poˆles dans
les fonctions de Green autour du point de divergence. Cela revient a` tronquer l’espace des po-
sitions divergentes en dessous d’un seuil infinite´simal ε. C’est cette dernie`re me´thode que nous
utiliserons sur la surface de corde, car elle ne brise pas l’invariance de Weyl a` la diffe´rence de
son homologue dimensionnelle. Il existe enfin la re´gularisation zeta, qui consiste a` identifier
une fonction dans un domaine de parame`tres sans divergence et de proce´der a` la continuation
analytique dans le domaine divergent. Mais cela a le de´savantage de ne pas prouver que cette
dernie`re est autorise´e.
Une fois que la re´gularisation est choisie, il reste a` se placer dans un certain sche´ma de
renormalisation. Il s’agit d’une me´thode permettant d’extraire les divergences de´pendant du
parame`tre infinite´simal ε dans un calcul d’amplitude. La me´thode de soustraction minimale
consiste a` retrancher les divergences en inse´rant un ensemble de contreterme dans la de´finition
de l’action et en espe´rant – il faut ultimement le ve´rifier – que l’ajout du contreterme ne rajoute
pas plus de divergences qu’il n’en enle`ve. La me´thode de Wilson consiste a` laisser les couplages
de´pendre explicitement de ε de telle sorte que les divergences s’annulent ordre par ordre dans
l’amplitude. Dans chacun de ces cas, il existe une de´finition des fonctions beˆta que nous allons
maintenant aborder en de´tail.
Sche´ma minimal de soustraction
Ce sche´ma de renormalisation pose comme principe que toute divergence UV surgissant
dans un calcul d’amplitude – par exemple une fonction de partition – doit eˆtre soustraite par
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le biais d’un ensemble de contretermes ajoute´ a` l’action fondamentale. Ceci ame`ne a` de´finir,
comme a` l’accoutume´e en the´orie des champs, des couplages physiques µ et des couplages nus
µB. En l’occurrence, dans le cas qui nous occupe, nous avons une the´orie fondamentale de´finie
sur une surface de´limite´e par un bord, par exemple le demi-plan supe´rieur H+. Supposons
que seuls les couplages de bord sont non-triviaux et sont appele´s a` eˆtre renormalise´s. Nous
de´finissons donc l’action comple`te renormalise´e et de´forme´e 7 selon :
SR = Sbulk +
∑
a
µaB
∮
R
φa = Sbulk +
∑
a
`ha−1µa
∮
R
φa + Sct (3.2.13)
ou` les champs primaires φa forment un ensemble complet et ferme´ par OPE :
φa(x)φb(y) =
∑
c
C cab
(x− y)ha+hb−hc φc(y) (3.2.14)
et nous avons introduit l’e´chelle de renormalisation `. Tre`s sche´matiquement, on retranche
brutalement les divergences UV et on e´tudie le flot de renormalisation re´sultant des couplages
physiques ; autrement dit, il faut comprendre que le cut-off UV n’est pas une e´chelle, mais
simplement, une re´gularisation dont le re´sultat final ne de´pend pas.
Le choix est fait ici, d’introduire les cut-offs dans l’espace des positions et non dans ce-
lui des moments comme il est fait habituellement en the´orie des champs pour la simple raison
que la the´orie libre est ici une CFT et que les corre´lateurs sont connus exactement dans cet
espace. La re´gularisation utilise´e – nomme´e point-splitting en anglais – consiste a` empeˆcher les
ope´rateurs de s’approcher a` moins de ε et de s’e´loigner de plus de L. Cela revient a` ajouter,
dans toute OPE a` 2 points, les fonctions theˆta de Heaviside θ(|x− y| − )θ(L− |x− y|). Cette
re´gularisation brise explicitement la syme´trie de Poincare´ sur la surface, mais puisque le re´sultat
final ne doit pas de´pendre des cut-offs, elle n’est juste plus manifeste dans le de´veloppement
mais recouverte in fine.
Les contretermes Sct doivent ge´ne´rer toutes les soustractions de divergences obtenues par
OPE des de´formations µa
∮
R φa. En d’autres termes, par de´veloppement de e
−Sct toutes ces
divergences doivent eˆtre supprime´es de telle sorte que l’amplitude a` calculer converge, dans la
limite `→∞.
Nous pouvons calculer sans difficulte´ ces contretermes au deuxie`me ordre dans les cou-
plages. Supposons que nous calculions une amplitude dont les insertions ont des OPE re´gulie`res
avec la de´formation (OPE re´gulie`re). Cela revient a` s’inte´resser a` la fonction de partition 8 d’une
the´orie des champs re´duite. On se s’inte´resse donc ici qu’aux OPE internes au de´veloppement
du facteur e−δS . Du coup, nous avons :
7. On nomme de´formation, et on la note ge´ne´riquement δS, tout terme supple´mentaire a` l’action de la the´orie
fondamentale libre telle que S = Sf + δS.
8. La re´solution des divergences de la fonction de partition doit re´soudre automatiquement le proble`me des
divergences apparaissant par OPE avec des insertions, parce que la fonction de partition ge´ne`re toutes les ampli-
tudes.
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e−
∑
a `
ha−1µa
∮
φa = 1−
∑
a
`ha−1µa
∮
φa +
1
2
∑
a,b
`ha+hb−2µaµb
∮ ∮
(L,ε)
φa · φb + . . .
(3.2.15)
On montre sans difficulte´ que le deuxie`me ordre s’e´crit, en utilisant (3.2.14) :
∑
a,b
`ha+hb−2µaµb
∫
dω
∫ w+L
w+
φa(z)φb(w)
=
∑
a,b
`ha+hb−2C cab µ
aµb
∫
dω φc(w)
∫ w+L
w+
1
(z − w)ha+hb−hc (3.2.16)
A pre´sent, trois situations se pre´sentent. Soit ha + hb − hc < −1 ,auquel cas, nous avons
une divergence UV ; soit ha + hb − hc = −1, auquel cas, la divergence est a` la fois UV et IR –
ce qu’on nomme une re´sonance 9 car ha−1 +hb−1 = hc−1 ; et enfin, soit ha +hb−hc > −1
auquel cas la divergence est IR et par conse´quent nous ne nous en occuperons pas car il n’est
pas ne´cessaire de renormaliser, si bien que la fonction beˆta sera triviale.
Exprimons tout de suite la fonction beˆta des couplages de fac¸on ge´ne´rale en fonction du
contreterme. On rappelle qu’elle est de´finie par la formule :
βa = `
dµa
d`
(3.2.17)
Comme nous le pre´sentions dans la formule (3.2.13), les couplages nus sont relie´s aux cou-
plages physiques par le biais des contretermes, soit sche´matiquement :
µaB = `
ha−1 (µa + δµact(, `)) (3.2.18)
Or ces couplages nus doivent eˆtre inde´pendants de `, car ils sont des parame`tres fondamen-
taux, divergents certes, mais fixes de la the´orie. On en de´duit l’e´quation :
`
dµaB
d`
= 0 = (ha − 1)`ha−1 (µa + δµact(, `)) + `ha−1
(
βa + `
dδµact(, `)
d`
)
(3.2.19)
Ce qui donne pour expression de la fonction beˆta :
βa = (1− ha)µa +
[
(1− ha)δµact(, `)− `
dδµact(, `)
d`
]
(3.2.20)
La partie crochete´e de la formule ci-dessus peut-eˆtre calcule´e explicitement et sans difficulte´
au deuxie`me ordre du de´veloppement des de´formations, mais comme nous l’avons vu, de´pend
9. Le nombre hi − 1 est la quantite´ qui apparaıˆt en exposant du facteur d’e´chelle ` dans la de´finition de la
de´formation non renormalise´e. On peut y voir la valeur propre de l’ope´rateur de dilatation L0 sur la surface,
similaire comme on le sait a` un hamiltonien. Or, hamiltonien ∼ e´nergie ∼ fre´quence, ce qui explique le jargon.
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des valeurs respectives des poids entrant en jeu dans le calcul des OPE. Nous allons maintenant
calculer ces fonctions beˆta en fonction du re´sultat de l’inte´grale (3.2.16) donc de la valeur de la
combinaison hc − ha − hb.
Le premier cas correspond a` hc − ha − hb < −1. Il est le plus simple et le plus rapide a`
traiter. Il suffit d’inte´grer (3.2.16), ce qui donne :
∑
a,b
`ha+hb−2C cab µ
aµb
L1+hc−ha−hb − ε1+hc−ha−hb
1 + hc − ha − hb
∫
dω φc(w) (3.2.21)
Pour bien analyser les divergences, le plus pratique est encore de ne centrer l’e´tude que
sur un couplage, disons donc µc, et de choisir tous les autres couplages nus. Il est meˆme plus
correct de proce´der ainsi, car tous les couplages peuvent eˆtre renormalise´s et a` tout ordre ; or
c’est l’ensemble ”couplage + contreterme” qui doit eˆtre de´veloppe´. Re´e´crivons donc la formule
inspire´e de la pre´ce´dente :
∑
a,b
C cab µ
a
Bµ
b
B
L1+hc−ha−hb − ε1+hc−ha−hb
1 + hc − ha − hb
∫
dω φc(w) (3.2.22)
Il est a` pre´sent tre`s clair que tant que 1+hc−ha−hb < 0, seule la limite UV est divergente.
Par conse´quent, il faut ajouter a` µc le contreterme :
δSct = −
∑
a,b
C cab µ
a
Bµ
b
B
ε1+hc−ha−hb
1 + hc − ha − hb
∫
dω φc(w) (3.2.23)
D’ou` l’on extrait :
δµc = −`1−hc
∑
a,b
C cab µ
a
Bµ
b
B
ε1+hc−ha−hb
1 + hc − ha − hb (3.2.24)
La fonction beˆta est imme´diatement de´duite de l’expression (3.2.20). Par invariance des
couplages nus, les deux termes de´pendant de δµc se compensent pour donner simplement :
βc = (1− hc)µc (3.2.25)
Ainsi, en pre´sence d’une divergence UV purement de type puissance, le contreterme ne mo-
difie pas le flot de renormalisation.
Le cas suivant hc − ha − hb = −1 se nomme re´sonance. L’inte´grale (3.2.16) est alors
logarithmique :
∫ L
ε
dz
z
= ln
L
ε
(3.2.26)
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Nous avons a` la fois une divergence UV et une divergence IR mais nous devons unique-
ment soustraire du calcul la divergence UV. Cependant, pour que l’argument du logarithme soit
sans dimension, il faut y inclure l’e´chelle de renormalisation sous la forme ln `/ε. Ainsi, le
contreterme est facilement de´duit des calculs pre´ce´dent et doit eˆtre :
δSct =
∑
a,b
C cab µ
a
Bµ
b
B ln
`
ε
∫
dω φc(w) (3.2.27)
D’ou` nous extrayons :
δµc = `1−hc
∑
a,b
C cab µ
a
Bµ
b
B ln
`
ε
(3.2.28)
et la fonction beˆta :
βc = (1− hc)µc −
∑
a,b
C cab µ
aµb + o(ln
`
ε
) (3.2.29)
Nous avons remplace´ les couplages nus par leur expression (3.2.18). Donc en toute ge´ne´ralite´
il existe un terme de´pendant explicitement de ε et `. Notons, cependant, que souvent ces termes
sont d’ordres plus e´leve´s que quadratiques et sont donc ne´gligeables en premie`re approximation
– il se peut d’ailleurs qu’ils finissent par s’annuler en tenant compte de l’ensemble des contri-
butions.
En ce qui concerne le dernier cas divergent IR, nous ferons simplement la remarque sui-
vante : si les divergences IR peuvent paraıˆtre importantes dans la the´orie de´finie sur le plan
complexe, elles ne le sont pas vraiment pour un vrai calcul d’amplitude en the´orie des cordes 10.
En effet, la limite infrarouge est naturellement fixe´e par la ge´ome´trie comple`te de la surface,
c’est-a`-dire soit la sphe`re soit le disque. Si l’on fait en sorte que la limite UV soit bien de´finie
et que les flots de renormalisations soient nuls, alors le re´sultat ne de´pend simplement ni de la
taille de la sphe`re ni de celle du disque – elle correspond naturellement a` l’e´chelle infrarouge.
Mais inte´ressons-nous maintenant au sche´ma de Wilson.
Sche´ma wilsonien
Dans ce sche´ma, nous nous inte´ressons directement au comportement ultra-violet de la
the´orie renormalise´e. L’ide´e est de tronquer la the´orie a` une certaine e´chelle, ici ε et d’exprimer
une action effective a` cette e´chelle, ce que l’on avait introduit par la notation Γε, de telle sorte
que le calcul re´sultant est fini dans l’UV. Cette action effective s’e´crit dans notre cas comme :
Γε = Sbulk +
∑
a
εha−1µa(ε)
∮
φa (3.2.30)
10. Le plan complexe est conforme a` un voisinage de la varie´te´ a` 2 dimension et non l’inte´gralite´ de la varie´te´.
Pour la sphe`re par exemple, ce peut eˆtre un he´misphe`re.
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Encore une fois nous ne nous inte´ressons qu’aux de´formations de bord. Les couplages
de´pendent maintenant explicitement du cut-off UV. A la diffe´rence du sche´ma minimal, il n’y a
pas de contreterme, ils sont de´ja` inclus dans µa(ε). L’expression de ces derniers est obtenue de
telle sorte que la the´orie ne de´pende pas asymptotiquement (ε→ 0) de la re´gularisation UV, ce
qui s’exprime par :
ε∂ε
(
e−Γε
) ε→0−→ 0 (3.2.31)
et donne, d’emble´e, la fonction beˆta des couplages selon :
βa = ε∂εµ
a (3.2.32)
Nous constatons donc que dans ce sche´ma tout ce qui concerne les divergences infrarouges
est laisse´ de coˆte´. Autrement dit, seul le comportement local de la the´orie est e´tudie´. Chaque
couplage s’exprime selon :
µa(ε) = ε1−ha
{
µaR + δµ
a(µbR, ε, L)
}
(3.2.33)
Nous avons introduit un couplage renormalise´ µaR inde´pendant du cut-off et un ”contre-
terme” de´pendant des deux cut-offs ainsi que d’autres couplages renormalise´s, en toute ge´ne´ralite´.
L’ensemble re´injecte´ dans l’action (3.2.30) permet d’e´crire :
Γε(µ
a) = Sbulk +
∑
a
µaR(ε)
∮
φa +
∑
a
δµa(µbR, ε, L)
∮
φa
= Sbulk +
∑
a
µaR
∮
[φa]R = ΓR(µ
a
R) (3.2.34)
ou` nous introduisons des champs primaires renormalise´s. Notons que la deuxie`me ligne
est le point de de´part du sche´ma minimal et qu’alors simplement [φa]R = φ
B
a . L’expression
ci-dessus permet d’e´crire toute amplitude comme :
Aε[µa] = AR[µaR] (3.2.35)
Reprenons le de´veloppement de la section pre´ce´dente et adaptons-le au cas qui nous inte´resse.
Nous avons (3.2.15) :
e−
∑
a `
ha−1µa
∮
φa = 1−
∑
a
ha−1µa
∮
φa +
1
2
∑
a,b
ha+hb−2µaµb
∮ ∮
(`,ε)
φa · φb + . . .
(3.2.36)
Encore une fois, le second ordre apre`s OPE devient :
∑
a,b
εha+hb−2C cab µ
aµb
∫
dω φc(w)
∫ w+L
w+
1
(z − w)ha+hb−hc (3.2.37)
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Pour ha + hb − hc 6= 1, nous pouvons calculer l’inte´grale ge´ne´riquement :
∑
a,b
C cab µ
aµb
(
L
ε
)hc+1−ha−hb − 1
hc + 1− ha − hb × ε
hc−1
∫
dω φc(w) (3.2.38)
Compte-tenu de l’e´quation (3.2.31) et du de´veloppement (3.2.36), nous devons re´soudre :
ε∂ε
(
εhc−1
(
µc −
∑
a,b
C cab µ
aµb
(
L
ε
)hc+1−ha−hb − 1
hc + 1− ha − hb
))
→ 0 (3.2.39)
Ce qui donne l’e´quation :
εhc−1
(
(hc − 1)µc + βc −
∑
a,b
C cab
(
βaµb + µaβb + (hc − 1)µaµb
) (L
ε
)hc+1−ha−hb − 1
hc + 1− ha − hb
+
∑
a,b
C cab µ
aµb
(
L
ε
)hc+1−ha−hb )
→ 0 (3.2.40)
A l’ordre quadratique rien sinon l’ordre line´aire dans les fonctions beˆta des couplages µa et
µb ne doit contribuer. Du reste, elles sont triviales compte-tenu de la formule ci-dessus. Suppo-
sons donc que nous avons pour tout a :
βa = (1− ha)µa + δβa (3.2.41)
avec δβa d’ordre 2. La formule pre´ce´dente a` l’ordre quadratique dans les couplages toujours,
devient simplement :
εhc−1
(
δβc +
∑
a,b
C cab µ
aµb
)
→ 0 (3.2.42)
Dans le cas ou` hc + 1− ha − hb < 0, on trouve :
δβc = −
∑
a,b
C cab µ
aµb =⇒ βc = (1− hc)µc −
∑
a,b
C cab µ
aµb (3.2.43)
Dans le cas contraire, si hc + 1 − ha − hb > 0 le terme est non divergent et ne contribue
simplement pas a` la fonction beˆta qui est donc trivialement :
βc = (1− hc)µc (3.2.44)
Ceci implique que le groupe de renormalisation n’est pas sensible ici aux divergences IR.
Le cas interme´diaire, re´sonant, hc + 1 − ha − hb = 0 n’est pas difficile a` re´soudre en revenant
a` la formule (3.2.39) et en remplac¸ant :
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(
L
ε
)hc+1−ha−hb − 1
hc + 1− ha − hb ←→ ln
L
ε
(3.2.45)
Alors nous obtenons encore :
βc = (1− hc)µc −
∑
a,b
C cab µ
aµb (3.2.46)
Nous pouvons condenser toutes ces formules sous la forme :
βc = (1− hc)µc −
∑
a,b
C cab µ
aµb Θ(ha + hb − hc − 1) (3.2.47)
avec Θ(x ≥ 0) = 1 et 0 sinon.
Comparaison entre les deux sche´mas et remarques sur les re´sonances
Dans ce sche´ma, les fonctions beˆta sont donc diffe´rentes de celles du sche´ma de soustraction
minimale. Cela tient au fait que, dans ce sche´ma, le groupe de renormalisation analyse directe-
ment le comportement de la the´orie dans l’UV. Les quantite´s de´rive´es dans les deux sche´mas
sont cependant relie´s par une simple rede´finition des champs, comme par exemple dans la for-
mule (3.2.34). Le calcul de´taille´ de Gaberdiel et al. [43] est inte´ressant a` cet e´gard. Ainsi,
la diffe´rence entre les fonctions beˆta de ces deux sche´mas ne tient qu’a` une rede´finition des
champs. Ceci implique que l’interpre´tation des fonctions beˆta en tant qu’e´quations du mouve-
ment est de´licate, et il faut comprendre que l’identification n’est possible qu’a` une rede´finition
des champs pre`s.
Toutefois, a` la re´sonance, les fonctions beˆta des deux sche´mas sont exactement e´gales. C’est
un re´sultat important impliquant que les re´sonances fournissent des contributions universelles
aux fonctions beˆta, c’est-a`-dire qui ne de´pendent pas du sche´ma de renormalisation et sont donc
invariantes par rede´finition des champs. Naturellement, nous sommes tente´s d’interpre´ter ces
fonctions beˆta comme e´quations du mouvement. Nous verrons dans les sections 5.2 et 6.2 que
cela est encore assez de´licat, du fait des ambiguı¨te´s de rede´finition des fonctions beˆta par des
termes proportionnels a` des fonctions beˆta, c’est-a`-dire nuls lorsqu’elles sont identifie´es a` des
e´quations du mouvement, selon βi = 0.
Chapitre 4
Ge´ne´ralite´s : Condensation de tachyon de
cordes ouvertes
Nous allons a` pre´sent discuter des the´ories pre´-existantes de condensation de tachyon dans
des syste`mes de branes. Dans la section 4.2, nous de´velopperons les concepts et les outils dans
le cadre de la the´orie bosonique, ou` nous verrons en de´tail les diffe´rents modes de condensation
de tachyon ainsi que les objets qu’ils produisent. Puis, dans la section 4.3 nous les adapterons a`
la question de la condensation de tachyon en the´orie des supercordes.
Il convient d’e´tudier tout syste`me pre´alablement en the´orie bosonique, car l’intuition peut y
prendre plus de place. En effet, la dynamique des fermions est souvent peu intuitive et peut faire
perdre de vue la pertinence d’une e´tude. En outre, il est souvent pratique de tester pre´alablement
des outils en the´orie bosonique car plus simple a` manipuler. Voici quelques re´fe´rences utiles et
de´taille´es sur la condensation de tachyon [118, 113, 112, 114, 111, 77].
Dans la section suivante nous discuterons du potentiel effectif du tachyon et nous verrons
comment introduire la condensation ainsi que les vides stables et instables. Nous montrerons
que par condensation on peut atteindre un vide stable non tachyonique et nous e´tudierons sa
nature. Nous verrons qu’il s’identifie a` une the´orie des cordes ferme´es [108, 112, 12]. Nous
e´tablirons dans les sections 4.2.1 et 4.2.2 ensuite l’existence de solutions a` de´pendence spatiale
ou temporelle permettant d’interpoler de vide stable a` vide stable ou de vide instable a` vide
stable. Enfin dans la section 4.2.3 nous discuterons brie`vement de la connexion des CFT de
condensation aux mode`les inte´grables.
4.1 Tachyon, vide stable et potentiel effectif
Au sein de certaines the´ories des cordes, des excitations tachyoniques [97, 98] sont iden-
tifie´es dans le spectre de masse des cordes ouvertes ou ferme´es. Or ces the´ories de´crivent des
the´ories de cordes ”classiques”, c’est-a`-dire qui ne sont pas exprime´es en raison de champs
quantifie´s, et pour lesquelles il n’existe pas a priori de notion de champ de corde et de potentiel
effectif. Cependant, compte-tenu de ce qui a e´te´ de´veloppe´ plus haut, ces the´ories des cordes
doivent eˆtre identifie´es a` des maxima locaux dans des the´ories des champs effectives au sein
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desquelles, les cordes sont les quanta de perturbation des champs quantiques correspondants 1.
Ainsi, toute the´orie des cordes ayant un ou des tachyons dans son spectre est-elle localise´e
dans le paysage d’une the´orie des champs effective en un vide instable [128, 127, 118]. Par
conse´quent, du point de vue d’une the´orie des champs de cordes, il ne s’agit pas d’un vide per-
tinent a` e´tudier. A l’inverse, s’inspirant de ce qui a e´te´ dit, il serait imaginable [113, 108] d’impo-
ser a` la the´orie des cordes de quitter son vide instable et d’e´voluer du vide initialement ”tachyo-
nique” vers son vide stable 2. Ce proce´de´ est pre´cise´ment ce que l’on entend par condensation du
tachyon en the´orie des cordes. Il existe en fait des modes de condensation plus ge´ne´raux que ce-
lui, dynamique, qu’on vient de pre´senter. On peut en construire de´pendant de l’espace, d’autres
du temps et certains des deux, c’est-a`-dire en ge´ne´ral des modes de condensation localement
de´pendant des coordonne´es de l’espace-temps cible. Enfin on peut aussi imaginer simplement
transporter le syste`me a` la main dans son vide stable. Il s’agit alors de condensation statique
homoge`ne.
Il existe cependant une condition importante a` respecter : le mode de condensation doit eˆtre
une solution des e´quations du mouvement de l’action effective. Comme nous l’avons vu dans
le chapitre pre´ce´dent, cette proprie´te´ s’exprime aussi dans la the´orie de surface de corde, en
termes de contrainte de marginalite´ exacte, c’est-a`-dire d’invariance conforme de la the´orie.
Vide stable et condensation statique homoge`ne
L’e´tude du vide stable est de premie`re importance. En effet, il s’agit d’identifier sa nature et
sa composition en e´le´ments fondamentaux – branes, cordes. Nous pourrions alors de´terminer la
nature du syste`me stable correspondant et par conse´quent ce en quoi un syste`me instable pour-
rait e´voluer. Dans un premier temps, nous allons examiner un cas de condensation homoge`ne et
statique, c’est-a`-dire que nous placerons a` la main le tachyon constant en son – ou un de ses –
vide stable. Puis, dans la section suivante, approfondir la question de la condensation locale.
Dans ce cas de solution constante, on s’attend [108] intuitivement a` ce que ce vide ob-
tenu soit celui des cordes ferme´es a` 26 dimensions en the´orie bosonique et 10 dimension en
the´orie de supercordes. En effet, la syme´trie de Poincare´ dans le volume d’univers de la brane
est conserve´e par cette solution et le vide est par de´finition stable. Or un vide de corde ouverte
ne semble pas compatible avec ces proprie´te´s, puisqu’en premier lieu le tachyon doit avoir dis-
paru 3 et qu’en second lieu on impose a` la solution d’eˆtre inde´pendante des coordonne´es le
long de la brane. Notons cependant que rien n’empeˆcherait a priori l’existence d’une brisure
spontane´e de la syme´trie de Poincare´ ; mais il s’agirait alors d’un phe´nome`ne relevant d’une
condensation locale.
Il est possible de prouver [118, 112, 12, 138] que ce vide est effectivement celui d’une
1. On pourra lire sur les actions effectives en the´orie des cordes [37, 36].
2. La litte´rature emploie souvent, par un e´vident abus de langage, que le ”vide tachyonique” est le vide stable.
Il ne convient pas d’utiliser cette appellation trompeuse quitte a` s’e´loigner du choix des auteurs. Dans cette the`se
le ”vide tachyonique” est de´fini par le vide instable.
3. Une fac¸on de se de´barrasser d’un tachyon sur une brane est d’ajouter de nouveaux champs. Par exemple
un champ de jauge constant peut permettre de de´caler le spectre de masse suffisamment pour compenser la sous-
traction a` l’origine du tachyon. Cependant, c’est un proce´de´ ad-hoc qui n’aide pas a` comprendre le me´canisme
”naturel” de condensation de tachyon puisqu’il s’en de´barrasse.
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the´orie des cordes ferme´es, autant en the´orie bosonique qu’en supercordes, c’est-a`-dire que
la brane – sur laquelle n’existe que des cordes ouvertes – a la capacite´ d’imiter un vide de
corde ferme´e de dimension maximale dans l’espace-temps complet. En effet, la the´orie de corde
ferme´e obtenue est bien uniforme dans l’espace a` 26 ou 10 dimensions et non uniquement le
long du volume de la brane. Ceci est justifie´ par l’argument que la tension de la brane est
(quasi-)nulle dans ce vide, de telle sorte qu’elle s’y de´forme – par fluctuations puisque la brane
est entite´ dynamique – infiniment dans les dimensions transverses 4 jusqu’a` se re´pandre dans
l’espace entier.
Plus concre`tement, il se produit une mate´rialisation des flux e´lectriques [112] le long de
la brane. Ils sont accompagne´s d’un confinement [12, 138] leur donnant une forme line´aire ou
bien circulaire. Enfin, leur tension est quantifie´e en la valeur de la tension de corde ; ce qui im-
plique qu’ils se mate´rialisent sous forme de cordes fondamentales. Par exemple, en connectant
les deux extre´mite´s se´pare´es d’une corde ouverte, ils reforment une corde ferme´e. Il semble que
la brane finisse par se de´sinte´grer de cette manie`re.
Il en de´coule un certain nombre de proprie´te´s essentielles qui doivent eˆtre ve´rifie´es par le
potentiel effectif et les caracte´ristiques observables du syste`me branaire instable, en particulier
l’e´nergie, la pression et les diverses charges – une brane e´tant couple´e a` divers champs de cordes
ferme´es.
4.1.1 Contraintes sur le potentiel effectif
Nous noterons le potentiel effectif V (T ). La proprie´te´ d’existence d’un vide de corde ferme´e
implique que la brane soit autour ce vide de tension nulle [108, 118] ; ce qui est e´quivalent a`
demander qu’elle soit totalement dissipe´e. Le long du potentiel, la tension de la p-brane – la
densite´ d’e´nergie de masse en somme – est donne´e par la combinaison :
Tp = Tp V (T ) (4.1.1)
On suppose que le vide est atteint pour T = T (i)0 pour i = 1 . . . N , si en toute ge´ne´ralite´ il
existe N vides stables 5. Ainsi, l’hypothe`se impose :
V (0) = 1 et V (T (i)0 ) = 0 (4.1.2)
Notons de´s a` pre´sent que ce re´sultat est compatible avec la plupart des potentiels effectifs
obtenus en the´orie des champs de cordes ouvertes (OSFT) [76, 84], a` part en the´orie boso-
nique [51, 136, 135] pour des proble`mes d’analycite´ et d’asyme´trie, mentionne´s dans la note (6)
ci-dessous. En outre, quelques actions effectives de tachyon obtenues dans le cadre des the´ories
conformes avec bord, confirment ce comportement [77].
4. Dans la limite de tension nulle, le syste`me devrait croiser la valeur de la tension de corde donc la brane
devrait finalement se de´sinte´grer en cordes.
5. On suppose qu’ils sont tous des minima globaux. La question des minima locaux est plus difficile a` adresser.
En outre, l’ensemble de ces vides peut ne pas eˆtre de´nombrable, ce qui se produit dans le cas D − D¯, puisque le
tachyon est complexe.
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Le potentiel de tachyon a en outre e´te´ prouve´ universel par Sen [111], c’est-a`-dire qu’il ne
de´pend pas des valeurs classiques des autres champs de fond comme par exemple la me´trique
ou le dilaton. Il s’en suit que l’on peut tout aussi bien e´tudier la condensation de tachyon en
espace ouvert ou en espace compact, et ce en utilisant une meˆme expression du potentiel. Par
conse´quent, on s’attend a` ce que les solutions obtenues ne diffe`rent pas significativement dans
un cas par rapport a` l’autre. Une repre´sentation souvent utilise´e, presque canonique aujourd’hui
est :
V (T ) =
1
coshαT
(4.1.3)
avec α = 1/2 en the´orie bosonique 6 et α = 1/
√
2 en supercordes. Il est repre´sente´ sur la
figure 4.1.
V(T)
T
0.5
1
FIGURE 4.1 – Potentiel effectif canonique pour le champ de tachyon.
L’argument T peut aussi eˆtre remplace´ par un module complexe, par exemple dans le cas
D− D¯. Ainsi si le tachyon est re´el, on de´nombre ge´ne´ralement deux vides distincts T±0 → ±∞
qui ve´rifient mais brisent spontane´ment la syme´trie Z2. Tandis que si le tachyon est complexe
l’ensemble des vides n’est plus de´nombrable mais ve´rifie et brise spontane´ment la syme´trie
U(1).
Dans le cadre des supercordes, on trouve fre´quemment dans la litte´rature les repre´sentations
suivantes :
V (T ) ∈
{
e−βT
2
,
1
1 + γT 2
}
(4.1.4)
avec β et γ des constantes arbitraires ici – elles peuvent eˆtre re´absorbe´es par rede´finition
des champs dans le tachyon. On s’attend en ge´ne´ral a` ce que la the´orie correspondante puisse
6. Ce point est peu de´licat et de´pend de quel tachyon on parle. Par exemple, cette forme est correcte pour un
tachyon interbranaire dans le cadre d’un syste`me de branes bosoniques paralle`les. Mais elle ne l’est a priori plus
pour un tachyon vivant sur une seule brane parce que le potentiel y est asyme´trique – voir figure (4.2). On pourrait
faire une continuation analytique des supercordes vers la the´orie bosonique, mais le lagrangien effectif obtenu n’est
pas compatible avec le calcul de la fonction de partition : la correspondance est non-analytique autour de T = 0.
On pourra par exemple comparer les e´tudes de Tseytlin [127] avec la discussion de Kutasov et Niarchos dans [77].
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eˆtre amene´e, par rede´finition des champs, sous une forme telle que le potentiel effectif y est
canonique.
En revanche, dans le cadre des cordes bosoniques [51, 136, 127] pour un tachyon de corde
ouverte dont les extre´mite´s sont attache´s a` une meˆme brane, on obtient par calcul direct dans le
cadre de la BSFT, :
V (T ) = e−T (1 + T ) (4.1.5)
Comme nous pouvons le constater dans sa repre´sentation graphique – figure 4.2 – le po-
tentiel n’est pas minimisable dans la re´gion T < 0 de telle sorte que toute condensation y est
catastrophique, c’est-a`-dire perpe´tuelle et sans jamais atteindre de vide stable, ce qui ne peut
e´videmment pas eˆtre d’un grand inte´reˆt. 7. On ne s’inte´resse donc ge´ne´ralement qu’a` la partie
minimisable T > 0 du potentiel. Dans ce cas, on peut se ramener a` l’e´tude d’un tachyon dans
un potentiel syme´trique.
V(T)
T
0.5
1
FIGURE 4.2 – Potentiel effectif pour le champ de tachyon obtenu explicitement en the´orie des
champs de corde bosonique.
Contraintes sur les observables du syste`me
Nous disions que la nature du vide de corde ferme´e impose des contraintes sur les obser-
vables de la the´orie branaire, par exemple l’e´nergie, la pression ou les diverses charges.
Premie`rement, l’e´nergie doit eˆtre identiquement nulle dans l’espace-temps entier, restaurant
ainsi la syme´trie de Poincare´ brise´e spontane´ment par la brane. Or la densite´ d’e´nergie de la
brane dans le vide est donne´e par sa tension (4.1.1). Le profil de la brane dans le vide tachyo-
nique e´tant en outre une fonction delta de Dirac δ(D−p−1)(x⊥) – on suppose que la brane est
place´e en x⊥ = 0 qui par syme´trie de translation permet toujours de conserver un point de vue
ge´ne´ral – nous avons alors, du vide instable au vide stable, la transition suivante :
7. Les effets tunnel vers cette re´gion ne devraient pourtant pas eˆtre ne´gligeables. Ils seraient meˆme probable-
ment dominants, mais n’oublions pas que la the´orie bosonique est de toute fac¸on pathologique a` cause du tachyon
de corde ferme´e.
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ε = Tp δ
(D−p−1)(x⊥) −→ ε0 = TpV (T0) = 0 (4.1.6)
ou` δ(D−1)(0) est simplement le volume du vide a` un instant t. La densite´ d’e´nergie ε s’an-
nule donc dans le vide stable a` condition que le potentiel s’annule e´galement.
Deuxie`mement, la pression aussi est cense´e s’annuler : on nomme pression les composantes
diagonales Tii du tenseur e´nergie-impulsion perpendiculaires a` celle de l’e´nergie  = T00. En
effet, si l’on s’attend bien a` obtenir un espace-temps ve´rifiant une syme´trie de Poincare´, ho-
moge`ne, alors cet espace – en l’absence de contrainte a priori – doit eˆtre plat. Rappelons que
cela est justifie´ par l’argument que la tension effective de la brane tend vers ze´ro et que par
conse´quent elle fluctue sans couˆt e´nerge´tique en tout point de l’espace, de fac¸on totalement ho-
moge`ne – autrement dit les fluctuations ne sont plus controˆle´es. De la sorte, on peut justifier que
la pression doit e´galement tendre vers ze´ro et meˆme eˆtre tout a` fait nulle dans le vide de corde
ferme´e.
Enfin, rappelons que l’on assimile une brane a` une source de cordes ferme´es. Entre autre,
nous avons vu qu’elle constitue une source d’e´nergie et de pression, et plus ge´ne´ralement
d’e´nergie-impulsion : Tµν 6= 0. Or par la relation d’Einstein Gµν ∝ Tµν elle constitue donc
aussi une source de graviton. De meˆme on sait qu’elle constitue une source pour le champ Bµν
et pour le dilaton Φ. En supercorde, il faut en outre e´tudier son couplage aux champs Ramond-
Ramond via les termes de Wess-Zumino, ce que nous verrons un peu plus en de´tail dans la
section 4.3. L’expression conjecture´e [110, 44] de l’action effective de basse e´nergie – a` l’ordre
des arbres – sur une brane bosonique 8 ou une brane non BPS – au terme WZ pre`s – est :
Seff = −Tp
∫
dp+1σ e−Φ V (T )
√
− det (Gab +Bab + 2piα′Fab + ∂aT∂bT ) (4.1.7)
On nomme cette action TDBI pour tachyon-Dirac-Born-Infeld. Les champs Gab et Bab sont
ici les ”pullback”, sur le volume d’univers de la brane, de la me´trique et du champ de Kalb-
Ramond d’espace-cible. Quant au champ Fab, il s’agit du tenseur de Maxwell du champ de
jauge U(1) de corde ouverte, he´berge´ sur le volume de la brane. Dans le cas d’une simple
brane bosonique ou non BPS, le tachyon n’est pas couple´ a` ce champ. Si ce dernier survit a`
la condensation, alors que les cordes ouvertes doivent avoir disparu, nous avons un proble`me.
Cela se produit e´galement dans le syste`me D − D¯. On pourra lire a` ce propos les discussions
de Sen [112, 110] ainsi que de Bergman et de Yi [12, 138]. Il est admis a` pre´sent qu’a` cause
du potentiel tachyonique ce champ e´lectrique est confine´ en tube de flux autour du vide stable,
permettant ainsi, comme on l’a explique´ plus haut, la formation de cordes ferme´es.
En effet, le potentiel peut eˆtre re´absorbe´ dans le terme cine´tique du champ de jauge, mais il
re´apparaıˆt alors dans l’expression de la constante de couplage de jauge en 1/V . Par conse´quent,
lorsque V → 0, la constante de couplage tend vers l’infini et la the´orie de jauge est fortement
couple´e. Un phe´nome`ne non-perturbatif analogue se produit sur des M-branes [12] et on trouve
8. Au moins, en ce qui concerne le tachyon interbranaire d’un syste`me de deux branes bosoniques paralle`les.
Voir discussion dans la note (6). Mais cette forme est probablement valable de fac¸on ge´ne´rale.
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effectivement que cela me`ne au confinement du champ de jauge sous la forme de tube de flux.
Maintenant, suite a` la condensation, si nous sommes en pre´sence d’un vide de corde ferme´e,
alors les seules cordes pouvant apparaıˆtre proviendraient de fluctuations quantiques du vide.
Or dans un vide stable, les valeurs des observables ne sont pas modifie´es par les fluctuations
quantiques, puisque cela serait paradoxal. Par conse´quent, il faut trouver que toutes les sources
de champs s’annulent en T (i)0 .
C’est ce que l’on obtient en faisant tendre T → T (i)0 dans l’action (4.1.7) puisqu’alors
Seff → 0. Cependant, il faut eˆtre plus rigoureux que cela pour converger sur une conclusion,
puisque comme nous l’avons montre´ on peut toujours re´absorber le potentiel tachyonique dans
les champs. Une e´tude rigoureuse des e´tats de bords [113, 108, 118] permet de montrer que les
sources de cordes ferme´es disparaissent effectivement. Plus pre´cise´ment, l’annulation de l’e´tat
de bord dans le vide stable |B〉 → 0 est identifie´e sans e´quivoque a` la disparition comple`te de
la brane repre´sente´e par cet e´tat de bord. Enfin, l’absence de brane implique l’absence de corde
ouverte.
Ainsi, nous venons de voir que le vide stable du tachyon est bien le vide des cordes ferme´es,
bien que la the´orie initiale soit celle d’une brane, c’est-a`-dire dans laquelle les excitations fon-
damentales sont des cordes ouvertes. Maintenant, nous pouvons e´tendre cette e´tude a` des modes
de condensation locaux dans l’espace-temps, c’est-a`-dire brisant spontane´ment la syme´trie de
Poincare´ dans l’espace-cible donc associe´s a` la formation de de´fauts topologiques.
4.2 En syste`me de branes bosonique
Nous sommes a` pre´sent amene´s a` de´crire et a` classifier l’ensemble des solutions de conden-
sation de´rive´es de l’action effective TDBI (4.1.7). Pour ce que nous souhaitons e´tudier, on peut
cependant se restreindre a` l’action effective tachyonique :
S = Tp
∫
dp+1σ V (T )
√
1 + ∂aT∂aT (4.2.1)
De plus nous savons que cette action est valide universellement – cf. chapitre 1 – a` la
diffe´rence de l’action TDBI (4.1.7). Comme nous le disions ces solutions peuvent eˆtre de
diffe´rents types. Nous venons de pre´senter le cas constant. Or ces solutions peuvent aussi eˆtre :
homoge`nes si elles de´pendent uniquement du temps et inhomoge`nes si elles de´pendent aussi de
l’espace. Nous verrons aussi un cas particulier de solution de´pendant du temps interpolant entre
un vide instable et un vide stable.
4.2.1 Solutions de condensation spatiale : ressaut et rebond
Nous verrons tout d’abord le cas des solutions inhomoge`nes statique, qui correspondent
donc a` une de´sinte´gration spatiale d’une p-brane instable. On en distingue deux sortes : les
solutions interpolant entre deux vides stables distincts, auxquels on se re´fe`re dans la litte´rature
sous le nom de ressaut ; et les solutions interpolant d’un vide stable vers lui-meˆme, ce que l’on
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nomme rebond. Dans chaque cas, en utilisant l’interpre´tation qu’un vide stable est un vide de
corde ferme´e, on s’attend a` ce que la solution repre´sente une (p− 1)-brane.
Dans le cas bosonique, ces deux solutions de´crivent en re´alite´ strictement la meˆme chose
par une sorte d’e´quivalence des the´ories conformes les de´crivant sur la surface de la corde 9. En
outre, en supercordes, il n’existe que des solutions de ressaut – et vortex – pour des questions
de topologie. On s’attend donc a` ce que le ressaut soit l’objet fondamental d’inte´reˆt dans la
condensation inhomoge`ne. Par la suite on y attachera donc plus d’importance qu’au rebond.
Solution de ressaut
Nous nous baserons sur les articles de Sen [108, 113] principalement. Les de´tails pourront
s’y trouver, nous ne ferons donc qu’un survol de son e´tude. Ses arguments vont comme suit.
Comme nous le disions, le potentiel de tachyon est universel. Il s’en suit que l’on peut tout
aussi bien e´tudier la condensation de tachyon en espace ouvert ou en espace compact, et ce en
utilisant une meˆme expression du potentiel. Par conse´quent, on s’attend a` ce que les solutions
obtenues ne diffe`rent pas significativement dans un cas par rapport a` l’autre.
Ainsi, Sen propose d’e´tudier dans le cadre de la the´orie conforme de bord la condensation
de tachyon en espace compact de type cylindrique – ou` la T-dualite´ est de´finie. Cette e´tude est
particulie`rement simplifie´e par l’apparition d’une syme´trie 10 SU(2)L × SU(2)R cache´e [97], a`
une certaine valeur de rayon de compactification R˜ =
√
α′. Cette syme´trie concerne uniquement
le champ scalaire compact, et implique simplement que les modes de ce champ ve´rifient une
syme´trie supple´mentaire permettant donc de les classer.
La configuration que Sen propose d’e´tudier est la suivante. Supposons que l’espace n’est
compactifie´ que le long d’une seule direction que nous noterons X de rayon R et que deux
branes superpose´es s’enroulent autour de cette direction. Il existe 4 secteurs de cordes ouvertes
se transformant selon la syme´trie de jauge U(2) et plus pre´cise´ment dans la repre´sentation ad-
jointe de U(2), compose´e des matrices de Pauli σ0,1,2,3. Dans chacun de ces secteurs il existe un
tachyon – c’est un cas particulier en the´orie bosonique. Toutefois, seul un secteur est re´ellement
inte´ressant ici : il s’agit du secteur interbranaire σ1,2 car il est l’unique secteur a` admettre un
tachyon en the´orie des supercordes. Rappelons qu’en the´orie bosonique, l’existence du tachyon
de corde ferme´e est pathologique ; ultimement, les travaux accomplis dans ce contexte sont des-
tine´s a` eˆtre re´utilise´s en the´orie des supercordes. Pour cette raison, Sen ne se focalise que sur la
condensation de ce tachyon, et nous suivrons cet engagement.
Ensuite, nous l’avons dit plus haut, La condensation de tachyon en the´orie bosonique est en
ge´ne´ral mal de´finie pour T ≤ 0 a` cause du puits de potentiel infini. Cependant, parce que nous
e´tudions un tachyon du secteur interbranaire, nous avons que V (T ) est de´fini syme´trique Z2
sous la forme (4.1.3). Par conse´quent on s’attend a` trouver des solutions topologiquement non
triviales interpolant entre deux vides distincts.
En suivant la me´thode de Sen, il est possible de ne construire qu’un seul soliton. Dans ce
but, il impose au tachyon d’eˆtre anti-pe´riodique en allumant une demi-unite´ de ligne de Wilson
9. Notons cependant que la solution de rebond a e´te´ beaucoup e´tudie´e dans la litte´rature en OSFT [87, 58, 73].
10. Plus spe´cifiquement une alge`bre de courant
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dans la direction compacte, c’est-a`-dire le long de X dans le secteur minimalement couple´ a`
σ1,2 :
σ3 ⊗ i
2R
∮
∂X (4.2.2)
Dans cette configuration, Sen montre que le mode tachyonique associe´ a` X et ve´rifiant cette
anti-pe´riodicite´
T (x) = α cos
x
2R
(4.2.3)
devient non massif en Rc = R˜/2. Comme il est en outre possible d’obtenir une dimension
compacte de rayon R/2 en imposant un twist hX = eipX piR sur une dimension compacte de
rayon R, c’est-a`-dire en ne se´lectionnant que les champs identifie´s sous cette translation X →
X +piR. Nous pouvons donc exprimer la the´orie compactifie´e au rayon Rc sous la forme d’une
the´orie au rayon R˜. Or chose pratique, en R = R˜ l’ope´rateur de vertex du tachyon
V = σ1 ⊗ α cosX ≡ σ1 ⊗ α
2
∂φ (4.2.4)
est identifie´ a` une ligne de Wilson, en terme du courant SU(2) ∂φ, et est donc exactement
marginal pour toute valeur de α. Lorsque nous avons cette proprie´te´, on dit que la the´orie est une
CFT et les couplages de cette CFT constituent les fonds classiques des champs correspondants
dans l’espace-cible – c’est-a`-dire les solutions des e´quations du mouvement de l’action effec-
tive. En dehors du rayon auto-duale R = R˜ en revanche, Sen montre que la marginalite´ exacte
n’est assure´e qu’en deux valeurs α = 0 et α = 1/2 parce qu’autrement le tachyon de´veloppe
un tadpole.
Le fond α = 0 est clairement identifie´ au vide tachyonique instable. A l’inverse, le fond
α = 1/2 est identifie´ avec une solution de ressaut. Le profil de surface de corde correspondant
est sensiblement favorable 11 a` cette interpre´tation (voir figure 4.3).
Π 20 Π
FIGURE 4.3 – Solution de ressaut sur x ∈
{0;pi}. Le soliton est localise´ en x = pi/2.
Π 20 Π
FIGURE 4.4 – Solution de ressaut dans
l’espace-cible
11. En fait, l’espace-cible a` cause du facteur de CP voit plutoˆt T (x)2. Dans ce point de vue, la solution ressemble
plus a` un rebond, mais cela prouve simplement que l’interpre´tation est un peu ambigue¨. Voir plus loin.
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Sen montre en effet que la CFT associe´e a` ce ressaut est bien celle d’une brane localise´e au
point de l’espace ou` T = 0, soit ici x = pi/2. Les valeurs de T correspondant au vide de corde
ferme´e sont donc dans cette description T = ±1/2. Cependant, il faut noter qu’il s’agit la` de
la description du processus sur la feuille d’univers d’une corde, c’est-a`-dire que l’ope´rateur de
vertex (4.2.4) correspondant au fond est ce que perc¸oit la corde et non ce qui est effectivement
dans l’espace-cible. C’est une distinction importante. En re´alite´, dans l’espace-cible, le profil
de la solution ressemblerait a` une fonction d’Heaviside (voir figure 4.4).
En suivant la construction de Sen, nous avons donc obtenu la solution de ressaut dans un
espace compact. On s’attend e´videmment a` ce que cette solution existe aussi dans la limite de
de´compactification, i.e. pour R → ∞. Comme nous avons vu, c’est en effet le cas tant que
α = 1/2. Or Sen montre aussi que le fait d’augmenter le rayon n’a bien aucune incidence
sur la nature de la solution, c’est-a`-dire qu’il s’agit toujours d’une (p − 1)-brane. Cependant,
la forme de la de´formation sur le worldsheet change. Naı¨vement, on l’e´crirait proportionnelle
a` cosX/2R, mais alors elle ne serait plus marginale et il faudrait ajouter des perturbations
supple´mentaires pour conserver cette proprie´te´.
Solution de rebond
Nous disions plus haut que l’on pouvait aussi de´crire cette brane de codimension 1 sous la
forme d’un rebond. Cela se fait naturellement en supprimant la ligne de Wilson et en re´tablissant
la pe´riodicite´. Au rayon auto-dual R = R˜ = 1, nous construisons un tachyon tel que simple-
ment :
T (x) = σ1 ⊗ α cosX ≡ σ1 ⊗ α∂φ (4.2.5)
Comme pre´ce´demment, ce tachyon est exactement marginal pour tout α au rayon auto-dual
et uniquement en α = {0, 1/2} en toute autre valeur du rayon. Par conse´quent il constitue
toujours une solution des e´quations du mouvement. Or on peut montrer qu’il de´crit visiblement
en cette valeur une interpolation spatiale d’un vide stable vers lui-meˆme, prenant la forme de
deux (p − 1)-brane localise´es en x = {0, piR}. Cela est sugge´re´ par la forme du tachyon 12 de
la surface de corde conjugue´ au fait qu’on obtient explicitement que les solitons sont localise´s
en x = {0, pi}. C’est bien ce qu’on appelle une solution de rebond (voir figure 4.5).
Ce re´sultat est donne´e explicitement dans [113]. Sen y obtient une expression pour la ”fonc-
tion d’onde” de la brane – plus spe´cifiquement, il caracte´rise l’e´tat de bord |B〉 = |B〉c=25 ⊗
|B〉X ⊗ |B〉gh dans la direction 13 X par :
|B〉X ∝
(
+∞∑
n=−∞
sin2n(αpi)ei2nX(0)
)
|0〉c (4.2.6)
12. Encore une fois la donne´e importante est le tachyon carre´ que l’on peut aise´ment se repre´senter a` partir de
la figure (4.5).
13. Les autres directions ne sont pas relevantes ici car de´couple´es.
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Π0 2 Π
FIGURE 4.5 – Profil de rebond avec α = 1/2 centre´ sur la brane localise´e en x = pi.
avec |0〉c le vide invariant de corde ferme´e SL(2,C). Nous avons modifie´ un peu sa formule
pour l’adapter a` notre pre´sentation et telle qu’ici le tachyon contient le facteur CP σ1 qui ne
se´lectionne que les puissances paires dans la formule ci-dessus. Ainsi, la source des cordes
ouvertes, i.e. la fonction d’onde de la brane est proportionnelle a` :
f(x) =
+∞∑
n=−∞
sin2n(αpi)ei2nx (4.2.7)
Or en α = 1/2, cela se resomme pre´cise´ment sous la forme d’un peigne de Dirac :
f(x) = pi δpi(x) (4.2.8)
qui de´crit donc deux branes de codimension 1 localise´es en x = 0 et x = pi sur un espace
compact de rayon R = 1. En ge´ne´ralisant a` tout R ce mode de condensation doit donc faire
correspondre une paire de branes coincidentes a` un ensemble de branes se´pare´es par une dis-
tance ∆ = piR. Notons que ce syste`me est stable ge´ome´triquement pour tout R par syme´trie
du syste`me. Au passage, la de´formation T (x) = σ1 ⊗ (1/2) cosX pourrait aussi de´crire, si la
direction X e´tait non compacte, un ensemble infini de branes pe´riodiquement espace´es d’une
distance ∆x = pi. Cet ensemble est e´galement ge´ome´triquement stable parce qu’il est infini.
Vide de corde ferme´e
Maintenant, nous avons ici acce`s a` une forme de preuve sur la nature du vide stable, car
nous verrons que l’on peut contraindre par un court raisonnement les valeurs asymptotiques du
potentiel effectif V (T ). Nous proposons de le montrer succinctement en suivant les arguments
de Sen.
Notons ±T0 les valeurs dans l’espace-cible du tachyon au vide stable. D’un point de vue
e´nerge´tique, on veut prouver que l’on a :
V (±T0) = 0 et V (0) + 2Tp = 0 (4.2.9)
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avec Tp la tension de chacune des branes. Or, si cela n’est pas ve´rifie´ alors l’e´nergie totale
de la configuration est :
∫
dT V (T )→∞ (4.2.10)
A l’inverse avoir montre´ que le ressaut est une p − 1-brane ayant une tension finie Tp−1,
prouve qu’il faut :
∫
dT V (T ) = Tp−1 <∞ (4.2.11)
de sorte que les contraintes (4.2.9) sont imme´diatement valide´es. Notons entre autre que la
formule canonique du potentiel en the´orie bosonique 2Tp/ cosh(T/2α′) valable pour un tachyon
dans le secteur σ1 permet d’obtenir en inte´grant le tachyon le long du demi-espace ouvert 14
x ∈ [0, piR[ :
∫ +∞
−∞
dT V (T ) = 2piα′ Tp = Tp−1 (4.2.12)
Ainsi, les solutions de ressaut et de rebond (en α = 1/2) de´crivent bien une brane de codi-
mension 1 entoure´e de part et d’autre d’un vide de corde ferme´e.
A partir de la solution statique inhomoge`ne, il est possible d’obtenir par continuation analy-
tique – on parle de rotation de Wick dans ce cas – une solution de´pendante du temps et dont les
proprie´te´s de´coulent imme´diatement de celles de la solution de ressaut. Il s’agit de la solution
de tachyon roulant, c’est-a`-dire dynamique.
4.2.2 Solutions de condensation temporelle : S-brane, solutions hybrides
Il existe trois sortes de solutions de´pendant du temps, bien distinctes cette fois-ci : les
solutions asymptotiquement stables, auquel on se re´fe`re en ge´ne´ral sous le nom de S-brane
comple`te 15 [56, 27] ; et les solutions interpolant entre le vide tachyonique instable et un vide
stable, qui correspondent a` ce que l’on appelle demi S-brane.
Il existe aussi des solutions inhomoge`nes ou hybrides, me´langeant une condensation spatiale
et une condensation temporelle que nous aborderons brie`vement en dernier lieu.
S-brane comple`te
La solution de S-brane comple`te est obtenue [113] directement a` partir de la solution de
ressaut par continuation analytique d’un espace-cible euclidien vers un espace-cible minkows-
kien – ce qu’on appelle une rotation de Wick. Appelons X0E le temps euclidien et X
0 le temps
minkowskien. La rotation de Wick effectue la continuation X0 = iX0E avec X
0
E ∈ R. La vali-
dite´ de cette continuation implique que tout calcul effectue´ en temps euclidien est e´gal au calcul
14. Il faut tenir compte de l’orbifold hX qui identifie l’espace-cible a` la moitie´ de l’espace total.
15. S signifie space-like, c’est-a`-dire de genre espace.
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e´quivalent effectue´ en temps minkowskien. On e´tudiera ici un tachyon sur une seule brane. Son
potentiel est asyme´trique mais ce mode de condensation n’explore que le domaine T > 0.
Le tachyon suivant de´crit sur la feuille d’univers une solution de ressaut en temps euclidien :
TE = λ cosX
0
E (4.2.13)
En admettant que la direction X0E n’est pas compactifie´e, cet ope´rateur de vertex est exac-
tement marginal pour toute valeur de λ et correspond donc a` une solution des e´quations du
mouvement. Par rotation de Wick, on obtient le tachyon de´pendant explicitement du temps
T = λ coshX0 (4.2.14)
D’apre`s le profil, ce profil de´crit une solution de ”rebond” temporel. Or un rebond devrait
eˆtre une brane de codimension 1 dans le volume d’univers de la brane instable ; donc le pro-
fil (4.2.14) devrait repre´senter une brane de codimension 1 et de genre espace, ce qu’on appelle
une S-brane, c’est-a`-dire un hyperplan de genre espace le long duquel les cordes ouvertes de-
vraient ve´rifier des conditions de Dirichlet.
Cette interpre´tation est fausse, nous allons maintenant voir pourquoi. Premie`rement, la so-
lution (4.2.13) de´crit un ensemble de rebonds situe´s pe´riodiquement en x = pi[2pi]. C’est ce
qu’on appelle des instantons. Or ce rebond temporel que l’on de´crit par (4.2.14) serait quand a`
lui localise´ en x0 = 0. Deuxie`mement, comme nous l’avons vu, le rebond est effectivement une
brane de codimension 1 mais uniquement pour λ = 1/2. Or, en cette valeur, le rebond temporel
est en re´alite´ une configuration stationnaire d’e´nergie nulle, c’est-a`-dire le vide de corde ferme´e
T = T0. En effet, l’e´nergie associe´e a` (4.2.14) et la fonction d’onde de la brane instable sont
donne´es [113] par les expressions :
E =
Tp
2
(cos(2piλ) + 1) ≤ Tp
f(x0) =
1
1 + ex0 sinλpi
+
1
1 + e−x0 sinλpi
− 1 (4.2.15)
Cette solution dite de S-brane comple`te n’est donc jamais exactement une S-brane, mais
plutoˆt une tentative rate´e, c’est-a`-dire que le syste`me n’a pas l’e´nergie ne´cessaire pour recons-
truire la brane instable. En outre, une S-brane est interpre´te´e comme un objet non-perturbatif
associe´ a` un effet tunnel d’un vide (me´ta)stable vers un vide stable distinct. Or ici, le vide initial
et le vide final sont exactement les meˆmes, il n’y a donc pas d’effet tunnel. Par conse´quent,
parler de S-brane, en tout cas dans cet exemple-ci est de´licat.
La situation associe´e au tachyon interbranaire e´tudie´ pre´ce´demment serait en ce sens suˆrement
plus pertinente puisque son potentiel admet deux vides stables distincts. Dans ce cadre, avec le
facteur CP σ1 la de´formation (4.2.13) est e´quivalente a` une solution de rebonds pe´riodiquement
espace´s et topologiquement non-triviaux. Elle de´crit donc vraiment un ensemble d’instantons
et la solution minkowskien correspondante (4.2.14) doit de´crire un effet non-perturbatif et non-
trivial. Dans la litte´rature cet effet est nomme´ S-brane bien qu’il ne de´crit pas spe´cifiquement
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un hyperplan localise´ avec des conditions de Dirichlet 16.
Notons enfin, qu’il y a une importante diffe´rence – e´nerge´tique – entre la condensation
temporelle et la condensation spatiale. En effet, l’e´nergie est une donne´e qui doit eˆtre tempo-
rellement conserve´e, tandis qu’elle n’a pas de telle contrainte spatialement. Ainsi la solution de
ressaut est entoure´e de part et d’autre d’un vrai vide de corde ferme´e a` 26 dimensions, c’est-
a`-dire de densite´ d’e´nergie nulle. Or ce ne peut eˆtre le cas de la solution temporelle que l’on
vient de de´crire. Si E 6= 0 l’e´nergie e´tant conserve´e, meˆme en T → +∞ la the´orie ne peut eˆtre
celle d’un vide de corde ferme´e a` 26 dimensions. Premie`rement, si l’e´nergie dans le ”vide” est
non nulle c’est qu’il existe une source quelque part ; dans le cadre de la the´orie des cordes ce
ne peut eˆtre qu’une brane. Deuxie`mement, la the´orie est celle d’une condensation de tachyon
sur une brane instable, on s’attend donc a` ce que l’e´nergie soit stocke´e dans ce volume et non
au dehors ; ce qu’on voit facilement puisque les conditions de Dirichlet sur les coordonne´es
transverses a` la brane instable ne sont pas modifie´es par le tachyon.
Ensuite, le calcul de la pression [114] montre que :
Tij ∝ f(x0)δij (4.2.16)
Or d’apre`s (4.2.15) f(x0) s’annule pour x0 → ±∞, c’est-a`-dire pour TWS → +∞. 17
Compte-tenu qu’on ne connait pas la correspondance exacte entre une solution sur la surface
d’univers et une solution d’espace-cible, il est a priori difficile de justifier l’identification de
TWS → +∞ avec le vide stable T0 = +∞. Cependant, puisque la pression s’annule, le syste`me
tend a` devenir stationnaire asymptotiquement. Il parait donc raisonnable de faire cette identifi-
cation. En dehors du comportement asymptotique, on ne peut pas plus identifier l’expression de
TWS a` celle de la solution d’espace-cible. On le voit bien en λ = 1/2 puisque TWS de´pend du
temps alors que le syste`me physique est tout a` fait stationnaire.
Enfin, nous avons vu que le vide asymptotique stable du tachyon devait correspondre a` une
the´orie des cordes ferme´es. Bien qu’il soit maintenant clair que la syme´trie de Poincare´ sur l’en-
semble de l’espace-cible n’est pas restaure´e ici, les arguments que nous avions avance´s restent
valables et en particulier celui du confinement qui ne de´pend que de la valeur asymptotique
du potentiel tachyonique. Ainsi, il apparaıˆt que le vide asymptotique est en fait compose´ d’un
ensemble de cordes ferme´es d’e´nergie E 6= 0 confine´es dans le plan de la brane instable.
D’apre`s ces conside´rations, la solution de rebond temporel correspond donc physiquement a`
un gaz initial de cordes ferme´es non relativistes – pression nulle – conspirant a` former une brane
instable mais e´chouant et revenant a` son e´tat initial. On conside`re qu’il s’agit d’un syste`me tre`s
peu physique car le degre´ d’ajustement est extreˆme.
Demi S-brane
Comme nous disions il existe une autre solution, de´rive´e en fait du cas pre´ce´dent. Il s’agit
du tachyon initialement (pour x0 → −∞) place´ au vide instable puis roulant asymptotiquement
16. Dans la litte´rature pour faire la distinction, cet hyperplan de genre espace est nomme´ DS-brane [27] pour
Dirichlet S-brane.
17. J’indique WS pour ”worldsheet”.
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vers le vide stable (en x0 → +∞). C’est une solution physiquement plus pertinente que la
pre´ce´dente parce qu’elle de´crit un processus naturel de de´stabilisation.
En extrapolant les re´sultats pre´ce´dents, on s’attend a` ce que l’e´nergie soit constante et
conserve´e a` E = Tp et que la pression chute et s’annule en x0 → +∞. En outre, on s’attend
aussi a` ce que le contenu physique et sa re´partition spatiale asymptotiques suivent le sche´ma
pre´ce´dent, c’est-a`-dire un agre´gat de cordes ferme´es non relativistes confine´es et se propageant
dans le volume d’univers de la brane initiale. Compte-tenu de l’e´nergie a` disposition qui va en
1/gs on peut imaginer que les particules de´crites par les cordes seront extreˆmement massives.
On de´rive les formules de l’e´nergie, de la fonction d’onde de la brane et de la pression a`
partir des formules pre´ce´dentes. Rappelons que la S-brane correspond au tachyon :
Tf (x
0) = λ coshx0 (4.2.17)
En revanche, la demi S-brane doit eˆtre de´crite par la solution :
Th(x
0) = ζex
0
(4.2.18)
Remarquons tout d’abord que la constante de couplage ζ n’est pas vraiment pertinente puis-
qu’on peut la re´absorber par translation temporelle. Maintenant, pour obtenir l’un a` partir de
l’autre, il faut appliquer a` la solution de S-brane i) une translation temporelle x0 → x0 − lnλ,
puis ii) prendre λ → 0 et enfin iii) appliquer de nouveau une translation temporelle pour faire
apparaıˆtre ζ .
Il pouvait apparaıˆtre a` partir de (4.2.17) que la seule solution telle que E = Tp est la brane
instable fixe´e au sommet du potentiel ; on voit donc qu’il n’en est rien et qu’il existe au moins
une autre solution. Maintenant, en appliquant la transformation propose´e sur E et f(x0) on
trouve :
E = Tp et f(x0) =
1
1 + piζex0
(4.2.19)
On a donc bien la formule souhaite´e pour l’e´nergie, inde´pendante de ζ . D’autre part, l’e´tat
de bord le long de la directionX0, c’est-a`-dire |B0〉 ∝ f(x0) |0〉c, s’annule bien en x0 → +∞ et
tend vers |0〉c en x0 → −∞. Similairement pour la pression, on trouve qu’elle chute et s’annule
en x0 → +∞ et tend vers une constante asymptotiquement dans le passe´.
On comprend que cette voie de condensation est tre`s importante pour les raisons suivantes.
D’une part, on justifie qu’il s’agit d’une solution d’une grande pertinence physique, dans le sens
ou` l’on ne s’interroge pas de savoir de quelle fac¸on telle brane instable est apparue – qui est une
autre question – mais de savoir comment elle va e´voluer, et finalement se de´sinte´grer et en quoi ;
ce dont on peut re´pondre. D’autre part, la solution de demi S-brane est asymptotiquement libre
dans le passe´, contrairement a` la S-brane comple`te, ce qui autorise a` e´tudier les e´le´ments de
matrice-S (voir [77]).
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Condensation temporelle et production de particule
Les questions associe´es a` la production de cordes ferme´es (non duales a` des cordes ouvertes)
propose´es dans le cas bosonique par Lambert et al. dans [78] puis continue´es par Karczmarek
et al. dans [67] sont aussi applicables ici, puisqu’il n’y a aucune raison de les ne´gliger. On
pourra aussi lire [117, 72, 71]. L’inte´grite´ de la brane en condensation temporelle n’est donc
pas garantie et elle doit simplement s’e´vaporer au cours du temps sous la forme de ces cordes
ferme´es non duales ultra-massives et non-relativistes.
De sorte que la solution de tachyon roulant n’est physiquement valable que pour un temps
relativement bref, de l’ordre de la constante de temps du processus, c’est-a`-dire 1/ |m| ∼ α′.
En effet, le couplage aux cordes ferme´es implique que l’e´nergie n’est pas conserve´e dans le vo-
lume de la brane, contrairement a` ce qu’on a pu supposer et de´montrer en ne´gligeant cette ques-
tion. Notons cependant qu’il a e´te´ propose´ – voir par exemple [117] – que les cordes ferme´es
produites correspondraient en fait a` la matie`re tachyonique – c’est-a`-dire seraient les cordes
ferme´es duales produites par confinement – de sorte que la the´orie de corde ouverte du tachyon
roulant serait finalement valable. A l’heure actuelle c¸a n’est toujours qu’une hypothe`se.
Solutions hybrides
On peut imaginer construire des solutions dynamiques dont la condensation donne lieue a`
une production – ou collision – de ressaut ou de rebond. En l’occurrence, on sait que le tachyon
suivant est marginal :
T (X0, ~X) = λeωX
0
cos(~k · ~X) (4.2.20)
pour ω2 = 1 − ~k2. Cette de´formation a e´te´ e´tudie´e par Larsen et al. dans [79] ainsi que
par Sen dans [115] qui montre que la marginalite´ exacte n’est atteinte qu’en k = 1/
√
2. Par
rotation dans le volume de la brane, on peut re´exprimer ~k · ~X = |k| · X~k avec X~k la direction
pointe´e par ~k. On montre par e´tude de la CFT et des e´tats de bords que cette solution repre´sente
effectivement dans un espace non compact, pour x0 →∞ un ensemble d’objets de codimension
1 equi-espace´es d’une distance ∆x =
√
2pi. Ces objets sont a priori des D(p− 1) branes mais
leur tension est le´ge`rement supe´rieure a` Tp−1 donc il a e´te´ propose´ [115] que l’e´nergie en surplus
est porte´e par des tachyons condensant sur chacune de ces branes.
4.2.3 Connexion aux the´ories conformes et mode`les inte´grables
Les solutions de ressaut et de demi S-branes de´crivent comme nous l’avons vu des the´ories
conformes. Celles-ci sont en fait bien connues sous les noms respectifs de mode`le de bord de
sine-Gordon et de the´orie de bord de Liouville. Ces mode`les ont e´te´ extensivement e´tudie´s dans
la litte´rature [30, 11, 121, 31], en particulier en temps que mode`les de physique statistique a` 2
dimensions. Sine-Gordon de manie`re ge´ne´rale 18 est connue pour eˆtre un mode`le inte´grable –
c’est-a`-dire totalement soluble – et Liouville pour de´crire une the´orie des cordes non-critique.
Des outils mathe´matiques tre`s puissants ont e´te´ de´veloppe´s pour re´soudre ces the´ories – sa-
chant qu’elles sont re´solvables – et sont donc d’une grande aide dans l’e´tude de la condensation
18. La the´orie de bord en est une extension naturelle.
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de tachyon. Il y eu des tentatives pour de´finir le tachyon roulant depuis une the´orie de Liouville
par rotation de Wick [57, 56, 104], ce qui de´fini la the´orie de Liouville de genre temps (TBL).
En outre, il existe des extensions supersyme´triques de ces mode`les [91, 90, 10, 11, 85] donc
cela ne s’arreˆte pas au cas bosonique. En ce qui concerne le calcul des fonctions de corre´lation,
de la fonction de partition, des effets non-perturbatifs sur la surface de cordes, de la construc-
tion des e´tats de bord, pour ces the´ories l’essentiel est de´ja` connu. Malheureusement, elles ne
repre´sentent pas l’ensemble des mode`les de tachyon condensant qui semblent consister en des
ge´ne´ralisations de ces mode`les inte´grables, comme par exemple pour ce qui nous inte´ressera le
mode`le Kondo – bosonique [11, 94, 80, 32] et supersyme´trique.
4.3 Condensation de tachyon en syste`me non BPS instable
Les syste`mes de brane non-BPS et de brane-antibrane coı¨ncidentes sont tre`s bien connus et
ont e´te´ e´tudie´s en de´tail par nombre d’auteurs (Sen, Kutasov, Larsen, Garousi...) [116, 106, 107,
76, 59, 79, 74, 44, 47]. La condensation de tachyon y est relativement bien comprise et dans
une certaine mesure 19 nous avons une action effective dont la forme, et en particulier le po-
tentiel, sont assez bien contraints. Comme nous disions dans la section 1 les diverses solutions
de condensation – ressaut, antiressaut, vortex, S-brane – entrent dans le sche´ma de relations de
descente entre branes de la the´orie K.
Rappelons sa forme canonique :
V (T ) =
1
cosh T√
2
(4.3.1)
Sa repre´sentation graphique est donne´e dans la figure (4.6). Dans le syste`me brane-antibrane,
le tachyon T de la formule ci-dessus est remplace´ par le module complexe |T |. De sorte que
le potentiel est inde´pendant de la phase du tachyon et est donc explicitement syme´trique U(1).
Le tachyon d’espace-cible y condenserait en |T | = ±∞. Dans le cas de la brane non-BPS, le
tachyon est re´el et par conse´quent le potentiel correspond exactement a` ce qui est repre´sente´
sur la figure (4.6) qui nous le voyons est syme´trique Z2. La mise en valeur de ces syme´tries
est importante pour construire des solitons topologiquement non triviaux donc stables, comme
nous le verrons prochainement.
Nous allons brie`vement rappeler la forme de l’action effective TDBI obtenue en supercordes
que nous avions introduite plus toˆt. Nous verrons d’abord le cas de la brane non-BPS puis
celui des branes D− D¯. Nous ajouterons la contribution des champs de Ramond-Ramond dans
le terme de Wess-Zumino. Nous partirons de branes de dimension maximale, c’est-a`-dire de
dimension 9 + 1 car les expressions sont plus simples et capturent la physique de toute autre
brane. En effet, les actions sur les branes de dimension infe´rieure sont obtenues par T-dualite´
le long des directions rendues transverses. Pour la brane non-BPS [44, 110], l’action effective
d’une D9-brane en type IIA est :
19. Voir section 1.
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V(T)
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FIGURE 4.6 – Forme canonique du potentiel tachyonique en the´orie supersyme´trique.
SnonBPS =
√
2T9
∫
d10σ eΦV (T )
√
det (Gab +Bab + 2piα′Fab + ∂aT∂bT ) + SWZ (4.3.2)
L’expression est abe´lienne, puisqu’il n’y a qu’une seule brane. Nous discutons de son do-
maine de validite´ dans le chapitre 1. Il s’e´tend a priori seulement le long de condensations
spatiales. Pour discuter des condensations temporelles la base d’e´tude est l’action tachyonique
dans la jauge statique :
ST =
√
2Tp
∫
dp+1σ V (T )
√
ηab + ∂aT∂bT (4.3.3)
Dans (4.3.2), le terme de Wess-Zumino est connu pour eˆtre de la forme [116, 92, 68, 49, 14,
70] :
SWZ = µp
∫
p+1
W (T )dT ∧
(∑
m∈IIA
C(m)
)
∧ eB+2piα′F (4.3.4)
ou` W (T ) ∝ V (T ) et B et F respectivement les pull-back sur le volume de la brane du
champ de Kalb-Ramond et le tenseur de Maxwell du champ de jauge de corde ouverte. La
charge µp est proportionnelle a` la tension de la brane. Les champs de jauge de R-R sont en
type IIA les formes diffe´rentielles d’indice paire. En type IIB, ils sont d’indice impair. Notons
que le tachyon n’est pas couple´ minimalement aux champs de jauge des cordes ouvertes, ce qui
ne´cessite leur confinement lors de la condensation.
Par T-dualite´s successives le long des directions que l’on souhaite rendre transverses, on
obtient les actions effectives des branes non-BPS de dimension infe´rieure donc en type IIA et
IIB en fonction de leur dimension. Il faut appliquer, par exemple par T-dualite´ le long de la
direction X10 :
Fa 10 → ∂aX10 et ∂10T → 0
Ga 10 → AGa et G10 10 → φG
Ba 10 → ABa (4.3.5)
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Les champs AG,Ba et φ
G sont re´absorbe´s respectivement dans le champ Fab et le dilaton Φ.
Si bien que l’action T-duale d’une Dp-brane non-BPS pour p quelconque s’exprime par :
SnonBPS =
√
2Tp
∫
dp+1σ eΦV (T )
√
det (Gab +Bab + 2piα′Fab + ∂aXI∂bXI + ∂aT∂bT )
+ SWZ (4.3.6)
avec I = p+ 1 . . . 9 les dimensions transverses.
L’action effective du syste`me brane-antibrane, comme explique´ dans l’introduction, est ob-
tenue par non-abe´lianisation de l’action non-BPS de dimension maximale, puis projection le
long des secteurs du syste`me D − D¯ commun au syste`me non-BPS. Son domaine de validite´
suit celui de l’action TDBI pour la brane non-BPS, c’est-a`-dire T de genre espace. Nous ne
donnerons que la forme conjecture´e pour p = 9 en type IIB 20 [44, 47] :
SDD¯ =
∫
d10σ STr eΦV (|T |)
√
det (Gab +Bab + 2piα′Fab +DaT (DbT )†) + SWZ (4.3.7)
avec STr la trace comple`tement syme´trique sur le groupe de jauge. Nous avons e´galement
introduit la de´rive´ covariante non abe´lienne telle que DaT = ∂aT − i[Aa, T ]. Le terme de
Wess-Zumino [48, 50, 52] n’est pas important pour nous, mais est tre`s similaire a` (4.3.4) a` une
trace pre`s. Pour obtenir l’expression de l’action dans les syste`mes de dimension infe´rieure, nous
appliquons encore une T-dualite´ dans les directions que l’on souhaite transverses. Par exemple,
le long de X10 il faudrait appliquer :
Fa 10 → DaX10 et D10T → [X10, T ]
Ga 10 → AGa et G10 10 → φG
Ba 10 → ABa (4.3.8)
Le champX10 est une matrice diagonale encodant les positions respectives de chaque brane,
tandis que T est donne´ par une matrice anti-diagonale :
X10 =
(
X(1) 10 0
0 X(2) 10
)
et T =
(
0 τ
τ ∗ 0
)
(4.3.9)
Il apparait naturellement un couplage entre le tachyon et la position relative de la brane
et de l’antibrane via [X10, T ]. Ce couplage donne au tachyon interbranaire sa masse α′m2 =
`2/4pi2α′ − 1/2 avec ` la distance relative entre les branes. La position du centre de masse
du syste`me est quant a` elle de´couple´e et reste un module a` tachyon non nul, ce qui n’est a
priori plus le cas du champ de distance 21.
20. La forme T-duale a e´te´ donne´e dans le chapitre 1 pour un fond simplifie´ et on pourra s’y reporter.
21. Mais a` tachyon nul il retrouve naturellement son statut de module.
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Pour e´tudier les tachyons condensants de genre temps il faut de nouveau s’inte´resser plutoˆt
a` l’action effective du tachyon seul dans la jauge statique, donc au moins dans la limite ou` la
distance relative est nulle, c’est-a`-dire a` la coı¨ncidence :
ST =
√
2Tp
∫
dp+1σ STr V (|T |)
√
ηab + ∂aT∂bT ∗ (4.3.10)
L’e´tude du syste`me D− D¯ coı¨ncident est tre`s bien connu a` l’inverse du cas a` se´paration non
nulle que nous avons e´tudie´ dans cette the`se. Nous allons voir maintenant les diverses solutions
de condensation qu’admettent les e´quations de mouvement de ces actions.
4.3.1 Solutions de condensation spatiale : ressaut et vortex
Ces solutions correspondent exactement aux ressauts – kink – que nous avions introduits en
the´orie bosonique, a` la diffe´rence qu’ici il existe des contraintes supple´mentaires associe´es a` la
charge des objets. Par condensation spatiale, les branes sont vues comme des solitons du champ
tachyonique. Or le potentiel effectif en the´orie de supercorde est syme´trique Z2 ou U(1) et par
condensation cette syme´trie est spontane´ment brise´e.
Solutions de type ressaut
Par conse´quent, l’existence de solutions de condensation de type ressaut interpolant entre
au moins deux vides stables distincts est attendue. Ces solutions ne sont pas ne´cessairement
topologiquement non-triviales – par exemple sur le syste`me D − D¯ le potentiel est syme´trique
U(1) et il existe donc une transformation continue qui ame`ne le ressaut vers le vide de corde
ferme´e stable. Cependant, les solutions de ressaut sont typiquement charge´es – meˆme si ce n’est
pas toujours le cas – du fait du changement de vide et parce que le tachyon couple aux champs
de jauge par le terme de Chern-Simons (4.3.4). La construction des solitons sur le syste`me
brane-antibrane coı¨ncident a e´te´ fait par Sen [116, 106] exclusivement en terme de ressaut et de
vortex.
Pour y obtenir un seul ressaut, il impose la meˆme contrainte qu’en the´orie bosonique, c’est-
a`-dire qu’il commence par compactifier une direction et il ajoute le long de celle-ci une demi-
unite´ de ligne de Wilson. De la sorte, sa solution doit eˆtre anti-pe´riodique autour de la coor-
donne´e compacte et elle peut donc eˆtre une unique interpolation d’un vide −T0 vers un vide
+T0. Or dimensionnellement, dans le terme de WZ, le tachyon ne peut pas coupler a` un champ
de jauge : les dimensions du volume de la brane ne peuvent jamais eˆtre remplies avec un ta-
chyon et au moins un champ de jauge. Cette solution n’est donc pas charge´e. Or comme nous
disions, elle est aussi une solution topologiquement triviale et donc tre`s probablement instable.
D’un point de vue dimensionnel, l’objet cre´e´ est de codimension 1 dans le volume du syste`me
et par conse´quent, il doit s’agir d’une brane non-BPS.
Appliquons une condensation analogue le long d’une brane non-BPS. Une demi-unite´ de
ligne de Wilson est allume´e le long d’une de ses directions, suppose´e compacte. La solution
peut alors interpoler une fois entre les deux vides ±T0 du potentiel de la brane non-BPS. Graˆce
a` l’existence d’un champ de jauge permettant par couplage au tachyon de remplir toutes les
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dimensions de la brane non-BPS dans le terme de WZ, l’objet obtenu est ainsi charge´. Or, a`
cause de la forme du potentiel que l’on sait syme´trique Z2 toute solution interpolant entre les
deux vides distincts est topologiquement non triviale. L’objet est donc stable. Par analyse di-
mensionnelle il ne peut s’agir que d’une brane BPS de codimension 1 dans le volume de la
brane non-BPS.
En e´tudiant les diverses observables du syste`me et en particulier, le tenseur e´nergie-impulsion,
les diverses sources et plus ge´ne´ralement l’e´tat de bord du syste`me, Sen obtient effectivement
que ces solutions se pre´sentent sous la forme de solitons de codimension 1 et bien localise´s –
des murs de domaine en somme – interpolant entre deux vides bien distincts. Tout cela peut
se re´sumer sous la forme des relations suivantes, en tenant compte des contraintes lie´es a` la
dimension des branes BPS et non-BPS :
IIA : Dp−Dp −→ ressaut non-BPS D(p− 1)
IIB : non BPS Dp −→ ressaut D(p− 1) (4.3.11)
En relaxant la condition d’anti-pe´riodicite´ il est possible de construire des couples de branes
par exemple dans des dimensions compactes. En l’occurrence sur la brane non-BPS au rayon
auto-dual – puis en tout rayon par marginalite´ exacte en λ = 1/2 – en ajoutant a` la the´orie de
surface de corde la perturbation σ1⊗λ ∮ cosX nous obtenons un couple brane-antibrane se´pare´
a` distance critique – donc stable. De plus, les branes sont re´parties en des points diame´tralement
oppose´s, donc cette configuration est d’autant plus ge´ome´triquement stable. Dans la limite de
de´compactification, cette de´formation construit un ensemble infini de couples brane-antibrane
re´partis pe´riodiquement le long de la direction concerne´e. Puisque tous les objets sont se´pare´s
par une distance critique, l’ensemble est tout a` fait stable.
Solution de type vortex
Dans le cadre du syste`me brane-antibrane, il est aussi possible de construire des solutions
de type vortex [116] puisque le tachyon est complexe et que le potentiel est syme´trique U(1).
Ces solutions engagent une configuration bi-dimensionnelle, a` la diffe´rence du ressaut ou du
rebond qui sont purement uni-dimensionnels, car il s’agit de faire varier la phase du tachyon
autour d’un de´faut, une singularite´, ce qui est re´miniscent du cas des cordes cosmiques. De fait,
nous aurons :
IIA ou IIB : Dp−Dp −→ vortex D(p− 2) (4.3.12)
L’orientation, c’est-a`-dire la charge, de la brane de´pend de l’orientation du vortex autour de
la singularite´ par inte´gration le long du tachyon d’un terme de Wess-Zumino du type (4.3.4)
bien qu’en l’e´tat cela ne fonctionne pas aussi trivialement – voir plus bas. Il est clair que toute
configuration de vertex est topologiquement non trivial. En effet, i) le nombre de vortex n’est
pas continuellement re´ductible et ii) si un vortex est une brane BPS alors deux vortex sont deux
branes BPS de meˆme charge et ainsi de suite, ce qui constitue un syste`me stable – et donc
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irre´ductible – de branes paralle`les, coı¨ncidentes et localise´es au point entoure´ par les vortex.
A cause de la neutralite´ du syste`me brane-antibrane initial nous faisons cependant face a`
un proble`me pour cre´er une brane charge´e, meˆme en tenant compte de l’e´ventuel couplage du
tachyon aux champs R-R a priori de la forme (4.3.4). Ce proble`me est clairement dimensionnel
parce que le tachyon y apparaıˆt a priori sous la forme dT et il ne peut donc pas sourcer les
champs R-R couple´s a` une D(p − 2). Rappelons que cette forme e´tait providentielle afin de
construire une brane non charge´e non-BPS D(p− 1) ci-dessus. Il a e´te´ propose´ dans [82] pour
palier a` cette situation, de ne conside´rer que le cas, moins proble´matique, de la cre´ation de pair
vortex-antivortex. Dans cet article ils proposent au passage une BCFT pour cette solution en
introduisant dans l’action de surface au rayon auto-dual une de´formation marginale sur le bord.
Cependant, parce que le tachyon de´pend de deux coordonne´es, il doit eˆtre possible de
ge´ne´raliser dτ → dτ ∧ dτ ∗ ∝ dx ∧ dy avec (x, y) les coordonne´es du plan de condensation,
de sorte que le champ de jauge R-R naturellement couple´ a` la D(p− 2)-brane est effectivement
source´. Cela se comprend d’autant mieux que par descente en construisant ite´rativement des so-
lutions de ressaut depuis la pair Dp− D¯p en passant par la brane non-BPS D(p− 1) on obtient
proprement une et une seule D(p− 2) brane charge´e.
C’est exactement ce qui est conjecture´ par Kennedy et Wilkins dans [68] pour le cas parti-
culier des branes coı¨ncidentes et ve´rifie´ a` des termes de plus grande de´rive´e dans [48]. Le terme
de Wess-Zumino qu’ils proposent s’exprime en fonction de la superconnection :
iA =
(
iA+ τ ∗
τ iA−
)
(4.3.13)
dont F = dA − iA ∧ A est la courbure et A± e´tant les champs de jauges de chacune des
branes respectivement. Et nous aurions donc :
SWZ = Tp
∫
p+1
C ∧ STr ei2piα′F (4.3.14)
Nous avons note´ C =
∑
C(m) avec m pair en type IIA et impair en type IIB. Kraus et
Larsen [74] montrent qu’a` partir de ce terme, sont retrouve´es les bonnes charges R-R pour les
solitons obtenus par condensation du tachyon.
4.3.2 Solutions de condensation temporelle : S-brane et solutions hybrides
Sen a aussi introduit dans le cadre des syste`mes brane-antibrane et brane non-BPS [107,
7] mais aussi Larsen et al. dans [79] des solutions de condensation de type tachyon roulant,
quasiment identiques a` ce que nous avons pu de´couvrir en the´orie bosonique. En effet, il existe
aussi des solutions de type S-brane comple`te et demi S-brane. De nouveau, cette dernie`re est
plus physiquement pertinente que la premie`re du fait qu’elle ne de´crive que le me´canisme de
de´sinte´gration de la brane au cours du temps et non aussi sa reconstruction 22. Cependant, ici
22. Cela impliquerait une conspiration de matie`re a` reformer une brane, ce qui est un phe´nome`ne possible mais
tre`s improbable.
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encore l’existence des solutions S-brane comple`tes est importante pour contraindre la forme de
l’action effective associe´e au syste`me.
Sen obtient par e´tude des diverses observables du syste`me – tenseur e´nergie-impulsion, e´tat
de bord – que la solution de demi S-brane s’e´vapore sous forme de matie`re tachyonique qui
par dualite´ doit correspondre aussi a` de la matie`re forme´e de cordes ferme´es. De nouveau, il
semblerait que le confinement du champ e´lectrique non couple´ au tachyon soit a` l’origine de
l’identification des degre´s de liberte´s tachyoniques a` ceux d’un gaz de cordes ferme´es dont le
profil de densite´ est pique´ dans le volume d’univers de la brane instable initiale. Cette approche
est exacte tant que l’on ne´glige le couplage de la brane aux champs de cordes ferme´es, comme
nous le discutions dans le cas bosonique, mais qui devraient ide´alement eˆtre aussi pris en compte
ici.
Nous ne nous attarderons pas sur la pre´sentation de la solution de tachyon roulant du point de
vue de l’espace-cible car d’apre`s [79] les calculs des observables sont grossie`rement identiques
et les interpre´tations sont celles que l’on vient de donner. Enfin il peut aussi exister des solu-
tions de condensation temporelle inhomoge`nes. Une telle solution est propose´e dans [79] ou` ils
calculent un certain nombre d’observables, cependant ils utilisent une factorisation qui semble
un peu cavalie`re en pre´sence de fermions. L’analogie au calcul en corde bosonique sugge`re tout
de meˆme que ce type de solutions existe de telle sorte que par condensation soit produit dans les
limites de la conservation de la charge et de l’e´nergie, un syste`me de brane (et antibrane suivant
le syste`me initial) correspondant a` des hybrides 1/2 S-brane⊗ (vortex ou ressaut).
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Chapitre 5
Condensation de tachyon dans un syste`me
de branes en the´orie bosonique
Il est toujours inte´ressant de tenter en premier lieu la re´solution d’une the´orie bosonique
correspondant a` la the´orie supersyme´trique e´tudie´e. En effet, meˆme si la the´orie bosonique
est par de´finition pathologique 1, les processus mis en valeur devraient aussi apparaitre dans
l’extension supersyme´trique mais de fac¸on plus controˆle´e. Par exemple, il existe des modes de
condensation de type ressaut en the´orie bosonique et de fac¸on similaire nous trouverons ressaut
et vortex en the´orie des supercordes.
La question souleve´e dans cette the`se est la suivante : est-ce qu’un tachyon de corde ouverte
tendu entre deux branes se´pare´es spatialement, dans le secteur antidiagonal σ1,2 ∈ U(2) peut-il
condenser ? Quelles expressions du tachyon sur la surface de corde sont marginales, exacte-
ment marginales ? Correspondent-elles a` des the´ories conformes (CFT) connues, des mode`les
inte´grables ? La se´paration spatiale peut-elle eˆtre maintenue constante ou doit-elle eˆtre dyna-
mique, ou bien encore inhomoge`ne ?
5.1 CFT du tachyon roulant dans le syste`me de branes pa-
ralle`les et se´pare´es
Il est ne´cessaire de de´finir les conditions qui permettent de voir apparaıˆtre un tachyon. A
cette fin, le syste`me de branes paralle`les sera e´tudie´ un peu plus en de´tail puis les questions
de la condensation et des expressions possibles du champ dans la the´orie de surface de corde
seront aborde´es dans un deuxie`me temps.
5.1.1 Le syste`me brane-brane
Comme mentionne´ dans la section pre´ce´dente, il existe quatre secteurs de cordes ouvertes
dans un syste`me de deux branes. Le syste`me est repre´sente´ sur la figure (5.1). L’ensemble est
caracte´rise´ par 4 quatre facteurs de Chan-Paton appartenant a` l’alge`bre U(2), c’est-a`-dire
1. En particulier a` cause du tachyon de corde ferme´e.
129
130 Troisie`me partie. Section 5.1
σ0 =
( 1
1
)
σ1 =
( 1
1
)
σ2 =
( −i
i
)
σ3 =
( 1
−1
)
(5.1.1)
FIGURE 5.1 – Les secteurs (11) et (22) s’organisent
en facteurs de CP σ0 et σ3 tandis que les secteurs inter-
branaires (12) et (21) s’organisent en σ1 et σ2.
Lorsque les branes sont coı¨ncidentes
la the´orie de jauge he´berge´e sur le vo-
lume d’univers est non-abe´lienne U(2). Mais
lorsque le syste`me est se´pare´, la syme´trie
de jauge est spontane´ment brise´e en U(1) ×
U(1) : ce processus est identifie´ a` un
me´canisme de Higgs. Chaque U(1) corres-
pond alors au secteur he´berge´ sur le vo-
lume de chaque brane, ici correspondant
aux secteurs diagonaux σ0,3 ; les deux sec-
teurs re´sultants antidiagonaux σ1,2 sont as-
socie´s a` des champs de jauge massifs 2 donc
de´couple´s. Ces derniers constituent les sec-
teurs interbranaires.
En the´orie bosonique, le tachyon constitue l’e´tat fondamental d’excitation des cordes des
quatre secteurs. Cependant, les secteurs interbranaires sont les plus importants. Ils sont en effet
potentiellement tachyoniques aussi en supercordes, ce qui n’est jamais le cas des autres. D’apre`s
le commutateur :
[σ1, σ3] = 2iσ2 (5.1.2)
ces derniers sont naturellement couple´s au secteur σ3 du champ de jauge U(1) × U(1) et
constituent donc ensemble un champ bi-fondamental. Ces deux tachyons sont a priori re´els mais
peuvent eˆtre regroupe´s en un tachyon complexe et son conjugue´. On parlera alors de tachyon
interbranaire.
Spectre de masse et distance critique
Sans se´paration, les spectres de masse de chaque secteur sont triviaux :
α′m20 = N0 − 1
α′m21 = N1 − 1
α′m22 = N2 − 1
α′m23 = N3 − 1 (5.1.3)
Lorsque la se´paration est ouverte, les secteurs interbranaires rec¸oivent un nombre d’enrou-
lement – winding en anglais – proportionnel a` la distance que l’on notera `. L’expression de
2. Mais de masse nulle a` la coı¨ncidence.
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ce terme est facile a` obtenir en comparant le syste`me a` une brane de codimension 1 dont la
direction transverse est compactifie´e sur un cercle de rayon R = `/2pi. Les cordes s’enroulant
1 fois autour du cercle gagnent un terme de masse en α′m2 ∼ R2/α′. Ainsi, on obtient :
α′m20 = N0 − 1
α′m21 =
`2
4pi2α′
+N1 − 1
α′m22 =
`2
4pi2α′
+N2 − 1
α′m23 = N3 − 1 (5.1.4)
Ces formules de´montrent donc qu’il existe une distance critique au-dela` de laquelle le bi-
fondamental (N1, N2) = (0, 0) est massif et non plus tachyonique. A la distance critique il est
non-massif ; soit pour :
`cr = 2pi
√
α′ (5.1.5)
Du point de vue de la the´orie des champs, dans l’espace-cible associe´e au syste`me, trois
phases se distinguent : (1) la phase massive pour laquelle on s’attend a` ce que le potentiel du
champ de se´paration φ = ` soit attractif en V (φ) ∝ T 2φ2 au premier ordre ; (2) la phase non-
massive critique qui est une the´orie des champs d’un bi-fondamental scalaire non-massif couple´
a` un champ de jauge abe´lien A et au scalaire φ ; et enfin (3) la phase tachyonique totalement
domine´e par la condensation classique du champ de tachyon.
Discussion des connexions entre ces diffe´rentes phases
L’action effective quadratique a` l’ordre des arbres pour les champs ϕ et T peut eˆtre ob-
tenue par de´veloppement d’une action de type Garousi-TDBI (4.1.7) ou (1.1.9) dont ne sont
conserve´es que les contributions de la distance et du tachyon, 3 :
S = Tp
∫
dp+1σ
(
1
2
∂aφ∂
aφ+
1
2
∂aT∂
aT ∗ − (φ2 − `2c)
|T |2
8pi2
)
(5.1.6)
qui devrait eˆtre correcte tant que T  1 et ∂µφ 1 ainsi que
√
2`c > φ ≥ `c. En dehors de
cette dernie`re limite, le potentiel a` une boucle – diagramme cylindrique d’e´change de graviton
entre autres – prend le relais et domine la dynamique. Tant que le tachyon est moins massif que
le premier e´tat massif de corde ouverte des secteurs σ0,3, l’approximation de l’action effective
par l’action a` l’ordre des arbres (5.1.6) est acceptable.
1) Dans le domaine massif, un potentiel effectif a` une boucle de type Coleman-Weinberg
est obtenu par inte´gration du tachyon et apre`s renormalisation :
S = Tp
∫
dp+1σ
(
1
2
∂aφ∂
aφ− 1
2
(
φ2 − `2c
)2
ln
(
φ2 − `2c
))
(5.1.7)
3. Nous verrons cependant dans la section 5.2 que cette expression est probablement incomple`te.
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Dans cette limite, le potentiel s’aplatit en φ = `c. Le plus important reste que le poten-
tiel du champ φ est clairement attractif en direction de la distance critique 4. En outre,
ce comportement attractif est confirme´ par le potentiel a` une boucle calcule´ a` partir du
diagramme cylindrique.
2) A la distance critique, par continuite´ de l’action pre´ce´dente, en notant ϕ = `c + φ et en
utilisant la formule (5.1.5) :
S = Tp
∫
dp+1σ
(
1
2
∂aφ∂
aφ+
1
2
∂aT∂
aT − φT
2
2pi
)
(5.1.8)
Le potentiel de type Yukawa domine dans la limite perturbative le terme en φ2T 2, ce qui
implique que la masse effective du tachyon de´pend line´airement de la perturbation de
distance. La distance critique est donc un point extreˆmement instable et la solubilite´ de
cette the´orie effective est discutable. Il semblerait que cette action soit celle du mode`le de
Wick-Cutkorsky [21] non-massif.
3) Dans le domaine tachyonique, il pourrait eˆtre attendu que le potentiel du champ φ soit
attractif – mais ce n’est pas ce qui est obtenu a posteriori dans la section 5.1.2 : il existe un
mode de condensation temporelle pour lequel la distance reste constante. Premie`rement,
en dessous de la valeur critique, l’action (5.1.7) n’est plus de´finie. D’une part, le calcul du
potentiel effectif a` une boucle n’est valable que dans la limite perturbative et d’autre part,
(5.1.6) ne reste valide que pour des valeurs de champs faibles. Or, pour φ < `c une chute
classique et rapide du tachyon est ine´vitable. La limite perturbative est donc rapidement
fausse ; et par conse´quent, il n’est plus possible de de´crire approximativement le syste`me
par l’action quadratique (5.1.6).
Deuxie`mement, le couplage minimal des champs de jauge (et donc aussi au champ φ) au
tachyon n’est a priori valable que dans la limite ou` les valeurs de T sont controˆle´es
et faibles. Un exemple d’e´cart a` un mode`le de couplage minimal cause´ par des cor-
rections cordistes est connu : dans le cadre de la production de paires par un champ
e´lectrique [5, 33] un couplage minimal cesse d’eˆtre valable lorsque la valeur du champ
est augmente´e – c’est un effet purement cordiste. Lorsque le champ critique est atteint, un
tachyon apparaıˆt. Cette situation est donc similaire a` la noˆtre. Toutefois, l’origine de ce
tachyon n’est pas exactement la meˆme que celui qui nous inte´resse, en particulier parce
que le champ critique est dans un cas un champ de jauge vectoriel et dans notre cas un
champ scalaire. Nous pouvons voir aussi cela en calculant le taux de production de paire
de cordes interbranaires par deux branes en collision, c’est-a`-dire pour un champ φ(x0)
de´pendant d’une rapidite´ ε et d’un parame`tre d’impact b. Nous citerons ici le calcul entre
une brane et une anti-brane dont le re´sultat est e´quivalent :
4. L’existence d’un minimum local pour φ > `c est remarquable bien qu’il n’aura aucune importance pour
nous.
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ω ∝
∞∑
k=1
1
k
( 
k
)p/2
e
b2k
pi
{
−
(
1 + (−)k
2
)
θ4(0|ik/)4
η(ik/)12
+
(
1− (−)k
2
)
θ3(0|ik/)4
η(ik/)12
}
ε→0∼ −
∞∑
k even
1
k
( 
k
)p/2
e−
b2k
pi
(
e
pik
 − 8 + . . .
)
+
∞∑
k odd
1
k
( 
k
)p/2
e−
b2k
pi
(
e
pik
 + 8 + . . .
)
(5.1.9)
Le taux de´pend du parame`tre d’impact de telle sorte qu’il devient critique au-dela` de la
valeur (5.1.5) mais ne de´vie pas de la formule de couplage minimal repre´sente´e par le
terme dominant. Seule la valeur de la rapidite´ est responsable de l’inclusion des termes
d’ordre supe´rieur.
Pertinence de la notion de distance a` l’e´chelle des cordes
Lorsque la distance entre les branes est grande, leur localisation est claire. Ainsi l’est aussi
la notion de distance. Cependant, si la distance est de l’ordre de la longueur de corde `s =
√
α′
et que le tachyon roule en dehors de son potentiel, peut-on encore faire sens d’un syste`me de
branes paralle`les et bien localise´es ? La re´ponse devrait eˆtre affirmative puisque la finesse des
conditions de Dirichlet sur les cordes ouvertes dans les directions transverses aux branes n’est
pas modifie´e lors de la condensation – voir par exemple [113].
Cependant, la physique e´tant non-commutative a` cette e´chelle – les divers champs de jauge
e´tant pris en compte – il est possible de douter de la pertinence de la notion d’espace et de dis-
tance – voir cependant la discussion [26]. Il est tout de meˆme surprenant que inde´pendamment
de cette conside´ration, les re´sultats montrent que le tachyon roule tout en conservant la valeur
du champ φ – du moins a` l’ordre des arbres. Cela pourrait indiquer que la distance perd son
statut de champ pour devenir un parame`tre de la condensation et donc caracte´riser le vide stable
atteint – s’il existe 5. De plus, le me´canisme de cre´ation des cordes ferme´es a` partir des cordes
ouvertes et des flux de champs de jauge confine´s 6, couple´s aux tachyons interbranaires devrait
produire des cordes ferme´es retenues a` l’inte´rieur du syste`me de branes. Donc, φ caracte´riserait
l’e´paisseur du produit final.
Il est alors impe´ratif de comprendre la physique du syste`me dans la phase tachyonique et
quels me´canismes de condensation sont autorise´s et sont les solutions des e´quations du mou-
vement de´rive´es de l’action effective correcte. Pour cela, il faut mettre en e´vidence les the´ories
conformes de bord (BCFT) dans cette phase. C’est la question a` laquelle nous re´pondrons en
e´tudiant la marginalite´ du mode`le sigma du tachyon roulant et en montrant qu’il s’agit d’une
BCFT a` distance constante.
5.1.2 Tachyon roulant et marginalite´
La fac¸on la plus directe d’e´tudier le champ de tachyon est probablement de s’inte´resser a` une
the´orie conforme tachyonique, c’est-a`-dire qui admet comme terme d’interaction sur le bord de
5. Cette question est re´serve´e pour des travaux ulte´rieurs, mais nous avons des raisons de penser que le vide
atteint n’est pas stable.
6. Ce point est incertain si le tachyon n’atteint pas le vide pour lequel V = 0 comme nous le suspectons.
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la surface un ope´rateur de vertex correspondant a` un tachyon on-shell.
Cette section traite de la the´orie conforme du tachyon roulant sur un syste`me brane-brane
se´pare´ a` distance r constante. Dans un premier temps, il sera de´montre´ que ce tachyon est en
ge´ne´ral exactement marginal pour tout r sauf en certaines valeurs particulie`res ou` il perd sa
marginalite´, contrairement a` son homologue du syste`me D − D¯ ce qui sera aborde´ dans le
chapitre 6. La cause, qui est bien spe´cifique au cas bosonique, sera physiquement identifie´e.
Dans un deuxie`me temps, le syste`me sera analyse´ perturbativement en dehors de la CFT
et en dehors de la phase tachyonique. Le groupe de renormalisation du mode`le sigma seront
e´tudie´s. Ce dernier sera perturbe´ par des de´formations off-shell autour des de´formations margi-
nales. Mais nous mettrons d’abord en e´vidence que le long de de´formations non marginales les
fonctions beˆta ne sont pas bien de´finies en fonction du sche´ma de renormalisation, tandis que le
long de de´formations marginales tout terme contribuant aux fonctions beˆta est universel. Leur
interpre´tation en qualite´ d’e´quations du mouvement sera discute´ en dernier lieu.
Action de surface de corde du syste`me
Cette partie concerne la the´orie de corde ouverte a` l’ordre des arbres, c’est-a`-dire sur le
disque D2 ou son voisinage conforme H+ le demi-plan complexe, de´forme´e par les tachyons
des secteurs interbranaires. Le fond ge´ome´trique est suppose´ trivial, c’est-a`-dire avec Bµν = 0
et Gµν = ηµν . La distance e´tant tre`s faible, il est possible de se placer dans le re´fe´rentiel inertiel
sans tenir compte de la re´ponse des branes sur le fond ge´ome´trique.
Cette action sur le disque est la donne´e pertinente pour e´tudier la conformalite´ du syste`me
puis calculer la fonction de partition a` l’ordre des arbres et contraindre l’action effective. On se
placera d’emble´e dans la jauge unitaire sur le demi plan complexe. L’expression de cette action
est 7 :
S =
1
2piα′
∫
H+
d2z ∂Xµ∂¯Xµ + σ+ ⊗ λ
+
2pi
∮
R
dz eirX˜
p+1+ωX0 + σ− ⊗ λ
−
2pi
∮
R
dz e−irX˜
p+1+ωX0
(5.1.10)
avec :
σ± =
σ1 ± iσ2
2
et λ± ∈ C (5.1.11)
Donnons a` pre´sent les OPE des champs fondamentaux sur le bord pour z > w. Les champs
d’indices a et b, pour a = 0 . . . p, ve´rifient des conditions au bord de type Neumann – coline´aires
a` la brane – et les champs d’indices i et j, pour i = p+ 1 . . . D, ve´rifient des conditions au bord
de type Dirichlet – transverses a` la brane. Le champ dual X˜p+1 ve´rifie les conditions au bord de
Neumann. Il s’agit du champ conjugue´ au moment d’enroulement, ici r.
X i(z)Xj(w) ' −2 δijα′ ln |z − w|2
Xa(z)Xb(w) ' 0
X˜p+1(z)X˜p+1(w) ' −2α′ ln(z − w) (5.1.12)
7. La convention Z ∝ e−S est utilise´e ici,
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Par la suite, les notations seront alle´ge´es en prenant α′ = 1. A condition de ne pas calculer
une amplitude avec des insertions arbitraires et les champs n’ayant d’OPE non nuls qu’entre
ceux de meˆmes indices, il est possible d’inte´grer les champs qui ne sont pas concerne´s par la
de´formation tachyonique. Il s’agit de tout Xµ tel que µ 6= {0, p + 1}. La the´orie de surface
de corde re´sultante est donc une the´orie c = 2 pour les champs X0 et X = Xp+1. L’action
simplifie´e est :
S =
1
2pi
∫
H+
d2z
(−∂X0∂¯X0 + ∂X∂¯X)+ σ+ ⊗ λ+
2pi
∮
R
dz eirX˜+ωX
0
+ σ− ⊗ λ
−
2pi
∮
R
dz e−irX˜+ωX
0
(5.1.13)
L’objectif est d’e´tudier la marginalite´ de ce mode`le c = 2. La me´thode pre´sente´e par Gaber-
diel et al. dans [43] sera suivie pour e´tudier le groupe de renormalisation de cette the´orie. Leur
proposition de re´gularisation – point splitting – est souvent utilise´e. Nous l’avons pre´sente´e
dans l’introduction en section 3.2. Les fonctions beˆta peuvent alors eˆtre calcule´es dans divers
sche´mas de renormalisation. Ceux propose´s dans cet article sont particulie`rement pertinents,
c’est-a`-dire sche´ma de soustraction minimal et sche´ma de Wilson.
Ce mode`le est e´tudie´ on-shell a` l’ordre dominant, c’est-a`-dire que toutes les de´formations
dans l’action (5.1.13) sont impose´es marginales (h = 1). Puisque les divergences de type puis-
sance n’empeˆchent pas la the´orie d’eˆtre exactement marginale et que dans le sche´ma de sous-
traction minimale seules les divergences logarithmiques – donc les re´sonances – participent aux
fonctions beˆta, il est donc suffisant de se placer d’emble´e dans ce dernier sche´ma.
Fonctions beˆta et marginalite´ exacte du mode`le en fonction des valeurs de r
Comme explicite´ dans l’introduction, il est possible de calculer rapidement la fonction beˆta
de chaque tachyon au premier ordre :
β± = (1− h±)λ± = (1− r2 − ω2)λ± (5.1.14)
Ainsi a` cet ordre, il faut imposer ω = ±√1− r2, avec r fixe´, ce qui est la condition de
marginalite´ pre´suppose´e. L’OPE des tachyons au deuxie`me ordre est alors donne´ par la formule :
σ+σ− ⊗ eirX˜+ωX0(z) · e−irX˜+ωX0(w) = e
2ωX0
(z − w)4r2−2 + ir
∂X˜e2ωX
0
(z − w)4r2−3 + . . . (5.1.15)
Puisque r2 < 1 le terme associe´ a` l’ope´rateur e2ωX0 sera divergent UV pour tout r >
√
3/2
tandis que celui de l’ope´rateur ∂X˜e2ωX0 est divergent IR pour tout r 6= 0.
• L’ope´rateur correspondant a` une perturbation de distance est σ3 ⊗ δr ∮ ∂X˜ . Meˆme si le
terme produit dans l’OPE (5.1.15) lui ressemble, il n’y correspond pas : il est irrelevant,
ce qui implique qu’il ne peut pas constituer une perturbation. Ainsi, aucune perturbation
de distance n’est produite a` l’ordre 2 ni a` aucun ordre en perturbation puisqu’a` l’ordre 2n
l’ope´rateur e´quivalent sera ∂X˜e2nωX0 pour lequel les meˆmes conclusions sont tire´es. Par
conse´quent a` tout ordre :
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βδr = 0 (5.1.16)
Ce re´sultat n’est plus vrai en r = 1. Cette valeur se re´ve`le particulie`re – voir plus loin.
• Le premier terme de (5.1.15) est divergent pour r > √3/2. Ceci implique que la pertur-
bation correspondante, c’est-a`-dire σ0⊗µ1
∮
e2ωX
0 sera produite par le tachyon. Or, cette
perturbation n’est autre que celle du tachyon du secteur σ0 c’est-a`-dire he´berge´ sur le
volume de chaque brane et naturellement pre´sent dans un mode`le bosonique. Sa fonction
beˆta est dans le sche´ma de renormalisation de Wilson :
βµ1 = (4r
2 − 3)µ1 − λ+λ− (5.1.17)
En r =
√
3/2, il y a re´sonance car l’ope´rateur e2ωX0 est marginal. De la sorte, la di-
vergence est logarithmique et le terme source est universel en cette valeur. Il n’y a donc
aucune ambiguı¨te´ – relie´e a` la nature du sche´ma de renormalisation – sur le couplage du
tachyon interbranaire au tachyon du secteur σ0 en r =
√
3/2.
• Des re´sonances, donc des divergences logarithmiques, sont de meˆme attendues a` chaque
ordre supe´rieur n > 1. Puisque la dimension de l’ope´rateur correspondant a` l’ordre
2n est ∆ = 4n2ω2, il y a potentiellement re´sonance en ω = 1/2n, c’est-a`-dire en
r =
√
1− 1/4n2. Les calculs sont de´taille´s dans le cas supersyme´trique pour lequel
le re´sultat est plus inte´ressant et surtout plus de´cisif. En effet, il n’y a pas de tachyon
dans le secteur σ0 si bien que l’apparition d’une divergence logarithmique serait vraiment
proble´matique.
Enfin, la fonction beˆta du tachyon interbranaire est exactement (5.1.14) a` tous les ordres. En
effet, dans l’e´tat actuel de la the´orie, le tachyon est le seul ope´rateur de vertex pre´sent sur le bord.
Or, toute OPE du tachyon avec lui-meˆme est ine´vitablement proportionnelle au champ e2nωX0
donc jamais e´gale au tachyon lui-meˆme. En outre, compte-tenu de l’expression du tachyon du
secteur σ0 aucun terme n’est produit en e±irX˜+ωX0 par OPE a` un ordre quelconque. Ainsi, pour
r et ω fixe´s, a` tout ordre :
β± = 0 (5.1.18)
Pour conclure, l’action comple`te a` e´tudier devrait eˆtre corrige´e par un certain nombre de
contretermes de la fac¸on suivante :
S = Sbulk + σ
+ ⊗ λ
+
2pi
∮
R
dz eirX˜+ωX
0
+ σ− ⊗ λ
−
2pi
∮
R
dz e−irX˜+ωX
0
+ σ0 ⊗ µ0
∮
eX
0
+ σ0 ⊗
∑
n≥1
µn(λ
+λ−)ε4n
2ω2−1
∮
e2nωX
0
(5.1.19)
Il est ne´cessaire d’ajouter le tachyon marginal du secteur σ0 puisque celui-ci peut eˆtre pro-
duit en r =
√
1− 1/4n2 pour tout n ≥ 1 par re´sonance, a` travers la fusion des ope´rateurs de
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tachyon des secteurs interbranaires. En dehors de ces valeurs, le tachyon interbranaire est exac-
tement marginal, mais il cesse de l’eˆtre en ces valeurs pre´cise´ment. Alors, le tachyon du secteur
σ0 doit re´soudre une e´quation dont le terme source est proportionnel a` λ+λ− telle que (5.1.17).
Pour r >
√
3/2, il faut aussi ajouter le contreterme en puissance du cut-off et dont l’expression
de´pend uniquement de λ±.
Parce que le tachyon du secteur σ0 est physique dans la the´orie bosonique, il n’y a pas de
proble`me a` l’existence de ces re´sonances en tout r =
√
1− 1/4n2. Elles impliquent simple-
ment que dans un mode`le re´aliste de condensation de tachyon entre deux branes se´pare´es, il faut
aussi tenir compte du tachyon de ce secteur. On en de´duit que les branes vont e´ventuellement se
de´sinte´grer par ce tachyon tout autant que par le tachyon interbranaire. Dans le cadre du syste`me
brane-antibrane l’absence du tachyon de secteur σ0 et l’e´ventuelle existence de ces re´sonances
pose plus de proble`me, parce qu’elles n’apportent pas d’interpre´tations physiques comme ici.
Il y a une limite inte´ressante a` ce mode`le qui est r → rc avec ici rc = 1. Dans ce cas, le
nombre de contre termes tend vers l’infini, ce qui indique que la the´orie n’y est a priori pas re-
normalisable en limite – les points de re´sonances sont denses autour de r = rc. Il convient donc
de l’e´tudier en cette valeur, pour laquelle elle est renormalisable parce que ω = 0 strictement.
Par contre, la the´orie n’est pas exactement marginale parce qu’a` l’inverse du cas r < 1 c’est la
perturbation de distance qui est re´sonante.
Cas particulier r = 1
En cette distance, par continuite´ de (5.1.13), le tachyon est purement statique. En effet, la
de´formation est simplement :
δS = σ+ ⊗ λ+
∮
R
dz eiX˜ + σ− ⊗ λ−
∮
R
dz e−iX˜ (5.1.20)
Par commodite´, nous avons rede´fini λ± → 2piλ±. En supposant que λ±  1, cette limite
peut eˆtre conside´re´e perturbative et il est possible de de´velopper proprement e−δS . Le premier
terme non trivial non nul est au second ordre :
1
2
(
σ+ ⊗ λ+
∮
R
dz eiX˜(z)
)
·
(
σ− ⊗ λ−
∮
R
dw e−iX˜(w)
)
Θ(|z − w| − )Θ(L− |z − w|)
+
1
2
(
σ− ⊗ λ−
∮
R
dz e−iX˜(z)
)
·
(
σ+ ⊗ λ+
∮
R
dw eiX˜(w)
)
Θ(|z−w| − )Θ(L− |z−w|)
(5.1.21)
Des cut-off UV et IR ont e´te´ ajoute´s en sorte de re´guler les divergences selon la me´thode de
point-splitting. Cette re´gularisation brise explicitement la syme´trie conforme sur la surface de
corde, mais le re´sultat final ne doit pas de´pendre des cut-off. Donc in fine, la syme´trie doit eˆtre
restaure´e . La formule pre´ce´dente se simplifie en :
σ+σ− ⊗ λ+λ−
∫
dw
∫ w+L
w+
dz eiX˜(z)e−iX˜(w) + σ−σ+ ⊗ λ+λ−
∫
dw
∫ w+L
w+
dz e−iX˜(z)eiX˜(w)
(5.1.22)
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Les OPE des ope´rateurs exponentiels sont donne´es sur le bord par :
eiX˜(z)e−iX˜(w) = (z − w)−2
(
1 + i(z − w)∂X˜ + . . .
)
e−iX˜(z)eiX˜(w) = (z − w)−2
(
1− i(z − w)∂X˜ + . . .
)
(5.1.23)
La re´injection de ces re´sultats dans les inte´grales pre´ce´dentes donne :
σ0 ⊗ λ+λ−
∫
dw
(
1

− 1
L
)
+ σ3 ⊗ λ+λ−
∫
dw ln
L

∂X˜ (5.1.24)
Le premier terme est divergent en puissance des cut-off mais doit simplement eˆtre oˆte´ du
calcul et ne pose pas de proble`me de marginalite´. Par contre, le deuxie`me terme donne lieu a`
une divergence logarithmique. La perturbation de distance est par conse´quent re´sonante avec
le tachyon interbranaire en r = rc. Ce terme va donc contribuer universellement a` la fonction
beˆta du couplage associe´ a` l’ope´rateur de vertex σ3⊗ ∂X˜ . Pour le supprimer dans le cadre d’un
sche´ma de soustraction minimale, il faut ajouter a` l’action un contre-terme :
Sct = σ
3 ⊗ λ+λ−
∫
dw ln
`

∂X˜ (5.1.25)
avec ` l’e´chelle de renormalisation (a` ne pas confondre de la valeur de distance ` que nous
avons utilise´e pre´ce´demment). L’ajout de l’e´chelle de renormalisation est essentiel pour com-
penser la dimension de ε dans l’argument du logarithme. Pour e´tudier l’effet de ce contreterme
sur la marginalite´ de la the´orie, il faut introduire le terme de bord suivant :
σ3
2
⊗
∮
dz δr(X)∂X˜ (5.1.26)
De manie`re tout a` fait ge´ne´rale, si δr de´pend des champs X il est possible de faire un
de´veloppement autour des modes ze´ro [127, 126, 128] selon X = x+ Xˆ :
σ3
2
⊗
∮
dz
(
δr(x) + ∂aδr(x) Xˆ
a +
1
2
∂a∂bδr(x) ??Xˆ
aXˆb?? + . . .
)
∂X˜ (5.1.27)
Pour e´tudier le groupe de renormalisation, il faut extraire l’e´chelle de renormalisation des
ope´rateurs de vertex en appliquant z → ` z. En utilisant
?
?XˆaXˆb(z/`)?? = ??XˆaXˆb(z)?? − 2ηab ln ` (5.1.28)
le couplage δr obtenu est le suivant :
σ3
2
⊗
∮
dz
(
δr(x) +δr(x) ln `+ 2λ+λ− ln `
)
∂X˜ (5.1.29)
Par conse´quent, la fonction beˆta du couplage δr au deuxie`me ordre est :
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βδr = −2λ+λ− −δr (5.1.30)
Une fonction beˆta peut, a` condition qu’elle soit inde´pendante du sche´ma de renormalisation,
eˆtre interpre´te´e comme une e´quation de mouvement de´rive´e d’une action effective Seff a` des
rede´finitions des champs pre`s. Par exemple, a` l’ordre quadratique, en notant φ = δr, l’action
suivante :
Seff ∝
∫
dp+1σ
(
1
2
∂µφ∂
µφ+ 2φλ+λ−
)
(5.1.31)
est compatible avec βδr. Cette expression est en accord avec celle obtenue dans la for-
mule (5.1.8) par de´veloppement de l’action de Garousi. En r = rc, le tachyon agit donc bien
comme terme source pour le champ de distance en le tirant vers r < 1. Ce re´sultat est au moins
valable pour λ±  1.
5.2 Groupe de renormalisation, fonctions beˆta et e´quations
du mouvement
Dans cette section, nous e´tudierons le groupe de renormalisation du mode`le sigma pour
le tachyon et le champ de distance sur la surface de corde. Les fonctions beˆta associe´es aux
divers champs off-shell relevants seront calcule´es et rapporte´es – dans la mesure du possible – a`
des e´quations du mouvement de cette certaine action. Cette interpre´tation n’est en ge´ne´rale pas
correcte : Tseytlin explique dans [124, 123] que les e´quations du mouvement de chaque champ
d’espace-cible sont en fait proportionnelles aux fonctions beˆta, a` des facteurs de´pendants des
divers champs pre`s, et non e´gales. De sorte que pour S l’action effective, δS/δφi = κijβj . Cet
argument est justifie´ par la non-conservation des expressions des fonctions beˆta par changement
de sche´ma de renormalisation, qui sont des rede´finitions des couplages [43]. Si bien que, a` moins
d’exprimer des fonctions beˆta invariantes par changement de sche´ma, elles ne peuvent pas eˆtre
interpre´te´es directement en tant qu’e´quations du mouvement.
Nous verrons que les fonctions beˆta off-shell ne sont en ge´ne´ral pas cohe´rentes en tant
qu’e´quations du mouvement. A l’inverse, lorsqu’elles sont obtenues pour des the´ories per-
turbe´es autour de de´formations marginales, c’est-a`-dire sur le bord autour d’ope´rateurs pri-
maires de poids ∆ = 1 elles sont invariantes par changement de sche´ma de renormalisation car
construites a` partir de contributions universelles.
5.2.1 Phase surcritique r > 1
En r > 1, le champ de tachyon primaire est de la forme σ± ⊗ λ± ∮ e±irX˜±iωX0 . L’e´tude
des premiers ordres des fonctions beˆta y est justifiable pour obtenir une action effective tant que
l’approximation λ  1 l’est ; ce qui est bien le cas pour r > 1. Les re´sultats montrent que tant
que ω2 > r2 − 1 la de´formation est relevante et constitue donc une bonne perturbation.
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Sche´ma de soustraction minimal
Les fonctions beˆta de δr et λ± sont modifie´es, en :
βδr = −δr − 2r λ+λ− δr2−ω2,1
β± = (1− r2 + ω2)λ± − 2rδr λ± (5.2.1)
ce qui indique que si le tachyon est off-shell dans cet ansatz T ∝ eiωx0 , i.e. si ω2 < r2 − 1,
alors la contribution a` la fonction beˆta de δr est nulle. Il est un peu difficile d’interpre´ter cela
en terme d’e´quations du mouvement. Sans imposer d’ansatz au tachyon, sa de´formation se
de´veloppe de fac¸on similaire a` celle de δr(Xa) :
σ± ⊗ `r2−1
∮
dz
(
λ± + Xˆa∂aλ± +
∂a∂bλ
±
2
XˆaXˆb + . . .
)
e±irX˜ (5.2.2)
Cela de´montre que le tachyon est irrelevant puisque λ± ∝ `1−r2 . Il est donc ne´cessaire
d’en revenir a` l’ansatz, qui peut eˆtre un peu complexifie´. Les de´formations suivantes sont
de´veloppe´es
σ± ⊗ `r2−ω2−1
∮
dz
(
λ± + ∂iλ±Xˆ i +
∂i∂jλ
±
2
Xˆ iXˆj + . . .
)
e±irX˜±iωX
0
σ3 ⊗
∮
dz
(
δr + ∂iδrXˆ
i +
∂i∂jδr
2
Xˆ iXˆj + . . .
)
∂X˜ (5.2.3)
en imposant toujours ω2 > r2−1 c’est-a`-dire off-shell. Dans un premier temps, la de´pendance
temporelle dans les couplages est ne´glige´e pour simplifier les calculs mais nous la re´tablirons
in fine par covariance. Les OPE utiles sont :
?
?eirX˜+iωX
0
(z)????e−irX˜−iωX
0
(w)?? = (z − w)2ω2−2r2
(
1 + ir(z − w)∂X˜ + . . .
)
?
?e−irX˜−iωX
0
(z)????eirX˜+iωX
0
(w)?? = (z − w)2ω2−2r2
(
1− ir(z − w)∂X˜ + . . .
)
?
?∂X˜(z)????e±irX˜±iωX
0
(w)?? =
±2ir
z − we
±irX˜±iωX0(z) (5.2.4)
Le premier terme des deux premie`res lignes est divergent. Il contribue, comme nous l’avons
vu dans la section pre´ce´dente, a` la fonction beˆta du tachyon du secteur σ0 puisque {σ+, σ−} =
σ0. Toutefois, il est sans inte´reˆt pour nous, puisque spe´cifique au cas bosonique. Les OPE des
champs bosoniques Xˆa contribuent dans les fonctions beˆta a` des termes de´pendants des cut-offs,
leur e´tude est reporte´e dans un premier temps.
En toute rigueur, il faudrait aussi analyser la production du terme en ∂X0 par les OPE des
tachyons. Cette analyse ne sera pas re´alise´e parce que i) seuls les relations entre le champ de
distance et les tachyons sont spe´cifiquement e´tudie´s et ii) par covariantisation de l’action ef-
fective le long du groupe de jauge U(2) brise´, les contributions sont exprimables sans calculs
explicites – mais une ve´rification a` l’ordre quadratique a` partir des formules (5.2.4) n’est pas
difficile.
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Le second terme des deux premie`res lignes quant a` lui, est divergent UV pour ω2 < r2 − 1
exclusivement donc est convergent dans le domaine surcritique. En revanche, le terme obtenue
en troisie`me ligne est clairement re´sonant et donne une divergence logarithmique. Les fonctions
beˆta 8 sont obtenues en utilisant [σ+, σ−] = σ3 et par soustraction des divergences UV :
βδr = ∆δr
β± = (1− r2 − ω2)λ± + ∆λ± − 2rδr λ± (5.2.5)
La fonction beˆta de δr est tout a` fait triviale. Or, dans les formules (5.2.1) qui sont cor-
rectes, le long de l’ansatz T ∝ e±iωX0 apparaissait un terme proportionnel a` rλ+λ−δr2−ω2,1. Il
n’apparaıˆt pas ici car l’exponentielle e±iωX0 est re´partie entre les termes de de´rive´es multiples
du tachyon que nous avons justement ne´glige´s en repoussant l’e´tude des OPE des champs Xˆa.
Ces derniers produisent ensemble des divergences le long de l’ope´rateur de vertex du champ de
distance, a` partir d’inte´grales du type :
(−1)n2
n
n!
r
4pi2
[∂a1∂a2 . . . ∂anλ
+]B
n∏
i
ηaibi [∂b1∂b2 . . . ∂bnλ
−]B
∫ `

dz
lnn z
z2r2−1
×σ3 ⊗
∫
∂X˜ (5.2.6)
avec n ∈ N. Les couplages nus ont e´te´ de´veloppe´s comme propose´ dans le chapitre d’in-
troduction et non sous la forme `h−1µ ce qui est crucial dans ce sche´ma car, par de´finition,
dµB/d` = 0. Il faut ajouter a` l’action le contreterme :
Sct = (−1)n2
n
n!
r
4pi2
[∂a1∂a2 . . . ∂anλ
+]B
n∏
i
ηaibi [∂b1∂b2 . . . ∂bnλ
−]B
× 2(1− r2)Γ(1 + n, 2(1− r2) ln `
ε
) σ3 ⊗
∫
∂X˜ (5.2.7)
avec Γ(a, z) la fonction gamma incomple`te. Les contributions a` la fonction beˆta de δr sont
proportionnelles a` un ensemble de facteurs de´pendant de l’e´chelle ` selon :
βδr ∼
n−1∑
α=1
C(α)ε2(1−r
2) ln
n−α `
`
(5.2.8)
avec C(α) un coefficient de´pendant de la distance et des de´rive´es des tachyons. Dans la
limite IR ` → ∞ tous s’annulent, puisque r > 1. Ils n’empeˆchent donc pas l’existence d’un
point fixe infrarouge et peuvent bien eˆtre ne´glige´s. Maintenant, d’apre`s la formule (5.2.6), nous
obtenons qu’on-shell, avec ∂(n)0 λ
± = (−ω)nλ± les logarithmes se resomment sous la forme∑
(2ω2 ln(z − w))n/n! = (z − w)2ω2 dont nous de´duisons la formule (5.2.1). Ainsi, les fonc-
tions beˆta ne sont pas continues dans la transition du tachyon off-shell au tachyon on-shell : tout
se passe a` un niveau pre´-inte´gratoire, c’est-a`-dire dans l’inte´grande, qui se resomme parfaite-
ment a` la re´sonance en une formule compacte.
8. Celles des champs ∂aδr et ∂aλ± sont simplement les de´rive´es des fonctions beˆta que l’on donne.
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Deuxie`mement, l’absence du terme quadratique rλ+λ− entre en contradiction avec la pre´-
sence de son e´quivalent dans la fonction beˆta du tachyon 2rδrλ+ du point de vue de leur
interpre´tation en tant qu’e´quations du mouvement de´rive´es d’une action. Cela peut sugge´rer
que le sche´ma minimal n’est pas le cadre le plus adapte´ au calcul off-shell de l’action ef-
fective, compte-tenu du de´veloppement naturel (5.1.27) et (5.2.2) des couplages sur le bord.
Mais cela peut aussi sugge´rer que l’interpre´tation des fonctions beˆta calcule´es off-shell en tant
qu’e´quations du mouvement est incorrect. Cette dernie`re suggestion est probablement la plus
raisonnable, e´tant donne´ que l’e´tude dans le sche´ma de Wilson, comme nous allons le voir
maintenant, n’apporte aucune ame´lioration.
Sche´ma de Wilson
Dans ce cadre, il faut remplacer 9 dans (5.2.3) l’e´chelle de renormalisation directement par
le cut-off UV ` → ε et supposer que les couplages de´pendent explicitement de ce cut-off
µ = µ(ε). Les fonctions beˆta suivantes sont obtenues :
βδr = ∆δr − 2r
(
β+λ
− + λ+β−
)
+ . . .
β± = (1− r2 − ω2)λ± + ∆λ± − 2rδr λ± + . . . (5.2.9)
Tous les termes de de´rive´es multiples de´pendants du cut-off UV en lnn , toujours au deuxie`me
ordre, ont e´te´ inclus dans les pointille´s. Cette fois en revanche, parce que ce sont les couplages
de´pendant de l’e´chelle qui sont pris en compte dans le de´veloppement et non les couplages nus,
ces termes sont directement proportionnels aux diverses fonctions beˆta des de´rive´es de tachyon.
Ils sont donc redondants, puisque la relation des fonctions beˆta avec les e´quations du mouve-
ment demande d’imposer βi = 0. Toutefois, nous avons mis en valeur le terme constant dans
les cut-off.
Remarquons enfin qu’il n’y a pas plus de contribution en rλ+λ− dans la fonction beˆta de δr
que dans le sche´ma de soustraction minimale. Par de´duction, quelque soit le sche´ma de renor-
malisation, les fonctions beˆta off-shell ne peuvent pas eˆtre, comme pre´suppose´, des e´quations
du mouvement.
Pour preuve, lorsque dans un premier temps les deux e´quations (5.2.9) sont ve´rifie´es, c’est-
a`-dire βi = 0 le tachyon on-shell peut eˆtre choisi avec, par exemple, ω = 1/2 − r2 et δr = 0.
Or, le long de cette solution, on revient dans un second temps a` (5.2.1) pour lequel la fonction
beˆta de δr e´tait en fait non nulle a` cause du terme rλ+λ−. Ces e´quations ne peuvent donc pas
constituer des e´quations de mouvement puisque leurs solutions n’en sont pas, a` l’exception de
λ± = 0 ou r = 0 qui sont triviales.
Un ansatz plus ge´ne´ral
Ainsi, il semble a` juste titre que l’utilisation des fonctions beˆta off-shell et leur interpre´tation
en tant qu’e´quations du mouvement soient sujettes a` caution. Cependant, il serait inte´ressant
de chercher des ansatz plus ge´ne´raux dont les de´formations seraient quasi-marginales 10 mais
9. Voir section 3.2.
10. Des perturbations le long de de´formations marginales au premier ordre.
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non exactement marginales : elles re´soudraient les e´quations du groupe de renormalisation a`
l’ordre dominant et permettraient e´ventuellement d’exprimer des fonctions beˆta non triviales
aux ordres supe´rieurs. En proce´dant de cette manie`re, seules des re´sonances apparaıˆtraient. Ces
dernie`res fournissent des contributions universelles aux fonctions beˆta et sont par conse´quent
inde´pendantes du sche´ma de renormalisation. Par exemple, l’ansatz :
T+ = ζ(1)(x
i)eiωx
0
+ ζ(2)(x
i)e−iωx
0
T− = (T+)∗ (5.2.10)
avec ω = r2− 1 telle que la de´formation avec ζ(i) constante est marginale au premier ordre,
donne les fonctions beˆta suivantes :
βδr = ∆δr − 2r
(∣∣ζ(1)∣∣2 + ∣∣ζ(2)∣∣2)+ . . .
β(1,2) = ∆ζ(1,2) − 2rδr ζ(1,2) + . . . (5.2.11)
Ces contributions sont obtenues uniquement a` partir de divergences logarithmiques. La so-
lution de tachyon roulant e´tudie´e initialement e´tait donne´e par ζ(2) = 0 et ζ(1) = λ+ avec
λ− = (λ+)∗. Il est clair ici que la solution a` r constant implose obligatoirement ζ(1,2) = 0. No-
tons qu’il est permis de rede´finir les champs a` des constantes pre`s. Or, puisque r est conside´re´
constant, le tachyon peut eˆtre rede´fini de fac¸on ge´ne´ral en ζ → √f(r)ζ . Si bien que les fonc-
tions beˆta deviennent :
βδr = ∆δr − 2rf(r)
(∣∣ζ(1)∣∣2 + ∣∣ζ(2)∣∣2)+ . . .
β(1,2) = ∆ζ(1,2) − 2rδr ζ(1,2) + . . . (5.2.12)
En conside´rant ω off-shell, meˆme infinite´simalement, la contribution des tachyons dans βδr
disparaıˆtrait. Or les deux autres e´quations sur les tachyons ne seraient quant-a` elles pas re´solues
puisque ω est off-shell au premier ordre et impose donc aussi ζ(1,2) = 0. Ces fonctions beˆta sont
donc cohe´rentes off-shell et on-shell, a` la diffe´rence des premie`res (5.2.5) ou (5.2.9).
En outre, lorsque toutes les de´formations constantes sont marginales, toutes les contributions
aux fonctions beˆta proviennent de re´sonance et sont par conse´quent inde´pendantes du sche´ma
de renormalisation. Cela implique que ces fonctions beˆta peuvent e´ventuellement – mais uni-
quement dans une limite perturbative – constituer d’excellentes candidates au roˆle d’e´quations
du mouvement. Cet argument sera aussi valable pour r < 1.
Equations du mouvement : une proposition
Pour finir, des e´quations du mouvement peuvent eˆtre propose´es telles qu’elles seraient com-
patibles avec les diverses contraintes impose´es par les fonctions beˆta (5.2.12). En supposant le
regroupement en champ φ = r + δr nous pourrions exprimer les e´quations suivantes :
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δL
δφ
= −φ− φ f(φ)
1− φ2
(
∂aT∂
aT ∗ + (1− φ2) |T |2)
δL
δT ∗
= −T + (1− φ2)T
δL
δT
= −T ∗ + (1− φ2)T ∗ (5.2.13)
Elles redonnent bien les fonctions beˆta obtenues dans la limite quadratique en remplac¸ant
φ = r + δr ainsi que T = T+ et T ∗ = T−. Des actions compatibles avec chacune de ces
e´quations prises se´pare´ment sont trouvables, mais il n’existe pas d’expression comple`te per-
mettant de retrouver exactement (5.2.13). Nous verrons dans le chapite 6 que cela est duˆ a`
ambiguı¨te´e´ dans la correspondance des fonctions beˆta aux e´quations du mouvement : il y a
toujours la liberte´ de rajouter dans (5.2.12) des termes proportionnels a` des fonctions beˆta, puis-
qu’elles doivent eˆtre nulles.
Une action de type Garousi n’est pas exactement compatible avec ces e´quations, puisque
le terme de couplage dans les tachyons seraient d’apre`s (5.1.6) en φ |T |2. C’est un point trou-
blant, car elle est techniquement valable autour de tachyons dont les e´le´ments de matrice S sont
bien de´finis. Ce qui est le cas lorsqu’ils sont massifs. La re´solution de cette e´nigme tient proba-
blement du fait que la correspondance entre la physique des champs du mode`le-sigma et celle
des champs directement de´finis dans l’espace-cible n’est vraie qu’a` des rede´finitions de champs
pre`s – voir par exemple [77]. Or, le point important reste que les e´quations du mouvement dans
chaque cas doivent simplement admettre des solutions compatibles. C’est bien le cas ici, car a`
φ constant, il faut T = 0. Nous donnerons plus de de´tail a` ce propos en discutant les e´quations
du groupe de renormalisation dans le chapitre 6.
5.2.2 Phase sous-critique r < 1
Dans cette re´gion, les fonctions beˆta (5.2.5) et (5.2.9) restent correctes si la de´formation
du tachyon off-shell eiωX0+irX˜ est toujours relevante, c’est-a`-dire si ω est re´el. Toutefois, il
ne s’agit pas du mode fondamental, puisque le tachyon est instable et devrait donc avoir ω
imaginaire. Pour cette raison l’approximation λ  1 n’est de fac¸on ge´ne´rale plus valable. En
effet, le tachyon marginal est de la forme T ∝ e±irX˜+ωX0 avec ω2 = 1−r2 si bien que eωx0 ∼ 1.
Or, dans le domaine sous-critique, il est aussi possible de n’ajouter off-shell que la de´formation
e±irX˜λ(Xa) puisqu’elle est relevante. Ne´anmoins, c¸a n’est pas une bonne ide´e de calculer les
fonctions beˆta comple`tement off-shell pour en extraire des e´quations de mouvement, car les
divergences ne sont pas universels et les contributions aux fonctions beˆta non-universelles.
Fonctions beˆta des perturbations autour du tachyon roulant marginal
Le de´veloppement autour de la de´formation marginale au premier ordre est re´vise´ dans ce
paragraphe :
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δS = σ+ ⊗ εr2+ω2−1
∮
eirX˜+ωX
0
(
λ+ + ∂iλ
+Xˆ i +
∂i∂jλ
+
2
Xˆ iXˆj
)
+ σ− ⊗ εr2+ω2−1
∮
e−irX˜+ωX
0
(
λ− + ∂iλ−Xˆ i +
∂i∂jλ
−
2
Xˆ iXˆj
)
(5.2.14)
De nouveaux, il s’agit d’un cas particulier ou` toute la de´pendance temporelle est suppose´e
factorise´e pour le tachyon et gele´e pour le champ de distance. Les fonctions beˆta off-shell obte-
nues dans le sche´ma wilsonien, a` partir entre autres de ce qui a e´te´ calcule´ dans la section 5.1.2
sont simplement :
βδr = −∆δr
β± = (1− r2 − ω2)λ± + ∆λ± − 2rδr λ± + . . . (5.2.15)
Dans le sche´ma minimal, les fonctions beˆta obtenues sont identiques. L’absence du terme
source dans la fonction beˆta de la perturbation de distance est remarquable, tandis que le terme
correspondant apparaıˆt dans celle des tachyons. L’origine de cette absence est, comme nous
l’avions vu dans la section pre´ce´dente, le facteur e2ωX0 multipliant l’ope´rateur ∂X˜ de sorte que
l’ope´rateur produit n’est pas identifie´ a` celui du champ de distance. L’ope´rateur e2ωX0∂X˜ ne
peut de plus pas eˆtre assimile´ a` une de´formation corrige´e du champ de distance puisqu’il est
irrelevant.
Remarquons a` nouveau que les fonctions beˆta ne peuvent eˆtre conside´re´es que dans la limite
perturbative λ  1 ou x0 → −∞. En d’autres termes, le temps s’e´coulant, les ordres λn
devraient tous finir par contribuer. Toutefois, l’e´galite´ βδr = −∆δr est ve´rifie´e dans tout le
domaine et a` tout ordre le long d’un tachyon eωx0λ±(xi) a` cause du facteur e2nωX0 .
Attention, ces remarques ne sont vraies que dans la limite ou` les de´rive´es successives du
tachyon sont ne´gligeables : le long de T± ∝ e±ikixi±iωx0 avec ω2 = r2 + k2− 1 et k2 ≥ 1− r2,
c’est-a`-dire tel que l’e´nergie est re´elle, alors (5.2.1) est exactement retrouve´e :
βδr = ∆δr − rλ+λ−
β± = −2rδr λ± (5.2.16)
De nouveau, ce n’est donc pas une solution a` moins que λ± = 0 ou r = 0 et δr = 0.
Mais cela indique que le terme d’interaction rλ+λ− est toujours sous-jacent dans l’e´quation de
mouvement.
Etudions a` nouveau les fonctions beˆta des perturbations de´finies le long de l’ansatz plus
ge´ne´ral du tachyon, marginal au premier ordre pour ω2 = 1− r2 :
T+ = ζ(1)(x
i)eωx
0
+ ζ(2)(x
i)e−ωx
0
T− = (T+)∗ (5.2.17)
146 Troisie`me partie. Section 5.2
Les termes croise´s contribuent a` la fonction beˆta de l’ope´rateur ∂X˜ . Apre`s calcul des OPE,
les fonctions beˆta s’expriment selon :
βδr = ∆δr − 2r
(
ζ(1)ζ
∗
(2) + ζ
∗
(1)ζ(2)
)
+ . . .
β(1,2) = ∆ζ(1,2) − 2rδr ζ(1,2) + . . . (5.2.18)
Comme pre´ce´demment, les tachyons peuvent eˆtre rede´finis par ζ →√f(r)ζ . Ces formules
prouvent de nouveau que le terme d’interaction doit eˆtre pre´sent de fac¸on implicite. Il s’annule
le long du tachyon roulant, qui ici serait simplement obtenu en imposant ζ(2) = 0. Les e´quations
du mouvement compatibles avec ce comportement sont encore, en notant φ = r + δr :
δL
δφ
= −φ− φ f(φ)
1− φ2
(
∂aT∂
aT ∗ + (1− φ2) |T |2)
δL
δT ∗
= −T + (1− φ2)T
δL
δT
= −T ∗ + (1− φ2)T ∗ (5.2.19)
A la fonction f(φ) et au cas particulier de la distance critique pre`s, il semble donc que les
e´quations du mouvement sont continues entre la phase sur-critique et la phase sous-critique.
C’est un point tre`s positif. Cela sera le cas aussi en the´orie des supercordes dans le syste`me
D − D¯. Cependant, aucune action effective pour r et pour T ne peut eˆtre trouve´e a` partir de
ces expressions. Cela sera rediscute´ dans le cadre du syste`me D − D¯ pour lequel d’autres
contraintes sur l’action effective existent. Toutefois, les couplages entre les champs de´duits de
ces e´quations ne sont pas compatibles avec une action quadratique aussi simple que (5.1.6).
Cela montre qu’une action de type Garousi-TDBI ne peut pas de´crire ce syste`me, parce que les
solutions seraient diffe´rentes.
A l’instar du cas massif, les excitations tachyoniques d’e´nergie re´elle, c’est-a`-dire de genre
espace et pour lesquels des e´le´ments de matrice-S sont bien de´finis par continuation depuis la
phase massive, ne ve´rifient pas non plus d’e´quations de mouvement e´gales ou proportionnelles
a` celles de´rive´es depuis une action de type Garousi. Toutefois, elles partagent encore les meˆmes
solutions, donc il y a de fortes chances qu’elles soient finalement compatibles dans ce re´gime.
Remarque sur la solution tachyonique ge´ne´rale
A partir de la formule (5.2.18) nous obtenons une combinaison pour laquelle les fonctions
beˆta s’annulent telle que la de´formation correspondante de´finirait potentiellement une CFT :
T (x0) = ζeωx
0 − i λ
ζ∗
e−ωx
0
(5.2.20)
avec λ ∈ R et ω2 = 1 − r2. L’interpre´tation physique de cette solution est incertaine
car elle de´crit un tachyon, de type S-brane comple`te, de´condensant depuis x0 → −∞ puis
recondensant en x0 →∞ mais dont la phase (complexe) subit un de´calage de pi/2. Cependant,
cette expression n’est solution qu’a` l’ordre quadratique et il faudrait ve´rifier que les fonctions
beˆta restent nulles aux ordres suivants – en utilisant par exemple la me´thode de [43] a` l’ordre 4
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– mais aussi refaire l’e´tude des divergences logarithmiques de la section 5.1.2 en tenant compte
des termes croise´s et des nouveaux termes de contact. Ces calculs sont justifiables car, bien
que physiquement peu pertinente, une telle solution peut contraindre l’expression de l’action
effective, comme dans la me´thode propose´e par Kutasov et Niarchos dans [77].
5.2.3 Phase critique r = 1
En comparant les fonctions beˆta (5.2.11), (5.1.30) et (5.2.18) et en particulier celles de δr
nous distinguons clairement une discontinuite´ en r = 1. En effet :
r > 1 : βδr = ∆δr − 2r
(∣∣ζ(1)∣∣2 + ∣∣ζ(2)∣∣2)+ . . .
r = 1 : βδr = −δr − 2 |λ|2
r < 1 : βδr = ∆δr − 2r
(
ζ(1)ζ
∗
(2) + ζ
∗
(1)ζ(2)
)
+ . . .
(5.2.21)
avec en r = 1 par continuite´ dans la de´finition des de´formations de bord λ± = ζ(1) + ζ(2).
Il apparaıˆt donc nettement qu’en la distance critique les contributions de r > 1 s’ajoutent avec
celles de r < 1. Puisque
∣∣ζ(1)∣∣2 + ∣∣ζ(2)∣∣2 ≥ ∣∣ζ(1) + ζ(2)∣∣2 ne´cessairement ζ(1)ζ∗(2) + ζ∗(1)ζ(2) ≤ 0
de sorte qu’en r = 1 la contribution est interme´diaire. Il s’agit pour ces e´quations de flot d’une
fac¸on de rendre les limites r → r+c et r → r−c compatibles. Ces e´quations sont toutefois
discontinues a` la distance critique, et le terme source change de signe : le syste`me y subit
donc une transition de phase. La continuite´ n’est re´tablie que si ζ(i) = 0 pour i = 1, 2 qui n’est
e´videmment pas une limite inte´ressante.
Cette discontinuite´ en r = rc exprime e´galement le fait qu’une the´orie des champs en r = rc
n’est pas bien de´finie, parce que d’un coˆte´ nous avons une phase stable et de l’autre une phase
instable. En outre, a` propos de la transition sous-critique/critique, d’apre`s notre e´tude sur les
divergences du mode`le roulant en fonction de la distance, le nombre de contretermes de type
terme-de-contact a` ajouter a` l’action de surface tend a` exploser en r−c . Ainsi, dans cette limite, la
the´orie est non-renormalisable, mais pas en r = rc comme nous le voyons bien. Il s’agirait d’un
moyen pour le syste`me de mener a` la discontinuite´, ce qui est re´miniscent de la limite c → 1
dans les the´ories de Liouville [103, 38, 104]. Nous savons par exemple que la continuation
analytique b → ib (i.e. Q → 0 ou c → 1) pour passer de Liouville de genre espace a` Liouville
de genre temps n’est pas tre`s bien de´finie. Or notre mode`le est tre`s similaire dans la forme a`
une the´orie de Liouville, mis a` part les facteurs de CP. En ce sens, la transition b → ib semble
similaire a` la transition ω → 0 (soit c = 2 → c = 1) dans l’ope´rateur du tachyon sur le bord
ei
√
1/2−ω2X˜+ωX0 . Nous n’avons pas explore´ plus en de´tail cette relation, puisque c¸a n’a pas e´te´
un point crucial pour notre e´tude.
5.3 Conclusion
Dans ce chapitre, il a e´te´ de´montre´ que le syste`me brane-brane se´pare´ a` distance constante
admettait une solution de condensation temporelle de type demi S-brane λ±e
√
1−r2x0 dans le
secteur interbranaire, parame´trise´e par les facteurs de Chan-Paton σ± ∈ U(2). Cette solution
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e´tait repre´sente´e sur la surface de corde par une de´formation de bord exactement marginale.
Cette proprie´te´ e´tait en revanche perdue en certaines valeurs de distance r =
√
1− 1/4n2 pour
tout n ∈ N∗. En ces valeurs, les fonctions beˆta du tachyon du secteur σ0 recoivent des contri-
butions non nulles proportionnelles a` (λ+λ−)n et cela est a` des re´sonances entre les ope´rateurs
σ± ⊗ e
√
1−r2X0±irX˜ et eX0 c’est-a`-dire des divergences logarithmiques. Ces valeurs de distance
brisant la marginalite´ sont denses autour de la valeur critique rc = 1 telles que la limite r → r−c
n’est pas renormalisable. Cela est en accord avec la non-marginalite´ du tachyon a` la distance
critique, qui se couple au champ de distance et attire le syste`me en r = r−c .
Ainsi, dans un sche´ma re´aliste d’e´volution du syste`me initialement pose´ a` la distance cri-
tique, le couplage a` l’autre tachyon est ine´vitable puisque les valeurs r =
√
1− 1/4n2 sont
denses autour de r = 1. La condensation du tachyon σ0 c’est-a`-dire he´berge´ sur chaque brane
est bien comprise – cf. chapitre 4 – et nous en de´duisons qu’au moins chaque brane s’e´vapore
inde´pendamment l’une de l’autre sous forme de cordes ferme´es, a` la fois par confinement du
champ e´lectrique sur chaque brane quand x0 → ∞ et par couplage des cordes ferme´es a` la
brane [78]. Ainsi, il est physiquement peu probable que le syste`me puisse persister a` distance
constante, mais la condensation du tachyon sur chaque brane permet d’avoir une vision as-
sez claire de son e´volution meˆme si la ve´locite´ relative des branes est non-nulle, menant a` sa
de´sinte´gration comple`te en cordes ferme´es.
En outre, le calcul de l’action effective a e´te´ initie´e en e´tudiant le groupe de renormalisation
du mode`le sigma le´ge`rement perturbe´e autour du tachyon roulant. Il s’agissait d’une approche
pertinente, tant que le tachyon roulant e´tait choisi marginal a` l’ordre dominant dans les fonc-
tions beˆta. Des e´quations du mouvement ont e´te´ obtenues a` partir des expressions des fonctions
beˆta invariantes 11, mais n’e´taient pas compatibles avec une expression d’action effective, ni en
particulier celle de type Garousi (5.1.6). Cependant, dans le re´gime massif et pour un tachyon
de genre espace dans la phase tachyonique, au moins pour une distance constante, leurs so-
lutions sont compatibles avec celles de´rive´es d’une action de type Garousi. Nous avons aussi
mis en valeur l’existence d’une transition de phase du syste`me en la distance critique lorsque le
tachyon est allume´ sur le bord.
Cette e´tude sera prolonge´e dans le cadre du syste`me D− D¯ pour lequel d’autres contraintes
sont pose´es. Cette autre approche montrera que les fonctions beˆta me`nent aux meˆmes contraintes
sur les champs que des e´quations du mouvement de´rive´es d’une action effective quadratique ob-
tenue par une me´thode inde´pendante e´galement autour de la solution de tachyon roulant.
11. Par changement de sche´ma de renormalisation.
Chapitre 6
Condensation de tachyon en supercorde et
syste`me brane-antibrane
Dans le syste`me brane-antibrane la situation de la coı¨ncidence est bien assimile´e et en par-
ticulier en ce qui concerne le tachyon de´couple´ des autres champs. Cependant, nous savons
que dans ce syste`me le tachyon est couple´ de fac¸on non abe´lienne a` ces derniers. Or comme
dit dans l’introduction, le domaine de validite´ des propositions d’actions effectives faites par
Garousi dans [44, 47] concerne a priori uniquement des tachyons de genre espace. Il faut donc
les conside´rer avec pre´cautions si on souhaite en e´tendre le domaine de validite´ aux tachyons
condensants de´pendants du temps. En suivant l’expression de l’action de Garousi, nous avons
grosso-modo que le tachyon est effectivement couple´ minimalement a` un certain nombre de
champ de jauge de cordes ouvertes et que re´ciproquement, ces champs de jauge sont couple´s au
tachyon.
En de´crivant une paire D − D¯ disjointe spatialement par une distance finie (disons `) pas
force´ment constante, nous avons que le champ de distance (disons φ) est tel que sa valeur dans
le ”vide” est 〈φ〉 = `. Ce champ est non-massif et par T-dualite´ correspond a` un champ de
jauge minimalement couple´ au tachyon. Ainsi le champ de distance (non-abe´lien) serait couple´
au tachyon (non-abe´lien) par un terme du type [φ, T ]2. Naturellement – et c’est ce qu’obtient
Garousi dans [47] – la distance et le tachyon sont interde´pendants de telle sorte qu’il n’existe
aucune solution classique aux e´quations du mouvement, condensante et a` distance constante.
Par e´tude des e´quations du mouvement, nous l’avons constate´ dans le chapitre 1. En re´solvant
nume´riquement ces e´quations, nous avons observe´ un comportement privile´giant une attraction
vers ` = 0 mais qui n’y stabilise pas et oscille. Nous avons aussi vu a` partir de l’expression
des e´quations du mouvement qu’il ne pouvait pas exister de solution non triviale a` distance
constante.
Or nous allons montrer dans la section 6.1 qu’il existe une CFT admettant sur le bord une
de´formation tachyonique de´pendante du temps de type demi S-brane a` distance constante. Le
syste`me brane-antibrane se´pare´ et de la distance critique est de´fini dans l’introduction sec-
tions 2.4 et 4.3. Nous utiliserons maintenant r = `/2pi de sorte que la distance critique dans
cette variable est 1 rc = 1/
√
2.
Bagchi et Sen [7] avaient montre´ que dans la partie du domaine tachyonique r < rc/
√
2 la
1. Nous utilisons la convention α′ = 1.
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de´formation en question e´tait exactement marginale. Par ailleurs, nous avons montre´ [62] par
notre e´tude que cette de´formation e´tait aussi une CFT dans la partie manquante r > rc/
√
2.
Pour eˆtre plus pre´cis nous l’avons montre´ pour tout r <
√
17/6. Cependant, de forts indices
– supersyme´trie en l’occurrence – nous font conjecturer qu’elle doit l’eˆtre sur tout le domaine
tachyonique. Ainsi les calculs – en particulier la fonction de partition – que l’on peut effectuer
en r < rc/
√
2 peuvent eˆtre continue´s analytiquement a` tout r < rc.
Dans la section 6.2 nous avons e´tudie´ le groupe de renormalisation en dehors de la CFT.
Nous avons calcule´ les fonctions beˆta associe´es aux divers couplages, puis nous en avons
de´termine´ des e´quations du mouvement pour les champs de tachyon et de distance. Dans la
section 6.3 nous exprimons la fonction de partition sur le disque le long de la BCFT du tachyon
roulant a` distance constante. Nous avons calcule´ la fonction de partition a` l’ordre 8 dans les
tachyons a` la distance rc/
√
2 en mettant en valeur les contributions du terme de contact dans
l’expression en super-espace. Nous introduisons e´galement une me´thode diagrammatique qui
s’est re´ve´le´e pratique d’utilisation. Enfin dans la section 6.4 nous discutons du calcul d’une
action effective en utilisant la me´thode de Kutasov et Niarchos et la fonction de partition a`
l’ordre 2 dans le tachyon. Nous obtenons une action effective quadratique dont l’expression est
totalement contrainte et qui est compatible – dans une certaine mesure – avec les e´quations du
mouvement que nous avions obtenu auparavant.
6.1 CFT du tachyon roulant dans syste`me brane-antibrane
se´pare´
Le syste`me brane-antibrane admet un tachyon bi-fondamental dans le spectre des cordes
ouvertes du secteur interbranaire. De la meˆme manie`re que dans le cas bosonique, il existe trois
phases distinctes. Celle pour laquelle le bi-fondamental est massif (r > rc), puis celle ou` il est
exactement non-massif (r = rc) et enfin celle ou` il est tout a` fait tachyonique (r < rc).
6.1.1 De´formation de tachyon roulant dans domaine r < rc
Comme cela est explique´ dans la section 5 pour le mode`le bosonique e´quivalent, la the´orie
des champs effective pour les champs tachyoniques et non-massifs est de´crite par l’action ef-
fective a` l’ordre des arbres 2. La the´orie des cordes doit s’exprimer dans le fond compose´ des
configurations classiques des champs tachyoniques et non-massifs. En ce qui concerne le fond
tachyonique, cela revient a` ajouter sur le bord, dans l’action de la surface, deux tachyons com-
plexes conjugue´s l’un de l’autre dans les secteurs repre´sente´s par les facteur de CP σ+ et σ−
a` une distance r. Nous nous plac¸ons dans le demi-plan supe´rieur z ∈ H+. Les tachyons sur le
bord sont repre´sente´s par les ope´rateurs de vertex :
2. Cela tient son origine dans l’instabilite´ tachyonique de la the´orie a` l’ordre des arbres qui implique la di-
vergence de la contribution a` l’ordre d’une boucle et plus : les calculs quantiques perturbatives perdent tout leur
sens.
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T = σ+ ⊗ λ+
∮
eirX˜f(Xa, ψa, ψ˜)
T † = σ− ⊗ λ−
∮
e−irX˜f ∗(Xa, ψa, ψ˜) (6.1.1)
ou` nous avons regroupe´ tous les termes de´pendant des partenaires fermioniques des bosons
Xa et X˜ dans f et f ∗. Nous allons pre´ciser leur expression bientoˆt. Nous avons choisi une no-
tation un peu trompeuse : le fermion ψ˜ de´fini sur le bord est ici le dual 3 de ψ et non le champ
antiholomorphe. Cela reste suffisamment clair puisqu’il n’existe aucune distinction entre holo-
morphe et antiholomorphe sur le bord. Pour les fermions de´finis sur le bord ici, nous utilisons
la convention :
X(z) = X(z) + iθψ(z) (6.1.2)
Par rapport a` la de´finition donne´e dans l’introduction (2.4.15), nous identifions donc ici
Ψ a` ψ. Dans (6.1.1), l’exponentielle e±irX˜ est un ope´rateur de twist qui permet d’inclure les
conditions aux bords de fac¸on condense´e et qui donne les bons poids conformes et donc les
bonnes OPE. Pour eˆtre tout a` fait rigoureux, il faudrait initialement partir de l’action [120] :
S = Sbulk + i
σ3
2
⊗
∮
φ(Xa) ∂X˜ + i
σ3
2
⊗
∮
∂aφ(X
a)ψaψ˜
+ σ+ ⊗ λ+
∮
f(Xa, ψa) + σ− ⊗ λ−
∮
f ∗(Xa, ψa) (6.1.3)
et choisir φ(Xa) = r + δr(Xa) avec r constant. Ensuite, le terme en σ3 ⊗ r∂X˜ modifie
les OPE des tachyons, a` cause de [σ±, σ3] 6= 0 mais peut eˆtre re´absorbe´ dans la de´finition des
champs de tachyon sous la forme de l’ope´rateur de twist que l’on vient de nommer. Ce point
sera plus clair lorsque nous introduirons les fermions de bord. Ainsi nous avons :
S = Sbulk + i
σ3
2
⊗
∮
δr(Xa)∂X˜ + i
σ3
2
⊗
∮
∂aδr(X
a)ψaψ˜
+ σ+ ⊗ λ+
∮
eirX˜f(Xa, ψa, ψ˜) + σ− ⊗ λ−
∮
e−irX˜f ∗(Xa, ψa, ψ˜) (6.1.4)
Nous allons maintenant montrer qu’il existe une solution de condensation de tachyon roulant
a` distance constante, c’est-a`-dire :
f(Xa, ψa, ψ˜) =
(
irψ˜ + ωψ0
)
eωX
0
et δr(Xa) = 0 (6.1.5)
avec ω =
√
1/2− r2. Dans la suite, ψ± = ±irψ˜ + ωψ0. Pour montrer que cette solu-
tion existe bien, il faut s’inte´resser a` une action encore plus ge´ne´rale. En effet, une the´orie des
cordes est une solution des e´quations du mouvement si et seulement si elle est une de´crite par
3. De meˆme que X˜ est le dual, conjugue´ au moment d’enroulement, de X .
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une the´orie conforme sur la surface de corde. Pour cela, il faut que dans le mode`le sigma non
line´aire – voir section 3.2 – les fonds classiques constituent des configurations repre´sente´es par
des couplages exactement marginaux, c’est-a`-dire dont les fonctions beˆta du groupe de renor-
malisation sont nulles a` tout ordre en perturbation. Or nous avons vu dans le chapitre 5 que les
termes importants dans les fonctions beˆta sont en particulier ceux qui sont universels, c’est-a`-
dire ceux qui proviennent de re´sonances et qui ne peuvent pas eˆtre re´absorbe´s par rede´finition
des champs. Il se trouve que l’action (6.1.4) n’est pas comple`te de ce point de vue, car les ta-
chyons peuvent e´ventuellement entrer en re´sonance avec des termes du type e2nωX0 comme nous
l’avons aussi vu en the´orie bosonique. Cependant, a` l’inverse de ce dernier cas ces re´sonances
sont multiplie´es par des coefficients dont la somme est nulle, graˆce aux fermions, donc graˆce a`
la supersyme´trie, ce que nous montrerons maintenant.
6.1.2 Re´sonances et contretermes
Nous devons dans un premier temps introduire des termes de bord du type :
σ0 ⊗
∑
n>1
µn
∮
e2nωX
0
(6.1.6)
mais qui ne sont pas explicitement supersyme´triques et par conse´quent brisent la syme´trie
superconforme sur le bord. Dans le meilleur des cas, les coefficients µn de´pendent des autres
couplages et des cut-offs uniquement de telle sorte qu’ils suppriment les divergences ne´fastes
dans les amplitudes. Meˆme s’ils brisent explicitement la supersyme´trie de surface en re´alite´
ils l’a re´tablissent in fine dans les calculs. Rappelons que l’ajout de cut-offs UV ou IR brise
explicitement la syme´trie de Poincare´ (et donc aussi la supersyme´trie) sur la surface de corde
mais qu’a` la fin elle doit eˆtre recouvre´e par soustraction des divergences.
Dans le pire des cas, ils seraient inde´pendants des autres couplages et auraient des fonctions
beˆta non triviales. Alors la the´orie comple`te serait non-marginale dans ses couplages et non-
supersyme´trique et par conse´quent non-superconforme. Elle ne serait donc pas une solution des
e´quations du mouvement de la SFT.
Ces termes ne sont associe´s a` des re´sonances que si 2nω = 1. En effet, les tachyons e´tant
marginaux, seule la production d’un ope´rateur marginal par fusion peut eˆtre associe´e a` une
re´sonance, puisqu’il faut ha + hb− 2 = hc− 1. En outre, ces termes entre eux n’ont clairement
pas de re´sonance, car dimensionnellement 4(n2 + m2 − (n + m)2)ω2 = 1 devrait eˆtre re´solu
par nm = −1/8ω2. Or n et m e´tant positifs, cette e´quation est impossible a` re´soudre. Et donc
il ne faut ultimement s’inte´resser qu’au terme :
σ0 ⊗ µ0
∮
eX
0
(6.1.7)
quand ω = 1/2n. Les autres entrent dans le cadre du meilleur cas pre´sente´ plus haut et ne
sont donc pas proble´matiques. Ce dernier peut en revanche eˆtre potentiellement un pire cas et
montrer qu’il ne l’est pas n’est pas aise´ ; nous y de´vouerons la section suivante.
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Puisque n ≥ 1, alors pour tout ω > 1/2 la the´orie est exactement marginale dans ses cou-
plages et supersyme´trique, donc superconforme. C’est la conclusion exacte de Sen dans [107].
Sachant que ω =
√
1/2− r2 ce domaine correspond a` tout r < 1/2. Il nous parait e´trange
que la solution de tachyon roulant ne soit valide qu’a` partir de cette valeur de distance, car c¸a
n’a physiquement pas de sens contrairement au cas du mode`le bosonique. C’est ce qui fait que
l’on s’attend par continuite´ a` ce que la supersyme´trie re´tablisse la syme´trie conforme aussi pour
rc > r ≥ 1/2.
Comme nous l’avons sugge´re´ plus haut, nous verrons en effet que les termes purement
logarithmiques dans les cut-offs associe´s a` cet ope´rateur de vertex se suppriment ensemble.
Nous ne le montrerons pas pour tout r < rc car trop complique´ – il nous est impossible de
pousser le calcul jusqu’a` des ordres infiniment grands – mais pour tout r <
√
17/6, c’est-a`-dire
jusqu’au sixie`me ordre dans les OPE des tachyons, c’est-a`-dire n = 3. Nous extrairons de ces
calculs les divergences UV parmi lesquels les logarithmes dont le coefficient doit s’annuler.
Nous mettrons en valeur que la supersyme´trie est a` la source de ce me´canisme de suppression
et nous argumenterons que l’on peut donc e´tendre ce re´sultat a` tout r < rc.
6.1.3 Termes logarithmiques a` l’ordre 2 et 4 dans les tachyons
L’action de de´part de cette e´tude est :
S = Sbulk + σ
+ ⊗ λ+
∮
ψ+eirX˜+ωX
0
+ σ− ⊗ λ−
∮
ψ−e−irX˜+ωX
0
(6.1.8)
Elle est de´finie sur le demi-plan complexe H+. Ces de´formations tachyoniques apparaissent
a` l’inte´rieur de l’inte´grale de chemin avec la convention Z ∝ ∫ e−S et sont de´veloppe´s suivant
une se´rie de Taylor, de la meˆme manie`re que pour des interactions perturbatives en the´orie des
champs. Les champs fondamentaux ve´rifients les OPE suivantes :
X˜(z)X˜(w) = −2 ln(z − w) + . . .
X0(z)X0(w) = 2 ln(z − w) + . . .
ψ˜(z)ψ˜(w) =
2
z − w + . . .
ψ0(z)ψ0(w) = − 2
z − w + . . . (6.1.9)
Nous les utiliserons pour calculer les OPE des ope´rateurs de vertex des tachyons : pertur-
bativement la the´orie fondamentale est libre et constitue une CFT. Donc toutes les amplitudes
peuvent eˆtre calcule´es a` partir des formules des OPE fondamentales donne´es ci-dessus.
De´veloppement au second ordre
Le de´veloppement de e−S−
∑
i µ
i
∮
φi est donne´ conventionnellement jusqu’au deuxie`me ordre
par la formule suivante, en utilisant des re´gularisations UV et IR telles qu’implicitement ε→ 0
et L→∞ et en pre´sence de facteurs de CP :
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Pe−S−
∑
i σ
i⊗µi ∮ φi
= e−S
(
1−
∑
i
σi ⊗ µi
∮
φi +
∑
i,j
σiσj ⊗ µiµj
∫
dw
∫ w+L
w+ε
dz φi(z)φj(w) + . . .
)
(6.1.10)
L’ope´rateur d’ordre P agit sur les ope´rateurs en les ordonnant dans l’ordre croissant. C’est
en particulier important lorsque les ope´rateurs sont fermioniques, tels qu’ici les tachyons :
l’ordre ne tient pas compte de leur anti-commutativite´. Techniquement, il faut aussi sommer
sur les facteurs de CP en ajoutant une trace dans les calculs d’amplitude mais il faut s’abstraire
de cette ope´ration ici car les divergences doivent eˆtre supprime´es de telle sorte que tout calcul
d’amplitude y compris avec des insertions sur le bord doit eˆtre re´gulier. Ainsi, au second ordre
dans les tachyons, nous devons calculer :
σ+σ− ⊗ λ+λ−
∫
dw
∫ w+L
w+ε
dz ??ψ+eirX˜+ωX
0
(z)????ψ−e−irX˜+ωX
0
(w)??
+ σ−σ+ ⊗ λ+λ−
∫
dw
∫ w+L
w+ε
dz ??ψ−e−irX˜+ωX
0
(z)????ψ+eirX˜+ωX
0
(w)?? (6.1.11)
Le calcul est imme´diat en utilisant (6.1.9) et donne :
σ+σ− ⊗ λ+λ−
∫
dw
∫ w+L
w+ε
dz (z − w)2ω2−2r2−1
× ??eirX˜+ωX0(z)e−irX˜+ωX0(w) (4r2 − 1 + (z − w)ψ+(z)ψ−(w)) ??
+ σ−σ+ ⊗ λ+λ−
∫
dw
∫ w+L
w+ε
dz (z − w)2ω2−2r2−1
× ??e−irX˜+ωX0(z)eirX˜+ωX0(w) (4r2 − 1 + (z − w)ψ−(z)ψ+(w)) ?? (6.1.12)
Or puisque ω2+r2 = 1/2, alors 2ω2−2r2−1 = −4r2 et avec r2 < 1/2. Par conse´quent, par
de´veloppement des ope´rateurs autour de w seul l’ordre ze´ro sera e´ventuellement divergent UV.
En effet, ce dernier est divergent tant que r2 ≥ 1/4 tandis que l’ordre premier est divergent pour
r2 ≥ 1/2. Nous n’e´tudierons pas le syste`me en r = rc dans un premier temps car le tachyon
y est non-massif, par conse´quent nous ne devons garder dans (6.1.12) que l’ordre ze´ro. De la
sorte, il vient :
σ0 ⊗ λ+λ−
(
L1−4r
2 − ε1−4r2
) ∫
dw ??e2ωX
0
(w)?? (6.1.13)
Le cas r2 = 1/4 est particulier. Techniquement nous devrions avoir que l’inte´grale donne
un logarithme puisque l’inte´grande est proportionnel a` (z − w)−1. Cependant, en cette valeur
de distance, le coefficient multiplicatif qui provient directement des fermions s’annule car il est
proportionnel a` 4r2 − 1 :
σ0 ⊗ λ+λ−(4r2 − 1)
∣∣∣∣∣
r2=1/4
ln
L
ε
∫
dw ??eX
0
(w)?? = 0 (6.1.14)
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Pour r > 1/2 il faut soustraire la divergence UV tandis que pour r < 1/2 la divergence est
uniquement IR et nous pouvons la ne´gliger. Pour r > 1/2 la divergence est de type puissance,
donc dans un sche´ma de soustraction minimale il faut ajouter un contreterme a` l’action. Ce
dernier n’affecte pas la marginalite´ de la the´orie, car il n’est pas logarithmique :
Sct = −σ0 ⊗ λ+λ−ε1−4r2
∫
dw ??e2ωX
0
(w)?? (6.1.15)
D’apre`s la discussion de la section 3.2 il ne modifie clairement pas la fonction beˆta d’un
couplage µ1 associe´ a` l’ope´rateur de vertex e2ωX
0 :
β1 = (4r
2 − 1)µ1 (6.1.16)
La condition de marginalite´ impose µ1 = 0 et ne subsiste donc que le contreterme de´pendant
de λ± et ε qui ne s’oppose en rien a` la marginalite´ de la the´orie. Nous verrons dans la sec-
tion 6.1.4 que le contreterme UV apparaıˆt naturellement sous la forme d’un terme de contact,
lorsque nous partons d’une action manifestement supersyme´trique, c’est-a`-dire exprime´e initia-
lement dans le super-espace.
De´veloppement au quatrie`me ordre
A partir de l’action (6.1.8), il n’y a pas de terme re´sonant a` l’ordre 3, ce qui est assez aise´
a` voir a` cause du terme e±irX˜+3ωX0 . Le de´veloppement a` l’ordre 4 fait intervenir une OPE a` 4
points du type T+T−T+T− a` cause des facteurs de Chan-Paton dont l’inte´grale est divergente.
L’extraction de toutes les divergences est une taˆche difficile a` cause de l’ordre d’inte´gration.
Nous obtienons a priori un ensemble de divergences de type puissance. Ne´anmoins, pour
ω = 1/4 ou r =
√
7/4 > 1/2 la fonction a` 4-points est re´sonante et, par conse´quent, devrait
donner des divergences logarithmiques. Nous verrons dans cette section que ces divergences
se suppriment ensemble, et ce, graˆce aux combinaisons fermioniques. Cela constitue le point
principal de notre article [62].
Nous devons aussi tenir compte des corrections apporte´es a` l’action qui ont permis ci-dessus
de re´gulariser l’ordre quadratique. Pour r > 1/2 il faut donc aussi conside´rer les contributions
du contreterme (6.1.15) quadratique ajoute´ pre´ce´demment sous la forme S + Sct. En effet, il
n’est pas exclu qu’il produise aussi des divergences par OPE, au deuxie`me ordre avec lui-meˆme,
ou au troisie`me ordre avec les deux tachyons. Il y a cependant peu de chance qu’elles puissent
eˆtre de type logarithmiques a` cause du facteur en puissance des cut-offs qui le pre´ce`de. Et en
effet, aucune divergence logarithmique n’est produite. Au mieux, il permet de supprimer des
divergences de type puissance, sous-dominantes a` l’ordre 4, et dans le meilleur des cas toutes
les divergences.
Nous trouvons que le contreterme permet effectivement de supprimer une grande partie des
divergences a` l’ordre 4. Toutefois, nous avons obtenu qu’il laisse une divergence re´siduelle
associe´e au terme :
σ0 ⊗ (λ+λ−)2f(ω)ε16ω2−1
∮
e4ωX
0
(6.1.17)
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avec f(ω) une fonction non-divergente dont nous n’avons pas re´ussi a` obtenir une formula-
tion compacte.
Tout d’abord, occupons-nous des OPE a` quatre points dans les tachyons, T+T−T+T− et
T−T+T−T+. Le terme correspondant est :
σ+σ−σ+σ− ⊗ (λ+λ−)2
∮
dy
∫ w+L
w+ε
dz
∫ x+L
x+ε
dw
∫ y+L
y+ε
dx
?
?ψ+eirX˜+ωX
0
(z)????ψ−e−irX˜+ωX
0
(w)????ψ+eirX˜+ωX
0
(x)????ψ−e−irX˜+ωX
0
(y)??
+ σ−σ+σ−σ+ ⊗ (λ+λ−)2
∮
dy
∫ w+L
w+ε
dz
∫ x+L
x+ε
dw
∫ y+L
y+ε
dx
?
?ψ−e−irX˜+ωX
0
(z)????ψ+eirX˜+ωX
0
(w)????ψ−e−irX˜+ωX
0
(x)????ψ+eirX˜+ωX
0
(y)?? (6.1.18)
Seules les divergences associe´es a` l’ope´rateur e4ωX0 seront ici inte´ressante. La raison est a`
la fois que cet ope´rateur est le seul qui peut devenir re´sonant avec les tachyons pour ω = 1/4 et
que dans la fonction de partition il est le seul a` survivre dans le vide sous la forme
∫
dx0 e4ωx0 .
Les OPE ne sont pas difficiles a` calculer, elles sont :
?
?ψ+eirX˜+ωX
0
(z)????ψ−e−irX˜+ωX
0
(w)????ψ+eirX˜+ωX
0
(x)????ψ−e−irX˜+ωX
0
(y)??
= (z − w)4ω2−1(z − x)(z − y)4ω2−1(w − x)4ω2−1(w − y)(x− y)4ω2−1
×
(
(4ω2 − 1)2
(z − w)(x− y) −
1
(z − x)(w − y) +
(4ω2 − 1)2
(z − y)(w − x)
)
× e4ωX0 (6.1.19)
La combinaison qui apparaıˆt entre parenthe`ses est tre`s importante, il s’agit de la contribu-
tion des fermions que l’on a calcule´ en appliquant le the´ore`me de Wick. Le fait particulier qu’il
s’agisse de fermions est crucial car alors le terme central est bien soustrait et non additionne´.
Nous obtenons ainsi la bonne combinaison de coefficients s’annulant en ω = 1/4.
La me´thode de calcul de l’inte´grale est explique´e dans l’annexe de notre article [62]. Nous
noterons a = 4ω2. Apre`s de longs calculs, nous obtenons :
TTTT =
σ0⊗
∫
dx1
∫ x1−ε
x1−L
dx2
∫ x2−ε
x2−L
dx3
∫ x3−ε
x3−L
dx4 ??ψ+T+(x1)????ψ−T−(x2)????ψ+T+(x3)????ψ−T−(x4)??
∼ σ0 ⊗
{
1
2a+ 1
(
L
ε
)2−2a
+
a− 1
a
(
L
ε
)1−2a
−
(
L
ε
)1−a
W (a)
+
(
L
ε
)1−4a
U(a) +
(
L
ε
)1−4a − 1
1− 4a V (a)
}
L4a−1
∫
dx1 ??e4ω X0??(x1) (6.1.20)
avec U(a), V (a) et W (a) des coefficients nume´riques non singuliers en a = 1/4. Il est
important que U(a) soit non singulier car la divergence associe´e est alors non logarithmique en
a = 1/4. Le coefficient W (a) est explicitement :
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W (a) =
2(a− 1)
3a
(
2F1 (−a, a+ 1, a+ 2,−1)
a+ 1
+
2F1 (−a, a− 1, a,−1)
a− 1
+
2F1 (2− a, a+ 1, a+ 2,−1)
a+ 1
)
(6.1.21)
Le coefficient V (a) est donne´ par la formule exacte :
V (a) = (a− 1)2
(
2F1 (1− 2a, a− 1, a,−1)
a− 1 +
2F1 (1− 2a, 2− 3a, 3− 3a,−1)
2− 3a
)
×
(
2F1 (−a, a− 1, a,−1)
a− 1 +
2F1 (−a, 1− 2a, 2− 2a,−1)
1− 2a
+
2F1 (2− a, a+ 1, a+ 2,−1)
a+ 1
+
2F1 (2− a, 1− 2a, 2− 2a,−1)
1− 2a
)
+
(
2(a− 1)2 − 1)( 2F1 (1− a, a, 1 + a,−1)
a
+
2F1 (1− a, 1− 2a, 2− 2a,−1)
1− 2a
)
×
(
2F1 (1− 2a, a, a+ 1,−1)
a
+
2F1 (1− 2a, 1− 3a, 2− 3a,−1)
1− 3a
)
(6.1.22)
En revanche le coefficient U(a) n’est connu que sous la forme d’un de´veloppement en se´rie
que nous avons ve´rifie´ comme convergeant relativement rapidement (100 ite´rations suffisent) :
U(a) =
(a− 1)2
4a− 1
(
2F1(1− 2a, a− 1; a;−1)
a− 1 +
2F1(1− 2a,−3a; 1− 3a;−1)
3a
)
×
(
2F1(−a, 1− 2a; 2− 2a;−1)
1− 2a +
2F1(−a, a− 1; a;−1)
a− 1
+
2F1(2− a, 1− 2a; 2− 2a;−1)
1− 2a +
2F1(2− a, a+ 1; a+ 2;−1)
a+ 1
)
+
(2(a− 1)2 − 1)
4a− 1
(
2F1(1− 2a, 1− 3a; 2− 3a;−1)
3a− 1 +
2F1(1− 2a, a; a+ 1;−1)
a
)
×
(
2F1(1− a, 1− 2a; 2− 2a;−1)
1− 2a +
2F1(1− a, a; a+ 1;−1)
a
)
+ (a− 1)2
∞∑
n=0
Γ(a+ 1)
Γ(n+ 1)Γ(a− n+ 1)(a+ n− 1)(3a− n)(
2F1(n− a,−2a+ n+ 1;−2a+ n+ 2;−1)
−2a+ n+ 1 +
2F1(n− a,−2a+ n− 1;n− 2a;−1)
−2a+ n− 1
)
+ (a− 1)2
∞∑
n=0
Γ(a− 1)
Γ(n+ 1)Γ(a− n− 1)(a+ n+ 1)(3a− n− 2)(
2F1(−a+ n+ 2,−2a+ n+ 1;−2a+ n+ 2;−1)
−2a+ n+ 1 +
2F1(−a+ n+ 2,−2a+ n+ 3;−2a+ n+ 4;−1)
−2a+ n+ 3
)
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+ 2
(
2(a− 1)2 − 1) ∞∑
n=0
Γ(a)
Γ(n+ 1)Γ(a− n)(a+ n)(3a− n− 1)
2F1(−a+ n+ 1,−2a+ n+ 1;−2a+ n+ 2;−1)
−2a+ n+ 1 (6.1.23)
Puisque les se´ries convergent vite, U(a) peut eˆtre connu avec une bonne pre´cision pour tout
a 6 1/4 (ou ω 6 1/4).
Maintenant inte´ressons-nous au sort des divergences logarithmiques dans l’inte´grale TTTT.
Puisque : (
L
ε
)1−4a − 1
1− 4a
a→1/4→ log L
ε
, (6.1.24)
seul le dernier terme dans (6.1.20) est potentiellement divergent logarithmique en ω = 1/4.
Il se trouve que dans cette limite le coefficient V (a) est exactement nul. Par comparaison de
ce calcul au cas bosonique correspondant, ce sont bien les trois diffe´rentes contractions avec
les bons signes relatifs qui permettent de supprimer le coefficient et donc la divergence loga-
rithmique comme attendu. Or, le meˆme me´canisme s’applique a` l’ordre 2. Il parait naturel de
conjecturer que cela s’applique aussi a` tous les ordres supe´rieurs, car il semble bien que cela
de´coule de la supersyme´trie sur le bord.
Contributions du contreterme
Maintenant, il faut quand meˆme s’assurer qu’aucune divergence logarithmique n’est pro-
duite dans les OPE impliquant le contreterme, que l’on notera C(z) = e2ωX0(z). En effet,
celles-ci peuvent contribuer aux divergences associe´es a` l’ope´rateur e4ωX0 a` l’ordre (λ+λ−)2
dans les combinaisons suivantes, a` l’ordre 3 :
σ+σ− ⊗ εa−1
∫
dw
∫ w−ε
w−L
dx
∫ x−ε
x−L
dy
(
C(w)T+(x)T−(y) + T+(w)C(x)T−(y)
+ T+(w)T−(x)C(y)
)
+ σ−σ+ ⊗ εa−1
∫
dw
∫ w−ε
w−L
dx
∫ x−ε
x−L
dy
(
C(w)T−(x)T+(y) + T−(w)C(x)T+(y)
+ T−(w)T+(x)C(y)
)
(6.1.25)
Mais aussi a` l’ordre 2 sous la forme :
σ0 ⊗ ε2(a−1)
∫
dx
∫ x−ε
x−L
dy C(x)C(y) (6.1.26)
Pour les termes de type CTT, nous obtenons apre`s quelques calculs, dont les de´tails sont
explicite´s dans les annexes de notre article [62] :
CTT + TCT + TTC ∼ σ0 ⊗
[
− 2
1 + 2a
(
L
ε
)2−2a
+
1
a
(
L
ε
)1−2a
+
(
L
ε
)1−a
X(a)−
(
L
ε
)1−4a
Y (a)
]
L4a−1
∫
dx1 ??e4ω X0??(x1) (6.1.27)
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Les coefficients X(a) et Y (a) sont donne´s par :
X(a) =
2(a− 1)
3a
(
2F1 (−a, a+ 1, a+ 2,−1)
a+ 1
+
2F1 (−a, a− 1, a,−1)
a− 1
+
2F1 (2− a, a+ 1, a+ 2,−1)
a+ 1
)
(6.1.28)
et Y (a) qui ne s’exprime qu’en fonction de de´veloppements en se´rie rapidement conver-
geants (en 100 ite´rations typiquement) :
Y (a) = (a−1)
∞∑
n=0
1∑
s=0
Γ(a)
Γ(a− n)Γ(1 + n)(3a− s− n)
(
2F1(n− a, 1 + n− 2a; 2 + n− 2a;−1)
1 + n− 2a
+
2F1(s− a, 1 + s− 2a; 2 + s− 2a;−1)
1 + s− 2a +
2F1(n− a, s+ n− 1− 2a; s+ n− 2a;−1)
s+ n− 1− 2a
+
2F1(s− a, n+ s− 1− 2a;n+ s− 2a;−1)
n+ s− 1− 2a
)
+(a−1)
∞∑
n,p=0
Γ(a)Γ(a− 1)
Γ(a− n)Γ(1 + n)Γ(a− 1− p)Γ(1 + p)
2F1(1− a, n+ p− 3a, n+ p+ 1− 3a,−1)
3a− n− p
× 2F1(2 + p− a, n+ p+ 1− 2a, n+ p+ 2− 2a,−1)
n+ p+ 1− 2a
+ (a− 1)
∞∑
p=0
1∑
s,t=0
Γ(a− 1)
Γ(a− 1− p)Γ(1 + p)(3a− s− t− p)
× 2F1(2 + p− a, s+ p+ 1− 2a, s+ p+ 2− 2a,−1)
s+ p+ 1− 2a (6.1.29)
Nous avons ve´rifie´ que ce terme est effectivement convergeant en ω = 1/4. Par conse´quent,
la divergence associe´e n’est suˆrement pas logarithmique. Enfin en ce qui concerne le terme du
type CC, il est explicitement :
CC ∼ σ0 ⊗
(
1
2a+ 1
(
L
ε
)2−2a
−
(
L
ε
)1−2a
− 5− 6a− (2a− 1)2
2a+2
2F1(1− a,−a− 12 ;−a+ 12 ; 14)
4(2a+ 1)(2a− 1)
(
L
ε
)1−4a)
× L4a−1
∫
dx1 ??e4ω X0??(x1) . (6.1.30)
Ici encore, le facteur pre´ce´dant (L/ε)1−4a est non-singulier en ω = 1/4 donc la divergence
est non logarithmique en cette valeur.
Ainsi, les contretermes ne contribuent pas logarithmiquement en ω = 1/4. Compte-tenu
de l’expression des termes du type TTTT, nous pouvons conclure qu’il n’y a de´finitivement
aucune divergence logarithmique a` l’ordre 4 dans les tachyons. Par conse´quent, la the´orie est
160 Troisie`me partie. Section 6.1
exactement marginale jusqu’a` la prochaine re´sonance a` l’ordre 6, c’est-a`-dire en r =
√
17/6.
Puisque le me´canisme de suppression de la divergence logarithmique est visiblement duˆ a` la su-
persyme´trie, nous pouvons conjecturer que ce me´canisme s’applique aussi aux ordres supe´rieurs
et pour tout r > rc/
√
2.
En outre, il s’agit d’un comportement attendu, car a` la diffe´rence du mode`le bosonique, ou`
la perte de marginalite´ est physiquement justifie´e par couplage au tachyon du secteur σ0 ici cela
n’a aucune justification physique.
La the´orie du tachyon interbranaire roulant dans le syste`me brane-antibrane se´pare´e
est une the´orie conforme de bord en toute distance constante r < rc.
Remarque sur les divergences re´siduelles
Pour eˆtre bien rigoureux, il faut aussi voir ce qu’il advient des divergences de puissance et
s’il persiste quelques divergences re´siduelles apre`s ressommation de toutes les contributions :
sche´matiquement au quatrie`me ordre CC + CTT + TCT + TTC + TTTT . Par comparaison
de (6.1.27), (6.1.30) and (6.1.20), nous trouvons que tous les coefficients place´s devant chaque
divergence s’annulent exactement pour tout valeur ω > 1/4. De sorte que par ajout du contre-
terme de deuxie`me ordre, apparaissant en fait naturellement en exprimant la the´orie de surface
de manie`re manifestement supersyme´trique – voir section suivante – alors la the´orie est bien
de´finie dans l’UV pour tout ω > 1/4.
Nous n’avons pas pu obtenir de formule exacte pour le coefficient, note´ f(ω) dans (6.1.17),
associe´ au terme d’ordre ε1−4a divergeant pour tout ω < 1/4. Son expression est en fonction de
U donne´e dans (6.1.23) et Y donne´e dans (6.1.29) :
f(ω) = U(4ω2)− Y (4ω2)− 5− 24ω
2 − (8ω2 − 1)28ω2+2 2F1(1− 4ω2,−4ω2 − 12 ;−4ω2 + 12 ; 14)
4(8ω2 + 1)(ω2 − 1)
(6.1.31)
En utilisant une e´valuation nume´rique, nous avons trouve´ que ce coefficient donne une
contribution finie mais non nulle pour ω < 1/4. Ainsi une divergence re´siduelle dans cette
re´gion persiste. Par comptage de puissance, cette divergence non-supprime´e correspond a` la
contribution de quatre tachyons interagissant simultane´ment en un meˆme point. Ce n’est pas
inattendu, puisque par nature le contreterme (6.1.15) correspond a` la collision de deux ta-
chyons d’abord et par conse´quent ne peut jamais contribuer pour une collision simultane´e de
quatre tachyons. Puisque cette divergence n’est pas logarithmique, elle n’est pas pathologique
et n’empeˆche pas la the´orie du bord d’eˆtre conforme, mais elle doit tout de meˆme eˆtre renor-
malise´e. Cela indique qu’il faudrait ajouter de nouveaux termes de contact a` 4 tachyons et
probablement a` plus aux ordres supe´rieurs.
6.1.4 Expression manifestement supersyme´trique en super-espace
Plac¸ons-nous dans le super-espace parame´trise´ par (z, z¯, θ, θ¯) et tel que z ∈ H+ et θ = ηθ
le long du bord. Ici η = ±1 correspond a` la structure de spin que nous avons de´ja` introduit dans
la section 2.4. La notation A repre´sente un superchamp tel que :
Chapitre 6. Condensation de tachyon en supercorde et syste`me brane-antibrane 161
A(z, z¯, θ, θ) = A(z, z¯) + iθφ(z) + iθφ˜(z¯) + θθF (z, z¯) (6.1.32)
Et sur le bord nous aurons par conse´quent :
A(z, θ) = A(z) + iθ
(
φ(z) + ηφ˜(z, z)
)
(6.1.33)
Les tachyons en super-espace sur le bord sont repre´sente´s par les ope´rateurs de vertex :
T(Xa, X˜) = λ+
∮
dzdθ Γ+eirX˜f(Xa)
T†(Xa, X˜) = λ−
∮
dzdθ Γ−e−irX˜f ∗(Xa) (6.1.34)
Les facteurs de CP sont remplace´s par des degre´s de liberte´ supersyme´triques de´finis sur
le bord [74, 120]. Ce sont des superchamps de fermi Γ± = η± + iθF± tels que η± est un
fermion de bord et F± un champ auxiliaire. Ils ont un terme cine´tique sur le bord, tel que la
quantification des champs η± donne les facteurs de Chan-Paton. Ce terme cine´tique est Γ+DΓ−
en introduisant la super-de´rive´e de bord D = ∂θ + θ∂. L’action (6.1.4) s’exprime directement
dans le super-espace par :
S = Sbulk −
∮
dzdθ Γ+DΓ− − i
∮
dzdθ λ+Γ+T+ − i
∮
dzdθ λ−Γ−T− (6.1.35)
avec la super-de´rive´e covarianteD = D+ iΦ(Xa)DX˜, c’est-a`-dire que les fermions de bord
sont charge´s sous le champ de jauge A = ΦdX . Le long de Φ(Xa) = r donc pour A pure jauge,
l’action pre´ce´dente peut eˆtre re´e´crite en :
S = Sbulk − i
∮
dzdθ Γ+e−irX˜D
(
eirX˜Γ−
)
− iλ+
∮
dzdθ Γ+T+ − λ−
∮
dzdθ T−Γ−
(6.1.36)
La mesure totale de l’inte´grale de chemin, avec celle des fermions de bord est simplement :
∫ [
dΓ+dΓ−
]
[dX]
∏
a
[dXa]
∣∣∣∣∣
xcm=0
(6.1.37)
ou` nous avons indique´ que l’unique condition au bord est sur la coordonne´e du centre de
masse, xcm = 0 sachant aussi que les Xa sont Neumann et X est Dirichlet, tandis que Γ±
sont anti-pe´riodiques. Les conditions aux bords pre´cises selon les secteurs sont encode´es dans
le terme Γ+ΦDX˜Γ−. Or, tant que dans une quelconque amplitude il n’y a pas d’insertion dans
le bulk de´pendant explicitement de X, dans (6.1.36) nous pouvons re´absorber le facteur e∓irX˜
a` l’inte´rieur des Γ±. De sorte que par rede´finition des champs et par invariance de la mesure
ci-dessus, (6.1.36) devient :
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S = Sbulk −
∮
dzdθ Γ+DΓ− − iλ+
∮
dzdθ Γ+eirX˜T+ − iλ−
∮
dzdθ T−e−irX˜Γ− (6.1.38)
Maintenant, la de´composition de cette action en composantes et apre`s inte´gration de la va-
riable de Grassmann θ est :
S = Sbulk +
∮
dz
(
η+∂η− + η+ λ+ ψ+eirX˜+ωX
0
+ η− λ− ψ−e−irX˜+ωX
0
)
+
∮
dz
(
−F+F− + iF+λ+eirX˜+ωX0 + iF−λ−e−irX˜+ωX0
)
(6.1.39)
Les fermions η± admettent un terme cine´tique et comme attendu les champs F± n’en ont
aucun et sont donc bien auxiliaires. Alors nous pouvons inte´grer ces derniers directement.
Inte´gration des champs auxiliaires et terme de contact
Les champs auxiliaires ont la fonction de Green GF (z, w) = δ(z − w) et donnent apre`s
inte´gration :
S = Sbulk +
∮
dz
(
η+∂η− + η+ λ+ ψ+eirX˜+ωX
0
+ η− λ− ψ−e−irX˜+ωX
0
)
+ λ+λ−
∮
dzdw δ(z − w)??eirX˜+ωX0(z)????e−irX˜+ωX0(w)?? (6.1.40)
Ainsi par inte´gration des champs auxiliaires surgit un terme de contact – a` cause du δ(z−w).
Or en l’e´tat, ce terme est non-local et l’action n’est par conse´quent pas bien de´finie. Pour obtenir
une expression locale, il faudrait calculer explicitement l’OPE puis de´velopper un des champs
autour du point d’insertion de l’autre. Le proble`me est que :
?
?eirX˜+ωX
0
(z)????e−irX˜+ωX
0
(w)?? = (z − w)1−4r2??eirX˜+ωX0(z)e−irX˜+ωX0(w)?? (6.1.41)
n’est pas de´fini en z = w pour r2 > 1/4. Afin d’exprimer ce terme de contact, La solution
est simplement d’appliquer, meˆme si cela brise explicitement la supersyme´trie, la re´gularisation
UV de point-splitting c’est-a`-dire que toute OPE entre deux champs quelconque φ1(z)φ2(w) est
restreinte au domaine tronque´ 4 dans l’UV par θ(|z−w|−). Or on peut encoder cette contrainte
directement a` l’inte´rieur des fonctions de Green des fermions de bord :
Γ+(z)Γ−(w) = ξ(z − w) + 2θzθwδ(z − w)
→ θ(z − w − ε)− θ(w − z − ε)
+ θzθw δ(|z − w| − ε) (6.1.42)
4. La limite IR, aussi utilise´ dans les calculs pre´ce´dents, est quant a` elle spe´cifique au plan complexe et ne doit
eˆtre incluse a` ce niveau. Le point-splitting concerne uniquement les divergences UV.
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ou` nous avons introduit ξ(z) = 2θ(z)− 1 la fonction signe. En somme, cette re´gularisation
revient – en tout cas en ce qui concerne le cut-off UV – a` re´pandre l’interaction autour du point
de contact z = w. Dans la limite ε → 0 on retrouve bien la formule initiale. Compte-tenu
de (6.1.40) il en ressort un terme de contact a` petite e´chelle. En re´injectant dans le membre de
gauche la de´composition des fermions de bords Γ± = η± + θF±, nous obtenons la fonction de
Green re´gularise´e des champs auxiliaires :
GF (z, w) = δ(|z − w| − ε) (6.1.43)
Reprenons maintenant (6.1.40) et injectons la fonction de Green ci-dessus. Nous aurons
alors pour le terme de contact :
λ+λ−
∮
dw ε1−4r
2
?
?eirX˜+ωX
0
(w + ε)e−irX˜+ωX
0
(w)??
+ λ+λ−
∮
dw ε1−4r
2
?
?eirX˜+ωX
0
(w)e−irX˜+ωX
0
(w + ε)?? (6.1.44)
L’ordre le plus bas dans le de´veloppement des ope´rateurs est le seul a` correspondre a` une
divergence UV, e´tant donne´ que r < 1/2. Par conse´quent, pour r2 > 1/4 et dans la limite ou`
ε→ 0 :
λ+λ−
∮
dw ε1−4r
2
?
?e2ωX
0
(w)?? + . . . (6.1.45)
Ce terme est dominant dans la limite ε → 0. L’ensemble des autres termes tendent a` s’an-
nuler. Toutefois, l’ensemble de ces termes, tant que ε est fini et non nul, devraient contribuer et
en particulier pourraient fournir des termes proportionnels a` des divergences sous-dominantes.
C’est effectivement bien le cas, mais en comparant les calculs dans chaque cas, il revient visi-
blement au meˆme d’utiliser l’expression non locale (6.1.44) ou l’expression (6.1.45) – cf. notre
article [62]. Cela peut sembler e´trange, mais il n’est pas e´vident que la se´rie et l’inte´grale com-
mute : pour preuve ici la formule suivante qui applique une simple translation de la variable
d’inte´gration :
∫ +∞
−∞
dw ??eirX˜+ωX
0
(w + ε)e−irX˜+ωX
0
(w)?? =
∫ +∞
−∞
dw ??eirX˜+ωX
0
(w)e−irX˜+ωX
0
(w − ε)??
(6.1.46)
Or il est clair que les de´veloppements en se´ries de eirX˜+ωX0(w+ ε) et de e−irX˜+ωX0(w− ε)
ne sont pas e´gaux. Par conse´quent, tant que ε est fini nous ne pouvons pas de´velopper les
ope´rateurs et commuter la se´rie et l’inte´grale et l’action ne peut pas s’exprimer sous une forme
totalement locale. En revanche dans la limite ε → 0 aucune ambiguı¨te´ ne subsiste car seul le
terme dominant est non nul et il est identique dans chaque membre de l’expression ci-dessus.
En admettant que techniquement ε = 0 strictement et aussi bien dans la de´finition de l’action
que dans le calcul de toute amplitude alors il apparaıˆt naturel de ne conserver dans l’action que
le terme local dominant.
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Fonctions de Green des fermions de bord et ordre de chemin
Pour de´velopper directement l’action (6.1.38) exprime´e dans le super-espace, il faut d’abord
calculer la fonction a` N-points des fermions de bord. Or, celle-ci est non nulle uniquement pour
N pair. Par conse´quent, calculons donc la fonction a` 2N-points des fermions de bord :
〈
Γ+(z1)Γ
−(z2) . . .Γ+(z2N−1)Γ−(z2N)
〉
=
2(n!)2∑
permP
(−1)P (a1,a2...a2n)Θ(za1 − za2 + θa1θa2)Θ(za2 − za3 + θa2θa3) (6.1.47)
avec Θ(z1 − z2 + θ1θ2) = Θ(z1 − z2) + θ1θ2δ(z1 − z2) et P toute permutation des indices
qui conservent l’ordre (+ − + − . . .) ou (− + − + . . .) donc par exemple (a1, a2, a3, . . .) =
(1, 2, 3 . . .). Le membre de gauche n’est pas a priori ordonne´, mais en utilisant le the´ore`me de
Wick avec (6.1.42) nous obtenons deux ordres distincts dans le membre de droite correspondant
a` (+ − +−) et (− + −+). Donc par inte´gration des fermions de bord nous obtenons un ordre
de chemin dans l’inte´grale de chemin, ce qui revient a` l’effet obtenu par l’inclusion de facteurs
de Chan-Paton.
Maintenant, en appliquant la re´gularisation pre´ce´dente nous aurons par exemple pour la
fonction a` 2-points :
〈
Γ+(z1)Γ
−(z2)
〉
ε
= Θ(z1 − z2 − ε+ θ1θ2)−Θ(z2 − z1 − ε+ θ2θ1)− θ2θ1)
= Θ(z1 − z2 − ε) + θ1θ2 δ(z1 − z2 − ε)
−Θ(z2 − z1 − ε) + θ1θ2 δ(z1 − z2 + ε) (6.1.48)
Et dans une fonction plus grande, il n’est pas difficile d’extrapoler la formule ci-dessus.
Les fonctions delta correspondent aux fonctions de Green des champs auxiliaires. Ils sont par
conse´quent associe´s aux contributions du terme de contact que nous avons calcule´. Or dans
toute fonction a` 2N-points, entre les fonctions de Green du terme de contact s’intercalent des
fonctions theˆta qui ordonnent les termes de contact avec les autres ope´rateurs. De sorte qu’en
voulant calculer les contributions du terme de contact (local ou non local) dans une amplitude,
il faut imposer, de fac¸on ad hoc, qu’aucun ope´rateur ne doit approcher un autre ope´rateur a`
moins 5 de ε.
Inte´gration des fermions et facteurs de Chan-Paton
Pour obtenir les facteurs de Chan-Paton, il faut quantifier les champs fermioniques η±
compte-tenu du terme cine´tique η+∂η− tout en conside´rant les autres termes comme des pertur-
bations. Les e´quations du mouvement sont triviales :
∂η± = 0 et
{
η+, η−
}
= 1 (6.1.49)
5. Sur le bord deH+ il faut aussi demander a` ce que les ope´rateurs ne s’e´loignent pas les uns des autres de plus
de L.
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Elles sont aise´ment re´solues par η± = σ± avec les matrices de Pauli σ± = (σ1 ± iσ2)/2. Il
faut ensuite utiliser les identifications suivantes :
η± → σ±
η+η−(z)→ 1
2
[
σ+, σ−
]
=
σ3
2
(6.1.50)
La deuxie`me identification est naturelle par anti-commutation de η±. L’inte´grale de chemin,
compte-tenu de ce qui a e´te´ vu dans la section pre´ce´dente a` propos de l’ordre de chemin induit
par les fermions de bord (6.1.47) s’exprimera donc par :
∫
[dΓ+dΓ−][dX]e−Ssuper . . . = Tr
∫
[dX][dψ]Pe−Sdecomp−Scontact (6.1.51)
ou` dans le membre de droite nous avons utilise´ l’action exprime´e dans le super-espace (6.1.38)
et dans le membre de gauche l’action de´compose´e et exprime´e en terme des facteurs de Chan-
Paton. Il faut en outre ajouter la contribution du terme de contact obtenue par inte´gration des
champs auxiliaires et qui s’exprime par :
Sdecomp + Scontact = Sbulk +
∮
dz
(
σ+ ⊗ λ+ ψ+eirX˜+ωX0 + σ− ⊗ λ− ψ−e−irX˜+ωX0
)
+ λ+λ−
∮
dw ε1−4r
2
?
?e2ωX
0
(w)?? (6.1.52)
Nous avons aussi inclus un ope´rateur d’ordre P de´ja` introduit auparavant, qui applique
selon :
P
∫
dz1dz2 . . . dzN φ1(z1)φ2(z2) . . . φN(zN) = (2pi)N
∫
[dzi
>
]N φ1(z1)φ2(z2) . . . φN(zN)
(6.1.53)
et impose aux ope´rateurs φi d’eˆtre effectivement ordonne´s, c’est-a`-dire en terme des facteurs
de Chan-Paton qu’ils contiennent. Nous avons introduit la notation pratique que l’on re´utilisera :
[dzi
>
]N =
N∏
i
dzi
2pi
N−1∏
i
Θ(zi − zi+1) (6.1.54)
Action ge´ne´rale avec perturbation de distance et remarque sur les termes de contact
d’ordre supe´rieurs
En partant de l’action (6.1.36) et avec Φ = r+δr(Xa), nous aurions aussi obtenu des termes
de contact entre champ de distance (δr η±ψ˜)2 → δr2/ε et dont l’expression en fonction des cut-
offs correspond exactement aux divergences de type Moebius [4, 3, 81, 125] rencontre´es dans
le calcul de l’action BI par exemple. Le terme proportionnel aux fermions η+η− serait :
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iη+η−
(
δr(Xa)∂X˜ + ∂aδr(X
a)ψaψ˜
)
→ iσ
3
2
(
δr(Xa)∂X˜ + ∂aδr(X
a)ψa
)
(6.1.55)
Alors l’action serait tre`s semblable a` celle obtenue en the´orie bosonique, mis a` part le terme
supersyme´trique supple´mentaire.
Maintenant, en s’inspirant de l’e´mergence du contreterme d’ordre 2 en tant que terme
de contact, il faudrait tenter de regrouper l’ensemble des contretermes dans une formulation
unique manifestement supersyme´trique. Autrement dit, nous voudrions une action exprime´e a
priori dans le super-espace puis e´ventuellement de´compose´e de telle sorte que les ope´rateurs
du type σ0 ⊗ e2nωX0 apparaissent, accompagne´s comme (6.1.45) d’une expression divergente
dans les cut-offs et telle qu’ils sont pre´cise´ment les contretermes ne´cessaire a` la soustraction
de toutes les divergences. Par extrapolation de notre re´sultat a` l’ordre 4, les seules divergences
re´sultantes a` soustraire seraient du type ε4n2ω2−1. Celles-ci ne peuvent correspondre qu’a` des
termes de contact d’ordre 2n. En effet, ceux-ci doivent eˆtre du type :
ε−1
∫
d2n−1~u δ(2n)(ui − ε)f(~u)
∫
dz e2nωX
0
(6.1.56)
avec ~u le vecteur pris dans l’espace des distances entre ope´rateurs, de type (z1 − z2), dont
la base est choisie de telle sorte que les distances sont inde´pendantes. Nous pouvons choisir par
exemple ui = zi − zi+1 avec i ∈ [1, 2n− 1]. La fonction f est calcule´e par OPE des tachyons ;
par exemple a` l’ordre 4 :
〈
T+(z1)T
−(z2)T+(z3)T−(z4)
〉
= f(~u)
= (z1 − z2)4ω2−1(z1 − z3)(z1 − z4)4ω2−1(z2 − z3)4ω2−1(z2 − z4)(z3 − z4)4ω2−1
= (u1)4ω
2−1(u1 + u2)(u1 + u2 + u3)4ω
2−1(u2)4ω
2−1(u2 + u3)(u3)4ω
2−1 (6.1.57)
Compte-tenu de la fonction delta, tous les facteurs sont proportionnels a` ε. Donc a` l’ordre 4
le terme de contact serait proportionnel a` :
ε16ω
2−1
∫
dz e2nωX
0
(6.1.58)
A l’heure actuelle nous ne connaissons pas de telle formulation obtenue a` l’aide des champs
auxiliaires. Or ce type de terme dans son expression manifestement supersyme´trique est im-
portant car il peut ajouter de nouvelles contributions finies aux calculs, en plus de soustraire
les divergences. Ce devrait eˆtre un terme non-line´aire et il pourrait eˆtre par exemple de la
forme ε−1
∫
dz F+F−F+F−(z) ce qui ne peut provenir que d’un terme manifestement super-
syme´trique de la forme
∮
Γ+DΓ−DΓ+DΓ−.
Ces termes ne sont cependant pas indispensables, car une formulation supersyme´trique n’ex-
clut pas la renormalisation. En outre, le fait de rajouter des termes implique de modifier fonda-
mentalement la the´orie puisque cela revient a` ajouter de nouvelles interactions sur le bord.
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Pour conclure, en ce qui concerne le tachyon roulant a` distance fixe, l’expression manifeste-
ment supersyme´trique est souhaite´e mais n’est pas ne´cessaire. Elle implique en outre d’exprimer
des interactions de contacts a` N-points, qu’a priori nous ne connaissons pas. Autrement dit, le
fait de devoir ajouter des contretermes de fac¸on ad hoc brise explicitement la syme´trie super-
conforme dans l’action de surface de corde, mais n’empeˆche pas la the´orie d’eˆtre exactement
marginale donc de correspondre a` une solution des e´quations du mouvement. Par conse´quent
trouver une expression manifestement supersyme´trique n’est pas indispensable.
6.2 Fonctions beˆta, groupe de renormalisation et e´quations
du mouvement
Cette e´tude est similaire a` celle faite en the´orie bosonique dans la section 5.2. Elle donnera a`
peu de choses pre`s les meˆmes re´sultats. Il est donc e´vident qu’il faudra uniquement s’inte´resser
aux de´formations marginales au premier ordre. Nous referons cependant le de´veloppement des
trois phases massive, non-massive et tachyonique, et calculerons les fonctions beˆta dans chaque
cas.
Nous commencerons par e´tudier la phase surcritique massive (r > 1/
√
2) puis la phase
sous-critique tachyonique (r < 1/
√
2) plus de´licate et enfin nous e´tudierons la continuite´ avec
la phase critique non massive (r = 1/
√
2).
6.2.1 Phases surcritique r ≥ rc
Dans cette phase, les ope´rateurs de vertex
∮
ψ±e±irX˜±iωX
0 avec ψ± = ±(irψ˜ + iωψ0) sont
marginaux en ω = r2 − 1/2 nous pouvons donc les inclure sur le bord, e´tudier les fonctions
beˆta re´sultantes et y faire correspondre des e´quations de mouvement de champs correspondant.
Nous devons partir de l’action ge´ne´rale (6.1.35) en de´composant Φ = r + δr et en absorbant r
constant dans les fermions de bord, de sorte que nous avons :
S = Sbulk −
∮
dzdθ Γ+
(
D + iδr(Xa)DX˜
)
Γ−
− i
∮
dzdθ λ+(Xa)Γ+eirX˜+iωX0 − i
∮
dzdθ λ−(Xa)Γ−e−irX˜−iωX0 (6.2.1)
avec a` l’ordre 2 en de´rive´es en de´veloppant Xµ = xµ + Xˆµ + θψµ :
δr(Xi) = δr + ∂iδr
(
Xˆ i + iθψi
)
+
∂i∂jδr
2
(
Xˆ iXˆj + 2iθXˆ iψj
)
λ±(Xi) = λ± + ∂iλ±
(
Xˆ i + iθψi
)
+
∂i∂jλ
±
2
(
Xˆ iXˆj + 2iθXˆ iψj
)
(6.2.2)
A l’instar du mode`le bosonique nous avons choisi de comple`tement factoriser le compor-
tement temporel pour ne s’inte´resser qu’au comportement spatial off-shell, ce qui a le me´rite
de simplifier singulie`rement les calculs. Nous re´tablirons la covariance a` la fin. Il est utile de
de´composer cette action explicitement afin de bien de´gager les contributions associe´es aux fer-
mions de bord de celles associe´es aux champs auxiliaires :
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S = Sbulk +
∮
η+∂η− −
∮
F+F−
+ i
∮
η+η−
[
δr′∂X˜ + ∂iδr
(
Xˆ i∂X˜ − ψiψ˜
)
+
∂i∂jδr
2
(
Xˆ iXˆj∂X˜ − 2Xˆ iψjψ˜
)]
+
∮
η+eirX˜+iωX
0
[
λ+
′
ψ+ + ∂iλ
+
(
Xˆ iψ+ + ψi
)
+
∂i∂jλ
+
2
(
Xˆ iXˆjψ+ + 2Xˆ iψj
)]
+
∮
η−e−irX˜−iωX
0
[
λ−
′
ψ− + ∂iλ−
(
Xˆ iψ− + ψi
)
+
∂i∂jλ
−
2
(
Xˆ iXˆjψ− + 2Xˆ iψj
)]
+
∮
F+
[
−η−ψ˜
(
δr′ + ∂iδrXˆ i +
∂i∂jδr
2
Xˆ iXˆj
)
−i eirX˜+iωX0
(
λ+
′
+ ∂iλ
+Xˆ i +
∂i∂jλ
+
2
Xˆ iXˆj
)]
+
∮
F−
[
η+ψ˜
(
δr′ + ∂aδrXˆ i +
∂i∂jδr
2
Xˆ iXˆj
)
−i e−irX˜−iωX0
(
λ−
′
+ ∂iλ
−Xˆ i +
∂i∂jλ
−
2
Xˆ iXˆj
)]
(6.2.3)
Nous avons sorti explicitement le facteur d’e´chelle UV dans le sche´ma de Wilson, mais
avec des de´formations principalement marginales, il disparaıˆt. Ne´anmoins, nous avons note´ par
commodite´ µ′ = µ + ln εµ pour µ = {δr, λ±} mais dans la suite nous oˆterons le ”prime” et
conside´rerons implicite l’addition de ln εµ. Remarquons au passage que βµ′ = βµ +µ. Par
inte´gration des champs auxiliaires, nous obtenons un ensemble de termes de contact re´gularise´s
dans l’UV 6 comme il a e´te´ fait pre´ce´demment en utilisant GF = δ(|z − w| − ε) :
Scontact = −2
ε
[
δr2 − 2∂iδr∂iδr ln ε+
(
∂i(δr
2)− 4∂jδr∂j∂iδr ln ε
)
Xˆ i +
∂i∂j(δr
2)
2
Xˆ iXˆj
]
+ ε−1
[
λ+λ− − 2∂iλ+∂iλ− ln ε+
(
∂i(λ
+λ−)− 2∂i
(
∂jλ
−∂jλ+
)
ln ε
)
Xˆ i
+
∂i∂j(λ
+λ−)
2
Xˆ iXˆj
]
+ iη+ψ˜eirX˜+iωX
0
[
λ+δr − 2∂iλ+∂iδr ln ε+
(
∂i(λ
+δr)− 2∂i
(
∂jδr∂
jλ+
)
ln ε
)
Xˆ i
+
∂i∂j(λ
+δr)
2
Xˆ iXˆj
]
− iη−ψ˜e−irX˜−iωX0
[
λ−δr − 2∂iλ−∂iδr ln ε+
(
∂i(λ
−δr)− 2∂i
(
∂jδr∂
jλ−
)
ln ε
)
Xˆ i
+
∂i∂j(λ
−δr)
2
Xˆ iXˆj
]
(6.2.4)
A la deuxie`me ligne, nous avons utilise´ 2ω2 − 2r2 = −1 dans l’OPE des tachyons, d’ou`
le facteur ε−1. A premie`re vue il apparaıˆt un certain nombre de divergences logarithmiques qui
6. Nous ne nous interesserons pas aux divergences IR ici.
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devraient logiquement contribuer aux fonctions beˆta des couplages des tachyons – en particulier
celles des deux dernie`res lignes – et a` la fonction beˆta du ”couplage” de l’ope´rateur unite´
∮
1.
En ve´rite´, c¸a n’est pas le cas : ces termes vont jouer le roˆle de contretermes supprimant une
partie des divergences apparaissant par OPE des ope´rateurs factorise´s par η± dans (6.2.3).
Dans le sche´ma de Wilson par exemple, les e´ventuels contretermes ne participent pas aux
fonctions beˆta des couplages car ces derniers de´pendent directement du cut-off ε et doivent
de´ja` contenir toutes contributions permettant de supprimer toutes les divergences. Si ces contre-
termes retranchent les divergences, alors cela implique qu’il ne doit pas y avoir de contribution
correspondante dans l’expression des couplages. Et donc les fonctions beˆta ne sont pas mo-
difie´es.
Dans le sche´ma minimal se pourrait eˆtre un peu plus ambigue¨, cependant il faut tenir compte
du fait que les couplages sont associe´s aux ope´rateurs de vertex avant inte´gration des champs
auxiliaires, par conse´quent tout ce qui apparaıˆt via l’inte´gration de ces derniers n’a pas a` eˆtre
pris en compte dans la de´finition des couplages.
Remarquons en outre que le premier terme de chacune des deux dernie`res lignes contribue
a` η±ψ˜e±irX˜ de telle sorte que r → r + δr ce qui est en accord avec l’effet attendu de la pertur-
bation δrDX˜ cense´e eˆtre un ope´rateur de changement de distance. Ces termes de contact sont
de´ja` d’ordre 2 dans les perturbations. Par conse´quent, puisque nous ne nous inte´ressons qu’au
deuxie`me ordre en perturbation dans les fonctions beˆta nous pouvons les ne´gliger dans la suite.
L’action que nous allons utiliser maintenant est donne´e par (6.2.3) sans les termes de´pendants
des champs auxiliaires et sans les termes de contact. Soit donc en remplac¸ant les fermions de
bord par les facteurs de CP :
S = Sbulk + σ
3 ⊗ i
2
∮ (
δr∂X˜ + ∂iδr (Xˆ
i∂X˜ − ψiψ˜) + ∂i∂jδr
2
(Xˆ iXˆj∂X˜ − 2Xˆjψiψ˜)
)
+ σ+ ⊗
∮ (
λ+ψ+ + ∂iλ
+(Xˆ iψ+ + ψi) +
∂i∂jλ
+
2
(
Xˆ iXˆjψ+ + 2Xˆjψi
))
eirX˜+iωX
0
+ σ− ⊗
∮ (
λ−ψ− + ∂iλ−(Xˆ iψ− + ψi) +
∂i∂jλ
−
2
(
Xˆ iXˆjψ− + 2Xˆjψi
))
e−irX˜−iωX
0
(6.2.5)
Les OPE importantes sont ici celles des deux tachyons ensemble et celles de chaque tachyon
avec les divers ope´rateurs associe´s au champ de distance. Notons d’abord l’OPE des fermions :
ψ+(z)ψ−(0) ∼ 1
z
(6.2.6)
Elle aura son importance lorsque nous traiterons du cas sous-critique. Les OPE des tachyons
sont comme suit – nous avons laisse´ implicite les facteurs de CP :
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ψ+eirX˜+iωX
0
(z) · ψ−e−irX˜−iωX0(w) ' (z − w)−2 + ir(z − w)−1∂X˜(w) + . . .
(Xˆ iψ+ + ψi)eirX˜+iωX
0
(z) · ψ−e−irX˜−iωX0(w) ' Xˆ
i
(z − w)2 +
1
z − w
(
irXˆ i∂X˜ + ψiψ−
)
(Xˆ iψ+ + ψi)eirX˜+iωX
0
(z) · (Xˆjψ− + ψj)e−irX˜−iωX0(w)
' 1
(z − w)2
(
Xˆ iXˆj + 2ηij
)
+
1
z − w
(
2ir ηij∂X˜ +
(
irXˆ iXˆj∂X˜ − 2Xˆ iψjψ+
))
(
Xˆ iXˆjψ+ + 2Xˆjψi
)
eirX˜+iωX
0
(z) · ψ−e−irX˜−iωX0(w)
' 1
(z − w)2
(
Xˆ iXˆj
)
+
1
z − w
(
irXˆ iXˆj∂X˜ + 2Xˆjψiψ−
)
(
Xˆ iXˆjψ+ + 2Xˆjψi
)
eirX˜+iωX
0
(z) · (Xˆkψ− + ψk)e−irX˜−iωX0(w)
' 1
(z − w)2
(
2ηkiXˆj + . . .
)
+
1
z − w
(
2ir ηkiXˆj∂X˜ + . . .
)
(
Xˆ iXˆjψ+ + 2Xˆjψi
)
eirX˜+iωX
0
(z) ·
(
XˆkXˆ lψ− + 2Xˆkψl
)
e−irX˜−iωX
0
' 1
(z − w)2
(
4ηilXˆjXˆk + . . .
)
+
2
z − w
(
4irηilXˆjXˆk∂X˜ + . . .
)
(6.2.7)
Quelques remarques :
i) Nous avons cache´ a` l’inte´rieur des points de suspension tous les termes proportionnels a`
ln(z−w). Ceux du deuxie`me terme participeront aux fonctions beˆta sous la forme ε−1 ln ε
et sont proportionnels a` des fonctions beˆta. Tandis que ceux du premier terme donneront
des divergences en :
∫ L
ε
dz
ln z
z2
=
1
ε
+
ln ε
ε
+ . . . (6.2.8)
aux termes de´pendants de L pre`s. Par exemple a` la troisie`me ligne nous devrions avoir le
terme complet :
1
(z − w)2
[
Xˆ iXˆj + 2ηij(1− ln(z − w))
]
−→ Xˆ
iXˆj − 2ηij ln ε
ε
(6.2.9)
En multipliant par ∂iλ+∂jλ− et en comparant au terme de contact de la seconde ligne
de (6.2.4) nous retrouvons bien :
ε−12 ln ε ∂iλ+∂iλ− (6.2.10)
Par conse´quent, ces deux termes s’annulent ensemble. Il en sera de meˆme pour tous les
autres termes semblables.
ii) Dans (6.2.7) nous avons aussi cache´ tous les termes qui ont plus de deux indices, par
exemple Xˆ iXˆjXˆkψ˜ car ils correspondent a` des ordres plus e´leve´s en de´rive´es des champs
que nous avons ici ne´glige´s.
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iii) Les termes inte´ressants ici sont ceux dont l’ope´rateur contient ∂X˜ ou ψ˜. Donc les pre-
miers termes en (z − w)−2 ne seront e´tudie´s qu’en dernier lieu pour ve´rifier s’ils corres-
pondent a` des contretermes ou s’annulent entre eux.
iv) Enfin, de meˆme que dans le de´veloppement bosonique, les termes contenant des champs
de la coordonne´e temporelle tels que ψ0 ou ∂X0 ne seront pas e´tudie´s.
Les OPE entre tachyons et perturbation de distance sont donne´s dans les formules suivantes.
En utilisant σ3σ± = ±σ± et en laissant les facteurs de Chan-Paton implicites tels que dans le
membre de gauche il faudrait ajouter le pre´facteur σ3σ±⊗ et dans le membre de droite σ±⊗ :
∂X˜(z) · ψ±e±irX˜±iωX0(w) ' ∓2ir
z − wψ
±e±irX˜±iωX
0
(w) + . . .
∂X˜(z) · (Xˆ iψ± + ψi)e±irX˜±iωX0(w) ' ∓2ir
z − w (Xˆ
iψ± + ψi)e±irX˜±iωX
0
(w) + . . .
(Xˆ i∂X˜ − ψiψ˜)(z) · ψ±e±irX˜±iωX0(w) ' ∓2ir
z − w (Xˆ
iψ± + ψi)e±irX˜±iωX
0
(w) + . . .
(Xˆ i∂X˜ − ψiψ˜)(z) · (Xˆjψ± + ψj)e±irX˜±iωX0(w)
' ∓2
z − w
[
ir
(
Xˆ iXˆjψ± + 2X iψj
)
+ ηijψ˜ + . . .
]
e±irX˜±iωX
0
(Xˆ i∂X˜ − ψiψ˜)(z) ·
(
XˆjXˆ lψ± + 2Xˆjψl
)
e±irX˜±iωX
0
(w) ' ±2
z − w
(
2ηikXˆjψ˜ + . . .
)
e±irX˜±iωX
0
(Xˆ iXˆj∂X˜ − 2Xˆjψiψ˜)(z) · ψ±e±irX˜±iωX0(w) ' ∓2ir
z − w
(
Xˆ iXˆjψ± + 2Xˆjψi
)
e±irX˜±iωX
0
(Xˆ iXˆj∂X˜ − 2Xˆjψiψ˜)(z) · (Xˆ lψ± + ψl)e±irX˜±iωX0(w)
' ±2
z − w
(
2ηacXˆjψ˜ + . . .
)
e±irX˜±iωX
0
(Xˆ iXˆj∂X˜ − 2Xˆjψiψ˜)(z) ·
(
Xˆ lXˆ lψ± + 2Xˆ lψl
)
e±irX˜±iωX
0
(w)
' ±2
z − w
(
4ηadXˆjXˆ lψ˜ + . . .
)
e±irX˜±iωX
0
(6.2.11)
De nouveau nous avons cache´ les termes qui ne nous inte´ressent pas. Ainsi, au deuxie`me
ordre en re´cupe´rant seulement les termes inte´ressants dans (6.2.7) et (6.2.11) nous avons a`
sommer dans l’inte´grale de chemin, apre`s inte´gration de z > w :
1−
∑
±
σ± ⊗
∫
dw ψ±e±irX˜±ωX
0
(w)
[
λ± +
(
2rδrλ± + 2∂iδr∂iλ±
)
ln
ε
`
]
− σ3 ⊗ i
2
∫
dw ∂X˜
[
δr + 2r
(
λ+λ− + 2∂iλ+∂iλ−
)
ln
ε
`
]
+ . . . (6.2.12)
Nous ne nous occupons ici que des couplages λ± et δr. Les couplages ∂iλ± et ∂iδr rec¸oivent
des contributions qui sont les de´rive´es de celles des premiers. Il en est de meˆme pour les de´rive´es
d’ordres suivants.
Maintenant, par comparaison aux termes de contact a` la troisie`me et quatrie`me ligne dans (6.2.4)
le terme ±2∂iδr∂iλ+ est exactement compense´. Si bien que ce dernier ne doit pas participer a`
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la fonction beˆta de λ± comme nous l’avons explique´. En outre, certains termes brisent la su-
persyme´trie de surface, comme par exemple dans l’avant-dernie`re ligne de (6.2.11) le terme en
Xˆ iψ˜ sans son partenaire ψi. Or, ils apparaissent aussi dans l’expression (6.2.4) des termes de
contacts, qui suppriment a` nouveau ces contributions. Il en est de meˆme pour toutes les contribu-
tions du premier terme de chaque ligne de (6.2.7). En calculant exactement chacun de ceux-ci,
y compris ceux proportionnels a` ln(z − w) qui e´taient occulte´s dans les points de suspension,
nous obtenons apre`s inte´gration, chacun des contretermes de deuxie`me ordre dans les tachyons
et leur de´rive´es.
Enfin, d’autres termes brisent la supersyme´trie de surface mais n’apparaissent dans aucun
terme de contact, tels que dans (6.2.7)
2irηikXˆj∂X˜ ou 4irηilXˆjXˆk∂X˜ (6.2.13)
Ceux-ci peuvent eˆtre proble´matiques puisqu’impossible a` re´absorber par des rede´finitions
des champs. Bien qu’ils soient nuls apre`s application de la trace sur le facteur σ3 en se replac¸ant
dans un contexte plus ge´ne´ral d’une amplitude avec des insertions arbitraires alors ils peuvent
contribuer de fac¸on non triviale et effectivement briser la supersyme´trie de surface dans l’am-
plitude : la syme´trie superconforme au niveau des amplitudes n’est donc plus garantie. L’unique
solution est d’imposer l’e´quation :
∂j
[
∂iλ
+∂iλ−
]
= 0 ⇔ ∂iλ+∂iλ− ∝ λ+λ− (6.2.14)
avec λ− = (λ+)∗. Il ne s’agit pas une contrainte extraordinaire. En effet, par exemple
λ± ∝ e±ikiXi la ve´rifie imme´diatement. On peut cependant s’interroger sur la signification
physique de cette contrainte qui n’apparaıˆt pas spe´cifiquement comme une e´quation de mouve-
ment. Compte-tenu de la formule (6.2.12), nous avons :
β± = (−2rδr −∆)λ±
βδr = −∆δr − 2r
(
1 + 2k2
)
λ+λ− (6.2.15)
avec k2 la valeur propre de−∆λ+. Par comparaison aux fonctions beˆta correspondantes (5.2.9)
dans le cas bosonique, nous obtenons une formule a` peine diffe´rente. Toutefois, elles ont les
meˆmes solutions et (6.2.15) peut se re´e´crire sous la forme :
β± = (−2rδr −∆)λ±
βδr = −∆δr − 2rλ+λ− + r
(
λ+∆λ− + λ−∆λ+
)
(6.2.16)
Soit a` peu de chose pre`s et au deuxie`me ordre :
β± = (−2rδr −∆)λ±
βδr = −∆δr − 2rλ+λ− + r
(
λ+β− + λ−β+
)
(6.2.17)
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Par conse´quent, a` des fonctions beˆta pre`s 7 les e´quations sont exactement semblables dans
ce cas et dans le cas bosonique. Maintenant, nous pouvons comme dans le mode`le bosonique
imposer un ansatz plus ge´ne´ral :
T+ = eirX˜
(
ζ(1)(Xi)eiωX
0
+ ζ∗(2)(Xi)e−iωX
0
)
T− = (T+)∗ (6.2.18)
avec ω2 = r2 − 1/2 telle que la de´formation correspondante est marginale. En remarquant
que seuls les termes croise´s contribuent aux fonctions beˆta nous obtenons :
βδr = ∆δr − 2r
(∣∣ζ(1)∣∣2 + ∣∣ζ(2)∣∣2)+ . . .
β(1,2) = ∆ζ(1,2) − 2rδr ζ(1,2) (6.2.19)
Elles sont exprime´es e´galement a` des fonctions beˆta pre`s. A ce stade les tachyons peuvent
eˆtre rede´finis par une constante de´pendant de r puisque la distance est constante ζ →√f(r)ζ .
La forme des e´quations nous sugge`re les e´quations du mouvement suivantes. En notant φ =
r + δr et T+ = T = (T−)∗ et en re´tablissant la covariance :
δL
δφ
= −φ− φf(φ)1
2
− φ2
(
∂aT∂
aT ∗ +
(
1
2
− φ2
)
|T |2
)
δL
δT ∗
= −T +
(
1
2
− φ2
)
T
δL
δT
= −T ∗ +
(
1
2
− φ2
)
T ∗ (6.2.20)
Comme dans le mode`le bosonique, il n’existe pas d’action effective correspondant a` ces
e´quations du mouvement quadratiques. Toutefois, la solution de ces e´quations a` distance constante
reste compatible avec la solution a` distance constante de´rive´e de l’action de Garousi de´veloppe´e
a` l’ordre quadratique (5.1.6), c’est-a`-dire T = 0. En fait, elles peuvent eˆtre re´e´crites en utilisant
les e´quations de T et T ∗ sous la forme :
δL
δφ
= −φ− φf(φ) |T |2 − φf(φ)
1− 2φ2∂a∂
a |T |2
δL
δT ∗
= −T +
(
1
2
− φ2
)
T
δL
δT
= −T ∗ +
(
1
2
− φ2
)
T ∗ (6.2.21)
La de´pendance en ζ(1) et ζ(2) dans (6.2.19) sugge`re que les deux solutions ζ(1)eiωx
0 et
ζ(2)e
−iωx0 sont inde´pendantes a` cet ordre. Par conse´quent, pour re´soudre les e´quations (6.2.20)
il faudrait imposer l’ansatz T = τ~ke
ikνxµ qui ve´rifie ∂a |T |2 = 0. Le long de cet ansatz, ces
e´quations sont compatibles avec celles de´rive´es depuis l’action quadratique (5.1.6) :
7. Soit des termes nuls par relation a` des e´quations du mouvement.
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δL
δφ
= −φ− 2φ |T |2
δL
δT ∗
= −T +
(
1
2
− φ2
)
T
δL
δT
= −T ∗ +
(
1
2
− φ2
)
T ∗ (6.2.22)
A condition que f(φ) = 2. Ceci indique que l’action de Garousi est valide, au moins a`
l’ordre quadratique, pour tout champ de tachyon dans la phase sur-critique. Il faudrait e´videmment
ve´rifier que les modifications des fonctions beˆta des tachyons dans (6.2.19) a` des ordres supe´rieurs
sont compatibles avec les non-line´arite´s des e´quations de l’action Garousi. En particulier, la pro-
prie´te´ d’inde´pendance entre les solutions ζ(1)eiωx
0 et ζ(2)e−iωx
0 est forte et probablement fausse
aux ordres supe´rieurs. Toutefois, la fac¸on dont l’action de Garousi a` e´te´ de´rive´e et le fait qu’elle
ai e´te´ ve´rifie´e par comparaison a` des e´le´ments de matrice-S sugge`re qu’elle doit eˆtre valide
dans la phase surcritique. C’est ce que nous devrions obtenir en prolongeant l’e´tude aux ordres
supe´rieurs.
6.2.2 Phase sous-critique r < rc
L’extension du mode`le off-shell pre´ce´dent au domaine sous-critique s’inspire de l’e´tude bo-
sonique du chapitre pre´ce´dent, section 6.2. Puisqu’il faut des de´formations de bord marginales
au premier ordre a` l’action, l’expression en super-espace doit eˆtre :
S = Sbulk −
∮
dzdθ Γ+
(
D + iδr(Xa)DX˜
)
Γ−
− i
∮
dzdθ λ+(Xi)Γ+eirX˜+ωX0T+ − i
∮
dzdθ λ−(Xi)Γ−T−e−irX˜+ωX0 (6.2.23)
avec cette fois-ci ω2 = 1/2− r2. Les couplages sont de´veloppe´s e´galement selon :
δr(Xi) = δr + ∂iδr
(
Xˆ i + iθψi
)
+
∂i∂jδr
2
(
Xˆ iXˆj + 2iθXˆ iψj
)
λ±(Xi) = λ± + ∂iλ±
(
Xˆ i + iθψi
)
+
∂i∂jλ
±
2
(
Xˆ iXˆj + 2iθXˆ iψj
)
(6.2.24)
Par comparaison au de´veloppement pre´ce´dent, il suffit ici de changer ψ± en ψ± = ±irψ˜ +
ωψ0. Mais (6.2.6) devient maintenant :
ψ+(z)ψ−(0) ∼ 4r
2 − 1
z
(6.2.25)
Pour bien clarifier les choses il est pre´fe´rable d’exprimer les parties ”non-contact” et ”termes-
de-contact” de l’action de´compose´e se´pare´ment. Pour la premie`re, nous avons :
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S = Sbulk + σ
3 ⊗ i
2
∮ (
δr∂X˜ + ∂iδr (Xˆ
i∂X˜ − ψiψ˜) + ∂i∂jδr
2
(Xˆ iXˆj∂X˜ − 2Xˆjψiψ˜)
)
+ σ+ ⊗
∮ (
λ+ψ+ + ∂iλ
+(Xˆ iψ+ + ψi) +
∂i∂jλ
+
2
(
Xˆ iXˆjψ+ + 2Xˆjψi
))
eirX˜+ωX
0
+ σ− ⊗
∮ (
λ−ψ− + ∂iλ−(Xˆ iψ− + ψi) +
∂i∂jλ
−
2
(
Xˆ iXˆjψ− + 2Xˆjψi
))
e−irX˜+ωX
0
(6.2.26)
Tandis que la partie relevant des termes de contact exclusivement est :
Scontact = −2
ε
[
δr2 − 2∂iδr∂iδr ln ε+
(
∂i(δr
2)− 4∂jδr∂j∂iδr ln ε
)
Xˆ i +
∂i∂j(δr
2)
2
Xˆ iXˆj
]
+ ε1−4r
2
[
λ+λ− − 2∂iλ+∂iλ− ln ε+
(
∂i(λ
+λ−)− 2∂i
(
∂jλ
−∂jλ+
)
ln ε
)
Xˆ i
+
∂i∂j(λ
+λ−)
2
Xˆ iXˆj
]
e2ωX
0
+ η+ψ+eirX˜+ωX
0
[
λ+δr − 2∂iλ+∂iδr ln ε+
(
∂i(λ
+δr)− 2∂i
(
∂jδr∂
jλ+
)
ln ε
)
Xˆ i
+
∂i∂j(λ
+δr)
2
Xˆ iXˆj
]
+ η−ψ−e−irX˜+ωX
0
[
λ−δr − 2∂iλ−∂iδr ln ε+
(
∂i(λ
−δr)− 2∂i
(
∂jδr∂
jλ−
)
ln ε
)
Xˆ i
+
∂i∂j(λ
−δr)
2
Xˆ iXˆj
]
(6.2.27)
Les OPE impliquant le produit de deux tachyons ne peuvent clairement pas donner de terme
proportionnel a` l’ope´rateur ∂X˜ a` cause du facteur e2ωX0 . D’autant que la de´pendance UV as-
socie´e sera d’ordre ε4(1/2−r2) → 0. Par conse´quent, similairement au cas bosonique, nous ne
nous inte´resserons qu’au premier terme du de´veloppement :
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ψ+eirX˜+ωX
0
(z) · ψ−e−irX˜+ωX0(w) = 4r
2 − 1
(z − w)4r2 e
2ωX0(w) + . . .
(Xˆ iψ+ + ψi)eirX˜+ωX
0
(z) · ψ−e−irX˜+ωX0(w) = (4r
2 − 1)Xˆ i
(z − w)4r2 e
2ωX0(w) + . . .
(Xˆ iψ+ + ψi)eirX˜+ωX
0
(z) · (Xˆjψ− + ψj)e−irX˜+ωX0(w)
=
1
(z − w)4r2
(
(4r2 − 1)Xˆ iXˆj + 2ηij
)
e2ωX
0
(w) + . . .(
Xˆ iXˆjψ+ + 2Xˆjψi
)
eirX˜+ωX
0
(z) · ψ−e−irX˜+ωX0(w)
=
4r2 − 1
(z − w)4r2
(
Xˆ iXˆj
)
e2ωX
0
(w) + . . .(
Xˆ iXˆjψ+ + 2Xˆjψi
)
eirX˜+ωX
0
(z) · (Xˆkψ− + ψk)e−irX˜+ωX0(w)
=
2
(z − w)4r2
(
2ηikXˆj + . . .
)
e2ωX
0
(w) + . . .(
Xˆ iXˆjψ+ + 2Xˆjψi
)
eirX˜+ωX
0
(z) ·
(
XˆkXˆ lψ− + 2Xˆ lψk
)
e−irX˜+ωX
0
(z)
=
2
(z − w)4r2
(
4ηikXˆjXˆ l + . . .
)
e2ωX
0
(w) + . . .
(6.2.28)
Tous les termes a` plus de deux indices dans les Xˆ i et les termes proportionnels a` ln ε sont de
nouveaux cache´s dans les pointille´s. Apre`s inte´gration ces derniers sont compense´s exactement
par les contretermes. Puis pour les OPE entre le champ de distance et le tachyon nous aurons :
∂X˜(z) · ψ±e±irX˜+ωX0(w) = ∓2ir
z − wψ
±e±irX˜+ωX
0
(w) + . . .
∂X˜(z) · (Xˆ iψ± + ψi)e±irX˜+ωX0(w) = ∓2ir
z − w (Xˆ
iψ± + ψi)e±irX˜+ωX
0
(w) + . . .
∂X˜(z) ·
(
Xˆ iXˆjψ± + 2Xˆjψi
)
e±irX˜+ωX
0
(w) =
∓2ir
z − w
(
Xˆ iXˆjψ± + 2Xˆjψi
)
e±irX˜+ωX
0
(w) + . . .
(Xˆ i∂X˜ − ψiψ˜)(z) · ψ±e±irX˜+ωX0(w) = ∓2ir
z − w (Xˆ
iψ± + ψi)e±irX˜+ωX
0
(w) + . . .
(Xˆ i∂X˜ − ψiψ˜)(z) · (Xˆjψ± + ψj)e±irX˜+ωX0(w)
=
∓2ir
z − w
[(
Xˆ iXˆjψ± +X(iψj)
)
∓ η
ij
ir
ψ˜ + . . .
]
eab±irX˜ + ωX0
(Xˆ i∂X˜ − ψiψ˜)(z) ·
(
XˆjXˆkψ± + 2Xˆkψj
)
e±irX˜+ωX
0
(w) =
∓2
z − w
(
ηikXˆjψ˜ + . . .
)
e±irX˜+ωX
0
(Xˆ iXˆj∂X˜ − 2Xˆjψiψ˜)(z) · ψ±e±irX˜+ωX0(w) = ∓2ir
z − w
(
Xˆ iXˆjψ± + 2Xˆjψi
)
e±irX˜+ωX
0
(Xˆ iXˆj∂X˜ − 2Xˆjψiψ˜)(z) · (Xˆkψ± + ψk)e±irX˜+ωX0(w) = 2
z − w
(
2ηikXˆjψ˜ + . . .
)
e±irX˜+ωX
0
(Xˆ iXˆj∂X˜ − 2Xˆjψiψ˜)(z) ·
(
XˆkXˆ lψ± + 2Xˆ lψk
)
e±irX˜+ωX
0
(w)
=
2
z − w
(
4ηikXˆjXˆ lψ˜ + . . .
)
e±irX˜+ωX
0
(6.2.29)
Nous obtenons donc un certain nombre de termes susceptibles de participer aux fonctions
beˆta de λ± mais clairement aucun pour celle de δr. Nous avons e´galement des contraintes afin
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de garantir la supersyme´trie de surface des amplitudes. Ces contraintes sont toutes les de´rive´es
de l’e´quation suivante, a` cause des termes d’ordre supe´rieur dans (6.2.28) qui sont a` peu de
choses pre`s les meˆmes que dans le cas surcritique, ce qui explique que nous ne les avons pas
explicitement e´crits :
∂k
[
∂iλ
+∂iλ− +
(
2r2 − 1)λ+λ−] = 0 ⇔ ∂iλ+∂iλ− ∝ λ+λ− (6.2.30)
Cette e´quation est bien ve´rifie´e par la solution de tachyon roulant par exemple λ± ∝ eωx0
avec ω2 = 1/2− r2 puisque la de´rive´e est uniquement spatiale. En fait, comme pre´ce´demment
cette e´quation est en ge´ne´ral ve´rifie´e puisque les solutions les plus e´videntes sont du type eikaxa
avec k0 re´el ou imaginaire. La contrainte de re´alite´ du produit λ+λ− suffit alors a` extraire toute
contribution spatiale, de telle sorte que ∂i(λ+λ−) = 0. Les fonctions beˆta des tachyons et de la
perturbation de distance obtenues sont :
β± = − (2rδr + ∆)λ±
βδr = −∆δr (6.2.31)
Ce re´sultat est attendu, car la perturbation en σ3 ⊗ ∮ ∂X˜ n’est pas produite par OPE des
tachyons, ce qui apparaıˆt bien dans (6.2.28). Ainsi nous obtenons le meˆme re´sultat que dans le
cas bosonique.
Plac¸ons nous de nouveau le long de l’ansatz ge´ne´ral :
T+ = eirX˜
(
ζ(1)(Xi)eωX
0
+ ζ(2)(Xi)e−ωX
0
)
T− = (T+)∗ (6.2.32)
Par OPE de ces tachyons, des contributions a` la fonction beˆta de δr seront produites. Pour
ω2 = 1/2− r2 nous obtenons :
βδr = −∆δr − 2r
(
ζ(1)ζ
∗
(2) + ζ(2)ζ
∗
(1)
)
β(1,2) = ∆ζ(1,2) − 2rδr ζ(1,2) (6.2.33)
Elles sont exprime´es a` des fonctions beˆta pre`s comme dans le cas pre´ce´dent 8 et a` une
rede´finition du tachyon pre`s a` distance constante ζ → √f(r)ζ . Cela nous sugge`re encore les
e´quations du mouvement suivantes, en notant φ = r+ δr et T+ = T = (T−)∗ et en re´tablissant
la covariance :
δL
δφ
= −φ− φf(φ)1
2
− φ2
(
∂aT∂
aT ∗ +
(
1
2
− φ2
)
|T |2
)
δL
δT ∗
= −T +
(
1
2
− φ2
)
T
δL
δT
= −T ∗ +
(
1
2
− φ2
)
T ∗ (6.2.34)
8. Si on tient bien compte de l’expression comple`te des fermions ψ±(1,2) on obtient que le produit intervenant
est ψ+(1)(z)ψ
−
(2)(0) ∼ 1/z.
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Naturellement, ces e´quations ne sont pas compatibles avec celles de´duites de l’action de Ga-
rousi a` l’ordre quadratique. En effet, dans la section pre´ce´dente, les formules (6.2.21) et (6.2.22)
e´taient compatibles modulo le terme ∂a∂a |T |2 qui s’annule le long de l’ansatz eikaxa . En re-
vanche ici, ce terme ne s’annule pas puisque le terme de me´lange entre ζ(1) et ζ(2) dans (6.2.33)
sugge`re que les deux contributions de l’ansatz sont de´pendantes : l’ansatz n’est pas re´ductible
sous la forme eikaxa et par conse´quent ∂a∂a |T |2 6= 0.
Nous pourrons comparer ces e´quations a` celles de´rive´es a` partir d’une action effective ob-
tenue par comparaison au calcul de la fonction de partition, suivant la me´thode de Kutasov
et Niarchos [77]. Nous pre´senterons dans la section 6.3 le calcul de la fonction de partition a`
distance fixe.
6.2.3 Phase critique r = rc
Le passage de la phase surcritique a` la phase sous-critique est discontinue en r = rc, exac-
tement comme dans le cas bosonique et nous renvoyons a` la discussion de la section 5.2.3.
Nous referons cependant le de´veloppement en l’adaptant au mode`le pre´sent. A la distance cri-
tique, l’ope´rateur de tachyon ±iψ˜e±iX˜/
√
2 est marginal et on peut re´duire la CFT a` c = 1 en
se de´barrassant de la coordonne´e temporelle. En revanche, cet ope´rateur n’est pas exactement
marginal a` cause de la fonction beˆta non nulle de la perturbation de distance. Ceci implique que
la brane pose´e a` la distance critique est attire´e vers le domaine tachyonique. Le long de l’ansatz
T± = ±λ±(Xa)(iψ˜/√2)e±iX˜/
√
2 les fonctions beˆta sont :
βδr = δr −
√
2λ+λ− + . . .
β± = λ± −
√
2δr λ± (6.2.35)
La comparaison de la fonction beˆta de la perturbation de distance entre les diffe´rentes phases
le long de l’ansatz T = ζ(1)eiωx
0
+ ζ(2)e
−iωx0 avec ω =
√
1/2− r2 de´voile une discontinuite´ en
r = 1/
√
2 la distance critique :
r >
1√
2
: βδr = ∆δr − 2r
(∣∣ζ(1)∣∣2 + ∣∣ζ(2)∣∣2)+ . . .
r =
1√
2
: βδr = −δr − 2 |λ|2
r <
1√
2
: βδr = ∆δr − 2r
(
ζ(1)ζ
∗
(2) + ζ
∗
(1)ζ(2)
)
+ . . .
(6.2.36)
En r = 1/
√
2 les couplages sont λ± = ζ(1) + ζ(2) par continuite´ dans la de´finition des
de´formations de bord. Ainsi, a` l’instar du mode`le bosonique, la transition surcritique/sous-
critique est une transition de phase : en omettant le terme cine´tique, la fonction beˆta change
de signe, car
∣∣ζ(1)∣∣2 + ∣∣ζ(2)∣∣2 > 0 et ζ(1)ζ∗(2) + ζ∗(1)ζ(2) < 0. La fonction beˆta en la distance
critique interpole entre ces deux expressions.
Cette discontinuite´ en r = rc exprime e´galement le fait qu’une the´orie des champs en r = rc
n’est pas bien de´finie, parce que d’un coˆte´ nous avons une phase stable et de l’autre une phase
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instable. En outre, a` propos de la transition sous-critique/critique, d’apre`s notre e´tude sur les
divergences du mode`le roulant en fonction de la distance, le nombre de contretermes de type
terme-de-contact a` ajouter a` l’action de surface tend a` exploser en r−c . Ainsi, dans cette limite, la
the´orie est non-renormalisable, mais pas en r = rc comme nous le voyons bien. Il s’agirait d’un
moyen pour le syste`me de mener a` la discontinuite´, ce qui est re´miniscent de la limite c → 1
dans les the´ories de Liouville [103, 38, 104]. Nous savons par exemple que la continuation
analytique b → ib (i.e. Q → 0 ou c → 1) pour passer de Liouville de genre espace a` Liouville
de genre temps n’est pas tre`s bien de´finie. Or notre mode`le est tre`s similaire dans la forme a` une
the´orie super-Liouville, mis a` part les facteurs de CP. En ce sens, la transition b → ib semble
similaire a` la transition ω → 0 (soit c = 2 → c = 1) dans l’ope´rateur du tachyon sur le bord
ei
√
1/2−ω2X˜+ωX0 .
6.3 Fonction de partition on-shell du syste`me se´pare´
En BSFT des cordes ouvertes introduite par Witten [135, 136] nous avons une relation
entre l’action de BSFT – sur l’espace des the´ories des champs – on-shell et la fonction de
partition calcule´ sur le disque D2 qui en the´orie supersyme´trique apparaıˆt eˆtre particulie`rement
simple [120, 76, 84] a priori si on suppose que la matie`re et les fantoˆmes sont de´couple´s :
S[φion] = ZD2 [φ
i
on] (6.3.1)
ou` l’expression de la fonction de partition est explicitement :
ZD2 [φ
i
on] = Tr P
∫
[dX][dψ]e−Sbulk[Gab,Bab,Φ]−
∑
i φ
i
on
∮
S1 Vi (6.3.2)
Dans ce contexte, φion est une valeur constante correspondant a` un point fixe du groupe de
renormalisation pour le couplage associe´ a` l’ope´rateur de vertex
∮
Vi. L’e´galite´ sugge`re par ex-
traction du mode ze´ro des champs bosoniques Xa que l’on peut exprimer une densite´ d’action,
c’est-a`-dire un lagrangien en fonction en la densite´ de fonction de partition note´ Z ′ selon :
∫
dp+1x L[ϕion(x)] =
∫
dp+1x Z ′D2 [ϕ
i
on(x)] (6.3.3)
L’expression de ϕion(x) est simplement donne´e par l’identite´ ϕ
i
on(x
a) = φion 〈Vi(Xa)〉0 avec
〈. . .〉0 le corre´lateur calcule´ en the´orie libre. Par conse´quent, si on veut obtenir l’action on-shell
le long d’un tachyon roulant [77, 79] que l’on sait eˆtre une solution des e´quations du mouvement
dans le cas d’une seule brane non-BPS ou d’une paire de brane-antibrane se´pare´es ou non, il
faut calculer la fonction de partition sur le disque pour laquelle on ajoute une de´formation
supersyme´trique :
δS =
∮
S1
T (X0) (6.3.4)
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avec τ(x0) = eωx0 la forme suppose´e de la solution de tachyon roulant dans l’espace-cible.
Sur la paire coı¨ncidente, Kutasov et Niarchos [77] ont pu contraindre suffisamment la forme
de l’action effective, en imposant que la solution la plus ge´ne´rale possible est T+ex0/
√
2 +
T−e−x
0/
√
2. En outre, la fonction de partition est parfaitement connue [79] – et aise´e a` calculer –
dans ce syste`me pre´cis le long du tachyon roulant de demi S-brane eωx0 . Parce qu’ils n’avaient
ordre par ordre qu’un seul parame`tre a` fixer, la seule e´quation (6.3.3) suffisait a` totalement
de´terminer l’action.
Or pour le cas qui nous inte´resse – brane-antibrane se´pare´es – ce n’est pas du tout suffisant,
car la solution plus ge´ne´rale n’existe que pour une classe de parame`tres qui ne permettent pas
de re´duire les degre´s de liberte´ de l’action suffisamment. Nous obtenons un syste`me clairement
sous-contraint. En outre, nous allons voir que la fonction de partition est tre`s complique´e a`
calculer et que nous n’avons pu connaıˆtre pour tout r que les 2 premiers ordre. Nous avons aussi
obtenu les 5 premiers ordres en une distance particulie`re r = 1/2, pour laquelle l’inte´grande se
simplifie significativement. Notons que cette distance est pre´cise´ment celle a` partir de laquelle
le terme de contact devient important, c’est-a`-dire divergent. Ne´anmoins en cette valeur il est
fini mais non nul et participe donc pleinement au calcul de la fonction de partition.
Meˆme si l’action n’est pas contrainte suffisamment par ce biais, il est toujours inte´ressant de
voir si la fonction de partition est calculable perturbativement et si le de´veloppement converge
ou non, bien que cela ne soit valable que pour x0 → −∞.
6.3.1 Rappels sur le syste`me et pre´sentation des calculs
Je souhaite rappeler avant de rentrer plus dans les de´tails de la me´thode de calcul. Nous
regardons donc un syste`me brane-antibrane a` distance fixe´e que nous avons montre´ eˆtre pour
tout r une BCFT. Nous devons calculer la fonction de partition pour ce syste`me et nous partirons
de l’action de´finie sur le super-espace du disque suivante :
S = Sbulk −
∮
Γ+DΓ− − i
∮
λ+
2pi
Γ+eirX˜+ωX
0 − i
∮
λ−
2pi
Γ−e−irX˜+ωX
0
(6.3.5)
Ici le tachyon est donc choisi on-shell en une distance constante. Dans le bulk le fond est
trivial, c’est-a`-dire que l’espace est plat et que Bab = 0 et Φ = φ constant. Sur le disque unite´,
nous utiliserons que les variables sont z = ρeit avec ρ < 1 et en particulier sur le bord, donc
le long du cercle unite´, nous aurons z = eit. La formule que nous utilisons pour calculer la
fonction de partition est donc :
ZD2 [λ
±, r] =
∫
[dΓ+dΓ−][dX][dX0]e−Sbulk−
∮
Γ+DΓ−−i ∮S1 dzdθ2pi λ+Γ+eirX˜+ωX0−i ∮S1 dzdθ2pi λ−Γ−e−irX˜+ωX0
(6.3.6)
avec ω2 = 1/2 − r2. Nous avons inte´gre´ les autres champs Xa6=0 et champs transverses Xi,
puisque comme nous le disions dans le cas bosonique, ceux-ci n’interagissent pas avec X˜ et X0.
Nous avons aussi suppose´ que les fantoˆmes sont de´couple´s et aussi inte´gre´s.
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Remarque sur les divergences de Mo¨bius
Ce dernier point n’est pas comple`tement trivial, car a priori nous devrions avoir des infinite´s
de (super-)Mo¨bius SL(2|2,R) sur le disque qu’il faudrait re´gulariser et supprimer en fixant
un certain nombre d’ope´rateurs dans le super-espace. En fait, si on suit Tseytlin [125, 4, 81,
3] cela est finalement totalement relie´ au groupe de renormalisation et ce que nous avons vu
pre´ce´demment. En effet, off-shell il n’y a pas de syme´trie de Mo¨bius et on-shell pas force´ment
suffisamment d’ope´rateurs a` fixer surtout si on calcule une fonction de partition ; l’option qui
consiste a` diviser par le volume du groupe de Mo¨bius peut donc amener a` obtenir un re´sultat
nul. Ce serait un non sens en ce qui concerne la fonction de partition.
Tseytlin montre qu’en imposant un cut-off UV sur les fonctions de Green, la divergence de
Mo¨bius est re´gularise´e et apparaıˆt sous la forme d’une divergence line´aire qui peut e´ventuellement
eˆtre re´absorbe´e, par renormalisation, dans les champs comme nous avons pu voir, ou sim-
plement soustrait par une sorte de renormalisation-zeta. En supercorde, ce sont les termes de
contact qui jouent ce roˆle [55, 4] et donc il n’y aurait pas d’infinite´s super-mo¨bius [4], c’est-a`-
dire que le volume du groupe serait fini et qu’en ce qui concerne au moins les amplitudes de
the´orie des cordes ouvertes supersyme´trique il n’est pas ne´cessaire de fixer la jauge.
De ce point de vue, il peut eˆtre geˆnant de constater que le tachyon roulant pour une distance
supe´rieure a` r = 1/2 produit des divergences qui ne sont, en l’e´tat, pas supprime´es par des
termes de contact. C’est ce que nous voyons quand les termes du type e2nωX0 avec n ≥ 2 sont
divergent. Cependant, cela n’est pas relie´ au groupe de Mo¨bius dont les divergences restent
supprime´es par les termes de contact proportionnels a` l’ope´rateur unite´.
Pre´sentation des calculs
Nous allons maintenant calculer les premiers ordres de la fonction de partition. Avant cela
nous allons devoir pre´senter un certain nombre de re`gles de calculs diagrammatiques pour traiter
les contributions des fermions de bord dont les termes de contact. Mais en premier lieu, nous
allons simplement exprimer la fonction de partition de´veloppe´e. Elle est :
ZD2 [λ
±, r] =
∞∑
n=0
(−1)n
n!
∫
[dΓ+dΓ−][dX][dX0]e−Sbulk−
∮
Γ+DΓ−
(
i
∮
S1
dzdθ
2pi
λ+Γ+eirX˜+ωX
0
+ i
∮
S1
dzdθ
2pi
λ−Γ−e−irX˜+ωX
0
)n
(6.3.7)
Nous savons que 〈Γ±Γ± . . .〉 n’est non nul que s’il y a un nombre e´gal de Γ+ et de Γ−.
Enfin, nous savons que la fonction de corre´lation est telle que le re´sultat s’exprime comme
une somme de termes du type Θˆ(1, 2)Θˆ(2, 3) . . . qui ordonnent les fermions selon les sche´mas
(+ − + − . . .) ou (− + − + . . .). La fonction Θˆ(1, 2) est l’extension supersyme´trique de la
fonction theta de heaviside sur le bord du disque, c’est-a`-dire Θˆ(1, 2) = θ(t1 − t2 − θ1θ2) pour
ti ∈ [0; 2pi]. Par anti-syme´trie de rede´finition des variables d’inte´gration – dans le super-espace
– nous pouvons e´crire a` partir de (6.1.47) :
〈
Γ+(1)Γ−(2) . . .Γ+(2n− 1)Γ−(2n)〉 = 2(n!)2Θˆ(1, 2)Θˆ(2, 3) . . .Θ(2n− 1, 2n) (6.3.8)
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On regroupe les mesures d’inte´gration ensemble par commutation de dzi et anti-commutation
de dθi avec tout Γ±. Nous devons donc inclure un facteur (−1)n devant la mesure suivante :
∫
[dtˆ
>
]n =
∫ 2pi
0
n∏
i=1
dti
2pi
dθi
n−1∏
i=1
Θˆ(i, i+ 1) (6.3.9)
avec la re`gle d’inte´gration multiple de Fubini-Berezin :
∫
dθ1dθ2dθ3 . . . f1(θ1)f2(θ2)f3(θ3) . . . =
∫
dθ1 f1(θ1)
∫
dθ2 f2(θ2)
∫
dθ3 f3(θ3) (6.3.10)
Nous avons alors :
ZD2 [λ
±, r] =
∞∑
n=0
2(n!)2
2n!
C2nn
∫
[dtˆ
>
]2n
〈
T+(1)T−(2)T+(3) . . .
〉
(6.3.11)
avec T±(i) = λ±e±irX˜+ωX0(zi). Le coefficient combinatoire correspond au nombre de fac¸on
d’avoir dans un corre´lateur autant de Γ+ que de Γ− a` partir du de´veloppement (6.3.7). Le
corre´lateur des tachyons n’est pas difficile a` calculer en utilisant la re`gle sur le bord pour X
Neumann :
〈
n∏
i
?
?eikiX(zˆi)??
〉
=
∏
i<j≤n
∣∣zi − zj − i√zizjθiθj∣∣2kikj 〈??∏
i
eikiX(zˆi)??
〉
(6.3.12)
Pour les impulsions re´elles, la re`gle de conservation de l’impulsion impose techniquement∑
ki = 0. En revanche, cela n’est pas ne´cessaire si on ne choisit pas d’inte´grer sur les modes
ze´ro, comme par exemple le long de la coordonne´e temporelle X0 ou` ici k0 = −iω est imagi-
naire pure. Remarquons que le long de la coordonne´e duale X˜ , la conservation de l’impulsion
est imme´diatement ve´rifie´e du fait des contraintes impose´es par les corre´lateurs des fermions de
bord. Cela implique d’ailleurs que la fonction de partition ne de´pend que du module carre´ du
tachyon – rappelons qu’il faut λ+ = (λ−)∗ par hermiticite´ de l’action. De sorte que nous avons :
〈
T+(1)T−(2)T+(3einx) . . . T−(2n)
〉
=
(
λ+λ−
)n n∏
1≤i<j
∣∣z2i−1 − z2j−1 − i√z2i−1z2j−1θ2i−1θ2j−1∣∣ ∣∣z2i − z2j − i√z2iz2jθ2iθ2j∣∣
×
n∏
i,j=1
∣∣z2i−1 − z2j − i√z2i−1z2jθ2i−1θ2j∣∣1−4r2 e2nωx0 (6.3.13)
en appliquant 〈X0〉 = x0 et en utilisant ω2 + r2 = 1/2. Par commodite´ d’e´criture, nous in-
troduirons une fonction Sˆ(i, j) et une autre S(i, j) syme´triques par permutation des arguments,
telles que sur le disque :
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Sˆ(i, j) =
∣∣zi − zj − i√zizjθiθj∣∣
=
∣∣∣∣2 sin ti − tj2 − θiθj
∣∣∣∣
=
∣∣∣∣2 sin ti − tj2
∣∣∣∣− ε(i, j)θiθj (6.3.14)
et S(i, j) =
∣∣∣2 sin ti−tj2 ∣∣∣. La fonction ε(i, j) ≡ ε(ti−tj) est la fonction signe que nous avons
de´ja` introduit, anti-syme´trique par permutation des arguments. Pour la fonction S la syme´trie
par permutation des arguments est simplement une syme´trie Z2 sur ti − tj . De sorte que nous
pouvons e´crire la fonction de partition sous la forme :
ZD2 [λ
±, r] = 2
∞∑
n=0
(
λ+λ−e2ωx
0
)n ∫
[dtˆ
>
]2n
n∏
1≤i<j
Sˆ(2i, 2j)Sˆ(2i− 1, 2j − 1)×
n∏
i,j=1
Sˆ(2i− 1, 2j)1−4r2
(6.3.15)
ou encore :
ZD2 [λ
±, r] = 2
∞∑
n=0
(
λ+λ−e2ωx
0
)n ∫
[dtˆ
>
]2n
n∏
i,j=1
Sˆ(i, j)×
n∏
i,j=1
Sˆ(2i− 1, 2j)−4r2 (6.3.16)
Nous allons maintenant voir comment calculer les inte´grales ou au moins comment les ex-
primer apre`s inte´grations des variables de Grassmann. Nous avons pu calculer les quelques pre-
miers ordres uniquement pour la distance particulie`re r = 1/2, ou` l’on voit dans (6.3.15) que
le deuxie`me facteur a` la puissance 1 − 4r2 disparaıˆt et qu’il ne reste que ∏ni,j=1 Sˆ(2i − 1, 2j).
Malgre´ cela, a` cause de l’ordre d’inte´gration et de la pre´sence de termes de contact dans les
fonction theˆta supersyme´triques, l’inte´gration n’en est pas beaucoup plus facilite´.
6.3.2 Me´thode diagrammatique
Je vais de´finir une me´thode diagrammatique pour re´duire les inte´grales sur les variables de
Grassmann et sur les termes de contact correspondant aux δ(i, j) = δ(ti− tj) dans les fonctions
theˆta supersyme´triques. Je vais donc introduire des re`gles et des symboles. Dans (6.3.15) nous
avons deux ensembles d’indices. L’ensemble des indices pairs note´ J et celui des indices impairs
note´ K. Nous voyons que la premie`re sorte de terme, d’exposant 1 ne me´lange pas chacun de
ces deux ensembles tandis que, la deuxie`me sorte de terme, d’exposant 1 − 4r2 me´lange les
deux types d’indices. C’est la raison pour laquelle l’inte´grale est plus complexe que dans le
cas ou` ces termes disparaissent en r = 1/2. Pour simplifier, mais nous verrons que l’on pourra
facilement ge´ne´raliser apre`s, plac¸ons nous dans ce cas pre´cis. Alors l’inte´grale est simplement :
ZD2 [λ
±, 1/2] = 2
∞∑
n=0
(
λ+λ−ex
0
)n ∫
[dtˆ
>
]2n
n∏
1≤i<j
Sˆ(2i, 2j)Sˆ(2i− 1, 2j − 1) (6.3.17)
Deux remarques. Premie`rement, car nous avons a` inte´grer sur les variables de Grassmann,
chacune doit apparaıˆtre une et une seule fois. Ensuite, si un terme de contact δ(i, j) et une
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fonction S(i, j) apparaissent simultane´ment et contiennent les meˆmes variables l’inte´grande
s’annule car S(i, i) = 0.
Maintenant, voici les re`gles diagrammatiques :
• Chaque indice i correspond a` un vertex.
• On se´pare les indices J des indices K par deux colonnes distinctes.
• Une ligne nue repre´sente une fonction S(i, j) et une ligne tirete´e une fonction Θ(i, j).
• Une ligne tirete´e avec une fle`che allant de i vers i+ 1 repre´sente −δ(i, i+ 1)θiθi+1.
• Une ligne pleine avec une fle`che allant de i vers j < i repre´sente −θiθj(i, j).
Il faut aussi appliquer la contrainte suivante :
• Tout vertex doit eˆtre pointe´ par ou doit pointer une et une seule fle`che.
Prenons un exemple avec J = {1, 3, 5} et K = {2, 4, 6}. L’inte´grale a` calculer est explici-
tement :
I =
∫
[dtˆ
>
]6 Sˆ(1, 3)Sˆ(1, 5)Sˆ(3, 5)Sˆ(2, 4)Sˆ(2, 6)Sˆ(4, 6)
=
∫
[dt]6[dθ]6
5∏
i=1
(
θ(i, i+ 1)− θiθi+1δ(i, i+ 1)
)
×
3∏
1≤i<j
(
S(2i− 1, 2j − 1)− ε(2i− 1, 2j − 1)θ2i−1θ2j−1
)(
S(2i, 2j)− ε(2i, 2j)θ2iθ2j
)
(6.3.18)
En de´veloppant et en appliquant les re`gles pre´ce´demment nomme´es, nous trouverons entre
autres les deux diagrammes suivant :
1
3
5
2
4
6
= (−1)3
∫
[dt]6[dθ]6θ1θ2θ3θ4θ5θ6 δ(1, 2)δ(3, 4)δ(5, 6) Θ(2, 3)Θ(4, 5)
× S(1, 3)S(1, 5)S(3, 5)S(2, 4)S(2, 6)S(4, 6)
1
3
5
2
4
6
= (−1)3
∫
[dt]6[dθ]6θ1θ3θ2θ4θ5θ6 δ(5, 6) Θ(1, 2)Θ(2, 3)Θ(3, 4)Θ(4, 5)
× ε(1, 3)ε(2, 4) S(1, 5)S(3, 5)S(2, 6)S(4, 6)
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En suivant un sche´ma de construction identiques, nous aurons aussi les diagrammes suivant :
1
3
5
2
4
6
1
3
5
2
4
6
1
3
5
2
4
6
1
3
5
2
4
6
Le de´veloppement en diagramme est clairement plus facile a` utiliser et plus pratique en
terme d’espace sur le papier que le de´veloppement analytique brutal. Nous devons maintenant
inte´grer les variables de Grassmann et nous pouvons trouver des e´quivalent graphiques a` appli-
quer dans les diagrammes. Voici donc les re`gles d’inte´gration :
• Si deux vertex sont raccorde´s par une fle`che sur une ligne tirete´e alors ils sont fusionne´s
et un facteur 1/2pi apparaıˆt devant l’inte´grale re´sultante.
• Le nombre de lignes nues doit eˆtre conserve´.
• La parite´ (i.e.±1) du diagramme doit le multiplier et est donne´e par la parite´ de re´organisation
en ordre croissant des paires d’indices connecte´es par des fle`ches de lignes pleines – en
supposant que les indices anticommutent. Par exemple, (35, 46) est de parite´ −1 car il
faut une seule permutation de 4 et 5 pour avoir (3456).
• Il faut enfin renommer tous les vertex dans l’ordre croissant en suivant le chemin indique´
par les lignes tirete´es. La parite´ doit eˆtre conserve´e.
Donnons tout de suite un exemple pour clarifier :
1
3
5
2
4
6
fusion − 1
2pi
×
1
3
5
4
6
renommage − 1
2pi
×
1
2
4
3
5
Parce que (35, 46)→ −(3456), ce diagramme a la parite´ (−1). Il correspond a` la re´duction
de l’inte´grale suivante que nous avons rencontre´ plus toˆt :
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− (−1)
3
2pi
∫
[dt]5Θ(1, 2)Θ(2, 3)Θ(3, 4)Θ(4, 5) ε(3, 5)ε(4, 6) S(1, 2)S(1, 3)S(1, 4)S(1, 5)
=
1
2pi
∫
[dt]5Θ(1, 2)Θ(2, 3)Θ(3, 4)Θ(4, 5) S(1, 2)S(1, 3)S(1, 4)S(1, 5)
=
1
2pi
∫
[dt
>
]5
∣∣∣∣∣ 12345
∣∣∣∣∣
(6.3.19)
Nous introduisons une forme symbolique, de nouveau pour e´conomiser de l’espace par :
∣∣∣∣∣ i1, i2 . . . ipj1j2 . . . jn
∣∣∣∣∣ =
p∏
α=1
n∏
a=1
S(iα, ja) (6.3.20)
Cette forme est comple`tement syme´trique par e´change des indices sur chaque ligne. Mainte-
nant, appliquons de nouveaux les re`gles d’inte´gration pour l’autre diagramme dont nous avions
donne´ quelques de´tails :
1
3
5
2
4
6
fusion 1
(2pi)3
1
3
5
renommage 1
(2pi)3
1
2
3
Ce diagramme a` la parite´ (+1) puisque qu’aucun indice n’est pointe´ par une fle`che de ligne
pleine. L’inte´grale correspondante est la suivante :
(−1)3 1
(2pi)3
∫
[dt]3Θ(1, 2)Θ(2, 3) S(1, 2)2S(1, 3)2S(2, 3)2
= − 1
(2pi)3
∫
[dt
>
]3
∣∣∣∣∣ 123
∣∣∣∣∣
∣∣∣∣∣ 213
∣∣∣∣∣
∣∣∣∣∣ 312
∣∣∣∣∣ (6.3.21)
Cette inte´grale est comple`tement syme´trique par permutation des variables d’inte´gration.
Quand un inte´grande S(1, 2, 3 . . . , n) est comple`tement syme´trique et que l’inte´grale est or-
donne´e, on peut enlever l’ordre d’inte´gration par l’identite´ suivante :
∫
[dt
>
]n S(1, 2, 3 . . . , n) =
∫
[dt]n
n!
S(1, 2, 3 . . . , n) (6.3.22)
Ainsi, pour celle qui nous inte´resse, nous aurons :
− 1
(2pi)3
∫
[dt]3Θ(1, 2)Θ(2, 3)
∣∣∣∣∣ 123
∣∣∣∣∣
∣∣∣∣∣ 213
∣∣∣∣∣
∣∣∣∣∣ 312
∣∣∣∣∣ = − 1(2pi)3
∫
[dt]3
3!
∣∣∣∣∣ 123
∣∣∣∣∣
∣∣∣∣∣ 213
∣∣∣∣∣
∣∣∣∣∣ 312
∣∣∣∣∣
(6.3.23)
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Les quatre autres diagrammes sont tre`s semblables a` celui qui donne l’inte´grale (6.3.19).
En fait, en suivant la me´thode pre´sente´e, on trouve rapidement qu’il s’agit juste de toutes les
permutations du nombre supe´rieur avec les nombres infe´rieurs dans la forme syme´trique, c’est-
a`-dire pour les cinq diagrammes que l’on somme simplement :
1
2pi
∫
[dt
>
]5
(∣∣∣∣∣ 12345
∣∣∣∣∣+
∣∣∣∣∣ 21345
∣∣∣∣∣+
∣∣∣∣∣ 31245
∣∣∣∣∣+
∣∣∣∣∣ 41235
∣∣∣∣∣+
∣∣∣∣∣ 51234
∣∣∣∣∣
)
(6.3.24)
Or nous voyons que l’inte´grale ci-dessus est comple`tement syme´trique par permutation de
toutes les variables d’inte´gration. Par conse´quent, nous pouvons la simplifier en utilisant l’iden-
tite´ (6.3.22). En outre, une fois l’ordre d’inte´gration retire´, on voit que les cinq termes sont
rigoureusement identiques a` une permutation des variables d’inte´gration pre`s et par conse´quent
e´gaux. Ainsi, l’inte´grale finale en regroupant toutes les contributions (6.3.23) et (6.3.24) de-
vient :
I = − 1
(2pi)3
∫
[dt]3
3!
∣∣∣∣∣ 123
∣∣∣∣∣
∣∣∣∣∣ 213
∣∣∣∣∣
∣∣∣∣∣ 312
∣∣∣∣∣+ 52pi(5!)
∫
[dt]5
∣∣∣∣∣ 12345
∣∣∣∣∣
(6.3.25)
6.3.3 Application au calcul de la fonction de partition en r = 1/2
Nous pouvons effectivement faire explicitement le calcul en cette valeur de distance car
l’inte´grande est significativement simplifie´ par rapport au calcul en r arbitraire et avec MATHE-
MATICA nous avons pu re´soudre les inte´grales jusqu’a` l’ordre 8 dans les tachyons. La motiva-
tion pour ce calcul est de retrouver le de´veloppement d’une fonction connue par identification
des premiers ordres. Nous verrons cependant que la fonction semble trop complique´e pour eˆtre
reconnue. Le calcul complet est de la forme :
Z(x, y) = 2
∞∑
n=0
(λ+λ−ex
0
)n In (6.3.26)
Avec l’inte´grale In donne´e par :
In =
∫
[dtˆ
>
]2n
n∏
1≤i<j
Sˆ(2i, 2j)Sˆ(2i− 1, 2j − 1) (6.3.27)
Le calcul de In peut eˆtre simplifie´ en utilisant la me´thode diagrammatique, c’est-a`-dire en
ajoutant des fle`ches sur ce genre de sche´ma, eg. en n = 3 :
I3 =
∫
[dtˆ
>
]6
1
3
5
2
4
6
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Comme nous venons de voir, nous avons obtenu pour ce diagramme, le re´sultat :
I3 =
C51
2pi
∫
[dt]5
5!
∣∣∣∣∣ 12345
∣∣∣∣∣− 1(2pi)3
∫
[dt]3
3!
∣∣∣∣∣ 123
∣∣∣∣∣
∣∣∣∣∣ 213
∣∣∣∣∣
∣∣∣∣∣ 312
∣∣∣∣∣
=
212
4!(2pi)5
− 1
(2pi)3
=
16
3pi5
− 1
8pi3
(6.3.28)
Nous avons explicitement e´crit C51 = 5 car le terme combinatoire apparaıˆt re´ellement. En
effet, il s’agit de choisir un indice dans la ligne supe´rieure de la forme syme´trique, parmi 5. Il
est assez facile d’obtenir I2 :
I2 =
(
1
(2pi)2
∫
[dt]2
2!
∣∣∣∣∣ 12
∣∣∣∣∣
∣∣∣∣∣ 21
∣∣∣∣∣−
∫
[dt]4
4!
)
=
1
(2pi)2
− 1
4!
=
1
4pi2
− 1
24
(6.3.29)
Puis I1 :
I1 = −
(
1
2pi
∫
[dt]1
)
= − 1
2pi
(6.3.30)
En revanche, le calcul de I4 est plus complexe, mais par la me´thode diagrammatique, nous
obtenons finalement :
I4 =
∫
[dt
>
]8
[
13
57
][
24
68
]
− 1
(2pi)2
∫
[dt]6
6!
C62
∣∣∣∣∣ 12
∣∣∣∣∣
∣∣∣∣∣ 21
∣∣∣∣∣
∣∣∣∣∣ 123456
∣∣∣∣∣
+
1
(2pi)4
∫
[dt]4
4!
∣∣∣∣∣ 1234
∣∣∣∣∣
∣∣∣∣∣ 2134
∣∣∣∣∣
∣∣∣∣∣ 3124
∣∣∣∣∣
∣∣∣∣∣ 4123
∣∣∣∣∣
=
1
1120
+
143
144pi6
− 55
192pi4
+
13
480pi2
−
(
− 1001
2592pi6
− 175
432pi4
− 1
240pi2
)
+
1
16pi4
=
1
1120
+
3575
2592pi6
+
205
1728pi4
+
1
32pi2
+
1
16pi4
(6.3.31)
Pour gagner de l’espace nous avons a` nouveau introduit une forme symbolique. Ici il s’agit
d’une forme comple`tement anti-syme´trique par permutation de tous les indices :
[
ab . . .
cd . . .
]
=
∑
P
(−1)P
(
p(a)p(b) . . .
p(c)p(d) . . .
)
=
(
ab . . .
cd . . .
)
−
(
ac . . .
bd . . .
)
+
(
ad . . .
bc . . .
)
+ . . .
(6.3.32)
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pour laquelle nous avons trouve´ plus pratique d’introduire une troisie`me forme anti-syme´trique
par permutation des indices de meˆme ligne uniquement :
(
abc . . .
def . . .
)
= ε(a, b)ε(a, c)ε(b, c)× . . .× ε(d, e)ε(d, f)ε(e, f)× . . .×
∣∣∣∣∣ abc . . .def . . .
∣∣∣∣∣
(6.3.33)
Plus l’ ordre est grand et plus la formule est complique´e, et cela a` cause des multiples
termes de contact et des ordres d’inte´gration que l’on ne peut pas toujours enlever. Re´sumons
les formules obtenues :
I1 = −
(
1
2pi
∫
[dt]1
)
(6.3.34)
I2 =
1
(2pi)2
∫
[dt]2
2!
∣∣∣∣∣ 12
∣∣∣∣∣
∣∣∣∣∣ 21
∣∣∣∣∣−
∫
[dt]4
4!
(6.3.35)
I3 =
1
2pi
∫
[dt]5
5!
C51
∣∣∣∣∣ 12345
∣∣∣∣∣− 1(2pi)3
∫
[dt]3
3!
∣∣∣∣∣ 123
∣∣∣∣∣
∣∣∣∣∣ 213
∣∣∣∣∣
∣∣∣∣∣ 312
∣∣∣∣∣
(6.3.36)
I4 =
∫
[dt
>
]8
[
13
57
][
24
68
]
− 1
(2pi)2
∫
[dt]6
6!
C62
∣∣∣∣∣ 12
∣∣∣∣∣
∣∣∣∣∣ 21
∣∣∣∣∣
∣∣∣∣∣ 123456
∣∣∣∣∣
+
1
(2pi)4
∫
[dt]4
4!
∣∣∣∣∣ 1234
∣∣∣∣∣
∣∣∣∣∣ 2134
∣∣∣∣∣
∣∣∣∣∣ 3124
∣∣∣∣∣
∣∣∣∣∣ 4123
∣∣∣∣∣
(6.3.37)
En regroupant tous ces termes et leur valeur nume´riques nous obtenons pour la fonction de
partition a` l’ordre (λ+λ−)4 :
Z ′(x0) = 1− λ+λ− e
x0
pi
+
(λ+λ−)2
pi2
e2x
0
(
1−pi
2
6
)
− (λ
+λ−)3
pi3
e3x
0
(
1− 128
3pi2
)
+
(λ+λ−)4
pi4
e4x
0
(
1−55
12
+
143
9pi2
+
13pi2
30
+
pi4
70
+
175
27
+
1001
162pi2
+
pi2
15
)
. . . (6.3.38)
avec en rouge les contributions purement non-contact. On reconnaıˆt parmi tous ces termes
un de´veloppement connu :
1− λ+λ− e
x0
pi
+
(
λ+λ−
)2 e2x0
pi2
− (λ+λ−)3 e3x0
pi3
+ . . . =
1
1 + λ
+λ−
pi
ex0
(6.3.39)
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Or cette somme que nous venons de supposer infinie et exacte l’est effectivement, car en
regardant l’inte´grale In de pre`s, nous voyons que la contribution ayant le nombre maximal
de termes de contact (n pre´cise´ment) est toujours pre´sente et a` une forme standard que l’on
reconnaıˆt eˆtre le de´terminant de Vandermonde [79, 35] :
∆n =
∫
[dt]n
n∏
i
∣∣∣∣2 sin ti − tj2
∣∣∣∣2 = n! (6.3.40)
Si nous factorisons ce terme, alors nous obtenons un de´veloppement re´siduel :
Z(x0) =
1
1 + λ
+λ−
pi
ex0
(
1−
(
λ+λ−
pi
)2
pi2
6
e2x
0
+
(
128
3pi2
− pi
2
6
)(
λ+λ−
pi
)3
e3x
0
+
(
205
108
+
10487
162pi2
+
pi2
2
+
pi4
70
)(
λ+λ−
pi
)4
e4x
0
+ . . .
)
(6.3.41)
que l’on ne reconnaıˆt pas provenir d’une fonction connue. Nous ne pouvons pas aller beau-
coup plus loin dans cette direction. En ve´rite´, nous ne croyons pas vraiment inte´ressant de cal-
culer des termes d’ordre supe´rieurs car ils n’apporteraient pas grand chose du fait que le calcul
devrait de toute fac¸on eˆtre fait non-perturbativement, dans la mesure ou` ex0 croit rapidement.
6.3.4 Extension de la technique a` tout r 6= 1/2
Il n’est pas possible de faire le calcul explicitement pour r 6= 1/2 mais on peut tout de
meˆme exprimer l’inte´grale. En ge´ne´ralisant la me´thode diagrammatique, nous avons pu obtenir
un re´sultat compact pour la fonction de partition en tout r < rc. En effet, nous avons alors :
Z(r, λ+, λ−) = 2
∞∑
n=0
(λ+λ−)ne2nωx
0
∫
[dtˆ
>
]2n
n∏
i<j
Sˆ(i, j)1−2r
2(1−(−)i+j)
= 2
∞∑
n=0
(λ+λ−)ne2nωx
0
In (6.3.42)
L’expression ge´ne´rale de l’inte´grale est :
In =
∫
[dtˆ
>
]2n
n∏
1≤i<j
Sˆ(2i, 2j)Sˆ(2i− 1, 2j − 1)×
n∏
i,j=1
Sˆ(2i− 1, 2j)1−4r2 (6.3.43)
avec
Sˆ(i, j)α = S(i, j)α − α ε(i, j)S(i, j)α−1θiθj
et S(i, j) = |2 sin(ti − tj)/2|. Pour ge´ne´raliser le traitement pre´ce´dent, il faut modifier un
tout petit peu les re`gles diagrammatiques. Premie`rement, il sera difficile pour des questions
de clarte´ de conserver le visuel de l’ordre d’inte´gration – les lignes tirete´es. Deuxie`mement,
comme nous l’avons dit pour r 6= 1/2 il existe des termes me´langeant les indices des ensembles
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J et K et donc nous devons y faire correspondre des lignes. Puisque nous faisons la diffe´rence
entre les propagateurs d’indice J a` indice J (et d’indice K a` indice K) et les propagateurs
d’indice J a` indice K (et inversement), nous pourrions conserver le meˆme visuel pour les deux
types, soit la ligne pleine. Cependant encore une fois nous risquons d’obtenir des diagrammes
illisibles. Nous proposons donc l’ensemble de re`gles suivantes :
• Chaque indice i correspond a` un vertex.
• On se´pare les indices J des indices K par deux colonnes distinctes.
• Une ligne pleine reliant i ∈ J avec i ∈ J (et idem en remplac¸ant J par K) repre´sente
−ε(i, j)θiθj .
• Une ligne pleine reliant i ∈ J avec i ∈ K repre´sente −(1− 4r2)(i, j)S(i, j)−4r2θiθj .
• Une ligne tirete´e reliant i ∈ J avec i ∈ K repre´sente −δ(i, j)θiθj .
• Si deux vertex (i, j) d’une meˆme colonne ne sont pas connecte´s par une ligne pleine, alors
le facteur S(i, j) est implicite.
• Si deux vertex (i, j) de deux colonnes distinctes ne sont pas connecte´s alors le facteur
S(i, j)1−4r
2 est implicite.
• Si deux vertex (i, j) de deux colonnes distinctes ne sont pas connecte´s par une ligne ti-
rete´e et sont tels que j = i+ 1 alors le facteur Θ(i, i+ 1) est implicite.
Et une contrainte :
• Chaque vertex ne peut eˆtre connecte´ qu’une et une seule fois.
Or nous voyons tre`s facilement qu’il est impossible d’avoir simultane´ment un terme de
contact δ(i, j) et S(i, j)1−4r2 puisque tant que r < 1/2 le terme re´sultant est nul. Par contre,
pour r > 1/2 le re´sultat est infini et nous devrions le re´gulariser. Techniquement, on sait d’apre`s
les calculs que l’on a fait dans le demi-plan complexe que ces divergences ne sont jamais loga-
rithmiques et les divergences en puissance peuvent eˆtre supprime´es en ajoutant des contretermes
sans conse´quence pour la nature de la the´orie. Nous pourrons donc appliquer une continuation
analytique du cas r < 1/2 vers le domaine r > 1/2. Ainsi, nous nous plac¸ons de´s a` pre´sent
dans ce premier cas, et nous pouvons oublier les termes de contact et donc les traits tirete´.
A l’ordre 3 par exemple, nous aurons :
1
3
5
2
4
6
= (−1)3
∫
[dt]6[dθ]6θ1θ3θ2θ4θ5θ6 Θ(1, 2)Θ(2, 3)Θ(3, 4)Θ(4, 5)Θ(5, 6)
× (1− 4r2)3 ε(1, 2)ε(3, 4)ε(5, 6)
(
S(1, 2)S(3, 4)S(5, 6)
)−4r2
× S(1, 3)S(1, 5)S(3, 5)S(2, 4)S(2, 6)S(4, 6)
×
(
S(1, 4)S(1, 6)S(3, 2)S(3, 6)S(5, 2)S(5, 4)
)1−4r2
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1
3
5
2
4
6
= (−1)
∫
[dt]6[dθ]6θ1θ3θ2θ4θ5θ6 Θ(1, 2)Θ(2, 3)Θ(3, 4)Θ(4, 5)Θ(5, 6)
× ε(1, 3)ε(2, 4) (1− 4r2)ε(5, 6)S(5, 6)−4r2
× S(1, 5)S(3, 5)S(2, 6)S(4, 6)
×
(
S(1, 2)S(1, 4)S(1, 6)S(3, 2)S(3, 4)S(3, 6)S(5, 2)S(5, 4)
)1−4r2
Et nous aurons 8 autres diagrammes similaires au dernier explicite´ ci-dessus et qui corres-
pondent a` choisir toutes les autres positions de la ligne transverse entre J et K. Ils sont (C31)
2
en tout. Mais aussi 5 autres diagrammes correspondant aux autres configurations de 3 lignes
transverses dans le premier exemple. Ils sont 3! en tout. Leur contributions sont tre`s identiques
a` celles obtenues dans les deux exemples.
L’inte´gration des variables de Grassmann est imme´diate puisqu’il n’y a pas de termes de
contact. Par contre, il faut toujours bien faire attention a` la parite´ associe´e a` l’ordre d’inte´gration.
En e´tudiant tous ces diagrammes et en observant les diverses syme´tries de permutation, nous
obtenons la formule suivante :
I3 = −(1− 4r2)3
∫
[dt
>
]6
∣∣∣∣∣ 135246
∣∣∣∣∣
−4r2 (∣∣∣∣∣ 123456
∣∣∣∣∣
∣∣∣∣∣ 3456
∣∣∣∣∣+
∣∣∣∣∣ 123645
∣∣∣∣∣
∣∣∣∣∣ 3645
∣∣∣∣∣+
∣∣∣∣∣ 142356
∣∣∣∣∣
∣∣∣∣∣ 2356
∣∣∣∣∣
−
∣∣∣∣∣ 143625
∣∣∣∣∣
∣∣∣∣∣ 3625
∣∣∣∣∣+ . . .
)
− (1− 4r2)
∫
[dt
>
]6
∣∣∣∣∣ 135246
∣∣∣∣∣
−4r2 (
−
∣∣∣∣∣ 132456
∣∣∣∣∣
∣∣∣∣∣ 2456
∣∣∣∣∣
−
∣∣∣∣∣ 354612
∣∣∣∣∣
∣∣∣∣∣ 4612
∣∣∣∣∣+
∣∣∣∣∣ 352614
∣∣∣∣∣
∣∣∣∣∣ 2614
∣∣∣∣∣+ . . .
)
(6.3.44)
Les signes de parite´ sont donne´es par l’ordre des paires, c’est-a`-dire (12, 36, 45)→ (123456)
mais (14, 36, 25) → −(123456). En e´tudiant les quelques premiers ordres, nous obtenons une
formule ge´ne´rale :
In = (−1)n
∫
[dt
>
]2n
∣∣∣∣∣ 1 3 5 . . . 2n− 12 4 6 . . . 2n
∣∣∣∣∣
−4r2 ∑
perm P
(−1)P (1,2...2n) (1− 4r2)unP
∣∣∣∣∣∣∣∣∣
p(1) p(2)
p(3) p(4)
. . .
p(2n− 1) p(2n)
∣∣∣∣∣∣∣∣∣
(6.3.45)
avec
unP =
n
2
− 1
2
n∑
i=1
(−1)p(2i−1)−p(2i)
La permutation P est de´finie de telle sorte que les pairs d’indices (p(2i − 1), p(2i)) sont
ordonne´es. Il y a (2n − 1)!! telles permutations. Les formes symboliques sont exactement les
meˆmes que celles que nous avons introduit pre´ce´demment, sauf que nous avons ge´ne´ralise´ la
forme syme´trique telle que :
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∣∣∣∣∣∣∣∣∣
a b
c d
. . .
e f
∣∣∣∣∣∣∣∣∣ =
∣∣∣∣∣ a bc d
∣∣∣∣∣ . . .
∣∣∣∣∣ a be f
∣∣∣∣∣
∣∣∣∣∣ c de f
∣∣∣∣∣ . . . (6.3.46)
Apre`s remplacement des formes symboliques par les expressions explicites dans (6.3.45),
nous obtenons exactement la formule e´crite par Sen dans [7]. Donnons maintenant explicite-
ment les 2 premiers ordres :
I1 = −
(
1− 4r2) ∫ [dt
>
]2
∣∣∣∣∣ 12
∣∣∣∣∣
−4r2
= − (1− 4r2) ∫ [dt]2
2!
∣∣∣∣2 sin t1 − t22
∣∣∣∣−4r2
= − Γ(2− 4r
2)
2!Γ2(1− 2r2) (6.3.47)
en utilisant la syme´trie de permutation pour enlever l’ordre d’inte´gration et la formule de
Dixon que nous avons de´ja` introduite et qui est sur le cercle [34] :
∫ 2pi
0
[dt]n
∏
i<j
∣∣∣∣2 sin ti − tj2
∣∣∣∣2γ = Γ(1 + nγ)Γn(1 + γ) (6.3.48)
pour γ > −1/2. Nous voyons que le re´sultat (6.3.47) est bien de´fini pour tout r < 1/√2,
par conse´quent et compte-tenu de ce que nous avons dit en de´but de section nous pouvons en
prendre la continuation analytique pour tout r ≥ 1/2. Or en r = 1/2, nous aurons :
I1(r = 1/2) = − Γ(1)
2!Γ2(1/2)
= − 1
2pi
(6.3.49)
qui est pre´cise´ment le re´sultat que nous avons obtenu dans la section pre´ce´dente dans (6.3.38).
Nous voyons donc que meˆme en l’absence de terme de contact, par continuation nous obtenons
un re´sultat e´quivalent au calcul avec terme de contact. Ainsi, le fait que ce dernier donne une
contribution finie est tre`s importante pour assurer la continuite´ de la fonction de partition – et
suˆrement aussi des amplitudes en ge´ne´ral. On s’en assure en voyant que si nous avions fait une
continuation de l’inte´grande en r = 1/2 a` cause du facteur (1− 4r2) nous obtenions un re´sultat
nul et non celui que nous avons la`.
A l’ordre suivant, nous avons :
I2 =
∫
[dt
>
]4
∣∣∣∣∣ 1 32 4
∣∣∣∣∣
−4r2 ((
1− 4r2)2 ∣∣∣∣∣ 1 23 4
∣∣∣∣∣−
∣∣∣∣∣ 1 32 4
∣∣∣∣∣+ (1− 4r2)2
∣∣∣∣∣ 1 42 3
∣∣∣∣∣
)
(6.3.50)
Tant que r est diffe´rent de 0 il n’y a pas de syme´trie de permutation particulie`re et on ne
peut pas simplifier cette inte´grale. Nous ne connaissons pas le re´sultat explicite. Par conse´quent
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nous ne pouvons pas faire de continuation analytique depuis r < 1/2 vers r ≥ 1/2. La formule
de la fonction de partition pour tout r < rc est donc au second ordre :
Z[r, λ±] = 2
(
1− Γ(2− 4r
2)
2Γ2(1− 2r2)λ
+λ−e2ωx
0
+ o((λ+λ−)2
)
(6.3.51)
En r = 0 l’inte´grant peut-eˆtre mis sous une forme totalement syme´trique et nous obtenons
la formule connue :
I2(r = 0) =
∫
[dt
>
]4
(∣∣∣∣∣ 1 23 4
∣∣∣∣∣−
∣∣∣∣∣ 1 32 4
∣∣∣∣∣+
∣∣∣∣∣ 1 42 3
∣∣∣∣∣
)
= 24
∫
[dt
>
]4
∑
perm P
sin
tp(1) − tp(3)
2
sin
tp(1) − tp(4)
2
sin
tp(2) − tp(3)
2
sin
tp(2) − tp(4)
2
= 24
∫
[dt]4
4!
∑
perm P
sin
tp(1) − tp(3)
2
sin
tp(1) − tp(4)
2
sin
tp(2) − tp(3)
2
sin
tp(2) − tp(4)
2
= 3 · 24
∫
[dt]4
4!
sin
t1 − t3
2
sin
t1 − t4
2
sin
t2 − t3
2
sin
t2 − t4
2
=
3× 2!
4!
= 2−2 (6.3.52)
Avec comme contrainte que la permutation P conserve l’ordre dans chaque paire regroupe´es
en (p(1)p(2), p(3)p(4)) et tels que p(1) > p(2) et p(3) > p(4). Il y en a (2n − 1)!! avec ici
n = 2. En seconde ligne, nous voyons que l’inte´grande est totalement syme´trique et que nous
pouvons donc enlever l’ordre d’inte´gration en divisant par 4!. Enfin en troisie`me ligne, toutes
les permutations sont e´gales apre`s inte´gration, nous pouvons donc n’en conserver qu’un seul
exemplaire et factoriser par (2n − 1)!! = 3. En avant-dernie`re ligne, le re´sultat est connu et
donne´ explicitement dans [35]. Et enfin nous avons applique´ la formule [79] :
(2n− 1)!!n!
2n!
= 2−n (6.3.53)
Nous trouvons que le meˆme de´veloppement s’applique aux ordres supe´rieurs pour r = 0 et
que le re´sultat ge´ne´ral est simplement :
In = 2
−n (6.3.54)
qui donne apre`s ressommation de la formule (6.3.42) la fonction de partition :
Z ′[λ±, r = 0] =
2
1 + λ
+λ−
2
e
√
2x0
(6.3.55)
C’est pre´cise´ment le re´sultat standard de la fonction de partition du tachyon roulant sur un
syste`me brane-antibrane coı¨ncident [79].
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6.4 Discussion autour de l’action effective quadratique
Nous pouvons comparer l’approche du groupe de renormalisation a` celle qui consiste a`
identifier l’action on-shell a` la fonction de partition. L’identification de l’action off-shell a` la
fonction de partition off-shell renormalise´e est un peu plus de´licate a` cause de l’ambiguı¨te´ dans
le sche´ma de renormalisation, tandis que l’action on-shell est admise e´gale a` la fonction de
partition calcule´e le long de la CFT correspondante. Nous trouvions le long de la solution de
tachyon roulant eωx0 avec ω =
√
1/2− r2 la – densite´ de – fonction de partition suivante :
Z ′[r, λ±] = 1− Γ(2− 4r
2)
2Γ2(1− 2r2)λ
+λ−e2ωx
0
+ . . . (6.4.1)
qui rappelons-le est valable pour tout r < rc.
6.4.1 L’approche de Kutasov et Niarchos
Nous allons maintenant pre´senter succinctement la me´thode de Kutasov et Niarchos [77] en
l’appliquant a` notre cas. Nous verrons que pour nous elle sera beaucoup moins puissante. L’hy-
pothe`se importante qu’ils font consiste a` e´tudier la the´orie des champs autour d’une solution
de tachyon de´pendant faiblement de l’espace, c’est-a`-dire dont les de´rive´es spatiales d’ordre
supe´rieure ou e´gal a` 2 sont ne´gligeables. Dans cette hypothe`se 9, on peut proposer un ansatz de
lagrangien :
L =
∞∑
n=0
∞∑
m=0
a(n)m (r) (∂aT∂
aT ∗)m |T |2(n−m) (6.4.2)
Dans cette forme les ambiguı¨te´s de rede´finition des champs T → f(T, ∂T, ∂(2)T, . . .) sont
presque toutes fixe´es, a` part T → Tf(T 2) mais qui est e´quivalent a` une rede´finition des coef-
ficients a(n)m . Ces coefficients justement de´pendent de la distance r constante. Le lagrangien
de´pend naturellement des modules carre´s par contrainte de re´alite´ et par comparaison a` la
fonction de partition. Nous pouvons contraindre les coefficients inconnus a(n)m en imposant aux
e´quations du mouvement d’admettre comme solution :
T = ζeωx
0
+ i
λ
ζ∗
e−ωx
0
(6.4.3)
avec ω2 = 1/2 − r2. Nous faisons ce choix parce que nous avons montre´ dans la section
pre´ce´dente qu’a` l’ordre quadratique au moins, cette expression e´tait marginale. Nous ferons la
supposition qu’elle l’est a` tout ordre bien que cela appelle e´videmment une ve´rification rigou-
reuse. Les e´quations du mouvement sont donne´es pour tout n par :
9. Notons qu’il y a des arguments [35] qui vont a` l’encontre de cette hypothe`se en particulier parce que les
termes d’ordres T˙ 2 sont de meˆme ordre que les termes T¨ 2 le long du tachyon roulant. La validite´ de cette hy-
pothe`se ici tient simplement au fait qu’on veut pouvoir reproduire les e´le´ments de matrice-S quadratique dans les
impulsions dans la limite ki → 0. Dans cette limite les termes d’ordres supe´rieurs dans les de´rive´es peuvent eˆtre
suppose´s re´absorbables par rede´finition des champs dans (6.4.2).
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0 =
n∑
m=1
m a(n)m ∂
a
[
|∂aT |2(m−1) ∂aT |T |2(n−m)
]
−
n−1∑
m=0
(n − m) a(n)m |T |2(n−m−1) T |∂aT |2m
(6.4.4)
ainsi que son complexe conjugue´. En effet, les coefficients ne doivent pas de´pendre de T
donc il faut imposer ces e´quations a` chaque ordre n dans les tachyons. Nous allons maintenant
injecter la solution T . Remarquons tout d’abord que cette solution ve´rifie les e´quations :
∂aT∂
aT ∗ +
(
1
2
− r2
)
|T |2 = 0
∂a∂
aT +
(
1
2
− r2
)
T = 0 (6.4.5)
Ensuite nous e´crirons par commodite´ de notation T = T+ et T˙ = T− avec
T± = ζeωx
0 ± i λ
ζ∗
e−ωx
0
(6.4.6)
Remarquons que T+ et T− sont inde´pendants parce que ζ et λ le sont. Maintenant, en utili-
sant (6.4.5) dans (6.4.4) le calcul est direct et nous obtenons la formule suivante :
0 =
n∑
m=0
ω2ma(n)m
(
m(n− 1)T 2− + (n−m+ nm)T 2+
)
(6.4.7)
L’inde´pendance des deux termes implique qu’il faut re´soudre cette e´quation se´pare´ment
pour chacun. Nous obtenons donc un syste`me de deux e´quations en utilisant T± 6= 0 :
{ ∑
ω2ma
(n)
m m(n− 1) = 0∑
ω2ma
(n)
m (n−m+ nm) = 0
(6.4.8)
Ce syste`me est clairement sous-de´termine´ car nous pouvons reformuler ces deux contraintes
sous la forme :
{
(n− 1)∑mω2m a(n)m = 0
n
∑
ω2m a
(n)
m = 0
(6.4.9)
Nous voudrions re´duire a` chaque ordre le nombre de degre´ de liberte´ a` a(n)0 . Or il est clair
que cela est impossible dans ce syste`me pour tout n ≥ 3. Dans l’exemple re´solu par Kuta-
sov et Niarchos en revanche, leur syste`me e´tait comple`tement de´termine´ par une re´currence,
ce qui leur permettait d’exprimer l’ensemble des coefficients a` chaque ordre n en fonction de
a
(n)
0 . Nous n’avons pas cette chance ici a` cause des e´quations (6.2.14). Toutefois, nous pouvons
contraindre les 3 premiers termes de l’action effective puisque pour n < 3 le syste`me est soluble
si bien que nous pourrions obtenir une expression exacte a` l’ordre quartique dans le tachyon.
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Maintenant, pour de´terminer les coefficients a(n)0 ils proposent d’utiliser la formule bien
connue Lon = Z ′ identifiant le lagrangien on-shell a` la densite´ de fonction de partition cal-
cule´e le long d’une CFT. Rappelons que cette formule est justifie´e tant qu’on peut faire sens
d’e´le´ments de matrice-S asymptotiquement, c’est-a`-dire au moins pour x0 → ±∞. Puisque
nous nous plac¸ons tout comme eux le long d’un tachyon roulant qui est asymptotiquement nul
en x0 → −∞ nous n’aurons aucun proble`me pour appliquer cette me´thode a` l’ordre quadra-
tique.
Dans leur cas, la fonction de partition e´tant calculable perturbativement a` tout ordre dans le
tachyon, il existait une correspondance ide´ale entre chaque coefficient a(n)0 et une expression a`
l’ordre |T |2n dans la fonction de partition. Ainsi, l’action a` l’ordre des de´rive´es premie`res dans
le tachyon est totalement de´termine´e. Cette me´thode est tre`s inte´ressante et dans leur cas a e´te´
tre`s fructueuse, puisqu’elle leur a permis d’obtenir pre´cise´ment l’action effective du tachyon
propose´e par Sen, par exemple dans [114, 113]. Mais dans notre cas, c¸a ne fonctionne pas parce
qu’on ne peut pas re´duire le nombre de degre´ de liberte´ a` 1 par ordre dans l’ansatz de l’action
effective de telle sorte que l’identification a` la fonction de partition ne peut pas de´terminer
comple`tement l’action.
6.4.2 Action effective quadratique
Nous allons pour notre part, simplement calculer l’action a` l’ordre quadratique – bien que
nous pourrions techniquement pousser jusqu’a` l’ordre quartique 10. Comme nous venons de voir
a` cette ordre l’ansatz du lagrangien a` l’ordre de la de´rive´e premie`re et a` distance fixe´e est :
L = a(0)0 (r) + a(1)0 (r) |T |2 + a(1)1 (r)|∂aT |2 + . . . (6.4.10)
En utilisant le syste`me (6.4.9) pre´ce´dent en n = 0, 1, nous trouvons facilement :
a
(1)
1 = −
a
(1)
0
ω2
(6.4.11)
avec a(0)0 et a
(1)
0 des constantes inde´termine´es. Nous voulons maintenant comparer l’expres-
sion de l’action obtenue, on-shell a` la fonction de partition (6.4.1). En utilisant la solution de
tachyon roulant simple T± = λ±eωx0 et en identifiant en toute ge´ne´ralite´ T = κ(r)T+ et
T ∗ = κ(r)T− avec κ(r) une constante e´ventuellement de´pendante de r on trouve :
{
a
(0)
0 = 2
a
(1)
0 =
Γ(2−4r2)
2κ2Γ2(1−2r2)
(6.4.12)
L’action quadratique a` distance constante est donc finalement donne´e par le lagrangien :
LZ = 2− Γ(4− 4r
2)
2κ2Γ2(2− 2r2)
((
1
2
− r2
)
|T |2 − ∂aT∂aT ∗
)
+ . . . (6.4.13)
10. C’est en projet, mais il faudra d’abord re´soudre l’inte´gration a` l’ordre 4 dans les tachyons pour tout r.
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Maintenant, nous voudrions ajouter le terme cine´tique du champ de distance afin d’obtenir
une action pour les deux champs. On peut a priori simplement l’addition, puisque dans la limite
T → 0 on sait que l’on doit retrouver le de´veloppement de l’action BI [86, 123] :
LBI = 2
√
1 +
1
4
∂aφ∂aφ ' 2
(
1 +
1
8
∂aϕ∂
aϕ
)
(6.4.14)
ou` on a laisse´ implicite le facteur TpeΦ constant. En imposant ϕ = r/2pi nous voyons donc
qu’il faut ajouter le terme cine´tique ∂ar∂ar/2 a` l’action (6.4.13). Soit :
LZ = 2
[
1 +
pi2
2
∂ar∂
ar − f(r)
((
1
2
− r2
)
|T |2 − ∂aT∂aT ∗
)
+ . . .
]
f(r) =
Γ(4− 4r2)
4κ2Γ2(2− 2r2) (6.4.15)
Comme on ne connaıˆt pas κ(r) on peut pour l’instant conserver f(r) arbitraire. Toutefois,
nous pouvons de´terminer exactement cette fonction en de´rivant les e´quations du mouvement et
en imposant que r constant est une solution le long du tachyon :
T = ζe
√
1
2
−r2x0 + i
λ
ζ∗
e−
√
1
2
−r2x0 (6.4.16)
A partir de la formule pre´ce´dente (6.4.15) on trouve que les e´quations du mouvement sont
simplement :
0 = −r − f ′(r)
((
1
2
− r2
)
|T |2 − ∂aT∂aT ∗
)
+ 2rf(r) |T |2
0 = −T +
(
1
2
− r2
)
T +
f ′(r)
f(r)
∂ar∂
aT (6.4.17)
Sachant que toutes les solutions tachyoniques – a` l’ordre quadratique – pour r constant sont
telles que :
(
1
2
− r2
)
|T |2 + ∂aT∂aT ∗ = 0 (6.4.18)
Nous trouvons facilement qu’il faut f ′(r) = rf(r)/(1/2− r2) soit donc :
f(r) =
C√
1
2
− r2
(6.4.19)
avec C une constante inde´termine´e que l’on peut fixer a` C = 1/2
√
2 sans perdre en
ge´ne´ralite´ – nous verrons pourquoi cette valeur pre´cise´ment. Alors l’action effective quadra-
tique est finalement :
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LZ = 2
[
1 +
pi2
2
∂ar∂
ar +
1
2
√
1− 2r2
(
∂aT∂
aT ∗ −
(
1
2
− r2
)
|T |2
)
+ . . .
]
(6.4.20)
et les e´quations du mouvement qui en de´rivent sont :
0 = −r − r
(1− 2r2)3/2
(
∂aT∂
aT ∗ +
(
1
2
− r2
)
|T |2
)
0 = −T +
(
1
2
− r2
)
T +
2r
1− 2r2∂ar∂
aT (6.4.21)
Cette action est valide uniquement pour r < rc. Elle est discontinue en r = rc donc n’est
pas continuable en r > rc, d’autant que
√
1− 2r2 serait alors imaginaire. Cela signale encore
que le syste`me subit une transition de phase a` la distance critique. Cette discontinuite´ permet
qu’en r > rc l’action de Garousi prenne le relais : nous avons montre´ qu’elle e´tait compatible
avec la physique interne des cordes dans le domaine surcritique.
Comparaison aux e´quations du groupe de renormalisation
La comparaison aux e´quations obtenues dans la section 6.2 montre qu’il y a compatibi-
lite´ entre ces e´quations et celles que fournissent les fonctions beˆta, mais en choisissant une
rede´finition de tachyon convenable et a priori uniquement pour r constant. Rappelons ici qu’elles
e´taient :
δL
δr
= −r − r h(r)1
2
− r2
(
∂aT∂
aT ∗ +
(
1
2
− r2
)
|T |2
)
δL
δT ∗
= −T +
(
1
2
− r2
)
T
δL
δT
= −T ∗ +
(
1
2
− r2
)
T ∗ (6.4.22)
avec h(r) une fonction de r arbitraire provenant d’une rede´finition du tachyon a` distance
constante. En fait, si on e´tudie plus en de´tail l’ensemble des fonctions beˆta, on peut voir que
nous aurons aussi celle-ci :
β∆λ± = −2r∆(δrλ±) + . . .
= 4r∂iδr∂
iλ± − 2rλ±∆δr − 2rδr∆λ± (6.4.23)
Soit a` l’ordre quadratique simplement :
β∆λ± = 4r∂iδr∂
iλ± + o(βi) (6.4.24)
a` des facteurs de´pendant des fonctions beˆta pre`s. Puisque r est constant, et que les e´quations
du mouvement sont telles qu’il faut que les fonctions beˆta soient nulles, nous aurions pu donc
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aussi re´e´crire les fonctions beˆta (6.2.33) avant d’en de´duire les e´quations du mouvement sous
la forme :
βδr = −∆δr − 2rh(r)
(
ζ(1)ζ
∗
(2) + ζ(2)ζ
∗
(1)
)
β(1,2) = ∆ζ(1,2) − 2rδr ζ(1,2) + g(r)β∆ζ(1,2)
= ∆ζ(1,2) − 2rδr ζ(1,2) + 4rg(r)∂iδr∂iλ± + . . . (6.4.25)
Les expressions de g(r) et h(r) sont arbitraires, de sorte qu’il est possible de les choisir
telles qu’on retrouve les e´quations du mouvement (6.4.21).
Il y a donc un bon accord entre les deux calculs inde´pendants. Toutefois, cette e´tude montre
que les fonctions beˆta sont de´licates a` utiliser pour de´duire des e´quations du mouvement, car
elles ne sont connues qu’a` des termes proportionnels aux fonctions beˆta pre`s. La me´thode de
Witten (OSFT) qui rejoint la me´thode de Tseytlin, semble moins ambigue¨ bien que plus com-
plexe a` utiliser. Nous pre´senterons des perspectives de recherches dans cette direction pour ce
syste`me en conclusion, dans la partie IV.
Contrainte sur le tachyon d’espace-cible
Enfin, nous trouvons e´galement qu’il faut rede´finir le tachyon de l’action effective par un
facteur κ(r) de´pendant de la distance lorsqu’on l’identifie on-shell a` son homologue de surface
de corde. Ce n’est pas inattendu, puisque la relation entre le champ d’espace-cible et le couplage
de surface n’est pas ne´cessairement trivial 11. Cette constante vaut pre´cise´ment :
κ(r) =
√√
1− 2r2 Γ(4− 4r2)
2Γ2(2− 2r2) ⇒ T
∣∣∣
espace-cible
= κ(r)T±
∣∣∣
surface
(6.4.26)
Nous voyons donc quelque chose d’inte´ressant se produire qui est la suppression du fac-
teur κ(r) a` la distance critique rc = 1/
√
2 donc du tachyon κ(r)T±. En effet, les arguments
des fonctions Gamma sont tous bien re´guliers et non nuls en r = 1/
√
2 tandis que le facteur√
1
2
− r2 s’annule. Ce n’est pas un re´sultat si surprenant ou inattendu car nous savons qu’a` la
distance critique il doit se produire un phe´nome`ne marquant une discontinuite´ du point de vue
d’un tachyon roulant – les fameuses limites r → r−c et r−c → rc. D’autant plus que nous ne
pouvons pas calculer la fonction de partition le long d’un tachyon constant en r = rc sans tenir
compte aussi de la perturbation de distance δr. Rappelons que cette perturbation a une fonction
beˆta non nulle en cette valeur, proportionnelle a` λ+λ−. Si bien que le tachyon constant ne de´finit
pas une CFT a` moins qu’il soit nul ! Cela traduirait bien la rupture de la relation Lon = Z ′ pour
r et T constants.
6.4.3 Conclusion et comparaison a` l’action effective du syste`me coı¨ncident
Nous avons montre´ qu’il e´tait possible de contraindre une action effective quadratique, bien
que nous avons argumente´ qu’il n’e´tait pas possible de de´terminer les ordres supe´rieurs. Nous
11. Je pense en particulier a` la correspondance entre la de´formation de demi S-brane et le vide stable en λ = 1/2.
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avons obtenu l’expression de l’action en r < rc en imposant a` la Kutasov et Niarchos que les
e´quations du mouvement admettent les solutions de tachyon roulant. Puis nous avons de´termine´
les coefficients en comparant a` la fonction de partition le long de la CFT du tachyon roulant a`
distance constante que nous avions calcule´e dans la section pre´ce´dente.
Une fois le terme cine´tique du champ de distance re´habilite´, nous avons vu que nous ne
pouvions pas, a` partir de l’expression de l’action, retrouver exactement les e´quations du mou-
vement off-shell que nous avions e´tabli plus toˆt par le biais du groupe de renormalisation. Nous
trouvions cependant qu’elles e´taient bien compatibles le long de r constant.
Nous pouvons maintenant comparer l’action (6.4.20) a` celle qu’obtenaient Kutasov et Niar-
chos dans le cas r = 0 strictement – c’est-a`-dire en gelant le champ de distance, ce qui est bien
suˆr discutable mais permet d’obtenir une expression exacte pour l’action effective du tachyon
exclusivement. Ils trouvent pre´cise´ment – a` un signe multiplicatif pre`s :
L = 2
1 + |T
2|
2
√
1 +
|T |2
2
+ ∂aT∂aT ∗
∼ 2
(
1− |T |
2
4
+
1
2
∂aT∂
aT ∗ + . . .
)
(6.4.27)
Nous avons bien e´galite´ entre leur formule et la noˆtre, ce qui est somme toute normal par
continuite´ de la fonction de partition en r = 0. Nous pourrions sugge´rer deux formes de type
TDBI correspondant en de´veloppement a` l’action quadratique (6.4.20) :
L(1)TDBI =
2
1 + |T |
2
2
√
1−2r2
√
1 + ∂ar∂ar +
√
1− 2r2 |T |
2
2
+
∂aT∂aT ∗√
1− 2r2
L(2)TDBI =
2
1 + |T |
2
2
√
1−2r2
√
1 + ∂ar∂ar ×
√
1 +
√
1− 2r2 |T |
2
2
+
∂aT∂aT ∗√
1− 2r2 (6.4.28)
Ne´anmoins, une rapide e´tude de l’e´quation du mouvement de r le long du tachyon roulant
a` r constant montre dans chaque cas que c¸a ne fonctionne pas, de´s l’ordre 4 dans les tachyons.
L’e´quation du mouvement on-shell est :
δLTDBI
δr
=
r
2
|T |4 + . . . 6= 0 (6.4.29)
Elle ne s’annule que pour r = 0 car les termes d’ordres suivants sont proportionnels a` r.
Ces expressions de lagrangien sont donc fausses. Pour l’instant nous n’avons pas trouve´ de
formulations compatibles. Une voie de recherche consisterait a` obtenir l’expression exacte non-
perturbative de la fonction de partition en tout r constant le long du tachyon roulant, mais le
calcul semble dans l’imme´diat et a` court terme, hors de porte´e. Une autre option, dont nous
parlerons plus longuement en conclusion, consisterait a` e´tudier le mode`le sigma off-shell com-
pose´ d’un tachyon constant, en suivant la me´thode de OSFT de Witten [136, 135, 51]. Pour
l’instant cette me´thode a surtout e´te´ applique´e en the´orie bosonique. Puisque les physiques des
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syste`mes de branes bosoniques se´parae´es et de brane-antibrane se´pare´es sont similaires, l’e´tude
du syste`me bosonique reste prometteuse. Nous verrons en conclusion l’existence d’une relation
entre le mode`le bosonique et le mode`le de Kondo.
Quatrie`me partie
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Au cours de cette the`se, nous avons de´montre´ que le tachyon roulant du secteur interbranaire
(anti-diagonal) σ± ∈ U(2) dans le syste`me d’une brane et d’une antibrane paralle`les et se´pare´es
en the´orie de type IIA ou IIB, est une solution des e´quations du mouvement de la the´orie des
champs de cordes dans l’ensemble du domaine tachyonique ` < `c avec `c = pi
√
2α′. Le
mode`le sigma incluant l’ope´rateur de vertex de ce tachyon roulant constitue ainsi une the´orie des
champs conforme. Nous nous sommes inte´resse´s aussi au mode`le bosonique correspondant qui
non seulement admet un tachyon interbranaire dans son spectre de corde ouverte mais contient
aussi des tachyons he´berge´s sur chaque brane, c’est-a`-dire dans les secteurs diagonaux σ0,3 ∈
U(2).
Dans le premier cas, nous avons montre´ que les re´sonances entre les ope´rateurs de tachyons
roulants σ± ⊗ ψ±e
√
1/2−r2X0±irX˜ avec r = `/2pi et l’ope´rateur σ0 ⊗ e2n
√
1/2−r2X0 n’enga-
geaient aucune divergence logarithmique a` l’ordre 2 et 4 dans les tachyons, c’est-a`-dire pour
tout r <
√
17/6. En identifiant le me´canisme d’annulation de ces divergences au roˆle de la
supersyme´trie, nous en avons de´duit que cela devait s’appliquer a` tout ordre et a` toute distance.
Nous avons vu que les divergences logarithmiques e´taient la cause de la perte de marginalite´
en contribuant a` l’expression des fonctions beˆta des couplages associe´s aux ope´rateurs produit
par re´sonance. L’absence des divergences logarithmiques nous a ainsi permis de conclure a` la
marginalite´ exacte du mode`le de tachyon roulant dans le syste`me brane-antibrane. Nous nous
attendions a` ce comportement par absence de raisons physiques justifiant le contraire.
Dans le second cas, nous avons vu en revanche que les re´sonances entre les tachyons rou-
lants σ± ⊗ e
√
1−r2X0±irX˜ et l’ope´rateur σ0 ⊗ e2n
√
1−r2X0 faisaient intervenir des divergences
logarithmiques – non supprime´es – au moins a` l’ordre 2 pour tout r > rc/
√
2. Nous en avons
de´duit que les contributions correspondantes dans les fonctions beˆta du champ de tachyon du
secteur σ0 mettaient en valeur l’existence d’un couplage physique non nul dans l’action effective
du syste`me entre ce tachyon et celui du secteur interbranaire.
Ainsi, dans un cas nous obtenons une suppression des divergences logarithmiques graˆce
a` la supersyme´trie, et dans l’autre cas, il n’existe aucune supersyme´trie et ces divergences ne
s’annulent pas. Dans le premier il n’y a aucune raison physique qui justifierait la pre´sence de
divergences logarithmiques a` cause de la supersyme´trie et de la projection GSO qui supprime le
mode tachyonique des secteurs diagonaux. Mais dans le second, puisque le tachyon du secteur
σ0 est une excitation physique dans le mode`le bosonique, nous avons une raison physique pour
expliquer la pre´sence de divergences logarithmiques.
Dans le syste`me brane-antibrane, nous avons aussi mis en valeur l’existence de termes de
contact. Ces derniers apparaissent naturellement en exprimant l’action de surface de corde de
fac¸on manifestement supersyme´trique dans le super-espace en introduisant des fermions de
bord, puis en de´composant cette action et en inte´grant sur les variables de Grassmann. Nous
avons montre´ que ces termes de contact jouaient le roˆle de contretermes et permettaient de sup-
primer un grand nombre de divergences en puissance du cut-off UV ε dans les amplitudes, ou au
moins dans la fonction de partition sur le disque. Ce comportement rele`ve d’une the´orie mani-
festement supersyme´trique. Or les re´sultats pre´ce´dents ont montre´ que les divergences en puis-
sance n’e´taient pas toutes supprime´es et qu’il restait des divergences re´siduelles. Nous avons
identifie´es qu’elles e´taient oˆtables par des termes de contact d’ordre supe´rieur et nous avons
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donc propose´ de corriger l’action supersyme´trique des fermions de bord en conse´quence, par
l’ajout de termes d’interaction a` 4 points et plus.
A distance ` < `c le nombre de termes divergents a` tout ordre est fini. En effet, a` dis-
tance ` pour une fonction a` 2N -points des tachyons la ”divergence” re´siduelle est du type
ε4N
2(1/2−r2)−1 ∮ e2N√1/2−r2X0 pour tout N < 1/(2 − 4r2). Ainsi, le nombre de contretermes
a` ajouter dans l’action est fini et la the´orie renormalisable. Puisqu’il s’agit de divergences de
puissance, la the´orie reste en outre exactement marginale. Cependant dans la limite r → rc le
nombre de divergences re´siduelles tend vers l’infini. Ainsi la limite r → r−c ne de´finit pas une
the´orie renormalisable. La valeur rc est, aussi en ce sens, une distance critique. Nous identifions
ce comportement a` la perte de marginalite´ du tachyon roulant en r = rc a` cause d’une re´sonance
non nulle avec le champ de distance σ3⊗DX˜. Cela pourrait eˆtre duˆ a` la transition d’une the´orie
interactive c = 2 a` une the´orie interactive c = 1 par comparaison au comportement des the´ories
Liouville dans la limite c→ 1.
Notre e´tude a porte´ ensuite sur le groupe de renormalisation du mode`le sigma perturbe´ au-
tour de la de´formation marginale du tachyon roulant dans le cas bosonique et dans le cas brane-
antibrane. D’abord en the´orie bosonique, nous avons inse´re´ sur le bord la de´formation corres-
pondante a` une perturbation de distance δr(Xa) et nous avons suppose´ que le tachyon lui-meˆme
e´tait une perturbation λ±(Xa). Pour e´tudier le groupe de renormalisation de ces perturbations
et obtenir des contraintes physiques sur leur dynamique respective, nous avons de´veloppe´ ces
fonctions des champs X en de´composant ces derniers en mode ze´ro et modes d’oscillations
X = x + Xˆ . Nous obtenions alors des perturbations relevantes autour des de´formations mar-
ginales. De ce fait, les fonctions beˆta obtenues pour les couplages δr(x) et λ±(x) ne pouvaient
recevoir de contributions que via des re´sonances, donc des termes logarithmiques et universels,
c’est-a`-dire inde´pendant des sche´mas de renormalisation. Nous avons justifie´ dans cette me-
sure l’interpre´tation de ces fonctions beˆta en tant qu’e´quations du mouvement. Leur expression
obtenue est non triviale et prend son origine dans l’existence d’une solution de type S-brane
comple`te a` l’ordre quadratique. En l’e´tat, ces e´quations ne permettent pas d’exprimer une ac-
tion effective dont elles de´rivent, a` moins de rede´finir les champs ou les fonctions beˆta par des
termes constants ou proportionnels a` d’autres fonctions beˆta, ce que nous voyons concre`tement
dans la section 6.4.
Dans le mode`le brane-antibrane, nous avons exprime´ une the´orie e´quivalente, manifeste-
ment supersyme´trique sur le super-espace de la surface de corde, puisque nous avions vu l’im-
portance que reveˆtaient les termes de contact dans l’extraction des divergences. Les pertur-
bations ont donc e´te´ exprime´es dans le super-espace, et autour des de´formations marginales,
par δr(Xa) et λ±(Xa). Apre`s de´composition des superchamps, c’est-a`-dire de´veloppement par
X = x + Xˆ et inte´gration des champs auxiliaires, nous avons obtenu divers termes de contact
et des expressions non triviales des ope´rateurs relevants couple´s aux champs et leurs de´rive´s.
Nous avons obtenu la suppression d’un certain nombre de divergences logarithmiques graˆce
aux termes de contact. Ne´anmoins a` partir de termes logarithmiques re´siduels nous avons de
nouveau calcule´ des fonctions beˆta non triviales pour les couplages δr(x) et λ±(x) puis des ex-
pressions pour les e´quations du mouvement correspondantes. Leurs expressions sont tre`s sem-
blables a` celles du mode`le bosonique, indiquant que la physique entre ces deux syste`mes est
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tre`s similaire, sauf dans le domaine ` > `c/
√
2 car dans le mode`le bosonique le couplage du
tachyon interbranaire au tachyon du secteur σ0,3 y est effectif.
De meˆme que dans le cas bosonique, les formules naı¨ves des e´quations du mouvement ob-
tenues a` partir des fonctions beˆta ne sont pas compatibles avec une action effective. Toutefois,
la comparaison de ces e´quations a` celles de´rive´es de l’action effective quadratique obtenue dans
la section 6.4 associe´e a` une analyse attentive des fonctions beˆta, montre qu’en ajoutant a` leurs
expressions des termes proportionnels aux fonctions beˆta et en rede´finissant certains champs,
nous pouvons en re´alite´ en de´river des e´quations de mouvement compatibles avec une action
effective.
Dans la section 6.4 nous avons utilise´ la me´thode propose´e par Kutasov et Niarchos afin
de calculer exactement l’action effective a` l’ordre quadratique. Ils proposent de contraindre un
ansatz d’action effective a` l’ordre des de´rive´es premie`res – ce qui est justifie´ le long de tachyons
de type quasi-homoge`nes, c’est-a`-dire tant que leurs oscillations spatiales sont de grandes lon-
gueurs d’onde – en imposant que ses e´quations du mouvement admettent la solution de S-brane
comple`te. Cela permet de re´duire conside´rablement, au moins dans leur mode`le, le nombre de
degre´s de liberte´ de l’ansatz — en l’occurence a` un par ordre dans le tachyon. Par comparaison
a` l’expression de la fonction de partition sur le disque, le long de la solution de demi S-brane,
en utilisant l’identite´ Son-shell = Z l’ansatz est alors comple`tement contraint et l’action effective
totalement de´termine´e. L’action obtenue par cette me´thode est au moins valable autour de cette
solution.
Nous avons cependant montre´ que dans le syste`me brane-antibrane se´pare´, il n’est pas
possible de de´terminer entie`rement un ansatz d’action par cette me´thode. En effet, la forme
spe´cifique de la solution de S-brane comple`te dans ce cas pre´cis ne permet d’exprimer qu’un
syste`me d’e´quations sous-de´termine´ pour l’ansatz. Par conse´quent, nous ne pouvons pas re´duire
son nombre de degre´s de liberte´ aussi significativement que dans le syste`me e´tudie´ par Kuta-
sov et Niarchos. Alors, l’action effective ne peut pas eˆtre totalement de´termine´e par la formule
Son-shell = Z. Ne´anmoins, nous avons la possibilite´ de calculer exactement une action a` l’ordre
quartique dans le tachyon. En effet, le nombre de degre´ de liberte´ par ordre dans le tachyon
e´tant alors re´duit a` un, nous pouvons les contraindre par la formule ci-dessus et obtenir une
expression quartique pour l’action effective du syste`me brane-antibrane.
Par ailleurs, nous avons exprime´ la fonction de partition sur le disque le long du tachyon
roulant. Nous avons de´veloppe´ une me´thode diagrammatique afin de traiter analytiquement les
inte´grandes et re´duire l’inte´grale de chemin de´finie dans le super-espace a` une inte´grale de
chemin de´finie sur le disque. L’expression finale que nous obtenons pour tout r < rc est telle
que le calcul analytique de l’inte´grale a` tout ordre est hors de porte´e. Nous avons cependant
pu calculer la densite´ de fonction de partition, note´e Z ′, a` l’ordre 8 dans les tachyons pour la
distance r = rc/
√
2. Nous espe´rions obtenir une expression connue du de´veloppement, mais
les re´sultats ordre par ordre semblent se complexifier a` mesure que l’ordre augmente. Nous ne
reconnaissons aucune se´rie connue dans sa formule :
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Z ′(x0) = 1− λ+λ− e
x0
pi
+
(λ+λ−)2
pi2
e2x
0
(
1− pi
2
6
)
− (λ
+λ−)3
pi3
e3x
0
(
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3pi2
)
+
(λ+λ−)4
pi4
e4x
0
(
1− 55
12
+
143
9pi2
+
13pi2
30
+
pi4
70
+
175
27
+
1001
162pi2
+
pi2
15
)
. . . (IV.1)
Nous avons aussi pu calculer exactement l’ordre quadratique ce qui nous a permis de de´terminer
au moins une action effective a` l’ordre quadratique par la me´thode pre´sente´e ci-dessus. L’ex-
pression de l’action effective a` l’ordre quadratique pour le tachyon et la distance est :
L = 2
[
1 +
pi2
2
∂ar∂
ar +
1
2
√
1− 2r2
(
∂aT∂
aT ∗ −
(
1
2
− r2
)
|T |2
)
+ . . .
]
(IV.2)
Cette expression comme celle de l’action obtenue par Kutasov et Niarchos n’est valable
que le long de la solution de re´fe´rence. Donc son domaine de validite´ concerne les perturba-
tions des champs autour du tachyon roulant a` distance constante. Cette expression est nettement
diffe´rente de celle correspondant au de´veloppement quadratique de l’action de Garousi. Ce qui
n’est pas surprenant, puisque nous argumentons en introduction que l’action de Garousi n’est
a priori valable que pour des tachyons de genre espace, c’est-a`-dire non dynamique. En outre,
l’action de Garousi n’admet pas de solution de tachyon roulant a` distance constante comme
nous l’avons de´montre´.
Comme nous le disons plus haut, la de´rivation des e´quations du mouvement a` partir de (IV.2)
a montre´ apre`s une analyse attentive que les e´quations obtenues par le biais du groupe de renor-
malisation e´taient compatibles avec cette action. L’absence a` premier abord d’un terme d’inter-
action entre la de´rive´e du tachyon et la de´rive´e du champ de distance rendait la correspondance
impossible. Toutefois nous avons pu identifier ce terme a` une contribution proportionnelle a` la
fonction beˆta de ∆λ± a` l’ordre quadratique. Or nous savons que les fonctions beˆta sont soumises
a` cette ambiguı¨te´ [122] lorsque nous voulons les interpre´ter en tant qu’e´quations du mouvement.
La compatibilite´ entre ces deux de´veloppements semble donc plutoˆt correcte. Par conse´quent, la
formule de l’action quadratique que nous avons de´rive´e est en accord avec la physique interne
des cordes dans le fond de champs off-shell.
Le sche´ma final concernant les actions effectives le long des diffe´rentes phases du champ bi-
fondamental interbranaire semble privile´gier la distribution suivante : (1) dans la phase surcri-
tique r >
√
2rc la physique du syste`me est domine´e par l’attraction coulombienne re´sultant de
l’e´change de cordes ferme´es entre les deux branes ; (2) dans la phase surcritique
√
2rc > r > rc
le syste`me est de´crit par l’action de Garousi et le potentiel est a` l’ordre d’une boucle attractif
et de type Coleman-Weinberg ; (3) dans la phase critique elle-meˆme la de´finition d’une the´orie
des champs semble non pertinente e´tant donne´ l’instabilite´ du syste`me en cette position ; et (4)
dans la phase sous-critique, la physique est de´crite par une action dont le de´veloppement qua-
dratique en de faibles valeurs de tachyon est (IV.2) du moins autour d’un mode de condensation
a` distance constante et de´pendant du temps de type tachyon roulant. Dans cette phase, l’action
de Garousi est probablement pertinente en ce qui concerne la description des modes de conden-
sation de genre espace uniquement – tels que ressaut ou vortex.
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En de´montrant la marginalite´ exacte du mode`le de tachyon roulant a` distance constante, la
voie a` l’e´tude de la condensation en elle-meˆme et de la de´termination de son issue est ouverte.
La question importante concerne en particulier la nature du vide de condensation : s’il existe
bel et bien, est-il stable ou instable ? Un vide e´tant simplement une configuration de l’espace-
temps, par exemple, la solution de ressaut dans le syste`me brane-antibrane coı¨ncident est un
vide, certes de´pendant des coordonne´es d’espace, mais instable car consiste en une brane non-
BPS de co-dimension 1. A l’inverse, la solution de vortex dans ce meˆme syste`me est un vide
stable car il consiste en une brane BPS de co-dimension 2. De meˆme le vide global de conden-
sation, c’est-a`-dire celui minimisant le potentiel du tachyon qui peut eˆtre conside´re´ globalement
constant, est soit stable soit instable mais constitue ne´anmoins dans chaque cas une issue de
condensation pour le tachyon. Le calcul exact de la fonction de partition le long du tachyon
roulant devrait donner cette information, comme dans [113] et permettre de de´terminer l’e´tat
de bord du syste`me brane-antibrane condensant. Si le vide final est un vide de corde ferme´e,
alors dans la limite x0 → ∞ l’e´tat de bord de la brane doit s’annuler. D’apre`s les e´tudes de
Sen [113] et de Lambert [78] dans ce cas, la condensation est accompagne´e d’une e´vaporation
de la brane en corde ferme´e et a` un confinement des flux e´lectriques le long de chaque brane
transformant les cordes ouvertes interbranaires en cordes ferme´es contraintes a` circuler dans
l’espace de´limite´ par les deux branes. Cela reste cohe´rent car la se´paration est de l’ordre de la
longueur de corde. Toutefois nous avons vu que le calcul perturbatif de la fonction de partition
le long du tachyon roulant est tre`s complexe et est pour l’instant inconnu. De plus il est fort
probable que l’expression perturbative comple`te soit difficile a` resommer en une forme com-
pacte. Dans cette direction, il faudrait donc ide´alement concentrer les recherches vers un calcul
non-perturbatif de la fonction de partition.
FIGURE 6.1 – Syste`me Dp−Dp diame´tralement
se´pare´ le long d’une direction compacte en forme de
cercle S1 de rayon R. Les cordes ouvertes interbra-
naires se se´parent en deux secteurs et en deux en-
sembles inde´pendants droit (en vert) et gauche (en
rouge).
Une autre direction de recherche, que
nous explorons actuellement, consiste en la
construction d’un mode`le de condensation
e´quivalent a` celui du syste`me se´pare´. L’uti-
lisation d’une des nombreuses dualite´s de
la the´orie des cordes pourrait e´galement se
re´ve´ler utile. L’avancement actuel de nos
recherches dans cette voie est le suivant.
L’e´tablissement de l’universalite´ du poten-
tiel de tachyon par Sen dans [111] sugge`re
que l’issue de condensation du tachyon inter-
branaire dans le syste`me brane-antibrane ne
de´pend pas non plus de la ge´ome´trie dans la-
quelle le syste`me est inse´re´. En particulier,
il peut eˆtre e´tudie´ dans un espace compact.
Ainsi, nous pouvons e´tudier la configuration
repre´sente´e dans la figure (6.1) : une brane et une antibrane diame´tralement se´pare´es dans une
direction compacte de rayon R. La distance se´parant les branes est ` = piR. Le syste`me ad-
met de nouveaux deux secteurs interbranaires, repre´sente´s par les facteurs de Chan-Paton σ+ et
σ−. Pour R <
√
2 il existe deux tachyons complexes a priori inde´pendants correspondant aux
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cordes du coˆte´ droit et a` celles du coˆte´ gauche. Nous parlerions de tachyons droit et gauche,
mais sans rapport avec une quelconque notion de chiralite´.
En pre´sence de tachyons gauches et droits constants et e´gaux, le syste`me est ge´ome´triquement
stable, c’est-a`-dire que les branes restent en leur localisations respectives. Cette dernie`re confi-
guration est inte´ressante car elle ouvre la possibilite´ d’e´tudier le potentiel effectif du tachyon a`
distance constante, celui auquel nous nous inte´ressons pour connaıˆtre l’issue de condensation
du syste`me se´pare´ en espace plat. En effet, cela reste a` prouver, et ce serait un point majeur
dans cette e´tude, mais nous pourrions conjecturer que le potentiel du tachyon interbranaire en
syste`me compact soit e´gal – ou au moins e´quivalent – a` celui du tachyon interbranaire en es-
pace plat. Pour le moins, le produit de condensation devrait eˆtre semblable : la topologie de
l’espace n’est pas pertinente en ce qui concerne un phe´nome`ne local. En effet, un voisinage de
S1 contenant la brane et l’antibrane, par exemple le coˆte´ droit, ne contient qu’un seul tachyon
complexe. L’existence de l’autre tachyon – suppose´ e´gal au premier – contenu dans le voisinage
comple´mentaire de gauche permet de conserver la stabilite´ ge´ome´trique du syste`me mais il ne
devrait pas influencer la nature du produit local de condensation.
Or, nous pouvons identifier ce produit qui constitue pour un tachyon constant le vide de
condensation. En R =
√
2 la de´formation de bord associe´e a` un tachyon interbranaire constant
et pour lequel le syste`me est ge´ome´triquement stable est la suivante :
δS =
(
0 λ
λ∗ 0
)
⊗
∮
ψ˜√
2
cos
X˜√
2
(IV.3)
Nous avons note´ X la dimension compacte. Du point de vue de la fonction de partition sur
le disque et a` cause des facteurs de CP, cette de´formation est e´quivalente a` :
δS = |λ|σ1 ⊗
∮
ψ˜√
2
cos
X˜√
2
(IV.4)
Elle correspond exactement – a` une T-dualite´ et des fermions pre`s – a` celle e´tudie´e par
Sen [108, 113] dans le syste`me bosonique brane-brane coı¨ncidentes. Pour le cas des super-
cordes, Sen a de´termine´ la the´orie conforme associe´e a` la solution de ressaut [105] puis Majum-
der et Sen ont e´tudie´ la de´formation associe´e a` la formation d’un vortex [82]. La de´formation
(IV.4) est exactement marginale pour tout λ. Une T-dualite´ transforme R → 1/R et (X˜, ψ˜) →
(X,ψ) de sorte que la de´formation T-dual repre´sente la formation d’un ressaut par condensa-
tion de tachyon sur un syste`me D(p+ 1)−D(p+ 1) coı¨ncident enroule´ autour de la dimension
compacte de rayon R˜ = 1/
√
2. Pour |λ| = 1/2 le ressaut prend la forme concreˆte d’une brane
non-BPS localise´e en x = piR˜. Par T-dualite´ inverse, la the´orie de surface de´forme´e par (IV.4)
en |λ| = 1/2 devrait donc de´crire une D(p+1)-brane non BPS enroule´e autour de la dimension
compacte.
En outre, nous pouvons ge´ne´raliser cette construction pour tout R <
√
2 : Sen montre, dans
le cas bosonique [108] et dans le cas D − D [105] que le ressaut est identifie´ a` une brane de
codimension 1 pour tout R˜ tant que |λ| = 1/2. Ceci implique que la de´formation
δS =
σ1
2
⊗
∮
R ψ˜
2
cosR
X˜
2
(IV.5)
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est exactement marginale pour tout R <
√
2. Par conse´quent, le fond constant |λ| = 1/2 est
une solution des e´quations de la SFT : il s’agit donc d’un minimum du potentiel tachyonique, ce
qui s’appelle un vide. Il consiste en uneD(p+1)-brane non BPS enroule´e autour de la direction
compacte – voir figure (6.2). Cela implique qu’en condensant, le tachyon se rassemble en une
matie`re branaire pour recomposer cette brane non-BPS.
FIGURE 6.2 – Condensation du tachyon interbranaire dans le syste`meDp−Dp diame´tralement se´pare´,
par T-dualite´ avec la solution de ressaut dans le syste`me D(p+ 1)−D(p+ 1) coı¨ncident.
D’apre`s Sen, le potentiel du tachyon doit s’e´crire sous la forme V (T ) = 2Tpf(T ) avec f
une fonction de´croissante interpolant entre les valeurs extreˆmes de´termine´es par la composition
de l’espace-cible en ces points. Ici, parce que la brane cre´e´e est de dimension supe´rieure a` la
brane initiale, nous avons la contrainte :
V (1/2) =
∫ 2piR
0
dx
√
2Tp+1 =
√
2RTp (IV.6)
Par conse´quent, les valeurs extreˆmes de f sont f(0) = 1 et f(1/2) = R/
√
2. Pour R =
√
2
le potentiel est bien plat, ce qui est compatible avec un ”tachyon” non-massif. Pour R <
√
2 le
potentiel est de´croissant mais la valeur extreˆme en T = 1/2 est non nulle a` la diffe´rence du cas
coı¨ncident, et est de´termine´e par la distance se´parant initialement les branes ` = piR.
Ne´anmoins, une brane non-BPS dans cette ge´ome´trie n’est pas stable puisqu’elle admet un
tachyon dans le spectre de ses excitations de cordes ouvertes. Ainsi, le vide |λ| = 1/2 est en
ve´rite´ instable et le tachyon de la brane non-BPS est appele´ a` condenser, temporellement ou
sous la forme d’un ressaut. Ce dernier mode de condensation est e´quivalent a` la formation d’un
vortex – une Dp-brane BPS – directement depuis le syste`me T-dual de la paire brane-antibrane
se´pare´e. Il est repre´sente´ sur la figure (6.3).
Ce de´veloppement sugge`re que le syste`me Dp −Dp se´pare´ par la distance ` dans la limite
de de´compactification tend, par condensation, vers un vide compose´ d’une matie`re branaire
non-BPS et instable remplissant l’espace de´limite´ par les deux branes – voir figure (6.4).
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FIGURE 6.3 – Condensation du tachyon dans le syste`me brane-antibrane se´pare´e, par formation d’un
vortex dans le syste`me T-dual.
FIGURE 6.4 – Syste`me Dp − Dp se´pare´ le long
d’une direction X tranverse. Le produit de conden-
sation serait une matie`re branaire non BPS et in-
stable remplissant l’espace de´limite´ par la surface
des deux branes. Il est repre´sente´ ici en rouge.
Cette matie`re est instable pour deux rai-
sons, d’abord intrinse`quement a` cause du ta-
chyon de corde ouverte contenu dans le vo-
lume d’univers d’une brane non-BPS et en-
suite ge´ome´triquement a` cause de la ten-
sion non nulle de l’objet qui tend a` re´duire
l’e´paisseur du syste`me. Il faudrait e´tudier
les constantes de temps associe´es a` ces
deux effets pour de´terminer lequel est domi-
nant.
Le passage du syste`me compact au
syste`me de´compactifie´ n’est pas trivial et il
s’agit d’un des points importants a` de´velopper
dans cette direction de recherche. Une confir-
mation directe serait apporte´e par le calcul du potentiel associe´ a` un seul des tachyons droit ou
gauche dont la de´formation de bord serait de la forme :
δS = σ+ ⊗ λ
∮
Rψ˜
2
ei
R
2
X˜ − σ− ⊗ λ∗
∮
Rψ˜
2
e−i
R
2
X˜ (IV.7)
Cela pourrait eˆtre effectue´ en utilisant la relation de ce mode`le sigma avec le mode`le de
Kondo – que nous pre´sentons plus bas. Ne´anmoins, la distinction ge´ome´trique nette entre les
tachyons droit et gauche sugge`re tre`s fortement que la valeur |λ| = 1/2 pour chacun de ces
tachyons correspond a` un vide dans lequel chaque tachyon s’agre`ge sous la forme d’une matie`re
branaire.
A premie`re vue, nous pourrions opposer a` ce raisonnement que la fonction beˆta du champ
de tachyon interbranaire constant est possiblement non nulle. En effet, i) l’ope´rateur de vertex
eirX˜ n’est pas marginal et ii) des termes supple´mentaires en |λ|2n devraient y eˆtre ajoute´ a` cause
de la divergence des OPE du type
(
ψ˜eirX˜ · ψ˜e−irX˜
)n
. Par conse´quent, le mode`le sigma corres-
pondant n’est a priori pas une CFT, de sorte que le fond constant |λ| = 1/2 n’est a priori pas
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un vide de la the´orie. Toutefois, la formule finale de cette fonction beˆta pourrait aussi bien se
ressommer non-perturbativement en une fonction g(|λ|) nulle en |λ| = 1/2. L’analyse de la
relation de ce mode`le sigma au mode`le Kondo pourrait fournir des re´ponses.
Nous conclurons en pre´sentant les similitudes que reveˆtent les mode`les de tachyon du
secteur interbranaire et les mode`les de Kondo bosoniques – et par conse´quent aussi super-
syme´triques. Le mode`le de Kondo est de´fini par l’hamiltonien suivant [80] sur le demi-plan
complexe avec z = x+ iy :
HK =
1
2
∫ +∞
−∞
dx
(
(∂xφ)
2 + (∂yφ)
2)+ ω0 (S+eiβφ(0,y) + S−e−iβφ(0,y)) (IV.8)
Les matrices S± agissent dans une repre´sentation de spin j/2 de SU(2)q avec q = eipiβ
2 .
Voir (IV.10) plus loin. Par comparaison, le lagrangien du mode`le de tachyon interbranaire
constant est donne´ par :
S =
1
2pi
∫
dxdy
(
(∂xφ)
2 + (∂yφ)
2)+ ∮ dy (λ+σ+eiβφ(0,y) + λ−σ−e−iβφ(0,y)) (IV.9)
ou` σ± appartiennent a` la repre´sentation 1/2 de SU(2) en fait e´quivalente a` une repre´sentation
1/2 de SU(2)q. Nous voyons donc par transformation de Legendre de (IV.9) que la correspon-
dance est ici donne´e par ω0 = −λ± et S± = σ±. La relation du mode`le de Kondo au mode`le de
sine-Gordon de bord (BSG) est bien connue – voir par exemple [32]. En l’occurrence, les fonc-
tions de partition respectives ve´rifient certaines relations comme nous voyons un peu plus bas
dans la formule (IV.11). En outre, le mode`le Kondo est inte´grable a` condition que les matrices
S± appartiennent bien a` la repre´sentation j/2 de SU(2)q et ve´rifient l’alge`bre :
[
S+, S−
]
=
qSz − q−Sz
q − q−1
[
Sz, S
±] = ±2S± (IV.10)
qui est effectivement la meˆme que SU(2) le long d’une repre´sentation 1/2. Le mode`le a
deux re´gimes autour de la limite de Toulouse β → 1/√2 qui, par comparaison a` l’e´tude du
tachyon roulant dans le mode`le bosonique, est celle a` partir de laquelle le couplage aux tachyons
du secteur σ0 est effectif. Pour β < 1/
√
2 on parle de re´gime attractif et pour 1 > β > 1/
√
2 de
re´gime re´pulsif. Dans ce dernier re´gime la fonction de partition sur le disque a des poˆles pour
tout β =
√
(1 + 2n)/(2 + 2n). Dans le premier la fonction de partition est analytique. Pour
donner un exemple de relation entre les mode`les BSG et de Kondo citons la relation montre´e
par Fendley, LeSage et Saleur [32] le long de la repre´sentation de spin 1/2 et pour β < 1/
√
2 :
Z1/2[(q − q−1)x] = ZBSG(qx) + ZBSG(q
−1x)
ZBSG(x)
(IV.11)
avec ici x = 2piω0 et au moins pour q racine de l’unite´, c’est-a`-dire β = 1/
√
n. La fonction
de partition de sine-Gordon est connue jusqu’a` de larges ordres en perturbation et exactement
sous la forme [32] :
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ZBSG(x) = 1 +
∞∑
n=1
x2n
Γ(β2)2n
∑
m
n∏
i=1
(
Γ(mi + β
2(n− i+ 1))
Γ(mi + β2(n− i) + 1)
)2
(IV.12)
avec la somme faite sur tous les ensembles (tableaux de Young) m = (m1,m2, . . . ,mn)
pour des entiers mi tels que m1 ≥ m2 ≥ . . . ≥ mn. Il existe une me´thode ite´rative pour
calculer ces sommes ordre par ordre. La fonction de partition du mode`le de Kondo dans la
repre´sentation de spin 1/2 paraıˆt donc calculable, au moins perturbativement, dans le re´gime
attractif. En utilisant la BSFT de Witten, nous pensons possible d’exprimer une action effective
off-shell, sachant que β± = (1 − r2)λ± et toutes les autres fonctions beˆta s’annulent, car la
limite UV n’est plus divergente. La formule habituelle de relation de l’action effective et de la
fonction de partition off-shell est en the´orie bosonique [136, 51, 122, 127] :
S[T ] = (1 + βT∂T )Z[T ] (IV.13)
Ici, nous aurions cependant Z[T, r] avec β = r identifie´e a` la distance. Et le long de champ
constant, l’action S[T, r] serait simplement identifie´e au potentiel effectif, dont nous souhaitions
obtenir la formule un peu plus haut. Nous devons encore exploiter cette direction d’e´tude. Mais
les calculs semblent a` porte´e de main au moins dans le cas bosonique. En outre, par similitude
du mode`le bosonique au mode`le brane-antibrane dans le re´gime attractif, et par comparaison au
de´veloppement quadratique obtenu dans notre e´tude, nous pourrions probablement conjecturer
une forme d’action effective du syste`me brane-antibrane se´pare´.
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Annexe : article publie´
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1 Introduction
Annihilation of D-branes of opposite Ramond-Ramond charge is one of the fundamental pro-
cesses of string theory. Tachyon condensation on brane-antibrane systems has also important
cosmological applications, either as a tractable model of a time-dependent process in string
theory, or concretely in D-brane inflation models [1]. It also appears in holographic models
of QCD, to describe chiral symmetry breaking [2].
Whenever the distance between the branes is smaller than the critical value rc, the ground
state in the brane-antibrane open string sectors becomes tachyonic. It has been conjectured
long ago that the condensation of this complex-valued tachyon leads to the closed string
vacuum, corresponding to the minimum of the tachyon potential [3], and partially confirmed
by string field theory computations [4].
In the case where the brane and the anti-brane are coincident in their common transverse
directions, this system has been thoroughly studied using background-independent string
field theory (BSFT) [5, 6, 7]. In this approach, one considers the two-dimensional worldsheet
conformal field theory on the disk with marginal and relevant boundary perturbations. It
allows to compute the exact off-shell tree-level tachyon potential [8, 9].
On-shell configurations corresponding to real-time tachyon condensation on unstable D-
branes are also of interest, especially whenever the boundary conformal field theory (BCFT)
is known. For unstable D-branes, a first type of solution, known as the full S-brane was found
by Sen and represents a time-reversal symmetric process [10]. The second type of solution,
known as the half S-brane [11, 12], represents the more realistic case of a tachyon starting,
from t→ −∞, at the maximum of its potential. It is straightforward to extend these results
to coincident brane-antibrane pairs.
Although the gradient of the tachyon field on the rolling tachyon solutions is very large,
it should make sense to consider a spacetime effective action that describes slowly varying
perturbations thereof. Remarkably, as was shown by Kutasov and Niarchos [13], it is possible
to find unambiguously the effective action for the tachyon and its first derivative asking only
that (i) the rolling tachyon discussed above is a solution to its equations of motion and that
(ii) the on-shell Lagrangian on this solution is equal to the disk partition function with the
time-like zero mode unintegrated. Upon a simple field redefinition, it coincides also with the
”tachyon-DBI” action that was earlier proposed by Garousi [14],1 and is able to reproduce
correctly N-point tachyon amplitudes [17].2
Surprisingly, not much of this program has been carried out for the system of a D-brane and
an anti-D-brane at finite distance – letting aside the even more interesting and challenging case
of brane-antibrane scattering. The brane separation is a modulus at tree-level, even though
a brane-antibrane potential is generated at one string loop [19]. Hence, we can ask whether
tachyon condensation at fixed separation is possible. One may expect different spacetime
physics compared to the coincident case, especially in the limit where the absolute value of
the tachyon mass is small in string units.
With cubic string field theory, an approximation of the tachyon potential as a function of
the fixed brane-antibrane separation r has been computed few years ago using level truncation
at next-to-leading order in [20]. In BSFT, the framework for studying the T-dual configu-
ration – a brane-antibrane pair compactified along a worldvolume direction, with a relative
1RR-couplings were added to this action in [15, 16].
2A different an interesting approach to tachyon effective actions on brane-antibrane pairs was given in [18].
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Wilson line – was set in the works [21] and [22]. There, the worldsheet action of the system,
including the background spacetime gauge fields along with the complex tachyon, was set.
Unfortunately, the Abelian gauge field T-dual to r was set to zero in order to simplify the
path integral computation.1
Finally, the ’half S-brane’ rolling tachyon solution describing condensation at fixed, finite
distance is not really understood, let alone the effective action of which it should be a solution.
In [20] this problem was studied using conformal perturbation theory, which is expected to
be valid, in spacetime terms, for very early times at the onset of tachyon condensation.
Surprisingly, it was found that the boundary interaction corresponding to the rolling tachyon
ceases to be marginal for a countable set of values of |r| larger than rc/
√
2.
In this note, we show that, taking in particular into account the effect of contact terms
that are dictated by worldsheet supersymmetry, the rolling tachyon boundary interaction
seems to be exactly marginal for all values of |r| below the critical separation. Study of beta-
functions for the system illuminates the crucial role of the contact term. The latter is able
to cancel the power-like short distance singularity that arises at second order in perturbation
theory for |r| > 1/2. At fourth order, it cancels all but one power-like singularity that is
present for |r| > √7/4, for which an higher-order contact term is needed. Nevertheless,
the potentially dangerous logarithmic singularities, that could occur for certain values of |r|,
vanish by themselves without the help of the contact term.
We find that the beta-functions of the theory are zero to all orders for |r| < √17/6, while
for larger values of |r| they vanish at least up to order five in perturbation theory. Thus,
we expect that the perturbative expansion in the boundary tachyon perturbations does not
break conformal invariance on the boundary, for any sub-critical separation.
Unexpectedly, we find that the ’full S-brane’ rolling tachyon is not a boundary conformal
field theory, for any non-zero separation between the branes. In that case the beta-function for
the distance-changing boundary operator does not vanish. It implies that the corresponding
space-time tachyon profile is not a solution of the equations of motion. It seems nevertheless
that a more general solution than the ’half S-brane’ exists, for which the tachyon starts from
and comes back to the tachyon vacuum; its physical meaning is not obvious though, since the
phase of the complex tachyon cannot stay constant.
From these results we learn that there should exist a space-time effective action for the
system, that is valid for any 0 6 |r| < rc (to be more precise, the effective action for the
tachyon and distance field should admit a solution where the distance is a constant). Effective
actions were proposed in the past by Sen [24] and Garousi [25]. However its domain of validity
is not clear. Indeed, it does not allow as a solution a tachyon condensation at fixed distance,
even in the regime of small brane separation in string units.
Imposing the existence of the ’half S-brane’ solution at fixed distance fixes the effective
action up to second order in the tachyon field. In order to get the fully explicit effective action
around this rolling tachyon at fixed distance without further hypothesis, we can proceed as
in [13] and try to fix all the coefficients of a generic first-order Lagrangian expressed in power
series. It fails to give a single answer for two reasons. First, as the ’full S-brane’ solution seems
not be allowed, the constraints from the tachyon equations of motion are weaker. Second, we
would need to compute the disk partition function, to all orders in the tachyon coupling; for
a generic distance analytical results for the perturbative integrals seem out of reach, from the
1Using these results, the spacetime effective action with non-zero gauge field profiles was conjectured in [23]
as a plausible covariantization, however it was not derived from first principles.
2
fourth order.
This work is organized as follows. In section 2 we give some background on the brane-
antibrane worldsheet action on the disk, emphasizing the role of the Fermi multiplets that
realize the Chan-Patton degrees of freedom. In section 3 we discuss the role of contact terms
in canceling the divergences that arises when tachyon perturbations collide. In section 4 we
examine the system from the point of view of boundary renormalization group flow, and
obtain our main results about the marginality of the rolling tachyon profile. Finally in the
discussion we give the implications of our results for space-time effective actions. Some lengthy
computations are given in the appendices.
2 Brane-antibrane worldsheet action
In this section we discuss in detail the boundary worldsheet action of the brane/antibrane
system, and set our conventions.
2.1 Superspace action on the disk
As a starting point, one considers the worldsheet action for coincident D1-brane and anti-D1-
brane wrapped around a circle in a compactified direction Y , T-dual to the system of interest.
We set everywhere in the following α′ = 1.
The N = (1, 1) superspace action on the disk was written in [26, 21, 22], including the
coupling to background gauge and tachyon fields. In the present context one considers non-
trivial Wilson Lines along the circle, T-dual to the brane positions x1 and x2 along X, the
T-dual of Y . They naturally appear in the form x(±) = x1 ± x2.
Setting aside the ’spectator’ dimensions, one considers a pair of N = (1, 1) superfields
on the disk, one time-like (X0) and the other compactified on a circle (Y), with e.g. X0 =
X0 +
i√
2
(θψ0 + θ¯ψ¯0) + θθ¯F0. The superspace coordinates are denoted as zˆ = (z, θ, θ¯).
At the boundary of the disk, the Grassmann coordinates satisfy the boundary condition
θ = ±θ¯. The algebra of the Chan-Patton factors for the brane-antibrane system is con-
veniently implemented by the canonical quantization of boundary fermions [27], see below.
These boundary fermions are the bottom components of Fermi superfields of the boundary
N = 1 superspace. For the brane-antibrane system one needs a complex superfield
Γ± = η± + θF± . (1)
with Γ− = (Γ+)∗.
Then the worldsheet action on the disk1, including the tachyon background as well as
Wilson lines around the circle, reads:
SBCFT(λ
+, λ−) =
1
2pi
∫
D2
d2z d2θ
(−DX0D¯X0 +DYD¯Y)+ i∮
S1
dudθ
x(+)
4pi
DuY
−
∮
S1
dudθ
(
Γ+
(
Du + i
x(−)
2pi
DuY
)
Γ− − Γ+T+ − Γ−T−
)
, (2)
1Our convention is that any amplitude is computed with e−S .
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with the measure d2θ = dθ dθ¯, the superspace holomorphic derivative D = ∂θ + θ∂ and the
superspace boundary derivative Du = ∂θ + θ∂u, with the boundary coordinate u on S
1.1
We consider simple rolling tachyon profiles of the form:
T± =
λ±
2pi
eωX
0
, (3)
with 0 < ω 6 1/√2. In order to get a real action, one chooses (λ+)∗ = λ−. These are actually
the tachyons that we are expecting to be solutions of the spacetime effective action. It is
understood in this expression that the superfield X is taken on the (super)boundary of the
disk.
The space-time gauge field A(−) = −x(−)4pi dy being locally pure gauge, its minimal coupling
to the Fermi superfields can be absorbed by a ’gauge’ transformation.2 One has to be careful
with this transformation if Y-dependent insertions appear in the path-integral; a prescription
must be chosen (see below).
Γ± → Γ±e±ix
(−)
2pi
Y . (4)
After this field redefinition, the boundary Fermi superfields are free, with the propagator on
the real axis: 〈
Γ+(zˆ)Γ−(wˆ)
〉
= ˆ(zˆ − wˆ) = (z − w)− 2 θzθwδ(z − w) , (5)
with the sign function (z) = Θ(z) − Θ(−z). This implies that ∆(Γ±) = 0, i.e. vanishing
conformal dimension.
In terms of these new variables the worldsheet action (2) reads:
SBCFT (λ
+, λ−) =
1
2pi
∫
D2
d2z d2θ
(−DX0D¯X0 +DYD¯Y)+ i ∮
S1
dudθ
x(+)
4pi
DuY
−
∮
S1
dudθ
(
Γ+DΓ− − Γ+T+ − Γ−T−) (6)
where the tachyon fields have now the expression:
T± =
λ±
2pi
e±i
x(−)
2pi
Y+ωX0 . (7)
Conformal invariance of the action at leading order imposes then :
ω2 +
(
x(−)
2pi
)2
=
1
2
. (8)
This is the standard mass-shell condition of an open string tachyon with U(1)×U(1) Wilson
lines turned on.
The world-sheet action that describes a system of separated brane and anti-brane is ob-
tained from the previous one by a T-duality along y. In the bulk, the superfield Y is traded
1The boundary current superfield DuY is defined to be the boundary super-derivative of Y first taken to
the boundary (where Y has Neumann boundary conditions).
2This is a slight abuse of language, as this is not a gauge symmetry from the worldsheet perspective.
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for the superfield X that has Dirichlet boundary conditions. Renaming Y as X˜, the tachyon
interaction of interest reads
T± =
λ±
2pi
e±i
x(−)
2pi
X˜+ωX0 . (9)
Action (6) will be our starting point. In the free theory, one has two different boundary
conditions on the disk boundary, related to the distinct positions of the branes : X = x(1) or
Y = x(2). We introduce the notations
x(−) = x(1) − x(2) = 2pir
x(+) = x(1) + x(2) = 2xcm , (10)
where on the first line r is such that ω2 + r2 = 1/2. On the second line, xcm is simply the
center of mass coordinate of the system.
2.2 Action in components, quantization of the Fermi superfields
Starting from the action (6), renaming Y as X˜, and integrating over the fermionic coordinates
one gets the action:
SBCFT(λ
+, λ−) =
1
2pi
∫
D2
d2z
(−∂X0∂¯X0 + ∂X∂¯X)+ i ∮
S1
du
x(+)
4pi
∂uX˜
+
∮
S1
du
(
η+∂uη
− − λ
+
2pi
η+ψ+T+ − λ
−
2pi
η−ψ−T−
)
−
∮
S1
du
(
F+F− − F+ T+ − F− T−) , (11)
with:
ψ± = ±ir
√
2ψ˜x + ω
√
2ψ0
T± = e±irX˜+ωX
0
. (12)
Auxiliary fields F± are then integrated to give:
SBCFT(λ
+, λ−) =
1
2pi
∫
D2
d2z
(−∂X0∂¯X0 + ∂X∂¯X)+ i ∮
S1
du
x(+)
4pi
∂uX˜
+
∮
S1
du
(
η+∂uη
− − λ
+
2pi
η+ψ+T+ − λ
−
2pi
η−ψ−T− + ε1−4r
2 λ+λ−
4pi2
T+T−
)
. (13)
A contact term at the end of the second line shows up, with a UV cutoff ε. This term, that
does not follow from the equations of motion contributes nevertheless to correlation functions
when 1/2 < |r| < 1/√2. Its role will be discussed in section 3.3.
Finally, as the center-of-mass perturbation completely factorizes and commutes with any
operators in (13), one can set x(+) = 0 without loss of generality.
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Upon quantizing canonically the boundary fermions η±, one recovers the Chan-Patton
algebra corresponding to the brane-antibrane system [22]. It leads to the following identifica-
tions:
η+ ⇔ σ+ = σ
1 + iσ2
2
η− ⇔ σ− = σ
1 − iσ2
2
η+η−(z)⇔ [σ
+, σ−]
2
=
σ3
2
(14)
where now the prescription for the path integral is Z = Tr
∫ DXiDψiP e−S[Xi,ψi], which
includes a path ordering for the operator insertions and a trace over the CP factors. In this
context the tachyon becomes a boundary changing operator; when inserted on the boundary
of the disk, it interpolates between the two distinct boundary conditions corresponding to the
brane and to the anti-brane.
The worldsheet action on the disk takes finally the form
S = Sbulk −
∮
S1
du
(
λ+
2pi
σ+ ⊗ ψ+eirX˜+ωX0 + λ
−
2pi
σ− ⊗ ψ−e−irX˜+ωX0 − λ
+λ−
4pi2
ε1−4r
2
e2ωX
0
)
.
(15)
3 Perturbative integrals and contact terms
In this section we discuss in more detail the contact term, quadratic in the tachyon field, that
appear in the action (6) after integrating out the auxiliary fields from the Fermi superfields
Γ±, and quantizing their fermionic components. As was discussed long ago by Green and
Seiberg [28] for closed string correlation functions, contact terms, dictated by worldsheet
supersymmetry, can cancel unphysical divergences in correlation functions. We shall see
below that it indeed cancels the short-distance singularity when two tachyons perturbations
collide in the perturbative expansion.
3.1 Free field correlators
In order to fix the conventions, we use the following Green functions on the upper half-plane
H+ for a free-field X with Dirichlet boundary conditions, and its T-dual field X˜:
〈X(z1)X(z2)〉 = −ηxx
2
ln |z12|2 + ηxx
2
ln |z12¯|2〈
X˜(z1)X˜(z2)
〉
= −ηxx
2
ln |z12|2 − ηxx
2
ln |z12¯|2〈
X(z1)X˜(z2)
〉
= −ηxx
2
ln
z12
z1¯2¯
− ηxx
2
ln
z12¯
z1¯2
(16)
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with eg. z12 = z1 − z2 and z12¯ = z1 − z¯2. Finally, the two-point function for fermions with
Dirichlet b.c. read:
〈ψx(z1)ψx(z2)〉 = η
xx
z1 − z2 (17a)〈
ψ¯x(z¯1)ψ¯
x(z¯2)
〉
=
ηxx
z¯1 − z¯2 (17b)〈
ψx(z1)ψ¯
x(z¯2)
〉
= − ζη
xx
z1 − z¯2 (17c)
where ζ = ±1 corresponds to the spin structure. It corresponds to the boundary conditions
for the supercurrent G(z) − ζG¯(z¯)|z=z¯ = 0. For the Virasoro superfield G = G + θT , this
is naturally associated with the superspace boundary (z, θ) = (z¯, ζθ¯). With Neumann b.c.,
eq. (17c) gets a minus sign on the RHS.
Finally, the boundary Green function for a superfield X with Neumann boundary condi-
tions reads:
〈X(zˆ1)X(zˆ2)〉=z=0,θ=ζθ¯ = −2ηxx ln zˆ12 = −2ηxx ln(z12 − θ1θ2) (18)
while it vanishes with Dirichlet b.c..
3.2 Contact term in the worldsheet action
As has been explicited in section (2.2), upon integrating out the auxiliary fields F± that ap-
pear in the Fermi multiplets Γ±, one obtains a contact term for the tachyon in the worldsheet
action.
The auxiliary field has the two-point function 〈F+(u)F−(v)〉 = 2δ(u− v). It is regularized
at short distances according to:〈
F+(t)F−(s)
〉
= 2δ(t− s)→ δ(|t− s| − ε) (19)
It was shown in [30] that this point-splitting regularization that we use preserves worldsheet
supersymmetry (unless one consider bulk-boundary correlators for which more care is needed).
Then the contact term is given by the following non-local interaction on the disk (with
u = eit, v = eis):
1
2
∫ 2pi
0
dt
∫ 2pi
0
ds δ(|t− s| − ε) ??eirX˜+ωX0(u)?? ??e−irX˜+ωX0(v)??
=
1
2
∫ 2pi
0
dt
∫ 2pi
0
ds δ(|t− s| − ε) |u− v|2(ω2−r2) ??eirX˜+ωX0(u) e−irX˜+ωX0(v)??
=
1
2
(
2 sin
ε
2
)1−4r2 ∫ 2pi
0
ds
(
?
?eirX˜+ωX
0
(v+ε) e−irX˜+ωX
0
(v)??+??eirX˜+ωX
0
(v) e−irX˜+ωX
0
(v+ε)??
)
ε→0∼ ε1−4r2
∮
S1
du ??e2ωX
0
(u)?? . (20)
By ?? ? ?? we denote the boundary normal ordering (see e.g. [29]).1 This treatment of the
contact term may seem a bit ad hoc, however we will find in the next section that the
1We added a 1/2 normalization such that to take account for the factor 2 coming from the trace over the
CP factor, since the contact term is multiplied by the identity matrix.
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term (20) appears naturally when one considers the renormalisation of the worldsheet action,
justifying a posteriori this presentation.
We will use in a next section the contact term on the upper half plane. It is similarly
written as:
ε1−4r2
2
∫ +∞
−∞
dv
(
?
?eirX˜+ωX
0
(v + ε) e−irX˜+ωX
0
(v)?? + ??eirX˜+ωX
0
(v) e−irX˜+ωX
0
(v + ε)??
)
ε→0∼ ε1−4r2
∮
R
dv ??e2ωX
0
(v)?? (21)
In order to compute all the counterterms generated from this contact term one will need
to work with its complete non-local expression, though the dominant term, here the only
divergent one, in its Taylor expansion (in terms of local operators) is sufficient to compute
most of them. Indeed, it is found that working directly with the dominant term, a local
operator, seems to be equivalent to working with the complete non-local contact term. It
may be explained by the fact that after Taylor expansion of T±(x + ) and commutation of
the sum and the integral, all other terms in the series of integrated local operators vanish as
 goes to zero. One may object that we are forgetting sub-dominant terms, but, as the UV
cut-off is an artifact signaling our lack of ability to manipulate infinite quantities; it is to be
understood as being strictly equal to zero, from the very beginning. From this point of view,
we expect that only the divergent terms in (21) do contribute. Then it should be equivalent to
use either the dominant (local) term or the complete (non-local) contact term. This statement
seems to be confirmed numerically in the fourth order computations of section 4.
As one can see, in the limit ε→ 0 when one takes the UV cut-off to infinity, the contact
term vanishes when |r| < 1/2. Therefore, the results of the computations made in [24],
where the contact term was not taken into account, remain unchanged.1 It can be seen also
by working directly with the N = 1 boundary superspace amplitudes; the contact terms
contributions from the Γ± correlators vanish for |r| < 1/2.
However, the contact term diverges when |r| > 1/2. This contact term may ensure that
the amplitudes do not diverge for |r| > 1/2. The divergence associated with the contact term,
that arises from the fusion of two tachyon vertices, correspond to the unphysical integrated
vertex operator ∫
du
∫
dθ θ ??e2ωX0(u)?? =
∫
du ??e2ωX0(u)?? , (22)
that is not supersymmetric. Hence, as in [28], one can understand the contact term as
necessary to preserve worldsheet superconformal invariance on the boundary, when |r| > 1/2.
In other words, divergences corresponding to integrated operators of the form (22) cannot
occur for a consistent, hence super-BRST invariant, superstring worldsheet theory. We will
discuss below higher-order divergences, coming from the fusion of more than two operators,
for which the analysis is more involved.
3.3 Boundary one-point function
In order to illustrate more precisely the role of the contact term, we compute the one-point
function on the disk for a tachyon boundary vertex operator. This one-point function does
1As a side remark, for the rolling tachyon on a non-BPS D-brane, it was already noticed in [31] that the
contact terms, that were absent in the original computation of the partition function performed in [32], did
not contribute to the final result.
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not have to vanish because of the rolling tachyon background, and contains potentially a
divergence at first order, when the inserted tachyon vertex collides with the integrated tachyon
coming from the perturbative expansion. We will find that the contact term cancels the two-
tachyon divergence for all values of r in the range 1/2 < |r| 6 1/√2.
At first order in the couplings λ±, the one-point function for one of the boundary tachyon
vertex operators is given by the integrated correlator
Tr
〈
σ± ⊗ ψ±e±irX˜+ωX0(eit1)
〉
∼ λ
∓
2pi
Tr σ±σ∓
∫ t1
0
dt2
〈
ψ±e±irX˜+ωX
0
(eit1)ψ∓e∓irX˜+ωX
0
(eit2)
〉
0
+
λ∓
2pi
Tr σ∓σ±
∫ 2pi
t1
dt2
〈
ψ∓e∓irX˜+ωX
0
(eit2)ψ±e±irX˜+ωX
0
(eit1)
〉
0
∼ λ
∓
2pi
(
1− 4r2) ∫ t1+2pi
t1
dt2
∣∣∣∣2 sin t1 − t22
∣∣∣∣2ω2−2r2−1 ∫ +∞−∞ dx0 e2ωx0 . (23)
The integration over t2 is not defined for |r| > 1/2, nevertheless the result
Tr
〈
σ± ⊗ ψ±e±irX˜+ωX0(eit1)
〉
∼ λ
∓
2pi
(
1− 4r2) 21−4r2√piΓ(12 − 2r2)
Γ(1− 2r2)
∫ +∞
−∞
dx0 e
2
√
1
2
−r2x0
(24)
is analytic for any r ∈ [0, 1/√2]
In order to show how the divergence for |r| > 1/2 is canceled, we can compute directly
this quantity in superspace, using the Fermi multiplets Γ±. Letting aside for a moment the
zero-mode integral over x0, one considers the superspace integral∫
dθ1
〈
Γ±e±irX˜+ωX
0
(zˆ1)
〉
∼ −λ
∓
2pi
∫
dθ1dθ2
∫
dt2 (zˆ1 − zˆ2)
〈
e±irX˜+ωX
0
(zˆ1)e
∓irX˜+ωX0(zˆ2)
〉
0
∼ −λ
∓
2pi
e2ωx
0
∫
dθ1dθ2
∫
dt2 [(t1 − t2)− 2θ1θ2δ(t1 − t2)]×
×
(∣∣∣∣2 sin t1 − t22
∣∣∣∣1−4r2− θ1θ2(1− 4r2)(t1 − t2) ∣∣∣∣2 sin t1 − t22
∣∣∣∣−4r2
)
∼ −λ
∓
2pi
e2ωx
0
∫
dt2
[
(1− 4r2)
∣∣∣∣2 sin t1 − t22
∣∣∣∣−4r2 + 2δ(t1 − t2) ∣∣∣∣2 sin t1 − t22
∣∣∣∣1−4r2
]
. (25)
Now we introduce a point splitting regularization, asking that |t1 − t2| > ε. As we wish
to keep the contact term in the computation, it is natural to include this point splitting in
the Θ and δ distributions that appear in the above integral, as:
Θ(|t1 − t2| − ε) = Θ(t1 − t2 − ε) + Θ(t2 − t1 − ε)
δ(|t1 − t2| − ε) = δ(t1 − t2 − ε) + δ(t2 − t1 − ε) . (26)
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In other words, we ’spread’ the contact term at the boundary of the interval |t1 − t2| < ε.
Then the contribution to the one point-function becomes:
− λ
∓
2pi
∫
dt2
[
(1− 4r2)Θ(|t1 − t2| − ε)
∣∣∣∣2 sin t1 − t22
∣∣∣∣−4r2 + δ(|t1 − t2| − ε) ∣∣∣∣2 sin t1 − t22
∣∣∣∣1−4r2
]
= −λ
∓
2pi
(1− 4r2)
∫ t1−ε
t1−2pi+ε
dt2
∣∣∣∣2 sin t1 − t22
∣∣∣∣−4r2 − 2λ∓2pi ∣∣∣2 sin ε2 ∣∣∣1−4r2
∼ −λ
∓
2pi
(
1− 4r2) 21−4r2√piΓ(12 − 2r2)
Γ(1− 2r2) + 2
λ∓
2pi
ε1−4r
2 − 2λ
∓
2pi
∣∣∣2 sin ε
2
∣∣∣1−4r2 , (27)
where two first terms in the last line come from the expansion of the following function:
(
1− 4r2) 22−4r2 cos ε
2
2F1
[
1
2
,
1 + 4r2
2
,
3
2
, cos2
ε
2
]
. (28)
The second term of eq. (27) is the only divergent one if 4r2 > 1. It simplifies to
−λ
∓
2pi
(
1− 4r2) 21−4r2√piΓ(12 − 2r2)
Γ(1− 2r2) + 2
λ∓
2pi
ε1−4r
2 − 2λ
∓
2pi
ε1−4r
2
. (29)
Divergences compensate correctly, so that we eventually have at first order:
Tr
〈(
σ± ⊗ ψ± − F±) e±irX˜+ωX0(z1)〉 ∼ −λ∓ Γ(2− 4r2)
Γ2(1− 2r2)
∫ +∞
−∞
dx0e
2
√
1
2
−r2x0
. (30)
This quantity is UV-finite, but has a IR divergence due to the zero-mode integral. This
divergence, that appears when x0 →∞, simply signals the breakdown of perturbation theory
in λ±. Note that for the homogeneous rolling tachyon on a non-BPS brane, for which the
all orders computation is doable, summing up the the whole perturbative expansion gives a
finite zero-mode integral.1
4 Computation of beta-functions
In this section, we argue that the theory defined in (6) is exactly conformal, with the rolling
tachyon profile (9), for any value of |r| below rc = 1/
√
2. This will imply that for the
spacetime effective action of the brane-antibrane system there exists a ’half S-brane’ rolling
tachyon solution at fixed separation of the equations of motion. This is an important point
since the effective action proposed in [25] did not admit solution at fixed distance ; in fact, in
this action, for non-vanishing tachyon the distance field has an attractive potential towards
the origin.
Our motivation for looking closely at this issue was in part due to the results of Bagchi
and Sen [20]. They found that the boundary deformation corresponding to the tachyon (9)
was only marginal in the range 0 6 |r| < rc/
√
2. For rc/
√
2 6 |r| < rc it was found that for
an infinite but countable set of distances the theory was not conformal. This is puzzling as
we expect that everything goes smoothly up to the critical separation rc.
1If we Wick-rotate the theory to an Euclidean target space, for which perturbation theory is well-defined,
the zero-mode integration gives δ(2ω) which is zero for any value of |r| < 1/√2.
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At the end of the day, the basic difference between those two approaches is the contact
term, however the latter is not responsible for restoring marginality, since it cannot cancel the
logarithmic divergences that could spoil conformal invariance as we shall see; rather, the actual
computation of the possible conformal symmetry-violating terms in the path integral gives
zero thanks to the different contributions that cancel among themselves at a given order.
Nevertheless, the contact term is able, as expected, to cancel the power-like two-tachyon
divergences in the perturbative integrals.
The cleanest way to show that the action (6), with the rolling tachyon perturbation (7)
is a boundary CFT is to compute the boundary β-functions for all the boundary couplings
involved. On top of the coupling constants λ± for the rolling tachyon perturbations, one needs
to introduce in the computation a perturbation corresponding to the separation-changing
boundary operator σ3 ⊗ i∂uX.1 The brane-antibrane separation is classically fixed at some
value r, but still in the quantum theory one has to check that the corresponding beta-function
vanishes for any r, in other words that it is not ’sourced’ by terms in λ±. On top of this,
more operators need to be considered in the analysis as |r| increases.
4.1 Generalities about boundary beta-functions
In order to compute the beta-functions for their boundary couplings, we follow mostly the
clear presentation of [33].
One considers a conformal field theory on the upper half-plane H+ = {z, Im z ≥ 0}
perturbed by boundary operators that can be marginal or relevant. The action of the theory
is defined to be
S(λµ) = Sbulk +
∑
µ
`−yµλµ
∫
dxφµ(x) + Sct , (31)
in terms of the renormalized dimensionless couplings {λµ} and the anomalous dimensions
yµ = 1 − hµ. The renormalization scale is denoted by `. The last term Sct stands for
boundary counterterms whenever they are necessary. The boundary fields φµ are normalized
as2 (
φ∗µ(∞)
∣∣φµ(0)) = 1 (32)
with φ∗µ the conjugate field to φµ.3
At second order in perturbation theory, one encounters the integral (which lies inside a
correlator with arbitrary other insertions):4
1
2
∑
µ,ν
`hµ−hν−2
∫
dx1
∫
dx2 φµ(x1)φν(x2)Θ(|x1 − x2| − ε)Θ(L− |x1 − x2|) (33)
This integral has been regularized by point-splitting with a UV cutoff ε , and with and an IR
1To be exact we will have to add it in superspace as Γ+Γ−DX
2The Zamolodchikov correlators are defined as (φa(∞)|φb(zb)) = limz→∞ z2ha z¯2h¯a 〈φa(z)φb(zb)〉.
3In the case of theories with several boundary conditions, one has to trace over the Chan-Patton factors,
which would be here included inside the fields, e.g. as Tr
(
φ∗µ(∞)
∣∣φµ(0)) = 1. Considering deformations by
boundary-changing operators, the CP factors induce selection rules.
4We will use the convention that operators (with CP factors) are ordered from right to left with increasing
boundary parameter; this is the opposite convention than in [33].
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cutoff L. In order to compute the integral one can use the boundary OPE
φµ(x1)φν(x2) =
∑
ρ
Dρµν
(x1 − x2)hµ+hν−hρ φρ(x2) + · · · x1 > x2 . (34)
In this case, (33) is rewritten as:
∑
µ<ν
`hµ−hν−2
(∮ y+L
y+
dx
∮
dy φµ(x)φν(y) +
∮ y+L
y+
dx
∮
dy φν(x)φµ(y)
)
(35)
Minimal substraction scheme
In this scheme, we aim to isolate the divergences that occur in the integral (33) when two
perturbations collide. One has to consider separately two cases. The subset of boundary
fields {φρ} such that yµ + yν − yρ < 0 (which are all relevant), gives a divergent contribution
to the action (31) of the form (after removing the IR cutoff)
Sd =
1
2
∑
µ,ν,ρ
Dρµν
yµ + yν − yρ ε
yµ+yν−yρ`yµ+yνλµλν
∫
dxφρ . (36)
In the minimal substraction scheme, this divergence is canceled by a similar counter term
Sct = −Sd.
The subset of boundary fields {φτ} such that yµ+yν−yτ = 0 gives logarithmic divergences,
or resonances (cutting the integration at the renormalization scale `):
Sd =
1
2
∑
µ,ν,τ
Dτµν ln(ε/`)`
−yτλµλν
∫
dxφτ (37)
This divergent piece is again canceled by an appropriate counterterm Sct = −Sd. Now
equating the bare couplings to the two corresponding contributions from the renormalized
action (31), one gets the beta-function at second order
βmsρ := `
dµρ
d`
= yρλ
ρ −
∑
µ,ν|yµ+yν=yρ
Dρµνλ
µλν (38)
So non-linear contributions at quadratic order occur only in the cases of resonances, if they
exist.1 One can show that, in the minimal substraction scheme, this property holds to all
orders in perturbation theory.
Note that there is a sign difference between the above result and what appears in [33].
This comes from their convention of using eS instead of e−S as we did. One could obtain the
same definition by simply changing the sign of the couplings.
Wilsonian scheme
In this scheme, we equate the renormalization scale ` with the UV scale ε, viewed as a
fundamental high-energy scale. We demand that the renormalized theory does not depend
1Notice that, if the boundary perturbations in (33) are superficially marginal, the resonances correspond
to the appearance of a marginal operator in the boundary OPE.
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on the UV cutoff scale, i.e. that ε∂εe
−Sbdy = 0. Then the renormalized boundary couplings
depend on the UV scale ε (as the regularized perturbative integrals do). At second order, the
corresponding beta-functions read:
βwsρ := ε∂εµρ = yρλ
ρ −
∑
µ,ν
Dρµνλ
µλν (39)
In contrast with the minimal substraction scheme, eq. (38), there is no restriction to ’resonant’
boundary couplings in the sum giving the quadratic term of the beta-function (39).1
We will see below that both schemes are useful in the study of the rolling tachyon pertur-
bations, when it comes to understand the role of the contact terms.
4.2 Beta-functions for the brane-antibrane system at second order
Coming back to the brane-antibrane system, we consider the following worldsheet action on
the upper half-plane, as a function of the boundary couplings. So now we take the boundary
variable to be u ∈ R. For convenience, we rescale the coupling according to λ± → 2piλ±.
S = Sbulk −
∫
dx
(
λ+σ+ ⊗ ψ+eirX˜+ωX0 + λ−σ− ⊗ ψ−e−irX˜+ωX0 − iδr
2
σ3 ⊗ ∂uX˜
)
(40)
We omitted for the moment the contact term, which will enter later on in the discussion.
Distance coupling
Let us start by discussing the beta-function for the distance perturbation. According to the
general discussion above, one has
βr = (1− hr)δr
2
− (Dr+− +Dr−+)λ−λ+ −Drr+
δr
2
λ+ −Drr−
δr
2
λ− . . . (41)
where the ellipsis here stands for higher order terms. The first term on the RHS vanishes
because the conformal dimension of the distance perturbation is one. All the second order,
all the structure constants for the three boundary operators under study appear, since, being
all of conformal dimension one, they lead potentially to resonances.
Without much work, we have that Dr±∓ = 0. The fusion of the tachyon vertex operators
T± will never produce the current ∂uX, as t he eωX0 factors just add up. The structure
constants Drr± also have to vanish, since the fusion of T± with the boundary current iσ3∂uX˜
comes with the Chan-Patton factor σ±σ3 = ∓σ± hence not σ3. However, this product
participates to the beta-function of T± as we will see.
At higher orders in perturbation theory, we would find a similar behavior. Namely, the
fusion of any number tachyon vertices cannot produce the distance-changing operator, hence
the beta-function for δr does not get tachyon ’source terms’ (which would be proportional
to (λ+λ−)n at order 2n). In other words, the distance coupling does not run in the rolling
tachyon background (9).
We can also be less specific and consider, instead of (9), a more general tachyon profile of
the form:
T± =
1
2pi
e±irX˜
(
λ± eωX
0
+ ξ± e−ωX
0
)
, (42)
1The linear term, as well as the resonant quadratic terms, that are common to both schemes, can be shown
to be ’universal’, i.e. independent of the scheme chosen for the computations.
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the hermiticity of the action imposing that λ− = λ+ and ξ− = ξ+.
The conclusion can be different, as the structure constants Dr±∓ do not have to vanish by
similar arguments. To this end, we use the 0-picture tachyons OPE:
σ+σ− ⊗ T+(0)(z)T−(0)(w) =
1 + σ3
4
⊗
(
. . .+ ir
∂uX˜
z − w + . . .
)
σ−σ+ ⊗ T−(0)(z)T+(0)(w) =
1− σ3
4
⊗
(
. . .− ir ∂uX˜
z − w + . . .
)
(43)
where we only highlighted the interesting term. It is not difficult then to obtain the second-
order beta-function for the distance coupling :
βr = −λ
+ξ− + λ−ξ+
4pi2
r = − 1
2pi2
Re
(
λ+ξ+
)
r (44)
The beta-function (44) is scheme-independent, as the divergence is logarithmic. If one intro-
duces a real parameter µ, the most general solution of this equation is then:
T± =
λ±
2pi
e±irX˜
(
eωX
0 ± iµ e−ωX0
)
, µ ∈ R (45)
Notice that, so far, the marginality of this solution has been checked only at second order. The
fourth order (and higher) beta-functions would be non-trivial to compute, and marginality at
this order is a priori not obvious.
In any case, the physical meaning of the general solution (45) is not clear. If, for instance,
one chooses λ+ real (which is always possible by a shift of X˜), it corresponds to a case where
the real part of the tachyon condenses, while the imaginary part evolves in the opposite
direction. There is no clear reason why the phase of the tachyon condensate has to change
by pi/2 during its evolution, as the constraints on the solution (45) suggests. By symmetry
arguments, the tachyon potential of the effective action should depend only on its square
modulus. i.e. of ∣∣T (x0)∣∣2 = λ+λ−
4pi2
(
e2ωx
0
+ µ2 e−2ωx
0
)
, (46)
which, for non-zero µ, goes through a minimal value |T |2 = µλ+λ−
2pi2
at finite time.
If we consider instead the time-reversal-symmetric tachyon profile (’full S-brane’) as in
the case of the non-BPS brane:
T± =
λ±
2pi
e±irX coshωX0 , (47)
the beta-function (44) indicates a RG running of the distance coupling, unless r = 0. This
result has far-reaching consequences. Unlike the case of coincident brane-antibrane or of a
non-BPS brane, the effective action of the brane-antibrane system at finite distance should
be such that, while the ’half S-brane’ rolling tachyon is allowed as a solution of its equations
of motion, the ’full S-brane’ should not.
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Tachyon couplings at quadratic order
We now compute the beta-functions for the tachyon couplings λ± at order λ+λ− for the ’half
S-brane’ profile.1
The boundary OPEs to consider at quadratic order are the distance-tachyon OPE
−iσ3 ⊗ ∂uX˜(x1)σ± ⊗ ψ±eωX0±irX˜(x2) ∼ −2
x1 − x2 (±σ
±)⊗ (±r)ψ±eωX0±irX˜(x2) + · · · (48)
and the tachyon-tachyon OPE
σ+ ⊗ ??ψ+eωX0+irX˜(x1)?? σ− ⊗ ??ψ−eωX0−irX˜(x2)??
∼ −
( 1 0
0 0
)
(1− 4r2) 1
(x1 − x2)4r2
?
?e2ωX0(x1)?? + · · · (49)
both for x1 > x2. The ellipsis stands for less singular terms.
Beta-function for |r| < 1/2. Whenever |r| < 1/2 the OPE (49) does not lead to sin-
gularities when integrated. Hence, in the minimal substraction scheme, no corresponding
counterterm is needed. This reflects the fact that the contact term is zero in this range.2
This extends to all orders in perturbation theory.
The case of the OPE (48) is different, as it leads to a logarithmic divergence for any r 6= 0.
From (38) the relevant β-functions are of the form3 :
β± = (1− h±)λ± + (D±r± +D±±r)
δr
2
λ± + . . .
(50)
We get at second order that
β± =
(
1
2
− r2 − ω2 − 2rδr
)
λ± . (51)
this is valid in any scheme, as only universal quantities appear. If one keeps the distance
perturbation to zero (δr = 0) then the rolling tachyon background is marginal at second
order provided that the on-shell condition ω2 + r2 = 1/2, as expected.
Otherwise, the marginality of the perturbation is restored, at this order, if we use instead
the on-shell condition
ω2 + (r + δr)2 = 1/2 (52)
This is compatible with the interpretation of the boundary perturbation σ3 ⊗ i∂uX˜, that
changes the relative position of the D-brane and the anti D-brane. It is T-dual to the relative
1Let us remark in passing that, by shifting the zero-mode of the time-like field X0 → X0 + α, there is a
common rescaling of the couplings λ± → λ±eωα. This is a common feature of Liouville-like theories. For this
reason, the perturbative expansion in λ± does strictly make sense only in the Euclidean theory obtained by
X0 → iXe.
2In the Wilsonian scheme the contact term is an irrelevant operator in this range.
3The sign is opposite here since the sign in front of the tachyon perturbation in (40) is opposite.
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Wilson line that appears in the action (2).1 One checks that the normalization of this coupling
in (2) is compatible, through T-duality, with relation (52). This analysis shows that, at least
at this order, the rolling tachyon perturbations T± ’adjust themselves’ to a change of brane-
antibrane separation in order to stay marginal.
Beta-functions for 1/2 < |r| < rc and contact term
When 1/2 < |r| < rc the situation is different. The operator exp 2ωX0 (that appears also
in the contact term) becomes relevant, hence should be considered in the discussion. As
stated earlier, this operator in unphysical from the superstring theory point of view (at zero
superghost number).
The corresponding boundary coupling is denoted by µc. The tachyon-tachyon OPE (49)
gives a singular perturbative integral at second order:∫
dx1
∫ x1−ε
x1−L
dx2 ??ψ
+eωX0+irX˜(x1)????ψ
−eωX0−irX˜(x2)??
r 6=1/2∼ ε1−4r2
∫
dx1 ??e
2ωX0(x1)?? , (53)
after removing the IR cutoff (L→∞ limit).
In the minimal substraction scheme, the following local counterterm is needed at this
order to cancel the divergence:
Sct = λ
+λ−ε1−4r
2
∫
dx ??e2ωX0(x)?? . (54)
Naturally, it agrees precisely with the expression of the contact term in the action (15). Since
this divergence is power-like, it does not add any non-linear term in the minimal scheme
beta-function βmsc for the coupling µc. Hence, the latter can be consistently set to zero in the
renormalized theory at this order.
For the distance |r| = 1/2, amplitudes are finite without the counterterm, so it is not
strictly needed2, but it contributes nevertheless finitely to the amplitudes.
In the Wilsonian scheme, the beta-function reads, at second order:
βwsc = (1− 4r2)µc −
(
1− 4r2)λ+λ− (55)
One sees here an interesting phenomenon. The operator exp 2ωX0 is relevant at linear order,
but the RG flow gives an IR fixed point for this coupling at quadratic order, for µc = λ
+λ−.
Comparing the outcomes of both schemes, one gets the same results but the interpretation
is different. In the minimal substraction scheme the contact term appears as a counterterm,
but the corresponding renormalized coupling is consistently set to zero. On the contrary, in
the Wilsonian scheme, the RG flow has a fixed point with non-zero renormalized coupling µc.
Both points of view are ’non-supersymmetric’, as in the superspace formulation this term is
present from the beginning and removes the divergence under discussion.
1To be more correct, as auxiliary fields from the Fermi superfield couples to this perturbation, some
±i δr λ±ψxe±irX˜+ωX0 correction should be included. We verify that it doesn’t modify the β-function at
quadratic order. Moreover, this term shows up naturally if we work directly with the superspace distance
perturbation i δrΓ+Γ−DuX.
2But partition function appears to be discontinuous at |r| = 1/2 without its contribution.
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4.3 Marginality beyond quadratic order
Part of the quadratic order results generalizes immediately to higher orders. Indeed only
the fusion of distance perturbations with, say, T+ can produce T+ itself (since the fusion
of n tachyons goes as enωX0 , as far as the X0 dependence is concerned). Hence, if we set
δr = 0 from the very beginning, we expect that the beta-functions β± vanish to all orders
in perturbation theory. With the same reasoning, the operator exp(2ωX0) that we had to
consider for |r| > 1/2 cannot receive higher-order contributions to its beta-function.
However, study of the marginality at higher orders is quite messy when |r| is getting closer
to the critical distance, as the fusion of tachyon vertex operators produces more and more
relevant boundary operators. For a given value of r, these operators, of the form e2nωX0 with
n ∈ Z+, become (superficially) relevant if n < (2− 4r2)−1/2, and are of dimension one when
they saturate this bound. These resonances occur all for 1/2 6 |r| < 1/√2; this range was
excluded by Bagchi and Sen in their analysis [20] for this precise reason.
A given operator e2nωX0 appears first at order 2n in the perturbative expansion in the
tachyon perturbations, hence the beta-function βn for its coupling λn is of the form:
βn = (1− 4n2ω2)λn +O
(
(λ+λ−)n
)
(56)
It is easier then to work in the minimal substraction scheme, where one just has to worry
about logarithmic divergences, i.e. resonances. As we emphasized above, if the fusion of
(superficially) marginal operators produces a (superficially) marginal operator, it generates a
source term in the corresponding minimal scheme beta-function. It is nevertheless interesting
to consider whether power-like divergences are also present.
At second order the potentially marginal operator is nothing but the contact term itself,
e2ωX0 , for the distance |r| = 1/2. Fortunately, thanks to its fermionic part the OPE (49)
vanishes, hence there is no logarithmic divergence to cancel.
Marginality for
√
7/4 < |r| < √17/6
The next possible resonance occurs when the operator e4ωX
0
becomes of dimension one, i.e.
for ω = 1/4 (equivalently, |r| = √7/4). The potential logarithmic divergence would occur
at fourth order in perturbation theory. In order to investigate this issue we compute below
all the possible divergent terms that occur at order (λ+λ−)2 from the perturbative integrals,
that involve both the tachyon and contact term vertex operators. In the computations of
this subsection, we use the full non-local contact term (21), as even the sub-leading terms
contribute a priori to the divergences.
The first contribution comes from two contact term insertions (symbolically CC). Using
the notations a = 4ω2 and T± = e±irX˜+ωX0 , it reads
CC =
(
1 0
0 1
)
ε2a−2
4
∫
dx1
∫ x1−2ε
x1−L+ε
dx2
(
?
?T+(x1 + ε)T
−(x1)?? + ??T−(x1 + ε)T+(x1)??
)
× (??T+(x2 + ε)T−(x2)?? + ??T−(x2 + ε)T+(x2)??) (57)
The contact term being multiplied by the Chan-Patton identity matrix. The short-distance
regularization chosen here prevents any operator to approach another one at less that ε, before
integration of the auxiliary fields. The most natural IR cutoff prescription is to constraint two
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ordered operators not to move away from each other by more that L, also before integration
of auxiliary fields. One gets then
CC ∼
(
1 0
0 1
)(
1
2a+ 1
(
L
ε
)2−2a
−
(
L
ε
)1−2a
− 5− 6a− (2a− 1)2
2a+2
2F1(1− a,−a− 12 ;−a+ 12 ; 14)
4(2a+ 1)(2a− 1)
(
L
ε
)1−4a)
× L4a−1
∫
dx1 ??e
4ω X0?
?(x1) . (58)
The second contribution, from two tachyons and a contact term, is more involved as one
has to integrate over two operator positions, leading to various type of singularities. One has
to be careful with path ordering of the contact term with the tachyon; we have to distinguish
three contributions, symbolically noted CTT, TCT and TTC. One finds that the contributions
of CTT and TTC are equal, but TCT is different. We have to sum these three contributions
together. Using the notation C(x) = ??T+(x+ ε)T−(x)?? + ??T−(x+ ε)T+(x)?? , one has:
CTT + TCT + TTC =
−
(
1 0
0 0
)
εa−1
2
(∫
dx1
∫ x1−ε
x1−L+ε
dx2
∫ x2−ε
x2−L
dx3 ??C(x1)????ψ
+T+(x2)????ψ
−T−(x3)??
+
∫
dx1
∫ x1−2ε
x1−L
dx2
∫ x2−ε
x2−L+ε
dx3 ??ψ
+T+(x1)????C(x2)????ψ
−T−(x3)??
+
∫
dx1
∫ x1−ε
x1−L
dx2
∫ x2−2ε
x2−L
dx3 ??ψ
+T+(x1)????ψ
−T−(x2)????C(x3)??
)
(59)
Here, the whole computation is multiplied by the upper part of the identity matrix, since
T+ and T− are themselves multiplied by σ+ and σ− respectively. One should also take into
account the permutated version of (59) which has ordering T−T+ instead of T+T−. From
symmetry of the OPE’s under this permutation, it contributes the same result but multiplied
by the lower part of the identity matrix. Thus, the computation of the divergent terms gives
the result, see appendix A:
CTT + TCT + TTC ∼
(
1 0
0 1
)[
− 2
1 + 2a
(
L
ε
)2−2a
+
1
a
(
L
ε
)1−2a
+
2(a− 1)
3a
(
L
ε
)1−a(
2F1 (−a, a+ 1, a+ 2,−1)
a+ 1
+
2F1 (−a, a− 1, a,−1)
a− 1
+
2F1 (2− a, a+ 1, a+ 2,−1)
a+ 1
)
− V (a)
(
L
ε
)1−4a ]
L4a−1
∫
dx1 ??e
4ω X0?
?(x1) (60)
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The coefficient V (a) is given by (we did not find a closed form for it):
V (a) = (a−1)
∞∑
n=0
1∑
s=0
Γ(a)
Γ(a− n)Γ(1 + n)(3a− s− n)
(
2F1(n− a, 1 + n− 2a; 2 + n− 2a;−1)
1 + n− 2a
+
2F1(s− a, 1 + s− 2a; 2 + s− 2a;−1)
1 + s− 2a +
2F1(n− a, s+ n− 1− 2a; s+ n− 2a;−1)
s+ n− 1− 2a
+
2F1(s− a, n+ s− 1− 2a;n+ s− 2a;−1)
n+ s− 1− 2a
)
+(a−1)
∞∑
n,p=0
Γ(a)Γ(a− 1)
Γ(a− n)Γ(1 + n)Γ(a− 1− p)Γ(1 + p)
2F1(1− a, n+ p− 3a, n+ p+ 1− 3a,−1)
3a− n− p
× 2F1(2 + p− a, n+ p+ 1− 2a, n+ p+ 2− 2a,−1)
n+ p+ 1− 2a
+ (a− 1)
∞∑
p=0
1∑
s,t=0
Γ(a− 1)
Γ(a− 1− p)Γ(1 + p)(3a− s− t− p)
× 2F1(2 + p− a, s+ p+ 1− 2a, s+ p+ 2− 2a,−1)
s+ p+ 1− 2a (61)
Finally, one has to consider the contribution from four tachyon insertions in the path inte-
gral (TTTT). The method of computation of the multiple integral is explained in appendix B.
After a lengthy computation one gets1
TTTT =(
1 0
0 1
)∫
dx1
∫ x1−ε
x1−L
dx2
∫ x2−ε
x2−L
dx3
∫ x3−ε
x3−L
dx4 ??ψ
+T+(x1)????ψ
−T−(x2)????ψ+T+(x3)????ψ−T−(x4)??
∼
(
1 0
0 1
){
1
2a+ 1
(
L
ε
)2−2a
+
a− 1
a
(
L
ε
)1−2a
− 2(a− 1)
3a
(
L
ε
)1−a(
2F1 (−a, a+ 1, a+ 2,−1)
a+ 1
+
2F1 (−a, a− 1, a,−1)
a− 1
+
2F1 (2− a, a+ 1, a+ 2,−1)
a+ 1
)
1The term with ordering T−T+T−T+ contributes the same result thus the total computation is directly
multiplied by the identity matrix as in (60).
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+(
L
ε
)1−4a − 1
1− 4a
[
(a− 1)2
(
2F1 (1− 2a, a− 1, a,−1)
a− 1 +
2F1 (1− 2a, 2− 3a, 3− 3a,−1)
2− 3a
)
×
(
2F1 (−a, a− 1, a,−1)
a− 1 +
2F1 (−a, 1− 2a, 2− 2a,−1)
1− 2a
+
2F1 (2− a, a+ 1, a+ 2,−1)
a+ 1
+
2F1 (2− a, 1− 2a, 2− 2a,−1)
1− 2a
)
+
(
2(a− 1)2 − 1)( 2F1 (1− a, a, 1 + a,−1)
a
+
2F1 (1− a, 1− 2a, 2− 2a,−1)
1− 2a
)
×
(
2F1 (1− 2a, a, a+ 1,−1)
a
+
2F1 (1− 2a, 1− 3a, 2− 3a,−1)
1− 3a
)]
+ U(a)
(
L
ε
)1−4a}
L4a−1
∫
dx1 ??e
4ω X0?
?(x1) (62)
with U(a) a numerical coefficient which is not singular at a = 1/4.
As in the previous computation, the coefficient U(a) is known only as a series expansion
U(a) =
(a− 1)2
4a− 1
(
2F1(1− 2a, a− 1; a;−1)
a− 1 +
2F1(1− 2a,−3a; 1− 3a;−1)
3a
)
×
(
2F1(−a, 1− 2a; 2− 2a;−1)
1− 2a +
2F1(−a, a− 1; a;−1)
a− 1
+
2F1(2− a, 1− 2a; 2− 2a;−1)
1− 2a +
2F1(2− a, a+ 1; a+ 2;−1)
a+ 1
)
+
(
2(a− 1)2 − 1)
4a− 1
(
2F1(1− 2a, 1− 3a; 2− 3a;−1)
3a− 1 +
2F1(1− 2a, a; a+ 1;−1)
a
)
×
(
2F1(1− a, 1− 2a; 2− 2a;−1)
1− 2a +
2F1(1− a, a; a+ 1;−1)
a
)
+ (a− 1)2
∞∑
n=0
Γ(a+ 1)
Γ(n+ 1)Γ(a− n+ 1)(a+ n− 1)(3a− n)(
2F1(n− a,−2a+ n+ 1;−2a+ n+ 2;−1)
−2a+ n+ 1 +
2F1(n− a,−2a+ n− 1;n− 2a;−1)
−2a+ n− 1
)
+ (a− 1)2
∞∑
n=0
Γ(a− 1)
Γ(n+ 1)Γ(a− n− 1)(a+ n+ 1)(3a− n− 2)(
2F1(−a+ n+ 2,−2a+ n+ 1;−2a+ n+ 2;−1)
−2a+ n+ 1
+
2F1(−a+ n+ 2,−2a+ n+ 3;−2a+ n+ 4;−1)
−2a+ n+ 3
)
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+ 2
(
2(a− 1)2 − 1) ∞∑
n=0
Γ(a)
Γ(n+ 1)Γ(a− n)(a+ n)(3a− n− 1)
2F1(−a+ n+ 1,−2a+ n+ 1;−2a+ n+ 2;−1)
−2a+ n+ 1 (63)
The last three sums are rapidly converging, thus U(a) is known with good accuracy, for any
value of a 6 1/4 (or ω 6 1/4).
Let us now investigate the possible logarithmic divergences, that can only occur from the
TTTT integral. Since we have that(
L
ε
)1−4a − 1
1− 4a
a→1/4→ log L
ε
, (64)
only the last but one term in (62) could lead to a logarithmic divergence at ω = 1/4. It turns
out that, in this limit, the coefficient of this term vanishes exactly. Looking more closely at
this computation, one sees that each multiple integral that one gets from the three different
fermionic contractions – see eq. (109) – has a logarithmic term as expected, however the sum
of them precisely cancels. Hence, the same occurs as at order two; the coefficient in front of
the potentially resonant term in the beta-function vanishes.1
In order to check whether power-like divergences remain at fourth order, one has to resum
the three contributions obtained above. The full contribution at order
(
(λ+λ−)2
)
is given by
CC +CTT + TCT + TTC + TTTT . Comparing (57), (59) and (62), one sees that the coef-
ficients in front of all divergent terms vanish exactly for any value of ω > 1/4. Hence, in this
range, if one includes the two-tachyon contact term dictated by worldsheet supersymmetry,
perturbative expansion is finite.2
As said before we were not able to compute the coefficient associated to the term of order
1−4a, which becomes divergent for ω < 1/4 in a closed form. Using a numerical evaluation,
we find that the sum of the contributions gives a non-zero coefficient for any ω < 1/4. Hence,
a power-like divergence remains in this range. By dimensional counting, this uncanceled
divergence corresponds to four tachyon operators coming close together at the same point.
It is not unexpected that this divergence is not canceled by the contact term, as the latter
corresponds to a two-tachyon collision. Since this remaining divergence is non-logarithmic,
it does not mean that the boundary theory is not conformal, but rather that it should be
renormalized at quartic order. It should be possible to cancel this divergence with higher-
order contact-term. They may correspond to additional non-linear terms in the superspace
action (6) (a four-auxiliary field vertex is needed then).
1This is confirmed by a direct evaluation of the TTTT integral at ω = 1/4 (with Mathematica) which
gives
TTTT =
(
1 0
0 1
)
4
∫
dx1
∫ x1−ε
x1−L
dx2
∫ x2−ε
x2−L
dx3
∫ x3−ε
x3−L
dx4 ??ψ
+eX0/4+irX˜(x1)????ψ
−eX0/4−irX˜(x2)?? ×
× ??ψ+eX0/4+irX˜(x3)????ψ−eX0/4−irX˜(x4)??
∼
[
2
3
(
L
ε
)3/2
+
(
7
√
piΓ
(
5
4
)
3Γ
(
3
4
) − α)(L
ε
)3/4
− 3
(
L
ε
)1/2]∫
dx1 ??e
X0(x1)??
with α ' 1.24 . . .. Logarithmic divergences are again found to vanish.
2Not considering into account possible operator renormalization if there are operator insertions in the path
integral.
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As mentioned in section 3.2, we also obtained an unexpected result. If we assume that
the computations of CTT and CC type terms could be equivalently done with the use of the
simple dominant term εa−1e2ωX0 in (21), then we get the following contribution
CC + CTT + TCT + TTC =
(
1 0
0 1
){
− 1
1 + 2a
(
L
ε
)2−2a
+
1
a
(
L
ε
)1−2a
+
2(a− 1)
3a
(
L
ε
)1−a(
2F1 (−a, a+ 1, a+ 2,−1)
a+ 1
+
2F1 (−a, a− 1, a,−1)
a− 1
+
2F1 (2− a, a+ 1, a+ 2,−1)
a+ 1
)
−
(
L
ε
)1−4a [
2
a− 1
3a
(
2F1(2− a, 1− 2a; 2− 2a;−1)
1− 2a +
2F1(−a, 1− 2a; 2− 2a;−1)
1− 2a
− 2F1(−a,−1− 2a;−2a;−1)
1 + 2a
)
+
1
2a+ 1
]}
L4a−1
∫
dx1 ??e
4ω X0?
?(x1) (65)
One recognizes the coefficients of the three first divergences; these are precisely the ones
appearing in the sum of (57) and (59). Moreover, numerical comparison of the
(
L
ε
)1−4a
coefficients gives almost identical results; the tiny difference could reasonably originates from
the approximated evaluation of the infinite sums. This seems to show the equivalence of the
two computations – (65) being of course significantly easier to perform – and then of the two
(local and non-local) expressions of the contact term.
Marginality to all orders
Computations become intractable for the next resonance, which occurs for ω = 1/6 (or
equivalently |r| = √17/6), as we have to consider sixth order perturbation theory, with
contributions from both counterterms found so far. However we assume that the same occurs;
the coefficient in front of the logarithmic six-tachyon divergence should vanish as well.
To summarize, we have found that, to all orders in perturbation theory, the theory defined
by the boundary action (15) is a boundary conformal field theory when |r| < √17/6. In the
range
√
17/6 < |r| < 1/√2, the theory is conformal at least up to order five. We naturally
expect that the theory is conformal to all orders in this range as well.
As a side remark, the theory defined by the limit r → r−c seems not well-defined. In this
case, all the operators e2nωX0 are relevant, and by doing the perturbative expansion in the
tachyon couplings we would need an infinite number of counter-terms. By contrast, the theory
defined directly at r = rc = 1/
√
2 seems fine. The boundary interaction (with T± ∼ e±iX/
√
2)
is similar to a boundary sine-Gordon theory, with additional CP factors. Other puzzling
features of the r → r−c limit will be discussed in the next section.
5 Discussion
We argued in this work that, for all values of the brane-anti-brane distance below the crit-
ical value rc, the homogeneous rolling tachyon solution with a fixed separation is an exact
boundary conformal field theory. Thus, a spacetime effective action that is valid around this
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particular solution should have such tachyon profile as a solution of its equations of mo-
tion. An effective action for the brane-anti-brane system was proposed by Garousi [25]. In a
different parameterization of the tachyon field,1, it reads:
Lg(T, T˙ , r, 0) = − 2
cosh
√
pi|T |
√
1 + 4pi2r2|T |2 − |T˙ |2 − pi2r˙2 (66)
One checks readily that, with r˙ = 0, δrLg 6= 0 for any non-zero separation. Hence, this
Lagrangian cannot admit solutions with constant brane-antibrane separation. This is not
to be unexpected, since it was obtained by a fermion number orbifold of the non-Abelian
tachyon-DBI action for a pair of coincident non-BPS D-branes. Therefore it could only be
valid for an infinitesimal brane separation. Since δrLg is linear in r, it seems not even to be
valid in this limit.
In order to find the space-time effective action from first principles, we could proceed
as in [13]. In this approach, one considers a generic spacetime Lagrangian of the D0-D¯0
system, depending on the tachyon field τ , its first derivative, the distance field r and its first
derivative.2 Since, as we argued before, rolling tachyon solutions at constant separation exist,
the effective Lagrangian describing nearby field configurations should satisfy the condition
δL(τ, τ˙ , r, r˙)
δr
∣∣∣
r˙=0,τ˙=ωτ
= 0 (67)
where ω2 = 12 − r2, as well as the equation of motion for the tachyon with a profile of the
form τ = µ expωt.
Solving these equations at quadratic order in the tachyon field, one obtains a unique result,
if we ask that for r = 0 one should recover the known Lagrangian for the coincident case:
L(τ, τ˙ , r, 0) = −2 +
√
1− 2r2
(
τ2
2
+
τ˙2
1− 2r2
)
+ · · · (68)
Unlike in the case of the non-BPS brane considered by Kutasov and Niarchos in [13], we
did not impose above that the more generic profile τ = ζeωt+ξe−ωt (with arbitrary coefficients
ζ and ξ) is a solution, since it does not correspond to an exactly marginal deformation on
the worldsheet as long as r 6= 0. A straightforward generalisation of the effective Lagrangian
found by these authors exists for r 6= 0but should not be considered since, by construction,
it allows the time-reversal-symmetric tachyon profile τ ∼ coshωt as a solution.
Imposing only the ’half S-brane’ as a solution leads to an underconstrained (finite) system
of equations and not to a single recurrence relation as in [13]. However, below eq. (44) we
have shown that a solution of this form is marginal at second order, provided ξ = iµζ with
µ real. Besides the necessity to prove its conformal invariance at all order (by going through
an even more tedious analysis as we have done for the ’half S-brane’ solution), it would again
lead to an underconstrained system. Indeed, this tachyon satisfies the identity |τ˙ |2 = ω2 |τ |2.
One can show that, as a consequence, the relation between the coefficients in the Lagrangian
does not organize into a single recurrence relation, but rather separates into a system of
1This field redefinition was discussed in [13] for the r = 0 case.
2We assume that, by the symmetries of the problem, only even powers of the fields and their derivative
appear, i.e one has L(|τ |2, |τ˙ |2, r2, r˙2). Without loss of generality, as the phase of the tachyon for the ’half
S-brane’ solution under study is constant, we take τ(t) real.
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independent equations which is underconstrained. Thus it does not lead to a unique effective
Lagrangian at higher orders in the tachyon couplings.1
The worldsheet theory contains more information about the tachyon effective action, be-
sides imposing that the rolling tachyon background of interest should be a solution of its
equations of motion. Following [13, 17], we expect to get the effective Lagrangian evalu-
ated on-shell to be given by the disk partition function, with the time-like zero modes kept
unintegrated:
L∣∣
τ,ωτ,r,0
(x0) = −Z(r|x0)
∣∣
disk
(69)
With this equation one can test whether any proposal for the effective Lagrangian of the
system is sensible. At second order, one can compare the spacetime Lagrangian, given by
eq. (68), with the partition function given in appendix C:
Z(r|x0) = 2− Γ(2− 4r
2)
Γ2(1− 2r2)λ
+λ−e2ωx0 +O
(
(λ+λ−)2
)
(70)
In order to match these two computations, we see that a distance-dependent field redefinition
of the tachyon field is necessary:
τ(t) =
(
1√
1− 2r2
Γ(2− 4r2)
Γ2(1− 2r2)
)1/2
λ+eωt (71)
As one can see, with this definition, the spacetime tachyon vanishes at the critical distance
r = 1/
√
2, for any finite value of the worldsheet coupling λ+. It could be the way string theory
deals with the fact that, when r → rc, the tachyon becomes a light field, and we could wonder
how a local action along the brane worldvolume dimensions – that is a priori well-defined as
the tachyon is lighter than all string modes – would make sense, since the separation between
the brane and the antibrane is significant in this regime.
The validity of the field redefinition (71) should be tested beyond quadratic order.2 For
this one would have first to compute analytically the perturbative ’screening integrals’ at
higher order which does not seem trivial. For the special value of the distance r = 1/2 the
computation, up to order eight in the tachyon amplitude, is given in appendix C:
Z(12 |x0) = 2
(
1− λ
+λ−eωx0
2pi
+
(
1− pi
2
6
)(
λ+λ−eωx0
2pi
)2
−
(
1− 128
3pi2
)(
λ+λ−eωx0
2pi
)3
+
(
1 +
205
108
+
3575
162pi2
+
pi2
2
+
pi4
70
)(
λ+λ−eωx0
2pi
)4
+O
((
λ+λ−eωx0
2pi
)5))
(72)
This does not seem to trace back to the Taylor expansion of a known function.
Since the space-time effective action approach seems to have important limitations for
branes-antibranes at finite separation, the boundary string field theory may be more ap-
propriate in order to know the properties of the system. Even though it does not contain
information about the dynamics of the system, it allows to find the exact tachyon potential
(as well as the appearance of lower-dimensional branes), hence can illuminate the fate of the
1Note on the other hand that (68) is still valid with (47) under the replacement τ2 → |τ |2 and τ˙2 → |τ˙ |2.
2One can check already that plugging this redefinition in Garousi’s Lagrangian (66) does not lead to a
consistent effective Lagrangian.
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tachyon. These computations seem not to be out of reach. We plan to come back to these
issues in the near future.
A heuristic argument gives a good motivation for this study. Following [36, 37], one
could describe the result of this condensation by studying the closed string emission from the
time-dependent boundary state. It was found in [36] that, knowing the one-point function on
the disk B(E) = 〈eiEX0〉, one can compute the density of closed string states emitted by the
decay of a non-BPS brane which goes as
ρc ∼
∑
N
1
EN
D(N)|B(EN )|2 (73)
where the asymptotic Hagedorn density of closed string states at level N has the form D(N) ∼
N−α exp(4pi
√
N), with α > 0, and EN ∼ 2
√
N . The one-point function for an unstable non-
BPS D-brane goes as |B(E)|2 ∼ exp(−2piE). Therefore, in this case, the sum is governed by
the sub-leading power-like corrections to the Hagedorn density and typically diverge, giving
the so-called ’tachyon dust’ of massive closed strings. In the case of non-zero separation, by
dimensional analysis we may expect that |B(E)| ∼ exp(−√2piE/|mtach(r)|). This would lead
to a convergent closed string production when |mtach| < 1/
√
2 (i.e. for r 6= 0), signaling that
the tachyon does not condense completely at finite distance.
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A Computation of the divergences in CTT-type terms
We give below one example of computation of the divergence occuring in an integral involving
one contact operator insertion. We study here the CTT term. With a bit of care, one can
compute them exactly. With the expression of C given in (21), the CTT term is
− ε
a−1
2
∫
dx1
∫ x1−ε
x1−L+ε
dx2
∫ x2−ε
x2−L
dx3 ??C(x1)????T
+(x2)????T
−(x3)??
= (a−1)ε
a−1
2
∫
dx1
∫ x1−ε
x1−L+ε
dx2
∫ x2−ε
x2−L
dx3
(
(x1−x2+ε)(x1−x3+ε)a−1(x1−x2)a−1(x1−x3)(x2−x3)a−2
+ (x1 − x2 + ε)a−1(x1 − x3 + ε)(x1 − x2)(x1 − x3)a−1(x2 − x3)a−2
)
(74)
with a = 4ω2. Note that the IR cut-off is chosen such that two ordered operator do not move
away from each other more that L. Then, since C(x) ∼ T±(x+ ε)T∓(x) the cut-off for x2 in
relation to x1 is L − ε. One can get read of the path ordering with the following change of
variable :
x2 = −Lδ1 + x1
x3 = −Lδ2 + x2 (75)
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such that it gives, introducing η = ε/L:
(a− 1)L4a−1 ε
a−1
2
∫ 1−η
η
dδ1
∫ 1
η
dδ2
(
(δ1 + η)(δ1 + δ2 + η)
a−1δa−11 (δ1 + δ2)δ
a−2
2
+ (δ1 + η)
a−1(δ1 + δ2 + η)δ1(δ1 + δ2)a−1δa−22
)∫
dx1 e
4ωX0(x1)
(76)
The integral over δi’s can be done with the use of the series representation of (1 +
η
δ1+δ2
)α
since δ1 + δ2 > η, and (1 +
η
δ1
)β since δ1 > η. These are given by:
(1 + x)α =
∞∑
n=0
Γ(1 + α) xn
Γ(1 + α− n)Γ(1 + n) with |x| < 1 (77)
Convergence of the series all along the domain of integration allows us to commute integral
and sum sign1, such that one has:
(a− 1)
1∑
s=0
∞∑
n=0
Γ(a)
Γ(a− n)Γ(1 + n) η
a−1+s+n
×
∫ 1−η
η
dδ1
∫ 1
η
dδ2
(
δa−s1 δ
a−2
2 (δ1 + δ2)
a−n + δa−n1 δ
a−2
2 (δ1 + δ2)
a−s
)
(78)
As one can see, the two integral to compute are symmetric by permutation of s and n. We
then only focus on the first one. There are two ways to proceed now. Integrate directly and
exactly since it is possible, or use an indirect method that reintroduce some path ordering.
We use the second and apparently more complicated method, because it is needed to compute
TTTT integrals. Indeed, one will see that hypergeometric functions will receive argument z
which has absolute value less than 1, much more easier to handle for approximations, since
1It is true at least a fortiori from the convergence of the integrals and the series of the integrals. Note
besides that we do not integrate over any pole.
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the series representation is known exactly. We separate the first integral of (78) into:∫ 1−η
η
dδ1
∫ δ1
η
dδ2 δ
2a−n−s
1 δ
a−2
2 (1 +
δ2
δ1
)a−n +
∫ 1−η
η
dδ1
∫ 1
δ1
dδ2 δ
a−s
1 δ
2a−2−n
2 (1 +
δ1
δ2
)a−n
=
∫ 1−η
η
dδ1 δ
2a−n−s
1
[
δa−12
a− 1 2F1
(
n− a, a− 1, a,−δ2
δ1
)]δ1
η
+
∫ 1−η
η
dδ1 δ
a−s
1
[
δ2a−1−n2
2a− 1− n 2F1
(
n− a, 1 + n− 2a, 2 + n− 2a,−δ1
δ2
)]1
δ1
=
∫ 1−η
η
dδ1 δ
3a−1−s−n
1
(
2F1 (n− a, a− 1, a,−1)
a− 1 +
2F1 (n− a, 1 + n− 2a, 2 + n− 2a,−1)
1 + n− 2a
)
− η
a−1
a− 1
∫ 1−η
η
dδ1 δ
2a−s−n
1 2F1
(
n− a, a− 1, a,− η
δ1
)
+
1
2a− 1− n
∫ 1−η
η
dδ1 δ
a−s
1 2F1 (n− a, 1 + n− 2a, 2 + n− 2a,−δ1)
(79)
Let us remark at this stage that z argument in 2F1(a, b, c, z) verifies |z| < 1 in the above
integrals. The first one is trivial and gives:
I1 =
(1− η)3a−s−n − η3a−s−n
3a− s− n
(
2F1 (n− a, a− 1, a,−1)
a− 1 +
2F1 (n− a, 1 + n− 2a, 2 + n− 2a,−1)
1 + n− 2a
)
=
1− η3a−s−n
3a− s− n
(
2F1 (n− a, a− 1, a,−1)
a− 1 +
2F1 (n− a, 1 + n− 2a, 2 + n− 2a,−1)
1 + n− 2a
)
+ o(η)
(80)
The second one is a bit more involved
I2 = −η
3a−s−n
a− 1
[
− δ
s+n−1−2a
1 (a− 1)
3a− s− n
(
2F1 (n− a, a− 1, a,−δ1)
a− 1 −
2F1 (n− a, s+ n− 1− 2a, s+ n− 2a,−δ1)
s+ n− 1− 2a
)]1
η
1−η
=
η3a−s−n
3a− s− n
(
2F1 (n− a, a− 1, a,−1)
a− 1 −
2F1 (n− a, s+ n− 1− 2a, s+ n− 2a,−1)
s+ n− 1− 2a
)
−η
a−1(1− η)−s−n+1+2a
3a− s− n
 2F1
(
n− a, a− 1, a,− η1−η
)
a− 1 −
2F1
(
n− a, s+ n− 1− 2a, s+ n− 2a,− η1−η
)
s+ n− 1− 2a

=
η3a−s−n
3a− s− n
(
2F1 (n− a, a− 1, a,−1)
a− 1 −
2F1 (n− a, s+ n− 1− 2a, s+ n− 2a,−1)
s+ n− 1− 2a
)
+
ηa−1
(a− 1)(s+ n− 1− 2a) +
ηa
a− 1
(
1 +
(a− n)(a− 1)
a(s+ n− 2a)
)
+ o(ηa+1) (81)
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On the last line we used the series representation of 2F1 :
2F1(a, b, c, z) =
∞∑
k=0
(a)k(b)kz
k
(c)kk!
(82)
for |z| < 1. In particular, for c = b+ 1 we have:
2F1(−a, b, b+ 1,−z) =
∞∑
k=0
Γ(1 + a) b
Γ(1 + a− k)Γ(1 + k)(b+ k) z
k (83)
Finally, the third one is :
I3 =
1
2a− 1− n
[
− δ
a+1−s
1 (1 + n− 2a)
s+ n− 3a
(
2F1 (n− a, 1 + n− 2a, 2 + n− 2a,−δ1)
1 + n− 2a −
2F1 (n− a, 1 + a− s, 2 + a− s,−δ1)
1 + a− s
)]1−η
η
=
(1− δ1)a+1−s
s+ n− 3a
(
2F1 (n− a, 1 + n− 2a, 2 + n− 2a,−1 + η)
1 + n− 2a −
2F1 (n− a, 1 + a− s, 2 + a− s,−1 + η)
1 + a− s
)
− o(ηa+1−s)
=
−1
3a− s− n
(
2F1 (n− a, 1 + n− 2a, 2 + n− 2a,−1)
1 + n− 2a −
2F1 (n− a, 1 + a− s, 2 + a− s,−1)
1 + a− s
)
+ o(ηa+1−s) + o(η) (84)
Collecting these results one finally get the sum:
a− 1
2
1∑
s=0
∞∑
n=0
Γ(a)
Γ(a− n)Γ(1 + n) η
a−1+s+n
∫ 1−η
η
dδ1
∫ 1
η
dδ2
(
δa−s1 δ
a−2
2 (δ1+δ2)
a−n+δa−n1 δ
a−2
2 (δ1+δ2)
a−s
)
=
a− 1
2
1∑
s=0
∞∑
n=0
Γ(a)
Γ(a− n)Γ(1 + n) η
a−1+s+n (I1 + I2 + I3 + (s↔ n))
∼ − η
2a−2
2a+ 1
+
η2a−1
2a
− ηa−1a− 1
3a
(
2F1 (−a, a+ 1, a+ 2,−1)
a+ 1
+
2F1 (−a, a− 1, a,−1)
a− 1
)
−
∞∑
n=0
1∑
s=0
Γ(a)
Γ(a− n)Γ(1 + n)(3a− s− n)
(
2F1 (n− a, 1 + n− 2a, 2 + n− 2a,−1)
1 + n− 2a
+
2F1 (s− a, 1 + s− 2a, 2 + s− 2a,−1)
1 + s− 2a +
2F1 (n− a, s+ n− 1− 2a, s+ n− 2a,−1)
s+ n− 1− 2a
+
2F1 (s− a, s+ n− 1− 2a, s+ n− 2a,−1)
s+ n− 1− 2a
)
(85)
A similar computation was done for the TCT and TTC terms, with the correct cut-off
prescriptions. Note however that CTT = TTC.
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B Computation of the divergences in the TTTT term
The computation of an amplitude with four tachyon insertions is clearly a lot more involved
than the above one, since three integrations have to be done. The straightforward OPE of
the four tachyons is doable and gives, from (109) :∫
dx1
∫ x1−ε
x1−L
dx2
∫ x2−ε
x2−L
dx3
∫ x3−ε
x3−L
dx4 ??ψ
+T+(x1)????ψ
−T−(x2)????ψ+T+(x3)????ψ−T−(x4)??
=
∫
dx1 e
4ωX0
∫ x1−ε
x1−L
dx2
∫ x2−ε
x2−L
dx3
∫ x3−ε
x3−L
dx4(
(a− 1)2(x1 − x2)a−2(x1 − x3)(x1 − x4)a−1(x2 − x3)a−1(x2 − x4)(x3 − x4)a−2
− (x1 − x2)a−1(x1 − x4)a−1(x2 − x3)a−1(x3 − x4)a−1
+ (a− 1)2(x1 − x2)a−1(x1 − x3)(x1 − x4)a−2(x2 − x3)a−2(x2 − x4)(x3 − x4)a−1
)
(86)
This integrand is too much coupled in its variables and not analytically computable in
this form. But one can show using the identity
(x1 − x2)(x3 − x4)− (x1 − x3)(x2 − x4) + (x1 − x4)(x2 − x3) = 0 (87)
that the integrand can be reexpressed as∫
dx1 e
4ωX0
∫ x1−ε
x1−L
dx2
∫ x2−ε
x2−L
dx3
∫ x3−ε
x3−L
dx4(
(a− 1)2(x1 − x2)a−2(x2 − x3)a(x3 − x4)a−2(x1 − x4)a
+
(
2(a− 1)2 − 1) (x1 − x2)a−1(x1 − x4)a−1(x2 − x3)a−1(x3 − x4)a−1
+ (a− 1)2(x1 − x2)a(x2 − x3)a−2(x3 − x4)a(x1 − x4)a−2
)
(88)
If we use the change of variable
x2 = −Lδ1 + x1
x3 = −Lδ2 + x2
x4 = −Lδ3 + x3 (89)
the integral becomes:∫
dx1 e
4ωX0
∫ 1
η
dδ1
∫ 1
η
dδ2
∫ 1
η
dδ3(
(a− 1)2δa−21 δa2δa−23 (δ1 + δ2 + δ3)a + (a− 1)2δa1δa−22 δa3(δ1 + δ2 + δ3)a−2
+
(
2(a− 1)2 − 1) δa−11 δa−12 δa−13 (δ1 + δ2 + δ3)a−1
)
(90)
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It is possible to extract the divergences by analytic integration but we need to be careful
since we will need at some point to commute the integrals and sums. For this reason, the
z-argument in the 2F1(a, b, c, z) should satisfy |z| < 1.
We will not develop the whole computation, but give as an example one of the three
integrals. Let us study the following one:∫ 1
η
dδ1
∫ 1
η
dδ2
∫ 1
η
dδ3 δ
a
1δ
a−2
2 δ
a
3(δ1 + δ2 + δ3)
a−2 (91)
Integration of δ3 imposes to separate the domain of integration in three parts:
δ1 + δ2 > 1 and δ3 ∈ [η; 1] < δ1 + δ2
δ1 + δ2 < 1 and δ3 ∈ [η; δ1 + δ2] < δ1 + δ2
δ1 + δ2 < 1 and δ3 ∈ [δ1 + δ2; 1] > δ1 + δ2 (92)
This makes three integrals:
I1 =
∫ 1
η
dδ1
∫ 1
1−δ1
dδ2
∫ 1
η
dδ3 δ
a
1δ
a−2
2 δ
a
3(δ1 + δ2)
a−2(1 +
δ3
δ1 + δ2
)a−2
I2 =
∫ 1
η
dδ1
∫ 1−δ1
η
dδ2
∫ δ1+δ2
η
dδ3 δ
a
1δ
a−2
2 δ
a
3(δ1 + δ2)
a−2(1 +
δ3
δ1 + δ2
)a−2
I3 =
∫ 1
η
dδ1
∫ 1−δ1
η
dδ2
∫ 1
δ1+δ2
dδ3 δ
a
1δ
a−2
2 δ
2a−2
3 (1 +
δ1 + δ2
δ3
)a−2 (93)
which integrate to:
I1 =
∫ 1
η
dδ1
∫ 1
1−δ1
dδ2 δ
a
1δ
a−2
2 (δ1 + δ2)
a−2
[
δa+13
a+ 1
2F1(2− a, a+ 1, a+ 2,− δ3
δ1 + δ2
)
]1
η
I2 =
∫ 1
η
dδ1
∫ 1−δ1
η
dδ2 δ
a
1δ
a−2
2 (δ1 + δ2)
a−2
[
δa+13
a+ 1
2F1(2− a, a+ 1, a+ 2,− δ3
δ1 + δ2
)
]δ1+δ2
η
I3 =
∫ 1
η
dδ1
∫ 1−δ1
η
dδ2 δ
a
1δ
a−2
2
[
δ2a−13
2a− 1 2F1(2− a, 1− 2a, 2− 2a,−
δ1 + δ2
δ3
)
]1
δ1+δ2
(94)
We will not develop the computations for all the three integrals. Let us focus on the third,
which is easier to present. The method is similar for the two other ones.
I3 =
∫ 1
η
dδ1
∫ 1−δ1
η
dδ2 δ
a
1δ
a−2
2
(
1
2a− 1 2F1(2− a, 1− 2a, 2− 2a,−δ1 − δ2)
− (δ1 + δ2)
2a−1
2a− 1 2F1(2− a, 1− 2a, 2− 2a,−1)
)
(95)
These are two different integrations to do. We have:
I13 =
∫ 1
η
dδ1
∫ 1−δ1
η
dδ2 δ
a
1δ
a−2
2
1
2a− 1 2F1(2− a, 1− 2a, 2− 2a,−δ1 − δ2)
I23 = −
∫ 1
η
dδ1
∫ 1−δ1
η
dδ2
(δ1 + δ2)
2a−1
2a− 1 2F1(2− a, 1− 2a, 2− 2a,−1) (96)
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Each of these separates again in three parts:
δ1 ∈ [η; 1
2
] and δ2 ∈ [η; δ1]
δ1 ∈ [η; 1
2
] and δ2 ∈ [δ1; 1− δ1]
δ1 ∈ [1
2
; 1] and δ2 ∈ [η; 1− δ1] (97)
There is no known expression for the integration of I13 , but it is not much of a problem
since we only want to extract divergences. Because |δ1 + δ2| < 1, one can express 2F1 as its
series expansion given in (83). Since the series is convergent everywhere in the integration
domain, we can commute the sum and the integral, such that
I13 = −
∞∑
n=0
Γ(a− 1)
Γ(a− 1− n)Γ(1 + n)(1− 2a+ n)
×
(∫ 1/2
η
dδ1
∫ δ1
η
dδ2 δ
a
1δ
a−2
2 (δ1 + δ2)
n +
∫ 1/2
η
dδ1
∫ 1−δ1
δ1
dδ2 δ
a
1δ
a−2
2 (δ1 + δ2)
n
+
∫ 1
1/2
dδ1
∫ 1−δ1
η
dδ2 δ
a
1δ
a−2
2 (δ1 + δ2)
n
)
(98)
These integrals are very similar to the ones studied in appendix A. Following the method
presented there, and with a careful power analysis in η, we can obtain:
I13 = −
∞∑
n=0
Γ(a− 1)
Γ(a− 1− n)Γ(1 + n)(1− 2a+ n)
×
(
− 2
−a−1−nηa−1
(a+ 1 + n)(a− 1) + o(1) +
(
2−a−1−n − 1) ηa−1
(a+ 1 + n)(a− 1)
)
= − η
a−1
3a(a− 1)
(
2F1(2− a, 1− 2a, 2− 2a,−1)
2a− 1 +
2F1(2− a, a+ 1, a+ 2,−1)
a+ 1
)
+ o(1) (99)
The computation of I23 is less difficult. With method of appendix A and (97), it gives:
I23 =
∫ 1/2
η
dδ1 δ
4a−2
1
(
2F1(1− 2a, a− 1, a,−1)
a− 1 +
2F1(1− 2a, 2− 3a, 3− 3a,−1)
2− 3a
)
× 2F1(2− a, 1− 2a, 2− 2a,−1)
1− 2a
+
η4a−1
3a(a− 1)(4a− 1)
(
3a 2F1(1− 2a, a− 1, a,−1) + (a− 1) 2F1(1− 2a,−3a, 1− 3a,−1)
)
× 2F1(2− a, 1− 2a, 2− 2a,−1)
1− 2a
+
ηa−1
3a
2F1(2− a, 1− 2a, 2− 2a,−1)
a− 1 + o(1) (100)
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We do not integrate explicitely the first term so that the logarithm appears unambiguously
at a = 1/4. This has to be compared to the second term which does not become a logarithm,
since it is finite at a = 1/4. Indeed, for this precise value a− 1 = −3a and one gets η03a(a−1) .
Finally, summing up I13 with I
2
3 , one obtains:
I3 =
∫ 1/2
η
dδ1 δ
4a−2
1
(
2F1(1− 2a, a− 1, a,−1)
a− 1 +
2F1(1− 2a, 2− 3a, 3− 3a,−1)
2− 3a
)
× 2F1(2− a, 1− 2a, 2− 2a,−1)
1− 2a
+
η4a−1
3a(a− 1)(4a− 1)
(
3a 2F1(1− 2a, a− 1, a,−1) + (a− 1) 2F1(1− 2a,−3a, 1− 3a,−1)
)
× 2F1(2− a, 1− 2a, 2− 2a,−1)
1− 2a
− η
a−1
3a
2F1(2− a, a+ 1, a+ 2,−1)
a+ 1
+ o(1) (101)
Similarly one computes I1 and I2, for which we obtain:
I1 = o(1) (102)
and
I2 =
∫ 1/2
η
dδ1 δ
4a−2
1
(
2F1(1− 2a, a− 1, a,−1)
a− 1 +
2F1(1− 2a, 2− 3a, 3− 3a,−1)
2− 3a
)
× 2F1(2− a, a+ 1, a+ 2,−1)
a+ 1
+
η4a−1
3a(a− 1)(4a− 1)
(
3a 2F1(1− 2a, a− 1, a,−1) + (a− 1) 2F1(1− 2a,−3a, 1− 3a,−1)
)
× 2F1(2− a, a+ 1, a+ 2,−1)
a+ 1
+ η4a−1
∞∑
n=0
Γ(a− 1)
Γ(n+ 1)Γ(a− n− 1)(a+ n+ 1)(3a− n− 2)(
2F1(−2a+ n+ 1,−a+ n+ 2;−2a+ n+ 2;−1)
−2a+ n+ 1 +
2F1(−2a+ n+ 3,−a+ n+ 2;−2a+ n+ 4;−1)
−2a+ n+ 3
)
− η
a−1
3a
2F1(2− a, a+ 1, a+ 2,−1)
a+ 1
+ o(1) (103)
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One expresses then the whole integral (91) as∫ 1
η
dδ1
∫ 1
η
dδ2
∫ 1
η
dδ3 δ
a
1δ
a−2
2 δ
a
3(δ1 + δ2 + δ3)
a−2
∼
∫ 1/2
η
dδ1 δ
4a−2
1
(
2F1(1− 2a, a− 1, a,−1)
a− 1 +
2F1(1− 2a, 2− 3a, 3− 3a,−1)
2− 3a
)
×
(
2F1(2− a, 1− 2a, 2− 2a,−1)
1− 2a +
2F1(2− a, a+ 1, a+ 2,−1)
a+ 1
)
+ η4a−1
[
1
(4a− 1)
(
2F1(1− 2a, a− 1, a,−1)
a− 1 +
2F1(1− 2a,−3a, 1− 3a,−1)
3a
)
×
(
2F1(2− a, 1− 2a, 2− 2a,−1)
1− 2a +
2F1(2− a, a+ 1, a+ 2,−1)
a+ 1
)
+
∞∑
n=0
Γ(a− 1)
Γ(n+ 1)Γ(a− n− 1)(a+ n+ 1)(3a− n− 2)
(
2F1(−2a+ n+ 1,−a+ n+ 2;−2a+ n+ 2;−1)
−2a+ n+ 1
+
2F1(−2a+ n+ 3,−a+ n+ 2;−2a+ n+ 4;−1)
−2a+ n+ 3
)]
− 2 η
a−1
3a
2F1(2− a, a+ 1, a+ 2,−1)
a+ 1
+ o(1) (104)
Similar techniques apply to the two other kinds of integrals.
C Partition function to eighth order
The disk partition function for the system, unintegrated over the time-like zero modes, can
be expressed as a series:
Z(r|x0) =
∞∑
n=0
(
−λ+λ−e2ωx0
)n
In (105)
with In a coefficient that is equal to the sum time-ordered integrals that appear at order n
in the perturbative expansion. We can express it in a condensed form as :
In =
∫
[dt
>
]2n
∣∣∣∣ 1 3 5 . . . 2n− 12 4 6 . . . 2n
∣∣∣∣−4r2 ∑
perm P
(−1)P
∣∣∣∣∣∣∣∣
a1 a2
a3 a4
. . .
a2n−1 a2n
∣∣∣∣∣∣∣∣
(
1− 4r2)n2− 12 ∑ni=1(−1)a2i−1−a2i
(106)
with the time-ordered measure
[dt
>
]2n =
2n∏
i=1
dti
2pi
2n−1∏
i=1
Θ(ti − ti+1) (107)
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We have also introduced convenient notations for the integrand, defined as:∣∣∣∣∣∣∣∣
a1 a2
a3 a4
. . .
a2n−1 a2n
∣∣∣∣∣∣∣∣ =
n∏
i=1
2n∏
j=2i+1
S(a2i−1, aj)S(a2i, aj) ,
∣∣∣∣ i1 i2 . . . ipj1 j2 . . . jn
∣∣∣∣ = p∏
α=1
n∏
a=1
S(iα, ja)
(108)
where S(i, j) =
∣∣∣2 sin ti−tj2 ∣∣∣. The sum in (106) is done over all permutations within the set
{1, 2, 3 . . . 2n}.1 Up to n = 2, the partition function, for given |r| < 1/√2, reads:
Z(r|x0) = 2− 2λ+λ−e2ωx0
∫
[dt
>
]2
∣∣∣∣ 12
∣∣∣∣−4r2 (1− 4r2)
+ 2
(
λ+λ−e2ωx
0
)2 ∫
[dt
>
]4
∣∣∣∣ 1 32 4
∣∣∣∣−4r2 ((1− 4r2)2 ∣∣∣∣ 1 23 4
∣∣∣∣− ∣∣∣∣ 1 32 4
∣∣∣∣+ (1− 4r2)2 ∣∣∣∣ 1 42 3
∣∣∣∣)
+ . . . (109)
The computation at second order in T , for r ≤ 1/2, gives the result
Z(r|x0) = 2− Γ(2− 4r
2)
Γ2(1− 2r2)λ
+λ−e2ωx0 +O
(
(λ+λ−)2
)
(110)
where we used the Dyson integral [35]:∫ 2pi
0
n∏
i=1
dti
2pi
n∏
i<j
∣∣ei ti − ei tj ∣∣2α = Γ(1 + nα)
Γn(1 + α)
(111)
We notice that the result (110) is analytic in r for all values below the critical distance
rc = 1/
√
2. The reason for this property should now be familiar to the reader. For |r| < 1/2,
the contact term vanishes, hence give no contribution to (110). The value r = 1/2 is particular.
We see that the prefactor of the second order integral in (109) vanishes; at the same time,
the contact term gives a finite contribution, ensuring the continuity of the result in (110).
For any 1/2 < |r| < rc, the second-order integral in (110) is divergent. As we explained in
subsec. 3.3, the divergence is canceled by the contribution from the contact term, that appear
in the worldsheet action (15), where ε is chosen to be the same as the short distance cutoff
in (109). The finite part that remains agrees precisely with (110). Hence, the presence of
the contact term gives (at least at this order) a continuous result all the way to the critical
distance.
The r=1/2 case
Finding the complete expression of the disk partition function at any |r| < 1/√2 seems to
be out of reach, since integrals involve complicated highly coupled multidimensional integrals
with path-ordering.
1To be precise, we have P ({1, 2, 3 . . . 2n}) = {a1, a2, a3 . . . a2n}.
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For this reason we want to compute the partition function in the special case where
ω = 1/2 which is tractable. We recall that the perturbative expansion of the worldsheet
action is given by (6):
Z(r, λ+, λ−) =
〈
e−δS
〉
=
〈
e−
λ+
2pi
∫
dtˆΓ+ T+(tˆ)−λ−
2pi
∫
dtˆΓ− T−(tˆ)
〉
=
∞∑
n,p=0
(−1)n+p (λ
+)n
n!
(λ−)p
p!
∑
perm±
∫
[dtˆ]n+p
〈
Γ±(tˆ1) . . .Γ±(tˆn+p)
〉 ×
× 〈T±(tˆ1) . . . T±(tˆn+p)〉 (112)
with n and p of the same parity and T± = e
±iX˜+ωX0
2 .
Due to the Fermi multiplets correlators, the only non-vanishing terms are the ones which
have as much + as −. The correlator of the Fermi multiplets are easy to compute using Wick
theorem and the Green function (5). It leads to one product of supersymmetric sign functions∏
ˆ(2i, 2i + 1), which decomposes into a sum of 2(n!)2 supersymmetric path orderings. One
finds that these path orderings are all equivalent under permutations of T+’s (T−’s) with
T+’s (T−’s) and permutations of integration variable. So one choose one path ordering,
symbolically tˆ1 > tˆ2 > . . . > tˆ2n multiplied by a factor 2(n!)
2. We should then compute:
Z(r, λ+, λ−) = 2
∞∑
n=0
(λ+λ−)n
∫
[dtˆ
>
]2n
〈
T+(tˆ1)T
−(tˆ2) . . . T−(tˆ2n)
〉
= 2
∞∑
n=0
(λ+λ−)neinx
∫
[dtˆ
>
]2n
n∏
i<j
Sˆ(2i, 2j)Sˆ(2i− 1, 2j − 1)
= 2
∞∑
n=0
(λ+λ−)neinx In (113)
with Sˆ(i, j) = |2 sin ti−tj2 | − (i, j)θiθj .
The computation of the integrals In is as follows, using the notation of eq. (108). We have
first
I1 = − 1
2pi
∫
[dt]1 = − 1
2pi
(114)
Then I2 which is still easy
I2 =
1
(2pi)2
∫
[dt]2
2!
∣∣∣∣ 12
∣∣∣∣ ∣∣∣∣ 21
∣∣∣∣− ∫ [dt]44! = 1(2pi)2 − 14! (115)
and
I3 =
1
2pi
∫
[dt]5
5!
C51
∣∣∣∣ 12345
∣∣∣∣− 1(2pi)3
∫
[dt]3
3!
∣∣∣∣ 123
∣∣∣∣ ∣∣∣∣ 213
∣∣∣∣ ∣∣∣∣ 312
∣∣∣∣ = 2124!(2pi)5− 1(2pi)3 = 163pi5− 18pi3
(116)
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I4 is a bit more complicated to compute, but in terms of integrals, we find:
I4 =
∫
[dt
>
]8
[
13
57
] [
24
68
]
− 1
(2pi)2
∫
[dt]6
6!
C62
∣∣∣∣ 12
∣∣∣∣ ∣∣∣∣ 21
∣∣∣∣ ∣∣∣∣ 123456
∣∣∣∣
+
1
(2pi)4
∫
[dt]4
4!
∣∣∣∣ 1234
∣∣∣∣ ∣∣∣∣ 2134
∣∣∣∣ ∣∣∣∣ 3124
∣∣∣∣ ∣∣∣∣ 4123
∣∣∣∣
=
1
1120
+
143
144pi6
− 55
192pi4
+
13
480pi2
−
(
− 1001
2592pi6
− 175
432pi4
− 1
240pi2
)
+
1
16pi4
=
1
1120
+
3575
2592pi6
+
205
1728pi4
+
1
32pi2
+
1
16pi4
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where we introduced the totally antisymmetric form :[
ab . . .
cd . . .
]
=
∑
P
(−1)P
(
p(a)p(b) . . .
p(c)p(d) . . .
)
=
(
ab . . .
cd . . .
)
−
(
ac . . .
bd . . .
)
+
(
ad . . .
bc . . .
)
+ . . .
(118)
with the partially anti-symmetric form :(
abc . . .
def . . .
)
= (a, b)(a, c)(b, c)× . . .× (d, e)(d, f)(e, f)× . . .×
∣∣∣∣ abc . . .def . . .
∣∣∣∣ (119)
The bigger n is, the more complicated is the corresponding term in the partition function.
This is because more and more contribution of the contact term appear and that the path
ordering can’t be always removed. For the special value r = 1/2 the contact term has indeed
a non-zero, but finite contribution to the final result.
We end up with the following expansion. The terms coming from pure ’non-contact’
contributions are underlined:
Z(x)
2
= 1− λ+λ− e
ix
2pi
+
(λ+λ−)2
4pi2
e2ix
(
1− pi
2
6
)
− (λ
+λ−)3
8pi3
e3ix
(
1− 128
3pi2
)
+
(λ+λ−)4
16pi4
e4ix
(
1 +
175
27
+
1001
162pi2
+
pi2
15
−55
12
+
143
9pi2
+
13pi2
30
+
pi4
70
)
. . .
(120)
where we recognize the trivial expansion :
1− λ+λ− e
ix
2pi
+
(
λ+λ−
)2 e2ix
4pi2
− (λ+λ−)3 e3ix
8pi3
+ . . . =
1
1 + λ
+λ−
2pi e
ix
(121)
In fact, this factorization is exact to all orders; by looking at the integrals In, one can see
that the maximal contact term is always present and has a standard form, which we recognize
as a Vandermonde determinant.
The remaining terms should come from a non-trivial function that multiplies (121):
Z(x) =
2
1 + λ
+λ−
2pi e
ix
(
1−
(
λ+λ−
2pi
)2
pi2
6
e2ix +
(
128
3pi2
− pi
2
6
)(
λ+λ−
2pi
)3
e3ix
+
(
205
108
+
10487
162pi2
+
pi2
2
+
pi4
70
)(
λ+λ−
2pi
)4
e4ix + . . .
)
(122)
36
This doesn’t seem to come from the Taylor expansion of a simple expression.
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