We consider the unbalanced one-way layout for comparing 3 treatment effects which can be assumed to satisfy the simple ordering µ1 ≤ µ2 ≤ µ3. This problem arises often in the comparison of three dose levels in medical trials, for example. The one-sided studentised range test provides a set of simultaneous confidence intervals for the ordered pairwise differences µj − µi, i < j which are one-sided and have infinite upper bounds. The new confidence interval procedure proposed in this article maintains the sensitivity of the one-sided studentised range test in detecting each of the ordered differences µj − µi > 0 while at the same time providing two-sided finite confidence intervals. Consequently, this new procedure has the advantage of allowing the same directional inferences as the one-sided studentised range test while additionally providing upper bounds on the differences among the treatment effects.
Introduction
Consider the unbalanced one-way layout
for 1 ≤ i ≤ 3 and 1 ≤ j ≤ n i , where the ij are independently distributed as ij ∼ N (0, σ 2 ), and µ i is the mean of the ith treatment. Let
be the sample means, and let S 2 be an estimate of σ 2 distributed independently of theX i as S 2 ∼ σ 2 χ 2 ν /ν with degrees of freedom ν = n 1 + n 2 + n 3 − 3. The comparison of the three treatment effects µ 1 , µ 2 and µ 3 is one of the most common and important problems in statistical analysis. It has many applications, and specifically, the comparison of three drug compounds in medical research is a typical example. In contrast to the comparison of just two treatment effects, when three treatment effects are considered the experimenter must pay close attention to the problem of multiplicity. Therefore the issue of an overall confidence level and error rate must be addressed.
For the balanced case with the sample sizes n i all equal to n the following set of simultaneous two-sided confidence intervals for all three pairwise differences of the treatment effects µ i − µ j with an overall confidence level of 1 − α was suggested by Tukey (1953) µ i − µ j ∈ (X i −X j − q 3,α,ν S/ √ n,X i −X j + q 3,α,ν S/ √ n)
for 1 ≤ i, j ≤ 3, where the critical point q 3,α,ν is the upper α point of the studentised range distribution with parameters 3 and ν. In addition, the following set of simultaneous one-sided confidence intervals for all three ordered pairwise differences of the treatment effects µ j − µ i , i < j, with an overall confidence level of 1 − α was suggested by Hayter (1990) 
for 1 ≤ i < j ≤ 3, where the one-sided critical points h 3,α,ν are tabulated in Hayter (1990) and more extensively in Hayter and Liu (1996) . In an unbalanced setting where unequal sample sizes n n n n n n n n = (n 1 , n 2 , n 3 ) are obtained the two-sided confidence intervals can be generalized to µ i − µ j ∈ (X i −X j − q α,n n n n n n n n S 1/2n i + 1/2n j ,X i −X j + q α,n n n n n n n n S 1/2n i + 1/2n j ) for 1 ≤ i, j ≤ 3, where the exact unbalanced critical points q α,n n n n n n n n are tabulated in Spurrier and Isham (1985) . In the unbalanced case the one-sided confidence intervals can be generalized to µ j − µ i ∈ (X j −X i − h α,n n n n n n n n S 1/2n i + 1/2n j , ∞) for 1 ≤ i < j ≤ 3, where the exact critical points h α,n n n n n n n n are tabulated in Hayter (1992) . See Miller (1981) , Hochberg and Tamhane (1987) and Hsu (1996) for a general discussion of these and other multiple comparisons procedures.
The two-sided simultaneous confidence intervals provide a very useful way of determining which of the treatment effects µ i can be determined to be different from each other, in which direction, and by how much. However, in certain situations the experimenter may have a prior expectation that the treatment effects are monotonically ordered, so that
and then the one-sided simultaneous confidence intervals may be preferable. Since the one-sided critical points h α,n n n n n n n n are strictly smaller than the two-sided critical points q α,n n n n n n n n the one-sided procedure is more sensitive to detecting the ordered differences µ i < µ j for i < j.
In this paper we present a new efficient procedure which combines the advantages of both the one-sided and the two-sided procedures. In this way the experimenter can extract as much useful information as possible from the data that is available. Specifically, at the given simultaneous confidence level of 1 − α, the new procedure provides exactly the same directional decisions µ i < µ j for i < j as the one-sided procedure, while at the same time it also always provides upper bounds on the differences of the treatment effects.
A similar problem was considered in Miwa and Hayter (1999) for a general number of treatment effects k. However, the new procedure presented in this paper for k = 3 is a significant improvement on that general procedure. This new procedure always provides upper confidence bounds for each pairwise comparison of the treatment effects. The general procedure in Miwa and Hayter (1999) only produces upper confidence bounds when the sample averagesX 1 ,X 2 andX 3 are all sufficiently far apart. Therefore, for the common problem of comparing three ordered means, this new procedure provides the experimenter with more useful information than the general procedure.
Finally, it is also worth pointing out at this point that although this procedure is described in terms of a one-way layout, it can also be applied in the obvious manner to other experimental designs. Specifically, it can be applied to any set of treatment effects which are independently normally distributed with variances equal to known constants times a common variance σ 2 .
The layout of this paper is as follows. In section 2 the new procedure is given together with tables of the required critical points and examples of its implementation. The theoretical justification for the new procedure is given in section 3.
Confidence interval construction
A set of simultaneous confidence intervals for the pairwise differences µ 2 −µ 1 , µ 3 − µ 2 and µ 3 − µ 1 with an overall confidence level of 1 − α is presented in this section. The cases of unbalanced and balanced sample sizes are treated separately.
Unbalanced sample sizes
In order to describe the resulting confidence intervals for the pairwise differences µ j − µ i it is helpful to define
for 1 ≤ i < j ≤ 3 and to examine separately the seven cases arising from the consideration of whether each of these T ji is larger or is smaller than h α,n n n n n n n n . In all cases the confidence intervals are each two-sided, and whenever T ji is larger than h α,n n n n n n n n the corresponding confidence interval is contained within (0, ∞) so that the directional decision µ j > µ i is provided.
Case I. T 21 > h α,n n n n n n n n , T 32 > h α,n n n n n n n n and T 31 > h α,n n n n n n n n . n n n n n n , T 32 ≤ h α,n n n n n n n n and T 31 > h α,n n n n n n n n .
(1) α,n n n n n n n n S 1/2n 3 + 1/2n 1 }, Case III. T 21 > h α,n n n n n n n n , T 32 ≤ h α,n n n n n n n n and T 31 ≤ h α,n n n n n n n n .
Case IV. T 21 ≤ h α,n n n n n n n n , T 32 > h α,n n n n n n n n and T 31 > h α,n n n n n n n n .
Case V. T 21 ≤ h α,n n n n n n n n , T 32 > h α,n n n n n n n n and T 31 ≤ h α,n n n n n n n n . 
α,n and d 
Case VI. T 21 ≤ h α,n n n n n n n n , T 32 ≤ h α,n n n n n n n n and T 31 > h α,n n n n n n n n . 
α,n n n n n n n n S 1/2n 3 + 1/2n 1 },
Case VII. T 21 ≤ h α,n n n n n n n n , T 32 ≤ h α,n n n n n n n n and T 31 ≤ h α,n n n n n n n n . 
Examples of the construction of these confidence intervals are provided in section 2.3. The one-sided critical points h α,n n n n n n n n and the two-sided critical points q α,n n n n n n n n are tabulated in Hayter (1992) and Spurrier and Isham (1985) respectively 
α,n and d for certain sample sizes. The definitions of the critical points d (i) α,n n n n n n n n , 1 ≤ i ≤ 5 are given in section 3.1, and for sample sizes 3 ≤ n 1 , n 2 , n 3 ≤ 10 the values of d (1) α,n n n n n n n n , d
(2) α,n n n n n n n n }.
The sample size configurations n n n n n n n n = (n 1 , n 2 , n 3 ) with n 1 < n 3 can be found in either Table 1 .1 or in Table 1 .2, and the cases n 1 = n 3 can be found in either Table 1 .3 or in Table 1 .4. If n 1 > n 3 then using the relationships For unbalanced sample sizes n n n n n n n n = (n 1 , n 2 , n 3 ) for which the critical points are not given in these tables (and for which the one-sided and two-sided critical points are not tabulated in Hayter (1992) and Spurrier and Isham (1985) ), an experimenter may wish to calculate the exact values of the required critical points using their definitions which are given in section 3.1, or perhaps evaluate them by simulation. Otherwise, it is recommended that approximate confidence intervals 
Balanced sample sizes
For the balanced case with sample sizes n 1 = n 2 = n 3 = n let
for 1 ≤ i < j ≤ 3, and then the confidence intervals are as follows. In all cases the confidence intervals are each two-sided, and whenever T ji is larger than h 3,α,ν the corresponding confidence interval is contained within (0, ∞) so that the directional decision µ j > µ i is provided.
Confidence intervals for
If T 21 > h 3,α,ν and T 32 ≤ h 3,α,ν then If T 21 ≤ h 3,α,ν and T 32 > h 3,α,ν then
If T 21 ≤ h 3,α,ν and T 32 ≤ h 3,α,ν then
Confidence interval for µ µ µ µ µ µ µ µ 3 − µ µ µ µ µ µ µ µ 1 If T 31 > h 3,α,ν and both T 21 > h 3,α,ν and T 32 > h 3,α,ν then
If T 31 > h 3,α,ν and either T 21 ≤ h 3,α,ν or T 32 ≤ h 3,α,ν then If T 31 ≤ h 3,α,ν then
An example of the construction of these confidence intervals is provided in section 2.3. The critical points h 3,α,ν , q 3,α,ν and d 3,α,ν are provided in Tables 2.1, 2.2 and 2.3 for α = 0.10, α = 0.05 and α = 0.01 respectively.
Examples of the construction of the confidence intervals
In this section some examples of the construction of the confidence intervals are provided. In Examples 1 and 2 a confidence level of 95% is used and it is assumed that S = 1. Example 1 considers an unbalanced design for which all of the one-sided pairwise comparisons are significantly different, and Example 2 considers an unbalanced design for which only some of the one-sided pairwise comparisons are significantly different. Example 3 considers a real balanced design for comparing pain relief medications. Example 1. Consider the situation n 1 = 6, n 2 = 9 and n 3 = 7 withX 1 = 10.0,X 2 = 12.1 andX 3 = 14.0. In this case T 21 = 5.63, T 32 = 5.33 and T 31 = 10.17 with h 0.05,n n n n n n n n = 3.134, and so Case I is applicable. With q 0.05,n n n n n n n n = 3.591 the confidence intervals are Example 2. Consider the situation n 1 = 6, n 2 = 8 and n 3 = 10 with X 1 = 10.0,X 2 = 10.7 andX 3 = 11.5. In this case T 21 = 1.83, T 32 = 2.39 and T 31 = 4.11 with h 0.05,n n n n n n n n = 3.123, and so Case VI is applicable. From Table  1 .2 it can be found that d
(1) 0.05,n n n n n n n n = 3.575 and d
(2) 0.05,n n n n n n n n = 3.588 so that d and the analysis has established that µ 3 > µ 1 . It is also interesting to notice that the balanced critical points with ν = n 1 + n 2 + n 3 − 3 = 21 degrees of freedom are h 3,0.05,21 = 3.126 and d 3,0.05,21 = 3.583. These are quite close to the exact critical values used in this example, which shows that if the degree of imbalance in the sample sizes is not too large then the balance case critical points can provide good approximations to the exact critical points.
Example 3. As an illustration of the balanced case an example from Smith et al. (1968) can be considered. In their experiment three treatment levels of analgesic medication -placebo, 7.5mg and 15mg morphine/70 kg body weightwere compared against ischemic pain produced experimentally by a tourniquet. There were 36 male subjects, each receiving the three treatments. Each of six possible orders of three treatments was given to six subjects. Four response variables were measured in terms of the elapsed time until the subject reported each of four levels of pain: slight, moderately distressing, very distressing and unbearable. In this example the elapsed time to moderately distressing pain is taken as the response variable.
The treatment means of n = 36 subjects are Placebo:X 1 = 6.54 min, 7.5 mg Morphine:X 2 = 7.64 min, 15 mg Morphine:X 3 = 9.20 min. The analysis of variance gives S 2 = 6.39 with ν = 68 = 107(Total) − 35(Subjects) − 2(Order) − 2(Treatments) degrees of freedom. In this case T 21 = 2.61, T 32 = 3.70 and T 31 = 6.31, and the critical points can be found from (max{0, 9.20 − 7.64 − 3.402 6.39/36}, 9.20 − 7.64 + 3.402 6 .39/36) = (0.13, 2.99) (max{0, 9.20 − 6.54 − 3.402 6.39/36}, 9.20 − 6.54 + 3.402 6.39/36) = (1.23, 4.09) and the analysis has established that the high level of morphine has a greater effect than both the placebo and the low level of morphine.
As a final note in this section it is worthwhile to make a comment concerning whether the confidence intervals are open or closed intervals. In general, the confidence intervals can be taken to be either open or closed. However, important exceptions to this general rule occur when the confidence interval limits are zero. When the upper limit of the confidence interval is zero, then it should be taken to be closed. On the other hand, when the lower limit is zero then it should be taken to be open. This latter point is important because when the lower limit is zero then the interval corresponds to a decision that the treatment effects are significantly different.
When a confidence interval has on open lower limit of zero, there is sufficient evidence to conclude that the treatment effects are significantly different, although the difference cannot be bounded away from zero. This is a consequence of the fact that the difference is significant for a one-sided procedure but is not significant for a two-sided procedure. In this case the procedure has the characteristics of a decision procedure, where a decison is arrived at that the treatment effects are different, although the difference is not quantified. If the experimenter needs to bound the difference away from zero then the one-sided procedure must be employed, although an upper bound on the difference will then not be available.
Theoretical justification
In this section the theoretical justification is provided for the confidence intervals presented in section 2. First the general situation of unbalanced sample sizes is considered.
Unbalanced sample sizes
Define
Notice that the definitions of the exact one-sided and two-sided critical points h α,n n n n n n n n and q α,n n n n n n n n ensure that F (−q α,n n n n n n n n , q α,n n n n n n n n , −q α,n n n n n n n n , q α,n n n n n n n n , −q α,n n n n n n n n , q α,n n n n n n n n ) = 1 − α and F (−∞, h α,n n n n n n n n , −∞, h α,n n n n n n n n , −∞, h α,n n n n n n n n ) = 1 − α.
Furthermore, define the critical points c (211) α,n n n n n n n n , c (121) α,n n n n n n n n , c (212) α,n n n n n n n n and c (122) α,n n n n n n n n by the equations
α,n n n n n n n n ) = 1 − α, and
Now consider the partition of the parameter space andof freedom ν of S 2 , and computer evaluation also indicates that it in fact holds for any value of α, 0 < α < 1. Consequently, in the balanced case the critical points d (i) α,n n n n n n n n , 1 ≤ i ≤ 5, are all equal to a common value which can be denoted d 3,α,ν (which is actually c (212) α,ν ). Additionally, the confidence intervals given in section 2.1 can be seen to simplify to those given in section 2.2. The critical points d 3,α,ν are presented in Tables 2.1, 2.2 and 2.3 for α = 0.10, α = 0.05 and α = 0.01 respectively, together with the values of the one-sided critical points h 3,α,ν and the two-sided critical points q 3,α,ν for convenience.
Finally, for this balanced case it is instructive to compare the new confidence intervals given in section 2.2 with other sets of confidence intervals. First, in comparison to the one-sided confidence intervals
the new confidence intervals have the obvious advantage of always providing finite upper bounds. The disadvantage of the new confidence intervals is that the lower bound may be slightly lower at max{0,X j −X i − q 3,α,ν S/ √ n} or max{0,X j −X i − d 3,α,ν S/ √ n} while, of course, maintaining the same directional decision. However, Tables 2.1, 2.2 and 2.3 reveal that the critical points q 3,α,ν and d 3,α,ν are not that much larger than h 3,α,ν so that this disadvantage is not severe.
In comparison with the procedure of Miwa and Hayter (1999) applied with k = 3 the new confidence intervals are identical when both T 21 > h 3,α,ν and T 32 > h 3,α,ν . For all other situations the procedure of Miwa and Hayter (1999) does not provide finite upper bounds. In addition, the only disadvantage of the new confidence intervals in comparison with the two-sided confidence intervals
is that if T ji ≤ h 3,α,ν then an upper bound of max{0,X j −X i + q 3,α,ν S/ √ n} or max{0,X j −X i + d 3,α,ν S/ √ n} is obtained, and in other cases a slightly larger critical point d 3,α,ν may be used rather than q 3,α,ν . Of course, the advantage of the new confidence intervals over the two-sided confidence intervals is that they have the directional sensitivity of the one-sided confidence intervals.
