The present article investigates how phonotactic rules constrain oral reading in the Russian language. The pronunciation of letters in Russian is regular and consistent, but it is subject to substantial phonotactic influence: the position of a phoneme and its phonological context within a word can alter its pronunciation. In Part 1 of the article, we analyze the orthography-to-phonology and phonology-to-phonology (i.e., phonotactic) relationships in Russian monosyllabic words. In Part 2 of the article, we report empirical data from an oral word reading task that show an effect of phonotactic dependencies on skilled reading in Russian: humans are slower when reading words where letter-phoneme correspondences are highly constrained by phonotactic rules compared with those where there are few or no such constraints present. A further question of interest in this article is how computational models of oral reading deal with the phonotactics of the Russian language. To answer this question, in Part 3, we report simulations from the Russian dual-route cascaded model (DRC) and the Russian connectionist dual-process model (CDPϩϩ) and assess the performance of the 2 models by testing them against human data.
The world's writing systems link spoken words to more or less arbitrary written symbols. Over time, spoken languages evolve, often at a faster pace than their written analogues integrate these changes. We often think of reading as a process that maps orthographic units onto phonology. One has to bear in mind though that the interplay between orthography and phonology is complex, and the translation from orthography to phonology may be obscured by different factors. In English, one such factor is morphology. For example, with the English words "heal" and "health," the morphology is preserved in the spelling, which leads to the inconsistency of orthography-to-phonology mapping, that is, the same set of letters mapping to a different vowel phoneme. In Russian, such inconsistency is because of phonotactic constraints that, likewise, break the symmetry between orthography and phonology. For example, in /kot/ "code" and /dok/ "dock" one letter, , receives different pronunciations, because of phonotactic constraints that apply.
Phonotactics is a branch of phonology that describes the restrictions on the contextual and positional distribution of phonemes. Such restrictions control the ordering of phonemes in syllables, consonant clusters, and vowel sequences. For instance, acoustically more sonorous sounds tend to follow less sonorous sounds (Selkirk, 1984) . To illustrate, the onset /pla-/ occurs in English but the onset /lpa-/ does not, with one possible reason for this being the violation of the sonority hierarchy (i.e., where /l/ is less sonorous than /p/). Similar principles control syllabic structures in many languages, including Russian (Chaburgaev, 1974) . Phonotactic constraints can also be language-specific: for instance, the devoicing of word-final consonant phonemes occurs in Russian ( /kot/), but not in English (cold /kəυld/). Do phonotactic constraints influence how humans read written language? This is the question raised in the present article using the Russian language as an example. It was investigated in two ways:
(a) By an experiment on speeded reading aloud using words varying in important psycholinguistic characteristics (that included a variable that determined the extent to which the pronunciation of a word was subject to a phonotactic constraint, Part 2), and (b) By developing Russian versions of the DRC (Coltheart et al., 2001 ) and the CDPϩϩ (Perry, Ziegler, & Zorzi, 2010 , 2013 ) computational models of reading aloud, and testing them against the human reading-aloud data (Part 3).
Research on Phonotactic Constraints
Phonotactic rules are properties of the phonological system of a language. Children acquire these rules long before they learn to read (see evidence from infants; Chambers et al., 2003; Jusczyk et al., 1993) . To our knowledge, phonotactic processes have not been studied in the domain of visual word recognition or reading aloud. More important, however, phonotactic constraints do influence speech production in different languages: speech errors that humans make rarely violate language-specific phonotactic constraints (Arabic: Abd-El-Jawad & Abu- Salim, 1987; English: Vousden, Brown, & Harley, 2000; German: MacKay, 1972; Mandarin: Wan & Jaeger, 1998 ; see also Dell et al., 2000; Goldrick, 2004; Goldrick & Larson, 2008; Vitevitch et al., 2004) . In an investigation of implicit learning of novel phonotactic constraints, Goldrick and Larson (2008) found that phonotactic probability influenced both speed and accuracy of speech production (i.e., items with a lower phonotactic probability were processed more slowly and less accurately than items with a higher phonotactic probability). 1 The locus of phonotactic effects in speech production has been debated: some studies argued that these occur at a segmental level (e.g., the word-initial phoneme /ŋ/ does not occur in any English word) or at a subsegmental level (i.e., at the level of phonological features: the combination of features, such as [ϩdorsal, ϩnasal] , does not conform to the phonotactic constraints that operate in word-initial positions in English; Goldrick, 2004) . In other words, it has been established that phonotactic constraints play an important role in both speech perception and production, both of which are intricately related to reading. Given this, these constraints are likely to play an important role in oral reading. This hypothesis will be tested in Russian in this article, because Russian is a language where phonotactic constraints are common, and, thus, can be meaningfully investigated.
This hypothesis is in line with a recent study by Mousikou et al. (2015) who found that phonological features such as voicing are activated early in reading aloud. Using masked onset priming, Mousikou et al. (2015) found with English readers that nonwords (e.g., ϽbafϾ) were read aloud faster when preceded by masked nonword primes that shared their initial phoneme with the target (e.g., ϽbezϾ), or primes whose initial phoneme shared all features except voicing with the first phoneme of the target (e.g., ϽpizϾ), compared with unrelated primes (e.g., ϽsuzϾ; see also evidence from visual word recognition: Ashby, Sanders, & Kingston, 2009; Lukatela, Eaton, Lee, & Turvey, 2001; Lukatela, Eaton, Sabadini, & Turvey, 2004) . As Mousikou et al. note, Although reading aloud and speech production have been traditionally treated as separate disciplines, the process of initiating a verbal response is common to both. Hence, if the activation of feature representations influences the initiation of articulation in reading aloud, it must also influence the same process in speech production.
If features are important for speech production (for which there is evidence : Goldrick, 2004; Jusczyk, 1999; Moreton, 2002 as well as counterevidence in the literature : Fromkin, 1971; ShattuckHufnagel and Klatt, 1979; Stemberger, 1991) , then constraints on sequencing of feature combinations, phonemes, (i.e., phonotactic constraints) might also be important.
In addition, although phonemic and phonetic (i.e., articulatory) levels of processing have been treated as separate in theories of speech production and articulatory processing (e.g., Coltheart et al., 2001; Levelt et al., 1999; Perry et al., 2010; Plaut et al., 1996; Roelofs, 1997) , there is evidence that information between these levels flows in a cascaded fashion, that is, articulatory processes can begin before the phonemic processes are complete (Goldrick & Blumstein, 2006; Kello & Plaut, 2003; Kello, Plaut, & MacWhinney, 2000; Mousikou et al., 2015) . Therefore, processes that have been traditionally viewed as belonging to the domain of speech articulation could influence the translation of print to sound, and therefore, would need to be accommodated by theories of oral reading as well (Mousikou et al., 2015) .
The Cyrillic Alphabet
When one compares writing systems, letter-based alphabetic writing systems are often treated as a group (contrasting with logographic or syllabic systems). Nonetheless, differences may be found between alphabetic systems. The most widely researched alphabet is the Latin alphabet used in most Germanic and Roman languages including English. We know that Semitic alphabets (e.g., unpointed Hebrew, Arabic) code spoken sounds in a way that is very different from Indo-European writing systems (e.g., vowels may not be represented in writing). At the same time, the Latin alphabet exists side-by-side with two other commonly used alphabets: the Greek and the Cyrillic. Although these three alphabetic writing systems are closely related, each has developed a number of distinctive characteristics.
The Cyrillic alphabet was invented in the 9th century. According to Diringer (1968) and Daniels and Bright (1996) , it was based on the Greek uncial script (examples of letters common to both scripts are , , and ) supplemented with extra letters from the Glagolitic alphabet and possibly from Hebrew ( ). Because of the common Greek origin, Cyrillic also shares some letters with the Latin alphabet (e.g., , , , ; although note that some letters have a different pronunciation in Russian; , , ). The Russian writing system contains 33 letters.
As to phonemes, there are two prominent linguistic traditions in Russia-the Moscow Phonological School (MPS) and the SaintPetersburg Phonological School (SPPS)-that have different views on whether certain sounds should be considered a distinct phoneme or an allophone of another phoneme.
2 MPS is concerned with formal linguistic description and, therefore, minimizes the number of phonemes (e.g., Russian [i] and [ ] are considered 1 Phonotactic probability is the relative frequency of sounds in a language depending on their position or context (Goldrick & Larson, 2008) .
2 According to traditional phonological theories (e.g., Trubetskoy, 1960) , two sounds are considered phonemes if they can distinguish words (English /p/ and /b/ are different phonemes: ϽpailϾ vs. ϽbailϾ). Two sounds are considered allophones of one phoneme if they are in complementary distribution (i.e., they never occur in the same phonemic context: [p] and [p h ] in ϽspinϾ vs. ϽpinϾ). However, note that English /p/ and /t h / are not allophones of one phoneme, although they are in complementary distribution, because they have little in common in phonological terms (Fromkin, 1971 ). This document is copyrighted by the American Psychological Association or one of its allied publishers.
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allophones in MPS, because they are in complementary distribution: [b t j ] "to be" vs.
[b j it j ] "to beat"; this is similar to the views of Trubetskoy (1960) ), while SPPS treats phonemes as units that are relevant to speech production and perception (/i/ and / / are different phonemes because of their perceptual independence, Zinder, 2007) . Thus, the total number of phonemes in Russian can be estimated at 39 -43 depending on one's theoretical views. In this article, we adopt the views of SPPS, because we are concerned with human behavior more than formal linguistic description-just as SPPS is. The detailed description of Russian phonemes and allophones as adopted in this article is reported in the Appendix.
The Present Study
When one is considering reading aloud in Russian versus in English, there is an important difference: the phonotactic rule system governing which phonemes can co-occur is far more extensive in Russian than in English. Given the abundant evidence in the domain of speech production for the importance of phonotactic rules (Dell et al., 2000; Goldrick, 2004; Goldrick & Larson, 2008; Vitevitch et al., 2004) and recent data from oral reading suggesting that phonological features are activated in reading aloud (Mousikou et al., 2015) , we hypothesized that phonotactics may influence the reading aloud process in Russian. Specifically, if a word's pronunciation is altered by phonotactics, then one can expect longer processing times for this word (additional rules may be applied during the conversion from orthography to phonology, or alternatively, possible pronunciations may become activated and compete for selection). The influence of phonotactic constraints on reading and learning to read has not been previously studied. Phonotactic changes are critical not only in Russian phonology, but also in other languages (e.g., Spanish, Czech, and German), which makes their investigation an important endeavor.
In the present article, we first discuss letter-to-phoneme and phoneme-to-phoneme relationships in Russian (Part 1). In particular, we calculate a measure that estimates the probability of single letters being represented by different phonemes independent of context (this could be thought of as "letter-phoneme inconsistency"). We use a regression design to test the effects of this novel variable and other variables that have been shown to influence oral reading in other languages (e.g., length, frequency) on human readers of Russian (Part 2). In addition (Part 3) we develop Russian versions of DRC (Coltheart et al., 2001) and CDPϩϩ (Perry, Ziegler, & Zorzi, 2010 , 2013 Zorzi et al., 1998 ) models of oral reading and test their ability to simulate oral reading in Russian, and specifically, the empirical effects of phonotactics.
Part 1: Analyses of Letter-to-Phoneme and
Phoneme-to-Phoneme Relationships in Russian Monosyllabic Words
Letter-to-Phoneme Correspondences
Traditionally, the mappings between orthography and phonology (OP) in English have been described in terms of regularity (Baron & Strawson, 1976; Coltheart, 1978) and body-consistency (Jared, 2002) . 3 In a nutshell, the difference between the two terms is that regularity is a categorical variable that is defined based on a set of grapheme-to-phoneme correspondences (GPC) for the language, whereas consistency can be graded, as it incorporates information concerning the number and, sometimes, the frequency of, friends and enemies of a word. Friends are words where the orthographic segment (usually body) is pronounced in the same way as in the target word; while in enemies, it maps onto a different phonological representation.
Russian OP correspondences are highly regular. Some irregular Russian words can be found ( Ͼ /x/ as in /box/ "god," Ͼ / / as in / to/ "what"), but these cases are rare. This is in line with the low number of erroneous pronunciations produced by the Russian version of the DRC model when only the nonlexical route of this model is operating (0.0% to 0.17%, see Part 3). As for body-consistency, that is important for English (consider the many possible pronunciations for the body Ͻ-oughϾ), but appears less important for Russian, at least at the level of formal description. To illustrate, there is little variability in translating Russian bodies to rimes: with the 1,167 monosyllabic words used in this study, 5% were body-inconsistent (all involving the vowel ). 4 An example of an inconsistent body in Russian is -, which is pronounced differently in different words: /-t j / in / t j / "live" and /-it j / in /p j it j / "drink"). What is striking here is that this variability can be minimized by considering the final phoneme in the onset. If bodies are categorized based on such a distinction, then there is always only one possible pronunciation for the body. There are no other sources for body-rime inconsistency apart from the last phoneme in the onset. Therefore, in Russian, all words are bodyconsistent when onset-conditioning is taken into account. Consider the examples given above: is pronounced / / after "hard" consonants / /, / /, /ts /, but /i/ after all other consonants. We will say that a body is onset-conditioned or that onset-conditioning takes place if the variability in the pronunciation of a body is reduced when the last phoneme in the onset is taken into account. Otherwise, the traditional definition of body-consistency (that ignores the last phonemes in the onset) is adopted in this article, leading to the presence of inconsistent bodies at the level of linguistic analysis.
In summary, Russian orthography-to-phonology correspondences are highly predictable and the Russian writing system can be considered transparent in a sense that virtually all Russian words can be translated correctly into speech nonlexically (if we ignore stress in polysyllables; Jouravlev and Lupker (2014) ).
Phoneme-to-Phoneme Correspondences
While OP translation in Russian is straightforward, the phonemic realization for each letter depends on the phonotactic constraints that apply. In relation to these phoneme-to-phoneme correspondences, or phonotactic constraints, in Russian, individual letters and phonemes should be considered first. Ten letters out of 33 always map onto one phoneme regardless of context so for these phonemes there is no ambiguity at the phonemic level (e.g., Ͻ Ͼ is always pronounced / /; see Table A .1 in the Appendix that lists all Russian letter-phoneme correspondences extracted automatically from the 1,167-word corpus). The other 23 letters can be pronounced differently in different words. For example the letter ϽcϾ has six possible phonemic realizations: for example, /s/ in 85% of Russian monosyllables, / j / in 8%, /z/ in 4% of the cases plus other infrequent variants like / / and / / in about 3% of words where it occurs (see Figure 1) . Thus, we can say the default (i.e., most frequent if context is ignored) phoneme for letter Ͻ Ͼ, / /, is not phonotactics-dependent, while the phonemic realization of letter ϽcϾ, /s/, is highly dependent on phonotactics.
Two factors that are critical for the application of phonotactic constraints in Russian are the position of a phoneme within a word and the phonological context of the phoneme. For example, the default phoneme for the letter , /b/, is subject to position-and context-dependent phonemic changes; this letter is pronounced as another phoneme, /p/, when in word-final position and as yet another phoneme, /b j / when followed by the front vowel phoneme, /i/, or any front vowel allophone (/ae, ɵ, , e/ that correspond to different phonemes /a, o, u, ε/, respectively).
Phonological alterations in Russian monosyllables are entirely controlled by context-sensitive and position-dependent phonotactic rules: that is, both phonemic (discussed in this article), but also phonetic realizations (i.e., allophones) for each letter in any word are entirely predictable if its phonemic context and word-position is taken into account (see, e.g., Avanesov (1968) for a comprehensive list of such pronunciation rules). In Russian biphonemic sequences, phonotactic rules not only determine which phoneme sequences are legal and which are not, but they also convert illegal sequences into legal ones by converting one or both of the constituent phonemes into different phonemes, so that the original sequence becomes legal (this is the reason why the same letter/ phoneme can receive different phonemic realizations).
Phonotactic processes are very common in Russian: on average, one phonotactic rule is applied in every word (1,469 instances [summed frequency of application of output rules in Russian DRC] of phonotactic changes per 1,167 words). There are many types of phonotactic constraints in Russian, for example, final devoicing of voiced phonemes (/d/ ¡ /t/ in word-final positions), regressive devoicing (occurs within the word if the following phoneme is voiceless, e.g., /v/ ¡ /f/ in c /fs/), regressive voicing (on the contrary, voiceless consonant phonemes become voiced when followed by voiced consonant phonemes, e.g., /s/ ¡ /z/ in c /zb/), palatalizations of consonants (e.g., /p/ ¡ /p j / before front vowel allophones (/ae, ɵ, , e/) or the palatal glide expressed as the soft sign, , in orthography), other types of consonant assimilations (e.g., /s/ ¡ / / in c / /), and vowel alternations that are contextsensitive (e.g., /i/ ¡ / / after "hard" consonants Ͻ , , Ͼ in / /) or position-dependent (e.g., initial /ε/ ¡ /jε/). Note that all listed phonotactic rules involve a change in phonemic units. There are a number of phonotactic rules that apply at a phonetic level in Russian (e.g., silent letters, certain cases of palatalization), but because these do not produce a different phoneme, rather an allophone of the original phoneme at the output, we do not discuss them in the present article. The list of orthographic and phonological processes in Russian may be found in the Appendix.
Notably, all of the phonological changes mentioned above are determined either by context, by position of the letter within the word, or by both factors simultaneously. The phonotactic changes in question are substantial to the extent that they produce a different phoneme at the output and they also sometimes trigger high feedback inconsistency (multiple spellings for phoneme sequences are possible (e.g., final /t/ can be spelled as , "code," or , "cat"; / / can be spelled as , "shut up", or , "circus"), whereas the pronunciation for letter sequences is unique if context and position are taken into account).
Defining Phonotactic Constraints
How can one distinguish constraints that operate in orthography from constraints that operate in phonology? We have not found any formal criteria that would allow this to be done. Therefore, we propose a working definition for the term "phonotactic constraints." A rule p: A i C ¡ B i that describes a translation of an element from class A to an element from class B under conditions C is phonotactic if and only if (a) A and B are classes of phonologically similar units in a way that all elements that belong to one class share at least one key phonological feature; (b) elements in class A are in one-to-one correspondence with elements in class B; (c) the translation from A to B changes the value of the key phonological feature (phonemic or phonetic in general, phonemic in the present article) while all other features are kept constant; (d) class C refers to either position-specificity or context-dependency, or both (in polysyllabic words an additional factor is stress, but the focus of This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
this article is on monosyllables). In case of position-specificity, class C contains one element (e.g., "word-initially," "wordfinally"). In case of context-specificity, class C must be also defined in phonological terms, that is, expressed via collections of phonologically similar units. The difference is that unlike A and B that must be in one-to-one correspondence, elements from A and C (if C has more than one element) are not necessarily in one-toone correspondence meaning that there are phonotactic constraints where elements from A can co-occur with every element from C (e.g., palatalization triggered by front vowel allophones), but also there are phonotactic constraints where elements from A and C are paired (e.g., consonant assimilation, see the Appendix). One example of a phonotactic constraint in Russian is contextual voicing. Consonant phonemes that share the key feature "absence of voicing," [Ϫvoice] , can be grouped into a single class "devoiced consonants":
. Phonemes that belong to this class behave in the same way across positions and contexts. For example, when elements from D are followed by voiced consonants, /m j at j / "knead," vs. a /dat j / "give"). This is a phonotactic constraint because it satisfies all four conditions: A is a class of unpalatalized consonants with the key feature [Ϫpala-talized] , B is a class of palatalized consonants [ϩpalatalized] , and C is a class of front-vowel allophones. When a phoneme from A (e.g., /p/) occurs before any element from C (/ae, ɵ, , , e/), it is translated into its counterpart phoneme from class B, whereby the key feature changes its value from [Ϫpalatalized] to [ϩpalatal-ized] (i.e., /p/ ¡ /p j /). Compare this to German where there is a phonemic distinction between long and short vowels (ϽhaarϾ /ha:r/, ϽjahrϾ /ja:r/ vs. ϽgarϾ /gar/). This is an example of an orthographic constraint, because it violates: there is nothing in phonology that would allow prediction of the correct vowel phoneme since the positions of vowels, as well as their right-side phonological contexts are identical. At the same time, there are orthographic cues to determining vowel length (vowels followed by ϽhϾ and geminated vowels are generally long). These hierarchical orthographic rules were labeled "super-rules" by Ziegler et al. (2000) . Phonotactic rules are also superrules, but in the domain of phonology.
The rule specifying that English ϽcϾ that is read /s/ before units Ͻe, i, yϾ (e.g., /s/ in ϽcellϾ vs. /k/ in ϽcallϾ) is also an example of an orthographic constraint, because it violates. Even if we were to see ϽcϾ and ϽgϾ (ϽgϾ is read as /d / before Ͻe, i, yϾ, e.g., ϽgymϾ) as similar cases, there is no common phonological feature that would allow grouping the pronunciations for ϽcϾ and ϽgϾ into one phonological class A, and their counterparts /s/ and /d / into another phonological class B. As a consequence, neither does the condition hold.
English aspiration is a phonotactic constraint (a phonetic one). Nonaspirated consonants can be grouped into one phonological class N, [Ϫaspirated] . Their counterparts would be aspirated consonants A, [ϩaspirated] . The aspiration rule converts N i (e.g., /p/, /t/) into A i (/p h /, /t h /) word-or syllable-initially (ϽpillϾ, ϽtillϾ), whereby the key feature [Ϫaspirated] In this article we investigate phonotactic constraints that involve a change in phonemic entities (i.e., paired elements from A and B are different phonemes, not allophones of each other). Although phonotactic rules that apply to phonetic entities (i.e., allophones) might be also important for oral reading, these are outside the scope of the present study because we are primarily concerned with orthography-to-phonology mapping. Note that phonotactic constraints may be reflected in orthography (like Russian palatalization), but this does not stop them being a phonological phenomenon, but rather it simply provides an orthographic marker of allowable phonology within a word. Although it would be of interest to compare the processing of grapho-phonotactic constraints with that of purely phonotactic constraints, our article does not pursue this issue.
Quantifying Phonotactic Dependency
The degree to which the realization of a letter/default phoneme is dependent on phonotactic rules can be measured quantitatively. We will refer to this measure as phonotactic dependency. A letter/phoneme is phonotactics-dependent when its realization can be altered by the context or position, and such regular and consistent translation can be captured by a phonotactic rule. A letter/ phoneme is not phonotactics-dependent when it is pronounced in the same way across all contexts and positions (and the rule supporting its OP translation is not augmented with contextsensitivity or position-dependency, i.e., it always receives the "default" pronunciation). It is more rational, however, to define phonotactic dependency as a continuous rather than categorical variable because in Russian some letters/phonemes are constrained by phonotactic rules to a greater extent than others: see, for example, the phonemes corresponding to letters and in Table  A .1 in the Appendix.
In essence, the phonotactic dependency metric is free from positional and contextual constraints (i.e., it is not based on sublexical units like onsets and bodies) and, therefore, can pick up phonological variations in letter pronunciations. Higher levels of uncertainty (i.e., higher values for phonotactic dependency) thus reflect the fact that the pronunciation of a phoneme is context-or position-dependent. Note that if context and position were taken into account, the pronunciation of a letter would be certain. More important, phonotactic dependency in Russian can be disentangled from body-consistency and regularity, which makes this language an ideal candidate for the investigation of phonotactic effects.
Phonotactic dependency was calculated in a similar way to letter-sound consistency in English (Berndt, Reggia, & Mitchum, 1987) . Both type and token measures for letter-phoneme phonotactic dependency were derived automatically from the list of the 1,167 monosyllabic Russian words and their phonemic representations. Type-frequency values for a letter-phoneme correspondence were obtained by counting all words where a given letterphoneme correspondence occurs (these are values in Column 2 of Table A.1). This resulting value was corrected for type letterfrequency (i.e., divided by the total number of letter occurrences) forming the relative type frequency measure for a letter-phoneme correspondence (Column 4 of Table A.1). Similarly, for each letter-phoneme correspondence a relative (corrected for token This document is copyrighted by the American Psychological Association or one of its allied publishers.
letter-frequency) token-based measure of phonotactic dependency was calculated, using summed frequencies of words where the letter is pronounced in the same way (values from Column 3 of Table A .1). Relative token-based measure for each letter-phoneme correspondence is presented in Column 5 of Table A. 1. All in all, the measures for phonotactic dependency for a letterphoneme correspondence describe to what extent the pronunciation of this letter is dependent on context or position, or the probability with which the letter would translate into the corresponding phoneme if the context were not taken into account. Note that although the computations used letters as base units, the resulting measure directly taps phonotactic dependency (i.e., the major source for phonological variation in Russian).
5 To illustrate, letters that mostly translate to one (default) phoneme have a limited phonotactic dependency (e.g., for the letter the default phoneme is / / (97.3% of words; only rarely does is it map to the palatalized /x j /)), whereas letters that have multiple pronunciations across positions and contexts have a high phonotactic dependency (e.g., the letter maps to the phonemes /t/, /d/, /d j / or /t j /). These measures for each letter-phoneme correspondence are shown in Table A .1.
Type-frequency values for letter-phoneme phonotactic dependency across all the correspondences in a word were averaged and subtracted from 100 to yield a type-based measure of phonotactic dependency for that word. The value for phonotactic dependency reaches 0 (absolute independence from phonotactic variations) in two words, a "tea" and e "whose." For the majority of words, this value is higher than 0. To illustrate, the phonemes in a / kaf/ "wardrobe" are pronounced in the default way, and almost no uncertainty is involved (the value for type phonotactic dependency is low, 4). On the other hand, phonemes in c /zg j ip/ "fold" are subject to a great deal of phonotactic dependency, both in this word (onset phoneme is palatalized and the final consonant is devoiced) and across other words. This word has a high value for type phonotactic dependency (70). Similarly, token values for letter-phoneme correspondences in a word were averaged and subtracted from 100 to obtain a token-based measure for phonotactic dependency for that word. Type and token measures for word phonotactic dependency were averaged because they behaved similarly in all analyses; this mean measure was used in all analyses reported in this article.
The key difference between traditional body-consistency and phonotactic dependency is that, for body-consistency, the calculations respect the relative position of graphemes within the syllable (i.e., body), whereas phonotactic dependency disregards positional and contextual constraints. Body-consistency measures how inconsistent the pronunciations for bodies are. As discussed above, Russian is a highly consistent OP system. More important, the metric for body-consistency is based on a fixed structure assigned to a word, and therefore, when applied to Russian, it captures less phonological variability than is actually present-the majority of words have consistent bodies (descriptive statistics for token bodyconsistency measure across all words in the experiment: M ϭ 0.98, median ϭ 1, SD ϭ 0.1, range ϭ 0.1-1). Note that the calculations of body-consistency did not take onsets into account. Phonemelevel variations (i.e., phonotactic dependency), on the other hand, reflect general properties of phonemes that are position-and context-dependent and, therefore, turn out to be more informative for Russian (descriptive statistics for the type phonotactic dependency measure across all words in the experiment: M ϭ 27, median ϭ 26, SD ϭ 11, range ϭ 0 -70).
Part 2: Phonotactic Dependency and Russian Reading
Data on reading aloud of monosyllabic Russian words were collected from 18 adult native speakers of Russian. These data were later used for model-to-data comparisons (see Part 3). The main effects of interest were related to phonotactic dependency, although we also added a number of "benchmark" effects in reading that included written frequency, word length, and N (number of orthographic neighbors; Coltheart, 1978) .
Method
Participants. Eighteen adults took part in the experiment (10 females [age range: 21-38 years, mean age: 29.1 years], and 8 males [age range: 18 -50 years, mean age: 29 years]). All were native speakers of Russian recruited in Hong Kong. They had completed their primary and secondary school education in Russia. All participants considered Russian their mother tongue; 4 participants considered another language a second mother tongue (2 -Tatar, 2 -Ukrainian), and all but one spoke at least one foreign language (typically, English) fluently. All participants but one had received a degree from a Russian university or were in the process of receiving it (one participant completed her graduate studies abroad, another participant was a student in Hong Kong at the moment of testing). On average, the participants had spent 3.5 years outside Russia at the time of testing (range: 0 -18, SD ϭ 5.2). All data collection was performed by the first author of the article using Russian as a medium for communication. Participants had normal or corrected-to-normal vision and no known neurological abnormalities.
Materials. The materials to be read aloud consisted of 1,167 monosyllabic Russian words (see Part 1 for the description of the stimuli). Frequency values for the selected words were taken from the frequency dictionary by Lyashevskaya and Sharoff (2009) , which is based on the National Corpus of the Russian language (ca. 200 million words; www.ruscorpora.ru). The variable that reflected the length of words included information on the number of letters, phonemes, and consonants in the onset and the rime. Russian words are characterized by a complex syllable structure and multiple consonant clusters. Thus, a mismatch in letter-and phoneme-lengths of words is common. Moreover, both onsets and rimes may contain up to 4 -5 consonants. Given these properties of the Russian orthography, all four measures (i.e., number of letters, phonemes, and consonants in onset and rime) were considered 5 A note re letter frequency: because phonotactic dependency is essentially a property of single phonemes, it is possible that, to some extent, phonotactic dependency was confounded with phoneme or letter frequency. Mean letter and phoneme frequency was computed for the set of monosyllabic words. Letter frequency was not correlated with phonotactic dependency, but phoneme frequency was (p (1,165) ϭ Ϫ0.18, p Ͻ .001). Neither letter, nor phoneme frequency did explain a significant amount of additional variance entered into the multiple regression model together with benchmark predictors and phonotactic dependency. As to the frequency of sublexical units of a larger grain-size, bigram frequency was not an important predictor in human reading either, nor was it correlated with phonotactic dependency. Thus, phonotactic dependency appears to be independent of letter, phoneme or bigram frequency. This document is copyrighted by the American Psychological Association or one of its allied publishers.
important for determining effects of word length. A simultaneous use of these measures in the analysis could contribute to high correlations among variables (i.e., multicollinearity; Baayen, 2008; Belsley et al., 2005; Cohen & Cohen, 1983) , which is problematic for regression analyses. Therefore, a summation of these four numbers was performed to create a combined measure for word length (further referred to as "word length"). Type neighborhood-size (Coltheart, 1978) for each word was computed based on a 50,000-word sample via an algorithm that counted, for each word, the number of real words that can be generated by changing just one letter of the word into another letter. 6 As for the contingencies between orthography and phonology, the metric for body-consistency used a traditional approach (Jared, 1997 (Jared, , 2002 Jared, McRae, & Seidenberg, 1990) . More specifically, for each word the friends (i.e., words that share body and rime) and the enemies (i.e., words where the same orthographic body is pronounced in a different way) were determined. Then the measure for type body-consistency for each word was calculated based on the following formula: the number of friends was divided by the sum of number of friends and enemies. Similarly, token body-consistency was calculated using the same formula, but summed word frequencies of friends and summed word frequencies of enemies instead of word counts for friends and enemies, respectively. Type and token body-consistency measures thus reflect, for a given word, how consistent the pronunciation of the word-body is across all body-neighbors. If the body is perfectly consistent (as in the majority of Russian words), the value for body-consistency would be equal to 1. For words with inconsistent bodies, the value would be lower: the word / t j /, for example, that has the inconsistent body -, is characterized by the values of 0.17 and 0.63 for type and token body-consistency, respectively, because most of the time thebody occurs, it uses the phonology /-it j /. Only the token body-consistency measure had a significant correlation with human RTs (see Table 1 ), consistent with findings from English: the frequency of bodyneighbors rather than their number has been reported to influence human behavior indicating that frequency of exposure is important (Jared, 2002) . Therefore, we used token body-consistency in all analyses. According to token body-consistency scores, 54 words in the sample (5%) were characterized by body-inconsistent mappings, which is much less than, for example, in English where around 50% of the bodies are inconsistent depending on the method of calculation (Ziegler, Petrova, & Ferrand, 2008) . This means that most bodies in Russian are consistent, even if we disregard onset-conditioning of rimes.
Procedure. The research subjects were tested in a sound-proof booth at the Laboratory for Communication Sciences of the University of Hong Kong. Words were randomized for every participant and presented on a Macintosh computer using SuperLab 4.0. Participants were instructed to read each word aloud as quickly and accurately as possible. Before the main experiment, all participants completed a five-trial training session. Experimental trials were constructed in the following way. First, a fixation cross was presented for 350 ms. Then, a stimulus word appeared on the screen, written in black font on white background. Participants' vocal response times were detected by the voice key. An additional 600-ms time lag allowed the participants to complete the articulation of the response. Every participant read all 1,167 words. The experiment took about one hour including two to three short breaks.
Analysis and results. In this analysis, transformed instead of raw variable values were used because of high levels of intercorrelation among predictors (multicollinearity). Multicollinearity affects the estimates of effects and hinders their interpretability. To address the multicollinearity problem, raw predictor values were transformed using, for some variables (i.e., body-consistency, phonotactic dependency, N-size, and length), centering, that is, subtracting the variable mean value from each of its values (Cohen et al., 1983) . For written frequencies, a logarithm-transformation was used (Baayen, 2008) .
Mean untransformed reaction time (RT) in correct trials was 579 ms. There were 134 reading errors in total, that is, each subject made on average 7.4 errors. Only RTs from correct trials were analyzed. Three words were excluded from the analysis of human data because they elicited abnormally long RTs (were outside a 3SD-range from the mean). Linear regression models of increasing complexity were fitted to logarithmically transformed mean naming latencies for every word, using R software (R Development Core Team, 2011). RTs were log-transformed to ameliorate the skew in the distribution of the dependent variable (Baayen, Feldman, & Schreuder, 2006) . The nested models were compared using the "anova" function to test whether the addition of extra variables improved the model fit.
The base model included the initial phoneme characteristics coded as six categorical variables (together, they accounted for 47% of variance). Then the variables associated with benchmark effects in reading (i.e., frequency, length, N-size) were entered into the second model, and they accounted together for 64% of variance. The second model fit the data significantly better than the base model, F(3, 1154) ϭ 186.49, p Ͻ .0001. Further addition of 6 Token neighborhood was also calculated, but it had a lower correlation with human latencies (see Table A .2) and produced an inhibitory effect on human latencies, which is the opposite of some other languages (e.g., English; Balota et al., 2004) . N-Size effects have been shown to depend on the frequency of the items (Andrews, 1989) and the speed of processing of the subjects (Balota et al., 2004) . Therefore, inhibitory effects of token N-size could be attributed to the lower frequency of Russian monosyllabic words compared with English (comparing words in the vocabularies of the DRC models; t(2078.717) ϭ Ϫ65.163, p Ͻ .0001), and the participants may have been slower readers because of their language background. We used Type N-size in all analyses, because its facilitatory effects were consistent with other languages. Table 2 . To summarize, the factors that were found to influence human response times were frequency, length, N-size, phonotactic dependency, and potentially, body-consistency (the latter was marginally significant in the data). The effects were such that participants were faster at reading high-frequency words, shorter words, words from large orthographic neighborhoods, and words characterized by low phonotactic dependency. Insufficient evidence was obtained regarding body-consistency effects in Russian: it appears that words with more consistent bodies were read faster than words with less consistent bodies; however, this effect did not reach statistical significance.
Discussion
Significant effects of word frequency, length, and N-size on skilled reading in Russian are comparable with those obtained in other European languages in terms of their direction and sizes (e.g., English, French, and Italian). Therefore, in terms of the standard "benchmark" effects, reading in Russian is likely to use similar mechanisms as other European languages.
Token body-consistency explained a significant amount of variance in the data (9%; see Table 1 ). Its effects were diminished when phonotactic dependency was present in the regression model. Furthermore, the model with frequency, length, N-size, phonotactic dependency, and body-consistency had a marginally better fit compared with a model with frequency, length, N-size, and phonotactic dependency.
7 Therefore, no conclusive evidence supporting or rejecting the presence of bodies and rimes in the reading system of Russian speakers was obtained in this study.
There is a caveat to this that should be considered. Situations when one body corresponds to multiple rimes are not common in Russian monosyllables: there were only 5% body-inconsistent words in the sample. This is because in this study only bodies that involved the vowel were regarded as inconsistent, because this vowel corresponds to different phonemes. However, there could be alternative accounts for what body-consistency is. In particular, one could suggest that vowel allophones could contribute to bodyinconsistency too, especially given the fact that vowel allophones seem to be distinguished by Russian speakers and they are represented by different letters in orthography. For example, the body -ec corresponds to rimes [-est j ] (as in ec "news") and [-εst j ] (as in ec "six"), although the distinction between [e] and [ε] is formally allophonic (see the discussion on vowel allophones in the Appendix). Notably, when inconsistency is redefined so that phonological variations in other vowels are taken into account, the body-inconsistency variable becomes significant in the regression model, beyond phonotactic dependency, t ϭ Ϫ2.9, p Ͻ .01. Thus, one should allow for the possibility that bodies and rimes are important representational units in Russian reading. However, current evidence does not shed light on this issue.
The main finding is that, in Russian, phonemic context and phoneme position are factors that induce perceptually significant phonological changes (i.e., phonotactics-dependent changes). The phonotactic dependency measure that is sensitive to such variations proved to influence response times to words in Russian speakers. The effect of phonotactic dependency could receive several interpretations. For instance, we could hypothesize that when the reader is faced with a letter that may have different competing pronounciations, she is slower at selecting the correct variant than when only one pronunciation is available (this explanation is in line with the CDPϩϩ model). An alternative explanation could be purely phonotactic: the reader is slower because she has to apply an extra rule to transform the default phoneme into a nondefault one-this explanation is in line with the DRC model (however, the number of phonological changes does not eliminate the effect of phonotactic dependency, see section Whammy effect in DRC; the crucial factor here is rather phonotactic probability). Whether phonotactic constraints exert an influence on word recognition, or whether they are restricted to the domain of phonology needs to be investigated in the future using other methodologies that do not involve spoken word production. Note that our study does not speak to the question of the actual locus of phonotactic effects in oral reading. Phonotactic constraints could be expressed at the level of phonemes or at the level of phonological features. We expressed them at the level of phonemes in the present study, and found that such an approach is meaningful (i.e., phoneme-based phonotactic dependency influenced oral reading in humans). However, this does not eliminate the possibility that phonotactic effects occur at a subsegmental level in oral reading.
Given that phonotactic dependency effect is relatively small in terms of variance captured, we have done an additional analysis looking at how individual subjects respond to it. We found that phonotactic dependency was significant in 13 out of 18 subjects (p Ͻ .05 using multiple regression as in Analysis and results section, one difference being that each subject's RT was used as DV), that is, they were slower reading words that had a high phonotactic dependency than words that had a low phonotactic dependency. In three subjects, the effect of phonotactic dependency approached significance (p Ͻ .1). Two subjects were not sensitive to this variable. This suggests that phonotactic effects are relatively consistent across participants.
In summary, the present data suggest that phonotactics has an important influence on oral reading of Russian. This might be important for other languages given that they commonly use phonotactic rules (e.g., German: Wiese, 1996; Czech: Bičan, 2011) . Possible consequences of phonotactics for reading and reading development need to be investigated in future studies. Given this, a new dimension may need to be added to the repertoire 7 Looking at individual variation, 4 out of 18 participants showed a significant effect of body-consistency, two-a marginally significant effect of this variable, whereas 12 other participants were not sensitive to bodyconsistency. Sensitivity to body-consistency did not seem to depend on language background of the participants. This document is copyrighted by the American Psychological Association or one of its allied publishers.
of language characteristics that have been suggested to shape reading and reading development (e.g., consistency; Katz & Frost, 1992; Ziegler & Goswami, 2005 ). Further, phonotactic dependency should be accounted for in experimental designs in a similar way that regularity and consistency are in languages where this is clearly important, like Russian. We suggest that models of oral reading should take this factor into account as well. The question that follows is whether computational models of reading implemented in Russian would be sensitive to phonotactic dependency. The naive prediction is that the models would fail to simulate phonotactic dependency effects because they embed a fixed structure that originated from research on reading with the English language, where phonotactics is a less important factor. This prediction is tested in Part 3 of the article.
Part 3: Modeling Russian
The majority of existing computational models of reading were designed and applied in the English language (e.g., Coltheart et al., 2001; Perry et al., 2010; Plaut et al., 1996) , whereas Russian orthography and phonology has some different characteristics, as discussed in Part 1 of the present article. Focusing exclusively on variables that describe the relationships between print and sound (such as body-consistency) may miss a range of complex phenomena involved in oral reading across languages. One such phenomenon is phonotactic dependency that influences human word reading in Russian (see Part 2). Therefore, the performance of computational models with respect to phonotactic dependency needs to be investigated. This is the aim of simulations reported below. In the following part of the article, the results of modeling the reading aloud of monosyllabic Russian words using Russian versions of the DRC (Coltheart et al., 2001 ) and of the CDPϩϩ (Perry et al., 2010) are presented. Note that the reason for developing the DRC and CDPϩϩ models for Russian was not to adjudicate between them. The main theoretical question that drove the modeling work in the Russian language was whether computational models of oral reading would be sensitive to a major feature of the Russian phonological system-phonotactic dependency, and if so, what explanation for this effect would they provide?
Russian DRC
A Russian version of the DRC model was implemented. DRC consists of two routes, the lexical and the nonlexical route. In the DRC model, sets of feature detectors activate (in parallel) letter detectors. In the model's lexical route, these activated letter detectors activate an entry in the orthographic lexicon, after which the corresponding entry in the phonological lexicon is activated. The model's nonlexical route operates in a serial manner, from left to right. It translates each activated letter into a phoneme using grapheme-to-phoneme conversion (GPC) rules devised for Russian. The procedure is the following: after a fixed number of cycles (26), the first letter becomes available to the nonlexical route and the corresponding phoneme receives activation. Output rules (the DRC term for phonotactic rules) are applied after the regular rules, within the same cycle. Each subsequent letter is fed to the nonlexical route after the activation of the previous phoneme reaches a threshold (0.05). This procedure is identical to the latest English version of DRC (version 1.2.3). The Russian extension of DRC used the same parameter values as English DRC (version 1.2.3). The Russian DRC can be downloaded from http://www.cogsci.mq .edu.au/~ssaunder/DRC/russian/.
Model Implementation
A new set of visual letter features was developed to reflect the properties of the Cyrillic alphabet. The coding scheme for Cyrillic letters consisted of 18 elements ( Figure A.1) . The lexicon of the model included 1,167 Russian monosyllabic words, the same words that were tested with the human subjects.
As for the GPC rules that were used, they were based on the description of OP letter-sound mappings for the Russian standard pronunciation developed by Avanesov (1968) . Given the properties of the Russian writing and phonological systems discussed in Part 1, we chose to represent all context-sensitivity and positiondependency of phonemes in output rules instead of GPC rules (which would have been possible).
8 Thirty-three single-letter rules were used to code the translation of letters into corresponding phonemes. Five multiletter graphemes were used to code double 8 Note that this does not mean that phonotactics was "hard-wired" into dual-route cascaded model (DRC). DRC provides an option of coding orthography and phonology (OP) dependencies as orthography-tophonology or output rules. Explicit choice had to be made for each grapheme-to-phoneme correspondence (GPC) rule (the model would not run if this was left unspecified). We tried both codings, and practically, this did not matter (DRC outputted identical reaction time values for all words). The second approach was preferred, because it was more in line with our theoretical views on phonotactics. This document is copyrighted by the American Psychological Association or one of its allied publishers. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
letters. All context-sensitive and position-dependent rules were coded as output rules (63 rules). It is important to mention that the rules that involved the soft sign (i.e., palatalization rules) could be coded using context-sensitive GPC rules or output rules (i.e., phonological processes). We chose the second approach, because the rules operate over classes of phonologically defined units (i.e., unpalatalized consonants), and so such a coding scheme was more parsimonious in terms of the number of rules. Note that this solution required the addition of temporary phonological elements, placeholders, which functioned as contexts and in the end, were converted into null phonemes (see the Appendix for the discussion of phonological phenomena in Russian). The set of 101 rules for Russian are listed in Table A .2.
Russian DRC Model Evaluation
Test 1. Russian DRC pronounced three of the 1,167 words in its vocabulary incorrectly (0.26%). These were irregular loanwords e c "penny," ec "trust," and e "mayor." In fact, the pronunciation for e c and ec in Russian fluctuates between a more foreign-like (e.g., /pεns/) and a more native-like (e.g., /p j ens/) way that differs on whether the palatalization of the initial consonant occurs or not. The foreign variant would be an irregular pronunciation, whereas the native variant would comply with the Russian GPC rules. Thus, depending on our definition of regularity, the error rate of reading Russian words by Russian DRC is 0.09% or 0.26%.
Test 2. The correlation of human response times and DRC latencies was significant (Pearson's r(1162) ϭ 0.27, p Ͻ .0001). Therefore, Russian DRC provides a better fit to the human data than the English DRC model does to English data (compare with the average correlation of 0.22 for English; see Table 2 in Perry et al. (2007) ).
Test 3. The third test of model performance was an investigation of the effects that psycholinguistic variables characterizing words (e.g., frequency, length) have on DRCs cycle times. For the analysis of simulated data, the phonetic category of initial phonemes was considered irrelevant, so this factor was not included in the regression model. Significant effects of frequency, length, and phonotactic dependency were obtained (see Table 2 ). In the regression model, neither N-size, nor body-consistency predicted a significant amount of variance in the DRC data (note that these were significant in a one-tailed test, see Table 1 ). The regression model predicting DRC RTs from five predictors (frequency, length, N-size, body-consistency and phonotactic dependency) had an R 2 of 0.72 (cf. 0.66 in the human data, with one extra variable to account for the variability induced by the acoustic properties of initial phonemes.
Russian CDP؉؉
The CDPϩϩ model is an extension of the CDP ϩ model to polysyllabic words (Perry, Ziegler, & Zorzi, 2007; Perry et al., 2010 Perry et al., , 2013 , although current simulations in Russian used monosyllabic words only. The CDPϩϩ model is a learning model of reading aloud whose nonlexical route is based on a two-layer connectionist network (Zorzi et al., 1998) . Its lexical route operates in the same way as that of the DRC model. Lexical and sublexical processes are implemented in an interconnected fashion, that is, at the final stage of processing, the phoneme representation activated from the letter string is matched against the output of the lexical process to allow for correct pronunciation of words which are generated incorrectly by the sublexical route. The model extracts the frequencies of the mappings between orthography and phonology from the lexicon. Therefore, one of the advantages of CDPϩ and CDPϩϩ is its sensitivity to the statistical properties of mappings between print and sound (e.g., body-consistency). In English, the model demonstrated the ability to learn the correspondences between orthography and phonology. In the following section, we test the model on its ability to pick up phonotacticsdependent phonological variations that are dominant in Russian.
Model Implementation
The CDPϩϩ model was implemented in the Russian language. As the model lexicon, 1,167 monosyllabic Russian words were used, the same that were used in the oral reading task and the evaluation of the model performance. The lexicons for Russian CDPϩϩ and DRC were identical. The model was trained for 2,000 cycles. The parameters and the size of the attentional window were set identically to the English version of the model. No letter feature effects were implemented at this stage (the features were assigned randomly; note that with the normal parameters, differences between the features of letters have essentially no effect). As in English CDPϩϩ, onset-vowel-coda organization of phonemes was used (for the Russian version, 4 onset slots and 4 coda slots were used forming a 9-unit template).
Two versions of Russian CDPϩϩ were implemented. One version ("the letter CDPϩϩ model") coded all letters as separate units, whereas another version ("the grapheme CDPϩϩ model") included multiletter graphemes for coding the doublets and "consonant plus soft sign" combinations. The two versions output different RT values for 137 words (12%). Among these words, 46 were processed more slowly by the grapheme model than by the letter model, while the other 91 word was processed faster by the grapheme model than by the letter one. To adjudicate between the two versions of Russian CDPϩϩ, human latencies to mismatching words were analyzed. Humans read the first set of words (46), on average, significantly faster than the second set of words (91; mean RT was 582 and 603, respectively; t(102) ϭ 2.57, p Ͻ .05). The cycles from the CDPϩϩ letter model showed the same pattern (words from the first set were processed faster in it; 87 vs. 91 cycles; t(105) ϭ 2.86, p Ͻ .01). In contrast, the grapheme model cycles did not show a significant difference with respect to the two-word sets (92 vs. 90 cycles, p Ͼ .05). Thus, the cycle times from the letter CDPϩϩ model were more closely aligned with human behavior. Therefore, in this article we report simulations from the letter model.
Russian CDP؉؉ Model Evaluation
Test 1. The model demonstrated an exceptional ability to read Russian words that were in its lexicon and produced no pronunciation errors.
Test 2. The second test was a direct regression of human latencies onto the model cycle times. The correlation of human response times and the CDPϩϩ latencies was significant (Pearson's r(1162) ϭ 0.49, p Ͻ .0001). The CDPϩϩ model fit to the This document is copyrighted by the American Psychological Association or one of its allied publishers.
Russian data is better than CDPϩ's fit to English data (compared with the average correlation of 0.4 for English; see Table 2 in Perry et al. (2007) ). Test 3. Analogous to the analysis of the DRC cycles, the CDPϩϩ model cycles for each word were analyzed using a linear regression approach to test the effects of psycholinguistic variables. Frequency, length, N-size, body-consistency, and phonotactic dependency variables were included, and together, they accounted for 98% of variance. The results of the regression are presented in Table 2 . To summarize, the factors that were found to influence CDPϩϩ RTs were frequency, length, N-size, phonotactic dependency, and body-consistency. The effects were such that the model was faster at reading high-frequency words, shorter words, words from small orthographic neighborhoods, lowphonotactic-dependency words and high-consistency words.
Evaluation of Russian DRC and Russian CDP؉؉
We will preface this section by saying that the purpose for developing the Russian models was not to pursue any debate about which model is superior and that is flawed, but to develop viable models of oral reading in the Russian language that would allow for generating and testing of novel hypotheses. The tests that were conducted on the models helped establish that the Russian versions performed better or equally well compared to the English originals. Thus, both Russian DRC and Russian CDPϩϩ should be viewed as successful models of oral reading. This conclusion allows for evaluating the behavior of these models with respect to the main variable of interest, phonotactic dependency.
Model-to-Human Data Fit
Both DRC and CDPϩϩ do a remarkably good job at simulating human reading in Russian. That virtually error-free (entirely errorfree in CDPϩϩ) word reading is demonstrated by the models is not surprising given the regularity of the system of correspondences between orthographic and phonological units in Russian (Test 1). This suggestion is corroborated by the results from the models operated with the lexical routes switched off: DRC produces the same number of errors as when its lexical route is operating normally (i.e., the three irregular words), while CDPϩϩ produces no reading errors. This reflects that the translation from print to sound in Russian is straightforward for the models to perform.
When model latencies are regressed onto human latencies, CDPϩϩ provides a better fit than DRC (Test 2, correlations of 0.49 and 0.28, respectively). Both values are higher than in English versions of the models. In linear regression analyses (Test 3), the amount of variance explained in the data was 0.65, 0.72, and 0.98 for humans, DRC, and CDPϩϩ, respectively (see Table 2 ). A small database used for training in CDPϩϩ could have penalized this model compared with DRC because it needs to learn correspondences between spelling and sound from this corpus, unlike DRC where these are generated by hand. Even so, the overall correlations on the entire database with CDPϩϩ are higher than with DRC and the overall error rate is low, which suggests that CDPϩϩ is learning reasonably well from even the relatively small database.
Benchmark Effects
Frequency effects on DRC and CDPϩϩ RTs were obtained, such that the words with higher written frequencies were read faster, as in humans. However, the correlation of frequency with the cycles in both models was larger than in the human data (Ϫ0.27 for humans; Ϫ0.83 for DRC; Ϫ0.88 for CDPϩϩ). Thus both models show inflated effects of frequency compared with that found with humans (note that the same frequency values are used in the modeling and in the regression analyses; this is likely to inflate this correlation for simulations). This discrepancy with humans may be because of the fact that the frequencies of monosyllabic words used in these simulations were lower than in the English version of the model or because of overtraining effects, which may also increase the importance of frequency for the simulations.
The correlation of word length with the DRC cycle times (0.31) was smaller than that found in human Russian readers (0.61), or in the CDPϩϩ cycles (0.65). Thus, CDPϩϩ is better at accounting for serial processing in Russian. Judging by the reduced effect of length on the DRC cycle times, the demand for lexical processing for reading Russian monosyllables in human reading may be lower compared with English: because Russian has regular OP correspondences, the increased reliance on the GPC rules would be an effective strategy for oral reading.
At the level of correlations, both DRC and CDPϩϩ demonstrated human-like effects of neighborhood size on model cycles: the more neighbors the word had, the faster the models generated its pronunciation (see Table 1 ). However, at a finer level of analysis, the behavior of both models and human readers diverged. Neither model could simulate facilitation for words with higher N-size in multiple regression analyses when other factors including frequency and length were taken into account. More specifically, DRC showed no sensitivity to N-size, whereas the direction of this effect in CDPϩϩ was reversed compared with humans: the model was slower reading words with many orthographic neighbors (i.e., the B coefficient for the N-size variable in the regression analysis was significantly positive, whereas it was significantly negative in the human data; see Table 2 ). Similar problems exist in the English versions of the models and are discussed elsewhere (Balota et al., 2004; Coltheart et al., 2001 ).
Body-Consistency
The CDPϩϩ model, but not the DRC model, showed sensitivity to body-consistency in the regression analysis (note, however, that the correlation of both models' cycle times with token bodyconsistency was significant, akin to humans, see Table 1 ). Bodyconsistency effects in the Russian CDPϩϩ model go in parallel with those in the English model. CDPϩϩ learned from the training set that bodies in Russian can be pronounced differently and was sensitive to this variability, exactly as its English counterpart. Nonetheless, the values of body-rime consistency in CDPϩϩ could have been learnt from a small number of items, and thus, this effect should be taken with caution.
To this end, human data showed a marginally significant effect of body-consistency after phonotactic dependency has been accounted for (i.e., the model with phonotactic dependency and body-consistency had a marginally better fit than the one with phonotactic dependency only; F(1, 1152) ϭ 3.05, p ϭ .08). Since This document is copyrighted by the American Psychological Association or one of its allied publishers.
in the human reading experiment, no strong evidence was obtained regarding the absence or presence of bodies and rimes in the reading system of Russian speakers, we refrain from using the differences in the behavior of Russian DRC and Russian CDPϩϩ with respect to body-consistency as a diagnostic tool for evaluating the performance of these models. Future studies of bodyconsistency effects in Russian may help adjudicate between the models.
Phonotactic Dependency
Both DRC and CDPϩϩ simulated human-like effects of phonotactic dependency despite large differences in the way the nonlexical routes of the models are structured. It is remarkable that both models can simulate phonotactic dependency, especially given that the phenomenon was not taken into account when the models were designed. This shows that both models can naturally provide a viable explanation for the effect of phonotactic dependency. This finding is striking because neither Russian DRC, nor Russian CDPϩϩ were structurally modified from their English counterparts so as to fit phonotactic dependency effects.
CDPϩϩ acquires sensitivity to variations in mapping print to sound at various grain-sizes based on the statistical properties of mappings. It is worthwhile to mention that phonotactic dependency was also estimated based on a larger corpus (i.e., 50,000 words). Analyses showed that CDPϩϩ failed to simulate the effects of 50,000-word phonotactic dependency. Nonetheless, one has to interpret this finding with caution, because this limitation can arise from the model's small corpus size. More specifically, the values for phonotactic dependency will be different if different-size corpora are used for running the algorithm. Likewise, the learning algorithm in CDPϩϩ extracts the probabilities for OP translation of sublexical units from its training corpus, and these probabilities will be different if CDPϩϩ uses a corpus of a different size. Thus, the only appropriate way to Test CDPϩϩ's ability to simulate phonotactic dependency would be to use similar corpora as both its vocabulary and as a base for calculating phonotactic dependency. The inability to produce the effects of the 50, 000-word phonotactic dependency is interesting, but whether it arises from the corpus-size limitation can be attested once the vocabulary of Russian CDPϩϩ is increased in size.
Despite the fact that phonotactic dependency was calculated based on statistical probabilities of OP mappings, DRC was able to simulate phonotactic dependency effects (both 1,167-and 50,000-word-based phonotactic dependency). Of interest to the authors, DRC does not use statistical information, but it can still successfully account for phonotactic dependency. This suggests that the phonotactic dependency metric is picking up on something not related to the statistical probabilities and that is very important for reading in Russian. One testable hypothesis is that the phonotactic dependency effect in the model is actually a whammy effect.
Whammy effect in DRC. The whammy effect will be discussed with reference to the DRC model, because this is helpful in understanding how humans may deal with whammies in reality. In the process of translating graphemes into phonemes, some of the initially activated phonemes may not be correct, and their pronunciation will need revision when more information becomes available to the parser (e.g., context). This causes competition between phonemes, thus, producing an inhibitory effect on reading times in DRC and in humans-this is called a whammy effect (Rastle & Coltheart, 1998) .
The whammy effect in English is important for processing multiletter graphemes. Rastle and Coltheart (1998) found that humans process three-grapheme strings more slowly than fivegrapheme strings of identical length. The effect has been explained with reference to the DRC model and successfully simulated by it. More specifically, the latency cost has been attributed to the competition between phonemes: the first letter of a multiletter grapheme activates a phoneme that undergoes "revision" as the second letter becomes available. In Russian DRC, multiletter rules are rare, but whammies are still common: they are produced at the level of single letters by output rules (61% of words have whammies). The property of being whammied is highly relevant to the realization of phonemes. Moreover, Coltheart et al. (2001) suggested that body-inconsistency of OP mappings may be confounded with the property of being whammied. Of interest to the authors, in their simulations, DRC could produce a bodyconsistency effect using the nonlexical route, although the model does not have bodies represented.
As to Russian, the phonotactic dependency of mappings is correlated with the property of being whammied: the more whammies the word has, the more phonotactics-dependent it is (across words, there is a negative correlation of 0.22 (r(1165) ϭ 0.22, p Ͻ .001) between how many whammies are present in a word and the word's phonotactic dependency. Therefore, it is possible that in Russian DRC the effect of phonotactic dependency is at least partly because of whammies. This prediction was tested and the results showed that the Russian DRC model's latencies were positively correlated with the property of being whammied (r(1165) ϭ 0.18, p Ͻ .001), and with the number of whammies in a word (r(1165) ϭ 0.12, p Ͻ .001). However, phonotactic dependency continued to explain a significant amount of variance when added in the regression after the number of whammies has been taken into account, t(1165) ϭ Ϫ7.654, p Ͻ .001. The addition of other characteristics of whammies, such as whammy position, was not able to eliminate the significance of phonotactic dependency. The same was true for the data from the human readers. This indicates that phonotactic dependency taps the probability of phonotactic change rather than the binary change versus nonchange distinction, and that this probability is critical for reading Russian.
We conclude that the property of being whammied is not the same as phonotactic dependency. Although important for oral reading in Russian, the property of being whammied does not explain the same variance as phonotactic dependency does. Thus, while the properties of whammies and phonological dependency are correlated, they describe different characteristics of words, with phonotactic dependency being a more complex characteristic with more explanatory power for human and model latencies in Russian. This also suggests that it is not phonological changes that matter, but rather the probability with which each letter maps onto its phoneme (or the probability with which the phoneme is altered in a given context). Therefore, the effects of phonotactics are likely extended beyond articulation, possibly influencing early stages of word recognition as well.
The mechanics. Knowing now that phonotactic dependency is not caused by a whammy effect, we will describe how DRC generates a phonotactic dependency using a concrete example. This document is copyrighted by the American Psychological Association or one of its allied publishers.
When a word like /l j it j / "pour" is fed to DRC, both lexical and nonlexical routes start processing it. The lexical route activates all letters in parallel and the activation of all the correct phonemes begins to rise. In this case, the phonemes /l j /, /i/, /t j / are activated (the letter in the input corresponds to the null phoneme). The nonlexical route uses GPC rules applying these left-to-right. It successfully generates the phonemes /l j / and /i/, and gets to the third letter at Cycle 40. At this point, it activates the incorrect third phoneme /t/, because the fourth phoneme is not yet available to the GPC route for it to perform the necessary context-dependent change. On Cycle 44, when the fourth letter has been reached by the GPC route, output rules apply and update the third phoneme, changing it into the correct phoneme /t j /. The incorrect third phoneme /t/, however, still remains active for some cycles (its activation falls from Cycle 44 onward, going below .02 on Cycle 49) and while it is active it is exerting some inhibition on the correct third phoneme /t j /. In contrast, consider the word /l j itr/ "liter." The GPC route gets to the third letter at Cycle 39, and by Cycle 41 it already generates the correct pronunciation for the final phoneme, because there is no inhibition coming from competing phonemes. No updates are necessary in this case. As a result, total cycle times for and are 67 and 65, respectively.
We conclude that Russian DRC and CDPϩϩ, like humans, have a remarkable sensitivity to phonotactic dependency. The ability to simulate human-like phonotactic dependency effects may be regarded as an additional test of model robustness in a language. Both DRC and CDPϩϩ could account for phonotactic dependency, thus, meaning that both models have successfully passed this test in Russian, at least in their current forms. Furthermore, the fact that the nonlexical routes in the two computational models have very different structures suggests that the phonotactic dependency effect in humans can be explained by both a rules-based mechanism (like in DRC) or a statistical learning one (as in CDPϩϩ). The present data do not adjudicate between these two possibilities. This question could be revisited in the future when the lexicons of the models are extended to include polysyllables.
A rules-based OP conversion mechanism as implemented in DRC implies that phonotactic rules are applied to the output of regular GPC rules in a serial fashion. Therefore, according to DRC, phonotactic effects should arise later in processing than any orthographic effects. In addition, phonotactic dependency effects should be modulated by their position in a word, thereby suggesting that the earlier phonotactics-dependent units are encountered in a letter string, the more inhibitory effect it would have on response latencies (akin to the position of the irregularity effect; Rastle & Coltheart, 1998; Roberts et al., 2003) . According to Rastle and Coltheart (1998) , the position of the irregularity effect arises from inhibition that the competitors activated by the nonlexical route exert on the correct phoneme that has been yet weakly activated by the lexical route. On the other hand, when the lexical route has more time to strengthen the activation of the correct phoneme, that is, when the irregular OP correspondence appears in later positions in a word, the irregularity effect is reduced.
A statistical learning perspective, as implemented in CDPϩϩ, suggests that phonotactic variations are essentially properties of OP mappings and are, therefore, indistinguishable from orthographic processes with respect to their relative timing. Furthermore, it would be interesting to see whether the position of a phonotactically dependent unit within a letter string will have an effect on the model cycles (CDPϩ was able to simulate the position-of-regularity effect, but not the whammy effect; Perry et al., 2007) .
Conclusion
The current work was initially motivated by the following questions: (a) Is phonotactic dependency an important factor in reading Russian? And (b) What do computational models tell us about reading Russian? To reiterate, Russian is a highly regular and consistent orthography, because the pronunciation of letters can be derived from print. However, information about the position of the letter and about the surrounding phonemes (i.e., context) is critical for determining how the letter is pronounced in each particular case, because Russian phonology is rich in phonotactic rules, that is, phonemes are phonotactics-dependent. The present study demonstrates that phonotactic dependency influences reading in Russian readers, and this effect can receive a rule-based (as in DRC) or a statistical (as in CDPϩϩ) explanation.
Vowel Letters, Phonemes, and Allophones
There are 10 vowel letters in Russian: a, , , , , , ë, , e, . SPPS distinguishes six phonemes (/a, , u, ε, i, /), while MPS distinguishes five (/i/ and / / are treated as allophones, because they are in complementary distribution). Our views accord with those of SPPS: /i/ and / / have little in common in phonological terms, they are seen as independent by native speakers, both units can begin words (a counterevidence to complementary distribution; Scherba, 1957; Zinder, 2007; Maslov, 1987 ), therefore we conceptualize /i/ and / / as different phonemes.
Note that there are more vowel letters than vowel phonemes; this means that one phoneme may have different spellings. It turns out that these spellings can be put in one-to-one correspondence with vowel allophones, not phonemes. To illustrate, [a] 
e, where [ae, ɵ, , e] are considered allophones of /a, o, u, ε/, the difference between the former and the latter being in the place of articulation: the former are front vowels, whereas the latter are back vowels. Front vowels in Russian appear in palatalized contexts, while back vowels appear in nonpalatalized contexts, that is, front and back vowels are in complementary distribution, and should be viewed as allophones, not distinct phonemes (as in both SPPS and MPS). Of interest to the authors, there is empirical evidence in the literature that back and front vowel allophones are perceptually independent units in Russian (see Bondarko et al. [2000, p. 91] , for example: "Articulatory and acoustic differences between allophones of one phoneme in certain cases may be more significant than differences between different phonemes"). Bondarko et al. (2000) note that not all allophones are significantly different perceptually, but only those that carry important information, like vowel allophones that are perceived as different entities by native Russians with no special linguistic training ("palatalized and nonpalatalised consonants have variable articulatory and acoustic properties; and the only consistent clue to correct recognition is the allophonic quality of the vowel that carries information on the palatalization of the
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preceding consonant (i.e., high value of F2 formant), therefore vowel allophones may be considered perceptually independent"). This is not at all true for other vowel allophones, such as labialized vs. nonlabialized that are characterized by salient acoustic and articulatory differences, but nonetheless not perceived as different entities. We would add to this that the formally allophonic distinction between front and back vowels may be so dramatic, because it is reflected in the orthography, that is, allophones are represented by different letter in print: /a/ a -/ae/ , /o/ -/ɵ/ ë, /u/ -/ / , /ε/ -/e/ e, and anyone who has learned to write would need to distinguish sounds [a] and [ae] to map these units correctly onto a and in spelling.
Despite all these observations that may be important for deciding how to treat these speech sounds when oral reading is concerned, all descriptive theories agree that [ae, ɵ, , e] are allophones of /a, o, u, ε/, respectively, and empirical evidence on this matter is lacking. Therefore, there are six vowels phonemes at the output level of DRC and CDPϩϩ (/a, , u, ε, i, /). Note that in DRC, front vowel allophones /ae, ɵ, , e/ were coded at the intermediate level as placeholders 9 to account for the phonological nature of palatalization (otherwise, palatalization would have need to be coded as an orthographic phenomenon, which it is not; see Palatalization).
Palatalization
The term "palatalization" refers to a phonological process by which consonants acquire secondary palatal articulation or shift their primary place to, or close to, the palatal region (in fact, the distinction between palatalized and nonpalatalized consonants in Russian is not expressed in consonant graphemes: both /b j / and /b/ are represented by in orthography). Therefore, palatalization should be expressed as a phonological phenomenon if possible. If a phonological phenomenon like palatalization is additionally reflected in orthography, it is still a phonological phenomenon in nature (although it may be influenced by orthography). Palatalization in Russian that happens under the influence of a palatal glide is considered first, palatalization before a front vowel is considered next.
Palatalization in consonant letter-soft sign combinations. Consonant letter-soft sign combinations could be coded as single letters or multi-letter graphemes. Coding these instances as multiletter graphemes suggests that these are orthographic phenomena, whereas we believe that the reason for the very existence of the soft sign, as well as nature of its function are phonological (discussed below). Therefore, we chose the first approach. An alternative implementation of CDPϩϩ was developed that used the second approach (the grapheme CDPϩϩ model), however, as discussed in Part 2, it provided a poorer account for human reading compared with the version with no multi-letter graphemes (the letter CDPϩϩ model).
Note that all arguments that seem to favor our approach to coding pertain to the level of linguistic description, and there is a lack of evidence on whether people perceive cases in question (e.g., ) as one entity or two. In the end, psychological plausibility is what should guide the implementation of the computational models-so, if empirical studies provide support for the existence of such multi-letter graphemes in Russian, these should be represented in any model of reading in Russian.
Multi-letter graphemes are not necessary for coding "consonant ϩ soft sign" combinations in Russian, in contrast to somewhat analogous cases in English, for example. Consider English CH, TH, SH that could be pronounced as /tʃ/ or /k/, // or /ð/, /ʃ/, respectively. Note that in the orthography, the second element is always H. Nonetheless, the fact that for all orthographic sequences the second element is the same does not help in predicting the pronunciation of these sequences. One can say that CH, TH, SH are orthographic conventions used to represent certain phonemes (while preserving the morphology). Therefore, it is highly reasonable to code these cases as orthographic units, that is, multi-letter graphemes. Could one code these cases as separate single-letter graphemes that undergo a context-dependent change (i.e., C[H] Ͼ /tʃ/, and then convert H into null)? Yes, but this would not be theoretically justified. Only if H performed the same kind of [phonological] operation on C, T, S, only then could we assume that H represents a separate unit in these cases. However, for CH, [ϩstop]/[ϩfricative] phoneme for C is converted into an affricate, for TH, a stop is converted into a fricative, for SH, a fricative stays a fricative but changes the place of articulation. One can hardly see any similarities among these cases. Because no single general rule [either orthographic or phonological] can be formulated for CH, TH, SH, these units are neither phonological, nor orthographic constraints-these are inseparable orthographic entities (i.e., multi-letter graphemes).
On the contrary, consider Russian "consonant ϩ soft sign" combinations, for example, , , . Similar to the English example above, these orthographic sequences share the second element-the soft sign, . However, in Russian examples provides a clue to pronunciation: no matter which consonant it follows, it would perform the same operation on all of them-it would convert them into their palatalized counterparts.
Therefore, Russian has two important properties: (a) productivity: it can attach to all elements of a class [Ϫpalatalized, ϩcon-sonant] defined in phonological terms, {/b/, /v/, /g/, /d/, /z/, /k/, /l/, /m/, /n/, /p/, /r/, /s/, /t/, /f/}, 2) phonological uniformity: it applies the same phonological operation to any preceding element, specifically, it palatalizes it. Of course, it is somewhat problematic to treat as a separate grapheme because it does not have full autonomy-it cannot appear alone and it does not have its own 9 Placeholder in Russian Dual-Route Cascaded (DRC) is a semiindependent phonological element. Placeholders perform operations at the phonemic level and then are converted into null phonemes.
10 Word frequencies in Lyashevskaya and Sharoff (2009) are ipmfrequencies (instances per million words).
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pronunciation (i.e., it maps onto a null phoneme; one can say 
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