Abstract. Recombination lines arising in transitions between highly-excited atomic levels are becoming increasingly used for the plasma diagnostics, as the sensitivity of astronomical instrumentation increases. This paper describes a model used to compute the level population of the Rydberg levels and gives a collection of hydrogenic approximation expressions that can be used to estimate the relevant atomic data. The Rydberg level populations may also be used to estimate level-specific recombination rate for lower atomic levels accounting for the electron cascade. The expressions are applied to predict the radio recombination line spectrum of the fast-moving knots of the Cassiopeia A supernova remnant.
INTRODUCTION
Thanks to development of the observational techniques and instruments, the recombination lines become a commonly used plasma diagnostics tool in multiple wavelength ranges -ultraviolet (Young 2012) , optical (García-Rojas et al. 2009; Storey & Soichi 2012) , near-infrared (Lenorzer et al. 2002) , millimeter (Thum et al. 2013 ) and radio waves (Asgekar et al. 2013) . First successful extragalactic observations of the optical recombination lines have been performed recently (Esteban et al. 2002 (Esteban et al. , 2009 .
It is well known that there are noticeable discrepancies between collisionexcited (CEL) and recombination (RL) lines in plasma diagnostics. The reasons are inhomogeneous internal structure of the studied plasma regions and different emissivity dependence on temperature for CELs and RLs. Recently, inconsistencies between 4 He abundance determined with the optical and radio RLs have been reported (Balser et al. 2010 ). This, among other reasons, may indicate the lack of atomic data of adequate quality that are used to produce the theoretical line emissivities.
Atomic data of good quality for highly-excited (Rydberg) states are often not available for different reasons. Precise experimental measurements are quite difficult and cannot be done in a systematic fashion. Theoretical atomic computations for highly-excited states are also often not available. The best option remaining in many practical cases is the use of hydrogenic approximation for estimates of the level population and line emissivity, and for the subsequent plasma diagnostics.
This paper summarizes some of available expressions for the atomic data of Rydberg states and applies them for the population modeling of highly excited states of metal ions in the fast-moving knots of Cassiopeia A, a young supernova remnant.
THEORY
The level populations are normally described using the stationary state assumption, i.e., that population rate of any level is equal to its depopulation rate.
The Rydberg levels are characterized by principal quantum number n and azimuthal quantum number l. When core interaction is taken into account, the jK coupling (Chang 1984) will be used, that accounts for interaction of the orbital angular momentum l of the Rydberg electron with the total angular momentum of the core j to form a quantum number ⃗ K = ⃗ l + ⃗ j and is applicable for nonpenetrating (in our case, l > 3) Rydberg levels.
There is no single approximation that allows describing the populations of all atomic levels. Several regions of the principal quantum number n may be defined, with borders dependent on plasma temperature and density. They are, counting from lower to higher n regions:
(1) Low-lying levels, where the excited electron strongly interacts with the core and the approximate expressions presented below are not applicable. In rarefied plasmas, these levels have very low populations due to high spontaneous decay probabilities. The data needed for the population modeling (recombination and decay rates) have to be computed individually for each level.
(2) Intermediate levels, where the approximate expressions do apply, but the collisional transitions between the excited states are still much slower than the spontaneous decay. The (nl) resolution is adequate for description of this level group.
(3) High levels, where collisional transitions between (almost) degenerate llevels of a single n-shell are occurring faster than the spontaneous decay of those levels. Even if this does not apply to the lowest l values (often the case for l < 3 or so), this does not change much the computation results, since collisional transitions to these low-l levels are damped due to higher quantum defect values. The (n) resolution is adequate here.
(4) For the highest levels, collisional processes between different n-shells, three-body recombination, and/or induced photo-recombination ensure connection of the atomic level population with the continuum electrons and the level populations follow the Saha-Boltzmann equation.
Let us denote the border of the regions (3) and (4) as n max and the border between the regions (2) and (3) as n 1 , following the notation of Docenko & Sunyaev (2008) . The region (4) is generally discarded from computations, as its level populations are known to correspond to the local thermodynamical equilibrium (LTE).
Elementary processes accounted for in the region (2) are the following:
• Spontaneous radiative transitions with the rates A nl,n ′ l ′ (total level decay rate is traditionally denoted A nl );
• Radiative recombination with the rates q RR (nl; T e );
• Dielectronic recombination with the rates q DR (γ, nl; T e ), where γ denotes the core state;
• Collisional l-redistribution with the rates C nl,nl ′ .
The population balance equation in the region (2) is then
where n e , N + and N nl denote respectively number densities of electrons, ions and recombined atoms with Rydberg electron on the level (nl).
In the region (3) the following processes are additionally considered (note that indices will involve only n, as populations are assumed to be statistical over l).
• Collisional n-redistribution with the rates C n,n ′ ;
• Induced radiative transitions with the rates B n,n ′ ;
• Three-body recombination with the rates q 3 (n; T e );
• Collisional ionization with the rates C n,i ;
Photoionization and the induced radiative recombination were found to be of minor importance compared to the induced radiative transitions.
The population balance equation in the region (3) is then
We will now briefly describe the sources of the atomic data for the elementary processes mentioned above.
The rates of radiative transitions A nl,n ′ l ′ can be computed from hydrogenic radial integrals R nl,n ′ l ′ using well-known formula
where α denotes the fine-structure constant, c is the speed of light, a 0 is the Bohr radius and ν is the transition frequency. The radial integral is inversely proportional to the core charge Z. This approach may not be accurate for non-hydrogenic ions at l < 3, but electrons recombined to those low-l states mostly transit to n ′ ≈ l and do not contribute to the recombination line emission. The hydrogenic radial integrals may be computed using the classic expressions from Gordon (1929) , but can also be obtained using the exact expressions given by Malik et al. (1991) . * Averaging over initial and final l-states involves averaging over statistical weight of the levels:
There is also an approximate expression for the total n level decay rate, very well suited for 1 ≪ ∆n ≪ n, n ′ , but giving not more than 10% error even for ∆n = 1 case:
where 1 Ry = 13.6057 eV is the Rydberg energy unit,h = h/2π, where h is the Planck constant, and
and g n,n ′ denotes the Gaunt factor for the spontaneous bound-bound transition (Brocklehurst 1970) :
A quasiclassical expression by Bureyeva et al. (2002) is available to estimate the total Rydberg level decay rate (note the additional factor of four to correct for their typo):
Expressions for the rates of radiative and dielectronic recombination as well as of collisional l-redistribution are given in sufficient details in Docenko & Sunyaev (2008) .
Rates of the collisional excitation [cm 3 /s] are computed using Sobelman et al. (1981), p. 76-77, and Lebedev & Beigman (1998) , p. 226, textbooks:
* Note that a typographical error (mistyping "−l+1" as "−l+l") in F 1 expression is corrected in the Appendix of Heng & McCray (2007) ; another typo is mistyping "n − 1" as "n − l" also in the F 1 expression. The method of Malik et al. (1991) works up to n ≈ 150 and starts oscillating at higher n's if l ≈ n/2, unless additional efforts are involved.
where the transition occurs from level n to level n ′ = n + ∆n. In the expressions above, ν is the transition frequency, E n is the absolute level n binding energy, θ is dimensionless temperature, factor f θ gives correction to the Born approximation and E 1 (x) is the exponential integral. This expression is expected to give about 20% accuracy.
Rate of the collisional de-excitation can be computed from detailed balance principle as
The rate of collisional ionization [cm 3 /s] can be computed using expression of Vriens & Smeets (1980) :
where electron temperature T e has to be expressed in Rydberg units (1 Ry corresponds to 1.579 · 10 5 K). The three-body recombination rate is computed from the collisional ionization rate and the detailed balance principle as
where equilibrium level population coefficient is
The population balance equation was formulated in terms of departure coefficients b n (e.g., Gordon & Sorochenko 2002) . It may be solved by matrix inversion, but in practice, the solution was implemented as time integration from some initial population to a stationary state. This takes generally much longer time to converge, but provides easy ways to check the correctness of the equations and their individual terms.
The exact borders between the n regions outlined above are difficult to define strictly. The border between low-lying and intermediate levels is relevant only if one is interested in the emissivities of the lines arising in transitions between the low-lying levels; otherwise the low-lying levels act as a sink of Rydberg electrons. It is generally advised to use individual level data for levels with n < 6 or so.
The border n 1 between intermediate and high levels is roughly defined from equality of l-redistribution and spontaneous decay rates. This happens at n 1 ≈ Const · Z 2/3 T 1/18 e n 1/9 e , the constant being determined from the equations above for each ionic species.
The border n max can be estimated from equality of the n-changing collisional transition rate to the level separation (in frequency units). When this happens, the levels form a quasi-continuum with population essentially equal to the equilibrium values.
RESULTS AND DISCUSSION
The theory outlined above was applied to estimate the expected intensity of the metal radio recombination lines from the fast-moving knots (FMKs) of the Cassiopeia A supernova remnant. The FMKs are the ejecta of the exploded star that are being crossed by the reverse shock of the supernova. As the reverse shock moves inward through the partially preserved onion-like structure of the exploded star, it serially heats up its layers consisting of progressively heavier elements. This represents a situation that is very uncommon in space, when the plasma composition is dominated by metals (the currently bright FMKs are dominated by oxygen), not by hydrogen, therefore the line ratios usually applied for the plasma diagnostics (e.g., Osterbrock & Ferland 2005 ) cannot be used and other methods have to be assessed.
The physical conditions and temperature structure of the FMKs are described by Docenko & Sunyaev (2008) and references therein. The cool photoionized plasma in the FMKs is emitting relatively bright recombination lines, produced by the radiative and dielectronic recombination, and the process described by Watson et al. (1980) . Departure coefficients for several abundant ions from the optically emitting photoionization front region are shown in Figure 1 . The values are computed for electron temperature T e = 10 4 K and atom density n a = 100 cm 3 . High values of the departure coefficients are explained by low-temperature dielectronic recombination channels that start to open already at these temperatures in these ions.
The departure coefficients were then used to compute the absorption coefficient amplification with respect to the absorption in case of the equilibrium level population (Gordon & Sorochenko 2002, Eq. (2.132) ), defined as
where n 1 and n 2 are the principal quantum numbers of the levels participating in the transition, and ∆n = n 2 − n 1 . It is worth noting that the amplification coefficient is not only proportional to the level populations themselves, but also to its derivative over principal quantum number due to variations in the stimulated emission.
In Figure 2 , one can see that the amplification may even exceed a million due to both high level populations and their derivative with respect to n. It is also visible that population b n increase with n may result in negative absorption.
We have then followed the formalism described by Gordon & Sorochenko (2002) to compute the recombination line spectrum from different temperature regions of the FMKs and summed the contribution up, as shown in Figure 3 . The temperature and density structure of the FMKs were approximated according to Docenko & Sunyaev (2008) Exponentially spaced temperature intervals were selected in such a way that ten intervals corresponded to temperature change by one order of magnitude. For each temperature interval, the departure coefficients and absorption coefficients were computed for all abundant ions. Knowledge of the differential emission measure allows one to compute absorption depth from the absorption coefficients. Then individual ion absorption depths were summed to determine total absorption depth as a function of frequency, assuming thermal velocity distribution for each ion. The absorption depth values were used to compute the change in the radio frequency spectrum of the Cassiopeia A regions shadowed by the FMKs.
CONCLUSIONS
The paper presents the details of the Rydberg level population modeling in dilute astrophysical plasmas using hydrogenic approximation. The described expressions can be used to compute the populations of highly-excited levels of any atom or ion. Metal radio recombination line intensities from Cassiopeia A fastmoving knots are computed and shown to be too weak to be easily detected.
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