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We investigate theoretically the hyperfine-induced dephasing of two-electron-spin states in a dou-
ble quantum dot with a finite singlet-triplet splitting J . In particular, we derive an effective pure
dephasing Hamiltonian, which is valid when the hyperfine-induced mixing is suppressed due to the
relatively large J and the external magnetic field. Using both a quantum theory based on resum-
mation of ring diagrams and semiclassical methods, we identify the dominant dephasing processes
in regimes defined by values of the external magnetic field, the singlet-triplet splitting, and inhomo-
geneity in the total effective magnetic field. We address both free induction and Hahn echo decay
of superposition of singlet and unpolarized triplet states (both cases are relevant for singlet-triplet
qubits realized in double quantum dots). We also study hyperfine-induced exchange gate errors for
two single-spin qubits. Results for III-V semiconductors as well as silicon-based quantum dots are
presented.
PACS numbers: 03.65.Yz, 76.30.–v, 71.70.Jp, 76.60.Lz
I. INTRODUCTION
Spin qubits in quantum dots (QDs) or donors have
been extensively investigated during the past decade.1–3
Single spin qubits4 have been initialized, manipulated,
and read out both electrically in gated dots5–12 and op-
tically in self-assembled dots.13–15 Two-qubit exchange
gates have been demonstrated recently in gated QDs,16,17
so are two-electron18 and two-hole19 couplings in a pair
of vertically stacked self-assembled QDs. Furthermore,
a subspace formed by the singlet S and the unpolarized
triplet T0 states of two electron spins has also been ex-
plored as a logical qubit,20–23 and coupling between two
such qubits24 and their entanglement25 has been demon-
strated recently.
Slow decoherence relative to the control speed is one
of the key criteria for a scalable quantum information
processor. In QDs made of III-V compounds or from
natural Si, the dominant source of single-spin decoher-
ence is the nuclear spin bath, coupled to the carrier spins
by hyperfine (hf) interaction.1,26–28 The role of this hf
coupling is clear: the energy splitting of an electron spin
is affected by the fluctuating Overhauser field of the nu-
clear spins. The nuclear spin bath is quasistatic due to
its dynamics being much slower than the dynamics of the
electron spins. Therefore, the strongest effect of the hf
interaction is an inhomogeneous broadening in the distri-
bution of electron spin splitting due to the random but
static orientation of the nuclear spins, causing a decay
of the electron free induction signal on the time scale of
T ∗2 .
1,28 The slow nuclear spin dynamics within the bath
causes homogeneous broadening, or pure dephasing of the
electron spin qubit, which is measurable in a spin echo
experiment. This nuclear spin dynamics is either due
to hf interaction only at lower applied fields,29–34 or, at
higher fields, due to dipolar interaction between nuclear
spins.30,35,36
For two uncoupled spins, spin product states such
as |↑↓〉 and |↓↑〉 are the two-spin eigenstates. If the
two spins are initially prepared in a singlet state (S)
(|↑↓〉 − |↓↑〉)/√2,21,37,38 the random Overhauser field
would strongly mix the S and T0 states, and the time
scale on which this mixing leads to decay of the mea-
sured signal is T ∗2 , the same as that for a single-spin
qubit.21,37,38 Similar to the single spin case,8 the appli-
cation of a Hahn echo pulse sequence removes the influ-
ence of the quasistatic nuclear fluctuations, and reveals
the much slower decoherence of two independent single
spins.21,33
For two coupled electrons in a uniform effective mag-
netic field, the singlet and triplet states are the two-
electron eigenstates. At a finite exchange splitting J in
a double quantum dot (DQD), it was predicted39 and
then shown experimentally40 that the hf-induced singlet-
triplet mixing is suppressed, and the probability of the
initialized singlet to remain in this state decays as a
power-law towards a saturation value which approaches
unity as J is increased. The decoherence effect of nu-
clear spin pair flips due to inter-nuclear dipolar inter-
actions has also been analyzed in the limit of J much
smaller than the Zeeman splitting of the polarized triplet
states.41 Recently, decoherence in the S-T0 subspace has
been investigated at finite J in experiments on GaAs42,43
and InGaAs44 DQDs. In the former work the dominant
role played by the charge noise was uncovered, while in
the latter paper the effects of charge noise were mini-
mized, and a lower bound on T ∗2 time due to interaction
with nuclei was obtained.
2In this paper we systematically investigate the hf-
induced dephasing of two-spin states at finite values of
exchange splitting J . We focus on the case of dephas-
ing within the S-T0 subspace, in which full control over
the qubit state is possible because of the creation of a
stationary Overhauser field gradient,22 or a gradient of
magnetic field generated by a proximal nanomagnet.9,45
We investigate both the limit of uniform effective field
and of the finite effective field gradient, and we find that
with an increasing magnitude of the gradient there is a
smooth transition from strongly suppressed decoherence
to decoherence that is similar to the case of single-spin
qubits. We also study the hf-induced decay in an Hahn
echo experiment, which is possible with a controllable
field gradient.42 Lastly, we analyze the hf-induced ex-
change gate error, when the two spins in a DQD are
treated as two single-spin qubits.
Our theoretical approach is based on first obtain-
ing an effective pure dephasing Hamiltonian via an
appropriate canonical transformation of the full hf
Hamiltonian.30–32,41,46,47 The effective Hamiltonian H˜ is
diagonal in the basis of the relevant states, allowing de-
phasing calculations for superpositions of these states.
When dealing with terms in H˜ that are of second order
in the transverse Overhauser field, we use the ring dia-
gram theory31,32,48 (RDT). The terms that are of first or
second order in longitudinal Overhauser field are treated
classically. We also compare the RDT results with cal-
culations based on semiclassical averaging over the qua-
sistatic transverse Overhauser fields, underlining its con-
nection to the short-time RDT calculations.34,49
For moderate values of singlet-triplet splitting, the
shortest singlet-triplet dephasing times due to hf inter-
action derived in this paper are on the order of a mi-
crosecond (millisecond) for typical GaAs (Si) QDs. It is
important to point out that there are many other deco-
herence channels beyond hf coupling with nuclear spins
for electrons in a DQD. For example, at finite J , the or-
bital degree of freedom is not completely frozen, so that
its fluctuations can lead to spin decoherence. In particu-
lar, charge noise could be an important, even dominant,
source of dephasing, as suggested by theory39,50–52 and
seen in experiment.25,42,43 In fact, the singlet-triplet de-
phasing time T ∗2 ≈ 100 ns due to charge noise in GaAs
observed recently42 is an order of magnitude smaller than
the shortest hf-induced dephasing times predicted for this
material in this paper. Our results presented in this pa-
per are most relevant in an experimental situation where
charge noise is not dominant. However, despite the pos-
sibly critical role of charge noise in DQDs, we would like
to stress that this noise can, in principle, be removed to
a large degree (e.g., by different designs of samples or
the gate circuitry), while the presence of nuclear spins
is unavoidable in III-V materials, since all isotopes of
the III-V elements have finite nuclear spins (unlike Si,
where isotopic purification could, in principle, suppress
the nuclear-induced spin decoherence). Furthermore, it
has recently been shown that S and T0 states of an opti-
cally controlled self-assembled QD molecule can be ma-
nipulated in a regime in which their splitting is insen-
sitive (in the first order) to charge fluctuations.44 The
existence of such “sweet spots” was also predicted53,54
in gated QDs. Besides charge noise, the different charge
distributions for the singlet and triplet states also allow
electron-phonon interaction to cause dephasing in the
S-T0 subspace,
52,55,56 although this dephasing channel
should be weak in a double dot if J is not too large.56
In addition to pure dephasing, the S-T0 qubit can un-
dergo longitudinal relaxation through phonon emission,
which is allowed by spin-orbit coupling57–59 and/or hy-
perfine mixing between the states.58 Such dissipative re-
laxation processes lead to both transitions between S and
T0, and leakages out of the qubit subspace (to T± states,
for example). The characteristic time scales are most of-
ten much longer59 than the time scales considered in this
paper, although recent calculations suggest that in some
parameter regimes the S-T0 transitions in GaAs DQDs
can occur at the microsecond time scale.58 One can, how-
ever, exploit the large anisotropy of the relaxation rates
with respect to the direction of applied magnetic field,
and suppress these processes by an appropriate choice of
the in-plane B-field direction.58
We mention that although the single qubit decoher-
ence is often theoretically studied in the literature in
various contexts, there are few concrete analyses of mul-
tiqubit decoherence simply because the multiqubit deco-
herence problem is technically difficult due to the many
possible decoherence channels for the entangled system
when even a few qubits are coupled together. Our cur-
rent work demonstrates that the simplest spin system
in which entanglement can occur, namely, a system of
just two exchange-coupled electron spins weakly inter-
acting with an environment of nuclear spins, is theo-
retically challenging, even though the full Hamiltonian
for the problem is completely known. Real experimen-
tal situations are obviously far more complex because it
is unlikely that all the environmental influences would
be completely known. For example, as we mentioned
above, for coupled spin qubits in semiconductor quantum
dots, there would be, in addition to the nuclear-induced
Overhauser noise, other decoherence mechanisms such
as charge noise, stray fluctuating magnetic fields aris-
ing from random impurity spins in the semiconductor
and from microwaves and other random fluctuations in
the background. However, the eventual construction of
a fault-tolerant practical quantum computer necessarily
requires understanding (and if possible, mitigating) all
multiqubit decoherence mechanisms since the quantum
error correction threshold is small, which implies that
only the smallest amount of decoherence can be efficiently
eliminated by the error correction protocols. Our cur-
rent work should be construed as a first step toward the
goal of a comprehensive understanding of multiqubit de-
coherence in one of the most practical and widely stud-
ied quantum computer architecture proposals, namely,
the spin quantum computer in semiconductor quantum
3dots. It is somewhat sobering that even this first step of
understanding Overhauser noise induced two-qubit deco-
herence in semiconductor quantum dots is already a very
challenging problem.
The present paper is organized as follows. In Sec. II,
we describe the Hamiltonian of the two electrons in a
DQD applicable in the regime of our interest. At fi-
nite J , the Hamiltonian of two electrons is given in the
{S, T0, T+, T−} basis in Sec. II A. The state of the nuclear
bath is described in Sec. II B. In Sec. II C, we derive an
effective Hamiltonian in the S-T0 basis. The dephasing
of an S-T0 qubit due to the various terms in the effec-
tive Hamiltonian is calculated for DQDs made of various
materials in Sec. III. We identify the dominant dephas-
ing mechanisms for various types of DQDs (GaAs, Si, or
InGaAs) in Sec. III E, and discuss the existence of opti-
mal value of J at which the coherence time is predicted
to be maximal. In Sec. IV, we clarify the effect of a
finite interdot field gradient, and analyze the decay of
the Hahn echo signal. The SWAP gate error due to the
hf-induced dephasing processes is investigated in Sec. V,
with a focus on the effect of inhomogeneous broadening.
A description of experimental protocols to measure S-T0
decoherence is given in Appendix A. Additional technical
details are provided in Appendices B–E.
II. TWO ELECTRON SPINS IN A DOUBLE
QUANTUM DOT
In this section we define the starting point of our cal-
culations. Specifically, we first identify the four relevant
lowest-energy two-electron states in a DQD, then project
the total Hamiltonian onto the basis that is a product of
these four electronic states and the nuclear spin Hilbert
space. We also discuss the semiclassical description of the
nuclear spin reservoir. Starting from the general Hamil-
tonian, depending on the particular physical problems,
we derive the effective Hamiltonian that couples the two
levels that we are interested in to the nuclear spin reser-
voir.
A. Low-Energy Two-Electron Hamiltonian in a
DQD
The system we consider in the current study consists
of two electrons located in two (weakly) tunnel-coupled
QDs, labeled left (L) and right (R), deep in the (1,1)
charge configuration.21,39,60–62 The total Hamiltonian for
the coupled electron-nuclear spin system can be written
as
Hˆtotal = Hˆe + Hˆhf + Hˆn , (1)
where the three terms represent the electronic, hyperfine,
and nuclear part of the Hamiltonian, respectively. Below
we discuss each of these terms in a two-electron DQD.
Deep in the (1,1) regime of the charge stability dia-
gram, the four lowest-energy two-electron states, includ-
ing one singlet S(1, 1) and three triplet states T (1, 1), are
well approximated by the Heitler-London states. Specif-
ically, S(1, 1) = ψS ⊗ (|↑↓〉 − |↓↑〉)/
√
2 and T (1, 1) =
ψAS ⊗ |↑↑〉 , (|↑↓〉+ |↓↑〉)/
√
2, and |↓↓〉. The orbital parts
ψS/AS are symmetric and antisymmetric combinations of
ΨL(r) and ΨR(r) states, which are the single-electron
ground state orbital of the potentials for the L and R
dots. States in the doubly occupied (2, 0) and (0, 2) con-
figurations have significantly higher energies, and are not
included explicitly in our consideration. The only role
they play is to lower the energy of the singlet with re-
spect to T0 by the exchange splitting J (J >0 for typical
values of magnetic fields used in experiments), when the
DQD has a finite tunnel coupling.21,38
In the presence of a magnetic field, which has both
a uniform B = (BL + BR)/2 and a gradient ∆B =
(BL − BR)/2 component, the electronic Hamiltonian in
the {S, T0, T+, T−} basis is
Hˆe =


−J ∆EZ 0 0
∆EZ 0 0 0
0 0 −EZ 0
0 0 0 EZ

 , (2)
where EZ = −gµBB and ∆EZ = −gµB∆B (the sign
convention is such that the positive B field lowers the
energy of T+ in GaAs, where the effective g-factor is neg-
ative).
The two electrons couple to the environmental nuclear
spins through the contact hf interaction, which takes the
general form
Hˆhf =
∑
i
Aα[i]S1·Iiν0δ(r1−Ri)+
∑
i
Aα[i]S2·Iiν0δ(r2−Ri) ,
(3)
where S1,2 are the spin operators of the two electrons
at positions r1,2, Ii are the spin operators of nuclei at
site Ri, and Aα[i] is the hf constant corresponding to the
species α[i] (e.g., 69Ga, 71Ga, and 75As in GaAs, or 29Si
in Si) of the nucleus at site i. The values of hf constants
for relevant nuclei are given in Table I. ν0 is the vol-
ume of the primitive unit cell, and using a single-electron
wave function φ(r) = 1√ν0Ψ(r), where Ψ(r) is the enve-
lope function, the hf-interaction energy (i.e., the Knight
shift) of the i-th nucleus interacting with one electron is
Ai = Aα[i]|Ψ(ri)|2.
Projecting Hamiltonian (3) onto the {S, T0, T+, T−}
basis (see Appendix B for details), we obtain39,61,63
Hˆhf =


0
∑
iBiI
z
i −
∑
i
Bi√
2
I+i
∑
i
Bi√
2
I−i∑
iBiI
z
i 0
∑
i
Ci√
2
I+i
∑
i
Ci√
2
I−i
−∑i Bi√2I−i ∑i Ci√2I−i ∑iCiIzi 0∑
i
Bi√
2
I+i
∑
i
Ci√
2
I+i 0 −
∑
i CiI
z
i

 ,
(4)
4where
Bi =
1
2
(ALi −ARi ) , (5)
Ci =
1
2
(ALi +A
R
i ) . (6)
Here, A
L(R)
i = Aα[i]|ΨL(R)(Ri)|2 denotes the hf coupling
between an electron in the L(R) orbital and a nuclear spin
at Ri . Here we have neglected the overlap between the L
and R orbital wavefunctions. Keeping the finite overlaps
amounts to small quantitative corrections to the matrix
elements of Hˆhf , and neglecting them does not cause
any qualitative change (for the general form of Hˆhf and
its derivation, see Appendix B). The same holds for the
corrections to two-electron hf interaction terms brought
by tunneling-induced admixture of (0, 2) singlet to (1, 1)
singlet state [we assume interdot bias, or detuning, to be
such that (0, 2) charge state is the more strongly cou-
pled doubly-charged state]. The main influence of these
corrections is to diminish the hf interaction between the
singlet and the nuclei as the amplitude of S(1, 1) state,
which is hf-coupled to other states, decreases. As long
as this decrease is small, i.e., we are far enough from
anticrossing of (1, 1) and (0, 2) singlet states, the modifi-
cations brought by this effect are not qualitative.
The diagonal terms for the two polarized triplet states
in Hˆhf are the longitudinal Overhauser field along the
external field direction z. On the time scale of interest
to the present study, it is quasistatic.28,61 We therefore
express the field operator in terms of its ensemble average
and fluctuations:
µˆ ≡
∑
i
CiI
z
i = µO + δµˆ , (7)
µO ≡
∑
i
Ci〈Izi 〉 , (8)
where 〈...〉 denotes an average over the nuclear bath.
In Hamiltonian Hˆhf , the Overhauser field difference
between the two dots,
∑
iBiI
z
i , couples S and T0 states.
It can be an important control for universal manipulation
of an S-T0 qubit.
22 Again we split this term into the
average and the fluctuations41:
θˆ ≡
∑
i
BiI
z
i =θO + δθˆ . (9)
Here the mean field θO ≡ 〈θˆ〉 can be built up through
dynamical nuclear spin polarization (DNP),22 while the
fluctuation δθˆ ≡ θˆ − θO can be reduced with respect to
its “natural” high-temperature value during the DNP
process.64
In experiments where the Overhauser field in the DQD
is prepared by DNP through multiple sweeps across the
S-T+ anticrossing,
22,64,65 both finite θO and µO are es-
tablished. Typically both θO and µO are of the order
100 mT (or 2.5 µeV) for GaAs. In Ref. 22, θO reaches
above 200 mT, with µO reaching approximately 100 mT.
TABLE I: The hf constants and the nuclear Zeeman energies
for B = 1 T. The parameters for Ga, As and In are taken
from Ref. 32. For 29Si, the value of Aα comes from Ref. 67.
For comparison, −EZ/g ≈ 57.8 µeV at B = 1 T.
Nuclear species α Aα (µeV) ωα (neV)
69Ga 35.9 −42.1
71Ga 45.9 −53.6
75As 42.9 −30.1
113In 55.8 −38.4
115In 56.0 −38.5
29Si 2.15 34.8
Note that an equivalent role can be played by an exter-
nal magnetic field gradient ∆Bz (leading to finite ∆EZ),
which could be established using a nanomagnet located
close to the DQD,9,45,66 with reported values of ∼10 mT
field difference between the two dots.
The total Hamiltonian for the two electron spins and
the hyperfine interaction now takes the form
Hˆe + Hˆhf =


−J θT 0 0
θT 0 0 0
0 0 −µT 0
0 0 0 µT


+


0 δθˆ −∑i Bi√2I+i ∑i Bi√2I−i
δθˆ 0
∑
i
Ci√
2
I+i
∑
i
Ci√
2
I−i
−∑i Bi√2I−i ∑i Ci√2I−i δµˆ 0∑
i
Bi√
2
I+i
∑
i
Ci√
2
I+i 0 −δµˆ

. (10)
Here we have combined the quasistatic mean-field Over-
hauser terms with the external magnetic field, with ∆EZ
replaced by
θT≡θO +∆EZ , (11)
and EZ replaced by
µT≡EZ − µO . (12)
The last term in Hˆtotal is the nuclear Zeeman energy:
Hˆn =
∑
i
ωα[i]I
z
i , (13)
where ωα[i] is the Zeeman splitting of the nucleus of
species α at site i. Typically, these splittings are smaller
than the electronic one by three orders of magnitude (see
Table I). Note that including the finite values of ωα in
the case of multiple isotopes (as is the case in III-V based
QDs) is crucial for description of Hahn echo decay of a
single electron spin31–33 (or an S-T0 qubit
34 at J = 0,
which is equivalent to two independent single spins),
while the nuclear Zeeman energies generally have much
smaller influence on dephasing during the free evolution
of the qubit. Below, we will show that these statements
also hold for the S-T0 decoherence at finite J .
5B. The nuclear bath and its semiclassical
description
As we have discussed at the end of the previous section,
one of the key features of a coupled electron-nuclear-spin
system is the smallness of the intrinsic nuclear energy
scales (both the Zeeman energies and the dipolar inter-
actions among the nuclei). Consequently, at experimen-
tally realistic temperatures, the equilibrium nuclear den-
sity operator is proportional to unity, ρˆI ∝ 1. When nu-
clear spins are dynamically polarized,22,45,64,65,68–71 the
direction of the polarization in each dot is along the
applied field (z) direction. The components of the nu-
clear spins transverse to this direction are randomized
on a time scale of ∼ 100 µs due to intra-nuclear dipolar
interactions,28,72 so that for experiments in which the to-
tal data acquisition time is much longer than this time
scale, the appropriate nuclear density matrix is diagonal
in the basis of eigenstates of Izi . A semiclassical descrip-
tion of the nuclear reservoir is thus valid for at least some
situations.34 Here we discuss some of the most important
characteristics of the nuclear reservoir.
The Overhauser field is defined as h =
∑
iAiIi. The
maximal value of the Overhauser field (as felt by a single
electron in a given orbital) in a fully polarized nuclear
bath is
AM =
∑
i
AiIi =
∑
α
nαIαAα , (14)
where i denotes the nuclear sites, Ii is the i-th nu-
clear spin, α denotes the nuclear species, and nα is
the average number of nuclei of this species in the unit
cell (i.e., in both III-V compounds and in Si, we have∑
α nα = 2), and Aα are the hf couplings of nuclei of
α species given in Table I. With the envelope functions
ΨL,R normalized as
∫ |ΨL,R(r)|2d3r = ν0, where ν0 is
the volume of the Wigner-Seitz unit cell, we have then
AL,Ri =Aα[i]|ΨL,R(ri)|2, as stated before. We also define
the number of unit cells NΨ, in which the probability of
finding an electron described by wavefunction Ψ(r) has
appreciable magnitude
NΨ ≡
∫ |Ψ(r)|2d3r∫ |Ψ(r)|4d3r . (15)
This definition implies that
∑
i∈α
A2i ≈ nαA2α
∑
u
|Ψ(ru)|4 = nαA
2
α
NΨ
, (16)
where the sum over u is over all the Wigner-Seitz unit
cells (we assume that the envelope function is practically
constant within each cell).
On a time scale on which the nuclear spins can be
considered static, we can replace the quantum averages
over the nuclear bath by classical averages over the values
of the static Overhauser field h described by a Gaussian
probability distribution,28,72
Tr
[
ρˆIf
(∑
i
AiIˆi
)] ≈ ∫ P (h)f(h)d3h (17)
where
P (h) =
1
2piσ2⊥
e−h
2
⊥/2σ
2
⊥,Ψ
1√
2piσz
e−(hz−〈hz〉)
2/2σ2z,Ψ ,
(18)
where h⊥ is the transverse component of h, and 〈hz〉 is
the average value of the longitudinal Overhauser field (in
the z direction). The width of the distribution of hz is
given by
σ2z,Ψ =
∑
i
A2i
[〈(Izi )2〉 − 〈Izi 〉2] . (19)
Under realistic experimental conditions, the nuclear spin
bath is in the thermal state at the high-temperature
limit, ρˆI ∝ 1. This state is isotropic, so that the variance
of the z projection of any given spin is 〈(Izi )2〉 − 〈Izi 〉2=
Iα(Iα + 1)/3 for i ∈ α. A narrowed state of the bath, in
which the variance is reduced from this “high tempera-
ture” value, is also often considered, and it can be created
in experiments.64,68–71,73 We account for the possibility of
narrowing of the distribution of hz fields by introducing
a narrowing factor nF < 1, defined as the ratio between
actual σz and its high temperature value given by the
above expression. We thus have
σ2z,Ψ = n
2
F
∑
α nαIα(Iα + 1)A2α
3NΨ
≡ n2F
A2
NΨ
, (20)
where we have defined the “typical” energy of hf interac-
tion A. For GaAs A is of the same order of magnitude
as the maximal Overhauser field AM . For silicon with a
fraction f of the spinful 29Si nuclei, A∝AM/
√
f .
For typical achievable values of nuclear polarization,
the width of the distribution of the transverse Overhauser
field is given by an analogous formula, albeit without the
nF factor. In other words,
σ⊥,Ψ =
σz,Ψ
nF
. (21)
In III-V compounds, the number of nuclei interacting
appreciably with an electron is NS ≡ 2NΨ (the factor
of 2 appears because there are two nuclei per unit cell),
and the typical value σ⊥ for a GaAs QD with NS ≈ 106
spins is a few mT (σ⊥ . 0.1µeV). For silicon, the result
depends also on the concentration of the spin-1/2 29Si
nuclei, given by f ≡ nSi/2 (with f = 0.047 for natural
silicon). With ISi=1/2, we obtain
σSi⊥,Ψ(f) =
√
f
ASi√
2NΨ
=
ASif√
NS
, (22)
where the value of ASi is given in Table I (note that we
are using here a different definition for ASi compared to
Ref. 67, where an f -dependent quantity was used).
6In the following we will be mostly interested in the
distribution of the difference of the Overhauser fields be-
tween the two dots,
θ =
hzL − hzR
2
, (23)
which could have a finite average and/or a narrowed dis-
tribution. Using the values of σz,L/R for the two dots (L
and R), we introduce
σ2z = n
2
F (σ
2
z,L + σ
2
z,R) = n
2
F
A2
ND
, (24)
where
1
ND
=
1
NL
+
1
NR
, (25)
and we have taken the natural (non-narrowed) values for
σz,L/R, i.e., we have used Eq. (19) with ΨL,R(r). The nF
factor accounts now for possibly reduced standard devi-
ation of the difference of the Overhauser field in the two
QDs. It should be noted that such a narrowing can be
achieved by enforcing a correlation between the values
of hzL and h
z
R, that is by modifying the joint probabil-
ity distribution for the two fields, without affecting the
distribution of each one of them considered separately.
The state narrowing obtained in experiments on singlet-
triplet qubits in DQDs is of this nature.64 The standard
deviation of the transverse components of the Overhauser
field difference, σ⊥, is, analogous to the single-electron
case from Eq. (21), defined as σ⊥=σz/nF .
C. Effective Hamiltonian in the S-T0 subspace
One focus of the present paper is the decoherence of
S-T0 qubits. Here we derive the effective Hamiltonian
in the basis of |S〉 and |T0〉 states in the presence of a
large external magnetic field. It is directly applicable to
experiments on S-T0 qubits whenever exchange splitting
J is large enough.
As shown in Eq. (10), |S〉 and |T0〉 states are coupled to
the polarized triplet states |T±〉 by the transverse Over-
hauser field
∑
iA
L/R
i I
±
i . In a finite external magnetic
field, such that µT ≫ σ⊥, dephasing between S and T0
states can be faithfully described by an effective Hamilto-
nian in the subspace of these two states, treating the cou-
pling to the T± states perturbatively.74 With the zeroth-
order Hamiltonian given by the first matrix in Eq. (10),
the condition for the perturbative treatment is
σ⊥ ≪ |J ± µT| , |µT| . (26)
The effective Hamiltonian in the {S, T0} subspace is then:
H˜ST0 =
(
−J + VˆSS VˆST0 + θT + δθˆ
Vˆ †ST0 + θT + δθˆ 0
)
+
∑
i
ωα[i]I
z
i +
(
HˆB 0
0 HˆC
)
, (27)
T
-
VSS
T
-
T0
S
T
+
VST0
T
+
S
T0
FIG. 1: (Color online) The virtual transitions that lead to the
second-order effective interactions VˆSS and VˆST0 , as described
in text.
which contains second-order effective interactions among
the nuclei. In particular, VˆSS comes from the virtual flip
flops between S and T±:
VˆSS =
J
µ2T − J2
∑
i,j
BiBjI
+
i I
−
j
= vss
∑
i,j
(ALi A
L
j +A
R
i A
R
j −ALi ARj −ARi ALj )I+i I−j , (28)
with vss = J/4(µ
2
T − J2). VˆST0 represents flip flops be-
tween S and T0 via virtual transitions through T±. It
consists of a Hermitian VˆH and an anti-Hermitian VˆAH
part:
VˆST0 = VˆH + VˆAH , (29)
where
VˆH = −1
4
(
1
µT
+
µT
µ2T − J2
)∑
i,j
BiCj(I
+
i I
−
j + I
−
i I
+
j )
= vH
∑
i,j
(ALi A
L
j −ARi ARj )(I+i I−j + I−i I+j ) (30)
VˆAH = −1
4
J
µ2T − J2
∑
i,j
BiCj(I
+
i I
−
j − I−i I+j )
= vAH
∑
i6=j
(ALi A
R
j −ARi ALj )I+i I−j , (31)
with
vH = − 1
16
(
1
µT
+
µT
µ2T − J2
)
vAH = −1
8
J
µ2T − J2
.
Fig. 1 gives a cartoon that depicts the virtual flip-flop
transitions contributing to VˆSS and VˆST0 .
Hamiltonian HˆST0 in Eq. (27) contains terms that are
linear in the nuclear spin operators Izi but are second-
order in the hyperfine coupling strength (within our ap-
proximation of neglecting the orbital overlap when cal-
7culating the hf interactions, B2i = C
2
i = A
2
i /4):
HˆB =
1
µT + J
∑
i
B2i I
z
i =
1
4(µT + J)
∑
i
A2i I
z
i ,
HˆC =
1
µT
∑
i
C2i I
z
i =
1
4µT
∑
i
A2i I
z
i . (32)
They influence the S-T0 coherence in a way identical to
what the longitudinal Overhauser field does to a single
spin. Averaging over a thermal distribution of the Over-
hauser field felt by a single spin, hz =
∑
iAiI
z
i , leads
to a strong inhomogeneous broadening28 and a dephas-
ing time of T ∗2 ≈ 1/σz, where σz is the spread of the
values of the longitudinal Overhauser field (see Sec. II B
for precise definition). This time is of the order of 10 ns
in GaAs QDs for a single electron spin, while dephasing
due to these Iz-linear terms is strongly suppressed in the
case of an S-T0 qubit, because the interaction strength is
significantly reduced, i.e., the qubit-nuclei couplings in
Eq. (32) are ∼ A2i /µT≪Ai for the values of µT consid-
ered here.
Note that VˆSS , VˆST0 , and δθˆ are all fluctuations due to
nuclear spins, and average to zero in a thermal nuclear
spin reservoir. In the absence of these fluctuations, the
universal control of the S-T0 qubit can be achieved via
tuning of J and θT.
22 In the context of decoherence when
J is finite (more precisely, when
√
J2 + 4θ2T ≫ σz , σ⊥),
we have two interesting regimes to consider. The first is
when θT = 0, i.e., the DQD is in a uniform total field. In
this limit, the DQD has left-right symmetry, so that the
singlet and triplet states are system eigenstates. Since
S and T0 are Sz = 0 states, with no magnetic moment
in either quantum dots, they are not directly affected by
the Overhauser field hz. The S-T0 qubit made up from
these two states should thus have a significantly longer
inhomogeneous broadening time (T ∗2 ) than a single spin.
We will study this regime in detail in Sec. III. The other
regime is when θT ≫ σz, i.e., a magnetic field gradient
is present (whether due to nuclear spin polarization or
applied externally). Now the left-right symmetry of the
DQD is broken, and the true eigenstates of the system
are superpositions of S and T0 states. The electron spin
densities in the two dots do not vanish anymore, so that
hz can affect the two-spin coherence directly, and the
system acquires single-spin qubit characteristics. This
regime will be studied in Sec. IV.
An extreme case is when J≪σz , σ⊥, which is a regime
already investigated in existing experimental21,23,33,37,38
and theoretical34,75 studies. Here, the exchange coupling
is effectively turned off. The dynamics of the two inde-
pendent electron spins are determined by the Overhauser
fields in the respective dots. The interdot nuclear spin flip
flops are completely suppressed, so that all interactions
involving such flip flops, VˆSS and VˆAH , vanish in this
limit. In addition, now HˆB = HˆC so that they do not af-
fect the two-spin dynamics. The remaining hf-mediated
interaction is due to intradot flip flops:
lim
J→0
VˆH = − 1
8µT
∑
i,j
(ALi A
L
j −ARi ARj )(I+i I−j + I−i I+j ) .
(33)
When J = 0, the two-spin eigenstates are spin prod-
uct states. Within the Sz = 0 subspace, it is more
convenient to consider the Hamiltonian in the basis of
|±X〉= 1√
2
(|S〉± |T0〉) = {| ↑↓〉, | ↓↑〉} states. The result-
ing Hamiltonian is of pure dephasing form in this product
basis:
HˆJ=0 ≈ (VˆH+θT+δθˆ)(|+X〉 〈+X |−|−X〉 〈−X |) . (34)
In a free evolution experiment with an initial singlet
state, the ensemble coherence will now decay in T ∗2 ≈1/σz
due to the δθˆ term.21,64 On the other hand, in a Hahn
echo experiment,21,33 the influence of δθˆ is removed, and
the signal decay is due to VˆH from Eq. (33). Since this
interaction is a sum of two commuting terms from two un-
coupled dots, the appropriately defined S-T0 decoherence
function is a product of the two single-dot decoherence
functions.33,34 This observation establishes a one-to-one
correspondence between single-spin Hahn echo decay8
due to hf-mediated interactions considered theoretically
in Refs. 30–32,48, and the J=0 singlet-triplet Hahn echo
decay.21,33
III. CALCULATIONS OF S-T0 DEPHASING IN
THE ABSENCE OF INTERDOT EFFECTIVE
FIELD GRADIENT
In this section, we study two-spin decoherence within
the S-T0 subspace in the absence of interdot magnetic
field gradient, i.e., θT = 0 (practically, this is true as long
as θT < σz). With J ≫ σz, σ⊥ (note that the magnitudes
of VˆSS and VˆST0 are negligible compared to σz, as shown
in Appendix C), we can perform a second canonical trans-
formation to diagonalize Hamiltonian (27), treating the
off-diagonal terms as a perturbation. We now obtain the
final form of the effective Hamiltonian in a uniform effec-
tive magnetic field,
H˜θT=0 =
(
−J + VˆSS + HˆA + Vˆδθ 0
0 −HˆA − Vˆδθ
)
+
∑
i
ωα[i]I
z
i +
(
HˆB 0
0 HˆC
)
, (35)
where
HˆA = − 1
J
∑
i,j
BiBjI
z
i I
z
j = −
δθˆ2
J
, (36)
Vˆδθ = − 1
J
(
{VˆH , δθˆ}+ [VˆAH , δθˆ]
)
. (37)
To evaluate Vˆδθ , we use a 1/N type approximation where
we neglect the commutators of nuclear operators. The
8commutator in the above equation thus vanishes, so that
Vˆδθ ≈ vθ δθˆ
∑
i,j
(ALi A
L
j −ARi ARj )(I+i I−j + I−i I+j ) , (38)
where
vθ =
1
8J
(
1
µT
+
µT
µ2T − J2
)
.
With θT = 0, S and T0 are two-spin eigenstates. The
dynamics of the S-T0 coherence is quantified by the fol-
lowing decoherence function
WST0(t) ≡ ρST0 (t)
ρ
ST0
(0)
= TrI
(
ρˆIe
iHˆT0 te−iHˆSt
)
. (39)
Here ρˆI(0) is the initial nuclear density operator, while
HˆS and HˆT0 are the operators appearing on the diagonal
in the effective Hamiltonian from Eq. (35). In Appendix
A we discuss how the above quantity can be measured in
electrically controlled S-T0 qubits. Some of the informa-
tion contained inWST0(t) function may also be indirectly
inferred from the optical spectra of two-electron states in
coupled self-assembled InGaAs quantum dots.44
Our main goal is to quantify each of the dephasing
processes as we vary J and µT. There are three kinds of
hf-related terms appearing in H˜θT=0: (1) HˆB and HˆC ,
the Iz-linear terms, (2) HˆA, the square of the longitu-
dinal Overhauser field, and (3) VˆSS and Vˆδθ, which are
second order in transverse Overhauser field. Below we
discuss their individual contributions to S-T0 dephasing
dynamics. Such a treatment makes sense when the time
scales on which various terms operate are very different.
If the importance of these interactions is comparable,
treating various interactions as independent would intro-
duce a quantitative error when the commutator of the
two competing terms is non-negligible. In the following,
we will present results for the envelope W (t), in which
we have removed the fast oscillating part ofWST0(t) from
Eq. (39):
W (t) ≡ e−iJtWST0(t) . (40)
A. Dephasing due to HˆB and HˆC
While HˆB and HˆC leads to dephasing that is com-
pletely analogous to the hf-induced inhomogeneous
broadening of a single spin free evolution, the magnitude
of the dephasing here is strongly suppressed because of
the reduced coupling between the nuclei and the qubit.
From Eq. (39), keeping only HˆB and HˆC in the Hamil-
tonian, we obtain
WB,C(t) = TrI
(
ρˆI(0)e
i(HˆC−HˆB)t
)
. (41)
Neglecting the wavefunction overlap, HˆC − HˆB =
γ(
∑
i∈LA
2
i I
z
i +
∑
i∈R A
2
i I
z
i ), with
γ =
J
4µT(µT + J)
. (42)
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FIG. 2: (Color online) The times cale TBC of S-T0 coherence
decay due to Jz-linear terms (see Eq. (45)) for (a) GaAs DQD
with NL =NR = 10
6 at B = 200 mT (|µT| ≈ 5.0 µeV), and
(b) DQD based on natural silicon with NL = NR = 10
5 at
B = 30 mT (|µT| ≈ 3.5 µeV). The regions in which σ⊥ ≪
|J ± µT|, |µT| is not fulfilled are hatched.
For a large number of nuclei (NS ≫ 1), as discussed in
Sec. II B, tracing over the nuclear spin density matrix
in Eq. (41) can be approximated by averaging over a
classical Gaussian distribution of energy splittings with
variance
σ2B,C = γ
2
∑
i
A4iσ
2
i
=
γ2
3
∑
α
nαIα(Iα + 1)A4α
∑
u
|Ψ(ru)|8 . (43)
where the variance for the i-th spin, σ2i = 〈(Izi )2〉−〈Izi 〉2,
is approximated by its value of 13I(I + 1) at vanishing
nuclear polarization p (this is a good approximation at
small p, since corrections are of the order p2). The value
of
∑
iA
4
i depends on the distribution of the nuclear cou-
plings, i.e., the shape of electron wavefunction, but it can
be roughly estimated as 1/N3Ψ, as shown in Appendix D.
The resulting coherence decay is then given by
WBC(t) = e
−(t/T∗2 )2 , (44)
with
TBC ≈
√
6
|γ|nF
√∑
α nαIα(Iα + 1)A4α
1√
N−3L +N
−3
R
,
(45)
where NL and NR are the numbers of unit cells in the L
and R dots (as defined in Eq. (15)). The typical values
of this time for GaAs and Si are shown in Fig. 2.
The very long TBC shown in Fig. 2 is a clear illus-
tration of the strongly suppressed electron-nuclear spin
interaction, which is a consequence of the highly symmet-
ric nature of the singlet and unpolarized triplet states. In
the following we generally neglect the contributions from
HˆB and HˆC . Other consequences of the reduced effective
Knight shifts experienced by the nuclei will be discussed
at the end of Sec. III C.
9B. Dephasing due to the second-order longitudinal
Overhauser field HˆA
HˆA-induced dephasing can be calculated classically be-
cause of the quasistatic nature of the longitudinal Over-
hauser field. We can rewrite HˆA in terms of the clas-
sical Overhauser field θ = (hzL − hzR)/2, where hL/R =∑
iA
L/R
i Ii,
HA = −θ
2
J
. (46)
As in Sec. II B, we treat θ as a Gaussian random variable,
and obtain the relevant decoherence function WA(t) by
evaluating the Gaussian integral:
WA(t) =
∫
P (θ) e2iθ
2t/Jdθ , (47)
where
P (θ) =
1√
2piσθ
e
− θ2
2σ2
θ , (48)
with a distribution width σθ = σz/2, where σz is defined
in Eq. (24). We then obtain (see also Ref. 41)
WA(t) =
e
i
2 arctan(ηAt)
(1 + η2At
2)
1/4
, (49)
where we have defined ηA=4σ
2
θ/J =σ
2
z/J . The charac-
teristic decay time scale TA is defined by |WA(TA)| = 1/e,
giving us
TA =
e2J
σ2z
=
e2NDJ
n2FA2
. (50)
In Fig. 3 we show the typical values of this dephasing
time for GaAs and Si. These TA dephasing times are
much shorter than TBC from the previous section, but are
significantly longer than the single-spin inhomogeneous
broadening dephasing time T ∗2 , which is in the order of
10 ns in a GaAs QD. As such, TA represents the inho-
mogeneous broadening of the pure S-T0 two-level system
at finite J when θT = 0. Qualitatively, TA is long be-
cause HˆA is of the second order in the Overhauser field
fluctuations δθ, while for single spins the inhomogeneous
broadening is of the first order in δθ. The very long TA,
as compared with the short single-spin T ∗2 , means that
narrowing of the nuclear bath may not be necessary for
S-T0 qubits if θT = 0, though it is worth noting that TA
does increase as n−2F when the state of nuclear bath is
narrowed (more precisely, when the distribution of δθ is
narrowed).
C. Dephasing due to VˆSS
HˆA, HˆB , and HˆC lead to inhomogeneous broadening
because longitudinal Overhauser fields are quasistatic.
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FIG. 3: (Color online) The time scale TA of S-T0 coherence
decay. (a) GaAs DQD with NL = NR = 10
6 at B = 200
mT (|µT| ≈ 5.0 µeV), and (b) natural Si DQD with NL =
NR =10
5 at B=30 mT (|µT| ≈ 3.5 µeV). In both cases the
effective field gradient θT=0. The hatched regions are where
σ⊥ ≪ |J ± µT|, |µT| is not fulfilled. No narrowing is assumed
(nF =1).
On the other hand, VˆSS and Vˆδθ are due to transverse
Overhauser fields, the dynamics of which cannot be ne-
glected completely, and the influence of which cannot be
fully removed by a Hahn echo (see Sec. IVB). In this
section we study S-T0 dephasing induced by VˆSS .
According to our general approach, in which we treat
each of the dephasing-inducing terms in the full Hamil-
tonian separately, we write the effective Hamiltonian as
H˜ = (HˆZ+VˆSS) |S〉 〈S|+HˆZ |T0〉 〈T0|. The Zeeman term
is kept here, because while it does not lead to any dephas-
ing by itself, it modifies the dynamics caused by VˆSS , as
we will show below.
An important question is why we can neglect HˆA, HˆB,
and HˆC terms in the current calculation. These terms,
apart from leading to S-T0 dephasing in ways described
above, in principle also modify dephasing caused by VˆSS
by giving different effective Knight shifts to nuclear spins
at different locations in a quantum dot. By neglecting
these terms, the operators in VˆSS are expressed in the
interaction picture only with respect to the “noninter-
acting” part of the Hamiltonian. Specifically, the nuclear
operators in the interaction picture are:
I±k (t) = I
±
k e
±iωkt , (51)
where ωk are nuclear Zeeman energy of the kth nucleus.
The HˆA, HˆB, and HˆC terms would have modified this
time dependence by changing the nuclear spin frequency
(in particular, keeping the nonlinear in Izk term HˆA would
make the exact calculations much more complicated).
However, it turns out that the time scale on which the de-
pendence of Iˆ±k (t) becomes visibly modified by the pres-
ence of one of these terms is typically much longer than
the time scale of coherence decay due to either these
terms by themselves or due to VˆSS . For example, includ-
ing HˆB and HˆC in the interaction picture would lead to
corrections in time-dependence of transverse nuclear op-
10
erators on a time scale of tB ∼ 4N2D(µT + J)/A2, which
will turn out to be much larger than TSS (derived below)
unless the number of nuclei is very small (which could
happen, for example, in small QDs made of isotopically
purified silicon). Similarly, one can quickly estimate that
the time scale on which the corrections due to HˆA ap-
pear is much larger than TA given in Eqs. (50), unless
NS or nF are so small that nF
√
NS < 1. In short, ne-
glecting the Iz-dependent hf terms does not lead to any
qualitative change in our calculations below, while it dra-
matically reduces the complexity (and therefore increases
the transparency) of the calculation.
We now outline our calculation of dephasing due to
VˆSS . The decoherence function is
WSS(t) = TrJ
{
ρˆIT
[
e−i
∫
t
0
dτVSS(τ)
]}
, (52)
where T is the time-ordering operator, and VSS(τ) is VˆSS
in the interaction picture with respect to HˆZ , so that
the nuclear spin operators are given by Eq. (51). The
calculation is performed using the 1/N -expansion-based
RDT from Refs. 31,32. In the interaction picture we have
VSS(t) = vss
∑
k,l
φkφlAkAlI
+
k (t)I
−
l (t) . (53)
where φi=1 for i ∈ L and φi=−1 for i ∈ R. When aver-
aging over the nuclear operators, we contract the nuclear
indices in pairs, so that the sign factors drop out (φ2i =1).
The T -matrix defined in Ref. 32, after taking into account
the slightly different structure of the averaged exponent,
is then given by
Tkl = vss2
√
akalAkAl e
iωklt/2
sin ωkl t2
ωkl
, (54)
where ωkl = ωk−ωl, and ak = 〈I+k I−k 〉0 = 23Ik(Ik+1) for
an unpolarized nuclear spin bath. Applying the RDT,
we re-sum the linked-ring terms from the perturbative
expansion and obtain a general formula32:
WSS(t) =
N∏
m
e−i arctan(λm(t))√
1 + (λm(t))2
, (55)
where λm(t) are the eigenvalues of Tkl. As discussed in
Ref. 32, we can simplify the calculation by introducing
a “coarse-grained” T˜ -matrix of NI ×NI dimension, with
NI being the number of distinct nuclear species α, each of
them having a distinct value of the Zeeman splitting ωα.
Note that within the used approximations (the neglect
of HˆA,B,C terms) this step is an exact transformation,
leading to
T˜αβ = 2vss
√
aαaβ
√
nαnβ
AαAβ
ND
eiωαβt/2
sin
ωαβ t
2
ωαβ
.
(56)
For a system with multiple species in the short-time
limit (t≪1/ωαβ , when T˜αβ ∼ δαβ), or for a system with
a single nuclear species, we obtain
WSS(t≪1/ωαβ) ≈ e
−i arctan(η
SS
t)√
1 + (η
SS
t)2
, (57)
where
η
SS
= |vss|(
∑
k∈L
akA
2
k +
∑
k∈R
akA
2
k)
= 2|vss|(σ2⊥,L + σ2⊥,R) ≡ 2|vss|σ2⊥ . (58)
The result of Eq. (57) can also be obtained using a semi-
classical quasistatic bath approximation, as shown in Ap-
pendix C, where one can see how this expression follows
from a product of two Gaussian averages (over the hx
and hy components of the transverse Overhauser fields)
of phase factors ∼ exp(−iξh2x,y). If the characteristic de-
cay time T
SS
defined by |WSS(TSS)| = 1/e falls in this
short-time regime, we obtain
TSS =
√
e2 − 1
2vss
1
σ2⊥
= 2
√
e2 − 1 |µ
2
T − J2|
Jσ2⊥
. (59)
For a system with multiple nuclear species in the long-
time limit, t ≫ 1/ωαβ, the heteronuclear spin contri-
butions in Eq. (54) become negligible compared to the
homo-nuclear ones. Then WSS(t) can be approximated
by a product of functions describing decoherence caused
by each spin species treated separately:
WSS(t≫1/ωαβ) ≈
∏
α
WSS,α(t) , (60)
where the homonuclear contribution with the nuclear
species α is given by
WSS,α(t≫1/ωαβ) ≈ e
−i arctan(ηSS,αt)√
1 + (ηSS,αt)2
. (61)
with η
SS ,α = 2|vss|nαA2α/ND. In GaAs, where all ηα
have similar values, the estimate of the characteristic de-
cay time (when it indeed falls in the t≫ 1/ωαβ regime)
is TSS ≈ 1/ηα. The asymptotic decay of the coherence
function (for t≫maxαη−1SS,α) depends then on the num-
ber of nuclear species, e.g.,W longSS (t) ∼ t−3 in GaAs, while
W longSS (t) ∼ t−1 in Si. The dependence of the power-law
character of the decay on the number of species in the
long-time limit can be most easily understood from the
classical averaging approach presented in Appendix C.
According to the RDT calculation of free evolution, at
long times, the nuclear flip flops between spins of dif-
ferent species can be neglected, and we can treat each
species separately. For K species, we can perform the
2K-fold integration over independent Gaussian variables
(x and y components of the Overhauser fields due to K
species), and each integral contributes one factor of 1/
√
t
to the asymptotic behavior. This can be compared, for
example, with the case of decay of Rabi oscillations of a
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FIG. 4: (Color online) The time scale TSS of S-T0 coherence
decay due to the VˆSS term for (a) GaAs DQD with NL =
NR = 10
6 at B = 200 mT (|µT| ≈ 5.0 µeV), and (b) DQD
based on natural silicon with NL =NR = 10
5 at B = 30 mT
(|µT| ≈ 5.0 µeV). The diagonal hatching regions are where
σ⊥ ≪ |J ± µT|, |µT| is not fulfilled.
single spin coupled to a nuclear bath,76 in which an anal-
ogous average over a single component of the Overhauser
field lead to ∼1/√t asymptotic decay.
In Fig. 4 we plot the dephasing time TSS due to VˆSS
for GaAs and Si as a function of the exchange splitting
J . This dephasing mechanism is enhanced by larger J
because of the J-dependence of the vss coupling, which
in turn reflects the fact that the VˆSS term originates from
the J-induced asymmetry between the two virtual pro-
cesses shown in Fig. 1. Numerically, TSS is longer than
TA for smaller J , but shorter at larger J values, so that it
can become the dominant dephasing channel for an S-T0
qubit in the large-J regime. We will discuss the crossover
in more detail later in this section.
The suppression of Knight shifts experienced by the
nuclei in a DQD (compared to a single spin) has im-
plications beyond simplifying the dephasing calculation
in this section. For example, under certain conditions
the transverse components of the Overhauser field can be
treated by simply averaging the system’s evolution over
the distribution (18) of classical Overhauser fields (see
Appendix C). For a single spin in a QD, this approach
is valid when the evolution time t is shorter than the in-
verse of the typical spread of nuclear spin Knight shifts,28
i.e., t≪NΨ/A.32,77,78 Thus in this short-time limit, the
exact shape of the electron’s wavefunction is irrelevant.
On the other hand, when t≫NΨ/Aα, this wavefunction
shape has to be taken into account. The qualitative form
of the decay then changes, and the semiclassical approx-
imation (with the nuclei replaced by a classical field or a
precessing large spin) fails.32,77,78 However, for an S-T0
qubit in a DQD with a finite J and no θT, the strongly
reduced effective Knight shift for the nuclei leads to a
strong enhancement of the time scale on which the shape
of the wavefunction is irrelevant.
Another consequence of the suppressed Knight shift
is the diminished importance of the bath dynamics in-
duced by dipolar interactions among the nuclear spins.
For a single spin qubit this dynamics leads to fluctu-
ations of the qubit’s energy splitting by the longitudi-
nal Overhauser field operator
∑
iAiI
z
i . This dephasing
mechanism causes a narrowed-state free induction decay
(FID) on a time scale of Tdip ≥ 10 µs in a typical GaAs
QD30,36,75,79 (while these predictions have not been yet
verified, the theory given in these references correctly ac-
counts for spin-echo decay measurements in GaAs33 and
silicon80,81). For an S-T0 qubit with a finite J , the time
scale of coherence decay due to dipolar dynamics of nuclei
is expected to be much longer than Tdip, which makes this
mechanism irrelevant in the case of pure S-T0 dephasing.
D. Dephasing due to Vˆδθ
The Hamiltonian governing the Vˆδθ-induced dephasing
takes the form Hˆ = Vˆδθ(|S〉 〈S| − |T0〉 〈T0|). According
to Eq. (38), Vˆδθ consists of two independent (commut-
ing) terms related to the two dots in the DQD, thus the
total decoherence function is a product of the single-dot
decoherence functions: Wδθ(t)=Wδθ,L(t)×Wδθ,R(t).
Vˆδθ contains both transverse and longitudinal compo-
nents of the Overhauser field, so that the full RDT cal-
culation is rather cumbersome (the semiclassical calcu-
lation is also more involved than in the case of VˆSS , as
shown in Appendix C). On the other hand, it turns out
that in most cases dephasing caused by this term is much
slower than the previously considered mechanisms (due
to HˆA and VˆSS), and an exact calculation of coherence
decay due to Vˆδθ is of little practical relevance. Below, we
present a calculation of a lower bound for the coherence
time Tδθ. This lower bound is obtained by replacing the
δθˆ operator in Eq. (38) with σz . The decoherence func-
tion in this case is given by,
Wδθ(t) = TrI
{
ρˆI T¯
[
ei
∫
t
0
Vˆδθ(τ)dτ
]
T
[
e−i
∫
t
0
Vˆδθ(τ)dτ
]}
(62)
where T (T¯ ) is the time (anti-)ordering operator, and
Vˆδθ(τ) is in the interaction picture, with the nuclear spin
operators given by Eq. (51).
Following a procedure analogous to the one described
in the previous section, we obtain, for example,
TLkl(t) ≈ 4 vθσz
√
akalAkAl e
iωklt/2 sinc
(
ωklt
2
)
t , (63)
where the nuclear indices k and l refer to the nuclei in dot
L and sinc(x) = (sinx)/x. The formula for TRkl is analo-
gous, albeit with a negative sign. The total decoherence
function can then be obtained as
Wδθ(t) =
NL∏
m
e−i arctan(λ
L
m(t))√
1 + (λLm(t))
2
NR∏
n
e−i arctan(λ
R
n (t))√
1 + (λRn (t))
2
, (64)
where λ
L(R)
m are the eigenvalues of T
L(R)
kl matrices.
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When ωklt≪ 1, or for a homo-nuclear system, TLθ,kl ≈
4vθσz
√
akalAkAlt, and the decoherence function can be
simplified:
Wδθ
(
t≪ω−1αβ
)
≈ e
−i arctan(ηLδθt)√
1 +
(
ηLδθt
)2 e
i arctan(ηRδθt)√
1 +
(
ηRδθt
)2 , (65)
where η
L/R
δθ = 4vθσzak
∑
k∈L/R A
2
k = 8vθσzσ
2
⊥,L/R. For
simplicity we assume a symmetric DQD (σ⊥,L = σ⊥,R =
σ⊥/
√
2), such that
Wδθ
(
t≪ω−1αβ
)
≈ 1
1 + (ηδθt)
2 , (66)
where ηδθ = 4vθσzσ
2
⊥. The characteristic decay time is
then given by
Tδθ &
2J |µT|
σzσ2⊥
∣∣∣∣1− (J/µT)22− (J/µT)2
∣∣∣∣ . (67)
Although Eq. (67) is derived assuming a low B-field
in a hetero-nuclear material (so that Tδθ is shorter than
ω−1αβ ), it remains a good estimate of the characteristic
decay time scale at higher fields in III-V materials. In
Fig. 5 we show results of example calculations of Tδθ de-
cay times for GaAs and Si. The nonmonotonic behavior
of Tδθ as a function of J is due to dependence of the cou-
pling strength vθ on J . As shown in Fig. 1, there are two
terms contributing to Vˆδθ: one associated with virtual
transitions involving T−, the other involving T+. When
J increases, the former is suppressed while the latter is
enhanced, and a maximum in Tδθ(J) appears as a result
of this competition.
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FIG. 5: Lower bound for Tδθ as a function of J for (a) GaAs
with NL = NR = 10
6 at B = 200 mT (µT ≈ 5.0 µeV)
and (b) natural Si with NL = NR = 10
6 at B = 30 mT
(|µT| ≈ 3.5 µeV). The diagonal hatching regions are where
σ⊥ ≪ |J ± µT|, |µT| is not fulfilled. No narrowing is assumed
(nF =1).
E. Identification of the dominant dephasing
mechanisms in GaAs and Si
Now that we have investigated the individual dephas-
ing channels for an S-T0 qubit by the hyperfine inter-
action, we would like to identify the dominant mecha-
nisms in various regimes defined by the value of B field
µT, singlet-triplet splitting J , degree of nuclear reservoir
narrowing nF , dot sizes etc. Below, we first list the ap-
proximate formulas for the characteristic dephasing times
due to each of the above-considered mechanisms. For the
sake of clarity, in these formulas we assumeNL=NR=N ,
so that ND=N/2. Defining r=J/µT, we have
TBC ≈ 4
√
6
∣∣∣∣1 + rr
∣∣∣∣ |µT|σz
2ND
A , (68)
TA ≈ e
2J
σ2z
, (69)
TSS ≈ 2
√
e2 − 1 µ
2
T
Jσ2⊥
|1− r2| , (70)
Tδθ &
2J |µT|
σzσ2⊥
∣∣∣∣1− r22− r2
∣∣∣∣ . (71)
Notice that while TBC decreases with increasing J , even
at r ≈ 0.9 it is still longer by a factor of ∼|muT |/σz≫1
than ND/A, which is ≈10 µs (≈ 1 ms) in a typical GaAs
(Si) dot with N≈106 (105). We thus do not include TBC
in the discussion below.
Without nuclear state narrowing, there is a competi-
tion between HˆA and VˆSS induced dephasing. At small
enough J , dephasing due to HˆA dominates, while TSS
becomes the shortest time scale at large J . We show ex-
amples of calculations of all these times for GaAs and Si
in Figs. 6 and 7, respectively. From Eqs. (69) and (70)
we can obtain Jmax for which the two mechanisms give
the same dephasing time:
Jmax ≈ 0.64µT . (72)
The approximate sign here can be replaced by an equal
sign in the case of a single-isotope material (or when
decay occurs at a time scale shorter than the Larmor
precession period of the nuclei). At Jmax the dephasing
time is maximal: we anticipate a nonmonotonic J depen-
dence for the observed T2 time. The decoherence function
should be well approximated by Eq. (49) for J ≪ Jmax,
and by Eqs. (57) and (60) for J≫Jmax.
When the nuclear state is narrowed with nF < 1, TA
and Tδθ are extended by factors of n
−2
F and n
−1
F , respec-
tively. With strong enough narrowing, the VˆSS-induced
dephasing, i.e., dephasing due to hf-induced virtual tran-
sitions between S and T± states, becomes the dominant
source of hf dephasing in an S-T0 qubit.
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FIG. 6: (Color online) Dephasing times induced by HˆA (solid
red line), VˆSS (dashed blue line) and Vˆδθ (dotted black line) as
a function of J/µT for GaAs at (a) B = 1 T (|µT| ≈ 25 µeV)
and (b) B = 200 mT (|µT| ≈ 5.0 µeV), both with NL =
NR = 10
6, resulting in σz = σ⊥ ≈ 0.1 µeV with no narrowing
(nF =1).
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FIG. 7: (Color online) Dephasing times induced by HˆA (solid
red line), VˆSS (dashed blue line) and Vˆδθ (dotted black line)
as a function of J/µT for Si at B = 30 mT (|µT| ≈ 3.5 µeV),
both with NL = NR = 10
5, resulting in σz = σ⊥ ≈ 1.5 neV.
No narrowing is assumed (nF =1).
F. Dephasing in an InGaAs DQD
We can apply the theory presented in this section to
two electrons in a vertically stacked self-assembled In-
GaAs DQD, for which an estimate of the S-T0 coherence
time has been experimentally determined recently.44 Due
to the strong interdot tunneling achievable in these struc-
tures, the values of J are much larger than those in gated
GaAs DQDs. Most interestingly, one can investigate the
S-T0 coherence at the value of interdot detuning where
J is to first-order insensitive to the fluctuations of the
electric bias (i.e., the charge noise), while still satisfy-
ing J ≫ σz . In Ref. 44, at such an “optimal point”
with respect to charge noise, Jop ≈ 100 µeV, which is
in fact larger even than the µT splitting due to the ap-
plied B field. While we have confined ourselves so far
to the regime where J < |µT|, all our results are appli-
cable for J > |µT| (as long as we avoid the region of
strong hyperfine-induced S-T± mixing — in other words,
|J ± µT| ≫ σ⊥ has to be satisfied). In Fig. 8, we
present the decoherence functions WA(t), WSS(t), and
Wδθ(t) for a In0.5Ga0.5As DQD. The dot parameters are
NL=NR=10
5, J=100 µeV, and B=200 mT (the elec-
tron g-factor is approximated by geff ≈ 0.5). For these
parameters HA and VSS are of similar importance, and
VSS dominates the long-time decay. The calculated co-
herence time is of the order of a microsecond, which is
in qualitative agreement with the lower bound of 200 ns
given in Ref. 44.
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FIG. 8: (Color online) The decay of the decoherence func-
tion, calculated separately for each of the mechanisms, for
In0.5Ga0.5As DQD with two electrons at B = 200 mT (as-
suming the g-factors of the electrons in both dots to be
≈ 0.5), with J = 100 µeV and for NL = NR = 10
5. Here
|µT| ≈ 5.8 µeV, and nF =1.
IV. CALCULATIONS OF S-T0 DEPHASING IN
THE PRESENCE OF AN INTERDOT
MAGNETIC FIELD GRADIENT
In the presence of a finite field gradient θT ≫ σz (ei-
ther from a nanomagnet, or due to a previously prepared
Overhauser field gradient), one needs to obtain the new
eigenstates that account for the θT-induced mixing of S
and T0 states, and then to re-derive the pure dephasing
Hamiltonian in the new eigen-basis. Nevertheless, the
physical picture is quite clear here. The mixing of S and
T0 states means that in the new eigenstates, electron spin
density in each dot does not vanish anymore. As such
the linear longitudinal Overhauser field δθˆ would lead
to dephasing between the eigenstates, similar to what
happens to single spin qubits. Indeed, if θT ≫ J , the
eigenstates would approach the product states again, so
that we should recover dephasing of two independent
spins exactly. In this section, we focus on this transi-
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tion from reduced dephasing in the highly-symmetric S-
T0 two-level system to the single-spin dephasing in the
large-field-gradient limit.
A. S-T0 free-induction decay dephasing in the
presence of an interdot magnetic field gradient
At finite θT, the eigenstates of the first matrix in
Eq. (10) are
|S′〉 = cos γ |S〉+ sin γ |T0〉 ,
|T ′0〉 = − sin γ |S〉+ cos γ |T0〉 ,
where the mixing angle γ is defined by
tan 2γ = −2θT
J
. (73)
The full range of γ is from 0 to pi/4, corresponding to
limits of θT ≪ J and θT ≫ J , respectively. The corre-
sponding eigenenergies are
ES′ = −J
2
− 1
2
√
J2 + 4θ2T = −
J
2
(
1 +
1
cos 2γ
)
, (74)
ET ′0 = −
J
2
+
1
2
√
J2 + 4θ2T = −
J
2
(
1− 1
cos 2γ
)
. (75)
The complete dephasing Hamiltonian in the basis of
S′ − T ′0 is then
H˜
′
ST0 =
(
ES′ 0
0 ET ′0
)
+
(
δθ sin 2γ δθ cos 2γ
δθ cos 2γ −δθ sin 2γ
)
+
(
VˆSS cos
2 γ + VˆH sin 2γ −VˆSS sin 2γ2 + VˆH cos 2γ + VˆAH
−VˆSS sin 2γ2 + VˆH cos 2γ − VˆAH VˆSS sin2 γ − VˆH sin 2γ
)
,
(76)
where we have neglected HˆB and HˆC since their influence
on dephasing is very weak, as discussed before.
The influence of the off-diagonal terms in H˜
′
ST0
could
be included by performing another canonical transfor-
mation. However, the off-diagonal terms related to the
transverse Overhauser fields generally only give sublead-
ing corrections to the diagonal terms, except for the case
of θT ≫ J (when the diagonal VˆSS term vanishes) or
θT ≪ J (when the diagonal δθ and VˆH terms vanish)
limits. Keeping only the lowest order terms (up to sec-
ond order in hf coupling strength), we obtain the pure
dephasing Hamiltonian in the S′ − T ′0 space as
H˜
′
ST0 ≈
(
ES′ 0
0 ET ′0
)
+
(
δθ sin 2γ − δθ2J cos3 2γ 0
0 −δθ sin 2γ + δθ2J cos3 2γ
)
+
(
VˆSS cos
2 γ + VˆH sin 2γ 0
0 VˆSS sin
2 γ − VˆH sin 2γ
)
. (77)
We can define Hˆ ′A=−δθ2 cos3 2γ/J , which becomes HˆA
when θT=0.
The key new feature here is the re-appearance of the
δθˆ-linear terms in the dephasing Hamiltonian. The δθˆ-
induced inhomogeneous broadening that plagues single-
spin qubits is now back in action, though its effect is
reduced when the field gradient θT is small compared to
the exchange splitting J (i.e., when the mixing angle γ is
small). The inhomogeneous broadening dephasing time
due to the δθˆ-linear terms is given by
T ∗2,θT =
1
| sin 2γ|
√
2
σz
≈
√
2J
4σzθT
, (78)
where the approximate formula holds when γ≪ 1 (but
for θT still larger than σz). When γ approaches pi/4
(i.e., θT ≫ J), T ∗2,θT approaches the T ∗2 ∼ 1/σz for a
single spin in a QD, which is about 10 ns for a typical
GaAs QD (see Fig. 9). On the other hand, for θT≪ J ,
T ∗2,θT ∝ J/θTσz . As θT decreases, T ∗2,θT grows, until we
reach the regime θT . σz, when dephasing due to the
quadratic Hˆ ′A term becomes more important. In general,
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Hˆ ′A leads to a characteristic dephasing time of
T ′A =
e2
σ2z
J
cos3 2γ
. (79)
When θT ∼ σz ≪ J we have γ ≪ 1, so that cos 2γ ∼ 1,
and T ′A ≈ TA. In Fig. 9, we plot T ∗2,θT and T ′A due to
the longitudinal Overhauser fields as a function of θT at
fixed values of J . A transition of T ∗2,θT from two-spin to
single-spin coherence dynamics is shown in Fig. 9(a) as
θT approaches J/2. When θT . σz, the resulting two-
spin dephasing is essentially the same as in the previously
discussed case of θT = 0. Instead of T
∗
2 , T
′
A ∼ TA now
represents the longitudinal Overhauser field induced in-
homogeneous broadening.
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FIG. 9: (Color online) The dephasing time (a) T ∗2,θT due to
the δθˆ-linear terms and (b) T ′A from the second canonical
transformation in GaAs as a function of θT at two fixed values
of J . The rms of the Overhauser field difference between the
dots is σz=0.1 µeV. For θT ≫ J , T
∗
2,θT
is saturated at ∼ 10
ns.
The remaining terms on the diagonal are related to the
previously discussed VˆSS and Vˆδθ terms. The dephasing
due to the first of them,(
VˆSS cos
2 γ 0
0 VˆSS sin
2 γ
)
, (80)
is calculated in the same way as in Sec. III C (compare
also with the Hahn echo calculation in the next section),
only with T˜αβ term in Eq. (56) multiplied by cos 2γ. The
resulting dephasing time is
T ′SS =
TSS
cos 2γ
, (81)
which shows that the dephasing due to the transverse
Overhauser fields described by VˆSS is suppressed by the
presence of the field gradient θT. On the other hand, the
influence of the interactions previously appearing in Vˆδθ
term is enhanced by the finite θT, similar to the inhomo-
geneous broadening due to δθ. The dephasing due to the
term (
VˆH sin 2γ 0
0 −VˆH sin 2γ
)
, (82)
is calculated in a way analogous to the one in Sec. III D,
only with σz in Eq. (63) replaced by θT. The coherence
dynamics is thus described by Eqs. (65) and (66) in which
ηδθ is replaced by ηH =−ηδθJ sin 2γ/2σz. The resulting
dephasing time is given by
TH =
2σz
J
Tδθ
| sin 2γ| . (83)
When θT≪ J , TH ≈ σzθTTδθ, with Tδθ given by Eq. (67).
Clearly, this dephasing channel is strongly enhanced
when θT≫ σz . As θT increases, so that θT ≫ J ≫ σz ,
TH → 2Tδθσz/J ≪ Tδθ. In Fig. 10, we show examples
of calculated values of T ′SS and TH . However, one can
see that with exception of the regime of small θT , these
decay times due to the transverse Overhauser fields are
much longer than the T ∗2,θT time from Eq. (78) shown in
Fig. 9(a).
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FIG. 10: (Color online) The dephasing times T ′SS from
Eq. (81) and TH from Eq. (83), due to the terms given
in Eqs. (80) and (82), respectively, for GaAs DQD with
NL=NR= 10
6 at B=200 mT (|µT| ≈ 5.0 µeV).
B. Spin echo for the S-T0 qubit in the presence of
an effective magnetic field gradient
A finite field gradient (i.e., θT > σz) can produce con-
trolled rotations around the x axis of the S-T0 Bloch
sphere when J = 0. Such rotations allow faster prepa-
ration of superposition of S and T0 states (see Appendix
A), but more importantly, they allow the Hahn-echo
experiment,42 in which a pi-rotation about the x axis
[from here on we will label a rotation of angle φ around
the α-axis as a (φ)α pulse] is performed in the middle of
a free evolution (i.e., at τ ≡ t/2). If a qubit is initialized
in the S state, the full Hahn echo (HE) sequence would
consist of a (pi/2)x-pulse (to prepare a S-T0 superposi-
tion), free evolution for time t/2 in the finite-J regime,
then a pix pulse, another free evolution period of t/2, and
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finally another (pi/2)x pulse, which prepares the qubit for
the final projective measurement on the S state. After
simple manipulations (similar to the ones shown in Ap-
pendix A), we arrive at the singlet probability at the end
of the sequence:
PHES (2τ) =
1
2
−1
4
Tr
(
σˆye
−iHˆτ σˆxe−iHˆτ σˆyρˆIeiHˆτ σˆxeiHˆτ
)
,
(84)
where Hˆ is the total Hamiltonian in the S-T0 subspace.
Now we rotate to the S′−T ′0 basis. As we did previously,
we again make a pure dephasing approximation for the
Hamiltonian Hˆ ′ in the rotated basis, such that
PHES (2τ) =
1
2
+
1
2
cos2 2γReWHE(2τ) +
1
2
sin2 2γReWFID(2τ) , (85)
where
WHE(2τ) = TrI
(
ρˆIe
iH˜′T0τeiH˜
′
Sτe−iH˜
′
T0τe−iH˜
′
Sτ
)
,
(86)
is the truly “echoed” part of the signal, while
WFID(2τ) = TrI
(
ρˆIe
2iτH˜′T0 e−2iτH˜
′
S
)
(87)
is the component of the signal which decays just like the
free evolution signal (Free induction decay, or FID). The
presence of this term is due to the fact that the field gra-
dient used for rotations about the x axis is “always on”
in the current-generation experiments.42 Here H˜ ′S and
H˜ ′T0 are the diagonal terms of the S
′ − T ′0 pure dephas-
ing Hamiltonian. Using a rotated coordinate system on
the Bloch sphere (with +z′ direction corresponding to
a rotated S′ state), all the rotations are slightly tilted
away from x′ axis. The resulting pulse error leads to an
appearance of a part of the signal which corresponds to
evolution unaffected by the pi pulse.
Note that for |2θT/J | ≪ 1, 2γ ≪ 1, and the FID-
like part of the signal is just a small correction. Only
at 2 θT ≈ J the two components contributing to PS(t)
would be comparable. Since it is expected that WHE(t)
exhibits slower decay than WFID(t), in this regime the
echo decay time will be close to the FID decay time cal-
culated previously. Below we focus on the J ≫ 2 |θT|
regime, and calculate the time dependence of WHE(t).
1. Echo decay due to longitudinal Overhauser fields
The Hahn echo sequence cancels completely any con-
tribution to dephasing of H˜ ′B,C terms. Furthermore, the
phase accumulated during the evolution due to the diag-
onal δθˆ sin 2γ and Hˆ ′A terms is completely canceled.
2. Echo decay due to the transverse Overhauser fields
There are two terms in H˜ ′ due to transverse Over-
hauser fields. The first is the modified VˆSS interaction
term:
V˜ ′SS = VˆSS
(
cos2 γ 0
0 sin2 γ
)
=
VˆSS
2
(
Iˆ ′ + cos 2γσˆ′z
)
, (88)
where Iˆ ′ and σˆ′z are identity and Pauli-z matrix in the
S′−T ′0 subspace. The identity part of the interaction does
not cause decoherence between the S′ and T ′0 states, and
will be dropped from the following considerations. The
second is the large-θT analogue of Vˆδθ term considered
previously:
V˜ ′θ = VˆH sin 2γσˆ
′
z ≈ −
2θT
J
VˆH σˆ
′
z . (89)
Below we will consider their independent contributions
to dephasing.
The calculations in both cases are straightforward
modifications of spin echo theory of Refs. 31,32,34. Fol-
lowing the derivation of Ref. 32, the WHE(t) function
from Eq. (86) can be written as
WHE(t) = TrI
[
ρˆITC exp
(
−i
∫
C
f(t′c)V˜ ′(t′c)dt′c
)]
,
(90)
where TC is the operator ordering V˜ ′(tc) on the closed
time-loop contour,32 V˜ ′(tc) is the respective interaction
term [from Eq. (88) or Eq. (89)], tc = (t, c) is the time
variable on the contour (with c = ±), and f(tc) is the
temporal Hahn echo filter function defined on the con-
tour.
As discussed previously, V˜ ′SS(t′c) interaction is given by
V ′SS(t′c) =
c
2
cos 2γ vss
∑
k,l
φkφlAkAlI
+
k I
−
l e
iωklt
′
. (91)
where φi = 1 for i ∈ L and φi = −1 for i ∈ R. The
corresponding filter function is
f(t′c) = Θ(t− t′)Θ(t′ − t/2)−Θ(t/2− t′)Θ(t′) , (92)
where Θ(x) is the Heaviside function. The resulting T˜
matrix is
T˜αβ = vss cos 2γ
√
aαaβ
√
nαnβ
AαAβ
ND
4ieiωαβt/2
ωαβ
sin2
ωαβt
4
,
(93)
where ND = 1/(N
−1
L + N
−1
R ). Following Ref. 32, we
obtain
WHESS (t) =
1
1 + 12RSS(t)
, (94)
with
RSS(t) = 16v
2
ss cos
2 2γ
∑
α6=β
aαaβnαnβ
A2αA2β
N2D
sin4
ωαβt
4
ω2αβ
.
(95)
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FIG. 11: (Color online) (a)WHESS (t) and (b)W
HE
θ (t) for GaAs
DQD with NL=NR=10
6 at B = 200 mT and θT = 40 mT
with various values of J . Here, |µT| ≈ 5.0 µeV.
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FIG. 12: (Color online) (a)WHESS (t) and (b)W
HE
θ (t) for GaAs
DQD with NL = NR = 10
6 at B=700 mT and θT=2.5 mT
with various values of J . The parameters here are chosen to
correspond closely to the ones employed in recent experimen-
tal work from Ref. 42.
We thus see that the Hahn echo S-T0 coherence decay
due to VˆSS interaction is of the same form as the echo
decay of a single spin coherence (cf. Refs. 31,32).
For V˜ ′θ(t′c) interaction, we have
V˜ ′θ(t′c) = c sin 2γvH
∑
k,l
(ALkA
L
l −ARk ARl )(I+k I−l +I−k I+l )eiωklt
′
,
(96)
and the filter function is given by Eq. (92). Since V˜ ′θ is a
sum of two commuting terms (under our approximation
of neglect of the overlap of L and R wavefunctions even
at finite J), WHE(t) is a product of two functions, each
corresponding to one of the dots. Assuming symmetric
dots, i.e., NL=NR=2ND, we have then
WHEθ (t) =
1
[1 + 12Rθ(t)]
2
, (97)
with
Rθ(t) = 32 sin
2 2γ v2H
∑
α6=β
aαaβnαnβ
A2αA2β
N2D
sin4
ωαβt
4
ω2αβ
.
(98)
The decoherence functions due to both of the above in-
teractions are shown for GaAs in Figs. 11 and 12. The
Hahn echo signal shows more pronounced oscillations at
lower B fields (see Fig. 11), when the processes of virtual
flip flops between the S-T0 subspace and the polarized
triplets have more importance. Let us mention that in a
recent experiment42 on Hahn echo in the large J regime,
a decay of echo signal on time scale of a few microseconds
was seen at B=0.7 T. Comparison with results presented
in Fig. 12, which show only visibility loss of less than one
percent even at very large J , clearly supports the main
claim of Ref. 42 that charge noise (specifically the fluctu-
ations of J) is the dominant source of dephasing in this
experiment.
V. EXCHANGE GATE ERROR
So far we have focused on hf-induced decoherence for
an S-T0 qubit with a finite exchange splitting J . In the
case of single-spin qubits, exchange interaction plays the
crucial role of generating two-qubit gates such as SWAP
and Controlled-NOT gates.4 In this section we evaluate
how hf-interaction affects the fidelity of such two-qubit
gates. To allow a simple SWAP gate between two single-
spin qubits, we assume there is no field gradient between
the double dot: θT = 0.
Let us first make a qualitative examination of the gate
error problem. Recall that the magnitude of the exchange
splitting J is generally between 0.1 and 10 µeV, corre-
sponding to a gate time Tg between 40 and 0.4 ns. Com-
paring the short gate time with the decoherence times
we have calculated in the previous two sections, the only
factor that could significantly impact the fidelity of a
SWAP gate within the S-T0 subspace is the fluctuations
in the Overhauser field difference, δθ. In the absence of
a field gradient, S-T0 states are affected by δθ only at
the second order level through HˆA, as we have shown in
Sec. III. On the other hand, the dephasing Hamiltonians
for the polarized triplet states, HˆT+ and HˆT− [given by
Eqs. (E3) and (E5) in Appendix E, respectively], do con-
tain δµ, the fluctuations in the average Overhauser field.
One can reason then that the SWAP gate fidelity would
suffer much more severely if polarized triplet states are
involved.
We focus on the fidelity of a SWAP gate in a two-
electron DQD, which is defined as
F ≡ 〈ψin|Uˆ †SWAP ρˆout UˆSWAP|ψin〉 , (99)
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where ρˆout refers to the output density matrix and USWAP
denotes the SWAP operation. The two qubits are initial-
ized in |ψin〉 = |ψ1〉 ⊗ |ψ2〉, where |ψi〉 = ai |↑〉 + bi |↓〉
with i = 1, 2. Note that the gate fidelity F defined here
is input-state-dependent. Furthermore, it can be easily
generalized to the cases where the input state is repre-
sented by a density matrix instead of a pure state. In the
current study, we only investigate a few representative
examples instead of giving a comprehensive discussion.
However, the results we present should already paint a
clear picture on how hyperfine interaction affects the ex-
change gate fidelity in general.
Here, we focus on three types of input states: (1) a fully
polarized state, for example |ψin〉 = |↑↑〉; (2) an initial
state in the S-T0 subspace, for example, |ψin〉 = |↑↓〉; (3)
a general initial state that contains both the polarized
and unpolarized two-spin eigenstates.
We start with a fully-polarized pure input state,
|ψin〉 = |T+〉 or |T−〉. For either of them, the gate fi-
delity always stays at 1, since Hˆhf does not mix two spin-
up (spin-down) states, and the exchange gate does not
change the state at all. If the input is a superposition of
the two polarized triplet states, such as (|T+〉+|T−〉)/
√
2,
the exchange gate again does not change either of the
triplet states, though the two states do dephase relative
to each other because of the δµ term in HˆT± , irrespective
of whether the exchange gate is turned on or off.
When we have an input state in the S-T0 subspace,
it can be expressed as a linear combination of |S〉 and
|T0〉 with appropriate coefficients. For |ψin〉 = |↑↓〉 =
(|S〉+ |T0〉)/
√
2, the gate fidelity F1 takes the form
F1 =
1
2
+
1
2
ReWST0(t) , (100)
which also applies to the case of |ψin〉 = |↓↑〉. We have
studied the decoherence function WST0 (t) in detail in
Sec. III, which decays due to the quasistatic longitudi-
nal Overhauser field HˆA and due to terms proportional
to transverse Overhauser fields, VˆSS and Vˆδθ. When the
nuclear bath is not narrowed, HˆA = −θˆ2/J is the lead-
ing dephasing mechanism for smaller J (cf. Figs. 6 and
7 for GaAs and Si, respectively). The resulting gate fi-
delity can be approximated as (for simplicity, we assume
a square pulse of J with a SWAP gate time of Tg = pi/J)
F1 ≈ 1
2
+
1
2
ReWA(Tg) ≈ 1− 3pi
2σ4z
16J4
, (101)
and the gate error is
1− F1 = 3pi
2σ4z
16J4
=
3pi2n4Fσ
4
⊥
4J4
. (102)
There are two interesting features here. First, the gate
error is inversely proportional to J4. Thus the larger
the J , the smaller the gate error (although the charge
noise induced error would more likely be the dominant
factor for larger J values, and J should be smaller than
Jmax ∼ 0.64µT in order for HˆA-induced dephasing to
dominate over VˆSS-induced one, as shown in Sec. III E).
Second, narrowing of the nuclear bath (i.e., reducing nF )
can help the gate fidelity quite dramatically 1−F1 ∝ n4F .
In Fig. 13, we plot the SWAP gate error 1− F1 with the
input state |ψin〉 = |↑↓〉 as a function of the exchange
splitting J . Both the strong J dependence and the strong
nF dependence are clearly illustrated.
In more general cases, |ψin〉 contains both polarized
and unpolarized two-spin states (and it does not have to
be a product state either). Dephasing between the po-
larized triplet states and the unpolarized states becomes
relevant. Different from the Sz = 0 subspace, where
HˆA is the leading cause for dephasing, here it is the av-
erage Overhauser field δµ that leads to inhomogeneous
broadening and dominates dephasing. In GaAs this in-
homogeneous broadening leads to a T ∗2 time in the order
of 10 ns, which trumps all other dephasing mechanisms
due to higher-order terms in the effective Hamiltonian
from Eqs (E2)–(E5) . For example, for an initial state
|ψin〉 = 1√2 | ↑ + ↓〉 ⊗ 1√2 | ↑ − ↓〉, using the classical av-
eraging procedure we employed in previous sections we
obtain the SWAP gate fidelity as
F2 ≈ 3
8
+
e−T
2
g /T
2
µ
2
+
e−4T
2
g /T
2
µ
8
≈ 1− T
2
g
T 2µ
(103)
where Tµ is the characteristic time due to the inhomoge-
neous broadening effect from δµˆ,
Tµ =
√
2√
(σ2z,L + σ
2
z,R)
=
√
2
n′Fσ⊥
. (104)
Here we have assumed that
√
σ2z,L + σ
2
z,R = n
′
Fσ⊥,
i.e., we include the possibility of the narrowing of the
Overhauser field distribution in each of the dots sepa-
rately. Note that this is distinct from the previously con-
sidered case of narrowing of Overhauser field difference
between the two dots, leading to our introduction of a
narrowing factor n′F instead of nF used before. Narrow-
ing of this difference (i.e., decreasing σz , the standard
deviation of the field difference, from its natural value
by a factor of nF ) can occur when no narrowing of the
field distribution in each of the dots is present — only a
correlation between the z components of the Overhauser
field in L and R dots is needed. Keeping this in mind,
we see that the gate error takes a simple form of
1− F2 =
T 2g
T 2µ
≈ pi
2(n′F )
2σ2⊥
J2
. (105)
Since σ⊥ is on the order of 0.1 µeV for GaAs, the ex-
change coupling J needs to be much larger than 1 µeV
for the gate error to be manageable in the context of
quantum information processing. In Fig. 13, we show
our results of 1 − F2 as a function of J for the input
state given above. Comparing to the curves for the ini-
tial state in the S-T0 subspace, the gate error here has a
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FIG. 13: (Color online) The SWAP gate error in GaAs at
B = 200 mT for two input states: (1) |ψin〉 = |ψ〉 = |↑↓〉
(blue lines) ; (2) |ψin〉 = |φ〉 =
1√
2
(|↑〉 + |↓〉) ⊗ 1√
2
(|↑〉 − |↓〉)
(green lines). The blue lines have steeper slopes than the
green ones. Solid lines show the gate errors with the Over-
hauser fluctuations σz ≈ 0.1 µeV, while dashed lines are with
σz ≈ 0.05 µeV. Here σz = n
′
Fσ⊥, as discussed in the main
text below Eq. (104).
larger magnitude and a weaker J dependence. This dif-
ference comes from the fact that 1− F1 is dominated by
HˆA = δθ
2/J , while 1− F2 is dominated by δµ in HT± .
In short, while high-fidelity exchange gate can be ob-
tained when an input state is in the S-T0 subspace, gate
error is generally larger for an input state containing po-
larized states, dominated by the inhomogeneous broad-
ening from the quasistatic nuclear spin reservoir. Since
the later type of input states is the norm rather than the
exception, the upper two curves in Fig. 13 are more rep-
resentative of the qualitative behavior of a general input
state. Furthermore, the numerical coefficient for the gate
error 1 − F is input-state-dependent: it is determined
by the weight of |T±〉 within the input state. Finally,
it is also important to point out that our consideration
in this section assumes the simplest implementation of
the SWAP gate. As pointed out in Refs. 82,83, pulse
shaping and other means can be employed to reduce the
sensitivity of an exchange gate to the Overhauser field
fluctuations.
VI. SUMMARY AND CONCLUSIONS
With the aim of helping to understand experiments
related to S-T0 qubits and single-spin qubits, we have
performed a theoretical study of hyperfine-interaction-
induced dephasing for two electron spins in a dou-
ble quantum dot at finite S-T0 splitting J . For the
S-T0 qubit, we evaluate various hf-induced dephasing
terms between the singlet S and the unpolarized triplet
state T0, and identify the dominant dephasing channels.
Specifically, we find that in the absence of a magnetic
field gradient across the DQD, inhomogeneous broaden-
ing for an S-T0 qubit is significantly suppressed relative
to a single spin qubit, with the most significant source
of inhomogeneous broadening being the HˆA term, pro-
portional to the square of the fluctuations of the longitu-
dinal Overhauser field difference between the dots. An-
other important decoherence channel is the VˆSS term,
which originates from dressing of the singlet state by
the polarized triplets due to transverse Overhauser field.
Throughout a wide range of parameters, these two terms
compete for the role of the dominant source of decoher-
ence, leading to a predicted non-monotonic dependence
of the T2 dephasing time on J .
The physical picture changes when there is a finite
magnetic field gradient across the double dot. The gra-
dient dictates that the two-spin eigenstates are now su-
perpositions of the singlet and unpolarized triplet states,
and there is a finite electron spin polarization in each
of the two quantum dots. Random longitudinal Over-
hauser field difference can now cause dephasing between
the two-spin eigenstates, in analogy to inhomogeneous
broadening in a single spin qubit. In other words, the
S-T0 encoding acquires more of a single-spin-qubit de-
coherence characteristics as the singlet-triplet mixing in-
creases. This increased hf-induced dephasing is the price
that one has to pay for having two-axis control (with the
x axis rotations provided by the field gradient) over the
S-T0 qubit.
We have also considered the Hahn echo experiment in
which the superposition of S and T0 states evolves at
finite J , while being subject to a pi-pulse (generated by a
built-in gradient of the effective magnetic field between
the dots, which drives the rotation when J is suppressed
for a chosen time) in the middle of the evolution period
(for a recent experiment see Ref. 42). The dynamics of
the echo signal is due to the transverse Overhauser field
terms, which lead to appearance of oscillations (closely
related to the ones predicted31,32 and observed33 in the
J ≈ 0 regime), the amplitude of which increases as the
applied magnetic field is lowered. The observation of
such oscillations in a Hahn echo experiment in the large
J regime would be a clear signal of achieving a strong
suppression of the charge noise (causing fluctuations of
J) in the system. A nonmonotonic dependence of the
characteristic free-evolution decoherence time T2 on J
(with the maximal coherence time seen at Jmax≈0.64µT )
is another predicted experimental feature signifying the
dominance of hyperfine mechanisms of decoherence in the
system.
We have also studied hf-induced gate errors in an
exchange-gate for two single-spin qubits, with a particu-
lar focus on the SWAP gate. For a general input state,
having a non-negligible component of polarized triplet
states, inhomogeneous broadening from the longitudinal
Overhauser field is the dominant source of gate errors.
By exploring several typical initial states, we are able to
obtain the dependence of the gate errors on J and the
standard deviation of the distribution of the Overhauser
fields in the two dots. The obtained results show that
for realistic multiqubit operations with single-spin qubits,
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the fluctuations of longitudinal Overhauser field remain a
serious source of computation errors and control schemes
focused on mitigating these errors by exploiting the qua-
sistatic nature of the Overhauser field fluctuation, similar
to the ones presented in Refs. 82,83 for single qubit oper-
ations, should be seriously considered. This necessitates
a generalization of the currently proposed techniques for
noise-resistant single qubit operations to the multiqubit
case, which is still very much in its infancy.84
While our calculations are focused on two coupled spin
qubits, the lessons we have learned should be useful for
analysis of decoherence of multiple coupled qubits. For
example, our results on the S-T0 qubit in the absence of
field gradient indicate that electron interaction and sym-
metry can help suppress decoherence, in the same man-
ner as decoherence-free subspace, even though contact
hyperfine coupling is a completely local interaction. On
the other hand, if the symmetries are broken, whether
by intrinsic or extrinsic inhomogeneities, the coherence
properties of the overall interacting system is more simi-
lar to an ensemble of individual components. Neverthe-
less, based on our results for S-T0 decoherence, we may
speculate that dephasing between two states of a cou-
pled n-qubit system should generally be slower than the
dephasing of two states of an uncoupled n-qubit system.
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Appendix A: POSSIBLE WAYS TO MEASURE
THE S-T0 COHERENCE AT LARGE EXCHANGE
SPLITTING J IN GATED DQDS
With full control over the S-T0 qubit available,
22 a
measurement of coherence between S and T0 states can
be performed at nonzero J in the following way (which
in fact has been recently realized in Ref. 42). Using the x
rotations (enabled by a nanomagnet located close to the
DQD9,16,45,66 or a pre-established gradient of the nuclear
polarization between the two dots22,64), one can rotate
the S state initialized in a standard way1 into a super-
position of S and T0 (such as |±Y 〉 = (|S〉 ± i |T0〉)/
√
2
states), and then set J to be much larger than the θT
term. At such a large J , the influence of the environment
is expected to lead only to pure dephasing of the super-
position of states — the diagonal elements ρ
SS
and ρ
T0T0
of the reduced density matrix of the qubit are conserved,
while the off-diagonal elements, ρ
ST0
= ρ∗
T0S
can decay
due to fluctuations of the energy splitting of the S and
T0 states. After letting the state freely evolve for time t,
one can then measure the degree of coherence (i.e., ρ
ST0
)
by performing a state rotation which would bring the
qubit back to the S state provided that the actual state
after time t is the same as the initial one. Subsequent
measurement of the singlet return probability PS(t) is a
measure of how much dephasing occurred in time t.
The coherence-measurement protocol can be formal-
ized as follows, assuming a constant finite θT. The qubit
is first initialized into the singlet S state.21 At t = 0,
a (pi/2)x pulse is applied (by pulsing the DQD to the
J ≪ θT regime and stay there for a period of time τ ,
such that θTτ = pi/4), so that the qubit is rotated to
the initial state of | − Y 〉. The DQD is then kept in
the large-J regime and evolve freely for a time period t.
After this time another (3pi/2)x rotation is performed,
and subsequently, the singlet probability PS(t) is read
out by charge sensing using the Pauli spin blockade.1 We
assume that all the gate operations here take negligible
time compared to the free-evolution time t. The singlet
probability PS(t) is defined as
PS(t) = Tr [|S〉 〈S| ρˆ(t)] , (A1)
where the final density matrix is given by
ρˆ(t) = Uˆ3pi/2,xe
−iHˆtρˆQ(0)⊗ ρˆI(0)eiHˆtUˆ †3pi/2,x , (A2)
with ρˆQ(0) and ρˆI(0) being the initial density matri-
ces of the qubit and the nuclear bath, respectively, and
Uˆx,3pi/2=−(1+iσˆx)/
√
2 being the unitary transformation
corresponding to the final rotation of the qubit’s state.
After simple manipulations we obtain
PS(t) =
1
2
+
1
4
TrI
(
ρˆI(0)e
iHˆtσˆye
−iHˆtσˆy
)
. (A3)
Since the DQD Hamiltonian is a pure dephasing one at
large J , Hˆ = HˆS |S〉 〈S| + HˆT0 |T0〉 〈T0| (where HˆS , HˆT0
are operators in the Hilbert space of the nuclear bath),
we obtain
PS(t) =
1
2
+
1
2
ReWST0(t) , (A4)
where
WST0(t) ≡ ρ
Q
ST0
(t)
ρQST0(0)
= TrI
(
ρˆI(0)e
iHˆT0 te−iHˆSt
)
. (A5)
In other words, the time evolution of the singlet proba-
bility PS(t) carries the complete information of the S-T0
coherence WST0(t).
In the absence of a controlled θT gradient field, it is still
possible to create an initial state being a superposition of
|S〉 and |T0〉 by initializing the S(0, 2) state, and then adi-
abatically lowering J , so that the state obtained at J≪σz
in the (1, 1) charge regime is an eigenstate of the electron-
nuclear-spin Hamiltonian.43 Depending on the sign of the
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expectation value of δθˆ, one of the |±X〉=(|S〉±|T0〉)/
√
2
states is created. The S-T0 splitting can then be rapidly
increased to a finite value J , and the DQD system is al-
lowed to evolve freely for time t. After this evolution
J is again rapidly reduced to very low values, such that
the state is projected onto the two-electron product state
basis. Subsequently the DQD is adiabatically swept to
the large J regime for the standard readout procedure
via spin blockade. A calculation similar to the one given
above gives us
PS(t) =
1
2
+
1
4
TrI
(
ρˆI(0)σˆxe
iHˆtσˆxe
−iHˆt
)
. (A6)
If we now make the pure-dephasing approximation for
the Hamiltonian, we arrive again at Eq. (A4).
Appendix B: DERIVATION OF HYPERFINE
COUPLING HAMILTONIAN
To focus on the coupled electron-nuclear-spin dynam-
ics, we project the hyperfine interaction onto the lowest-
energy two-electron states and obtain Eq. (4) in the main
text. The basis states are the ground singlet and triplet
states:
|S〉 = |↑↓〉 − |↓↑〉√
2
⊗ ψS(r1, r2) ,
|T0〉 = |↑↓〉+ |↓↑〉√
2
⊗ ψAS(r1, r2) ,
|T+〉 = |↑↑〉 ⊗ ψAS(r1, r2) ,
|T−〉 = |↓↓〉 ⊗ ψAS(r1, r2) . (B1)
Here, ψ(A)S(r1, r2) denotes the (anti-)symmetric combi-
nation of the orbital envelopes ΨL(r) and ΨR(r),
ψS(r1, r2) =
[ΨL(r1)ΨR(r2) + ΨR(r1)ΨL(r2)]√
ν0
√
2(1 + |χ|2) ,
(B2)
ψAS(r1, r2) =
[ΨL(r1)ΨR(r2)−ΨR(r1)ΨL(r2)]√
ν0
√
2(1− |χ|2) ,
(B3)
with the orbital overlap χ = 1ν0
∫
drΨ∗L(r)ΨR(r) , where
ν0 is the volume of the primitive unit cell (note that we
use the normalization in which the envelope wavefunc-
tions are dimensionless, and all the dependence of the hf
interaction on the periodic parts of the Bloch functions is
carried by Aα constants below). Generally, χ≪ 1, since
the local orbitals decay rapidly away from the center of
each dot.
To calculate the hf matrix element, we need to first
evaluate the matrix elements of the δ-functions. Specifi-
cally,
〈ψS| Aα[i]ν0δ(rk −Ri) |ψAS〉
=
∫
dr1
∫
dr2
Aα[i]ν0δ(rk −Ri)
2
√
1− |χ|4 [Ψ
∗
L(r1)Ψ
∗
R(r2) + Ψ
∗
R(r1)Ψ
∗
L(r2)]× [ΨL(r1)ΨR(r2)−ΨR(r1)ΨL(r2)]
=
(−1)k+1
2
√
1− |χ|4Aα[i]
{|ΨL(Ri)|2 − |ΨR(Ri)|2 − 2Im [χ∗Ψ∗L(Ri)ΨR(Ri)]} ≡ (−1)k+1Bi(χ) , k = 1, 2 . (B4)
〈ψAS| Aα[i]ν0δ(rk −Ri) |ψAS〉 ≡ Ci(χ)=
1
2(1− |χ|2)Aα[i]
{|ΨL(Ri)|2+|ΨR(Ri)|2−2Re [χ∗Ψ∗L(RiΨR(Ri)]} , (B5)
〈ψS| Aα[i]ν0δ(rk −Ri) |ψS〉 ≡ Di(χ)=
1
2(1 + |χ|2)Aα[i]
{|ΨL(Ri)|2+|ΨR(Ri)|2+2Re [χ∗Ψ∗L(RiΨR(Ri)]} . (B6)
In contrast to Bi(χ), Ci(χ) and Di(χ) are both symmet-
ric in (r1, r2).
Writing Sk · Ii = SzkIzi + 12 (S+k I−i +S−k I+i ), we can now
evaluate the hf matrix elements straightforwardly. For
example,
〈S| Hˆhf |T0〉 =
∑
k=1,2
〈ψS|
∑
i
Aα[i]ν0δ(rk −Ri) |ψAS〉
×〈↑↓|S
z
kI
z
i |↑↓〉 − 〈↓↑|SzkIzi |↓↑〉
2
=
∑
i
Bi(χ)I
z
i .
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The generalized form of the complete hf coupling matrix
is then:
Hˆhf(χ) =
∑
i


0 Bi(χ)I
z
i
−Bi(χ)√
2
I+i
Bi(χ)√
2
I−i
Bi(χ)I
z
i 0
Ci(χ)√
2
I+i
Ci(χ)√
2
I−i
−Bi(χ)√
2
I−i
Ci(χ)√
2
I−i Ci(χ)I
z
i 0
Bi(χ)√
2
I+i
Ci(χ)√
2
I+i 0 −Ci(χ)Izi

 .
(B7)
In Eq. (B7), we can neglect terms containing χ and/or
ΨL(Ri)Ψ
∗
R(Ri) . This approximation is justified because
the number of nuclei in the overlapping region is very
small, and their interaction with the electron very weak
(as they are located in the tail regions of both orbitals).
After some simple algebra we find, for instance,
〈S| Hˆhf |T0〉 ≈
∑
i
1
2
(ALi −ARi )Izi =
∑
i
BiI
z
i . (B8)
The rest of the hf matrix elements can be obtained in
a similar manner. With a negligible χ , the hf coupling
matrix can be approximated as Eq. (4).
Appendix C: SEMICLASSICAL APPROACH TO
THE OVERHAUSER FIELDS AND THE
DEPHASING INDUCED BY AVERAGING OVER
THEM
The slow dynamics and the large numbers of nuclear
spins in a quantum dot makes a semiclassical descrip-
tion of their average effect possible. Indeed, it has been
pointed out34 that at the short-time limit, before the
electron-mediated nuclear dynamics causes any signifi-
cant effects on the nuclear spin dynamics, a semiclassical
description that account for only the Larmor precession
of the nuclear spins is sufficient to explain most exper-
imental observations. Here we give a brief summary of
the semiclassical picture of the Overhauser fields, and
estimate the magnitude of various hf-related terms ap-
pearing in our effective Hamiltonians.
We write the Overhauser operator as hˆL/R =∑
iA
L/R
i Iˆi and treat its mean field average as a clas-
sical field hL/R. The transverse Overhauser operator is
given by h±L/R = h
x
L/R ± ihyL/R. In the classical limit,
neglecting the possibility of a finite bath polarization,
h+L/Rh
−
L/R ≈ (hxL/R)2 + (hyL/R)2. The classical expres-
sions for the hf-related terms in the effective Hamiltonian
are then:
θ =
1
2
(hzL − hzR) , (C1)
VSS =
1
4
J
µ2T − J2
(
h
⊥
L − h⊥R
)2
= vss
(
h
⊥
L − h⊥R
)2
, (C2)
VS,T0 = −
1
8
(
1
µT
+
µT
µ2T − J2
)
[
(h⊥L )
2 − (h⊥R)2
]
− i
4
J
µ2T − J2
z · (h⊥R × h⊥L) , (C3)
HA = − 1
4J
(hzL − hzR)2 , (C4)
Vδθ =
1
8J
(
1
µT
+
µT
µ2T − J2
)(hzL − hzR)
[
(h⊥L )
2 − (h⊥R)2
]
= vθ∆h
z
[
(h⊥L )
2 − (h⊥R)2
]
, (C5)
Replacing (hzL − hzR)/2 by σz , and |h⊥| by σ⊥, we can
estimate the typical magnitude of these terms.
The semiclassical calculation of dephasing due to the
above terms amounts to Gaussian averages [with respect
to distribution from Eq. (18)] of the phases corresponding
to various terms given above. For example, the S-T0
dephasing function due to VSS is given by
W clSS(t) =
∫
d2h⊥L
2piσ2⊥,L
e
− (h
⊥
L
)2
2σ2
⊥,L
∫
d2h⊥R
2piσ2⊥,R
e
− (h
⊥
R
)2
2σ2
⊥,R
× exp [−ivsst(h⊥L − h⊥R)2] . (C6)
Keeping in mind that σ2⊥=σ
2
⊥,L+σ
2
⊥,R, we calculate the
Gaussian integrals and obtain the expression for W clSS(t),
which turns out to be equal to the one given in Eq. (57).
In other words, the semiclassical calculation of dephasing
due to VˆSS is equivalent to neglecting the Larmor pre-
cession of nuclear spins in the RDT calculation given in
the main text.
Similarly, the dephasing function due to Vδθ is given
by
W clδθ(t) =
∫
dhzL√
2piσz,L
e
− (h
z
L
)2
2(σz,L)
2
∫
dhzR√
2piσz,R
e
− (h
z
R
)2
2(σz,R)
2
×WL(hzL, hzR)WR(hzL, hzR) (C7)
with
WL(h
z
L, h
z
R) =
∫
dhxLdh
y
L
2piσ2⊥,L
e−(h
x
L)
2/2σ2⊥,Le−(h
y
L
)2/2σ2⊥,L
×e−2ivθ∆hz((hxL)2+(hyL)2) . (C8)
The expression for WR is analogous, only with the sign
in front of vθ inverted. After carrying out the integrals
in WL and WR, we obtain
WL/R(h
z
L, h
z
R) =
1
1± 4ivθ∆hzσ2L/Rt
. (C9)
The decoherence function for a fixed value of ∆hz =
2θ can be obtained by multiplying the two expressions
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above. Since the coherence decay is faster when ∆hz is
larger, we find the lower bound for the decay time by re-
placing ∆hz with 2σz. Assuming dots of equal sizes, we
obtain the expression for W clδθ(t) that is identical to the
short-time (or single-isotope) result from Eq. (66).
In both calculations here, we have neglected any non-
trivial effects that the bath polarization can have on the
free induction decay signal. These effects, discussed in
Ref. 85, cannot be captured by the semiclassical approx-
imation. However, at small nuclear polarizations consid-
ered in this paper, they amount to a rather small quan-
titative change in decay time scale,85 which justifies our
approximation of neglecting them.
Appendix D: THD DISTRIBUTION OF
HYPERFINE COUPLINGS DEPENDENT ON
THE WAVE-FUNCTION SHAPE
In the study of coupled electron-nuclear spin dynam-
ics, we often need to evaluate moments of the hyperfine
interaction. Here we discuss the wave-function depen-
dence of these moments. For example, the nth moment
can be written as a sum over the nuclear index i as∑
i
Ani =
∑
α
nαAnα
∑
u
|Ψ(ru)|2n ,
=
∑
α
nαAnα
∫
ξnρ(ξ)dξ , (D1)
where the index u labels the Wigner-Seitz (WS) unit
cells, and ν0 is the volume of the WS unit cell. The en-
velope wavefunction is normalized as
∫ |Ψ(r)|2=ν0, and
the function ρ(ξ) parametrizes the “density of states” of
hf couplings32
ρ(ξ) =
1
ν0
∫
δ
(
ξ − |Ψ(r)|2)d3r . (D2)
As an example, if we assume that the envelope wavefunc-
tion is a two-dimensional Gaussian:
Ψ(r) =
√
ν0√
piaL
e−(x
2+y2)/2L2Θ(a/2− |z|) , (D3)
we have
ρ(ξ) =
NΨ
2ξ
Θ
(
2
NΨ
− ξ
)
, (D4)
where
NΨ ≡ 1∑
u |Ψ(ru)|4
=
2piaL2
ν0
. (D5)
As an example application, let us use the above ρ(ξ) to
calculate the quantity appearing in Sec. III A:
∑
u
|Ψ(ru)|8 =
∫
ξ4ρ(ξ)dξ =
2
N3Ψ
. (D6)
The prefactor 2 here depends on the exact shape of the
wavefunction, but the ∼N−3Ψ scaling is a general result.
Appendix E: EFFECTIVE DEPHASING
HAMILTONIANS BEYOND THE S-T0 SUBSPACE
For single-spin qubits, exchange interaction is used to
perform two-qubit gates and to transport spin states.4
In these operations, generally, all four two-spin states
are involved. For simplicity, we assume there is no inten-
tional field gradient between the neighboring quantum
dots (θT = 0). The presence of a field gradient would
complicate gates such as a simple SWAP. Under these
conditions, the effective dephasing Hamiltonians in the
two-spin Hilbert space can be written as
H˜ST = HˆS |S〉 〈S|+ HˆT+ |T+〉 〈T+|
+HˆT0 |T0〉 〈T0|+ HˆT− |T−〉 〈T−| , (E1)
where
HˆS = −J + HˆA − 1
2(µT + J)
∑
i,j
BiBjI
−
i I
+
j
+
1
2(µT − J)
∑
i,j
BiBjI
+
i I
−
j
= −J + HˆA + VˆSS + HˆB , (E2)
HˆT+ = −µT + δµˆ−
1
2µT
∑
i,j
CiCjI
−
i I
+
j
− 1
2(µT − J)
∑
i,j
BiBjI
+
i I
−
j (E3)
HˆT0 = −HˆA −
1
2µT
∑
i,j
CiCjI
−
i I
+
j
+
1
2µT
∑
i,j
CiCjI
+
i I
−
j
= −HˆA + HˆC , (E4)
HˆT− = µT − δµˆ+
1
2(µT + J)
∑
i,j
BiBjI
+
i I
−
j
+
1
2µT
∑
i,j
CiCjI
−
i I
+
j , (E5)
HˆA = − θˆ
2
J
. (E6)
This is the Hamiltonian we use to calculate the exchange
gate errors due to hyperfine interaction with nuclear spins
in Sec. V.
24
1 R. Hanson, L. P. Kouwenhoven, J. R. Petta, S. Tarucha,
and L. M. K. Vandersypen, Rev. Mod. Phys. 79, 1217
(2007).
2 R.-B. Liu, W. Yao, and L. J. Sham, Adv. Phys. 59, 703
(2010).
3 J. J. L. Morton, D. R. McCamey, M. A. Eriksson, and S. A.
Lyon, Nature 479, 345 (2011).
4 D. Loss and D. P. DiVincenzo, Phys. Rev. A 57, 120
(1998).
5 J. M. Elzerman, R. Hanson, L. H. Willems van Bereven,
B. Witkamp, L. M. K. Vandersypen, and L. P. Kouwen-
hoven, Nature 430, 431 (2004).
6 F. H. L. Koppens, C. Buizert, K. J. Tielrooij, I. T. Vink,
K. C. Nowack, T. Meunier, L. P. Kouwenhoven, and
L. M. K. Vandersypen, Nature 442, 766 (2006).
7 K. C. Nowack, F. H. L. Koppens, Y. V. Nazarov, and
L. M. K. Vandersypen, Science 318, 1430 (2007).
8 F. H. L. Koppens, K. C. Nowack, and L. M. K. Vander-
sypen, Phys. Rev. Lett. 100, 236802 (2008).
9 M. Pioro-Ladrie`re, T. Obata, Y. Tokura1, Y. S. Shin,
T. Kubo, K. Yoshida, T. Taniyama, and S. Tarucha,
Nat. Phys. 4, 776 (2008).
10 N. Shaji, C. B. Simmons, M. Thalakulam, L. J. Klein,
H. Qin, H. Luo, D. E. Savage, M. G. Lagally, A. J. Rim-
berg, R. Joynt, et al., Nat. Phys. 4, 540 (2008).
11 A. Morello, J. Pla, F. Zwanenburg, K. Chan, K. Tan,
H. Huebl, M. Mottonen, C. Nugroho, C. Yang, J. van
Donkelaar, et al., Nature 467, 687 (2010).
12 J. J. Pla, K. Y. Tan, J. P. Dehollain, W. H. Lim, J. J. L.
Morton, D. N. Jamieson, A. S. Dzurak, and A. Morello,
Nature 489, 541 (2012).
13 D. Press, T. D. Ladd, B. Zhang, and Y. Yamamoto, Nature
456, 218 (2008).
14 D. Press, K. De Greve, P. L. McMahon, T. D. Ladd,
B. Friess, C. Schneider, M. Kamp, S. Ho¨fling, A. Forchel,
and Y. Yamamoto, Nat. Photonics 4, 367 (2010).
15 A. Greilich, S. E. Economou, S. Spatzek, D. R. Yakovlev,
D. Reuter, A. D. Wieck, T. L. Reinecke, and M. Bayer,
Nat. Phys. 5, 262 (2009).
16 R. Brunner, Y.-S. Shin, T. Obata, M. Pioro-Ladrie`re,
T. Kubo, K. Yoshida, T. Taniyama, Y. Tokura, and
S. Tarucha, Phys. Rev. Lett. 107, 146801 (2011).
17 K. C. Nowack, M. Shafiei, M. Laforest, G. E. D. K.
Prawiroatmodjo, L. R. Schreiber, C. Reichl, W. Wegschei-
der, and L. M. K. Vandersypen, Science 333, 1269 (2011).
18 D. Kim, S. G. Carter, A. Greilich, A. S. Bracker, and
D. Gammon, Nat. Phys. 7, 223 (2011).
19 A. Greilich, S. G. Carter, D. Kim, A. S. Bracker, and
D. Gammon, Nat. Photonics 5, 702 (2011).
20 J. Levy, Phys. Rev. Lett. 89, 147902 (2002).
21 J. R. Petta, A. C. Johnson, J. M. Taylor, E. A. Laird,
A. Yacoby, M. D. Lukin, C. M. Marcus, M. P. Hanson,
and A. C. Gossard, Science 309, 2180 (2005).
22 S. Foletti, H. Bluhm, D. Mahalu, V. Umansky, and A. Ya-
coby, Nat. Phys. 5, 903 (2009).
23 B. M. Maune, M. G. Borselli, B. Huang, T. D. Ladd,
P. W. Deelman, K. S. Holabird, A. A. Kiselev, I. Alvarado-
Rodriguez, R. S. Ross, A. E. Schmitz, et al., Nature 481,
344 (2012).
24 I. van Weperen, B. D. Armstrong, E. A. Laird, J. Medford,
C. M. Marcus, M. P. Hanson, and A. C. Gossard, Phys.
Rev. Lett. 107, 030506 (2011).
25 M. D. Shulman, O. E. Dial, S. P. Harvey, H. Bluhm,
V. Umansky, and A. Yacoby, Science 336, 202 (2012).
26 A. Abragam, The Principles of Nuclear Magnetism (Ox-
ford University Press, New York, 1983).
27 F. Meier and B. P. Zakharchenya, eds., Optical Orientation
(North-Holland, New York, 1984).
28 I. A. Merkulov, A. L. Efros, and M. Rosen, Phys. Rev. B
65, 205309 (2002).
29 C. Deng and X. Hu, Phys. Rev. B 73, 241303(R) (2006).
30 W. Yao, R.-B. Liu, and L. J. Sham, Phys. Rev. B 74,
195301 (2006).
31  L. Cywin´ski, W. M. Witzel, and S. Das Sarma, Phys. Rev.
Lett. 102, 057601 (2009).
32  L. Cywin´ski, W. M. Witzel, and S. Das Sarma, Phys. Rev.
B 79, 245314 (2009).
33 H. Bluhm, S. Foletti, I. Neder, M. Rudner, D. Mahalu,
V. Umansky, and A. Yacoby, Nat. Phys. 7, 109 (2010).
34 I. Neder, M. S. Rudner, H. Bluhm, S. Foletti, B. I.
Halperin, and A. Yacoby, Phys. Rev. B 84, 035441 (2011).
35 R. de Sousa and S. Das Sarma, Phys. Rev. B 68, 115322
(2003).
36 W. M. Witzel and S. Das Sarma, Phys. Rev. B 74, 035322
(2006).
37 A. C. Johnson, J. R. Petta, J. M. Taylor, A. Yacoby, M. D.
Lukin, C. M. Marcus, M. P. Hanson, and A. C. Gossard,
Nature 435, 925 (2005).
38 F. H. L. Koppens, J. A. Folk, J. M. Elzerman, R. Han-
son, L. H. W. van Beveren, I. T. Vink, H. P. Tranitz,
W. Wegscheider, L. P. Kouwenhoven, and L. M. K. Van-
dersypen, Science 309, 1346 (2005).
39 W. A. Coish and D. Loss, Phys. Rev. B 72, 125337 (2005).
40 E. A. Laird, J. R. Petta, A. C. Johnson, C. M. Marcus,
A. Yacoby, M. P. Hanson, and A. C. Gossard, Phys. Rev.
Lett. 97, 056801 (2006).
41 W. Yang and R. B. Liu, Phys. Rev. B 77, 085302 (2008).
42 O. E. Dial, M. D. Shulman, S. P. Harvey, H. Bluhm,
V. Umansky, and A. Yacoby, Phys. Rev. Lett. 110, 146804
(2013).
43 A. P. Higginbotham, F. Kuemmeth, M. P. Hanson, A. C.
Gossard, and C. M. Marcus, arXiv:1306.2720 (2013).
44 K. M. Weiss, J. M. Elzerman, Y. L. Delley, J. Miguel-
Sanchez, and A. Imamog˘lu, Phys. Rev. Lett. 109, 107401
(2012).
45 G. Petersen, E. A. Hoffmann, D. Schuh, W. Wegscheider,
G. Giedke, and S. Ludwig, Phys. Rev. Lett. 110, 177602
(2013).
46 N. Shenvi, R. de Sousa, and K. B. Whaley, Phys. Rev. B
71, 224411 (2005).
47 W. A. Coish, J. Fischer, and D. Loss, Phys. Rev. B 77,
125329 (2008).
48  L. Cywin´ski, V. V. Dobrovitski, and S. Das Sarma, Phys.
Rev. B 82, 035315 (2010).
49  L. Cywin´ski, Acta Phys. Pol. A 119, 576 (2011).
50 X. Hu and S. Das Sarma, Phys. Rev. Lett. 96, 100501
(2006).
51 D. Culcer, X. Hu, and S. Das Sarma, Appl. Phys. Lett. 95,
073102 (2009).
52 J. K. Gamble, M. Friesen, S. N. Coppersmith, and X. Hu,
Phys. Rev. B 86, 035302 (2012).
53 M. Stopa and C. M. Marcus, Nano Lett. 8, 1778 (2008).
25
54 Q. Li,  L. Cywin´ski, D. Culcer, X. Hu, and S. Das Sarma,
Phys. Rev. B 81, 085313 (2010).
55 K. Roszak and P. Machnikowski, Phys. Rev. B 80, 195315
(2009).
56 X. Hu, Phys. Rev. B 83, 165322 (2011).
57 P. Stano and J. Fabian, Phys. Rev. Lett. 96, 186602 (2006).
58 M. Raith, P. Stano, F. Baruffa, and J. Fabian, Phys. Rev.
Lett. 108, 246602 (2012).
59 M. Borhani and X. Hu, Phys. Rev. B 85, 125132 (2012).
60 X. Hu and S. D. Sarma, Phys. Rev. A 61, 062301 (2000).
61 J. M. Taylor, J. R. Petta, A. C. Johnson, A. Yacoby, C. M.
Marcus, and M. D. Lukin, Phys. Rev. B 76, 035315 (2007).
62 R. Li, X. Hu, and J. You, Phys. Rev. B 86, 205306 (2012).
63 J. Sa¨rkka¨ and A. Harju, Phys. Rev. B 77, 245315 (2008).
64 H. Bluhm, S. Foletti, D. Mahalu, V. Umansky, and A. Ya-
coby, Phys. Rev. Lett. 105, 216803 (2010).
65 J. R. Petta, J. M. Taylor, A. C. Johnson, A. Yacoby, M. D.
Lukin, C. M. Marcus, M. P. Hanson, and A. C. Gossard,
Phys. Rev. Lett. 100, 067601 (2008).
66 Y. Tokura, W. G. van der Wiel, T. Obata, and S. Tarucha,
Phys. Rev. Lett. 96, 047202 (2006).
67 L. V. C. Assali, H. M. Petrilli, R. B. Capaz, B. Koiller,
X. Hu, and S. D. Sarma, Phys. Rev. B 83, 165301 (2011).
68 I. T. Vink, K. C. Nowack, F. Koppens, J. Danon, Y. V.
Nazarov, and L. M. K. Vandersypen, Nat. Phys. 5, 764
(2009).
69 C. Latta, A. Ho¨gele, Y. Zhao, A. N. Vamivakas,
P. Maletinsky, M. Kroner, J. Dreiser, I. Carusotto,
A. Badolato, D. Schuh, et al., Nat. Phys. 5, 758 (2009).
70 X. Xu, W. Yao, B. Sun, D. G. Steel, A. S. Bracker, D. Gam-
mon, and L. J. Sham, Nature 459, 1105 (2009).
71 S. M. Frolov, J. Danon, S. Nadj-Perge, K. Zuo, J. W. W.
van Tilburg, V. S. Pribiag, J. W. G. van den Berg, E. P.
A. M. Bakkers, and L. P. Kouwenhoven, Phys. Rev. Lett.
109, 236805 (2012).
72 A. V. Khaetskii, D. Loss, and L. Glazman, Phys. Rev. Lett.
88, 186802 (2002).
73 C. Barthel, D. J. Reilly, C. M. Marcus, M. P. Hanson, and
A. C. Gossard, Phys. Rev. Lett. 103, 160503 (2009).
74 R. Winkler, Spin-Orbit Coupling Effects in Two-
Dimensional Electron and Hole Systems (Springer-Verlag,
Berlin, 2003), appendix B.
75 W. M. Witzel and S. Das Sarma, Phys. Rev. B 77, 165319
(2008).
76 V. V. Dobrovitski, A. E. Feiguin, R. Hanson, and D. D.
Awschalom, Phys. Rev. Lett. 102, 237601 (2009).
77 R.-B. Liu, W. Yao, and L. J. Sham, New J. Phys. 9, 226
(2007).
78 W. A. Coish, J. Fischer, and D. Loss, Phys. Rev. B 81,
165315 (2010).
79 W. M. Witzel, X. Hu, and S. Das Sarma, Phys. Rev. B 76,
035212 (2007).
80 A. M. Tyryshkin, J. J. L. Morton, S. C. Benjamin, A. Ar-
davan, G. A. D. Briggs, J. W. Ager, and S. A. Lyon, J.
Phys. Condens. Matter 18, S783 (2006).
81 E. Abe, A. M. Tyryshkin, S. Tojo, J. J. L. Morton, W. M.
Witzel, A. Fujimoto, J. W. Ager, E. E. Haller, J. Isoya,
S. A. Lyon, et al., Phys. Rev. B 82, 121201 (2010).
82 X. Wang, L. Bishop, J. Kestner, E. Barnes, K. Sun, and
S. Das Sarma, Nature Communications 3, 997 (2012).
83 J. P. Kestner, X. Wang, L. S. Bishop, E. Barnes, and
S. Das Sarma, Phys. Rev. Lett. 110, 140502 (2013).
84 G. T. Hickman, X. Wang, J. P. Kestner, and S. Das Sarma,
arXiv:1303.6950 (2013).
85 E. Barnes,  L. Cywin´ski, and S. Das Sarma, Phys. Rev.
Lett. 109, 140403 (2012).
