Abstract. We consider a control problem for a stochastic Burgers equation. This problem is motivated by a model from the control of Turbulence (see [Choi et al., J. Fluid Mech., 253 (1993), pp. 509-543]). We study a sequence of approximated Hamilton-Jacobi equations by using dynamic programming.
1. Introduction. It has been shown in [3] that the stochastic Burgers equation is a good and simple model with which to study turbulence phenomena. The mathematical study of this equation has been the object of several papers [2] , [9] , [10] , [17] , [21] .
This model also has been used in [6] to test a numerical algorithm for reducing the cost function in the very important problem of the control of turbulence.
In this paper we consider the stochastic Burgers equation with distributed parameter controls. The cost function has the same form as in [6] and contains the analogue of the kinetic energy. The problem is as follows: minimize where x ∈ L 2 (0, 1). Here W is a cylindrical Wiener process on L 2 (0, 1) (in other words dW dt is the "space-time white noise") and is adapted to a stochastic basis (Ω, F, {F t } t≥0 , P) (of course the control z has to be adapted to the filtration {F t } t≥0 ). Moreover Q is a symmetric linear operator on L 2 (0, 1). In (1.1) the operator √ Q acts both on the noise and on the control. This is essential in our work: it enables us to use a Hopf transform on the Hamilton-Jacobi equation (see below). This might be a restriction in the applications. However, this assumption is not artificial. It can be interpreted as a control acting on the solution in the same way as the noise or as a noise acting on the control. It is easy to see that the cost functional J cannot have finite values unless Q is a nuclear operator. This is a simple consequence of the Ito formula.
In this paper we study this control problem following the dynamic programming approach. We solve the associated Hamilton-Jacobi equation and prove that it has a solution that coincides with the value function. More precisely, let A be the unbounded operator on L 2 (0, 1) defined by
and F, g are the nonlinear functions:
.
Then we can associate our control problem with the Hamilton-Jacobi equation Moreover, for each control z and its associated solution X of (1.1), the fundamental identity holds: The function v satisfies
so that using the Feynmann-Kac formula we have an explicit representation for u,
where Y is the solution to the uncontrolled equation
(1.9)
The study of second-order Hamilton-Jacobi equations has been the object of several articles. Existence and uniqueness in finite and infinite dimensions have been obtained using semigroups methods (see [1] , [8] , [4] , [5] , [13] , [14] , [15] ) and also using the concept of viscosity solution (see [7] , [12] , [19] , [20] , [16] ). However, these results do not cover our case. Indeed here we simultaneousy have a non-Lipschitz Hamiltonian
, and the nonlinear term f (x) = ∂ ∂ξ (X 2 ) coming from the Burgers equation. All the formula described above can be derived formally; we use an approximation technique to justify them. We consider an approximate problem which is finite dimensional by using a Galerkin approximation and in which g and f are replaced by bounded and Lipschitz functions. We obtain a control problem which we can solve easily and a sequence {u m } of approximations of the solution to (1.2). We derive several a priori estimates and prove convergence of the approximation. The main difficulty is that we are not able to obtain an a priori estimate in the space of C 1 bounded functions on u m . We have only the estimates
and a similar estimate on u m xx (t). However, we are able to prove that u m converges to a C 2 function u which is a solution of (1.2) , that the formulas (1.1) and (1.3) hold, and that the closed loop equation (1.5) has a unique solution. Thus the original control problem is completely solved.
2. Preliminaries and main results. Let H = L 2 (0, 1) endowed with the usual norm and inner product denoted by | · | and (·, ·). We define a linear operator A in H by setting
As usual, H k (0, 1), k ∈ N, is the Sobolev space of all functions in H whose derivatives up to the order k belong to H, and H 1 0 (0, 1) is the subspace of H 1 (0, 1) of all functions whose traces at 0 and 1 vanish.
The operator A is self-adjoint and strictly negative and has a compact inverse. We can define (−A) s and D((−A) s ) for any s ∈ R. For s = 1 2 , we have D((−A) 1/2 ) = H 1 0 (0, 1) and its norm and inner product are denoted by
The sequence of eigenvalues of A is
and it is associated with the orthonormal basis of eigenvectors {e k } k∈N ,
For any positive integer m we denote by P m the orthogonal projector on the space spanned by e 1 , . . . , e m . We also consider a linear operator Q which is assumed to be symmetric, nonnegative, and of trace class; and a cylindrical Wiener process W on H associated with a stochastic basis (Ω, F, {F t } t≥0 , P). (The reader is referred to [11] for precise definitions.) Let L 
The control problem we want to study is
where X is the solution of the controlled Burgers equation
2) has a unique solution. More precisely, its solution can be constructed as the limit of Galerkin approximations. For m ∈ N, we define F m by
where
and we consider the following Galerkin approximation of (2.2):
where z m ∈ L 2 W (Ω × [0, T ]; P m H) and x m ∈ P m H. The existence and uniqueness of X m follow from the classical theory of finite dimensional stochastic differential equations.
We will need a lemma, whose proof is given in the appendix.
and almost surely in L 2 ([0, T ] × H). As mentioned in the introduction, we can formally associate the following HamiltonJacobi equation with the control problem (2.1)-(2.2): 
and so, by the Feynmann-Kac formula,
where Y is the solution to the uncontrolled Burgers equation
It is classical that Y is two times differentiable with respect to x. More precisely, we have the following lemma, whose proof is given in the appendix.
Lemma 2.2. The function v defined by (2.6)-(2.7) is two times differentiable with respect to x ∈ H. For any (x, h) ∈ H × H, its derivative at x in the direction of h is given by
8)
where η h is the solution of
Moreover, its second derivative is given by
where ζ h is the solution of
We will also consider the Galerkin approximation of (2.9),
and of (2.11),
where Y m is the solution to
and
→ 0 almost surely when m → ∞. The proof of this lemma is given in the appendix. In section 4 we will prove, by an approximation technique, that v given by (2.6) is a strict solution of (2.5). By strict solution we mean that v is a C 2 function with respect to x; that for any x ∈ D(A), t → v(t, x) is a C 1 function; and that (2.5) holds for any (t, x) ∈ D(A) × [0, T ]. We will also obtain that u = ln v is a strict solution of (2.4).
Then, again by approximation, we show that the fundamental identity (1.4) holds. It remains to be proved that the closed loop equation (1.5) has a unique solution X * . The difficulty here is that we have only a rather bad estimate on u x . We will consider this problem in section 5.
The main result of this paper, whose proof is presented in sections 4 and 5, is the following.
Theorem 2.4. Let v be defined by (2.6)-(2.7) and u = − ln v; then u is a strict solution to the Hamilton-Jacobi equation
The approximated control problem is
where X m is the solution of (2.3). We define for l, m ∈ N,
where Y m is the solution of (2.14). It defines a two times continuously differentiable function with respect to x m ∈ P m H, and for h ∈ P m H we have
where η h m is the solution of (2.12) and
where ζ h m is the solution of (2.13). By the Feynman-Kac formula we know that v l,m satisfies the equation
Therefore the function
is two times continuously differentiable and it can be checked that it is a solution of the Hamilton-Jacobi equation associated with (3.1):
A standard computation using Ito's formula shows that
Taking the expectation, we obtain the fundamental identity
We deduce that if X * l,m is the solution to the closed loop equation
then there exists a unique optimal control z * l,m for (3.1) which is given by the feedback formula
We will see below (see Lemma 4.1) that v l,m xm (T − t, X * l,m ) is a globally Lipschitz and bounded function so that by (3.5) the same holds for u l,m xm (T − t, X * l,m ) and we know that X * l,m exists and is unique. We also have
where Y m satisfies (2.14). We will also use the function
where Y m is the solution of (2.14), with first and second derivatives given by
where η h m and ζ h m are defined by (2.12), (2.13). In the next two sections, c denotes any constant depending only on the data A, Q, T. We always use the same symbol c although the constants have different values. Sometimes, we use a constant depending on ω ∈ Ω, or m ∈ N, . . . , in which case we will write C(ω) or k m , . . . .
Also, when f is a C 1 (resp., C 2 ) function from H or P m H to R, we will identify its first (resp., second) differential f x (resp., f xx ) with the gradient (resp., the Hessian) of f ; i.e., we use the two notations
respectively. 4. Passing to the limit. We take the limit in our approximation in two steps. We first proceed to the limit l → ∞, then, using a priori estimates on the Galerkin approximation, we take the limit m → ∞. We first bound v l,m uniformly in l. Lemma 4.1. For any m ∈ N there exists a constant k m depending on m and on A, Q, T such that for any
Proof. We have the following inequalities: Similarly we have for the solution of (2.13) Using (4.1)-(4.4) and the dominated convergence theorem it can be seen that for any
when l → ∞. Also, using Lemma 4.1 and with another application of the dominated convergence theorem, it follows that v m is a solution of
(4.8)
From Lemma 4.1 we deduce the following estimates on
Lemma 4.2. For any m ∈ N, there exists a constant k m depending on m and on A, Q, T such that for any
Proof. By Jensen's inequality we have
By Ito's formula we have
Now (i) follows from the definition of u l,m , and (ii), (iii) from the chain rule. Let us define
Then by (4.7) for any x m ∈ P m H, t ∈ [0, T ], 
(4.10)
Using Ito's formula we have for any
(4.11)
We now derive some a priori estimates uniform in m in order to take the limit m → ∞. Lemma 4.3. There exists a constant k 1 depending on A, Q, T such that for any
Remark 4.4.
• We are not able to give an a priori estimate on v l,m independently of m. This explains why we take the limit in two steps.
• We do not have a lower bound on v m such as in (3.5) for v l,m . Thus we do not know whether u m has a bounded derivative. Formally u m and v m are associated to the control problem in which the cost functional J l,m is replaced by
We shall prove in section 5 that the corresponding closed loop equation has a unique solution.
Proof of Lemma 4.3. Let us first note that
Let h ∈ P m H. We take the scalar product of (2.12) with η h m and obtain 1 2
by integration by parts and Hölder's inequality. Using interpolation and the Sobolev embedding theorem, we have
Hence, using Young's inequality,
and, by Gronwall's lemma,
Ym(s)
4/3 ds |h| 2 .
(4.16)
We infer from (3.13) and the Cauchy-Schwarz inequality that
Ym(s) 4/3 ds |h| and (i) follows from elementary inequalities. For the second estimate we take the scalar product of (2.13) with ζ h m and obtain 1 2
and use
We deduce
and by (4.15), (4.16), and Gronwall's lemma
Ym(s) and (ii) follows. Applying Lemma 2.1 with z m = 0 and x m = P m x, we easily prove that for each
when m → ∞. Also, we have for any x ∈ H, t ∈ [0, T ],
It follows from Lemma 2.2 and Lemma 2.3 that the quantity inside of the expectation of the right-hand side above almost surely goes to zero. We infer from the dominated convergence theorem and estimate (4.16) that
By a similar argument, we prove that for any 
We choose x ∈ D(A). Using Lemma 4.3, we have for any s ∈ [0, T ]
We have used inequalities
and the following consequence of Agmon's inequality:
We deduce from (4.18), (4.19) , (4.20) , and the dominated convergence theorem that for
Since v, v x , v xx are continuous with respect to t, it follows that t → v(t, x) is a C 1 function for x ∈ D(A), and for x ∈ D(A), t ∈ [0, T ],
so that v is a strict solution of (2.5). The following lemma is an easy consequence of Lemma 4.2, Lemma 4.3, and (4.9). Lemma 4.5. For any x m ∈ P m H, t ∈ [0, T ] we have
From (4.18), (4.19) , and (4.20) we have for Arguing as above we see that t → u(t, x) is a C 1 function for x ∈ D(A), and for
and u is a strict solution of the Hamilton-Jacobi equation (2.4). We now want to take the limit m → ∞ in (4.11). Lemma 4.6. Let x ∈ H and z ∈ L 2 W (Ω × [0, T ]; H), let X be the solution of (2.2) and X m the solution of (2.3), with x m = P m x, z m = P m z. Then
Proof. It is shown in the proof of Lemma 2.1 that X m is almost surely bounded in L ∞ (0, T ; H) and it converges almost surely in L 2 (0, T ; H) to X. By the mean value theorem and Lemma 4.5(iii) it follows
in H for any t ∈ [0, T ], and by Lemma 4.5(ii) and the dominated convergence theorem we deduce that this convergence holds in
We take x m = P m x, z m = P m z in (4.11). Then thanks to Lemma 2.1, (4.21), and Lemma 4.6 we can take the limit and deduce that 
By the Gronwall lemma it follows easily that
Since it converges pointwise to √ Q u x (T − t, X(t)) we have by Fatou's lemma
. Therefore we can take the expectation in (4.22 ) and obtain the fundamental identity
5. Existence of a solution to the closed loop equation. We now consider the closed loop equation
We first note that thanks to Lemma 4.5 and (4.21)
Hence u x is locally Lipschitz in x. This is the main ingredient in the proof of the following result.
Lemma 5.1. There exists at most one solution of (5.1) with trajectories in
Proof. Let X 1 , X 2 be two solutions of (5.1) and X = X 1 − X 2 . We have
By the Sobolev embedding theorem
Thus by Gronwall's lemma
The result follows since X(0) = 0. We prove the existence of X * by approximation. Let X * l,m be the solution of (3.9) with x m = P m x.
Lemma 5.2. There exists a constant k 2 depending only on A, Q, T such that for any l, m ∈ N E sup
Proof. First we have
by Ito's formula, where z * l,m is defined in (3.10). It follows that
The result follows by the application of a Martingale inequality. We deduce that there exists
We now derive a pathwise estimate for solutions of (3.9). Lemma 5.3. Let k(ω) be a random variable. For any m ∈ N, there exist random times t m k and constants c m k such that if X l,m is a solution of (3.9) satisfying
Using similar arguments as in the proofs of Lemmas 2.1 and 4.2 we can prove
We set
It is easy to obtain
and if we take
we have
. Now the proof can be completed easily. It is not difficult to use the estimate in Lemma 5.3 and to prove that, for almost all ω ∈ Ω, a subsequence {X * 
Arguing as in the proof of Lemma 5.3 and using Lemma 4.5 and the uniform bound- 1) ), we prove the following pathwise estimate on X * m . Lemma 5.4. Let k(ω) be a random variable; there exists a random time t k and a constant c k such that if X m is a solution of (5.5) satisfying
Now we can repeat the argument that we have used to construct X * m and obtain X * , a solution of (5.1) on [0, T ] such that
It remains to prove that
This ends the proof of Theorem 2.4. To derive an a priori estimate, we take the scalar product of (A.1) by X m . Using integration by parts, interpolation inequality, Sobolev embedding theorem, and Young's inequality, we have This proves that for fixed ω ∈ Ω, {X m } is a bounded sequence in L ∞ (0, T ; L 2 (0, 1)) and L 2 (0, T ; H 1 0 (0, 1)). By standard arguments based on compactness and the uniqueness of the limit (see [18] ), we deduce that {X m } converges almost surely to X in We set X = X + W A and have dX = (AX + F (X) + Q z)dt + Q dW,
We apply Ito's formula to |X m | 2 and take the expectation x (resp., Y x+h ) be the solution of (2.7) with initial datum x ∈ H (resp., x + h ∈ H). We set
r satisfies the equation
By similar arguments as in the proof of Lemma 4.3, we have The first part of the lemma follows by Lemma 2.1. The proof of the second part goes along the same line.
