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ANALYSIS OF CRAQUELURE PATTERNS FOR CONTENT-BASED
RETRIEVAL
by Fazly Salleh Abas
The advent of multimedia technology has oﬀered a new dimension in computerised appli-
cations. Art-based applications are among those which have and will continue to beneﬁt
from this advancement. Content-based image retrieval (CBIR) and analysis is attracting
attention from museums and art institutions. One of the image-based requirements from
museums is to automatically classify craquelure (cracks) in paintings for the purpose of
aiding damage assessment using non-destructive monitoring and testing. Craquelure in
paintings can be an important element in judging authenticity, use of material as well
as environmental and physical impact, which these can contribute to diﬀerent craquelure
patterns. Mass screening of craquelure patterns will help to establish a better platform
for conservators to identify cause of damage and a content-based approach is seen as an
appropriate path.
This thesis covers the issues of crack enhancement and detection, using a mathemati-
cal morphology technique, namely the top-hat operator and also a grid-based automatic
thresholding. Craquelure representation aids the processes of craquelure pattern analysis in
which the Freeman chain-code is used as a basis for converting the image-based representa-
tion into a hierarchically structured numerical form. This hierarchical representation oﬀers
several advantages in the sense that detected craquelure patterns can be pruned, according
to a certain rule for eliminating suspected noise and insigniﬁcant structures. Information
can be retrieved in a ﬂexible way, given multi-level access into structural detail. A group-
ing technique determines ‘objects-of-interest’ and structured craquelure patterns, named
crack-networks are grouped using proximity and characteristic rules. Craquelure patterns
are generalised by utilising conservative approximations based on the minimum bounding
rectangle (MBR) and rotated minimum bounding rectangle (RMBR). Meaningful features
based on orientation histograms and structural statistics are extracted to distinguish be-
tween craquelure patterns. The resultant features are used as inputs for a three-stage
average distance k-nearest neighbour (k-NN) classiﬁer with fuzzy outputs where the goal
is to produce class memberships. A prototype architecture of a craquelure retrieval system
is also discussed.Contents
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Introduction
Every day, a huge amount of data is generated, thanks to the rapidly increasing size of
digital storage space as well as the advent of the World Wide Web (WWW). Storage and
retrieval of digital information is now possible at phenomenal speed, almost unimaginable
just a decade ago. Information may contain pictorial data such as images or video sequences,
as well as synthetic illustrations, diagrams, charts or computer aided graphics. In short,
the huge amount of data is increasingly diverse and can be more than just small chunks of
several kilobytes, extending to gigabytes and even terabytes of storage space.
Not only is multimedia information generated at an ever increasing rate, it is also transmit-
ted all over the world due to the expansion of the WWW. Accordingly, the issue of eﬃcient
information storage and retrieval is one that requires thorough attention. Information will
be less meaningful to users unless it is organized in a systematic way to allow eﬃcient
browsing, searching and retrieval.
With the unprecedented amount of information available, it is sometimes hard to ﬁnd the
precise piece of information needed. In a simple scenario where a user issues a simple text
query, the one relevant document may be buried within 10000 irrelevant ones. Accordingly,
the user has to issue several more queries to cut the list down to a small size. When
looking for non-textual information, digital images are a convenient media for describing
and storing spatial, temporal, spectral and physical components of information contained
in a variety of domains (e.g aerial/satellite images in remote sensing, medical images in
telemedicine, ﬁngerprints in forensics, museum collections in art history, and registration
of trademarks and logos) [1]. Large volumes of these images make it diﬃcult for users to
quickly browse through the entire database.
In an era where multimedia information has a great deal of inﬂuence on the human lives,
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the quest for eﬃcient information retrieval is inevitable. Compared to text, multimedia
information imposes greater demands and challenges than text alone, especially in terms
of storage and computation. Computation of information from an image is highly complex
compared to information from text. Text is a discrete, symbolic medium; images are non-
discrete and involve huge amounts of perception ambiguities, thus requiring signiﬁcant
computational work to gain suﬃcient information. Image retrieval has been an active area
of research for approximately three decades.
Conceptually, image retrieval can be divided into text-based (TBIR) and content-based
(CBIR). Text-based image retrieval existed since the 1970s, while content-based image
retrieval emerged in the early 1990s. Traditionally, textual features such as ﬁlenames, cap-
tions and keywords are used to annotate and retrieve images. However, there are several
problems with these approaches. First of all, human involvement is required to describe and
tag the contents of the images in terms of selected captions and keywords. Beyond that,
the spatial relationships among the various objects in an image have to be expressed to un-
derstand its content. With the increasing size of the database, the use of keywords becomes
not only cumbersome but also inadequate to represent the image content. Keywords are
inherently subjective and not unique. The linguistic barrier is also seen as a major problem
if the database is to be shared globally. Keywords will be ineﬀective. Another problem is
the inadequacy of uniform textual descriptions of attributes such as shape, colour, texture,
etc.
These problems trigger the need for CBIR, where instead of manually annotating the images
with keywords, images would be indexed by their own visual content. Some noticeable
problems do arise in this approach, such as segmenting images into meaningful regions,
extracting features that capture the perceptual meanings and matching images. However,
research communities are working actively together to tackle such problems. To date, a
vast amount of techniques and frameworks have been developed in this particular direction
and further advancements are anticipated in the coming years.
1.1 Content-Based Image Retrieval (CBIR)
The rapid advancement in CBIR-related research over the past few years has been due
to the rapid increase in the size of digital image collections [2]. This advancement allows
eﬃcient browsing, searching and retrieval. Since the early 1990s, content-based image
retrieval (CBIR) has become a very active research area. Many retrieval systems, both
commercial and research have been built. There are three fundamental components of aChapter 1 Introduction 3
CBIR, namely visual feature extraction, multi-dimensional indexing and retrieval system
design [2].
Feature extraction is the basis of any CBIR system. Within the scope of a visual content,
features can be classiﬁed as general features and domain-speciﬁc features. General features
can include shape, colour and texture, while examples of domain-speciﬁc features are faces
and ﬁngerprints. Due to subjective perception, no single best representation for a given
object or image exists. Diﬀerent individuals have diﬀerent thoughts about object similarities
and representations. Interestingly, even an individual sometimes has diﬀerent opinions
about an object on separate occasions. The use of features varies with applications and
user-demands. Thus, a highly ﬂexible CBIR system which can vary its feature selection
based on demand is always desired.
In large-scale CBIR systems, an eﬃcient multi-dimensional indexing technique is highly
desirable. This is to make the CBIR system truly scalable to large size image collections.
A CBIR system must be prepared to overcome two problems: the high-dimensionality
of feature vectors and non-Euclidean similarity measures since they may not eﬀectively
emulate human perception [2]. To solve the problems, a popular ﬁrst step is to perform
dimension reduction and then use appropriate multi-dimensional indexing techniques, which
are capable of supporting non-Euclidean similarity measures.
Most CBIR systems support at least one of the following methods [3]:
• random browsing
• search by example
• search by sketch
• search by text (including keyword or speech)
• navigation with customised image categories
Among the notable CBIR systems are QBIC [4], MARS [5], NeTra [6], Virage [7], Retrieval-
Ware [8], Photobook [9], VisualSeek [10], Webseek [11], ART MUSEUM [12], Blob-world
[13, 14], etc. Figure 1.1 illustrates the typical architecture of a CBIR system.
1.2 Computer Vision for Art
Following a revolutionary trend, museums and art galleries are beginning to digitise their
collections, not just to make them publicly available on the web, but also for internalChapter 1 Introduction 4
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Figure 1.1: Typical CBIR architecture.
use within the museums’ or galleries’ own environment. Digitising the collection means
providing a faster and more eﬃcient way of recording what is available, thus giving a new
dimension to methods of information retrieval within the environment itself. Instead of
storing the information in a traditional manner, the ability to store it digitally opened the
path for further manipulation of the technology, where digital preservation and restoration
can play their part. Many paintings and artefacts were created centuries ago and are in need
of preservation and restoration, to make sure that their physical appearance is maintained.
Manual recording and detection of aging seem less eﬃcient, given the increasing number of
collections and electronic-based approaches seems to be the best choice.
Driven by the availability of eﬀective electronic imaging tools and computer vision ad-
vancement, signiﬁcant growth has occurred in research on computer vision relating to art,
including quality evaluation of art images [15, 16], image processing tools for art analy-
sis [17, 18], virtual enhancement as well as restoration [19, 20, 21, 22, 23, 24, 25], image
retrieval [26, 27, 28, 29, 30, 31, 32] and as an aid for conservation [33, 34, 35, 36, 37, 38, 39].
As regards quality evaluation of art images, Barni et al. [21] presented a new approachChapter 1 Introduction 5
for modelling the human visual system (HVS) which is then implemented in an automatic
system for quality estimation of art images. Eastaugh [16] discussed the types of information
that can be directly obtained from the scientiﬁc study of paintings. The ﬁrst is a localised
analysis of composition that provides information about the materials that the artist chose,
while the other is the imaging of these materials across the painting, showing how they
were used. Eastaugh concentrated more on the latter in most of the paper, looking into
how imaging techniques (i.e. X-ray, infra-red etc.) can be used to give an idea of what can
be discovered on and inside a painting.
Research has also been conducted to produce image processing tool for art analysis. Bonachi
et al. [17] introduced the ArtShop software, which operates in two directions: quality
improvement and virtual restoration. Among the algorithms available in this software are
ﬁlters for removing noise and crack ﬁlling. M¨ uller [18] concentrated on the use of image
processing techniques for the interpretation of paintings, the detection of degradations
caused by transport and the characterisation of inks in the near infrared. The signiﬁcance
of the work is that M¨ uller implemented a system that allows detection of alterations or
damage of a painting after transportion. Using resampling and line detection algorithms and
with some interactive steps, changes in cracks are evaluated for possible damage. Climatic
conditions, shock and vibration are also taken into consideration in determining the causes
of damage.
A signiﬁcant amount of art-related research has focused on the virtual enhancement and
restoration of paintings. Basically, image processing techniques are used to produce a dig-
itally restored version of the original physical artwork (virtual restoration) [21, 24], which
is then used for digital archiving. de Polo [20] touched the general issues behind painting
restoration and enhancement. One of the issues mentioned is the fact that digital im-
age editing allows old and damaged images to be repaired, restored, preserved, archived
and protected. In comparison with traditional retouching techniques, digital technology
is better, faster and less expensive. de Polo also explained simple techniques using ﬁlters
to enhance images for archiving purposes. Smolka and Szezapanski [19] proposed a new
eﬃcient algorithm of noise suppression in colour images using a multichannel image en-
hancement capable of reducing impulsive and Gaussian noise, while Pappas and Pitas [23]
presented ways of digitally restoring colour in old paintings. Giakoumis and Pitas [22] per-
formed digital removal of cracks in paintings by using morphological high-pass operators
[40, 41, 42], called the top-hat transformation [43], followed by a thresholding process. They
also performed a crack ﬁlling procedure to ﬁll the empty areas left behind by the cracks.
One problem they found was that brush strokes may be detected as cracks, because of theirChapter 1 Introduction 6
structural similarities, and to tackle this, they applied a separation technique using hue
and saturation information in the HSV (hue, saturation, value) and HSI (hue, saturation,
intensity) colour space. A semi-automatic approach is also explained.
Huge collections of art-related information is already available in most museums across
the world, and in conjunction with the recent advancements in CBIR technology, image
retrieval approaches have been used to perform eﬃcient searches from large databases. The
Artiste (Integrated Art Analysis and Navigation Environment) project [26] aimed to pro-
vide access across museum collections using metadata as well as content-based retrieval of
image data. One aspect of the project involved navigation facilities. A particular objective
was to provide a facility for retrieving images from a collection or for navigating to related
information in the database, given a query image, which may be only a part of a particular
image in the collection. Chan et al. [30] described part of the work done for the ARTISTE
project [26] as aiming towards developing a distributed database of art images from Euro-
pean art galleries. A particular objective of their work concentrated on retrieving an image
from a collection or navigating to related information in the database, given a query image
which may be only a part of a particular image in the collection. More speciﬁcally, their
work is based on using colour coherence vectors (CCV) extracted from image patches for
the query and target images at a range of scales with multiple vector matching in order
to ﬁnd the best sub-image matches. Westmacott et al. [29] demonstrate the use of colour
patches to retrieve images from a large archive using colour as the cue for similarity.
Another of the image-based requirements of the ARTISTE project, which originated from
the Uﬃzi Gallery in Florence, is to automatically classify craquelure in paintings to assist
damage assessment. Craquelure in paintings can also be used for other research [44], and
can be a very important element in judging authenticity and use of material as well as
environmental and physical impact, because these can lead to diﬀerent craquelure patterns.
Although most conservation of ﬁne artwork relies on manual inspection for deterioration,
the ability to screen the whole collection semi-automatically is believed to be a useful
contribution to preservation. Crack formations are inﬂuenced by factors including aging
and physical impacts, which also relate to the wooden framework of the paintings. It is
hoped that the mass screening of craquelure patterns will help to establish a better platform
for conservators to identify the cause of damage.
With the advancement of acquisition technologies, paintings can be digitised in various
ways. Besides normal photographs, X-radiography (X-ray) [16] and Xeroradiography 1 [45]
1A process in which X-radiation forms a latent electrostatic image, usually on a selenium-coated plate,
the charged image areas attracting and holding a ﬁne powder (toner) which can be transferred to a paper
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introduced a new dimension into the conservation of ﬁne artwork. Details such as brush
strokes are not clearly visible in an X-ray image, allowing easy detection of cracks. A
similarly important property is the ability of X-rays to capture the physical structures of a
painting framework [25] (e.g. stretcher bars, nails, wedges). This will enable conservators to
directly relate crack patterns with the presence of these physical structures, allowing more
eﬃcient analysis and monitoring. Their presence is also believed to contribute to diﬀerent
crack patterns. The ability to identify these patterns and relate them to the various physical
structures is an area which draws quite a lot of attention from art conservators [44, 46]. A
content-based analysis of craquelure patterns will introduce more ﬂexibility in performing
the task.
1.3 Shape Analysis
Description of visual data in general beneﬁts from the use of salient features such as shapes,
texture and colour. Shapes have long been one of the important cues used for content-
based retrieval of images. Shape is a concept that is widely understood yet diﬃcult to
deﬁne [47]. Among all common features (i.e. shape, texture and colour), retrieval and
indexing of the information is a highly challenging task, due to the complexity of the feature
description and the diﬃculties in deriving a suitable similarity matching function [48]. Many
contributions have been made by researchers on this particular area with wide a range of
applications, namely character recognition, ECG analysis, EEG analysis, cell classiﬁcation,
chromosome recognition, automatic inspection, technical diagnostics, content-based image
retrieval, image and video coding.
With the diverse nature of applications and techniques, shape analysis can be classiﬁed into
two major approaches, the ﬁrst being a global approach based on global statistics derived
from the whole shape of an object (i.e. the global approach), while the second approach
concentrates on primitives which are computed from a shape’s local regions (i.e. the local
approach). Another popular classiﬁcation of shape representation is as described by Sonka
et al. [49], where it is divided into two: contour-based and region-based.
Chain-codes describe an object by a sequence of unit-size line segments with a given orien-
tation. The ﬁrst information in the chain-code must contain details about its position, to
allow the region to be reconstructed. The process results in a sequence of numbers, which
are arranged in a chain-like formation. A chain-code C in an ordered sequence of links
is written in the form C = c1c2c3...cn−1 where n is the number of pixels in the boundary
of the object. Omitting the position information results in a position invariant feature.Chapter 1 Introduction 8
However, chain-codes are very sensitive to rotation, scaling and noise. A slight change in
orientation will cause a major error in object matching using chain-codes. The Freeman
chain-code [50, 51] has been used for various kinds of image processing, including ﬁnding
features of curves/lines [52, 53]. Chain-codes can be implemented as either 4-connectivity
(mod 4) or 8-connectivity (mod 8), depending on application suitability (Figures 1.2(a)
and 1.2(b)). For a complex contour, a mod 8 chain-code stores a more accurate description
of a boundary compared to mod 4. Figure 4.2 shows an example of a contour described
by the Freeman chain-code. There are some variations to the implementation of the Free-
man chain-code such as the generalised chain-code [54] and the use of the chain-code to
extract critical points which can be used to generate a shape description that is invariant
to translation, rotation and scaling [55].
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Figure 1.2: The Freeman chain-code connectivities.
Another popular form of the chain-code is the primitives chain-code [56] (PCC), which is
an extension of the Freeman chain-code, designed to preserve information on branching
and junction topology. The fundamental diﬀerence between PCC and the Freeman chain-
code is in terms of how the contours are coded. PCC introduces codewords in the form
of a packed representation of zero to three single-connection direction codes. In other
words, contours which comprise one to three pixels can uniquely be represented by PCC
codes. Longer chains are represented by a sequence of PCC codes. There are 241 possible
conﬁgurations for zero to three pixel connections. Unlike the Freeman chain-code, PCC
contains additional representative codes such as those for junction and end-points. PCC
requires ∼10% to 20% less memory compared to the Freeman chain-code due to the richer
syntax of features [57]. A disadvantage of PCC is it is more complex to code and decode
compared to the Freeman chain-code. Chain-codes will be discussed further in Chapter 4.
Representing shapes using Fourier coeﬃcients [49, 58, 59, 60, 61] has been common over
the last few decades. This methodology uses the Fourier Transform of the 1-dimensional
boundary representation to characterise the shape.Chapter 1 Introduction 9
The Zahn and Roskies [62] method or more widely known as the Fourier descriptors, uses the
tangent angle vs. arc length shape boundary representation. Fourier descriptors present
a useful set of shape descriptors that are determined by a spectral analysis of contour
deviations from a suitable reference state. It provides a tool (Fourier Transform) to obtain
a spatial frequency representation of a particular shape represented by contours.
The Fourier descriptor starts with a polygonal contour represented by a sequence of ver-
tices: P ≡ {(xk,yk); 0 ≤ k ≤ N − 1}, where N is the number of samples taken for a
boundary. Each coordinate pair are represented as a complex number, zk = xk + iyk, in
order to convert the 2-dimensional coordinate points into a 1-dimensional representation of
complex numbers. From here, the Fourier Transform of the 1-dimensional sequence can be
determined using the equation
a(u) =
1
N
N−1 X
k=0
zke−i2πuk/N u = 0,1,...,N − 1. (1.1)
The resulting sequence of complex coordinates a(u) yields the Fourier descriptors in the
form of a power spectrum |a(u)|2. Low-order terms describe the low frequency (slow vary-
ing) parts of the shape. Higher terms represent high frequency (ﬁne) components of the
shape. The resulting descriptors can be made invariant to rotation, scale and translation.
Ignoring the descriptor phase by only taking the magnitude makes them rotation invari-
ant. Normalising the descriptors to the size of the second descriptor a(1) makes them
scale independent, and ignoring the ﬁrst descriptor (a(0)) makes them invariant towards
translation.
The major advantage of Fourier descriptors is that they are relatively easy to implement
and based on a well developed theory of Fourier analysis. The disadvantage is that they do
not provide local information about the analysed shape. Shape information is distributed
to all Fourier coeﬃcients and not localised in the frequency domain [63].
Moment analysis [64] is also a popular technique for describing shapes. The evaluation
of moments represents a systematic method of shape analysis. Moments can be used for
binary or grey level region description. In general, a moment of order (p + q) can be
manipulated to be invariant to scaling, translation and rotation. For a 2-dimensional signal
f(x,y), it is given as [49]
mpq =
Z ∞
−∞
Z ∞
−∞
xpyqf(x,y) dxdy. (1.2)Chapter 1 Introduction 10
For digital images, the integrals are substituted by summations, and mpq is now calculated
as
mpq =
∞ X
∞
−∞ X
−∞
ipjqf(i,j) (1.3)
where x, y, i and j are coordinate points. For binary images, f(i,j) ∈ {0,1}. The ﬁrst
step involves computing the centre of mass or centroid of an object denoted by (¯ y, ¯ x) and
calculated as
¯ x =
m10
m00
, ¯ y =
m01
m00
. (1.4)
Translation invariance is achieved with central moments,
µpq =
Z ∞
−∞
Z ∞
−∞
(x − ¯ x)p(y − ¯ y)qf(x,y) dxdy (1.5)
and for digital images, µpq is calculated as
µpq =
∞ X
∞
−∞ X
−∞
(i − ¯ x)p(j − ¯ y)qf(i,j). (1.6)
Scale invariance can be achieved by normalising the central moments with respect to the
zeroth moment computed as
ηpq =
µpq
(µ00)γ (1.7)
where
γ =
p + q
2
+ 1. (1.8)
If an object doubles in size, then the value of µ increases in proportion to its area and to
the powers of the two moment terms. Thus, the denominator of the scale invariant function
η increases by the same amount as µ and hence the ratio is scale invariant.
The most commonly used normalised central moment is η11. This provides a measure of
deviation from a circular region shape. A value close to zero indicates a region that is nearly
circular and a value closer to one indicates a tendency towards non-circularity. There are
more properties and manipulations of moments which are not discussed in this section.
Features such as the principal major and minor axis (axes of maximum and minimum
inertia) are discussed in Section 4.6.2.Chapter 1 Introduction 11
Moment analysis can be used for both boundary and contour representation of shapes. No
extra processing is needed for spiral and concave contours [49]. It can also be used as
descriptors in open boundary cases [65].
Hu introduced seven nonlinear functions deﬁned on regular moments [66], which are trans-
lation, scale and rotation invariance. The seven so called moment invariants are based on
second and third order moments, used in numerous pattern recognition problems. The
moments are given by
ϕ1 = η20 + η02, (1.9)
ϕ2 = (η20 − η02)2 + 4η2
11, (1.10)
ϕ3 = (η30 − 3η12)2 + (3η12)2 + (3η21 − η03)2, (1.11)
ϕ4 = (η30 + η12)2 + (η21 + η03)2, (1.12)
ϕ5 = (η30 − 3η12)(η30 + η12)[(η30 + η12)2 − 3(η21 + η03)2]+
(3η21 − η03)(η21 + η03)[3(η30 + η12)2 − (η21 + η03)2], (1.13)
ϕ6 = (η20 − η02)[(η30 + η12)2 − (η21 + η12)2] + 4η11(η30 + η12)(η21 + η03), (1.14)
ϕ7 = (3η21 − η03)(η30 + η12)[(η30 + η12)2 − 3(η12 + η03)2]−
(η30 − 3η12)(η21 + η03)[3(η30 + η12)2 − (η21 + η03)2], (1.15)
where ηpq are scaled centralised moments which can be computed from Equation 1.7. The
ﬁrst six orders of the moment invariants, ϕ1, ϕ2, ϕ3, ϕ4, ϕ5 and ϕ6 are invariant under
rotation, scale, translation and reﬂection, but the seventh order moment ϕ7 is sensitive to
reﬂection. Instead of using the actual values, logarithms of the seven invariant moments
are taken to reduce the dynamic range.
1.4 Description of the Problem
Figure 1.3 shows an example of cracks in a painting as an introduction to the type of image
being discussed. As can be seen, the crack patterns are clearly visible and can be easilyChapter 1 Introduction 12
identiﬁed by the human vision system. As in the ﬁgure, the cracks are represented by dark
pixels, while the background is represented by the brighter ones. Obviously, as far as the
human visual system is concern, segmenting the appropriate crack aﬀected regions does not
pose a problem, as long as the image is not highly distorted by noise. To automatically
segment the image within a certain tolerable error range is quite problematic, especially
when dealing with a large collection of cracked images with diﬀerent levels of illumination,
contrast, noise and intensity. In large collection, it is diﬃcult to monitor every single
painting to spot cracks. Digitisation of painting collections, including X-radiographs of
paintings, serves the need for a content-based approach in analysing crack patterns. X-
ray images in this case tend to show cracks very well as the details in the paint layer are
suppressed.
Figure 1.3: Example of a painting with cracks.
A bigger challenge after the detection stage is to extract meaningful features from the
detected cracks for classiﬁcation purposes. “Meaningful” in this case refers to the capability
of each feature to distinguish a particular type of crack from another. Generally speaking,
cracks can be classiﬁed into many types, depending on how they are observed. As mentioned
before, cracks can be used to judge authenticity and that is the case in [44], where cracks
are classiﬁed into 4 diﬀerent categories namely, French, Flemish, Dutch and Italian. The
relevant classes introduced in this research take into account probable eﬀects and physical
or environmental factors perhaps imposed upon the paint layer. Support structures such as
wooden stretcher bars, nails, wedges and wooden joints are believed to introduce diﬀerent
patterns of cracks. The formation of cracks due to those physical factors introduces a
problem that they remain undetected for a long period of time. Although the support
structures are meant to facilitate restoration, their purpose is not fully justiﬁed, since they
contribute to the formation of cracks on the paint layer.Chapter 1 Introduction 13
Based on observations, diﬀerent crack patterns are caused by the type of support structure
used by conservators. The common cracks are circular, rectangular, unidirectional, spider-
web and random. A large portion of this project is dedicated to the highly challenging task
of automatic classiﬁcation of crack patterns into these 5 classes.
1.5 Thesis Overview
The research presented here generally falls into 5 main parts: craquelure detection, craque-
lure representation, pattern grouping, high-level feature extraction, pattern classiﬁcation
and system implementation.
Chapter 2 describes craquelure from a conservator’s point of view, looking at its appear-
ance, how it forms and its relation with artwork conservation. The conceptual background
of the project is explained in this chapter. Questions are also asked about the possibility
of implementing CBIR functionalities for the purpose of assisting conservation work. A
content-based approach towards analyzing craquelure is seen as the vision of the project
looking into possible application scenarios: query for similar pattern and craquelure in-
formation query. Initial architecture modules are also planned as guidelines for the work.
The architecture comprises two modules, namely the application module and the processing
module.
Chapter 3 touches on the technical side of the project by ﬁrst reviewing common line
detectors. Further in the chapter, the algorithm used to enhance crack patterns using
morphological top-hat operators is explained. Then the technique used to segment the
crack patterns is described using a variable thresholding technique followed by a grid-based
automatic thresholding approach with the aid of the Otsu thresholding algorithm, before
experimental results are presented and discussed in the later parts of the chapter.
Chapter 4 explores the approaches taken to create a structured craquelure model in what
is called a crack-network. A method based on a chain-code crack following technique is
explained in detail. Features are organised in a hierarchical structure to allow eﬃcient ma-
nipulation. A crack approximation scheme, is also described using the minimum bounding
rectangle and the rotated minimum bounding rectangle. A pruning process is presented at
the end of this chapter, which aims to reduce the amount of detection error and also to
remove insigniﬁcant crack patterns. Results are presented to show the eﬀectiveness of the
algorithm.
Chapter 5 then covers issues regarding object-of-interest determination. The tasks under-Chapter 1 Introduction 14
taken to group crack-networks which are suspected to belong to the same object-of-interest
are explained. This stage is important in the sense that it prepares the analysed images
for content-based analysis. In order to perform query, matching and result presentation in
a content-based format, the objects-of-interest must be identiﬁed. In order to achieve this
objective, a two-stage approach is applied, whereby crack-networks are ﬁrst grouped using
proximity rules, while the second stage utilises descriptive features as cues for hierarchical
clustering. In order to separate patterns into objects-of-interest, a technique is developed,
which determines an optimum number of clusters out of a cluster hierarchy. Results are
presented at the end of the chapter.
Chapter 6 discusses the strategies taken to extract meaningful features from the grouped
crack patterns. At this stage, it is assumed that each resulting object represents a mean-
ingful crack pattern. Features extracted from these objects are used for classiﬁcation. Ex-
periments were carried out with several potential features based on orientation histograms
and also statistical measures. Separate experiments were also conducted in order to look at
the discriminating power of each feature. This chapter also touches on a more challenging
issue of classiﬁcation. A background review on classiﬁcation techniques is presented and
critical issues are outlined. A three-stage classiﬁcation approach using the average distance
k-nearest neighbour rule is employed for classiﬁcation and experiments are conducted to
evaluate the performance of the chosen classiﬁer.
Chapter 7 consists of approaches used in designing the architecture for a content-based
craquelure retrieval. This chapter integrates the separate stages explained in the earlier
chapters into a functional system prototype which in the end aims at providing classiﬁcation
of craquelure patterns in various ways. Speciﬁcally discussed are the implementations of
query using feature matching, query using fuzzy set matching and query using class matching
as a prototype result interface for craquelure pattern analysis.
Chapter 8 concludes the dissertation by outlining the contributions of this work and
discussing potentials for the future.Chapter 2
Content-based Analysis of
Craquelure Patterns
2.1 Introduction
This chapter highlights the conceptual motivation of the project, generally touching on
issues from the physical structure of a painting framework to the potential relationship
between craquelure and support structures. The issues behind the implementation of a
CBIR approach for the analysis of painting cracks are also discussed. Finally, probable
application environments, scenarios and proposed system architecture are explained.
2.2 Physical Structure
Eastaugh [16] mentioned two types of information that can be directly obtained from the
scientiﬁc study of paintings, which are the localised analysis of composition, which informs
us about the materials the artist used, and imaging of these materials across the painting,
showing how they were used. Eastaugh concentrates on the latter and further divides it
into two more sub-sections, which are image interpretation and image formation. Image
formation is how diﬀerent types of radiation (i.e. infra-red, X-ray, ultra-violet etc.) interact
with the picture’s structure. This, according to Eastaugh, helps to determine what the
picture is made of and how those materials are assembled. Basically, in most cases, a
picture may have 5 elements arranged in layers:
1) A support (such as a canvas or wood panel).
2) A preparation layer (often referred to as a ground).
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3) A preparatory design, such as drawing.
4) The paint layer(s).
5) Transparent surface coating (varnish).
2.3 Crack Formation
As mentioned by M¨ uller [18], the paint layer is protected by the varnish and problems
occur when the originally transparent varnish becomes yellowish or greenish or simply loses
its transparency during ageing. As the paint layer ages, the solvent is no longer capable
of keeping the paint layer intact, thus cracks begin to form. This is the most common
reason behind the forming of cracks. Other known reasons include physical tensions within
the structure of the painting and external impacts such as in human handling. Depending
on acquisition resolution, a typical crack pattern possesses width of 1 to 4 pixels for a
resolution of 20 pixel/mm [18].
These faults often occur during transportation of paintings when on loan for exhibitions.
Figure 2.1 shows the steps taken to transport paintings and where condition report is estab-
lished [18]. During transportation, the painting is exposed to external shock or vibration.
The condition report stage is performed by assessing diﬀerences between two events (as an
example, before packing and leaving the museum and after returning and being unpacked).
The drawback of having frequent condition reports lies in the increasing number of acqui-
sitions, and will be diﬃcult to achieve or even impossible if a mobile acquisition system is
not made available [18].
Another important factor inﬂuencing painting is climate change. Variation of temperature,
humidity and pressurisation are elements which cause cracks to form. In transportation
via air for instance, problems usually arise when the pressure in the cargo compartment is
lower than in the cabin [18].
According to Bucklow in [46], the pattern of cracks is a visible record of the physical
tensions within the structure of the painting. The ways in which tensions are generated
and dissipated are dependent upon the choice of materials and methods of construction
employed by the artist. It is stressed that auxiliary supports1 contribute to patterns in
the craquelure. Bucklow also mentioned in [44] that on canvas paintings, there is perceived
interaction between the canvas and the stretcher, which creates keying out, tacking edge
and stretcher bar cracks. Interactions between the canvas and the environment are also
1The stretcher upon which the canvas is held.Chapter 2 Content-based Analysis of Craquelure Patterns 17
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Figure 2.1: The important steps during transportation of paintings.Chapter 2 Content-based Analysis of Craquelure Patterns 18
evident in circular and herring-bone cracks, the results of mechanical impacts and scrapes
respectively; it is asserted by some that circular cracks can also be caused by points of
tension, such as knots in the canvas.
2.4 Condition Reports
Muller reported in [18], the technique in which conservators report painting condition relies
heavily on written descriptions supported by appropriate photographs and diagrams. Even
if the best conservators are up to the task, it is still diﬃcult to produce a perfect condition
report and it can also be easily misinterpreted by another conservator [67].
There are some early examples of how traditional conservators in the yesteryears performed
condition reports. Stolow and Wennberg [68] reported that in 1968, twenty-ﬁve paintings
were transported and their conditions surveyed. This was done by taking photographs of
ﬁve details for each painting. Each of these details cover an area of 4cm2. One is situated in
the centre of the painting and the remaining four near the corners. These are the locations
at which mechanical load is expected to be among the highest. Several pieces of damage
were detected, and it was concluded that where one or two new cracks were observed, it
might be assumed that in reality perhaps more cracks had developed in the picture. At
the end of the experiment, Stolow and Wennberg came to the conclusion that much larger
areas of a painting should be photographed, and the idea was later extended to the whole
painting by Muller [18].
Muller’s work was motivated by the necessity to photograph the whole painting. This could
be done by taking many photos and comparing results before and after transportation.
However, in practice, it is not easy, since there are problems of diﬀerent viewing angles,
lighting eﬀects and image quality. In addition, it is almost impossible for a human observer
to compare images and spot the diﬀerences. Bearing in mind the large dimensions of some
paintings, eﬃcient (accurate and fast) monitoring is very unlikely to be achieved.
Whenever a painting is monitored the issues are subtle and damage may easily be over-
looked. Cracking often occurs in the ground-layer ﬁrst and the paint layer may not be
penetrated until years later [69]. Normal photography is known to fail in detecting ground-
layer cracking and this is where X-radiography [16] and Xeroradiography [45] can be useful.
As reported by Murray et al. [70], structures of 0.15cm or, at certain angle, less than 0.02cm
can be achieved.
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to establish an acquisition system for high resolution digital images of paintings. The prob-
lem of colorimetric acquisitions and systems for computer aided learning for art historians
have been looked into and general image processing software has been developed. The
important issue behind the VASARI project was for it to be user driven which made it pos-
sible to respect museums’ needs as far as possible, and not, as in many other applications,
to ﬁnd compromises in adapting systems designed for completely diﬀerent applications.
2.5 The Link Between Craquelure and Conservation
Bucklow [46] highlights the potential of craquelure as a non-destructive means of identi-
fying the structural components of paintings, where the pattern features can reveal the
nature of the support (canvas or wood), species of tree (poplar or oak), type of panel
preparation (gypsum or chalk, thickness of ground layer, and size of particles), and type
of canvas preparation (glue or oil based grounds). Bucklow also mentioned how craquelure
can provide potential non-destructive means of accessing the mechanical strengths of the
structural components of paintings, which can be of very signiﬁcant value to conservators
[44].
Cracks can serve great deal of assistantance to painting conservators in terms of providing
them clues to degradation on the paint surface. Based on the proof given in the previous
section, it is clear that craquelures do in some cases originate from physical impact to the
structural part of a painting. As far as conservation is concerned, these clues can be utilised
for two main purposes: continuous paint layer degradation monitoring and a more in-depth
study of how physical and environmental factors contribute to the existence of cracks, so
that steps can be taken to reduce them.
Due to the huge amount of digitised painting related images, it is far from eﬃcient for
conservators to monitor cracks by manually searching for them. Most digitised images
in well-known collections, as in the National Gallery of London, the Louvre Museum in
Paris and the Uﬃzi Museum in Florence are of very high resolution. It is just impractical
for a conservator to do a manual search on such large collections. Even checking over a
single painting for a particular feature can be a very exhausting work. As tools for artwork
restoration, image processing techniques serve diﬀerent purposes.
Most of the previous research on ﬁne art restoration has concentrated on the virtual restora-
tion of digitised paintings. Giakoumis and Pitas [22] developed a method for virtual restora-
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followed by an implementation of the MRBF neural network to separate brush strokes
from cracks. Later they propose two crack-ﬁlling methods based on order statistics and
anistropic diﬀusion.
Barni et al. developed a virtual restoration system to remove cracks on digital images of
paintings [21]. Their method is based on a semi-automatic crack detection procedure, where
users need to specify a point (pixel) believed to belong to a crack-network. The algorithm
will then track other suspected crack points based on two main features, absolute grey-
level and crack uniformity. Once the algorithm has completely detected cracks, the user
can decide to erase the cracks by interpolation.
An area which is thought to be of a great use to artwork conservation is content-based
analysis. Bucklow in [46] mentioned the possibility of utilising craquelure for informa-
tion storage and retrievals where methods of converting visual structures into machine-
manipulable representations are necessary for the content-based retrieval of information
from image databases. A ﬁne example of such a system is the ARTISTE (An Integrated
Art Analysis and Navigation Environment) project [26, 72], a European project developing
a cross-collection search system for art galleries and museums. It combines image content
retrieval with text based retrieval, and uses RDF (Resource Description Framework) [73]
mappings in order to integrate diverse databases.
ARTISTE developed a sophisticated image retrieval system, which analyses and cross-links
artworks in four of Europe’s greatest museums, namely London’s National Gallery, London’s
Victoria Albert Museum, the Louvre in Paris and Florence’s Uﬃzi Gallery.
The core feature to many of the objectives laid out in the ARTISTE project is image
content analysis. This feature enables users to submit an image to the system and request
“similar” images to be returned as results. “Similar” in this sense means homogeneous in
terms of either colour, texture, shape or any other attribute considered as important. A
sub-image can also be used as a query with a request to search for the parent image.
With the advancement of CBIR techniques and the growing number of applications de-
riving direct beneﬁt from it, historians and conservators can expect a big leap from tra-
ditional methods to state-of-the-art conservation approaches, if CBIR technology can be
fully utilised.
This dissertation attempts to underline the issues related to the implementation of the CBIR
approach to the analysis of craquelure patterns in paintings for the purpose of conservation.Chapter 2 Content-based Analysis of Craquelure Patterns 21
2.6 CBIR Implementation Issues
The design of a content-based retrieval system depends on requirements driven by users.
However, in some cases, what machines are capable of doing does not fully conform to these
needs. This section brieﬂy explains the main issues in designing a simple system capable
of performing content-based analysis of craquelure patterns. Obstacles and implementa-
tion issues can be drawn out from the computer vision point of view and also from the
requirements of potential users.
2.6.1 Detection Accuracy
From the computer vision point of view, the process of identifying crack patterns is believed
to be a very critical step. The relative diﬃculty in detecting cracks depends on whether
their shape and typical orientation are known a priori, whether they start from the edge of
the object, and whether the texture is periodic or random. A key problem is the typically
very small transverse dimensions and poor contrast of cracks. The human visual system
may easily detect them, but they may actually consist of “chains” of non-adjacent single
pixels in the image. In some of the worst cases, the surface is highly textured (with brush
stroke patterns) and this will certainly pose a problem for the detection stage. However,
details may not be too important since in classifying craquelure patterns the key features
to detect are the dominant ones.
2.6.2 Feature Selection
Feature selection is very important, since good pattern discrimination can only be achieved
if highly distinguishable features are used. Selecting relevant features is not an easy task,
ﬁrstly since there is no clear grammar or language that can explain precisely how a particular
crack pattern diﬀers from another. The scenario certainly does not mimic that of the optical
character recognition (OCR) problem [74, 75, 76, 77] where each alphabetical/numerical
character has unique structural features allowing relatively easy classiﬁcation, assuming
ideal block-based characters. This is not the case for cracks, since the perception towards
a particular pattern varies with respect to the observer and the scope of view (shape and
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2.6.3 Objects-of-interest
Content-based processing does not assume everything within an image to belong to the same
object-of-interest. An image contains objects with diﬀerent shapes, sizes and appearance.
Taking an easy example, a car is a parent object to sub-objects such as the wheels, doors and
body. Each of these objects is distinguishable by their colour, texture or shape. Looking at
a slightly more complicated scenario, a human face can be further segmented into several
obvious sub-objects, namely the ears, nose, eyes and mouth. These sub-objects are quite
similar in colour but diﬀer in terms of their shape and also position on the face.
The scenario is much more challenging when attempting to segment crack patterns which,
to begin with, do not contain any colour information, possess similar texture properties and
oﬀer no prior knowledge of any positional attributes. The only feature that can be used to
extract the objects-of-interest is the shape of the cracks and how these structures combine.
Another observed complication stems from the issue of subjective perception, where crack
patterns change with varying viewpoints, i.e. the scope of view. General observers might
have diﬀerent opinions about the likelihood of the objects-of-interest.
Figure 2.2: Subjective perception regarding crack pattern change with diﬀerent view-
points.
This is seen as a very big challenge. As shown in Figure 2.2, the view in which crack patterns
are observed aﬀects the perceptive notion as to how they are classiﬁed. Furthermore, crack
patterns consist of multiple line segments either connected or separated.Chapter 2 Content-based Analysis of Craquelure Patterns 23
2.6.4 Hard versus Fuzzy Class Assignment
Another computer vision related issue concerns the classiﬁcation of crack patterns. As
mentioned earlier, there is no existing standard grammar or language to describe crack
patterns. It is not quite true to say that a certain crack pattern exclusively belongs to
a particular class. Unless a crack pattern totally agrees to a particular class descriptor,
while contradicting to descriptors of the classes, it can be assumed that each crack pattern
is a member of every crack class but with a varying conﬁdence value. Experiments are
conducted in the later stages of the dissertation to show the signiﬁcance of the claim.
2.6.5 Retrieval Eﬃciency
To be able to serve potential users with retrieval functionalities, the system should be able
to process and access data in a considerably short time. Hence speed is a highly desirable
design element, which can directly result from eﬃcient handling of data queries and quick
database look-up. Museum image collections which include X-ray and visible images are
very large in size (some exceeding 10000x10000 in pixel resolution), thus requiring eﬃcient
algorithm executions. The system’s approach towards the implementation of content-based
functionalities also poses some questions, one of these being the type of query and whether
or not it is useful for the end-users, bearing in mind that such applications might only
be useful for ﬁne artwork conservators. Relevant query types in this context are query
by example and query by type (text-based query). Examples of these queries are further
elaborated in Section 2.7.
2.7 Application Scenario
The capabilities of image analysis and processing for conservators can prove to be very
useful if the process can provide users with the functionalities that manual processes fail to
serve them. Among the common problems of manual defect screening are time consumption
and the risk of further damage. Desired information should be retrieved correctly (i.e. as
close as possible to the users’ individual perception) and consuming considerably less time
and eﬀort. The following sections brieﬂy outline potential application scenarios from a user
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2.7.1 Scenario 1 : Query for Similar Pattern
The main requirement to a content-based analysis of cracks will be to query for a particular
region or image for a similar type of crack patterns. This scenario can attract special
attention from users who are interested in investigating the relations between cracks of
near-similar patterns. As mentioned in the earlier chapters, crack patterns can be judged
from two points of view: authenticity and damage assessment. This type of scenario would
deﬁnitely suit both, given that good type descriptors are used to eﬃciently describe crack
patterns. Scenario 1 is as follows:
A user issues a query on the possible forms/actions listed below.
(a) Uploading an example of a crack image from an external or an internal source.
(b) Selecting a particular region from a large image.
(c) Specifying a particular type/class of crack pattern from a list.
Results of the query can be of the following forms.
(a) Highlighted regions of the best matches and some associated data (i.e. location of
bounding rectangle, dimension, statistical values).
(b) List of image regions containing the speciﬁed crack patterns.
Figure 2.3 shows an example of a scenario where a user uploads an image from a database
(query type (a)) and results are shown in the form of a list (result type (b)).
Figure 2.4 illustrates an example of the scenario where a user speciﬁes a class type (query
type (c)) and results are listed down (query type (b)).
2.7.2 Scenario 2 : Craquelure Pattern Analysis
The second scenario needs less processing time compared to the ﬁrst since it does not
perform pattern matching. It focuses on providing users with the ability to interactively
obtain information about a particular region of an image. Conservators in particular are
interested in statistical values of crack patterns in a particular area including the type/class
into which they fall. This functionality considered useful for pattern learning or even for
random inspection of painting surfaces. Scenario 2 is as follows:
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Query Results
Any crack pattern like
this ?
1) /data/archive/louvre/005.jpg [20+140, 32+150]
2) /data/archive/louvre/007.jpg [70+141, 45+235]
3) /data/archive/louvre/005.jpg [499+140, 32+451]
4) /data/archive/narcisse/007.jpg [290+141, 95+343]
5) /data/archive/louvre/005.jpg [20+140, 32+150]
6) /data/archive/natgal/007.jpg [170+241, 55+235]
7) /data/archive/natgal/205.jpg [1+140, 37+411]
8) /data/archive/louvre/107.jpg [430+241, 1003+343]
9) /data/archive/louvre/005.jpg [20+140, 32+150]
10) /data/archive/louvre/005.jpg [1002+51, 65+235]
11) /data/archive/louvre/005.jpg [443+340, 32+238]
12) /data/archive/narcisse/007.jpg [457+141, 987+324]
13) /data/archive/louvre/005.jpg [342+140, 312+140]
14) /data/archive/natgal/007.jpg [270+221, 155+242]
15) /data/archive/natgal/205.jpg [1+150, 372+411]
16) /data/archive/louvre/107.jpg [340+244, 1223+343]
Search
Figure 2.3: An example of query for similar pattern using query type (a) and result type
(b).
Query Results
Any other crack pattern
of this class?
1) /data/archive/louvre/005.jpg [20+140, 32+150]
2) /data/archive/louvre/007.jpg [70+141, 45+235]
3) /data/archive/louvre/005.jpg [499+140, 32+451]
4) /data/archive/narcisse/007.jpg [290+141, 95+343]
5) /data/archive/louvre/005.jpg [20+140, 32+150]
6) /data/archive/natgal/007.jpg [170+241, 55+235]
7) /data/archive/natgal/205.jpg [1+140, 37+411]
8) /data/archive/louvre/107.jpg [430+241, 1003+343]
9) /data/archive/louvre/005.jpg [20+140, 32+150]
10) /data/archive/louvre/005.jpg [1002+51, 65+235]
11) /data/archive/louvre/005.jpg [443+340, 32+238]
12) /data/archive/narcisse/007.jpg [457+141, 987+324]
13) /data/archive/louvre/005.jpg [342+140, 312+140]
14) /data/archive/natgal/007.jpg [270+221, 155+242]
15) /data/archive/natgal/205.jpg [1+150, 372+411]
16) /data/archive/louvre/107.jpg [340+244, 1223+343]
unidirectional
spiderweb
rectangular
circular
random
spiderweb
Search
Figure 2.4: An example of query for similar pattern using query type (c) and result type
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(a) Uploading an example of a crack image from an external or an internal source.
(b) Selecting a region from a crack image.
Results of the user request can be of the following forms.
(a) Highlighted area or feature of interest (i.e. detected cracks, bounding rectangle).
(b) List of information (i.e. class membership, mean crack length, crack density etc.).
Figure 2.5 graphically shows an example of the scenario where a user requests information
about an image uploaded from a database (query type (a)) and results are listed down
(query type (b)).
Query Results
Analyse crack pattern.
Analyse
mean crack length  : 2040
normalised orientation histogram :
       [0.17 0.14 0.12 0.15 0.16 0.13 0.11 0.02]
crack density          : 0.1028
circularity               : 0.2657
rectangularity         : 0.4509
unidirectionality     : 0.7985
class membership :
       rectangular      : 0.1985
       circular            : 0.0502
       spiderweb        : 0.5988
       random            : 0.1450
       unidirectional  : 0.0075
class :
       spiderweb with 0.5988 confidence
Figure 2.5: An example of craquelure pattern analysis using query type (a) and result
type (b).
2.8 System Overview
For the purpose of integrating CBIR functionalities in the system, a general outline of the
system architecture was designed, which consists of two main modules, namely the appli-
cation module (AM) and the processing module (PM). AM deals with information retrieval
issues such as querying, feature storage and management, pattern matching and sub-image
search, while PM looks at the problem from a more technical point of view, by providing
the core computer vision processes. Nevertheless, the prime tasks of the whole system, as
in all other CBIR systems, are to accept queries, process data, retrieve information andChapter 2 Content-based Analysis of Craquelure Patterns 27
present them to users. Figures 2.6 and 2.7 illustrate the proposed architectures of the
system corresponding to scenario 1 and scenario 2 respectively.
image database
image features and
class membersips
feature map
data organiser
query/result
processor
query/result
interface
user
crack detector
classifier
high-level feature
extractor
crack structuring
query/result
application module
processing module
feature matcher
off-line process flow
on-line process flow
pattern grouping
Figure 2.6: General architecture of the proposed system corresponding to scenario 1.
2.8.1 The Application Module
The application module makes sure queries are processed correctly. Queries, as mentioned
in Section 2.7, can be made in two ways, either by example or by textual description.Chapter 2 Content-based Analysis of Craquelure Patterns 28
feature map
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query/result processor
query/result interface
user
crack detector
classifier
high-level feature
extractor
crack structuring
query/result
application module
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pattern grouping
Figure 2.7: General architecture of the proposed system corresponding to scenario 2.
One of the intended tasks of AM is to invoke the correct processes based on the type of
query. This task is quite straightforward, and is dealt with by the query/result processor.
The query/result processor acts as a mediator between the query/result interface2 and the
databases. It controls the ﬂow of information based on queries and results. For instance,
a query based on scenario 1 will cause the query/result processor to invoke the databases,
while a query described by scenario 2 will involve getting information directly from PM.
The three main databases are the image database, feature and classiﬁcation database and
feature map database3.
The data organiser organises the structured data, features and classiﬁcation results before
they are stored in the feature database. The feature matcher compares features extracted
from queried images with those in the database and retrieves the relevant ones for display
or presentation to the user.
2A command line or graphical user interface to interact with users.
3The parameters are the updated values of certain processes such as the trained feature map of the
classiﬁcation sub-module.Chapter 2 Content-based Analysis of Craquelure Patterns 29
2.8.2 The Processing Module
The processing module executes image processing and pattern recognition algorithms when
invoked by the application module. Technically, this module is more diﬃcult to design and
implement compared to the application module. Theoretically, the role of this module is
to process inputs either oﬀ-line or on-line from sources which can be from user queries or
images in a database. It consists of low-level and high-level computer vision algorithms
which act as sub-modules. The sub-modules are crack detection, statistical crack pattern
structuring, crack pattern grouping, high-level feature extraction and classiﬁcation. A large
portion of this dissertation is devoted to this module.
2.9 Summary
This chapter has shown how conservation is a main concern for museums as well as art
historians and conservators. Paintings are exposed to uncontrolled environment and are
under huge threat of degradation. Cracking is one of the major problems which occur
mainly because of factors such as ageing, physical impact and acclimatisation. Traditional
monitoring techniques, which rely heavily on human eﬀort have proven in the past to be
ineﬃcient, in the sense that it takes too much time and tends to introduce inconsistent
evaluation.
Craquelure has also been attracting growing interest in the research community, partic-
ularly in relation to areas such as virtual craquelure removal, authenticity, etc. With
the rapid advancement of computer vision and CBIR approaches, computer-aided systems
may be the answer to more eﬃcient artwork monitoring. Acquisition systems have been
developed to perform high-resolution scanning of paintings, including X-radiography and
Xeroradiography scans, which oﬀer a new dimension to artwork monitoring, particularly
on the analysis of craquelure.
Several obstacles were listed as a guide to the advanced stages of this work. Some early
strategies were also outlined in designing a CBIR approach for analysing craquelure pat-
terns, which included possible application scenarios, followed by proposed modules for the
system.Chapter 3
Craquelure Detection
3.1 Introduction
Chapter 2 discussed the basis for this research and the common expected obstacles were
listed. Before any information can be extracted from a crack pattern, ﬁrst and foremost,
the cracks have to be detected. In other words, the cracks have to be segmented from the
background.
Crack-like pattern detection, better known as ridge-valley structure extraction in some
literature [78, 79, 80, 81], has been a matter of high concern among researchers, mostly for
its potentially useful contribution to a variety of applications. The results presented here
have a much wider set of applications than just the analysis of paintings. Many images
contain similar patterns, such as biological images of veins and tissues [82, 83, 84], images
of ﬁngerprints [85] and multi-spectral satellite photos of rivers or roads [86, 87]. All these
examples are current areas of research in the modelling and classiﬁcation ﬁelds for which
the results in this dissertation can ﬁnd an application.
The aim at this stage is to extract or in other words, segment suspected cracks patterns
from the background. By noting that cracks are usually considerably darker than the
background, and that they are characterised by a uniform grey-level which have an elon-
gated structure, detection can be accomplished on the basis of two main features: absolute
grey-level and crack uniformity [21, 22].
Varley [38], assumes that crack patterns in paintings can be segmented by just thresholding
the image at a certain manually-selected threshold level. Although the assumption is true,
unfortunately the outcome is not quite encouraging when applied. As shown in Figures
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3.1 and 3.2, thresholding does not always work. Factors such as inconsistent illumination,
noisy presence and low contrast add to the diﬃculty of obtaining fairly accurate detection.
Figure 3.1: An image segmented at threshold pixel value 167.
Figure 3.2: An image segmented at threshold value 52.
This chapter is dedicated to the approaches taken to deal with this important step of crack
detection.
3.2 Common Line Detectors
A line segment on an image can be characterised as an elongated rectangular region, having
grey-level bounded on both its longer sides by homogeneous regions of a diﬀerent grey-level.
For a typical painting crack, grey-levels of the side level have higher values than the centre
elongated region containing the dark line. The width along the same line segment may also
vary. A general line detector should be able to detect lines in a range of widths.
Among early work on line detection, Vanderbrug suggested a semi-linear line detector
created by a step edge on either side of the line [88]. Vanderbrug also developed an algorithm
which is originally designed for road detection in satellite images [89]. The method is basedChapter 3 Craquelure Detection 32
on the response of the image to diﬀerent masks, allowing estimation of the local variations
of the grey-levels. This algorithm, which is also employed by M¨ uller [18], uses 14 masks.
Good results are reported if the image is not too aﬀected by noise. However, in the presence
of noise, these techniques do not perform well. They are also seen to be very poor in terms
of ﬂexibility in order to cope with the unpredictable nature of crack patterns. A very in-
depth review of line structure and vessel detection techniques is reported by Kirbas and
Quek [90].
3.3 Mathematical Morphology
Mathematical morphology is a part of digital image processing that is concerned with image
ﬁltering and geometric analysis by structuring elements. Originally, the theory and applica-
tion of mathematical morphology was developed for binary images. Its main protagonists
were Matheron [91] and Serra [92]. Afterwards, the theory was extended to grey-scale
images by Sternberg [40] and later by Haralick, Sternberg and Zhuang [41, 42].
Since the early days, morphological operations and techniques have been applied from low-
level, to intermediate, to high-level vision problems. These operations are mainly used for
noise reduction and feature detection, with the objective that noise be reduced as much as
possible without eliminating essential features.
3.3.1 Basic Morphology Operators
Dilation and erosion are the two fundamental operations that deﬁne the algebra of math-
ematical morphology. These two operations can be implemented in diﬀerent combinations
in order to obtain more sophisticated operations.
Binary dilation is the morphological transformation that combines two sets of pixels by
using vector addition of set elements. Binary dilation was ﬁrst used by Minkowski, and,
in the mathematics literature, it is called Minkowski addition. If A and B are sets in
N-space(EN), with elements a and b respectively, a={a1,...,aN} and b={b1,...,bN} being
N-tuples of element coordinates, then the dilation of A by B is the set of all possible vector
sums of pairs of elements, one coming from A and one coming from B. More formally, the
dilation of A by B is denoted by A ⊕ B and is deﬁned by
A ⊕ B = {c ∈ EN|c = a + b for every a ∈ A and b ∈ B}. (3.1)Chapter 3 Craquelure Detection 33
The dilation operation can also be represented as a union of translations of the structuring
element:
A ⊕ B =
[
b∈B
Ab. (3.2)
Erosion is the morphological dual of dilation. The morphological transformation combines
two sets by using containment as its basic set. If A and B are sets in Euclidean N-space,
then the erosion of A and B is the set of all elements x for which x + b ∈ A for every b ∈ B.
The erosion of A by B is deﬁned by
A 	 B = {x ∈ EN|x + b ∈ A for every b ∈ B}. (3.3)
The erosion operation can also be represented as an intersection of the negative translations:
A 	 B =
\
b∈B
A−b. (3.4)
Dilations and erosions are usually employed in pairs: a dilation of an image is usually
followed by erosion of the dilated result or vice versa. In either case, the result of successively
applied dilations and erosions results in the elimination of speciﬁc image detail smaller than
the structuring element without the global geometric distortion.
The opening of an image is obtained by ﬁrst eroding the image with a structuring element
and then dilating the result using the same structuring element. The closing of an image is
obtained by ﬁrst dilating the image with a structuring element and then eroding the result
using the same structuring element.
The opening of A by B is denoted by A ◦ B and is deﬁned as:
A ◦ B = (A 	 B) ⊕ B (3.5)
while the closing of A by B is denoted by A • B and is deﬁned as:
A • B = (A ⊕ B) 	 B. (3.6)
For in-depth mathematical analysis of binary morphological operators, see [92], [93] and
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3.3.2 Grey-scale Morphology Operators
Although binary morphological operations serve useful analytical tool for image analysis
and classiﬁcation, they play only a limited role in the processing and analysis of grey-level
images. To overcome this limitation, Sternberg and Serra extended binary morphology
in the early 1980s to grey-scale images via the notion of an umbra [40, 92]. Similar to
the binary case, dilations and erosions are the basic operations that deﬁne the algebra of
grey-scale morphology. They are combined to produce the grey-scale opening and closing
operations which are very useful and eﬀective sets of operations for various computer vision
applications. The following paragraphs brieﬂy describe some of the basic deﬁnitions of
grey-scale morphological operators that can be useful for this research [82].
A discrete grey-level image, A, is deﬁned as a ﬁnite subset of Euclidean 2-dimensional (2-D)
space, R2, whose range is [Nmin,Nmax], A : R2 → [Nmin,Nmax], while a 2-D structuring
element is deﬁned as a function S : R2 → S, where S is the set of neighbourhoods of the
origin. Grey-scale morphological dilation and erosion can be visualised as working with
two images, namely the image being processed, I, and the structuring element, S. Each
structuring element has a speciﬁc shape that acts as a probe. The four basic grey-scale
morphological operators are deﬁned with respect to the structuring element S, the scaling
factor e, image A and point Mo ∈ R2. Grey-scale erosion and dilation are deﬁned as:
erosion : e
S(A)(Mo) = MINM∈Mo+e·S(Mo)(A(M)), (3.7)
dilation : δe
S(A)(Mo) = MAXM∈Mo+e·S(Mo)(A(M)). (3.8)
Conceptually similar to the binary case, dilation followed by erosion is a closing transforma-
tion, while erosion followed by dilation is an opening transformation, and they are deﬁned
as:
opening : γe
S(A) = δe
S(e
S(A)), (3.9)
closing : ϕe
S(A) = e
S(δe
S(A)). (3.10)
Originating also from grey-scale opening and closing, an operation such as the top-hat
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3.3.3 The Top-hat Transformation
Cracks can be detected with the implementation of a very useful morphological ﬁlter known
as the top-hat transformation developed by Meyer [43]. These details can be lines or areas
with particular sizes. Top-hat operators can function as a closing or opening operator based
on the features to extract from an image. Opening top-hat operators (OTH) will detect
bright details in an image while closing top-hat operators (CTH) (or also sometimes known
as the bottom-hat operator) are designed to detect dark details. Formulation for OTH and
CTH are shown denoted by Equations (3.11) and (3.12) respectively.
OTHe
S = A − γe
S(A) (3.11)
CTHe
S = ϕe
S(A) − A (3.12)
The top-hat operator can be tuned for detection of speciﬁc features by modifying two
important parameters [22]:
• The shape and the size of the structuring element S. A square-shaped or disk-shaped
structuring element may be used. The size must be carefully selected according to
the thickness of the crack to be detected.
• The number of times in which erosion or dilation is performed.
The transformation produces a grey-scale image with the desired features enhanced to a
certain level. A thresholding operation is needed to separate the features from the back-
ground.
Figures 3.3 and 3.4 show intermediate and ﬁnal outcomes from the CTH and the OTH
operations respectively.
Figure 3.6 shows some results of crack enhancement using the CTH. The images are en-
hanced using a disk-shaped structuring element of size 5x5, as shown in Figure 3.5.
An attempt is also made to use structuring elements of various sizes in order to prop-
erly capture cracks with varying size. Figure 3.7 shows some results from using diﬀerent
structuring element sizes.
Much has been written about detection of edges or vessel-like structures. Zana and Klein
[82], described the use of a top-hat operation on retinal vessels in the human eye. TheChapter 3 Craquelure Detection 36
(a) (b)
(c)
Figure 3.3: A closing top-hat operation: a) the original image with dark cracks; b) after
closing operation; c) after closing top-hat operation.
algorithm used structuring elements (every 15o) 15-pixels long and 1-pixel wide and as
many as twelve structuring elements are used in order to enhance vessel structures at
diﬀerent angles. The sum of top-hats are then taken as the output of the process. There
are many other examples of algorithms which use multi-orientation ﬁlters, such as the work
by Jain et al. [85], which uses rotated matching ﬁlters characterised by four diﬀerently
oriented Gabor ﬁlters (every 45o) to capture ﬁngerprint patterns.
Experiments have been performed using multi-orientation structuring elements for the top-
hat transformation as well as using Gabor ﬁlters for crack enhancement [33]. Figure 3.8
shows an example of cracks enhanced using horizontal and vertical rectangular structuring
elements.
The technique can be implemented for two reasons: to enhance only cracks from a speciﬁed
orientation, and as a part of a bigger detection algorithm which employs combined ﬁlter
approach. The combined ﬁlter approach accumulates corresponding pixel values from n
numbers of ﬁltered images and takes the average value as the ﬁnal outcome for each pixel
(mean pixel value). Another approach takes the maximum pixel value among the ﬁltered
images for each pixel location. Taking the mean pixel value will cause a smoothing eﬀect,
thus details are suppressed.Chapter 3 Craquelure Detection 37
(a) (b)
(c)
Figure 3.4: An opening top-hat operation: a) the original image with bright cracks; b)
after opening operation; c) after opening top-hat operation.
1
1 1 1
1 1 1 1
1 1 1 1
1
1 1 1 1
1 1 1
1
Figure 3.5: A 5x5 disk-shaped structuring element.Chapter 3 Craquelure Detection 38
(a) (b)
(c) (d)
Figure 3.6: Cracks enhanced by a close top-hat operator using a 5x5 disk-shaped struc-
turing element.
The number of orientations used may vary according to the desired enhancement accuracy.
However, the more ﬁlters (structuring elements) used, the higher the computational load
is. Each structuring element accounts for a single execution of the top-hat operation on
the image and computational load also depends on the size of the structuring element.
Thus, to use four structuring elements, the workload will be at least four times more than
using a single top-hat operation using a square-shaped structuring element. Computing
the average value of each pixel adds up to the load.
For more accurate detection, the combined ﬁlter approach is seen as a good technique,
since it captures lines better than when using square-shaped structuring elements, which
also capture dark blobs of similar size, but still, for large images, this can be a very com-
putationally expensive process.
In order to eﬀectively use a multi-orientation ﬁltering approach, the angle diﬀerence be-
tween each subsequent structuring element must be low, in order to represent more crack
directions. An angle resolution of π/12, for instance, will require twelve structuring ele-
ments, while an angle resolution of π/2 requires two structuring elements. In short, the
computation of multi-orientation ﬁltering becomes more expensive as the resolution getsChapter 3 Craquelure Detection 39
(a) (b)
(c) (d)
Figure 3.7: Cracks enhanced using disk-shaped structuring element of diﬀerent sizes: a)
3x3; b) 5x5; c) 7x7; d) 9x9.
(a) Original image.
(b) Horizontally enhanced crack patterns. (c) Vertically enhanced crack patterns.
Figure 3.8: Multi-orientation ﬁltering.Chapter 3 Craquelure Detection 40
ﬁner.
The nature of the cracks itself in some sense makes multi-orientation ﬁltering ineﬀective.
Take for instance the images shown in Figure 3.9, where the crack patterns are somewhat
circular or curved in nature. Figures 3.9(b) and (c) show the enhanced crack patterns in
horizontal and vertical orientations respectively (angle resolution of π/2) using structuring
elements with dimension 15x1. As can be seen the diﬀerence is not visually clear between
Figures 3.9(b) and (c).
As opposed to this, multi-orientation ﬁltering with similar structuring elements on a seem-
ingly rectangularly-arranged crack pattern produces two diﬀerent outputs. Figures 3.10(b)
and (c) show the crack patterns of Figure 3.10(a) enhanced in horizontal and vertical di-
rections respectively. When the two enhanced images are combined (Figure 3.10(d)) and
compared with an image enhanced using a single 5x5 disk-shaped structuring element (Fig-
ure 3.10(e)), there is no clear diﬀerence, apart from the high level of noise in Figure 3.10(d),
maybe because of over-enhancement.
While the issue of choosing the correct structuring element type and size is still widely
open, the question of which enhancement strategy to use is highly dependent on the level
of accuracy it can oﬀer and the computational load to endure. This issue will be discussed
later in the chapter.
3.4 Automatic Thresholding
Enhanced images need to be segmented to separate the crack patterns from the background.
This can be done in several ways, thresholding being one of the simplest and most widely
used techniques.
The goal of thresholding is to segment an image into regions of interest, and to remove all
other regions deemed inessential. The simplest thresholding methods use a single threshold
in order to isolate objects-of-interest. In many cases however, especially in the case of crack
images, no single threshold provides an excellent segmentation result over the entire image
(as shown in Figure 3.2). In such cases, variable and multilevel threshold techniques, based
on various statistical measures are used.
To assist this work, two most commonly used automatic threshold selection methods are
considered, namely the Otsu technique and the simple image statistic technique.Chapter 3 Craquelure Detection 41
(a)
(b) (c)
Figure 3.9: A somewhat circular and curved crack pattern enhanced using multi-
orientation structuring elements: a) the original image; b) enhancement in horizontal
direction; c) enhancement in vertical direction.Chapter 3 Craquelure Detection 42
(a) (b) (c)
(d) (e)
Figure 3.10: A rectangularly-arranged crack pattern: a) the original image; b) enhance-
ment in horizontal direction; c) enhancement in vertical direction (d) (b) and (c) combined;
e) enhancement using a 5x5 disk-shaped structuring element.
where ni and n are the number of pixels with grey-level i and the total number of pixels in
the image respectively. For more on the subject, see [94].
3.4.1 The Otsu Method
The Otsu method [95, 96] is based on discriminant analysis. The threshold operation is
regarded as the partitioning of the grey-level distribution of an image into two classes
C0 = {0,1...,t} and C1 = {t + 1,t + 2...,l} at grey-level t ∈ G = {0,1,...,l}. It uses the
histogram information derived from the source image. The optimal threshold, th, can be
determined by maximising the criterion function:
th = max
t∈G
 
σ2
b

(3.13)Chapter 3 Craquelure Detection 43
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ni and n are the number of pixels with grey-level i and the total number of pixels in the
image respectively. For more on the subject, see [94].
3.4.2 The Simple Image Statistic Technique
The simple image statistic (SIS) algorithm [97] is an automatic bi-level threshold selec-
tion technique. Unlike the Otsu technique, SIS algorithm does not require computing a
histogram for the image. Let A ∈ RX be the source image over an m x n array X. The
SIS algorithm assumes that A is an imperfect representation of an object and its back-
ground. The ideal object is composed of pixels with grey-level a and the ideal background
has grey-level b.
Let e(i,j) be the maximum on the absolute sense of the gradient masks s and t (see Figure
3.11) applied to A and centred at (i,j) ∈ X. a(i,j) represents the source image A. It is
shown in [97] that
n X
i=1
m X
j=1
|a(i,j) · e(i,j)|
n X
i=1
m X
j=1
|e(i,j)|
=
a + b
2
. (3.16)
1
-1
(a) s.
-1 1
(b) t.
Figure 3.11: Gradient masks s and t used in the SIS technique.Chapter 3 Craquelure Detection 44
The fraction on the right-hand side of the equation is the midpoint between the grey-level of
the object and background. Intuitively, the midpoint is an appealing level for thresholding.
Thus, the threshold th set by the SIS algorithm is equal to the left-hand side of Equation
3.16.
3.4.3 Performance Evaluation
Experiments were conducted with several images to demonstrate the eﬀectiveness of these
algorithms. Figure 3.12 shows some results obtained for threshold values generated by the
Otsu technique and the SIS algorithm. The enhanced image is thresholded using values
from Otsu and SIS algorithm (48 and 30 respectively).
(a) (b)
Figure 3.12: Enhanced image segmented using automatically determined threshold val-
ues.
Based on observations, the Otsu technique is chosen due to the fact that its outcome is
more consistent compared to the SIS technique in terms of segmented crack patterns. The
Otsu technique produces threshold values higher than the SIS method; thus there is less
noise in the output image. There is also a similar technique used for the detection of vehicle
license plates as reported in [98].
3.5 Variable Thresholding
Speciﬁcally, in the case of large crack images, a single threshold value over the whole image
is not a good strategy for segmenting the cracks. The main problem is due to uneven en-
hancement levels in suspected cracks as a result of inconsistencies in illumination. Although
the top-hat operation to some extent is not aﬀected by illumination inconsistency, in some
cases it does. One simple strategy to overcome this limitation is to perform a technique
known as variable thresholding [99]. Variable thresholding allows diﬀerent threshold levels
to be applied to diﬀerent regions of an image.Chapter 3 Craquelure Detection 45
The image is ﬁrst divided into smaller pre-speciﬁed regions of similar size. In the current
implementation, the image is divided into regions of even dimension, as shown in Figure
3.13, where G is the grid dimension. The image is ﬁrst zero-padded, if its dimension is not a
multiple of the grid size. The threshold value is then established for each region separately,
using either the Otsu algorithm or the SIS algorithm, and thresholding is performed locally
on every sub-image.
The exact methodology is as follows. Let a ∈ RX be the source image, and let image
d ∈ RX denote the region threshold value associated with each point in X, that is, d(x)
is the threshold value associated with the region in which point x lies. The thresholded
image b ∈ {0,1}X is deﬁned by
b(x) =



1 if a(x) ≥ d(x)
0 if a(x) < d(x).
(3.17)
Instead of being globally thresholded, the enhanced crack image is locally processed; thus
weak cracks are better detected. However, dimension of the grids must be chosen carefully.
Very small grids will result in the emergence of unwanted noise in the thresholded image,
since the assumption made prior to the process is that every grid should contain cracks
(the object and the background). Even if a region in reality does not contain cracks, the
algorithm will “force” cracks to appear, since the threshold will emerge as being extremely
low in these regions.
3.6 Crack Thinning
In the later stages, it is more convenient and less time consuming to work with one-pixel
wide cracks rather than those of variable width. Although width is seen as an important
element in characterising a crack pattern [44], it is ignored for the time being to concentrate
on other characteristics.
Crack patterns are then thinned using the hit-or-miss algorithm [92]. To make sure the
cracks have been thinned to one-pixel wide, 10 iterations are performed. A hit-or-miss
cleaning algorithm is then applied to remove isolated pixels. A “thinned” and “cleaned”
image (see Figure 3.14) is the ﬁnal outcome of the crack detection process, which will be
the input to the next stage.
It is extremely diﬃcult to achieve high accuracy in this detection stage. However, due to
the large portion of cracks detected over the portion of noise, the outcome of the algorithmChapter 3 Craquelure Detection 46
(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 3.13: The ﬁrst row showing grids overlaid on images ((a), (b) and (c)). The second
row showing square regions of diﬀerent threshold value displayed as grey values ((d), (e),
(f)) while the third row displays the results of automatic thresholding on the images ((g),
(h), (i)).Chapter 3 Craquelure Detection 47
Figure 3.14: Thinned and cleaned cracks.
is considered acceptable and can be used for the later stages.
3.7 Results and Discussion
The algorithm has been tested on real crack images of various sizes. In additions to results
shown earlier, other results are presented here.
The questions still needing to be answered at this point are: 1) Should multi-orientation
ﬁltering be used or a single structuring element is suﬃcient to enhance the crack patterns?
2) Which shape and size of the structuring element should be used? 3) Which automatic
thresholding algorithm is more suitable? 4) Should variable thresholding be used and, if it
should, what should be the grid size? Diﬃculties occur in answering these questions on the
basis that the process is entirely dependent on human observation (i.e. no strong analytical
method).
Refering to Figure 3.8, it can be seen that multi-orientation ﬁltering is eﬀective when
the crack patterns possess near-similar orientation properties as the structuring element.
However, the vast variety of crack patterns makes this technique less practical, since, in
order to represent more orientations, more structuring elements have to be used and this
increases the computational load. To make matters more diﬃcult, the enhancing ability of
the multi-orientation ﬁltering approach does not really overcome the problem of the single
structuring ﬁltering approach when applied on somewhat circular crack patterns (see Figure
3.9) and the same goes for rectangularly-arranged crack patterns (see Figure 3.10). As
the crack patterns are not intended to be enhanced orientation-wise, the multi-orientation
ﬁltering approach oﬀers no clear advantage over single structuring element ﬁltering.
As for the shape size/dimension of the structuring element, the disk-shaped structuring
element with a dimension of 5x5 is used solely based on continuous observations. Getting
near-perfect accuracy is not a high priority, since the main target in the end is to classifyChapter 3 Craquelure Detection 48
patterns and it is believed, as long as the stronger features of the crack patterns are detected,
there will not be signiﬁcant loss of information.
Going into the segmentation stage, the signiﬁcant diﬀerence between the Otsu and the SIS
technique is that the former consistently produces higher threshold values compared to the
latter on the majority of occasions. Consequently, this raises concerns as to whether it
is better to have a high threshold or a low threshold. In principle, high threshold might
remove some information while low threshold can produce unwanted noise in the segmented
image. Again the choice of technique is based on observations and Figures 3.15, 3.16 and
3.17 visualise some of the detected crack patterns using the Otsu and SIS techniques.
(a)
(b) (c)
Figure 3.15: First sample comparison between crack detected using automatic threshold
techniques: (a) original image; (b) Otsu technique; (c) SIS technique.
Inconsistent illumination and contrast can cause major diﬃculties in segmenting crack
patterns if appropriate strategies are not taken as visualised in Figure 3.2. Four diﬀerent
approaches are compared and Figures 3.18, 3.19 and 3.20 visualise the comparisons for
some selected images. The approaches are:
i. straightforward thresholding using Otsu technique,
ii. CTH operation followed by segmentation using the Otsu technique,
iii. variable thresholding using Otsu technique with grid size 64, andChapter 3 Craquelure Detection 49
(a)
(b) (c)
Figure 3.16: Second sample comparison between crack detected using automatic thresh-
old techniques: (a) original image; (b) Otsu technique; (c) SIS technique.
(a)
(b) (c)
Figure 3.17: Third sample comparison between crack detected using automatic threshold
techniques: (a) original image; (b) Otsu technique; (c) SIS technique.Chapter 3 Craquelure Detection 50
iv. CTH operation followed by a variable thresholding using Otsu technique with grid
size 64.
Although in principle, thresholding alone in some cases can be used to segment crack
patterns, it has been proven that the CTH operation contributes signiﬁcantly in enhancing
the suspected crack patterns, as evident in the sample results, with approaches (ii) and
(iv) producing the better results. There is no doubt at this point that the CTH operation
will be a vital component in the crack detection approach in this thesis. However, it is still
necessary to determine how eﬀective variable thresholding is.
The variable thresholding approach is seen as a good step in dealing with illumination
inconsistency as demonstrated in Figure 3.21, using Otsu technique with grid size (G)
64. The dotted rectangle highlights the region which global thresholding failed to segment
properly, but which was dealt with eﬀectively by the variable thresholding approach.
However, variable thresholding can cause oversegmentation in areas where there are no
cracks, especially if the grid size is too small. In this case, “cracks” will be forced to
appear, as can be seen in Figure 3.22.
These circumstances raised a dilemma in terms of choosing between global thresholding
and variable thresholding. The tradeoﬀ between the two approaches is the amount of noise.
Global thresholding works well for small images but in very large images, some features
will be left out, while variable thresholding tends to introduce unwanted noise especially in
areas not aﬀected by cracks.
3.8 Summary
This chapter has shown how crack patterns can be detected using the morphological top-
hat operation. It is a widely used technique for extracting ridge-valley structures. The
importance of the technique in detecting cracks has been shown and the top-hat operation
is considered as a vital component.
An automatic segmentation strategy has also been presented, using the Otsu technique,
which has been demonstrated and proven to be useful in separating enhanced crack patterns.
Several known obstacles in performing the task have been also outlined particularly those
related to contrast and illumination inconsistency within a crack image. The issue regarding
the size of the crack patterns has also been raised. This matter is not discussed in detail,Chapter 3 Craquelure Detection 51
since it is less important. The main interest here is to capture the dominant features in a
crack pattern and the approach undertaken is seen to be suﬃcient.
Multi-orientation ﬁltering was also attempted to see the eﬀect it has in enhancing crack
patterns. Cracks are elongated structures which in a way match the shape of a rectangular
(one-dimensional) structuring element. Experiments were conducted to demonstrate the
eﬀectiveness. The key point in multi-orientation ﬁltering is angle resolution where in order
to represent more angles, more structuring elements must be used. The drawback is higher
computational load caused not only by a bigger structuring element size, but also by the
extra number of structuring elements used. Furthermore, based on the experiments, multi-
orientation ﬁltering does not oﬀer a signiﬁcant advantage over the single structuring element
approach.
Another critical point raised is the use of variable thresholding in segmenting the enhanced
crack patterns. Oversegmentation occurs when variable thresholding is used particularly
aﬀecting areas without cracks. A portion of Chapter 4 will discuss a technique to further
eliminate unwanted elements within the detected crack image.Chapter 3 Craquelure Detection 52
(a) Original image.
(b) Method (i). (c) Method (ii).
(d) Method (iii). (e) Method (iv).
Figure 3.18: First example of crack patterns detected using four methods, namely (i)
straightforward thresholding, (ii) CTH operation followed by thresholding, (iii) variable
thresholding using grid size 64, and (iv) CTH operation followed by variable thresholding
with grid size 64.Chapter 3 Craquelure Detection 53
(a) Original image.
(b) Method (i). (c) Method (ii).
(d) Method (iii). (e) Method (iv).
Figure 3.19: Second example of crack patterns detected using four methods, namely (i)
straightforward thresholding, (ii) CTH operation followed by thresholding, (iii) variable
thresholding using grid size 64, and (iv) CTH operation followed by variable thresholding
with grid size 64.Chapter 3 Craquelure Detection 54
(a) Original image.
(b) Method (i). (c) Method (ii).
(d) Method (iii). (e) Method (iv).
Figure 3.20: Third example of crack patterns detected using four methods, namely (i)
straightforward thresholding, (ii) CTH operation followed by thresholding, (iii) variable
thresholding using grid size 64, and (iv) CTH operation followed by variable thresholding
with grid size 64.Chapter 3 Craquelure Detection 55
(a) Original image.
(b) Cracks segmented using manual thresholding.
(c) Cracks segmented using variable thresholding.
Figure 3.21: Dealing with illumination inconsistency using variable thresholding.Chapter 3 Craquelure Detection 56
(a)
(b) (c)
(d) (e)
Figure 3.22: Figure showing the oversegmentation eﬀect when “cracks” are forced to
appear, as the variable thresholding technique assumes the existence of cracks in each
square region. The rectangles highlight the regions aﬀected by oversegmentation, clearly
spotted in the image produced from approach (iv): (a) the original image; (b) cracks
detected using approach (ii); (c) cracks detected using approach (iv); (d) the thinned
version of (b); (e) the thinned version of (c).Chapter 4
Craquelure Representation
4.1 Introduction
Having segmented the crack contours from the background, the next stage involves repre-
senting the contours in a diﬀerent form such that analysis can be made eﬀectively. This
chapter presents a stage-by-stage process of converting the crack contours from an image-
based representation into a numerically structured representation, with the main aim to
provide a platform from simple, eﬀective and ﬂexible data manipulation for use in the later
stages. An approximation scheme using conservative shapes is also introduced to facilitate
both feature extraction and area of interest determination. Finally, a crack pruning stage
is presented which aims at removing noise and insigniﬁcant crack patterns.
4.2 Description of Crack Patterns
The main aim of this stage of the research is to ﬁnd a way of describing crack patterns
numerically. Prior to that, clear distinctions must be made between the classes mentioned
in Section 1.4 generally stating the criteria and characteristics of each one. Figure 4.1 shows
typical examples of the 5 crack classes.
Throughout most of the remaining chapters, the images in Figure 4.1 will be used as sample
images to represent the ﬁve crack classes. Through observations based on the structural
appearance of these images, it is clear that line direction is one of the most discriminating
features. The crack patterns in Figures 4.1(a) and 4.1(e) can easily be distinguished from
those in Figures 4.1(b), 4.1(c) and 4.1(d), where the shapes of the line segments are used
as features. The line segments in Figures 4.1(a) and 4.1(e) are altogether more curvy than
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(a) Circular. (b) Rectangular.
(c) Unidirectional. (d) Spiderweb. (e) Random.
Figure 4.1: Typical classes of cracks related to support structures and physical impact.
those in the other images. However, globally there is no clear distinction between Figures
4.1(b), 4.1(c) and 4.1(d) in terms of the structural shape of each of the line segments. Other
features should be used to distinguish them.
Another feature that seems to be quite useful is the length of the line segments. The lengths
of line segments in Figures 4.1(b), 4.1(c) and 4.1(d) are more consistent compared to those
of Figures 4.1(a) and 4.1(e). From a statistical view point, the standard deviation of the
line segment lengths might be a potentially beneﬁcial measure to classify crack patterns.
Given the general observations of the diﬀerences, the next question is how to describe the
cracks numerically.
Varley’s, [38], model of cracks uses a variable number of B´ ezier curves [36]. The parameters
of the B´ ezier curve model are sampled using the Reversible Markov Chain Monte Carlo
(MCMC) technique [37, 100]. Varley explains in brief the methodology in which the pa-
rameters of the B´ ezier curve are used as features for classiﬁcation. In total, twenty-eight
features are extracted from the B´ ezier curve.
The fact that the MCMC technique is a global process makes it very ineﬃcient in terms of
its computational cost. Varley reported in [37], a total iteration of 107 to model a simple
crack image, which is extremely time consuming. Being a global process makes it less
suitable for a content-based analysis since processes are made on an image basis instead ofChapter 4 Craquelure Representation 59
a regional or pixel basis.
A simple technique is used as the basis for analysis in this research, involving a chain-code
based crack pattern structuring approach. It is a pixel-based process which allows analysis
down to the pixel level. It also allows analysis at multiple structural levels of a crack
pattern. The next section explains the approaches.
4.3 Structural Representation of Crack Patterns
A crack following algorithm is applied on a crack detected image, such as the one shown
in Figure 3.14. Statistical data are collected as it “runs” along the lines. This feature
extraction approach collates statistical information, while marking important points such
as junctions and end points.
The Freeman chain-code [50, 51] has been used for various image processing applications,
including ﬁnding features of curves/lines [52, 53]. A similar scheme is employed to record
the direction of the crack pixels. The 8-connected Freeman chain-code uses a 3-bit code
0 ≤ c ≤ 7 for each boundary point. The integer c indicates the direction in which the
next crack pixel is located. The 8-connectivity scheme is as shown in Figure 4.2. Boundary
chain-codes can be determined using contour following [101], which is a traversing process
to identify the boundary of a binary object. The algorithm requires operations of O(N).
A conceptually similar method to that of [101] is employed, except that it is implemented
on open boundary line segments instead of closed boundary objects.
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Figure 4.2: Example of an 8-connectivity chain-code of a small portion of crack pattern.Chapter 4 Craquelure Representation 60
This approach serves two main purposes, namely post-detection ﬁltering/pruning and high-
level feature extraction. However, unlike most of the applications which implement chain-
codes, the approach employed does not use the 8-connected direction as means of storing and
reconstructing a crack structure. It is utilised for the sole purpose of building a structured
representation of statistical data, to allow eﬃcient data access and manipulation. With
that, high-level feature extraction and crack pruning can be done easily. The extracted
high-level features are the actual information stored as signatures describing the nature of
an analysed crack pattern.
Figure 4.3 shows the ﬁrst 250 chain-codes for the crack patterns in Figures 4.1 while Figure
4.4 shows the ﬁrst 1000 chain-codes.
4.3.1 Hierarchical Structuring of a Crack-Network
In implementation, a pixel-based representation of crack patterns is converted into an alter-
native representation based on statistical measures and computational values. This should
be a structured and organised representation that will allow easy manipulation and access
to information at diﬀerent resolution levels. Terminologies are deﬁned beforehand, so that
elements of a transformed crack pattern representation can be consistently recognised. The
important terminologies are deﬁned below.
• Edge point : A point at the edge of a line segment.
• Line segment : Collection of pixels connected in chain form between two edge points.
• Node : A point which connects 3 or more line segments.
• Crack-network : A collection of inter-connected line segments.
• Object-of-interest : A “meaningful” collection of crack-networks.
In graphical form, Figure 4.5 visualises the deﬁnition of the terminologies.
4.3.1.1 The Crack Following Routine
The crack following routine collates information on the basis that pixels are 8-connected.
The process starts from a pixel x = (x1,x2) in the image and a 3 by 3 neighbourhood
M(x) is deﬁned by M(x) = {y : y = (x1 ± j,x2 ± k),j,k ∈ {0,1}}. The initial pixel must
be selected on the basis that it is the ﬁrst with a single neighbour. At this instance, thisChapter 4 Craquelure Representation 61
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Figure 4.3: The ﬁrst 250 chain-codes for the crack patterns of Figures 4.1(a), 4.1(b),
4.1(c), 4.1(d) and 4.1(e) respectively.Chapter 4 Craquelure Representation 62
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Figure 4.4: The ﬁrst 1000 chain-codes for the crack patterns of Figures 4.1(a), 4.1(b),
4.1(c), 4.1(d) and 4.1(e) respectively.Chapter 4 Craquelure Representation 63
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point
crack-network object-of-interest
Figure 4.5: Terminologies related to crack pattern structuring deﬁned graphically.
point is registered as a line segment and its starting point (x1,x2) is noted. If a point
without a neigbour is encountered, that point will be registered both as a line segment
and a crack-network. In a situation where the algorithm fails to ﬁnd any single neighbour
pixels, a random point is selected as a starting point.
Using M(x) to monitor each neighbour for pixel x, the algorithm then searches for the
location of the adjacent pixel. x is assigned to the adjacent pixel and the chain-code cor-
responding to the direction from the previous point to the current point is registered. All
points that have been processed are labelled as marked. The crack following process contin-
ues until either one of the following events occur; a point without any unmarked neighbours
is encountered or a point with more than one unmarked neighbour is encountered. In the
former, the point is registered as an edge point for the respective line segment while for the
latter a separate decision making procedure is implemented in order to decide whether the
point should be assigned as a node or another point succeeding it.
The decision making procedure is explained in Section 4.3.1.2. The node is registered as
a substructure to the current data structure of the crack-network. Its location as well as
the locations of its neighbours are copied into the data structure. In the next step, the
algorithm selects one of the unmarked neighbours of the node as a start point and repeats
the crack following procedure. The process continues until it fails to ﬁnd pixels with at
least one neighbour. At this point, a complete crack-network has been “followed”. All the
pixels belonging to the crack-network have been labelled as marked at this point.
The algorithm then performs another scan on the image to ﬁnd a starting point for another
crack-network. If it detects a point with a single neighbour, the same steps are repeated.
The algorithm stops when there are no unmarked pixels left in the image.Chapter 4 Craquelure Representation 64
4.3.1.2 Node Determination
One of the challenging tasks within the crack following routine is to determine which pixel
should be assigned as a node. The problem exists because of the nature of the process,
which follows a route and determines feature points as it goes through the cracks. When the
algorithm comes across a point with more than one neighbour, there are two possibilities:
whether that point is a node or whether it is not. If it is not, then one of its neighbours
should be. This section addresses a method to determine the exact node points of a crack-
network.
The complication in deciding whether a pixel is a node or not depends on the arrange-
ments of its neighbouring points. As an example, Figure 4.6 shows valid and indeterminate
representations of nodes shown in a 3 by 3 neighbourhood.
(a) Valid. (b) Indetermi-
nate.
(c) Valid. (d) Valid.
(e) Valid. (f) Valid. (g) Valid.
Figure 4.6: Valid and indeterminate representations of nodes. The black coloured circles
represent neighbours to the middle pixel which is located in the middle of the 3 by 3 masks,
while marked pixels are shown as grey circles.
Out of all the examples, the status of the middle pixel of Figure 4.6(b) cannot be determined
at this stage, although it has more than one neighbour whereas all the remaining middle
pixels are considered valid nodes. Figure 4.6(b) can be a node only in a particular situation.
The next step determines whether the middle pixel of Figure 4.6(b) can be regarded as a
node point. With the aid of a 5x5 neighbourhood mask, count the number of neighbouring
crack pixels in the directions of the immediate neighbouring pixels (see Figure 4.7(a)). If all
the sums equal two, assign the middle pixel as a node (Figure 4.7(b)). On the other hand,
if all the sums equal 1, assign the centre immediate pixel of the middle pixel as a node
as shown in Figure 4.7(a). If these two conditions are not satisﬁed, a further step is then
employed to determine which pixel is the next pixel out of all the neighbours. In solvingChapter 4 Craquelure Representation 65
this, two rules are deﬁned, which takes into account the previous and potential paths taken
by the crack following algorithm. The rules are as listed below according to the highest
priority.
count = 1
count = 1
count = 1
node
(a)
count = 2
count = 2
count = 2 node
(b)
Figure 4.7: Conditions for assignment of node points in a 5x5 neighbourhood: (a) con-
dition where count=1 in all directions and the centre immediate pixel is assigned as the
node; (b) condition where count=2 and the middle pixel is assigned as the node point.
Rule A : With the aid of a 5x5 mask and with the middle pixel being the current pixel
under consideration, count the number of neighbouring crack pixels in the directions of the
immediate neighbouring pixels (see Figure 4.8). If there is a single maximum count, choose
the corresponding path as the next path or in other words, pixel P as the next pixel. If no
single maximum count exists, then Rule B applies.
Rule B : Choose the current path as the path taken for the next pixel (see Figure 4.9).
If the above procedures are not followed, a slight deviation to the actual location of the node
will occur (one pixel deviation). Besides that, for a certain node point, there will also exist
several “dummy” node points. Although the exact locations of the nodes are not really
crucial, the number of assigned nodes can be an important cue for feature computation
related to the spatial distribution of node points.
count = 1
count = 2
count = 1
pixel   P￿
(a)
count = 1
count = 1
count = 2
pixel   P￿
(b)
Figure 4.8: Two samples of a condition that satisfy Rule A. The black coloured circles
represent neighbouring pixels, the black and white coloured circles represent middle pixels.
The newly assigned nodes are shown by the black arrows.Chapter 4 Craquelure Representation 66
count = 1
count = 2
count = 2
pixel   P￿
(a)
count = 1
count = 2
count = 2
pixel   P￿
(b)
Figure 4.9: Two samples of conditions that do not satisfy Rule A but satisfy Rule B. The
black coloured circles represent neighbouring pixels, the black and white coloured circles
represent middle pixels and the grey circles represent previous middle pixels. The newly
assigned nodes are shown by the black arrows.
4.3.1.3 Hierarchical Data Structuring of Important Features
The output of the crack following algorithm is structured data concerning all the exist-
ing crack-networks in the image called the network tree. Each crack-network has its own
substructures, which hold information related to nodes and line segments. The number
of substructures depends on how many of these are detected. The locations of the nodes
are stored. As for the line segments, statistical information such as the total number of
pixels, total number of nodes and the chain-code histogram are generated. The statistical
data corresponding to each line segment is then collated to produce a representation for a
crack-network. Thus, each crack-network contains details about the total number of pixels,
number of nodes, total crack length (see Section 6.2.1), chain-code histogram (see Section
6.2.1) and details about its components (i.e. nodes and line segments).
With reference to Figure 4.10, the structured crack patterns are divided into two parts:
crack-network features and local features. Simply deﬁned, the former refers to statistical
values which represent a single crack-network, while the later numerically represents local
entities such as nodes and line segments.
This pre-supposes a deﬁnition of crack pattern, which may be regarded as a single crack-
network or as cracks bounded in a particular image or region, and this in CBIR terms
becomes the issue of object-of-interest.
4.4 Crack Pattern Approximation
Some features are left undetected in the craquelure detection stage, and this tends to
produce disconnected curves. In order to extract high-level features for content-basedChapter 4 Craquelure Representation 67
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Figure 4.10: The network tree, a hierarchically structured data concerning crack-
networks.
application, these supposedly connected curves have to be grouped together. It is one of the
many steps needed to produce a content-based platform for digital analysis of crack patterns
in paintings, particularly for classiﬁcation purpose. The prime objective of the grouping
algorithm is to segment or partition areas of an image to produce reliable representations of
object-of-interest. The ﬁrst stage of the algorithm utilises the minimum bounding rectangle
(MBR) of a crack-network as a means to deciding on merging, using a proximity rule. The
use of both the rotated and the un-rotated MBR are demonstrated. In the second stage,
characteristics represented by the rotated MBR are used as features for an N-dimensional
clustering.
4.5 Object Interpretation in Craquelure Analysis
Crack patterns can be interpreted in several ways. From a content-based view-point, the
question to be asked is how to deﬁne a single crack pattern. Based on Varley’s work [38],
classiﬁcation is made based on an image-to-image basis. In other words, all crack patterns
in a single image are assumed to belong to the same crack class. This is fully understood,Chapter 4 Craquelure Representation 68
since Varley’s work is not at all concerned with content-based issues.
This undeﬁned interpretation of the object-of-interest is an important matter. Real appli-
cation of content-based crack analysis needs processes on very large images with hundreds
(even thousands) of crack-networks and thus the interpretation of object-of-interest must
be addressed.
For object-of-interest extraction, processing and storing the deﬁnition is seen as an impor-
tant element. For instance, a single crack-network can be acknowledged to represent an
object-of-interest. However, this assumption might be less reasonable in a shorter crack-
network. In another case, an a priori determined square grid can be assumed to contain a
single object-of-interest, but yet again this assumption is not particularly valid since cracks
are thin structures, and they tend to “overﬂow” into neighbouring grids. Furthermore,
patterns of cracks are dependent on the way they are viewed. The approach explained in
Section 4.3 and visualised in Figure 4.10 processes cracks assuming that each pair of adja-
cent pixels belong to the same entity, which is a crack-network. Post-processing must be
done to further elaborate the deﬁnition of object-of-interest using more complex criteria.
4.6 Conservative Shape Approximation
If reliable image segmentation is available, a popular approach to object classiﬁcation is
based on analysing the boundaries of the extracted regions, which oﬀers two main beneﬁts.
Firstly, it allows simple and eﬃcient computation of descriptors, and secondly it oﬀers a
wide choice of techniques for classiﬁcation based on a vector of properties [102]. Another
approach for shape representation is to deﬁne a set of standard shapes such as rectangles,
circles or ellipses against which input regions are compared. These representations are
known as conservative approximations [103].
An approximation is considered conservative if, and only if, each point inside the contour
of the original object is also in the conservative approximation. Other known conserva-
tive representations besides the MBR and the RMBR, are the convex hull (CH), the mini-
mum bounding m-corner (MBMC), the minimum bounding circle (MBC) and the minimum
bounding ellipse (MBE) [103, 49]. These approximations diﬀer in terms of their accuracy,
the area they cover and the number of required parameters. Figure 4.11 visualises these
conservative shape approximations while Table 4.1 compares them in terms of the number
of required parameters. The CH has on average the highest storage requirement and the
highest accuracy, while the MBC needs the least space for parameter storage [104].Chapter 4 Craquelure Representation 69
This approach allows a more general characterisation of descriptors, since detailed infor-
mation about a shape has been translated into a more simpliﬁed representation. Despite a
reduction in shape information, it serves well in high-volume applications, where the spatial
objects display a very complex structure. Computation of spatial operators is very time-
intensive, and therefore a simpliﬁed shape representation will allow faster computation.
conservative approx. MBR RMBR CH
no. of parameters 4 5 var.
conservative approx. MBMC MBC MBE
no. of parameters 2m 3 5
Table 4.1: Number of parameters for conservative approximation.
(a) MBR (b) RMBR (c) MBMC (m = 5)
(d) MBC (e) MBE
Figure 4.11: Sample conservative approximations of a crack-network using the mini-
mum bounding rectangle (MBR), rotated minimum bounding rectangle (RMBR), minimum
bounding m-corner (MBMC), minimum bounding circle (MBC) and minimum bounding
ellipse (MBE) respectively.
“Bounding boxes” is a term commonly used in the literature. Although the word box can
be used in a two-dimensional format, any possible suggestion of three dimensions is removed
by calling them “bounding rectangles”.
Bounding rectangles are most commonly used in computer graphics to improve the perfor-
mance of algorithms, which should process only intersecting objects. Due to their simpler
shape, checking intersections among bounding rectangles is almost always more eﬃcientChapter 4 Craquelure Representation 70
than among complex objects. Thus, bounding rectangles allow an algorithm to quickly
perform a task and avoid costly processing in unnecessary cases. Traditionally, computer
programs have dealt with on-screen objects such as images and characters by placing them
in an invisible rectangle, which appears whenever it is clicked. Word processing tools, like
Microsoft WordTM for instance, allows images bounded by rectangles. Another ﬁne exam-
ple is the bounding box information stored with encapsulated postscript (EPS) ﬁles, where
a larger document that embeds these ﬁles can place and compose them properly.
The heuristic of bounding rectangles is used in rendering algorithms, including traditional
visible-surface determination [105] as well as image-based techniques to reconstruct new im-
ages from the re-projected pixels of reference images [106]. Bounding rectangle heuristics
is also commonly used in algorithms for modelling, such as techniques that deﬁne com-
plex shapes as Boolean combinations of simpler shapes [107] and techniques to verify the
clearance of parts in an assembly [108]. Bounding rectangles are also useful in animation
algorithms, especially in collision detection algorithms for path planning [109, 110] and
the simulation of physically based motion [111, 112]. Bounding rectangles have also been
extensively used in spatial database systems [108, 113].
Another signiﬁcant motivating factor in the use of bounding rectangles is the increase in
computational speed. Arrebola et al. [114] use a coarse shape representation, such as
bounding rectangles of objects in a scene in order to minimise computational load and time
requirements in a foveal active vision system. Meier and Ade [115], use bounding rectangles
to track objects such as cars, in an image sequence in the development of an automatic
traﬃc scene analysis system that would avoid collisions.
Bounding rectangles are also extensively employed in document analysis systems. Chen and
Bloomberg [116] use bounding rectangles to highlight imaged documents where bounding
rectangles of words, sentences and paragraphs are extracted. Wu et al. [77], describe an
algorithm that detects text strings in an image and puts bounding rectangles around them
for further processing.
In other applications, Chang and Lee [117] extract a frame-diﬀerence sequence from video
and subsequently segment the video content via a box segmentation mechanism. Using
characteristics and prominent points that accompany the bounding rectangles, they perform
video content indexing. In 1-D signal analysis, bounding rectangles are used to speed up
speech recognition, as described in [118]. Paquet et al. [119] use bounding rectangles
as a means for describing 2-D objects, using coarse description of what belongs to the
bounding rectangles. The representation is invariant to resolution, translation and rotation
and targeted for use in the MPEG-7 [120] standard description of audio-visual (AV) data.Chapter 4 Craquelure Representation 71
4.6.1 The Minimum Bounding Rectangle (MBR)
Computation of the MBR is simple and straightforward as shown by Freeman et al. [121].
It begins by enclosing an object (crack-network) in a rectangle with sides parallel to the
y and x axes of a cartesian coordinate system. The crack-network is represented in chain
form, C = c0c1c2...cn where cj are octal-valued chain links computed over j = 0,1...,n.
hmin and hmax are the minimum and maximum pixel coordinates of the object along the
y-axis while wmin and wmax are the minimum and maximum pixel coordinates of the object
along the x-axis. The MBR is constructed by lines y = hmin, y = hmax, x = wmin and x
= wmax which satisfy hmin ≤ y ≤ hmax and wmin ≤ x ≤ wmax.
4.6.2 The Rotated Minimum Bounding Rectangle (RMBR)
The computation of RMBR beneﬁts from the concept of moments [64]. A moment of order
(p + q), µpq is as computed in Equation 1.6. A parameter which is crucially important in
this work is the direction or axis of minimum inertia, θ [64] computed as
θ =
1
2
tan−1

2µ11
µ20 − µ02

(4.1)
where 0 ≤ |θ| ≤ π
2. The axis of minimum inertia is a property which makes more sense
for elongated objects. However, it is a prerequisite for computing the RMBR. Let L be the
number of non-zero pixels in the crack-network, y(l) and x(l) are coordinates of y and x
for 0 ≤ l ≤ L. Once θ is known, the following transformations are used [122]:
α = x(l)cosθ + y(l)sinθ, (4.2)
β = −x(l)sinθ + y(l)cosθ. (4.3)
The maximum and minimum of α and β are then computed to reveal αmin, αmax, βmin and
βmax. The sides of the RMBR (i.e the height and the width) hR and wR can be calculated
as
hR = βmax − βmin, (4.4)
wR = αmax − αmin. (4.5)
In order to reconstruct the RMBR, the following information is needed: a centre point
(centroid), an axis of minimum inertia θ, RMBR width wR and RMBR height hR.Chapter 4 Craquelure Representation 72
The centre of the RMBR is computed using some geometrical properties, ﬁrst taking into
account the corresponding x and y coordinates of αmin, αmax, βmin and βmax. Knowing
the axis of minimum inertia and the axis perpendicular to it, θ+π/2, the coordinates are
then used as points to construct four straight lines, A1, A2, A3 and A4 corresponding to
the sides of the RMBR. Solving simultaneous equations, A1 = A2, A2 = A3, A3 = A4 and
A1 = A4, the corner points of the RMBR, I1, I2, I3 and I4 can be detected. From I2 and
I4, the straight line B1 can be obtained and the same applies for I1 and I3, which produce
B2. From this point, ﬁnding the centre of RMBR is a straightforward process. In doing so,
the simultaneous equation, B1 = B2 is solved to reveal the centre points, (xc,yc). Using
xc, yc, hR, wR and θ the RMBR can be reconstructed.
RMBR can also be reconstructed using a diﬀerent centroid and, in fact, any point within the
image can be used. Using the centre of mass (see Equation 1.4) to reconstruct an RMBR
results in a translated version. This version possesses the same properties as the genuine
RMBR, except that it is tuned to shift itself towards an area of high pixel concentration in
the crack-network. In cases where the concentration is not constant, a bounding rectangle
that does not enclose the whole of the crack pixels is produced and this of course contradicts
with the deﬁnition of conservative approximation (see Section 4.6). However, in order to
open more options for analysis, the deﬁnition is not followed strictly.
4.7 Crack-network Pruning
One available option once crack patterns have been structurally represented by a network
tree, is to perform pruning in order to eliminate any unwanted crack-network. “Unwanted”
in this case refers to the signiﬁcance of a crack-network or the level in which it inﬂuences
the outcome of a certain process. From a diﬀerent perspective, it can also be any elements
that are suspected to be noise originating from the output of the crack detection stage.
Among the criteria that can be used as an indication of the signiﬁcance level is total
length, number of nodes and number of line segments. Among these, total length is the
most reasonable criterion. As an example, it can be assumed that a “valid” crack-network
in some cases can appear without any nodes or with only a single line segment. On the
contrary, short cracks will certainly pose minimal signiﬁcance if the rest of the crack-network
is lengthy.
Noise in most cases in the analysis possesses three characteristics; it is short in length, very
localised and densely populated. The density of crack pixels in an area can also be used asChapter 4 Craquelure Representation 73
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Figure 4.12: Computing the centre of RMBR using geometrical techniques: (a) knowing
θ, straight lines A1, A2, A3 and A4 are computed from the knowledge about maximum
and minimum pixel points αmin, αmax, βmin and βmax which are then used to reveal the
corner points I1, I2, I3 and I4; (b) straight lines B1 and B2 are used to ﬁnd the centre of
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a cue to determine if the crack-network should be deleted from the list. The crack density
is computed by taking the total number of pixels over an area covered by the RMBR of
that particular crack-network (refer Section 4.4). The noise populated areas are modelled
from the ratio of the RMBR dimensions, computed as shown by Equation 5.6.1.3. The
dimension ratio attempts to model the elongatedness of a crack-network.
Noise is diﬀerentiated from the actual crack pixels by setting three threshold limits. Let Lth
be the threshold for the minimum allowable length of a crack-network, Dth the threshold
for the maximum allowable crack density and Rth the threshold for the maximum allowable
dimension ratio. Short crack-networks are suspected to be noise and the same goes for
crack-networks which possess high population density with high dimension ratio. Crack-
networks with high population density can either belong to noise or unidirectional crack
patterns. In order to model the behaviour of noise, the dimension ratio is used. Thus,
pruning is imposed on a crack-network only if one of the following conditions is satisﬁed:
• (crack-network length < Lth)
• (crack-network density > Dth) AND (crack-network dimension ratio > Rth).
In the implementation, the network tree is traversed to search for networks that satisfy
the pruning condition. Once these networks have been detected, they are deleted from the
network tree leaving only “signiﬁcant” networks behind.
Figure 4.13 shows cracks for several levels of pruning using network length, Lth as a pruning
criterion, while Figures 4.14 and 4.15 show examples of a crack-network pruned using Dth
and Rth respectively. The cracks are reconstructed after pruning for display purposes.
Based on continuous observations, for most cases, the values chosen for Lth, Dth and Rth
are 15, 0.15 and 0.5 respectively. Figure 4.16 shows an example of pruning performed on
crack images using these values. This action behaves as a ﬁltering mechanism to eliminate
any element of a crack-network which does not fulﬁl certain criteria. Not only can this
functionality be extended to prune a whole crack-network, but it can also be tuned to
eliminate short line segments.
Performing the technique with the same parameter values in Figures 3.22(c) and (d) yields
the result as shown in Figures 4.17(a) and (b) respectively.Chapter 4 Craquelure Representation 75
(a) Original image. (b) Lth = 0.
(c) Lth = 5. (d) Lth = 10.
(e) Lth = 15. (f) Lth = 20.
Figure 4.13: Crack pruning as a tool to eliminate noise using crack-network length as a
cue.
4.8 Summary
This chapter has shown how thinned cracks are represented in a hierarchically structured
manner based on the Freeman chain-code. Crack contours are ﬁrst coded as chains and a
structured representation is then built in a hierarchical way, taking into account the ﬁne
details (i.e line segments) ﬁrst and combined into a more global representation (i.e crack-
network). Important features are collated as the cracks are “followed”. This notion of
hierarchical structuring allows a more ﬂexible and eﬀective manner of extracting features
and data manipulation in the later stages of the whole system.
The steps taken to approximate crack-networks using the minimum bounding rectangleChapter 4 Craquelure Representation 76
(a) Original image. (b) Dth = 1
(c) Dth = 0.8 (d) Dth = 0.6
(e) Dth = 0.4 (f) Dth = 0.2.
Figure 4.14: Crack pruning using crack-network density as a cue.
(MBR) and the rotated minimum bounding rectangle (RMBR) are also presented. These
approximations are used to evaluate the regions of interests, for feature extraction and
also for visualisation purposes. It can be concluded that the MBR does not possess any
information about orientation, which is not good if orientation is important. However,
compared to the RMBR, it is less computationally expensive for parameter computation,
intersection detection and boundary reconstruction. On the other hand, as opposed to the
MBR, the RMBR holds information about orientation. Thus, more computation power
is needed for parameter computation, intersection detection and boundary reconstruction.
However, this drawback is tolerable with powerful processing capabilities. A more extensive
usage of the approximation is explained in Chapter 5.
Finally, it is demonstrated how the hierarchically structured cracks can be put into useChapter 4 Craquelure Representation 77
(a) Original image. (b) Dth = 1.
(c) Dth = 0.5 (d) Dth = 0.3
(e) Dth = 0.2 (f) Dth = 0.1
Figure 4.15: Crack pruning using crack-network dimension ratio as a cue.
through crack pruning. Noise and insigniﬁcant crack-networks can be eliminated by setting
conditions based on crack-network length, crack density and dimension ratio (based on the
dimensions of the corresponding RMBR).Chapter 4 Craquelure Representation 78
(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 4.16: Crack-network pruning using Lth = 15, Dth = 0.15 and Rth = 0.5, where
(a), (d) and (g) represent the original image while (b), (e) and (h) correspond to their
detected cracks. The corresponding pruned version of the cracks are as shown in (c), (f)
and (i).Chapter 4 Craquelure Representation 79
(a) (b)
Figure 4.17: Results of crack-network pruning on images of Figure 3.22(c) (shown in (a))
and 3.22(d) (shown in (b)) using Lth = 15, Dth = 0.15 and Rth = 0.5.Chapter 5
Content Interpretation and
Merging
5.1 Introduction
Query, matching and result representation require objects-of-interest to represent the sub-
images. In typical content-based retrieval applications, these areas of interest are either
segmented manually or automatically, according to common characteristics such as shape,
texture or colour. Segmented subsets of the image are used as objects-of-interest and
their features or descriptors are calculated independently. Features computed from user-
speciﬁed queries are matched with features of these objects-of-interest to obtain the list of
most similar matches.
This chapter covers the issues related to the areas of interest in a crack image. The questions
surrounding the issue are the manner of segmenting an image containing crack contours into
meaningful regions and the type of characteristics used to perform the task. The basics of
pattern grouping are investigated ﬁrst. Then a two-stage crack pattern grouping approach
is presented which uses proximity and characteristic rules to merge crack-networks into
meaningful objects-of-interest.
5.2 Pattern Grouping
At this point, each crack-network (connected curve) is assumed to represent a meaningful
object-of-interest as far as content-based analysis is concerned and this representation is
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called a sub-object. A question at this point is whether the sub-object is suﬃcient to
describe a meaningful pattern. Using perceptual means, one crack-network is not suﬃcient.
The reasons for this are two-fold. Firstly, the crack detection process is an inherently
unreliable process which results in segmentation errors such as line fragmentation. Secondly,
crack patterns should be thought of as a combination of connected curves rather than just
single connected curves. Furthermore, the regions covered by a sub-object are too small
to oﬀer meaningful features for the purpose of crack classiﬁcation, information query and
result representation.
Line grouping is a crucial stage in the intermediate level of computer vision, to close the
gap between what is produced by state-of-the-art low-level algorithms and what is desired
as input to high level algorithms. Processes such as edge detection for instance, produce
imperfect contours and fragmentation. A line grouping algorithm is an approach that is
meant to compensate for this weakness. Robbles Kelly et al. [123] produced groupings
of straight line segments using eigenclustering. They were interested in locating groups
of straight line segments that exhibit strong geometric aﬃnity to one another. Guy and
Medioni [124] demonstrated the use of a threshold-free and non-iterative technique which
in a way resembles the Hough Transform [49, 125, 126] in terms of its voting approach. The
paper also summarised signiﬁcant work on line grouping, namely that of Lowe [127], Ahuja
& Tuceryan [128], Dolan & Weiss [129], Mohan & Nevatia [130], Sha’ashua & Ullman [131],
Parent & Zucker [132] and Heitger & von der Heydt [133].
While almost all work on line grouping has concentrated on grouping line segments and/or
curves, this research is interested in grouping patterns which in most cases consist of com-
binations of line segments, as the end result of the crack network structuring stage as
described in Chapter 4. A representation of a crack-network, may evolve from a straight
line, a curve, a combination of connected straight lines, a combination of curves and even
a mixture of straight lines and curves. Grouping these crack-networks is a diﬀerent kind of
problem compared to the line grouping problem described in almost all the line grouping
literature. The dependability of the solution on human perception is a fact that cannot be
denied. The research on perceptual grouping [134] and perceptual organization [135] gains
attention for its importance in computer vision. However, the subject is not straightfor-
ward. Taking a quote from Sarkar and Boyer [136], it is clear how grouping crack networks
on the basis of perception is a highly challenging task:
“Perception is not a mere passive recording of information impressed upon my
sensory organs by the environment. Rather, it consists of an active construc-
tion by means of which sensory data are selected, analyzed, and integrated withChapter 5 Content Interpretation and Merging 82
properties not directly noticeable but only hypothesized, deduced, or antici-
pated, according to available information and intellectual capacities”.
Perceptual organization, going back through history, is research that looks for underly-
ing principles which would unify the various grouping abilities of human perception [135].
In the early twenties, Wertheimer [113], Koﬀka and K¨ ohler founded the Gestalt School
of Psychology, and demonstrated the importance of perceptual organization to human vi-
sual perception. The ﬁrst categorisation of perceptual organization rules, made by Max
Wertheimer, is known as Wertheimer’s Laws of Grouping. Some of the rules are as denoted
below [134, 135, 137].
• Proximity - elements that are close.
• Similarity - elements which have similar shape, colour, orientation, size, etc.
• Continuation - elements that lie on a line or a smooth curve.
• Closure - elements, like lines or curves, that form a closed shape.
• Symmetry - elements which are placed in symmetric order.
• Familiarity - elements which are used to be seen together.
In most literature, these rules are usually denoted as grouping cues or just cues. The Gestalt
psychologists [113] were among the ﬁrst to address the issue of pre-attentive perception
[124]. Many “laws of grouping” were formulated, but none in any algorithmic language.
The choice of cues varies heavily with the anticipated outcome of the grouping process.
For instance, to group fragments of line edges from an edge detection process, proximity
and continuation are the most appropriate criteria. On the other hand, in texture analysis,
cues such as similarity and familiarity are the most likely to succeed, if used to group or
segment regular texture patterns. According to Sonka et al. [49], there are mutually related
elements, which, in the literature on texture analysis, are known as primitives or texels.
The current problem is viewed in a similar way. As discussed in Chapter 4, crack patterns
originated from the most primitive form, a pixel, then combine with other primitives to
form a line segment, eventually forming a crack-network which is a group of connected line-
segments. This hierarchical structure is formed through a grouping process which is based
on connectivity. Grouping processes vary tremendously in terms of level of diﬃculty from
quick tasks of proximity and co-linearity based groupings to the diﬃcult knowledge-based
approach.
In the problem in hand, and looking from a general perspective, the cues that are appropri-
ate in grouping crack-networks are proximity and similarity. The crack-network groupingChapter 5 Content Interpretation and Merging 83
scheme implemented considers a crack-network as the primitive. Bearing in mind the
diverse structural form of a crack-network, a typical cue used for line-segments such as
continuation cannot successfully group crack-networks.
In order to “measure” proximity and similarity, a two-stage technique is implemented us-
ing conservative shape approximations characterised by the minimum bounding rectangle
(MBR) and the rotated minimum bounding rectangle (RMBR) which were discussed in
Section 4.6.
The concerns in the analysis are time consumption and simplicity. Working on a very
large image requires a large amount of computational load and the complex mathematical
calculations will signiﬁcantly slow down the process. Thus, simple approximations are
chosen for a crack-network such as the MBR and the RMBR. They require a small number
of parameters for object approximation as opposed to the convex hull [49], which needs a
variable number of parameters. With a huge amount of crack-network in an image, the
task of representing each of them by a simple approximation is highly desirable.
5.3 Merging Algorithms
From a crack-network approximation, a measure of homogeneity has to be established in
order to group the objects together. In doing this, several criteria or characteristics can
be taken into consideration. Prior knowledge as to how crack-networks should be grouped
contributes towards deciding which criteria to employ. At this stage, it cannot be assumed
that RMBRs of similar orientation should be grouped together, and at the same time it
cannot be ruled out the possibility that they should not be. It depends on the anticipated
end result. If the end result is expected to be a unidirectional pattern, it is highly desirable
to group them. On the other hand, it is less desirable if a diﬀerent pattern is expected.
For example, an area with unidirectional pattern implies using diﬀerent grouping criteria.
This dilemma makes pattern characteristics less eﬀective as a grouping cue at this stage of
the process and this is where a 2-stage process becomes appropriate.
A criterion based on proximity and object location is expected to produce visually better
results compared to a characteristic criterion at this ﬁrst grouping stage. By referring to
Figure 5.1, B is more likely to be grouped with A compared to C although B and C are
closer in resemblance. From observations, it is more appropriate for merging at this point
to assume that two RMBRs be evaluated in terms of the distance between them rather
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Implementation-wise, the crack-networks are organised as a linked list, as explained in
Chapter 4. This enables structured data manipulation approaches. In order to group the
crack-networks based on the proximity cue, two data merging algorithms are experimented
with, namely the merge and expand (M&E) and the label and merge (L&M) approaches.
5.3.1 The Merge and Expand Approach
Let CN = [λ1,λ2,...,λn] be a list of crack-networks of structure λ where n is the total
number of networks in the list. The ﬁrst algorithm which called the merge and expand
(M&E) is an iterative technique visualised in Figure 5.1 and explained as follows.
1. i = 1,2,...,n and k = i+1, compare the shape approximations of λi and
λi+k to check for merging.
2. If λ1 and λi+k satisfy a merging rule.
2.1. Compute combined features and reconstruct shape approximation
for λi and λi+k.
2.2. Rearrange crack-network list: CN = [λ1,λ2,...,λn−1].
2.3. n = n − 1.
3. k = k + 1.
4. Repeat steps (2) and (3) until i + k = n.
5. i = i + 1.
6. Repeat steps (4) and (5) until i = n − 1.
Refering to Figure 5.1, A and B are ﬁrst merged, since they partially overlap one another.
A new bounding rectangle is formed to represent a combination of A and B. The algorithm
then checks if the newly formed bounding rectangle overlaps with another bounding rect-
angle. In the case of Figure 5.1, it overlaps C, and, as a result, a new bounding rectangle is
formed. The same process is then repeated until no overlaps are detected. This approach
can be seen as a “lenient” approach, since it easily merges bounding rectangles.Chapter 5 Content Interpretation and Merging 85
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Figure 5.1: The merge and expand approach.
5.3.2 The Label and Merge Approach
The second approach is diﬀerent from the M&E in the sense that it labels every “connected”
RMBR at a ﬁrst run and merges their properties in a second run. This approach is named
the label and merge (L&M) technique as shown visually in Figure 5.2 and as explained by
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1. i = 1,2,...,n and k = i+1, compare the shape approximations of λi and
λi+k to check for merging.
2. If λ1 and λi+k satisfy a merging rule.
2.1. Label λ1 and λi+k with the same label.
3. k = k + 1.
4. Repeat steps (2) and (3) until i + k = n.
5. i = i + 1.
6. Repeat steps (4) and (5) until i = n − 1.
7. i = 1,2,...,n and k = i + 1, compare the labels of λi and λi+k.
8. If λ1 and λi+k have the same label.
8.1. Compute combined features and reconstruct shape approximation
for λi and λi+k.
8.2. Rearrange crack-network list: CN = [λ1,λ2,...,λn−1].
8.3. n = n − 1.
9. k = k + 1.
10. Repeat steps (8) and (9) until i + k = n.
11. i = i + 1.
12. Repeat steps (10) and (11) until i = n − 1.
This approach attempts to label each connected crack-network ﬁrst and merge them when
all the crack-networks have been labelled. Referring to Figure 5.2, A, B, C, G and E
are given similar labels since they are connected. D and F are similarly labelled while H
stands on its own. The ﬁnal outcome are three approximations. As opposed to M&E, this
approach can be regarded as a “strict” merging approach, due to the fact that it does not
merge crack-networks as easily as the M&E approach.Chapter 5 Content Interpretation and Merging 87
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Figure 5.2: The label and merge approach.
5.4 Object Merging Using Proximity Rules
In the scope of the current work, proximity can be deﬁned in several ways. To decide
whether two approximations should be merged, there are several decision rules that can
be considered. The ﬁrst being a measure of distance between two approximations and the
second being an assessment of logical operations between two approximations based on
intersection.
Ideally, two approximations should be merged only if the distance between them is below
a permissible degree. There are two complications on using proximity based on calculated
distance, which are:
1. Deciding which two points (or more) between the approximations are to be used as
representative points, and
2. Finding the optimum distance between approximations or to set a threshold for the
distance.
The practical scenario for this problem is complicated by the existence of a variable number
of suspected objects-of-interest in a crack image. There can be a minimum of one or
any number of objects-of-interest in a crack image. The distances are the elements that
can be used to deﬁne “relatedness” among the disconnected crack-networks. However,
as mentioned in the previous paragraph, one of the trickiest dilemmas is in assigning a
representative point to a crack-network.
Robbles Kelly et al. [123] used end points of a line segment as representatives to the
object-of-interest. This is an appropriate approach due to the fact that they are dealingChapter 5 Content Interpretation and Merging 88
with single line segments rather than a “network” of lines. Furthermore, they are not
concerned with connecting lines which are parallel in location but rather with those which
are serially connected (end point to end point).
Heitger and von der Heydt [133] made use of anistropic selective ﬁlters which are combined
pair-wise to recover occluding contours. The scheme takes as input end points and T-
junctions, and results in the most natural connections of those. The advantage of assigning
representative points (assuming the reliable and appropriate representations are chosen),
is accuracy, because the higher the number of representation points, the more accurate the
representation becomes. However, this is at the expense of processing time and information
processing complexity, which are not desirable in real-time applications.
Another means to deﬁne proximity is through logical assessment, by assessing intersections
between approximations [103]. Two approximations will only be merged if they overlap
or intersect. In mathematical terms, refering to Figure 5.3, A and B are merged only if
A ∩ B 6= ∅. The key phrase which best describes this approach is the generalisation of
information, which, is also worth stressing, can be an advantage for certain applications
and a disadvantage for others. The details of an object seem to be made more general or
vague when it comes to this type of object representation. However, in a situation where
it is relatively diﬃcult to determine the representative points, and pixel-to-pixel accuracy
is not a major concern, this approach might be the most appropriate. The core advantage
of it is that it avoids threshold determination. Depending on how eﬃciently intersections
are calculated and determined, faster processing speed can also be an advantage of this
approach.
Looking again at the crack-network grouping issue, the number of crack-networks is directly
proportional to the number of fragmentations caused by segmentation errors. On the
other hand, the mean crack-network length in an image is inversely proportional to the
number of fragmentations. Considering the structural diversity of a crack-network, it is
not straightforward to select reliable end points as representative points. A crack-network
can have any number of end points and to determine the relation between end points of
adjacent crack-networks is a cumbersome and complicated process.
Furthermore, as mentioned before, selecting representative points to compute distances
between objects needs high-level postprocessing to determine the optimum distance between
objects. This is seen as a huge obstacle since there is no literature related to crack analysis
in paintings that covers the subject of content-based analysis of craquelure and so the
perceptual model of craquelure is still non-existent. Thus, a generalised approach is chosen
by utilising the MBR and the RMBR as a model of proximity by looking for intersections.Chapter 5 Content Interpretation and Merging 89
5.4.1 The MBR Overlap Test
Theoretically, the intersection between two MBRs (see Figure 5.3) is determined by eval-
uating whether they overlap, which is a straightforward process. In mathematical terms,
the overlap test for an MBR is done as explained in this sub-section. Let Pa and Pb be
two sets of corner points for A and B respectively where
• Pa = {hmina,wmina,hmaxa,wmaxa},
• Pb = {hminb,wminb,hmaxb,wmaxb}.
Eight conditions are then deﬁned; r1,r2,...,r8 where
• r1 : hminb ≤ hmina ≤ hmaxb,
• r2 : wminb ≤ wmina ≤ wmaxb,
• r3 : hminb ≤ hmaxa ≤ hmaxb,
• r4 : wminb ≤ wmaxa ≤ wmaxb,
• r5 : hmina ≤ hminb ≤ hmaxa,
• r6 : wmina ≤ wminb ≤ wmaxa,
• r7 : hmina ≤ hmaxb ≤ hmaxa,
• r8 : wmina ≤ wmaxb ≤ wmaxa.
A and B are merged if one or more of the following conditions are met. The conditions are
r1 ∧ r2=1, r1 ∧ r3=1, r4 ∧ r2=1, r4 ∧ r3=1, r5 ∧ r6=1, r5 ∧ r7=1, r8 ∧ r6=1 and r8 ∧ r7=1.
5.4.2 The RMBR Overlap Test
A more complicated computation is required to test overlapping for an RMBR (see Figure
5.4) due to the fact that the sides are not always in the same orientation as the y and x
axes. Mathematically, overlapping is detected as the following. Let Ra and Rb be two sets
of required parameters of an RMBR, where
• Ra = {θa, ˘ ya, ¯ xa,ha,wa}, and
• Rb = {θb, ˘ yb, ¯ xb,hb,wb},Chapter 5 Content Interpretation and Merging 90
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Figure 5.3: MBR A and MBR B overlap each other.
with θ, ¯ y, ¯ x, h and w being the axis of minimum inertia, y-centroid, x-centroid, RMBR
height and RMBR width respectively. Line intersections and corner points can be calculated
from the ﬁve parameters using trigonometric computations.
From the 10 parameters of the two RMBRs, 8 corner points and 16 possible line intersec-
tions are computed. Let Ca and Cb be two sets of corner coordinate points for A and B
respectively, where
• Ca = {(ya1,xa1),(ya2,xa2),...,(ya4,xa4)},
• Cb = {(yb1,xb1),(yb2,xb2),...,(yb4,xb4)}.
Similarly, let I be a set of all possible intersection coordinate points between A and B,
where
• I = {(ˆ y1, ˆ x1),(ˆ y2, ˆ x2),...,(ˆ y16, ˆ x16)}.
Using Ca, Cb and I, it can be determined whether A intersects with B by underlining some
logical rules.
5.5 Results and Discussion
In testing the algorithm, an image consisting of all the ﬁve crack pattern types is con-
structed. This is to show how the algorithm will react to an image consisting of crackChapter 5 Content Interpretation and Merging 91
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Figure 5.4: RMBR A and RMBR B overlap each other.
patterns of various types. To simplify the situation, the patterns are kept at a speciﬁc
distance. The crack detected representation of the image is shown in Figure 5.5(a) as well
as their crack-network approximations using MBR and RMBR, as shown in Figures 5.5(b)
and (c) respectively.
The ﬁrst stage of merging is attempted on several images to look at the eﬀectiveness of the
algorithm. Bearing in mind that no quantitative computation can be made to the resulting
outcome in order to evaluate the results, the evaluation is based on observations. Figure
5.6 illustrates the results for this ﬁrst grouping stage.
As can be seen, Figure 5.6(a) produces visually good results, the closest to the expected
outcome. It is important to note that although it produces the best result, it does not
mean that the same technique will work similarly well on other images. The reason why
M&E/MBR produces the best result is because the patterns are arranged in a manner and
distance which prevents unwanted MBR intersections.
As can be seen from Figure 5.6(c), the small RMBRs at the bottom left of the image are
supposed to be merged. If grouped, they will form a unidirectional pattern. However,
since their RMBRs do not intersect, they are not grouped at this point. The next section
explains an approach taken to deal with this situation.Chapter 5 Content Interpretation and Merging 92
(a)
(b)
(c)
Figure 5.5: A test image consisting of all ﬁve crack pattern types: a) the detected crack
pattern; b) MBR representation; c) RMBR representation.Chapter 5 Content Interpretation and Merging 93
(a) M&E/MBR.
(b) M&E/RMBR
(c) L&M/MBR
(d) L&M/RMBR
Figure 5.6: Grouping of crack patterns using proximity rules, where results are shown
for the combinations of the L&M and M&E techniques using the MBR and RMBR shape
approximations.Chapter 5 Content Interpretation and Merging 94
5.6 Object Merging Using Characteristic Rules
Based on the results shown in Section 5.5, RMBR pairs which are in close proximity with
each other have been merged. However, a second stage is still needed in order to group
RMBRs which do not conform to the merging rule but still possess a great level of similarity
with their neighbours. In principle, crack-networks will be considered to belong to the group
if they are within a certain distance apart and possess tolerable similarities. In some cases,
the ﬁrst level grouping alone is suﬃciently successful in grouping the supposedly “related”
crack-networks.
However, in deﬁning a meaningful object-of-interest for a query, a reliable combination of
crack-networks over a considerably spacious area in an image is desirable, and this includes
short and isolated crack-networks. In some cases, short and isolated crack-networks are
left isolated because their shape approximations do not intersect with one another. This
is the situation where crack-network grouping using a proximity cue failed to perform
and the suitable cue here is similarity. Figure 5.6(c) shows crack-networks which are
supposed to be part of the same object-of-interest, but are not merged because they do
not satisfy the proximity rule. A similarity rule will group these isolated crack-networks.
Simple features are used as characteristic representations for each object. The features
are calculated according to values obtained from the conservative approximations (i.e. the
MBR and RMBR) or/and the crack itself. In the ensuing discussions, the resultant objects
of grouping from the ﬁrst stage are addressed as sub-objects to indicate the diﬀerence
between them and the objects-of-interest.
5.6.1 Object Characteristics
Based on early experiments, several features are identiﬁed as potentially good descriptors
for further grouping. These features cover the aspects of orientation, density, location, and
size of either the objects themselves or their shape approximation.
5.6.1.1 Object Centroid Relative to Image Size
The object centroid is denoted by the y-centroid (¯ y) and the x-centroid (¯ x). In principle,
these two features are used to represent the location of the object. Let the image height and
width be m and n respectively. The object centroid relative to the image size is computed
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˜ y =
¯ y
m
and ˜ x =
¯ x
n
. (5.1)
5.6.1.2 Size of The Object
The size of the object can be modelled in three ways, ﬁrst using the number of pixels that
formed the cracks, secondly by modelling it from the square root of the area of its RMBR
given as
a =
p
hR · wR , (5.2)
and thirdly by computing the perimeter of its RMBR given as
p = 2(hR + wR) . (5.3)
5.6.1.3 Dimension Ratio
The rotation invariant dimension ratio DR is the ratio between the height hR and the width
wR or vice versa of an RMBR, expressed as
DR =

  
  
hR/wR if wR > hR
wR/hR if wR < hR
1 if wR = hR .
(5.4)
5.6.1.4 Axis of Minimum Inertia
The axis of minimum inertia (see Equation 4.1) attempts to model the dominating orien-
tation of an object. A slight modiﬁcation to this measure is needed in order to perform
valid angle comparisons. Angular distance cannot be computed by directly assigning rep-
resentative angles and subtracting two values. More of this will be explained later in the
chapter.
The relevance of this feature increases as the dimension ratio decreases.Chapter 5 Content Interpretation and Merging 96
5.6.1.5 Node Density
Assuming that in an object, there are x nodes and y number of pixels, node density can be
deﬁned as δ = x/y. The node density tells how dense a node distribution is in an object.
Another way of measuring node density is by relating the number of nodes with respect to
the size of the RMBR, mathematically described as δ = x/(hR·wR). However, this approach
is not so good in the sense that it produces very small values. A better way of measuring
node density is by taking
√
δ as a representation.
These features are arranged as a feature vector, v = (v1,v2,...,vn), with n being the number
of features. At this point, each merged (at the ﬁrst level of merging) crack-network can be
imagined being represented by the feature vector v. Thus, an image contains a set of feature
vectors I = (v1,v2,...,vm)T where m is the number of objects. This set of feature vectors
is used for clustering, in order to reveal similarities among the points/objects represented
by the set members.
5.6.2 Cluster Analysis
Cluster analysis is the organisation of a collection of patterns (usually represented as a
vector of measurements, or a point in a multidimensional space) into clusters based on
similarity and, patterns within a cluster are intuitively more similar to each other than
there are to pattern belonging to a diﬀerent cluster [138].
It is crucial to understand the diﬀerence between clustering and discriminant analysis, also
respectively known as unsupervised and supervised classiﬁcation [138, 139]. In discriminant
analysis, a collection of labelled patterns are provided and a learning/training procedure is
conducted to produce decision boundaries [139]. The main task is to label a newly encoun-
tered, yet unlabelled pattern based on the decision boundaries. In the case of clustering, the
main issue is to group a set of unlabeled patterns into clusters with a degree of similarity
among their cluster members. In a sense, labels are also associated with clusters, but these
category labels are data driven, which means that they are obtained solely from the data.
Humans perform competitively in a clustering process in two dimensional space. However,
many clustering problems in real applications deal with a higher dimensional feature space.
Most patterns are better described using more features. The more features used to describe
a pattern, the higher the dimension of a feature space becomes and this is where humans fail,
because it is diﬃcult for humans to obtain an intuitive interpretation of data embedded
in high-dimensional space. Diﬀerent approaches to data clustering are also described inChapter 5 Content Interpretation and Merging 97
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(c)
Figure 5.7: Images visualising the features used to characterise a crack-network: a) the
ratio of the shorter side against the longer side of an RMBR and the square root of the
RMBR area can be used as features; b) the centroid of the crack-networks shown by the
“x” sign and the axis of minimum inertia as shown by the dotted lines; c) a node as denoted
by the “+” sign is also useful as a feature when their density with respect to either the
number of crack pixels or size of the respective RMBR is taken.Chapter 5 Content Interpretation and Merging 98
[138, 140].
5.6.2.1 The Flexibility of Clustering
There is a vast choice of clustering methodologies with ﬂexibility in their implementation.
The choice of a clustering algorithm depends on preferences related to the user and the
problem in hand, which might involve issues such as simplicity, speed, ﬂexibility and relia-
bility. The issues surrounding cluster analysis are as follows [138]:
• Agglomerative versus Divisive: An agglomerative technique begins with each pattern
considered as a cluster and successively merges clusters until a stop criterion is sat-
isﬁed. On the other hand, a divisive technique begins with all patterns in a single
cluster and splitting is performed until a stopping rule is achieved.
• Monothetic versus Polythetic: This issue relates to the sequential or simultaneous use
of features in a clustering process. The majority of techniques are polythetic, where
all features are used to compute distances between patterns and decisions are based
on these distances. Monothetic approaches consider features sequentially rather than
simultaneously. A monothetic clustering approach is explained by Anderberg [141],
where a dataset is divided into two by using feature f1. Each of the resultant clusters
are further divided independently using feature f2. The main problem with this
approach is that it creates 2d clusters in a d-dimensional space. In a high dimension
feature space, the number of clusters will be so large that the end result will be
uninterestingly small and fragmented.
• Hard versus Fuzzy: A hard clustering approach allocates each pattern to a single
cluster during operation and as an end result. A fuzzy clustering approach [142]
assigns a pattern membership to all clusters in the dataset. Hence, each pattern is
associated with every cluster. The patterns will have membership values in [0,1] for
each cluster.
• Deterministic versus Stochastic: This issue is the most relevant to partitional ap-
proaches designed to optimise a squared error function. This optimisation can be
accomplished using traditional techniques or through a random search of the state
space consisting of all possible labellings.
• Incremental versus Non-incremental: When a dataset to be clustered is large, execu-
tion time or memory space constraints aﬀect the architecture of the algorithm. The
advent of data mining has nurtured the development of clustering techniques thatChapter 5 Content Interpretation and Merging 99
minimise the number of patterns examined during execution, or reduce the size of the
data structures used in the process.
5.6.2.2 The Hierarchical Agglomerative Clustering Algorithm
Hierarchical clustering methods are categorised into agglomerative (bottom-up) and divi-
sive (top-down) [140, 143]. As mentioned in Section 5.6.2.1, an agglomerative clustering
starts with one point (singleton) clusters and recursively merges two or more of the most
appropriate clusters. Divisive clustering starts with one cluster of all data points and recur-
sively splits the most appropriate clusters. The process continues until a stopping criterion
is achieved. The advantages of hierarchical clustering include [144]:
• Embedded ﬂexibility regarding the level of granularity.
• Ease of handling of any forms of similarity or distance.
• Consequently, applicability to any attribute types.
The disadvantages of hierarchical clustering relate to:
• Vagueness of termination criteria.
• The fact that most hierarchical algorithms do not revisit intermediate clusters, once
constructed for the purpose of their improvement.
A hierarchical algorithm yields a dendrogram representing the nested grouping of patterns
and similarity levels at which groupings change. A dendrogram (see Figure 5.11(b)) is an
n-tree [145] with the additional property that a height h is associated with each of the
internal nodes. For each pair of objects, (i,j), hij is deﬁned as the height of the internal
node, specifying the smallest class to which both object i and j belong; the smaller the
value of hij, the more similar objects i and j are regarded to be.
The algorithm of a hierarchical agglomerative clustering is as follows:
1. Compute the proximity matrix containing the distance between each
pair of patterns and treat each pattern as a cluster.
2. Find the most similar pair of clusters using the proximity matrix.
3. Merge these two clusters into a single cluster.
4. Update the proximity matrix.
5. If all patterns are in one cluster, stop. Otherwise go to step 2.Chapter 5 Content Interpretation and Merging 100
5.6.2.3 Linkage Metric
Hierarchical agglomerative clustering initialises a cluster system as a set of singleton clusters
and proceeds iteratively with merging or splitting of the most appropriate clusters until a
stopping criterion is achieved. The appropriateness of clusters for merging depends on
the (dis)similarity of cluster elements. This reﬂects a general presumption that clusters
consist of similar points. An important example of (dis)similarity between two points is
the distance between them.
To merge subsets of points rather than individual points, the distance between individual
points has to be generalised to the distance between subsets. Such a derived proximity
measure is called a linkage metric. The type of linkage metric used signiﬁcantly aﬀects hi-
erarchical algorithms, since it reﬂects the particular concept of closeness and connectivity.
The main inter-cluster linkages [146] include single linkage, complete linkage, average link-
age, centroid linkage and incremental sum of squares (ward) linkage [145]. Among these,
the single linkage and the complete linkage are the most widely used [138].
In the single linkage scheme, the distance between two clusters is taken as the minimum
distance between all pairs of patterns drawn from the two clusters. In the complete linkage
scheme, the distance between two clusters is the maximum of all possible distances between
points of the two clusters.
Implementation-wise, the choice of linkage scheme does eﬀect the outcome of the hierarchi-
cal process. The complete linkage algorithm produces tightly bound or compact clusters
[147]. The single linkage on the other hand suﬀers from a chaining eﬀect [148] and has a
tendency to produce clusters that are straggly or elongated. However, in most applications,
it has been observed that complete linkage produces more useful hierarchies compared to
the single linkage [140].
Let nr be the number of objects in cluster r and ns be the number of objects in cluster s.
xri is the ith object in cluster r and xsj is the jth object in cluster s. The distance between
two clusters d(r,s) using the linkage metrics are as follows:
• Single Linkage: smallest distance between objects in the two clusters.
d(r,s) = min(d(xri,xsj)), i ∈ (1,...,nr), j ∈ (1,...,ns) (5.5)
• Complete Linkage: largest distance between objects in the two clusters.
d(r,s) = max(d(xri,xsj)), i ∈ (1,...,nr), j ∈ (1,...,ns) (5.6)Chapter 5 Content Interpretation and Merging 101
• Average Linkage: average distance between all pairs of objects in the two clusters.
d(r,s) =
1
nrns
nr X
i=1
ns X
j=1
d(xri,xsj) (5.7)
• Centroid Linkage: distance between centroids of the two clusters.
d(r,s) = d( ¯ xr, ¯ xs) (5.8)
where ¯ xr =
1
nr
nr X
i=1
xri and ¯ xs =
1
ns
ns X
j=1
xsj (5.9)
• Ward Linkage: incremental sum of squares, which is the increase in the total within-
cluster sum of squares as a result of joining clusters r and s.
d(r,s) =

nrns
nr + ns

d2
rs (5.10)
where d2
rs is the distance between the centroids of clusters r and s.
5.6.2.4 Distance Metric
The distance between 2 objects can be calculated using various metrics. Among the common
ones are the Euclidean distance, the Manhattan distance (special cases of the Minkowski
distance) and the Mahalanobis distance. They are as explained below.
Given two points x = (x1,...,xn) and y = (y1,...,yn), the Minkowski metric for calculating
the distance between x and y (dxy) in Euclidean n-dimensional space Rn is deﬁned as
dxy =
(
n X
i=1
| xi − yi |p
)1/p
. (5.11)
In a special case where p = 1, the Minkowski metric gives the Manhattan distance deﬁned
in Equation 5.12, and when p=2, the metric represents the Euclidean distance described
by Equations 5.13 and 5.14.
The Manhattan distance function (p = 1) which is also known as the City-Block distance,
computes the distance that would be travelled to get from one data point to the other if
a grid-like path is followed. The Manhattan distance between x and y is the sum of the
diﬀerences of their corresponding components computed as
dxy =
n X
i=1
| xi − yi | . (5.12)Chapter 5 Content Interpretation and Merging 102
The Euclidean distance (p = 2) between x and y is computed as
dxy =
p
| x1 − y1 |2 + | x2 − y2 |2 +...+ | xn − yn |2 =
v u u
t
n X
i=1
| xi − yi |2. (5.13)
or in matrix form written as
dxy =
q
(x1 − y1)T(x1 − y1). (5.14)
The statistical distance or Mahalanobis distance between x and y is deﬁned as
dxy =
q
(x1 − y1)TC−1(x1 − y1). (5.15)
where C−1 is the covariance matrix of the dataset.
5.6.3 Feature Normalisation
Experimentally, every image tested has a variable number of RMBRs. The number of
feature vectors associated with each image depends on the number of RMBRs. In general,
the numerical value for a feature v depends on the units used, i.e. on the scale. If v
is multiplied by a scale factor a, then both the mean and the standard deviation are
multiplied by a. (The variance is multiplied by a2). It is desirable to scale the data so that
the resulting standard deviation is unity. Traditionally, this is done by dividing v by the
standard deviation s. Similarly, in measuring the distance from v to µ (µ is the mean of the
respective feature), it often makes sense to measure it relative to the standard deviation.
The mean µ and the standard deviation s of a feature over all input samples are computed
as in Equations 5.16 and 5.17.
µ =
1
M
M X
i=1
xi (5.16)
σ =
v u u
t 1
M − 1
M X
i=1
(xi − µ)2 (5.17)
where M is the number of input samples. The calculation is performed for all features
resulting in N number of means and standard deviations, where N is the number of features
used. From a set of feature vectors I = (V1,V2,...,VM), with V = (v1,v2,...,vN)T representing
a feature vector, feature values are normalised according toChapter 5 Content Interpretation and Merging 103
˜ vi =
vi − µ
s
∀ i = 1,2,...,M. (5.18)
The same procedure is carried out on all features. An N-dimensional hierarchical clustering
is performed using v = (v1,v2,...,vn) as the features of interest. Ideally, the features should
be ﬁrst normalised over all RMBRs to produce a mean of zero and standard deviation of
unity for each feature element. However, the usual step cannot be performed here for all
features considering that θ is represented in polar coordinates (see Figure 5.8(b)) with r=1.
All the other features used are represented in Cartesian coordinates (see Figure 5.8(a)).
These angular values do not represent the “true location” of the orientation. Taking the
distance between two points in a polar coordinate and calculating the distance may in some
cases result in false distance.
Looking at the polar value representations in Figure 5.8(b), the distance between θ2 = π/16
and θ3 = −π/16, which is π/8, represents the true account of distance between two radial
points. However, the diﬀerence between points θ1 = 7π/16 and θ4 = −7π/16 tells an
opposite story. The distance between θ1 and θ4 should be π/8, similar to the one between
θ2 = π/16 and θ3 = −π/16. The maximum distance d between any two points in this
version of polar coordinate representation is π/2. A result which exceeds this maximum
distance is produced if the absolute diﬀerence is taken between θ1 and θ4, which results in
7π/8. Thus, a diﬀerent approach towards ﬁnding the distance is needed.
In ﬁnding the correct distance between two θ values, π and -π translated versions of either
one of the two orientation features are computed (see Figures 5.9(b) and (c)). This is
clearly necessary, since two orientations in exactly opposite directions (diﬀerence of π)
should be considered the same. For instance, π/8 and −7π/8 are two diﬀerent values, but
they represent the same orientation as far as the object-of-interest is concerned.
In order to compute the actual orientation distance dθ, three distances are calculated. The
ﬁrst distance is an absolute value diﬀerence between θ1 and θ2. The second distance is an
absolute value diﬀerence between θ1 and θ2, translated by π, while the remaining distance
is an absolute value diﬀerence between θ1 and θ2, translated by -π. These three distances
are visually explained in Figure 5.9. From the three values, the minimum value is taken
to represent the absolute distance |dθ| between the two orientations under consideration,
θ1 and θ2. However, for the calculation of a distance matrix, the actual value dθ is used.
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|dθ| = min(|θ1 − θ2|,|θ1 − (θ2 + π)|,|θ1 − (θ2 − π)|) (5.19)
y￿
x￿
z￿
(a)
/2
/2 -
(b)
Figure 5.8: Coordinate systems: a) cartesian and b) polar.
d
(a)
d
(b)
d
-
(c)
Figure 5.9: The three possibilities of actual orientation distance between θ1 and θ2: a)
diﬀerence between θ1 and θ2, b) diﬀerence between θ1 and π translated version of θ2 and
c) diﬀerence between θ1 and -π translated version of θ2.
A slight complication occurs at this point, because of the fact that, in traditional techniques,
as well as this initial approach, features are normalised ﬁrst before distance is calculated for
clustering. The unusual way in which distance between orientations is evaluated requires
the orientation features normalised after diﬀerence is computed. Implementation-wise,
distance calculation is performed before the distance is normalised with respect to the
standard deviation of the respective features. Let {x1,x2,x3,...,xm} be a vector of data
representing feature values, where m is the number of data and x = (x1,x2,...,xn), with n
being the number of features. The traditional approach in ﬁnding the normalised distance
for feature i is performed by ﬁrst normalising with regard to the mean µi and standard
deviation σi, calculated as

x(1,i) − µi
σi
,
x(2,i) − µi
σi
,...,
x(m,i) − µi
σi

(5.20)
for all i = 1,2,...,n which results in a vector of normalised data {˜ x1, ˜ x2,..., ˜ xm}. Next, all
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
|˜ x(1,i) − ˜ x(2,i)|,...,|˜ x(1,i) − ˜ x(m,i)|,|˜ x(2,i) − ˜ x(3,i)|,...,|˜ x(m−1,i) − ˜ x(m,i)|
	
(5.21)
for all i = 1,2,...,n which reveals the normalised distance matrix represented by {˜ d1,
˜ d2,...,˜ d m(m−1)
2
} with ˜ d = (d1,d2,...,dn).
Using any distance metric, a distance vector representing all possible distance pairs can be
computed by using the schemas explained in Section 5.6.2.4.
In the modiﬁed version, the distance between all possible data pairs are computed and the
distances are normalised.
The distances between all possible data pairs are calculated to reveal (m(m − 1)/2) x n
matrix d = {d(1,i),d(2,i),...,d(m(m−1)/2,i)}. Normalising a feature requires subtraction of the
mean and then dividing by the standard deviation of the feature (see Equation 5.18). By
taking the diﬀerence between a data pair, it is realised that the translation factor, which
is the mean, does not contribute to the end result, since it can be cancelled out. Thus, in
this case, only the scaling factor is required, which is the standard deviation of the feature
in the computation of the normalised distance. Equation 5.22 shows mathematically how
this is done for the ﬁrst normalised distance ˜ d1.
˜ d(1,i) =


 
x(1,i) − µi
σi
−
x(2,i) − µi
σi

 
 =

 

x(1,i) − x(2,i)
σi

 
 =
d(1,i)
σi
(5.22)
Thus, to obtain a normalised distance from a vector of distances, the members are just
divided by the standard deviation of the vector set such as {
d(1,i)
σi ,
d(2,i)
σi ,...,
d(m(m−1)/2,i)
σi } =
{˜ d(1,i), ˜ d(2,i),..., ˜ d(m(m−1)/2,i)}.
5.6.4 Automatically Determining The Number of Clusters
By looking at the crack images of Figure 5.6, the number of objects-of-interest in each of
them can be manually determined, but is this possible automatically? By “cutting” through
a dendrogram, the number of clusters desired can be manually chosen. A challenge at this
point is to estimate an optimum number of clusters from a hierarchically organised data
by “cutting” through a correct layer in a dendrogram.Chapter 5 Content Interpretation and Merging 106
5.6.4.1 Second Order Diﬀerential of The Minimum Distance Variance
In the implementation, the standard deviation of distances in the cluster hierarchy is used.
With an initial number of m clusters (data points), let t be the number of iterations needed
by a clustering process to cluster m until only one cluster remains. For all cases, the
number of iterations is t = m − 1, since points are compared in pair-wise form. For each
iteration, the standard deviation of minimum distances between data points is calculated,
regardless of whether these points are the initial points or clustered points. The values for
the distances depend on the linkage metric used (single-linkage, complete-linkage, average-
linkage, centroid-linkage or ward-linkage). Given m data points, the distance vector is a
set of all possible distances between data points. Thus, the distance vector is a vector of
length z =
 
(m − 1) · m
2

. Let the distance vector d = (d1,d2,...,dz) be a set of distances
for a single clustering iteration.
Let A, B, C, D, E and F be sample points and the distance between points represented
by dij, where i is the ﬁrst point and j the second point. In the ﬁrst iteration of the hier-
archical clustering process, ζ distances are obtained, namely (dAB,dAC,dAD,dAE,dAF),
(dBC,dBD,dBE,dBF), (dCD,dCE,dCF), (dDE,dDF) and dEF. The minimum distances
among these pairwise distances are taken to construct a vector of minimum distances f
= (f1,f2,...,ft). The number of members in the vector increases along with the iteration.
For each iteration, the standard deviation of f is calculated and a vector of standard devi-
ation s is updated. After this ﬁrst iteration, the whole process is repeated for the second
iteration, and at the end of the hierarchical clustering process, complete vector of standard
deviations s = (s1,s2,...,st) is obtained.
A  B 
F 
C 
D 
E 
Figure 5.10: Example of scattered data points.
The ﬁrst derivative of s is then computed, denoted as s0 which is simply the diﬀerence
between two successive values computed as
s0 : s0
i = si+1 − si ∀ i = 1,2,...,t − 1 (5.23)Chapter 5 Content Interpretation and Merging 107
to produce s0 = (s0
1,s0
2,...,s0
t−1). The diﬀerential of s signiﬁes the rate of change of its
elements. A positive (+ve) value of s0 indicates an increase between two successive elements
of s, while a negative (-ve) value accounts for a drop. The second derivative s00 from s0 is
then computed as
s00 : s00
i = s0
i+1 − s0
i ∀ i = 1,2,...,t − 2 (5.24)
to obtain s00 = (s00
1,s00
2,...,s00
t−2). s00 represents the changing rate between two successive
elements of s0 which, in other terms, detects corner points in s. Taking the maximum and
the minimum of s00, the extreme +ve and -ve changes in s0 can be detected. They also
indicate points in s with the sharpest corners. The maximum point in s00 is interesting in
the sense that it highlights the highest increase between two successive points in s0 and the
sharpest valley (downward corner) among three adjacent points in s.
It is understood that the least number of optimum clusters that can be detected from this
technique is two and this is represented by a maximum value at the (t-2) point of the s00
plot. On the other hand, the maximum number of clusters that can be achieved is (t-1) at
the 1st point of the s00 plot. Thus, in order to computationally reveal the optimum number
of clusters, the maximum value in the vector s00 is subtracted from the total number of
iterations t to produce a cutoﬀ value c where
c = t − max(s00). (5.25)
As a simple example, Figure 5.11(a) shows 2-dimensional scattered feature points which
are quite well clustered. The technique is attempted on the points in order to extract the
optimum number of clusters based on the cluster hierarchy, as can be seen in Figure 5.11(b).
The technique starts by extracting s from iterative clustering of the points. Consequently,
s00 is then calculated, and, by detecting the maximum in the s00 plot, the optimum number of
clusters can be estimated using Equation 5.25. Figures 5.12(a), (b) and (c) show graphical
plots of s, s0 and s00 respectively.
Demonstrating the technique on more complicated data, several examples are taken to
represent data of diﬀerent complexities, particularly in terms of cluster separations. The
results are shown in Figure 5.13.
It is quite important to note that the technique is sensitive to the linkage metric used (i.e.
single, complete, average, centroid and ward) and Figures 5.14 and 5.15 prove this state-
ment. Thus, it is really useful if the “correct” linkage scheme can be chosen. However,Chapter 5 Content Interpretation and Merging 108
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Figure 5.11: The ﬁgure shows (a) scattered feature points separated into 4 clusters and
(b) the dendrogram of the cluster hierarchy with 4 clusters identiﬁed as the optimum
number of clusters c based on the procedure explained in Figure 5.12.
measure of goodness among linkage metrics is not easily evaluated, since the basic inter-
pretation of cluster separation is itself a subjective matter, with no concrete ground truth.
As a means of choosing the preferred linkage metric, continuous experimentations and ob-
servations were performed. Centroid linkage in this case turns out as the most consistently
satisfying metric.
A noticeable drawback of this optimum cluster approach is its failure in making a decision in
a one-cluster case and (t-1)-cluster case. Thus, the range of optimum clusters in a data set
spans from 2 clusters to (t-1) clusters. This happens because of the amount of information
taken oﬀ the standard deviation vector from the second order diﬀerential operation, which
reduces the vector length by as much as two. However, the issue is not seen as a serious
drawback and will be ignored at this point.
The features explained in Section 5.6.1 and further summarised in Table 5.1 are calculated
for each sub-object (see Section 4.3.1 for deﬁnitions). The multidimensional feature space
is transformed into a distance matrix d and normalised (mean of zero and standard devi-
ation of one) using the approach discussed in Section 5.6.3. Hierarchical clustering is then
performed, where s can then be determined and the optimum number of clusters is ﬁnally
computed. Figure 5.16 illustrates the results.
The combination of features is very important in making sure the patterns are correctly
grouped. The centroids ˜ y and ˜ x attempt to model the location of each pattern, thus repre-
senting distance between a pair of crack patterns. As explained earlier, the axis of minimum
inertia θ is important in grouping patterns with near-similar orientations (unidirectional
patterns). However, the use of θ is not constantly applicable among all crack patterns. In
other words, θ has a diﬀerent inﬂuence on patterns based on the pattern itself. Since θChapter 5 Content Interpretation and Merging 109
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Figure 5.12: Plots of (a) s, (b) s0 and (c) s00. By detecting the maximum in the s00 plot,
the optimum number of clusters can be calculated using Equation 5.25.Chapter 5 Content Interpretation and Merging 110
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(a) c = t - max(s00) = 126 - 121 = 5.
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(b) c = t - max(s00) = 182 - 178 = 4.
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(c) c = t - max(s00) = 166 - 161 = 5.
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(d) c = t - max(s00) = 111 - 102 = 9.
Figure 5.13: Figure showing clustered feature points (as shown by the images on the left
hand side) and their respective s00 plots on the right. All the results are obtained using
the centroid metric.Chapter 5 Content Interpretation and Merging 111
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(a) Single linkage (2 clusters).
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(b) Complete linkage (4 clusters).
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(c) Centroid linkage (3 clusters).
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(d) Average and ward linkage (2 clusters).
Figure 5.14: Figure demonstrating the sensitivity of using a diﬀerent linkage metric for
clustering somewhat random patterns. The complete linkage tends to produce the most
clusters.
Symbol Feature
˜ y Pattern centroid in the y-axis
˜ x Pattern centroid in the x-axis
θ Axis of minimum inertia
p RMBR perimeter
DR RMBR dimension ratio
δ Square root of the node density with respect to the number of pixels
Table 5.1: Features considered for the second stage crack pattern grouping.
itself originates from an approximation of a crack pattern based on the RMBR, it is safe to
say that RMBRs with low dimension ratio, (DR) possess a more “meaningful” θ compared
to RMBRs with high DR. In computative terms, a weighted θ is a better representation of
orientation in an approximation of crack pattern. For clustering, DR is used as a weighting
for θ. Letting DRA and DRB be dimension ratios of pattern A and B respectively, the
weighted distance between A and B as far as orientation is concerned is deﬁned as
dw(θA,θB) =

  
  
dθ1(DRA + DRB) if min(dθ1,dθ2,dθ3) = dθ1
dθ2(DRA + DRB) if min(dθ1,dθ2,dθ3) = dθ2
dθ1(DRA + DRB) if min(dθ1,dθ2,dθ3) = dθ3 ,
(5.26)Chapter 5 Content Interpretation and Merging 112
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(c) Centroid linkage (3 clusters).
Figure 5.15: Figure demonstrating the sensitivity of using diﬀerent linkage metrics for
clustering patterns of various sizes and shapes. The centroid linkage in this case produces
the highest number of clusters.
dθ1 = |θA − θB|, (5.27)
dθ2 = |θA − (θB + π)| and (5.28)
dθ3 = |θA − (θB − π)|. (5.29)
The square root of the node density δ on the other hand is used to diﬀerentiate between
structures belonging to unidirectional cracks and the rest of the pattern types. Unfortu-
nately, there is no clear and obvious way of uniquely identifying the four remaining pattern
types in a lower level of the crack network tree. Ironically, a circular type pattern may con-
sist of crack-networks with low node density and so do rectangular, spiderweb and random
type cracks. The same goes for DR and p. At the lower level of the hierarchy, only θ presents
a clear distinction between classes; unidirectional versus the other four crack types. As a
result, it is expected that in a situation where no suspected unidirectional patterns exist,
the algorithm diﬀerentiates crack-networks based on their centroids. Comparing centroids
indirectly gives two types of information; how far the two patterns are apart and how large
their combination is.Chapter 5 Content Interpretation and Merging 113
In implementation, the distances used for clustering are d(˜ y), d(˜ x), dw(θ) and d(δ). The
technique is then performed on real craquelure data represented in multi-dimensional fea-
ture space using the centroid linkage. The results from Section 5.5 are used, i.e. Figures
5.6(a), (c) and (d). Figure 5.6(b) is not used since the crack patterns have been grouped
altogether and thus are not in need of a second grouping stage.
(a) M&E/MBR.
(b) L&M/MBR
(c) L&M/RMBR
Figure 5.16: Crack patterns grouped using proximity rules are later merged using hi-
erarchical agglomerative clustering based on pattern characteristics/features. This ﬁgure
shows the results of this second stage crack grouping process on images of Figures 5.6(a),
(c) and (d).Chapter 5 Content Interpretation and Merging 114
5.7 Techniques for Crack Pattern Grouping
At this point, choices on the techniques mentioned earlier are left open, in particular, the
use of MBR and RMBR in the ﬁrst crack pattern grouping stage, which does not lead to
convincing answers in terms of the advantage each one has to oﬀer over the other.
MBR is clearly better compared to RMBR when computational speed comes into consid-
eration. However, the issue is not a major concern when computing power is available and
the number of parameters needed by each means of crack pattern approximation does not
hugely diﬀer (refer Table 4.1).
The major diﬀerence between the eﬀectiveness of each approach can be seen from how they
are inﬂuenced by the location of the suspected sub-objects. MBRs are better to use when
the suspected sub-objects are somewhat horizontally or vertically aligned (as in the crack
patterns of Figure 5.5). However, RMBR is most eﬀective in approximating single-line and
elongated crack patterns, where orientation plays an important role. In the case where an
elongated-shaped crack pattern is more diagonally aligned, RMBR is more suitable since
the orientation information is well-preserved by the RMBR (refer Figure 5.17). Aside from
the two aforementioned crack types, orientation does not impose any clear inﬂuence on the
grouping outcome.
(a) (b)
Figure 5.17: Figure showing a comparison between MBR and RMBR in approximating
elongated-shaped crack-networks where orientation plays an important role: a) MBR-
approximated crack-network; b) RMBR-approximated crack-network.
There are ways to blend MBR and RMBR into a single decision making procedure, without
having to decide on the one that oﬀers more advantage, since in grouping crack patterns,
the level of randomness and uncertainty is relatively high. The use of MBR and RMBR
in deciding whether or not to merge approximated crack patterns are combined together
based on area they cover and also on logical rules. These techniques are considered in order
to avoid restricted usage of only one medium of crack pattern approximation throughout a
single image grouping process.Chapter 5 Content Interpretation and Merging 115
5.7.1 Merging Based on Area of Approximation
Manual determination introduces inﬂexibility when merging two crack-networks. An adap-
tive approach dependent on predetermined rules can suit the task better. One of the
merging techniques implemented adapts with respect to the area covered by two crack-
network approximations. Let us denote the area covered by MBRA, MBRB, RMBRA and
RMBRB as area(MBRA), area(MBRB), area(RMBRA) and area(RMBRB) respectively.
Two approximations produce combined areas area(MBR) and area(RMBR), computed as
area(MBR) = area(MBRA) + area(MBRB), (5.30)
area(RMBR) = area(RMBRA) + area(RMBRB). (5.31)
From here, a strict area-based rule can be applied which employs the approximation using
the smaller area min(area(MBR), area(MBR)), computed as
approximation =



MBR if area(MBR) ≤ area(RMBR)
RMBR if area(MBR) > area(RMBR).
(5.32)
On the contrary, by taking max(area(MBR), area(MBR)), the lenient area-based rule is
employed. It is shown as
approximation =



RMBR if area(MBR) ≤ area(RMBR)
MBR if area(MBR) > area(RMBR).
(5.33)
At the end of the process, this approach oﬀers a choice of crack pattern approximation by
taking into consideration the total area covered by both the approximations under scrutiny.
5.7.2 Merging Based on Logical Rules
Another approach to automatically setting a rule for merging is by using both intersection
schemes, i.e. MBR and RMBR. Intersection is checked for both MBR and RMBR approxi-
mations. Let intr(MBR) be the action of intersection checking between MBRA and MBRB
and intr(RMBR) the intersection checking between RMBRA and RMBRB. The actions
will produce an output of 1 if true (intr() = TRUE) and 0 if false (intr() = FALSE).
Similar to area-based merging, the strict and lenient rules are deﬁned based on the logical
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For the lenient logic-based rule, two crack patterns are merged if either one or both of
intr(MBR) and intr(RMBR) is/are true,
merge(A,B) =



1 if intr(MBR) ∨ intr(RMBR) = 1
0 if intr(MBR) ∨ intr(RMBR) = 0.
(5.34)
On the other hand, for the strict logic-based rule, two crack patterns are merged if both
intr(MBR) and intr(RMBR) are true,
merge(A,B) =



1 if intr(MBR) ∧ intr(RMBR) = 1
0 if intr(MBR) ∧ intr(RMBR) = 0.
(5.35)
This approach is more ﬂexible in coping with the challenging task of merging crack patterns.
In real-life, paintings with craquelure patterns as clearly separated as Figure 5.5 are seldom
found . However, for analysis and testing, it is better to use crack patterns with obvious type
separations to make evaluations of results easier. In order to observe the eﬀectiveness of the
algorithm, the two automatic merging approaches were applied on the same crack patterns
as in Figure 5.16. In the experimentation, two “lenient” and two “strict” approaches
were used in order to demonstrate the outcome of each process. The general objective
is to observe whether the automatic technique can outperform the result obtained by the
M&E/MBR approach (see Figure 5.16(a)). Table 5.2 summarises the results, while Figures
5.18 and 5.19 visualise the two outcomes of the “strict” approaches.
Algorithm Number of cluster(s)
M&E with the lenient area-based rule 1
M&E with the lenient logic-based rule 1
L&M with the strict area-based rule 4
L&M with the strict logic-based rule 4
Table 5.2: Results of “lenient” and “strict” automatic merging techniques.
From the results, it can be said in general that the “strict” techniques worked better
than the “lenient” techniques in the sense that crack patterns are not easily grouped in
the “strict” approach. The test image used draws quite distinctive boundaries between
patterns of diﬀerent type which is quite unlikely to occur in real cases.Chapter 5 Content Interpretation and Merging 117
5.8 Summary
In this chapter, issues related to the interpretation of objects-of-interest were discussed.
The importance of identifying objects-of-interest in content-based analysis lies in the need
to specify regions with meaningful patterns, so as to allow sub-image query and retrieval.
This requirement is because sub-objects are in most cases not suﬃcient to represent a
meaningful pattern. The reasons for this are two-fold. Firstly, the crack detection process
is an inherently unreliable process, which results in segmentation errors such as line frag-
mentation. Secondly, crack patterns should be thought of as combinations of connected
curves rather than just single connected curves. Furthermore, the regions covered by a
sub-object are too small to oﬀer meaningful features for the purpose of crack classiﬁcation,
information query and result representation.
Selected literature on pattern grouping and perceptual grouping was reviewed and the key
elements for tackling the problem of grouping crack patterns were discussed. Crack pattern
approximation using the minimum bounding rectangle (MBR) and the rotated minimum
bounding rectangle (RMBR) were used as a basis for further analysis.
A two-stage technique for merging crack patterns is the main contribution of this chapter.
The ﬁrst stage uses proximity as a cue for merging while the second stage uses pattern
characteristics as a means for pattern relativity.
Two simple approaches in merging two pattern approximations were introduced as a basis
for the ﬁrst-stage grouping, namely the merge and expand (M&E) and the label and merge
(L&M) techniques. One of the drawbacks of the M&E approach is its high sensitivity to
the starting point, i.e. the starting crack-network from which the algorithm starts. This
approach causes patterns in close proximity to be very easily merged. Being insensitive
to the starting crack-network is one of the notable qualities of the L&M approach, where
grouping is not aﬀected by the starting crack-network. In a way, this approach is more
strict in merging adjacent crack patterns.
The second stage attempts to group crack patterns based on characteristic similarities,
which stem from features such as the centroid, axis of minimum inertia, node density and
dimension ratio. These selected features are used as characteristics for each crack-network.
An agglomerative hierarchical clustering using centroid-linkage is applied to group these
features and to estimate an optimum number of clusters. A technique based on the second
order diﬀerential of minimum distances was proposed.
In terms of evaluation, the eﬀectiveness of the algorithm as a whole is not clearly visibleChapter 5 Content Interpretation and Merging 118
due to two main factors, the ﬁrst being the absence of ground truth, where the level of
subjectivity in accessing the successfulness of a crack-network grouping is relatively high,
and secondly, the challenge of the problem itself. The level of randomness and uncertainty
within the scope of craquelure analysis proves to be a huge obstacle.
However, the contribution of this chapter towards the thesis is seen as crucial, in the sense
that it introduced the notion of content-based analysis using sub-image analysis, which was
made possible through pattern approximations and pattern merging.
Figure 5.18: Crack pattern grouping results using L&M with the strict area-based rule.Chapter 5 Content Interpretation and Merging 119
Figure 5.19: Crack pattern grouping results using L&M with the strict logic-based rule.Chapter 6
Feature Extraction and
Classiﬁcation
6.1 Introduction
Descriptions and features cannot be considered pure knowledge representations. Neverthe-
less, they can be used for representing knowledge as part of a more complex representational
structure. Descriptions usually represent some scalar properties of objects, and are called
features [49]. Typically, a single description is insuﬃcient for object representation; there-
fore, multiple descriptions are combined into what is called a feature vector.
The patterns of crack were described using structural descriptions, such as in [44], [46] and
[149]. Bucklow [44] deﬁned a descriptive framework of cracks based upon the following
features:
1. Predominant direction and orientation of cracks
• NO DIRECTION or DIRECTION; isotropy or anisotropy?
• if anisotropic, then PARALLEL or PERPENDICULAR to grain?
2. Changes in direction of cracks
• locally - SMOOTH or JAGGED
• globally - STRAIGHT or CURVED
3. Relationship between crack directions.
• paint islands - SQUARE or NOT SQUARE; is there an orthogonal relationship?
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4. Distance between cracks.
• spatial frequency - are the paint islands SMALL or LARGE?
5. Thickness of cracks.
• are all cracks of UNIFORM thickness or are SECONDARY cracks present?
6. Junctions or termination of crack.
• is crack CONNECTED or BROKEN?
7. Organization of cracks.
• is crack network ORDERED or RANDOM?
The elaboration of the descriptions can be found in [44], where Bucklow also stressed that
fewer than half of them proved to be really necessary for a very high level of discrimination
between the categories used in the demonstrations. The remaining terms however enable
ﬁner discrimination within the categories. The discriminatory power of features varies
and is dependent upon the characteristics of the classes sought. The characteristics of a
pattern are determined not so much by individual features but by their relationships. The
combination of features that best describes a crack pattern is to be ascertain.
A hierarchical approach in representing features of a crack pattern is described, that orig-
inates from a localised representation to a representation that can be acknowledged as a
meaningful object-of-interest. Features used to describe crack patterns are also described
in the later stages of this chapter. The resultant features are then used for classiﬁcation.
6.2 Hierarchically Structured Representation of Features
Hierarchical representation of features is not a new approach in CBIR. Various researchers
used the concept of representing objects in hierarchical form. Xu et al. [150] propose a
system that employs a hierarchical content tree data structure for every image in a database.
Similarity of content is computed by searching this representation in a top-down fashion,
by ﬁrst matching composite nodes (objects) if they are already formed, to reduce search
time, and thereafter, matching combinations of elementary nodes if match has not been
established at a higher level.
Features are hierarchically divided into four layers, namely local layer, crack-network layer,
global layer and image layer. This is graphically explained in Figure 6.1. Conceptually, theChapter 6 Feature Extraction and Classiﬁcation 122
approach taken can be described as a structural scaling approach, which views objects-of-
interest at hierarchically-separated yet related structural levels. The layers are organised
in a data structure, so as to allow direct access to their components and to prepare a basis
for further manipulation of their embedded data.
1 st  layer
(local layer)
2 nd  layer
(crack-network layer)
3 rd  layer
(global layer)
4 th  layer
(image layer)
Figure 6.1: Hierarchy of features.
The ﬁrst layer (local layer) is more like a “hidden layer”, since it is not used explicitly
as an object descriptor. However, its importance is quite signiﬁcant, due to the fact that
it functions as a “root” to enable the higher level features to “grow”. This ﬁrst layer of
interest concentrates on ﬁne entities, which involve line segments. The primary assumption
is that a crack-network consists of multiple line segments. However, this assumption can
be relaxed with crack-networks that do not contain more than a single line. In this case,
there are three layers in the representation, i.e. the local/crack-network layer, the global
layer and the image layer.
The second layer (crack-network layer) is formed from combinations of the ﬁrst layer. Every
node in the ﬁrst layer has a corresponding signiﬁcance value regarding the formation of a
higher level. The signiﬁcance measure is explained in Section 6.3.1. The object created at
this layer is the entity of a crack pattern which is denoted as a crack-network.
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combination of entities from the crack-network layer. The process of combining these
entities has already been explained thoroughly in Chapter 5. It is important to note that
not all features are computed using weightings or signiﬁcance measures. Some features are
calculated by straightforward assessment of the structural characteristics of a particular
layer in most cases, the global layer.
The upper-most layer in the hierarchy is the image layer, which comprises every single
entity within an analysed image.
6.2.1 The Basic Features
From a global point of view, a single crack-network holds information regarding the number
of local entities detected by the crack following routine, where these include the number of
nodes and line segments. These entities are accumulated as the crack contour is “followed”.
Basic features are also computed for use in higher level feature extraction processes.
The perimeter is computed as the length of a chain [50, 151]. The formula for the perimeter
is
P = ne +
√
2no (6.1)
where ne is the number of even chain elements and no the number of odd chain elements
(based on chain-code connectivity as in Figure 1.2(b)) . The total length of a crack-network
length is calculated using Equation 6.1 and its signiﬁcance will be explained in Section 6.3.
One of the most important items of information that needs to be captured by the crack
following routine is line orientation. For this purpose, chain-codes are accumulated in a
histogram with 8 bins, where each bin represents a chain-code. This histogram is called
the orientation histogram. It roughly indicates the orientation spread of a particular crack-
network. Thus, globally, it can be determined whether there are any dominant directions
or whether the directions are equally spread. Figure 6.2 shows an example of orientation
histograms for line segments.
Each crack-network consists of line segments and these line segments are connected by
nodes. The two components (line segments and nodes) are considered as the local entities
of a crack-network. The important feature of a node is its location in a crack-network.
As a whole, this generally informs how concentrated or sparsely distributed nodes are in a
crack-network.Chapter 6 Feature Extraction and Classiﬁcation 124
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Figure 6.2: A crack contour (a) with its orientation histogram (b).
Line segments obtain almost the same type of information compared to the crack-network
layer, except that they capture statistical data on a line-to-line basis. This means that each
line segment has its own features. For every line segment, the edge points are marked and
the length is recorded using Equation 6.1. Orientation histograms are also constructed for
each line segment.
A complete crack-network data structure allows straightforward manipulation of crack pat-
tern entities. This simple framework is useful for the later stages of extracting high-level
features.
6.3 Extracting High-level Features
The next approach involves generating meaningful features to numerically describe crack
patterns. The fact that cracks are represented by line segments is taken into account.
The arrangements of line segments are the main factor in separating cracks into diﬀerent
pattern classes. Since in most cases crack patterns are formed through a combination of line
segments, the approaches undertaken consider generating meaningful local features as an
important starting step. These local features are then exploited to form global descriptors.
Some features are highly dependent on relations between layers, while some are directly
extracted at the top layer.
For the following sections, the local, crack-network and global layer parameters are symbol-
ised with subscripts a, b and c respectively. The following are common terminologies and
notations needed for the ensuing discussions:Chapter 6 Feature Extraction and Classiﬁcation 125
(a) Local layer :
• na : total number of pixels in a line segment
• Ca = {c1c2...cna−1} : a sequence of line segment chain-codes
• `a : length of a line segment
• sa : signiﬁcance measure of a line segment
(b) Crack-network layer :
• nb : total number of line segments in a single crack-network
• Lb = {`a(1),...,`a(nb)} : a set of line segment lengths
• `b : total length of a crack-network
• Sb = {sa(1),...,sa(nb)} : a set of line segment signiﬁcance measures
• sb : signiﬁcance measure of a crack-network
(c) Global layer :
• nc : total number of crack-networks in a global layer
• mc : total number of line segments in a global layer
• Lc = {`b(1),...,`b(nc)} : a set of crack-network lengths
• `c : total length of cracks in an image
• Sc = {sb(1),...,sb(nc)} : a set of crack-network signiﬁcance measures
6.3.1 The Signiﬁcance Measure
For every line segment, a signiﬁcance value is computed that roughly tells numerically how
signiﬁcant a line segment is in global terms. In other words, it indicates how much a line
segment contributes to the computation of a crack-network feature. In doing this, the line
segment lengths, are used as an indication of their inﬂuence on the whole crack-network.
The signiﬁcance measure, sa is computed as
sa(i) =
`a(i)
`b
∀ i = 1,2,...nb (6.2)
where Sb = {sa(1),...,sa(nb)} is a set of signiﬁcance values representing each line segment in
a crack-network. For the global layer, the computation of Sc is
sb(i) =
`b(i)
`c
∀ i = 1...nc (6.3)Chapter 6 Feature Extraction and Classiﬁcation 126
where Sc = {sb(1),...,sb(nc)} is a set of signiﬁcance values representing each crack-network
in an image.
6.3.2 Line Segment Length as a Feature
The length of the line segments can be used as a feature, since the distribution of lengths
is observed to vary over diﬀerent crack types. The temporarily stored lengths of the line
segments are utilised by ﬁrst converting them into a measure of percentage with respect to
the total length of the corresponding layer-of-interest (`b or `c), which are denoted as a set
of values, Sc = {sa1,sa2...,sa(m)} where m is the total number of lines in the whole layer.
The mean and standard deviation of the percentage length distribution is then computed
for a single layer denoted as µb, σb for the crack-network layer and µc, σc for the global
layer.
The value of σ varies between 0 for a single line crack-network up to a variable maximum.
6.3.3 Straight Line to Actual Length Ratio
Another useful feature is the line length ratio (LR). Prior to the process, a straight line
model of the crack patterns is constructed as shown in Figure 6.8. Straight line length ˆ δ is
deﬁned as the Euclidean distance between two points, which can be as the following:
• node to node
• node to edge point
• edge point to edge point.
Actual length is the distance as given by Equation 6.1. LR corresponding to the local layer
ra is computed by taking the ratio between ˆ δ and actual line segment length `a for all
existing line segments.
Each crack-network is then assigned an LR value rb based on the set of values obtained in
the local layer. The same goes for the global layer, where a set of rb is used to determine
rc. The computations are as shown in Equations 6.4 and 6.5.
rb =
nb X
i=1
sb(i)ra (6.4)
rc =
nc X
i=1
sc(i)rb (6.5)Chapter 6 Feature Extraction and Classiﬁcation 127
The ratio between the direct distance and the actual distance between two points of a line
segment gives a rough measure of “straightness”. Locally it tells how straight the lines are.
A low value generally means that a line is either circular or jagged.
6.4 Histogram-based Features
A histogram provides a frequency description of an event. For instance, the brightness/in-
tensity histogram h(z) of an image provides the frequency of the brightness value z in the
image - and the histogram of an image with L grey levels is represented by a one-dimensional
array with L elements. For example, an image with eight bit intensity resolution per pixel
yields 28=256 elements in the array. The histogram is often visualised as a bar graph and
it captures the global characteristics of an image. Histograms are also used for other image
characteristics, such as pixel colour or object size.
Quite a signiﬁcant amount of work has been done on analysing an image or a set of values
based on histograms. Iivarinen and Visa [152] describe how histograms of chain-codes
calculated from the chain-code of an object contour can be used to match objects. Brunelli
and Mich [153] analyse the use of histograms of low level image features such as colour and
luminance, as descriptors for image retrieval purposes. The issues of discrimination ability,
histogram size and comparison are also touched on in their paper. Carson et al. [14] use
colour histograms in the L*a*b space as one of the features for object matching. Apart
from the ones mentioned, there are many ﬁne examples of histograms used as features.
In the case of structured crack patterns, the most useful form of histogram is the orientation
histogram, which stores a global description of its orientation frequency. Sub-sections 6.4.1
and 6.4.2.1 explain in detail the approach employed to extract useful properties of a crack
pattern from an orientation histogram.
6.4.1 Directionality Measure
In rough observations, circular-shaped cracks and rectangular-shaped cracks diﬀer signiﬁ-
cantly in terms of their orientation spread, as is apparent in their orientation histograms
[33]. The approach taken considers this factor and extracts local orientation features which
are then combined to produce more global features. The directionality roughly represents
the straightness measure of a line segment. Firstly, local directionality values are computed
for each line segment in a crack-network, using the following steps:Chapter 6 Feature Extraction and Classiﬁcation 128
1. Generate orientation histograms for each line segment in a single crack-network and
normalise the histograms, such that the values are within the interval [0,1] as shown
by the equations below:
H = {ha(0),ha(1)...,ha(7)}, (6.6)
ˆ ha(j) =
ha(j) P7
i=0 ha(i)
∀ j = 0,1,...,7, (6.7)
where H is the orientation histogram and ˆ H is the normalized orientation histogram
deﬁned as a set of accumulation values { ˆ ha(1), ˆ ha(2)..., ˆ ha(7)}.
2. Four simple directionality histogram models are deﬁned, where each bin represents
a chain-code index of 0 to 7 respectively. The four histograms are deﬁned by the
functions
m0[n] = 0.125
7 X
j=0
δ[n + j], (6.8)
m1[n] = 0.25
3 X
j=0
δ[n + j], (6.9)
m2[n] = 0.5
1 X
j=0
δ[n + j], (6.10)
m3[n] = δ[n], (6.11)
where 0 ≤ n ≤ 7 and δ[n] represents a unit impulse. m0[n], m1[n], m2[n] and m3[n]
represent ideal histograms as far as orientation spread is concerned, roughly indicating
circular, semicircular, bidirectional and unidirectional spread, respectively.
3. Measure dissimilarity between each normalised histogram and all 4 ideal histograms.
Dissimilarity corresponding to m0 is as shown below:
e0 =
7 X
j=0
| ha(j) − m1[j] | (6.12)
where e0 represents error for a single histogram dissimilarity measure. A slightly
diﬀerent approach is taken to compute dissimilarity for m1, m2 and m3, where each
is circularly shifted and dissimilarities e1, e2 and e3 are calculated for each rotation.
The lowest dissimilarity values are taken to represent e1, e2 and e3 respectively.Chapter 6 Feature Extraction and Classiﬁcation 129
4. Construct a directionality histogram, Wa = {(2 − e0)/2,(2 − e1)/2,(2 − e2)/2,(2 −
e3)/2}. Let Wa = {f0,f1,f2,f3}, the histogram indicates the score obtained by a
particular line corresponding to each class deﬁned in step 2. The higher the score, the
more similar the orientation histogram of the line segment will be to the corresponding
histogram model.
5. Find the maximum among all the values in the similarity histogram. Let k be the
index of maximum similarity and Wa[k]=z be the corresponding similarity value.
Local directionality da is computed by using the following equation
da =

  
  
2k − Wa[k − 1] − 1
2k , if k = 3 and max(Wa) 6= 1
2(k+1) − Wa[k] − 1
2(k+1) , if otherwise
(6.13)
Each line in a particular network has now been assigned a directionality da which in the
interval [0,0.875].
Simple examples are shown in Figure 6.3, where directionality histograms are generated for
single line contours. The directionality values shown are normalised to the interval [0,1].
In the higher levels of the hierarchy, the computational options become wider. Generally,
there are two approaches to calculating the directionality of a crack pattern in the crack-
network and the global layer. The ﬁrst approach utilises the orientation histogram of the
appropriate crack pattern layer while the second technique uses signiﬁcance measures to
generate the directionality histogram.
This ﬁrst approach is similar to one described earlier for the computation of local direc-
tionality. However, in the analysis of the orientation histogram from a global view, the
direction information is not relevant anymore. As an example, the chain-code ‘0’ and ‘5’
represent diﬀerent directions, but they refer to the same orientation. Thus, in calculating
global directionality, the source and destination information is ignored, unlike in the case
of line segment directionality. A modiﬁcation is ﬁrst made to the orientation histogram by
compressing it to 4 bins instead of 8, (H =
P3
i=0(hi + hi+4)). Consequently, the resultant
directionality histogram will be of 3 bins instead of 4.
A simpliﬁed and generalised explanation of the calculation of directionality from the ori-
entation histogram in the crack-network and the global layers is shown in the following
steps.
1. Normalise the orientation histogram such that the values are within the interval [0,1].Chapter 6 Feature Extraction and Classiﬁcation 130
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Figure 6.3: Directionality in evaluating the straightness measure of ﬁve line structures
is as shown here: from left to right, the line segment, the orientation histogram and the
directionality histogram.Chapter 6 Feature Extraction and Classiﬁcation 131
2. Deﬁne directionality histogram models to represent desired patterns.
3. Measure similarity between each normalised histogram and all model histograms.
4. Construct a directionality histogram W from the similarities.
5. Find the maximum, max(W) among all the values in the similarity histogram and
locate the index k.
6. Compute score d1 using Equation 6.13 or a generalised version in the Equation 6.14
below
d1 =

  
  
2k − W[k − 1] − 1
2k , if k = 3 and max(W) 6= 1
2(k+1) − W[k] − 1
2(k+1) , if otherwise
(6.14)
On the other hand, the second approach takes into account the signiﬁcance of smaller
patterns within a bigger layer. In the case of the crack-network layer, the length of each
line segment plays the role of determining the measure of signiﬁcance, as explained in
Section 6.3.1. In general terms, the approach is explained in the following algorithm.
1. For all existing entities within the current layer, ﬁnd the index k (where k ∈[0,3]) of
maximum similarity.
2. Multiply the maximum similarity by the corresponding signiﬁcance measure of the
particular craquelure entity.
3. Accumulate the resultant values in a new directionality histogram W of the appro-
priate bin, k.
4. Compute the directionality value d2, using Equation 6.15 below:
d2 =

  
  
k − W[k − 1]
3
, if k = 3 and max(W) 6= 1
k + 1 − W[k]
3
, if otherwise
(6.15)
To simplify matters, the computation of directionality for a craquelure pattern is divided
into two approaches. The ﬁrst takes a straightforward step by only considering the ori-
entation histogram as a means of providing knowledge of dominant chain-code direction
spread, while the second approach takes the signiﬁcance of a line segment within the wholeChapter 6 Feature Extraction and Classiﬁcation 132
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Figure 6.4: Two approaches to calculating global directionality: a) straightforward com-
putation from the orientation histogram and b) computation using the signiﬁcance measure
of line segments as weightings for local directionality values.
analysed craquelure pattern to determine how their directionality measures inﬂuence the di-
rectionality of the highest craquelure layer (see Figure 6.4 below for graphical explanation).
Figure 6.5 illustrates some examples of directionality measures using the ﬁrst and second
approaches on crack contours. For analytical purposes, for the remainder of this chapter,
crack patterns in Figure 6.5(a), (b), (c), (d) and (e) are denoted as patterns A, B, C, D and
E respectively. Figure 6.6 performs graphical comparison between d1 and d2 for patterns
A, B, C, D and E. The directionality values shown are normalised to the interval [0,1].
6.4.2 Straight Line Model
A regular task in image analysis is to determine the straight line that best ﬁts a set of
points. This line yields a concise representation of the set of points in terms of parameters
such as end points, slope, or intercept. This methodology beneﬁts higher level operations,
such as template matching and object recognition. It is much simpler to compare objects by
evaluating simpliﬁed parameters (such as slopes), rather than using raw image information
to compare for similarity.
Connecting end points is the most direct strategy to ﬁt a straight line. A more complicated
strategy uses other points in the set of points, at the expense of computational cost. Least-
squares line ﬁtting is commonly used in statistical analysis, where the objective of the
algorithm is to minimize the error of the ﬁt to the line with respect to one of the lineChapter 6 Feature Extraction and Classiﬁcation 133
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(b) d1 = 0.1835, d2 = 0.7613
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(c) d1 = 0.7945, d2 = 0.6766
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(d) d1 = 0.0668, d2 = 0.7444
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(e) d1 = 0.1077, d2 =0.6916
Figure 6.5: Directionality measured on crack patterns with diﬀerent patterns, namely uni-
directional, random, circular, rectangular and spiderweb. Results are shown for method 1,
which uses the orientation histograms directly and method 2, which utilises the signiﬁcance
measures as weighting for local directionality values. From left to right, crack patterns,
the directionality histogram for method 1 and the directionality histogram for method 2.Chapter 6 Feature Extraction and Classiﬁcation 134
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Figure 6.6: A graphical comparison between d1 and d2 among patterns A, B, C, D and
E.
variables, y or x [57]. Another technique of ﬁtting straight lines to a set of points is by the
evaluation of eigenvectors. This technique uses eigenvector evaluation to minimise error in
the direction perpendicular to the ﬁtted line.
A straight line model of a crack pattern is implemented by constructing a direct path
between two points (i.e. node to node, node to end point, end point to end point). In
computing this model, the initial assumption is that for the majority of line segments,
their line ratio (LR) is close to 1. For every straight line in a crack-network, a gradient is
computed. Let two connected points be p1 = (y1,x1) and p2 = (y2,x2). The line gradient
g between p1 and p2 is computed as
g =
∆y
∆x
=
| y1 − y2 |
| x1 − x2 |
. (6.16)
The line gradients are then quantised to an angular resolution of π/16 (see Figure 6.7). Each
quantised gradient value is then accumulated in a 16 bin histogram between angles of -π/2
and π/2. In a sense, this histogram can also be acknowledged as an orientation histogram.
However, to avoid confusion, this histogram is addressed as the quantised gradient histogram
(QGH).
In some cases, especially for circular-shaped line segments, straight line models do not hold
reliable information about the orientation of the line segments. The curvature details of a
circular-shaped line segment are compressed to a high degree if represented by a straight
line model. Thus, in this situation, the quantised gradient alone is not a good representation
of the actual line segment.
A step used to counter this problem is weighted accumulation. In typical histogram con-Chapter 6 Feature Extraction and Classiﬁcation 135
Figure 6.7: Angular resolution of π/16 is used to construct the quantised gradient his-
togram (QGH).
struction, every accumulation is an increment of one, while in a weighted histogram scheme,
every singular value accumulation is multiplied by a weight. The weighting indicates the
level of conﬁdence to a particular entry of an accumulation. In this case, the weighting
certiﬁes the conﬁdence of representing a particular line segment orientation by a quantised
gradient. The signiﬁcance measure of a line segment is used as a conﬁdence value for each
accumulation in the QGH. Figure 6.8 shows examples of the normal and weighted QGH.
6.4.2.1 Unidirectionality and Rectangularity
Unidirectionality and rectangularity are two features based on QGH. Basically, the idea
behind the two features is to extract information regarding the tendency of a crack pattern
orientation histogram towards being unidirectional or rectangular in structure.
From a histogram of quantised orientation, the same procedure as explained in Section 6.4.1
is employed to calculate unidirectionality u and rectangularity r. The 16 bin QGH is ﬁrst
compared with “ideal” histogram models. The histograms for rectangularity are deﬁned by
Functions 6.17, 6.18, 6.19 and 6.20,Chapter 6 Feature Extraction and Classiﬁcation 136
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Figure 6.8: Modelling a crack pattern using straight line representation. The gradient of
each line is quantised using an angular resolution of π/16. QGH is constructed using normal
accumulation and weighted accumulation. Figure showing two sets of examples. From left
to right and top to bottom, the original crack pattern, straight line representation, normal
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m0[n] = 0.0625


15 X
j=0
δ[n + j]

, (6.17)
m1[n] = 0.125


3 X
j=0
δ[n + j] +
11 X
j=8
δ[n + j]

, (6.18)
m2[n] = 0.25


1 X
j=0
δ[n + j] +
9 X
j=8
δ[n + j]

, (6.19)
m4[n] = 0.5(δ[n] + δ[n + 8]), (6.20)
and the following functions for unidirectionality,
m0[n] = 0.0625
15 X
j=0
δ[n + j] (6.21)
m1[n] = 0.125
7 X
j=0
δ[n + j] (6.22)
m2[n] = 0.25
3 X
j=0
δ[n + j] (6.23)
m3[n] = 0.5
1 X
j=0
δ[n + j] (6.24)
m4[n] = δ[n], (6.25)
where 0 ≤ n ≤ 7.
Next, dissimilarities (four dissimilarities for rectangularity and ﬁve dissimilarities for uni-
directionality) are computed between the QGH and the ideal histograms (four histograms
for rectangularity and ﬁve histograms for unidirectionality). e0 is computed directly by
taking the summation of diﬀerences of each bin. e1, e2 and e3 (an additional e4 for unidi-
rectionality) are computed by taking their minimum dissimilarities after summing up the
diﬀerences between circularly shifted ideal histograms and the input QGH.
Similarity histograms are constructed for rectangularity R = {(2 − e0)/2,(2 − e1)/2,(2 −
e2)/2,(2 − e3)/2} = {f0,f1,f2,f3}, and unidirectionality U = {(2 − e0)/2,(2 − e1)/2,(2 −
e2)/2,(2−e3)/2,(2−e4)/2} = {f0,f1,f2,f3,f4}. Let k be the index of maximum similarity
and z be the maximum value of R and U. Rectangularity r and unidirectionality u are com-
puted using the scoring function as denoted by Equation 6.13. Similar to the directionality
measure, there are two available options in accumulating the quantised gradient, namely byChapter 6 Feature Extraction and Classiﬁcation 138
using normal accumulation and weighted accumulation. For analysis, unidirectionality and
rectangularity, calculated using normal accumulation, are denoted by u1 and r1. On the
other hand, u2 and r2 signify unidirectionality and rectangularity calculated using weighted
accumulation.
Table 6.1 shows u1, u2, r1, r2 measures for the patterns A, B, C, D and E. Figure 6.9
presents the comparisons in a graph.
u1 u2 r2 r2
A 0.1662 0.1556 0.178 0.1678
B 0.2846 0.9688 0.9151 0.9154
C 0.9473 0.9451 0.9217 0.9250
D 0.1412 0.1311 0.1513 0.1405
E 0.1710 0.1359 0.1832 0.1456
Table 6.1: Table showing comparisons of u1, u2, r1, r2 among the patterns A, B, C, D
and E.
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Figure 6.9: A graphical comparison of u1, u2, r1, r2 among patterns A, B, C, D and E.
6.4.3 The Histogram Shape Filter Set
A much simpler way to extract relevant information from a histogram is by using a “ﬁlter
set”, which comprises ideal histograms tuned towards very speciﬁc histogram shapes. The
response of an input histogram towards the ideal ﬁlters generates a vector of values indi-
cating the matching level between each ﬁlter with the input. The end product is a vector
of matching scores which can be used as a feature vector as a whole or even separately.Chapter 6 Feature Extraction and Classiﬁcation 139
Implementation-wise, the ﬁlter set is based on the histograms generated from the orientation
histogram (see Section 6.2.1) and also the straight line representation (see Section 6.3.3).
Three histograms are constructed to model the orientation histogram,
m0 = {1,1,1,1},
m1 = {1,0,1,0}, and
m2 = {1,0,0,0}
while another three are used as a model for the QGH
m3 = {1,1,1,1,1,1,1,1},
m4 = {1,0,0,0,1,0,0,0}, and
m5 = {1,0,0,0,0,0,0,0}.
The QGH is ﬁrst compressed to 8 bins by adding up bins in pairs.
The 4 bin orientation histogram is then compared with m0, m1 and m2 to establish the
similarity measures f0,f1 and f2 respectively. Similarly, the 8 bin QGH is then compared
with m3, m4 and m5 to produce similarity measures f3,f4 and f5 respectively. The similarity
values are then normalised between the values 0 and 1 by using Equation 6.26 below.
F = {f0,f1,f2,f3,f4,f5} =

(f0 − 0.25)
0.75
,
(f1 − 0.5)
0.5
,
(f2 − 0.25)
0.75
,
(f3 − 0.125)
0.875
,
(f4 − 0.25)
0.75
,
(f5 − 0.125)
0.875

(6.26)
Figure 6.10 illustrates a comparison of F among the patterns A, B, C, D and E, while Table
6.2 displays the numerical values.
f0 f1 f2 f3 f4 f5
A 0.8202 0.2032 0.1798 0.7477 0.235 0.1079
B 0.6329 0.5506 0.2957 0.423 0.6723 0.3926
C 0.2490 0.0094 0.7591 0.1894 0.3333 0.5427
D 0.8664 0.2004 0.0699 0.822 0.1973 0.1325
E 0.7845 0.0787 0.176 0.7563 0.0745 0.1003
Table 6.2: Table showing comparisons of F among the patterns A, B, C, D and E.
6.5 Features From Structural Statistics
Global statistical measures such as point density and distribution can be useful to model
the behaviour of points in a given space. Quite generally, it is often useful to distinguishChapter 6 Feature Extraction and Classiﬁcation 140
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Figure 6.10: A graphical comparison of F among patterns A, B, C, D and E.
random and non-random patterns [57].
The statistics for the spatial distribution of structural features (nodes and line segments)
may reveal information about the pattern they belong to.
One of the statistics of pattern nodes (see Figure 6.11) that may be interesting to observe is
their population within a speciﬁed spatial boundary. Population can be assessed in terms
of density with respect to several elements. Firstly, it can be based on population per
pattern, which can be represented by the total number of crack pixels or total crack length.
Secondly, it can also be based on the area of an approximation, which is either an MBR or
an RMBR, depending on suitability. This measure indicates denseness of population for a
pattern under observation.
The distribution of line segments within a crack pattern also has good potential as a feature.
On rough observation, among the ﬁve classes, the unidirectional and circular crack patterns,
for instance, will produce lower node and line segment population density compared to the
rectangular and spider web crack patterns.
After intensive observations and trials, the following statistical measures are included into
the shortlist of features related to structural statistics.
• The number of nodes per square root of crack pattern length, s1Chapter 6 Feature Extraction and Classiﬁcation 141
(a) Circular. (b) Rectangular.
(c) Unidirectional. (d) Spiderweb. (e) Random.
Figure 6.11: Distribution of nodes for patterns A, B, C, D and E.
• The number of line segments per square root of crack pattern length, s2
• The number of line segments per number of nodes, s3
• The standard deviation of the length of line segments, s4
Figure 6.12 compares of s1, s2, s3, s4 among the patterns A, B, C, D and E, while Table
6.3 displays the numerical values.
s1 s2 s3 s4
A 6.6114 2.9155 2.2677 23.1306
B 13.9217 6.377 2.1831 6.8120
C 1.3895 0.0651 21.3333 23.2689
D 7.2637 3.1509 2.3053 8.2248
E 3.4592 1.3334 2.5942 24.2853
Table 6.3: Table showing comparisons of s1, s2, s3, s4 among the patterns A, B, C, D
and E.Chapter 6 Feature Extraction and Classiﬁcation 142
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Figure 6.12: A graphical comparison of s1, s2, s3, s4 among patterns A, B, C, D and E.
6.6 Classiﬁcation of Craquelure Patterns
The aim of the work in this thesis is to solve a content-based issue of classifying craque-
lure patterns with variable dimensions into 5 classes, namely circular, rectangular, unidi-
rectional, spiderweb and random. The work presented so far concentrated on extracting
information out of craquelure patterns and deﬁning a solution for the interpretation of
object-of-interest. Now, attention is turned to the problem of classiﬁcation using the fea-
tures that have been discussed earlier.
Related work was reported in [38], in which Varley classiﬁed a set of 40 images of the paint
layer of old oil paintings showing the patterns of crack. The approach was motivated by
the work of Bucklow [154], in which classiﬁcation of crack images was based on subjective
scores given by a panel of human subjects. Varley approached the problem by ﬁtting a
B´ ezier model to a crack image [36]. The data produced from this ﬁtted model was huge
(variable length) with each curve recording parameters of position, magnitude and gradient
of the tangent vectors of the curve, together with the width of the curve. The number of
parameters produced in the end was far too great for classiﬁcation to be performed, even
though the number of pixels was even greater. Varley later carried out feature selection
using the Fisher Ratio [155] to extract the most relevant discriminatory features, with
each feature given a score based on how well it discriminated crack images of diﬀerent
patterns. Varley then made classiﬁcation using four top ranked features using a two-stageChapter 6 Feature Extraction and Classiﬁcation 143
approach, the linear discriminant classiﬁer [139] followed by the expectation maximisation
(EM) algorithm [156].
By deﬁnition, classiﬁcation involves assigning an input pattern to one of the pattern classes
(speciﬁed beforehand) under consideration, based on measured features [157]. In statistical
classiﬁcation, the decision making process can be summarised as follows: a given pattern
is to be assigned to one of c categories y1,y2,...,yc based on a vector of d feature values x
= (x1,x2,...,xd).
The main problem in classiﬁcation usually revolves around choosing the correct classiﬁer,
and, in practice, the choice of classiﬁer is often based on which classiﬁer(s) happen to
be available, or best known to the user [157]. It can also be chosen according to the
nature of information available to the user about the problem in hand. Jain et al. [157]
presented various dichotomies that appear in statistical pattern recognition (see Figure
6.13). Descending the tree from top to bottom and traversing from left to right, less
knowledge is presented about the data set to be classiﬁed, hence the classiﬁcation problem
increases.
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Figure 6.13: Various approaches in statistical pattern recognition.
The dichotomies as stressed by Jain et al. ﬁrst of all depend on the availability of any
class-conditional densities. The design of classiﬁers strives to integrate all available prob-Chapter 6 Feature Extraction and Classiﬁcation 144
lem information, such as measurements, and also a priori known probabilities [139]. Class-
conditional densities require the knowledge of p(x|yi) and P(yi) for each class. In addition,
information needs to be acquired about the class-speciﬁc means (µi), covariance matri-
ces (Σi) and so on, for i = 1,2,...,c. A distribution form such as Gaussian and uniform
distributions must also be speciﬁed. Frequently, these are not available.
If all of the class-conditional densities are available, then the optimal Bayes decision rule
[139] can be used. However, in most situations, the class-conditional densities are not
known and must be learned from the available training patterns. Here, two options are
available, supervised (labelled training samples) or unsupervised (unlabelled training sam-
ples) learning, where the labelling determines to which class a particular sample belongs.
Within supervised learning, another dichotomy in statistical pattern recognition is based
on parametric or nonparametric approaches. In both cases, a set of training samples for
each underlying class is required, with each sample labelled as to its correct class. The task
in hand is to learn from these training samples. In the parametric approach, a speciﬁc form
(e.g Gaussian, uniform) for the distributions is required as well as estimates of the parameter
values (i.e. p(x|yi), P(yi), µi, Σi etc.) from the training set by using estimation algorithms
such as the maximum likelihood (ML) estimation and the Bayesian estimation [139]. The
inability to determine a speciﬁc form for the distributions and the incompatibility between
the chosen form and the estimated parameters are the reasons that prohibit the usage
of parametric approaches. The most likely solution to this is to resort to nonparametric
learning techniques. The two most well-known nonparametric learning techniques are the
k-nearest neighbour (k-NN) classiﬁer and the Parzen classiﬁer [139]. In practice, both of
these approaches require speciﬁcation of only one parameter, the number of neighbours k
for k-NN and the smoothing parameter of the Parzen kernel.
The unsupervised learning approach on the other hand is used in a situation where samples
are available, but unlabelled. The need to continuously learn and adapt to changes in the
characteristics of the class-speciﬁc pattern generating systems is a reasonable reason for
unsupervised learning. In this category, a mixture resolving technique [157] and cluster
analysis [138, 157] are the two widely used approaches. The main problem with cluster
analysis is the inability to determine the number of clusters beforehand, thus making clus-
tering more tuned in with ﬁnding reasonable categorisation of data, if available. There are
quite a number of algorithms for ﬁnding the optimum number of clusters, such as those
reported in [158], [159] and [160], but these algorithms are still highly dependent on good
choices of parameter values.
A summary of classiﬁcation techniques is shown in Table 6.4 [157]. The choice of classiﬁersChapter 6 Feature Extraction and Classiﬁcation 145
basically depends on the nature of the problem in hand and the amount of knowledge
available regarding the data to be classiﬁed. No particular classiﬁcation strategy, no matter
how simple or straightforward can be ruled out, and sophistication does not guarantee
success in a pattern recognition problem. An in-depth study of a large set of classiﬁers was
carried put by Michie et al. [161] over many diﬀerent problems, and the study demonstrated
large variability over many performances. In general terms, this demonstrates that there
is no such thing as an optimal classiﬁcation rule.
Experiments are conducted with various classiﬁcation approaches throughout this study,
taking into consideration the resources (test images, prior knowledge about the data set).
These approaches included the k-means clustering, fuzzy k-means clustering, hierarchi-
cal agglomerative clustering, artiﬁcial neural networks (ANN) (feed-forward multi-layer
perceptron with back-propagation learning) and the k-nearest neighbour technique. It is
important to stress that the clustering-based techniques (k-means, fuzzy k-means and hi-
erarchical agglomerative clustering) are not fully functional as classiﬁers since their end
result is not categorisation of patterns into classes but merely categorisation of patterns
into distinct groups with no direct way of associating them to particular classes. In order to
make classiﬁcations using these techniques, an extended methodology is needed to associate
the clustered data with some previously determined class template or map.
For implementation, no prior knowledge is assumed available concerning the nature of the
craquelure data set, including labelled patterns. In these circumstances, cluster analysis or
mixture resolving are the most appropriate approaches. In this implementation, clustering-
based processes are carried out on image-by-image basis, which means that each process
will produce b number of clusters, with b = 1,2,...,d where d is the number of sample points
(objects-of-interest) in the image. Before the process, there is no prior knowledge as to how
many clusters are expected, thus, a “guess” or automatical speciﬁcation of the numbers
is required. However, before proceeding further, the thought of not having any labelled
patterns makes classiﬁcation using clustering-based techniques impossible, since there are
no benchmarks to mark each class. An initial classiﬁcation eﬀort using fuzzy k-means
clustering is demonstrated in [34].
With the presence of training images, more ﬂexibility is available in choosing a classiﬁcation
strategy. Representatives for each craquelure class are collated and labelled. In the presence
of labelled data samples, classiﬁcation strategy is based on the k-NN rule which seems to
be a simple and straightforward approach.Chapter 6 Feature Extraction and Classiﬁcation 146
Technique Properties Comments
Template Match-
ing
Assigns patterns to the most sim-
ilar template.
The template and the metric have to be
supplied by the user; the procedure may
include nonlinear normalisations; scale
(metric) dependent.
Nearest Mean
Classiﬁer
Assigns patterns to the nearest
class mean.
Almost no training needed; fast testing;
scale (metric) dependent.
Subspace Method Assigns patterns to the nearest
class subspace.
Instead of normalising on invariants, the
subspace of the invariants is used; scale
(metric) dependent.
1-Nearest Neigh-
bour Rule
Assigns patterns to the class of the
nearest training pattern
No training needed; robust performance;
slow testing; scale (metric) dependent.
k-Nearest Neigh-
bour Rule
Assigns patterns to the major-
ity class among k nearest neigh-
bour using a performance opti-
mised value for k.
Asymptotically optimal; scale (metric)
dependent; slow testing.
Bayes Plug-in Assigns patterns to the class
which has the maximum esti-
mated posterior probabilities.
Yields simpler classiﬁers (linear or
quadratic) for Gaussian distributions;
sensitive to density estimation errors.
Logistic Classiﬁer Maximum likelihood rule for logis-
tic (sigmoidal) posterior probabil-
ities.
Linear classiﬁer; iterative procedure; op-
timal for a family of diﬀerent distribu-
tions (Gaussian); suitable for mixed data
types.
Parzen Classiﬁer Bayes plug-in rule for Parzen den-
sity estimates with performance
optimal kernel.
Asymptotically optimal; scale (metric)
dependent; slow testing.
Fisher Linear
Discriminant
Linear classiﬁer using mean
square error (MSE) optimisation
Simple and fast; similar to Bayes plug-in
for Gaussian distributions with identical
covariance matrices.
Binary Decision
Tree
Finds a set of thresholds for
a pattern-dependent sequence of
features.
Iterative training procedure; overtrain-
ing sensitive; needs pruning; fast testing.
Perceptron Iterative optimisation of a linear
classiﬁer
Sensitive to training parameters; may
produce conﬁdence values.
Multi-layer
Perceptron
(Feed-forward
Neural Network)
Iterative MSE optimisation of two
or more layers of perceptrons
(neurons) using sigmoid transfer
functions.
Sensitive to training parameters; slow
training; nonlinear classiﬁcation func-
tions; may produce conﬁdence values;
overtraining sensitive, needs regularisa-
tion.
Radial Basis Net-
work
Iterative MSE optimisation of a
feed-forward neural network with
at least one layer of neurons using
Gaussian-like transfer functions.
Sensitive to training parameters; nonlin-
ear classiﬁcation functions; may produce
conﬁdence values; overtraining sensitive,
needs regularisation; may be robust to
outliers.
Support Vector
Classiﬁer
Maximises the margin between
the classes by selecting a mini-
mum number of support vectors.
Scale (metric) dependent; iterative; slow
training; nonlinear; overtraining insensi-
tive; good generalisation performance.
Table 6.4: Summary of classiﬁcation techniques.Chapter 6 Feature Extraction and Classiﬁcation 147
6.7 The Nearest Neighbour Rule
The nearest neighbour (NN) rule is one of the extensions of a suboptimal nonparametric
classiﬁcation approach, which is widely used, mainly due to its simplicity and straightfor-
ward implementation, requiring a minimum number of parameter value speciﬁcations.
The 1-NN classiﬁer introduced by Cover and Hart [162] assigns an input sample pattern x to
the class of its nearest neighbour, where the term “nearest” lies upon the user’s speciﬁcation,
based on the various distance metrics, as explained in Section 5.6.2.4 (Euclidean distance is
commonly used). The 1-NN classiﬁer can always be a benchmark for other classiﬁers, since
it appears to provide reasonable classiﬁcation performance in applications. Furthermore,
the 1-NN classiﬁer only needs one user-speciﬁed parameter, which is the distance metric.
However, with this simple rule, it is prone to errors, but has been no more than twice the
Bayes error rate [163].
As an extension to the 1-NN, k-Nearest Neighbour (k-NN) [162] is introduced, with the
number of neighbours extended from 1 to k. In the k-NN rule, the input pattern represented
by the majority of the k-nearest neighbours, is assigned. By considering more than one
neighbour, with each neighbour giving the same contribution to the ﬁnal decision, there is
a possibility of a tie among maximum-voted classes. A way to resolve this problem is to
decrease the value of k by one and perform another run of the k-NN until no tie occurs.
Another simple solution is to search for classes with the minimum sum of distances to each
k neighbour.
Dudani [164] extended the k-NN rule into what is called the weighted k-NN rule, where the
distance information determines the weight factor wj and j is the total number of samples.
The idea behind the weighted k-NN is to give each sample a diﬀerent amount of inﬂuence
on the decision process, such that nearby samples have more inﬂuence. Letting dj be the
distance between input pattern x and a sample xj, wj computed such that the nearest
neighbour’s weight equals one and the k-th nearest neighbour becomes zero, as explained
by Equation 6.27. The weighted k-NN decreases the probability of getting a tie in the
voting process.
wj =

 
 
dk − dj
dk − d1
, if dk 6= d1
1, if dk = d1
(6.27)
One technique to completely solve the tie problem in the k-NN rule is to incorporate fuzzy
set theory [165] into the implementation. Keller et al. [166] enhanced the k-NN rule byChapter 6 Feature Extraction and Classiﬁcation 148
introducing the fuzzy k-NN. Unlike the k-NN, which produces “hard” (one pattern belongs
to one class) class assignment, the fuzzy k-NN implements a “soft” (one pattern belongs
to multiple classes) class assignments by assigning class memberships to an input pattern
x. The advantage of fuzzy k-NN is that no arbitrary assignments are made, with pattern
x having membership to a certain degree to all c classes. The membership values in a way
indicate an assurance measure to the resultant classiﬁcation. Consequently, the assurance
level can be utilised further, for instance as a high-level pattern descriptor, as demonstrated
later.
In terms of implementation, the initial assignment of the membership value of each sample
pattern is very important, producing more informative samples. The classiﬁcation is more
precise with more accurate initial membership values. The ﬁrst step in the algorithm is
to ﬁnd the K-nearest neighbour to each labelled sample x in every class. K here is the
number of neighbours considered in this initial fuzzy membership assignment, which is not
necessarily the same as k in the classiﬁer. With c number of classes, let ni be the number of
samples that belong to class yi, where
Pc
i=1 ni = K. Membership in each class is assigned
according to the following equation:
ˆ ui(x) =

 
 
0.51 +
ni
K

∗ 0.49, if i = j
ni
K

∗ 0.49, if i 6= j
(6.28)
where ni is the number of neighbours belonging to the ith class and j is the class in which
xi is labelled, while i = 1,2,...,c. After assigning the initial membership grade for the
input pattern, the ﬁnal membership value for the input pattern is determined by using the
distance diﬀerence from the k nearest sample patterns and their initial membership values
according to the following equation:
ui(x) =
k X
j=1
ˆ ui(xj)
 
1
||x − xj||
2
m−1
!
k X
j=1
 
1
||x − xj||
2
m−1
! (6.29)
where m is a scaling factor between 1 and 2.
Several methodologies for integrating “fuzziness”, mainly using distance information as a
cue to determine relatedness between the input pattern and the sample. In principle, the
techniques implemented revolve around the same concept as the famous weighted k-NN
and the fuzzy k-NN techniques. In its simplest form, “fuzziness” to an output of a k-NNChapter 6 Feature Extraction and Classiﬁcation 149
classiﬁer can be determined using Equation 6.30 which shows how a membership function
to an input pattern x is calculated for i = 1,2,...,c.
ui(x) =
ni
k
. (6.30)
Thus, in its simplest form, the input pattern x is assigned “fuzzy” values for ui(x) for
all classes c. Higher values of k increase the fuzziness of the output, since it is more
likely to include the participation of various class representative points in the membership
determination.
It is quite harsh to exclude distance from membership determination, since distance in a
way indicates similarity and its exclusion means only the quantity of representatives within
k-voted samples are taken as cue.
A technique named the distance weighted k-NN which uses distance as a cue for classiﬁcation
is also implemented, taking the summation of distances between the input point x and all
of its k nearest neighbours, denoted by dT.
Next, the total distances of similar-class points are calculated, where the number of dis-
tances depends on the number of classes out of c classes which exist within the k nearest
neighbours. Thus, it ends up with m number of distances dm, where m is the number of
classes out of c (m ≤ c) which exist within the k nearest neighbours and j = 1,...,m. From
here, it can be seen that
Pm
j=1 dj = dT. To make the explanation clearer, let i be a set of all
available classes and j be the set of classes within the k-NN domain of x. The membership
of the input point x within i is calculated by using the following equation:
ui(x) =

     
     
dT − di
dT(m − 1)
, if m > 1
1, if dT = di
0, if i 6∈ j
. (6.31)
This method in a way uses only distance as a determining factor in constructing the member-
ship vector of a pattern, where the dominance of a class in the k-NN domain is determined
by the accumulation of distances. In an instance where an input is very close to numerous
class A samples, while reasonably far to a single class B sample, the accumulation of dis-
tances will make the input more likely to be classiﬁed as B rather than A. From here, it is
quite evident that quantity also plays an important part within the k-NN domain.
To integrate both quantity and distance into the classiﬁcation approach, the average dis-
tance ¯ dj is calculated between the input point x and all other similar-class points. This isChapter 6 Feature Extraction and Classiﬁcation 150
done for all j = 1,...,m within the k-NN domain. Next, the class membership is computed
using the same methodology as in Equation 6.31, apart from the average distances. The
mathematical description of this approach is as shown below:
ui(x) =

     
     
¯ dT − ¯ di
¯ dT(m − 1)
, if m > 1
1, if ¯ dT = ¯ di
0, if i 6∈ j
(6.32)
with ¯ dT being the sum of average distances calculated as ¯ dT =
Pm
j=1 dj. This way, quantity
plays a role in averaging down the total distance, so that classes with more and closer
representatives with respect to x within the k-domain are given the most attention. This
approach is named the average distance k-NN.
The main diﬀerence between this implementation and the original fuzzy k-NN [166] is in
terms of initial memberships. In the present case, no initial membership is determined for
the training data set. The class membership is solely determined during classiﬁcation based
on two parameters/elements; k and distance. Larger values of k are more likely to produce
a fuzzy output.
6.7.1 The Training Set
The test set is built from painting images obtained from collections at the National Gallery
of London, the Louvre Gallery in Paris and also from images adapted from Bucklow [46,
149, 167]. For crack patterns, there are no standard databases of image collections that
can be used for analysis, unlike for other popular problems such as ﬁngerprint recognition
and optical character recognition, where standard data sets are available for purchase (i.e.
The National Institute of Standards and Technology (NIST) image database [168]).
To construct a test set, large image of paintings are browsed through and regions containing
reasonably clear crack patterns are cropped. It was important that the crack patterns could
be easily detected by the crack detection algorithm, so that actual detected crack patterns
conformed to a class label.
The dimension of test images varies since crack patterns exist in various sizes and the
features are invariant to scale. Most of the test images were approximately 220 x 320, 256
x 256, 400 x 260 and 512 x 512 in dimension. Test images were not restricted to grey-scale
images only, although grey-scale is preferable to coloured. The crack detection algorithmChapter 6 Feature Extraction and Classiﬁcation 151
automatically converts coloured images into 1-band images, as colour information is not
needed for analysis.
In terms of image type, X-radiograph and visible images are chosen as test set as long as the
cracks were clearly visible and not too corrupted by brush stroke patterns and noise. The
images in the test set were then manually labelled mainly from observation. The number
and proportion of test images according to respective class are shown in Table 6.5.
Class Total Proportion
Circular 23 17.4%
Rectangle 36 27.3%
Unidirectional 21 15.9%
Spiderweb 20 15.2%
Random 32 24.2%
Table 6.5: Number and proportion of the test set according to class.
6.8 Feature Selection
From the beginning of this chapter, the approaches used to extract meaningful features
have been outlined, but the eﬀectiveness of these features still needs to be evaluated. For
classiﬁcation, the features with high discriminatory power should be chosen. There is an
empirical rule of thumb [38] which states that for any classiﬁcation exercise to be meaning-
ful, there should be at least three times as many samples per class as there are features.
Every extra feature adds another degree of freedom to the classiﬁer, so the rule of thumb
attempts to balance between predicting the class of an input data and ﬁtting the classiﬁer
to the training set. Thus, choosing the right number of features for training and classiﬁ-
cation is deemed important and essential. Considering the class with the smallest number
(spiderweb, 20), the maximum number of features that should be used is six.
For visualisation purposes, a symbolic representation of each feature is summarised in Table
6.6.
In order to select features according to their discriminatory powers, a technique known as
the multi-class Fisher Ratio [155] is used for relevant features. The technique performs
statistical analysis on features of diﬀerent classes and assigns a score to indicate how strong
the feature is. It scores a feature in terms of the ratio of its between-class separability and
within-class spread. The higher ratios indicate higher discriminatory power. The Fisher
Ratio is written asChapter 6 Feature Extraction and Classiﬁcation 152
Symbol Feature
d1 Directionality based on orientation histogram
d2 Directionality based on weighted histogram accumulation
u1 Unidirectionality based on normal accumulation of QGH
u2 Unidirectionality based on weighted accumulation of QGH
r1 Rectangularity based on normal accumulation of QGH
r2 Rectangularity based on weighted accumulation of QGH
f0 “Circular”-oriented histogram shape ﬁltering using orientation histogram
f1 “Rectangular”-oriented histogram shape ﬁltering using orientation histogram
f2 “Unidirectional”-oriented histogram shape ﬁltering using orientation histogram
f3 “Circular”-oriented histogram shape ﬁltering using normal accumulation of QGH
f4 “Rectangular”-oriented histogram shape ﬁltering using weighted accumulation of
QGH
f5 “Unidirectional”-oriented histogram shape ﬁltering using weighted accumulation of
QGH
s1 Number of nodes per square root of crack pattern length
s2 Number of line segments per square root of crack pattern length
s3 Number of nodes per number of line segments
s4 Standard deviation of the length of line segments
Table 6.6: A symbolic representation of selected features.
Fk =
1
2Nc(Nc − 1)
Nc−1 X
i=0
Nc−1 X
j=0
(µik − µjk)
2

σ2
ik + σ2
jk
, i 6= j (6.33)
where Nc is the total test data, and µik, µjk, σik and σjk signify the mean (µ) and standard
deviation (σ) for every kth feature. A feature that has similar values for all the samples
within the same class and where the mean values of that feature for each class diﬀer sig-
niﬁcantly from other classes will possess a high Fisher Ratio. Table 6.7 and Figure 6.14
show the results for the sixteen features under consideration, sorted in descending order
according to their respective scores.
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Rank Feature Score Rank Feature Score
1. r2 1.0709 9. r1 0.6121
2. f0 1.0281 10. f5 0.5935
3. d1 0.9494 11. u1 0.4248
4. f3 0.8480 12. s3 0.2469
5. u2 0.7446 13. s4 0.1169
6. f1 0.6395 14. d2 0.0391
7. f4 0.6391 15. s1 0.0162
8. f2 0.6284 16. s2 0.0125
Table 6.7: Fisher scores for selected features sorted in descending order. (max.=1.0709,
min.=0.0125, mean=0.5381).
It is clear from Table 6.7 that most of the histogram-based features occupy the top half
of the table with r2, f0, d1, f3, u2, f1, f4, f2, r1 and f5 obtaining above average scores.
Among the histogram-based features, u1 and d2 demonstrate two of the less discriminating
features, with values below the mean score. Another observation reveals that all the four
structural-based features exhibit very low discriminatory power. This shows that features
related to the spread of nodes or line segment length do not possess unique characterising
power as far as this analysis is concerned.
6.9 Pattern Classiﬁcation
In selecting the features for classiﬁcation, the top six features are chosen to characterise
each crack pattern. It is important to note that these features possess high discriminatory
power as separate entities or values. This does not mean that the six features represent the
most discriminating feature subset. Determining the best feature subset requires a diﬀerent
analysis. However for the pursuing experiment, these six features are used.
From earlier discussions, the suitability of the k-NN classiﬁer within the scope of this
analysis is clearly evident. Ideally, given the variety of k-NN classiﬁer versions, further
trials are required, ﬁrst to determine the best classiﬁer and secondly to conclude on the
optimum value of k. By considering the nature of the problem, which clearly requires
a notion of fuzziness in the analysis (see Section 2.6.4), a fuzzy-based technique is more
desirable as a classiﬁer. Although the images in the training set are hard classiﬁed, the
output of a crack pattern classiﬁcation should be in a fuzzy form. Thus, the next important
decision to make is the optimum value of k.
A popular and simple strategy in estimating classiﬁcation error is the leave-one-out strategy
[138] which requires test images from among the training images themselves. From all theChapter 6 Feature Extraction and Classiﬁcation 154
training set, one image is taken out and used as a test image for classiﬁcation. In the next
iteration, the next image is taken out, until all the images in the training set have been
independently classiﬁed. Assuming n training images, the leave-one-out strategy requires
n number of iterations/classiﬁcations. The error estimation can be determined by the
percentage of unsuccessful classiﬁcations.
The leave-one-out strategy is used to determine the value of k that produces minimum clas-
siﬁcation error where the error is calculated for k in the range of [1, 50]. Figure 6.15 shows
the percentage of successful classiﬁcations among k for the k-NN, the distance weighted
k-NN and the average distance k-NN using all the top 6 features. The fuzzy outputs are
transformed into hard classiﬁcations by taking the maximum class assignments.
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Figure 6.15: Percentage of successful classiﬁcations for k in the range [1, 50] using the top
six features. The maximum successful classiﬁcation percentage and the respective values
of k are as follows: k-NN (60.3% at k=3), distance weighted k-NN (55.7% at k=1) and
average distance k-NN (58.8% at k=8).
Optimal k values are obtained at k=3 for the k-NN, k=1 for the distance weighted k-NN
and k=8 for the average distance k-NN. As can be seen, the distance weighted k-NN is very
sensitive to an increase in k. The other two classiﬁers demonstrate more consistency for a
wide range of k.
The very low correct classiﬁcation percentage (60.3%, 55.7% and 58.8% respectively), were
expected, since the six features used for classiﬁcation are not highly eﬀective in separating
all the ﬁve desired patterns at a single process. Based on analysis performed on correct
classiﬁcation percentages of individual classes, it is observed that the results diﬀer quiteChapter 6 Feature Extraction and Classiﬁcation 155
signiﬁcantly for diﬀerent classes. This is shown graphically in Figure 6.16(a) for the k-NN
classiﬁer and in Figure 6.16(b) for the average distance k-NN classiﬁer.
Also by taking the values of the correct classiﬁcations at the optimum values of k obtained
from the earlier analysis (see Figure 6.15), it is quite evident that the six features used are
tuned towards characterising the unidirectional and the rectangular patterns more than the
other three. In other words, the unidirectional and rectangular patterns are the easiest to
classify of all the classes. This is not very surprising considering the visually distinctive
attributes they possess over the rest of the classes. Table 6.8 summarises the results at the
respective values of k for the k-NN and average distance k-NN classiﬁer.
Class k-NN average distance k-NN
(k=3) (k=8)
Circular 17.4% 30.4%
Rectangular 77.8% 75.0%
Unidirectional 81.0% 81.0%
Spiderweb 60.0% 55.0%
Random 58.1% 48.4%
Table 6.8: Distribution of correct classiﬁcations over diﬀerent classes.
At this point, the need to obtain evenly spread correct classiﬁcation percentages over all
the classes is highly critical. If this is achieved, a pattern input into the classiﬁer will be
classiﬁed with an even chance or probability of success for the ﬁve classes.
6.9.1 Three-stage Classiﬁcation
To solve the problem, a multi-stage classiﬁcation strategy is performed instead of a single
ﬂow process. The key idea behind the multi-stage strategy is to classify patterns in a hier-
archical fashion. This allows a single classifying stage to concentrate on separating patterns
into fewer classes, compared to the traditional approach, where patterns are classiﬁed into
all the c classes. The need for this originates from the small inter-class separability of the
chosen features which makes it highly challenging to separate patterns into 5 classes in just
a single ﬂow.
6.9.1.1 Three-stage Classiﬁer Using a 2-2-3 Strategy
A multi-stage classiﬁer introduces more ﬂexibility by allowing specialised (and thus fewer)
features to be used at diﬀerent stages of the classiﬁer. This is made possible by the factChapter 6 Feature Extraction and Classiﬁcation 156
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Figure 6.16: Graphs showing signiﬁcant diﬀerences in terms of correct classiﬁcation
percentage for individual classes for a) the k-NN classiﬁer and b) the average distance
k-NN classiﬁer.Chapter 6 Feature Extraction and Classiﬁcation 157
that inter-class separability of patterns can be increased at each level given that several
pre-deﬁned classes are merged into a larger class. This leads to the need for identifying
groups of classes which in other terms refer to combinations of classes. As an example, the
rectangular, circular, spiderweb and random crack patterns can all be grouped together by
virtue that they generally have multi-orientation structures; let this group be named G1.
The other class consists of the unidirectional pattern of uni-orientation structures. The
division deﬁnes the two classes in the ﬁrst stage of the classiﬁer.
In the second stage, G1 can be further divided into two groups, the ﬁrst being the rect-
angular pattern and the second, called G2, being a combination of the circular, spiderweb
and random patterns. These three patterns are considered similar, since their patterns are
multi-orientation in nature, while the rectangular pattern generally exhibits bi-directional
structural orientations.
In the ﬁnal stage, the separability between classes becomes narrower and a richer combina-
tion of features is needed to classify the remaining patterns, namely the circular, spiderweb
and random patterns.
The ﬂow diagram for the three-stage classiﬁer is illustrated in Figure 6.17. The algorithm
classiﬁes an input pattern into two classes in the ﬁrst stage, two classes in the second stage
and three classes in the third stage. The notations u1, u2, u3, u4, u5, uG1 and uG2 represent
the fuzzy membership values assigned to the patterns unidirectional, rectangular, circular,
spiderweb, random, G1 and G2 respectively. The actual fuzzy membership values for each
class are deﬁned by the following equations:
uunid = u1, (6.34)
urect = u2 ∗ uG1, (6.35)
ucirc = u3 ∗ uG2 ∗ uG1, (6.36)
uspid = u4 ∗ uG2 ∗ uG1, (6.37)
urand = u5 ∗ uG2 ∗ uG1. (6.38)
Another input parameter is the value of k, represented by k1, k2 and k3 for the ﬁrst, second
and third classiﬁer stages respectively. Since the number of training samples used decreases
as the classiﬁer stages increase, the value of k must also be reassigned at diﬀerent stages.
An initial value k1 is ﬁrst assigned to the classiﬁer and the inputs to the following classiﬁersChapter 6 Feature Extraction and Classiﬁcation 158
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training set 1
k￿ 2
training set 2
k￿ 3
training set 3
G1
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{rectangular}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u￿ 1
u￿ G￿ 1
u￿ G2￿ u￿ 2
u￿ 3 u￿ 4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input pattern, x￿
input pattern, x￿
feature set 3
feature set 1
feature set 2
Figure 6.17: Figure showing the ﬂowchart of the three-stage classiﬁer where the input
pattern is classiﬁed into two classes in the 1st stage, two classes in the second stage and
three classes in the 3rd stage (2-2-3 strategy).
are k2=ceil(4k1/5) and k3=ceil(3k1/5). This schema only applies if the value of k1 is more
than ﬁve, otherwise k3=k2=k1. The assignments take into consideration the portions of
classes in the training set which are close to an even division of ﬁve.
Based on the evaluation of class separability by all the sixteen features using the Fisher
Ratio, best sets of features can be chosen to represent classes at each classiﬁer stage.
Features are picked according to the score they obtained, with a maximum of six features
per stage. Table 6.9 summarises the selected features with their respective scores.
Classiﬁcation accuracy is again evaluated using the leave-one-out strategy. The k-NN and
the average distance k-NN classiﬁers are used in each stage of the three-stage classiﬁer,
with k1, k2 and k3 as the number of nearest neighbours considered at each stage. Figure
6.19 shows comparisons of the two classiﬁers using the three-stage approach for k=1,...,50.
The three-stage classiﬁer shows improvement for both the k-NN and the average distanceChapter 6 Feature Extraction and Classiﬁcation 159
1
st stage 2
nd stage 3
rd stage
Feature Score Feature Score Feature Score
d1 2.1229 f4 1.2187 f2 0.2030
u2 1.9526 f3 1.1194 f0 0.1699
- - f1 1.0767 f5 0.1036
- - r2 0.8018 s4 0.0988
Table 6.9: Selected features used for the three-stage classiﬁer using a 2-2-3 strategy based
on Fisher Ratio scores.
k-NN (as much as 3.1% and 6.1% respectively). However, the improvements are still con-
sidered small for the amount of modiﬁcation to the classiﬁer; higher improvements are
expected.
The intriguing aspect of the classiﬁcation results is the total misclassiﬁcation of spiderweb
patterns (see Table 6.10). To make matters worse, the spiderweb pattern is misclassiﬁed for
both classiﬁers for all values of k. This experiment triggered the idea of omitting random
patterns from the training set. The vague deﬁnitive criteria of random patterns makes it
unsuitable to be even considered as a class in the ﬁrst place. The inclusion of a random
pattern in the framework only increases the level of confusion for the classiﬁer. Instead of
being a class, random patterns should be more thought of as “a class which does not belong
to any of the other four classes”. This is a deﬁnition that will be further elaborated later
in the chapter.
Class k-NN average distance k-NN
(k=2) (k=2)
Circular 69.6% 69.6%
Rectangular 80.6% 86.1%
Unidirectional 90.5% 90.5%
Spiderweb 0.0% 0.0%
Random 61.3% 61.3%
Table 6.10: Distribution of correct classiﬁcations over diﬀerent classes for the three-stage
classiﬁer. Spiderweb pattern is totally misclassiﬁed.
6.9.1.2 Three-stage Classiﬁer Using a 2-2-2 Strategy
A huge step is taken next by excluding the training patterns representing the random
pattern. Thus, the size of the training set decreases to some extent. A modiﬁcation is
made to the three-stage classiﬁer, with a 2-2-2 approach used instead of a 2-2-3 (see Figure
6.18). The third stage of the classiﬁer now only has to classify the input pattern into two
classes, circular and spiderweb. Hopefully, with the omission of the random pattern, theChapter 6 Feature Extraction and Classiﬁcation 160
confusion level decreases. Table 6.11 revised Fisher Ratio scores for selected features of the
three stages.
3 rd  stage classifier
k￿ 3
training set 3
G2
{circular, spiderweb, random}
{circular} {spiderweb}
u￿ 3 u￿ 4
input pattern, x￿
feature set 3
Figure 6.18: Figure showing the modiﬁcation made to the ﬂowchart of the three-stage
classiﬁer, with the third stage now needing to classify the input pattern into either one of
two classes, circular or spiderweb.
1
st stage 2
nd stage 3
rd stage
Feature Score Feature Score Feature Score
r2 3.0414 f0 2.2073 s4 0.1564
d1 2.8886 f3 1.9565 f2 0.1229
u2 2.8331 f4 1.7016 f5 0.0785
f0 2.1186 f2 1.4367 u2 0.0154
- - r2 1.2765 - -
Table 6.11: Selected features used for the three-stage classiﬁer using a 2-2-2 strategy
based on Fisher Ratio scores.
The leave-one-out strategy is once again employed to estimate the accuracy of the classiﬁer
with four classes to classify into. The focus here is to reduce class-speciﬁc classiﬁcation
errors, especially for the spiderweb class, which proved to be the main drawback in the 2-2-
3 strategy. The eﬀect of omitting the random pattern on overall classiﬁcation error remains
the main interest. Based on the results shown in Figure 6.19, both the k-NN and average
distance k-NN using a 2-2-2 strategy showed vast improvements over the 2-2-3 strategies
in terms of correct classiﬁcation percentage for speciﬁc values of k.
The k-NN classiﬁer improves as much as 12.6% while the average distance k-NN classiﬁer
experienced a 17.1% improvement. Looking into the class-speciﬁc classiﬁcation error, omis-
sion of the random pattern proves to be a crucial step according to the results shown in
Table 6.12.
Although some classes experienced reduction in the percentage of correct classiﬁcation, theChapter 6 Feature Extraction and Classiﬁcation 161
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Figure 6.19: Percentage of successful classiﬁcation for k in the range [1, 50] using the
three-stage approach with the random pattern omitted leaving only four classes to classify
into. The maximum successful classiﬁcation percentage and the respective values of k
are as the following; k-NN using a 2-2-3 strategy (63.4% at various values of k), average
distance k-NN using a 2-2-3 strategy (64.9% at k=4), k-NN using a 2-2-2 strategy (76.0%
at various values of k) and average distance k-NN using a 2-2-2 strategy (82.0% at k=4).
Class k-NN average distance k-NN
(k=2) (k=4)
Circular 60.9% 65.2%
Rectangular 94.4% 100.0%
Unidirectional 76.2% 81.0%
Spiderweb 60.0% 70.0%
Table 6.12: Distribution of correct classiﬁcations over diﬀerent classes for the three-
stage classiﬁer using the 2-2-2 strategy. Vast improvement is experienced over the 2-2-3
approach, especially for the spiderweb pattern.
classiﬁer succeeded in classifying 60% and 70% of the spiderweb test samples. These are
important results, considering that the 2-2-3 strategy failed miserably in the task, directly
aﬀecting the overall classiﬁcation performance.
Another way of evaluating classiﬁcation performance is by including fuzzy elements in the
consideration of correct classiﬁcations. Previous experiments assumed hard classiﬁcation
to give total membership to a particular class. In evaluating fuzzy classiﬁcation, soft
memberships are made accountable in deciding whether a test pattern is correctly classiﬁed.
As an example, let test pattern A be a circular class which is classiﬁed as 32% circular,Chapter 6 Feature Extraction and Classiﬁcation 162
12% rectangular, 3% unidirectional and 53% spiderweb. In a hard classiﬁcation rule, A
is considered misclassiﬁed. However, in fuzzy terms, this is not really the case, since A is
classiﬁed as 32% circular (second in rank) which represents quite a strong ﬁgure, considering
the fact that there are four classes (25% per class in average). Furthermore, looking from
human perception, it is very clear that subjectivity is quite inevitable when it comes to
classifying crack patterns, or any problem which involves complicated combinations of line
structures. Each crack class may contain an element of the others to a certain extent and
this situation is the situation which the fuzzy strategy tries to model.
Thus, in the next analysis, correct classiﬁcation is deﬁned as any condition where the test
pattern is classiﬁed into its actual class with more than 25% conﬁdence, regardless of the
rank. Figure 6.20 attempts to compare the performance of the k-NN and the average
distance k-NN classifers with the fuzzy element brought onto the surface. As expected, the
percentage increased dramatically when the new rule was applied. The interesting point
from the analysis is that nearly all the test patterns (96% for both classiﬁers) received
considerable amount of attention from the classiﬁers (above 25% conﬁdence vote). Table
6.13 shows the class-speciﬁc classiﬁcation success for both classiﬁers.
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Figure 6.20: Percentage of successful classiﬁcations for k in the range [1, 50] when fuzzi-
ness is considered in deﬁning correct classiﬁcation. A pattern is considered correctly clas-
siﬁed if more than 25% conﬁdence is recorded for its actual class. The maximum successful
classiﬁcation percentage and the respective values of k are as follows; k-NN (96% at k=4)
and average distance k-NN (96% at various value of k).
6.9.1.3 Selecting the Optimum Value of k
The next problem in hand involves selecting the optimum value or range for a number
of neighbours k. An obvious way to decide is by choosing k, which leads to the leastChapter 6 Feature Extraction and Classiﬁcation 163
Class k-NN average distance k-NN
(k=4) (k=5)
Circular 100.0% 91.3%
Rectangular 100.0% 100.0%
Unidirectional 95.2% 95.2%
Spiderweb 85.0% 95.0%
Table 6.13: Distribution of correct classiﬁcations over diﬀerent classes for the three-stage
classiﬁer using the 2-2-2 strategy with fuzzy elements taken into consideration (above 25%
class conﬁdence).
classiﬁcation error. However, another point to ponder about this issue is whether, at this
k, the variance of class-speciﬁc classiﬁcation error is at minimum. It is important to make
sure that the diﬀerence between classiﬁcation errors for each class is kept at minimum while
maintaining high overall classiﬁcation performance. This can be assessed by the ratio of
the mean correct classiﬁcation percentage and its standard deviation over all 4 classes. The
value of k which produces the maximum ratio can be considered the optimum value of k.
In a case where there is a tie in terms of the value of k which produces the least error, the
following methodology can be used to solve the problem. The ratio for a certain value of k is
given as Rk = µk/σk where µk and σk are the mean and standard deviation of class-speciﬁc
correct classiﬁcation percentages for k nearest neighbours. By taking the maximum value
of Rk over k=1,...,50, the optimum value of k can be determined as shown in Table 6.14
for the fuzziﬁed leave-one-out classiﬁcation performance evaluation.
Evaluation k-NN average distance k-NN
approach k max(Rk) % at k k max(Rk) % at k
Hard 20 8.18 74.0% 4 5.12 82.0%
Fuzzy 16 15.34 92.0% 5 26.76 96.0%
Table 6.14: Comparisons between the k-NN and the average distance k-NN in terms of
class-speciﬁc classiﬁcation performance. The ratio between mean and standard deviation of
correct classiﬁcation percentage, Rk is used to assess classiﬁcation performance at various
values of k.
The results can be evaluated in several ways. In terms of computation complexity, which
can be determined by the number of k taken to an optimum point, the average distance
k-NN outperformed the k-NN in both hard and fuzzy approaches. The average distance
k-NN only needs 4 or 5 nearest neighbours. This ﬁgure is much lower compared to the k-NN
which needs 16 or 20. Although the average distance k-NN is slightly more complicated
to compute compared to the k-NN, the gap between the optimum values of k is much
greater. In terms of accuracy, again the k-NN falls behind the average distance k-NN, where
the latter producing accuracy up to 82.0% and 96.0%, while the k-NN only succeeded inChapter 6 Feature Extraction and Classiﬁcation 164
correctly classifying 74.0% and 92.0% of the test samples. From the statistical ﬁgures, it is
clear how the average distance k-NN outperformed the k-NN in many ways. Finally, based
on the experiments, the value of k may either be 4 or 5 to achieve optimum classiﬁcation
performance.
The confusion matrices shown in Tables 6.15 and 6.16 try to analyse confusions within the
classiﬁer. It is noticeable how circular patterns are easily misclassiﬁed as spiderweb and
vice versa. This shows that the two classes closely in resemble each other stronger features
should be used to better distinguish between them.
Assigned class
Actual class Circular Rectangular Unidirectional Spiderweb
Circular 15 0 2 6
Rectangular 0 36 0 0
Unidirectional 0 4 17 0
Spiderweb 5 1 0 14
Table 6.15: Confusion matrix (k=4).
Assigned class
Actual class Circular Rectangular Unidirectional Spiderweb
Circular 13 1 2 7
Rectangular 0 36 0 0
Unidirectional 0 4 17 0
Spiderweb 4 1 0 15
Table 6.16: Confusion matrix (k=5).
Another issue that is worth mentioning here is the deﬁnition of a random type pattern which
was left for discussion earlier in the chapter. The criteria that characterised the random
pattern are quite vague, and, as mentioned earlier it can be deﬁned as “a class which does
not belong to any of the other four classes” or it can also be looked on as “a class which
possesses elements of all four classes”. Relating it to the behaviour of the classiﬁer, it is
quite suitable to co-assign the random pattern to any input patterns which have non-zero
memberships in at least three classes with the maximum membership not larger than a
certain percentage (maybe 50%). This is to make sure that the input pattern possesses
elements of the majority of the classes, with none of the classes being highly dominant.
Figures 6.21 and 6.22 show results of individual classiﬁcation of manually generated shapes
and also real craquelure patterns (which are not part of the training set). Although the
classiﬁer is trained on actual craquelure patterns, tests are performed to observe the re-
sponse of the classiﬁer to manually generated patterns. Patterns which used to belong to
the random class training set are also used.Chapter 6 Feature Extraction and Classiﬁcation 165
6.10 Summary
This chapter dealt with various issues related to the extraction of pattern signature features
and also the important steps required for classiﬁcation of crack patterns.
Due to the various structural layers in a crack pattern (i.e. the local, crack-network and
global layers), the way in which features are extracted can follow the same hierarchical
concept. The key element here is the signiﬁcance measure which determines the amount of
contribution an object in a lower level has in the formation of another object in a higher
level. Primarily, this measure is determined by the size of an object, which is characterised
by its total length.
Various features have been generated from crack patterns, mostly based on normal or
weighted orientation histograms and also statistical values originating from structural en-
tities, which include nodes as well as line segments. Early tests revealed several interesting
observations and features showing promising ability in discriminating crack patterns.
Experiments were conducted to demonstrate the eﬀectiveness of the generated features. The
k-NN is used as a basis for classiﬁcation. Several varieties of k-NN based techniques (i.e.
the distance weighted k-NN and the average distance k-NN) are introduced as classiﬁers
alongside the traditional k-NN. These techniques are “fuzziﬁed” by using votes and distance
information. Classiﬁer accuracy was estimated using the leave-one-out strategy. A three-
stage classiﬁer using a 2-2-3 strategy is tested and proved to be better than the conventional
one-ﬂow classiﬁer with improvements as much as 3.1% and 6.1%. The deﬁnition of a random
pattern class was revised and it was shown how the existence of the random pattern created
severe confusion in classiﬁer behaviour. The vagueness of its deﬁnition was identiﬁed as
the main problem and the situation was improved by omitting the random pattern from
the class set.
The three-stage classiﬁer with a 2-2-2 strategy worked better, with up to 82% correct
classiﬁcation for the hard approach and 96% correct classiﬁcation for the fuzzy approach,
both using the average distance k-NN. From the experiments, it is concluded that the
optimum values for k are 4 and 5. Finally, classiﬁcation results are shown for manually
drawn patterns and also for real craquelure patterns.Chapter 6 Feature Extraction and Classiﬁcation 166
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Figure 6.21: Results of classiﬁcation on manually generated patterns.Chapter 6 Feature Extraction and Classiﬁcation 167
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Figure 6.22: Results of classiﬁcation on real craquelure patterns.Chapter 7
System Implementation
7.1 Introduction
Real application of a content-based craquelure analysis system requires an integration of the
sub-modules which were discussed earlier. In this chapter, all the sub-modules that were
explained in the earlier chapters are integrated into an implemented system. The realisation
of the proposed Application Module (AM) and Processing Module (PM) is demonstrated.
Query formats, namely query by image example and query by class are explained with
sample results. Craquelure pattern analysis and sub-image queries are also touched on
later in the chapter.
7.2 System Implementation
The algorithms are fully written in C programming language, while the result viewer is
a web-based interface powered by Hypertext Preprocessor (PHP). The implementation of
the system begins from a command-line user interface which opens up a result viewer in a
web browser once a query is entered.
Feature vectors are stored in data ﬁles, with each ﬁle associated with a single image. In each
feature ﬁle there is information regarding the ﬁle source, image dimensions and objects-of-
interest. For each object-of-interest, the upper-left coordinate point as well as the x and
y coordinate lengths are recorded. This is followed by all the nine features. A similar
strategy is used to store the classiﬁcation information for each image. Classiﬁcation ﬁles
are generated for all images mainly to store the class memberships of all existing objects-
of-interest. Similar to the feature ﬁle, information on the image source, image size and
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the location of the objects-of-interest is the basic information stored. For each object-of-
interest, classiﬁcation details, i.e. the class memberships, are recorded in the same ﬁle. For
a detailed explanation, see Appendix D.
At the time of writing, the system has only been implemented for experimental purposes
and is not fully functional for actual usage as a commercial system. The command-line
interface acts as a mediator between the user and the algorithm by getting queries and
sending them to the query processor for further action. Most of the features of the system
deal with query-retrieval scenarios, where a query (text-based or image-based) is entered
and lists of results are displayed in the browser (texts or/and images). Another functionality
of the system allows users to request information regarding a queried crack image which
also includes information about the meaningful objects detected in the image. The result
viewer displays the statistical values together with classiﬁcation results.
The following sections explain the type of functionalities in the existing system.
7.2.1 Query by Image Example
Query by image example is a widely used technique for retrieving images in the database
that contain similar attributes to the input image. A user simply enters an image as a
query, the system searches the database based on the query, and, when matching images
are found, they are presented to the user according to their respective matching scores.
While the ﬂow of the process is relatively straightforward, the attribute(s) used as the
matching factor may vary.
From the system’s point of view, there are three cues when searching for matches, using
class, feature or fuzzy set similarities. Interestingly, these cues are related to each other in
the sense that they originate sequentially from the other; fuzzy sets originate from classiﬁed
features while classes originate from fuzzy sets.
7.2.1.1 Feature Matching
The features used for matching are partly the same features used in the three-stage classiﬁ-
cation, namely d1, u2, r2, f0, f2, f3, f4 and f5. s4 is not used, since this statistical measure
is not in the range of 0 to 1 unlike the rest of the features. Using a euclidean metric, the
distance between features generated from the query image and pre-generated features of all
images in the database are computed. Figures 7.1 and 7.2 show results for queries basedChapter 7 System Implementation 170
on feature similarity. For all results, scores are shown as dissimilarities (distances). Figure
B.1 shows a screenshot of the result viewer.
Query
0.8099 0.7940 0.7509
0.5820 0.4272 0.3985
0.3843 0.2319
Figure 7.1: A query using feature vector as a cue for measuring dissimilarity.
7.2.1.2 Fuzzy Set Matching
Although rarely used, fuzzy sets (class membership for a crack pattern) can also be used
as a means for computing similarity between two patterns. A fuzzy set of a pattern holds
information regarding the class membership of that particular pattern in the form of a set
of conﬁdence measures with regard to all existing classes. Similar query images are used
to demonstrate the use of fuzzy set as a cue for similarity searches and Figures 7.3 and 7.4
display the results. Figure B.2 shows a screenshot of the result viewer.
7.2.1.3 Class Matching
The simplest manner of query by image example looks for crack images in the database,
which are categorised in the same class as the query image. This of course needs the
system to ﬁrst classify the query image to obtain its fuzzy set, and it is then categorised
into the class with the highest value of fuzzy membership. Results are ranked in ascendingChapter 7 System Implementation 171
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Figure 7.2: Another example of a query using feature vector as a cue for measuring
dissimilarity.
order according to the corresponding fuzzy membership of each matching image. Using
similar query images as previously, the query results for this particular method are obtained
(Figures 7.5 and 7.6). Scores are determined by the membership of the corresponding
pattern class. Figure B.3 shows a screenshot of the result viewer.
7.2.2 Query by Text
Text-based query is a simpler way to perform query, where description of the desired query
is entered into the system in textual format. A straightforward scenario involves users
requesting for all crack patterns with a particular attribute. A more complex example
perhaps requires a mix of information from the user.
A user enters the class required (circular, rectangular, unidirectional or spiderweb) and the
system retrieves all relevant images. A way to narrow the scope of search is by specifying
threshold values for the search. As an example, “retrieve all rectangular patterns with
fuzzy membership larger than 40%”.Chapter 7 System Implementation 172
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Figure 7.3: A query using fuzzy set as a cue for measuring dissimilarity.
7.2.3 Craquelure Pattern Analysis
Another important functionality that might be of interest to restorers or conservators is
random analysis of craquelure patterns. Users, in this case enter an image into the system
as a query. The system then extracts relevant information from the image, including
partitioning it into objects-of-interest. Statistical information as well as class memberships
for both the input image and the objects-of-interest are then computed and displayed
to users. This functionality is exempliﬁed by an actual screenshot of the result viewer
as shown in Figure C.1, where the input image is partitioned into several automatically
detected objects-of-interest. An overall statistical analysis, which covers the whole of the
image, is displayed together with classiﬁcation results, which includes class memberships.
Information associated with the objects-of-interest can be viewed by clicking on the objects’Chapter 7 System Implementation 173
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Figure 7.4: Another example of a query using fuzzy set as a cue for measuring dissimi-
larity.
centroid. A new window appears for each object-of-interest, displaying relevant information
as shown in Figures C.2, C.3, C.4 and C.5.
7.2.3.1 Processing Speed
The time taken to execute pattern analysis of crack images is one of the concerns. Museum
collections consist of very large images which require fast processing. In this sub-section,
the performance of the algorithm is evaluated, in terms of the time taken to execute certain
processes. Images of diﬀerent sizes and complexity (amount of cracks) are used. The length,
number of crack-networks, number of nodes and number of line segments are recorded for
each process to model the measure of complexity of an image.Chapter 7 System Implementation 174
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Figure 7.5: A query using class membership as a cue for measuring dissimilarity.
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Figure 7.6: Another example of a query using class membership as a cue for measuring
dissimilarity.Chapter 7 System Implementation 175
Processing speed is recorded for two separate processes. t1 corresponds to the time taken
in seconds to fully detect and prune crack patterns while t2 represents the time taken to
perform pattern structuring, merging, feature extraction and classiﬁcation. These two are
added to reveal the total processing time, ttotal. The percentage of time taken for t1 and t2
are also calculated. Table 7.1 summarises the results.
The images are sorted in ascending order according to their size. As can be observed, the
time taken to process the images is dependent on both the size and complexity. For the
relatively small images (images A-O), a maximum of 5 seconds is recorded for t1 (image
N) and 22 seconds for t2 (image O) while image O is the longest to process (26 seconds).
Similarly, for the large images (images P-T), a maximum of 60 seconds is recorded for
t1 and 13610 seconds for t2 (both for image T). Overall, image T took the most time to
process (13670 seconds = 3 hours, 47 minutes and 50 seconds).
An important observation from the results is the eﬀect of pattern complexity on the process
time. Taking an example, image A took 3 seconds to process compared to only 2 seconds
for image B although the former is smaller. The complexity of image A characterised by
its structural statistics contributed to the extra time taken. Looking at the large images
(images P-T), the total processing time is very much contributed by t2 (with up to 99.6%
for image T). This is due to the increase in both size and structural statistics of the images.
However, the increments are not entirely linear. t1 if carefully observed, exhibits a seemingly
linear relationship with the image size. On the other hand, t2 increases dramatically with
an increase in complexity.
7.2.4 Sub-image Query and Retrieval
Chapter 5 was dedicated to the approaches used to extract sub-images in an image which
are regarded as separate objects-of-interest. The ability to extract these regions is the ﬁrst
major obstacle within the scope of sub-image query and retrieval. As far as the research is
concerned, more eﬀort has to be put into solving the problem in order to properly separate
objects-of-interest. In most cases, images are either over-segmented or under-segmented.
However, as part of the research, a potential scenario has been structured and tested on
some images.
The results are quite encouraging for some images, but worked poorly on others. Basically,
the main problem lies in the fact that craquelure patterns are so random and unpredictable
that it is highly challenging to segment these patterns according to a schema with no
standard rule.Chapter 7 System Implementation 176
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7.3 Summary
This particular chapter has discussed the “end-product” of the whole research, which inte-
grates all the small technical modules into an implementable application.
Two types of query style are presented which are the query by image example and query
by text. In the implementation of query by image example, three diﬀerent formats can
be applied. The ﬁrst, named query using feature matching, uses the feature vector of
each crack pattern as a descriptor or cue for similarity/dissimilarity measure. The second
technique utilises the fuzzy set or class memberships of craquelure patterns as cue, while the
third takes a more straightforward matching approach by just retrieving all patterns which
possess similar maximum class membership as the query pattern. The retrieval engine has
the ability to retrieve images or sub-images depending on the way information is coded in
the feature ﬁle.
Besides the query-retrieval functionality, the need to perform pattern analysis is also seen as
a very useful functionality for the system. Therefore, it was shown how craquelure patterns
can be analysed through a functionality which allows users to randomly query for statistical
and classiﬁcation information regarding a particular pattern of interest.
Algorithm speed has also been analysed and it is discovered that pattern structuring, merg-
ing, feature extraction and classiﬁcation modules contributed the most to the overall pro-
cessing time compared to the crack detection and pruning modules.Chapter 8
Conclusions
The essence of this research is now recapitulated by a summing up of the contributions.
Ideas and suggestions for future work are also discussed in the ﬁnal part of this chapter
and closing section of the research.
Computer vision has been attracting considerable attention from art-related communities
and institutions. For various applications, computer vision now plays an increasingly im-
portant role especially in quality evaluation of art images, as a tool for art analysis, virtual
enhancement as well as restoration and also image retrieval. Museums and art galleries are
beginning to digitise their collections to make them available on the web for the public and
also for internal use within the museums’ or galleries’ own environment.
Digitisation of art collections provides faster and more eﬃcient storage, thus giving a new
dimension into methods of information retrieval within the environment. Instead of storing
information in a traditional manner, the ability to store it digitally has opened the path
for further manipulation of the technology, where digital preservation and restoration can
play their parts. Many collections of paintings and artefacts originated centuries ago and
are in need of preservation and restoration to make sure that their physical appearance
is maintained. Manual recording and detection of aging seem far from eﬃcient, with the
growth of collections; electronic-based approaches seem to be the best choice.
The motivation for this research originated from the fact that craquelure in paintings can be
an important element in judging authenticity, use of materials, environmental and physical
impact because these can lead to diﬀerent craquelure patterns. Mass screening of craquelure
patterns can provide a better alternative platform for conservators to identify causes of
damage. The ability to screen the whole collection semi-automatically is believed to be a
useful contribution to preservation. Crack formations are inﬂuenced by factors which also
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relate to the wooden framework of the paintings. One of the image-based requirements
from museums, is to automatically classify craquelure (cracks) in paintings for the purpose
of aiding damage assessment using non-destructive monitoring and testing.
This research provided a content-based approach towards analysing craquelure patterns.
The target was to provide a general but concise guide to the steps needed to provide analysis
of craquelure patterns through operations such as segmentation, retrieval and classiﬁcation,
which have received less attention from the computer vision community, mainly because of
its less signiﬁcant importance.
8.1 Contributions and Summary
The idea of implementing a content-based retrieval system for the analysis of crack pat-
terns is not a particularly new idea (see Chapter 1). However, in terms of research and
implementation, there has been no thorough examination of the issue. This research has
gone through the relevant steps needed to produce such a functionality. However, there
are still many problems and obstacles. Knowing the problems is in a way also considered
a good contribution to the research. Here, the contributions of this work are summed up.
The ﬁrst crucial step in the research was to detect craquelure patterns, i.e. segmenting
the elongated shapes of cracks from the image background. To achieve this, the top-hat
operator was used as an enhancement mechanism and grid-based thresholding, using the
Otsu technique was used to segment the patterns. Grid-based thresholding is necessary in
order to cope with uneven illumination and lighting eﬀects within the image. Segmented
crack patterns were thinned to one-pixel wide.
The thinned contours of the crack patterns were then converted from pixel representations
into an easily manipulated representation. A hierarchical Freeman chain-code based tech-
nique, which allows controlled pruning and statistical measurements of craquelure structural
data, was developed. The beauty of this approach lies in the ability to extract statistical
measurements, such as number of pixels, number of nodes and number of line segments.
Conservative approximations of crack-networks through the use of the minimum bounding
rectangle (MBR) and the rotated minimum bounding rectangle (RMBR) were introduced
to allow a more general characterisation of crack pattern descriptors, since detailed informa-
tion about a shape had been translated into a more simpliﬁed representation. All this was
made possible through the hierarchically structured data built through the crack following
routine. Another positive point of the technique is that it allows easy pruning of crackChapter 8 Conclusions 180
patterns for the purpose of ﬁltering noise and eliminating insigniﬁcant crack patterns. A
down-point of the approach is the amount of memory used to structure the crack patterns.
The more complicated a crack pattern is, the more memory is needed to produce the struc-
tured representation. This however can be overcome by powerful machine capabilities and
optimised programming.
The most challenging part of the whole research was to segment crack patterns into objects-
of-interest, which was attempted using a two-stage approach. The highly random nature
of crack patterns made this task extremely diﬃcult. The technique implemented beneﬁted
from the conservative approximation of a crack pattern using either the MBR or the RMBR.
MBR has the advantage of being less time consuming to compute while the RMBR is a
more accurate pattern approximation, since it holds orientation information. Two merging
algorithms were introduced; the merge and expand (M&E) and the label and merge (L&M)
to merge two crack patterns under consideration.
The ﬁrst stage of the crack pattern grouping algorithm involves merging patterns which
satisfy a proximity rule, which is determined by the intersection of pattern aproximations.
Results showed that most unidirectional crack contours are not successfully merged in this
stage, although they are close in proximity to each other and supposedly belong to the same
object-of-interest. Since their bounding boxes do not intersect, they remain unmerged.
To tackle this problem, a second stage was implemented, which tries to group patterns
according to their characteristics or features. For that, agglomerative hierarchical clustering
was utilised to cluster the feature points of all the merged crack patterns. The target was
to group these features into distinct clusters based on the location of the pattern centroid,
node density, axis of minimum inertia and dimension ratio. A technique to determine
the optimum number of clusters was also introduced. The iterative technique relies on
the second order diﬀerential of the minimum distance variance between cluster points.
Results were quite promising on well-separated clusters. However, grouping combined line
structures is very much an open issue, since it involves a high amount of subjectivity and
human perception. The approach did not tackle this particular problem in too much depth
because of the complexity.
The most distinct diﬀerence between the ﬁve crack patterns (i.e. circular, rectangular, uni-
directional, spiderweb and random) is in terms of their orientation, which can be looked into
in two ways, locally and globally. With both views originating from chain-code histograms,
the local orientation concentrates on the line segment level, while global orientation refers
to orientation at the crack-network layer or higher. From these concepts, unidirectional-
ity measures are derived from the local and global orientation histograms. SigniﬁcanceChapter 8 Conclusions 181
measures are also derived primarily from lengths of line segments as an indication of how
inﬂuential or meaningful these line segments are globally. Another form of orientation
histogram was deduced from a straight line representation of a crack pattern called the
quantised gradient histogram (QGH) which was utilised to compute unidirectionality and
rectangularity. Histogram shape ﬁlters were also used to create more features from ori-
entation histograms and the QGH. Besides histogram-based features, structural related
descriptors were also developed from node and line segment densities. Early experiments
using ﬁve model patterns showed promising results in terms of these features’ discriminating
powers. However, none of the features show independency in separating all ﬁve classes.
A labelled test set was built to characterise crack patterns from the ﬁve classes for the
purpose of classiﬁcation. Measures of discriminant powers were evaluated using the Fisher
ratio and performed on all sixteen selected features. In general, the results showed that
histogram-based features had better discriminating powers compared to the structural fea-
tures. Classiﬁcation using the k-NN and the average distance k-NN revealed low correct
classiﬁcation rates of 60.31% and 58.78% respectively. Analysis unveiled low correct clas-
siﬁcation rates for the circular, spiderweb and random classes, which were the main causes
of the poor performance.
As a solution to this, two major modiﬁcations were made to the classiﬁer by ﬁrst converting
it into a three-stage classiﬁer and secondly by excluding the random class from the test
pattern, thus letting the classiﬁer to decide on classifying input patterns into only four
classes. The random pattern was believed to create confusion within the classiﬁer for its
vague deﬁnition and the absence of unique descriptors. Using the newly modiﬁed classiﬁer,
vast improvement occurred in the rate of correct classiﬁcation, 76% recorded for the k-NN
and 82% for the average distance k-NN. The class-speciﬁc correct classiﬁcation rates also
improved. Experiments revealed that the optimum values of k are 4 and 5 for the average
distance k-NN rule.
From the analysis, it can be concluded that most of the features are best used to distinguish
patterns which are based upon straight lines versus ones based on curvy-lines. There were
insuﬃcient features to diﬀerentiate circular patterns from spiderweb patterns based on the
low Fisher scores in the third stage of the classiﬁer. This was caused by the fact that the
features used do not take pixel position properties into account since orientation alone is
not enough to diﬀerentiate the two classes. The fuzzy class membership in a way helped
in dealing with subjective perceptions, where patterns are not exclusively assigned to one
class.
A prototype system which oﬀers query-retrieval functionalities as well as craquelure pat-Chapter 8 Conclusions 182
tern analysis was explained. Within the query-retrieval framework, there are two types
of queries, query by image example and query by text. Query by image example can be
implemented in three ways, using diﬀerent matching cues. First, query using features uses
feature vectors as cues. Another way is by using fuzzy sets as cues while the ﬁnal alternative
takes maximum class membership as matching cues. Obviously, the three methods diﬀer in
terms of the type of information sought. In order to look for “patterns like this query pat-
tern”, feature cues are the most suitable, while if the question is “patterns possessing class
elements like this query pattern”, fuzzy sets are the most suitable form of matching cue.
On the other hand, for a query such as “patterns with similar class to this query pattern”,
the maximum class membership should be used as a cue. Another means of querying for
information is by straightaway typing in the class sought instead of entering an image as
input.
One useful scenario in which this implementation can be useful is where a conservator tries
to relate a crack pattern with its cause factor. With the list of matching results, a user can
monitor the proportion of images with similar wooden structures at the back, thus giving a
rough idea of how inﬂuential these wooden structures can be in producing unwanted cracks.
A user is interested in monitoring all paintings with possible circular pattern cracks, which
can be the direct eﬀect of physical impact, circular crack patterns can be used as query.
This will enable conservators to perform physical conservation to the detected areas or
enforce careful handling procedures for the painting whenever it needs to be transported.
Another useful functionality oﬀered by the prototype system is the ability to perform anal-
ysis in order to study or detect interesting craquelure elements in the images. The input
image is segmented into objects-of-interest, which are then analysed, producing statistical
measures and classiﬁcation results. This functionality is seen as equally important as the
query-retrieval functionality, since it allows images to be analysed separately. This way,
peculiar areas within an image can be spotted and studied.
The contributions of the research have been summarised in a concise fashion. In general, the
objectives of the research were met. As in much research, this work has confronted obstacles
since the days of its infancy, and being able to identify problems is no less important. The
next section discusses possible improvements as well as other applications that may beneﬁt
from the research.Chapter 8 Conclusions 183
8.2 Future Directions
Steps can be taken in the future to improve and allow other possible applications. Width is
considered important, especially in determining the layer at which cracks form. The ability
to preserve width information at the detection stage will enable more advanced analysis of
crack patterns. This will open up more options for high-level feature extraction.
A more advanced crack detection approach can also be utilised to capture patterns with
varying widths. Although multi-width and multi-orientation crack detection have been
brieﬂy touched in Chapter 3, they are not fully implemented. Detection of crack patterns
in colour images should also be researched in more depth. In the current implementation,
colour images are simply converted to monochrome in order to suppress colour information.
However, this action does not suppress brush stroke patterns which proves to be a nuisance
(see Figures A.4, A.6 and A.8). The ability to diﬀerentiate crack patterns from other
unwanted patterns in colour images is highly desirable.
More eﬀort has to be projected into the problem of segmenting crack patterns into objects-
of-interest, based on diﬃculty and importance. Segmentation has always been a hot topic
and the issue of segmenting a group of line segments into meaningful sub-groups has pre-
sented researchers with a very challenging task. In the context of craquelure analysis, being
able to segment patterns “correctly” will produce a more reliable automatic system. As
observed in Figures A.2 and A.6, on a large image the merging technique failed to perform
due to the very complex and random nature of the crack patterns. A more intelligent
strategy that relies on prior knowledge and case-speciﬁc rules might be the answer to this
problem which involves a huge amount of subjectivity and human perception.
The current approach towards the extraction of features relies on two views, orientation
and structural statistics. The use of more high-level features, such as those which deal with
spatial information on crack contours can improve the correct classiﬁcation rate. Texture
analysis can also be studied for use in craquelure analysis.
More eﬀort has to be put into optimising the algorithm for execution on large images since
based on the experiment shown in Section 7.2.3.1, the performance of the algorithm in terms
of execution time degrades quite dramatically as the image size and complexity increases.
Museum collections which include X-ray and visible images are very large in size (some
exceeding 10000x10000 in pixel resolution), thus requiring eﬃcient algorithm executions.
Parallel processing might be the answer to the problem.
In terms of the system itself, a more structured and systematic way of storing features andChapter 8 Conclusions 184
the metadata of images will present developers and users with a more ﬂexible interface to
the system. This research has concentrated more on the core computer vision technicalities
but lacks development from the human-computer interaction (HCI) point of view. Having
a good user interface is highly desirable.
The main aim of the research was to study the possibilities of implementing content-based
approaches into the analysis of craquelure patterns - which shows good potential for the
future. However, one element this research did not cover is user evaluation which is seen
as important to validate the results and as a means of getting useful feedback. Thus,
collaboration among diﬀerent domain experts is essential. Historians, conservators, art-
experts and software engineers are among the professionals who can be included in the
research circle.
Last but not least, this research has shown great potential in the area of craquelure analysis
using content-based analysis. With the existence of such a system in the future, monitoring
can be made in a more eﬃcient and non-destructive way. From a wider research perspective,
this research is potentially useful for other applications, especially areas of research related
to computer vision: medical imaging and geographical information systems (GIS) are two
good examples.Appendix A
Analysis on Large Images
Sample results on very large images are as shown here. All images are processed on a Red
Hat Linux machine with six 700Mhz Xeon Processors and 1.7GB 133MHz ECC SDRAM.
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Figure A.1: An X-ray image, 392 x 496 in dimension. The image scaled for display.Appendix A Analysis on Large Images 187
Figure A.2: Crack detected version of Figure A.1 with objects-of-interest displayed in
MBRs. The whole process took 16 seconds to complete.Appendix A Analysis on Large Images 188
Figure A.3: “The Virgin and Child in an Interior” (Jacques Daret, National Gallery of
London). 1413 x 2207 in dimension. The image scaled for display.Appendix A Analysis on Large Images 189
Figure A.4: Crack detected version of Figure A.3. Notice the edges and painting details
such as brush stroke patterns are also detected due their crack-like characteristics. The
process took 3 hours, 47 minutes and 50 seconds to complete.Appendix A Analysis on Large Images 190
Figure A.5: An extract from “Portrait of a Woman” (Salting Bequest, National Gallery
of London), 602 x 1356 in dimension. The image scaled for display.Appendix A Analysis on Large Images 191
Figure A.6: Crack detected version of Figure A.5. Notice the edges and painting details
such as brush stroke patterns are also detected due their crack-like characteristics. The
process took 19 minutes and 51 seconds to complete.Appendix A Analysis on Large Images 192
Figure A.7: An extract from “Portrait of a Woman” (Salting Bequest, National Gallery
of London), 1211 x 2377 in dimension. The image scaled for display.Appendix A Analysis on Large Images 193
Figure A.8: Crack detected version of Figure A.7. Notice the edges and painting details
such as brush stroke patterns are also detected due their crack-like characteristics. The
process took 2 hours, 41 minutes and 2 seconds to complete.Appendix B
Query for Similar Pattern
Example screenshots of the three versions of query by image example are shown.
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Figure B.1: A screenshot of the result viewer for query using a feature vector as cue.Appendix B Query for Similar Pattern 196
Figure B.2: A screenshot of the result viewer for query using a fuzzy set as cue.Appendix B Query for Similar Pattern 197
Figure B.3: A screenshot of the result viewer for query using a class membership as cue.Appendix C
Craquelure Pattern Analysis
Example screenshots of the functionality to perform craquelure pattern analysis are shown.
The main window displaying the image of interest with associate information is shown in
Figure C.1. Figures C.2, C.3, C.4 and C.5 show windows which appear as the objects-of-
interest (shown by the boxes) are clicked on.
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Figure C.1: A screenshot of the main result viewer page for craquelure pattern analysis
functionality,which allows users to view statistical and classiﬁcation information of an
image of interest. Information associated with objects-of-interest can be viewed by clicking
on the objects’ centroid.Appendix C Craquelure Pattern Analysis 200
Figure C.2: Figure showing statistical and classiﬁcation information associated with one
of the objects-of-interest in Figure C.1.Appendix C Craquelure Pattern Analysis 201
Figure C.3: Figure showing statistical and classiﬁcation information associated with one
of the objects-of-interest in Figure C.1.Appendix C Craquelure Pattern Analysis 202
Figure C.4: Figure showing statistical and classiﬁcation information associated with one
of the objects-of-interest in Figure C.1.Appendix C Craquelure Pattern Analysis 203
Figure C.5: Figure showing statistical and classiﬁcation information associated with one
of the objects-of-interest in Figure C.1.Appendix D
System Interface
The system interface is written in C programming language and works under Linux operat-
ing system. It also requires VIPS image processing library to operate. The command-line
user interface is divided into two main programs. The ﬁrst, gfmap is a program to run
modules related to classiﬁcation. The second, cbcr controls modules for feature generation,
pattern query and pattern analysis. The command to execute gfmap is as the following:
gfmap [options]
while the available options for gfmap are:
-generateMap generate feature ﬁles and feature labels for classiﬁcation
-fisher compute Fisher Ratio for features
-error compute correct classiﬁcation rates
The command to execute cbcr is as shown below:
cbcr [options...] [uri/file]
and the available options for cbcr are:
-generateFV -folder generate feature vector and class membership for all images in speciﬁed
folder
-generateFV -file generate feature vector and class membership for the speciﬁed image
-queryImage -feature query by image example using feature vector as cue for matching
-queryImage -fuzzy query by image example using fuzzy set as cue for matching
-queryImage -class query by image example using maximum class membership as cue for
matching
-queryText [class] query by text
-analyse craquelure pattern analysis
The following sections explain these two programs in more detail.
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D.1 Classiﬁcation and Data Generation
The classiﬁcation and data generation modules are oﬀ-line processes which create data ﬁles
for on-line processes.
D.1.1 Classiﬁcation Module
Within the classiﬁcation module, a ﬁle containing image sources and class assignments
named image_label.dat is used by the feature generator to produce two other ﬁles con-
taining feature vectors (feature_map.dat) and feature labels (feature_label.dat) asso-
ciated to all the images listed in image_label.dat. The format of these three ﬁles are
shown in Tables , D.2 and D.3.
[file source] [label]
:
:
Table D.1: Format of image label.dat.
[number of sample] [n number of features] [c number of classes]
[label]
:
:
Table D.2: Format of feature label.dat.
[number of sample] [n number of features] [c number of classes]
[feature 1] [feature 2] ... [feature n]
:
:
Table D.3: Format of feature map.dat.
All these ﬁles are stored in the CL folder. Figure D.1 illustrates the process.
The command to run the program is as follows:
gfmap -generateMapAppendix D System Interface 206
feature generator image_label.dat
feature_map.dat
feature_label.dat
Figure D.1: The feature generator reads image label.dat to generate feature map.dat
and feature label.dat.
Once feature_map.dat and feature_label.dat have been generated, classiﬁcation can
be performed.
For experimental purposes, a functionality to calculate Fisher Ratio is also made available.
The function reads feature_map.dat and feature_label.dat, calculate Fisher Ratio for
all available features and prints the results. The command is as follows:
gfmap -fisher
Again, for experimentation, a function to compute correct classiﬁcation rates based on
the leave-one-out strategy is implemented. The function reads feature_map.dat and
feature_label.dat, copies them in temporary arrays and performs classiﬁcation for every
training sample iteratively to estimate correct classiﬁcation rate for speciﬁed values of k of
the classiﬁer. The command to run this program is as follows:
gfmap -error
D.1.2 Data Generation Module
The data generation module is tailored to generate feature vectors and class memberships
for all processed images. Feature vector ﬁles are stored in the FV folder while class mem-
bership ﬁles are stored in FVC folders. A standardised naming schema is applied for both
type of ﬁles where all feature vector ﬁles have names starting with fv_ followed by the
image ﬁlename (e.g. fv_crack01.dat). Class membership ﬁles are named with fvc_ (e.g.
fvc_crack01.dat). The format of the feature vector ﬁle and the class membership ﬁle are
shown in Tables D.4 and D.5.
Input image(s) can be read individually as a ﬁle or collectively in a folder. The feature
generator then constructs all the associate feature vector ﬁles and stores them in the FV
folder. Information is then passed to the classiﬁer which classiﬁes the feature vectors by
assigning class memberships and stores the class membership ﬁles in the FVC folder. Figure
D.2 illustrates the ﬂowchart of the data generation process.Appendix D System Interface 207
[file source]
[height] [width]
[y-corner] [x-corner] [y-dimension] [x-dimension] [feature 1] ... [feature n]
:
:
Table D.4: Format of a feature ﬁle.
[file source]
[height] [width]
[y-corner] [x-corner] [y-dimension] [x-dimension] [class] [class 1] ... [class c]
:
:
Table D.5: Format of a class membership ﬁle.
The commands to perform data generation are as follows:
cbcr -generateFV -folder [uri]
for all images in uri, and
cbcr -generateFV -file [uri/file]
for a single image ﬁle.
The data generated can now be searched by the query engine and this is explained next.
feature generator
feature_map.dat feature_label.dat
image database
classifier
feature files
class membership
files
feature
vector
Figure D.2: Data generation process.Appendix D System Interface 208
D.2 Query Engine
The query engine processes any queries issued by users. In general, there are three query
options. The ﬁrst allows users to enter an image into the system and query for “similar”
images based on cues that will be explained later. The second type of query requests users
to enter textual input as to the pattern class sought, while the third query requires an image
as input for pattern analysis rather than for image matching. Any input goes through the
query engine which determines the correct path to which the query should pass through.
The forthcoming sections explain these query options in more detail.
D.2.1 Query by Image Example
The system assumes all the crack patterns detected in the input image as a single object-of-
interest. The input image goes through a query processor that converts it into monochrome
if it is a coloured image. This particular query option is further divided into three formats,
which utilise diﬀerent cues as matching factors. These formats are query using feature
vector, query using fuzzy set and query using class. The feature generator ﬁrst generates
the feature vector of the input image. This needs to be done for all three cue types. The
classiﬁer will only get involved for query using fuzzy set and query using class, which needs
the fuzzy set and maximum class membership as a matching factor. The details of these
formats were explained in Chapter 7.
The commands to execute these programs are as follows:
cbcr -queryImage -feature [uri/file]
cbcr -queryImage -fuzzy [uri/file]
cbcr -queryImage -class [uri/file]
for query using feature vector, query using fuzzy set and query using class respectively.
D.2.2 Query by Text
This form of query takes textual input from users. Users can query for images with a certain
maximum class membership. The command line to execute this program is as follows:
cbcr -queryText [class]
The options for class are:Appendix D System Interface 209
-c circular pattern class
-r rectangular pattern class
-u unidirectional pattern class
-s spiderweb pattern class
The system then lists all the n matching images in the database.
D.2.3 Craquelure Pattern Analysis
The ﬁnal form of query concentrates on the analysis of craquelure patterns rather than
request for “similar” images. A user enters an input image which is then segmented into
objects-of-interest. The main image as well as each object-of-interest are then analysed by
the feature generator and the classiﬁer. The command to run this program is shown below:
cbcr -analyse [uri/file]
The results are then displayed in the result viewer automatically on execution.References
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