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ABSTRACT
A reflexive hierarchical control architecture is developed which generates a
trajectory that attains a goal position while avoiding obstacles and underwater terrain for an
autonomous underwater vehicle (AUV) being developed by the M.I.T. Sea Grant College
Program and C.S. Draper Laboratory.
The reflexive hierarchical control architecture consists of multiple modules that
independently generate control commands for the vehicle control system to track. Instead
of satisfying all mission requirements in one executive module, the reflexive modules
generate commands which satisfy only their subset of the mission requirements. These
modules vie for control of the vehicle through an arbitration algorithm which yields control
to the most critical module. By limiting the planning scope of the individual modules they
are able to generate commands in real-time.
Simulation results are shown which demonstrate that the vehicle is capable of
traversing an unknown underwater environment to a goal position. A trajectory
performance improvement is shown with the addition of a model-based trajectory
generation algorithm which does not interfere with the real-time performance of the
reflexive architecture. Results are also shown which demonstrate the AUV manuevering
around the M.I.T. Alumni pool while avoiding collisions with the pool walls using a 3
level reflexive control architecture.
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CHAPTER 1
INTRODUCTION
In recent years there has been a growing interest in the development of planning
architectures for autonomous underwater vehicles (AUVs). The potential application for
AUVs are widespread, including such tasks as: inspection and repair of underwater
structures, monitoring and detection of pollution or chemical leaks, or mapping underwater
terrain. Fundamental to almost all AUV applications is the capability to successfully
navigate from one position to another while avoiding obstacles and underwater terrain.
This thesis describes the design and implementation of a planning architecture to
successfully navigate an AUV from a starting location to task location while avoiding
obstacles and underwater terrain. The design is based on a layered control architecture
originally proposed by Brook's [1] for use on autonomous land robots. The design has
been implemented and tested using a small AUV, constructed by the M.I.T. Sea Grant
College Program.
1.1 PROBLEM STATEMENT
The design of a planning architecture for an autonomous underwater vehicle is
faced with the problem of demonstrating intelligent robotic behavior in real-world
situations. For a mobile robot or AUV, intelligent robotic behavior consists of reacting to
the environment as well as, or better than, a human operator. Examples of intelligent
behavior for an AUV include: avoiding collisions with obstacles in the environment,
manuevering to a goal position, remembering the position of obstacles, and performing
tasks such as docking with an underwater platform or repairing a pipeline.
The range of intelligent behaviors investigated in this thesis is limited to:
maintaining the vehicle within a safe operating region; avoiding collisions with underwater
terrain and obstacles; acquiring a goal position; and generating intelligent trajectories to goal
positions.
These intelligent behaviors are proposed for implementation on a real AUV with the
following constraints: the sensing capability of the vehicle is limited to 5 sonar range
sensors which cover a 90 degree cone eminating from the nose of the AUV, data
processing is performed by a single 68000 based microprocessor, and the vehicle has
specific performance limitations which require consideration of the vehicle dynamic
capabilities in the planning architecture.
The constraints imposed by the vehicle's dynamic performance require that the
planning architecture generate real-time responses to environmental conditions which are
only partially known due to limited sonar coverage. In addition the dynamics of the vehicle
need to be addressed by the planning architecture to insure mission success. Of primary
concern is the ability of the AUV to react to real-time events.
1.2 SEA SQUIRT VEHICLE
Since January 1988, the C.S. Draper Laboratory (CSDL) and M.I.T. Sea Grant
College Program have been constructing the "Sea Squirt", a small autonomous underwater
vehicle. The objective of this effort is to demonstrate intelligent robotic behavior on a small
low-cost submersible. To do this, work has been in progress on the vehicle control
system, the planning architecture, and the vehicle hardware integration.
The Sea Squirt AUV was designed to have a complement of sensors which include:
heading, depth, velocity, yaw-rate, pitch, and roll sensors. In addition to the vehicle state
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sensors, a navigation system was designed to provide the vehicle with a three-dimensional
position in the underwater environment, and a forward sonar array, consisting of five sonar
beams mounted on the AUV forward dome, yields range information to obstacles in the
environment. The integration of hardware into the AUV has been completed, with the
exception of the mounting of the navigation system and the installation of the complete
forward sonar array. Currently the forward sonar array consists of a single forward
pointing sonar. Additional sonar units are to be installed in the near future.
1.3 PLANNING ARCHITECTURE
The planning architecture generates control commands to control the trajectory of
an AUV to meet mission requirements in response to the state of the environment. A
primary requirement of a planning architecture for an AUV is that the architecture respond
to changing underwater conditions in real-time. Planning architectures developed for land-
based robots have typically applied model-based planning algorithms, in which a model of
the environment is constructed from sensor data and is used explicitly to generate control
commands. Because they require computationally intensive algorithms, model-based
planning architectures developed for land-based robots are limited in their ability to generate
control commands in real-time. For this reason an alternative planning architecture was
selected for implementation.
A reflexive control architecture has been developed and implemented on a small
AUV. The architecture consists of a hierarchical set of software modules which
independently generate control commands to control the trajectory of the AUV. The
individual modules in the reflexive control architecture generate control commands directly
from the current sensor data, without constructing a world model, and are able to generate
control commands in real-time. The reflexive control architecture is a derivative of the
layered control architecture proposed by Brook's[ ].
A reflexive control architecture approach was selected for three reasons: (1) the
architecture generates control commands in real-time; (2) additional modules can be added
to the architecture without modifying the existing modules; and (3) the reflexive control
architecture modules provide mission robustness.
One disadvantage of both the layered control and reflexive control architectures is
that they can often generate suboptimal trajectories. To solve this problem, a model-based
trajectory generation algorithm has been developed, which generates an optimal reference
trajectory. The model-based trajectory generation algorithm has been integrated with the
reflexive control architecture in such a way that it does not impede the real-time operation of
the reflexive control architecture. The model-based trajectory generator working in
conjunction with the reflexive control architecture can produce more efficient trajectories
than could be generated by the reflexive control architecture alone..
1.4 ORGANIZATION
The thesis is divided into seven chapters. The application proposed for testing the
reflexive control architecture is discussed in Chapter 2. The planning architecture is
discussed in more detail in Chapter 3. The benefits of layered control and how reflexive
control is a logical derivative of layered control are described. The design of the individual
modules in the reflexive control architecture is discussed in Chapter 4. Chapter 5 describes
the implementation of the planning architecture to the AUV and discusses the modifications
required to accomodate the lack of a navigation system on the AUV. Simulation and in-
water test results are presented in Chapter 6, which show the ability of the AUV to avoid
collisions while manuevering around the M.I.T. Alumni pool. Simulation results are also
presented which demonstrate the capabilities of the AUV when configured with a five beam
forward sonar array and a navigation system. The five beam sonar array and the navigation
system are scheduled to be integrated into the AUV in the near future. Conclusions and
recommendations are discussed in Chapter 7.
CHAPTER 2
APPLICATION
The design of a planning architecture for a robotic vehicle depends heavily on the
particular vehicle application. The sensing capability, processing power, and vehicle
dynamics all shape the design of a planning architecture. The type and number of sensors
affect the design of the planning algorithms and define what type of sensor processing is
necessary. The onboard processing power limits the extent of intensive processing, which
affects the selection of a planning architecture. The dynamic capabilities and limitations of
the particular application also shape the design of a planning architecture. For this reason,
the AUV application is presented in Chapter 2 in order to define the sensing, processing,
and dynamic constraints which led to the selection of a planning architecture for the AUV.
2.1 VEHICLE DESCRIPTION
The autonomous underwater vehicle (AUV) constructed by CSDL and the M.I.T.
Sea Grant Program is a modified Benthos Mark II Mini-Rover. The Mini-Rover is a
commercially marketed submersible intended for tethered remote operation. To date it's
principal use has been to inspect offshore oil rigs using a camera mounted in the nose. In
it's original configuration the vehicle is capable of diving to depths of 200 feet and cruising
at 2.5 knots. The AUV has been modified to include a complement of autonomous sensors
and an onboard microprocessor.
2.1.1 HULL
The AUV's hull is 34 inches long and 8.7 inches in diameter. The main hull
consists of a cylindrical center section capped with hemispherical domes at each end, as
shown in Figure 2.1. A 4.5 inch hull extension has been added between the forward dome
and the main hull to accomodate additional electronics. The main hull, hull extension, and
forward dome are constructed of aluminum, while the aft dome is plexiglass. The
plexiglass dome was originally used as a window for an internally mounted video camera.
It is currently used to display a set of LED's that describe the vehicle's operating status.
When fully loaded, the AUV weighs 62 lbs. and displaces 63 lbs. of water, making the
vehicle slightly positively buoyant. The AUV was purposely designed to be positively
buoyant to insure that the AUV will float to the surface in the event of a loss of power.
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2.1.2 PROPULSION
The AUV is propelled by three thrusters. Two horizontal thrusters provide speed
and heading control and a vertical thruster provides depth control. As shown in Figure
2.1, the vertical thruster passes through the hull and allows the vehicle to hover and
change depth without lateral motion. The vertical thruster is mounted in the center of the
AUV in a cylindrical tube which passes through the main hull. The horizontal thrusters are
mounted on either side of the AUV towards the stem. All of the thrusters provide thrust
in both forward and reverse directions allowing the vehicle to perform complex manuevers
such as hovering, backing up, and zero velocity turns. Each thruster is capable of
generating up to 7 lbs. of static thrust. In it's current configuration the AUV does not use
any active control surfaces.
Power to the thrusters is provided by 32 silver-zinc batteries that provide from 2 to
16 hours of power depending on the AUV's operating speed. Silver-zinc batteries were
selected because of their high power to density ratio, allowing them to fit inside the main
hull of the AUV. The performance characteristics of the AUV, in it's modified
configuration, are listed in Table 1.
maximum rate maximum acceleration
heading 50 deg/sec 20 deg/sec2
forward velocity 4.0 ft/sec 1.0 ft/sec2
depth 1.5 ft/sec 0.5 ft/sec 2
Table 1: AUV Dynamic Performance
2.1.3 ONBOARD PROCESSOR
To perform autonomously, the AUV needs an onboard computer. The computer
system that was selected for the AUV consists of two boards, a GESPAC SBS-6 68000
CPU board and a GESPAC ADA-1 I/O interface board. The boards are single height
Eurocards, which were selected because they could fit into narrow inside diameter of the
main hull.
The CPU board consists of a Motorola 68000 CPU operating at a clock speed of 8
MHz with 256K of RAM, 256K of EPROM, 2 serial communication ports, 2 8-bit parallel
ports, and three counter/timers. The SBS-6 board does not contain a math coprocessor
chip.
The I/O interface board contains 16 single-ended analog inputs and 4 analog
outputs. The 16 analog inputs are converted to 10-bit digital values by the A/D convertor
on the board. The A/D convertor is multiplexed between the individual inputs. The A/D
input lines are currently used to digitize the sensor data from all sensor subsystems on the
AUV. Three of the D/A output lines are used to generate analog signals for the thruster
motor controllers.
The onboard computer uses the OS-9 real-time operating system. This operating
system supports both multi-tasking and interrupt operations. These features are used to
integrate the planning and control functions onto a single CPU. At the present time the
software runs using a software generated interrupt every 200 ms. The sensors are read and
the control software is updated and the remaining CPU time is then available for the
planning software.
To date the 68000 board has provided sufficient throughput to implement the
planning and control software at a frequency of 5 Hz., but the current board is quickly
reaching the limit of it's capabilities due to the lack of a math coprocessor. To overcome
this difficulty, in the near future, a GESPAC MPU-20 68020 board will replace the
existing 68000 board. The new board consists of a Motorola 68020 32-bit processor
running at 16 MHz with a 68881 math coprocessor chip. The board also contains 512K of
RAM and 256K of EPROM. The new board should boost the speed of software
operations by a factor of -20 times.
2.1.4 SENSORS
In it's original configuration, the only sensor onboard the vehicle was a video
camera used by a surface operator to manuever the vehicle. Commands to the vehicle were
sent via a tether communication link. For autonomous operation, a large number of
sensors are required, both for planning and control.
In it's current configuration, the AUV's onboard sensors include: a fluxgate
electronic compass, a pressure transducer for measuring depth, a speed sensor, pitch and
roll inclinometers; a yaw rate gyro; a high frequency sonar pointing out the nose of the
AUV, and an altitude sonar. The sensors can be thought of as falling into one of 5
categories: position sensors; position rate sensors; attitude sensors; attitude rate sensors;
and imaging sensors.
Position Sensors
The position sensors consist of a Sensym pressure tranducer which measures the
AUV's depth. It's current range is 0 to 30 feet. The range of this sensor can be increased,
however for initial tests the 30 foot range is sufficient for testing in the M.I.T. Alumni pool
and the Charles River. Altitude above underwater terrain is sensed by a downward looking
Datamarine sonar. This sonar unit was originally configured as a boat depth sounder and
has been converted for operation on the AUV. The altimeter returns altitudes from 2 to
100 feet. A navigation system for the AUV has been developed and tested but has not yet
been integrated onto the AUV. The navigation system consists of pinger and hydrophone
mounted on the AUV which interrogate three transponders positioned at fixed locations.
The range to each transponder is used to triangulate the AUV's three-dimensional position.
The navigation system has been tested in Boston harbor and has an accuracy in position
measurement of approximately 1 meter.[2] The navigation system will be integrated onto
the AUV when an external container has been constructed.
Position Rate Sensors
The only position rate sensor onboard the vehicle is a Datamarine speed sensor.
The speed sensor consists of a paddle wheel which is turned by the water flow past the
AUV hull. The sensor produces a voltage proportional to the water velocity. The
Datamarine speed sensor has a significant deadband between 0 and 1 ft/sec velocities and is
extremely noisy.
Attitude Sensors
The vehicle has three attitude sensors consisting of an electronic compass, and pitch
and roll inclinometers. The compass is a low-cost (< $40.00) Zemco electronic compass
designed for use in automobiles. The compass measures the Earth's magnetic field in two
directions and outputs a voltage proportional to the compass heading. The compass sensor
is not gimballed, and thus is affected by the pitch and roll of the AUV, which can cause the
magnetic field measurement to become skewed. The variations in compass heading are on
the order of 1:1; 1 degree of pitch or roll causes the compass heading to be in error by 1
degree. The Spectron pitch and roll inclinometers are electrolytic sensors which are capable
of measuring pitch and roll angles up to 45.0 degrees.
Attitude Rate Sensors
The only attitude rate sensor on the AUV is a Gorham Model Products model
helicopter gyro. The gyro was designed for model helicopters as a stability aid. It has
been installed on the AUV as a yaw rate sensor. The yaw rate gyro has significant noise
and drift problems but has been corrected by a filter and bias corrector implemented in
software.
Imagine Sensors
The imaging sensors consist of sensors which the planning architecture uses to
sense the state of the environment. Currently the AUV uses a Mesotech 807 narrow beam
sonar to detect underwater obstacles. The Mesotech sonar operates at a frequency of 200
KHz and has a beamwidth of 10 degrees. The sonar is mounted through the aluminum
forward dome of the AUV and points directly forward. An additional complement of four
Datamarine sonars, positioned around the Mesotech sonar is to be integrated onto the AUV
in the near future. The configuration of the additional sonar beams will be discussed in
Chapter 4.
The limited sensing capability of the AUV imposes serious constraints on any
planning architecture. The challenge is to select and implement a planning approach which
can overcome the limited sensory capability of the AUV.
2.2 AUTONOMOUS MISSION
A nominal mission was selected for the AUV to provide a starting point from which
additional capabilities could be added. The nominal mission for the AUV consists of
traversing an unknown underwater environment to a specified position. This nominal
mission was selected because it includes the fundamental problems that an AUV must
address when operating autonomously. These problems are: maintaining a safe operational
depth; avoiding collisions with underwater obstacles and terrain; and generating an efficient
trajectory to a specified position.
To perform this mission the AUV must have an onboard system which generates
position information either in latitude and longitude or in distance from a fixed reference.
Estimating the AUV position through landmark recognition is one possibility to determine
position, however for initial implementation an acoustic transponder array will be used to
actively localize the position of the AUV. The AUV interrogates the transponders to return
range information and triangulates it's position relative to the fixed transponder array. A
goal position is specified relative to the fixed transponder array. For the initial mission, the
goal position is specified as a pre-mission input. Eventually it is expected that the goal
locations will be determined by the planning system itself.
It is also necessary for the AUV to measure the positions of underwater terrain and
obstacles. In it's current configuration the AUV relies solely on sonar range data to
determine the range to obstacles in the environment. By appropriately configuring multiple
sonar beams on the AUV, an approximate bearing to obstacles can also be obtained.
Requirements for this mission are to reach the goal position using an efficient
trajectory while maintaining a safe operational depth and avoiding collisions with
underwater terrain and obstacles. This mission is realizable for a small autonomous
underwater vehicle with limited sensing capability, yet it is sufficently challenging to test
the performance of the planning architecture. A diagram of this mission is shown in Figure
2.2.
obstacles
O 0OO
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Figure 2.2: Autonomous Mission
2.3 SYSTEM ARCHITECTURE
A system architecture was developed for the AUV to integrate the control and
planning software onto the AUV microprocessor. The system architecture consists of an
inner closed-loop control system and an outer trajectory planning loop. The planning loop
consists of a reflexive control architecture which generates a desired vehicle state based on
the sensed state and the sonar range returns. The inner loop consists of a closed-loop
control system which generates actuator commands based on the desired vehicle state
obtained from the planning loop. The system architecture is depicted in Figure 2.3.
The figure shows the feedback of the vehicle state to both the control system inner
loop and the outer planning loop. The planning loop has the additional feedback of sonar
range returns to obstacles in the environment. Also the vehicle state fedback to the
planning contains the vehicle position as sensed by the navigation system. This vehicle
state is not used by the control system. The next two sections describe how the planning
and control loops interact to produce the desired vehicle trajectory.
Figure 2.3: System Architecture
Because the dynamics of the AUV are highly non-linear and poorly known, direct
open-loop control of the thruster commands would result in poor performance or
instability. For this reason a vehicle control system, based on sliding mode control theory,
was developed which drives AUV to the desired state. The controllable vehicle states for
the AUV are; heading, forward velocity, and depth.
2.3.1 CONTROL
The AUV maintains stability and control through the use of a vertical and two
horizontal thrusters. This set of effectors enables the AUV to perform more complicated
manuevers then could be achieved by using stem and bowplanes. Controlling the AUV in
these circumstances is a challenging task.
The control system that was selected for the AUV is a sliding mode controller[3].
Sliding mode control is a non-linear control methodology, which has several advantageous
features over classical approaches. First, sliding mode control provides stability guarantees
and performance guarantees for vehicle dynamics which are highly non-linear and which
may be poorly known. Second, sliding mode control is a tracking controller which tracks a
commanded state trajectory. Thus transient responses to a change in the commanded state
are tracked along well defined trajectories from the initial state to the final commanded state.
This information is very useful for the planning loop to determine the achievability of a
state transition in a given time interval.
The sliding mode controller implemented on the AUV controls the heading and
depth states of the AUV. Currently the velocity loop of the AUV is commanded open-loop
due to the poor performance of the velocity sensor at low speeds. The sliding mode control
system has been tested and verified in both the Charles River and the M.I.T. alumni pool.
Of particular interest to the planning architecture are the dynamics of the heading and depth
modes. The sliding mode controller has the ability to track depth state changes with an
acceleration of 0.2 ft/sec 2 and a maximum depth rate of 1.0 ft/sec. Heading state changes
can be tracked with an acceleration of 5.0 deg/sec 2 and a maximum rate of 15 deg/sec.
These parameters are used by the planning architecture to insure that plans are not generated
which are inconsistent with the dynamic capabilities of the AUV.
2.3.2 REFLEXIVE CONTROL ARCHITECTURE
The reflexive control architecture shown as the outer loop in Figure 2.3 is
responsible for generating control commands for the control system in response to the
current vehicle state and the environment state as sensed by the sonar range sensors. The
requirements on the reflexive control architecture are to generate control commands in real-
time which accomplish the mission objectives. Real-time operation can be defined as being
able to generate state commands in time to respond to a dynamic environment. Typically
this means generating control commands to changes in the environment on the order of
tenths of seconds.
A derivative of a layered control architecture, called reflexive control, was selected
for implementation because of several features. First is the ability of the reflexive control
architecture to generate control commands in real-time. Second, the reflexive control
architecture has a structure which can be constructed incrementally, aiding in both the
development and testing of the architecture and also in the extension of the architecture to
accomplish tasks of increasing complexity. In addition, the reflexive architecture provides
built-in mission robustness.
2.3.2 MODEL-BASED PLANNER
A model-based planner was integrated into the system architecture as shown in
Figure 2.3. The model-based planner constructs a world-model consisting of the positions
of obstacles sensed in the environment by using the sonar range data from the forward
sonar array. The model-based planner derives it's name from the model which the planner
uses to generate output. The output of the model-based planner shown in Figure 2.3 is a
reference trajectory. The reference trajectory consists of series of positions which guide the
trajectory of the AUV. The reference trajectory is input to the reflexive control architecture
which uses the reference trajectory to improve the efficiency of the final AUV trajectory.
CHAPTER 3
REFLEXIVE CONTROL ARCHITECTURE
The reflexive control architecture was designed to be easily extendible and
reconfigurable, provide built-in robustness, operate in real-time in a three-dimensional
environment, and demonstrate intelligent behavior in real-world situations. The reflexive
control architecture is a derivative of Brook's layered control architecture. Thus in order to
understand the motivation and benefits of the planning approach used, the layered control
architecture is first discussed in Section 3.1. Section 3.2 details the differences between
reflexive control and layered control. Section 3.3 explains how a model-based planning
capability can be integrated into the existing reflexive control architecture without affecting
the real-time performance of the system.
3.1 LAYERED CONTROL
To understand the motivation for selecting layered control as the approach to
autonomous vehicle planning, it is first necessary to understand the traditional approach
which has been applied to land-based robotic vehicles. Traditional model-based planning
architectures rely on the formulation of a world-model which is used to plan the vehicle's
actions. A world model is defined as a data structure that stores sensor and a priori
information, about the state of the vehicle and the environment. As a robotic vehicle
traverses the environment, a world model can be constructed which incorporates newly
sensed information into the model. The actions of the robotic vehicle are determined by
algorithms which use the world model explicitly.
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Many model-based planners have been successfully used on land-based robots such
as the CMU Terregator.[4] This outdoor mobile robot uses a sonar array to sense the
location of obstacles which are placed into a two-dimensional world map. From this world
map the robot is able to plan obstacle free paths using an A* search algorithm.[5] The path
can be optimized for any desired criteria, however, depending on the sensors, size of the
world model, and the computational power available, a model-based planning architecture
can take on the order of tens of seconds to generate a response to a change in the
environment. This may be acceptable for vehicles which can stop while planning, but it is
likely to be ineffective for planning the actions of the AUV.
An alternative to the model-based planning approach has been proposed by
Professor Rodney Brook's of the M.I.T. Artificial Intelligence Laboratory. Brooks
proposes to decompose the planning architecture into parallel task-achieving behaviors as
shown in Figure 3.1. Each task-achieving behavior maps sensor data directly to actuator
commands without using a world model. Each behavior module runs independently,
generating actuator commands that are appropriate for the behavior being implemented in
the given situation. Conflicting actuator commands are handled by a simple arbitration
algorithm. Brook's calls such an architecture a layered control architecture.
Figure 3.1: Brook's Layered Control Architecture
The central idea behind layered control is that intelligent robotic behavior can be
achieved through the interaction of independent, task-achieving behaviors. Each task-
achieving behavior is implemented as an independent module of the layered control
architecture. Thus task-achieving behaviors can be built up incrementally to increase the
intelligent capabilities of a robotic vehicle. An example of layered control architecture task-
achieving behaviors is shown in Figure 3.2. The task-achieving behaviors shown in
Figure 3.2 consist of:
(1) avoid objects - This behavior module enables the robotic vehicle to avoid collisions
with stationary objects and to flee from moving objects. The robotic vehicle will remain
stationary if no objects come within the avoidance distance.
(2) wander - The wander behavior generates a random direction for the robotic vehicle to
travel. The wander behavior enables the robot to move about the environment in a random
manner.
(3) explore - The explore behavior selects an area of interest in the environment such as the
far corner of a room. This behavior demostrates a higher level of intelligence than the
wander behavior.
(4) identify objects - The identify objects behavior seeks to classify objects in the
environment. This level of behavior enables the robotic vehicle to react differently to
objects based on their classification.
(5) reason about the behavior of objects - This behavior observes identified objects and
classifies their behavior. This behavior would modify the actions of the robotic vehicle
based on the expected behavior of objects in the environment.
reason about the behavior of objects
sensors identfy objects actuators
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Figure 3.2: Task-achieving Behaviors
The task-achieving behaviors described above, demonstrate the increasing
intelligence level of behavior modules as they are added to the top of the layered control
architecture. At the lowest level of behavior, the robotic vehicle is able to manuever away
from objects which approach too closely, while at the highest level the robotic vehicle is
capable of responding to an object based on the object's expected behavior. Brook's
proposes that such levels of intelligence can be constructed incrementally.
When more than one of the behavior modules simultaneously attempts to command
the vehicle's actuators, an arbitration algorithm is required to determine which of the
modules should take control. Brook's layered control architecture handles these conflicts
through the use of subsumption, in which one behavior is able to subsume or override the
output of another behavior for a specified period of time. Brook's motivation for this
approach was to allow module's with a more intelligent response, to subsume control from
modules with less intelligence. The ordering of the modules shown in Figure 3.2 shows
that the more intelligent behavior modules are positioned above the less intelligent behavior
modules. Therefore the subsumption arbitration used in a layered control architecture
enables a behavior module to subsume the output of behavior module's at a lower level.
The subsumption arbitration operator is shown in Figure 3.3. The S denotes that
the input from above, Vi+1, is to subsume the input from the left, Vi. The subscript i
signifies that the command is from level i in the layered control architecture. The number
below the S signifies the amount of time that command Vi+1 will subsume command Vi.
When a module has no command it outputs 0. When qi+1 is 0, Vi is not subsumed and
Vi is passed as the output. When Vli+1 0, Nfi+l is passed as the output.
I VC: if Vi+l 1 0
Vi+1 : if Vji+1 0
Figure 3.3: Subsumption Arbitration Operator
There are several advantages in using a layered control approach. The primary
advantage is that new intelligent behaviors can be added to the vehicle incrementally
without having to modify the behaviors already in place. A second advantage is that since
the modules are independent, the modules can be implemented using a parallel computer
architecture.
There are also disadvantages in using a layered control architecture approach.
Although additional behavior modules can be added to the layered control architecture, the
subsumption arbitration algorithm introduces a complication in the development of higher
levels of behavior. Because a higher level module subsumes the output of all lower level
modules, a higher level module is required to generate commands which satisfy the
requirements of the lower levels, in addition to adding the intelligence of a higher level
behavior. For example, the zeroth level and first level of the layered control architecture
developed by Brook's [6] for the AI Lab robot Allen, consist of an "avoid objects"
behavior and a "wander" behavior. The wander behavior is positioned above the avoid
objects behavior as shown in Figure 3.4. The wander behavior subsumes the output of the
avoid objects behavior for a period of 20 seconds each time the wander behavior generates
a random heading command. Because the wander behavior subsumes the output of the
avoid objects behavior, the wander behavior module must also contain the algorithms
which avoid objects. Otherwise the wander behavior would generate random heading
directions which may collide with an object. Subsequent behaviors added to the layered
control architecture must also address the requirement of avoiding objects.
Figure 3.4: Two Level Layered Control Example
Using the layered control architecture, it becomes cumbersome to develop more
intelligent levels of behavior which must perform behaviors already developed in lower
level modules. An alternative approach which addresses this problem by modifying the
subsumption arbitration algorithm is now proposed.
3.2 REFLEXIVE CONTROL
An alternative approach to layered control architectures has been developed that
uses an alternative arbitration algorithm. It is called a reflexive control architecture. The
primary difference which distinguishes the reflexive control architecture from a layered
control architecture is the arbitration algorithm employed to determine which level should
take control of the AUV. The subsumption arbitration algorithm for the layered control
architecture enables behavior modules at higher levels in the architecture to subsume control
over behavior module's which are positioned at a lower level in the layered control
architecture. The subsumption arbitration algorithm imposes constraints on the behavior
modules at higher level positions to generate commands which incorporate the capabilities
of the behavior modules at lower level positions.
The reflexive control architecture solves this problem by using an alternative
arbitration algorithm called reflexive arbitration. Instead of allowing higher level modules
to subsume the output of lower level modules, the reflexive arbitration algorithm enables
modules positioned at a lower level in the reflexive control architecture to take control from
modules positioned at higher levels. A module positioned above a lower module will gain
control of the reflexive architecture output only when the lower module has generated no
output.
The reflexive arbitration operator is shown in Figure 3.5. The input Vi+1 is
defined as a command from level i+l in the reflexive control architecture. Similarily, Vi is
a command from level i in the reflexive control architecture. The reflexive arbitration
operator enables the lowest level module with a command to override the higher level
module. A higher level module can control the reflexive arbitration output only when the
lower level command is 0. A module outputs 0 when it has no command to implement.
WVi+i
{ VCi+1 if Vi= 0IV : if l# 0L i'
Figure 3.5: Reflexive Arbitration Operator
The modules in the reflexive control architecture generate output only when the
module's activation condition has been triggered. Thus if a module generates commands
which do not trigger the activation conditions of module's positioned at lower levels, the
module gains control of the reflexive control architecture output.
Thus a higher level module can gain control of a control command only when all
lower level modules have no output for that control command. For example, the two level
layered control architecture described in the previous section is reformulated into the
reflexive control architecture shown in Figure 3.6. The reflexive control architecture
shown consists of the avoid objects and wander modules, but the subsumption arbitration
has been replaced with a reflexive arbitration operator. Thus in the reflexive control
architecture, the avoid objects module overrides the output of the wander module when an
object triggers the avoid objects activation condition. The wander module can then generate
a random heading command without including the additional computation involved in the
avoid objects module. Should the wander module generate a heading which will lead to a
collision, the avoid objects module overrides the wander module's heading to avoid the
collision. Once the collision has been avoided, the avoid objects module outputs 0, and
the wander module is again able to implement a random heading command. This example
illustrates how the reflexive control architecture enables module's at higher levels in the
reflexive control architecture to ignore the details of low level requirements such as
avoiding objects. Thus the reflexive control architecture avoids the duplication of
algorithms previously developed in the lower level modules.
Figure 3.6: Two Level Reflexive Control Example
An additional benefit of the reflexive control architecture is that it adds robustness to
the overall behavior of the AUV. A higher level module's commands are corrected by the
lower level module commands when the higher level module's commands violate a mission
requirement. For example, the wander module commands the vehicle to move in a
direction 0, however an object is located along the direction 0. The avoid objects module
commands a deviation in the vehicle trajectory so that the object is avoided. The avoid
objects module command overrides the wander module's command using the reflexive
arbitration operator. The avoid objects module in the layered control example cannot
override the wander module. Once the object is avoided the wander module is able to
command a new random heading.
The reflexive control architecture consists of multiple reflexive software modules
which independently generate control commands for the vehicle control system to track.
The reflexive control architecture is shown in Figure 3.7. The arbitration points are
specified by the circled R and enable the control commands of the lower level module to
override the control commands of the higher level module.
The figure shows each reflexive module generating a control command vector. A
control command vector is defined as a vector which consists of a set of control commands
which the vehicle control system requires as input.
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Figure 3.7: Reflexive Control Architecture
The control command vector generated by the reflexive control architecture is the
result of a reflexive arbitration algorithm applied to the multiple control command vectors
issued by the individual reflexive modules. The arbitration function is denoted by the R in
Figure 3.7 and enables the lowest level reflexive module to have control of the commands
specified in the control command vector. A higher level reflexive module will gain control
of a control command only when all lower level modules have no output for that control
command. When a module has no output for a state it outputs 0.
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Each module in the reflexive hierarchy generates a control command vector which
consists of a vector of commands that is formulated to accomplish the module's individual
task. A module's task is a small subset of the overall mission tasks. Examples of tasks for
an AUV are to avoid collisions, maintain safe operational depth, and acquire a goal
position.
A reflexive module generates a control command vector only when it's activation
condition has been triggered, as shown in Figure 3.8. The current sensor data is read as
input and is used to formulate an activation condition. Examples of activation conditions
are dynamic thresholds on sensor data, or the presence or absence of a portion of the
sensor data. Depending on the outcome of the activation condition test, a module either
generates a desired state vector or outputs no command. When the module is active a
desired state vector is generated, when not active the module outputs 0, designating that
the module does not require an action, thus freeing a higher level module to gain control of
the desired state vector.
Xeom
Figure 3.8: Reflexive Module Flowchart
It is important to note that a module need not specify the entire control command
vector when activated. A module which requires only that a subset of the control command
vector be implemented, specifies only that subset of the control command vector. This
aspect of the reflexive control architecture adds flexibility to the interaction between module
levels.
3.3 MODEL-BASED PLANNING
The reflexive control and layered control architecture both generate commands
based on current sensor data without building a world model. The reflexive control and
layered control architectures are capable of responding to a changing environment much
faster than model-based planners. However, the resultant trajectory may not be an efficient
one. This is due to the lack of a global view of the environment which could be provided
by a world model. What is needed is the ability to plan a globally efficient trajectory and
still retain the ability to respond to real-time events. This was accomplished by the
development of a model-based planning module called the waypoint planner. The
waypoint planner module generates a reference trajectory which the reflexive control
architecture uses to guide the AUV to a goal location. The waypoint planner module
generates a waypoint plan consisting of set of waypoint positions which guide the AUV to
the goal position along an intelligent trajectory. The waypoint plan is downloaded to the
reflexive control architecture as shown in Figure 3.9. The reflexive control architecture
will follow the waypoint plan as long as the waypoint plan does not violate any of the
mission requirements. Violation of a mission requirement causes a reflexive module to
activate and the trajectory of the AUV is corrected by the reflexive module.
Figure 3.9: Integration of Model-Based Waypoint Planner and Reflexive Control
The waypoint planner constructs a model of the world by incorporating sonar range
data into a finite element grid of the underwater environment. The grid is fixed with respect
to the environment and sonar data is incorporated by determining the position of an obstacle
from the AUV position and the geometry of the sonar beam. The state of each element in
the grid consists of a probability of occupation determined by applying Baye's Theorem to
the current probability and the newly sensed information. This type of finite element grid is
known as an occupancy grid[7]. From the finite element model of the environment, an
optimal path is generated from the AUV's current location to a goal location. The reflexive
control architecture response is not dependent on the generation of a waypoint plan in real-
time. The reflexive control architecture continues to use only the current sensor data to
generate control commands, but is aided by the global planning capability of the waypoint
planner. The details of the waypoint planning module are discussed in Chapter 4.
CHAPTER 4
REFLEXIVE MODULE DESIGN
This chapter describes the design of the behavior modules that were developed for
the reflexive control architecture. The design is based on the nominal sensor suite of the
vehicle as described in Chapter 2. The modules were developed assuming that both the
five beam sonar array and the navigation system are operational as discussed in Chapter 2.
Revisions to the modules that are required to accomodate the current state of sensor
integration of the AUV are discussed in Chapter 5. The reflexive modules are:
(1) Depth Envelope Module
The depth envelope module is responsible for maintaining the AUV within a region
of safe operational depths. The motivation for the depth envelope module is to maintain
vehicle safety.
Since the reflexive hierarchy allows any number of modules to command a desired
depth it is important that the depth envelope module be at or near the bottom of the
hierarchy. It is not required that the modules above the depth envelope module command
depths which are within the depth envelope. Thus, higher level modules which might
command a depth state outside of the depth envelope will be corrected by the depth
envelope module's depth command.
(2) Collision Avoidance Module
The collision avoidance module is responsible for avoiding collisions with obstacles
and underwater terrain. The collision avoidance module is designed to avoid collisions in
real-time. Because it is possible that a higher level module may command the AUV into a
possible collision, the collision avoidance module is required to activate and deviate the
AUV trajectory to avoid a collision.
(3) Wavpoint Acquisition Module
The waypoint acquisition module allows the AUV to manuever to a goal location or
locations. Multiple goal locations are referred to as waypoints. The waypoint acquisition
module is responsible for acquiring the waypoint positions input to the module.
The waypoint acquisition module does not account for possible collisions when
commanding the AUV to a waypoint position. The waypoint acquisition module is
concerned only with acquiring a waypoint position and leaves trajectory deviations, due to
obstacles and underwater terrain, to the other modules in the reflexive control architecture.
The modules are individually designed to accomplish a specific mission objective.
For the goal acquisition mission, the objectives, in order of increasing intelligence, are:
maintain safe operational depth, avoid collisions with underwater terrain and obstacles, and
acquire a goal position or positions specified prior to the mission. These mission
requirements are accomplished by the three modules outlined above in a reflexive control
architecture.
The three level reflexive control architecture developed for the AUV is shown in
Figure 4.1. The input to the reflexive modules consists of sensor data and a waypoint plan
as shown in the figure. The sensor data includes both the AUV state data and the sonar
range returns from the forward sonar array. The AUV state data consists of the
measurements obtained from the onboard sensors described in Chapter 2 and includes:
compass heading, position relative to fixed transponders, forward velocity, depth, yaw-
rate, pitch and roll.
Figure 4.1: AUV Reflexive Control Architecture
The sonar range returns are included in the sensor input to the reflexive modules
and include the returns from the 5 beam forward sonar array and the altitude return from the
downward pointing sonar. The full sonar complement has not yet been implemented on the
AUV. However, the reflexive control architecture has been designed to accept a general
multiple beam sonar input. Simulation results are presented in Chapter 6 using the five
beam forward sonar array, while in-water tests were conducted with only a single beam
forward sonar.
The waypoint plan is shown in Figure 4.1 as input to the waypoint acquisition
module. The waypoint plan is the mission plan for the AUV consisting of an ordered list
of waypoint positions that the AUV is required to acquire. The waypoint acquisition
module is responsible for acquiring the waypoint positions specified in the waypoint plan.
The waypoint plan can be specified prior to the mission as a set of waypoint
positions or as a single goal position to be acquired. The waypoint plan can also be
generated by a model-based planner module. Generation of the waypoint plan through a
model-based planning module is discussed in Section 4.4. Generating a waypoint plan
dynamically can improve the final trajectory of the AUV to a goal position as will be shown
in the results in Chapter 6.
The output of the reflexive control architecture is the AUV control command vector.
The control command vector consists of the set of desired vehicle states which the AUV
control system requires as input. The control command vector for the AUV is:
[com
Xcom = Zoom
Ucom
where:
~com a heading command (deg)
zoom M depth command (ft)
u. a forward velocity command (ft/sec)
The control command vector from the reflexive control architecture is the result of
the reflexive arbitration operator applied to the control command vectors generated by the
individual modules in the reflexive control architecture. The output of each module is a
control command vector indexed by the module level as shown in Figure 4.1. The module
control command vectors are passed through the reflexive arbitration operator as shown.
The authority of modules in the reflexive control architecture is determined from the
modules position in the architecture. For example, the depth envelope control command
vector at level 1 will override any collision avoidance control command vector generated at
level 2.
Modules at the lowest levels, such as the depth envelope module, are concerned
with the safety of the AUV, and have the highest authority in controlling the AUV in
situations in which the safety of the AUV is endangered. The collision avoidance module
is also concerned with vehicle safety and is positioned above the depth envelope module.
The collision avoidance module is positioned above the depth envelope module because the
operational depth region requirement overrides the collision avoidance requirement. This
does not mean that the AUV will collide with an obstacle before changing depth because the
collision avoidance module generates commands which avoid a collision in the horizontal
plane should the depth of the AUV be constrained by the depth envelope module.
Built on top of the vehicle safety modules are modules which are designed for
mission success. The waypoint acquisition module is concerned only with mission success
and is positioned above both the collision avoidance and depth envelope modules. This
enables the vehicle safety modules, consisting of the depth envelope and collision
avoidance modules, to control the AUV in situations in which the safety of the AUV is in
danger. The waypoint acquisition module controls the AUV only when the safety of the
AUV is not in danger.
The next three sections describe the problem statement, approach, and design for
each of the three reflexive modules.
4.1 DEPTH ENVELOPE
4.1.1 PROBLEM STATEMENT
The reflexive control architecture must insure that the AUV operates at safe depths
throughout the mission. The depth envelope module is responsible for keeping the AUV at
a safe operational depth. There are three requirements that the depth envelope module must
satisfy:
(1) Maximum Operational Depth
The AUV cannot operate safely below a certain depth. In it's current configuration,
the maximum operational depth of the AUV is 200 feet. The depth envelope module must
insure that the AUV stays above the maximum operational depth limit throughout the
mission. Exceeding the maximum operational depth damages the thruster motors and
endangers the safety of the AUV.
(2) Minimum Operational Altitude
The AUV needs to maintain a safe operating distance from the sea floor. This
margin is referred to as the minimum operational altitude. The size of this margin will be a
function of the AUV's manueverability and of the currents that might be encountered
during operation. The depth envelope module must insure that the AUV maintains the
minimum operational altitude above the bottom throughout the mission.
(3) Minimum Operational Depth
The forward sonar array that is mounted on the nose of the AUV is prone to
generating false returns when the AUV is near the surface of the water. The sonar
wavefront is reflected from the air/water interface and triggers the sonar, returning a false
reading. The false reading may activate the collision avoidance module. Therefore, a
minimum operational depth must be maintained to insure that the forward sonar array does
not return surface reflections.
zmin
z
F
hmin
zmax
h
Figure 4.2: Operational Depth Region
To minimize deviations of the AUV trajectory outside the depth envelope, the depth
envelope module must activate before the envelope is violated. The depth envelope module
must account for the AUV depth dynamics in it's activation condition. In order to insure
1 I
that the AUV remains inside the operational depth region, the depth rate of the AUV is used
to project the future state of the vehicle.
Once activated, the depth envelope module commands a safe operational depth.
Once the safe operational depth has been attained, the depth envelope module's task has
been accomplished, and the module becomes inactive, allowing a higher level module to
control the AUV depth state command.
4.1.2 APPROACH
The requirement that the AUV maintain a safe operational depth motivated the
development of a low level reflexive module which generates appropriate depth commands
to insure that the AUV remains within the specified depth region. The depth envelope
module is concerned solely with the depth and altitude of the AUV and leaves the heading
and forward velocity command states for the collision avoidance and waypoint acquisition
module to command. The depth envelope module does this by generating a state command
vector which specifies only the depth state.
4.1.3 DESIGN
The design of the depth envelope module consists of three major elements: sensor
processing, activation, and control command generation.
Sensor Processing
The sensor input to the depth envelope module consists of: the current sensed
altitude h(t), the current sensed depth z(t), and the current sensed depth rate z(t). In
addition to sensor inputs, the depth envelope module has four planner parameter inputs.
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These are the minimum altitude hmin, the minimum depth Zmin, the maximum depth zmax,
and the depth envelope update time interval ATe. The planner parameters are specified
prior to the mission based on the mission requirements, although it would be possible for a
higher mission planning module to set these values during mission execution. The
determination of the update time interval is dependent on the implementation of the modules
on the microprocessor and will be discussed in Chapter 5.
The depth and altitude are projected based on the current depth rate to obtain an
estimate of the depth and altitude at the next time the depth envelope module is scheduled to
run. The estimates of depth and altitude are based on projections of the depth and altitude
state over a time period which corresponds to the time interval between depth envelope
module updates. Making the assumption that the depth rate remains constant over the
update time interval and that the depth of the sea floor remians roughly constant over the
interval::
2(t + ATd) = estimated depth at next update = z(t) + i(t)ATd
h(t + ATe) -= estimated altitude at next update = h(t) - i(t)ATd,
where:
z(t) : current sensed depth from depth transducer
h(t) : current sensed altitude from altitude sonar
i(t) : current sensed depth rate
AT& : depth envelope update time interval in seconds
Activation
The depth envelope module is activated when one or more of the three depth
envelope parameters are violated by the estimated depth or estimated altitude. Activation is
triggered by any of the following three conditions:
When the estimated altitude is less than the minimum operational altitude, the depth
envelope is activated. This condition indicates that the minimum operational altitude is
about to be violated unless a depth envelope command is generated to maintain the AUV
within the operational depth region.
(2) Z < Zmin
When the estimated depth is less than the minimum operational depth, the depth
envelope module is activated. This condition indicates that the minimum operational depth
is about to be violated. A depth envelope command is generated to maintain the AUV
below the minimum operational depth.
(3) Z - Zmax
When the estimated depth exceeds the maximum operational depth, the depth
envelope module is activated. This condition indicates that the AUV is about to exceed it's
maximum operational depth. A depth envelope command is generated which maintains the
AUV above the maximum operational depth.
Control Command Generation
The depth envelope module is activated by any of the three conditions described
above. Once activated, the depth envelope module generates a control command vector
which will maintain the AUV within the safe operational depth region. Since the depth
(1) h < hmin
envelope module is concerned only with the depth state of the AUV, the control command
vector consists of a depth state command, with heading and velocity state commands
specified as 0. Heading and velocity state commands will be generated by one of the two
higher levels to produce the full control command vector output of the reflexive control
architecture.
The depth envelope control command generation consists of testing the three
activation conditions and generating the appropriate depth state command as shown in
Figure 4.3. Note that the minimum height requirement takes precedence over the minimum
depth requirement. Thus if the vehicle were to manuever into shallow depths the depth
envelope module would command the vehicle to surface to avoid colliding with the sea
floor.
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Figure 4.3: Depth Envelope Flowchart
Sensor Inputs:
(1) z(t) - current depth (ft)
(2) h(t) - current altitude (ft)
(3) i(t) - current depth rate (fps)
z(t + A~T~ = z(t) + z(t~AT&
h(t + ATd~ = h(t) + z(t)AT&
4.2 COLLISION AVOIDANCE
4.2.1 PROBLEM STATEMENT
While proceeding to a goal location, the AUV must avoid collisions with obstacles
and underwater terrain. The safety of the AUV depends on the ability of the reflexive
control architecture to react to obstacles which require a collision avoidance action.
What is needed is an algorithm which modifies the AUV trajectory, causing the
AUV to manuever around an obstacle. It would also be desirable to specify an avoidance
radius, i.e., the minimum distance by which obstacles in the environment are avoided. or
distance to avoid obstacles in the environment. Figure 4.4 shows a collision avoidance
trajectory which accomplishes these objectives.
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Figure 4.4: Desired Collision Avoidance Trajectory
4.2.2 APPROACH
The collision avoidance problem has received much attention for both mobile robots
and robotic manipulators. The basic problem is that in maneuvering from one location to
another, a robotic vehicle should avoid collisions with objects in the environment.
This problem has been approached in several ways. Starting with the most
computationally intensive algorithms, several mapping transforms have been developed
which map a world description into a configuration space[8] or a free space[9]
representation which is then used to plan collision-free motions. These methods were
rejected for implementation on the AUV because of their computational complexity. A
faster approach involves using an octree representation of the world[ 10], which allows for
faster searching but is still insufficient for real-time operation.
A potential field approach[1 1] provides an alternative to the model-based collision
avoidance algorithms. An artificial potential field is created by assigning obstacles a
repulsive force based on their distance from the vehicle. Obstacles which are closer exert a
stronger repulsive force than those far away. The resultant force vector (Fig. 4.5) is the
sum of all the force vectors and provides the direction in which to avoid the obstacles in the
environment. The repulsive force algorithm has been used by Brook's[6] to obtain real-
time collision avoidance for land-based robots with full sonar coverage of the environment.
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Figure 4.5: Obstacle Repulsive Force
The potential field approach is a step in the right direction but is inapplicable to our
current vehicle. The AUV's sonar coverage yields information only in a 90 degree cone as
shown in Figure 2.2. Thus the repulsive force vector would simply point in a direction
roughly opposite to the AUV's direction of travel. Also the potential field approach is
subject to local minima which cause the vehicle to become "stuck." Clearly, the repulsive
force algorithm is not a viable option for an AUV application.
A collision avoidance algorithm was developed which avoids a spherical region
around obstacles sensed by a multi-beam forward sonar array. A multi-beam forward
sonar array is defined as a sonar system containing one or more individual sonar beams
directed at angles less than 900 from the vector pointing out the nose of the AUV. Thus the
maximum sonar coverage is limited to a hemispherical dome directed out the front of the
AUV.
The proposed forward sonar array for the AUV vehicle is shown in Figure 4.6.
The proposed array contains five separate sonar beams which consist of four wide beam
periphery sonars and a forward pointing narrow beam sonar. The full sonar configuration
has not yet been integrated into the AUV. For this reason the collision avoidance module is
designed to function for a generic forward sonar array consisting of 1 to n beams.
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Figure 4.6: Proposed Sonar Configuration for AUV
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There are two basic issues that a collision avoidance algorithm must address: the
determination of the point at which a collision avoidance action is required and the manner
in which the collision is to be avoided in what way is the collision to be avoided. The first
issue affects the activation condition of the collision avoidance module. The second issue
consists of two parts: the direction to be taken to avoid a collision (i.e. left and up), and the
extent of the deviation along the chosen direction.
The collision avoidance module should become active only when the waypoint
acquisition module has forced the vehicle into a situation in which a collision avoidance
action is required. The point at which a collision avoidance action is required is somewhat
arbitrary. Taken to the extreme, the collision avoidance module could react to all sensed
obstacles as collision avoidance candidates, in which case the waypoint acquisition module
would be completely unable to gain control of the vehicle state until all obstacles are out of
the field of view of the sonar array. At the other extreme, the collision avoidance module
could delay it's action until only a maximum thrust manuever could avoid the collision.
Clearly there is a middle ground.
When the vehicle is travelling at a nominal forward velocity and an obstacle is
detected which obstructs the forward path, the collision avoidance module should become
active the instant it is determined that the avoidance manuever can not be accomplished at
the current forward velocity. Thus, as long as the vehicle is capable of manuevering
around sensed obstructions without changing it's forward velocity, the collision avoidance
module remains inactive. When a velocity change is necessary to avoid a collision, the
collision avoidance module becomes active and commands velocity, heading and depth
changes to avoid the collision.
In an underwater environment there may be multiple obstacles which require a
collision avoidance action. Therefore, the collision avoidance module must arbitrate among
those actions and decide the direction in which to avoid a collision. What is needed is a fast
algorithm to compute the direction of deviation in both the lateral and vertical planes. This
was accomplished by using a variation of the repulsive force vector approach used by
Brook's[12]. The variation involves the calculation of an obstacle gradient which is a
function of the sonar range returns from obstacles in the environment.
The obstacle gradient is separated into two components: the azimuth gradient in the
lateral plane and the elevation gradient in the vertical plane. The gradients are determined
solely based on the sonar range returns from the forward sonar array. The gradients are a
function of the sonar return range and the orientation of the sonar beam which provide a
direction for the collision avoidance module's avoidance decision.
The azimuth gradient indicates the relative position of obstacles in the horizontal
plane while the elevation gradient indicates the relative position of obstacles in the vertical
plane. The gradients then direct the collision avoidance module to avoid the collision in the
direction of the horizontal and vertical gradients.
4.2.3 DESIGN
Sensor Processing
The sensor processing section of the collision avoidance module is performed in
several steps in determining if a collision avoidance action is required. First, is the
determination of which of the detected obstacles requires an avoidance action. Obstacles
which are far from the forward path of the AUV can be discarded, while those which
interfere with the forward path of the AUV are selected for further scrutiny.
53
The forward path of the vehicle is defined by the vector pointing directly out the
nose of the AUV. The forward path vector is illustrated by the dashed line in Figure 4.7.
This may or may not coincide with the desired direction of travel. An obstacle obstructs the
forward path when the obstacle avoidance zone intersects the forward path vector. The
obstacle avoidance zone is defined by a sphere centered at the beam center at a distance r
from the vehicle, where r is the sonar return distance. The radius of the collision avoidance
sphere (Rca) is a combination of the uncertainty in position of the obstacle and the
avoidance radius as specified as a mission parameter.
Figure 4.7:
AUV
Obstructing Obstacles
The second sensor processing step is to calculate the obstacle gradients from the
sonar range returns. The obstacle gradients are used to determine the direction of a
collision avoidance action, if required. The equations for the gradients are:
nbeams
Vv a azimuth gradient = - 1 sin ri
i= ri
nbeams
Vz = elevation gradient = -1 1 sin pi
i=1
where:
nbeams : number of beams in the forward sonar array
ri : sonar range return for beam i.
li : sonar azimuth configuration angle.
Pi : sonar elevation configuration angle.
The inverse of the sonar range distance weights obstacles as a function of distance,
with returns at larger distances getting smaller weight. The azimuth and elevation angles
provide a measure of how far off the AUV ground track the obstacle lies. The gradients are
calculated after each sonar reading and are low-pass filtered, using a first order lag filter, to
eliminate oscillations around the zero point. Filtering the gradients is necessary to eliminate
oscillations when the gradient is close to zero. Once a heading and depth deviation
directions are commanded, only very large gradient readings can change the direction of the
collision avoidance manuever.
The final sensor processing step is to select the beam containing the obstruction for
which the collision avoidance activation condition is formulated. The obstruction which
requires the largest heading deviation in the direction of the azimuth gradient, is selected as
the collision avoidance obstruction. Thus, in Figure 4.7, for a positive azimuth gradient,
the obstacle to the right of the forward path is the collision avoidance obstruction. The
range and approximate bearing to the obstruction are determined from the beam which
detected the obstruction. The beam which detected the obstruction is called the collision
avoidance beam.
Activation
The next step in the collision avoidance module is to determine if a collision
avoidance action is required to avoid the obstruction contained in the collision avoidance
beam. Figure 4.8 shows the AUV with the collision avoidance beam designated as sonar
beam i. For this simple case of a single obstacle the gradient is negative and the collision
avoidance direction is left. The required trajectory is defined as the circular arc which is
tangent to the collision avoidance zone. The radius of the arc is defined by the required
turn radius shown in the figure. The required turn radius is a function of the sonar range
and the beam geometry. The equation for the required turn radius is:
RT 1 ri2 - Ra
2
2 Ra + (sgn VV)risinili
where:
ri: sonar return distance for beam i.
11i : sonar azimuth configuration angle for beam i.
Ra: avoidance radius specified as mission parameter.
The attainable trajectory is defined by the arc swept out by the constant velocity turn
radius. The constant velocity turn radius is defined solely by the AUV dynamics. The
constant velocity turn radius of the AUV is a function of the forward velocity and the
attainable heading rate. The equation for the constant velocity turn radius is:
RT. =  0L
where: V a attainable heading rate = + (sgn VV)*tATca
Note that the constant velocity turn radius approaches zero as the forward velocity
decreases. Thus the AUV can rotate without forward translation due to the horizontal
thrusters which provide a torque at zero forward velocity.
beam i
desired
RT,
Figure 4.8: Lateral Collision Avoidance
The parameters of interest in the lateral collision avoidance diagram are:
ri: sonar return distance for beam i.
sonar azimuth configuration angle for beam i.
Ra: avoidance radius specified as mission parameter.
Re: obstacle position uncertainty radius.
RT. : constant velocity turn radius of vehicle.
RT•: required turn radius to avoid obstacle avoidance zone.
The activation condition for the collision avoidance module is triggered when the
constant velocity turn radius exceeds the required turn radius. When the activation
condition is triggered, the collision avoidance module generates heading, depth and velocity
commands to avoid collision with the obstruction sensed in the collision avoidance beam.
The attainable heading rate is an estimate of the heading rate after a time interval determined
from the collision avoidance modules update time interval. The collision avoidance
activation condition is triggered when:
RT,, 2 RT,m
where:
RT,, u80
RT,~ ri2 -Ra22 R, + (sgn VNI)risinTli
4t-E attainable heading rate = y + (sgn VV)*tATca
The flowchart for the collision avoidance module is shown in Figure 4.9. The
flowchart shows that the activation condition, triggered by environmental conditions in the
horizontal plane, generates a control command vector which specifies a depth command, as
well as heading and velocity commands. Although the activation condition is triggered by
environmental conditions in the horizontal plane, the collision avoidance control command
vector generated avoids the obstructing obstacle in both the vertical and horizontal planes.
find beams which
contain obstructions
RT,= f( ri, Tli, a1, Vs,, Ra )
RT = f( U, V, 'j, V7W, i~ma, ATca)
ACrIVE
output heading, depth,
and velocity commands
Figure 4.9: Collision Avoidance Module Flowchart
An attempt was made to separate the collision avoidance module into two modules,
one for the horizontal plane and one for the vertical plane. However, the slower depth
dynamics of the AUV led to excessive depth excursions for obstacles which could be
avoided more easily with a heading deviation.
Therefore all three states are specified by one activation condition. The depth state
command is determined from the change in depth necessary to rise above or dive below the
obstruction in the collision avoidance beam as shown in Figure 4.10. The direction of the
depth change is determined from the obstacle gradient in the vertical plane.
Figure 4.10: Vertical Collision Avoidance
The parameters of interest for the vertical collision avoidance diagram are:
ri:
AZwcq:
sonar return distance for beam i.
sonar elevation configuration angle for beam i.
required depth deviation to avoid obstacle avoidance sphere.
Control Command Generation
The heading state command is determined from the beam geometry shown in Figure
4.8. The direction of the heading deviation is determined from the obstacle gradient in the
horizontal plane.
The velocity state command is determined from both the beam geometry and the
AUV dynamics. The velocity state command is adjusted dynamically each time the
collision avoidance module is activated so that the AUV trajectory defined by the attainable
turn radius arc shown in Figure 4.8, is tangent to the collision avoidance zone.
Thus, the output of the collision avoidance module, once activated, is determined
from the following equations:
VCom = V + (sgn Vy) tan RT ric-sli
RT -(sgn VW)risin)li
Ucom = VRT n
zcom = z - risinpi - (sgn Vz)Rca
Because of the limited sonar coverage afforded by the forward sonar array, once a
collision avoidance command has been generated, the command is output until the
commanded state is attained by the control state. This insures that the AUV does not turn
back into an obstacle for which a collision avoidance command was previously generated.
Since the depth state command could be outside the depth envelope, the attainment
of the commanded state is determined solely from the heading error, defined as the
difference between the commanded heading and the sensed heading. When the heading
error drops below a mission specified threshold, the collision avoidance action is complete
and the collision avoidance module becomes inactive.
4.3 WAYPOINT ACQUISITION
4.3.1 PROBLEM STATEMENT
The AUV is to acquire positions specified by an outside agent. The positions are
defined as waypoint positions which contain the three-dimensional position of an
underwater location. The AUV is able to determine it's position by means of a fixed
transponder array which is interrogated to return range information. The waypoint
positions are stored in a waypoint plan buffer. The waypoint plan buffer contains the
waypoint positions in the order they are to be acquired. A waypoint position is acquired
when the distance to the waypoint position falls below a threshold value.
4.3.2 APPROACH
The waypoint acquisition module is responsible for commanding the vehicle state
toward a waypoint position. A waypoint position is defined by three coordinates which
define a point in the underwater environment. The inputs to the waypoint acquisition
module are an ordered list of waypoint positions, the current vehicle position, and the
current vehicle state.
The waypoint positions are passed to the waypoint acquisition module as a
waypoint plan which is specified either prior to the mission or during the mission by a
module outside the reflexive control hierarchy.
The current vehicle position is determined by interrogating three fixed transponders
which return range information. The vehicle position is then calculated through
triangulation of the three ranges. For the system to be implemented on the Sea Squirt
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vehicle, the accuracy in position has been demonstrated to be approximately one meter in
the Boston Harbor.
The waypoint acquisition module generates a trajectory to the waypoint position,
ignoring obstacles in the environment. Since the waypoint acquisition module is concerned
only with driving the vehicle state toward the next waypoint position, the module is able to
generate heading, depth and velocity commands in real-time. Collisions with obstacles are
dealt with by the lower level collision avoidance module discussed in the previous section.
The approach taken is to drive the AUV position to the waypoint position along a
smooth trajectory defined by the turn radius of the AUV at the waypoint velocity. The
waypoint velocity is adjusted so that the waypoint position lies on the arc swept out by the
turn radius. The heading to the waypoint is updated each time the waypoint acquisition
module is called. The depth command is the waypoint depth position.
4.3.3 DESIGN
The waypoint acquisition flowchart is shown in Figure 4.11. The waypoint
acquisition module is active while there is a waypoint which has not been acquired. When
the final waypoint position has been acquired, the mission is complete and the waypoint
acquisition module outputs 0 for all three command states. The AUV will then remain at
the goal position provided no moving obstacles force the AUV from it's final position.
get next waypoint
from waypoint plan
W~= waypoint heading
tem= waypoint depth
ucom = waypoint velocity
Figure 4.11: Waypoint Acquisition Module Flowchart
Sensor Processing
The waypoint acquisition module reads a waypoint plan containing an ordered list
of waypoint positions which are to be acquired as part of the mission. The waypoint plan
can be specified prior to the mission or can be generated by the waypoint planner module
discussed in the next section. The waypoint acquisition module is blind to the agent
supplying the waypoint plan and acquires the waypoints in the same manner for either case.
The first step the waypoint acquisition module takes is to find the first waypoint
position in the waypoint plan which has not been acquired. If a waypoint position has been
acquired the waypoint position is eliminated from the waypoint plan. A waypoint position
is acquired when:
dwp < Rwa
where:
dwp = distance to waypoint position = (xveh - wp) 2 + (Yveh - Ywp) 2 + (Zveh - Zwp) 2
Xveh, Yveh, Zveh : vehicle position coordinates
Xwp, ywp, zwp : waypoint position coordinates
Rwa : waypoint acquisition radius
The waypoint acquisition radius is specified as a mission parameter and controls
how closely the AUV will track the waypoint trajectory specified in the waypoint plan. A
large waypoint acquisition radius smooths the trajectory between waypoint positions while
a small waypoint acquisition radius forces the trajectory to precisely track the waypoint
plan.
Activation
When a waypoint position is available which has not yet been acquired, the
waypoint acquisition module is activated and generates heading, depth and velocity state
commands which drive the AUV position state to the waypoint position. The waypoint
position is acquired along a trajectory defined by the arc swept out by the waypoint turn
radius. The waypoint turn radius is determined from the distance to the waypoint position
and the heading deviation required to acquire the waypoint position.
Control Command Generation
The heading deviation is defined as the difference in the waypoint acquisition
commanded heading state and the sensed heading state. The waypoint acquisition
commanded heading state is determined from the bearing to the waypoint position. The
heading deviation is defined as:
AVwa = comm -
where:
,com a bearing to waypoint position = tan- Yveh - Ywp(Xveh - Xwp
V = current heading state
If the heading deviation is greater than 90 degrees, the waypoint turn radius is set to
zero. Thus when the AUV is pointing more than 90 degrees from the waypoint position
the trajectory is constrained to a stationary rotation until the heading deviation falls below
90 degrees. This constrains the possible waypoint trajectories to the waypoint position, to
the circle shown in Figure 4.12. The center of the trajectory circle is positioned midway
between the AUV position and the waypoint position. Depending on the distance to the
waypoint, the AUV's velocity, and the heading deviation to the waypoint, the waypoint
trajectory will be an arc constrained within the region shown in Figure 4.12.
goal position
waypoint trajector
constraint circle
Figure 4.12: Waypoint Trajectory Constraint
The velocity command generated by the waypoint acquisition module is selected so
that the waypoint trajectory is constrained within the waypoint trajectory region. The
velocity command is further constrained to be within the maximum and minimum velocity
specified as mission parameters for the waypoint acquisition module. The velocity
command is determined from the following equation subject to the constraints imposed:
Ucom = 1-RT,
where:
RT,, waypoint acquisition turn radius = d
2 sin(AVwa)
N- current heading rate
The waypoint acquisition depth state command is simply the depth of the waypoint
position. Thus depending on the required depth change and the distance to the waypoint
position, the trajectory may require a vertical translation at the lateral position of the
waypoint position. The waypoint depth command is:
Zcom = Zwp
The command state vector generated by the waypoint acquisition module is then:
J Wcom
=uZcom1
where:
Vcom = tan-(veh -wpXveh - Xwp)
Zcom = zwp
Ucom = I-RT'rf180
4.4 WAYPOINT PLANNER
The reflexive control architecture generates control commands based on current
sensor data without using a world model. As a result, the reflexive control architecture is
able to generate control commands in tens of milliseconds, as opposed to tens of seconds
for typical model-based planning algorithms[4]. A consequence of eliminationg the world
model is that the reflexive control architecture is prone to generating inefficient global
trajectories. A global trajectory is defined as the trajectory from the starting location to the
goal location. What is needed is a model-based planning algorithm which generates an
intelligent reference trajectory for the reflexive control architecture to use for guidance.
ADproach
A waypoint planner module was developed which generates a reference trajectory
which consists of the shortest path to the goal location which avoids underwater regions
which areknown to be or likely to be occupied by obstacles or underwater terrain. The
waypoint planner module was designed to show that a model-based planning capability
could be integrated into the reflexive control architecture. The waypoint planner objective
is to plan a more intelligent trajectory to the goal location by building a world model of the
underwater environment and using the world model to plan a global trajectory from the
AUV's current position to the goal position. The output of the waypoint planner is a
waypoint plan which is input to the waypoint acquisition module in place of the goal
position. The benefit of the waypoint planner module can be seen in Figure 4.13 which
shows a reference trajectory generated by the waypoint planner module and the trajectory
without the waypoint planner module. Without the waypoint planner the waypoint
acquisition module commands the AUV to head directly to the goal position. The collision
avoidance module activates when the obstruction is encountered and deviates the trajectory
around the obstruction. With the waypoint planner the waypoint acquisition module
follows the reference trajectory and avoids the collision avoidance manuever. The result is
a more efficient trajectory.
goal position
known underwater
N obstruction
with waypoint planner \
tout waypoint planner
\ NAUV
Figure 4.13: Waypoint Planner Reference Trajectory
The reference trajectory generated by the waypoint planner consists of an ordered
set of discrete underwater positions. The positions are called waypoint positions. The
waypoint positions provide guidance to the waypoint acquisition module from the current
AUV position to the goal position. Because the waypoint planner does not directly
generate control commands, but generates a waypoint plan containing discrete positions to
acquire, the waypoint planner module is seperated from the reflexive control architecture.
World Model
To generate a global trajectory the waypoint planner requires a world model. The
world model used is a finite element three dimensional grid which defines the state of the
underwater environment. The model is a finite element three-dimensional grid containing
statistical information on the occupancy or emptyness of each element in the grid. Each
element in the grid defines a cubic region in the underwater environment. A grid element is
occupied if a portion of the grid volume contains an obstacle or underwater terrain. This
type of grid is known as an occupancy grid[12]. Each element is assigned a probability of
occupation, p(o), based on prior knowledge and sonar range data collected during the
mission.
With no prior knowledge the occupancy grid is initially unknown at the start of the
mission. Thus each element in the grid is assigned a probability of occupation of 0.5. As
sonar information is used to update the grid, the probability of occupation for each element
increases or decreases based on the sonar range returns. The update operator used for the
occupancy grid utilizes Baye's Theorem to incorporate new information into the developing
occupancy grid.
Model-Based Planning Algorithm
A search algorithm is used to find the optimal path from the AUV starting position
to the goal position. A path is optimized if the cost of the path taken is less than the cost of
all other possible paths. The search space consists of the elements of the occupancy grid
and their associated position in the underwater environment. An exhaustive search of all
possible routes from the start postion to the goal position is not feasible. What is needed is
a directed search algorithm which finds the optimal path from a starting position to a goal
position. An A* search algorithm[5] was selected to generate the optimal trajectory.
The A* search algorithm is a directed search algorithm which utilizes a heuristic
function to estimate the total cost of candidate paths as the search progresses. The A*
search algorithm is guaranteed to find the optimal path for admissable heuristic
functions[5]. The A* search algorithm is applied to the finite number of candidate paths
defined by the elements in the occupancy grid.
Design
The waypoint planner developed uses an A* search algorithm to find the optimal
path from the AUV starting location to the goal location. The path generated consists of the
discrete positions of elements in the occupancy grid. The path generated is called a
waypoint plan and consists of an ordered set of waypoint positions. The waypoint plan is
downloaded to the waypoint acquisition module as a reference trajectory. The waypoint
acquisition module follows the reference trajectory by acquiring the individual waypoint
positions in the waypoint plan.
An A* search is performed on the elements of the occupancy grid to generate an
optimal waypoint plan. The waypoint plan is the least cost path from the starting location
to the goal location. The cost function minimized by the A* search algorithm is:
c(n,n') = ( kl + k2 p(on') ) d(n,n')
where:
n : current element in occupancy grid.
n' : candidate element in occupancy grid.
c(n,n') : cost of path from n to n'.
d(n,n') : euclidian distance from n to n'.
p(on') : probability that n' is occupied by an obstacle.
kl : distance weighting factor.
k2 : obstacle weighting factor.
The values of k1 and k2 are set to weight the penalty between distance travelled and
the probability of obstacles in elements traversed. A weighting of k1 = 1.0 and k2 = 10.0
provided good results for avoiding heavilly cluttered regions. In addition to the cost
function, the A* search algorithm was prohibited from considering paths containing
elements with p(o) greater than 0.80. This requirement forces the waypoint plan generated
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by the A* search to go around large obstructions rather than attempt to pass through
elements which were very likely to be occupied.
CHAPTER 5
IMPLEMENTATION
The system architecture shown in Figure 2.3 has been implemented on the AUV.
The system architecture consists of the planning and control software necessary for
autonomous operation of the AUV. Planning, control, and user-interface software has
been developed and tested on the AUV's onboard 68000 microprocessor. The planning
software consists of the 3 level reflexive control architecture described in Chapter 4. The
waypoint planner module has not been implemented because the navigation system has not
yet been integrated into the AUV. Control software consisting of sliding mode heading
and depth controllers, and an open loop velocity controller has been implemented. User-
interface software has also been developed for testing, calibration, assigning mission
parameters, and displaying mission data.
This chapter is divided into three sections. Section 5.1 describes the system
architecture implementation on the 68000 microprocessor. The 3 level reflexive control
architecture implementation is discussed in Section 5.2. Section 5.3 describes the
operation of the AUV.
5.1 SYSTEM ARCHITECTURE
The system architecture described in Section 2.3 has been implemented on a single
68000 based microprocessor board. The system architecture consists of an inner closed-
loop control system, and an outer planning loop which implements the reflexive control
architecture. All software for both the control system and the reflexive control architecture
is executed by a single 68000 microprocessor installed in the forward hull of the AUV.
The development system used to develop the system software is the PCBridge
Development System. This system was selected because the PCBridge software enables
the user to directly download code to the 68000 microprocessor RAM. There are two
advantages to this feature. First, versions of the system code can be tested and verified
quickly because there is no need to program EPROM chips. Second, the software can be
modified on-site on a PC and downloaded for further testing.
Installed on an EPROM chip on the 68000 microprocessor board is an OS-9 real-
time operating system kernel which supports the PCBridge development software. The
OS-9 operating system, which is a variant of the UNIX operating system, supports both
multi-tasking operations and device interrupts. The OS-9 multi-tasking capability allows
multiple programs to run in "parallel" on a single 68000 CPU. This is done by assigning
portions of the CPU time to each program or task, and cycling through the tasks by means
of a task queue.
The system software is written completely in the C programming language. The
system software has been separated into three components: user-interface software, control
software, and planning software. The software components are described below:
User-interface Software
An extensive user-interface software package was developed for in-water testing of
the AUV. The user-interface software consists of a menu-driven display ported to a PC
connected to the AUV through an RS-232 serial communication link. The RS-232
communication link is operational only when the AUV is connected to a 100 foot tether.
The menu-driven displays enable the user to modify control and planning parameters, run
diagnostic tests, calibrate the sensors and thrusters, test the sliding mode control system
with operator specified control commands, and test the reflexive control architecture during
autonomous operation.
The user-interface allows the user to test the reflexive control architecture in both
tethered and untethered modes. During tethered tests, the tether is used only as a means to
retrieve the AUV after mission completion. All processing and storage of data is done on
the 68000 onboard computer. For untethered operation, a time delay is enabled, allowing
for the removal of the tether. Once the mission has been completed, the user-interface
software waits for the reconnection of the RS-232 communication link. Once the RS-232
link has been re-established the user-interface software allows the user to display the
mission data on the PC terminal screen.
The user-interface software contains a data display menu, which enables the user to
display the data from the mission run. All data is stored onboard the AUV on the RAM
space on the 68000 board. Data can be retrieved from the 68000 board by displaying the
data through the user-interface display software and storing the data on the hard disk of the
PC.
Control Software
The control software consists of three functions which generate the digital thruster
commands to control the vehicle heading, depth and velocity. The control software must
be run at regular time intervals to insure proper operation of the sliding mode control
system. Currently, the control functions are run at a frequency of 5 Hz.
The forward velocity control function is currently run open loop, due to the poor
performance of the speed sensor at low velocities. The speed sensor employs a paddle
wheel to measure the water velocity past the hull of the AUV and has a significant
deadband between 0 and 1 ft/sec velocities. The velocity of the AUV is currently estimated
from the horizontal thruster settings. A complete description of the control software is in
[1].
Planning Software
The planning software is divided into the 3 reflexive control software modules
described in Chapter 4. The 3 software modules consist of the depth envelope module, the
collision avoidance module, and the waypoint acquisition module. The modules are
implemented as separate C functions.
The waypoint acquisition module was modified to accomodate the lack of a
navigation system on the present AUV. The AUV is also limited to a single forward
pointing sonar, however the collision avoidance module described in Chapter 4 functions
for sonar configurations of 1 to many beams. Therefore the collision avoidance module
required no modifications.
Plannine and Control Inteeration
The system architecture consisting of the control software, planning software, and
software to read the sensor data, was integrated on the 68000 microprocessor as a set of
sequential tasks. The tasks are performed in the order shown in Figure 5.1, which consists
of reading the sensors, running the control software, and running one of the three modules
in the reflexive control architecture. The order of task execution was chosen to insure that
the execution of the control software occurred at regular intervals.
The control task reads the heading, depth, and velocity commands from a control
command array which stores the reflexive module commands. The array is indexed by the
module level which generated the control command. The depth envelope module stores it's
control commands in array index 1, the collision avoidance module stores it's control
commands in array index 2, and the waypoint acquisition module stores it's control
commands in array index 3. The control task searches the control command array for the
lowest level command. The lowest level command for the heading, depth and velocity
states is the control command which will be tracked by the control system. The search for
the lowest level control commands implements the reflexive arbitration operation as
described in Chapter 3.
The control system implemented requires regular updates at a frequency of 5 Hz.
The update frequency is implemented using a software interrupt every 200 ms. The
software interrupt restarts the read sensor, control, planning cycle every 200 ms. Once the
reflexive module has finished execution the CPU waits for the next interrupt time-out as
shown in Figure 5.1. The task scheduling method developed was selected to get the
AUV's system architecture operational as quickly as possible.
The reflexive modules were run as separate tasks to show that they operate
independently and that they are able to execute within very strict timing requirements. The
reflexive modules are cycled so that each module is updated every 0.6 seconds.
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Figure 5.1: Task Scheduling
The execution time required for each task on the 68000 CPU is:
sensor read : -51.9 ms.
control : -16.9 ms.
depth envelope : -0.2 ms.
collision avoid : -11.8 ms.
waypoint acquisition : -0.1 ms.
The current implementation of the system architecture is capable of executing the
sensor read software and the control software and leaves approximately 130 ms of CPU
time for a reflexive module to generate a control command vector. For the three reflexive
modules implemented, 130 ms is sufficient time for execution of each module. For
reflexive modules to be added to the architecture in the future, the 130 ms execution time
may be too short. The multi-tasking capability of the OS-9 operating system will be used
to solve this problem. The reflexive modules are to be implemented as tasks which can be
interrupted by the control task, which will eliminate the execution time limit imposed
above. By implementing the reflexive modules as multi-tasks, and the control and sensor
read functions as interrupt driven processes, the timing requirements for the control
software can be met and reflexive modules can be developed which require more than 130
ms. of execution time.
5.2 REFLEXIVE MODULES
The three reflexive modules described in Chapter 4 have been implemented in C on
the onboard 68000 microprocessor. The modules implemented are: depth envelope
module, collision avoidance module, and the waypoint acquisition module. The modules
were first developed and tested on a Symbolics 3600 Series computer. The original coding
of the modules was done in LISP. The implementation of the 3 modules is discussed
briefly.
Depth Envelope Module
The LISP code for the depth envelope module was converted directly to C without
changing the depth envelope algorithm as described in Chapter 4. The depth envelope
module relies on the accurate sensing of the AUV depth, depth rate and altitude. The depth
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sensor onboard the AUV is very accurate and the depth envelope module has functioned as
described in Chapter 4. The altitude sonar had to be removed and repositioned to a forward
pointing sonar because of problems with the operation of the Mesotech narrow beam sonar.
Therefore for initial implementation, the depth envelope module ignores the minimum
altitude constraint.
Collision Avoidance Module
The collision avoidance module was implemented as described in Chapter 4. No
modifications to the collision avoidance algorithm were required for implementation. The
collision avoidance module calculates obstacle gradients based on differential sonar returns
as described in Chapter 4. Therefore for the initial configuration of a single beam forward
sonar the collision avoidance module is limited in it's ability to make intelligent decisions
for the direction of a collision avoidance manuever. The gradients calculated for a single
forward pointing sonar beam are 0, which causes the collision avoidance manuever to
default to turning to starboard and commanding a depth rise.
An additional implementation problem for the collision avoidance module is the lack
of an accurate speed sensor at low speeds. The collision avoidance module bases the
requirement for a collision avoidance manuever on the forward velocity, so that errors in
the measurement of forward velocity lead to premature or delayed collision avoidance
manuevers. For the current implementation the forward velocity is estimated based on the
horizontal thruster settings. The collision avoidance module works better with a velocity
estimate as opposed to an extremely noisy velocity sensor.
Wavpoint Acquisition
The waypoint acquisition module required modification to accomodate the lack of
navigation data onboard the current AUV. The waypoint acquisition module implemented
consists of a module which acquires a waypoint heading for a specified distance as
opposed to a waypoint position. There are 4 inputs to the waypoint acquisition module
which are specified prior to the autonomous run. The 4 inputs are:
(1) wavpoint heading
The waypoint heading is defined as the desired compass heading that the waypoint
acquisition module commands as the waypoint acquisition heading command.
(2) wavpoint distance
The waypoint distance is defined as the distance that the AUV should travel in the
direction of the waypoint heading. Acquiring a waypoint direction is accomplished by the
AUV travelling a distance equal to the waypoint distance in the direction of the waypoint
heading. An estimate of distance travelled is obtained by integrating the velocity sensor.
(3) wavpoint depth
The waypoint depth is deifned as the depth at which the AUV should acquire the
waypoint. The waypoint depth is commanded by the waypoint acquisition module as the
waypoint acquisition depth command.
(4) wavpoint velocity
The waypoint velocity is defined as the forward velocity with which the AUV
should travel in the direction of the waypoint heading. The waypoint velocity is
commanded by the waypoint acquisition module as the waypoint acquisition velocity
command.
The flowchart for the modified waypoint acquisition module is shown in Figure
5.2. Figure 5.2 shows that the waypoint acquisition module commands the waypoint
heading, depth, and velocity specified prior to the run until distance to the waypoint is less
than zero, at which point the waypoint has been acquired.
dwp = dwp - u ATwa
Vcom = Vwp
Zcom =Zwp
Ucom = Uwp
'Vcom\
X~m Z com
Figure 5.2: Modified Waypoint Acquisition Module Flowchart
INPUTS
(1) wp : waypoint heading (deg)
(2) zp: waypoint depth (ft)
(3) uwp : waypoint velocity (fps)
(4) d : waypoint distance (ft)
(5) u : forward velocity (fps)
5.3 SYSTEM OPERATION
The AUV requires only a tether and a PC running the PCBridge software for
operation. The PC communicates with the 68000 onboard computer via an RS-232 serial
link contained in a 100 foot tether. An executive memory module, consisting of the
complete system architecture software is downloaded to the 68000 board RAM by a
KERMIT file transfer program. Once the executive module has been loaded, the PCBridge
software switches the PC to terminal emulation mode.
In terminal emulation mode the PC acts as a terminal for the 68000 onboard
computer. The executive program is started by typing exec and the user-interface software
guides the user through a series of menus which allow the user to run a number of AUV
tests. Testing modes are separated into tethered and untethered modes. The operation of
the tests are identical for both tethered and untethered, except the untethered mode tests wait
for a reconnect signal from the RS-232 link to prompt the user.
An autonomous test run consists of setting the mission parameters for the reflexive
control modules. Once the parameters have been set the user sets the time duration of the
mission and specifies a time delay for sensor settling. During the time delay, the sensors
are read and the digital filters are initialized. At the completion of the time delay the
autonomous mission begins.
For tethered operation the user can interrupt a run by striking the keyboard. For
untethered operation there is currently no means to communicate with the AUV until the
mission has been completed. At the completion of a mission, the sensor, control, and
planning data can be displayed on the PC terminal for evaluation of the mission. The data
can be stored on the PC's hard disk as a text file for later analysis.
CHAPTER 6
RESULTS
Results of the performance of the reflexive control architecture are presented in two
sections. The performance of the reflexive control architecture is presented in Section 6.1
using simulation results. Results presented in Section 6.1 show the performance of the
reflexive control architecture for an AUV configuration consisting of the five beam forward
sonar array and the navigation system as described in Chapter 2. Simulation results are
presented for the reflexive control architecture for two cases: the reflexive control
architecture operation without the model-based waypoint planner, and the reflexive control
architecture operation with the model-based waypoint planner.
The performance of the three level reflexive control architecture implemented on the
AUV is presented in Section 6.2. Autonomous tests were conducted in the M.I.T. Alumni
pool in which the AUV avoided collisions with the pool walls. Data is presented that
describes the performance of the reflexive control architecture.
6.1 SIMULATION RESULTS
A 6 DOF simulation of the AUV operating in a 3-dimensional underwater
environment has been developed on a Symbolics 3600 Series Lisp machine to test and
refine the performance of the reflexive control architecture. A mouse-driven menu enables
the user to position obstacles in the 3-dimensional environment and to position the starting
location of the AUV and the goal location. The user can set up a variety of mission
scenarios for testing of the AUV. Once a mission scenario has been set, the mission can be
simulated, graphically displaying the AUV position and attitude as a function of time.
The dynamics of the AUV are simulated as a second order closed-loop model for
the heading dynamics, and a first order lag for the depth and forward velocity dynamics.
Parameters for the models were selected to closely match the dynamic performance of the
AUV as tested in the M.I.T. Alumni pool.
Sensor models were developed to simulate the performance of the AUV's onboard
sensors. The sensor models that were developed include: heading and heading rate
sensors; depth and depth rate sensors; speed sensor; and pitch and roll sensors. Parameters
used to model the sensors were selected to match the performance of the AUV's onboard
sensor suite.
A 3-dimensional sonar model was developed to simulate sonar returns from
obstacles in the environment. The sonar model returns the range to the nearest obstacle
surface contained within a sonar beam that is corrupted by Gaussian additive noise.
Obstacles in the environment are modeled as spheres. The radius and 3-
dimensional position of the obstacles can be varied to produce complex terrain and obstacle
shapes. Spherical obstacles were selected to avoid complex geometric calculations during
simulation runs. Underwater terrain is created by grouping obstacles in a column which
extends to the ocean bottom.
The simulation displays the mission graphically in multiple windows on the
Symbolics monitor. The windows shown in Figure 6.1 include: the main window, in the
upper right section of the display, which shows the horizontal track of the AUV; the depth
window, which runs along the bottom of the display, and shows the depth track of the
AUV; the sonar window, containing the five boxes arranged in a cross, which displays the
range return for each of the five sonars in the sonar array; and the AUV state window,
positioned above the sonar window, which displays the AUV state data. The state window
also displays which reflexive module controls each of the control commands.
The main window displays obstacles in the environment as unfilled circles as
shown in Figure 6.5. The goal location is marked by the small black circle shown in the
main window of Figure 6.1. The AUV is displayed as an ellipse in the main window. The
track of the AUV is shown as a function of time in Figure 6.1. The depth window displays
the AUV depth track as the dotted line shown in Figure 6.1. The position of underwater
terrain is indicated by the vertical lines positioned below the AUV depth track.
Performance results are now presented for each of the reflexive control modules.
Module Tests
The 3 reflexive modules described in Chapter 4 are tested individually to
demonstrate the function and capability of each module. The module's tested are: 1.) the
depth envelope module; 2.) the collision avoidance module; and 3.) the waypoint
acquisition module.
1.) Depth Envelope Module
An underwater scenario was set for the depth envelope module with the AUV
starting position at the surface at a distance of 100 feet from the goal location. Underwater
terrain was placed so that the terrain gradually sloped upward from the 30 foot deep bottom
to a depth of 16 feet. The terrain is held constant at a depth of 16 feet for 20 feet and then
drops steeply back to the 30 foot bottom. The terrain is shown in the depth track window
of Figure 6.1. The depth envelope module maintains the AUV within an operational depth
region defined by three parameters. The depth envelope parameters that define the AUV
operational depth region were set to:
Zmin = 10 ft.
zmax = 200 ft.
hmin = 10 ft.
At the start of the mission, the depth envelope module is activated because the
minimum operational depth requirement of 10 feet is being violated. The depth envelope
module commands a 10 foot depth and outputs 0 for the heading and velocity commands.
This allows the waypoint acquisition module to command the AUV heading and depth as
shown in the AUV state window in Figure 6.1. The AUV is shown six seconds into the
mission and has begun to dive to 10 feet as shown in the depth track window. The AUV
horizontal track is shown in Figure 6.1 as the AUV heads for the goal position.
The depth envelope module becomes inactive when the AUV depth is within the
operational depth region. The AUV has reached a depth of 10.34 feet in Figure 6.2 and the
depth envelope module outputs 0 for all three control commands. The waypoint
acquisition module commands the AUV depth to the goal depth of 15 feet as shown in the
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AUV state window of Figure 6.2. The underwater terrain has risen slightly, as shown in
the depth track window of Figure 6.2, but has not yet violated the operational depth region.
The terrain has risen to a depth of 16 feet as shown in Figure 6.3. The depth
envelope module activates because the minimum operational height requirement has been
violated. The depth envelope takes control of the depth command from the waypoint
acquisition module and commands a depth of 6.7 feet. The minimum height requirement
takes precedence over the minimum depth requirement which causes the depth commanded
by the depth envelope module to violate the minimum operational depth. The AUV begins
to rise as shown in the depth track window of Figure 6.3.
Once the underwater terrain is cleared, the depth envelope module becomes inactive
and the waypoint acquisition module is able to control the AUV depth. The waypoint
acquisition module commands a 15 foot depth and the AUV descends to the goal position
as shown in Figure 6.4.
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Figure 6.1: Depth Envelope Test t = 6 seconds
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Figure 6.2: Depth Envelope Test t = 14 seconds
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Figure 6.3: Depth Envelope Test t = 29 seconds
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Figure 6.4 Depth Envelope Test t = 55 seconds
Collision Avoidance Module
Collision avoidance simulation tests were performed to determine the capabilities of
the collision avoidance module. The tests were performed using a simulated five beam
forward sonar array. Three simulation runs are presented which show the collision
avoidance response to a single obstacle and to multiple obstacles.
The first scenario places a 5 foot radius obstacle at a depth of 20 feet between the
AUV and the goal position. Both the goal and the AUV are positioned at a 20 foot depth.
The horizontal track of the AUV is shown in Figure 6.5. The track shows the AUV
heading deviating to the left to attain the commanded collision avoidance heading of 290
degrees. The activation of the collision avoidance module occurs where the AUV trajectory
begins to deviate to the left as shown in Figure 6.5. In addition to a heading deviation, the
collision avoidance module commanded a depth of 12 feet in an attempt to rise over the
obstruction. The AUV depth rose to 15 feet before the collision avoidance heading was
attained and the collision avoidance module became inactive. The waypoint acquisition
module controls all three control commands, as shown in Figure 6.5, in the final seconds
of the mission as the AUV acquires the goal position.
The second mission scenario places a group of three obstacles, all with a radius of 5
feet, between the goal position and the AUV starting position, at a depth of 20 feet. Both
the goal and the AUV are positioned at a depth of 20 feet. The horizontal track of the AUV
shown in Figure 6.6 shows that the AUV heading deviation was more severe than the
heading deviation with only a single obstacle. This is because the collision avoidance
module generated increasing heading deviations as the AUV turned to the left and the
obstacle was still within the starboard sonar beam. The collision avoidance module
generated a final commanded heading of 260 degrees as compared to 290 degrees for the
single obstacle. The depth track of the AUV shown in Figure 6.6 shows that the AUV rose
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to a depth of 11 feet before the commanded collision avoidance heading was attained and
the collision avoidance module became active. The waypoint acquisition module controls
three control commands as the AUV acquires the goal position.
The third scenario places the same group of obstacles in between the AUV and the
goal position. The AUV starting position is shifted slightly which causes the collision
avoidance heading to deviate to the right. The horizontal track of the AUV shown in Figure
6.7 shows that the mission required two collision avoidance heading deviations to avoid the
three obstacles. The first collision avoidance heading deviation is shown as the large
heading change, followed by a smaller heading correction as the AUV attempts to pass by
the three obstacles. The depth track shown in Figure 6.7 shows that the AUV rose in depth
for both collision avoidance activations, although the second depth deviation was much
smaller. The multiple activation of the collision avoidance module is a function of the size
of the obstruction. Since the collision avoidance module uses only the currently returned
sonar ranges it is unable to estimate the size of an obstruction. The collision avoidance
module compensates for this by correcting the trajectory as shown in Figure 6.7.
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Figure 6.5: Collision Avoidance Test - Single Obstacle
Figure 6.6: Collision Avoidance Test - Three Obstacles Case I
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Figure 6.7: Collision Avoidance Test -Three Obstacles Case 2
Waypoint Acquisition Module
The waypoint acquisition module was tested by placing the AUV at the surface to
the left of the goal position, as shown in Figure 6.8. The AUV initial heading is set to 0
degrees and the bearing to the goal position is approximately 90 degrees. When the bearing
to the goal position is greater than 90 degrees the waypoint acquisition module commands a
0.0 ft/sec velocity until the bearing to the goal has dropped below 90 degrees. The velocity
is then adjusted so that the turn radius of the AUV is sufficiently small to acquire the goal
position. A trajectory generated by the waypoint acquisition module is shown in Figure
6.8. The depth track shows the AUV diving to the waypoint depth as the AUV acquires
the goal position.
heading control: WAYPOINT-ACQUISITION
depth controls WAYPOINT-AtQUISITION
velocity controls WAYPOINT-ACOUISITION
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Figure 6.8: Waypoint Acquisition Test
Reflexive Control Operation without Waypoint Planner
The previous set of results demonstrated the individual performance of the three
reflexive control modules. The next set of results demonstrate the performance of the
reflexive control architecture with all three modules interacting as a system. Three
scenarios's are presented. The first scenario shows that the reflexive control architecture
can accomplish the mission and generate a reasonable trajectory. A reasonable trajectory
can be defined as a trajectory in which an obvious alternative trajectory does not exist
which is substantially shorter. The second scenario demonstrates, that depending on the
sonar returns at the time of a collision avoidance activation, the trajectory generated is not
reasonable. The trajectory shown is much longer than an alternative trajectory. The third
scenario shows that the reflexive control architecture can fail to acquire the goal position
when obstacles and terrain are carefully placed.
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Casela
The scenario for case la consists of the AUV starting at the surface in the lower left
corner of the main window shown in Figure 6.9. Three obstacle walls are placed in the
path between the AUV and the goal position. The obstacle walls extend from the surface to
the bottom at 30 feet. The horizontal trajectory, shown in Figure 6.9, shows that the
collision avoidance module activated on two seperate occasions to correct the trajectory to
the goal position. The first collision avoidance manuever occurs when the AUV
approaches the lower wall. The heading deviation from the first collision avoidance
manuever causes the AUV to approach the upper wall too closely. A second collision
avoidance manuever occurs which deviates the AUV heading to the right. The waypoint
acquisition module is then able to command the AUV to the waypoint position. Note that
the depth track shows that the collision avoidance module commanded a depth rise in an
attempt to rise over the obstruction. The depth envelope module activated to maintain the
minimum operational depth of 10 ft when the AUV was between 55 and 75 ft downrange
of the starting location as shown in Figure 6.9. The trajectory generated by the reflexive
control architecture for this scenario is reasonable.
Case 2a
The scenario for case 2a is set with a single obstacle wall extending from the
surface to the bottom. The wall is placed so that there is an obvious direction in which to
avoid and wall and acquire the goal position as shown in Figure 6.10. The distance to the
goal is much shorter with a trajectory which avoids the wall by going around to the left.
The AUV is positioned so that the azimuth gradient, at the time of collision avoidance
activation, is positive. The sign of the azimuth gradient determines the direction in which a
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collision avoidance heading deviation is made. The trajectory shown in Figure 6.10 shows
the AUV going around the wall by turning to starboard. Multiple collision avoidance
activations are required before the wall is finally cleared. The trajectory to the goal location
shown in Figure 6.10 could have been shortened considerably had the AUV avoided the
obstruction by turning to port. Case 2a shows that the reflexive control architecture is
subject to local conditions when planning the trajectory of the AUV. The final trajectory
generated by the reflexive control architecture may be much longer than the minimum
distance trajectory, depending on the terrain and obstacles in the environment
Case 3a
The scenario for case 3a involves a C-shaped wall positioned between the AUV and
the goal position. The wall extends from the surface to the bottom at 30 feet. The AUV
trajectory shown in Figure 6.11 shows that the AUV is unable to escape the C-shape wall
to acquire the goal position. Because of the shape of the obstruction the waypoint
acquisition module commands the trajectory to turn back into the trap. The depth track
shows that the AUV attempts to rise above the obstruction but is unable to because the
depth envelope module activates to keep the AUV below the minimum operational depth.
The depth envelope module maintains the AUV below the minimum operational depth of 10
ft.
The reflexive control architecture performance is heavily dependent on local
conditions in the environment when individual modules activate. In the next section results
are shown using the same mission scenarios in Case 2a and 3a, which show a trajectory
improvement with the addition of the waypoint planner module. The waypoint planner
module generates a reference trajectory that avoids regions in which obstacles are present.
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AUV REFLEXIVE CONTROL SIMULATION
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Figure 6.9: Reflexive Control without Waypoint Planner Case 1 a
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Figure 6.10: Reflexive Control without Waypoint Planner Case 2a
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Figure 6.11: Reflexive Control without Waypoint Planner Case 3a
Reflexive Control with Wavypoint Planner
The final set of results are presented with the model-based waypoint planner
incorporated into the system. The results presented in case 2a and 3a for the reflexive
control architecture without the waypoint planner indicate that the reflexive control
architecture is prone to inefficient trajectories and may be unable to acquire a goal position,
for the mission scenarios presented. Results are presented in this section which show a
trajectory improvement for mission scenarios 2a and 3a. The performance improvement is
the result of the waypoint planner module providing a reference trajectory to the waypoint
acquisition module. The waypoint acquisition module follows the waypoint positions
generated by the waypoint planner and is able to generate an intelligent trajectory from the
starting location to the goal location.
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For clarity, the results presented constrain the occupancy grid model of the
environment to one element in the depth dimension. The occupancy grid is positioned at
the goal position depth and constrains the waypoint plan generated by the waypoint planner
to consist of waypoints at the goal position depth. An additional performance improvement
could be demonstrated for occupancy grids which contain more than one element in the
depth dimension.
The state of the occupancy grid is displayed in the main window of the simulation
display as varying shades of grey background. The goal position in the upper right corner
of the main window in Figure 6.12 is surrounded by elements of the occupancy grid with a
grey level corresponding to a probability of occupation of 0.50. The white area
surrounding the AUV on the left half of the main window in Figure 6.12 indicates elements
in the occupancy grid with probability of occupation of less than 0.10. The darker grey
area surrounding the obstacles in the center corresponds to elements in the occupancy grid
with probability of occupation of greater than 0.80.
The reference trajectory generated by the waypoint planner is displayed in the main
window of Figure 6.12 as the small dots linked by straight line segments. The reference
trajectory leads directly to the goal position, avoiding elements in the occupancy grid which
have a high probability of occupation. The waypoint planner was simulated as a task that
required approximately ten seconds of CPU time to execute. The reference trajectory
shown in Figure 6.12 was generated using the occupancy grid state at a time ten seconds
previous to the current time. The time delay simulated models how the waypoint planner
would function on the AUV onboard microprocessor.
Case 2b: Reflexive Control with Waypoint Planner
The scenario presented in case 2a has been duplicated for case 2b with the addition
of the waypoint planner to provide a reference trajectory for the waypoint acquisition
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module. The inefficient trajectory generated by the reflxive control architecture in case 2a is
corrected by the addition of the waypoint planner module in case 2b. The AUV started in
the same direction as case 2a but the occupancy grid constructed from the sonar range
returns caused the waypoint planner to generate a minimum cost trajectory which travelled
to the port side of the obstruction shown in Figure 6.13. The trajectory of the AUV is
shown with the final two waypoints in the waypoint plan displayed in Figure 6.13. The
AUV maintained a constant 15 foot depth throughout the mission which indicates that the
collision avoidance module did not activate during the mission. The distance travelled to
the goal position for case 2b is 164 feet compared to the distance travelled for case 2a of
221 feet. The mission time to acquire the goal position for case 2b is 82 seconds compared
to 149 seconds for case 2a. The addition of the waypoint planner to the reflexive control
architecture decreased the distance travelled by 26% and the time required to acquire the
goal position by 45%.
Case 3b : Reflexive Control with Waypoint Planner
The scenario presented in case 3a has been duplicated for case 3b with the addition
of the waypoint planner. The reflexive control architecture was unable to acquire the goal
position in case 3a because of the shape of the obstacle shown in Figure 6.14. The
waypoint planner generated a reference trajectory which avoided the C-shaped obstacle in
3a and enabled the waypoint acquisition module to acquire the goal position by following
the waypoints in the waypoint plan. The trajectory of the AUV is shown in Figure 6.14
which shows the trajectory avoiding the dark grey, high probability of occupation elements
surrounding the C-shaped obstacle.
The addition of the waypoint planner significantly improves the overall AUV
trajectory to the goal position. The waypoint planner module reduces the distance travelled
to the goal position and reduces the mission time required to acquire a goal position. The
104
waypoint planner module is not able to respond to real-time events. The success of the
mission depends on the ability of the reflexive control architecture to respond to unforeseen
events in real-time. The waypoint planner serves as a guidance aid to the reflexive control
architecture to optimize the final trajectory of the AUV.
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Figure 6.12: Reflexive Control with Waypoint Planner Case 2b: t = 25 seconds
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Figure 6.13: Reflexive Control with Waypoint Planner Case 2b: t = 70 seconds
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Figure 6.14: Reflexive Control with Waypoint Planner Case 3b
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6.2 AUV IN-WATER TESTS
Testing of the 3 level reflexive control architecture described in Chapter 5 was
performed in the M.I.T. Alumni pool. Results are presented which show the AUV
avoiding the pool walls while attempting to acquire a goal position. The navigation system
has not yet been integrated into the AUV, therefore results with the waypoint planner
module are not available. The autonomous tests were performed on June 20, 1989.
The test data presented shows the interplay of the 3 modules in the reflexive control
architecture as the AUV manuevers around the M.I.T. Alumni pool. Results show the
control commands generated by the reflexive control architecture and the dynamic response
of the AUV. Performance of the forward pointing sonar in a pool environment is also
shown.
Test Setup
The test results presented were performed on June 20, 1989. The AUV starting
location was at the side of the pool as shown in Figure 6.15. A 40 second autonomous test
was conducted which demonstrated the AUV performing two collision avoidance
manuevers, marked as 1 and 2 in Figure 6.15. The approximate AUV trajectory is also
shown. The autonomous test was performed with the tether attached, however all
processing was done by the onboard 68000 microprocessor. The tether was used only to
access the mission data after the autonomous run.
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AUV trajectory
Figure 6.15: AUV In-Water Autonomous Test Set-up
AUV Configuration
The configuration of the AUV for the autonomous test consisted of a single forward
pointing sonar with a beamwidth of approximately 40 degrees. The forward sonar beam
was the only sonar unit operational on the AUV. Because of problems with the Mesotech
narrow beam sonar, the altitude sonar transducer was moved to the forward pointing
position. Therefore the altitude sonar was not operational. To avoid collisions with the
bottom of the pool, the maximum operational depth was set to 8 feet. This provided a
minimum height clearance of 5 feet over the 13 foot deep pool.
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AUV starting position
40 ft.
Mission Parameters
A autonomous mission was conducted which demonstrated the operation of the
depth envelope, collision avoidance, and waypoint acquisition modules. The autonomous
mission was specified by setting the mission parameters for the reflexive control
architecture. Prior to the autonomous test the following mission parameters were set:
minimum operational depth
maximum operational depth
collision avoidance radius
waypoint heading
waypoint distance
waypoint depth
waypoint velocity
= 4.0 ft.
= 8.0 ft.
= 5.0 ft.
= 70.0 deg.
= 100.0 ft.
= 5.0 ft.
= 2.5 ft/sec.
The AUV mission specified above is to travel 100 feet at a compass heading of 70
degrees, forward velocity of 2.5 fps, at a depth of 5.0 feet. In addition to the goal
specification, the AUV is to avoid obstacles by a distance of 5 feet and is to maintain an
operational depth between 4 and 8 feet. The mission was intentionally specified so that the
AUV would be required to deviate from the waypoint trajectory to avoid a collision with the
pool wall. The mission trajectory of the AUV is shown in Figure 6.15.
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A mission timeline is presented to describe the operation of the reflexive control
modules during the 40 second test mission.
Time (sec Event
0.0 - 0.4 At startup, the control system uses default commands for the
first two time-steps until a reflexive module has generated a
set of control commands.
0.4 The depth envelope module has commanded a depth of 4.0
ft. The current depth of 0 ft is above the minimum
operational depth. The depth envelope module commands
the minimum operational depth of 4.0 ft.
0.8 The waypoint acquisition module commands a heading of 70
degrees and a velocity of 2.5 fps. The waypoint acquisition
module is currently unable to gain control of the depth
command because the depth envelope module is active and is
commanding a depth of 4.0 ft.
8.8 The minimum operational depth has been achieved and the
depth envelope module is no longer active. The waypoint
acquisition module is now able to command a depth of 5.0
ft.
9.0 The collision avoidance module activates to avoid a collision
with the pool wall. The collision avoidance module takes
control of the heading, depth, and velocity commands from
the waypoint acquisition module.
12.8 The depth envelope module activates as the collision
avoidance module attempts to command the AUV above the
minimum operational depth.
13.2 The sliding mode depth controller loses control of the AUV
depth. The depth envelope module continues to command a
4.0 foot depth, however the depth controller does not
respond. The loss of depth control was due to a software in
the depth control algorithm.
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Mission Timeline
14.4 The collision avoidance heading commanded at 9.0
seconds is attained and the collision avoidance module
becomes inactive. The waypoint acquisition module
commands the AUV heading and velocity. The depth
envelope module continues to command a 4.0 ft depth.
24.2 The collisions avoidance module activates a second time as
the AUV begins to head back toward the pool wall. The
collision avoidance module commands the AUV heading and
velocity. The depth envelope module commands a 4.0 ft
depth.
30.6 The collision avoidance heading has been attained and the
collision avoidance module becomes inactive. The waypoint
acquisition module commands the heading and velocity. The
depth envelope module continues to command a 4.0 ft depth.
40.0 The autonomous mission ends with the waypoint acquisition
module commanding the AUV heading and velocity.
Reflexive Control Performance
The reflexive control architecture performed as expected. The depth envelope
module generated the correct depth commands and took over control of the AUV depth at
the appropriate mission times. Unfortunately, a software error in the depth control
software caused the AUV to surface during the run. This problem is in no way connected
to the depth envelope module. The collision avoidance module generated a sufficient
heading deviation to avoid the pool wall and slowed the velocity of the AUV to accomplish
the collision avoidance manuever. A significant deadband in the velocity sensor degraded
the smooth transition of the collision avoidance manuever but did not affect the ability of
the AUV to avoid a collision with the pool wall. The waypoint acquisition module took
control of the heading, velocity and depth commands when neither the depth envelope or
the collision avoidance module commanded the heading, depth and velocity.
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The reflexive control system performed successfully because of the transference of
control from one module to another. The reflexive module's functioned successfully to
avoid collisions, maintain a minimum depth, and to command the AUV to head for a
waypoint. The ability to meet these mission requirements depends on the manner in which
the reflexive module's interact. The autonomous tests conducted demonstrated that the
reflexive control architecture utilized all three module's to generate control commands.
The waypoint acquisition and collision avoidance module competed for control of
the heading and velocity control commands as shown in Figures 6.16 and 6.17. The
control level figures show which level in the reflexive control architecture controlled a
control command. Level 1 corresponds to the depth envelope module, level 2 to the
collision avoidance module, and level 3 to the waypoint acquisition module. The waypoint
acquisition module has control for much of the autonomous mission with the exception of
two collision avoidance manuevers performed during the mission, which are indicated by
the control level dropping to level two in Figure 6.16 and 6.17. Control of the depth
control command switched between all three modules as the modules independently
activated to control the AUV depth. The depth control level shown in Figure 6.18 shows
the depth command being controlled by all three modules. The dynamic interaction of the
three modules indicates that the reflexive control architecture has been successfully
implemented and tested.
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Dynamic Performance
The dynamic response of the AUV to the varying control commands was poorer
than expected. The depth controller was subject to tracking errors which caused the AUV
to surface, as in the run presented, or worse, to dive to the bottom of the pool. The
problem has since been corrected, however additional tests results could not be conducted.
The dynamic performance of the AUV depth is shown in Figure 6.19 which shows the
AUV attaining the minimum operational depth as commanded by the depth envelope
module. The depth envelope module becomes inactive when the minimum operational
depth is reached. The collision avoidance module then commanded a depth rise which
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activated the depth envelope module when the projected depth violated the minimum depth
requirement. The depth envelope module commands a 4 foot depth, however the sliding
mode depth controller failed to maintain the 4 foot depth as shown in Figure 6.19.
The heading controller was subject to large overshoots as shown in Figure 6.20.
The performance of the heading controller was strongly influenced by the varying magnetic
fields in the pool which caused the heading to vary as the AUV traversed the pool. The
heading command and actual AUV heading are shown in Figure 6.20. The figure shows
the large overshoot in heading for the heading commands generated by the reflexive
modules. The heading overshoot problem did not affect the mission success because the
collision avoidance module adjusted dynamically to command the collision avoidance
heading. This is shown in Figure 6.20 at 24 to 27 seconds as the heading undershoots the
commanded heading by 30 degrees and the collision avoidance module adjusts the collision
avoidance heading from 118 to 138 degrees.
The performance of the velocity sensor was very poor. A large deadband caused
the collision avoidance module to remain inactive for conditions in which it should have
activated. The velocity sensor then ramped up quickly out of the deadband as shown in
Figure 6.21 causing the collision avoidance module to activate immediately. The result was
a degradation in the smooth transiition from the waypoint acquisition heading to the
collision avoidance heading. Mission performance was not affected adversely by the poor
velocity sensor characteristics, because the collision avoidance module commanded a larger
heading deviation to compensate for the delayed activation of the collision avoidance
module.
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Mission Performance
The performance of the autonomous mission can be characterized by the ability of
the AUV to meet the mission requirements. The depth envelope module commanded the
minimum operational depth and would have maintained the minimum operational depth,
had the depth controller functioned properly. The collision avoidance module performed
two collision avoidance actions which kept the AUV at least six feet from the pool wall.
The forward sonar provided accurate range measurement as the AUV approached the pool
wall during the first 12 seconds of the mission. The range decreased steadily at a rate close
to the commanded velocity as shown in Figure 6.22. The forward sonar range then
increases as the first collision avoidance heading deviation is commanded and the AUV
turns away from the pool wall. The waypoint acquisition module commanded the AUV
heading to the waypoint heading which attempted to drive the AUV through the pool wall
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to acquire the waypoint. The reflexive modules independently achieved their objectives
during the autonomous test and worked together to accomplish the mission objectives.
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Figure 6.22: Forward Sonar Range vs. Time
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CHAPTER 7
CONCLUSION AND RECOMMENDATIONS
A reflexive control architecture ahs been developed and implemented on a small
AUV. A system architecture consisting of an inner closed-loop control system and an outer
reflexive control loop has been implemented on a single 68000 based microprocessor
onboard the AUV. The AUV has operated autonomously in the M.I.T. alumni pool where
it demonstrated the capability to avoid collisions with the pool walls while attempting to
head in a goal direction.
The reflexive control architecture implemented on the AUV consists of three
reflexive modules. The reflexive modules were designed to eliminate the need for a world
model and generate control commands directly from the AUV current sensor data. The
reflexive modules implemented execute in less than 12 milliseconds of CPU time on the
onboard 68000 microprocessor which enables the reflexive control architecture to respond
to real-time events. The capability to respond to real-time events was demonstrated in
autonomous tests conducted in the M.I.T. Alumni pool in which the AUV avoided
collisions with the pool walls. Results were shown which demonstrated the multiple levels
of reflexive control modules commanding the AUV. The interaction of the reflexive control
levels was presented through in-water and simulation tests which demonstrated that the
reflexive arbitration operator produced intelligent control commands from the three
independent reflexive modules.
Because the reflexive control architecture generates control commands from current
sensor data only, the trajectory of the AUV to a goal position may be inefficient. A model-
based planner called the waypoint planner was developed which generates a reference
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trajectory for the reflexive control architecture to follow. The reflexive control architecture
attempts to follow the reference trajectory and deviates from the reference trajectory when it
violates a mission requirement such as avoiding obstacles by a specified distance. Because
the navigation system designed for the AUV has not yet been integrated, the waypoint
planner has not been implemented on the AUV and is tested using simulation results.
Results from simulation show that the combination of the waypoint planner and the
reflexive control architecture reduces the distance and time required to acquire a goal
position as compared to the reflexive control architecture alone.
The results presented suggest several areas for future work. First is the addition of
sensors on the AUV. The AUV configuration tested in the M.I.T. Alumni pool consisted
of a single forward pointing sonar. The proposed sonar configuration is a five beam
forward pointing array which enables the collision avoidance module to make intelligent
collision avoidance decisions. With only a single forward sonar no information can be
obtained about the slope of the terrain or obstacle in the path of the AUV. Additional sonar
units will enable the reflexive control architecture to generate a more intelligent response to
the environment.
Second is the implementation of a navigation system on the AUV and the porting of
the waypoint planner code to the 68000 microprocessor board. The navigation system has
been tested but has not yet been integrated into the AUV. A navigation system is required
for the waypoint planner to construct a model of the environment. The implementation of
the waypoint planner software to the AUV onboard processor would demonstrate the
capability of combining model-based planning and the reflexive control architecture to
generate intelligent trajectories.
Third is the development of additional reflexive modules in the reflexive control
architecture. Examples of next generation reflexive modules are: gradient following
modules; mapping and survey modules; and a task modules such as docking or retrieval of
underwater objects. These modules could be implemented into the existing architecture by
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defining the desired function, developing the module software, and positioning the new
module into the reflexive control architecture.
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