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ABSTRACT
Parallel and distributed computing systems are foundational
to the success of cloud computing and big data analyt-
ics. These systems process computational workflows in a
way that can be mathematically modeled by a fork-and-join
queueing network with blocking (FJQN/B). While engineer-
ing solutions have long been made to build and scale such
systems, it is challenging to rigorously characterize their
throughput performance at scale theoretically. What fur-
ther complicates the study is the presence of heavy-tailed
delays that have been widely documented therein. To this
end, we introduce two fundamental concepts for networks
of arbitrary topology (scaling dimension and extended met-
ric dimension) and utilize an infinite sequence of growing
FJQN/Bs to study the throughput limit. The throughput
is said to be scalable if the throughput limit infimum of the
sequence is strictly positive as the network size grows to in-
finity. We investigate throughput scalability by focusing on
heavy-tailed service times that are regularly varying (with
index α > 1) and featuring the network topology described
by the two aforementioned dimensions. In particular, we
show that an infinite sequence of FJQN/Bs is throughput
scalable if the extended metric dimension < α− 1 and only
if the scaling dimension ≤ α − 1. These theoretical results
provide new insights on the scalability of a rich class of
FJQN/Bs with various structures, including tandem, lat-
tice, hexagon, pyramid, tree, and fractals.
Keywords
Fork/join, queueing network, scalability, heavy tails, net-
work dimension, throughput limit
1. INTRODUCTION
Parallel and distributed computing systems are founda-
tional to the success of cloud computing and big data ana-
lytics, witnessed by the wide applications deployed on, e.g.,
Amazon AWS [1], Google Cloud [2], Microsoft Azure [4],
IBM BlueMix [3]. Numerous large-scale analytics have been
developed over distributed servers to achieve high perfor-
mance, e.g., for DNA sequencing analysis [46] and for as-
tronomical data analysis [69]. Parallel and distributed com-
puting also exhibits itself in wireless sensor and ad-hoc net-
works [61, 28], in composite web services [47], in distributed
Copyright is held by author/owner(s).
stream computing [49], in distributed file systems [31], in
MapReduce/Hadoop computing frameworks [23, 59], and in
end-system multicast [5], etc.
The above parallel and distributed computing systems can
be naturally modeled as Fork-Join Queueing Networks with
Blocking (FJQN/Bs), see, e.g., [51, 52, 68] and a recent sur-
vey by [65]. A fork operation corresponds to a job being
separated into subtasks for parallel processing at different
service stations. A join operation corresponds to outputs
of parallel subtasks being aggregated together at a synchro-
nization point. Multiple service stations and fork/join op-
erations exist and form a network. Intermediate jobs and
subtasks are queued in buffers. Services and fork/join opera-
tions can be blocked when related buffers are fully occupied.
Due to such synchronization and blocking mechanism, exact
analyses of FJQN/Bs can be challenging and possess high
complexity. Much of the literature focuses on performance
properties such as stability, duality, and comparison results,
e.g., [6, 7, 20], approximation or bounding techniques, e.g.,
[8, 71, 55, 56, 64, 66], or heavy traffic limits, e.g., [41, 42].
As the sizes of various parallel and distributed comput-
ing systems continue to grow, their throughput performance
could degrade due to synchronization delays, processing time
variations, or data storage, I/O, and bandwidth constraints.
The problem has been well recognized in distributed stream
processing [16, 35, 68], in end-system multicast [5, 9, 14],
in wireless networks [27, 36], in cloud computing [22], and
in many other distributed computing environments. One
critical issue concerns throughput scalability: can we prop-
erly design a parallel and distributed processing system in
massive scale so that the throughput performance can be
sustained independent of the size? While practical engi-
neering solutions have long been made to scale computing
systems, the mathematical foundations toward understand-
ing the throughput performance of ever-growing systems re-
main rudimentary. What further complicates the investi-
gation is the presence of heavy-tailed processing times that
have been widely observed in such systems [32, 53, 38, 57,
63, 67]. These heavy-tailed processing times can cause ex-
tremal delays that directly impact the synchronization and
bring down system throughput. But how to quantify the
throughput degradation? What are the key factors to de-
termine scalability?
To investigate the throughput limit, we utilize an infinite
sequence of FJQN/Bs N = {N1, N2, . . . , Ni, . . . } to charac-
terize the way the system grows. Each Ni is a FJQN/B of
finite size (in number of nodes) while the network size goes
to infinity as i→∞. This sequence N is said to be through-
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put scalable if the limit infimum of the network throughput
is strictly positive. This scalability problem has been stud-
ied under light-tailed service times in [70], which shows that,
lim sup
i→∞
Di <∞ and lim sup
i→∞
L∗i <∞ (1)
is a necessary and sufficient condition for throughput scala-
bility of FJQN/Bs, where Di and L
∗
i represent respectively
the network degree and the minimum level of Ni. But the
scalability condition remains open when the service times
are heavy tailed.
In this paper, we focus on scalability of FJQN/Bs un-
der heavy-tailed service times; see [60] for different types
of heavy-tailed distributions. In particular, we focus on an
important class where a random service time σ is regularly
varying with index α > 1. In this case, we have E
[
σβ
]
<∞,
for any β < α, and E
[
σβ
]
=∞, for any β > α; for more de-
tails on regularly varying see [11]. We examine conditions for
FJQN/Bs to be throughput scalable. The networks are as-
sumed to be connected, directed, acyclic, and homogeneous
in buffer sizes and service time distributions. For the non-
homogeneous cases, we can always bound the throughput
by that of homogeneous networks using the monotonicity
property (see [7, 21]).
Different from the light-tailed counterpart, we show that,
for the heavy-tailed scenarios, the throughput scalability of
FJQN/Bs is further determined by the following two con-
cepts of network dimension: the scaling dimension and the
extended metric dimension. The scaling dimension is for-
mally defined in Section 4.1. Briefly speaking, the scaling
dimension is given by the ratio of log network size over log
diameter as the network expands. One can interpret the
scaling dimension as a metric to measure how fast network
grows as a function of network size and diameter. In par-
ticular, if N converges to a connected infinite graph that is
locally-finite, then the scaling dimension is in analog with
the growth degree in geometric group theory [34, 58], or the
upper internal scaling dimension in Physics [50, 54]. If N
converges to a fractal, then the scaling dimension is in ana-
log with the box counting dimension [26], or the Hausdorff
dimension [24, 40]. The extended metric dimension is for-
mally defined in Section 4.2. The concept derives from a
graph’s metric dimension: the minimum cardinality of a ba-
sis that uniquely identifies every node by its distance to the
basis (see e.g. [15]). The extended metric dimension is given
by the minimum cardinality of a basis that identifies nodes
up to a constant level as network expands. One can inter-
pret the extended metric dimension as the least number of
coordinates needed to describe the network viewed far away
as it expands.
Our main result includes a necessary condition and a suffi-
cient condition on throughput scalability of FJQN/Bs under
heavy-tailed service times.
Theorem 1. Consider an infinite sequence of FJQN/Bs
N = {Ni}∞i=1, where Ni = (Vi, Ei) is a finite-sized FJQN/B
with |Vi| < ∞, ∀i ∈ Z+, and lim supi→∞ |Vi| = ∞. The
service times are i.i.d. regularly varying with index α > 1.
Under condition (1), the sequence N is throughput scalable
if the extended metric dimension dimEM (N ) satisfies
dimEM (N ) < α− 1 (2)
and only if the scaling dimension dimS(N ) satisfies
dimS(N ) ≤ α− 1. (3)
Theorem 1 reveals that Condition (1) is not enough to
address throughput scalability in heavy-tailed cases. We
need additional conditions on network dimension to ensure
that the growth degree of the networks is bounded by the
heavy tail index of the service time distribution. This re-
sult provides new insights on the scalability of a rich class of
FJQN/Bs under various structures, including tandem, lat-
tice, hexagon, pyramid, tree, and fractals. Table 1 provides
a list of network examples with scalability conditions in ad-
dition to Condition (1), which will be further discussed in
Section 5.
Table 1: Examples with Scalability Conditions
Name Structure
Scalability Conditions
Necessary Sufficient
Tandem α ≥ 2 α > 2
Tandem-
alike
α ≥ 2 α > 2
d-D
Lattice
α ≥ d+ 1 α > d+ 1
Hexagon α ≥ 3 α > 3
Tetrahe-
dron
Pyramid
α ≥ 4 α > 4
Sierpin-
ski
Triangle
α≥1+log2 3 α > 3
Binary
Tree
light-tailed light-tailed
1.1 Contribution and Limitation
We provide conditions for throughput scalability of gen-
eral FJQN/Bs under heavy-tailed service times. Our con-
tributions include:
• We introduce two important topological concepts on
the dimension of an infinite sequence of FJQN/B: scal-
ing dimension and extended metric dimension. We
demonstrate the relationship of the two dimensions,
and establish strong connections among the two di-
mensions, service time tails, and throughput limits.
• We propose a necessary condition on throughput scal-
ability of FJQN/Bs depending on the scaling dimen-
sion and the service time tails. We show that, under
the assumption that service times are i.i.d. regularly
varying with index α, a sequence of FJQN/Bs is not
throughput scalable if the scaling dimension is strictly
larger than α − 1. Thus, (3) is necessary. The proof
is based on last-passage percolation and extreme value
theory.
• We propose a sufficient condition on throughput scal-
ability of FJQN/Bs depending on the extended metric
dimension and the service time tails. We show that,
under the assumption that service times are i.i.d. with
cdf Fσ where∫ ∞
0
(
1− Fσ(x)
)1/K
dx <∞, (4)
for some finite K ∈ Z+, a sequence of FJQN/Bs is
throughput scalable if the extended metric dimension
is no larger than K−1. When the service times are reg-
ularly varying with index α, (4) holds for any K < α.
Thus, (2) is sufficient. The proof is based on mapping
networks to lattices and bounding the throughput by
growth of lattice animals 1.
• We demonstrate that our proposed scalability condi-
tions are almost tight (with only a marginal difference
between “<” and “≤” in (2) and (3) of Theorem 1)
when the scaling dimension is an integer that equals
the extended metric dimension. This includes most
of the commonly seen networks, including all the ex-
amples in Table 1 of tandem, lattice, hexagon, and
tetrahedron pyramid networks.
However, in the intriguing cases when the network con-
verges to a fractal with a non-integral scaling dimension (e.g.
the Sierpinski triangle in Table 1), we observe that there ex-
ists a gap between the scaling dimension and the extended
metric dimension. This leads to a non-trivial gap between
the necessary and the sufficient conditions on throughput
scalability. In general, dimS(N ) ≤ dimEM (N ) as we es-
tablish in Lemma 6. We also conjecture that dimEM (N ) ≤
ddimS(N )e, which, if true, implies that the size of the gap
is within [0, 1) for fractals and is marginal for common net-
works with integral scaling dimensions.
To the best of our knowledge, this work is among the first
attempts to develop necessary and/or sufficient conditions of
FJQN/Bs under heavy-tailed service times and establish the
strong connections among the network dimensions, service
time tails, and throughput limits. The results not only can
cover FJQN/Bs with heavy-tailed service times but also can
be applied to analysis of other types of networks or fractals
such as social networks, electrical grid, Internet of Things,
etc. Our investigation on the two network dimensions could
also be of independent interest to a list of broad topics such
as graph theory, geometric group theory, fractal geometry,
and space-time physics.
1.2 Related Work
Previous studies on scalability of FJQN/Bs either focus
on special network structures or assume light-tailed service
times. [43] first shows that the throughput of a tandem
queueing network is scalable, under condition (4) for K = 2.
[5] shows that the throughput of a one-to-many multicast
tree is scalable, under light-tailed service times and bounded
degree of the tree. [13] shows that the throughput of a pat-
tern grid with dimension d is scalable, if there exists a sharp
vector of dimension d and (4) holds for K = d. In [12], the
1A lattice animal is a connect subset of points on a lattice;
see [18, 44] for the formal definition.
Figure 1: Example of FJQN/B. Blocked: v2, v5;
starved: v3, v5.
author gives an example that the throughput of a tree net-
work is not scalable under heavy-tailed service times. For
generally structured networks, [70] proposes a necessary and
sufficient condition for throughput scalability under light-
tailed service times; [68] presents necessary conditions for
throughput scalability when service times are either light-
tailed or of Pareto distributions. The question remains on
how to characterize the throughput scalability of generally
structured FJQN/Bs under heavy-tailed service times.
The rest of the paper is organized as follows. Section 2 sets
up the FJQN/B model and provides preliminary analysis.
Section 4 introduces the concepts of scaling dimension and
extended metric dimension, which is followed by a detailed
discussion on applications in Section 5. Our main result is
proved in Section 6. Section 7 concludes the paper.
2. MODEL AND PRELIMINARIES
2.1 FJQN/B Model
A Fork and Join Queueing Network with Blocking (FJQN/B),
denoted by N = (V,E;B), consists of a set of nodes V , a
set of directed arcs E, and a set of buffers B. Nodes rep-
resent servers, arcs represent routing of jobs. Associated
with each arc (u, v), there is a buffer of finite capacity rep-
resenting intermediate storage of jobs between services. Arc
(u, v) is called an outgoing arc of node u and an incoming
arc of node v. Nodes with no incoming (outgoing) arcs are
sources (sinks). The buffer on arc (u, v) is called a down-
stream buffer of node u and an upstream buffer of node v.
One example of an FJQN/B is given in Figure 1.
Each node models a single server that serves incoming jobs
according to the First Come First Serve (FCFS) policy. Ser-
vices are conducted in a fork-join manner: each service con-
sumes exactly one job from every upstream buffer and gen-
erates exactly one job to every downstream buffer. A server
is starved (blocked) if one of the upstream (downstream)
buffers is empty (full). Sources are never starved and sinks
are never blocked. For example, in Figure 1, servers on v2
and v5 are blocked; servers on v3 and v5 are starved. An idle
server can schedule a service only when it is neither blocked
nor starved. During the service, jobs remain in the buffers
of incoming arcs. Upon completion of a service, one job is
removed from each upstream buffer and one job is added to
each downstream buffer. Such mechanism, referred to as the
blocking-before-service mechanism, can equivalently repre-
sent several other blocking mechanisms (see [21]). Assume
initially all servers are available. Such initial timing condi-
tions have been shown independent of the throughput [20].
For simplicity, we consider a homogeneous setting where
all buffers are of constant size b < ∞ and are empty at
time zero, and all service times are i.i.d. of the same distri-
bution Fσ. For the non-homogeneous cases, we can always
bound the throughput by that of homogeneous networks us-
ing the monotonicity property (see [7, 21]). We refer to the
FJQN/B as N = (V,E), and assume the underlying graph
is connected, directed, and acyclic (DAG). In this paper, we
focus on in particular the cases when Fσ is regularly varying
with index α defined as follows (see e.g. [48]) and we assume
α > 1 .
Definition 1. Distribution Fσ is regularly varying with
index α if the tail distribution Fσ(x) = 1− Fσ(x) satisfies
lim
x→∞
Fσ(tx)
Fσ(x)
= t−α, for all t > 0. (5)
Let Sm,v(N) denote the m-th service time at node v, and
Tm,v(N) the m-th service completion time at node v. The
throughput at node v ∈ V is defined as the average number
of service completions in a unit time in the long run, namely,
θv(N) = E
[(
lim
m→∞
Tm,v(N)
m
)−1]
. (6)
It is shown in [20] that when service times form jointly sta-
tionary and ergodic sequences (including i.i.d. as a special
case): i) the limit in (6) exists; ii) the throughput at every
node is identical; iii) the throughput of the network can be
expressed as
θ(N) = θv(N) =
(
lim
m→∞
E [Tm,v(N)]
m
)−1
. (7)
2.2 Precedence Graph
According to the block before service mechanism, Tm,v(N)
obeys the following recurrence equation (see e.g. [20, 70]):
Tm,v(N) = Sm,v(N) + max {Tm,u(N)
∣∣(u, v) ∈ E}
∪ {Tm−1,v(N)
∣∣m ≥ 1}
∪ {Tm−b,w(N)
∣∣(v, w) ∈ E,m ≥ b}
(8)
with initial condition T0,s(N) = S0,s(N), s ∈ V source, where
V source is the set of sources inN . The max term corresponds
to the three conditions (the server is not starved; the pre-
vious job finishes process; the server is not blocked) under
which the server on node v can start processing job m.
The recurrence equation (8) can be equivalently expressed
as a last-passage percolation time on a directed graph in the
following way (see e.g. [12, 43, 70]); see [45] for a survey
on last-passage percolation. Consider a precedence graph
G = (V, E) which represents the collection of services and
their precedence constraints as follows:
• V = ({0} ∪ Z+)× V (9)
• E = EI ∪ EII ∪ EIII ,
where EI = {(m, v)→(m,u)∣∣(u, v) ∈ E}
EII = {(m, v)→(m−1, v)∣∣m ≥ 1}
EIII = {(m, v)→(m−b, w)∣∣(v, w) ∈ E,m ≥ b}
(10)
• weight Sm,v(N) associated with each node (m, v) in V.
Let pi : (m, v); (m′, v′) denote a directed simple path in
G from node (m, v) to node (m′, v′). Let Wei(pi) denote the
total weight of all nodes on pi. By construction, we have the
following lemma which is the foundation for us to graphically
represent Tm,v(N) using last-passage percolation.
Lemma 1. T(m,v)(N) is given by the maximum weighted
path from (m, v) to (0, v′) for all v′ ∈ V , i.e.,
Tm,v(N) = max{Wei(pi)
∣∣pi : (m, v); (0, v′), v′ ∈ V }. (11)
This Lemma together with the throughput definition (7)
suggest that the asymptotic behavior of the max term in (11)
plays a critical role in determining the throughput limit of
FJQN/Bs. This max term is subject to the structure of the
precedence graph G = (V, E) which is essentially a represen-
tation of the structure of the fork-join network and its syn-
chronization constraints. The proof of our main result (see
Section 6 and Appendices C,D) mainly focuses on character-
ing the asymptotic behavior of the max term in (11) using
the concepts of network dimensions introduced in Section 4.
2.3 Topological Concepts
We need the following topological concepts defined on a
FJQN/B N = (V,E) which is a DAG.
Definition 2. The network degree of N is
D(N) = max{deg(v)∣∣v ∈ V }, (12)
where deg(v) is the total number of arcs (in and out) con-
nected to node v.
Definition 3. [70] The minimum level of N is
L∗(N) = argmin
l:V 7→Z
{ max
(i,j)∈E
{l(j)− l(i)}}, (13)
where l : V → Z is a topological labelling 2 that maps each
node v ∈ V to an integer number l(v) ∈ Z such that l(j) −
l(i) ≥ 1, ∀(i, j) ∈ E. A topological labelling l∗ that achieves
the minimum level is referred to as an optimal topological
labelling of N and is denoted by l∗N .
Let G = (V,E) be the undirected counterpart of N =
(V,E). The diameter of N is defined as follows.
Definition 4. The distance of two nodes u, v in a graph G,
denoted as dis(u, v), is the minimum number of arcs among
all undirected paths connecting u and v.
Definition 5. The diameter of a graph G, denoted as ∆(G),
is the maximum of the distance of any pair of nodes in the
graph, i.e. ∆(G) = max{dis(u, v)∣∣∀u, v ∈ V }. The diame-
ter of a network N is the diameter of its undirected coun-
terpart G, i.e. ∆(N) = ∆(G).
2.4 Throughput Scalability
To discuss the throughput scalability of a FJQN/B as it
grows in size, we introduce an infinite sequence of FJQN/Bs
N = {N1, N2, . . . , Ni, . . . }, where each Ni = (Vi, Ei) is a
finite-sized FJQN/B with |Vi| < ∞ and lim supi→∞ |Vi| =
∞. That is, while each Ni is a FJQN/B of finite size, the
network sizes grow infinitely large along the sequence. Each
network Ni is associated with network degree Di, minimum
level L∗i , and diameter ∆i. In addition, the service time
distribution Fσ and the buffer size b are independent of i.
We say that the sequence N is throughput scalable if the
following condition holds.
2A topological labelling is a generalization of a topological
sort which exists for every connected directed acyclic graph,
see e.g. Kahn’s algorithm [37].
Definition 6. A sequence of FJQN/Bs N = {Ni}∞i=1 is
throughput scalable if and only if
lim inf
i→∞
θ(Ni) > 0. (14)
It is shown in [70] that, under light-tailed service times,
a sequence of FJQN/Bs is throughput scalable if and only
if Condition (1) holds. In the next section, we demonstrate
through examples that such condition is not enough to guar-
antee throughput scalability in heavy-tailed cases.
3. PRELIMINARY ANALYSIS
In this section, we present preliminary analysis on three
special examples and illustrate their scalability conditions
under regularly varying service times. Such conditions are
beyond Condition 1 and depend on complicated character-
izations of how the network scales, which motivates the
propositions of the network dimensions in Section 4.
Tandem Network: Consider a sequence of FJQN/Bs N =
{Ni}∞i=1 where Ni is a tandem network with a single source
and i downstream nodes. As i→∞, the sequence converges
to an infinite sequence of tandem queues, see Figure 2. It
Figure 2: Tandem Network.
is easily verified that Di = 2, L
∗
i = 1, and ∆i = i, for
all Ni, and Condition (1) is satisfied. Thus, the system is
throughput scalable under light-tailed service times.
However, in heavy-tailed scenarios, if the service times are
regularly varying with index α < 2, then the sequence will
not be throughput scalable. To see this, consider the recur-
rence equation for Tm,v(Ni) and the precedence graph Gi
for Ni. For simplicity, assume b = 1 (the argument easily
extends to the cases of any other constant buffer sizes). For
large m as a multiple of 3∆i, by dividing [0,m] into equal in-
tervals of length 3∆i, we can partition the precedence graph
into m
3∆i
layers as shown in Figure 3. By super-additivity
of the maximum weighted path (see Lemma 8), the weight
of the maximum weighted path from (m, v) to (m−6∆i, v)
is bounded below by the weight of the maximum weighted
path from (m, v) to (m−3∆i, v) plus the weight of the max-
imum weighted path from (m−3∆i, v) to (m−6∆i, v) minus
the weight on the duplicated point (m−3∆i, v). In essence,
this action is to add an additional constraint on the path
to go through the node (m−3∆i, v), which yields a lower
bound on the maximum weighted path. Repeating the ar-
gument for all layers, we can bound Tm,v(Ni), which is given
by the maximum weighted path pi∗(m,v);(0,0) by definition,
from below by the summation of Wei(pi∗j ) − Sm−3j∆i,v for
all j = 0, 1, . . . , m
3∆i
− 1, where pi∗j denotes the maximum
weighted path from (m− 3j∆i, v) to (m− 3(j + 1)∆i, v).
In layer j = 0, a path from (m, v) to (m−3∆i, v) may go
through any node (m′, v′)∈ML where ML={(m′, v′) : m′∈
[m−2∆i,m−∆i−1], v′ ∈ Vi} represents the ‘middle layer’
of layer j = 0. The weight of the maximum weighted path
in layer j = 0 (excluding the weight on the starting point
(m, v)) must be larger than the maximum weight of each
individual node in the ‘middle layer’, i.e. Wei(pi∗0)−Sm,v ≥
max(m′,v′)∈ML{Sm′,v′(Ni)}. Repeat the argument for all
layers and combine it with the lower bound on Tm,v(Ni).
Figure 3: Last Passage Percolation on Tandem Net-
work.
As service times are i.i.d., the expected value E [Tm,v(Ni)]
is bounded below by m
3∆i
· E [max(m′,v′)∈ML{Sm′,v′(Ni)}],
where the total number of choices for (m′, v′) is in the order
of ∆i|Vi| ∼ i2. By extreme value theory (see e.g. [25, Theo-
rem 3.3.7]), the maximum of n i.i.d. regularly varying (with
index α) random variables scaled by n1/αL1(n) converges
weakly to a Fre´chet distribution, where L1 is some slowly
varying function. Hence, we can show that E [Tm,v(Ni)/m]
grows at least in the order of 1
3∆i
· (∆i|Vi|)1/α ∼ i2/α−1 as
i → ∞. Then the throughput is at most in the order of
i1−2/α as i → ∞. Thus, for regularly varying service times
with index α < 2, the throughput decays to zero as the tan-
dem network expands. In fact, the existence of the second
moment of the service time distribution is known necessary
for scalability of tandem networks [43].
Binary Tree Network: In comparison, consider a se-
quence N = {Ni}∞i=1 where Ni is a binary tree network
with a root and i layers (see Figure 4). It can be verified
Figure 4: Binary Tree Network.
that Di = 3, L
∗
i = 1, and ∆i = i, for all Ni, and Con-
dition (1) is again satisfied, which is enough to guarantee
throughput scalability if service times are light-tailed. How-
ever, in heavy-tailed cases where service times are regularly
varying with any index α ∈ Z+, the throughput will not be
scalable. To see this, note that similar to the discussions in
the tandem network case, E [Tm,v(Ni)] is bounded below by
m
3∆i
· E [max(m′,v′)∈ML{Sm′,v′(Ni)}], where the total num-
ber of choices for (m′, v′) is in the order of ∆i|Vi| ∼ i2i.
Figure 5: 2-D Lattice Network.
This leads to an exponential growth of E [Tm,v(Ni)/m] and
hence the throughput decays exponentially fast to zero for
any given index α ∈ Z+ as the binary tree network expands.
Similar discussions appear in [12].
From the above two examples, we observe that in addition
to the network degree and the minimum level, the through-
put limit under heavy-tailed service times depends on how
fast the network grows, or essentially how many terms the
middle layer ML contains. In addition, we need to identify
the growth of the most critical part of the network. For in-
stance, if the network consists of a tandem part and a binary
tree part, then the asymptotic throughput will be dominated
by the binary tree part and will decrease to zero under reg-
ularly varying service times with any index α ∈ Z+. These
observations motivate us to introduce the metric of scaling
dimension in Section 4.1.
On the other hand, to provide sufficient conditions for
throughput scalability, we need additional analyses to estab-
lish an upper bound on E [Tm,v(Ni)] and to derive a strictly
positive lower bound on throughput limit. Here we briefly
demonstrate how to guarantee the scalability of regular lat-
tice networks.
Lattice Network: Consider a sequenceN = {Ni}∞i=1 where
Ni is a d-dimensional lattice network with i nodes on each
side (see e.g. Figure 5 for a 2-D lattice). Again, assume
b = 1. Similar to the discussions above, we can show that
E [Tm,v(Ni)/m] grows at least in the order of 13∆i ·(∆i|Vi|)
1/α ∼
i(d+1)/α−1 and hence any α< d+1 will make the sequence
not scalable. Meanwhile, we can show that any α>d+1 will
ensure the scalability of the sequence. To see this, first di-
vide [0,m] into equal intervals of length ∆i, for large m
as a multiplication of ∆i. The weight of the maximum
weighted path from (m, v) to (m − 2∆i, v′) for any v, v′
is bounded above by the weight of the maximum weighted
path from (m, v′1) to (m−∆i, v′′1 ), for all v′1, v′′1 , plus the
weight of the maximum weighted path from (m−∆i, v′2)
to (m−2∆i, v′′2 ), for all v′2, v′′2 . In essence, this action is
to relax the constraint on the path to be connected be-
tween two adjacent layers by choosing v′′1 and v
′
2 freely,
which yields an upper bound on the maximum weighted
path. Repeat the argument for all layers. As service times
are i.i.d., the expected value E [Tm,v(Ni)] is bounded above
by m
∆i
·E [max{Wei(pi)|pi : (2∆i, v′);(∆i, v′′)},∀v′, v′′ ∈ Vi].
Then we can show that the max term is bounded above by
the weight of a greedy lattice animal of size f(∆i) on a
(d+ 1)-dimensional lattice, where f(∆i) is a linear function
of ∆i. Then the sufficient condition α > d+ 1 follows from
the result on the linear growth of lattice animals [44].
In the above example of lattice networks, the scalability
is subject to the relationship between the service time tail
index α and the dimension of the lattice d. This motivates
us to further investigate such relationship in other networks.
However, for other networks that are not as regular as lat-
tices, we need to find a way to map the networks onto lattices
so as to measure their dimensions. As the network expands
in an arbitrary way along the sequence, we also need to de-
velop a method to map the whole irregular sequence onto
regular lattices and identify the lattice dimension that allows
such mapping. Such dimension is introduce as the extended
metric dimension in Section 4.2.
Overall, we observe that the throughput scalability condi-
tions in heavy-tailed cases are more complicated than that
in light-tailed cases. Essentially, the necessary condition de-
pends on the characterization of network growth as a func-
tion of network size and diameter; the sufficient condition
depends on the construction of lattices on which we can em-
bed the entire network sequence. These observations mo-
tivate us to propose two important geometrical concepts of
network dimensions in the next section.
4. CHARACTERIZATION OF SCALING
Consider an infinite sequence of FJQN/Bs N = {Ni}∞i=1,
where each Ni = (Vi, Ei) is a finite-sized FJQN/B with
|Vi| < ∞ and lim supi→∞ |Vi| = ∞. Let Gi be the undi-
rected counterpart of Ni. Each network Ni is associated
with network degree Di, minimum level L
∗
i , and diame-
ter ∆i. The following lemma is immediate as a graph with
bounded degree and diameter must have bounded size.
Lemma 2. For an infinite sequence of FJQN/Bs N =
{Ni}∞i=1, if lim supi→∞ |Vi| = ∞, then we must have either
lim supi→∞Di =∞, or lim supi→∞∆i =∞, or both.
The condition lim supi→∞Di < ∞ is shown necessary for
throughput scalability of FJQN/Bs with light-tailed service
times [68, 70]. The same argument holds in our heavy-tailed
service time settings. Thus, we focus on the cases where
lim supi→∞Di<∞ and lim supi→∞∆i=∞.
In the rest of this section, we first introduce the scaling
dimension as a way to characterize the growth of the most
critical part of the sequence N by a function of network
size and diameter. Then we introduce the extended metric
dimension as a way to map networks to lattices. The rela-
tionship between these two dimensions is further explored.
4.1 Scaling Dimension
As discussed in Section 3 through the tandem and the
binary tree examples, we need to characterize how fast the
network grows so as to investigate throughput scalability. To
this end, we propose the scaling dimension as follows. The
scaling dimension determines the throughput upper bound
and is used to provide a necessary condition on throughput
scalability of FJQN/Bs in our main result.
Definition 7. Consider an infinite sequence of FJQN/Bs
N ={Ni}∞i=1 under Condition 1. Let Ω
(I¯, N¯ ) be the collec-
tion of
(I¯, N¯ ) satisfying the following:
1) I¯={in}∞n=1 is a sequence of strictly increasing natural
numbers;
2) N¯ = {N¯in}∞n=1, where N¯in = (V¯in , E¯in) is a connected
subnetwork of Nin with V¯n ⊆ Vin and E¯n ⊆ Ein ;
3) ∆(N¯in)→∞ as n→∞.
The scaling dimension of the sequence N is defined as
dimS(N ) = sup
(I¯,N¯)∈Ω(I¯,N¯)
{
lim sup
n→∞
log |V¯in |
log ∆(N¯in)
}
. (15)
In words, the scaling dimension of a sequence of FJQN/Bs
is defined by the limsup ratio of log network size over log di-
ameter among all subsequences and subnetworks such that
the diameter goes to infinity. This characterizes the grow-
ing speed of the most critical part of the sequence. The
following lemmas demonstrate network examples and their
scaling dimensions. Note that the scaling dimension does
not depend on the direction of arcs in the networks.
Remark 1. If N converges to an infinite tandem net-
work (see Figure 2) where Ni has a source and i downstream
nodes, then we have |Vi| = i+ 1, ∆i = i, and dimS(N ) = 1.
Remark 2. If N converges to a d-dimensional lattice where
Ni has i nodes on each side (see e.g. Figure 5 for a 2-D lat-
tice), then we have |Vi| = id and ∆i = di− d. In this case,
the scaling dimension dimS(N ) is an integer and equals the
lattice dimension d.
Remark 3. If N converges to an infinite hexagon net-
work where Ni has i hexagons on each side (see Figure 6),
then we have |Vi| = 6i2, ∆i = 4i− 1, and dimS(N ) = 2.
Figure 6: Hexagon Network.
Remark 4. If N converges to an infinite tetrahedron pyra-
mid network where Ni has i layers (see Figure 7), then we
have |Vi| = 16 i3 + i2 + 116 i+ 1, ∆i = i, and dimS(N ) = 3.
Figure 7: Tetrahedron Pyramid Network.
Remark 5. If N converges to a Sierpinski triangle in a
way shown in Figure 8, then we have |Vi| = 3i−1 · 32 + 32
and ∆i = 2
i−1. The scaling dimension dimS(N ) is equal to
log2 3 ≈ 1.585, which is the Hausdorff dimension (see [26]).
Remark 6. If N converges to a binary tree (see Figure 4)
where Ni is a binary tree network with a root and i layers,
then we have |Vi| = 2i+1−1, ∆i = i, and hence dimS(N ) =
∞. In general, a tree with node degree ≥ 2 grows exponen-
tially fast (network size is an exponential function of the
diameter) which makes the scaling dimension infinite.
Figure 8: Sierpinski Triangle.
Remark 7. In cases where N does not converge to a reg-
ular pattern or even does not converge, the construction of
supremum over all subsequences and subnetworks enforces
that we focus on the most critical part as the network size
expands. For instance, consider a sequence N = {Ni}∞i=1
where Ni is a tandem network of 2
i arcs (shown in Fig-
ure 9) if i is odd, and Ni is a tandem network of 2
i arcs
attached by a binary tree of i layers (shown in Figure 10) if
i is even. For the sequence, we have
lim sup
i→∞
log |Vi|
log ∆(Ni)
=lim sup
i→∞
log
(
2i+1+
(
2i+1−2)·1i even)
log (2i + i · 1i even) =1,
(16)
where 1 is the indicator function. However, consider a sub-
sequence where in = 2n and let N¯in = (V¯in , E¯in) be the
binary tree part of in layers. We have
lim sup
n→∞
log |V¯in |
log ∆(N¯in)
= lim sup
n→∞
log
(
22n+1−1)
log(4n)
=∞. (17)
Hence, the scaling dimension of the sequence is infinite,
which is determined by the binary tree part.
Figure 9: Tandem Network.
Figure 10: Tandem + Binary Tree Network.
4.2 Extended Metric Dimension
As illustrated by the lattice network example in Section 3,
we look for methods to map networks onto regular lattices
and to identify the lattice dimension that allows such map-
ping. Toward this purpose, we introduce in this section the
traditional concept of a graph’s metric dimension [62, 33],
which allows a one-to-one mapping from nodes on a network
to points on a lattice. Then we propose the extended met-
ric dimension as a method to map a sequence of networks
onto lattices such that, for each network regardless of its
size, constantly many nodes can share the same position on
a lattice. The extended metric dimension determines the
throughput lower bound and is used to provide a sufficient
condition on throughput scalability of FJQN/Bs in our main
result. Such extension from the metric dimension to the ex-
tended metric dimension is critical to characterize how the
network scales along the sequence (as discussed in Remarks
8,9, and 10) and to diminish the gap between the necessary
and the sufficient conditions in our main result.
Let G = (V,E) be the undirected counterpart of a DAG
N = (V,E). The metric dimension of G, introduced by [62]
and [33], is defined as follows. See [15] for a detailed survey
on the metric dimension of a graph.
Definition 8. Let W = {w1, w2, . . . , wk} be an ordered
subset of nodes in a graph G = (V,E) with wt ∈ V , t =
1, 2, . . . , k. The metric representation of a node v with re-
spect to W is given by
r(v|W ) = (dis(v, w1), dis(v, w2), . . . , dis(v, wk)). (18)
where dis(v, w) denotes the distance between v and w.
Definition 9. A set W = {w1, w2, . . . , wk} ⊆ V is a
resolving set for G = (V,E) if ∀u, v ∈ V , u 6= v, we have
r(u|W ) 6= r(v|W ).
Definition 10. [62, 33] The metric dimension of a graph
G = (V,E), denoted as dimM (G), is the minimum cardinal-
ity k of a resolving set W = {w1, w2, . . . , wk} for G. A
resolving set with cardinality k = dimM (G) is called a basis
for G.
Figure 11 shows a graph with a resolving set with cardi-
nality 2 and the corresponding metric representation of each
node. It is easy to verify that the graph has metric dimen-
sion 2, as no single node can be a resolving set of the graph.
Figure 11: Example of Resolving Set {v1, v4} and
Metric Representation.
A finite graph with n nodes can have metric dimension
from 1 to n− 1. See [19] for characterizations of the metric
dimension of some infinite graphs. Finding the metric di-
mension for general graphs is NP-Complete [30]. However,
we have the following lemmas on the metric dimensions of
some special graphs.
Lemma 3. [15, Theorem 2] The metric dimension of a
path is 1.
Lemma 4. [15, Theorem 3] The metric dimension of a
complete graph with size n is n− 1.
Lemma 5. [39, Theorem 2.5] The metric dimension of a
d-dimensional grid (d ≥ 2) is d.
Next, we adopt the idea of representing nodes by distances
to others whereas we focus on how to represent the nodes so
that boundedly many nodes can share the same representa-
tion as the network size grows to infinite. We propose the
following definitions of the extended metric representation
and the extended resolving set for a graph.
Definition 11. Let W = {W1,W2, . . . ,Wk} be an or-
dered set of subsets of nodes in a graph G = (V,E) with
Wt ⊆ V , t = 1, 2, . . . , k. The extended metric representa-
tion of a node v with respect to W is given by
r¯(v|W) = (dis(v,W1), dis(v,W2), . . . , dis(v,Wk)), (19)
where dis(v,Wt) is the shortest distance between v and any
node in Wt, t = 1, 2, . . . , k.
Definition 12. A set W = {W1,W2, . . . ,Wk} of subsets
of V is a Λ-extended resolving set for G = (V,E), if ∀v ∈
V , the number of nodes u ∈ V with r¯(u|W) = r¯(v|W) is
bounded above by a constant Λ > 0.
Based on the extended metric representation and the ex-
tended resolving set, we propose the following concept of
extended metric dimension.
Definition 13. Consider an infinite sequence of FJQN/Bs
N = {Ni}∞i=1. The extended metric dimension of N , de-
noted as dimEM (N ), is the minimum integer k such that
∀i ∈ Z+, the undirected counterpart Gi = (Vi, Ei) of Ni has
a Λ-extended resolving set Wi with cardinality ≤ k, where
Λ > 0 is a constant independent of i.
In words, the extended metric dimension of a sequence of
FJQN/Bs is defined by the minimum integer k such that
every network within the sequence has a set of subsets of
nodes as a coordinate system that identifies all nodes in
the network up to a constant level. This characterizes the
dimension of the coordinate system to embed the whole net-
work sequence in a way that constantly many nodes can be
mapped to the same position. One can interpret the ex-
tended metric dimension as the least number of coordinates
needed to describe the network viewed far away as it ex-
pands. Note that the extended metric dimension does not
rely on the direction of arcs in the networks. Also, note that
the definition of the extended metric dimension does not re-
quire lim supi→∞Di <∞. However, if lim supi→∞Di =∞,
then we can show that dimEM (N ) = ∞ as we will need a
coordinate system of infinite size to describe a node with in-
finitely many neighbors. Hence we focus on the cases where
lim supi→∞Di<∞ and lim supi→∞∆i=∞.
Regarding with the difference between the metric dimen-
sion and the extended metric dimension, we first note that
dimEM (N ) ≤ supi dimM (Gi) as the extended metric di-
mension is a generalization of the metric dimension. In
some cases, the inequality holds tight (see e.g. Remarks 11
and 12). However, in many other cases, the gap exists and
can be small, or large, or even infinitely large as shown in
the following examples. This observation partially reveals
the reason why it is the extended metric dimension but not
the metric dimension that determines the throughput scal-
ability of FJQN/Bs.
Remark 8. Consider an example where Ni is a cycle net-
work shown in Figure 12. Suppose Ni has i nodes on the top
path and i nodes on the bottom path. The metric dimension
of the underlying Gi is 2, as any pair of adjacent nodes forms
a resolving set and any single node cannot resolve the graph.
However, the extended metric dimension of N = {Ni}∞i=1
is 1, as any single node is a 2-extended resolving set with
cardinality 1 for Gi.
Figure 12: Cycle Network.
Remark 9. Consider an example where Ni is a complete-
graph C of fixed size |C| ∈ Z+ attached by a tandem network
of size i shown in Figure 13. The metric dimension of Gi
is |C| − 1 by Lemma 4. However, the extended metric di-
mension of N = {Ni}∞i=1 is 1 by choosing Wi = {C} which
forms a |C|-extended resolving set with cardinality 1 for Gi,
∀i ∈ Z+. In this case, the gap between the metric dimension
and the extended metric dimension can be any large constant
depending on |C|. Also, note that the scaling dimension of N
is 1 which is determined by the scaling tandem part instead
of the fixed-sized complete-graph part. Moreover, if |C| also
scales to infinity as i → ∞, then we have dimEM (N ) = ∞
as the network degree is not bounded above.
Figure 13: Complete-graph + Tandem Network.
Remark 10. Consider an example where Ni is a ladder
network with i rungs as shown in Figure 14. The metric
dimension of the underlying Gi is i (except when i= 2 the
metric dimension is 3), as the two nodes on any rung have
identical distances to any other node. However, the extended
metric dimension of N = {Ni}∞i=1 is 1, as the leftmost rung
is a 2-extended resolving set with cardinality 1 for Gi. In this
case, the gap between the metric dimension and the extended
metric dimension goes to infinity as i→∞.
Figure 14: Ladder Network.
4.3 Relationship Between Dimensions
In this section, we explore the relationship between the
scaling dimension and the extended metric dimension. We
first show that the scaling dimension is bounded above by
the extended metric dimension. Then we conjecture that the
extended metric dimension is bounded above by the ceiling
of the scaling dimension, which, if true, implies that the gap
is less than 1. Finally, we present examples to show the
cases when the two dimensions coincide and when there is a
gap.
Lemma 6. Consider an infinite sequence of FJQN/Bs un-
der Condition (1). We have
dimS(N ) ≤ dimEM (N ). (20)
Proof. Suppose dimEM (N ) = k. By definition, there
must exists a constant Λ > 0 such that ∀i ∈ Z+, the
graph Gi = (Vi, Ei) has a Λ-extended resolving set Wi =
{W (i)1 ,W (i)2 , . . . ,W (i)ki } with cardinality ki ≤ k.
For all i ∈ Z+, consider any node v∗ ∈ Vi. For all the
nodes v ∈ Vi that are within n distance away from v∗, we
have |dis(v,W (i)t ) − dis(v∗,W (i)t )|≤n, ∀t= 1, . . . , ki. Thus,
the number of distinct r(v|W) for all these nodes is bounded
above by (2n+ 1)ki . By definition of the extended resolving
set, there are at most Λ(2n + 1)ki many nodes in Vi that
are within n distance away from any node v∗. Thus, for
any subsequence of connected subnetworks N¯ = {N¯in}∞n=1,
where N¯in = (V¯in , E¯in), we have ∀in
|V¯in | ≤ Λ(2∆(N¯in) + 1)ki ≤ Λ(2∆(N¯in) + 1)k. (21)
Thus, for any N¯ = {N¯in}∞n=1 with ∆(N¯in)→∞ as n→∞,
we have
lim sup
n→∞
log |V¯in |
log ∆(N¯in)
≤ lim sup
n→∞
log
(
Λ · (2∆(N¯in) + 1)k
)
log ∆(N¯in)
= k.
(22)
Consequently,
dimS(N ) = sup
N¯
{
lim sup
n→∞
log |V¯in |
log ∆(N¯in)
}
≤ k = dimEM (N ).
(23)
We also conjecture that the extended metric dimension is
bounded above by the ceiling of the scaling dimension.
Conjecture 1. Consider an infinite sequence of FJQN/Bs
N ={Ni}∞i=1 under Condition (1). We have
dimEM (N ) ≤ ddimS(N )e. (24)
To verify Conjecture 1, we present the following remarks.
The remarks show that in common cases where the scaling
dimension is an integer, the two dimensions coincide, as im-
plied by Lemma 6 and Conjecture 1. The last remark on a
Sierpinski triangle shows that in the cases of fractals with
non-integer scaling dimension, a non-trivial gap between the
two dimensions exists. Moreover, we note that even in the
Sierpinski triangle case, Conjecture 1 still holds.
Remark 11. Consider a sequence N that converges to an
infinite tandem network (Figure 2). Let Ni be the tandem
network with a source and i downstream nodes. In this case,
dimS(N ) = dimEM (N ) = 1. (25)
To see this, note that dimS(N )=1 as discussed in Remark 1.
By Lemma 3, graph Gi has metric dimension 1, ∀i ∈ Z+.
Thus, 1 = dimS(N ) ≤ dimEM (N ) ≤ supi dimM (Gi) = 1.
The result also extends to other tandem-alike networks such
as series-parallel networks (Table 1 (b)), tandem-component
networks (Table 1(c)), and ladder networks (Table 1(d)).
The extended metric dimension in all these cases remains
to be one, although the metric dimension of the underlying
graph may not be one.
Remark 12. Consider a sequence N that converges to a
d-dimensional lattice (see e.g. Figure 5 for a 2-D lattice).
Let Ni be the d-dimensional lattice network with i nodes on
each side. In this case,
dimS(N ) = dimEM (N ) = d. (26)
To see this, note that dimS(N ) = d as discussed in Re-
mark 2. By Lemma 5, the underlying graph Gi has metric
dimension d, ∀i∈Z+. Thus, d= dimS(N )≤ dimEM (N )≤
supi dimM (Gi)=d.
Remark 13. Consider a sequence N that converges to an
infinite hexagon network as shown in Figure 6. Let Ni be
the network with i hexagons on each side. In this case,
dimS(N ) = dimEM (N ) = 2. (27)
To see this, note that dimS(N )=2 as discussed in Remark 3.
On the other hand, we can let W
(i)
1 be the set of hexagons
on one side of Ni and let W
(i)
2 be the set of hexagons on
an adjacent side of Ni. The set Wi = {W (i)1 ,W (i)2 } resolves
each hexagon and hence resolves the entire graph up to a
constant level. Thus, dimEM (N ) ≤ 2. In sum, we have
2=dimS(N )≤dimEM (N )≤2.
Remark 14. Consider a sequence N that converges to an
infinite tetrahedron pyramid as shown in Figure 7. Let Ni
be the network with a vertex and i layers. In this case,
dimS(N ) = dimEM (N ) = 3. (28)
To see this, note that dimS(N )=3 as discussed in Remark 4.
On the other hand, we can let W
(i)
1 be the vertex of the
pyramid, let W
(i)
2 be the set of nodes on one surface of the
pyramid that contains the vertex, and let W
(i)
3 be the set of
nodes on another surface of the pyramid that contains the
vertex. In this way, every node in Ni has a unique extended
metric representation, as distance to W
(i)
1 represents layer
number and distances to W
(i)
2 and W
(i)
3 represent the loca-
tion on a layer. Thus, dimEM (N ) ≤ 3. In sum, we have
3=dimS(N )≤dimEM (N )≤3.
Remark 15. Consider a sequence N that converges to
a Sierpinski triangle as shown in Figure 8. Let Ni be the
network with 2i−1 edges on the side of the largest triangle.
In this case, the extended metric dimension equals the celling
of the scaling dimension, i.e.
dimEM (N ) = ddimS(N )e = dlog2 3e = 2. (29)
To see this, note that no single subset of nodes in Ni can
resolve the graph up to any constant level. But we can let
W
(i)
1 be the set of nodes on one side of the largest triangle
in Ni and let W
(i)
2 be the set nodes on another side of the
largest triangle so that Wi = {W (i)1 ,W (i)2 } can fully resolve
the graph. Hence dimEM (N ) = 2. Meanwhile, dimS(N ) =
log2 3 as discussed in Remark 5. This example verifies our
Conjecture 1.
5. EXAMPLES
This section further discusses the examples illustrated in
Table 1. We illustrate how to use the relations between net-
work dimensions and service time tails to identify through-
put scalability. Recall that service times are i.i.d. regularly
varying with index α ∈ R+.
Tandem/Tandem-alike Network: Consider a tandem
FJQN/B as shown in Table 1(a). Let Ni be the tandem
network with a source and i downstream nodes.
For this system, dimS(N ) = dimEM (N ) = 1 as discussed
in Remark 11. Based on Theorem 1, the network throughput
is scalable if α > 2 and only if α ≥ 2.
Our results also extend to other tandem-alike networks,
e.g. a series-parallel network with bounded network degree
(Table 1(b)), a tandem-component network with finite-size
components (Table 1(c)), and a ladder network (Table 1(d)).
For all these networks as they expand, the scaling dimension
and the extended metric dimension are equal to 1. Hence
the throughput scalability conditions are the same as those
in the tandem case.
Lattice Network: Consider a 2-D lattice FJQN/B as shown
in Table 1(e). Let Ni be the 2-D lattice network with i × i
nodes.
For this system, dimS(N ) = dimEM (N ) = 2 as discussed
in Remark 12. Based on Theorem 1, the network throughput
is scalable if α > 3 and only if α ≥ 3. Similar to the discus-
sion of tandem and tandem-alike networks, the results here
can be extended to other lattice-alike networks. In general,
a d-dimensional lattice/lattice-alike FJQN/B with growing
size is throughput scalable if α > d+1 and only if α ≥ d+1.
Hexagon Network: Consider a hexagon FJQN/B as shown
in Table 1(g). LetNi be the hexagon network with i hexagons
on each side.
For this system, dimS(N ) = dimEM (N ) = 2 as discussed
in Remark 13. Based on Theorem 1, the network throughput
is scalable if α > 3 and only if α ≥ 3.
Tetrahedron Pyramid Network: Consider a tetrahe-
dron pyramid FJQN/B with growing layers as shown in Ta-
ble 1(h). Let Ni be the pyramid network with a vertex and
i layers.
For this system, dimS(N ) = dimEM (N ) = 3 as discussed
in Remark 14. Based on Theorem 1, the network throughput
is scalable if α > 4 and only if α ≥ 4.
Fractal Network: Consider a sequence of FJQN/Bs that
converges to a Sierpinski triangle as shown in Table 1(i). Let
Ni be the network with 2
i−1 edges on the side of the largest
triangle.
For this system, dimS(N ) = log2 3 and dimEM (N ) = 2 as
discussed in Remark 15. Based on Theorem 1, the network
throughput is scalable if α > 3 and only if α ≥ 1 + log2 3.
Binary Tree Network: Consider a binary tree FJQN/B
with growing leaves as shown in Table 1(j). Let Ni be the
binary tree network with a root and i layers.
The network has exponential growth and dimS(N ) =
dimEM (N ) =∞. Based on Theorem 1, the network through-
put is not scalable for any α ∈ R+. Similar discussion ap-
pears in [12] where light-tailed service time distribution is
shown necessary for throughput scalability. In general, we
have the following corollary.
Corollary 1. Consider an infinite sequence of FJQN/Bs
N = {Ni}∞i=1 with lim supi→∞ |Vi| = ∞. Suppose ser-
vice times are i.i.d. regularly varying with index α ∈ R+.
If Ni grows exponentially fast, i.e. there exist constants
C1, C2 > 0 such that |Vi| ≥ C1 · eC2∆i , ∀i ∈ Z+, then the
sequence N is not throughput scalable.
6. PROOF OF THEOREM 1
Consider an infinite sequence of FJQN/Bs N = {Ni}∞i=1,
where Ni = (Vi, Ei) is associated with an underlying undi-
rected graph Gi, network degree Di, minimum level L
∗
i , and
diameter ∆i. We first propose the following theorems. See
Appendices C and D for the detailed proofs.
Theorem 2. Consider an infinite sequence of FJQN/Bs
N = {Ni}∞i=1 with lim supi→∞ |Vi| = ∞. Suppose service
times are i.i.d. regularly varying with index α > 1. Under
Condition (1), the sequence N is NOT throughput scalable
if dimS(N ) > α− 1.
Theorem 3. Consider an infinite sequence of FJQN/Bs
N = {Ni}∞i=1 with lim supi→∞ |Vi| = ∞. Suppose service
times are i.i.d. regularly varying with index α > 1. Under
Condition (1), the sequence N is throughput scalable if ∃K ∈
Z+, K ≥ 1 such that (4) holds and dimEM (N ) ≤ K − 1.
Theorems 2 and 3 allow us to complete the proof of the
main result. The necessary part directly follows from The-
orem 2. Note that when lim supi→∞ |Vi| = ∞ and Condi-
tion (1) holds, we must have lim supi→∞∆i =∞ and hence
the network scaling dimension is well defined. The sufficient
part is by having
K = dimEM (N ) + 1 < α. (30)
Thus, there exists 0 <  < α−K such that E [σK+] < ∞
which is a condition stronger than (4). Then applying The-
orem 3 yields the result.
Lemma 6 and Conjecture 1 imply that when the scaling
dimension is an integer, it equals the extended metric di-
mension. In such case, we have the following corollary.
Corollary 2. Consider an infinite sequence of FJQN/Bs
N = {Ni}∞i=1 with lim supi→∞ |Vi| = ∞. Suppose service
times are i.i.d. regularly varying with index α. Suppose
Condition (1) holds and dimS(N ) = dimEM (N ) = K − 1,
where K ≥ 2, K ∈ Z+. The sequence N is throughput scal-
able if E
[
σK+
]
<∞ and only if E [σK] <∞.
7. CONCLUSION
This paper investigates throughput scalability of fork-join
queueing networks with blocking under heavy-tailed service
times. In particular, we focus on cases where service times
are regularly varying with index α. We introduce two topo-
logical concepts for generally structured FJQN/Bs: scaling
dimension and extended metric dimension. We show that a
sequence of FJQN/Bs is throughput scalable if its extended
metric dimension < α − 1 and only if its scaling dimension
≤ α − 1. The results apply to a list of FJQN/Bs includ-
ing tandem, lattice, hexagon, and tetrahedron pyramid net-
works, where the two dimensions coincide and the proposed
conditions are almost tight. Even for fractals where the two
dimensions don’t coincide, we conjecture the gap between
the necessary condition and the sufficient condition is less
than one. Our analysis is based on last-passage percolation,
extreme value theory, and lattice animal argument. The
results can be useful for designing large-scale parallel and
distributed processing systems in heavy-tailed service time
environment as well as for analysis of other scaling networks
or fractals such as social networks, electrical grid, Internet
of Things, etc.
In this paper, we conjecture that the extended metric di-
mension is upper bounded by the ceiling of the scaling di-
mension. Future research could focus on exploring the con-
jecture so as to close the gap for fractals with non-integer
Hausdorff dimensions. A second research direction is to in-
vestigate the benefit of job replication strategies for system
performance. Job replication strategies are applied in [67]
in parallel computing systems with heavy-tailed execution
times to reduce latency. It is still open to devise the opti-
mal replication strategy for general parallel and distributed
processing systems and to understand the role of job repli-
cation in guaranteeing throughput scalability. A third di-
rection is to generalize our results to scenarios where re-
source capabilities, such as storage and processing speed,
are also improving as the network scales in size. These im-
provements should intuitively reduce synchronization bur-
den of parallel and distributed processing systems and mit-
igate throughput degradation. Lastly, it is interesting to
generalize our analyses from the basic FCFS queueing dis-
cipline to other disciplines, such as processor sharing and
priority rules, so as to design scalable computing systems
with processor sharing virtual machines and user-specified
quality-of-service targets.
APPENDIX
A. PRELIMINARIES ON PRECEDENCE
GRAPH
Given a FJQN/B N = (V,E), the corresponding prece-
dence graph G = (V, E) has been defined in section 2.2. The
following lemmas will be useful in later proofs.
Name the arcs in EI , EII , EIII (defined in (10)) as Type I,
Type II, Type III arcs, respectively. The following lemma
provides an upper bound on the number of arcs on a path
in the precedence graph.
Lemma 7. Consider a path pi(m,v);(0,v) from (m, v) to
(0, v) for any v ∈ V . The number of arcs on pi(m,v);(0,v) is
upper bounded by∣∣pi(m,v);(0,v)∣∣ ≤ max{L∗(N) + 1, b} ·m/b, (31)
and the number of Type III arcs on pi(m,v);(0,v) is upper
bounded by ∣∣∣piIII(m,v);(0,v)∣∣∣ ≤ m/b. (32)
Proof. Introduce the following function
φ : (m, v) 7→ max{(c+ 1)/b, 1} ·m+ l∗N (v), (33)
where c = L∗(N) is the minimum level of the FJQN/B
network N = (V,E), and l∗N (v) is the corresponding optimal
topological labelling on node v.
For Type I arcs: (m, v)→ (m,u) with (u, v) ∈ E, we have
φ(m, v)− φ(m,u) = l∗N (v)− l∗N (u) ≥ 1. (34)
For Type II arcs: (m, v)→ (m− 1, v) with m ≥ 1, we have
φ(m, v)− φ(m− 1, v) = max{(c+ 1)/b, 1} ≥ 1. (35)
For Type III arcs: (m, v)→ (m− b, u) with (v, u) ∈ E,m ≥
b, we have
φ(m, v)−φ(m−b, u) = max{(c+1)/b, 1}b−[l∗(u)−l∗(v)]
≥ max{c+ 1, b} − c ≥ 1. (36)
In summary, we know that φ decreases by at least one for
each arc in E . Thus,∣∣pi(m,v);(0,v)∣∣ ≤ φ(m, v)− φ(0, v)
= max{(c+ 1)/b, 1} ·m
= max{c+ 1, b} ·m/b. (37)
The upper bound on
∣∣piIII(m,v);(0,v)∣∣ is trivial, as each Type III
arc goes from m to m− b.
LetWei(pi∗(m,v);(m′′,v′′))=max{Wei(pi)
∣∣pi : (m, v);(m′′, v′′)}.
We have the following lemma on the super-additive property
of the maximum weighted path (see e.g. [12, 43, 45]).
Lemma 8. ∀v, v′, v′′ ∈ V , ∀m,m′,m′′ such that paths
(m, v); (m′, v′) and (m′, v′); (m′′, v′′) exist in G,
Wei(pi∗(m,v);(m′′,v′′)) ≥ Wei(pi∗(m,v);(m′,v′))
+Wei(pi∗(m′,v′);(m′′,v′′))
−Sm′,v′(N). (38)
The following lemma is immediate by construction.
Lemma 9. ∀v, v′ ∈ V , ∀m,m′ such that m−m′ ≥ ∆(N)b,
we can always find a path pi : (m, v);(m′, v′) in G.
B. MAXIMAANDEXTREMEVALUETHE-
ORY
Let Mn = max {σ1, σ2, . . . , σn}, where σ1, σ2, . . . , σn are
i.i.d. with distribution Fσ. Suppose there exist normalizing
constants an > 0, bn such that
P
[
Mn − bn
an
≤ x
]
= Fσ(anx+ bn)
n → H(x) as n→∞.
(39)
When (39) holds, we say that Fσ belongs to the Maximum
Domain of Attraction (MDA) ofH. By extreme value theory
(see e.g. [29, 25, 17]), H(x) must fall into one of three
distribution classes: Weibull, Gumbel, and Fre´chet. When
Fσ has a short tail or an exponential tail, it belongs to the
MDA of H for the first two classes, respectively. When Fσ
is regularly varying with index α > 0, it has a long tail and
belongs to the MDA of H for the Fre´chet class [17], where
Fre´chet : Φα(x) =
{
0, x < 0;
exp{−xα}, x ≥ 0, α > 0. (40)
C. PROOF OF THEOREM 2
Suppose dimS(N ) > α− 1. We will show the sequence N
is not throughput scalable. The proof consists of two parts:
a) constructing an upper bound on liminf of throughput;
b) showing the upper bound equals zero by extreme value
theory.
Part a: constructing an upper bound on liminf of throughput.
Since dimS(N ) > α − 1, there must exist a constant K
such that dimS(N ) > K−1 > α−1. By Definition 7, there
must exist a subsequence of subnetworks N¯ = {N¯ij}∞j=1
with V¯ij ⊆ Vij , E¯ij ⊆ Eij , ∆(N¯ij )→∞ as j →∞, and
lim sup
j→∞
log |V¯ij |
log ∆(N¯ij )
> K − 1. (41)
This implies there further exists a subsequence of N¯ , de-
noted as N¯ ′ = {N¯ijn }∞n=1, with ∆(N¯ijn ) → ∞ as n → ∞
and limn→∞
log |V¯ijn |
log ∆(N¯ijn
)
> K − 1. For simplicity, let N¯ ′n =
N¯ijn , V¯
′
n = V¯ijn , and E¯
′
n = E¯ijn , for n ∈ Z+. Then N¯ ′ =
{N¯ ′n}∞n=1 is an infinite sequence of connected FJQN/Bs with
∆(N¯ ′n)→∞ as n→∞, and
lim
n→∞
log |V¯ ′n|
log ∆(N¯ ′n)
> K − 1. (42)
By the monotonicity on throughput with respect to network
inclusion (see [7]) and the construction of subsequences,
lim inf
i→∞
θ(Ni)≤ lim inf
j→∞
θ(Nij )≤ lim inf
j→∞
θ(N¯ij )≤ lim inf
n→∞
θ(N¯ ′n).
(43)
Next, we will construct an upper bound on lim infn→∞ θ(N¯ ′n).
Denote ∆(N¯ ′n) = ∆n. For large m as a multiple of 3∆nb,
by dividing [0,m] into equal intervals of length 3∆nb, we
can partition the precedence graph Pn of network N¯ ′n into
m
3∆nb
layers. Let pi∗j denote the maximum weighted path
in layer j from (m − 3j∆nb, v) to (m − 3(j + 1)∆nb, v)
where j = 0, 1, . . . , m
3∆nb
− 1. By the super-additive prop-
erty (see Lemma 8), the weight of the maximum weighted
path from (m, v) to (0, v) is bounded below by the sum of
Wei(pi∗j ) − Sm−3j∆nb,v over all j. Essentially, this lower
bound comes from adding a constraint that the path con-
tains nodes (m−3j∆nb, v) for all j. Together with Lemma 1,
we have
Tm,v(N¯
′
n) ≥
m
3∆nb
−1∑
j=0
Wei(pi∗j )− Sm−3j∆nb,v(N¯ ′n). (44)
Within each layer j, by Lemma 9, we can always find a path
(m − 3j∆nb, v) ; (m′, v′) ; (m − 3(j + 1)∆nb, v) in the
precedence graph Gn for any (m′, v′) satisfying
m′ ∈ [m− 3j∆nb− 2∆nb,m− 3j∆nb−∆nb− 1] (45)
v′ ∈ V¯ ′n (46)
Therefore, Wei(pi∗j )− Sm−3j∆nb,v(N¯ ′n) must be larger than
the maximum weight of (m′, v′) among all above possible
choices. Using Lemma 1 and the above discussion on the
maximum weighted path, we have
Tm,v(N¯
′
n) ≥
m
3∆nb
−1∑
j=0
max
Sm′,v′
∣∣∣∣∣∣∣
m′ ≥ m− 3j∆nb− 2∆nb
m′ < m− 3j∆nb−∆nb
v′ ∈ V¯ ′n
 .
(47)
Since the service times are i.i.d., we have
E [RHS in (47)] = m
3∆nb
E
[
max{Sm′,v′ |0≤m′<∆nb, v′∈ V¯ ′n}
]
.
(48)
Thus,
E
[
Tm,v(N¯
′
n)
] ≥ m
3∆nb
E
[
max{Sm′,v′ |0≤m′<∆nb, v′∈ V¯ ′n}
]
.
(49)
Thus, by throughput definition (7),
θ(N¯ ′n) ≤
(
E
[
max{Sm′,v′ |0 ≤ m′ < ∆nb, v′ ∈ V¯ ′n}
]
3∆nb
)−1
.
(50)
Equation (42) implies there exist constants c > 0, n0 ∈ Z+
such that
|V¯ ′n| ≥ c ·∆K−1n , ∀n ≥ n0. (51)
Thus, for all n ≥ n0, the total number of different choices
in the max term in (50) is bounded below by c∆K−1n ∆nb.
Consider i.i.d. random variables {σh}h≥1 following distri-
bution Fσ. For all n ≥ n0, we have
E
[
max{Sm′,v′ |0≤m′<∆nb, v′∈ V¯ ′n}
] ≥ E [Mgn ] . (52)
where gn := c∆
K
n b and Mh := max {σ1, σ2, . . . , σh}. Thus,
lim inf
i→∞
θ(Ni) ≤ lim inf
n→∞
θ(N¯ ′n) ≤
(
lim sup
n→∞
E [Mgn ]
3∆nb
)−1
. (53)
Part b: showing the upper bound equals zero by extreme value
theory.
By construction, ∆n →∞ as n→∞ and hence gn →∞
as n → ∞. As Fσ is regularly varying with index α, by
extreme value theory [25, Theorem 3.3.7], we know that Fσ
belongs to the Maximum Domain of Attraction of Fre´chet
distribution Φα and
Yn :=
max {σ1, σ2, . . . , σgn}
g
1/α
n L1(gn)
d−→ Φα, (54)
where L1 is some slowly varying function. By the property
of convergence in distribution (see e.g. [10, Theorem 25.11]),
we have
lim inf
n→∞
E [Yn] ≥ E [Φα] > 0. (55)
This implies that ∀ > 0, there exists n > 0 such that
∀n ≥ n we have
E [Yn] ≥ lim inf
n→∞
E [Yn]−  ≥ E [Φα]− . (56)
Let 0 <  < E [Φα]. We have, ∀n ≥ n
E [Yn] ≥ E [Φα]−  > 0. (57)
Now consider
lim sup
n→∞
E [Mgn ]
3∆nb
=
(cb)1/K
3b
lim sup
n→∞
(
E [Yn] · L1(gn) · g1/α−1/Kn
)
.
(58)
Note that limn→∞ g
1/α−1/K
n = ∞ as α < K. By the basic
property of slowly varying function (see e,g. [48, Remark
1.2.3]), we have
lim
n→∞
(
L1(gn) · g1/α−1/Kn
)
=∞. (59)
Applying (57) yields
lim sup
n→∞
(
E [Yn] · L1(gn) · g1/α−1/Kn
)
≥ lim sup
n→∞
(
(E [Φα]− ) · L1(gn) · g1/α−1/Kn
)
= (E [Φα]− ) lim sup
n→∞
(
L1(gn) · g1/α−1/Kn
)
= ∞. (60)
Thus,
lim sup
n→∞
E [Mgn ]
3∆nb
=∞. (61)
Consequently,
lim inf
i→∞
θ(Ni) ≤ lim inf
n→∞
θ(N¯ ′n) ≤
(
lim sup
n→∞
E [Mgn ]
3∆nb
)−1
= 0.
(62)
D. PROOF OF THEOREM 3
Before showing Theorem 3, we need the following lemma
which says that if the metric dimension of all Gi’s in the
sequence is no larger than K − 1, then we can embed all
precedence graphs Pi’s of Ni’s into a K-dimensional lattice,
and Condition (4) ensures that the sequence is throughput
scalable.
Lemma 10. Consider an infinite sequence of FJQN/Bs
N = {Ni}∞i=1 under i.i.d. regularly varying service times
with index α> 1. Under Condition (1), the sequence N is
throughput scalable if ∃K ∈ Z+, K ≥ 1 such that (4) holds
and dimM (Gi) ≤ K − 1, ∀i ∈ Z+.
Proof. (for Lemma 10). The proof consists of two
parts: a) constructing a lower bound on liminf of through-
put; b) showing the lower bound is strictly positive by map-
ping networks onto lattices.
Part a: constructing a lower bound on liminf of throughput.
Let ∆˜i+1 = max{∆i+1, ∆˜i} ∀i ∈ Z+, and ∆˜1 = ∆1. We
have ∆˜i ≥ ∆i and ∆˜i+1 ≥ ∆˜i, ∀i ∈ Z+. Note that {∆˜i}∞i=1
is monotone and limi→∞ ∆˜i=∞.
Let Pi = (Vi, Ei) be the precedence graph of Ni. By
Lemma 1, Tm,v(Ni) is given by the maximum weighted path
from (m, v) to (0, v′) in Pi for all v′ ∈ Vi. Denote this path
by Π∗. For large m as a multiple of ∆˜ib, by dividing [0,m]
into equal intervals of length ∆˜ib, we can partition Pi into
m
∆˜ib
layers, where
layer j: [m−(j+1)∆˜ib,m−j∆˜ib], j=0, 1, . . . , m
∆˜ib
−1. (63)
The chunk of Π∗ within layer j can always be fully covered
by some path pij from the top of the layer to the bottom of
the layer, where the weight of pij is bounded above by the
weight of the maximum weighted path in layer j as follows.
Wei(pij) ≤ max
pi
Wei(pi)
∣∣∣∣∣∣∣
pi from (m− j∆˜ib, v′j)
to (m− (j + 1)∆˜ib, v′′j )
∀v′j , v′′j ∈ Vi
 .
(64)
Thus, we can upper bound Tm,v(Ni) by the sum weight of
maximum weighted paths in each layer, namely,
Tm,v(Ni)≤
m
∆˜ib
−1∑
j=0
max
pi
Wei(pi)
∣∣∣∣∣∣∣
pi from (m− j∆˜ib, v′j)
to (m− (j + 1)∆˜ib, v′′j )
∀v′, v′′ ∈ Vi
 .
(65)
Essentially, this upper bound comes from relaxing the con-
straint that the path is connected between adjacent layers.
Since the service times are i.i.d., we have
E [RHS in (65)] = m
∆˜ib
E
max
pi
Wei(pi)
∣∣∣∣∣∣∣
pi from (2∆˜ib, v
′)
to (∆˜ib, v
′′)
∀v′, v′′ ∈ Vi

 .
(66)
Thus, by throughput definition (7),
θ(Ni) ≥
 1
∆˜ib
E
max
pi
Wei(pi)
∣∣∣∣∣∣∣
pi from (2∆˜ib, v
′)
to (∆˜ib, v
′′)
∀v′, v′′ ∈ Vi



−1
.
(67)
By Lemma 9, there always exists a path from (3∆˜ib, v) to
(2∆˜ib, v
′) and a path from (∆˜ib, v′′) to (0, v), ∀v, v′, v′′ ∈ Vi.
Thus, we have
max
pi
{
Wei(pi)|pi : (2∆˜ib, v′); (∆˜ib, v′′), ∀v′, v′′ ∈ Vi
}
= max
v′,v′′∈Vi
{
Wei(pi∗(2∆˜ib,v′);(∆˜ib,v′′))
}
≤ max
v′,v′′∈Vi
{
Wei(pi∗(3∆˜ib,v˜);(2∆˜ib,v′))− S2∆˜ib,v′(Ni)
+Wei(pi∗(2∆˜ib,v′);(∆˜ib,v′′))
+Wei(pi∗(∆˜ib,v′′);(0,v˜))− S∆˜ib,v′(Ni)
}
≤ max
pi
{
Wei(pi)|pi : (3∆˜ib, v˜); (0, v˜)
}
, (68)
where the last inequality is by the supper additive property
of the maximum weighted path (see Lemma 8). Let
pi∗3∆˜ib,v˜ := argmaxpi
{
Wei(pi)|pi : (3∆˜ib, v˜); (0, v˜)
}
. (69)
Combining (67) and (68) yields
lim inf
i→∞
θ(Ni) ≥ lim inf
i→∞
(
E
[
Wei
(
pi∗
3∆˜ib,v˜
)
∆˜ib
])−1
. (70)
Part b: showing the lower bound is strictly positive by map-
ping networks onto lattices.
Since dimM (Gi) ≤ K − 1, there must exists a resolv-
ing set Wi with cardinality ki ≤ K − 1 for Gi. By def-
inition of the resolving set, we can embed Vi into a K-
dimensional lattice by mapping each node (m, v) ∈ Vi to
a unique point
(
m, r(v|Wi) − r(v˜|Wi)
) ∈ LK , where zero
elements are added if ki < K − 1. Denote this one-to-one
mapping as M:
M(m, v) =
(
m, r(v|Wi)− r(v˜|Wi)
)
. (71)
Consider a path pi3∆˜ib,v˜ : (3∆˜ib, v˜); (0, v˜). Let |pi3∆˜ib,v˜|
denote the number of arcs on pi3∆˜ib,v˜. Let |piI3∆˜ib,v˜|, |pi
II
3∆˜ib,v˜
|,
|piIII
3∆˜ib,v˜
| denote the number of Type I, Type II, Type III arcs
on pi3∆˜ib,v˜, respectively. By Lemma 7, we have∣∣pi3∆˜ib,v˜∣∣ ≤ max{L∗i + 1, b} · 3∆˜i. (72)∣∣∣piIII3∆˜ib,v˜∣∣∣ ≤ 3∆˜i. (73)
Next, we show that the nodes on any pi3ib,v˜, after the one-
to-one mapping M, can be covered by a lattice animal ξ on
a K-dimensional lattice. We adopt the concepts of lattice
and lattice animal from [18, 44]. A K-dimensional lattice,
denoted as LK , is a graph of ZK . Two points x and y on
LK are adjacent if and only if |x−y| = 1. A set of points on
LK is connected if and only if any pair of points in the set
can be connected by a sequence of adjacent points within
the set. A K-dimensional lattice animal ξ is defined as a
finite connected subset of a K-dimensional lattice.
For each Type I arc (m, v)→ (m,u) in Ei with (u, v) ∈ Ei,
we have
||M(m, v)−M(m,u)||∞
= ||(m, r(v|Wi)− r(v˜|Wi))− (m, r(u|Wi)− r(v˜|Wi))||∞
= ||r(v|Wi)− r(u|Wi)||∞
= max
w∈Wi
{|dis(v, w)− dis(u,w)|}
≤ dis(u, v) = 1. (74)
Thus, the two points M(m, v) and M(m,u) can be con-
nected by at most K−1 intermediate points (when diagonal)
in the K-dimensional lattice.
For each Type II arc (m, v) → (m − 1, v) in Ei, the two
points M(m, v) and M(m− 1, v) is directly adjacent in LK .
For each Type III arc (m, v) → (m − b, u) in Ei, the two
points M(m, v) and M(m− b, u) can be connected by adja-
cent intermediate pointsM(m−1, v),M(m−2, v), . . . ,M(m−
b, v) along with at most K − 1 points from M(m − b, v) to
M(m− b, u) in LK , as (v, u) ∈ Ei.
In summary, the nodes on pi3∆˜ib,v˜ and the extra adjacent
intermediate nodes for Type I and Type III arcs on pi3∆˜ib,v˜
together form a lattice animal ξ on LK that covers all nodes
on pi3∆˜ib,v˜. The size of such lattice animal is bounded above
by
|ξ| ≤ K
∣∣∣piI3∆˜ib,v˜∣∣∣+ ∣∣∣piII3∆˜ib,v˜∣∣∣+ (b+K) ∣∣∣piIII3∆˜ib,v˜∣∣∣+ 1
≤ K max{L∗i + 1, b} · 3∆˜i + 3b∆˜i + 1, (75)
where the term +1 is by considering the point (0,0) where
the path ends. Since lim supi→∞ L
∗
i <∞, there must exist a
constant c <∞ such that L∗i < c for all i ∈ Z+. Thus,
|ξ| ≤ K max{c+ 1, b} · 3∆˜i + 3b∆˜i + 1 =: f(∆˜i) ∈ Z+ (76)
This suggests that the nodes on any path pi3∆˜ib,v˜, after the
one-to-one mapping M, can be covered by a lattice animal ξ
on LK of size f(∆˜i) containing (0,0). Then Wei
(
pi3∆˜ib,v˜
)
is
bounded above by Wei(ξ), where Wei(ξ) :=
∑
(m,r)∈ξ Sm,r
is the weight of ξ and Sm,r follows i.i.d. Fσ for all (m, r) on
LK .
Consequently, the weight of the maximum weighted path
pi∗
3∆˜ib,v˜
is bounded above by the weight of a “greedy lattice
animal” on LK of size f(∆˜i) containing (0,0), i.e.
Wei
(
pi∗3∆˜ib,v˜
) ≤ max
ξ∈AK
(
f(∆˜i)
)Wei(ξ), (77)
where AK(f(∆˜i)) is the set of all lattice animals on LK of
size f(∆˜i) containing (0,0). Thus, we have
lim inf
i→∞
θ(Ni) ≥ lim inf
i→∞
(
E
[
maxξ∈AK(f(∆˜i)) Wei(ξ)
∆˜ib
])−1
=
(
lim sup
i→∞
E
[
maxξ∈AK(f(∆˜i)) Wei(ξ)
f(∆˜i)
· f(∆˜i)
∆˜ib
])−1
.(78)
Since ∆˜i diverges monotonically to infinite as i → ∞, we
have
• {f(∆˜i)}∞i=1 is monotone;
• limi→∞ f(∆˜i) =∞;
• limi→∞ f(∆˜i)∆˜ib = 3K max{(c+ 1)b, 1}+ 3 <∞.
Thus,
lim inf
i→∞
θ(Ni)
≥
(
c′ · lim
i′→∞
sup
i≥i′
E
[
maxξ∈AK(f(∆˜i)) Wei(ξ)
f(∆˜i)
])−1
≥
(
c′ · lim
i′→∞
sup
f≥f(∆˜i′ ),f∈Z+
E
[
maxξ∈AK(n) Wei(ξ)
f
])−1
=
(
c′ · lim
f(∆˜i′ )→∞
sup
f≥f(∆˜i′ ),f∈Z+
E
[
maxξ∈AK(f) Wei(ξ)
f
])−1
=
(
c′ · lim sup
n→∞
E
[
maxξ∈AK(n) Wei(ξ)
n
])−1
, (79)
where c′ = 3K max{(c + 1)b, 1} + 3 is a constant. By [44,
Theorem 2.3], under Condition (4), there exists a constant
c′′ <∞ such that
sup
n
E
[
maxξ∈AK(n) Wei(ξ)
n
]
≤ c′′·
∫ ∞
0
(
1−Fσ(x)
)1/K
dx <∞.
(80)
Thus,
lim inf
i→∞
θ(Ni) ≥
(
c′ · c′′ ·
∫ ∞
0
(
1− Fσ(x)
)1/K
dx
)−1
> 0.
(81)
Since dimEM (N ) ≤ K − 1, there must exists a constant
Λ > 0 such that ∀i ∈ Z+, the graph Gi has a Λ-extended
resolving setWi with cardinality ki ≤ K−1. Thus, ∀i ∈ Z+,
we can embed Vi (the node set of the precedence graph Pi)
into a K-dimensional lattice by mapping no more than Λ
nodes (m, v) ∈ Vi to a unique point
(
m, r(v|Wi)−r(v˜|Wi)
) ∈
LK , where zero elements are added if ki < K − 1. Denote
this many-to-one mapping as M†:
M†(m, v) =
(
m, r(v|Wi)− r(v˜|Wi)
)
. (82)
Consider a path pi3∆˜ib,v˜ : (3∆˜ib, v˜) ; (0, v˜) and consider
the set of nodes on the path. Let
L(pi3∆˜ib,v˜) =
⋃
(m,v)∈pi
3∆˜ib,v˜
{M†(m, v)} (83)
be the set of points in LK that the nodes on pi3∆˜ib,v˜ maps to.
Because of the many-to-one mapping, each point (m, r) ∈
LK could be visited multiple times along the path pi3∆˜ib,v˜.
However, since each node (m, v) ∈ Vi can be visited only
once by pi3∆˜ib,v˜ (as the precedence graph is acyclic by [20,
Lemma 5.1]) and no more than Λ nodes in Vi can be mapped
to the same point in LK , each point (m, r) ∈ LK can be vis-
ited at most Λ many times by pi3∆˜ib,v˜. Thus, Wei(pi3∆˜ib,v˜)
is bounded above by counting the weight of all points in
L(pi3∆˜ib,v˜) for Λ many times independently, where the weight
of each point in L(pi3∆˜ib,v˜) follows Fσ. Alternatively, we can
let the weight of each point in LK follows F ∗Λσ , i.e. the Λ-
fold convolution of Fσ, and then Wei(pi3∆˜ib,v˜) is bounded
above by the weight of all points in L(pi3∆˜ib,v˜).
For any (u, v) ∈ Ei and for any W ∈ Wi, let
u∗ = argminw∈W {dis(u,w)}, (84)
v∗ = argminw∈W {dis(v, w)}. (85)
We have
|dis(v,W )− dis(u,W )|
= |dis(v, v∗)− dis(u, u∗)|
= max{dis(v, v∗)− dis(u, u∗), dis(u, u∗)− dis(v, v∗)}
≤ max{dis(v, u∗)− dis(u, u∗), dis(u, v∗)− dis(v, v∗)}
≤ dis(v, u). (86)
Thus,
||M†(m, v)−M†(m,u)||∞
= ||(m, r(v|Wi)− r(v˜|Wi))− (m, r(u|Wi)− r(v˜|Wi))||∞
= ||r(v|Wi)− r(u|Wi)||∞
= max
W∈Wi
{|dis(v,W )− dis(u,W )|}
≤ dis(u, v) = 1. (87)
Similar to the proof of Lemma 10, we can cover the nodes
in L(pi3∆˜ib,v˜) by a lattice animal ξ on LK of size f(∆˜i) :=
K max{c + 1, b} · 3∆˜i + 3b∆˜i + 1 containing (0,0). Thus,
Wei
(
pi3∆˜ib,v˜
)
is bounded above byWei(ξ) =
∑
(m,r)∈ξ Sm,r,
where |ξ| = f(∆˜i), (0,0) ∈ ξ, and Sm,r follows i.i.d. F ∗Λσ .
As
∫∞
0
(
1 − Fσ(x)
)1/K
dx < ∞ and Λ > 0 is a constant,
we have∫ ∞
0
(
1− F ∗Λσ (x)
)1/K
dx =
∫ ∞
0
P{σ1 + · · ·+ σΛ > x}1/Kdx
≤
∫ ∞
0
(
Λ∑
n=1
P
{
σn >
x
Λ
})1/K
dx
= (Λ)1/KΛ
∫ ∞
0
(
1− Fσ(x)
)1/K
dx
< ∞, (88)
where σ1, σ2, . . . , σΛ follow i.i.d. Fσ. The rest of the proof
follows as the proof of Lemma 10.
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