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SUMMARY 
Two useful ideas for synthesizing systems for maximum reliability 
are (a) to make improvements in the system in order of highest reliability 
benefit o cost, and (b) to establish a useful criterion of reliability value 
per cost. Both these ideas lead to an important v-function, defined when 
parallel redundant  elements of the i-th function of a system have  in- 
dependent  failure probability k~ and  are interconnected in such a fashion 
that a fraction B or more  of the Ri  (redundant)  elements must  fail for 
the function to fail. Its value is v~ = H(B)  -~ B In },i -~- (I - B )  In 
(1 -- Xi), where H(B) is the entropy function of B and 1 - B in hats. 
The v-function appears in asymptotes for 
(1) the probability that a redundant function fails, which is asymp- 
totic to e -'v for a redundancy of R 
(2) the optimum assignment ofredundancies in an n-function system, 
which assignment gives all functions equal reliability regardless of cost 
(3) the failure probability of an optimum n-function system, which 
decreases exponentially with cost 
(4) the cost of an optimum n-function system with fixed reliability, 
which goes as {n In n}/v as n -+ oo. 
The systematic synthesis procedure stablished by these ideas and 
asymptotes shows, for example, that restoring organs in some redundant 
digital computers hould be placed after every N operations obeying 
N -t- In k(N -~ 1) = 0, where k is the failure probability of logic ele- 
ments and adaptive vote-takers in the restoring organ. 
* This research was supported by the National Science Foundation grant 
GP-39. 
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I. INTRODUCTION 
Any  complicated synthesis problem, such as the reliability design of a 
large system, can be approached more intelligently if there exist theorems 
and special results that apply to similar, perhaps highly idealized, prob- 
lems. Even  when the conditions of the theorems and results are not met, 
insight obtained from these results can often provide a more systematic 
approach to the actual problem. It is the purpose of this paper to es- 
tablish those facts about the opt imum design of reliable systems which 
can be obtained with the use of some sLmplifying assumptions, the most 
important of which is that component  failures in the system are sta- 
tistically independent events. 
The  ideas motivating the results which follow are nothing more than 
good engineering common sense. For instance, an important one is that 
the best way  to systematically improve the reliability of a system is to 
make a series of knprovements in the order of decreasing reliability 
benefit to cost. Another motivation is the search for a quality criterion 
of a subsystem. If redundant subsystems are permitted in a design to 
meet some reliability specification, then the quality criterion is a ratio 
of the reliability value of the subsystem to its cost. The  first result in 
this paper will show that there does in fact exist a reliability value which 
is a function of the subsystem's failure probability, for which not only 
the original defirdtion has practical significance, but which also is an 
important quantity in the later limit theorems. 
Either the idea of systematic improvements in the order of decreasing 
benefit to cost, or the development of the criterion of reliability value, 
could be used as the starting point for the development which follows, 
but the criterion of reliability value will be selected in this presentation 
for several reasons. One  reason is that the opt imum conditions for a 
switch from reliability improvement by means  of quality improvement 
to reliability improvement  by means of redundancy are in fact deter- 
mined by the capabilities of redundancy, which should therefore be 
studied first. Another reason for beginning with the reliability value is 
that it is expressed in terms of the capabilities of redundancy, with which 
the limit theorems are concerned, although they also give insights into 
designs with little or no redundancy. 
After the criterion of reliability value has been established, it will be 
used in the development of several theorems. One  of these states that 
when the desired system reliability requires the use of considerable re- 
dundancy, the redundancy of each function in the system becomes 
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proportional to the total cost. The proportionality constant is such that 
the various functions of the system become equally reliable. Another 
result states that the costs of the subsystems do not affect the relative 
asymptotic redundancies, but rather they determine the "cost constant" 
in the exponential decay of the system's failure probability with increas- 
ing cost. 
The applications of these theorems provide several new discoveries. 
One of these is that simple log failure probability versus log time asymp- 
totes can be constructed for systems with parts having equal exponential 
survival probabilities. Another application obtains the first closed form 
solution to the old problem of how often restoring organs should be 
placed in a redundant digital computer. 
II. RELIABILITY ASYMPTOTES OF PARALLELED UNITS 
An appropriate set of criteria will now be developed in order to es- 
tablish the relative desirabilities of different pieces of equipment having 
various reliabilities and various costs. The criterion to be used depends 
upon the reliability features of the application, the simplest of which 
now follows. 
Situation one. Assume that the pieces of equipment have independent 
failures, and that redundant versions of this equipment are paralleled 
so that only one piece of equipment is required to operate. (Example: 
a set of radio receivers for the same frequency and an intelligent operator 
who can tell whether or not a receiver works.) 
For situation one, a well defined reliability value per cost can be estab- 
lished by considering the limit as the number of paralleled pieces of 
equipment (i.e., the redundancy) approaches infinity. In the limit, out 
of a set of different possible pieces of equipment, he ith of which costs 
c~ and has failure probability X~, there is a unique desirability criterion 
for the ith type, namely the reliability value per cost, which is the ratio- 
(ln h~)/c~. The basis of this criterion is established by the following 
theorem. 
T~EORE~ 1. I f  in situation one, a system consisting of a set of paralleled 
units is to be constructed with cost not to exceed C, and each unit costs c and 
has failure probability X, then the system with the largest allowable re- 
dundancy has a failure probability F such that 
In F Ink 
C c 
as C --+ oo. 
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Pgoov: The largest allowable redundancy, R, is 
R = [C/c] 
where [x] = greatest integer less than or equal to x. 
The failure probability is 
so that 
F = X ~ = X w/~] 
In F = [C/c]ln X. 
Since x - 1 < [x] =< x, In F is bounded by 
(C_ l )  lnX<lnF=<_Clnc X,
so that 
(1 -c )  lnX< InF<lnXc  -=- -
and as C -+ co left and right sides both approach (ln X)/c, which was 
to be shown. 
It is signifieant that the limiting operation C --* ~ was only necessary 
to avoid quantizing effects. It is such effects which prohibit [C/c] from 
being replaced by C/c. However, if these effects are neglected, and C/c 
is used directly instead of [C/c], then the desired result follows immedi- 
ately and is valid for all C. Because the limits are involved only to elimi- 
nate quantizing effects, the value criterion In X has real engineering 
signifieance for low redundancies. This contrasts with the limit theorems 
of coding theory, where limits are usually invoked to provide convergence 
in probability. If quantizing effects are important, they can be accounted 
for accurately by the use of dynamic programming, as illustrated in an 
example by Howard (1962). 
Theorem 1 establishes that, from a set of units the ith of which costs 
ci and has failure probability Xi, the most desirable (either neglecting 
quantizing effects or else in the limit as C --~ ~ ) is the one with maximum- 
(in X~)/c~. Consequently, this is the proper value per cost ratio for 
situation one. 
Now consider the following more general circumstance of operation. 
Situation two. It is assumed that some fraction B or more of R units 
in parallel cannot fail and permit satisfactory system operation. (Ex- 
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ample: A bank of binary computers working a problem, in which the 
correct computer can be identified only by comparison with other com- 
puters. The system's output is a majority-rule decision from the bank 
of computers, so B = [R/2].) 
Again it is possible to establish a criterion of reliability value per cost. 
In situation two, however, R must approach infinity in order to obtain 
a simple expression, just as in parts of the coding theorems of information 
theory, which indeed has supplied some of the computational techniques 
which follow. The cost feature will be added as a corollary. 
TT/~O1/EM 2. In situation two with a redundancy of R of units with 
independent failure probability X, the system has failure probability F such 
that 
I nF  +H(B) -4- BlnX Jr (1 -- B) In (1 - X) 
R 
as  ~ ---+ ao 
where H(B) is the entropy function -B  In B - (1 - B) In (1 - B). 
PRooF: For B = 1: 
F = X ~ 
In F 
- lnX = {H(B) -4- B lnh  A- (1 -- B) In (1 -- h)}.=~ 
R 
For 0 < B < 1: 
Except for the binomial coefficient, successive terms of this sum have 
the ratio X/(1 - h), and the binomial coefficient has a ratio which is 
less than [(1 - B) /B  'F 1/RB], so 
F = (BRR) xBR(1- X) ~(~-~' 
where 
for 
A
I s A  ~ _ 
- - i - [ ( i  - B)/B + ( i /RB) ]  X / ( i  - -  X )  
i 
- i - [(2 - B )  X /B( I  - X)] 
X 1 - - <  
l - - k  1 -4- (1 -- B)/B 4- (1/RB)" 
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In taking thelogarithm of F, thelogarithm of ~/~)must  betaken. The 
\ - - /  
entropy function H appears in such a context wherever the factorials 
involved are evaluated using Stirling's formula. Using Stirling's formula 
in its double inequality version (Feller, 1957) for the factorials, and 
simplifying using the entropy function, gives 
lnF  = R{H(B)  -k B ln~ -k (1 - B) In (1 - ~,)} 
where 
1 { 1 
G > ~ 1 q- (1/12R) 
and 
G=<~ 1 
1{ 
< 1 
= 12R 
Consequently, for 
In F 
R 
q- In A - In ~v/2rrR B(1 -- B) q- G 
1 1 B} > 1 ~'12 1 1B} 
B 1 -  =~[ i5  B 1 - 
B q- (1/12R) 
1 } 
B q- (1/12) (13/12) " 
1 } 
1 -- B q- (1/12R) 
- - <  
1 -- k 1 -1- (1 -- B)/B' 
- - -~H(B)  +Bln~,q- (1 - -B )  ln (1 - -  X) 
~sR --'-> ~,  
which completes the proof. 
COROLLARY. I f  R is constrained by cost considerations to R = [C/c], 
then 
l nF  H(B)  - t -B lnh  q- (1 - -B )  ln (1 - -X)  __ - - - ) .  
C c 
as C ---+ m . (This reduces to Theorem 1 when B = 1.) 
Later it will be useful to use a quantity v~) defined by 
v(~)- R R 
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FIG. 1. Reliability structure of a large variable-redundancy system 
and for which 
limR-~, v~R) = v or v(.) = H(B)  + B In X + (1 - B) In (1 - X) 
as shown by Theorem 2. 
III. RELIABILITY OF MULTIPLE-FUNCTION SYSTEM WITH 
PARALLELED INDIVIDUAL UNITS 
This section is concerned with the problem of how much redundancy 
should be assigned to each function of a large complicated system with 
many functions to perform, and the asymptotic conclusions which can 
be drawn when the optimum assignment of redundancies is made. For 
reliability purposes, the system can be considered to be of the form shown 
in Fig. 1. In order for the system to perform satisfactorily, no more than 
fraction B1 of the redundant subsystems performing the first function 
may fail, and no more than fraction B2 of the redundant subsystems 
performing the second function may fail, etc. This is shown schematically 
in Fig. 1 by circles indicating signal combining operations. These sche- 
matic operations do not indicate that perfectly reliable elements are 
required. Instead, multiple (redundant) fallable signal combining 
operations can be placed in parallel, and the failure probability of each 
of these operators added to the failure probability of units using its 
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output. Each of the units in the ith function costs c~ and has independent 
failure probability M. The usual design problem is to specify R~, the 
redundancy assigned to the ith function, for all i, when the system cost 
is constrained to C. All R~ will be assumed to be large enough to justify 
neglecting quantizing effects. 
The reliability of the system in Fig. 1 is 
- f l  1 - F = I I  p(ith function operates) = (1 - F~) 
~=1 i=1 
where 
F~ = p(ith functions fails), 
and by the definition of the v-variable at the end of the last section 
Fi = exp (Ri Vi(Rd). 
These definitions permit the ]ogarithm of reliability to be written as 
In (1 - F) = ~ In {1 - exp (R~vi(R0)}. 
i= l  
From this expression and the results in the preceding section the fol- 
lowing will be derived. 
TgEOREM 3. Assume that a system having the reliability structure of 
Fig. 1 is designed for maximum reliability for given cost C. Then as C --~ 
A. The optimum ith redundancy R~ obeys 
R~ ¢ __ . - -+  
C vi(~) 
where 
1 
¢ - 2.,'--'J Cj /Vy( :o  ) " 
B. Each Fi, which is the failure probability of the ith function, obeys 
In F~ 
_ _  ---> (~. 
C 
C. The system failure probability F obeys 
In F - Inn 
---~ ~b. 
C 
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PROOF: 
in (1 - F) = ~ In {1 - exp R~ vi(R~)} 
i= l  
For small x, In (1 + x) -= x + O(x 2) 
so that for small F (and therefore F~ -- exp (R~ vicR~)), which is of the 
same order) 
F = {~=~ exp (R~ vi(R,))} +O(F2).  
The next step is the selection of the Ri so as to minimize the first order 
term for F for a fixed system cost of C. Because the v~(Ro are approaching 
v~(~), this minimization is best performed for R~ sufficiently large that 
v~(R~) is within a factor of (1 + ai) of v~(~), for a~ arbitrarily small, so 
it is essentially independent of R~. Thus the quantity to be minimized 
F' can be represented as given by 
F t = ~.  e R~v~ 
i~l 
and it is subject o 
C = ~~Ric~. 
By neglecting the quantization restraints which require the R~ to be 
integer, the solution is readily obtained using continuous mathematics 
by means of the Lagrangian multiplier Q. This gives 
oF' _ ~ 0(E  ~ c3 for i = 1, 2, . . .  ~ .  
OR~ ORi 
The above n equations, and the preceding cost equation, have the 
solution 
C + ~ ci/v, I n  (c~ v/c~ v~) 
If 
1 
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then 
¢ v, ~ V~ v~ ci ,  
and as C -~ ~ the second term on the right goes to zero, thereby proving 
part A. 
The proof of part B begins with the observation that for R~ 
sufficiently large 
In F~ 
There is a temptation to say that this implies that 
F~ = exp (Ri v~(~) + X), 
where X can be made arbitrarily small, but this temptation must be 
resisted since the conclusion is false. However, it is true that this implies 
that 
where a~ can be made arbitrarily small. Similarly, the proof of part A 
shows that 
R~ = ¢¢ (1 + ~) 
Vl 
where fl~ can be made arbitrarily small. Thus 
F i  *~- e Rivi(R~) ~ e C~(l+ai)(l+~i). 
So 
In F~ _ ~b(1 + a~)(1 + f~) 
C 
and since a~ and fl~ both approach 0 as C -+ ~, part B follows. 
This argument also sets up the solution to part C, since the earlier 
equation 
F = {~ exp (Riv~(~))} + O(F ~) 
becomes 
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Factoring out the error terms in the arbitrarily small at and fl~, taking 
logarithms, and dividing by C gives 
In F -- In n ~ e *e (~+~+~)  
C - ~ + In i=1 + O(F) 
n 
The second term in braces asymptotically goes to zero as C -+ ~. The 
Cth root of the first term in braces is 1 + O(max ai + max fli), so the 
logarithm term on the right side can be made arbitrarily small as C --~ ~, 
thereby proving the third and final part of Theorem 3. 
One of the most surprising results of Theorem 3 is that in the limit the 
relative reliabilities of all functions in the chain will be the same, within 
an arbitrarily small percentage factor, regardless of the cost of each 
function. This causes the failure probability to decrease xponentially 
to zero with increasing system cost, and with a "cost constant" of 
~b j=l vj ' 
which is positive since the vi are negative. The individual ratios of cost 
to value appear in this "cost constant", so that systems made with parts 
having lower ratios of cost to value will have a lower cost constant. The 
structure of the cost constant isan indictation that the natural definition 
was made for the reliability v-value of a component. 
An interesting argument shows that, when B = 1 or when v~(,~) iswell 
approximated by v~(~), the asymptote is a lower bound for the failure 
probability of an optimum system for fixed cost. Indeed, if there were a 
point below the asymptote, then by taking multiples of the redundancies 
associated with this point an infinite sequence of points could be con- 
structed which all lie below the asymptote, thus contradicting the result 
constructing the asymptote for optimum systems. 
In Theorem 3, the asymptote of failure probability as a function of 
increasing cost, for fixed system size, established the important reliability 
properties from the viewpoint of a person designing some specific system. 
In the next theorem an entirely different set of variables will be selected 
in order to demonstrate how system cost grows with system size for fixed 
reliability. 
T~EORE~ 4. For fixed reliability 1 -- F, and units of equal independent 
failure probability Xand cost c, the system cost C obeys 
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C c In n c in {ln (1 - -  F ) - I}  -1  
as n ---> ~ , where v(~) is the function of X defined previously. 
PROOF: Just preceding Theorem 3 the following expression was 
developed: 
n 
In (1 -- F) = ~ In {1 -- exp (R~v~(R~))}. 
i=1  
In  the present heorem, all Ri = R and all vi(~) = v(~), so 
- ln  (1 - F) = -n  In {1 - e R~(R)} = n{e ~(R) + 0(e2R~(R))} 
In In (1 -- F) -1 = Inn  + Rv(R) + In {1 + 0(e~"(~))}. 
Now let vca) = vc~)(1 + a),  and note that C = cnR. With these equa- 
tions the previous expression reduces to 
C In In (1 - F)  -1 -- In n -- In {1 + O(eR~(R))} 
cn v~)(1 + ~) 
Now: (1) vc~) is negative, so v(®) = - / v(~) I • 
(2) As n --~ ~,  R --+ ~,  so In {1 ~- 0(eR~(~))} --+ 0. 
(3) Asn- -> ~,a - -~0.  
Consequently 
C c In n c In {ln (1 - F)- I} -1 
which proves Theorem 4. Incidentally, for small F the second term on 
the right side approaches {c In 1/F} / I  v~) I • 
IV. A SYSTEMATIC PROCEDURE FOR SELECTING THE NEXT 
IMPROVEMENT IN A SYSTEM 
Suppose that some design with the structure of Fig. 1 has been made, 
and it is desired to improve the reliability by making an additional cost 
expenditure. The obvious improvement to make first is the one with the 
highest value to cost ratio, which provides the approach which follows. 
The reliability of the unimproved system obeys 
ln (1  -- F) = ~ ln(1  -- F~). 
i=1  
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Primes will be used to denote the improved system. Since the objective 
is to increase In (1 - F) as much as possible, it is clear that (neglecting 
quantizing effects) the best thing to do is to make the improvements 
which give the greatest ratio [In (1 - F~') - In (1 - F~)}/{c~' - c~}. 
The optimality of selecting improvements in the order of largest benefit 
to cost can be demonstrated by considering the ¢~(k) function, defined as 
the function which is the rate of increase of In (1 - FO per cost, evaluated 
at an incremental cost of k. Take any set of improvements not selected 
in order of decreasing ratio of {ln (1 - F~') - in (1 - Fi)}/{c~' - c~} 
and reorder it in decreasing ratio, giving the function ¢(k). The difference 
in incremental In (1 - Fi) of this set and the optimum ~*(k) selected in 
order of decreasing ratio is the integral 
AC 
-- f0 {¢J*(k) -- ¢(k)} dk 
which is nonpositive because ¢*(k) > ¢(k) by construction. 
Thus, neglecting quantization effects, but not assuming a large re- 
dundancy, it is seen that improvements should be made in order of de- 
creasing ratios of 
In (1 - F~') - In (1 - F~) 
r 
Ci  p - -  C i  
Some approximations may help to illuminate this. When F~ and F~' are 
small, this ratio reduces to 
F~ - F~' 
C~ p - -  Ci 
If no redundancy is used, the preceding ratio reduces to 
Xi - -  k~' 
r - -  - -  
Cl  I - -  Cl  
If a redundancy change from R~ to R~ A- 1 is evaluated, the simplified 
ratio is 
{exp (R.ivi(R,)) - -  exp ((R~ A- 1)v~(R,+l))} 
r 
cl 
and for B = 1 or for large R~, this is roughly 1
1 An impl ic i t  assumpt ion  here is that  B does not  change wi th  R i .  Th is  is not  
a lways exact ly  t rue as, for example,  w i th  ma jor i ty - ru le  vote - takers ,  but  it  will 
usua l ly  be approx imate ly  t rue.  
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exp (R~ vi(.)){1 -- exp (vi(.))} 
r --- 
el  
I f  the redundancy is increased by k and the value parameter also changes 
f 
to v~ then the ratio is 
exp (Ri vi(R,)) -- exp((R~-5 k)v~(Ri+k)) 
(R~ -5 k)c~' - R~ cl 
t 
~exp (R~v~(~)) - exp ((R~-sk)vi(~)) for B = 1 or largeR~ 
(R i  -5  k)C i '  - -  R i  e i  
The approximate form of the third special case can be used in an alter- 
nate derivation of the formula for the optimum R~. I f  the incremental 
rate function ¢(k) has value K, then 
K >F~-  F~'> KF~(R~-51) for i=1 ,2 , . . .n ,  
- c~ F~(R~) 
which is approximately equivalent to 
K => e '~(1-  e~) > Ke ~ for i = 1, 2 , . . .n .  
c¢ 
Taking logarithms gives 
Kc~ Kci 
- -  > R~v i  > vi -5 l n l  e ~ In 1 - e ~ = - -~ " 
As vi -~ 0, both bounds approach In (Kc~/-v~), which has a convenient 
form. One could hope that this limit would actually lie between the 
bounds so that 
In Kc~ >lnKCi  > v~ -s ln Kc~ 
1 - -  e vi - -  - -Y i  1 - -  e v~ 
and indeed it does. ~ Note that the percentage difference in terms ap- 
2 To prove the first inequality, it suffices to show that 
min {ln (--v) -- in (1 -- e~)} = 0, 
- -~_<v~0 
But 
d e~(1 - -  v) - -  1 
d-v {ln(-~) - ln(1 - eg} - -v(1 - e~) " 
The denominator is positive and some simple calculus hows that the numerator is
negative xcept for v = 0, so that the minimum occurs for v = 0 and has value 0. 
To prove the second inequality, note that 
{ lv  } [el~l - 1/ {-v - -F ln (1 -e ' ) - ln ( -v ) l  = In e~(  eO =ln  _~_ j :>0.  
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proaches zero as K approaches zero, so that either for small vi or small K 
~i Vl 
÷1. 
In (Kcl/--v~) 
If K is evaluated by use of the cost equation ~ R~c~ = C, then the re- 
sulting equation for Rx~ will be the same as the one found in Section II I . 
Few modifications need be added to the above procedure in order to 
convert it from a method of improving systems to a method of synthe- 
sizing them. Basically, all that needs to be done is to synthesize the least 
costly possible system and then improve upon it until it has a suitable 
combination of reliability and cost. And engineering feel for the quality 
of components desired can be obtained from knowledge that the failure 
probability is asymptotic to e c~, ¢ - 1/~-~ (c~/v~), so that components 
with unusually high cost to value should be avoided if possible. 
An example will now be given to illustrate how synthesis in the order 
of most reliability benefit per cost works when both quality improve- 
ments and redundancy increases are available. Assume that only one 
operable part is needed for each function to work, so that B = 1. Also 
assume that the system must have functions X,  Y and Z, and that two 
types of part X are available but only one type is available for Y and Z, 
and that costs and failure probabilities are: 
Part Cost Failure probability 
XI 3 10 -3 
X2 7 10 -s 
Y 2 10 ~ 
Z 10 10 -3 
The cheapest system consists of one XI ,  one Y, and one Z; it costs 15; 
its failure probability is 1.2 X 10 -~. The first possible improvements and 
their ratios of change of failure probability to change of cost are: 
Change AF/AC 
X~ to two X1 3.33 X 10 -4 
X1 to X2 2.5 × 10 .4 
Y to two Y 4.95 N 10 -3 
Z to two Z 10 .4 
Thus the best improvement to make first is to add a second Y. With this 
improvement accomplished, the new table is 
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Change AF /AC 
X~ to two X~ 3.33 X 10 -4 
X~ to X2 1.43 × 10 -4 
two Y to three Y 5 X 10 -5 
Z to two Z 10 -4 
Thus the second improvement that should be made is to add a second X1 • 
The process of selecting improvements can be continued in a similar 
manner. A plot of failure probability versus cost for the original system 
and the best seven improvements is given in Fig. 2. The plot shows that 
the failure probability will in general be quite near its asymptote wher- 
ever the different functions of the system have redundancies which give 
them about equal failure probabilities. It is concluded from the example 
that in good system designs, the reliability at a given cost will be quite 
near its asymptote. In fact, if the reliability is not near its asymptote, 
one could well suspect that the design is not a good one, as for example, 
in the design associated with cost 30 in Fig. 2. 
V. T IME ASYMPTOTES FOR LOG FAILURE PROBABIL ITY FOR 
EXPONENTIAL  SURVIVAL PROBABIL ITY 
When all parts have the same exponential survival probability as a 
function of time, then there is a simple asymptote for the system's 
I0 r 
I00 
iO-I 
iO-Z 
I 
10-3 
10-4 
10-5 
10-6 
iO -7 
10-8 
0 
\ 
~0 
~X Q 
\ 
ASYMPTOTE~ 
I0 zo  ~0 40  50 
c 
FIG. 2. Plot of failure probabil ity F versus cost C for cheapest system and the 
first seven best improvements for example problem. 
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failure probability as a function of time, which is given by the following 
theorem. The  converse of this statement also appears to be true, in that 
if there is no single rate of exponential survival, then there is no simple 
asymptote, since the relative failure probabilities vary with time and 
thus the opt imum design is not unique without further specifications. 
THEOnE~ 5. I f  each of the n functions in a system has redundant sub- 
systems with redundancy R, and each subsystem has independent survival 
probability e -t/7, then the systems failure probability F obeys 
In F - In n - RH(B)  + In ~v/27rRB(1 -- B) -- G RB 
In t/~" 
as t --~ O. ( G is the error term in Stirling's approximation, and can usually 
be neglected.) More crudely, this reduces to 
In F 
- - - ÷  RB as t ~ O. 
In t/'r 
PROOF: In this system 
ln (1 - -F )  = ln{l~__~ (1 -F~)}=ln(1 -F1)  n 
so for small F (and therefore small Fi) 
F= nFI + O(F 2) 
In F = In nF1 + In {1 + O(F)}. 
From Section I I ,  
lnF~ = R{H(B)  +BlnX+ (1 -  B) ln (1  - X)} 
+ In A - In %/2~RB(1 -- B) + G. 
A series expansion will show that 
lax  = ln (1  -- e -t/~) = r + ln t / r  
where r ~ 0 as t ~ 0 and has bounds 
- - t /2<=r<=O for tNar .  
Also, In (1 - X) = In (e -t/ ' )  --- - t / r .  These two equations reduce In 
F1 to 
In FI = R{H(B)  + B(r  + In t/-r) + (1 - B)( - t /~ ' )}  
+ In A -- In ~¢/2~rRB(1 - B) + G. 
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Consequently 
In F = In nF1 + ]n {1 -t- 0(F)} 
= lnn  -~ R{H(B) + B(r ~- In t/r) ~- (1 -- B) ( - t / r )}  
+ In A - In V/27rRB(1 -- B) -I- G -{- in {1 + 0(F)}. 
Therefore 
In F -- Inn - RH(B)  -t- In %/2~rRB(1 -- B) -- G 
In UT 
~RBr  lnA In {1 + 0(F)} R(1 - B)(t/r)'~ 
= RB -]- [ l -~ / r  + ~ -t- In t/r -- lu t~  ] "  
Notice that each of the terms in braces has its numerator going to zero at 
least linearly with t, and its denominator going to infinity logarithmically 
in t, so that these terms vanish rapidly as t --> 0, giving the first state- 
ment of part B. The second statement is a further simplification of the 
result just derived, but convergence is much slower since it is only loga- 
rithmic. 
The theorem shows that, on a logarithmic plot, In F versus In t i t  has 
slope of RB, and an offset of Inn + RH(B)  - In ~v/27rRB(1 -- B) + G. 
Thus the product RB is especially significant since it determines the 
slope of the asymptote. 
VI. APPLICATIONS IN DETERMINING THE OPTIMUM 
PLACEMENT OF RESTORING ORGANS 
The technique of the preceding sections can be used, with appropriate 
assumptions, to obtain a simple implicit equation whose solution gives 
the optimum placement of restoring organs in digital systemsY Assume 
that devices costing cof failure probability Xare used with a redundancy 
of R. Assume that after N of these devices in series a restoring organ will 
be inserted which fails only if at least BR inputs have failed. [['he restor- 
ing organ contains R devices costing c' and having failure probability 
X'. Suppose that a long chain of n functions is to be made. Then, using 
the asymptotic formulation to achieve simple equations, N is selected to 
3 Restoring organs have played an important role in the theory of using re- 
dundancy in binery systems ince their introduction by yon Neumann. The simp- 
lest discussions of them are in the engineering literature (Widrow, Pierce, and 
Angell, 1961; Mann, 1961; Mann, 1962; Pierce, 1962; Lowenschuss, 1959). Recent 
results have indicated, however, that they can be considered to be special eases 
of a more general error-correcting scheme (Pierce, 1964). 
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minimize the ratio (]n F)/C in the limit as C --~ oo, where C is the cost 
and F is the system's failure probability. By Theorem 3, part C, 
lira In F 1 
For these assumptions, N must consequently be selected to minimize 
the ratio 
(1 / n [Nc +_c_r\'~ _ Nv(~)(X*) 
N [v(~)(X*) ) ]  n(Nc -k c') 
where 
X*  = 1 - -  (1  - -  ~)~(1  - -  X ' )  
and where for ~, X' << ], X* ~ NX -t- X'. In the speciM case B = 1, 
c = c', X = )~r << 1, this minhnum occurs when 
N+lnX(N-} -  1) = 0, 
which gives the limiting value for the optimum N. Because In (N q- 1) 
changes lowly with N, a rough solution to the equation is N = In (l/X). 
VII. CONCLUSIONS 
When independent failures of errors are assumed, the reliability 
analysis of either redundant equipment or communications channels re- 
quires the evaluation of sums of terms in a binomial probability dis- 
tribution. In both situations the use of approximations, asymptotes, 
bounds, and a quantity called entropy simplifies reliability formulas to 
the point where they give considerable insight into system synthesis. 
In this paper it has been shown that, asymptotically, a redundant 
system has its failure probability diminish exponentially with its cost. 
The formulas derived lead to simple asymptotes for systems having parts 
with exponential survival probabilities. They also give the first, closed 
quantitative answer to an old problem of striking a balance between re- 
storing organs and redundant parts in a digital computer. The most 
practical--and least spectacular--conclusion is that the common sense 
procedure of making reliability improvements in the whole system in the 
order of greatest reliability improvement per cost is indeed an optimum 
procedure, except for quantization effects. Furthermore, this common 
sense procedure leads to the asymptotes already found. Besides giving 
theoretical insights into reliability design, these asymptotes can be use- 
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ful in identifying poor designs having a failure probabil ity not near the 
asymptote. 
The papers on restoring organs referenced previously, and similar 
papers on redundancy techniques, have established that component 
reliability need not physically limit the size in which reliable systems 
can be constructed. In this paper it has been shown that the rate of im 
crease of cost will not severely limit the largest possible system size 
either, since the cost of an n-function system is only proportional to 
n log n. 
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