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Povzetek
Naslov: Razporejanje predavanj na konferenci
V nalogi bomo predstavili nekaj algoritmov, ki jih je mogocˇe uporabiti
za izdelavo urnika konference. Najprej predstavimo t.i. pozˇresˇni algoritem.
Temu sledijo sˇe zahtevnejˇsi algoritmi, ki izhajajo iz problema pokritja in
problema nahrbtnika. Vse tri algoritme testiramo na treh, razlicˇno zgrajenih
konferencah, s pripadajocˇimi cˇlanki. Prvo testno konferenco smo kreirali
povsem poljubno z izmiˇsljenimi podatki. Druga testna konferenca je bila
psevdo nakljucˇna, ki jo program zgenerira sam glede na parametre, ki jih
podamo. Tretja je konferenca, kjer podatke dobimo iz dejanskih preteklih
konferenc ali iz prihajajocˇe konference.
Izbrane nabore cˇlankov znotraj testnih konferenc smo uredili v seje s
pomocˇjo treh omenjenih algoritmov. Oceno urejanja cˇlankov konference smo
ocenili preko izracˇuna kromaticˇnosti in praznih prostorov v seji. Glede na
nasˇe kriterije ocenjevanja se za najboljˇsega izkazˇe algoritem s hevristiko na-
hrbtnika, ki izhaja iz algoritma prvega prileganja. Na koncu predstavimo
rezultate primerjave.
Kljucˇne besede: generiranje urnika, NP-problem, problem nahrbtnika, pro-
lem pokritja, pozˇresˇni algoritem.

Abstract
Title: Task scheduling at the conference
We will be introducing a few algorithms, that can be used for creating a
schedule of a conference. Firstly we introduce greedy algorithm. We follow
up with a few more complicated algorithms, that originate from the bin
packing problem and the set cover problem. All three algorithms are then
tested on three differently build conferences with their corresponding articles.
First conference is created randomly with fictional data. Second conference
is created with a pseudo random function. Third conference has real life
data from a conference that is yet to come. Selected sets articles are sorted
with the help of previously mentioned algorithms. Quality of algorithms is
measured through a function of chromaticity and empty spaces in sessions.
According to our criteria, the best algorithm is the one with the heuristics
of the bin packing problem, coming from the first fit algorithm. At the end
we present the results of testing.
Keywords: generating schedule, NP-problem, backsack problem, set cover
problem, greedy algorithm.

Poglavje 1
Uvod
Osnova za nalogo je bila spletna aplikacija, ki je bila napisana za android na-
prave, ki uporabnikom omogocˇa vpogled v urnik konference. Ker je aplikacija
napisana brez uporabniˇskega vmesnika za urejanje, je za vsako konferenco po-
trebno spreminjati XML dokument, ki jo opisuje. To osnovno aplikacijo smo
najprej nadgradili tako, da shranjuje vse podatke o konferenci v podatkovno
bazo in tako odstrani potrebo po XML dokumentu. Nato smo aplikacijo nad-
gradili sˇe z uporabniˇskim vmesnikom, ki uporabnikom omogocˇa, da preko
spleta vnasˇajo in spreminjajo podatke konference in izdelajo urnik konfe-
rence. Tako lahko preko omenjenega spletnega vmesnika urnik konference
spreminjajo tudi ljudje, ki niso vesˇcˇi dela z XML dokumenti. Z nasˇimi nad-
gradnjami osnovne aplikacije smo resˇili zgolj problem vizualizacije in urejanja
konference. Sˇe vedno pa je potrebno rocˇno izdelati urnik konference, torej
razporediti vse cˇlanke konference v seje, pri cˇemer je potrebno uposˇtevati
dolocˇene kriterije. Izdelava programa za avtomatsko razvrsˇcˇanje znanstve-
nih cˇlankov v urnik konference je tema te diplomske naloge.
1.1 Struktura diplomske naloge
Prvo poglavje diplomske naloge je uvod, kjer je pojasnjeno ozadje in ideja za
diplomsko nalogo.
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V drugem poglavje podrobno opiˇsemo problem, ki ga v diplomski nalogi
raziskujemo ter parametre za opis konference in kakovostno funkcijo, ki pove,
kako dobra je ureditev. Predstavimo vecˇ algoritmov, ki resˇujejo podoben
primer.
V tretjem poglavju razlozˇimo implementacijo vseh algoritmov, ki so opi-
sani v drugem poglavju. Razlozˇimo sˇe vse funkcije, ki so bile definirane za
implementacijo problema in resˇitve.
V cˇetrtem poglavju predstavimo empiricˇne rezultate. Pokazˇemo, kako
razlicˇni algoritmi razporedijo konference. Na grafih predstavimo uspesˇnost
razlicˇnih algoritmov na razlicˇno velikih konferencah.
Poglavje 2
Problem urnika in resˇitve
2.1 Urnik za konferenco
Sestavljanje urnika je v osnovi zapleteno opravilo. Potrebno je najti ustrezen
algoritem, ki bi veliko sˇtevilo cˇlankov razlicˇnih tematik uredil na najboljˇsi
nacˇin, da so cˇlanki iste tematike v isti seji in da v seji ni praznih prostorov.
Zˇelimo si najti kar najbolj preprost algoritem, ki dobro deluje pri velikem in
majhnem sˇtevilu cˇlankov.
Cˇe za postavitev cˇlankov v urnik ne bi bilo nobenih zahtev, bi bilo generi-
ranje urnika zelo preprosto. Vse cˇlanke bi enega za drugim postavili v urnik,
vendar bi bil tak urnik zelo nakljucˇen in neuporaben. Pri izdelavi urnika
imamo nekaj zahtev in kriterijev:
• Zˇelje udelezˇencev konference so navadno take, da je potrebno v naj-
krasˇjem cˇasu sliˇsati kar najvecˇ predstavitev cˇlankov s podobno tema-
tiko na enem mestu, kar pomeni, da zˇelimo imeti cˇlanke z enako temo
enega za drugim.
• Zˇelje organizatorja so, sestaviti tak urnik, kjer je natancˇno dolocˇeno
sˇtevilo sej. Slednje so seveda odvisne od sˇtevila predavalnic, ki so na
voljo in cˇasa trajanja konference.
• Dodatna zahteva je navadno tudi, da imamo v primeru predavatelja, ki
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ima vecˇ cˇlankov, njegove predstavitve ali skupaj ali pa cˇim bolj narazen,
vendar pa v nasˇem primeru tega kriterija nismo uposˇtevali.
Kot lahko sklepamo iz nasˇtetih kriterijev za izdelavo dobrega urnika seje,
cˇlankov ne uvrsˇcˇamo neposredno v urnik, ampak jih prej razporedimo v seje.
Dolzˇino seje dolocˇi organizator. Seja ima vnaprej dolocˇene teme, glede na
katere so cˇlanki lahko vanjo uvrsˇcˇeni.
Vsak cˇlanek ima vsaj eno ali vecˇ tem. Vecˇ tem kot jih cˇlanek ima, lazˇje
ga je razvrstiti v sejo, saj ga lahko razporedimo v vecˇ sej. Cˇe ima naprimer
cˇlanek teme Algoritmi, Optimizacija, Rekurzivne funkcije, ga lahko razpo-
redimo v sejo, ki ima dolocˇeno temo ali Algoritmi ali Optimizacija ali Re-
kurzivne funkcije. Kaksˇen je vrstni red cˇlankov znotraj seje, ni bil predmet
nasˇega dela.
2.2 Priprava urnika
Napisati preprost algoritem, ki izdela urnik v primeru, ko nimamo omejitev,
ni zapleteno. V nasˇem primeru pa zˇelimo napisati algoritem z vhodnimi
parametri, ki so za vsako konferenco razlicˇni. Konference se med seboj lahko
razlikujejo po sˇtevilu cˇlankov, sˇtevilu razlicˇnih tem, velikostjo sej in sˇtevilu
vseh sej.
Konferenco lahko opiˇsemo z naslednjimi parametri:
• n: sˇtevilo vseh cˇlankov, ki jih razvrsˇcˇamo,
• k: sˇtevilo vseh razlicˇnih tem cˇlankov konference,
• p: sˇtevilo cˇlankov, ki jih lahko razvrstimo v eno sejo,
• s: sˇtevilo vseh sej na konferenci.
Sˇtevilo cˇlankov in sˇtevilo razlicˇnih tem sta parametra, ki sta odvisna od
posamezne konference. Velika konferenca ima navadno tudi veliko cˇlankov,
vendar pa ni nujno, da sˇtevilo cˇlankov vpliva na sˇtevilo tem v konferenci.
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Lahko imamo primer velikega sˇtevila cˇlankov in zgolj nekaj tem, ali pa malo
sˇtevilo cˇlankov z veliko razlicˇnimi temami. Vsekakor pa je sˇtevilo cˇlankov in
sˇtevilo tem dolocˇeno za vsako konferenco vnaprej.
Sˇtevilo cˇlankov in tem sta parametra, ki bistveno manj vplivata na nasˇ
problem, kot sˇtevilo in velikost sej. Slednja namrecˇ dolocˇata, kako morajo biti
cˇlanki razporejeni. Sˇtevilo sej je odvisno od sˇtevila cˇlankov v konferenci in
ne sme presecˇi maksimalnega sˇtevila sej, ki ga dolocˇi organizator konference.
Omejeno je z enacˇbo dn/pe ≤ σmin ≤ s ≤ σmax ≤ n. Ne more biti manjˇse,
kolikor jih je minimalno potrebno za razporeditev vseh cˇlankov dn/pe in ni
smiselno, da jih je vecˇ, kot bi jih bilo potrebno v primeru postavitve vsakega
cˇlanka posebej v svojo sejo (n). σmin in σmax je minimalno in maksimalno
sˇtevilo sej, ki ga dolocˇi organizator. Ta dolocˇi tudi velikost sej, kar neposredno
vpliva na minimalno sˇtevilo sej. Vecˇja kot je seja, manjˇse je sˇtevilo potrebnih
sej. Manjˇse kot so seje, vecˇ jih potrebujemo za razporeditev vseh cˇlankov
vanje.
2.2.1 Kakovostna funkcija
Za ocenjevanje dobre razporejenosti cˇlankov v seje in posledicˇno dobrega
urnika, potrebujemo objektivno oceno, ki jo dobimo s kakovostno funkcijo.
f() =
s∑
i=1
hi() + ki() (2.1)
Oceno urnika dolocˇimo s kakovostno funkcijo 2.1, kjer je h() ocena kro-
maticˇnosti i ter k() sˇtevilo praznih prostorov v seji, zaradi katerih se lahko
povecˇa kromaticˇnost znotraj ostalih sej. Funkcija deluje aditivno, kar po-
meni, da vsak prazen prostor in viˇsja kromaticˇnost poviˇsa oceno. Ker ne
zˇelimo imeti praznih prostorov in visoke kromaticˇnosti, je najbolje ocenjen
algoritem tisti, katerega razporeditev je ocenjena najnizˇje.
Kromaticˇnost opisuje sˇtevilo razlicˇnih tem v eni seji in je opisana s funk-
cijo h(x1) = x
3
1 ∗ c1, kjer je c1 utezˇ, ki nam povecˇa intenzivnost kromaticˇnosti
in x1 sˇtevilo razlicˇnih tem v seji. Najmanjˇsa in zatorej najboljˇsa kromaticˇnost
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je v seji z eno temo, najslabsˇa pa je v seji s cˇlanki, kjer ima vsak svojo temo.
Najboljˇso kromaticˇnost na konferenci dosezˇemo, cˇe imajo vsi cˇlanki v isti
seji enako temo. Do take razporeditve lahko vedno pridemo, cˇe le dovolj
povecˇamo sˇtevilo sej in cˇe cˇlanke, ki po temi ne ustrezajo v dolocˇeno sejo,
razporedimo v dodatne seje. Take dodatne seje bodo najverjetneje imele
prazne prostore, cˇesar si ne zˇelimo. Prazne prostore v seji ocenimo s funkcijo
k(x2) = (x2 ∗ logx) ∗ c2, kjer je c2 utezˇ in x2 sˇtevilo praznih prostorov v seji.
Ker zˇelimo med seboj primerjati konference razlicˇnih velikosti (torej z
razlicˇnim sˇtevilom cˇlankov), je potrebno sam parameter velikosti konference
pri ocenjevanju primerno utezˇiti. To naredimo tako, da vsako oceno delimo
s sˇtevilom cˇlankov, ki smo jih razvrstili, po formuli g
c3
, kjer je g ocena in c3
sˇtevilo vseh cˇlankov. Algoritem, ki mu kakovostna funkcija dolocˇi najboljˇso
oceno, torej kar najmanjˇso kromaticˇnost in najmanj praznih prostorov, je za
dano konferenco najboljˇsi.
S kakovostno funkcijo bomo ocenili vsak posamezen algoritem za izbrani
primer konference. Rezultate ocenjevanja bomo primerjali in obrazlozˇili.
2.3 Pozˇresˇni algoritem
Za izdelavo urnika konference bomo uporabili tri razlicˇne algoritme. Prvi
med njimi je t. i. pozˇresˇni algoritem. Gre za algoritme, ki naredijo tak
korak, da obeta najboljˇso resˇitev v dolocˇenem trenutku. Na problem ne
gledajo v celoti in ponavadi resˇitve zaradi tega niso optimalne, vendar pa so
ti algoritmi navadno hitrejˇsi. Nasprotje so pocˇasnejˇsi dinamicˇni algoritmi, ki
resˇujejo problem v celoti in skoraj vedno pridejo do optimalne resˇitve [9].
V osnovi imajo programi za implementacijo pozˇresˇnega algoritma 5 kom-
ponent:
1. Mnozˇica kandidatov, iz katerih se generira resˇitev.
2. Funkcijo, ki izbira najboljˇsega kandidata za resˇitev.
3. Izvedljivostno funkcijo, ki ocenjuje, cˇe kandidat prispeva k resˇitvi.
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4. Ocenjevalno funkcijo, ki dolocˇi vrednosti resˇitve.
5. Resˇitveno funkcijo, ki sporocˇi, ko najdemo resˇitev.
Pri pozˇresˇni izbiri algoritem izbira zgolj glede na trenutne razmere, to
pomeni, da izbere korak, ki najbolje prispeva k resˇitvi v trenutnem stanju
sistema. Ob tem algoritem ne uposˇteva vpliva trenutne izbire na morebitne
bodocˇe izbire. Algoritem problem razcˇleni na manjˇse komponente in vsako
komponento resˇuje posebej, ne da bi ob tem uposˇteval morebitne resˇitve
drugih komponent. Na ta nacˇin algoritem vedno pride do neke resˇitve, ki je
vsaj v dolocˇenih primerih dokaj blizu optimalne resˇitve.
Obicˇajno pozˇresˇni algoritmi dobro delujejo pri problemih, ki imajo opti-
malno podstrukturo. Problem ima optimalno podstrukturo, cˇe je optimalna
resˇitev problema posledica optimalne resˇitve podproblemov [9]. Torej so pro-
blemi, ki imajo optimalno podstrukturo, zelo primerni za resˇevanje s pomocˇjo
pozˇresˇnih algoritmov.
Od pozˇresˇnih algoritmov pa se razlikuje dinamicˇno programiranje, pri ka-
terem se problem gleda kot celota in se pri novih odlocˇitvah uporabi znanje,
ki ga pridobi pri odlocˇanju v prejˇsnjih korakih. Lahko gre celo za korak na-
zaj, da prejˇsnji korak spremeni na bolje. Dinamicˇnega programiranja nismo
uporabili, vendar je to nacˇin, ki bi lahko dobro resˇil problem, tako da bi po
razvrstitvi cˇlankov v seje, dodatno premikal cˇlanke med sejami, da bi priˇsel
do zˇelenega rezultata.
2.3.1 Neprimerni problemi za pozˇresˇni algoritem
Za nekatere probleme lahko pozˇresˇni algoritem najde najslabsˇo resˇitev, sploh
za tiste, ki nimajo optimalne podstrukture. Primer je problem potujocˇega
trgovca [3], kjer zˇelimo v primeru seznama mest in razdalj med dvojicama
mest najti najkrajˇso mozˇno pot. To naredimo tako, da obiˇscˇemo vsako mesto
natanko enkrat in se na koncu vrnemo v mesto, kjer smo zacˇeli. Hevristika
pozˇresˇnega algoritma pri takem primeru sledi strategiji, da na vsakem koraku
obiˇscˇemo novo neobiskano mesto, ki je najblizˇje trenutnemu polozˇaju.
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Kako neprimeren je pozˇresˇni algoritem za resˇevanje takega problema
lahko vidimo iz tega, da za dolocˇeno kombinacijo mest in razdalj med njimi
pozˇresˇni algoritem dejansko najde najdaljˇso mozˇno pot.
Slika 2.1: Primer, kjer pozˇresˇni algoritem ne najde najboljˇse resˇitve.
Obstajajo tudi drugi primeri, kjer pozˇresˇni algoritmi ne najdejo najboljˇsih
resˇitev. Kot denimo v primeru na sliki 2.1, ko zacˇnemo v tocˇki A in zˇelimo
najti najviˇsjo tocˇko na grafu. Pozˇresˇni algoritem deluje tako, da pogleda,
v katero smer moramo iti, da se za vecˇ premaknemo v viˇsino. Torej bi se
algoritem usmeril proti tocˇki m, ker je naklon od tocˇke A proti tocˇki m viˇsji
od naklona proti tocˇki M . Pa vendar je tocˇka M viˇsja od tocˇke m in bi bila
optimalna resˇitev usmeritev proti tocˇki M .
2.4 Problem nahrbtnika in algoritmi za nje-
govo resˇevanje
Kot smo videli v poglavju 2.3, pozˇresˇni algoritem v dolocˇenih primerih ne
daje optimalnih resˇitev, zato smo iskali boljˇse algoritme, ki resˇujejo podobne
probleme, kot je nasˇ. Bistvo problema nahrbtnika je razporejanje objektov
razlicˇnih velikosti v kosˇe fiksne in enake velikosti V , in sicer tako, da porabimo
najmanjˇse mozˇno sˇtevilo kosˇev [6].
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Problem nahrbtnika spada v skupino NP polnih problemov. Problem je
NP poln, ko spada med NP probleme in hkrati med NP tezˇke probleme. Z
oznako NP oznacˇujemo vse tiste odlocˇitvene probleme, katerih instance, kjer
je odgovor >>da<<, imajo dokaz, da je odgovor res >>da<<. Ti dokazi
morajo biti dokazljivi v polinomskem cˇasu z deterministicˇnim Turingovim
strojem [1]. Z oznako NP tezˇek oznacˇujemo vse tiste probleme, ki so vsaj
toliko tezˇki, kot najtezˇji problem v NP [10]. Problem A je NP tezˇek, ko za
vsak problem B v NP obstaja polinomska redukcija cˇasa iz B v A [5].
Slika 2.2: Primer problema
nahrbtnika.
Cˇeprav so kosˇi podobni kot seje iz nasˇega
problema, razvrsˇcˇanje cˇlankov v seje ni po-
polnoma identicˇno razvrsˇcˇanju objektov v
kosˇe. Cˇlanki so vedno enakih velikosti, to pa
ne velja za objekte, ki jih zˇelimo razvrstiti v
kosˇe. Naslednja razlika pa je, da zˇelimo pri
generiranju urnika cˇlanke z isto temo razvr-
stiti v seje s to temo, ali prevedeno v jezik
problema nahrbtnika, v tocˇno dolocˇen kosˇ.
Pri problemu nahrbtnika elementi med seboj
niso povezani in jih razvrstimo v katerikoli
kosˇ.
Cˇeprav se problema razlikujeta, lahko
hevristiko iz algoritmov, ki se jih v osnovi
uporablja za problem nahrbtnika, upora-
bimo tudi pri problemu za izdelave urnika.
Problem nahrbtnika se lahko predstavi na vecˇ nacˇinov, kot so polnjenje
zabojnikov, polnjenje tovornjakov z omejitvijo tezˇe, generiranje varnostnih
kopij na spominski medij.
Za resˇevanje problema nahrbtnika je na voljo nekaj preprostih hevristicˇnih
algoritmov, ki jih predstavimo v nadaljevanju.
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2.4.1 Naslednje prileganje
Naslednje prileganje je najpreprostejˇsi hevristicˇni algoritem za resˇevanje pro-
blema nahrbtnika. Algoritem vzame prvi kosˇ j = 1 in prvi predmet i = 1.
Cˇe je v kosˇu j prostor za predmet i, ga vanj uvrsti in gre na naslednji pred-
met i + 1. Cˇe prostora v kosˇu j ni, preveri naslednji kosˇ j + 1, ob tem pa
ne pogleda prejˇsnjih kosˇev (torej kosˇev < j). Cˇasovna zahtevnost algoritma
je majhna, in sicer O(n ∗ s), kjer je n sˇtevilo elementov in s sˇtevilo kosˇev.
Algoritem ne najde vedno optimalne resˇitve in tako ostane veliko kosˇev, kjer
je sˇe prostor. Algoritem ne gleda kosˇev, ki jih pusti za seboj, in tako skoraj
nikoli ne dobi optimalnega rezultata, kar pusˇcˇa prostor za izboljˇsanje.
Izrek 2.1 Naslednje prileganje v najslabsˇem primeru da resˇitev, ki je za dva-
krat vecˇja od optimalne resˇitve za problem nahrbtnika in ima cˇasovno zah-
tevnost O(n)[8].
Data: Nerazdeljeni elementi
Result: Razdeljeni elementi v kosˇe
for element v seznamu do
if ustreza v trenutni kosˇ then
vstavimo v kosˇ;
else
pojdi na naslednji kosˇ in vstavi;
end
end
Algoritem 1: Algoritem naslednjega prileganja.
2.4.2 Prvo prileganje
Algoritem prvo prileganje spada v skupino pozˇresˇnih algoritmov in je v osnovi
nadgradnja algoritma naslednje prileganje. Zelo hitro najde resˇitev blizu op-
timalne. Cˇasovna zahtevnost algoritma je O(n ∗ log n), pri cˇemer je n sˇtevilo
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vseh elementov, ki jih zˇelimo razvrstiti. Glavna razlika med algoritmoma na-
slednjega prileganja in prvega prileganja je ta, da algoritem prvo prileganje
pri razvrsˇcˇanju elementov preveri tudi prejˇsnje kosˇe, v katere smo zˇe uvrsˇcˇali
elemente.
Data: Nerazdeljeni elementi
Result: Razdeljeni elementi v kosˇe
for element v seznamu do
for vsi kosˇi, ki smo jih zˇe uporabili do
if ustreza v kosˇ then
vstavimo v kosˇ;
end
end
if elementa nismo uvrstili v obstojecˇe kosˇe then
naredimo nov kosˇ in vanj vstavimo element;
end
end
Algoritem 2: Algoritem prvega prileganja.
Enako kot algoritem naslednjega prileganja najslabsˇi rezultat algoritma
prvega prileganja razvrsti elemente v 2-krat vecˇ kosˇev kot optimalen algori-
tem, vendar pa v povprecˇju daje boljˇse rezultate.
Izrek 2.2 Prvo prileganje v najslabsˇem primeru da resˇitev, ki je za dvakrat
vecˇja od optimalne resˇitve za problem nahrbtnika in ima cˇasovno zahtevnost
O(n log n).
Da algoritem naslednjega prileganja tudi pri najslabsˇem rezultatu ne more
razvrstiti elementov v vecˇ kot 2-krat vecˇ kosˇev kot optimalna resˇitev, je
razvidno iz naslednjega razmisleka. Predpostavimo, da algoritem elemente
razporedi v vecˇ kot 2-krat vecˇ kosˇev, kot bi jih pri optimalnem rezultatu.
Cˇe vzamemo katerakoli 2 zaporedna kosˇa, morajo njim pripadajocˇi elementi
skupaj porabiti vsaj V prostora, kjer je V velikost kosˇa, saj bi bil drugacˇe za
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oba elementa dovolj samo en kosˇ. Ker imamo le optimalno parov in enega
vecˇ, imamo skupaj vecˇ kot optimalno V elementov, kar ni mogocˇe.
Iz same narave problema nahrbtnika lahko sklepamo, da na to, kako do-
bro bodo algoritmi razporedili elemente, mocˇno vpliva zacˇetna razvrstitev
elementov. Zacˇetna razporeditev elementov namrecˇ vpliva na vrstni red raz-
porejanja. Dolocˇeni avtorji celo dokazujejo, da vedno obstaja taka zacˇetna
razporeditev elementov, ki omogocˇa, da algoritem pride do optimalnega re-
zultata [6].
Algoritem prvega prileganja lahko denimo zelo izboljˇsamo, cˇe razvrstimo
elemente najprej po velikosti v padajocˇem zaporedju. Sicer algoritem tudi
v tem primeru, ko najprej razporeja vecˇje elemente, sˇe vedno ne najde op-
timalne resˇitve. V primerih vecˇjega sˇtevila elementov pa nam lahko zacˇetno
razporejanje elementov privede do slabsˇe resˇitve.
Drugi med algoritmi za resˇevanje nasˇega problema izdelave urnika bo tako
algoritem, katerega hevristika bo zelo podobna algoritmu prvega prileganja.
Uporabili bomo tudi optimizacijo razporeditve elementov po velikosti.
2.5 Problem pokritja in algoritmi za njegovo
resˇevanje
Problem pokritja mnozˇic je eno klasicˇnih vprasˇanj v kombinatoriki, teoriji
zahtevnosti in racˇunalniˇski znanosti. Je eden od Karpovih 21 NP-polnih
problemov. Dokaz, da spada v probleme NP polnosti je Karp podal leta
1972 [4].
Pri problemu pokritja imamo mnozˇico elementov in mnozˇico podmnozˇic,
ki so zgrajene iz elementov. Podmnozˇice so vnaprej definirane. Bistvo resˇitve
problema je, da najdemo najmanjˇso mnozˇico podmnozˇic, ki sˇe pokriva vse
elemente iz osnovne mnozˇice elementov. Podmnozˇice pa se morajo med seboj
kar najmanj pokrivati.
Na sliki 2.3 imamo razlicˇne elemente oznacˇene kot pike, ki tvorijo osnovno
mnozˇico elementov in razlicˇne podmnozˇice, ki jih pokrivajo. Tri podmnozˇice,
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ki so oznacˇene z odebeljeno cˇrto, pokrivajo vse elemente. Pri danih pod-
mnozˇicah je to najboljˇsa izbira.
Slika 2.3: Primer pokritja.
Bolj formalna definicija problema: Definiramo univerzalno mnozˇico U in
druzˇino S podmnozˇic iz U . Pokritje je poddruzˇina C ⊆ S, katerih unija je
univerzalna mnozˇica U . V problemu, ki je za nas zanimiv, imamo vhodni par
(U, S) in zˇelimo najti pokritje z mnozˇicami, ki porabi najmanj podmnozˇic iz
druzˇine S.
Obstaja pozˇresˇni algoritem za izracˇun pokritja, ki izbira mnozˇice po pra-
vilu: na vsakem koraku izbere mnozˇico, ki vsebuje najvecˇje sˇtevilo nepokritih
elementov. Tak algoritem lahko najde resˇitev, ki se priblizˇa razmerju H(n),
kjer je n velikost mnozˇice, ki jo zˇelimo pokriti. Z drugimi besedami: najde
pokritje, ki je lahko za H(n) vecˇje kot minimalno, kjer je H(n) n-to har-
monicˇno sˇtevilo (H(n) =
∑n
k=1 1/k ≤ lnn + 1)[2]. Raziskave kazˇejo, da je
ravno pozˇresˇni algoritem lahko najboljˇsa polinomska aproksimacija za manjˇse
probleme pokritja [7].
Problem pokritja je mogocˇe primerjati z razvrsˇcˇanjem cˇlankov v seje.
Univerzalna mnozˇica so vsi cˇlanki, podmnozˇice pa so cˇlanki z istimi temami,
iz katerih izbiramo. Problema se sicer prevecˇ razlikujeta, da bi lahko upora-
bili enake algoritme, vendar lahko za nasˇ problem uporabimo hevristiko, ki
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je uporabljena za resˇevanje problema pokritja.
Poglavje 3
Implementacije
V prejˇsnjih poglavjih smo govorili le o teoreticˇnem ozadju algoritmov. Za
analizo razlicˇnih algoritmov je bilo potrebno implementirati ogrodje, ki omogocˇa
shranjevanje cˇlankov in razporejanje v konferenci podobno podatkovno struk-
turo. Celotno ogrodje in algoritmi so implementirani v programskem jeziku
Java. Uporabljen IDE je Netbeans, kjer smo algoritme testirali in ocenili
rezultate.
3.1 Ogrodje
Za implementacijo je bilo najprej potrebno definirati podatkovne strukture,
ki najbolj opredeljujejo konferenco.
Definirali smo tri razlicˇne razrede:
Article
Je osnovni razred, ki definira cˇlanek. V tem razredu je definiran seznam
za vse razlicˇne teme, ki so vezane na cˇlanek. Shranjene so kot sˇtevilke,
ker za potrebe te raziskave ne potrebujemo dejanskih imen tem. Razred
ima dva razlicˇna konstruktorja. Oba dodajata teme v seznam. Prvi
dodaja po eno temo, drugi pa sprejme tabelo ter doda vse elemente iz
tabele v seznam.
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Session
Je razred, ki definira sejo. V njem je definirana mnozˇica tem seje
in seznam vseh cˇlankov v seji. Sˇtevilo cˇlankov v seji ni definirano v
tem razredu, vendar se kasneje omeji v Conference razredu. Session
ima dva konstruktorja. Prvi je brez parametrov in samo inicializira
spremenljivke. Drugi sprejme povezani seznam cˇlankov in jih shrani.
Conference
Je glavni razred, ki opredeljuje celotno konferenco. Definirana ima dva
seznama, v katerih so shranjene vse seje in vsi cˇlanki, ki jih zˇelimo raz-
vrstiti. Poleg seznamov ima shranjeno sˇe velikost seje (sˇtevilo cˇlankov,
ki jih seja lahko sprejme). Conference ima tri konstruktorje. Prvi
sprejme razred Conference in se uporablja za kreiranje nove enake in-
stance. Drugi in tretji sprejmeta seznam cˇlankov. Razlika je, da v enem
lahko z dodatnim parametrom spremenimo sˇtevilo cˇlankov, ki jih seja
lahko prejme, torej lahko spremenimo velikost seje. V temu razredu so
definirane vse funkcije, ki razporedijo cˇlanke v seje glede na parametre,
ki jim jih podamo.
Slika 3.1: Zgradba ogrodja za algoritme.
Poleg treh glavnih razredov, ki opisujejo konference, obstaja sˇe razred, ki
vse skupaj povezuje in zazˇene algoritme. Imenovali ga bomo Main. Defini-
rane ima tri glavne funkcije, ki so razlozˇene v podpoglavjih, in funkcijo, ki
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prebere podatke o konferenci iz datoteke.
3.1.1 Algoritem za nakljucˇno generiranje konferenc
Kot smo zˇe napovedali, smo za testiranje nasˇih algoritmov poleg izmiˇsljene in
realne konference uporabili tudi psevdo nakljucˇno konferenco, ki smo jo dobili
z uporabo Algoritma za nakljucˇno generiranje konferenci (gl. Algoritem 3).
Algoritem sprejme tri parametre:
• sˇtevilo cˇlankov n, ki jih zˇelimo zgenerirati,
• maksimalno sˇtevilo tem m, ki jih zˇelimo v cˇlankih in
• sˇtevilo razlicˇnih tem k, katere se razdeli v cˇlanke.
Parametri so med seboj neodvisni. Omejeni so navzdol, saj ne bi bilo
smiselno imeti manj kot en cˇlanek ali temo. Algoritem deluje s cˇasovno
zahtevnostjo O(n ∗ k). Rezultat algoritma je instanca objekta Conference, v
katerem so v povezanem seznamu shranjeni vsi nakljucˇno zgenerirani cˇlanki.
Data: n, m, k
Result: Cˇlanki z nakljucˇno razporejenimi temami
for i = 0; i < n; i++ do
rand = psevdo nakljucˇno sˇtevilo med 1 in m;
for j = 0; j < rand; j++ do
artikel = dodajamo v artikel po eno temo, ki je sˇtevilka med 1
in k ;
end
dodamo artikel v skupno podatkovno strukturo;
end
return Conference(Artikli)
Algoritem 3: Algoritem za generiranje nakljucˇne konference.
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3.1.2 Algoritem za ocenjevanje razporeditve
Za medsebojno primerjavo rezultatov, dobljenih z uporabo razlicˇnih testnih
konferenc, smo uporabili Algoritem za ocenjevanje razporeditve (gl. Algori-
tem 4). Algoritem za svoje delo potrebuje 3 elemente:
• k: konferenco, ki jo zˇelimo oceniti,
• c1 utezˇ za kromaticˇnost in
• c2 utezˇ za prazne prostore v seji.
Data: k, c1, c2
Result: Ocena konference
for vse seje v konferenci do
kromaticˇnost chrom = 0;
prazni prostori prazni = 0;
for vsak cˇlanek v seji do
pogledamo, cˇe ustreza vecˇinski temi seje;
if cˇlanek ne ustreza v sejo then
chrom++;
end
end
if sˇtevilo cˇlankov v seji ! = p then
prazni = p− sˇtevilo cˇlankov v seji;
end
ocena kromaticˇnosti = h(chrom);
ocena praznih prostorov = k(prazni);
ocena = ocena kromaticˇnosti + ocena praznih prostorov;
end
return ocena;
Algoritem 4: Algoritem za ocenjevanje konference.
3.2. OSNOVNI ALGORITEM ZA RAZPOREJANJE CˇLANKOV 19
Konferenco podajamo v obliki instance Conference, v kateri so cˇlanki zˇe
urejeni v povezanem seznamu. Druga dva elementa pa sta utezˇi, s pomocˇjo
katerih lahko pri ocenjevanju poudarimo posamezen vidik ocene. Cˇe zˇelimo,
da je poudarek na enakosti tem v seji, povecˇamo c1 in cˇe zˇelimo poudariti
pomembnost polnih sej, povecˇamo c2. Utezˇi se uporablja v kakovostni funkciji
(gl. Formula 2.1), ki je opisana v poglavju 2.2.1. Za drugacˇne namene bi se
funkcijo lahko spremenilo problemu primerno.
3.2 Osnovni algoritem za razporejanje cˇlankov
Osnovni algoritem (gl.Algoritem 5) je bil napisan po pozˇresˇni metodi. V
primeru, ko za generiranje urnika uporabimo algoritem iz skupine pozˇresˇnih
algoritmov, je algoritem sorazmerno preprost, kar je tudi osnovna znacˇilnost
slednjih algoritmov. Kot vsak pozˇresˇni algoritem je tudi ta kratkoviden in
ne vidi problema v celoti. Prvi cˇlanek se uvrsti v prazno sejo, ki se ji dolocˇi
enake teme, kot jih ima cˇlanek. Preostale cˇlanke, ki so definirani v konferenci,
poskusˇa najprej uvrstiti v prvo sejo, ki je na voljo. Preden uvrsti cˇlanek v
sejo, preveri cˇe le-ta ustreza seji. Cˇlanek seji ustreza, cˇe je presek tem cˇlanka
in seje neprazna mnozˇica. Ko se cˇlanek uvrsti v sejo, se seji dolocˇi novo
temo, ki je presek tem cˇlanka in seje. Cˇe cˇlanka ne moremo uvrstiti v prvo
sejo, pogledamo naslednjo in tako dalje, dokler ne pridemo do konca vseh
zˇe dolocˇenih sej. Cˇe cˇlanka nismo uvrstili, naredimo novo sejo, ki ima teme
enake cˇlanku, katerega smo vanjo uvrstili. Kriterija za uvrstitev v sejo sta
dva:
• seja mora imeti prazen prostor: prazen prostor ima, cˇe je sˇtevilo cˇlankov
v seji manjˇse od maksimalnega sˇtevila cˇlankov v seji, ki je dolocˇeno v
Conference objektu,
• teme cˇlanka morajo ustrezati temam seje: kriterij je izpolnjen, cˇe v
preseku tem cˇlanka in seje obstaja vsaj ena tema.
Tezˇave nastanejo, cˇe izpolnimo maksimalno sˇtevilo sej in nimamo seje,
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v katero bi se cˇlanek lahko uvrstil. V takem primeru cˇlanek uvrstimo v
prvo sejo, ki sˇe ima prostor in ne spremenimo teme seje. Veliko sˇtevilo
takih cˇlankov v eni seji pomeni veliko kromaticˇnost in s tem slabsˇo oceno
razporeditve.
Data: Nerazdeljeni cˇlanki s temami
Result: Razdeljeni cˇlanki v seje
while sˇe imamo cˇlanke v seznamu do
if zˇe obstaja seja then
for seje s cˇlanki do
if presek tem cˇlanka in seje != {} then
if seja sˇe ni polna then
vstavimo cˇlanek v sejo;
nov seznam tem seje je presek tem cˇlanka in seje;
end
end
end
if nobena seja ne ustreza && sˇtevilo sej < maksimalnega
sˇtevila sej then
naredimo novo sejo in vanjo vstavimo cˇlanek;
else
vstavimo v prvo sejo, ki ni polna;
end
else
naredimo novo sejo in vanjo vstavimo cˇlanek s temo;
end
end
Algoritem 5: Osnovni algoritem.
V primeru manjˇse konference z manj cˇlanki se osnovni algoritem izkazˇe
za dokaj ustreznega. Rezultat je blizu optimalnega, kar se vidi na sliki 3.2.
Uporabili smo konferenco z 20 cˇlanki, ki smo jih razvrstili v sˇtiri razlicˇne
teme. Na koncu nam algoritem razdeli cˇlanke v 8 sej, kjer so v vsaki seji
le cˇlanki, ki imajo vsaj eno enako temo. Algoritem ima cˇasovno zahtevnost
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O(n ∗ s), kjer je n sˇtevilo vseh cˇlankov in s je sˇtevilo sej, ki jih porabimo.
Slika 3.2: Primer konference z 20 cˇlanki, ki jih pozˇresˇni algoritem razdeli v
6 sej po 3 cˇlanke in 2 seji po en cˇlanek.
3.3 Nadgradnje
Kot je bilo zˇe povedano, spada nasˇ osnovni algoritem v skupino pozˇresˇnih
algoritmov. Nasˇa zˇelja je, da bi algoritem deloval bolj globalno ter tako nasˇel
boljˇso resˇitev. Ob primerjanju nasˇega problema s problemom nahrbtnika in
s problemom pokritja smo odkrili podobnosti in uporabili hevristiko iz teh
problemov, da bi lahko osnovni algoritem izboljˇsali. Oba izboljˇsana algoritma
imata sˇe vedno cˇasovno zahtevnost O(n ∗ s)
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3.3.1 Hevristika nahrbtnika
Problem nahrbtnika in njegove osnovne resˇitve so bile opisane v poglavju
2.4. Pri problemu nahrbtnika vedno obstaja razporeditev elementov, za ka-
tero tudi pozˇresˇni algoritem najde optimalno resˇitev[6]. Vendar pa te raz-
poreditve, ki ima za posledico optimalno resˇitev, ne moremo najti, cˇe ne
raziˇscˇemo vseh mozˇnih razporeditev. Izkazˇe se, da je za izboljˇsanje rezultata
potrebno uporabiti preprosto razvrstitev elementov po velikosti padajocˇe.
Pri problemu nahrbtnika so to elementi, ki imajo najvecˇjo >>velikost<<.
Tako bomo najprej razporedili najvecˇje elemente, ostale elemente pa dodajali
majhnim prostorom, ki so ostali poleg velikih elementov. Ker je problem zelo
podoben nasˇemu, smo se odlocˇili, da tudi v nasˇem primeru pred uvrsˇcˇanjem
cˇlankov v seje, cˇlanke najprej razvrstimo po >>velikosti<<. Ob tem je
>>velikost<< sˇtevilo tem posameznega cˇlanka. Cˇlanki z vecˇjim sˇtevilom
tem nam omogocˇijo vecˇ izbire za razporejanje ostalih cˇlankov, zato je bi-
stveno, da te najprej razporedimo. To je pravzaprav posledica dejstva, da ob
uvrstitvi prvega cˇlanka v sejo, ta cˇlanek dolocˇi temo seje. Tako nam veliko
sˇtevilo tem v cˇlanku povecˇa mozˇnosti za sprejetje ostalih manjˇsih (z manj
temami) cˇlankov v sejo.
Velikost pri problemu nahrbtnika torej lahko prevedemo v sˇtevilo tem,
ki jih ima en cˇlanek. Tako se vse cˇlanke v konferenci najprej razporedi po
sˇtevilu tem padajocˇe. Rezultati v poglavju 4 pokazˇejo, da algoritem (gl.
Algoritem 6), kateremu pred razporejanjem uredimo cˇlanke po velikosti, v
nasˇem primeru skoraj vedno najde dobro razporeditev in se tudi izkazˇe za
najboljˇsega izmed testiranih algoritmov.
Problem nastane, cˇe imamo konferenco, v kateri imajo vsi cˇlanki enako
sˇtevilo tem. Pri taki konferenci ne moremo razporediti cˇlankov po sˇtevilu
tem in tako nimamo napredka, zato je bila potrebna izjema. Ko zazˇenemo
algoritem za urejanje po sˇtevilu tem, moramo urediti tudi cˇlanke z enakim
sˇtevilom tem in jih razporediti tako, da so cˇlanki z enako temo skupaj. S tem
preprecˇimo, da bi bila konference s cˇlanki z enakim sˇtevilom tem neurejena
pred razporejanjem v seje. Namesto imen tem smo za oznacˇbe tem uporabili
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kar cela sˇtevila, saj je tako program za razporejanje hitrejˇsi.
Data: Nerazdeljeni cˇlanki s temami
Result: Razdeljeni cˇlanki v seje
while !urejeno do
for za vsak cˇlanek i in i + 1 do
if sˇtevilo tem cˇlanka i > sˇtevilo tem cˇlanka i + 1 then
zamenjamo pozicijo i in i + 1 ;
end
end
end
while !urejeno do
for vse cˇlanke do
if sˇtevilo cˇlankov i == 1 && sˇtevilo cˇlankov i + 1 == 1 then
if sˇtevilka teme v cˇlanku i > sˇtevilka teme v cˇlanku i + 1
then
zamenjamo pozicijo i in i + 1 ;
end
end
end
end
Uporabi Osnovni algoritem z urejenimi cˇlanki;
Algoritem 6: Algoritem za urejanje s hevristiko problema nahrbtnika.
3.3.2 Hevristika pokritja
Nadgraditev nasˇega osnovnega algoritma s hevristiko problema nahrbtnika
je zelo dobra, vendar nas zanima, cˇe obstaja sˇe kaksˇna, ki je mogocˇe boljˇsa
ali hitrejˇsa, denimo z uporabo resˇitev za problem pokritja. Celoten problem
pokritja je opisan v poglavju 2.5. Kot je opisano na koncu poglavja, se nasˇ
problem in problem pokritja prevecˇ razlikujeta in lahko uporabimo samo
nekatere elemente pokritja. V osnovi zˇelimo izbrati najmanjˇse podmnozˇice,
ki pokrijejo vse elemente, vendar pa se med seboj ne prekrivajo. Zacˇnemo
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lahko z izbiranjem velikih mnozˇic, ki pokrijejo veliko elementov, vendar je v
tem primeru verjetnost, da se mnozˇice prekrivajo vecˇja. Lahko pa izberemo
manjˇse mnozˇice, ki pokrijejo manj elementov, vendar je verjetnost, da se
med seboj prekrivajo, manjˇsa. Ker zˇelimo najti najmanjˇse podmnozˇice, ki
sˇe pokrijejo vse elemente, zacˇnemo z manjˇsimi podmnozˇicami.
Kot smo zˇe povedali v poglavju o pokritju, lahko podmnozˇice prevedemo
v cˇlanke s temami. Vendar nam za razliko od hevristike nahrbtnika, kjer
je smiselna predhodna razporeditev cˇlankov po velikosti padajocˇe, hevristika
pokritja narekuje, da cˇlanke predhodno razporedimo po velikosti narasˇcˇajocˇe.
Torej bo nasˇ osnovni algoritem najprej zacˇel razporejati cˇlanke z najmanjˇsim
sˇtevilom tem. Enak algoritem za urejanje, kot smo ga uporabili pri ureja-
nju s hevristiko nahrbtnika, uporabimo za ureditev cˇlankov po sˇtevilu tem
padajocˇe.
Data: Nerazdeljeni cˇlanki s temami
Result: Razdeljeni cˇlanki v seje
while !urejeno do
for za vsak cˇlanek i in i + 1 do
if sˇtevilo tem cˇlanka i < sˇtevilo tem cˇlanka i + 1 then
zamenjamo pozicijo i in i + 1;
end
end
end
Osnovni algoritem z urejeni cˇlanki;
Algoritem 7: Algoritem za urejanje s hevristiko problema pokritja.
Algoritem s hevristiko pokritja (gl. Algoritem 7) deluje zelo podobno, kot
algoritem 6. Razlikujeta se v nacˇinu ureditve pred zacˇetkom razporejanja.
Pri algoritmu s hevristiko pokritja tudi nismo dodali izjeme za konference,
kjer imajo vsi cˇlanki po eno temo, saj bi bil rezultat ocenjen podobno ali celo
enako. Razlike bi se pojavile, cˇe bi imeli na koncu premalo sej za razvrstitev
vseh cˇlankov in bi se tako cˇlanki razvrstili v seje, ki nimajo enake teme.
V takem primeru bi ureditev povzrocˇila spremembo v oceni, vendar bi bil
3.3. NADGRADNJE 25
rezultat boljˇsi ali slabsˇi le po nakljucˇju.
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Poglavje 4
Empiricˇni rezultati
Testiranje nasˇih algoritmov na razlicˇnih konferencah pokazˇe zanimive rezul-
tate. Obstajajo konference in razlicˇne ureditve cˇlankov, ki povzrocˇijo, da je
ocena razporeditve vseh algoritmov enaka. To pa ne pomeni, da so cˇlanki
razvrsˇcˇeni enako.
4.1 Testne konference
Uporabili bomo razlicˇne konference. Prva je manjˇsa z n = 20 cˇlanki in k = 11
razlicˇnimi temami. Cˇlanki s temami so pred razporejanjem naslednji: [1, 2,
3, 4], [1, 2, 4], [1, 2, 3], [1, 3, 4], [1], [2], [3, 4], [1, 2], [4], [3, 4], [2, 4], [1, 2],
[1, 3], [2, 3], [4], [3, 4], [2, 4] , [1, 2, 3, 4], [4], [2]. Vsak oklepaj predstavlja
en cˇlanek in vsaka sˇtevilka v cˇlanku predstavlja eno temo. Druga ima realne
podatke, in sicer n = 101 cˇlankov in k = 11 razlicˇnih tem. Uporabila se
bo za preverjanje algoritmov na konferenci, ki se bo v realnosti zgodila. Da
preverimo, kako se obnasˇajo algoritmi na velikih konferencah, bomo uporabili
psevdo nakljucˇne konference s n = 1000 cˇlanki in k = 15 temami. V zadnjem
podpoglavju bomo uporabili sˇe nakljucˇno konferenco s parametri realne.
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4.2 Testiranje
Za motivacijo pogledamo najprej preprost primer, da bomo kasneje lahko
bolje razumeli zahtevnejˇse primere. Uporabili bomo osnovni algoritem (gl.
Algoritem 5), ki ga testiramo na manjˇsi konferenci. Konferenca je bila defi-
nirana v prejˇsnjem podpoglavju. Algoritmu za parametre nastavimo sˇtevilo
sej s = 8 in velikost seje p = 3.
Cˇlanke nam razporedi tako:
• Seja 1: [1, 2, 3, 4], [1, 2, 4], [1, 2, 3],
• Seja 2: [1, 3, 4], [1], [1, 2],
• Seja 3: [2], [2, 4], [1, 2],
• Seja 4: [3, 4], [4], [3, 4],
• Seja 5: [1, 3], [2, 3], [3, 4],
• Seja 6: [4], [2, 4], [1, 2, 3, 4],
• Seja 7: [4],
• Seja 8: [2].
Zgoraj opazimo, da so se cˇlanki razporedili v 8 sej, od katerih je sˇest
polnih, dve pa imata le po en cˇlanek. Ker smo podali preveliko sˇtevilo sej
s = 8, je algoritem zadnja dva cˇlanka uvrstil vsakega v svojo sejo. Cˇe bi
zˇeleli imeti zadnja dva cˇlanka v skupni seji, bi bilo potrebno podati sˇtevilo
sej s = 7. Z zmanjˇsanjem sˇtevila sej s bi prisilili algoritem, da razvrsti
zadnji cˇlanek k nepolni seji. Iz tega lahko sklepamo, da sˇtevilo sej s vpliva
na razporejenost in posledicˇno na oceno razporeditve. V podpoglavju 4.2.1
bomo testirali vpliv sˇtevila sej s na oceno.
Ker smo ugotovili, da sˇtevilo sej s direktno vpliva na razporeditev cˇlankov
v sejo, testiramo tudi vpliv velikosti seje p. Na istem algoritmu in konferenci
spremenimo parametre in nastavimo velikost seje na p = 5, sˇtevila sej s = 8
pa ne spreminjamo:
4.2. TESTIRANJE 29
• Seja 1: [1, 2, 3, 4], [1, 2, 4], [1, 2, 3], [1, 3, 4], [1],
• Seja 2: [2], [1, 2], [2, 4], [1, 2], [2, 3],
• Seja 3: [3, 4], [4], [3, 4], [4], [3, 4],
• Seja 4: [1, 3], [1, 2, 3, 4],
• Seja 5: [2, 4], [4],
• Seja 6: [2],
• Seja 7:,
• Seja 8:.
Opazimo lahko, da imamo le 6 uporabljenih sej, od katerih so 3 polne
in 3 nepolne. Vecˇja velikost seje p nam je zmanjˇsala minimalno sˇtevilo sej
s = dn
p
e in povecˇala sˇtevilo nepolnih sej v razporeditvi. To nam pokazˇe, da
tudi velikost seje p vpliva na razlicˇno razporeditev konference in posledicˇno
na oceno. V istem podpoglavju kot je navedeno zgoraj, bomo testirali tudi
vpliv velikosti seje p na oceno.
4.2.1 Vpliv parametrov na oceno kakovostne funkcije
V tem podpoglavju prikazujemo vpliv velikosti seje p in sˇtevila sej s na
oceno razporeditve. Ocene, ki jih bomo prikazovali v grafih in jih primerjali,
so dobljene s kakovostno funkcijo f() (gl. Enacˇbo 2.1) opisano v poglavju
2.2.1.
Za najboljˇse ocene je najprej potrebno preucˇiti, kako se posamezni del
kakovostne funkcije obnasˇa glede na parametre, ki jih podamo algoritmu,
ne glede na utezˇ, ki jo v kakovostni funkciji f() lahko spreminjamo. Za
ta namen bomo vsak del funkcije izpostavili in vsakega posebej testirali.
Praznim prostorom k() se bomo izognili z zmanjˇsanem velikosti seje p na
minimalno dn
p
e za razporeditev vseh cˇlankov. S tem bomo algoritem prisilili,
da uporabi le toliko sej, kot jih je potrebno za razporeditev vseh cˇlankov v
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seje in zapolni vse prazne prostore. Cˇe sˇtevilo cˇlankov n ni deljivo z velikostjo
seje p , nam bo v zadnji seji vedno ostalo nekaj praznih prostorov, ki jih bomo
za namen raziskave kromaticˇnosti h() ignorirali. Pri minimalnem sˇtevilu sej
s = dn
p
e je vpliv kromaticˇnosti h() k oceni f() najvecˇji. (gl. Slika 4.1
Kromaticˇnost). Da bi dobili najvecˇji vpliv praznih prostorov k() je bilo
potrebno odstraniti kromaticˇnost h(). S povecˇevanjem sˇtevila sej s = +∞
smo povzrocˇili, da se je cˇlanek, ki ni imel skupne teme s sejo, razvrstil v
prazno sejo (gl. 4.1 Prazni prostori). Ker je vsak cˇlanek v seji le s cˇlanki
enake teme, se kromaticˇnost iznicˇi in na kakovostno funkcijo vplivajo le prazni
prostori f() =
∑s
i=1 ki().
S spreminjanjem sˇtevila s in velikosti sej p lahko nadzorujemo vpliv posa-
meznega dela kakovostne funkcije na oceno. Izziv je najti kombinacijo sˇtevila
sej s in velikosti sej p, da je ocena najboljˇsa.
Slika 4.1: Vpliv posameznega dela kakovostne funkcije pri osnovnem
algoritmu.
Na slikah 4.1, 4.2 in 4.3 je prikazano sˇtevilo cˇlankov v sejah z razlicˇno temo
(kromaticˇnost) in sˇtevilo praznih prostorov. Testirali smo vse algoritme na
vseh konferencah. Sˇtevilo pojavitev na grafih nam pove, kolikokrat se prazen
prostor pojavi (modra cˇrta) in kolikokrat se pojavi cˇlanek, ki ne sodi v svojo
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Slika 4.2: Vpliv posameznega dela kakovostne funkcije pri algoritmu s
hevristiko nahrbtnika.
Slika 4.3: Vpliv posameznega dela kakovostne funkcije pri algoritmu s
hevristiko pokritja.
sejo. Z drugimi besedami lahko za zadnji primer recˇemo, da se mu poviˇsa
stopnja kromaticˇnosti (cˇrna cˇrta).
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Opazimo, da je vpliv velikosti seje p na oceno f() enak pri vseh veliko-
stih konferenc n. Sˇtevilo pojavitev praznih sej k() in kromaticˇnost h() sta
najviˇsja ob velikih sejah, iz cˇesar lahko sklepamo, da velike seje povzrocˇijo
viˇsjo kromaticˇnost in vecˇjo pojavitev praznih sej ter posledicˇno tudi visoko
oceno. Obratno pa je najmanj praznih prostorov in najnizˇja kromaticˇnost pri
majhnih sejah, kar pomeni, da so najbolje ocenjene razporeditve z manjˇsimi
sejami. Ugotovitev je pricˇakovana, saj majhne seje povzrocˇijo vecˇje mini-
malno sˇtevilo sej dn
p
e in posledicˇno vecˇjo izbiro pri razporejanju cˇlankov. S
svojo velikostjo p pa omejujejo tudi vecˇje nepravilnosti (prazne prostore in
kromaticˇnost) v razporeditvi.
4.2.2 Primerjava algoritmov
V prejˇsnjem podpoglavju smo primerjali vpliv parametrov na oceno f(). V
tem podpoglavju pa bomo primerjali oceno rezultata za razlicˇne algoritme ob
postavitvi enakih parametrov. Razlicˇne kombinacije parametrov za algoritem
lahko zelo vplivajo na izbor najboljˇsega algoritma za konferenco. Najboljˇsi
algoritem bomo izbrali tako, da bomo algoritmom spreminjali parametre in
jih testirali na vseh konferencah. Za algoritem, ki bo imel v nasˇih primerih
najvecˇkrat najboljˇso oceno, lahko recˇemo, da najverjetneje poda najboljˇso
razporeditev.
Na slikah 4.4, 4.5 in 4.6 so prikazane primerjave vseh algoritmov. Upo-
rabljene konference so opisane v podpoglavju 4.1. Spreminjali smo velikost
seje p, sˇtevilo sej pa smo nastavili na s = dn
p
e in s = +∞. Grafi potrdijo, da
parametri zelo vplivajo na oceno, saj se v dolocˇenih razmerah lahko za naj-
boljˇsega izkazˇe tudi algoritem, ki v vecˇini primerov poda najslabsˇe ocenjeno
razporeditev. To lahko vidimo na sliki 4.5, kjer ima algoritem s hevristiko
pokritja najboljˇso oceno f() pri velikosti seje p = 8 in s = dn
p
e. Cˇe pogledamo
ostale grafe, lahko opazimo, da se na vecˇini primerov izkazˇe za najslabsˇega.
Na grafih izstopa algoritem s hevristiko nahrbtnika. Opazimo, da so
njegove ocene v vecˇini primerov najnizˇje. Sˇe vedno pa obstajajo razmere,
kjer se izkazˇe za slabsˇega, kot lahko vidimo na sliki 4.5, kjer pri velikosti
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Slika 4.4: Vpliv velikosti seje na oceno vseh algoritmov manjˇse konference.
Levo je sˇtevilo sej s = dn
p
e. Desno je sˇtevilo sej s = +∞.
Slika 4.5: Vpliv velikosti seje na oceno vseh algoritmov realne konference.
Levo je sˇtevilo sej s = dn
p
e. Desno je sˇtevilo sej s = +∞.
seje s = 7 in s = 8 ni ocenjen najboljˇse. Ne moremo recˇi, da je algoritem
s hevristiko nahrbtnika v splosˇnem najboljˇsi algoritem, lahko pa trdimo, da
se algoritem s hevristiko nahrbtnika na nasˇih primerih najvecˇkrat izkazˇe za
najboljˇsega.
Rezultat je dokaj pricˇakovan, saj algoritem s hevristiko nahrbtnika naj-
prej razporedi cˇlanke z veliko temami, ki omogocˇijo veliko razlicˇnih mozˇnosti
za nadaljnje majhne cˇlanke. Druga dva algoritma se pri dolocˇenih nastavlje-
nih parametrih priblizˇata, vendar pa pri vecˇini nastavitev ne prideta blizu.
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Slika 4.6: Vpliv velikosti seje na oceno vseh algoritmov vecˇje psevdo
nakljucˇne konference. Levo je sˇtevilo sej s = dn
p
e. Desno je sˇtevilo sej
s = +∞.
Zaradi dodatne hevristike pokritja bi sklepali, da je osnovni algoritem slabsˇi
od algoritma s hevristiko pokritja, vendar urejanje cˇlankov z manj temami
povzrocˇi, da imamo seje z manj temami in tako manj mozˇnosti za razpore-
janje v teme.
4.2.3 Primerjava algoritmov na razlicˇno velikih konfe-
rencah
V prejˇsnjem podpoglavju smo lahko na sliki 4.6, kjer smo testirali na ve-
liki konferenci, opazili, da so algoritmi ocenjeni bolj enotno in je konstantno
najboljˇsi le en. V nasˇem primeru je to algoritem s hevristiko nahrbtnika.
Za boljˇso primerjavo algoritmov smo jih testirali sˇe na vecˇ razlicˇnih veli-
kih psevdo nakljucˇnih konferencah. Pred testiranjem velikih konferenc, za
obcˇutek primerjajmo sˇe psevdo nakljucˇno zgenerirano konferenco velikosti
realne, ki smo jo uporabljali v prejˇsnjih podpoglavjih. Taka konferenca bo
imela k = 11 in n = 101 cˇlankov, kateri bodo imeli 3 teme. Na sliki 4.7
vidimo, da se ocene algoritmov pri enaki velikosti sej zelo razlikujejo. Pri
generirani konferenci (levo) opazimo, da so povprecˇne ocene zelo visoke v
primerjavi z ocenami realne konference. Iz tega lahko sklepamo, da rezultati
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testiranja na velikih konferencah, ki jih bomo dobili v nadaljevanju, ne bodo
imitirali realnih konferenc enake velikosti. Sˇe vedno pa je vredno preveriti,
kako se algoritmi obnasˇajo na psevdo nakljucˇnih velikih konferencah.
Slika 4.7: Primerjava ocen rezultatov vseh algoritmov psevdo nakljucˇno
zgenerirane (levo) in realne konference (desno).
Na sliki 4.8 predstavimo 9 razlicˇnih psevdo nakljucˇnih velikih konferenc.
Prva konferenca ima n = 800 cˇlankov in vsaka naslednja n = n+50;n < 1200.
Cˇlanki imajo najvecˇ 5 tem, ki so nakljucˇno izbrane k = 15. Generirali smo
jih z Algoritmom za nakljucˇno generiranje konferenc (gl. Algoritem 3).
Za parametre algoritmov smo nastavili velikost seje p = 6 in s = dn
p
e.
Ker n - p, bomo vedno imeli eno sejo, ki ne bo polna. Tako bo kakovostna
funkcija ocenjevala kromaticˇnost in sˇtevilo praznih prostorov.
Ocene (gl. Slika 4.8 Pokritje) algoritma s hevristiko pokritja so ponovno
najslabsˇe. Najboljˇse ocene pa je enako kot pri manjˇsih konferencah dobil
algoritem s hevristiko nahrbtnika (gl. Slika 4.8 Nahrbtnik). Pri nekaterih
konferencah se ocene osnovnega algoritma (gl. Slika 4.8 Osnovni) priblizˇajo,
vendar so sˇe vedno slabsˇe kot pri algoritmu s hevristiko pokritja.
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Slika 4.8: Primerjava ocen rezultatov vseh algoritmov razlicˇnih konferenc.
Poglavje 5
Zakljucˇek
Na zacˇetku dela smo predstavili problem razporejanja urnika na konferencah.
V drugem poglavju smo opisali parametre p, s, n, k in kakovostno funkcijo
f(), ki se uporablja za ocenjevanje razporeditev. Predstavili smo podobne
probleme in jih primerjali z nasˇim.
V nadaljevanju smo opisali funkcije, razrede in algoritme, ki smo jih ka-
sneje uporabili za testiranje. Bolj podrobno smo razlozˇili hevristiko pozˇresˇnega
algoritma, hevristiko za resˇevanje problema nahrbtnika in hevristiko za resˇevanje
problema pokritja. Vse hevristike smo uporabili v algoritmih. Vsi algoritmi
delujejo s cˇasovno zahtevnostjo O(n ∗ s).
Na koncu smo hevristike razporejanja cˇlankov v seje testirali. Testiranje
smo opravili na treh razlicˇnih konferencah. Prva se je uporabila pri testiranju
algoritmov na manjˇsih konferencah. Druga je bila uporabljena za primerjavo
algoritmov na konferenci z realnimi podatki. Tretja je bila psevdo nakljucˇno
zgenerirana konferenca, ki smo jo uporabili za primerjanje algoritmov pri raz-
porejanju velikih konferenc. Ker smo za primerjavo potrebovali vecˇ velikih
konferenc, se je psevdo nakljucˇno konferenco zgeneriralo vecˇkrat. Vsako raz-
poreditev smo ocenili s kakovostno funkcijo f(), ki je ocenjevala kromaticˇnost
h() in sˇtevilo praznih prostorov v sejah k(). Nasˇi rezultati kazˇejo, da je glede
na nasˇo kakovostno funkcijo najbolje ocenjen algoritem s hevristiko nahrb-
tnika. Ko smo preucˇili sˇe vlogo parametrov, smo priˇsli do pricˇakovanega
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zakljucˇka, da je najbolj pomemben parameter velikost seje p, ker najbolj
vpliva na koncˇno oceno razporeditve.
Za razporejanje predavanj na konferenci lahko uporabimo razlicˇne algo-
ritme z razlicˇnimi hevristikami. V nasˇi nalogi smo jih opisali le nekaj in
jih med seboj primerjali. Potrebno bi bilo testirati vecˇ razlicˇnih algoritmov
na vecˇ razlicˇnih realnih konferencah, ki bi nas morda pripeljali do boljˇsih
rezultatov. Cˇeprav rezultati nasˇih testiranj kazˇejo, da najboljˇse ocene dobi
algoritem s hevristiko nahrbtnika, so ob spremenjenih parametrih ali drugacˇni
zacˇetni razporeditvi cˇlankov, lahko tudi drugi algoritmi bolje ocenjeni. Na
vprasˇanje, kateri algoritem je najboljˇsi za razporejanje predavanj na kon-
ferenci, nam ni uspelo odgovoriti, vendar smo priˇsli do algoritmov, ki bi s
pravimi parametri za dolocˇeno konferenco to lahko bili.
Poglavje 6
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