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Abstract
We study the behavior of the branch locus of proper holomorphic mappings between nondegen-
erate rigid polynomial domains in Cn+1 nonnecessary pseudoconvex. In particular, we show that
it depends only on the first domain. This paper generalizes [Publ. Mat. 45 (2001) 69–77] in the
nonpseudoconvex case.
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1. Introduction
A rigid polynomial domain D in Cn+1 is one which is given as {(z0, z) ∈ Cn+1:
r(z0, z) = 2 Re(z0) + P(z, z¯) < 0}, where P(z, z¯) is a polynomial. It is called nondegen-
erate if its boundary contains no nontrivial complex variety. The Levi determinant of D is
defined by
λr = −det
[ 0 rz¯j
rzj rzj z¯j
]
.
E-mail address: ourimin@yahoo.com.0022-247X/$ – see front matter  2004 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2004.06.010
N. Ourimi / J. Math. Anal. Appl. 303 (2005) 54–60 55We consider the following set:
ω(∂D) = {(z0, z) ∈ ∂D: λr(z0, z) = 0}.
Naturally, ω(∂D) is given by the product of a real algebraic subset A of Cnz by the real line
RIm z0 . Let Bˆ =
⋃
1jN Bˆj ⊂ A be the uniquely defined algebraic subset of Cn with the
property that the regular part of (Bˆ×RIm z0)∩∂D is maximally complex of real dimension
equal to 2n − 1 (the integer N is bounded by the degree of the polynomial P ). Based on
the algebraicity result [7] and by analyzing the order of vanishing of the Levi determinant,
we show the following
Theorem 1. Let D and D′ be rigid polynomial nondegenerate domains in Cn+1. Then the
branch locus of any proper holomorphic mapping f :D → D′ (denoted by Vf ) satisfies
Vf ⊂
⋃
1kN
{
(z0, z) ∈ D: z ∈ Bˆk
}
.
This result was proved in [7] in the pseudoconvex case. The main difficulty here, is to
show that the branch locus extends across the boundary. For this we use an observation
due to Berteloot and Pinchuk [4], showing that a proper holomorphic mapping extends
properly to the envelopes of holomorphy.
As in [7], an immediate application is the following
Corollary 1. A proper holomorphic self-mapping of a rigid polynomial nondegenerate
domain in Cn+1 is a biholomorphism.
As another application, we note that if ω(∂D) is empty, the mapping f (defined in
Theorem 1) is an unbranched proper mapping. In view of the simple connectedness of D,
f is a biholomorphism. Notice also that [5] contains related results in the pseudoconvex
case.
2. Background material
Let us recall that a proper holomorphic mapping f :D → D′ is algebraic [8] (i.e., its
graph is contained in an irreducible algebraic set). Moreover, we have the following strati-
fication of the boundary:
∂D = Sh ∪ S∞,
where Sh is the set of holomorphic extendability of f as a mapping and S∞ = {p ∈ ∂D:
limz→p |f (z)| = ∞}. Let Z = (z0, z) and W = (w0,w) be points in C × Cn. We define
r(Z, W¯ ) = z0 + w¯0
2
+ P(z, w¯)
the complexification of the function r . We call Segre variety of W associated to D the
smooth algebraic hypersurface
QW =
{
Z ∈ Cn+1: r(Z, W¯ ) = 0}
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z0 = −w0 +
∑
bk(w¯)z
k, (2.1)
where the right-hand side is a finite sum and bk are polynomials. The set QW is a com-
plex hypersurface, it can be expressed as the graph of a holomorphic function; since we
can write QW as QW = {(hW (z), z), z ∈ Cn}, where hW(z) = −w¯0 − 2P(z, w¯). Segre
varieties have played an important role in the study of boundary regularity of holomorphic
correspondences and mappings when the obstructions are real analytic. We denote by S
the set of Segre varieties {QW, W ∈ Cn+1} and λ the so-called Segre map defined by
λ :Cn+1 → S, W → QW.
We call critical set of λ, the set of points, which do not admit a neighborhood on which
λ is one-to-one. We refer the reader to [10] for more details and more properties of Segre
varieties.
3. Proof of results
The proof of Theorem 1 uses the following lemma observed by Berteloot and Pinchuk
in [4].
Lemma 1. Let f :D → D′ be a proper holomorphic mapping between domains in Cn+1.
Then f extends to some proper holomorphic mapping fˆ :O(D) → O(D′) between the
envelopes of holomorphy.
An important remark on the envelope of holomorphy of a rigid polynomial nondegen-
erate domain is given in the following lemma.
Lemma 2. The envelope of holomorphy of a rigid polynomial nondegenerate domain D ⊂
Cn+1 is either all Cn+1, or ∂D has strongly pseudoconvex points.
Proof. Let D = {(z0, z) ∈ C × Cn: r(z0, z) = 2 Re(z0) + P(z, z¯) < 0} be a rigid polyno-
mial nondegenerate domain. Assume that the envelope of holomorphyO(D) 	= Cn+1 and
let us suppose that the Levi form L(P )(z)(v)  0 for all z, v ∈ Cn. Then there exists a
greatest plurisubharmonic minorant Pˆ of P such that
O(D) = {(z0, z) ∈ C × Cn: rˆ(z0, z) = 2 Re(z0)+ Pˆ (z, z¯) < 0}.
Since L(P ) 0, the function Pˆ −P is plurisubharmonic in Cn and hence, being negative,
it is constant. Thus L(P )(z) ≡ 0 for all z ∈ Cn. This contradicts the fact that the domain D
is nondegenerate. 
Lemma 2 has also appeared in [3].
Now, we need to prove the following result which is the crucial point in our proof.
Lemma 3. For any irreducible componentW of Vf ,W extends across the boundary of D.
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O(D) 	= Cn+1, by Lemma 2, the boundary ∂D contains strongly pseudoconvex points and
O(D) is defined by
rˆ(w0,w) = 2 Re(w0)+ Pˆ (w, w¯) < 0,
where Pˆ (w, w¯) is a plurisubharmonic function. Since f is algebraic, there exists
an irreducible polynomial h in Cn+1 such that W = {ξ ∈ D: h(ξ) = 0}. According
to [6, Proposition 2, p. 76], the orthogonal projection π :Wˆ → Cn is an analytic cover,
where Wˆ = {ξ ∈ Cn+1: h(ξ) = 0}. Let g1, . . . , gk be the branches of π−1 which are lo-
cally defined and holomorphic on Cn \ σ , with σ ⊂ Cn an analytic set with dimension
at most n − 1. Consider the function ρ(w) = sup{rˆ ◦ g1(w), . . . , rˆ ◦ gk(w)}. Since π is
an analytic cover, ρ extends as a plurisubharmonic in Cn. If W does not extend across
∂D, the defining function ρ will be negative on Wˆ . So it is constant; since it is negative.
Then for all w0 ∈ Cn \ σ , there exists a neighborhood Uw0 of w0 and j0 ∈ {1, . . . ,m} such
that rˆ ◦ gj0 is constant. We can write gj0(w) in Uw0 as gj0(w) = (kj0(w),w) with kj0 a
holomorphic function. Hence, for all w ∈ Uw0 the function 2 Re(kj0(w)) + Pˆ (w) is con-
stant. It follows that the Levi form L(Pˆ ) ≡ 0 in Uw0 . Since w0 was arbitrary in Cn \ σ and
dimC σ  n − 1, L(Pˆ ) ≡ 0 in Cn. This contradicts the fact that rˆ = r in a neighborhood
of strongly pseudoconvex points of the boundary.
Assume now that O(D) = Cn+1. If O(D′) 	= Cn+1 we can apply the same argument as
above to the correspondence f−1 to show that its branch locus Sf = f (Vf ) extends across
the boundary of D′. Hence, Vf extends across the boundary of D. So, we can assume that
O(D′) = Cn+1. Then f extends as a proper holomorphic mapping from Cn+1 onto Cn+1.
Since it is algebraic, f is a polynomial mapping. We denote by F = f−1. As above, it
suffices to show that f (Vf ) extends across the boundary of D′.
We use the right prime to denote the objects in the target domain. Let λ :Cn+1 → S :=
{Qw: w ∈ Cn+1} and λ′ :Cn+1 → S′ := {Q′w′ : w′ ∈ Cn+1} be the Segre maps. We denote
by E the critical set of λ and by SF = f (Vf ) the branch locus of F . First, we verify SF ⊂
F−1(E). Let x ∈ SF . Then, there exist sequences (xn)n converging to x and (yn)n and
(zn)n converging to x ′ ∈ F(x) such that yn ∈ F(xn) and zn ∈ F(xn) with yn 	= zn. In view
of [9], there exists a one-to-one single valued mapping ϕ :S → S′ such that λ ◦F = ϕ ◦ λ′.
Then we conclude that λ(yn) = λ(zn). Hence, λ is not one-to-one in a neighborhood of x ′.
This implies that x ′ ∈ E and so x ∈ F−1(E).
The polynomial mapping f is proper, then f (∂D) ⊂ ∂D′ and F(∂D′) ⊂ ∂D. Since
the coefficients in (2.1) do not depend on w0, E is w0-invariant, i.e., if (w00,w) ∈ E then
(w0,w) ∈ E for all w0 ∈ C. From this, it follows that E extends across the boundary of D.
But SF ⊂ F−1(E), therefore SF extends across the boundary of D′. This completes the
proof of Lemma 3. 
For an irreducible componentW of Vf , we define
EW := W¯ ∩ ∂D.
The following lemma was proved in [7]. For the sake of completeness, we include a
proof.
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(1) EW is a polynomial submanifold of dimension 2n − 1 in a neighborhood of p of
dimension 2n− 1.
(2) f is holomorphic in a neighborhood of p.
Proof. (1) Since W is an irreducible algebraic set in D of dimension n, there exists an
irreducible polynomial h in Cn+1 such thatW = {Z ∈ D: h(Z) = 0}. We may assume that
∇h is not identically zero on W . Thus, h is a defining function of W . Let, for example,
∂h
∂z1
(p) 	= 0 for some point p ∈W . Applying the maximum principle to W , then there
exists an open dense subset OW of EW such that for any q ∈OW , ∂h∂z1 (q) 	= 0. For a fixed
q ∈OW , there exists a neighborhoodU in Cn+1 of q such that ∂h∂z1 vanishes nowhere on U .
Then W˜ = {z ∈ U : h(z) = 0} is a polynomial submanifold of U . Since W extends across
the boundary of D as a variety, a useful consequence of this fact is that W˜ has dimension
2n − 1. Otherwise, the Hausdorff dimension of W˜ will be less or equal to 2n − 2. Then
W˜ \ (W˜ ∩∂D) will be connected (see [6, p. 347]). This implies that W˜ cannot be separated
by ∂D and contradicts Lemma 3.
(2) Since f is algebraic, all its components fj are also algebraic. Then there exist n+ 1
polynomial equations Pj (z,w) = 0 satisfied by wj = fj (z). Let be
Pj
(
z, fj (z)
)= amjj (z)fj (z)mj + · · · + a1j (z)fj (z)+ a0j (z),
where mj ∈ N and akj are holomorphic polynomials for all k ∈ {0, . . . ,mj } and for all
j ∈ {1, . . . , n + 1}. We may assume that for all j , amjj 	≡ 0 on W . Since ∂D = Sh ∪ S∞,
for all p ∈ S∞ there exists j ∈ {1, . . . , n + 1} such that amjj (p) = 0. Then the polynomial
function a =∏1jn+1 amjj vanishes identically on S∞. Assume that S∞∩OW is a dense
subset in OW . Then the function a vanishes identically on OW . The uniqueness theorem
implies that a ≡ 0 on W = {h = 0}. As h is irreducible, h divides amjj for some j . This
contradicts the fact that amjj 	≡ 0 on W for all j . Then S∞ ∩OW is nowhere dense OW .
This completes the proof of (2). 
If p is a boundary point of D, we define τ (p) the order of vanishing of λr , to be the
smallest nonnegative integer m such that there is a tangential differential operator T of
order m on ∂D such that T λr (p) 	= 0.
We need the following lemma (proved in [7] in the pseudoconvex case).
Lemma 5. Let f :D → Ω be a proper holomorphic mapping as in Theorem 1. Then for
all p ∈ Sh, τ (p) τ (f (p)) and the inequality holds if and only if f is branched at p.
Proof. In view of Theorems 2 and 6 in [1], the transversal component f0 of f satisfies
∂f0
∂z0
(p) 	= 0 for all p ∈ Sh. This implies that ∇(r ′ ◦ f )(p) 	= 0, and therefore r ′ ◦ f is a
local defining function of D in a neighborhood of any p ∈ Sh. By the chain rule, one has
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∣∣Jf (z)∣∣2λr ′(f (z)), ∀z ∈ Sh. (3.1)
The lemma follows from this identity. 
As an immediate consequence, we prove the following
Proposition 1. EW ⊂ ω(∂D).
Proof. From (3.1) it follows that OW ⊂ ω(∂D), which implies the required result. 
To finish the proof of Theorem 1, we need the following stratification of the set ω(∂D)
(see [7]).
Lemma 6. There exists an algebraic stratification of ω(∂D) as follows:
ω(∂D) = {(z0, z) ∈ ∂D: z ∈ A1 ∪A2 ∪A3 ∪A4}
with the following properties:
(a) A4 is either empty or an algebraic set of dimension  2n− 3;
(b) A1, A2 and A3 are either empty or algebraic manifolds; A2 and A3 have dimension
2n− 2 and A1 has dimension 2n− 1;
(c) A2 and A3 are CR manifolds with
dimC HA2 = n− 1
and
dimC HA3 = n− 2;
(d) τ is constant on every component of {(z0, z) ∈ ∂D: z ∈ A1}.
The rest of the proof is as in [7]. For the convenience of the reader we recall it
here. We denote by Γj = {(z0, z) ∈ ∂D: z ∈ Aj } for j = 1, . . . ,4. The analytic set
A2 contains finitely many components which we will denote by B1,B2, . . . ,BN . Since
dimR Bj = dimR HBj , then for all j , Bj is an (n− 1)-dimensional complex manifold. By
considering dimension and CR dimension, we see that Γ3 ∩OW and Γ4 ∩OW are nowhere
dense in OW .
Next, we prove that Γ1 ∩ OW cannot contain an open subset of OW . By contradic-
tion, suppose p ∈ OW ⊂ Γ1. We may choose a sequence {qk}k ⊂ Γ1 ∩ {Jf 	= 0} such that
qk → p. The mapping f is a local diffeomorphism in a neighborhood of all points qk and
the function τ is constant on Γ1. Then, we have for all k,
τ (p) = τ (qk) = τ
(
f (qk)
)
. (3.2)
On the other hand, by Lemma 2,
τ (p) > τ
(
f (p)
)
. (3.3)
Since τ is uppersemicontinuous, then (3.2) and (3.3) together give a contradiction. We
conclude that Γ2 ∩ OW contains an open subset of Γ2. Thus it contains an open subset
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in Cn such that Reg Bˆk = Bk. Applying the maximum principle and by irreducibility, we
conclude that W = {(z0, z) ∈ D: z ∈ Bˆj }. This completes the proof of Theorem 1. We
mention that the same argument has appeared in [2].
Proof of Corollary 1. Assume Vf is not empty. In view of Theorem 1, there exists an
integer k such Vf k = Vf k+1 . Without loss of generality, we may assume that k = 1. It fol-
lows that Vf ⊂ f (Vf ) and since Vf has finitely many components, we get Vf = f (Vf ).
According to Lemma 4, there exists a point p ∈ V¯f ∩ ∂D, such that f extends holomor-
phically in a neighborhood of p. The sequence of numbers τ (f k(p)) is strictly decreasing
and τ (p) is a finite integer (bounded by the degree of the polynomial P ), then there exists
an integer s0 such that τ (f s0(p)) = 0, which implies that f s0(p) /∈ ω(∂D), contradict-
ing the fact that f s0(p) ∈ V¯f ∩ ∂D. This proves that Vf = ∅. Now, in view of the simple
connectedness of the domain D, the mapping f is a biholomorphism. 
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