























































































































































































































































































































































０ １００ ２００ ３００ ４００５００６００
ＴｉｍｅStep(t）
－Ｍａｃｋｅｙ－ＧＩａｓｓＷａｖｅ－－…ＲＢＦＮ（ＭＳＥ：０００６６）
………－ＧＲＮＮ（ＭＳＥ：０００７３）－－－－ＢＰＮ（ＭＳＥ：０．０２２９）
図５各ネットによる予測波形（で：２４，入力パターン数：500）
波形を示している｡なお,各ネットにおける隠れ層のユニット数は,ＲＢＦＮ：８０個,ＧＲＮＮ：
3000個，ＢＲＮ：２５個（隠れ層：２層）であり，最も効率的に近似できた予測波形である。
図より，明らかにＲＢＦＮＧＲＮＮを用いた場合は，波形の特徴を認識しており，精度の
高い予測がされていることがわかる。
また，図６，７はＲＢＦＮＧＲＮＮにおけるクラスタリング手法（変形k-means法，
SOFＭ）の動作特性を示すもので，（a)は隠れ層ユニット数の増加に伴うＭＳＥの推移，（b）
は平均処理時間の推移を表している。図より，処理時間においては，アルゴリズムが比較
的簡単な変形k-means法を用いた場合が速いという結果が得られている。しかし，多次元
空間に分布するデータ相互の距離関係を保持しながら写像を行うＳＯＦＭは，より均等に
RBFを配置することが可能であり，変形k-means法を用いた場合より精度の高い予測を
可能にしている。ＳＯＦＭは，その動作に大きく影響を与える多数のパラメータを経験的に
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（．。①⑩）歴濫剛望珂叶
1０２０３０４０５０６０７０８０９０１００
隠れ層のユニット数(個） 1０２０３０４０５０６０７０８０９０１００隠れ層のユニット数(個）
→－変形k-means法一一・ＳＯＦＭ －←変形k-moans法一・一・ＳＯＦＭ
(a）ユニット数とＭＳＥの関係（b）ユニット数と処理時間の関係
図６ＲＢＦＮにおける動作特性（入力パターン数：500）
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（．。①⑭）璽歯閉園回叶
1００２００３００４００５００６００７００８００９００１０００
隠れ層のﾕﾆﾆｯﾄ数(個）
1００２００３００４００５００６００７００８００９００１０００
隠れ層のユニニット数(個）
－●－変形k-means法一ヶＳＯＦＭ －●－変形k-means法一一．ＳＯＦＭ
(a）ユニット数とＭＳＥの関係（b）ユニット数と処理時間の関係
図７ＧＲＮＮにおける動作特性（入力パターン数：500）
設定しなければならないという欠点を持っているが，問題に適した設定を行えば正確なク
ラスタリングが可能であると考えられる。
これらの結果より，時系列の予測問題においては，近似精度，時間的効率などを考慮す
るとＢＰＮよりＲＢＦＮＧＲＮＮの方が大変有効であるといえる。
７．おわりに
本研究では,放射状基底関数ネットワーク(ＲＢＦＮ),回帰ニューラルネットワーク(ＧＲＮＮ）
およびバックプロパゲーションネットワーク（ＢＰＮ）を，時系列の予測問題に適用し，比
較による有効性を検討した。実験では，各ネットにおけるさまざまな設定値(ユニット数，
パラメータなど）を変化させ，その状態におけるMSE，処理時間の算出を行い，ＲＢＦＮ，
ＧＲＮＮがＢＰＮより優れているという結果を得た。
一般に，シグモイド関数を用いたＢＰＮは，パターン認識，領域分割などの線形分離問
題において大変有効に動作する。しかし，時系列の予測，すなわち実数値への写像におい
ては，誤差逆伝搬による荷重設定が非常に困難であったため，精度の高い結果が得られな
かった。また，莫大な処理時間を必要とするため，効率の良い手法であるとはいえない。
これに対しＲＢＦは，入力空間における特徴抽出を超楕円によって行い，空間の'情報か
ら直接に入力パターンを実数値に写像するため，容易に高精度の予測が可能となる。また，
RBFを用いたＮＮ（ＲＢＦＮ，ＧＲＮＮ）は，処理時間が非常に速いということがいえる。
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BPNと比較すると，荷重設定の繰り返し処理が少ないため，効率的に動作すると考えられ
る。よって，時系列信号の予測においては，シグモイド関数よりＲＢＦを用いたＮＮは，
大変有効であるといえる。
しかし,ＲＢＦＮＧＲＮＮの問題点として，前処理が非常に複雑であることが挙げられる。
ネットの動作，精度に大きく影響を与える多数のパラメータは，問題に応じた経験的な設
定を必要とする。特に隠れ層のユニット数，中心位置〃j，標準偏差ぴは，ネットにおけ
る重要な要素であり，用いるクラスタリング手法，ぴ決定法によって解の精度は大きく左
右される。また，これら一連の決定法には，多大な処理時間を要することもいえる。本実
験においては，処理時間のほとんどが前処理に費やされており，クラスタリングなどの設
定処理の更なる効率化が求められる。更に，ロバスト性が低いということも問題点として
挙げられる。適用する問題によって最適なネット構成が異なるため，汎用性の向上も求め
られる。
現在，ＲＢＦを用いたＮＮは，音声認識，システム設計などへの応用が可能であり，さ
まざまな研究結果が報告されている。これらの応用に対して，処理をより効率的にするた
めのアプローチとしては，処理の並列化，シグモイド層とのハイブリッドなどが挙げられ，
今後の展開が期待される。
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AStudyonPropertyofNeuralNetworks
usingRadialBasisFunction
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ThecurrentinterestinartificialNeuralNetworks(ＮＮ)islargelyaresultoftheir
abilitytomimicnaturalintelligence・
Asaresultofthisreserch，ＮＮｈａｖｅｂｅｅｎｕｓｅｄｉｎａｂｒｏａｄｒａｎｇｅｏｆａpplications
Theseincludepatternclassification，functionapproximation，optimizationandauto‐
maticcontroLInessencejtheyacceptasetofinputsandproduceacorrespondingset
ofoutputs・Therefore,theymaybecalledakindofmapping・
RadialBasisFunction(ＲＢＦ)isanon-linearfunctionbasedonthegaussfunction
andithascompletelydifferentnaturewiththesigmoidfunctionwhichisusedbroadly．
Inthispaper,werepresentabehaviorpropertyofNNusingRBFbyconsideringthe
predictionofachaotictimeseries．
