Support vector machine is a classification model which has been widely used in many nonlinear and high dimensional pattern recognition problems. However, it is inefficient or impracticable to implement support vector machine in dealing with large scale training set due to its computational difficulties as well as the model complexity. In this paper, we study the support vector recognition problem mainly in the context of the reduction methods to reconstruct training set for support vector machine. We focus on the fact of uneven distribution of instances in the vector space to propose an efficient self-adaption instance selection algorithm from the viewpoint of geometry-based method. Also, we conduct an experimental study involving eleven different sizes of datasets from UCI repository for measuring the performance of the proposed algorithm as well as six competitive instance selection algorithms in terms of accuracy, reduction capabilities, and runtime. The extensive experimental results show that the proposed algorithm outperforms most of competitive algorithms due to its high efficiency and efficacy.
Introduction
With the exponential growth of online information, finding ways of organizing data efficiently and effectively has become an important issue. Hence, in recent years, machine learning methods provide some solutions and have achieved excellent performance in a wide variety of fields [1] such as data mining, handwritten recognition, information retrieval, face detection, social network, diseases recognition and so on.
Support Vector Machine (SVM) [2] is an effective machine learning method with a solid theoretical foundation. It achieves a high prediction accuracy by learning the optimal hyperplane from training set, which greatly simplifies the classification and regression problems. Generally, SVM has many excellent features, such as high robustness and generalization ability with a small number of samples. That is, SVM determines the final optimal hyperplane by the minority support vectors with taking into consideration the model complexity and learning ability.
However, training SVM on large datasets is a very slow process and has become a bottleneck, since the quadratic programming (QP) problem that implies high training time complexity O ( n 3 ) * Corresponding author. Fax. +86 028 61830563.
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and space complexity O ( n 2 ) needs to be solved [1, 3, 4] . Therefore, speeding up the training of SVM is a notable and significant issue. Hence, many methods have been developed to reduce the high computational complexity of SVM training on large scale datasets, and the survey in literature [5] can be referred to for detailed introduction. The well-known techniques [5] are sequential minimal optimization (SMO) [6] , chunking [2] , decomposition [7] , and sampling [8] .
The first type of above mentioned approaches speed up the training process by dividing the original QP problem into small pieces to reduce the size of the whole QP problem, such as the methods proposed by Dong [1] and J. Platt [9] . Although this type of methods solve the memory requirement issue in huge amounts of data, it still costs long processing time since the time consumption is closely related to the number of instances. The second kind of approaches make use of low-rank approximation, such as greedy approximation [10] , matrix decomposition [7] and so on. The performance of these techniques has been extensively examined; however theoretically these techniques do not necessarily have high efficiency. Also, this kind of methods are relatively expensive in term of computation resource consumption. The third group of approaches consist in scaling down the training set by selecting support vector candidates, thereby using a small subset to train SVM [11] . In fact, SVM only relies on a fraction of samples, i.e. support vectors, thus we can efficiently remove the non-support vectors without affecting the classification accuracy. Hence, instance selection methods are proved to be ones of the most direct and effective ways for SVM to solve large scale classification problems and have been an attractive topic for many researchers.
Although many instance selection methods have been developed to successfully accelerate the training process of SVM on large scale datasets, most of them appear to have some drawbacks. For example, Reduced SVM (RSVM) [8] and Random Sampling Algorithm (RSA) [12] use a random algorithm which leads to uncertain results, while KMSVM [13, 14] using clustering technology performs poorly when the classes are overlapped. In this paper, we propose a new efficient instance selection algorithm to reconstruct training set, which solves many serious difficulties, such as lack of memory and long processing time suffered by the existing instance selection algorithms in face of millions of records in their common applications. The proposed algorithm, named as Shell Extraction (SE), extracts the useless instances from training set, thereby preserving the maximum of support vectors. That is, the proposed algorithm does not directly select the support vectors which are difficult to be identified, but extracts the instances which are not likely to be support vectors. Meanwhile, we can adjust the strength to reconstruct different size of subsets. It should be pointed out that there are many remarkable properties in the proposed algorithm, which are summarized as follows.
1. It obtains the higher classification accuracy than most of the competitive algorithms. 2. It has a linear time complexity. 3. It can easily deal with multi-class problem. 4 . The reduction intensity can be easily adjusted by its inputting parameter.
The rest of the paper is organized as follows. Section 2 introduces a brief overview of instance selection methods for scaling down training set. Section 3 describes three geometry-based methods in detail. Section 4 explains the theory of the proposed algorithm and analyzes its complexity. The conducted experiments and results are presented and discussed in Section 5 . Finally, conclusion and further work are given in Section 6 .
Instance selection: a brief review
The essence of support vector machine is to find the optimal classification hyperplane. The optimal hyperplane balances a term of forcing these partition between class A and B to maximize the margin of separation. Considering a set of linear separable sam-
is the features, and y i ∈ { +1 , −1 } is the corresponding label. The classification hyperplane equation in D-dimensional space is ω · x + b = 0 . According to the requirements of optimal hyperplane, the problem is transformed into the QP problem as follows:
If the training data is not linear separable, the formula above must be modified to allow the classification violation samples as below:
By introducing Lagrange multipliers, the dual formula of this problem can be rewritten as follows:
Solving the problem above, we obtain the classifier as follows:
where α i is the solution of QP problem. In fact, the samples with α i > 0 define the optimal separating hyperplane, and the samples corresponding to the equality α i = 0 are non-support vectors which do not affect the results of training SVM. Unfortunately, in the training set, the number of support vectors is far less than the number of non-support vectors which occupy large storage space and consume a large amount of computing resources without any help for classification. Therefore, in order to improve the training speed of SVM and reduce unnecessary waste of resources, Instance Selection (IS) is a kind of feasible method, which has attracted the attention of many researchers.
Instance selection [15] , also known as Prototype Selection (PS) [16] or reduction techniques [17] , aims to select a subset of samples from the original training set, and it has the capacity to choose relevant samples and remove noisy and/or redundant, without generating new artificial data which is frequently yielded by Prototype Generation (PG) or abstraction methods [18] . A wide variety of IS methods based on different models for different applications have been proposed [17, 19, 20] . They can be broadly divided into three groups: condensation, edition, and hybrid methods. The main difference of them is dependent on the type of search carried out by the IS methods, whether they seek to retain border points, central points, or both of them. Condensation methods aim to retain border points which are closer to decision boundaries. The intuition behind these methods is that internal points do not affect classification as much as border points, since the hyperplanes between classes are mainly decided by border points. Thus, internal points can be removed with relatively little effect on classification. Edition methods, which are considered the opposite of condensation techniques, obtain smoother boundaries with border points removed which should be seen as noise. That is, such algorithms do not remove internal points that do not necessarily contribute to the decision boundaries. The effect of edition methods is to improve the generalization accuracy in testing data. Hybrid methods try to compute a smallest subset S , which allows the removal of internal and border points based on criteria followed by the two previous strategies, in order to maintain or even increase the generalization accuracy in testing data. It should be pointed out that the reduction capability of condensation strategies is comparatively higher than edition methods, since there are fewer border points than internal ones in most of datasets.
Instance selection has been broadly applied in classification [21] , regression [22] and time series prediction [23] . Usually, different problems should be dealt with different IS strategies. For instance, condensation methods are probably suitable for reduction for training SVM, while edition strategies are more suitable for the scene of using k-Nearest Neighbors (kNN) classifier. As we know, kNN suffers from several drawbacks such as high storage requirement, low efficiency in classification response, and low noise tolerance. Thereby, the objective of reduction for kNN rule is to compute a small consistent subset. The concept of consistency is formally defined as below [21, 24] : given a non empty set X , a subset S of X (i.e. S ⊆ X ) is consistent with respect to X if the nearest neighbor rule using S as training set can correctly classify all instances in X . Thus, according to the definition of consistency, if we want to reconstruct a subset S to be used as the training set of kNN rule, edition and hybrid strategies maybe a good choice. However, the objective of this paper is to discuss the reduction methods for training SVM, thus we will mainly focus on condensation strategies.
Under the condensation taxonomy framework, there are still many issues, such as the order of search and the technologies of employ, can be involved in the further definition of the taxonomy. When searching for a subset S of instances from original training set X , there are several directions in which the search can proceed [19] : incremental, decremental and batch. The incremental search process starts with an empty subset S , and iteratively adds each instance in X to the subset S if this instance satisfies the predefined criteria. The Condensed Nearest Neighbor (CNN) [24] proposed by Hart is considered to be the oldest formal proposal under this scheme. After CNN proposed, Ullmann's CNN [25] appeared to be more successful than Hart's CNN. Later, Tomek's CNN [26] was presented to consider only points close to boundary and remove the disadvantages of CNN. After that, a two-stage algorithm named as Mutual Neighborhood Value (MNV) [27] was introduced, which uses the concept of mutual neighborhood for selecting samples. Recently, modified CNN [28] , generalized CNN [29] , fast CNN [30] and Prototype Selection based on Clustering (PSC) [31] have been proposed one by one. One advantage of these incremental schemes is that they are suitable for dealing with data streams or online learning. However, the disadvantage is that they are prone to errors unless more information is available, since little information can be obtained in the beginning. Furthermore, these algorithms mostly depend on the order of presentation of samples.
The decremental search begins with the original training set X , and then searches for instances to remove from S. Also, the order of presentation is important for this kind of methods. The Minimal Consistent Set (MCS) [32] selects the samples in the order of significance of their contribution for enabling the consistency property. It should be pointed out that MCS leads to an unique solution irrespective of the initial order of presentation of instances. The Selective Nearest Neighbor (SNN) [33] algorithm is a representative of decremental methods, which produces a Selective Subset (SS) that can be seen as a condition stronger than that of consistency in order to find an alternate method for approximating nearest neighbor decision surfaces. Generally, a subset S of X is a selective subset, if it satisfies the following criteria [33] that (i) subset S is consistent, (ii) the distance between any sample and its nearest selective neighbor is less than the distance from the sample to any sample of the other class, and (iii) subset S should be the smallest one that satisfies the criteria (i) and (ii). Based on the concept of SS, the Modified Selective Subset (MSS) [34] primarily tries to find a better approximation to decision boundaries associated with the SS. Unlike the incremental strategies, decremental schemes need all the training instances to be available for examination each time. Thus, one disadvantage of decremental schemes is their higher computational cost than incremental ones.
Another way to search condensation subset is in batch mode. That is, each sample should be checked before selecting any of them. Then, all the samples that satisfy the consistent criteria are retained together. Many algorithms fall into this category. For example, Patterns by Ordered Projections (POP) [35] is to calculate which set of patterns could be covered by a "pure" region and then eliminate those inside that are not establishing the boundaries. The improved kNN [36] aims at "sparsifing" dense homogeneous clusters of patterns of any single class. This implementation involves iteratively eliminating patterns which exhibit high attractive capacities. The template reduction kNN [37] is based on defining the chain list which is a sequence of nearest neighbors from alternating class. Then, the authors set a cutoff for the retained patterns based on the fact that patterns further down the chain are close to the classification boundary. Moreover, Shin et al. [38] proposed a Neighborhood Property-based Pattern Selection (NPPS) algorithm, which is divided into two steps. First, the label Entropy of each point is calculated according to the kNN points; then they remove the label Entropy less than the threshold value of the point. If the point is closer to the separation boundary, the more heterogeneous points in its neighbor points, the greater the label Entropy. Therefore, this algorithm will retain more points at the boundary and delete points away from separation boundary. However, there are different view on the role of boundary points for edition methods. The NNSVM [39] considered that the intermixed points in other classes have no effect on the decision plane of SVM and, additionally, lead to overfitting. Thus, it searches the nearest neighbor of each point in the training set. If the point and its nearest neighbor belong to the same class, the point is marked as "1". If they belong to different classes, the point is marked as "-1". Then, all points marked as "-1" will be removed.
In fact, most of the algorithms described above are based on nearest neighbor techniques, which usually take a lot of time to calculate the nearest neighbor of each point. Thus, they suffer from involving a higher time complexity. Apart from above neighborhood-based IS methods, we have observed that the algorithms proposed are usually employing different techniques which can be sampling-based, clustering-based, decision treebased, evolutionary-based and geometry-based methods.
In order to reduce the training set, Balcazar et al. [12] proposed a random sampling algorithm to produce a subset from the whole training set. Based on the idea of this approach, some other methods have been presented including Ferragut's SSVM [40] , Lee's RSVM [8] and so on. Although their experiments show that these methods are faster than the original SVM, the performance of these randomly sampling algorithms is uncertain since some support vectors may not be included in the randomly selected subset. Thus, in [41] , the authors executed a guided random selection of samples, which increases the probability of border points being sampled.
Besides the randomized sampling algorithms, methods that consider more about data characteristics are proposed to select the effective training subset. For example, Lyhyaoui et al. [42] put forward an instance selection technique via clustering to construct support vector subset. This approach performs clustering algorithm on training set, and finds the nearest cluster center from the opposite class to get instances near the decision boundary. Similarly, Chen et al. [43] given a Multi-Class Instance Selection (MCIS) algorithm based on clustering to select instances from multi-class. However, this method is based on an impractical assumption of no possible class overlap. Also, M.B.Almeida et al. [13] presented a procedure called KMSVM which is based on k-means clustering to accelerate the training of SVM. Specifically, they make use of kmeans to create clusters of samples in the training set, and then cluster formed only by instances that belong to the same class label can be disregard and only cluster center are used. Conversely, cluster with more than one class label are preserved and added to the reconstructed subset. The key idea behind this method is to preserve instances near the separation boundaries and disregard instances far away from them. However, a problem accompanying the use of k-means algorithm is the choice of the num-ber of desired output clusters. Furthermore, different initial points of k-means will lead to a completely different partition. Thereby, the result of clustering-based technique is unstable. More related studies of clustering-based methods can be referred to Koggalage's fast SVM [44] , Tsai's outliers detection and removal methodology [45] , and Li's minimum enclosing ball approach [46] . Different from clustering-based methods which use distance or density measure, literature [41] used a decision tree to form partitions that are treated as clusters. In this case, a purity function such as Gini index or Entropy gain will be used to create a tree, thus we do not need to predefine the number of clusters. Also, literature [47] proposed a method that uses a decision tree to decompose a given data space and train SVMs on the decomposed subsets. Doing so, the decision tree is used to replace the clustering, which simplifies the clustering procedures and avoids the high complexity computation of clustering. However, it performs poorly when dealing with non-convex training set. Furthermore, it becomes difficult to create a classifier for a large number of features [48] .
With the different ideas of partition, J.R Cano et al. [49] introduced a strategy that uses evolutionary algorithm in instance selection. Also, S. Garcia et al. [50] adopted evolutionary-based algorithm named as EGIS-CHC in imbalanced classification. Moreover, Kawulok et al. [3] gave a novel idea called Dynamically Adaptive Genetic Algorithm (DAGA) which dynamically determines the desired training set size without any prior information.
In addition, the more efficient approaches which analyze the data geometry to determine an appropriate subset of instance selection are proposed. For example, Linear Fuzzy Support Vector Machine (LFSVM) [51] afforded a method based on the idea of class centroid. The algorithm can fast pick out some training samples which are impossible support vectors. Similarly, Pre-Selection sample based on Class Centroid (PSCC) [52] and Vector Projection Support Vector Machine (VPSVM) [53] are also geometry-based algorithms making use of the centroid of class for cutting down training set. However, in order to deal with the multi-class problem, these methods must transform it into a large number of binary classification problems, which no doubt decreases the efficiency of the algorithm.
In order to tackle large scale dataset, the stratification strategy (i.e. divide and conquer strategy) [19] are often employed to split the training set into disjoint subsets with equal class distribution. For example, Garf et al. [54] proposed the Cascade SVM, in which the training set is divided into a number of subsets, then these subsets are optimized by multiple SVMs. Also, Wang et al. [55] provided a two-stage approach by first cleaning data based on a bundle of weak SVM classifiers, and then appending two informative pattern extraction algorithms. As we all know, IS helps data mining algorithms to process large scale dataset which makes the application of classical algorithms difficult. However, some of IS methods also suffer from high time and space complexity, which make them not suitable for "Big Data" scenario. Hence, the use of stratification strategy also allows us to run any IS method over the disjoint subsets of the entire training set, thereby easing the problem of dealing with very large training set by reducing the number of instances that IS must handle simultaneously. However, stratification strategy can not reduce the high computational cost of these IS methods.
Geometry-based methods
We give further details of the representative geometry-based methods used in the experiments. These approaches analyze the data geometry to determine an appropriate training subset. Actually, the proposed method also belongs to this group of methods. The Linear Fuzzy Support Vector Machine (LFSVM) proposed by Cao et al. [51] is a typical geometric instance selection algorithm. The key idea is that the class distribution is assumed to be spherical, and the decision plane is distributed between the two spheres. Therefore, they suggest that the vectors distributed in the adjacent two hemispheres are the support vectors, as shown in Fig. 1 . And other vector points, which are non-support vectors, can be deleted. The specific steps of the algorithm are as follows.
1. The centroid of the class is defined as follows:
where On the basis of LFSVM, Luo et al. [52] proposed an adjustable reduction strategy named as Pre-Selection sample based on Class Centroid (PSCC). The main difference between this strategy and LFSVM is to introduce the cosine property of sample, as shown in Fig. 2 . The cosine value of sample x i in class A is calculated as below:
Then, the sample will be removed from the original set if its cosine value is more than the threshold (denoted by ε) given by user. Thus, the reduction intensity can be adjusted according to the needs of user in PSCC. Therefore, PSCC can be seen as an upgraded version of LFSVM. The concrete steps of this algorithm are as follows.
1. The centroid of each class is calculated with Formula (5) . 2. The cosine value of each sample is calculated using Formula (6) . 3. The sample whose cosine value is less than the given threshold is selected to train SVM.
Similar to cosine measure, the Vector Projection Support Vector Machine (VPSVM) method proposed in literature [53] selects sample on the basis of its projection measure. The projection of sample x i is calculated as follows:
And the distribution radius of class A is defined as below:
Then, the details of the algorithm are presented as follows.
1. The centroid of each class is calculated by Formula (5) .
2. The projection of each sample is obtained by Formula (7) . 3. The distribution radius of each class is calculated by Formula (8) . 
Shell extraction
In this section, the principle of the proposed algorithm is introduced. Subsequently, the detailed algorithm steps are presented and followed by the pseudo codes. Finally, the complexity of the presented algorithm is analyzed.
Given training set X = x n : n = 1 , · · · , N ; x n ∈ R D , and the cor-
M, N and D are respectively the number of classes, of samples and of features, and each sample has only one category label. Suppose a collection of samples with the same class label being
The target of the proposed algorithm is to remove the non-support vectors (i.e. the samples corresponding to the equality α n = 0 in SVM) from the training set.
As pointed out by Chen [43] that positive instances far away from centers of positive class and negative instances close to these centers are near the boundary. That is, the support vectors are mostly distributed in the boundary area, which are far away from the centroid point of each class. However, it is inadvisable to consider an instance to be support vector on the basis of the absolute distance between the instance and its centroid, since the instance close to its centroid is also likely to be support vector if the centroid is not located in the geometric center of this class due to the uneven distribution of instances in the vector space. Thus, the support vector can not be extracted directly according to the distance between this vector and its centroid. In contrast, a large number of non-support vectors, which are mostly close to the centroid of each class, are easily identified. Thus, the proposed algorithm is to identify non-support vectors based on the characteristics of the actual point distribution in the vector space. In the following, the proposed algorithm is firstly exposited in the vector space of non uniformly distributed instances, then it will be discussed in the uniformly distributed circumstance.
Supposing that the distribution of class C m is not uniform, which leads to the centroid not in the geometric center of this class, as shown in Fig. 3 a. Also, we can mainly find out that the shape of support vectors in bold symbol is irregular. Thus, it is difficult to extract the support vectors directly according to the distance to the centroid. Alternatively, we can obtain the support vectors indirectly by deleting the non-support vectors, if the extraction of non-support vectors is easier and more efficient. Actually, we can easily obtain and delete the vectors in the round area, whose center is chosen as the centroid point of this class as shown in Fig. 3 a. This round area is referred as Reduction Sphere (RS) in high-dimensional vector space. Obviously, a large number of nonsupport vectors will be retained if the radius (i.e. R ) of RS is too small, while the support vectors near the centroid will be removed if the radius of RS is simply increased as illustrated in Fig. 3 a. Recall that the distribution of vectors in each class is not uniform as mentioned above, which means the new centroid point of this class will move to another location after the vectors in RS have been deleted. That is, the new centroid c m does not overlap with the old centroid c m (kindly see below for proof), as shown in Fig. 3 b. In fact, the new centroid will first move to the sparse area of vector distribution, and then come back to the dense area. Thus, as the moving of new centroid, the new RS can be iteratively created by using the new centroid as the center of this RS, and the vectors in it can be deleted. In this case, it need not initialize a large radius of RS in which some of the support vectors may be contained. Generally, different radii should be used in different categories. For category C m , the radius can be calculated as below:
where λ is the parameter given by user to control the radius, | C m | is the number of instances in category C m , and dis ( ·, ·) is the measure of distance. However, it is accompanied with a problem that the algorithm usually stops before the required number of vectors has been removed if we use a fixed small radius. In order to deal with this problem, we iteratively increase the radius of RS in our algorithm as illustrated in Fig. 3 c, until the number of retained vectors falls to the threshold denoted by T m = (1 − ξ ) * | C m | , where ξ is the deleting percent given by user. Thus, the radius can be updated as follows:
where (i ) = δ * i is a function of iteration number i , and δ is a factor given by user. Any other monotonically increase function is also acceptable. Finally, the mainly steps of Shell Extraction (SE) algorithm are summarized as follows:
1. Calculate the centroid c m .
Calculate the
puted by Formula (10) . 4. Repeat step 2 to 3, until all points in this RS are deleted. 5. Repeat step 1 to 4, until the number of retained points falls to T m .
With the centroid moving in each iteration, vectors in RS are constantly removed from the training set. Finally, the vectors distributed at the margin of each class are remained. Thus, the shape of the remained vectors is similar to a "Shell" in the highdimensional space as illustrated in Fig. 3 d. For multi-class training set X , the pseudo codes of SE algorithm is shown in Algorithm 1 , where the parameter ξ determines the strength of reduction. Thus, various size of training subsets can be produced by adjusting the 
for n = 1 ; n ≤ N && y n = m do 9 :
Delete x n from C m ;
11:
Num ++ ; 12: end if 13: end for 14: end for 15 
parameter ξ . Also, λ and δ control the strength of the RS's movement. Thus, the parameters, i.e. λ and δ, have important impact on the performance of SE algorithm. Explicitly, the experiments conducted in Section 5 show that the optimal value of λ falls into the region of [0.8,1] and δ should be set to be a small value. Generally, a large value of λ (or δ) may lead to some of support vectors being contained in RS, while a small value means a slight movement of RS and a large number of iterations.
SE algorithm in each iteration can be divided into two steps: finding the centroid whose time complexity is O ( ND ) and calculating the distance between the points and the centroid that also has a time complexity equals to O ( ND ). Therefore, Shell Extraction algorithm has a linear time complexity. As it is mentioned above, SE is based on the inference that new centroid will not overlap with the old one if the distribution of instances is uneven. Now we take the k th dimension of instance as an example, and the proof is as follows: 
Assume c mk
Actually, the probability, i.e. P N d n =1
x nk = N d * c mk , of this conclusion is close to zero, when the distribution of instances is uneven. Therefore, this is in contradiction with the hypothesis. Furthermore, considering all features of instance, the probability of
x nk = N d * c mk ≈ 0 , which will not happen.
Recall that we made a hypothesis that the instances are unevenly distributed in the vector space. Conversely, if the distribution of instances is uniform, the origin centroid will be located in the geometric center of each class. In this case, the new centroid of each class will be fixed in the center position after the vectors in RS have been deleted. As the radius of RS grows iteratively, the non support vectors close to the center will continue to be removed. Therefore, SE algorithm can also work well in the vector space of uniform distribution.
Experiments
In order to justify the rationality of SE, we compare it with six representative IS methods, i.e. NNSVM, CNN, KMSVM, LFSVM, PSCC and VPSVM, based on a number of standard benchmark collections which come from UCI repository. Moreover, the parameters of SE are also analyzed in a two-dimensional artificial dataset. In our experiments, the items to be investigated are (i) the ability of keeping classification accuracy; (ii) the reduction ratio (the ratio is defined as the number of removed instances divided by the total number of instances) of each method; and (iii) the effect of parameters on SE. The experiments are performed on a PC with Intel(R) Pentium(R) CPU G2030 at 3.0 GHz 8 GB RAM, Windows 7, 64 bit Operating System. Note that the datasets 1 and source codes 2 associated with this paper are available on our Website.
Datasets
The experiments are carried out on eleven datasets including nine low dimensional and two high dimensional datasets. The low dimensional datasets are concisely introduced as follows. Glass comes from USA Forensic Science Service which has six types of glasses and is defined by terms of their oxide content. Heart disease dataset contains 4 classes, i.e. Cleveland, Hungary, Switzerland and VA Long Beach. The original database contains 76 attributes, but all published experiments refer to using a subset of 13 attributes. Ionosphere is the classification of radar returned from ionosphere. This radar data was collected by a system in Goose Bay, Labrador. The instances are described by 2 attributes per pulse number, corresponding to the complex values resulting from electromagnetic signal. Dermatology is used to determine the type of Erythematous-Squamous disease, which contains six classes and 34 attributes. Segment is an image segmentation database, of which the instances were drawn randomly from a database of seven outdoor images. The images were segmented to create a classification for every pixel. Waveform is CART book's waveform domain, which contains three classes and 21 attributes. Isolet is used to predict the letter-name spoken. USPS appears in the book "the elements of texts. For text collections, we delete the samples that have multiple labels and then remove the categories whose samples are less than ten, since we focus on single-label classification task. Then, a stop word list is used to remove common words, and the Porters stemming algorithm is adopted to compute the root of each word. Finally, Term Frequency-Inverse Document Frequency (TF-IDF) [57] weighting technology is used to transform the text into high dimensional vectors. The details, including size (Siz.), number of features (Fea.) and number of classes (Cls.), of each dataset are listed in Table 1 after the above pre-processing steps.
Setting of experiments
The investigated algorithms can be mainly divided into two categories. One group of algorithms can obtain different reduction ratio by adjusting their parameters, such as PSCC (adjusting ε), VPSVM (adjusting μ and F ) and SE (adjusting ξ ). And the other group of algorithms can not adjust the ratio, such as LFSVM, KMSVM, NNSVM and CNN. Therefore, we conduct the following two groups of experiments by first comparing SE with VPSVM and PSCC in different reduction ratios; and then we do the comparison with LFSVM, KMSVM, NNSVM and CNN in approximate reduction ratios. Doing so, it is worth noting that the so-called approximate reduction ratios refer to the difference between two ratios being in the range of 2% in general, since the ratio is controlled by adjusting the parameters and we can not guarantee to obtain the same ratio in the experiments. For SE, λ is set to 0.8 in low dimensional datasets, and 1.0 in high dimensional datasets. Also, δ is chosen as 0.01. For KMSVM, the number of clusters is set to 20 in Dermatology, Glass and Heart , while the number is set to 200 in the remaining datasets.
For low dimensional datasets, we use SVM as the classification model; with respect to high dimensional datasets, we employ SVM and CBC (Centroid Based Classifier) [57] . LIBSVM 3 is used as the tool of SVM in all experiments. In order to achieve the best performance, we respectively debug the parameters, i.e. type (-s), type of kernel (-t), loss function (-c), gamma function (-g) and v-svc parameter (-n), of LIBSVM , where -s traverses 0, 1; -t traverses 0, 1, 2; -c traverses 2 −7 , 2 −6 , . . . , 2 7 ; -g traverses 10 −1 , 10 −2 , . . . , 10 −5 ; -n traverses 0 . 1 , 0 . 2 , . . . , 0 . 5 . A total of 2250 experiments are carried out to obtain the best parameters of classification performance for each dataset, as also shown in Table 1 . μ_ F 1 are used to measure the average performance for the whole categories, where F 1 is a weighted combination of precision and recall, and it is defined as:
Thereby, m _ F 1 is computed by averaging F 1 of all categories, while μ_ F 1 is calculated by averaging the precision and recall of all instances. Since m _ F 1 gives the weight to all categories equally, it will mainly be influenced by the performance of rare categories. In contrast, μ_ F 1 treats all instances equally, it will be dominated by the performance of common categories. Moreover, with respect to distance metric, the cosine distance is employed in the real datasets, while Euclidean distance is used in the artificial dataset. There are two main methods for evaluating the performance of IS algorithms, i.e. hold-out and k-fold cross-validation methods. The hold-out method is unreliable since the selection of testing set has a direct impact on the whole performance. Hence, the fivefold cross-validation method is employed to avoid the influence of randomly selected testing set. That is, a given dataset is randomly splitted into five subsets. Each time one testing subset is selected to estimate the predictive performance of SVM, and the remaining subsets are used to train SVM after the IS algorithm has been applied on them. Then, averaging the results of multiple splitting is commonly used to decrease the variance of the estimation.
Experimental results and analyses
In the first group of experiments, SE is compared with VPSVM and PSCC in different ratios based on the low dimensional datasets It can be easily seen that SE has an outstanding performance in Heart ( Fig. 4 b) , Ionosphere ( Fig. 4 c) , Dermatology ( Fig. 4 d) , Segment ( Fig. 4 e) , Isolet ( Fig. 4 g) , USPS ( Fig. 4 h) and Letter ( Fig. 4 i) datasets. For example, though the performance of SE is lower than PSCC when the ratio is 10% in Heart ( Fig. 4 b) , SE quickly exceeds the other two algorithms when the ratio is greater than 20%. Moreover, SE maintains an upward trend and finally reaches the maximum value of 0.80 in the ratio of 70%. However, the curves of the other two algorithms keep declining and finally reach their lowest values in the ratio of 80%. At this time, μ_ F 1 of SE is about 30 percent higher than the other two algorithms.
The performance of SE is lower than the other two algorithms in Ionosphere ( Fig. 4 c) when the ratio is less than 30%. However, the other two algorithms have the most serious deterioration when the ratio is more than 30%, while SE only has a small attenuation at this time. Explicitly, μ_ F 1 of SE maintains at 0.82 in the ratio of 80%, while the other two algorithms are less than 0.40 at this time.
That is, μ_ F 1 of SE is at least 0.4 higher than the other two algorithms in the ratio of 80%.
Similarly, SE always has the superiority performance in Dermatology ( Fig. 4 d) , Segment ( Fig. 4 e) , Isolet ( Fig. 4 g) , USPS ( Fig. 4 h) and Letter ( Fig. 4 i) datasets. For instance, in Letter ( Fig. 4 i) , μ_ F 1 of SE, PSCC and VPSVM are about 0.95 in the ratio of 10%; but μ_ F 1 of SE still maintains at 0.79 in the ratio of 80%, while PSCC and VPSVM are about 0.5 and 0.42, respectively. In addition, it should be pointed out that SE shows a poor performance on two datasets, i.e. Glass ( Fig. 4 a) and Waveform ( Fig. 4 f) .
As shown in Fig. 6 , SE is compared with PSCC and VPSVM in two high dimensional datasets. The results using SVM in NewsGroup are shown in Fig. 6 a and b . In the beginning, SE has the similar performance with the other two algorithms. However, it is easy to find out the advantages of SE as the ratio's increasing. For instance, μ_ F 1 of SE maintains at 0.93 in the ratio of 20%, which is about 5 percent higher than the other two algorithms. When the ratio reaches 80%, μ_ F 1 of SE still maintains at 0.90, while μ_ F 1 of PSCC is 0.51 and μ_ F 1 of VPSVM is 0.45. Therefore, PSCC and VPSVM appear to significantly decline when the ratio is more than 50%, which does not happen on SE.
The results with CBC in NewsGroup are shown in Fig. 6 c and d. The performance of SE remains unchanged with the rise of ratio. However, PSCC and VPSVM are declining from the beginning. Thus, the performance gap between SE and the other two algorithms is gradually increasing. At last, μ_ F 1 of SE is about 25 and 40 percent higher than PSCC and VPSVM in the ratio of 80%, respectively.
The results using SVM in Reuters are shown in Fig. 6 e and f, where μ_ F 1 of SE is similar to PSCC, and is better than VPSVM. The results with CBC in Reuters are shown in Fig. 6 g and h. From the beginning, μ_ F 1 of SE is slightly less than the other two algorithms.
With the increasing ratio, the performance of all algorithms first increases and then decreases. Obviously, μ_ F 1 of PSCC and VPSVM approximate to zero in the ratio of 80%. In summary, SE outperforms PSCC and VPSVM in 11 out of 13 datasets (text datasets with different classifier can be seen as different datasets). The reason is that PSCC and VPSVM can not accurately separate support vectors from the whole training instances. Thus, a lot of non-support vectors are still remained in the reduced subset, while a part of support vectors are incorrectly deleted. On the contrary, SE can effectively extract non-support vectors, which maximizes the retention of support vectors in the reconstructed subset. In addition, we can find out that non-support vector not only increases the computation cost of learning but also degrades the performance of classification, since the performance of SE in the ratio of 80% is higher than that in the original training set as shown in Heart .
In the second group of experiments, SE is compared with LFSVM, NNSVM, CNN and KMSVM in each dataset. Since LFSVM, NNSVM, CNN and KMSVM can not adjust the ratio, we respectively adjust the parameter of SE in order to obtain the approximate ratio of the compared algorithm. The results of these algorithms compared with SE are shown in Table 2 -5 , where the optimal m _ F 1 and μ_ F 1 are highlighted in bold for each dataset. The results of LFSVM compared with SE are shown in Table 2 .
SE outperforms LFSVM in μ_ F 1 in 12 datasets except Glass . SE beats LFSVM in m _ F 1 in 10 datasets. Moreover, the disadvantage of LFSVM is that almost half of the samples were removed for each dataset, which results in a substantial decline in accuracy.
SE outperforms KMSVM in μ_ F 1 in 9 datasets, and in m _ F 1 in 10 datasets, as shown in Table 3 . For example, μ_ F 1 of KMSVM are 9.1 and 13.2 percent lower than SE in Heart and Segment , Tables 4 and 5 , respectively. It is easy to see that CNN has a high reduction ratio as more than half of the samples are removed in most of the datasets. In contrary, NNSVM can not show the normal reduction ability as the ratio is less than 10% in Isolet, Letter, Segment and USPS . This observation is consistent with the previous analyses that the reduction capability of condensation strategies is comparatively higher than edition methods. In term of accuracy, CNN is better than SE, but NNSVM is worse than SE. In order to perform a comprehensive comparison of all algorithms in each dataset, we adopt the same data analysis technique as used in [58] . Fig. 7 depicts each pair (ratio, accuracy) of algorithms in two-dimension coordinate, where the normalised Euclidean distance between each point and the ideal point (1,1) can be employed to assess the comprehensive performance of each algorithm. In this case, the "best" one is deemed as the one nearest to (1, 1) . With respect to the adjustable approaches, i.e. PSCC, VPSVM and SE, the points for this comparison are the best points (nearest to ideal point) chosen from the results in the first group of experiments. Regarding the approaches that can not adjust the ratio, the points come from the second group of experiments. We can easily see that SE remains the leader with six datasets (i.e., Heart, Ionosphere, Isolet, USPS, Newsgroup and Reuters ), while CNN takes the crown for three datasets (i.e., Dermatology, Letter, Segment ). Moreover, PSCC and VPSVM are the best ones in Glass and Waveform , respectively.
Specifically, the time consumption of each algorithm is shown in Table 6 . Considering that the computation consumption of SE is proportional to the reduction ratio. Thus, the parameter ξ is set to 0.5 in SE. Apparently, SE has a remarkable superiority in the large scale datasets, such as Isolet, USPS, Newsgroup and Reuters . For instance, SE takes only 5822 ms in Isolet , while the second ranked algorithm (i.e. LFSVM) consumes 34196 ms. Similarly, in Newsgroup , the time consumption of SE (consuming 22996 ms) is 1/80 times of VPSVM (consuming 1833814 ms) which is the close runner-up, and is 1/161 times of CNN (consuming 3709599 ms) which is the slowest algorithm. Indeed, the time consumed by CNN is far beyond the time of training SVM with the original dataset. Also, NNSVM has a similar disadvantage as CNN in face of large size datasets, since the time complexity is O ( N 2 ) for seeking the nearest neighbor of each instance. In summary, we can draw the following conclusions from above experiments. In term of keeping accuracy, SE can achieve the goal of reducing the training set without degrading the classification accuracy significantly. Explicitly, SE can reduce 80% of the instances without degrading the classification accuracy in some datasets such as Heart, Isolet, USPS , and Newsgroup , and with a slight degrading in Ionosphere, Dermatology, Segment, Letter and Reuters . The performance of SE is better than PSCC and KMSVM, and far better than VPSVM, LFSVM and NNSVM. Moreover, CNN also prove itself to be the best one. In term of speed, SE has a great advantage in time consumption in face of large scale datasets. The second ranking are VPSVM, PSCC, and LFSVM due to their linear time complexity. Furthermore, CNN is proved to be the slowest one since its time complexity is approximately O ( N 3 ) . In term of comprehensive performance, SE is the winner, and CNN is a very close runner-up. NNSVM is likely to be the worst one since it is always far away from the ideal point. Thus, SE offers faster and more effective training set optimization than most competitive algorithms. 
Parameter analyses in shell extraction
In this section, we are devoted to illustrating the selected subsets resulting from SE. To do this, we produce a two-dimensional artificial dataset, which contains three classes composed of 1500 instances, based on Extreme value distribution. The complete dataset is illustrated in Fig. 8 a. Fig. 8 b-d show the selected subsets in the iteration process of SE, which could help to visualize and understand the way of working and the results obtained in this study. It should be appreciated that all margin points are remained but interior points are removed.
In order to deep understand how the parameters (i.e. λ and δ) impact on the performance (including accuracy and speed) of SE, we present a detailed analysis based on the artificial dataset and Newsgroup . Fig. 9 illustrates the selected subsets by SE with different λ in the artificial dataset, where the two values specified in parentheses for each subgraph are respectively m _ F 1 and μ_ F 1 , which are calculated in testing the whole instances based on the SVM model trained by each selected subsets. In the beginning, as λ is equal to 0.5, all border points are perfectly preserved as shown in Fig. 9 a. However, with the increase of parameter λ, SE performs a more aggressive removal of instances in the decision boundaries as observed from Fig. 9 a- With the increase of λ, the iterations gradually decline. The accuracy, however, maintains an upward trend and reaches the maximum value of 0.91 when λ is equal to 1.0, and then declines severely. The reason is that with the increase of λ, the moving strength of RS gradually increases. Thereby, the non-support vectors far away from the original centroid point are more likely to be removed. However, if λ exceeds the threshold, e.g. λ > 1.0, as shown in Fig. 10 b, the most of support vectors will be deleted in the first iteration. Thereby, the accuracy decreases rapidly.
Finally, the selected subsets by different methods are shown in Fig. 11 . Regarding SE, the selected subsets with different ratios (i.e., 0.3, 0.5 and 0.8) are respectively shown in Figs. 11 a, b and 9 b. Obviously, the optimal classification hyperplanes in the selected subsets of SE always keep fixed as in the original dataset. However, it is not true with respect to PSCC in Fig. 11 d-i and VPSVM in Fig. 11 j-l . In fact, in order to deal with the multi-class problem, PSCC and VPSVM must transform it into a large number of binary classification problems with one class as the positive and the rest as the negative. In this case, the identification of positive border points needs the help of negative points. However, it will be difficult for PSCC and VPSVM to find out the border points if the negative classes are distributed around the positive class. Furthermore, we can also find out that CNN and KMSVM retain a small part of support vectors, while NNSVM only removes few instances overlapped with each other.
Conclusion and further study
This paper presents a new algorithm for support vector recognition to reduce training set without significantly degrading the classification accuracy of SVM. The idea of SE algorithm is an ingenious way to make use of the characteristic that the centroid point would be shifting after the uneven distributed vectors are removed off, which is totally different from the existing IS methods. Moreover, SE can be easily used in multi-class problem since it reduces a single class without the help of other classes. A large number of experiments on eleven real datasets show that SE has the advantages of flexible setting, stable performance and high efficiency. Currently, the need of fast methods for instance selection has begun to draw intensive attention among researchers. SE selects instances without requiring the whole dataset to be fitted into the memory. The advantages of SE, such as high speed and low memory consumption, indicate that it is suitable for big data processing in all fields of machine learning.
Although SE is effective, there are still some places to be improved in the future. One way is to expand SE to make it suitable for more datasets. As the precondition of SE, each class distribution should be spherical in the feature space. Thus, if the class distribution is non-convex, SE will remove some of support vectors by mistake. Another way is to build or create a new center of RS by selecting the medoids or cumuli geometric centroid (CGC) [57] of each class. Moreover, a future research line is trying to combine SE with CBC to improve the performance of classification. Recall that the centroid point of each class is not located in the geometric center of this class in the original training set. Thus, the samples that are far away from their centroid can easily be assigned incorrectly to its adjacent classes. This is the reason that CBC model has the poor performance in the original training set. However, SE can make the centroid of each class close to its geometrical center by deleting samples near the centroid constantly. Thereby, the performance of CBC should be improved in the reduced training set.
