Oscillation and conjugacy criteria for two-dimensional symplectic difference systems  by Došlý, Ondřej
Computers and Mathematics with Applications 64 (2012) 2202–2208
Contents lists available at SciVerse ScienceDirect
Computers and Mathematics with Applications
journal homepage: www.elsevier.com/locate/camwa
Oscillation and conjugacy criteria for two-dimensional symplectic
difference systems
Ondřej Došlý
Department of Mathematics and Statistics, Masaryk University, Kotlářská 2, CZ-611 37 Brno, Czech Republic
a r t i c l e i n f o
Keywords:
Symplectic difference system
Phase sequence
Riccati technique
Picone’s identity
Oscillation criterion
Conjugacy
a b s t r a c t
We study oscillatory properties of two-dimensional symplectic difference systems. Using
the recently introduced concept of the phase of a basis of these systems, combined with
the Riccati technique, we obtain new oscillation and conjugacy criteria.
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1. Introduction
The aim of this paper is to establish oscillation and conjugacy criteria for the two-dimensional linear difference system
xk+1 = akxk + bkuk, uk+1 = ckxk + dkuk, (1)
where the matrix of this system Sk =

ak bk
ck dk

with real-valued sequences a, b, c, d satisfies det Sk = akdk − bkck = 1.
Under this condition, system (1) is a special case n = 1 of the general 2n-dimensional symplectic difference system, which is
a linear system
zk+1 = Skzk, zk ∈ R2n, Sk ∈ R2n×2n
with the symplectic matrix S. Recall that a matrix S ∈ R2n×2n is symplectic if
STJS = J, J =

0 I
−I 0

, (2)
I being the n × n identity matrix. If we split the matrix S ∈ R2n×2n into n × n blocks S =

A B
C D

, then the symplecticity
condition (2) reduces to the identities
ATC = CTA, BTD = DTB, ATD− CTB = I.
Obviously, if A, B, C,D are scalar quantities, i.e., n = 1, then the symplecticity condition is just the condition det S = 1.
One of themost important equations which is covered by two-dimensional symplectic systems as a particular case is the
Sturm–Liouville second order difference equation
∆

rk1xk
+ pkxk+1 = 0, rk ≠ 0. (3)
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Indeed, if we denote uk = rk1xk, Eq. (3) can be written as the two-dimensional system

xk+1
uk+1

=
 1
1
rk
−pk 1− pkrk
 xk
uk

(4)
and the determinant of the matrix of this system equals 1. In contrast to (4), we admit the entry bk = 0 in system (1).
Another object covered by system (1) as a special case is the two-dimensional discrete Hamiltonian system
1xk = akxk+1 + bkuk, 1uk = ckxk+1 − akuk (5)
with 1 − ak ≠ 0. Expanding the forward differences in (5), it is not difficult to see that this system can be written in the
form (1) with the matrix
Sk =

1
1− ak
bk
1− ak
ck
1− ak
bkck
1− ak + 1− ak

satisfying det Sk = 1. System (5) was investigated e.g. in [1,2], see also reference therein.
The oscillation theory of general symplectic difference systems was established in [3] and further developed in [4–10].
Here we use the fact that in the two-dimensional case the entries a, b, c, d of the matrix determining a symplectic system
are scalar quantities which enables to use methods which are not available in the general case. In particular, we use the
concept of the (first) phase of a two-dimensional symplectic system introduced in [11] (see also [12,13]), combined with
Riccati technique and variational principle (see, e.g., [14]).
As a motivation for our research, consider the Sturm–Liouville second order differential equation
r(t)x′
′ + p(t)x = 0, r(t) > 0, (6)
and let x1, x2 be its linearly independent solutions. Define a continuous function α by the formula
tanα(t) = x2(t)
x1(t)
.
This function (which is determined uniquely mod π ) is called the phase of the pair x1, x2 and plays an important role in the
oscillation and transformation theory of (6), see [15,16]. Using the phase function, the following oscillation criterion for (6)
is proved in [17].
Theorem 1. Eq. (6) is oscillatory if there exists a positive differentiable function h such that ∞
T
exp

2
 s
T
h−2(τ )
 τ
T

p(ξ)h2(ξ)− r(t)h′2(ξ)

dξ − C

dτ

ds = ∞
holds for every real constant C and some T ∈ R.
The discrete version of this statement for the second order difference equation
∆2xk + pkxk+1 = 0
is proved in [18].
As one of themain results of this paper we formulate an analogous criterion for system (1). We also present a ‘‘conjugacy
counterpart’’ of this criterion. The paper is organized as follows. In Section 2 we recall the definition and basic properties
of the first phase of a basis of system (1), including the formula for the forward difference of this phase. We also recall
some other concepts related to symplectic difference systems. In Section 3 we discuss some transformations of symplectic
difference systems. Section 4 contains the main results of the paper, oscillation and conjugacy criteria for (1).
2. Preliminary results
We start this sectionwith basic oscillatory properties of (1). An interval (m,m+1],m ∈ Z, is said to contain a generalized
zero of a solution
 x
u

of (1), if xm ≠ 0 and
xm+1 = 0 or bmxmxm+1 < 0. (7)
More precisely, we say that a generalized zero is atm+1 if xm+1 = 0, while we say that a generalized zero is betweenm and
m+ 1 if the second condition in (7) holds. Observe that if bm = 0, then the interval (m,m+ 1] cannot contain a generalized
zero since am ≠ 0 and xm+1 = amxm ≠ 0 whenever xm ≠ 0 in this case.
The following statement, usually referred to as Roundabout Theorem, summarizes basic methods of oscillation theory
of (1). Its ‘‘2n-dimensional’’ formulation and proof can be found in [3, Theorem 1].
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Proposition 1. The following statements are equivalent.
(i) System (1) is disconjugate in the discrete interval (0,N+1], i.e., the solution (x, u) of this system given by the initial condition
x0 = 0, u0 = 1 has no generalized zero in (0,N + 1].
(ii) There exists a solutionw of the Riccati equation
wk+1 = ak + bkwkck + dkwk (8)
such that
bk(dk − wk+1bk) ≥ 0, k = 0, . . . ,N. (9)
(iii) The energy functional
F (x, u; 0,N) :=
N
k=0

akckx2k + 2bkckxkuk + bkdku2k

(10)
is positive for any pair (x, u) satisfying xk+1 = akxk + bkuk, k = 0, . . . ,N, (such a pair is said to be admissible) with
x0 = 0 = xN+1 and xk ≢ 0.
The link between the variational method and the Riccati technique is the so-called Picone’s identity (its proof can be also
found in [3]) which reads as follows.
Proposition 2. Let w be a solution of Riccati equation (8) which is defined on an discrete interval [0,N + 1]. Then for any
admissible pair (x, u) it holds
F (x, u; 0,N) = wkx2k |N+1k=0 +
N
k=0
bk(dk − wk+1bk)(uk − wkxk)2.
Moreover, if the solution (x˜, u˜) of (1)which defines the solutionw of (8) (via the formulaw = u˜/x˜) has no focal point in (0,N+1],
then bk(dk − wk+1bk) ≥ 0 for k = 0, . . . ,N, and hence F (x, u; 0,N) ≥ 0 for any admissible pair (x, u) with x0 = 0 = xN+1.
A solution
 x
u

of (1) is said to be oscillatory (for k →∞) if it has infinitelymany generalized zeros in any discrete interval
[N,∞). In the opposite case we say that this solution is nonoscillatory. It is known (see [14]) that the Sturmian separation
theorem extends to (1), hence this system can be classified as oscillatory or nonoscillatory according whether or not every its
solution is oscillatory (nonoscillatory). System (1) is said to be conjugate in a discrete interval [M,N] = {M,M + 1, . . . ,N}
if there exists a solution of (1) which has at least two generalized zeros in [M,N + 1].
A pair of linearly independent solutions

x[1]
u[1]

,

x[2]
u[2]

of (1) with the Casoratian
ω ≡ x[1]k u[2]k − x[2]k u[1]k = const ≠ 0
is said to be a basis of system (1). If ω ≡ 1, it is said to be a normalized basis. The central concept used in the proofs of our
oscillation and conjugacy criteria is the (first) phase of a basis of (1). Let

x[1]
u[1]

,

x[2]
u[2]

form a basis of (1) with the Casoratian
ω. By the first phase of this basis we understand any real-valued sequence ψ = (ψk) such that
ψk =

arctan
x[2]k
x[1]k
if x[1]k ≠ 0,
odd multiple of
π
2
if x[1]k = 0,
with 1ψk ∈ [0, π) if ω > 0 and 1ψk ∈ (−π, 0] if ω < 0. Here by arctan we mean a particular value of the multivalued
function which is inverse to the function tangent. By the requirement 1ψ ∈ [0, π) resp. 1ψ ∈ (−π, 0], a first phase of
x[1]
u[1]

,

x[2]
u[2]

is determined uniquely up tomodπ . Also, by Arccotwemean the principal branch of themultivalued function
arccot with the values in (0, π).
The following two auxiliary statements are taken from [11].
Lemma 1. Let

x[1]
u[1]

,

x[2]
u[2]

form a basis of (1) with the Casoratian ω and let ψ be a first phase of this basis. If bk ≠ 0 then
1ψk =

Arccot
x[1]k x
[1]
k+1 + x[2]k x[2]k+1
ωbk
if ω > 0,
Arccot
x[1]k x
[1]
k+1 + x[2]k x[2]k+1
ωbk
− π if ω < 0.
(11)
If bk = 0 then1ψk = 0.
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Lemma 2. Let ψ be the first phase of (1) determined by the basis

x[1]
u[1]

,

x[2]
u[2]

. Then

x[1]
u[1]

has a generalized zero in (k, k+1)
if and only if ψ skips over an odd multiple of π2 between k and k+ 1 and this basis has a zero at k+ 1 if and only if ψk+1 is an
odd multiple of π/2.
At the end of this section we recall the concept of recessive and dominant solutions of (1). Suppose that (1) is
nonoscillatory. Then there exists the unique (up to a multiplicative factor) solution z[+] =

x[+]
u[+]

with the property that
limk→∞ x[+]k /xk = 0 for any solution z =
 x
u

of (1) linearly independent of z[+]. The solution z[+] is said to be recessive at
∞. Any solution linearly independent of the recessive solution is said to be dominant. For more details concerning recessive
solutions of discrete systems we refer to [14]. In particular, if bk > 0 for large k, we can suppose that the first component of
both the recessive and dominant solutions are eventually positive.
3. Transformations of (1)
Consider the transformation of (1)
xk
uk

=

hk 0
gk h−1k

yk
zk

, hk ≠ 0. (12)
This transformation transforms (1) again into a symplectic system with the matrix S˜ =

a˜ b˜
c˜ d˜

whose entries are given by
the formulas
a˜k = akhk + gkbkhk+1 ,
b˜k = bkhkhk+1 ,
c˜k = −gk+1(akhk + bkgk)+ hk+1(ckhk + dkgk),
d˜k = −bkgk+1 + dkhk+1hk
as can be verified by a direct computation (see also [3]). Transformation (12) preserves oscillatory properties of transformed
systems. Indeed, xk+1 = 0 if and only if yk+1 = 0 and xkxk+1bk = ykyk+1hkhk+1bk = (hkhk+1)2ykyk+1b˜k.
In the next section we will suppose that bk > 0 in (1). Now we show that (1) with bk ≠ 0 can always be converted to
such a system without changing oscillatory nature of transformed systems. As we have mentioned in the previous section,
if bm = 0 for some integerm, then the interval (m,m+ 1] does not contain a generalized zero of any solution of (1).
Suppose that bm ≠ 0, bm+1 = 0 = · · · = 0 = bm+j for some j ∈ N, and bm+j+1 ≠ 0. This means that for k = m+ 1, . . . ,
m + j we have Sk =

ak 0
ck a
−1
k

. The product of lower triangular matrices is a matrix of the same form and by a direct
computation we have
Sm,j := Sm+j · · · Sm+1 =

Am+1 0
Cm+1 A−1m+1

,
where
Am+1 = am+1 · · · am+j
Cm+1 = cm+1am+2 · · · am+j + 1am+1 cm+2am+3 · · · am+j + · · ·
+ 1
am+1 · · · am+i−1 cm+iam+i+1 · · · am+j + · · · +
1
am+1 · · · am+j−1 cm+j.
Now, we define the (symplectic) matrix S˜m = Sm,jSm which has on the position of the entry b the number b˜m =
bm
m+j
i=m+1 ai ≠ 0.
In this way we ‘‘shrink’’ the discrete in interval [m,m + j] to the single point m for a new symplectic system with the
matrix S˜. If we perform this procedure with each discrete interval of consecutive integers where the entries of S at the right
upper corner are zero, we obtain a sequence of 2× 2 matrices S˜k with nonzero entries b˜k on the position of the entry b.
Finally, we show that a symplectic system with bk ≠ 0 can be converted (without changing oscillatory nature) into a
system with bk > 0. This transformation is well known for Jacobi matrices corresponding to Sturm–Liouville difference
equation and for general 2n × 2n symplectic difference systems can be found in [4]. We take the transformation matrix in
(12) in the formRk = diag {hk, h−1k } with hk ∈ {−1, 1}. Then in the resulting system b˜k = h−1k+1h−1k bk and we ‘‘adjust’’ the
combination of signs hk = ±1 in such a way that b˜k > 0.
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4. Oscillation and conjugacy criteria
In this section we investigate oscillatory properties of (1). The principal tool we use are properties of the phase of a basis
of (1), combined with properties of solutions of the associated Riccati equation.
Theorem 2. Suppose that bk > 0 for large k and there exists an admissible pair (h, g)with hk ≠ 0 for large k, such that for every
constant C and some (and hence every) N ∈ N sufficiently large it holds
∞
k=N
Arccot

1
bk
k−1
j=N

aj + bjh−2j (F (h, g;N, j− 1)+ C)
2 
ak + bkh−2k (F (h, g;N, k− 1)+ C)
 = ∞. (13)
Then system (1) is oscillatory.
Proof. Suppose, by contradiction, that (1) is nonoscillatory, and let
 x
u

,

x˜
u˜

be its dominant and recessive solutions,
respectively, such that their Casoratian equals 1. Since bk > 0, we can suppose that xk > 0, x˜k > 0 for large k. Also, because
limk→∞ x˜kxk = 0, there exists N ∈ N such that xk > x˜k for k ≥ N . Moreover, without loss of generality we may suppose that
xN = 1√2 . By Picone’s identity (Proposition 2) we have
F (h, g;N, k− 1) = wjh2j
k
N
+
k−1
j=N
bj(dj − wj+1bj)(gj − wjhj)2
≥ h2kwk − h2NwN ,
and hence
wk ≤ h−2k [F (h, g;N, k− 1)+ C] , (14)
where C = h−2N wN . Here w = u/x is the solution of (8) generated by the dominant solution (x, u). Then, since we have
xk+1 = (ak + bkwk)xk, using (14) we obtain
xk = xN
k−1
j=N
(aj + bjwj) ≤ xN
k−1
j=N

aj + bjh−2j (C + F (h, g;N, j− 1))

. (15)
Now, since xkxk+1 + x˜kx˜k+1 < 2xkxk+1 for k ≥ N , using (15)
xkxk+1 + x˜kx˜k+1
bk
≤ 2xkxk+1
bk
≤ 2x
2
N
bk

ak + bkh−2k (C + F (h, g;N, k− 1))
 k−1
j=N

aj + bjh−2j (C + F (h, g;N, j− 1))
2
. (16)
To finish the proof, we apply Lemmas 1 and 2 to the increasing phase sequence of the basis
 x
u

and

x˜
u˜

. We have
ψk = ψN +
k−1
j=N
Arccot
xkxk+1 + x˜kx˜k+1
bk
→∞ (17)
as k → ∞. Indeed, by inequality (16), using the fact that the function Arccot is decreasing, the right-hand side of (17) is
greater than the term which tends to∞ as k → ∞ by (13). This contradiction completes the proof since any increasing
phase of nonoscillatory system (1) is bounded above by Lemma 2. 
Using a similar method as in the previous proof we can prove the following ‘‘conjugacy counterpart’’ of Theorem 2.
Theorem 3. Suppose that there exist ε, δ > 0 and an admissible pair (h, k) with hk ≠ 0 for k ∈ Z, such that
∞
k=0
Arccot
2Ak
εbk
≥ π
4
,
−1
k=−∞
Arccot
2Bk
δbk
≥ π
4
, (18)
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where
Ak =

ak + bkh2k

εh20 + F (h, g; 0, k− 1)
 k−1
j=0

aj + bjh2j

εh20 + F (h, g; 0, j− 1)
2
, (19)
Bk =

dk − bkh2k+1

δh20 + F (h, g; k+ 1,−1)
 k−1
j=0

dj − bjh2j+1

δh20 + F (h, g; j+ 1,−1)
2
. (20)
Then (1) is conjugate in Z, i.e., there is a solution of this system with at least two generalized zeros in Z.
Proof. Let
 x
u

be the solution of (1) given by the initial condition x0 = 1, u0 = 0. We will show that this solution has a
generalized zero both for positive and negative integers. More precisely, the first condition in (18) implies the existence
of a positive generalized zero, while the second one cares about a negative generalized zero. We concentrate our attention
on negative integers, the proof for positive integers is analogical and in some aspects resembles the proof of the previous
theorem.
Together with the solution
 x
u

consider the solution

x˜
u˜

given by x˜0 = 1, u˜0 = −δ, and let w˜ = x˜/u˜ be the associated
solution of Riccati equation (8). Then the Casoratian of
 x
u

,

x˜
u˜

is ω = x0u˜0 − x˜0u0 = −δ.
Suppose, by contradiction, that
 x
u

has no generalized zero in (−∞,−1]. Then we have x˜k > xk > 0 for negative
integers. Indeed, by a direct computation x˜−1 > x−1 (see below the reversed system (21)) and the existence of an integer
m < 0with x˜m ≤ xm implies that the solution

x˜−x
u˜−u

has two generalized zeros (one generalized zero at k = 0 and the other
one in [m,m+ 1)). This contradicts the Sturmian separation theorem since  xu  has no generalized zero in (−∞,−1].
The solutions
 x
u

,

x˜
u˜

are also solutions of the reversed symplectic system
xk = dkxk+1 − bkuk+1, uk = −ckxk+1 + akuk+1 (21)
as can be verified by a direct computation. This implies that
x˜k = (dk − bkw˜k+1)x˜k+1. (22)
By Picone’s identity (Proposition 2), we have for negative integers k (similarly as in the previous proof)
bkw˜k+1 ≥ bkh−2k+1

w˜0h20 − F (h, g; k+ 1,−1)

,
hence, substituting into (22) for bkw˜k+1,
x˜k ≤
−1
j=k

dj − bjh−2j+1

δh20 + F (h, g; j+ 1,−1)

. (23)
Since x˜k > xk for k ∈ (−∞,−1], we have
xkxk+1 + x˜kx˜k+1
δbk
<
2x˜kx˜k+1
δbk
≤ 2
δbk
−1
j=k+1

dj − bjh−2j+1

δh20 + F (h, g; j+ 1,−1)
2 
dk − bkh−2j+1

δh20 + F (h, g; k+ 1,−1)

= 2Bk
δbk
. (24)
Letψ be the decreasing phase of (1) determined by
 x
u

,

x˜
u˜

. By Lemma1, using the fact that the functionArccot(·)−π/2
is odd, we have
1ψk = Arccot xkxk+1 + x˜kx˜k+1−δbk − π/2− π/2
= −Arccot xkxk+1 + x˜kx˜k+1
δbk
.
Hence, for a negative integer N ∈ Z, we have
−ψN + ψ0 = −
−1
k=N
Arccot
xkxk+1 + x˜kx˜k+1
δbk
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which implies, taking into account (24) and that ψ0 = π/4,
ψN >
π
4
+
−1
k=N
Arccot
2x˜kx˜k+1
δbk
≥ π
4
+
−1
k=N
Arccot
2Bk
δbk
.
Now, since we suppose that
 x
u

has no negative generalized zero, i.e., ψ−∞ := limk→−∞ ψk ≤ π/2, in view of (18),
substituting from (23) and letting N →−∞, we have
π
2
≥ ψ−∞ > π4 +
−1
k=−∞
2Bk
δbk
≥ π
2
,
a contradiction, consequently, the original assumption that the solution
 x
u

has no negative generalized zero was false. 
Finally note that if symplectic system (1) is rewritten Eq. (3), then the previous conjugacy criterion differs from those
presented in [19,20].
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