Applications that manage semi-structured data are becoming increasingly commonplace. Current approaches for storing semi-structured data use existing storage machinery; they either map the data to relational databases, or use a combination of flat files and indexes. While employing these existing storage mechanisms provides readily available solutions, there is a need to more closely examine their suitability to this class of data. Particularly, retrofitting existing solutions for semistructured data can result in a mismatch between the tree structure of the data and the access characteristics of the underlying storage device (disk drive). This study explores various possibilities in the design space of native storage solutions for semi-structured data by exploring alternative approaches that match application data access characteristics to those of the underlying disk drive. For evaluating the effectiveness of the proposed native techniques in relation to the existing solution, we experiment with XML data using the XPathMark benchmark. Extensive evaluation reveals the strengths and weaknesses of the proposed native data layout techniques. While the existing solutions work really well for deep-focused queries into a semi-structured document (those that result in retrieving entire subtrees), the proposed native solutions substantially outperform for the non-deep-focused queries, which we demonstrate are at least as important as the deep-focused. We believe that native data layout techniques offer a unique direction for improving the performance of semi-structured data stores for a variety of important workloads. However, given that the proposed native techniques require circumventing current storage stack abstractions, further investigation is warranted before they can be applied to general-purpose storage systems.
INTRODUCTION
An increasing number of applications manage large amounts of semi-structured data. Common applications that use semi-structured data today include Bioinformatics sequence search and alignment [Delcher et al. 1999] , genomic data analysis [Rokhsar 2007 ], multiresolution video storage [Finkelstein et al. 1996] , clinical data systems [CDA 2007 ], XML databases, and more [Papakonstantinou et al. 1995] . Given that a semi-structure such as a tree provides a more intuitive way of managing large amounts of data, the trend of storing data in such formats is likely to strengthen in the future. Current approaches to store semi-structured data either map the data to an underlying relational database system (e.g., Bohannon et al. [2002] , Deutsch et al. [1999] , Mergen and Heuser [2004] , Ramanath et al. [2003] , Shanmugasundaram et al. [1999] ), use the abstraction provided by a general-purpose object storage manager [Carey et al. 1994 ], or use a combination of flat files and indices (e.g., XALAN [Xalan 2007 ], XT [2007] , Galax [2007] , BLAST [Altschul et al. 1990 ], Timber [Jagadish et al. 2002] , and Natix [Kanne and Moerkotte 2006] ). Since these approaches retrofit existing storage mechanisms to work with semi-structured data, their scope is restricted to the underlying mechanisms, which are predominantly optimized for sequential accesses. Consequently, these approaches may result in a mismatch between the structure and navigational primitives of semi-structured data and the access characteristics of disk drives. In particular, semi-structured data have a tree (or graph) structure with tree-type operations. Relational databases, on the other hand, store structured tables that are optimized for row-based access, and flat files are unstructured, optimized for sequential access. Further complicating this mismatch, the underlying storage device, namely disk drives, stores information in circular tracks that are accessed with mechanical seek and rotational overhead. Given the growing amount of semi-structured data, there is a need for reexamining the current storage and access machinery that support them.
In this article, we explore strategies to optimize the storage and retrieval of semi-structured data on disk drives by explicitly accounting for the mismatch between the structure of the data and the disk drive storage and access characteristics. In particular, we present algorithms that, given the physical characteristics of a disk drive (number of tracks, sectors per track, and rotational speed), place semi-structured data on the disk drive in a way that facilitates navigation of the data by reducing access overheads. Such low-level control of data layout is made possible using information provided by standard disk profiling tools [Worthington et al. 1995; Talagala et al. 1999; Dimitrijevic et al. 2004] .
The proposed technique first addresses the problem of grouping nodes of semi-structured data trees so that they can be mapped to disk blocks. We develop and experimentally evaluate our proposed grouping strategies and compare this with the Enhanced Kundu Misra (EKM) grouping strategy [Kanne and Moerkotte 2006] . Second, our proposed on-disk layout strategy for node groups optimizes common tree navigation operations such as parent-to-child and node-to-next-sibling traversals. Our on-disk layout strategies make use of semi-sequential disk access technique [Schindler et al. 2004 ] that allows the reduction and even elimination of rotational delay overhead during disk accesses. Given that our approach requires circumventing the prevalent logical block abstraction, applying our layout strategy to a general purpose storage system is not straightforward.
1 Our goal in this article is simply to expose the merits and demerits of this approach. Through experiments we show that our proposed approach is superior for a dedicated single-user storage system with standard caching and prefetching capabilities, for instance, a specialized system for analysis of biological data (suffix trees) [Bedathur and Haritsa 2006] . Based on this study, we believe that our approach provides a fresh perspective on the problem of storing semi-structured data that is worth the attention and research time of the community.
To evaluate the proposed native data layout techniques, we used XML as a case study. XML is becoming increasingly popular due to its ability to represent arbitrary semi-structured data. It is the de facto data representation format for many modern applications, including Geographic information systems Markup Language (GML) [GML 2008 ], Medical Markup Language (MML) [MML 2008 ], Health Level HL7 [HL7 2008 , Clinical Document Architecture (CDA) [Dolin et al. 2006] used to represent Electronic Health Records (EHRs), Open Document Format (ODF) [ODS 2008; OOX 2008] , and Scalable Vector Graphics (SVG) [SVG 2008] used to describe two-dimensional graphics and graphical applications. Despite the widespread use of XML, the challenge of optimizing access to XML data stores is a key challenge also identified in the latest report [Abiteboul et al. 2005 ] on the future directions on database research, published every few years by the database research community.
Recent surveys of popular XML benchmarks [Afanasiev and Marx 2006; Böhme and Rahm 2003; Nambiar et al. 2001] show that all queries to XML data can be classified into deep-focused and non-deep-focused queries. In Table I , we summarize the key XML benchmarks available in the public domain. The Transaction Processing over XML (TPoX) benchmark [Nicola et al. 2007 ] evaluates the performance of XML stores, XML databases, indexes, etc., by generating a mix of XQueries for various financial transactions on the generated XML documents. XMach-1 Rahm 2003, 2001 ], XOO7 [Bressan et al.] , XMark [Schmidt et al. 2002a] , and XPathMark [Franceschet 2005 ] are typically used to evaluate query optimizations in XML. XMach-1 is based on an e-commerce Web site while XMark generates queries for an e-commerce Web site with information on bids, items, brokers, and customers. XPathMark [Franceschet 2005 ] is an XPath-based benchmark for XMark and generates an educational document that represents the English alphabet. The XBench [Yao et al. 2003 ] benchmark is an application-oriented benchmark for XML databases. Finally, the MemBer [Afanasiev et al. 2005; Manolescu et al. 2006] and the Michigan Benchmark (MBench) [Runapongsa et al. 2003 ] are both micro-benchmarks that generate synthetic workloads wherein document structure can be finely controlled (varying their depth and fan-out) so as to be able to reproduce the access patterns of a variety of different real-world workloads.
This collection of well-accepted and standardized XML benchmarks demonstrate: (i) that XML document sizes can be fairly large running sometimes into tens of gigabytes; this combined with the fact that XML parsers can consume as much as 5X the amount of main memory during parsing as the original size of the XML document [Nicola and John 2003] implies that secondary storage accesses must be optimized if at all possible; and (ii) that the non-deep-focused queries form at least half of the total queries suggested within these popular XML benchmarks; this implies that optimizing accesses to the non-deepfocused query class is at least as important as optimizing for the deep-focused class. Further, in the event that a workload generates both classes of queries with similar frequency, the storage system could conceivably store data using both the traditional approach and tree-based approach with the caveat that this approach requires more consideration for write-dominant workloads that can incur an unacceptable amount of overhead for maintaining consistency.
For evaluating our native layout proposals, we employ XPath queries [XPath 2007] obtained from the XPathMark benchmark for the evaluation. We examine the relative performance of native layout against the default approach, which stores XML files sequentially. To do so, we augmented an existing XML parsing engine to implement the grouping techniques that we propose. To evaluate disk I/O performance, we use an instrumented DiskSim disk simulator [Bucy et al. 2003 ] and replayed the block access traces generated by XML query processing engines. Our evaluation also addresses I/O performance in the presence of query parallelism as would be typical for server environments. Summarizing, these experiments reveal that while the default sequential layout provides superior performance for the deep-focused class of XML queries (or access patterns retrieving entire subtrees of semi-structured data), the proposed native layout techniques outperform the default for all other query access patterns.
The rest of the article is organized as follows. Section 2 presents the architecture of a native semi-structured storage system and the model used for semi-structured data and their access. In Section 3, we present native data layout strategies for semi-structured data on disk drives. In Section 4, we present strategies for organizing and grouping nodes in the tree so that they can be mapped to disk blocks. In Section 5 we conduct a theoretical analysis of the performance impact of data layout. In Section 6, we evaluate the proposed approach for the case of XML data by comparing it against the default sequential layout. We survey related work in Section 7. We conclude and discuss future directions in Section 8.
SYSTEM ARCHITECTURE AND DATA MODEL
In this section, we propose an architecture for building a native semi-structured storage system which allows the use of our layout techniques with minimal changes to the current storage stack. We also present the semi-structured data and access model abstractions.
Modifying the Storage Stack
Modern disk drives provide a high-level logical block abstraction to the operating system which does not export information about the physical data layout, performance characteristics, and internal operation of the disk drive. We propose a modified storage stack inside the operating system that will facilitate native data layout strategies by including mechanisms to effect low-level data layout.
The lowest levels of the current storage stack (shown in Figure 1 (a)) form the storage subsystem, which exports a logical block I/O interface. The dominant storage mechanisms, namely databases and file systems, form the middle layer that accesses data on the storage device(s) using the logical block interface while also providing high-level APIs for applications. These storage mechanisms are optimized for relational data and sequential files, respectively.
The proposed storage stack (Figure 1(b) ) builds a native Semi-Structured Storage (SSS) engine on top of the block I/O interface to provide native storage and access support for semi-structured data. The SSS engine employs disk profiling to perform native data layout on a reserved contiguous area (partition) of the disk drive. Storage access modules (file system, DB engine, etc.) need to be minimally modified to use the SSS interface in order to efficiently store and retrieve semi-structured data, or bypass it for non-semi-structured data. We chose not to build in native support into an existing file system or existing DBMS, because we believe that the SSS engine as well as its interface can be made generic enough to work with any storage access module. Existing file and database systems can then be extended with native layout support for semi-structured data via the SSS engine. While the proposed approach calls for significant changes to the operating system storage management, it is important to point out that applications retain their original interface to the operating system and remain transparent to the underlying mechanisms.
Data and Access Model
We view a semi-structured document as a labeled tree T , where each node v has a label λ(v), which is a tag name for nonleaf nodes and a value for leaf nodes. Also, nonleaf nodes v have an optional set A(v) of attributes, where each attribute a ∈ A(v) has a name and a value. Note that our layout technique can also be applied to documents with cycles (e.g., ID-IDREF edges for XML documents); however, the navigation on such edges has not been optimized. Figure 2 shows an example of a semi-structured document (in this case an XML document) and Figure 3 shows the corresponding tree structure. Algorithm 1. Standard XPath evaluation strategy [Gottlob et al. 2002] 1: procedure process-location-step(n0,Q) 2: /* n0 is the context node; 3: query Q is a list of location steps */ 4: node set S := apply Q.first to node n0; 5: if Q.tail not empty then 6: for each node n in S do 7:
process-location-step(n, Q.tail) 8: end for 9: end if
In the default layout strategy as employed by current-day file systems, the semi-structured data (say, an XML document) is stored sequentially on the disk, which is equivalent to placing the tree in depth-first order. To ensure a fair comparison of our storage method to the default layout, a physical pointer is added from each node to its first child and its right sibling, thereby allowing to avoid reading the entire subtree of a node to access its right sibling. This optimization is used for the default strategy in all the experimental results we report.
For XML data, which we use as a case study for evaluating our approach, XPath queries form the core navigation component of XML query processing systems. For evaluating XPath queries, we adopt the "standard" XPath evaluation strategy [Gottlob et al. 2002] shown in Figure 1 . Intuitively, this strategy processes an XPath query Q in a depth-first manner on the XML document, one step of Q (Q.first) at a time, and stores the intermediate results in a set S. In Bhadkamkar et al. [2006] we explain how optimizing XPath also leads to optimized XQuery.
Current implementations of XML parsers create an in-memory document tree structure that is populated (on-demand in some implementations [Noga et al. 2002] ) by retrieving corresponding sections of the disk-resident XML document. XML stores typically handle documents that are both smaller (i.e., tens of KB) as well as much larger size (several GB). Consequently, trivial solutions such as loading the entire XML document in memory prior to parsing are not deemed practical.
SEMI-STRUCTURED DATA LAYOUT
In this section, we present disk layout strategies for semi-structured data. First, we introduce a basic tree-structured placement strategy, a simple strategy which illustrates the basic ideas of our approach. Next, we present an improved and optimized variant of the basic strategy which addresses the shortcomings of the basic strategy. Finally, we discuss some practical challenges that must be addressed when implementing the proposed placement strategies.
Basic Tree-Structured Placement
A key limitation of the default storage method is that it is optimized only for accessing the semi-structured data tree in depth-first order since it places the data file sequentially on disk. For example, for the tree in Figure 3 (created by replacing the labels with node IDs in the semi-structured tree of Figure 2 ), the nodes would be stored sequentially in alphabetical order. We refer to this henceforth as the default layout and use it for comparison purposes in Section 6. If this file is accessed in strictly depth-first order, such a placement scheme would be optimal. However, typical tree navigation during the answering of queries displays the following characteristics: (a) nodes are accessed along any path from the root to a leaf of the tree, and (b) siblings are often accessed together, without accessing their descendants. The default layout of the nodes would result in random accesses (and therefore poor I/O performance) for both the aforesaid accesses, except for the leftmost path or traversals along leaf levels.
Based on the previous observations, we design our basic layout strategy, treestructured placement. To simplify the presentation of the algorithm we assume that each node in the tree occupies an entire disk block. This assumption is relaxed in Section 4 where we discuss in detail the grouping methods that can be employed to minimize internal fragmentation within disk blocks while maintaining the tree structure of the file.
In the basic tree-structured placement, nodes are placed on the disk starting from the outermost available track (we choose the outermost track due to its higher bandwidth, favoring the more frequently accessed higher levels of the tree). In particular, we first place the root node v on the block with the smallest Logical-Block-Number (LBN), on the outermost available track of the disk. Second, we place its children sequentially on the next free track such that accessing the first child u of v after accessing v results in a semi-sequential access [Schindler et al. 2004] . This is accomplished by choosing a block for u rotationally skewed from v such that when accessing u after accessing v, the rotational delay incurred is zero. Further, accessing a nonfirst child from a parent node involves a semi-sequential access to reach the first child and a short rotational delay based on the child index. The children of the first child of the root node are then placed on the next available track, once again at a rotationally optimal point relative to their parent. Next, the grandchildren of the first child of the root are placed following a similar approach, and so on.
As described earlier, the basic tree-structured layout chooses parent nodes to place their respective children in Depth-First Order (DFO). We also experimented with Breadth-First-Ordering (BFO) in choosing parents, but found DFO to consistently outperform the alternative in the experiments due to its significantly shorter seek times during parent-child traversals. Intuitively, this can be visualized in Figure 3 where we present the DFO numbering for parent nodes (above each node); notice the localization of the numbers within each subtree. The BFO ordering, on the other hand, scatters numbering over the entire tree, resulting in large seek times for parent-child traversals.
Example 3.1. Figure 4 shows the layout of the tree of Figure 3 on a disk platter. To simplify presentation, we assume that the disk has a single platter with a single surface (and consequently a single disk head). Furthermore, we assume that the rotational skew between tracks is the seek-distance × quarter-rotation. The root node A is placed on the outermost track, track 0. Its first child B is placed on the first available free track closest to A, namely track 1. The block on which B is placed is rotationally skewed by a quarter-rotation relative to A as a consequence of our assumption. Accessing B after A would require only seeking to the next track. The remaining children of node A, namely I and N, are placed sequentially next to the first child B. The asterisked blocks in each track immediately before the first child represent the rotational skew between a parent and its first child. The remaining nodes are placed following a similar approach to complete the placement of the tree.
Algorithm 2 outlines the procedure for tree-structured placement. Notice that the leaf nodes of the tree T shown in Figure 3 are not numbered in the ordering and hence are not returned by getNextNode(), which is when the placement algorithm terminates.
Optimized Tree-Structured Placement
The basic layout strategy, as is obvious in Figure 4 , results in severe external fragmentation of disk space (internal fragmentation within a disk block is discussed in Section 4), which also increases the average seek time of I/O operations. We now describe an optimization of the basic tree-structured layout strategy that reduces external fragmentation as well as random seek times drastically.
The key idea in the optimized tree-structured placement is the use of nonfree tracks for placing the children for a given parent node. The optimized placement strategy is less restrictive than the basic tree-structured placement strategy in two specific ways: (1) it allows placing children on a nonfree track, and (2) it does not require the first child to be placed at the rotationally optimal block, but rather allows placing the first child anywhere within a rotationally optimal track-region as defined next. 
Algorithm 2. Basic Placement Algorithm
Auxiliary Methods: Node GetNextNode() /* returns one node at a time in ascending order */ Track GetFirstFreeTrack() /* smallest free track */ Place(track t, LBN lbnFirst,NodeList L) /* place children nodes L starting from lbnFirst on track t */ LBN FindSemiSequential(LBN parent, int t) /* returns the LBN n on track t such that access to t from parent is semi-sequential. */ Require: Tree T to be placed 1: PlaceInTrack(GetFirstFreeTrack(),0,Root(T)) 2: while more nodes 3: n←(GetNextNode()) 4:
t←(GetFirstFreeTrack()) 5:
L← empty 6: L←(Add(Children(n))) 7:
lbnFirstChild← (FindSemiSequential(n.lbn, T)) 8:
Place(t,lbnFirstChild, L) 9: end while
We define a track-region as a contiguous list of N tr disk blocks along a track. The blocks within a track-region, therefore, are also sequential in the logical address space (LBN space) of the disk. Given a parent node u and a target track t, we define the rotationally optimal track-region for u on track t as the trackregion of size N tr blocks starting from the block where the disk head lands when seeking to track t starting from u. In Figure 5 , two rotationally optimal track regions (N tr =6) for parent node "S" are marked using the # symbol. To place the children nodes for node u, a set of candidate rotationally optimal track-regions are chosen close to u, which can lie in either side of the parent track. The optimized placement algorithm chooses the track-region closest to u with sufficient free space to house the children of u. Other than this variation, the optimized tree-structured placement algorithm proceeds to place the tree similar to the basic placement algorithm.
In the preceding placement description, the choice of the rotationally optimal track-region size (N tr ) is a critical factor. Increasing the track-region size gives the placement algorithm more opportunity to reduce fragmentation and consequently reduce random-seek overhead between node accesses, but it also increases the average rotational delay incurred during parent-to-child node traversals. This is an important trade-off to be considered when choosing N tr . In our experiments, we choose N tr as a quarter of the track size. Figure 5 shows the layout of the tree in Figure 3 on a hard disk (platter) using the optimized strategy. Again, we assume that the platter rotates in the clockwise direction. The assumptions of track skew are also the same as for the basic strategy. In the optimized placement, since a single track can contain the children of several nodes, the external fragmentation (shown in Section 6) is drastically reduced compared to the basic tree-structured placement.
The PlaceInTrack method in Algorithm 3 outlines the logic for optimized tree-structured placement. Line 1 places the root node of the tree T on the outermost track. Lines 2-7 place the children of the next node (which is the root node in the first iteration) on the rotationally optimal track-region (returned by FindRotTrackRegion). The next node is returned by getNextNode(), which returns a nonleaf node of the XML tree based on the chosen ordering scheme. The aforesaid process is repeated until all the nodes are placed on the disk.
Notice that the leaf nodes of T are not numbered in the ordering and hence are not returned by getNextNode(). The findRotTrackRegion(LBN parent,int nchildren) auxiliary method checks for availability of space in the rotationally optimal track-regions in tracks on either side of the parent's track, starting from the closest track. It returns the LBN for placing the first child of the parent node. The remaining children are placed incrementally following the first child. The direction identifier specifies where the target track lies with respect to the parent. If the direction has a negative value, the target track is less than the parent track. Likewise, a positive value indicates that the target track is greater than the parent track.
Implementation Issues
In implementing the strategies presented before, several practical issues must be considered. First, the preceding placement scheme assumes that a single, contiguous partition large enough to accommodate the semi-structured data is available. This assumption is realistic for both file systems and database systems since they typically allocate a large contiguous disk partition and can reserve a fraction of this space for storing semi-structured data. 
Algorithm 3. Optimized Placement Algorithm
Auxiliary Methods: Track GetTrack(LBN) /* returns the track for LBN */ LBN FreeTrackRegionStart(LBN, int, tracksToSkip) /* Given a parent LBN, its number of children, and the number of tracks to skip, returns the LBN for the first child if all children can be placed in the candidate tracks rotationally-optimal track-region. Otherwise returns NULL. Candidate tracks are the two tracks situated at parentTrack +/-tracksToSkip respectively. */ 1: <Track,LBN> FindRotTrackRegion(LBN parent, int n) 2: tracksToSkip ← 1 3: parentTrack ← GetTrack(parent) 4: while true do 5:
if lbnFirstChild←FreeTrackRegionStart(parent,n,tracksToSkip) != NULL then 6:
return <GetTrack(lbnFirstChild),lbnFirstChild> 7:
end if 8: tracksToSkip++ 9: end while Require: Tree T to be placed 1: PlaceInTrack(getFirstFreeTrack(),0,root(tree)) 2: while more nodes do 3: n←GetNextNode() 4:
Place(target,lbnFirstChild,L) 8: end while Second, after a tree node is read from the disk drive, a nonnegligible CPU think time is typically required before the next I/O request is issued. We address this issue as follows. If the next request is for a sibling node (stored sequentially in our approach), then on-disk prefetching mechanisms ensure that this node is prefetched into the on-disk cache. However, if the next request is for a child node (stored semi-sequentially), then during computation time, the disk would have already rotated by an amount proportional to the CPU think time and hence no semi-sequential access would be possible. To address this, we skew the first child by an additional rotational delay equivalent to the 95 th percentile of a sample from the think time distribution. This ensures that in most cases, the semi-sequential nature of child node accesses will be preserved.
Third, the proposed strategy would work well when processing a single query at a time. However, if there are multiple queries issued concurrently by different processes or users, then the resulting interleaving I/Os are likely to degrade sequential or semi-sequential accesses to random ones. This problem is prominent even in traditional relational database and filesystem accesses. Techniques at the disk scheduling layer such as anticipatory scheduling [Iyer and Druschel 2001] , which group together requests from a single process and minimize the effects of multiple interleaved I/O request streams, address this issue well. We evaluate the impact of query parallelism (in Section 6) with anticipatory I/O scheduling to demonstrate the effectiveness of native layout strategies in the simulated environment.
Finally, existing storage interfaces are restrictive, which makes it nontrivial to obtain profiling information or control data layout. While the need for more expressive storage interfaces has been brought up repeatedly in the storage research community (e.g., Ganger [2001] , Keeton et al. [1998] , Riedel et al. [1998] ), for the time-being, we can circumvent this restriction by employing disk profiling and control tools. Profiled information includes: rotational time, seek time, track and cylinder skew times, sizes of read cache and write buffer along with prefetching and buffering techniques, logical-to-physical block mappings, and access time prediction. This profiled information enables fine-grained control for disk drives, tailored specifically for semi-structured data.
SUPERNODE TREES
So far, we assumed that each node in the semi-structured data tree occupies an entire disk block. This assumption, however, is not realistic; in practice, the tree nodes are of variable size, ranging from a fraction of a disk block to multiple disk blocks.
In this section, we first lay the foundation for grouping nodes in a semistructured data tree T to form supernodes where each supernode occupies an entire disk block. Next, we describe how to organize the supernodes into a supernode tree structure T S . The placement strategies of Section 3 are then applied on the supernode tree instead of the node tree.
Grouping Nodes into Supernodes
To reduce the internal fragmentation, it is desirable to group the maximum number of nodes into a supernode. It is also important to group adjacent nodes of T in the same supernode, so that navigating among these nodes requires only one disk access. If the size of a node is larger than the size of a disk block, it is stored using multiple supernodes, which are then stored in consecutive disk blocks.
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To elucidate the following grouping techniques, we assume that all nodes have the same size, and one supernode can contain at most five nodes.
Sequential grouping. Nodes are added to a supernode starting from the root node using a depth-first (and left-to-right) traversal. The only difference is that a single node is not split; nodes go across disk blocks, unless the size of the node is greater than the size of a disk block. Figure 6 (a) illustrates this grouping strategy for the tree presented earlier in Figure 3 .
Tree-preserving grouping. The tree-preserving grouping proceeds as in the sequential grouping except it ensures that cycles of supernodes do not form in the grouped tree. At each step, before adding a node v to a supernode S, the following additional conditions are checked:
(i) the parent node of v is in S, or (ii) the parent node of v is in the parent supernode of S.
If either of these conditions holds, then we add v to S. If neither holds, then by adding v to S a cycle of supernodes in the original tree T would be created. To avoid that, we close S and add v to a new supernode. This strategy aims at preserving the tree structure of the original tree T in the supernode tree. Enhanced Kundu Misra grouping. We also implement a grouping technique developed independently at the same time by Kanne and Moerkotte [2006] called the Enhanced Kundu Misra (EKM) grouping, an extension to the original Kundu-Misra grouping algorithm [Kundu and Misra 1977] . The EKM strategy operates in a bottom-up fashion and aims at reducing the number of node groups while preserving the original tree structure, thereby increasing navigations between nodes within the same group. It operates by converting the n-ary tree into a binary tree representation, obtaining a layered partitioning that helps in reducing the number of supernodes while preserving the connectedness. Figure 6 (c) illustrates this grouping strategy for the tree of Figure 3 .
Building Supernode Trees
The organization of the supernodes into a supernode tree, T S , determines the placement of the supernodes on the disk drive according to the algorithms presented in Section 3. Hence, it is desirable to preserve the tree structure of T in T S . Specifically, if a parent-child pair of nodes in T is split to different supernodes, then it is preferable to split it to two adjacent supernodes in T S . Based on the grouping strategies described previously we consider four supernode tree organization strategies described next.
(1) The sequential supernode list, which corresponds to the default placement strategy, uses sequential grouping to form supernodes. It is merely a linked list of supernodes in the order in which the supernodes were formed. Figure 7 (a) shows the formation of this list. (2) The tree-preserving supernode tree, which corresponds to the tree-preserving 3 tree-structured 4 placement to be introduced in Section 6, uses the tree-preserving grouping to form supernodes. The supernode tree is formed by adding edges between two supernodes S i , S j if there is an edge between two nodes v i ∈ S i , v j ∈ S j in T . Notice that due to the nature of treepreserving grouping no cycles can occur. Figure 7 (b) shows the formation of this tree. (3) The sequential supernode tree, which corresponds to the sequential treestructured placement algorithm in Section 6, uses the sequential grouping to form supernodes. Then, the supernode tree is created by adding edges between pairs of supernodes S i , S j if there is an edge between two nodes v i ∈ S i , v j ∈ S j in T and adding the edge will not create a cycle. 
THEORETICAL ANALYSIS
In this section, we present a quantitative model to analyze the access times for the default and the optimized tree-structured placement strategies. Table II summarizes the description of each parameter used in this analysis. First we compute the random, sequential, and semi-sequential access times. The average random access time t rand is a function of the average seek time and rotational delay and is given by
where seekTime is a disk-specific function computing the seek time given the number of tracks to seek [Ruemmler and Wilkes 1994] and is given by
where d is the seek distance in cylinders, C is the total cylinder count, and α, β, γ , and δ are disk-specific parameters. For the barracuda disk, chosen as the base disk configuration in the experiments (and also further described in Table VII), the rotational latency is given by T rot = 8.33 ms and α = 1.83, β = 0.17, γ = 2.85, and δ = 0.0035. An XML document of size 50MB occupies 129188 blocks or 325 cylinders after grouping with the tree-preserving grouping strategy (Table IV) . Thus, substituting these values in Eq. (1), the random access time for the area occupied by this document is given by t rand = 5.99 ms.
The average sequential access time t seq from one block to the next is a very small value, approaching zero. Hence,
For the tree-structured placement, the access between a parent and its first child is semi-sequential, and from a node to its right sibling is sequential. The average time for semi-sequential access t semi-seq given by
where s(v) is the number of tracks to be sought during a semi-sequential access. When T is a complete tree with height d and degree f , the average s(v) is given by
where n is the number of internal nodes given by n =
To understand this equation, lets assume that the root is at depth 1 and the leaves at depth d. If there are two edges u 1 − v 1 and u 2 − v 2 , where u 1 and u 2 are on the same level and v 1 and v 2 are their l th respectively, then DFO(v 1 ) − DFO(u 1 ) = DFO(v 2 ) − DFO(u 2 ), Thus, the distance in tracks from v 1 to its child u 1 and from v 2 to u 2 are the same. In the aforementioned relation, DFO(x) is the corresponding number in the DFO ordering. The numbers above the internal nodes in the tree shown in Figure 3 illustrate the DFO ordering.
•
6:17
To calculate the average s(v) for the nodes v of level k + 1, we need to find the size of the subtree rooted at v, which is
The average of s(v) for the nodes v of level k + 1 is the average s(v) of any set of siblings at level k + 1; that is,
Hence for level k it is
. For an average fanout of 10 and a depth of 5 in an XML tree, s(v) from Eq. (5) is 1.83. Thus the seekTime (s(v) ) is α + β · √ 1.83 = 2.26. Eq. (4) assumes perfect semi-sequential time, which is achieved by the treestructured algorithm (Algorithm 2). However, in the case of the optimized treestructured algorithm (Algorithm 3), t semi-seq (v) depends on the number of trackregions per track, k. Hence,
Since the first child is placed anywhere within a rotationally optimal trackregion rather than rotationally optimal sector, accessing the first child may involve anywhere between 0 to 1 k T rot rotational delay after the seek operation. This additional rotational delay during the semi-sequential access is 1 2k
T rot on an average. When a track is divided in 8 track regions, k = 8 and for the barracuda disk, s(v) is calculated as before and is 1.83 ms. Substituting these values in Eq. (8), the average semi-sequential time is given by t semi-seq (v) = 2.79 ms, a significant reduction of 53.4 % from an average random access time of 5.99 ms.
Next, we discuss the time needed for each of the five basic access types of Table II. When the first child is accessed from its parent (a 1 ), a sequential access occurs in the default placement, whereas a semi-sequential access occurs in the tree-structured placement. When a nonfirst child is read from its parent (a 2 ), it is a random access in the default placement, whereas for the tree-structured placement, it is the sum of the semi-sequential time and the average sibling index ( f /2, where f is the tree fan out) times T nt (time required to transfer data from one node). When the access is from a nonleaf node to its right sibling (a 3 ) it is a random access in the default placement, and a sequential access in the tree-structured placement. When from a leaf node we access its right sibling (a 4 ), it is a sequential access in either placement strategy. In all other cases (a 5 ), such as when moving up the tree, for both placements a random access will be performed. Table III summarizes the access times in the default and the tree-structured storage for every a i . The average access times in default and tree-structured storage are computed by Eqs. (9) and (10) respectively.
Tree-structured placement is better when T tree < T default . While this is not realistic (and necessarily subjective to the query, as demonstrated extensively later in Table VI) , if we did assume that a query exhibits all the access types shown in Table III , with each access type occurring equally frequently, the average I/O times for the default and the tree placement can be obtained by substituting their values in Eqs. (9) and (10) as
= 3.594 ms, and
where the transfer time T nt = 0.03 ms.
EVALUATION CASE STUDY: XML
In this section, we experimentally evaluate the grouping and native layout strategies for placing the XML data on disk drives. We used the DiskSim [Bucy et al. 2003 ] disk simulator for our evaluations, instrumenting it to provide the additional interface: <LBN> findSemiSequential(LBN parent, int cyl, int track) which, given a parent LBN, returns an LBN X on <cyl,track> such that access from the parent LBN to X is semi-sequential. The optimized tree placement in Algorithm 3 uses this interface to find semi-sequential LBA for subsequent nodes in the tree that has to be placed on the disk. The optimized tree-structured and default placement algorithms were implemented in C and integrated with the instrumented DiskSim code. The grouping algorithms were implemented as a separate module. 
Dataset and Queries
We generated XML files (each file corresponds to an XML tree) of various sizes using the XMark generator [Schmidt et al. 2002b ] with different scaling factors from f = 0.01 to f = 1.00, corresponding to file sizes ranging from 1 MB-100MB. The limit of 100MB for the maximum file size is due to the memory constraints in currently available open-source XML parsing engine implementations. These engines create the navigation tree data structures for the entire tree in memory during parsing, while at the same time consuming as much memory as five times the original document size [Nicola and John 2003] . There is ongoing work on improving memory efficiency of XML parsers [Farfan et al. 2007] , which promises to address this shortcoming in the near future. Earlier in Table I , we presented the document sizes used by several popular benchmarks typically used to evaluate XML query optimizations, storage, indexing, and so on. As mentioned earlier in Section 2, trivial solutions that load the entire document in memory are not practical for large (several gigabyte-sized) XML documents. Although the XML documents we experiment with are small relative to the size of the disk, these serve as examples to illustrate the relative effectiveness of native layout when compared to the existing approaches. It should additionally be noted that the on-disk buffer is small (1 MB-8 MB) for the disks we use, substantially smaller relative to the size of the documents, and is not in any significant way capable of influencing the I/O access patterns apart from on-disk readahead. We implemented the three grouping strategies, namely sequential, treepreserving, and EKM, described in Section 4, computing and storing the information about the supernode that would contain each XML node. We also implemented extensions to the DiskSim disk simulator [Bucy et al. 2003 ] that allowed us to simulate the native layout strategy described in Section 3. We then used the supernode information to store them on disks simulated by DiskSim. Table IV provides information about the XML trees used and the corresponding supernode trees formed. The number of supernodes in the sequential grouping is the lowest, since it groups the nodes to form supernodes without any restrictions. EKM does a bottom-up grouping of the tree and reduces the number of resulting supernodes by reducing the problem of finding supernodes for arbitrary trees to the simpler problem of finding supernodes for flat trees (trees in which all nodes but the root are leaves) [Kanne and Moerkotte 2006] . Tree-preserving grouping avoids cycles by placing restrictions on the nodes being added to the supernode. This in turn reduces the number of nodes per supernode and subsequently increases the number of supernodes. The average nodes/supernode is 6 for the tree-preserving grouping and is 8 for sequential and EKM grouping.
For the query workload, we adopted performance-sensitive queries from the XPathMark benchmark [Franceschet 2004 ], but omitted the ones that check for features supported by XPath (e.g., Q18: /comment()). To compute reliable results we added more queries with similar properties of depth, number of conditions, and selectivity. The query workload is summarized in Table V. To contrast the relative advantages of using our native strategies with those of the default sequential layout, we classify XPath queries into two categories: deep-focused queries and non-deep-focused queries. A subset of each class is shown in Table V . The former class describes the special class of XPath queries that navigate entire subtrees of the tree (queries D 1 , . . . , D 9 in Table V ). The latter class, non-deep-focused queries N 1 , . . . , N 9 in Table V , represents all queries that do not belong to the former class. As we shall demonstrate, the default layout primarily addresses the class of deep-focused queries and is suboptimal for all other queries. Notice that only the supernode-granularity navigation matters for overall I/O performance, and not the node-granularity navigation. Hence, queries like D 2 , which do not access leaf nodes, are included in the first category since they access supernode leaves; the watches subtree is very small and fits in less than one supernode.
Tree Navigation Performance
We conducted experiments that compare the I/O times for answering XML queries for four different layout strategies, corresponding to the supernode tree organizations of Section 4: default (Section 2.2), tree-preserving tree-structured (TP-TS), sequential tree-structured (Seq-TS), and EKM tree-structured (EKM-TS) layout strategies.
To consider caching effects in our experiments, we assumed that all nodes along the path from the root to a single leaf node would be cached in main memory, either in the operating system VFS or a custom application-level cache. This is a reasonable assumption for XML trees, which are typically short even when their total size is large, due to large fan-out. Consequently, we ignore repeated accesses to nodes (such as parent, ancestor nodes) during the depthfirst traversal of the XML tree. Such caching reduces the number of random accesses equally in all three placement strategies, since the navigation of nodes for answering a query is exactly the same regardless of the layout strategy. Figure 8 shows (in logarithmic scale) the I/O times for each query, for the two classes of queries, namely deep-focused (D i ) and nondeep-focused (N i ), for an XMark file with scaling factor f = 0.5. We executed five simulation runs for each column shown in the graph. For the first run, the start LBA for the placement of the root node was 0. For all the subsequent runs, it varied with increments of 250 (> track size). Thus, the start LBA was varied over the range 0 − 1250. The confidence interval, for a confidence level of 95%, for all the five runs was found to be < ± 10.96. The results shown in the graph are for the start LBA 0.
Total I/O Time.
For the deep-focused class of queries, the default placement strategy performs consistently better than the others, since it can retrieve entire subtrees more efficiently. For the non-deep-focused query class, the performance of the default placement strategy is consistently worse than the tree-structured variants (TP-TS, Seq-TS, and EKM-TS). For this query-class, a large number of accesses are nonsequential for the default placement, since complete subtree accesses are few. Figure 9 shows the relative performance with normalized total I/O time to reduce the impact of the large variance across queries. Each value is scaled relative to the maximum value for the experiment. To better demonstrate the relative distribution of seek, rotational delay, and transfer time components, the total normalized I/O time is further split to show these I/O access time components. It can be seen that the average rotational delays for the tree-structured placement strategies (in the case of non-deep-focused queries) are substantially lower relative to the default strategy. However, this is not the case for the deepfocused class where the default strategy outperforms the other in all respects.
To better understand and explain the graphs of Figure 8 and Figure 9 , we counted the different types of accesses in the supernode tree (each access translates to a disk I/O operation) for answering the XPath queries for both the deep-focused and non-deep-focused classes. Table VI shows the numbers of supernode accesses for the five basic types of tree accesses, a 1 through a 5 , defined in Table III . As an example, observe that for the TP-TS placement, Query D1 requires 4438 a 1 accesses, the parent-to-first-child type accesses.
We can make some general observations from Table VI . First, the default placement causes all the accesses to be either of type a 1 or a 5 , since only parentto-first-child sequential accesses are possible for this layout. Second, the deepfocused queries are dominated by a 1 -and a 5 -type accesses, while the non-deepfocused queries are dominated by a 3 and a 4 accesses (except in the case of default placement). This enables the non-deep-focused queries to exploit native layout, since all the accesses to siblings are sequential, as opposed to the large number of random accesses the deep-focused queries require. Observe further that the EKM and TP-TS placement strategies increase the number of accesses from parent to nonfirst child, thus utilizing the semi-sequential and sequential access optimization to a larger extent. For the deep-focused queries, on the other hand, the default placement performs the best, both because the number of sequential accesses for this placement is the highest and the number of random accesses is lowest (in most cases) among all placement techniques. In Figure 9 (b), we see a somewhat unexpected outcome that the seek times reduce for queries N2 and N3 for TP-TS, Seq-TS, and EKM placement. An answer can be found in the access patterns of these queries (Table VI) . For N2 and N3, all accesses for the default placement are of type a 5 , which are random accesses, where as for the TP-TS and EKM placement, they are either semisequential or sequential accesses, leading to the observed difference in seek overhead. Further, Seq-TS has a slightly lower performance relative to these two because of the increase in the number of random accesses for this placement. Note that although the number of random accesses in Seq-TS is relatively higher, it is still lower than the default placement and hence it performs better than the default placement. The preceding discussion serves to reinforce the arguments we made earlier when discussing Figure 8 . In summary, the EKM-TS placement strategy performs better overall due to its lower internal fragmentation and tree-structure preservation property; it results in I/O times which are 3X-127X better than the default strategy. Between the remaining strategies, TP-TS performs better on an average, since it better preserves the original tree structure. Figure 10 shows the average (across queries in a query class) total I/O times (in logarithmic scale) for the two query classes for an XMark file with f = 0.5 with the various hard disk models. For the special class of deep-focused queries (Figure 10(a) ), the default placement strategy performs better than the other strategies benefiting from optimized subtree retrievals. However, for all other queries (Figure 10(b) ), the tree-structured placement strategies perform better for all disk models, offering as much as 7X-34X reduction in average I/O time for answering queries. This underscores the importance of native layout strategies for XML data.
We break down the gains further in Figure 11 into the relative reduction in seek and rotational delay components for each of the drives by normalizing the I/O times at each disk drive using the maximum value as reference. Notice for the non-deep-focused query class (Figure 11(b) ), the average rotational delays are substantially reduced relative to the default layout.
Effect of Query Interleaving.
One concern with a native layout targeted to a optimize a specific access pattern is the impact of multiprocessing in the system. For instance, a server is likely to execute multiple XPath queries simultaneously; optimizing individual query executions may not necessarily translate to overall performance improvement when the corresponding I/O request sequences are interleaved. As elaborated in Section 3, this issue in its more general form (i.e., multiprocess blocking I/O performance) has been addressed earlier with anticipatory I/O scheduling [Iyer and Druschel 2001] . Consequently, we expect that XML servers would be configured with I/O schedulers that include an anticipation core.
To evaluate the performance of our grouping and placement techniques under multiple simultaneous XPath queries, we interleaved a subset of deepfocused and non-deep-focused queries stated in Table V . The interleaved queries belonged to either the disjoint set of queries which accessed disparate portions of the tree or intersecting queries whose access paths overlapped. The ordering of the I/Os after interleaving were based on anticipatory scheduling. We simulate the behavior of the anticipatory I/O scheduler assuming that each query is serviced within an independent thread and issues synchronous I/O requests. The behavior of the non-work-conserving anticipatory scheduler would result in optimizing the schedule of successive I/O operations resulting from the same query, in spite of them being issued synchronously, as long as other queries in the system access disjoint portions of the XML tree. When there is an overlap of subtrees between two queries, their I/Os must interleave.
For the choice of queries, we selected both disjoint queries, which traverse different subtrees of the document, as well as intersecting queries, that access common subtrees, which navigate common subtrees of the document. Table VIII shows the selected queries that were interleaved in each of these categories, where δ i refers to disjoint queries and π i represents intersecting queries. Figure 12 shows the total I/O time (in logarithmic scale) for the execution of interleaved deep-focused and non-deep-focused XPath queries. The results for the deep-focused queries from Figure 12 (a) show that, like in single-query execution, the default strategy performs better for multiple interleaved queries than the other strategies.
Similarly, the behavior with the the non-deep-focused interleaved queries mostly mimics their single-query counterparts. The native layout strategies provide much better execution times for both the disjoint and intersecting queries, as shown in Figure 12(b) . Moreover, EKM-TS performs better the most consistently across the interleaved query executions. The breadth-first grouping approach of this placement strategy causes the I/Os corresponding to the upper levels of the XML tree to be read in parallel. For lower tree levels, the anticipatory scheduler ensures that the I/O sequences generated by the individual query threads are grouped successfully. Finally, the default placement performs consistently worse for the disjoint queries, since the I/O sequences generated by individual query threads are executed almost sequentially. 
Fragmentation
We now measure the internal and external fragmentation incurred by the grouping and placement algorithms, respectively.
Internal fragmentation. Figure 13 (a) shows the internal fragmentation of disk block space with the three grouping algorithms, sequential, treepreserving, and EKM. As expected, the sequential grouping algorithm has little internal fragmentation as it can freely add nodes to a supernode as long as adding the next node does not violate the block-size restriction. Supernodes are not occupied completely if the remaining space is smaller than the size of the next XML node. The tree-preserving grouping places further restrictions on grouping for preserving the XML tree structure in supernodes and incurs additional internal fragmentation (as much as 55%). We argue that, considering the fact that current disk drives are bound more by I/O access time than by I/O capacity, trading capacity for improving access is acceptable. The internal fragmentation with EKM is very close to that for sequential grouping. The EKM algorithm has the flexibility that allows selecting any of a node's many subtrees as partition, thereby obtaining a more optimal result for this procedure. Our tree-preserving grouping algorithms lack this flexibility, and can only add the next node to the current supernode in an in-order fashion.
External fragmentation. Figure 13(b) shows the external fragmentation results for the data placement strategies. The default strategy incurs zero external fragmentation as it places the supernode list sequentially on the disk. TP-TS and Seq-TS incur external fragmentation of less than 28%, while that of the EKM-TS is higher, at around 32%. However, we once again contend that these numbers are acceptable, following the arguments mentioned previously. EKM-TS incurs the highest external fragmentation, because in EKM-TS, the fanout of nodes is less in the top levels (closest to root) of the tree and is higher in the lower levels, unlike the other strategies. If the fanout of a tree is higher at a greater depth, it is more difficult to find contiguous free space to place all the children on the partially occupied tracks using the optimized placement strategy. Consequently the children are placed on new tracks, thereby increasing the external fragmentation. Furthermore, for a native storage solution that is well integrated into the existing file or database system, it is relatively easy to utilize fragmented free space.
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RELATED WORK
Storage of semi-structured data has received attention in the last few years because of its growing popularity. Most work has focused on storing semistructured data in relational DBMSs or in flat files with indexes. The former approach (e.g., Barbosa et al. [2001] , Du et al. [], Shanmugasundaram et al. [1999] , Nekrestyanov et al. [2000] , Deutsch et al. [1999] , McHugh et al. [1997] ) has been the most popular due to the success and maturity of the relational DBMSs. The latter approach (e.g., Kaushik et al. [2002] , Li and Moon [2001] ) is based on storing the data as a flat file and building separate indexes on top. These strategies do not use native layout of semi-structured data and are limited to the generic optimization strategies built into relational databases and file systems.
The problem of native storage of semi-structured data has been addressed in Natix [Kanne and Moerkotte 1999; Kanne et al. 2005] and in System RX [Beyer et al. 2005] , where the tree-structured data is split into pages and each page is stored in a disk block, thereby reducing the number of read accesses while traversing the tree. OrientStore [Meng et al. 2003 ] uses schema information to make a storage plan for the semi-structured data. The aforementioned studies, however, view a disk drive as a list of pages and do not take into account the physical characteristics of its operation, whereas we investigate how to exploit detailed information about the disk drive and use this information to minimize overheads such as seek time and rotational delay.
Given the restrictive block I/O interface, the clear case for a more expressive interface has been made before [Ganger 2001 ]. Systems such as Gibson et al., Huston et al. [2004] , and Sivathanu et al. [2003] use intelligence from upper layers of the storage stack inside storage devices to improve overall I/O performance. Our work, if deployed, can use such systems to incorporate storage techniques for semi-structured data into disk firmware.
Recent work by Schlosser et al. [2005] uses the idea of semi-sequential access for efficient storage of multidimensional data. This work is significantly different from our work in that, unlike semi-structured data, multidimensional data is structured with access patterns along data dimensions and can afford efficient layout based on fixed-attribute cardinality. Also, with semi-structured data, grouping multiple data elements to be stored on a disk block is nontrivial due to the variable size of the data elements.
Atropos [Schindler et al. 2004 ] exploits the physical properties of disk drives and uses semi-sequential accesses to store relational databases. Our work targets XML data that has a tree structure, quite different from the relational tables. We also show that a naive application of the semi-sequential access paradigm to XML tree structures leads to large seek times and severe space fragmentation. Our optimized layout strategy reduces such overhead significantly. To the best of our knowledge, there is no existing work tackling the problem of laying out XML data, accounting for low-level hard drive storage and operation semantics.
CONCLUSIONS
In this article, we have taken a first step towards building native storage systems for semi-structured data, a problem which has been largely unexplored. We presented on-disk data layout techniques for semi-structured data that explicitly account for the structural mismatch between the semi-structured data and disk drives and reduce disk access overhead. These layout techniques are based on node-grouping algorithms for semi-structured data that reduce the number of disk I/O operations required when accessing the data. We have suggested directions for addressing the challenges that would arise in integrating the proposed layout techniques in existing storage systems.
Summary of Experimental Findings and Lessons Learned
We conducted an evaluation of the native layout techniques using XML as a case study. All experiments were performed on XPathMark benchmark queries with an instrumented DiskSim simulator. Our experiments revealed the following.
-For the specific class of deep-focused queries, which result in access patterns retrieving entire subtrees, the existing file system layout mechanism (i.e., sequential layout of the tree in depth-first-order) offers significantly better performance than native layout (5X-54X across the query set). For such queries, we believe that sequential layout is the right choice. -For all other query classes, which we group as non-deep-focused, native layout taking into account tree navigation primitives offer as much as 3X-127X performance improvement across the range of XPathMark queries that we experimented with, representing a large improvement. A sensitivity study across a range of disk models, representing drives of varying performance, suggests an average I/O performance improvement across the non-deep-focused query set of 7X-34X. -Of the various native layout techniques we considered, EKM-TS provided consistently better performance, barring a few cases. The aforementioned findings were largely preserved when we experimented with multiple simultaneous query executions with the anticipatory I/O scheduler. This scheduler naturally carries forward the benefits of native layout into the I/O schedule. -Native layout strategies, however, can result in substantial fragmentation of disk space. Our initial estimates reveal total fragmentation (internal and external) of as much as 50% for the best-performing EKM-TS layout technique. This fragmented space can be reclaimed with clever file system or database system implementations to store non-semi-structured data. Even if that were not feasible, we believe an additional 50% of space overhead for several magnitudes of I/O bandwidth increase could be acceptable in many settings.
Our findings in this study serve to more closely examine and evaluate layout techniques based on the nature and distribution of queries (i.e., access patterns). Further, based on our findings in this study, it can be inferred that a single layout technique is unlikely to be optimal for navigating semi-structured data; the optimality of any layout technique closely depends on the nature of the workload. A prudent choice of the underlying data layout strategy can drastically improve I/O access times if knowledge of the access patterns (e.g., query workload) is available beforehand.
