In this paper, we establish some new coupled fixed point theorems in ordered partial b-metric spaces. Also, an example is provided to support our new results. The results presented in this paper extend and improve several well-known comparable results.
Introduction
Fixed point theory of nonlinear operators in metric spaces finds a lot of applications in convex optimization problems, see [13, 21, 27] and the references therein. In 1993, Czerwik [7] introduced the concept of the b-metric space. In 1994, Matthews [18] introduced the notion of partial metric spaces. After that, many researches have dealt with fixed point theories for various contraction mappings in b-metric spaces [5, 8, 15, 16, 22, 25, 26] and partial metric spaces [2, 3] . By combining these, Shukla [26] introduced a new generalization of metric space called partial b-metric space which was paid widespread attention immediately. Also, in [19] a modified version of partial b-metric space was introduced and many useful lemmas could be proved right away. Since then, several authors obtained more helpful results in this space [10, 19] .
On the other hand, since the ordered set was introduced, many authors got many fixed point theorems in ordered metric space. In 2006, Bhaskar and Lakshmikantham [9] introduced the notion of a coupled fixed point and used the mixed monotone property to prove some coupled fixed point theorems. Three years later, Lakshmikantham andĆirić [14] introduced the new concepts of coupled coincidence and coupled common fixed and used a mixed g-monotone property to prove some coupled common fixed point theorems which extended Bhaskar and Lakshmikantham's result from one mapping F : X × X → X to two mapping F : X × X → X and g : X → X. Subsequently, many authors got a variety of coupled coincidence and coupled fixed point theorems in ordered metric spaces [11, 17, 20] .
Recently, Aghajani and Arab [4] introduced a generalized contractive mapping with the altering distance functions and proved a new coupled common fixed point theorems in ordered b-metric space. Also, a number of articles on the topic of coupled fixed point theorems were obtained in ordered b-metric space and ordered partial metric space [1, 6, 23, 24] . But in ordered partial b-metric spaces, there are almost no research of them. In this paper, we use a more generalized contractive mapping to prove some coupled coincidence and coupled common fixed point theorems in ordered partial b-metric spaces. An example is provided to support our new results. The results presented in this paper extend and improve several well-known comparable results.
Preliminaries and definitions
First, we introduce some basic definitions and concepts as the following.
Definition 2.1 ( [7] ). A b-metric on nonempty set X is a mapping d : X × X → R + such that for some real number s ≥ 1 and for all x, y, z ∈ X,
A b-metric space is a pair (X, d) such that X is a nonempty set and d is a b-metric on X. The number s is called the coefficient of (X, d).
It is obvious that a b-metric space with coefficient s = 1 is a metric space. There are examples of b-metric spaces which are not metric spaces (see, e.g., Akkouchi [5] ).
Definition 2.2 ([18]).
A partial metric on a nonempty set X is a function p : X × X −→ R + such that for all x, y, z ∈ X:
A partial metric space is a pair (X, p) such that X is a nonempty set and p is a partial metric on X. If p is a partial metric on X, then function d p : X × X → R + given by
is ordinary equivalent metric on X.
Definition 2.3 ([19]
). Let X be a nonempty set and s ≥ 1 be a given real number. A function p b : X ×X → R + is a partial b-metric, if for all x, y, z ∈ X, the following conditions are satisfied:
The pair (X, p b ) is called a partial b-metric space.
Example 2.4 ([26]
). Let X = R + , q > 1 be a constant, and p b : X × X → R + be defined by
Obviously, (X, p b ) is a partial b-metric space with the coefficient s = 2 q−1 , but it is neither a partial metric space nor a b-metric space.
Other examples of partial b-metric can be constructed thank to the following propositions.
Proposition 2.5 ([26]
). Let X be a nonempty set and let p be a partial metric and d be a b-metric with the coefficient s ≥ 1 on X. Then the function p b :
, for all x, y ∈ X is a partial b-metric on X with the coefficient s.
Proposition 2.6 ([26]
). Let (X, p) be a partial metric space and q ≥ 1. Then (X, p b ) is a partial b-metric space with the coefficient s = 2 q−1 , where
Definition 2.8 ( [19] ). Let (X, p b ) be a partial b-metric space with coefficient s ≥ 1. Let {x n } be any sequence in X and x ∈ X. Then (i) the sequence {x n } is said to be
(ii) the sequence {x n } is said to be p b -Cauchy sequence in (X, p b ), if lim n,m→∞ p b (x n , x m ) exists and is finite.
(iii) (X, p b ) is said to be a p b -complete partial b-metric space, if for every Cauchy sequence {x n } in X, there exists x ∈ X such that lim n,m→∞
Thank to [19] , we have the following important lemmas.
Lemma 2.9 ([19]).
(
Lemma 2.10 ( [19] ). Let (X, p b ) be a partial b-metric space with the coefficient s ≥ 1 and suppose that {x n } and {y n } are convergent to x and y, respectively. Then we have
In particular, if p b (x, y) = 0, then we have lim n→∞ d p b (x n , y n ) = 0. Moreover, for each z ∈ X, we have
In particular, if p b (x, x) = 0, then we have
Definition 2.11 ([9] ). An element (x, y) ∈ X × X is called a coupled fixed point of the mapping F :
Definition 2.12 ( [14] ). An element (x, y) ∈ X × X is called a coupled coincidence point of the mapping F : X × X → X and g : X → X, if F (x, y) = gx and F (y, x) = gy, and in this case, (gx, gy) is called a coupled point of coincidence.
Definition 2.13 ([1]
). An element (x, x) ∈ X × X is called a common fixed point of the mapping F :
Definition 2.14 ( [14] ). Let X be a nonempty set. Then we say that the mappings F : X × X → X and g : X → X are commutative, if gF (x, y) = F (gx, gy).
Definition 2.15 ([9]
). Let (X, ) be a partially ordered set and F : X × X → X. The mapping F is said to have the mixed monotone property, if F (x, y) is monotone non-decreasing in x and is monotone non-increasing in y, that is, for any x, y ∈ X, we have
and
Definition 2.16 ([14]
). Let (X, ) be a partially ordered set and F : X × X → X and g : X → X. The mapping F is said to have the mixed g-monotone property, if F (x, y) is monotone g-nondecreasing in its first argument and is monotone g-nonincreasing in its second argument, that is, for any x, y ∈ X, we have
is called an altering distance function, if the following properties are satisfied:
1. ψ is continuous and nondecreasing;
2. ψ(t) = 0, if and only if t = 0.
Main results
Theorem 3.1. Let (X, , p b ) be a ordered partial b-metric space. Let F : X ×X → X and g : X → X be two mappings and F has the mixed g-monotone property with g. Suppose that there exists an altering distance function ψ and
, where
Further, suppose F (X × X) ⊂ g(X) and g(X) is a p b -complete subspace of (X, p b ). Also suppose that X satisfies the following properties:
(i) if a non-decreasing sequence {x n } in X converges to x ∈ X, then x n x for all n ∈ N;
(ii) if a non-increasing sequence {y n } in X converges to y ∈ X, then y n y for all n ∈ N.
If there exists (x 0 , y 0 ) ∈ X × X such that gx 0 F (x 0 , y 0 ) and gy 0 F (y 0 , x 0 ), then F and g have a coupled coincidence point.
Proof. By the given condition, there exists (
, we can define (x 1 , y 1 ) ∈ X ×X such that gx 1 = F (x 0 , y 0 ) and gy 1 = F (y 0 , x 0 ), then gx 0 F (x 0 , y 0 ) = gx 1 and gy 0 F (y 0 , x 0 ) = gy 1 . Going on in this way, we can construct two sequences {x n } and {y n } in X such that
Now we prove that gx n gx n+1 and gy n gy n+1 , ∀ n ≥ 0.
We will use the mathematical induction. The conclusion holds for n = 0, suppose it holds for some n > 0. Since F has the mixed g-monotone property, g(x n ) g(x n+1 ) and g(y n ) g(y n+1 ), from (3.2) we have
Thus, by the mathematical induction, we conclude that
From (3.2), (3.3), (3.1), and the property of ψ we have
where
It follows from (p b4 ) that
Similarly, we can show that
By substituting (3.6) and (3.7) into (3.5), we obtain
By combining (3.4) and (3.8), we get
By the same way as above, we can show that
Next we prove that δ n ≤ δ n−1 for all n ∈ N. In fact, suppose that δ n−1 < δ n , then δ n > 0 (otherwise, δ n−1 < δ n = 0, which is a contradiction). We consider the following two cases.
By (3.9) we have
which means Θ(x n−1 , y n−1 , x n , y n ) = 0. By the properties of θ, we can find p b (gx n , gx n+1 ) = 0, which is a contradiction. Case 2. max{δ n−1 , δ n } = δ n = p b (gy n , gy n+1 ) > 0. By (3.10) we have
which means Θ(y n−1 , x n−1 , y n , x n ) = 0. By the properties of θ we can find p b (gy n , gy n+1 ) = 0, which is a contradiction. Therefore, we have δ n ≤ δ n−1 for all n ∈ N holds, thus the sequence {δ n } is a non-increasing sequence of nonnegative real number, and so, there exists δ ≥ 0 such that
Since ψ(max{x, y}) = max{ψ(x), ψ(y)}, from (3.9) and (3.10) we have
(3.11)
By taking the upper limit as n → ∞ in (3.11), we have
Therefore, lim inf n→∞ Θ(x n−1 , y n−1 , x n , y n ) = 0 or lim inf n→∞ Θ(y n−1 , x n−1 , y n , x n ) = 0.
Hence, by using the properties of θ, we get lim inf Next we prove that {gx n }, {gy n } are p b -Cauchy sequences in g(X). For this, we have to show that {gx n }, {gy n } are b-Cauchy sequences in (g(X), d p b ). In other words, we need to show that for every ε > 0, there exists k ∈ N such that for all m, n ≥ k,
Suppose to the contrary, there exists ε > 0 for which we can find subsequences {gx m i }, {gx n i } of {gx n } and {gy m i }, {gy n i } of {gy n } such that n i is the smallest index for which
(3.14)
That is, By using the triangle inequality, we get
Hence from (3.14), (3.17) and (3.18), we have
By taking the lower limit as i → ∞ in (3.19) and using (3.15), (3.16), we have
Also, by using (3.15) and (3.16), taking the upper limit as i → ∞ in (3.19), we obtain
By the triangle inequality, we have 22) and
Therefore, from (3.14), (3.22) and (3.23), we have
By taking the upper limit as i → ∞ in the above inequality, and using (3.16), we have
Again, by the triangle inequality we have 
By taking the upper limit as i → ∞ in the above inequality, and using (3.16), we get lim sup
On the other hand, because of the definition of d p b and (3.16), we have Hence, from (3.28), (3.29) and (3.20), we obtain
Thus, we get ε 2s
Similarly, from (3.15), (3.21), (3.24), (3.27 ) and definition of d p b , we can show that lim sup
By using (3.1) with (x, y) = (x m i , y m i ) and (u, v) = (x n i −1 , y n i −1 ), we get
Similarly, we have
By combining (3.35) and (3.36), we have
By taking the upper limit as i → ∞ in the above inequality and using (3.12), (3.31), (3.32), (3.33) and (3.34), we have
which implies that which is a contradiction to (3.30). Thus, {gx n }, {gy n } are b-Cauchy sequences in (g(X), d p b ). By Lemma 2.9, {gx n }, {gy n } are p b -Cauchy sequences in (g(X), p b ). Since g(X) is p b -complete subspace of (X, p b ), there exist gx, gy ∈ g(X), such that {gx n } and {gy n } p b -converges to gx and gy, respectively. By using Lemma 2.9 again, we have lim
and (3.13) we obtain that lim n,m→∞ p b (gx n , gx m ) = 0. Thus, it follows from (3.37) that
On using similar steps as above we can show that
By (3.3) and the properties (i) and (ii), we have gx n gx, gy n gy for all n ∈ N . From (3.1), we have
where M (x n , y n , x, y) = max
By taking the upper limit as n → ∞ in (3.41), and using (3.12), (3.38), (3.39) and Lemma 2.10, we obtain lim sup
(3.42)
By using Lemma 2.10, (3.42) and the properties of ψ, and taking the upper limit as n → ∞ in (3.40), we obtain
− lim inf n→∞ Θ(x n , y n , x, y).
Similarly, we can show that ψ (p b (gy, F (y, x))) ≤ ψ (max {p b (gx, F (x, y)), p b (gy, F (y, x))}) − lim inf n→∞ Θ(y n , x n , y, x), By using the properties of θ, we get gx = F (x, y) and gy = F (y, x). That is, (x, y) is a coupled coincidence point of the mappings F and g. Further, suppose F (X × X) ⊂ g(X) and g(X) is a p b -complete subspace of (X, p b ). Also, suppose that X satisfies the following properties:
(i) if a non-decreasing sequence x n in X converges to x ∈ X, then x n x for all n ∈ N;
(ii) if a non-increasing sequence y n in X converges to y ∈ X, then y n y for all n ∈ N.
