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Abstract
A "law of large numbers" for consecutive convex hulls for weakly
dependent Gaussian sequences {Xn}, having the same marginal dis-
tribution, is extended to the case when the sequence {Xn} has a weak
limit. Let B be a separable Banach space with a conjugate space B∗.
Let {Xn} be a centered B-valued Gaussian sequence satisfying two
conditions: 1) Xn ⇒ X and 2) For every x∗ ∈ B∗
lim
n,m,|n−m|→∞
E〈Xn, x∗〉〈Xm, x∗〉 = 0.
Then with probability 1 the normalized convex hulls
Wn =
1
(2 ln n)1/2
conv{X1, . . . ,Xn }
converge in Hausdorff distance to the concentration ellipsoid of a limit
Gaussian B-valued random element X. In addition, some related ques-
tions are discussed.
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1 Introduction and formulation of results
Let B be a separable Banach space with a norm || · || and let B∗ and 〈·, ·〉
denote its conjugate space and the corresponding inner product, respectively.
For A ∈ B the notation conv{A} is used for the closed convex hull of A. If
X is a B-valued centered Gaussian random element with a distribution P
then by H we denote its reproducing kernel Hilbert space and E will stand
for the closed unit ball in H, see, e.g., [8], p. 207. The set E is also called
concentration ellipsoid of X.
Finally, we introduce the separable complete metric space KB of all
nonempty compact subsets of a Banach space B equipped with the Haus-
dorff distance dB:
dB(A,B) = max{inf{ ǫ | A ⊂ Bǫ}, inf{ ǫ | B ⊂ Aǫ}},
where Aǫ is the open ǫ-neighborhood of A. Convergence of compact sets in
B always will be considered in this metric.
Investigation of the asymptotic behavior of convex hulls
Wn = conv{X1, . . . , Xn}
of multivariate Gaussian random variables is an important part of Extreme
Value Theory and has various applications, see for example, [9] and reference
list, containing 160 items, in it. In 1988 Goodman [7] proved a fundamental
result that the normalized set {X1, . . . , Xn} of independent and identically
distributed B-valued centered Gaussian random elements with a distribution
P is approaching the concentration ellipsoid of P as n grows to infinity. From
this result one can immediately derive that a.s.
1
b(n)
Wn
KB→ E , as n→∞, (1)
where b(t) =
√
2 ln(t), t > e. Moreover, the rate of convergence in this
relation is of the order o(b(n)−1).
Later the convergence of the type (1) was proved first for stationary d-
dimensional weakly dependent Gaussian sequences in [2], and then the similar
result was proved for B-valued Gaussian random fields on Rm or Zm in [3].
Although at the introduction of the paper [3] it was said that only the case
m > 1 is considered, inspection of the proof of the main result -Theorem 1.1
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in [3] - shows that the result holds for m = 1, too. In particular, this result
states that if a B-valued centered Gaussian sequence {Xk, k ∈ N} has the
same marginal distribution P and satisfies the following condition
E 〈Xn, x∗〉 〈Xm, x∗〉 → 0, for all x∗ ∈ B∗ as n,m, |n−m| → ∞. (2)
then (1) holds.
In the paper we show that the condition of equality of marginal distri-
butions can be essentially relaxed substituting it by the weak convergence of
the sequence {Xn}, and for weak convergence we use the sign ⇒ .
Theorem 1. Suppose that a centered Gaussian sequence of B-valued random
elements {Xk, k ∈ N} satisfies (2) and the following condition:
Xn ⇒ X. (3)
Then a.s.
1
b(n)
Wn
KB→ E , as n→∞, (4)
where E is concentration ellipsoid of X.
Since the proof of this theorem will be carried in two steps, and in the first
step we consider the case B = R, we look more closely what is the meaning of
the result in this particular case. Let N(0, σ2) stand for a Gaussian random
variable with mean zero and variance σ2, and {Xk}, k ∈ Z+, is a sequence
of N(0, σ2k) random variables. Without loss of generality we can assume that
X in (3) is N(0, 1). We have
Wn = [min{X1, X2, . . . , Xn},max{X1, X2, . . . , Xn}]
and E = [−1, 1]. If the covariance function ρ(m,n) := EXmXn → 0 as
n,m, |n − m| → ∞, then we have the relation (4). It is clear, that if the
dependence between elements Xk of the sequence is stronger, the sequence
of their convex hulls is more concentrated. One can consider the extreme
case, when Xk ≡ X0 for all k ≥ 1, then Wn = {X0} is one point and
limn→∞(g(n))
−1Wn = {0} for any sequence g(n)→∞. The following exam-
ple gives us additional information in this question.
Remark 2. Let us consider the sequence of i.i.d. N(0, 1) random variables
{ξj}, j ≥ 1, and let Sk = k−1/2
∑k
j=1 ξj. Taking Xk = Sk, we are in the
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setting of Theorem 1, but the condition (2) is not satisfied, since, if n =
m+ k, k > 0, then
ρ(m,n) =
ESmSm+k
(m(m+ k))1/2
=
m
(m(m+ k))1/2
=
(
1 +
k
m
)−1/2
. (5)
Thus, in order to get ρ(m,n) → 0, it is not sufficient to require m →
∞, k → ∞, but stronger condition is required m → ∞, k/m → ∞. On
the other hand, Sk is a sum of i.i.d.random variables, therefore, denoting
c(t) = (2 ln ln t)1/2, t > e, the classical LIL gives us that the cluster set for
the sequence {Xn/c(n)} is [−1, 1], while for the sequence {Xn/b(n)} with
probability one limit is zero. We shall prove that for this example we have
the following result:
Proposition 3. With probability one
1
c(n)
Wn
KR→ [−1, 1], as n→∞, (6)
where Wn = [−V (n), V (n)], and V (n) := max{X1, X2, . . . , Xn}
In connection with this example it is possible to formulate the following
problem.
Suppose that a sequence {Xn} has standard normal marginal distribu-
tions and covariance function ρ(m,n). For which functions g(n) and under
what conditions for covariance function ρ we can get the relation (6) with
function g instead of c?
This Proposition and Theorem 1 give us two examples of such functions
g. What other normalizing functions are possible in relation (6)?
Let us make three final remarks.
Remark 4. As in [3], having (4), we can get some information on asymptotic
behavior of Ef(Wn) for some functions defined onKB. In case B = Rm typical
examples of such functions are diameter, volume or surface measure.
Remark 5. From the proof of Theorem 1 we can extract some information
about the rate of convergence in (4). Namely, in the proof we have the
equality
P {dB(X, b(n)E) > ε} = P{exp 1
2
ψε ≥ n},
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and since these probabilities are monotonically non-increasing and∑
n P{expψε/2 ≥ n} = E{expψε/2} <∞ we get
P
{
d
(
Xn
bn
, E
)
> ε
}
= o(n−1).
Let us note that this result cannot be compared with the result from [7],
where it is proved that with probability 1
dB
(
Xn
bn
, E
)
= o(b−1n ).
Remark 6. In Theorem 1 and in previous results for Gaussian sequences
limit set of convex hulls was ellipsoid of some Gaussian measure. If we
dismiss the condition of weak convergence of Gaussian sequence {Xk}, the
limit set may exist, but not necessarily will be an ellipsoid. For example, the
following statement holds.
Proposition 7. Let B be a separable Banach space. Let V ⊂ B be a central
symmetric polytope, V = conv{ak,−ak, k = 1, . . . , m}. Then there exists a
sequence of independent Gaussian vectors {Xk} such that a.s.
1
b(n)
Wn → V.
2 Proofs
Proof of Theorem 1. As it was mentioned above, the proof will be carried in
two steps, and in the first step we consider the case B = R.
I. Without loss of generality we can suppose that X has a standard Gaus-
sian distribution; then E = [−1, 1].
The condition (2) transforms now in
EXnXm → 0 as n,m, |n−m| → ∞.
From weak convergence of Xn to X follows that σ
2
n := EX
2
n → 1 as n→∞.
For r.v. Yn = Xn/σn the conditions (3) and (2) are fulfilled. Since Yn
are identically distributed, setting Un = conv{Y1, . . . , Yn}, by Theorem 1.1.
from [3]
1
b(n)
Un
K1−→ [−1, 1], a.s. as n→∞. (7)
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Let us show that a.s.
∆n := dR1
(
1
b(n)
Wn,
1
b(n)
Un
)
→ 0. (8)
We have
∆n ≤ 1
b(n)
max
k≤n
{|Xk − Yk|} = 1
b(n)
max
k≤n
{|Yk||1− σk|}. (9)
Let Zn = maxk≤n{|Yk|}; Mn = maxk≤n{|1 − σk|}. For ε > 0 find n0 such
that supk>n0 |1− σk| < ε. Then for n ≥ n0 by (9)
∆n ≤ 1
b(n)
max
n0≤k≤n
{|Yk|}ε+ Mn0Zn0
b(n)
.
It follows from (7) that lim supn∆n ≤ ε. Hence we get (8) and (4) is proved
for B = R.
II. General case. We shall show that with the probability 1 the sequence
{b(n)−1Wn} is relatively compact in KB. Due to Lemmas 2.2 and 2.3 from [3]
it is sufficient to prove that there exists a compact set K such that for every
ε > 0 with probability 1 for all sufficiently large n we have the following
inclusion {b(n)−1Wn} ⊂ Kε. We take K = E . Since the space B is fixed,
instead of dB we shall write simply d. It is clear that this inclusion will follow
from the following relation: for every ε > 0 a.s.
lim sup
n
d(Xn, (1 + ε)b(n)E) = 0. (10)
By Skorokhod representation theorem we can suppose that Xn → X a.s.
Let σ2 = E‖X‖2, σ2max = supnE‖Xn‖2. It follows from Fernique’s theo-
rem about integrability of exponential moments (see [6]) that for every γ, 0 <
γ < (2σ2)−1,
E exp{γ‖X‖2} < ∞.
Moreover, from the proof of Fernique’s theorem one can deduce that for every
γ, 0 < γ < (2σ2max)
−1,
lim sup
n
E exp{γ‖Xn‖2} < ∞.
It means, in particular, that for every γ, 0 < γ < (2σ2max)
−1, the family
exp{γ‖Xn‖2} is uniformly integrable. Therefore
δ2n := E‖Xn −X‖2 → 0 and E exp{γ‖Xn −X‖2} → 1.
6
For ε > 0 let nε be such that σ
2
ε := supn>nε δ
2
n < ε
2.
We have
P{d(Xn, (1 + ε)b(n)E) > ε} = An +Bn,
where
An = P{d(Xn, (1 + ε)b(n)E) > ε, ‖Xn −X‖ < εb(n)},
Bn = P{d(Xn, (1 + ε)b(n)E) > ε, ‖Xn −X‖ ≥ εb(n)}.
Evidently
An ≤ P{d(X, b(n)E) > ε}.
Now we formulate Talagrand’s lemma [11] as it is formulated in [7], see
Lemma 3.1 therein.
Lemma 8. Let X be a B-valued centered Gaussian random element with a
concentration ellipsoid E . Then for any ε > 0 there is a random variable ψε
such that
E{exp {1
2
ψε}} <∞
and for all l > 0
P{d(X, lE) ≤ ε} = P{ψε < l2}.
We apply this Lemma taking l = b(n) and obtain
An ≤ P{d(X, b(n)E) > ε} = P{ψε ≥ 2 lnn} = P{exp 1
2
ψε ≥ n}
Hence
∑
nAn <∞.
For 0 < γ < (2σ2ε)
−1 we have E exp{γ‖Xn −X‖2} <∞ for each n > nε,
therefore, denoting
Lε(a) = sup
n>nε
{E exp{a‖Xn −X‖2}},
for a ∈
(
1
2ε2
, 1
2σ2ε
)
and n ≥ nε we apply once more Fernique’s theorem and
get
Bn ≤ P{‖Xn −X‖ > εb(n)} ≤ E exp{a‖Xn −X‖
2}
n2aε2
≤ Lε(a)
n2aε2
.
Since 2aε2 > 1, this estimate gives the convergence of the series
∑
nBn.
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Therefore we see that for every ε > 0
∑
n
P{d(Xn, (1 + ε)b(n)E) > ε} <∞.
Then the Borel-Cantelli lemma gives us (10), which shows that for every
δ > 0 with probability 1 for all sufficiently large n
1
b(n)
Wn ⊂ E δ.
This proves the relative compactness of {b(n)−1Wn}.
It follows from Lemma 2.7 [3] that now it is sufficient to prove the con-
vergence for every θ ∈ S∗1(0) := {x∗ ∈ B∗ : ||x∗|| = 1}
Mn(θ)
a.s.→ ME(θ), n→∞, (11)
where Mn,ME are support functions for b(n)
−1Wn and E , respectively. We
recall that a function MA(θ), defined by the relation
MA(θ) := sup
x∈A
〈x, θ〉, A ∈ KB, θ ∈ S∗1(0),
is called the support function of a set A ∈ KB. Since
Mn(θ) =
1
b(n)
max
k≤n
{〈Xk, θ〉},
the convergence (11) follows from the first part of the proof. ✷
Proof of Proposition 2. Let us denote
c1 := lim inf
n
V (n)
c(n)
.
Let l ≥ 2 be a fixed integer, then we have c(lm) ∼ b(m), as m→∞. V (n) is
non-decreasing, therefore, for n ∈ [lk, lk+1], we have
V (n)
c(n)
≥ c(l
k)
c(n)
V (lk)
c(lk)
.
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Since
c(lk)
c(n)
≥ c(l
k)
c(lk+1)
→ 1, as n→∞,
we get
c1 ≥ lim inf
m
{
V (lm)
c(lm)
}
≥ lim inf
m
{
max{Xl, Xl2, . . . , Xlm}
c(lm)
}
.
In our example we have (5), therefore r := supi 6=j EXliXlj = l
−1/2. Due to
Lemma 2.5 from [3] we get
lim inf
m
{
Xl, Xl2, . . . , Xlm
c(lm)
}
≥ √1− r =
√
1− l−1/2.
This quantity can be made close to 1 if we choose l sufficiently large, therefore
with probability one we have
c1 ≥ 1. (12)
In order to get the estimate from above for
c2 := lim sup
n
{
V (n)
c(n)
}
we shall need the following lemmas.
Lemma 9. Suppose that a sequence of random variables {Yk} satisfies the
following condition: for all γ < (2σ2)−1, σ > 0,
sup
n
E exp{γY 2n } <∞. (13)
Then
lim sup
n
{
maxk≤n{Yk}
b(n)
}
≤ σ.
The proof of this lemma coincides with the proof of Lemma 1 in [1],
despite of the fact that in this paper the variables {Yk} was i.i.d. It turns out
that independence is not used at all and condition of identical distributions
of Yk can be replaced by condition (13).
Lemma 10. ([10], Thm. 2.2) Let {ξk}, k ≥ 1, be independent symmetric
random variables, Sn =
∑n
k=1 ξk. Then for every x ≥ 0
P
(
max
1≤k≤n
|Sk| ≥ x
)
≤ 2P(|Sn| ≥ x).
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Lemma 11. Let X and Y be two non-negative random variables with dis-
tribution functions F and G. If for some a ≥ 1 and for all x ≥ 0 we have
1− F (x) ≤ a(1−G(x)). Then for every γ > 0
E exp{γX2} ≤ aE exp{γY 2}.
Elementary proof of this statement follows from equalities
E exp{γX2} =
∞∑
k=0
γk(k!)−1E(X2k), E(X2k) =
∫ ∞
0
(1− F (x))d(x2k).
Let us fix a non-integer (we have in mind that we shall choose a close to
1) number a > 1 and let us denote
∆j = {i ∈ N : aj ≤ i ≤ aj+1}, Yj = max
i∈∆j
Xi.
As in the case of lower bound we can prove that
c2 ≤ lim sup
m
{
V (⌊am⌋)
c(⌊am⌋)
}
.
Note that
∆j = {i ∈ N :
⌊
aj
⌋
+ 1 ≤ i ≤ ⌊aj+1⌋}
and V (⌊am⌋) = max0≤j≤m−1 Yj, therefore
|Yj| ≤ max
i∈∆j
{|Xi|} = max
i∈∆j
{
| Si√
i
|
}
≤ 1√⌊aj⌋+ 1 maxi∈∆j {|Si|} ≤
1√
aj
max
i∈[⌊aj⌋+1,⌊aj+1⌋]
{|Si|}.
Applying Lemma 10, we have
P{max
i∈∆j
|Si| ≥ x} ≤ 2P{|S⌊aj+1⌋| ≥ x},
whence
P{|Yj| ≥ x} ≤ 2P
{∣∣∣S⌊aj+1⌋√
aj
∣∣∣ ≥ x
}
.
Let ξ(j, a) = (aj)−1S⌊aj+1⌋. It is easy to see that ξ(j, a) has distribution
N(0, σ2(j, a)) with
σ2(j, a) =
⌊aj+1⌋
aj
→ a, as j →∞, and σ2(j, a) ≤ a. (14)
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Applying Lemma 11 with γ < 1/2a, we get
E exp{γY 2j } ≤ 2E exp{γξ(j, a)2}.
Due to (14) we have supj E exp{γξ(j, a)2} := C(a) < ∞, therefore, using
Lemma 9 with σ2 = a and recalling that c(⌊am⌋) ∼ b(m), as m→∞, we get
that with probability 1
c2 ≤ lim sup
m
1
b(m)
V (⌊am⌋) ≤ √a.
Since the last estimate holds for any a > 1, we get that with probability 1
c2 ≤ 1. (15)
Estimates (12) and (15) prove (6). ✷
Proof of Proposition 7. Let N = ∪mk=1Tk, where the sets Tk, k = 1, . . . , m,
are disjoint and have positive densities pk. Let {Xn} be a sequence of inde-
pendent random vectors such that for each k and j ∈ Tk, Xj has Gaussian
distribution concentrated on the line {tak, t ∈ R1} with zero mean and vari-
ance σ2k =‖ ak ‖ . We denote W (k)n = conv{Xj j ≤ n, j ∈ Tk}. Since for any
p > 0,
lim
n
b(np)
b(n)
= 1,
Theorem 1 implies that a.s. for any k = 1, . . . , m,
1
b(n)
W (k)n → conv{−ak, ak}.
Clearly, we have Wn = conv{W (1)n , . . . ,W (m)n }, therefore a.s.
1
b(n)
Wn → conv{∪mk=1 conv{−ak, ak}} = V.
✷
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