In this work, the model of reliable location of information in systems of related nodes containing the physical disks is proposed. The hypotheses on the fault-tolerance of an individual node of system are formulated. On the basis of hypotheses, there are offered dependencies of speed and fault-tolerance of node on the density of its filling up. A system of ordinary differential equations for the failure probability of the entire system is obtained. Examples of the dynamic information distribution in the system of two and three nodes are considered.
Introduction
In the IT industry, there are often problems associated with the storage and processing of large volumes of information. A common feature of such problems is a high load on the monitored devices that operate with these data. By this, both the volumes of data and requests to them are constantly increasing, so it causes the necessity of data storage scaling and increasing of fault-tolerance of the system as a whole.
Construction of distributed data storage systems is an important area of theoretical and practical informatics; it affects all aspects of computing and information access. There are different distributed system architectures and principles for their functioning [1, 2] . The distributed system is generally understood to be a computing system where multiple hosts (machines) interact. The global communication computer networks along with the local networks, multi-processor computing systems, in which each computer is endowed with its own control unit, as well as the systems of interacting processes also meet the definition of distributed system [2] . At that, such a set of independent nodes is understood by their users as a single unified system.
Distributed system consists of a set of selected nodes (processors) connected by network. Herewith, the communications network provides a possibility of information exchange between nodes. Nodes have no shared memory and communicate by messages over the network. Communication environment can deliver messages without consideration of order, so, the messages can be lost, distorted or duplicated, individual nodes may refuse, and communications can be disrupted. All this can lead to both partial and complete data loss.
The nodes as individual components of data storage can possess different reliability. And this is true for both individual disks and complexly structured nodes. For example, simplest case of such nodes with some structure is the ordinary computers. Henceforth, let us suppose in this work that nodes represent hard disk drives. It is not a critical assumption, but hence it is convenient to formulate the following hypotheses. So, let us list them:
1. Failure probability of an individual device at the beginning of the operation (the first several months) is high enough. Early failures are primarily associated with production fault. Therefore, once the products with defects have been identified, the failures probability is significantly reduced and then begins to increase monotonically over time [3] . We will assume that the devices have already passed the adaptation period and their failure probability at the initial moment of the storage work is minimal.
2. After several years of work, due to the wear of mechanical parts first, the number of breakdowns increases. As usual, this period coincide with the end of the warranty period. With long-term use of devices, failure probability tends to 1.
3. If you use disk frequently, or, more precisely, when the number of read/write cycles is large, information is placed on the device non sequentially, close to each other, and alternates with blank (empty) places. This may cause the situation that a new file is not written down to the device as a single and consistent flow, but it is written by parts in the empty places. So, we have so-called information fragmentation. This leads to a significant decrease in speed for reading and writing from the device. This is especially noticeable when it is filled up above the critical level (80-90% in general). More precise formulas of run-time dependencies of read/write requests for NTFS file system are described in [4] . 4 . After filling up of the disk, its fragmentation occurs. At that, the read/write number also increases leading to mechanical wear of data carrier. By this, the disk failure probability depends on its history, or, more precisely, how long and how full the disk was filled all this time (we assume that the disk is not idle and frequently used). Thus, we assume that the failure probability of device increases with the density of its filling up.
It should be borne in mind that the disk errors can have a different nature [5, 6] . And the fault tolerance depends not only on the manufacturer [7] and device type [8, 9] , but also on the approaches to statistical information processing [3, 10, 11] .
Previously, a number of authors had considered various distributed data storage systems and ways to improve their reliability [12] [13] [14] [15] [16] [17] [18] . In this work, a real system of related nodes containing the physical disks is considered. By this, it is assumed that the system is closed and new data do not arrive from outside. The purpose is to improve the fault-tolerance of the whole system by data delivery into more reliable nodes.
One should keep in mind that if the failure probability of each node depends variously on the time, the distribution of data into the storage may be changed dynamically. In the case when all nodes have the same fault tolerance, the system should be stabilized quickly and the data exchange between nodes does not take place from the certain point in time. The examples listed at the end of the work confirm this statement.
The Differential Equation for the Single-Node Failure Probability
Let us consider some reasoning on the fault tolerance of standard equipment. It is well known that the failure probability of any equipment is high for the initial few months of operation (running-in period) [3] . If the equipment survived the initial period, then the probability failures decreased significantly. This is socalled area of stable operation of the device. Failure probability starts to increase to the end of the scheduled period of service (warranty period) as a result of mechanical wear. By a warranty period we will mean a period after which the mechanical parts of the device have a high degree of wear. This often corresponds to the warranty period indicated on the label.
We will assume that the device under consideration has already passed the stage of running and, consequently, the failure probability of this equipment p(t) grows slowly over time. At the initial time moment t = 0 value of the function p(t) is minimal and near zero. After long work of node, the failure probability tends asymptotically to 1. By this, growth rate of function p(t) is minimal during the initial period of operation as well as with wear of equipment. Furthermore, suppose that p (t) = 0 for t = 0 and t → ∞.
As mentioned above, for the standard equipment the growth rate of device wear increases at the end of the warranty period. Let us assume that p (t) has a maximum value during this period. For most data carriers, Mean Time Between Failure or Mean Time To Failure show the absence of pronounced spikes, except for the warranty period. On this basis, we will assume that p (t) has one maximum.
Let us draw simple dependency graphs p (t) on p(t) by the above assumptions. For example, such a figure can be a parabola or a sinusoid ( Fig. 1 ). For convenience, we choose here the values p(0) = 0 and p (0) = 0 that do not change the essence of the reasoning. As our model, we choose a parabolic dependency of the derivative
where k is a positive number. The solution of this Bernoulli equation is easy to construct explicitly
here, the parameter k determines the growth rate of function p(t), and the value of the constant c is defined by the initial failure probability. It is easy to see that p(0) = 1/(c + 1) and lim t→+∞ p(t) = 1.
The Fig. 2 shows graph for c = 10 3 and various k. The graph has the points of inflection for p (t) = 0. These values are achieved by t g = 1/k · ln c. Note that this value t g corresponds approximately to the warranty period of the device. Therefore, the parameter k of differential equation (1) can be found as
where c is expressed in terms of the initial hardware fault-tolerance. Analysis of the graph presented in Fig. 2 shows that the increase of value t g leads to an increase of the interval in which the equipment status changes from "reliable" to "unreliable". It is plausible for most mechanisms, because of the interval width of equipment failure is proportional to the warranty period. Really, if the warranty period is one year, then the interval during which denies the majority of devices, for example, can take about two months. If the warranty period is 10 years, then, probably, failure interval may be increased by two years.
We assume that the failure probability at time point t 1 is p 1 , and at time point t 2 is p 2 . Then,
and
Thus, we will take the equation (1) as the model that describes the failure probability of an individual device. Given initial condition is p(t) = p 0 . The parameter k of differential equation can be determined from (4) , and the value p 0 can be considered as given or defined by conditions of (5).
Dependency of Running Speed and FaultTolerance of Individual Node on Density of Its Filling
Let us consider the effect of density of hard disk filling up q(t) on its speed v(t). It is known that running speed of disks decreases sharply when the disks are filled up. Increasing work with such a loaded disk leads to increasing fragmentation and, consequently, to lower performance. Note that this is true for disks with both FAT32 and NTFS drives. We will make a few comments about SSD disks. In addition to reducing speed when the disk is filled up due to the specifics of the work in file system, SSD disks have one feature reducing the speed when memory is full. For recording information into a nonzero cell, controller spends more time than it spends for recording into an empty cell. This comes because of adding an erase cell operation to the first operation. These operations take up a considerable amount of time, which affects the SSD performance. This effect occurs because the release of blocks becomes more difficult. For example, the average write speed for Intel SSD 510 during filling is reduced by 26.5% [19] . In modern SSD drives, the TRIM technology is used, but it does not solve the problem completely.
Considering the above, it follows that disk speed is not changed at low filling density, but if it exceeds a certain value, speed of filling density begins to fall. We choose dependency of running speed of disk on time in the following form:
A + e sq(t) ,
where w 0 is speed of blank disk, which is considered as independent on time. The parameter 0 < m < 1 shows the degree of device's speed reduction: when m = 0, no speed reduction occurs, when m = 1, speed falls to the minimum value (w 1 A 1). As for static dependency probability (2), (4) and (5), the parameters A and s determine the value of q, at which the speed and intensity of its fall start to change. Example of graph of normalized function (6) for values A = 10 9 , m = 0.4 and s = 25 is shown in Fig. 3 . Let us now consider the question of device reliability dependency 1−p(t) on its filling density q(t). As mentioned above, when the disk is full, the constant fragmentation takes place. By this, the reads/writes number increases, so it leads to increasing wear of data carrier. Under this assumption, the disk failure probability depends on its history, or, more precisely, on the fact, how long and how full the disk was filled all this time (we assume that the drive is not idle and frequently used). We will consider small time intervals t prompting suggestions that the density of the disk q(t) has not changed much from the initial time t = 0. This makes it possible to claim that the growth rate of the failure probability p (t) depends on the density of the node filling up q(t).
Thus, for the purpose of considering the effect of the node filling density, we transform the differential equation (1) to the form
where f (q) is a multiplier, which increases growth rate of device failure probability if you increase the filling density. We assume that the speed drop v(t) and speed growth of failure probability p (t) according to such laws. Then, by the formula (6), we choose the function f (q) as follows:
where 0 < m < 1. 4 shows graph of dependency of device failure probability p(t) on time t. You can see that if you increase the values for the parameter m, the effect of the node filling density q on failure probability p will increase.
Ordinary Differential Equations for the Failure Probability of Related Nodes System
We suppose that the data storage consists of n nodes, where V j is node-capacity with number j, and q j (t) is filling density of this node at time moment t. Therefore, the data volume v j (t) = V j q j (t) is stored in the node with number j at time moment t. Let p j (t) be the failure probability of a node with the number j at time moment t. For each node, the failure probability grows slowly over time due to the natural wear of equipment.
Then, for the system of n nodes, we have n differential equations with the initial conditions
Let us consider one of the possible strategies for increasing the fault tolerance of data storage consisting of n nodes being various in general (by options). We will assume that the data should be stored on the node with lower failure probability. So, if the failure probability of the node i is lower than this one for node j, then, a part of data should be transferred from node j to node i.
At data exchange between two nodes within the system, the following balance equations should be fulfilled
where W ji (t) = W ij (t) is the maximum amount of data that can be transferred from one node to another in a time unit ∆t (actually, it is a speed of the channel linking j and i nodes). This value should be limited by the following reasons: 1) we cannot transmit more data from the node than it stores at the current time; 2) we cannot write more data on the node than it has the free space available on it. Other restrictions are also possible. By discretization of a continuous model, all the above-mentioned conditions can be provided (of need be) when we decrease time step ∆t during the calculation. The equations (10) and (11) implies the differential equations
where Q ij = W ij (t)/V i . Here l ij = l ji are coefficients which allow to take into account the additional restrictions on data transfer rate. In particular, if you want to prevent data exchange among some of the nodes, the symmetric matrix {l ij } should have the corresponding zero elements. We will consider a closed system of related nodes without data input from outside. This means that the volume of a concrete node can be changed only by data exchange between devices associated with it.
Thus, for a complete system consisting of n nodes
the initial values of filling densities should also be given:
We will assume that the network is fully-connected and speed W ji = W is constant for all transmission lines and does not depend on time. Write down the equations (9) and (14) for j = 1 ., ., n with the corresponding initial
where Q j = W/V j , and function f (q) is defined by the formula (8).
Numerical Results
Let us consider an example of a simple data storage consisting of two identical nodes. The second node will be assumed to be substantially older, so the initial failure probabilities of nodes are p We assume coefficients in the equation for the probability of (9) to be equal k 1 = k 2 = 0.5 (in (8) formula). Coefficients characterizing disk speed are also assumed to be the same:
4 , s 1 = s 2 = 4000. We assume transmission speed is Q 1 = Q 2 = 15. The first node has a lower failure probability and, therefore, the devices begin to exchange information up to almost complete filling of "the best" drive, reaching the filling density q 1 (t) ≈ 98.8 when t 1 (see Fig. 5 ).
We consider now the network consisting of three nodes. Initial disks fillings are: q At the beginning of data exchange, data is transmitted from the first node as "the worst" device (p 1 > p 2 = p 3 ) on the other (see Fig. 6 ). Until time moment t ≈ 4, data is recorded on the second and third devices. After this, data is recording on the second node up to its filling from both remaining nodes up to t ≈ 17. In the interval 17 < t < 22, data exchange becomes minimal because the second device is filled up, so, the first and third devices have the same priority. Further, (when t > 22) information is transmitted from the third to the first node.
It is also reasonable to track the dependency of total volume of transmitted information Λ(t) to time point t. The formula for the Λ network consisting of n nodes has the following form
The formula (17) does not take into account the fact that the device can simultaneously handle both reading and writing. Taking into account this fact, last formula should be presented in the form of
In Fig. 7 you can see a solid line representing the dependency graph Λ on time for the latest example corresponding to the distributions of device filling density shown in Fig. 6 . The dashed line corresponds to the case when the failure probability of the second and third devices depends more on the disk occupancy (m 2 = m 3 = 0.5 against m 2 = m 3 = 0.05 for the first case).
In the second case, data transmission ends faster (t ≈ 13). At that, the first device transmits data to t ≈ 6 and only then receive data from the third device. The second node is also "the best", and is filled up to the maximum level immediately. s n 4000 4000 4000 4000 4000 4000 4000 4000
Let us consider a more complex example: related network consisting of eight nodes. Given settings for a node are shown in Table 1 . Disks are assumed to have the same capacity and data transfer rate is the same for the entire network: Q n = 15. Table 1 .
The results of numerical solution for differential equation system (16) are shown in Fig. 8 . You can see that the disks at the initial time t = 0 have the same 75 % occupancy rate. Then, the node n = 6 begins to be filled immediately, because it has the best fault tolerance. The disk n = 7, being the worst node, transmits all the information. Filling density of the remaining disks has more complicated behavior, so disk filling is replaced by dealing from it and vice versa.
Conclusion
The model for reliably information location in the storage systems is constructed. The state and the filling density of the nodes in the proposed model is described by means of nonlinear system of ordinary differential equations of the first order with the given initial conditions (16) .
The storage system behavior in the simplest cases quickly comes to equilibrium (an example of two nodes shown in Fig. 5 ). When the number of nodes with different characteristics increases, the data distribution over time may be quite complex (see Fig. 6, 7) .
The amount of transferred information in the presented model depends only on the current ratio of the fault tolerance of nodes. In most real systems, it is also of interest to estimate data transfer cost, taking into account the cost of possible data loss.
Also of interest to consider not only a closed system, as in the present work, but the system associated with the external environment with nonzero information flow across the system boundary.
