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OBSTRUCTIONS TO DEFORMING SPACE CURVES AND
NON-REDUCED COMPONENTS OF THE HILBERT SCHEME
HIROKAZU NASU
Abstract. Let HS
P3
denote the Hilbert scheme of smooth connected curves in
P3. We consider maximal irreducible closed subsets W ⊂ HS
P3
whose general
member C is contained in a smooth cubic surface and investigate the conditions
for W to be a component of (HS
P3
)red. We especially study the case where the
dimension of the tangent space of HS
P3
at [C] is greater than dimW (≥ 4 deg(C))
by one. We compute obstructions to deforming C in P3 and prove that for every
W in this case, HS
P3
is non-reduced along W and W is a component of (HS
P3
)red.
1. Introduction
Mumford [10] showed that the Hilbert scheme HS
P3
of smooth connected curves in
P3 is non-reduced. HS
P3
is the disjoint union of the open subscheme HSd,g consisting
of curves of degree d and genus g. He considered a 56-dimensional irreducible closed
subsetW ⊂ HS14,24 whose general member C is contained in a smooth cubic surface.
He showed that the dimension of the tangent space of HS14,24 at [C] is equal to 57.
Moreover, he proved that W is maximal as a subvariety of (HS14,24)red, and hence
HS14,24 is non-reduced.
We consider a generalization of Mumford’s example. Let W be an irreducible
closed subset of HSd,g whose general member C is contained in a smooth cubic
surface. Suppose that W is maximal among all such subsets. We ask the next
question:
Question 1.1. Is W an irreducible component of (HSd,g)red? If so, is H
S
d,g non-
reduced at the generic point of W?
See §4 ((4.2) in particular) for more explicit description of W . First we observe
that dimW = d+g+18 when d > 9, while every irreducible component of HSd,g is of
dimension at least 4d. Hence we consider the natural range Ω := {(d, g) ∈ Z2|d >
9, g ≥ 3d− 18} of pairs (d, g), where the above question makes sense. Secondly we
consider the cohomology group H1(P3, IC(3)) for a general member C of W . The
dimension h1(IC(3)) as a vector space is the gap between dimW and the dimension
of the tangent space of HSd,g at [C]. This corresponds to the extra embedded first
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order infinitesimal deformations of C ⊂ P3 other than the ones coming from W .
Thus if h1(IC(3)) = 0, then W is an irreducible component of H
S
d,g of d + g + 18,
and moreover, HSd,g is non-singular at the generic point of W .
In this paper, we concentrate on the case where h1(IC(3)) = 1. This is the first
non-vanishing case, which includes Mumford’s example. In this case, there are only
the two possibilities:
(A) HSd,g is non-reduced along W . Moreover, W is an irreducible component of
(HSd,g)red.
(B) There exists an irreducible component V % W of HSd,g such that dim V =
dimW + 1 and a general member is not contained in a cubic. Moreover,
HSd,g is generically smooth along W .
We show that the case (B) does not occur.
Theorem 1.2 (Main Theorem). Let (d, g) ∈ Ω and let W be an irreducible closed
subset of HSd,g whose general member C is contained in a smooth cubic surface.
Suppose that W is maximal among all such subsets. If h1(IC(3)) = 1, then W is
an irreducible component of (HSd,g)red of dimension d + g + 18, and H
S
d,g is non-
reduced along W .
For this kind of problem, two approaches are known. One is to show that (B)
leads to a contradiction, using e.g. liaison. This was used by Mumford in [10].
It has been also used to show that HS16,30 is non-reduced in [11]. But it depends
on case by case arguments. Hence we cannot apply it for our general case that
h1(IC(3)) = 1.
In the proof of Theorem 1.2, we use the other approach described as follows. Let
C be a general member of W . If HSd,g is non-singular at [C], then every first order
infinitesimal deformation ϕ (i.e. a deformation over Spec k[t]/t2) of C ⊂ P3 can
be lifted to a deformation over Spec k[t]/(tn+1) for any integer n ≥ 2. We prove
that there exists a first order infinitesimal deformation ϕ of C ⊂ P3 that cannot
be lifted to any deformation over Spec k[t]/(t3) (cf. Proposition 3.1). This implies
that HSd,g is singular along W , and hence we obtain (A). This approach was first
used by Curtin in [1], who proved our result for the case of Mumford’s example.
We generalize a calculation method used in his proof. More precisely, we compute
the obstruction map
Hom(IC ,OC) → Ext
1(IC ,OC)
∈ ∈
ϕ 7→ ϕ ∪ e ∪ ϕ,
where e ∈ Ext1(OC , IC) is the extension class of the basic exact sequence
(1.1) 0 −→ IC −→ OP3 −→ OC −→ 0
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(cf. §2.1). We use linear systems on the cubic surface S containing C for the
computation. Furthermore, we find an interesting relation between the obstruction
map and some geometry arising from a conic pencil on the cubic S (cf. §3.3).
Generalizations of Mumford’s example were also studied by Kleppe [6],[7] and
Ellia [3]. They gave a conjecture concerning non-reduced components of the Hilbert
scheme HS
P3
with some results which partially prove it (see Conjecture 4.7). Our
theorem differently partially proves the conjecture. See Remark 4.8 for the relation
between their work and our theorem. Constructions of non-reduced components
of HS
P3
by liaison or Rao module have been developed by Martin-Deschamps and
Perrin [9], and by Fløystad [4]. See [4] for another generalization of Mumford’s
example.
Acknowledgements. I should like to express my sincere gratitude to my ad-
visor, Professor Shigeru Mukai. He read all the drafts of this paper very carefully,
pointed out a critical mistake in a draft, and made many suggestions which greatly
improved the presentation and the proofs. In particular, a discussion with him led
me to have the idea of using the Serre duality pairing to improve a crucial part of
the proof of Proposition 3.1. I am grateful to the referee for helpful comments.
Notation and Conventions
We work in P3, the 3-dimensional projective space over an algebraically closed
field k of characteristic 0. Given a closed subscheme V of P3, we denote by IV
the ideal sheaf of V in P3. If X ⊆ V is a closed subscheme, we indicate the ideal
sheaf of X in V by IX/V . NV ∼= Hom(IV ,OV ) and NX/V denote the normal sheaf
of V in P3 and the normal sheaf of X in V respectively. Given OP3-modules F
and G, hi(F), Hom(F ,G) and Exti(F ,G) denote dimH i(P3,F), HomO
P3
(F ,G) and
ExtiO
P3
(F ,G) respectively. We denote the p-th Cˇech cohomology group of F with
respect to an open covering U by Hˇp(U,F). If D is a Cartier divisor on a variety
X , OX(D) and |D| respectively denote the invertible sheaf and the complete linear
system associated to D. For a linear system Λ on X , we denote the fixed part of Λ
by BsΛ. OX(1) and h denote the restriction of the tautological line bundle OP3(1)
to X and the divisor class corresponding to OX(1) respectively. We denote by
Rat(L) the constant sheaf of global rational sections of a line bundle L on X . For
a non-zero rational section s of L, we denote the divisor (s)0− (s)∞ of zeros minus
poles of s by div(s). L(D) denotes the subsheaf of Rat(L) which consists of rational
sections s of L such that div(s) +D is effective. We have L(D) ∼= L ⊗OX(D) by
the usual multiplication map.
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2. Preliminaries
2.1. In this subsection, we recall some basic facts on the infinitesimal study of the
Hilbert scheme of space curves. In what follows, we refer to [8, I.2] for the proofs,
where there is a very thorough discussion of general embedded deformations.
Let C be a smooth connected curve in P3. Then an (embedded) n-th order (infin-
itesimal) deformation of C ⊂ P3 is a closed subscheme Cn of P3 × Spec k[t]/(tn+1)
which is flat over k[t]/(tn+1) and Cn ⊗k[t]/(tn+1) k = C. The set of all first order
deformations of C ⊂ P3 is the Zariski tangent space of HS
P3
at the point [C]. Let C1
be a first order deformation of C ⊂ P3. If there exists no second order deformation
C2 of C ⊂ P3 such that C2 ⊗k[t]/(t3) k[t]/(t2) = C1, we say C1 is obstructed at the
second order. The set of all first order deformations of C ⊂ P3 is parametrized by
Hom(IC ,OC). So we abusively identify them from now. The basic exact sequence
(1.1) induces the isomorphism
δ : Hom(IC ,OC)
∼
−→ Ext1(IC , IC).
Let ϕ ∈ Hom(IC ,OC) be a first order deformation of C ⊂ P3. Then ϕ is obstructed
at the second order if and only if the cup product o(ϕ) := δ(ϕ) ∪ ϕ by
(2.1) ∪1 : Ext
1(IC , IC)×Hom(IC ,OC)
∪
−→ Ext1(IC ,OC)
is non-zero. o(ϕ) is called the obstruction to extend ϕ to second order deformations.
Since C and P3 are both non-singular, C is a local complete intersection in P3.
Therefore the obstruction o(ϕ) is contained in H1(NC), which is regarded as a
subspace of Ext1(IC ,OC) by the exact sequence
0 −→ H1(Hom(IC ,OC)) −→ Ext
1(IC ,OC) −→ H
0(Ext1(IC ,OC)) −→ 0
obtained from local-global spectral sequence for Ext.
From now on, we treat the case where C is contained in a smooth cubic surface
S. The natural sheaf inclusion OP3(−3) ∼= IS
ι
→֒ IC induces the homomorphisms
ψ : Hom(IC ,OC) −→ Hom(IS,OC) ∼= H
0(OC(3)),
ψ′ : Ext1(IC , IC) −→ Ext
1(IS, IC) ∼= H
1(IC(3)), and
ψ′′ : Ext1(IC ,OC) −→ Ext
1(IS,OC) ∼= H
1(OC(3)).
We denote by π the composite
(2.2) ψ′′ ◦ o = ψ′′ ◦ ∪1 ◦ (δ × id) : Hom(IC ,OC)→ H
1(OC(3)).
Then the following is obvious.
Proposition 2.1 ([4] Corollary 1.3). Let ϕ be an embedded first order infinitesimal
deformation of a curve C ⊂ P3 on a smooth cubic surface S. If π(ϕ) is non-zero
in H1(OC(3)), then ϕ is obstructed at the second order. 
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Let us give another expression of π. A natural cup product map
(2.3) ∪2 : H
1(IC(3))×Hom(IC ,OC)
∪
−→ H1(OC(3))
satisfies the commutative diagram
Ext1(IC , IC)× Hom(IC ,OC)
∪1−−−→ Ext1(IC ,OC)y(ψ′,id) yψ′′
H1(IC(3))× Hom(IC ,OC)
∪2−−−→ H1(OC(3)).
Moreover, ψ and ψ′ naturally satisfy a commutative diagram
Hom(IC ,OC)
δ
−−−→ Ext1(IC , IC)yψ yψ′
H0(OC(3))
δ¯
−−−→ H1(IC(3)),
where δ¯ is the coboundary map of
(2.4) 0 −→ H0(IC(3)) −→ H
0(OP3(3)) −→ H
0(OC(3))
δ¯
−→ H1(IC(3)) −→ 0
induced from (1.1)⊗OP3(3). Hence we have another expression of π as
(2.5) π = ψ′′ ◦ ∪1 ◦ (δ × id) = ∪2 ◦ ((ψ
′ ◦ δ)× id) = ∪2 ◦ ((δ¯ ◦ ψ)× id).
By definition, ψ maps an element ϕ of Hom(IC ,OC) to u = ϕ3(f), where f is
the cubic polynomial which defines the isomorphism OP3(−3) ∼= IS, and ϕ3 is
the homomorphism H0(IC(3)) → H0(OC(3)) induced from ϕ. Moreover, ψ is
surjective.
2.2. In this subsection, we recall some basic facts on linear systems on a smooth
cubic surface. Let L be an invertible sheaf on a smooth cubic surface S. We may
consider S to be a P2 blown up at 6 points in a general position and embedded
by anti-canonical linear system | − KS| in P3. The classes of the pull back l of
a line in P2 and six exceptional curves ei (1 ≤ i ≤ 6) form a Z-free basis of the
Picard group PicS of S. Thus there is an isomorphism PicS ∼= Z⊕7 sending the
class L = al−
∑6
i=1 biei to a 7-tuple (a; b1, . . . , b6) of integers. We denote the class
3l−
∑6
i=1 ei of hyperplane sections by h. Recall that the Weyl group W (E6) acts
on PicS. By virtue of this action, we can choose a suitable blow-up S → P2 for L
such that
(2.6) b1 ≥ b2 ≥ . . . ≥ b6 and a ≥ b1 + b2 + b3
holds. When (2.6) holds, we say the basis {l, e1, . . . , e6} is E-standard for L. The
7-tuple (a; b1, . . . , b6) is uniquely determined for each invertible sheaf L on S. We
call it the E-multidegree of L. For a divisor D on S, we define the E-multidegree
of D as that of the associated invertible sheaf OS(D).
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E-standard basis is useful for analyzing the linear system |D| associated to a
divisor D on a smooth cubic surface.
Lemma 2.2. Let D be a divisor of E-multidegree (a; b1, . . . , b6) on a smooth cubic
surface S.
(i) The following are equivalent:
(a) D ≥ 0 and |D| is (base point) free;
(b) D is nef (i.e. D · C ≥ 0 for any curve C on S);
(c) b6 ≥ 0.
(ii) If b6 ≥ 0, then D2 ≥ 0. The equality holds if and only if a = b1.
(iii) If |D| 6= ∅, then the fixed part of |D| is
F =
6∑
i=1
bi<0
(−bi)ei
for an E-standard basis for OS(D).
Here we abusively identify the class ei with the unique effective divisor in the
class. We refer to Geramita [5] for the proof.
When C is a smooth connected curve on a smooth cubic surface, the E-multidegree
(a; b1, . . . , b6) of C satisfies b6 ≥ 0 if C is not a line, and a > b1 if C is not a conic.
Let F be a “multiple line” or a “multiple conic” on a smooth cubic surface. We
compute hi (i = 0, 1) of the structure sheaf of F :
Lemma 2.3. Let m > 0 and let mE (resp. mD) be a member of the linear system
|me1| (resp. |m(l− e1)|) on a smooth cubic surface S. Then we have
dimH0(OmE) =
m(m+ 1)
2
, H1(OmE) = 0,
dimH0(OmD) = m, and H1(OmD) = 0.
Proof. We prove the assertion for a multiple line mE by induction on m ∈ N.
It is clear for m = 1. There exists an exact sequence
0 −→ ker q −→ OmE
q
−→ O(m−1)E −→ 0.
Since the sheaf I¯mE of ideal defining mE in S is isomorphic to OS(−mE), we have
isomorphisms
ker q ∼= I¯mE/I¯(m−1)E ∼= OS(−(m− 1)E)
∣∣
E
∼= OP1(m− 1).
Therefore, by the inductive assumption, we get
h0(OmE) = h
0(ker q) + h0(O(m−1)E) = m+m(m− 1)/2 = m(m+ 1)/2
and H1(OmE) = 0. The proof for a multiple conic mD is similar (use D2 = 0). 
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We next characterize the freeness of |D| for a divisor D by the vanishing of
H1(S,−D). Let D be a non-zero effective divisor on a smooth cubic surface S.
Then |D| has the unique decomposition
|D| = |D′|+ F,
where F := Bs |D| and |D′| is free by Lemma 2.2 (i). (When |D| is free, D = D′
and F = 0.)
Lemma 2.4. Let D, D′, and F be as above. Then
(1) We have
h1(S,−D) = h0(OD′) + h
0(OF )− 1.
If (D′)2 > 0, then a general member of |D′| is a smooth connected curve
and hence h0(OD′) = 1. If (D′)2 = 0, then a general member of |D′| is a
disjoint union of m conics for some m ∈ Z≥0 and hence h0(OD′) = m.
(2) Suppose that D2 > 0. Then we have h1(S,−D) = h0(OF ). In particular,
|D| is free if and only if H1(S,−D) = 0.∗
(3) If |D| is free, then H i(S,D) = 0 for i = 1, 2.
Proof. (1) Let D, D′, and F be as above. Since D is effective, we have
h1(S,−D) = h0(OD) − 1 by an exact sequence 0 → OS(−D) → OS → OD → 0.
By Lemma 2.2 (iii), D′ and F have disjoint supports. Therefore, we have OD ∼=
OD′⊕OF and h1(S,−D) = h0(OD′)+h0(OF )−1. When (D′)2 > 0, D′ is ample or
a pull-back of an ample divisor on a P2 blown-up at less than 6 points. Therefore,
a general member of |D′| is a smooth connected curve by Bertini’s theorem. When
(D′)2 = 0, D′ is linearly equivalent to m(l−e1) for some m ≥ 0 by Lemma 2.2 (ii),
which is the class of m conics. Therefore, the case is also a consequence of Bertini’s
theorem together with Lemma 2.3.
(2) Let F be the fixed part of |D|. Then F is a disjoint sum of (multiple)
lines or zero. Thus we have F 2 ≤ 0. Since D′(∼ D − F ) and F are disjoint, we
get D · F = F 2. Therefore D2 > 0 implies (D′)2 > 0 by (D′)2 = (D − F )2 =
D2 − 2D · F + F 2 = D2 − F 2. If F 6= 0, then we get h1(S,−D) = h0(OF ) 6= 0 by
(1). If F = 0 (i.e. |D| is free), then we get h1(S,−D) = h0(OD)− 1 = 0.
(3) Let h be the class of hyperplane sections of S. Since |D| is free, D + h is
very ample. By the Serre duality and the Kodaira vanishing theorem, we have
H i(S,D) ∼= H2−i(S,−(D + h)) = 0 for i = 1, 2. 
∗The only-if part is a particular consequence of Kawamata-Viehweg’s vanishing theorem that
Hi(X,KX + D) = 0 for a nef (i.e. D · C ≥ 0 for any curve C) and big (i.e. D2 > 0) Cartier
divisor D on a smooth surface X and for i > 0. In what follows, we say “D is nef and big” to
mean that |D| is free and D2 > 0.
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We use Lemma 2.4 to compute h1(IC(n)) (n ∈ Z) for a curve C on a smooth
cubic surface S. Let (a; b1, . . . , b6) be the E-multidegree of C. Given n ∈ Z≥0, we
consider the linear system Λn := |C − nh| on S, where h = (3; 1, . . . , 1) is the class
of hyperplane sections. Suppose that Λn 6= ∅. Then by Lemma 2.2 (iii), the fixed
part F of Λn is a disjoint sum of (multiple) lines as follows:
(2.7) F =
6∑
i=1
bi<n
Fi, Fi := (n− bi)Ei
for an E-standard basis for C. Here each Ei (1 ≤ i ≤ 6) denotes the line corre-
sponding to the class ei of exceptional curve. Since all Fi’s are disjoint, we have
OF ∼=
⊕
bi<n
OFi . By Lemma 2.3, we get h
0(OFi) = (n+1−bi)(n−bi)/2 for every i.
The exact sequence 0→ IS(n)→ IC(n)→ IC/S(n)→ 0 induces an isomorphism
(2.8) H1(IC(n)) ∼= H
1(IC/S(n)) ∼= H
1(S,−(C − nh)).
Thus we have the next corollary by applying Lemma 2.4 (2) to D = C − nh.
Corollary 2.5. Let C be a smooth connected curve of E-multidegree (a, b1, . . . , b6)
on a smooth cubic surface S. Assume that Λn := |C − nh| 6= ∅ and (C − nh)2 > 0
for n ∈ Z≥0. Then we have
h1(IC(n)) = h
0(OF ) =
6∑
i=1
bi<n
(n + 1− bi)(n− bi)
2
,
where F = BsΛn. In particular, Λn is free if and only if H
1(IC(n)) = 0.
2.3. In this subsection, we define some restriction maps. In what follows, when
X is a subscheme of P3 and F is a polynomial of degree d, we sometimes use the
same symbol F to denote the element F
∣∣
X
of H0(OX(d)) if there is no confusion.
Let S be a smooth cubic surface and let E be a line on S. Let x, y be two linear
forms on P3 defining E. Then the cubic polynomial f defining S is
(2.9) f = Ax+By
for two quadratic polynomials A,B on P3. By definition, x, y form a basis of
H0(OS(1)(−E)). The corresponding linear system Λ = |h−E| defines the projec-
tion p : S → P1 from E. By this map, S has a conic bundle structure. Let x′, y′
be the sections of p∗OP1(1) corresponding to x, y. Then S is covered by two open
subsets D(x′) and D(y′) of S. Let s be a rational section of OS(1) defined by
(2.10) s =


−B
x
on D(x′),
A
y
on D(y′).
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Then by construction, s is a global section of OS(1)(E). Moreover, by the corre-
spondence
m : OE
∼
−→ OS(1)(E)
∣∣
E
∈ ∈
µ ←→ µ(s
∣∣
E
),
we get a trivialization of the line bundle OS(1)(E)
∣∣
E
∼= OP1. Applying ⊗OE(n−1)
to m−1, we have a natural isomorphism mn : OS(n)(E)
∣∣
E
∼
→ OE(n− 1). We define
a homomorphism rE of OS-modules by the composite
rE : OS(n)(E)
res
−→ OS(n)(E)
∣∣
E
mn−→ OE(n− 1),
where res is the restriction map. Then we have an exact sequence
(2.11) 0 −→ OS(n) −→ OS(n)(E)
rE−→ OE(n− 1) −→ 0.
We explicitly describe the restriction map H0(rE) for any positive integer n. Let
v be an element of H0(OS(n)(E)). Then the multiplication map
H0(OS(1)(−E))⊗H
0(OS(n)(E)) −→ H
0(OS(n + 1))
gives two elements xv, yv in H0(OS(n+1)). Since H0(OP3(n+1))→ H
0(OS(n+1))
is surjective, there exist two polynomials η1, η2 of degree n + 1 such that their
restrictions to S are xv, yv. Hence we have an equality
(2.12) v =
η1
x
=
η2
y
in Rat(OS(n)).
Since v is globally defined, there exists a polynomial ξ of degree n− 1 such that
(2.13) xη2 − yη1 = ξf.
Here we see that ξ
∣∣
E
does not depend on the choice of η1, η2. Here and later, for
a polynomial F , we denote F (mod 〈x, y〉) by F
∣∣
E
. We show that ξ
∣∣
E
agrees with
rE(v).
Claim 2.6. rE(v) = ξ
∣∣
E
.
Proof. Since f = Ax+By, we have x(η2−Aξ) = y(η1+Bξ) by (2.13). Since x
and y are coprime, there exists a polynomial η′ of degree n such that η1 = −Bξ+xη′
and η2 = Aξ + yη
′. Therefore, we obtain v = ξs + η′ from (2.12) and (2.10). We
see rE(η
′) = 0 because η′ is a polynomial. Hence we get rE(v) = rE(ξs+ η
′) = ξ
∣∣
E
from (ξs)
∣∣
E
= (ξ
∣∣
E
)(s
∣∣
E
) and the trivialization m. 
Thus we get the description of H0(rE).
Remark 2.7. Let Λ be the linear system |h − E| corresponding to OS(1)(−E).
Then the restriction Λ
∣∣
E
is a subpencil of |OE(2)| ∼= |OP1(2)| since (h−E) ·E = 2.
Writing the cubic equation f in the form f = Ax+By is also useful to describe the
restriction map in this case. We see that planes H through E are parametrized by
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P1(t0,t1) and H = H(t0,t1) defined by t0x+ t1y = 0. A member of Λ is a conic defined
by t0x + t1y = t0(−B) + t1A = 0. Hence a member of Λ
∣∣
E
is a divisor of degree
two on E, which is defined by t0(−B)
∣∣
E
+ t1A
∣∣
E
= 0.
By a similar argument, we have a natural isomorphism OS(1)(−E)
∣∣
E
∼= OE(2).
The composition of the restriction map OS(1)(−E)
res
→ OS(1)(−E)
∣∣
E
and the iso-
morphism induces
rE : H
0(OS(1)(−E)) −→ H
0(OE(2)),
which sends t0x + t1y to t0(−B)
∣∣
E
+ t1A
∣∣
E
. We can see the one-to-one correspon-
dence between | im rE | and Λ
∣∣
E
by taking the divisor of zeros.
3. Obstructed deformation of space curves
We devote the whole section to the proof of the next proposition.
Proposition 3.1 (Core Proposition). Let S be a smooth cubic surface, let h be the
class of hyperplane sections, and let D be a divisor class of S satisfying
(i) The fixed part of the linear system |D− 3h| on S is exactly a line E,
(ii) |D− 4h| 6= ∅.
Then any general member C of |D| has some embedded first order infinitesimal
deformation which is obstructed at the second order.
First we observe |D| 6= ∅ by (ii). Moreover, since both |D−3h−E| and |3h+E|
are free by assumption and Lemma 2.2 (i), a general member C of |D| is a smooth
connected curve by Bertini’s theorem. Let S, h,D, E, and C be as in the statement.
Let x, y, A, B and f be as in §2.3. We fix these notation throughout the proof.
Now we start the proof.
Claim 3.2. Let Z := C ∩ E, then Z is of length two.
Proof. Let (a; b1, . . . , b6) be the multidegree of C on S and let {l, e1, . . . , e6}
be an E-standard basis of PicS for C. Then by Lemma 2.2 (iii), the fixed part
Bs |C − 3h| is a sum
∑
(3 − bi)ei over all bi < 3. On the other hand, we have
Bs |C − 3h| = E by assumption. Hence we have E = e6 and b6 = 2. This implies
C · E = b6 = 2. 
Lemma 3.3. Let Λ be the conic pencil |h− E| on S and let Λ
∣∣
E
be its restriction
to E. (We refer to Remark 2.7.) Then, Z is not a member of Λ
∣∣
E
.
Proof. There exists an exact sequence
0 −→ OS(D−E) −→ OS(D) −→ OS(D)
∣∣
E
−→ 0.
Then Lemma 2.4 (3) shows H1(S,D−E) = 0 because |D−E| is free. Hence the re-
striction mapH0(OS(D))→ H0(OS(D)
∣∣
E
) is surjective. We know dim |OS(D)
∣∣
E
| =
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2 by Claim 3.2, while Λ
∣∣
E
is a pencil. Thus we have Λ
∣∣
E
$ |OS(D)
∣∣
E
|. Therefore,
any general member C of |D| meets E at Z /∈ Λ
∣∣
E
. 
Claim 3.4. C − 3h−E is nef and big.
Proof. Put D := C − 3h−E. Since D is cleary nef by assumption, it suffices
to show D2 > 0. Put D1 := C − 4h and D2 := h − E. Then D = D1 + D2. We
obtain
D2 ≥ D ·D2 = (D1 +D2) ·D2 = D1 ·D2,
because D is nef, D1 is effective, and (D2)
2 = 0. Since D1 ·D2 = (C−4h)·(h−E) ≥
(C − 4h) · (−E) = −2 + 4 = 2, we have D2 > 0. 
Since Bs |C − 3h| = E and (C − 3h−E)2 > 0, we have h1(S,−(C − 3h)) = 1 by
Lemma 2.4 (1). Hence we get h1(IC(3)) = 1 by (2.8). Thus there exists an element
u of H0(OC(3)) which is not (the image of) a cubic polynomial, and an element ϕ of
Hom(IC ,OC) such that ϕ(f) = u (cf. the last paragraph of §2.1). Let π be the map
defined by (2.2). Then we have π(ϕ) = (δ¯(ψ(ϕ))) ∪ ϕ = (δ¯(ϕ(f))) ∪ ϕ = δ¯(u) ∪ ϕ
by the alternative expression (2.5) of π. Thus it suffices to show the following: the
cup product δ¯(u) ∪ ϕ by
∪2 : H
1(IC(3))×Hom(IC ,OC)
∪
−→ H1(OC(3))
is non-zero in H1(OC(3)). (See §2.1 for δ¯,∪2 etc.) If it is proved, then by Proposi-
tion 2.1, ϕ is obstructed at the second order. Our procedure for this is as follows: we
relate the above cup product map to familiar Serre duality pairing via several cup
product maps, and eventually obtain the non-zero of the original product from the
perfect pairing. First of all, since Hom(IC ,OC) ∼= H0(HomP3(IC ,OC)) ∼= H
0(NC)
is a cohomology group on C, the above ∪2 is compatible with the cup product map
∪3 : H
1(NC
∨(3))×H0(NC)
∪
−→ H1(OC(3))
via natural maps. Here NC
∨ is the conormal bundle IC/IC
2 of C. Moreover, since
Z is an effective divisor on C, by tensoring OC(2Z) with the first and the last
sheaves of ∪3, we get another cup product map
∪4 : H
1((NC
∨(3)(2Z))×H0(NC)
∪
−→ H1(OC(3)(2Z)),
which is also compatible with the previous ones ∪i (i = 1, 2, 3) via natural maps.
3.1. In this subsection, we compute the obstruction. Let u be as above. By the
exact sequence (2.11) as n = 3, we have a commutative diagram of exact sequences
12 HIROKAZU NASU
(3.1)
0 0 0
↓ ↓ ↓
0 → OS(3)(−C) −−−→ OS(3)(E − C)
rE−−−→ OE(2)(−Z) → 0y y y
0 → OS(3) −−−→ OS(3)(E)
rE−−−→ OE(2) → 0yres y y
0 → OC(3) −−−→ OC(3)(Z) −−−→ OZ → 0
↓ ↓ ↓
0 0 0.
Since C − 3h− E is nef and big by Claim 3.4, we have
H i(OS(3)(E − C)) = 0 (i = 0, 1)
by Lemma 2.4 (2). Hence the diagram induces an isomorphism H0(OS(3)(E))
∼
→
H0(OC(3)(Z)). Thus there exists an element uˆ of H0(OS(3)(E)) such that uˆ
∣∣
C
= u.
In particular, as we saw in §2.3 (cf. (2.12) and (2.13)), there exist a quadratic
polynomial ξ and two quartic polynomials η1, η2 such that
(3.2) u =
η1
x
=
η2
y
in Rat(OC(3)) and xη2 − yη1 = ξf as a polynomial.
Moreover, by the snake lemma, we have
H1(OS(3)(−C)) = CokerH
0(res)
∼
−→ H0(OE(2)(−Z)).
By the choice of u (not a cubic polynomial), we have the following:
rE(uˆ) = ξ
∣∣
E
6= 0 in H0(OE(2)), and(3.3)
div(ξ
∣∣
E
) = Z.(3.4)
These respectively follow from the explicit description of rE in Claim 2.6 and the
direct diagram chasing.
Before we start the computation, we observe one sheaf inclusion OC(2Z) ⊂
NC
∨(3)(2Z). We get the inclusion by taking the dual of the exact sequence of
normal bundles
(3.5) 0 −→ NC/S︸ ︷︷ ︸
∼=ωC(1)
−→ NC −→ NS ⊗OC︸ ︷︷ ︸
∼=OC(3)
−→ 0
and then tensoring with OC(3)(2Z). We see that the inclusion induces an injection
between their H1. For the injectivity, it is enough to show that N ∨C/S(3)(2Z)
∼=
OS(3h+ 2E − C)
∣∣
C
does not have global sections. Indeed, we have
(3h+ 2E − C) · C = −(C − 3h− E)2 − 3h · (C − 3h− E) + 2 < 0,
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since C − 3h− E is nef (hence effective) and big. Therefore we get the injection.
Lemma 3.5. Let ϕ, u, and ξ be as above. Let t be the image of δ¯(u) by the map
H1(IC(3))→ H1(NC
∨(3)(2Z)). Then we have the following:
(1) t is contained in H1(OC(2Z)) ⊂ H
1(NC
∨(3)(2Z)). Moreover, the cup prod-
uct by ∪4 corresponding to ϕ equals the cup product t ∪ u by
∪5 : H
1(OC(2Z))×H
0(OC(3))
∪
−→ H1(OC(3)(2Z)).
(2) Let p : C → P1 be the projection from Z, and let x′, y′ be two linearly
independent global sections of p∗OP1(1) = OC(h−Z) corresponding to x, y.
Then t is represented by a 1-cocycle
ξ
xy
∈ C1(U1,OC(2Z)) = Γ(D(x
′) ∩D(y′),OC(2Z))
with respect to the open affine covering U1 = {D(x′), D(y′)} of C.
Proof. We compute the coboundary δ¯(u) in H1(IC(3)). We recall the cubic
equation f = Ax+By defining S (cf. §2.3). By the smoothness of S,
U2 := {D(x), D(y), D(A), D(B)}
is an open affine covering of P3. We compute δ¯(u) by the Cˇech cohomology with
respect to U2. By (3.2) u is represented by η1/x over D(x) and η2/y over D(y),
where η1, η2 are quartic polynomials such that xη2 − yη1 = ξf . Therefore, δ¯(u) in
H1(IC(3)) is represented by
δ¯(u) =
η2
y
−
η1
x
=
xη2 − yη1
xy
=
ξ
xy
f
over D(x) ∩ D(y). Thus δ¯(u) is contained in the subsheaf IS(3) ⊂ IC(3) over
D(x) ∩D(y). Restricting it to C, we see that t is contained in the subsheaf OC ⊂
NC
∨(3) over D(x) ∩D(y) and represented by ξ/xy there.
On the other hand, the subcovering {D(x), D(y)} of U2 covers whole C except for
Z. Indeed, the two linear forms {x, y} is a basis of the pencil P := H0(OC(1)(−Z))
and the fixed part of P is exactly Z. Therefore D(x) = D(x′)\Z, D(y) = D(y′)\Z,
and ξ/xy gives a section of OC(2Z) over D(x′)∩D(y′). Now we make a change on
the coverings of C. We consider another open affine covering
U3 := {D(x
′), D(y′), D(A), D(B)}
of C. Then both U1 and U2 are refinements of U3. There are isomorphisms between
all Cˇech cohomology groups
Hˇ1(Ui,OC(2Z)) (1 ≤ i ≤ 3)
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induced by natural maps
C•(U1,OC(2Z))←− C
•(U3,OC(2Z)) −→ C
•(U2,OC(2Z))
of Cˇech complexes with respect to Ui (1 ≤ i ≤ 3). Moreover, by the above com-
putation, we see that the 1-cocycle representing t can be taken from the one in
C1(U3,OC(2Z)), and mapped to ξ/xy in C
1(U1,OC(2Z)). Hence we have proved
(2) and t ∈ H1(OC(2Z)). Finally, we prove (1). By the definition of u, the
restriction of ϕ to OC ⊂ NC
∨(3) as a homomorphism NC
∨(3) → OC(3) is the
multiplication map by u. The desired cup product is t ∪ u by ∪5. 
3.2. In this subsection, we show that the cup product t ∪ u obtained in Lemma
3.5 is non-zero. For this purpose, first we show t 6= 0.
Claim 3.6. t 6= 0 in H1(OC(2Z)).
Proof. Since {x, y} is a basis of H0(OS(1)(−E)), by the base point free pencil
trick, there exists an exact sequence
K : 0 −−−→ OS(2E)
[ y −x ]
−−−−→ OS(1)(E)⊕2
[ xy ]
−−−→ OS(2) −−−→ 0
of Koszul type. The restriction of K to C is the exact sequence
KC : 0 −−−→ OC(2Z)
[ y −x ]
−−−−→ OC(1)(Z)⊕2
[ xy ]
−−−→ OC(2) −−−→ 0.
The restriction map K→ KC induces
H0(OS(1)(E)⊕2)
σ
−−−→ H0(OS(2))
δ′′
−−−→ H1(OS(2E))y y yres
H0(OC(1)(Z)⊕2)
γ
−−−→ H0(OC(2))
δ′
−−−→ H1(OC(2Z)).
By the definition of the Cˇech coboundary map and the description of t obtained
in Lemma 3.5 (2), we have δ′(ξ
∣∣
C
) = t. Put tˆ := δ′′(ξ
∣∣
S
). Then tˆ is an element of
H1(OS(2E)) such that tˆ = ξ/xy over D(x′) ∩D(y′) and tˆ
∣∣
C
= t.
On the other hand, we obtain the exact sequence
KE : 0 −−−→ OE(−2)
[A B ]
−−−→ OE
⊕2
[
−B
A
]
−−−→ OE(2) −−−→ 0
as the restriction of K to E. Here A,B denote the quadratic polynomials in the
equation f = Ax+By of S. The restriction map K→ KE induces
H0(OS(1)(E)
⊕2)
σ
−−−→ H0(OS(2))
δ′′
−−−→ H1(OS(2E))y y y
H0(OE
⊕2)
ε
−−−→ H0(OE(2)) −−−→ H1(OE(−2)).
It follows from H1(OS(2E − C)) = 0 that the restriction map H1(OS(2E))
res
→
H1(OC(2Z)) is injective. Hence it suffices to prove tˆ 6= 0 for the claim. Suppose
that tˆ = 0 for contradiction. Then ξ
∣∣
S
∈ im σ and hence ξ
∣∣
E
∈ im ε. This implies
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that ξ
∣∣
E
is a linear combination of A
∣∣
E
and B
∣∣
E
. When we consider the divisors
of zeros corresponding to ξ
∣∣
E
and 〈A
∣∣
E
, B
∣∣
E
〉, this means Z = div(ξ
∣∣
E
) (by (3.4))
belongs to the restriction Λ
∣∣
E
of the conic pencil Λ = |h − E| to E (cf. Remark
2.7). This contradicts Lemma 3.3. Thus tˆ 6= 0. 
We next prepare an effective divisor ∆ on S which fills a gap between Mumford’s
case (C ∼ 4h + 2E) and our general case. Consider the linear system |C − 4h|
( 6= ∅ by assumption) on S. Since (C − 4h − mE) · E = −2 +m < 0 if and only
if m < 2, Bs |C − 4h| contains E with multiplicity two. We take a member ∆† of
|C − 4h− 2E| which is disjoint from E and fix it. Then there exists a cup product
map
∪6 : H
1(OC(2Z))×H
0(OC(3)(∆)) −→ H
1(OC(3)(2Z +∆)),
which is compatible with ∪5 via natural maps. The last sheaf OC(3)(2Z + ∆) is
isomorphic to the canonical line bundle OC(KC) by
OC(3)(2Z +∆) ∼= OS(3h+ 2E +∆)
∣∣
C
∼= OS(C − h)
∣∣
C
∼= OC(KC).
Thus ∪6 is the Serre duality cup pairing for OC(2Z). Now we consider an exact
sequence
(3.6) 0 −→ OS(−h)︸ ︷︷ ︸
∼=OS(KS)
−→ OS(C − h) −→ OS(C − h)
∣∣
C︸ ︷︷ ︸
∼=OC(KC)
−→ 0.
Then the cup product map with its extension class e, which is the coboundary map
of (3.6), induces the next commutative diagram:
H1(OC(2Z))× H0(OC(3)(∆)))
∪6−−−→ H1(OC(3)(2Z +∆)) ∼= H1(KC)
res
x y∪ e y∪ e
H1(OS(2E))×H1(OS(3)(∆− C)))
∪7−−−→ H2(OS(3)(2E +∆− C))∼= H2(KS),
where res is the restriction map in the proof of Claim 3.6. The last cup product
∪7 is the Serre duality cup pairing for OS(2E).
We have already got the non-zero element tˆ of H1(OS(2E)) such that tˆ
∣∣
C
= t in
the proof of Claim 3.6. By the commutativity of the diagram, we have (t∪u)∪e =
tˆ ∪ (u ∪ e). Since H1(OS(2E)) is of dimension one, by the Serre duality, we have
only to show that u∪ e 6= 0 in H1(OS(3)(∆−C))) instead of t∪u 6= 0 in H1(KC).
Claim 3.7. u ∪ e 6= 0 in H1(OS(3)(∆− C)).
†When ∆ = 0, then C ∼ 4h+ 2E on S. This is exactly the case of Mumford’s example ([10]).
Taking ∆ = 0 in our proof, we have a proof for his case. Thus Proposition 3.1 is a natural
generalization of his example.
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Proof. Suppose that u ∪ e = 0 for contradiction. Since the cup product map
with e is the coboundary map of the exact sequence
0 −→ OS(3)(∆− C) −→ OS(3)(∆) −→ OC(3)(∆) −→ 0,
there exists uˆ′ in H0(OS(3)(∆)) such that uˆ′
∣∣
C
= u. Since ∆ and E are disjoint,
the image of uˆ′ by the restriction map
H0(OS(3)(∆ + E))
rE−→ H0(OE(2))
is zero. Now we recall that u has a lift uˆ in H0(OS(3)(E)) such that rE(uˆ) 6= 0 by
(3.3). Since H0(OS(3)(∆+E −C)) ∼= H
0(S,−h−E) = 0, we deduce uˆ′ = uˆ from
uˆ′
∣∣
C
= uˆ
∣∣
C
= u. This is a contradiction. 
Therefore we complete the proof of Proposition 3.1. 
3.3. In this subsection, we give a technical remark to Proposition 3.1. In the proof
of this proposition, the assumption that C is a general member of |D| was used
only to prove Lemma 3.3. We characterize the members C that do not satisfy
Z = C ∩ E /∈ Λ
∣∣
E
, where Λ is the conic pencil |h− E| on S.
Proposition 3.8. Let C, E, Z, and Λ be as above. Then the following two condi-
tions are equivalent: (1) Z 6∈ Λ
∣∣
E
; (2) H0(OC(1)(−2Z)) = 0.
Proof. Let us consider the commutative diagram of restriction maps:
H0(OS(1)(−E))
r1−−−→ H0(OE(2))yv1 yv2
H0(OC(1)(−Z))
r2−−−→ H0(OZ).
The first condition is equivalent to the injectivity of the the composite v2◦r1. On the
other hand, the second condition is equivalent to the injectivity of r2. Therefore,
it suffices to show that v1 is an isomorphism. In fact, we can easily check that
C − h+ E is nef and big. This implies that H i(OS(1)(−E − C)) = 0 for i = 0, 1.
Thus we have the equivalence. 
Suppose that H0(OC(1)(−2Z)) 6= 0. Then there exists a plane H which is
tangential to C at Z. Let Z = p + q where p, q ∈ C. Then the tangents to C at p
and q are coplanar. (See Figure 1.)
When Z ∈ Λ
∣∣
E
, what can we say about the obstruction? Let C be such a special
member of |D|. Then the reverse diagram chase in the proof of Claim 3.6 shows
t = 0. Thus the cup product t ∪ u by ∪5 is zero. Since H1(NC), H1(OC(3)) and
H1(OC(3)(2Z)) are all isomorphic via natural maps, we deduce all the previous
cup products by ∪i (i ≤ 4) are zero. Hence ϕ ∈ H0(NC) corresponding to t = 0 is
not obstructed at the second order. However, we will later see that C corresponds
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C
E Hp
q
Figure 1. two tangents on a plane
to a non-reduced point of the Hilbert scheme (cf. Proposition 4.5). This implies
that ϕ is obstructed at the n-th order for some n ≥ 3.
4. An application to non-reduced components of the Hilbert
scheme
In this section, we apply Proposition 3.1 to a problem on non-reduced components
of the Hilbert scheme, and prove the main theorem. The theorem shows that a
special case of Conjecture 4.7 of Kleppe and Ellia is true.
Let W be an irreducible closed subset of the Hilbert scheme HSd,g with d ≥ 3.
Suppose that W is maximal among all the irreducible closed subsets of HSd,g whose
general member is contained in a smooth cubic surface. Let C be a general member
of W and let S be a general cubic surface containing C. Then we obtain a 7-tuple
(a; b1, . . . , b6) of integers satisfying
(4.1)


a > b1 ≥ b2 ≥ . . . ≥ b6 ≥ 0, a ≥ b1 + b2 + b3,
d = 3a−
6∑
i=1
bi, and g =
(
a− 1
2
)
−
6∑
i=1
(
bi
2
)
as the E-multidegree of C. (See §2.2 for more detail.)
Conversely, suppose that a 7-tuple (a; b1, . . . , b6) satisfying (4.1) is given. If L
is an invertible sheaf of this multidegree on a smooth cubic surface S, then every
general member of |L| is a smooth connected curve by the conditions a > b1 and
b6 ≥ 0. Thus we have a non-empty irreducible closed subset W of HSd,g by
(4.2)
W :=
{
C ∈ HSd,g
∣∣ C ⊂ S: a smooth cubic, OS(C) ∼= OS(a; b1, . . . , b6) ∈ PicS}− ,
where − denotes the closure in (HSd,g)red.
Definition 4.1. For a 7-tuple (a; b1, . . . , b6) of integers satisfying (4.1), we denote
the above subset W of HSd,g by W(a;b1,...,b6).
When d > 9, any general member C of W is contained in the unique cubic
surface S, and furthermore, the above construction gives one-to-one correspondence
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(a; b1, . . . , b6) ↔ W(a;b1,...,b6) between the 7-tuples satisfying (4.1) and the maximal
irreducible closed subsetsW ofHSd,g whose general member is contained in a smooth
cubic surface (cf. [6, Remark 2]). Thus to determine all irreducible components of
HSd,g whose general member is contained in a smooth cubic, it suffices to solve the
next problem:
Problem 4.2. Determine allW(a;b1,...,b6) that are irreducible components of (H
S
d,g)red.
The above problem makes sense only when g ≥ 3d − 18. This is because, as
is found in [6], dimW(a;b1,...,b6) = d + g + 18 when d > 9, while every irreducible
component of HSd,g is of dimension at least 4d (= χ(NC)) from a general theory. In
what follows, we consider the above problem in the range
Ω := {(d, g) ∈ Z2|d > 9, g ≥ 3d− 18}.
Let (d, g) ∈ Ω, let W =W(a;b1,...,b6), and let C be a general member of W . Then,
we have natural inequalities
(4.3) dimW ≤ dim[C]H
S
d,g ≤ h
0(NC).
If dimW = dim[C]H
S
d,g, then W is an irreducible component of (H
S
d,g)red. H
S
d,g is
smooth at [C] if and only if dim[C]H
S
d,g = h
0(NC). The exact sequence (3.5) induces
H1(NC) ∼= H1(OC(3)) because we have H1(ωC(1)) = 0. Therefore we get
(4.4) h0(NC)− dimW = (4d+ h
1(OC(3)))− (d+ g + 18) = h
1(IC(3)).
Here the last equality follows from the exact sequence (2.4). By the same equality,
in our case where dimW ≥ 4d, we always have
(4.5) h1(OC(3)) ≥ h
1(IC(3)).
Let S be the cubic surface containing C and let h be the class of hyperplane
sections of S. Then, as we saw in §2, the dimension h1(IC(3)) can be computed
from the fixed part F of the linear system Λ3 := |C − 3h| on S. By the formula
(2.7), F is empty (i.e. Λ3 is free), or a union of three kinds of (multiple) lines:
single, double, or triple.
Lemma 4.3. Let (d, g) ∈ Ω, let W =W(a;b1,...,b6) ⊂ H
S
d,g, and let C be as above.
(1) If d < 12, then H1(IC(3)) = 0.
(2) If d ≥ 12, then we have
h1(IC(3)) = ♯ {i|bi = 2}+ 3(♯ {i|bi = 1}) + 6(♯ {i|bi = 0}),
where ♯ denotes the cardinality of a set. In particular, H1(IC(3)) = 0 if and
only if b6 ≥ 3.
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Proof. Let S, h, and Λ3 be as above. By the Serre duality, we have
(4.6) H1(OC(3))
∨ ∼= H2(OS(3h− C))
∨ ∼= H0(OS(C − 4h)).
Suppose d < 12. Then the last cohomology group vanishes because (C − 4h) · h =
d−12. This implies H1(IC(3)) = 0 by (4.5). Thus we proved (1). Suppose d ≥ 12.
Then by the Riemann-Roch theorem on S, we have χ(C − 3h) = g − 2d + 9 ≥
d − 9 > 0, while H2(C − 3h) ∼= H0(2h − C)∨ = 0. Therefore C − 3h is effective.
Similarly, we have (C − 3h)2 = 2g − 5d+ 25 ≥ d− 11 > 0. By applying Corollary
2.5 to Λ3, we get the conclusion. 
When b6 ≥ 3 (i.e. Λ3 is free), the lemma shows H1(IC(3)) = 0. This implies
h0(NC) = dimW by (4.4). Thus the following is obvious.
Proposition 4.4 (Kleppe [6]). Let (d, g) ∈ Ω and let W = W(a;b1,...,b6) ⊂ H
S
d,g.
If b6 ≥ 3, then HSd,g is generically non-singular along W . Moreover, W is an
irreducible component of HSd,g.
When d ≥ 12 and b6 ≤ 2 (i.e. Λ3 is non-free), we have h1(IC(3)) 6= 0 by Lemma
4.3. So there may be some irreducible component V which strictly contains W .
In this case, Problem 4.2 becomes non-trivial. However, as long as we study the
case where h1(IC(3)) = 1, the dichotomy between (A) and (B) described in the
introduction (cf. §1) makes the situation simple. Now we give a proof of Theorem
1.2.
Proof of Main Theorem LetW be as in the statement. ThenW = W(a;b1,...,b6)
for some 7-tuple (a; b1, . . . , b6) satisfying (4.1). Lemma 4.3 shows that we have
h1(IC(3)) = 1 if and only if d ≥ 12, b6 = 2 and b5 ≥ 3. Thus the proof of the
theorem reduces to the next proposition which is an application of Proposition 3.1.
Proposition 4.5. Let d ≥ 12, let g ≥ 3d− 18, and let W = W(a;b1,...,b6) ⊂ H
S
d,g. If
b6 = 2 and b5 ≥ 3, then HSd,g is generically singular along W . Moreover, W is an
irreducible component of (HSd,g)red. Hence H
S
d,g is non-reduced along W .
Proof. We check that any general member C ofW satisfies the two conditions
(i) and (ii) of Proposition 3.1. The condition (i) is clearly satisfied with E = E6
because of Lemma 2.2 (iii). Since h1(IC(3)) = 1, we have H1(OC(3)) 6= 0 by (4.5).
Therefore, the condition (ii) follows from (4.6).
Since C has an obstructed deformation by Proposition 3.1, HSd,g is singular at [C]
and we have dim[C]H
S
d,g < h
0(NC). Consequently, we have dimW = dim[C]HSd,g
in (4.3) from h1(IC(3)) = 1. Hence W is an irreducible component of (HSd,g)red.
Moreover, since HSd,g is singular at any general point of W , H
S
d,g is non-reduced
along W . 
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Therefore the proof of Theorem 1.2 is completed. 
We give some example of non-reduced components of the Hilbert scheme.
Example 4.6. Let λ ≥ 0 be an integer. Then the subsets
W(λ+12;λ+3,3,3,3,3,2) ⊂ H
S
d,4d−37 (d = 2λ+ 19) and
W(λ+12;λ+4,3,3,3,3,2) ⊂ H
S
d, 7
2
d−27
(d = 2λ+ 18)
are irreducible components of (HS
P3
)red. Moreover, H
S
P3
is non-reduced along each
of them.
Theorem 1.2 shows that the next conjecture is true whenever h1(IC(3)) = 1
without the assumption that H1(IC(1)) = 0. In fact, H1(IC(1)) = 0 follows from
h1(IC(3)) = 1.
Conjecture 4.7 (Kleppe [6], Ellia [3]). Let (d, g) ∈ Ω and let W be an irreducible
closed subset of HSd,g whose general member C is contained in a smooth cubic
surface. Suppose that W is maximal among all such subsets. If H1(IC(3)) 6= 0
and H1(IC(1)) = 0, then W is an irreducible component of (HSd,g)red of dimension
d+ g + 18. Moreover, HSd,g is non-reduced along W .
Remark 4.8. This was originally conjectured by Kleppe in [6] without the as-
sumption of linearly normality (H1(IC(1)) = 0). He proved that the conjecture is
true in the following two ranges: g > 7+ (d−2)2/8 for d ≥ 18, g > −1+ (d2−4)/8
for 14 ≤ d ≤ 17. When d < 14, we have H1(IC(3)) = 0 by e.g. Lemma 4.3 (1) or
[6, Corollary 17]. Hence he considered the conjecture in the range d ≥ 14. Later,
Ellia [3] proved the conjecture for the wider range that g > G(d, 5) for d ≥ 21.
Here G(d, 5) denotes the maximal genus of curves of degree d, not contained in a
quartic surface. G(d, 5) nearly equals d2/10 for d≫ 0. Moreover, he gave a coun-
terexample for linearly non-normal curves, and suggested restricting the conjecture
to linearly normal curves.
After the original version of this paper was submitted, the author learned that
Kleppe [7] had made further progress in proving the conjecture: his result consists
of a proof of the conjecture for part of the case h1(IC(3)) = 1 and that for part
of the case h1(IC(3)) = 3, but does not cover our result (cf. Example 4.6). The
method of his proofs is different from ours (cf. Remark 4.9).
Remark 4.9. To prove Conjecture 4.7 for a given W = W(a;b1,...,b6) ⊂ H
S
d,g, it
suffices to prove that W is a component of (HSd,g)red because H
S
d,g is automatically
non-reduced along W by the assumption H1(IC(3)) 6= 0. In [6],[3] and [7], the
authors proved that W is a component of (HSd,g)red by contradiction. First they
assumed that a general member C of W is a specialization of curves contained
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not in a cubic but in a surface of degree greater than three. Then they got a
contradiction by using a dimension count of a certain family of curves on a quartic
([6], [3]), or using the fact that the dimension of cohomology groups can only
increase under specialization by semicontinuity ([7]).
Finally we remark that W in Conjecture 4.7 is not an irreducible component of
(HSd,g)red provided that h
1(IC(1)) 6= 0. This fact is obtained from the following,
whose proof is essentially given by [3, Remark VI.6] and [2, Remark 2.10].
Proposition 4.10 ((Ellia [3], Dolcetti-Pareschi [2])). Let (d, g) ∈ Ω and let W =
W(a;b1,...,b6) ⊂ H
S
d,g. Suppose that b6 = 0. Then W is not an irreducible component
of (HSd,g)red.
Appendix (Irreducible components of HSd,g
whose general member is contained in a smooth quadric)
We can naturally consider the same problem as Problem 4.2 for curves contained
in a smooth quadric surface Q ∼= P1 × P1 with bidegree (a, b) ∈ PicQ ∼= Z2. This
problem is easier than Problem 4.2. One of the reason for this is that we have
H1(Q,D) = 0 for any effective divisor D on Q.
Let d > 4 and g ≥ 0 be two integers. For a pair (a, b) of non-negative integers
satisfying a + b = d, (a − 1)(b − 1) = g and a ≥ b > 0, we define an irreducible
closed subset W(a,b) of H
S
d,g as follows:
W(a,b) :=
{
C ∈ HSd,g
∣∣ C ⊂ Q: a smooth quadric, OQ(C) ∼= OQ(a, b) ∈ PicQ}− .
Then W(a,b) is an irreducible closed subset of H
S
d,g whose general member is con-
tained in a smooth quadric surface and maximal among all such subsets. We can
easily see that dimW(a,b) = 2d + g + 8. The next proposition shows that W(a,b) is
an irreducible component of HSd,g if and only if g ≥ 2d− 8.
Proposition 4.11. Let d > 4 and g ≥ 0 be two integers, and let W(a,b) ⊂ H
S
d,g.
Then HSd,g is generically non-singular along W(a,b). Moreover, if g ≥ 2d − 8, then
W(a,b) is an irreducible component of H
S
d,g. Otherwise, W(a,b) is a subvariety of H
S
d,g
of codimension 2d− 8− g.
Proof. Let C be a general member of W(a,b) which is contained in a smooth
quadric surface Q, and let h be the class of hyperplane sections ofQ. Then the exact
sequence 0 → IQ(2) → IC(2) → IC/Q(2) → 0 induces H
i(IC(2)) ∼= H
i(IC/Q(2))
for i = 1, 2. Therefore, we obtain
(4.7) H i(IC(2)) ∼= H
2−i(OQ(a− 4, b− 4))
∨ (i = 1, 2)
by H i(IC/Q(2)) ∼= H
i(OQ(2h− C)) ∼= H2−i(OQ(C − 4h))∨.
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First we assume that g ≥ 2d − 8. Since g − 2d + 8 = (a − 3)(b − 3), we have
a ≥ b > 3 when g > 2d− 8, and we have a = 3 or b = 3 when g = 2d− 8. Thus it
follows from (4.7) that H1(IC(2)) = 0. By [6, Theorem 1 (a)], W(a,b) is a reduced
component of HSd,g. Next we assume that g < 2d− 8. This implies b < 3 and hence
we have H1(OC(2)) ∼= H2(IC(2)) = 0 by (4.7). By [6, Theorem 1 (b)], HSd,g is
generically non-singular along W(a,b), and the codimension of W(a,b) in H
S
d,g is equal
to h1(IC(2)) = 2d− 8− g.
Thus we conclude that HSd,g is generically non-singular along W(a,b). 
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