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Let f (t) be a non-negative concave function on the positive half-
line. Given an arbitrary partitioned positive semi-definite matrix,
we show that
∥∥∥∥∥∥ f
⎛
⎝
⎡
⎣ A X
X∗ B
⎤
⎦
⎞
⎠
∥∥∥∥∥∥ ≤ ‖f (A)‖ + ‖f (B)‖
for all symmetric (i.e. unitarily invariant) norms. This characteriza-
tion of concave functions extends a famous trace inequality of Rot-
fel’d,
Tr f (A + B) ≤ Tr f (A) + Tr f (B)
and contains several classical matrix inequalities.
© 2011 Elsevier Inc. All rights reserved.
1. Rotfel’d Theorem and norms
In the late 1960s, Rotfel’d [9] proved a famous subadditivity result for concave functions of sums
of singular values for operators. This short, self-contained note points out a simple proof of a norm
version of this theorem and next, in the second section, extends it to an interesting new block-matrix
inequality.
The simplest and most important case of the Rotfel’d Theoremmay be stated as a trace inequality:
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Let A, B ≥ 0 and let f (t) be a non-negative concave function on [0,∞). Then,
Tr f (A + B) ≤ Tr f (A) + Tr f (B). (1.1)
For f (t) = tp (0 < p < 1) this was first noted by McCarthy [8]. Here and throughout this note,
upper case letters stand for n-by-nmatrices, or equivalently operators on a finite dimensional Hilbert
space H. Inequality (1.1) may be extended to some natural and widely used norms on operators. By a
natural norm ‖ · ‖, we require the contractive property
‖XAY‖ ≤ ‖A‖
for all A and all contractions X, Y (a contraction maps the unit ball ofH into itself). As extreme points
of contractions are unitary, this condition is equivalent to the unitary invariance property
‖UAV‖ = ‖A‖
for allA and all unitary operatorsU, V . It then follows that such a norm is a symmetric gauge function of
the singular values (vonNeumann’s theorem). Thereforewe call it a symmetric norm; though the term
of unitarily invariant norm is also common. Typical examples are the Schatten p-norms (the lp norms
of the singular values), especially the trace norm and the operator norm, and the Ky Fan k-norms,
A → ‖A‖(k), defined as the sum of the k largest singular values. Hence from the min–max principle
follows:
‖A‖(k) = maxPTr |A|P where the maximum run over all rank k projections P.
Here |A| is the positive part in the polar decomposition A = U|A|. This simple principle is known as
Ky Fan’s maximal principle. Another principle of Ky Fan is the dominance one:
‖A‖(k) ≥ ‖B‖(k) for all k ensures that ‖A‖ ≥ ‖B‖ for all symmetric norms.
These principles, norms, gauge function and majorization theory are quite well exposed in several
books, for example in [2].
It is easy to derive (1.2) from (1.1) in case of the Ky Fan norms, and next for all symmetric norms
thanks to the dominance principle; the following proof is much simpler than the one of [11], Theorem
4.4.
Let A, B ≥ 0 and let f (t) be a non-negative concave function on [0,∞). Then, for all symmetric norms,
‖ f (A + B) ‖ ≤ ‖f (A)‖ + ‖f (B)‖. (1.2)
Proof. Wewill derive (1.2 ) from (1.1). A simple proof of (1.1) is given in the next section. It suffices to
prove (1.2) for the Ky Fan k-norms,
‖ f (A + B) ‖(k) ≤ ‖f (A)‖(k) + ‖f (B)‖(k). (1.3)
Indeed, since‖f (A)‖(k)+‖f (B)‖(k) = ‖f (A′)+f (B′)‖(k),whereX′ is thediagonalmatrixwhose entries
down the diagonal are the eigenvalues of the positive matrix X , the Ky Fan dominance principle and
(1.3) ensure that
‖ f (A + B) ‖ ≤ ‖ f (A′) + f (B′) ‖
for all symmetric norms so that (1.2) follows from the triangle inequality and the obvious equalities
‖X‖ = ‖X′‖.
Let g(t) := f (t) − f (0). Since for every positive matrix ‖f (X)‖(k) = ‖g(X)‖(k) + kf (0), it suffices
to prove (1.3) when f (0) = 0. Letting P denote a spectral projection of A + B corresponding to the k
largest eigenvalues, we then have
‖ f (A + B) ‖(k) = Tr f (P(A + B)P)
≤ Tr f (PAP) + Tr f (PBP)
≤ ‖ f (A) ‖(k) + ‖ f (B) ‖(k),
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where thefirst inequality follows from(1.1) and the second inequality fromthe fact that theeigenvalues
of PAP are dominated by those of A, similarly for B. Hence (1.3) holds. 
2. Extension to block-matrices
Let us first briefly outline an elementary two-by-two proof of (1.1) which leads us to state our main
result. By adding a suitable constant to f (t), note that (1.1) can be restated as: Let A, B ≥ 0 and let f (t)
be a non-decreasing concave function on [0,∞). Then,
Tr f (A + B) + Tr f (0)I ≤ Tr f (A) + Tr f (B).
Next, set
T =
⎡
⎣A1/2 B1/2
0 0
⎤
⎦ .
Observe that
Tr f (T∗T) = Tr f (A + B) + Tr f (0)I
and
Tr f (TT∗) = Tr f
⎛
⎝
⎡
⎣ A A1/2B1/2
B1/2A1/2 B
⎤
⎦
⎞
⎠ .
Since T∗T and TT∗ are unitarily congruent,
Tr f (T∗T) = Tr f (TT∗)
for any continuous function. Hence (1.1) is equivalent to
Tr f
⎛
⎝
⎡
⎣ A A1/2B1/2
B1/2A1/2 B
⎤
⎦
⎞
⎠ ≤ Tr f (A) + Tr f (B). (2.1)
The proof of (2.1) follows by applying to the operators
X =
⎡
⎣ A A1/2B1/2
B1/2A1/2 B
⎤
⎦ and Y =
⎡
⎣ A −A1/2B1/2
−B1/2A1/2 B
⎤
⎦
an elementary Jensen’s type inequality, probably going back to von Neumann in the late 1920s,
Tr f (X) + Tr f (Y)
2
≤ Tr f
(
X + Y
2
)
,
where X and Y are Hermitians.
Now we may state our generalization of (1.1) and (1.2).
Theorem 2.1. Let f (t) be a non-negative concave function on [0,∞). Then, given an arbitrary partitioned
positive semi-definite matrix,
∥∥∥∥∥∥ f
⎛
⎝
⎡
⎣ A X
X∗ B
⎤
⎦
⎞
⎠
∥∥∥∥∥∥ ≤ ‖f (A)‖ + ‖f (B)‖
for all symmetric norms.
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Proof. A classical fact, [12, p. 15], asserts that X = A1/2CB1/2 for some contraction C. Let R = (I −
C∗C)1/2, so that R is a positive contraction such that C∗C + R2 = I and
⎡
⎣ A X
X∗ B
⎤
⎦ =
⎡
⎣ A1/2 0
B1/2C∗ B1/2R
⎤
⎦
⎡
⎣A1/2 CB/2
0 RB1/2
⎤
⎦ .
By using the simple fact that T∗T 
 TT∗ (unitarily congruent) we then deduce
⎡
⎣ A X
X∗ B
⎤
⎦ 

⎡
⎣A1/2 CB1/2
0 RB1/2
⎤
⎦
⎡
⎣ A1/2 0
B1/2C∗ B1/2R
⎤
⎦ .
Now ⎡
⎣ A X
X∗ B
⎤
⎦ 

⎡
⎣A 0
0 0
⎤
⎦+
⎡
⎣C∗BC C∗BR
RBC RBR
⎤
⎦
so that, using (1.2),
∥∥∥∥∥∥ f
⎛
⎝
⎡
⎣ A X
X∗ B
⎤
⎦
⎞
⎠
∥∥∥∥∥∥ ≤
∥∥∥∥∥∥ f
⎛
⎝
⎡
⎣A 0
0 0
⎤
⎦
⎞
⎠
∥∥∥∥∥∥+
∥∥∥∥∥∥ f
⎛
⎝
⎡
⎣C∗BC C∗BR
RBC RBR
⎤
⎦
⎞
⎠
∥∥∥∥∥∥ . (2.2)
Next, observe that
⎡
⎣C∗BC C∗BR
RBC RBR
⎤
⎦ =
⎡
⎣C∗ 0
0 R
⎤
⎦
⎡
⎣B1/2 0
B1/2 0
⎤
⎦
⎡
⎣B1/2 B1/2
0 0
⎤
⎦
⎡
⎣C 0
0 R
⎤
⎦ .
By using once again the fact that T∗T 
 TT∗, combined with C∗C + R2 = I,
⎡
⎣C∗BC C∗BR
RBC RBR
⎤
⎦ 

⎡
⎣B 0
0 0
⎤
⎦ .
The above relation with (2.2) yields
∥∥∥∥∥∥ f
⎛
⎝
⎡
⎣ A X
X∗ B
⎤
⎦
⎞
⎠
∥∥∥∥∥∥ ≤
∥∥∥∥∥∥ f
⎛
⎝
⎡
⎣A 0
0 0
⎤
⎦
⎞
⎠
∥∥∥∥∥∥+
∥∥∥∥∥∥ f
⎛
⎝
⎡
⎣B 0
0 0
⎤
⎦
⎞
⎠
∥∥∥∥∥∥ . (2.3)
This proves the theoremwhen f (0) = 0. The general case follows. Indeed, by a limit argumentwemay
assume that the partitioned matrix is invertible, hence with spectrum lying on some interval [r, s],
r > 0. Define f˜ (t) as any concave function on [0,∞) such that f˜ (0) = 0 and f˜ (t) = f (t) for t ∈ [r, s].
Then f˜ (A) = f (A), f˜ (B) = B and
f˜
⎛
⎝
⎡
⎣ A X
X∗ B
⎤
⎦
⎞
⎠ = f
⎛
⎝
⎡
⎣ A X
X∗ B
⎤
⎦
⎞
⎠
so that the statement holds for f (t) and f˜ (t). 
The rest of the paper points out some consequences of the theorem and its proof.
Remark 2.2. Note that the above result does not require that A and B have the same size. By an obvious
repetition, we also have a result for a block matrix partitioned inm2 blocks. Especially, for anm-by-m
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positive semi-definite matrix (aij) with eigenvalues (λi) we get
m∑
i=1
f (λi) ≤
m∑
i=1
f (aii) (2.4)
for any non-negative concave functions on [0,∞). Since affine functions t → at + b satisfies (2.4) for
arbitrary real numbers a and b, (2.4) actually holds for all concave functions on [0,∞); meanwhile
the inequality is reversed for a convex function. We thus recapture a basic relation from majorization
theory [2].
Remark 2.3. Theorem 2.1 with f (t) = t yields the following estimates for partitioned positive semi-
definite matrix
‖A ⊕ B‖ ≤
∥∥∥∥∥∥
⎡
⎣ A X
X∗ B
⎤
⎦
∥∥∥∥∥∥ ≤ ‖A‖ + ‖B‖ . (2.5)
The left inequality is classical. The right one is more subtle.
Remark 2.4. For the trace norm, Theorem 2.1 claims a trace inequality. Likewise in Remark 2.2, this
trace inequality is also satisfied by affine functions t → at + b for any real numbers a and b. Thus
given any partitioned positive semi-definite matrix,
Tr f
⎛
⎝
⎡
⎣ A X
X∗ B
⎤
⎦
⎞
⎠ ≤ Tr f (A) + Tr f (B) (2.6)
for all concave functions f : [0,∞) → (−∞,∞). By making use of the relation Tr log X = log det X
for X > 0, we infer a determinant inequality of Fisher from (2.6) with f (t) = log t,
det
⎡
⎣ A X
X∗ B
⎤
⎦ ≤ det A det B.
Note that the right inequality of (2.5) can be considered as a norm-companion to Fisher’s inequality.
Corollary 2.5. Let
M =
⎡
⎣ A X
X∗ B
⎤
⎦
be a positive matrix whose blocks are of same size n × n. Then, for k = 1, . . . , n,
k∏
j=1
λj(I + M) ≤
k∏
j=1
λj(I + A)λj(I + B).
Proof. Apply Theorem 2.1 to f (t) = log(1 + t) and to the Ky Fan k-norms. 
Remark 2.6. In Corollary 2.5, with S, T two n × n positive matrices, let
M =
⎡
⎣ S S1/2T1/2
T1/2S1/2 T
⎤
⎦
and take n = k. Since M is unitarily congruent to (S + T) ⊕ 0, we recapture the elementary
determinantal inequality [10, Chapter 8]
det(I + S + T) ≤ det(I + S) det(I + T).
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Remark 2.7. A key fact in the proof of Theorem 2.1 is the unitary congruence TT∗ 
 T∗T . This is
an immediate consequence of the polar decomposition T = U|T| = |T∗|U. By inspecting the proof
of Theorem 2.1, we may note that we have actually shown that, given any partitioned positive semi-
definite matrix,
⎡
⎣ A X
X∗ B
⎤
⎦ = U
⎡
⎣A 0
0 0
⎤
⎦U∗ + V
⎡
⎣0 0
0 B
⎤
⎦ V∗
for some unitary (block)-matrices U and V . This interesting decomposition seems to have been first
noticed in the manuscript [4]. It seems not well-known in the available literature.
Remark 2.8. Though our paper fits in the setting ofMatrix Analysis, the resultmay be clearly extended
to a larger setting, for instance, such as for compact operators on a Hilbert space and the class of
Schatten p-norms; see [10] or [7] for a detailed account on symmetric norms on ideals of Hilbert space
operators. Experts on von Neumann algebras also should note some possible extension to the setting
of semi-finite operator algebras.
A much stronger result than the Rotfel’d inequality (1.2) holds: Bourin and Uchiyama [6] proved
that
||f (A + B)|| ≤ ||f (A) + f (B)|| (2.7)
for all non-negative concave functions, all positive operators, and all symmetric norms. The special
case when f (t) is operator concave was first proved by Ando and Zhan [1]. Further developments on
this inequality have been recently given in [5,3]. By combining this inequalitywith the simple fact that
T∗T is positive semi-definite, we may infer from Theorem 2.1 the following.
Corollary 2.9. Let 0 ≤ p ≤ 2. Then, given an arbitrary partitioned matrix,
∥∥∥∥∥∥
∣∣∣∣∣∣
⎛
⎝A Y
X B
⎞
⎠
∣∣∣∣∣∣
p ∥∥∥∥∥∥ ≤
∥∥ |A|p + |X|p ∥∥+ ∥∥ |Y |p + |B|p ∥∥
for all symmetric norms.
Proof. Since
∣∣∣∣∣∣
⎛
⎝A Y
X B
⎞
⎠
∣∣∣∣∣∣
p
=
∣∣∣∣∣∣
⎛
⎝|A|2 + |X|2 A∗Y + X∗B
Y∗A + B∗X |Y |2 + |B|2
⎞
⎠
∣∣∣∣∣∣
p/2
and f (t) = tp/2 is concave, Theorem 2.1 yields
∥∥∥∥∥∥
∣∣∣∣∣∣
⎛
⎝A Y
X B
⎞
⎠
∣∣∣∣∣∣
p ∥∥∥∥∥∥ ≤
∥∥∥ (|A|2 + |X|2)p/2
∥∥∥+
∥∥∥ (|Y |2 + |B|2)p/2
∥∥∥ .
Then the proof is completed by applying inequality (2.7). 
Remark 2.10. The above result does not require that A and B have the same size. A quite similar result
holds for a block matrix partitioned inm2 blocks. Especially, for the trace norm and anm-by-mmatrix
A = (aij) we get
Tr |A|p ≤ ∑
i,j
|aij|p 0 ≤ p ≤ 2,
which is a well-known and basic fact in Matrix Analysis [12, Chapter 3].
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To conclude we note that Theorem 2.1 or (2.6) is a characterization of concave functions.
Remark 2.11. If f (t) is a continuous function on the positive half-line such that
Tr f
⎛
⎝
⎡
⎣ a x
x∗ b
⎤
⎦
⎞
⎠ ≤ f (a) + f (b)
for all two by two positive matrices, then f (t) is concave. Indeed, with a = b = {s + t}/2 and
x = {s − t}/2 for arbitrary s, t ≥ 0, this says {f (s) + f (t)}/2 ≤ f ({s + t}/2).
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