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RÉSUMÉ.L’ordonnancement d’applications parallèles représentées par des graphes de tâches
consiste à trouver l’ensemble de processeurs sur lequel chaque tâche doit être exécutée afin de
minimiser le temps d’exécution de ces applications tout en exploitant rationnellement les res-
sources. Alors que la plupart des algorithmes d’ordonnancement de graphes de tâches paral-
lèles visent des grappes homogènes, cet article montre la nécessité d’avoir de tels algorithmes
pour des agrégations de grappes de calcul qui sont de plus en plus répandues et qui peuvent
permettre de déployer des applications parallèles à des échelles sans précédents. Nous pro-
posons des améliorations d’une heuristique d’ordonnancement de tâches parallèles en milieu
homogène. Ensuite, nous l’adaptons au cas de plates-formeshétérogènes de type grappe hété-
rogène de grappes homogènes.
ABSTRACT. While most parallel task graph scheduling research has beendone in the context
of single homogeneous clusters, heterogeneous platforms have become prevalent and are ex-
tremely attractive for deploying applications at unprecedented scales. In this paper we address
the need for scheduling techniques for parallel task applications for heterogeneous clusters of
clusters by proposing a method to adapt existing parallel task graph scheduling heuristics that
have proved to be efficient on homogeneous environments. Before adapting that heuristic to
heterogeneous platforms, we propose some improvements forhomogeneous platforms
MOTS-CLÉS :Heuristiques d’ordonnancement, tâches parallèles, DAGs,grappe de grappes
KEYWORDS:Heterogeneous scheduling, parallel tasks, DAGs, cluster of clusters
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1. Introduction
Une approche récente permettant de pallier la demande croissante en mémoire
et en ressources de calcul des applications parallèles consiste à agréger des grappes
de calcul existantes soit au sein d’une seule institution, sit réparties entre plusieurs
institutions. Il s’agit souvent de grappes de tailles variables dont les capacités peuvent
être différentes en fonction des technologies présentes aumoment de leur installation.
Ces plates-formes composées de plusieursgrappes de stations de travail(Andersonet
al., 1995) sont à la fois attractives parce qu’elles offrent uneimportante puissance de
calcul, et un défi pour les chercheurs du fait de leur hétérogénéité.
Une des méthodes qui permet d’exploiter la puissance de calcul ainsi disponible est
de combiner les parallélismes de tâches et de données présents dans les applications
scientifiques. Ces applications peuvent alors être modélisées par des graphes de tâches
parallèles. De manière informelle, une tâche parallèle estune tâche qui contient des
opérations élémentaires, typiquement une routine numérique ou des boucles imbri-
quées, qui contiennent suffisamment de parallélisme pour être exécutées par plus d’un
processeur. Dans cet article, nous considérons un certain type de tâches parallèles : les
tâches modelables(Tureket al., 1992). Ce sont des tâches parallèles pouvant s’exécu-
ter sur un nombre quelconque de processeurs. Ce nombre n’estpas fixéa priori mais











































Figure 1. Exemple d’ordonnancement en deux étapes d’un graphe de tâchsynthé-
tique sur une grappe homogène de 10 processeurs
La figure 1 illustre le problème de l’ordonnancement de tâches parallèles qui
consiste dans un premier temps à trouver le bon nombre de procsseurs à allouer à
chaque tâche lors de laphase d’allocation. Ensuite il faut déterminer quels sont les
processeurs sur lesquels exécuter les différentes tâches lors de laphase de placement.
Notons dans cet exemple qu’à l’issue de la phase d’allocation, chaque tâche peut être
représentée par une boîte dont la largeur correspond à l’allocation et la hauteur à une
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estimation de son temps d’exécution. Par exemple,3 processeurs ont étés alloués à la
tâche4, ce qui conduit à un temps d’exécution de125 secondes. Les algorithmes d’or-
donnancement de tâches parallèles peuvent être répartis endeux catégories. La pre-
mière est constituée d’algorithmes où la phase d’allocation et la phase de placement
sont indissociables. Ce sont les algorithmes d’or onnancement en une étape(Boudet
et al., 2003). La seconde catégorie regroupe les algorithmes d’ordonnancement en
deux étapes(Radulescuet al., 2001a; Radulescuet al., 2001b; Ramaswamyet
al., 1997; Rauberet al., 1998) où l’allocation et le placement sont séparés en deux
procédures distinctes.
De nombreuses études ont été réalisées pour l’ordonnancemet de graphes de
tâches parallèles dans le cas de plates-formes homogènes (Lepèreet al., 2002; Ra-
dulescuet al., 2001a; Radulescuet al., 2001b; Ramaswamyet al., 1997; Rauberet
al., 1998). Or les plates-formes hétérogènes sont de plus en plus répandues et très
attrayantes car elles peuvent permettre de déployer des applications parallèles à des
échelles sans précédents. Il est donc nécessaire de développer des heuristiques d’or-
donnancement pour de tels systèmes hétérogènes. Une première approche a consisté
à adapter une heuristique d’ordonnancement de tâches séquentielles sur plates-formes
hétérogènes au cas de tâches parallèles (Casanovaet al., 2004). Dans cet article nous
nous intéressons à une approche complémentaire consistantà modifier un algorithme
d’ordonnancement de tâches parallèles en milieu homogène (Radulescuet al., 2001b)
et à prendre en compte l’hétérogénéité des ressources.
Les contributions de cet article sont : (i) apporter des améliorations à l’heuris-
tique choisie dans le cas de plates-formes homogènes, aussibien dans sa procédure
d’allocation que dans sa procédure de placement ; (ii) utiliser un nouveau concept de
virtualisation des plates-formes qui permet de gérer plus facilement les allocations de
ressources en milieu hétérogène ; (iii) introduire une nouvelle méthode de placement
fondée sur l’idée de l’heuristiquesufferage(Maheswaranet al., 1999) ; (iv) et, définir
une méthode d’évaluation par simulation de nombreux scénarios.
Dans la section suivante, nous présentons les modèles de plates-formes et d’appli-
cations utilisés. Nous décrirons ensuite notre méthodologie d’évaluation (section 3)
puis nous présenterons quelques travaux reliés qui déboucheront sur la formalisation
du problème dans la section 4. Après avoir apporté quelques améliorations à l’heuris-
tique d’ordonnancementen milieu homogène présentée dans (R dulescuet al., 2001b)
(section 5), nous adapterons l’une des heuristiques obtenues a x plates-formes hété-
rogènes dans la section 6. Enfin, la section 7 nous permettra dconclure cet article.
2. Modèles de plates-formes et d’applications
Dans cet article, nous considérons des agrégations hétérogènes de grappes homo-
gènes. Ces plates-formes sont représentatives de certaines infrastructures de grilles de
calcul réparties entre différentes institutions, qui disposent généralement chacune de
grappes homogènes. Nous avons doncC grappes et chaque grappeCk contientPk
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processeurs identiques pour un total deP processeurs sur la plate-forme. Les vitesses
des processeurs et les caractéristiques des réseaux locauxne sont pas nécessairement
les mêmes entre les différentes grappes. La figure 2 montre lastructure de nos plates-
formes. Les processeurs d’une même grappe sont reliés entreeux à travers un commu-
tateur (Switch). Les grappes sont reliées par le biais d’unepasserelle à un lien réseau
















Figure 2. Modèle de plate-forme avec les routes entre deux processeursA etB loca-
lisés sur deux grappes différentes et entre deux processeursa et b de la même grappe
Une application parallèle peut être modélisée par un graphecyclique orienté
(DAG) G = (N , E) oùN = {ti | i = 1, · · · , N} est un ensemble deN nœuds (ou
tâches) etE ⊂ {ei,j | (i, j) ∈ {1, · · · , N} × {1, · · · , N}, i < j} est un ensemble de
E arcs. Les nœuds représentent les tâches parallèles et les arcs définissent les rela-
tions de précédence (dépendances de flots ou de données) entrles tâches. On associe
à chaque arcei,j , la quantité de données que la tâcheti doit transférer à la tâchetj . Par
définition, unetâche d’entréedu graphe n’a aucun prédécesseur et unetâche de sortie
est sans successeur. Dans cette étude nous utilisons les nœud Root etEnd pour repré-
senter respectivement les tâches d’entrée et de sortie des DAG . Ce sont deux nœuds
fictifs sans coût (de calcul ou de communication) qui facilitent la manipulation des
graphes de tâches. Une tâche est diteprêtelorsque tous ses prédécesseurs ont terminé
leur exécution.
Dans une grappe homogène, le temps d’exécution d’une tâche parallèlet ∈ N peut
être modélisé par un modèle d’accélération classique. Danscet article, nous utilisons
la loi d’Amdahl (Amdahl, 1967) où le temps d’exécution parallèle est donné par :






· T (t, 1), [1]
p(t) étant le nombre de processeurs alloués àt, T (t, 1) son temps d’exécution sur un
seul processeur (temps d’exécution séquentiel) etα sa portion non parallélisable.
Ce modèle d’accélération ayant été conçu pour prédire le temps d’exécution d’une
application parallèle sur une grappe homogène (en termes deréseaux et de caracté-
ristiques des nœuds de calcul), nous restreignons l’exécution d’une tâche parallèle à
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l’intérieur d’une grappe. Ce choix est également motivé parle fait qu’en pratique les
communications inter-grappes peuvent être très coûteuses. Nou admettons également
dans cet article que les processeurs des plates-formes utilisées sont uniformes, c’est-
à-dire que le temps d’exécution séquentiel d’une tâche est inversement proportionnel
à la vitesse des processeurs. Dans cet article, la vitesse deprocesseurs est mesurée en
milliards d’opérations en virgule flottante par seconde (Gflops).
Nous définissons enfinTb(t), le bottom level, comme étant la longueur du chemin
le plus long depuis la tâchet, incluant son propre temps d’exécution, jusqu’à unetâche
de sortiequelconque.Tb(t) est calculé en faisant la somme des temps d’exécution
(prédits) des tâches présentes sur ce chemin.
Le tableau 1 présente les principales notations qui sont utilisées dans cet article.
La notion de grappe de référence sera introduite ultérieurement.
Tb(t) bottom level de la tâchet
TCP longueur du chemin critique du DAG
TA aire moyenne
Ts(t) date de début d’exécution d’une tâchet
Tf(t) date de fin d’exécution d’une tâchet
C nombre de grappes
Pref nombre total de processeurs sur la grappe de référence
Pk nombre total de processeurs sur la grappeCk
pk(t) nombre de processeurs alloués à la tâchet sur la grappeCk
T k(t, pk(t)) temps d’exécution de la tâchet surpk(t) processeurs de la
grappeCk
rk rapport de la puissance d’un processeur de la grappe de
référence sur celle d’un processeur de la grappeCk
Tableau 1.Liste des principales notations utilisées
3. Méthodologie d’évaluation
Pour l’évaluation de nos heuristiques, nous avons recours àdes simulations afin
d’explorer une large variété de plates-formes et d’applications. L’utilisation de simu-
lations nous permet également de garantir la reproductibilité des expériences et des
conditions expérimentales. Pour cela nous utilisonsSimGrid1 (Casanovaet al., 2008),
une boîte à outils conçue pour la simulation de grilles de calcul et la mise en œuvre
d’applications distribuées. Nous utilisons le modèle de tâches parallèlesptask_L07
qui tient compte du modèle TCP/IP dans les communications dot nous tenons compte
dans nos heuristiques pour la prédiction des temps de communicatio s. DansSimGrid,
1. http ://simgrid.gforge.inria.fr
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pour un flux de communication donné entre deux hôtes distants, l bande passante at-
teignable sur un lien est le minimum entre la bande passante de c lien etγ/(2 × λ),
γ étant la taille maximale de la fenêtre TCP (en octets) etλ la latence totale (en se-
condes) entre les deux hôtes. Pour nos expérimentations, lavaleur maximale de la
fenêtre TCP est fixée à4Mo comme elle l’est actuellement dans la grille expérimen-
talegrid’50002.
Les simulations sont effectuées sur des plates-formes et des DAGs générés aléatoi-
rement en faisant varier plusieurs paramètres permettant de fixer certaines propriétés.
Les plates-formes générées sont constituées de1, 2, 4 ou8 grappes. Le nombre de
processeurs de chaque grappe est tiré aléatoirement entre16 et 128 pour les plates-
formes dont le nombre de grappes est supérieur ou égal à2. Pour les plates-formes à
une seule grappe, le nombre de processeurs est tiré entre16 et 512. Dans une même
plate-forme, les liens intra-grappes sont du Fast Ethernet(débit = 100Mb/s et la-
tence= 100µs) pour les grappes d’indice pair et du Giga Ethernet (débit= 1Gb/s
et latence= 100µs) pour les grappes d’indice impair. Ces liens peuvent subir des
contentions. La dorsale reliant les grappes entre elles a undébit de2,5Gb/s et une
latence de50ms. Chaque grappe est connectée à la dorsalevi une passerelle ayant
une capacité de1Gb/s et une latence de100µs.
La borne inférieure des vitesses des processeurs (enGflops) est de0,25, 0,5, 0,75
ou 1. En ce qui concerne les plates-formes ayant plusieurs grappes, le rapport entre
cette borne inférieure et la borne supérieure des vitesses des processeurs de la plate-
forme, qui constitue le degré d’hétérogénéité, est pris parmi les valeurs1, 2 ou 5.
Nous choisissons ainsi la vitesse des processeurs des différentes grappes de la plate-
forme en tirant aléatoirement des vitesses entre les bornesinférieure et supérieure.
Par exemple si la borne inférieure des vitesses de processeurs est fixée à0,5Gflops
et le degré d’hétérogénéité à5, alors les vitesses des processeurs sont tirées entre
0,5Gflops et2,5Gflops. Pour chaque combinaison de ces paramètres nous générons
10 échantillons dans le cas des plates-formes à une grappe et5 échantillons pour les
autres. Au total, nous avons généré 220 plates-formes dont40 à une grappe et180
(60× 3) pour les plates-formes comprenant plusieurs grappes.
Les DAGs générés sont constitués de10, 20 ou50 tâches parallèles. Nous suppo-
sons que les tâches parallèles considérées traitent des nombres réels double précision
et que les processeurs ont chacun une mémoire de1 Go. Les graphes de tâches sont
générés en tirant une taille des donnéesm, multiple de1024 (1 Ko), entre les valeurs
limites 2048 et 11268, ce qui correspond au plus à1 Go d’occupation mémoire par
tâche. Ensuite, la complexité de toutes les tâches d’un mêmeDAG est de la forme





M ), a ·MlogM (tri d’un tableau deM éléments), ouM3/2 (multi-




M ), ou est tirée au sort parmi ces trois
complexités. On aM = m2 eta est un nombre tiré aléatoirement entre26 et 29 pour
tenir compte du fait qu’un algorithme effectue généralement plusieurs opérations. La
2. https ://www.grid5000.fr
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portion non parallélisable de chaque tâche (leα de la loi d’Amdahl) est un nombre
aléatoire pris entre0 et0,25. Le volume des transferts est égal àM , oùM est relatif à
la tâche qui génère le transfert.
Quatre paramètres permettent de faire varier la forme des graphes : (i) la lar-
geur (0,1, 0,2 ou0,8). Une largeur de0,8 correspond à un graphe compact avec beau-
coup de parallélisme de tâches ; (ii) la régularité entre nivaux (0,2 ou 0,8). Dans un
graphe peu régulier, la différence entre les nombres de tâchs sur deux niveaux consé-
cutifs peut être très importante ; (iii) la densité qui caractérise le fait que l’on a plus ou
moins de relations de précédence entre les tâches de l’applic tion (0,2 ou0,8) ; et (iv)
la longueur maximale des sauts entre niveaux (1, 2 ou 4). Ce dernier paramètre sert
à générer des graphes contenant des chemins de longueurs différentes (en nombre de
nœuds) entre les tâches d’entrée et de sortie. Pour chaque combinaison de ces para-
mètres, nous générons 3 échantillons différents, soit1296 DAGs.
Les simulations étant effectuées sur une large variété de plat s-formes et d’appli-
cations, il est nécessaire d’utiliser des métriques normalisées pour l’évaluation des
performances de nos heuristiques afin d’obtenir des mesuresmoyennes pertinentes.
Nous utiliserons donc les trois métriques suivantes :
le makespan relatif par rapport au meilleurmakespanpour une même instance.
L’une des mesures les plus utilisées dans l’évaluation des heuristiques d’or-
donnancement est le temps de complétion oumakespan. Le makespanest la
différence entre la date de début et la date de fin d’exécutiond’u e applica-
tion. Autrement dit, c’est le temps d’exécution total de l’application. Lemakes-
pan relatif que nous utiliserons dans cet article s’obtient en faisant le rapport
du makespanobtenu par une heuristique par le meilleurmakespanobtenu par
l’une des heuristiques concurrentes pour la même instance (même plate-forme
et même DAG). Notons que cemakespan relatifest toujours supérieur ou égal
à 1. Il est égal à1 si l’heuristique concernée donne le meilleurmakespanpour
cette instance ;
l’accélération par rapport au meilleur algorithme d’ordonnancement séquentiel
(SEQ). Elle mesure le gain en temps d’exécution par rapport àl’ordonnance-
ment des tâches les unes après les autres sur le processeur leplus rapide de la
plate-forme considérée ;
l’efficacité dont la définition traditionnelle est difficilement généralis ble pour les
plates-formes hétérogènes. Le travail totalW effectué durant l’exécution d’une
application est la somme des travaux effectués pour l’exécution de chaque tâche,
c’est-à-dire le produit du temps d’exécution de cette tâche(ens) par la puissance
de calcul utilisée (enGflops). SEQ étant l’heuristique qui utilise le plus ration-
nellement les ressources de calcul, pour un DAG et une plate-forme donnés,
nous calculons l’efficacité en faisant le rapport du travailtotal effectué (par les
ressources de calcul) lorsqu’on utilise SEQ par le travail total effectué lorsqu’on
utilise l’algorithme à évaluer (cf. équation [2]). Une efficacité élevée (proche de
1) traduit le fait que les ressources de calcul sont rationnellement utilisées dans
l’exécution parallèle de l’application. Notons que cette définition de l’efficacité
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ne tient pas compte des éventuels « trous » pouvant se produire dans l’ordon-
nancement. Notre choix est basé sur le fait que l’ordonnancement peut être im-
planté afin d’épargner à l’utilisateur le « paiement » des processeurs inutilisés.
Sur les plates-formes actuelles, contrôlées par des gestionnaires de ressources,
cela peut être réalisé en effectuant plusieurs soumissionsou réservations. L’ap-
proche brutale qui consiste à réserver le maximum de processeurs nécessaires
pour toute la durée de l’exécution d’une application est très peu économe en






Le problème de l’ordonnancementde tâches en prenant en compte le coût des com-
munications, est NP-complet au sens fort, même dans le cas ouil existe un nombre
infini de processeurs (Chrétienne, 1988). De nombreuses heuristiq es ont donc été
conçues pour ordonnancer des tâches parallèles. Dans (Dutot, 2005), un algorithme
d’ordonnancement de tâches modelables interdépendantes sur une hiérarchie de ma-
chines multiprocesseurs est présenté. (Casanovaet al., 2004) proposent l’une des rares
heuristiques d’ordonnancement de tâches parallèles destiné aux plates-formes hété-
rogènes (MHEFT). Cette heuristique est obtenue en adaptantun algorithme d’ordon-
nancement de tâches séquentielles sur plates-formes hétérogènes au cas de DAGs de
tâches parallèles. Notre approche complète cette dernièrepuisque nous partons d’un
algorithme d’ordonnancement de graphes de tâches parallèles sur plates-formes ho-
mogènes pour l’adapter au cas de plates-formes hétérogènes.
Si certaines études théoriques existent (Lepèreet al., 2002), la plupart des algo-
rithmes d’ordonnancement de tâches parallèles (Radulescuet al., 2001a; Radulescu
et al., 2001b; Ramaswamyet al., 1997; Rauberet al., 1998) sont des algorithmes en
deux étapes et ont été conçus pour des milieux homogènes. La première étape vise
à déterminer un nombre de processeurs adéquat pour chaque tâche. Dans la seconde
étape, les différents auteurs utilisent des heuristiques de li te pour placer les tâches.
(Ramaswamyet al., 1997) extraient des DAGs à partir de codes séquentiels puis
appliquent leur algorithme TSAS (Two Step Allocation and Scheduling). TSAS uti-
lise la programmation convexe, rendue possible grâce à la propriété deposynomialité
des modèles de coût choisis, ainsi que par certaines propriétés de leur structure de
DAGs. Les fonctions posynomiales sont semblables aux fonctions polynomiales mais
elles n’ont que des coefficients positifs et les exposants sont des nombres réels. Une
fonction posynomiale peut être transformée en une fonctionconvexe par un simple
changement de variable. Ainsi, la programmation convexe permet aux auteurs d’ob-
tenir en temps polynomial des allocations dans l’espace desréel qu’ils arrondissent
ensuite à des nombres entiers. (Rauberet al., 1998) limitent quant à eux leur étude à
des graphes construits par compositions séries et/ou parallèles. Dans le premier cas,
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une séquence d’opérations présentant des dépendances de donné s est placée sur l’en-
semble des processeurs. Les tâches de cette séquence sont alors exécutées séquen-
tiellement. Dans le second cas, l’ensemble des processeursest divisé en un nombre
optimal de sous-ensembles, déterminé par un algorithme glouton. Le critère d’opti-
misation de cet algorithme est la minimisation du temps de complétion de l’ensemble
des tâches.
Dans cet article, nous nous intéressons à l’algorithme CPA (Radulescuet al.,
2001b) qui est à la fois peu coûteux en termes de complexité etrelativement perfor-
mant aussi bien vis-à-vis du temps de complétion des applications que pour la gestion
des ressources. CPA vise à obtenir le meilleur compromis entre la longueur du chemin
critique, c’est-à-dire le plus long chemin du graphe en tenant uniquement compte des
temps d’exécution des tâches, et l’aire moyenne du diagramme de Gantt. Radulescuet
al. remarquent que le temps d’exécution d’une application parallèle peut être appro-
ché par sa borne inférieureT ep = max{TCP , TA}, oùTCP est la longueur du chemin










(T (ti, p(ti))× p(ti)) . [4]
Notons que la notion d’aire moyenne définie par les auteurs deCPA a la dimension
d’un temps. Elle peut être interprétée comme étant le temps moyen d’utilisation des
processeurs.
Le but de CPA est de minimiserT ep au terme de la phase d’allocation. Sachant
queTCP diminue tandis queTA croît lorsque le nombre de processeurs alloués aux
tâches augmente, on initialise les allocations en partant du cas oùTCP est maximal
en allouant un processeur à chaque tâche. Ensuite à chaque itération de la procédure
d’allocation, on alloue un processeur de plus à la tâche la plus rioritaire jusqu’à ce
que l’on obtienneTCP ≤ TA. Cette tâche la plus prioritaire est celle appartenant au
chemin critique et dont le rapportT (t, p(t))/p(t) diminue le plus significativement
si un processeur supplémentaire lui est attribué. Dès qu’elle est vérifiée, la condition
d’arrêt de cette procédure d’allocation (TCP ≤ TA) traduit le fait queT ep est proche
d’un minimum local (T ep ≈ TCP ≈ TA). La figure 3 présente l’évolution deTCP et de
TA en fonction du nombre d’itérations de la procédure d’allocati n de CPA appliquée
à l’exemple de la figure 1.
A chaque itération de la procédure de placement, la tâche prêt ayant le plus grand
bottom levelest choisie pour être placée. Lorsqu’une tâche est prête (tous ses prédé-
cesseurs ont terminé leur exécution), l’emplacement des données nécessaires à son
exécution est connu. Il est donc alors possible de tenir compte des temps de redistri-
butions de données et déterminer les processeurs qui minimisent la date de fin d’exé-
cutionTf (t) de chaque tâche prête. Tf(t) dépend entre autres de la date d’arrivée
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Nombre d’itérations de la procédure d’allocation
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Figure 3. Exemple d’évolution deTCP etTA lors de la procédure d’allocation
Dans (Radulescuet al., 2001b) il a été montré que la complexité de CPA est de
l’ordre deO (N(N + E)P ). N , E et P représentent respectivement le nombre de
nœuds du DAG, le nombre d’arcs du DAG et le nombre de processeurs d la plate-
forme .
5. Améliorations de CPA en milieu homogène
Dans cette section, nous nous plaçons dans le cas où les plate-formes sont consti-
tuées d’une seule grappe homogène et nous proposons deux amélior tions de l’algo-
rithme original de Radulescuet al., la première porte sur la phase d’allocation et la
seconde sur la phase de placement.
5.1. Nouveau critère d’arrêt dans la procédure d’allocation
Par expérience, nous avons constaté que le calcul de l’aire moy nne de CPA est
moins pertinent lorsque le nombre de processeurs (P ) de la plate-forme est beaucoup
plus grand que le nombre de tâches (N ). En effet,TA converge très lentement vers
TCP lorsque le nombre de processeurs de la plate-forme est très grand. Cela débouche
sur des allocations contenant un très grand nombre de processeurs. Or plus on al-
loue de processeurs à chacune des tâches, plus le risque de neplus pouvoir exécuter
en parallèle certaines tâches concurrentes augmente. Il peut donc s’avérer préférable
d’arrêter le processus d’allocation plus tôt et donc de déterminer des allocations plus
petites afin de profiter au mieux du parallélisme de tâches. Nous proposons pour cela
le compromis suivant qui permet d’arrêter plus vite la procédure d’allocation dans le
Ordonnancement de tâches parallèles 85
cas où le nombre de ressources est très élevé en prenantmin(P,
√
P ×N) au lieu de









(T (ti, p(ti))× p(ti)) . [5]
PourP ≫ N , cette nouvelle définition augmente la pente de croissance de l’aire




































Figure 4. Exemple d’évolution deTA, T ′A et deTCP dans la procédure d’allocation
de CPA et dans la nouvelle procédure d’allocation
La figure 4 montre l’évolution deTCP et deTA en utilisant CPA ainsi que celle
de T ′A dans la nouvelle procédure d’allocation sur le DAG de la figure 1. Dans cet
exemple, le nombre de processeurs (P = 30) est supérieur au nombre de tâches
(N = 6). D’où une convergence plus rapide deTCP etT ′A dans le cas de la nouvelle
procédure d’allocation. On note une importante réduction du ombre total de proces-
seurs alloués lorsqu’on utilise la nouvelle procédure d’alloc tion (33 processeurs= 6
processeurs alloués dès l’initialisation+ 27 processeurs supplémentaires) par rapport
au nombre total de processeurs alloués avec CPA (74 = 6 + 68). Cette réduction des
allocations fait passer la longueur du chemin critique de180, 10 secondes à272, 58
secondes mais elle permet de mieux profiter du parallélisme de tâches existant dans le
DAG. Ainsi, dans la figure 5 qui présente le résultat de l’ordonnancement, nous pou-
vons observer que l’exécution en parallèle des tâches1 et 2, puis des tâches3, 4 et 5
permet d’obtenir un meilleur temps de complétion par rapport à l’ordonnancement de
CPA en plus d’une moindre consommation de ressources. Nous sommes conscients
que le compromis que nous venons de définir n’est pas toujoursoptimal du point de
vue du temps de complétion des applications mais il permet surtout de mieux gérer
l’utilisation des ressources. En effet, hormis les tâches «ntièrement parallélisables »,
plus l’on alloue de processeurs aux tâches, plus l’efficacité diminue.
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Figure 5. Ordonnancement du DAG de la figure 1 avec CPA (a) et en utilisant la
nouvelle allocation (b) sur une grappe homogène de30 processeurs
5.2. Tassage lors du placement
Comme dans l’heuristique CPA (Radulescuet al., 2001b), les procédures de place-
ment que nous proposons dans cet article sont dynamiques, c’est-à-dire que la décision
de placement n’est effectuée qu’une fois la tache concernéeprêt . L’avantage de cette
technique de placement est qu’elle s’adapte plus facilement à des plates-formes dy-
namiques partagées par de nombreux utilisateurs, contrôlées par des gestionnaires de
ressources.
La phase d’allocation et la phase de placement des tâches étant d couplées, il peut
arriver qu’une tâche prête se mette à attendre qu’une partiedes processeurs qui lui sont
alloués soient disponibles alors que la majorité des processeur dont elle aurait besoin
le sont déjà. Cette tâche pourrait donc avoir une meilleure dat e fin d’exécution si
l’on réduisait son allocation de sorte qu’elle puisse démarrer dès la date où elle est
prête.
La technique detassageque nous proposons permet d’éviter cette situation. Dans
ce cas il améliore la date de fin d’exécution d’une tâche prêtetout en réduisant le
nombre de processeurs qui lui sont alloués. La procédure de plac ment avec tassage
se comporte de la manière suivante :
1) à l’instant où la tâche prête la plus prioritaire est choisie, on regarde s’il est
possible de débuter son exécution immédiatement avec son allocation initiale, c’est-à-
dire que le nombre de processeurs disponibles est supérieurou égal à cette allocation.
Dans ce cas, la tâche est placée sur les processeurs disponibles ;
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2) si le nombre de processeurs disponibles est inférieur à l’allocation déterminée
pour cette tâche, il faut vérifier si elle pourrait terminer son exécution plus tôt en
utilisant seulement les processeurs déjà disponibles plutôt q ’en attendant que tous
les processeurs qui lui sont alloués soient libres. Si c’estle cas, alors une nouvelle
allocation lui est attribuée et la tâche est placée sur les processeurs disponibles. Sinon
elle attend qu’il y ait suffisamment de processeurs libres envue d’être placée selon
son allocation initiale.
   




























Figure 6. Illustration du placement avec tassage
La figure 6 illustre un exemple de tassage pour une tâche prête. Le fait de réduire
l’allocation de la tâche3 de8 à6 processeurs permet d’avoir une meilleure date de fin
d’exécution pour cette tâche.
Dans la section suivante, nous comparons les performances obt nues en appli-
quant chacune des modifications proposées avec la version origi ale de l’algorithme
CPA (Radulescuet al., 2001b) en milieu homogène. Nous regardons également com-
ment l’algorithme se comporte lorsque nous combinons les deux modifications que
nous venons de décrire.
5.3. Evaluation des algorithmes
La figure 7 compare les moyennes dumakespanrelatif et de l’efficacité des algo-
rithmes sur l’ensemble des DAGs et pour les plates-formes à une grappe dans les cas
suivants :
– utilisation de l’algorithme original (CPA) ;
– utilisation du tassage pendant le placement ;
– utilisation deT ′A au lieu deTA ;
– utilisation combinée deT ′A et du tassage.
Nous observons qu’en moyenne, le tassage permet de réduire le makespandes
applications par rapport à CPA. En effet, cette amélioration de l’heuristique de pla-
cement permet de réduire les trous dans l’ordonnancement endimi uant légèrement
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l’allocation de certaines tâches. En ce qui concerne l’utilisation deT ′A, non seulement
elle permet de gagner de manière significative sur le temps decomplétion des ap-
plications, mais elle utilise aussi plus efficacement les res ources par rapport à CPA.
Cela confirme le fait qu’il est important d’arrêter les allocations suffisamment tôt afin
de pouvoir exécuter les tâches prêtes concurrentes en parallèle. Nous observons éga-
lement que la combinaison des deux améliorations (T ′A et tassage) n’améliore que
très légèrement les performances par rapport à l’utilisation deT ′A seule, cette dernière













































































Figure 8. Makespan relatifs moyens en fonction de la largeur des graphes
Lorsque nous regardons l’évolution dumakespanrelatif des algorithmes en fonc-
tion de la largeur des DAGs (figure 8), il apparaît que pour lesDAGs peu larges
(largeur ≤ 0,2) le tassage améliore significativement lemakespanpar rapport à CPA.
Par contre pour les DAGs de largeur0,8 où il existe de nombreuses tâches pouvant
s’exécuter en parallèle, le tassage seul n’est pas suffisantpour réduire sensiblement
le makespanpar rapport à CPA. Or le fait d’utiliserT ′A permet d’exécuter plusieurs
tâches en parallèles en ayant des allocations réduites. Aini l’utilisation deT ′A permet
d’améliorer de manière notoire lemakespanpar rapport à CPA.
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Dans la section suivante, nous adaptons l’heuristique obtenue n combinant l’uti-
lisation deT ′A et du tassage au cas des plates-formes hétérogènes. Nous mettrons n
place deux heuristiques qui diffèrent par leurs phases de placement.
6. Adaptation aux plates-formes hétérogènes
La plate-forme cible étant maintenant constituée deC grappes, notre idée consiste
à attribuer, lors de la première phase, uneallocation de référenceà chaque tâche qui
représentera sesC allocations potentielles. Nous définirons comment déterminer le
nombre de processeurs à allouer à une tâche sur une grappe en fonction de son alloca-
tion de référence dans la section 6.1. Lors de la phase de placment nous retiendrons
parmi les allocations potentielles celle qui minimise la date de fin d’exécution d’une
tâche prête.
Etant donné qu’il existe désormais plusieurs allocations possibles pour une même
tâche, il convient de redéfinir formellement les notions de ch min critique et d’aire
moyenne qui déterminent la condition d’arrêt de la phase d’alloc tion. Pour cela nous
introduisons la notion degrappe de référencesur laquelle nous ferons évoluer l’al-
location des processeurs. Cette grappe de référence est uneplate-forme homogène
virtuelle ayant une puissance de calcul cumulée équivalente à celle de l’ensemble de
la plate-forme réelle et dont les processeurs ont la plus petite vitesse de la plate-forme










oùrk est le rapport de la puissance d’un processeur de la grappe deréfér nce sur celle
d’un processeur de la grappeCk. L’utilisation de cette grappe homogène virtuelle
permet de conserver une faible complexité dans le nouvel algorithme. Notonspref (t),
l’allocation de référence pour la tâchet, c’est-à-dire le nombre de processeurs qui
lui serait attribué sur la grappe de référence. L’allocation de référence est définie de
sorte que le temps d’exécution effectif de chaque tâche soitrela ivement proche du
temps qu’elle mettrait sur la grappe de référence :T ref(t, pref (t)). La longueur du
chemin critique (TCP ) et l’aire moyenne (T ′A) se définissent maintenant par rapport
aux allocations de référence :
TCP = max
t∈N


















T refb (t) étant lebottom levelcalculé à partir des allocations de référence des tâches.
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Les deux sections qui suivent décrivent les deux étapes des heuristiques que nous
avons conçus.
6.1. Allocation de processeurs
Comme dans CPA, à chaque itération de la procédure d’allocation, la tâche du
chemin critique qui en bénéficie le plus se voit attribuer un processeur supplémen-
taire. Dans nos algorithmes ce processeur est ajouté à l’allocation de référence. Pour
déterminer le nombre de processeurs à allouer à une tâche surune grappe donnée,
d’après son allocation de référence, nous utilisons la loi d’Amdahl. Du fait que nous
utilisons un modèle de processeurs uniformes, l’égalité :
T k(t, pk(t)) = T ref (t, pref (t))
pourk fixé, conduit à :
f(pref (t), t, k) =
(1 − α) · T k(t, 1)
T ref(t, pref (t)) − α · T k(t, 1)) ,
f étant la fonction qui permet de déduirepk(t), l’allocation de la tâchet sur la grappe
Ck. Puisqu’on ne peut allouer plus de processeurs qu’une grappe n’en contient et que
le nombre de processeurs alloués doit être un nombre entier,on n déduit :
pk(t) = min{Pk, ⌈f(pref (t), t, k)⌉} [9]
Algorithme 1 Allocation de processeurs
1: pour tout t ∈ N faire
2: pref (t)← 1
3: fin pour
4: tant que TCP > T ′A et chemin critique non saturéfaire
5: t← tâche du chemin critique |(∃Ck |
⌈












6: pref (t)← pref (t) + 1
7: Mettre à jour lesT refb
8: fin tant que
Pour éviter une boucle infinie dans cette procédure, nous définissons une condi-
tion d’arrêt supplémentaire qui est la notion dechemin critique saturé. Le chemin
critique est dit saturé si les allocations de référence sonttelles qu’il est impossible de
rajouter des processeurs aux tâches qui composent le chemincritique. Le nombre de
processeurs à allouer à chacune des tâches du chemin critique sur toute grappeCk est
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alors le nombre total de processeurs de cette grappe (Pk). Les temps d’exécution des
tâches du chemin critique ne peuvent plus être réduits en augmentant leurs allocations
de référence,TCP est alors minimal et nous arrêtons la procédure d’allocation dès
que cet état est atteint. L’algorithme 1 présente notre version hétérogène de la phase
d’allocation.
6.2. Placement des tâches
Le placement consiste à attribuer à chaque tâche prête choisie t, les processeurs qui
lui garantissent la plus petite échéanceTf (t). SoitT kr (ti, tj) le temps nécessaire à la
redistribution des données entre une tâcheti qui vient de s’exécuter (sur un ensemble
de processeurs connu) et une tâchetj qui lui succède, en considérant son placement
sur la grappeCk. Ce temps dépend notamment des caractéristiques du réseau,de l
quantité des données à transférer et des nombres de processeurs alloués aux tâches
ti et tj . Soit T km(t) la date d’arrivée de la dernière donnée d’une tâche prêtet sur la
grappeCk. On a :








où Pred(t) est l’ensemble des prédécesseurs det. La date à laquelle la tâchet peut
effectivement démarrer son exécution est donc :
T ks (t) = max{dispo(pk(t)), T km(t)} [11]
où dispo(pk(t)) est la date à laquelle la grappeCk aura au moinspk(t) processeurs
libres.
Une fois les allocations potentielles des tâches définies, nous avons étudié deux
politiques différentes pour le placement des tâches.
Dans la première nous adaptons l’algorithme d’ordonnancement de liste de CPA
au cas où l’on dispose de plusieurs allocations possibles pour chaque tâche. Comme
dans CPA, la tâche prête la plus prioritaire est celle qui a lebottom levele plus élevé.
Une fois que cette tâchet est déterminée, nous choisissons l’allocation qui minimise
sa date de fin d’exécution :
Tf (t) = min
k
(




Nous en déduisonsCk, la grappe sur laquelle son exécution est prévue ainsi que sadate
de début d’exécution :Ts(t) = T ks (t). La combinaison de la procédure d’allocation et
cet algorithme de placement donne lieu à l’heuristique HCPA(Heterogeneous Critical
Path and Area-based).
Dans notre seconde heuristique d’ordonnancement, la tâchela plus prioritaire est
déterminée selon le principe de l’heuristiquesufferage(Maheswaranet al., 1999). Ce
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principe consiste à choisir parmi les tâches prêtes celle qui serait la plus pénalisée
s’il lui était attribué sa deuxième meilleure allocation aulieu de la première. Cette
tâche est donc celle qui accuse la plus grande différence entr les deux dates de fin
d’exécution prédites. Cette heuristique ne tient donc pas compte du chemin critique.
Le but de sa mise en œuvre est de voir s’il peut être parfois intéressant d’utiliser des
heuristiques de placement autres que celles fondées sur le chemin critique. Nous ob-
tenons ainsi l’algorithme SHCPA (Sufferage-based Heterogeneous Critical Path and
Area-based). Ici également, le placement de la tâche prête la plus priorita re vise à
minimiser sa date de fin d’exécution en lui attribuant sa meilleure allocation.
6.3. Complexité de HCPA et SHCPA
Soit K, le nombre de processeurs maximum qu’on pourrait attribuerà une tâche




f−1 (Pk, t, k)
⌉
[13]
Dans le pire des cas, il faudraitK itérations pour chaque tâche dans la procédure
d’allocation. D’où un total deK ×N itérations de la procédure d’allocation. la com-
plexité du corps de la boucle (choix du chemin critique, calcul deTCP , Tb, etTA) est
de l’ordre deO((N + E)C). Nous en déduisons la complexité de la phase d’alloca-
tion : O (N(N + E)C ×K).
En ce qui concerne la phase de placement, dans le cas de HCPA, les tâches prêtes
sont triées par ordre de priorité à l’aide d’une procédure del’ordre deO(N2) dans le
pire des cas (cas où toutes les tâches du DAG sont prêtes en même temps du premier
coup). Pour chaque tâche prête à placer, l’on teste lesC allocations possibles. Au
total, la procédure de placement de HCPA est de l’ordre deO(N(N + C)). Cette
complexité est négligeable par rapport à celle de la phase d’allocation. Pour la phase
de placement de SHCPA, dans le pire des cas, lesN tâches sont prêtes en même
temps et la détermination de la ieme tâche la plus prioritaire a un coût de l’ordre
deC × (N − i). En effet, on examine lesC allocations possibles pour chacune des
N−i tâches prêtes pas encore placées. La complexité de la procédu e de placement de
SHCPA est donc de l’ordre deC×N2. Cette complexité peut également être négligée
par rapport à celle de la phase d’allocation.
Il en découle que la complexité de HCPA et SHCPA est de l’ordrede
O (N(N + E)C ×K) . [14]
Dans le cas d’une plate-forme composée d’une unique grappe homogène, la com-
plexité de nos heuristiques est identique à celle de CPA puisqueC = 1 et K = P .
Dans le cas d’une plate-forme hétérogène comprenant plusieurs grappes, il convient
d’exprimer le facteurC × K en fonction du nombre total de processeursP . Soit h
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le degré hétérogénéité de la plate-forme qui correspond au rappo t entre la vitesse du
processeur le plus rapide et celle du processeur le plus lent. D’après l’équation [6]
le nombre de processeurs de la grappe de référence est inférieur àh × P , puisque
1/rk ≤ h, ∀k et queP =
∑C−1
k=0 Pk.
D’autre part,K ≤ maxk⌈Pkrk ⌉ et est donc inférieur ou égal àPref . Par consé-
quent,K ≤ h × P . La complexité de nos heuristiques dans le cas d’une plate-forme
hétérogène composée de plusieurs grappes est donc au plus suérieure à celle de CPA
d’un facteur dépendant du nombre de grappe et du degré d’hétérog néité de la plate-
forme (C × h).
6.4. Evaluation des algorithmes
Dans cette section nous comparons les deux algorithmes obtenus (HCPA et
SHCPA) à CPA (Radulescuet al., 2001b) et MHEFT (Casanovaet al., 2004), une
heuristique qui adapte un algorithme d’ordonnancement de tâches séquentielles sur
plates-formes hétérogènes au cas de DAGs de tâches parallèles. En vue de comparer
CPA à nos algorithmes, nous générons une plate-forme homogène (en termes de vi-
tesse des processeurs) équivalente à la plate-forme hétérogène considérée. Cette plate-
forme équivalente possède la même structure que la plate-forme initiale mais tous les
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Figure 9. Impact du nombre de grappes
La figure 9 montre les performances moyennes des algorithmesen fonction du
nombre de grappes (1, 2, 4 ou8) et sur la totalité des plates-formes générées (toutes).
En regardant les moyennes sur l’ensemble des plates-formes, nou observons que nos
deux heuristiques sont en moyenne plus performantes en termes demakespanpar rap-
port à CPA bien que cette dernière heuristique, qui ne restreint pas l’exécution d’une
tâche à l’intérieur d’une même grappe, soit favorisée par lemodèle d’Amdhal, ce
modèle ne tenant pas explicitement compte des communications intra-tâches. L’heu-
ristique MHEFT est telle que les tâches prêtes sont placées l’une après l’autre sur les
ensembles de processeurs qui minimisent leurs dates de fin d’exécution. Par consé-
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quent, MHEFT ne bénéficie pleinement du parallélisme de tâches que si le nombre de
grappes de la plate-forme est supérieur au nombre de tâches concurrentes car chaque
tâche utilise la totalité de la grappe choisie. La non-exploitati n du parallélisme de
tâches par MHEFT au sein d’une même grappe explique les meilleursmakespanobte-
nus par nos heuristiques sur les plates-formes à une grappe.Plus le nombre de grappes
augmente, plus lemakespanrelatif de MHEFT devient meilleur par rapport à celui de
nos deux heuristiques. En revanche, MHEFT utilisant de trèsnombreuses ressources,
ses performances au niveau dumakespanse font au détriment de l’efficacité.
Du fait que nos deux heuristiques n’allouent des processeurs pplémentaires
qu’aux tâches les plus critiques et que la procédure d’allocti n s’arrête plus tôt que
celle de CPA (utilisation deT ′A, restriction des allocations à l’intérieur d’une seule
grappe), celles-ci utilisent plus rationnellement les resources comparativement à CPA
et MHEFT quel que soit le nombre de grappes de la plate-forme.Cela se traduit par
une efficacité beaucoup plus importante pour nos deux heuristiq e . Ainsi, sur la to-
talité des simulations, l’efficacité de HCPA et SHCPA est quatre fois meilleure que
celle de MHEFT tandis que MHEFT a unmakespanrelatif seulement une fois et de-
mie meilleur.
Nous pouvons donc conclure que nos deux nouvelles heuristiqe sont complé-
mentaires à MHEFT. Si un utilisateur à accès sans partage à unplate-forme conte-
nant de nombreuses grappes, il peut utiliser MHEFT pour rédui e le makespande
l’application. En revanche, sur une plate-forme partagée par de nombreux utilisateurs
ou le temps d’utilisation des processeurs peut être « facturé » aux utilisateurs, une uti-
lisation plus rationnelle s’impose. Dans ce cas, HCPA et SHCPA garantissent un bon
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Figure 10. Impact de la largeur des graphes
La figure 10 traduit le fait que le parallélisme de tâche est mieux exploité par
HCPA et SHCPA. Pour les DAGs larges (largeur = 0,8), l’écart entre lesmakespan
de MHEFT et ceux de HCPA et SHCPA est réduit tandis que ces dernièr s fournissent
des efficacités nettement meilleures.
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Figure 11. Impact du nombre de nœuds des plates-formes
Dans la figure 11, nous avons regroupé les plates-formes en fonction du nombre de
processeurs. Pour un nombre de processeursP compris entre16 et50, tous les DAGs
ont leur nombre de tâchesN proches deP . CPA et HCPA ont alors des performances
assez proches aussi bien pour lesmakespanque pour les efficacités. En revanche, dès
queP est très grand par rapport àN (P ≫ N ), nous pouvons observer l’intérêt de
notre contribution en utilisantT ′A au lieu deTA. Celles-ci gardent une bonne efficacité
quel que soit le nombre de processeurs. MHEFT utilisant de plus en plus de ressources,
sonmakespanrelatif s’améliore au détriment de l’efficacité qui devienttrès faible par
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Figure 12. Impact de l’hétérogénéité des plates-formes
Dans la figure 12, lorsque l’hétérogénéité des plates-formes est égale à1, nous
avons encore une illustration de l’impact de l’utilisationde T ′A. Ces plates-formes
sont homogènes en termes de vitesse de processeurs mais peuvent être composées
de plusieurs grappes et d’un grand nombre de processeurs. CPA pouvant utiliser des
allocations multisites, elle obtient des performances moins bonnes. Lorsque l’hétéro-
généité augmente, l’écart se creuse entre nos heuristiqueset CPA aussi bien vis-à-vis
du makespanque de l’utilisation efficace des ressources. L’allocationd’une tâche sur
une grappe dépendant du rapport entre la vitesse des processeurs de cette grappe et
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celle des processeurs de la grappe de référence, HCPA et SHCPA favorisent ainsi
l’utilisation des processeurs les plus rapides plutôt que l’utilisation de nombreux pro-
cesseurs lents. Par conséquent, plus l’hétérogénéité de laplate-forme est élevée, plus
nos heuristiques sont efficaces en termes d’utilisation desressources. MHEFT utili-
sant au maximum les grappes les plus rapides, elle améliore les t mps de complétion
par rapport à HCPA et SHCPA mais conserve une efficacité très bas e.
Algorithme Accélération⊥ SEQ Efficacité
CPA 5, 48 6, 72%
HCPA 7, 97 41, 58%
SHCPA 8, 07 41, 46%
MHEFT 9, 43 9, 27%
Tableau 2.Performances relatives par rapport à SEQ
Le tableau 2 illustre les performances relatives des heuristiques par rapport au
meilleur algorithme d’ordonnancement séquentiel (SEQ) oùn us avons calculé les
moyennes sur la totalité des simulations. On observe que HCPA et SHCPA sont4, 5
fois plus efficaces que MHEFT tandis que l’accélération moyenne de MHEFT par
rapport à SEQ est seulement de1, 2 fois meilleure comparativement à celles nos nou-
velles heuristiques. Cela confirme le fait que nos nouvellesheuristiques permettent de
trouver un bon compromis entre l’utilisation rationnelle des ressources et la réduction
dumakespandes applications.
Enfin pour ce qui est de la comparaison entre HCPA et SHCPA, il apparaît que
les deux heuristiques donnent des résultats très similaires. Une observation plus fine
des résultats de simulations révèle que SHCPA produit un meilleur makespanque
HCPA dans30, 96 % des cas et unmakespanégal à celui de HCPA dans44, 34 %
des cas, HCPA étant meilleur dans les24, 70 % de cas restants. Cela signifie que
les heuristiques de liste fondées sur le chemin critique pour le placement des tâches
prêtes ne minimisent pas toujours le temps de complétion desapplications parallèles.
D’autres stratégies peuvent être explorées.
La figure 14 montre les résultats de la simulation des algorithmes sur une grappe
de grappes extraite d’une plate-forme réelle. Cette plate-forme est un sous-ensemble
de la grille expérimentalegrid’5000(voir figure 13). Nous avons retenu6 grappes sur
les sites de Lille, Lyon, Nancy, Nice, Orsay et Rennes. Ce sous-ensemble comprend
au total702 processeurs et un réseau relativement rapide dont5 dorsales à10Gb/s.
Sur cette plate-forme de faible hétérogénéité (tous les processeurs ont une vitesse
environ égale à3,3Gflops) et où le nombre de processeurs (P = 702) est très élevé
par rapport au nombre de tâches des applications (N ≤ 50), nous constatons que les
efficacités de MHEFT et CPA sont très faibles par rapport à HCPA et SHCPA. Or
HCPA et SHCPA fournissent desmakespanrelatifs proches de ceux de MHEFT qui
sont en moyenne meilleurs. Cela confirme une fois de plus les bonnes performances
de nos deux algorithmes qui obtiennent un meilleur compromis entre l’utilisation des
ressources et le temps de complétion des applications.
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Figure 14. Comparaison sur un sous-ensemble de grid’5000
7. Conclusion
Dans cet article, nous avons adapté une heuristique d’ordonnancement de tâches
parallèles sur plates-formes homogènes au cas des plates-formes hétérogènes. Pour
cela nous avons choisi une heuristique d’ordonnancement endeux étapes de la littéra-
ture (CPA (Radulescuet al., 2001b)) dont les performances sont relativement bonnes
par rapport aux algorithmes concurrents si on tient compte àla fois de la complexité
de ces algorithmes, des temps de complétion obtenus et de l’utilisation des ressources.
Dans un premier temps, nous avons proposé deux améliorations de CPA dans le
cas des plates-formes homogènes. La première concerne la phase d’allocation et la
seconde, la phase de placement. Dans la phase d’allocation,nous avons redéfini la
98 RSTI - TSI. Volume 28 – n˚ 1/2009
notion d’aire moyenne afin d’arrêter plus tôt la procédure d’allocation de processeurs
et de profiter au mieux de l’exécution en parallèle de tâches concurrentes. Nous avons
expérimentalement vérifié que cette modification permet en moyenne de réduire le
temps de complétion des applications tout en utilisant moins de ressources que CPA.
Dans la phase de placement, nous avons mis en place une technique detassagedont
le but est de réduire à la fois le temps d’attente et la date de fin d’exécution d’une
tâche prête à placer en diminuant son allocation si cela est nécessaire. Nous avons
également vérifié que cette amélioration réduit le temps de complétion des applica-
tions par rapport à CPA. De plus, la combinaison de ces deux améliorations fournit un
léger gain par rapport à chacune des améliorations prise individuellement, la première
amélioration ayant plus d’impact que la seconde.
Ensuite, nous avons adapté l’heuristique obtenue en combinant les deux améliora-
tions au cas de plates-formes hétérogènes de type grappe hétérogène de grappes ho-
mogènes. A cet effet, nous avons introduit la notion degrappe de référencequi nous
a permis de mieux gérer l’hétérogénéité des plates-formes dan la procédure d’alloca-
tion. Le but de cette virtualisation des plates-formes est surtout de conserver une faible
complexité pour nos heuristiques. Ainsi, nous avons mis en place deux heuristiques
qui se distinguent par leur phase de placement : HCPA et SHCPA. Dans HCPA, nous
adaptons la technique de placement de CPA au cas où nous dispoon de plusieurs
grappes, et donc de plusieurs allocations possibles. La phase de placement de SHCPA
est quant à elle basée sur l’heuristiques fferage(Maheswaranet al., 1999).
La complexité de nos deux nouvelles heuristiques est du mêmeordr que celle
de CPA. L’évaluation des heuristiques HCPA et SHCPA en milieu hétérogène révèle
qu’elles sont plus performantes que CPA et qu’elles permettent d’obtenir un meilleur
compromis entre l’utilisation efficace des ressources et laréduction du temps de com-
plétion des applications par rapport à MHEFT (Casanovaet al., 2004).
Dans nos travaux futurs, nous essaierons de mettre en œuvre des heuristiques qui
gèrent équitablement l’exécution concurrente de plusieurDAGs de tâches parallèles
sur des agrégations de grappes de calcul. A l’instar de HCPA et SHCPA, ces heuris-
tiques doivent fournir un bon compromis entre la gestion desres ources et lesmakes-
pan. Pour ces études à venir, nous projetons d’utiliser des plates-formes plus réalistes.
Il sera par exemple possible d’avoir des topologies réseau complexes avec des sous-
graphes non couplés. Nous prévoyons également l’utilisation de modèles de tâches
parallèles qui incluent les coûts des communications intra-tâches.
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