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Abstract
Consider the problem of detecting one of M i.i.d. Gaussian signals corrupted in white Gaussian noise. Conventionally, matched
filters are used for detection. We first show that the outputs of the matched filter form a set of asymptotically optimal sufficient
statistics in the sense of maximizing the error exponent of detecting the true signal. In practice, however, M may be large which
motivates the design and analysis of a reduced set of N statistics which we term approximate sufficient statistics. Our construction
of these statistics is based on a small set of filters that project the outputs of the matched filters onto a lower-dimensional vector
using a sensing matrix. We consider a sequence of sensing matrices that has the desiderata of row orthonormality and low
coherence. We analyze the performance of the resulting maximum likelihood (ML) detector, which leads to an achievable bound
on the error exponent based on the approximate sufficient statistics; this bound recovers the original error exponent when N = M .
We compare this to a bound that we obtain by analyzing a modified form of the Reduced Dimensionality Detector (RDD) proposed
by Xie, Eldar, and Goldsmith [IEEE Trans. on Inform. Th., 59(6):3858-3874, 2013]. We show that by setting the sensing matrices
to be column-normalized group Hadamard matrices, the exponents derived are ensemble-tight, i.e., our analysis is tight on the
exponential scale given the sensing matrices and the decoding rule. Finally, we derive some properties of the exponents, showing,
in particular, that they increase linearly in the compression ratio N/M .
Index Terms
Error exponent, Approximate sufficient statistic, M -ary hypothesis testing, Group Hadamard matrices.
I. INTRODUCTION
Consider the scenario in which we would like to detect an unknown signal si(t) taking on one of M distinct possibilities
{si(t) : i = 1, 2, . . . ,M} with equal probability. Measurement inaccuracies result in noisy observations given by the received
signal y(t) = si(t)+z(t). To detect the signal, one can pose this problem as an M -ary hypothesis test. When the noise is white
and Gaussian and the signals have equal energy, it is well known [1] that the optimal detector is a matched filter in which one
first takes the inner product of y(t) with each of the hypothesized signals si(t) and then chooses the index i with largest inner
product. The set of inner products, which constitutes a set of sufficient statistics in the case of equal-energy signals, together
with the aforementioned decoding rule, minimizes the probability of detecting an incorrect hypothesis.
In practice, M may be prohibitively large, which implies that many inner products need to be computed. For example, one
can imagine that we would like to learn the particular category that an image belongs to. The true category is one out of a
large number of categories M . We observe a coarsely subsampled set of its pixels, the number of which is the length of the
discrete-time signal si. This motivates a new class of detectors—one that computes a set of approximate sufficient statistics
of reduced dimensionality. Instead of using the vector of M inner products, we consider N ≤M judiciously computed inner
products and base our decision solely on this smaller set of statistics [2], [3]. A few natural questions beckon. First, how can
we compress the vector of length M into one of length N such that sufficient information is preserved for reliable detection?
Second, what are the fundamental limits of doing so?
A. Related Works
As shown in [2], [3], this problem shares close similarities to the vast literature on compressed sensing and sparse signal
recovery [4]. This is because, as we show in Section II, one can formulate our problem in terms of the recovery of the non-zero
location of a length-M 1-sparse vector, where the location of the non-zero element indicates which hypothesis is active. There
are numerous works that study the information-theoretic limits of sparse signal recovery. For example, Wainwright [5] and Wang,
Wainwright, and Ramchandran [6] derived sufficient and necessary conditions for exact support recovery. Reeves and Gastpar [7]
showed that recovery with an arbitrarily small but constant fraction of errors is possible and that in some cases computationally
simple estimators are near-optimal. Tulino et al. [8] studied sparse support recovery when the measurement matrix satisfies a
certain “freeness” condition rather than having i.i.d. entries. Scarlett and Cevher [9] provided general achievability and converse
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2bounds characterizing the trade-off between the error probability and number of measurements. However, most of the existing
works assume that the measurements are corrupted by white Gaussian noise. The chief difference is that in our setting, due to
the reduction in the dimensionality of the vector formed by the matched filter, the effective noise is no longer white Gaussian;
this complicates the problem significantly and requires the adaptation of new analytical techniques so that the resultant error
probability is readily analyzable.
Our problem is similar to that of Xie, Eldar, and Goldsmith [2]. In [2], the authors were concerned with detecting the
identities of active users within a general fading framework by using a so-called Reduced Dimensionality Detector (RDD),
which incorporates a subspace projection with a thresholding strategy. The RDD allows for the detection of multiple “active”
signals corresponding to the detection of a k-sparse vector for k ≥ 1. The scheme that the authors proposed results in the error
probability decaying polynomially in the total number of users M . In this paper, we are mainly concerned with establishing
fundamental limits for a simpler setting—namely, the detection of a 1-sparse signal (as only one hypothesis is true). Different
from the setting in [2] in which the signals are deterministic, in this paper, motivated by optimal codes for transmission over
Gaussian channels, we consider random signals that are generated according to product Gaussian distributions. In addition,
since we assume that the hypotheses are equiprobable, the maximum likelihood decoder is optimal and we show that its error
probability decays exponentially fast in M . We also provide analysis leading to a tighter bound of the error probability of
a modified version of the RDD of [2] for the detection of a 1-sparse signal within our specific framework (in which the
underlying signals are Gaussian). This error probability also decays exponentially fast.
Finally, we mention that Hayashi and Tan [10] also considered the fundamental limits of approximate sufficient statistics
from the viewpoint of reconstructing parametric families of distributions. However, rather than focusing on a hypothesis testing-
centric problem, [10] considered the problem of approximating parametric distributions with small average Kullback-Leibler
(KL) or total variation (TV) “distance” from given distributions based on a compressed version of the sufficient statistics.
B. Summary of Main Contributions
There are three main contributions in this paper.
• First, by leveraging the ideas of [2], [11], we construct a set of approximate sufficient statistics for our detection problem.
To do so, we judiciously select an appropriate family of sensing matrices, one that is efficient in compressing the underlying
data and yet amenable to error exponent analysis. The resultant noise upon compression is no longer white and Gaussian.
We choose the sensing matrices to be column-normalized group Hadamard matrices because of their row orthonormality
and low coherence properties as shown by Thill and Hassibi in [12].
• Second, we analyze the performance of this approximate sufficient statistic under the maximum likelihood (ML) decoding
strategy by leveraging ideas from Gallager’s error exponent (reliability function) analysis for channel coding [13]. We
obtain an achievable bound on the error probability and error exponent; this bound recovers the original error exponent
(and hence is tight) when N = M , i.e., when there is no compression. Moreover, we prove that the achievable bound
is ensemble-tight when the sensing matrix is a column-normalized group Hadamard matrix—this means that on the
exponential scale, there is no looseness in our analyses. The error exponent increases linearly with compression rate α
(i.e., the ratio N/M ) when α is small.
• Finally, we obtain an ensemble-tight achievable error exponent for a modified version of the RDD [2] for the detection of
1-sparse signals. We show that the error exponent of the modified RDD is strictly smaller than that of the ML decoder,
but the former is more computationally tractable.
C. Paper Outline
The rest of the paper is structured as follows. The problem is formulated in Section II in which we introduce the notion of
approximate sufficient statistics and various detectors. In Section III, we state our main results on achievable error exponents
based on approximate sufficient statistics and discuss their implications. In Section V, we provide the proofs of our main
results. We conclude and present some open problems in Section VI. Proofs of more technical derivations are relegated to the
appendices.
II. APPROXIMATE SUFFICIENT STATISTICS
We assume that there are M ≥ 2 hypotheses where M is large. Under hypothesis i ∈ {1, . . . ,M}, the transmitted real
signal is si(t) where t ranges over a set of discrete times T . Our observations under hypothesis i are given by the signal
y(t) = si(t) + z(t), t ∈ T , (1)
where {z(t) : t ∈ T } is zero-mean white Gaussian noise with variance σ2 > 0. The assumption that the noise is white and
Gaussian is motivated from practical communication scenarios in which one assumes that the underlying signal is corrupted
by an additive white Gaussian noise (AWGN) channel. For the sake of tractability, we assume that the set of times in which
we observe si(t)—namely the set T—is the finite set {1, 2, . . . , T } (and T is allowed to grow with M ). Motivated by optimal
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Fig. 1: The structure of the matched filter.
coding schemes over an AWGN channel [14, Chap. 7], we assume each signal {si(t) : t ∈ T } is independently generated
from the product Gaussian distribution
∏
t∈T N (si(t); 0, E2). Thus, E2/σ2 can be regarded as the signal-to-noise ratio and
will henceforth be denoted by SNR = E2/σ2. We can write (1) as
y(t) =
M∑
i=1
bisi(t) + z(t), t ∈ T (2)
where the {0, 1}-valued vector b = [b1, b2, . . . , bM ] has ℓ0 norm given by 1, i.e., it is 1-sparse, as only one hypothesis is in
effect. Our goal is to detect the true transmitted signal given the observations {y(t) : t ∈ T }.
A. Matched Filter (MF) and Asymptotically Optimal Sufficient Statistics
Conventionally [1], one applies a matched filter before making a decision based on the outputs of the filter. The matched
filter computes the inner product 〈y(·), si(·)〉 for each i and chooses the index with the largest inner product as the decoding
strategy. These inner products can be collated within the M -dimensional vector
v := [〈y(·), s1(·)〉, 〈y(·), s2(·)〉, · · · , 〈y(·), sM (·)〉]T ∈ RM .
Using the received signal model (2), v can be written as
v = Gb+w, (3)
where G ∈ RM×M is the Gram matrix of the signals with its (i, j)-element defined as [G]ij = 〈si(·), sj(·)〉, w =
[w1, w2, . . . , wM ]
T , v = [v1, v2, . . . , vM ]
T , vi = 〈y(·), si(·)〉, and wi = 〈si(·), z(·)〉.
This filtering and subsequent decoding strategy is optimal in the sense of minimizing the probability of error [1] when the
noise is additive white Gaussian and the signals have equal energy. In this case, the matched filter produces a vector of M
scalars {〈y(·), si(·)〉}Mi=1 that constitutes a set of sufficient statistics. However, when we assume the signals are independently
generated from product Gaussian distributions, the signals do not have equal energy almost surely, which means the vector
produced by the matched filter is, in general, not a set of sufficient statistics. In Theorem 1, however, we prove that v constitutes
a set of asymptotically optimal sufficient statistics in the sense that its error exponent (based on choosing its largest index
argmaxj vj) is the same as that for the optimal decoding strategy, namely, the maximum likelihood decoder (i.e., the one that
declares that the true hypothesis is argmaxj P(y | j)). We define the probability of error when the matched filter is used as
PMF(err) := P
(
argmax
j∈{1,··· ,M}
vj 6= 1
)
,
where the subscript “MF” stands for “matched filter”, i.e., the error probability based on choosing the largest element of the
vector v.
B. Approximate Sufficient Statistics
Motivated by the asymptotic optimality of the matched filter for the Gaussian signals {si(·)}Mi=1 (Theorem 1) and the
analytical tractability of v (since the signals {si(·)}Mi=1 are i.i.d. Gaussian), we now consider a low-dimensional projection
of v using ideas from compressive sensing and filter design. This lower-dimensional vector that is formed from correlating
y(·) with N ≤ M filters {hi(·)}Ni=1 leads to the notion of approximate sufficient statistics. The structure of the approximate
4sufficient statistics is illustrated in Figure 2. Following Eldar [11], the N ≤ M correlating signals {hi(t) : t ∈ T }Ni=1 are
chosen based on the set of biorthogonal signals {sˆj(t) : t ∈ T }Mj=1. Each biorthogonal signal sˆi(t) is defined as
sˆj(t) =
M∑
l=1
[G−1]jlsl(t), 1 ≤ j ≤M.
The biorthogonality property implies that 〈si(·), sˆj(·)〉 = δij for all i, j ∈ {1, 2, . . . ,M}. We remark that in discrete time, to
construct the biorthogonal signals, we require G to be invertible [15, Thm. 7.2.10]; this necessitates that T ≥ M . We then
choose the correlating signals to be
hi(t) =
M∑
j=1
aij sˆj(t), 1 ≤ i ≤ N
where aij are some coefficients to be judiciously designed. Denote the N ×M matrix A with entries [A]ij = aij as the
sensing matrix. The output of the m-th correlator is given by
um = 〈hm(·), y(·)〉
=
〈
M∑
j=1
amj sˆj(·),
M∑
i=1
bisi(·)
〉
+
〈
M∑
j=1
amj sˆj(·), z(·)
〉
=
M∑
j=1
amjbj + ηm, (4)
where the effective output noise, which is no longer white, is given by
ηm =
M∑
j=1
amj〈sˆj(·), z(·)〉. (5)
Defining the lower-dimensional vector u = [u1, u2, . . . , uN ]
T ∈ RN and the effective noise vector η = [η1, η2, . . . , ηN ]T ∈ RN ,
we can express (4) as
u = Ab+ η. (6)
The new vector u of dimension N ≤M is an approximate sufficient statistic because u can be viewed as a linear projection
of the vector of asymptotically optimal sufficient statistic v onto a low-dimensional subspace. Indeed, from (6), the definition
of ηm in (5), the definition of v in (3), and wi = 〈si(·), z(·)〉, we have
u = AG−1Gb+AG−1w
= AG−1(Gb+w) = AG−1v.
Thus, the above operations are in fact tantamount to compressing v ∈ RM into u ∈ RN and attempting to evaluate the
tradeoff between the amount of compression N/M versus the reliability as measured by the error exponent in decoding the
true hypothesis given v or u.
We recall that we assume equal probability for each signal (or hypothesis). To detect the signal based on the approximate
sufficient statistic u, we will use the maximum likelihood detector, which minimizes the error probability given u.
1) Maximum Likelihood Detector: We define the maximum likelihood detector when given the approximate sufficient statistic
u as
φML(u) = argmax
k∈{1,2,...,M}
P(u | k). (7)
Here, with a slight abuse of notation, we denote the conditional density of observing u in (6) given that hypothesis k ∈
{1, . . . ,M} is in effect as P(u | k). Since we assume that the signals {si(·)}Mi=1 and thus the Gram matrix G are random,
given a fixed hypothesis k, the distribution of u cannot be expressed in closed-form and is computationally expensive to
calculate. Indeed, by the law of total probability, it can be written as
P(u | k) =
∫
P(u | G, k)P(G) dG, (8)
where
P(u | G, k) = exp{−
1
2 (u− ak)T (σ2AG−1AT )−1(u− ak)}√
(2π)Nσ2|AG−1AT | , (9)
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Fig. 2: The structure of the approximate sufficient statistics.
and the probability distribution function of the Gram matrix G (i.e., P(G)) is a Wishart distribution which we further elaborate
on in Section V-A. The distribution of u given G and the hypothesis k is given as in (9) because it is Gaussian with mean
ak and covariance matrix σ
2AG−1AT . In this case, the probability of detecting the underlying hypothesis (which recall is
hypothesis 1) incorrectly is
Pa(err) := P (φML(u) 6= 1) ,
where the subscript “a” stands for “approximate sufficient statistic”.
2) Modified Reduced Dimensionality Detector (RDD) of Xie, Eldar, and Goldsmith [2]: We now introduce an alternative
decoding strategy which is motivated by the so-called Reduced Dimensionality Detector of Xie, Eldar, and Goldsmith [2] and
is given by the recipe
φRDD(u) = argmax
k∈{1,2,...,M}
|aTk u|, (10)
where ak is the k-th column of sensing matrix A. Note that in the problem setting of [2], bi ∈ {−1, 0, 1} and to detect the
active users (corresponding to the indices i such that bi ∈ {−1, 1}), the absolute value in (10) is necessary. In our setting,
however, bi ∈ {0, 1} and since we are trying to detect the hypothesis whose bi is equal to 1, we design a modified version of
the RDD as follows:
φmRDD(u) = argmax
k∈{1,2,...,M}
aTk u. (11)
Note that the absolute value operator is removed. We term this detector as a Modified RDD and the subscript “mRDD” in (11)
reflects this terminology. The geometric interpretation of Modified RDD is that it is a linear detector that projects u onto the
subspace formed by the columns of A. The average error probability of Modified RDD is
PmRDD(err) := P (φmRDD(u) 6= 1) .
C. Problem Statement
In the following, we compare PMF(err) and the error probabilities of the two other proposed detectors Pa(err) and
PmRDD(err). For the sake of analytical tractability, and as conventionally done in information theory [13], we compare these
probabilities on the exponential scale as M and N , which are assumed to scale linearly with each other, tend to infinity. Thus,
we compare the exponential decay rates (also called error exponents) corresponding to the various probabilities.
When the prior probabilities for each hypothesis are equal and the maximum likelihood detector is used, we obtain the
smallest probability of error based on the approximate sufficient statistics u. Hence the comparison between PMF(err) and
Pa(err) demonstrates the degradation of the error probability (or error exponent) as a function of the amount of compression,
quantified by α. However, as explained in Section II-B1, computing P(u | k) is computationally expensive due to the randomness
of the matrix G. In contrast, computing φmRDD in (11) is computationally tractable as all that is needed is to take the inner
product of u with each of the ak’s and then choose the maximum. Thus, by comparing Pa(err) to PmRDD(err) again on the
exponential scale, we are able to ascertain the degradation in the error probability (or the error exponent) when the more
computationally efficient decoder—namely, the modified RDD—is employed.
III. MAIN RESULTS
In this section, we present definitions and results for the matched filter error exponent and the approximate sufficient statistic
error exponent. Let β = T/M be the transmission rate (ratio of number of time samples to number of signals). Throughout
the paper, we assume 1 ≤ β < ∞. The requirement that β ≥ 1 is mandated by a technical reason, namely, the fact that we
require G to be invertible.
6A. Matched Filter
In this subsection, we define and present our results for the matched filter error exponent.
Definition 1 (Matched filter error exponent). The matched filter error exponent with transmission rate β is defined as
EMF(β, SNR) = lim inf
M→∞
− 1
M
logPMF(err).
The following theorem whose proof leverages Gallager’s bounding techniques [13, Sec. 7.4] for proving bounds on the
reliability function of a channel establishes the optimal error exponent as a function of the transmission rate β and SNR. The
proof of Theorem 1 is in Appendix A.
Theorem 1. Let E∗(β, SNR) be the optimal error exponent, i.e., the error exponent when the optimal decoder (the maximum
likelihood detector) is employed. For β ≥ 1,
E∗(β, SNR) = EMF(β, SNR) =
β
2
log
(
1 +
SNR
2
)
. (12)
In addition to providing an expression for EMF(β, SNR), this theorem says that the matched filter is asymptotically optimal,
i.e., EMF(β, SNR) is equal to the error exponent of the optimal decoding strategy E
∗(β, SNR). This is intuitively plausible
because even though the signals {si}Mi=1 do not have the same energy (almost surely), their energies ‖si‖22/T are arbitrarily
close to one another with high probability when T →∞, so the matched filter is asymptotically optimal.
B. Approximate Sufficient Statistic
In this subsection, we define and present our results for the error exponent associated with the approximate sufficient statistics
that we construct in the following.
Definition 2. Let {NM}∞M=1 be an increasing sequence of integers such that the limit limM→∞NM/M exists. The sequence
of sensing matrices {AM ∈ RNM×M}∞M=1 has compression rate α if limM→∞NM/M = α.
We also assume throughout the paper that 0 < α ≤ 1. This means that asymptotically, the approximate sufficient statistics
u has dimension N no larger than M , the number of hypotheses we started out with.
Definition 3 (Approximate sufficient statistic error exponent). We say that Ea is an achievable error exponent with transmission
rate β and compression rate α if there exists a sequence of sensing matrices {AM ∈ RNM×M}∞M=1 with compression rate
α and a corresponding sequence of decoders (maps from the approximate sufficient statistic to a hypothesis) such that the
detection error probability Pa(err) satisfies
lim inf
M→∞
− 1
M
logPa(err) ≥ Ea.
We define the approximate sufficient statistic error exponent E∗a (α, β, SNR) as
E∗a (α, β, SNR) = supEa,
where the supremum is taken over all achievable error exponents with transmission rate β and compression rate α when the
signal-to-noise ratio of the system is SNR.
Theorems 2 and 3 present lower bounds on the approximate sufficient statistic error exponent given a certain sequence
of sensing matrices and two different decoding strategies. In the compressive sensing literature, the sensing matrix is either
deterministic or random [16]. In our work, we find it convenient in our analysis to choose deterministic sensing matrices that
have orthonormal rows and low coherence to obtain achievable lower bounds on the error exponent. We find that a column-
normalized group Hadamard matrix [12], described in greater detail in Section V-A, satisfies these desirable properties. In
particular, it has the favorable property of having a low coherence when M−1N is a natural number. We recall that the coherence
of a matrix [17], formally defined in (23), is the largest (in magnitude) inner product between any two columns of the matrix.
This low coherence property is particularly desirable in ensuring the analysis is amenable to obtaining bounds on the error
exponent under both maximum likelihood decoding and the modified RDD. Before introducing our results, we first define error
exponents pertaining to this choice of sensing matrix A.
Definition 4 (Maximum likelihood detector error exponent). The error exponent with transmission rate β and compression
rate α when we use the maximum likelihood detector and set A to be a column-normalized group Hadamard matrix with
compression rate α is defined as
Ea,ML(β, α, SNR) = lim inf
M→∞
− 1
M
logPa,ML(err),
where Pa,ML(err) is the detection error probability when we set A to be a column-normalized group Hadamard matrix and
the maximum likelihood detector in (7) is used.
7Theorem 2. For β ≥ 1 and 0 < α ≤ 1 such that 1/α is a natural number,
E∗a (β, α, SNR) ≥ Ea,ML(β, α, SNR) (13)
=
β − 1 + α
2
log
(
1 +
αSNR
2
)
. (14)
The proof of Theorem 2 can be found in Section V. For the special choice of A as a column-normalized group Hadamard
matrix, we can obtain a tight result, which means in the proof of Theorem 2 we show two inequalities, namely that the
so-described sensing matrices and maximum likelihood decoding scheme result in an error exponent that satisfies
Ea,ML(β, α, SNR) ≥ β − 1 + α
2
log
(
1 +
αSNR
2
)
(15)
and our analysis is ensemble tight in the sense that
Ea,ML(β, α, SNR) ≤ β − 1 + α
2
log
(
1 +
αSNR
2
)
. (16)
Note that we are not claiming an impossibility result (or converse) result over all sequences of sensing matricesA and decoding
strategies; this would serve as an upper bound on E∗a (β, α, SNR).
In the rest of section, we compare the achievability result in Theorem 2 to an exponent that one can obtain based on a
computationally tractable decoding strategy, the modified RDD.
Definition 5 (Modified RDD error exponent). The error exponent with transmission rate β and compression rate α when we
use the modified RDD and set A to be a column-normalized group Hadamard matrix with compression rate α is defined as
Ea,mRDD(β, α, SNR) = lim inf
M→∞
− 1
M
logPa,mRDD(err),
where Pa,mRDD(err) is the detection error probability when we set A to be a column-normalized group Hadamard matrix and
the modified RDD in (11) is used.
Theorem 3. For β ≥ 1 and 0 < α ≤ 1 such that 1/α is a natural number,
E∗a (β, α, SNR) ≥ Ea,mRDD(β, α, SNR) (17)
=
β − 1
2
log
(
1 +
αSNR
2
)
. (18)
The proof of Theorem 3 can be found in Section V. Our result in Theorem 3 implies that
Ea,ML(β, α, SNR) > Ea,mRDD(β, α, SNR), (19)
when α > 0, which means the performance of modified RDD is strictly worse than the maximum likelihood detector. Similarly
to the maximum likelihood-based result in Theorem 2, we analyze the ensemble performance of the modified RDD. This entails
showing the achievable performance bound
Ea,mRDD(β, α, SNR) ≥ β − 1
2
log
(
1 +
αSNR
2
)
(20)
as well as a bound that says that our analysis is tight for the chosen ensemble of sensing matrices and decoding strategy, i.e.,
Ea,mRDD(β, α, SNR) ≤ β − 1
2
log
(
1 +
αSNR
2
)
. (21)
We now briefly comment on the result of Theorem 3 to Xie, Eldar and Goldsmith’s work [2]. In [2], using coherence properties
of A, the authors presented an upper bound on the detection error probability using the RDD in (10) in terms of the maximum
eigenvalue of G and the maximum value of {aTi AATai}Mi=1. They showed that the upper bound is M−c[π(1+ c) logM ]−1/2
for some constant c > 0; this upper bound decays polynomially in M . We see from the positivity of Ea,mRDD(β, α, SNR)
that what the authors of [2] obtained is ostensibly a loose upper bound on the error probability. However, the settings are
slightly different (as detailed in Section I-A). Our analysis provides a tighter upper bound on the error probability for the
detection of 1-sparse signals when we consider the modified decoder in (11) in which the absolute value on aTk u is removed.
The tighter bound is due to two reasons. First, we take the randomness of G into account in our analysis (averaging over
G) instead of using the constraints related only to the maximum eigenvalue of G. Second, we choose a sensing matrix (more
precisely, a sequence of sensing matrices) that have low coherence (see Lemma 7) instead of using the maximum value of
{aTi AATai}Mi=1, a proxy of the coherence. These two reasons allow us to tighten the bound on the error probability in [2],
showing that, in fact it decays exponentially fast with exponent given in (18).
8IV. EXAMPLES AND DISCUSSIONS
In this section, we first present some numerical examples to compare the behavior of the three error exponents in (12), (14)
and (18). We then study how the two error exponents for the approximate sufficient statistics in (13) and (17) depend on the
various parameters, namely β, α, and SNR.
In Fig. 3, we plot EMF(β, SNR), Ea,ML(β, α, SNR) and Ea,mRDD(β, α, SNR) for various values of α and β where we
note that 1/α must be a natural number (i.e., 1/α ∈ N). Specifically, we consider the scenarios in four different settings. Note
that we always have
EMF(β, SNR) ≥ Ea,ML(β, α, SNR) > Ea,mRDD(β, α, SNR).
When α = 1 (no compression), Ea,ML(β, α, SNR) reduces to EMF(β, SNR). However, Ea,mRDD(β, α, SNR) is not equal
to EMF(β, SNR) when α = 1. This means that even though there is no compression, the modified RDD suffers from some
degradation in terms of the error exponent. Note that this is not due to looseness in our analysis because (21) shows that
our analysis is tight, at least for the sequence of sensing matrices considered. In Fig. 3(a), we plot Ea,ML(β, α, SNR) and
Ea,mRDD(β, α, SNR) as a functions of α for fixed β and SNR. However, we note that in our analysis and results, the α’s that
are permitted are those satisfying 1/α ∈ N. To make the curves of Ea,ML(β, α, SNR) and Ea,mRDD(β, α, SNR) continuous,
we linearly interpolate between the points at which 1/α ∈ N. We note that Ea,ML(β, α, SNR) tends to zero linearly when α
tends to zero. In Fig. 3(b), Ea,ML(β, α, SNR) and Ea,mRDD(β, α, SNR) increase linearly with β for fixed α and SNR. Fig. 3(c)
plots Ea,ML(β, α, SNR) and Ea,mRDD(β, α, SNR) against ǫ again by linearly interpolating between points corresponding to
1/ǫ ∈ N. When α = ǫ and β = 1 + ǫ tend to 0 and 1 respectively, the two error exponents behave quadratically in ǫ. In
Fig. 3(d), for fixed α and β, the two error exponents increase logarithmically with SNR.
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Fig. 3: Performance of the three error exponents. The results are valid only for α such that 1/α ∈ N but we linearly interpolate
to obtain continuous curves.
The following corollary formalizes how the two error exponents we derived depend on the various parameters β, α and
SNR as they tend to their limiting values.
9Corollary 4. The following hold:
(a) For a fixed transmission rate β,
Ea,ML(β, α, SNR) = O(α),
Ea,mRDD(β, α, SNR) = O(α), as α→ 0+, 1/α ∈ N.
(b) For a fixed compression rate α such that 1/α ∈ N and SNR, when β = 1 + ǫ, ǫ ∈ [0, 1],
Ea,ML(β, α, SNR) = O(ǫ),
Ea,mRDD(β, α, SNR) = O(ǫ), as ǫ→ 0+.
(c) For a fixed SNR, when α = ǫ, β = 1 + ǫ, ǫ ∈ [0, 1], and 1/ǫ ∈ N,
Ea,ML(β, α, SNR) = O(ǫ2),
Ea,mRDD(β, α, SNR) = O(ǫ2), as ǫ→ 0+.
(d) For a fixed transmission rate β and compression rate α such that 1/α ∈ N,
Ea,ML(β, α, SNR) = O(log(SNR)),
Ea,mRDD(β, α, SNR) = O(log(SNR)), as SNR→∞.
and
Ea,ML(β, α, SNR) =
α(β − 1 + α)
2
· SNR + o(SNR),
Ea,mRDD(β, α, SNR) =
α(β − 1)
2
· SNR + o(SNR),
as SNR→ 0+.
Corollary 4(a) implies that for a fixed transmission rate β and SNR, when α tends to zero, the two error exponents for
the approximate sufficient statistics tend to zero linearly fast. This is not unexpected as increasing the number of approximate
statistics linearly provides us with a commensurate amount of information. Corollary 4(b) implies that for a fixed α and SNR,
the exponents decrease linearly as β tends to 1. This is also natural as we have fewer observations as T/M tends towards
1 from above. Corollary 4(c) shows that for a fixed SNR, the two error exponents for the approximate sufficient statistics
decreases quadratically as α goes to 0 and β goes to 1 simultaneously. Corollary 4(d) indicates that the dependences of the
three error exponents on SNR are similar to that of the capacity of Gaussian channels [14, Chap. 7], which is also plausible. In
fact, Corollary 4(d) clearly shows the improvement of Ea,ML(β, α, SNR) over Ea,mRDD(β, α, SNR) at small SNR and α > 0.
V. PROOF OF MAIN RESULTS
In this section, we provide the proofs of Theorem 2 and Theorem 3. We first describe the high-level idea of the proofs.
By conditioning on the signals {si}Mi=1, we derive a bound on the conditional error probability. Then using certain tools
from probability theory [18], we simplify this conditional probability by averaging over the random signals {si}Mi=1. We now
introduce some preliminary tools and lemmas that are used extensively in our proofs.
A. Preliminaries
Let {X1, X2, . . . , Xn} be a sequence of i.i.d. zero-mean Gaussian random vectors with covariance matrix Σ ∈ Rp×p.
Let X =
∑n
i=1XiX
T
i . The probability distribution function of X is called a Wishart distribution with covariance matrix
Σ, dimension n, and degrees of freedom p and will be denoted as Wp(Σ, n). Lemma 5 below characterizes the probability
distribution function of (AG−1AT )−1 when A is a deterministic matrix with full row rank. The proof can be found in [18,
Prop. 8.9].
Lemma 5. Suppose A ∈ RN×M with N ≤ M is deterministic and has full row rank. Let T ≥ M and G be an M ×M
Gram matrix with [G]i,j = 〈si(·), sj(·)〉, where {si(t)}M,Ti=1,t=1 are i.i.d. zero-mean Gaussian with variance E2. Then
(AG−1AT )−1 ∼WN (E2(AAT )−1, T −M +N). (22)
In Lemma 5, the assumption T ≥M is used to guarantee the (almost sure) invertibility of the random matrix G.
We assume that the columns of A are normalized, i.e., ‖ai‖2 = 1 for i ∈ {1, 2, . . . ,M}. The coherence of A is defined as
µ := max
1≤i6=j≤M
|aTi aj |. (23)
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Definition 6. The s-th restricted isometry constant δs = δs(A) of a matrix A ∈ RN×M is the smallest δ ≥ 0 such that
(1− δ)‖x‖22 ≤ ‖Ax‖22 ≤ (1 + δ)‖x‖22
holds for all s-sparse vectors x ∈ RM . Equivalently, δs can be expressed as
δs = max
S⊂[M ],card(S)≤s
‖ATSAS − I‖2→2,
where ‖ · ‖2→2 is the spectral norm.
As usual, we denote bi as a vector with its i-th element equal to 1 and others equal to zero. Denote the maximum and
minimum eigenvalues of AAT as λN and λ1 respectively.
Lemma 6. If the 2-nd restricted isometry constant of A is δ2, then the following inequalities hold:
2(1− δ2)
λN
≤ ‖(AAT )−1/2A(bi − bj)‖22 ≤
2(1 + δ2)
λ1
. (24)
Proof. We have
‖(AAT )−1/2A(bi − bj)‖22 ≤ ‖(AAT )−1/2‖22‖A(bi − bj)‖22
≤ 2(1 + δ2)
λ1
,
which proves the upper bound in (24). For the lower bound, because
‖A(bi − bj)‖22 ≤ ‖(AAT )1/2‖22‖(AAT )−1/2A(bi − bj)‖22,
we have
‖(AAT )−1/2A(bi − bj)‖22 ≥
‖A(bi − bj)‖22
‖(AAT )1/2‖22
≥ 2(1− δ2)
λN
,
as desired.
Note that based on [16, Proposition 6.2], δ2 = µ. Thus, (24) is equivalent to
2(1− µ)
λN
≤ ‖(AAT )−1/2A(bi − bj)‖22 ≤
2(1 + µ)
λ1
. (25)
Now we choose a column-normalized group Hadamard matrix as our sensing matrix A. This class of matrices was proposed
and analyzed by Thill and Hassibi [12]. We introduce how to construct a group Hadamard matrix and state its properties. For
any prime p, let Fp be the ring of integer residual modulo p. Let Fpr be the extension field of Fp with p
r elements. We denote
the elements of Fpr as {x1, . . . , xM} where M = pr. Let H = F×pr = Fpr \ {0}. It is well known from the theory of finite
fields [19] that H is isomorphic to the cyclic group of size pr − 1. Let {a1, . . . , aN} be any subgroup of H . This is a cyclic
group of size N , where N is a divisor of pr − 1. Since H is cyclic, there is a unique subgroup for each N , and it consists of
the
(
pr−1
N
)th
powers in H . Thus, if x is a cyclic generator of H , we may set y = x
pr−1
N and ai = y
i for each i = 1, . . . , N .
We let Mp be the frame matrix defined as
Mp :=


ωTr(a1x1) ωTr(a1x2) . . . ωTr(a1xM )
...
...
...
ωTr(aNx1) ωTr(aNx2) . . . ωTr(aNxM )

 , (26)
where ω = e
2πi
p and Tr(x) = x+ xp + . . .+ xp
r−1. If p = 2, the frame matrix Mp = M2 reduces to a quantity known as a
group Hadamard matrix. This matrix contains entries that are all equal to ±1 and hence M2 is a real-valued matrix. Then we
choose the sensing matrix
A =
1√
N
M2,
i.e., a column-normalized group Hadamard matrix. Because the set of rows of A forms a subset of the rows of an M ×M
Hadamard matrix and its columns are normalized, we have the row orthonormality property, i.e,.
AAT =
M
N
I.
The following lemma quantifies the coherence of a column-normalized group Hadamard matrix [12, Theorem 8].
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Lemma 7. If M is a power of two, N a divisor of M − 1, and {ai}Ni=1 the elements of the unique subgroup of F×2r of size
N , then setting ω := eπi, and κ := M−1N in (26), the coherence µ of the column-normalized group Hadamard matrix A (as
constructed above) satisfies
µ ≤ 1
κ
(
(κ− 1)
√
1
N
(
κ+
1
N
)
+
1
N
)
. (27)
This lemma states that µ for A can be appropriately upper bounded; in the application of this lemma (in (31) to follow),
the upper bound vanishes as N,M →∞.
B. Proof of Theorem 2
To prove Theorem 2, we must show that (15) and (16) hold. Thus the proof is partitioned into two parts, the achievability
in (15) and the ensemble converse in (16).
Proof of (15). Given the signals {si}Mi=1, u is a Gaussian random vector with mean Ab and covariance matrix σ2(AG−1AT ).
Multiplying [AG−1AT ]−1/2 on both sides of (6), we obtain that
u˜ = [AG−1AT ]−1/2Ab+w0,
where w0 is white Gaussian noise with zero mean and variance σ
2. Since under maximum likelihood decoding, the probabilities
of error based on u and u˜ are identical, we bound the detection error probability based on u˜ using Gallager’s technique to
derive the random coding error exponent [13, Chap. 5].
Substituting the probability density function of u˜ into the Gallager bound (the detailed derivation of which is shown in
Appendix B), we obtain that for j 6= 1, and any 0 ≤ ρ ≤ 1,
Pa,ML(err | G)
≤ (M − 1)ρ exp
{
− ρ
2σ2(1 + ρ)2
×
[
‖(AG−1AT )−1/2(aj − a1)‖2
−(1− ρ)‖(AG−1AT )−1/2aj‖2
]}
. (28)
We choose ρ = 1, which turns out to be optimal asymptotically because M grows linearly with T . Then when ρ = 1, the
exponent of (28) is ‖(AG−1AT )−1/2(aj −a1)‖2 = (aj −a1)T (AG−1AT )−1(aj −a1). From Lemma 5, we have (22). Then
using the linear transformation property of the Wishart distribution [18], we have
(aj − a1)T (AG−1AT )−1(aj − a1) ∼ σ21χ2T−M+N ,
where σ21 = E2‖(AAT )−1/2A(bi−bj)‖22 and χ2T−M+N is the chi-squared distribution with (T−M+N) degrees of freedom.1
Let p(·) denote the probability density function of the chi-squared random variable X ∼ χ2T−M+N . We then obtain
Pa,ML(err)
≤M
∫ ∞
0
exp
{
−E
2‖(AAT )− 12A(bi − bj)‖22x
8σ2
}
p(x) dx (29)
=M
(
1+
E2‖(AAT )− 12A(bi − bj)‖22
4σ2
)−T−M+N2
, (30)
where (30) follows from the fact that the integral in (29) is the moment generating function of a chi-squared random variable. If
we choose the sensing matrix as a column-normalized group Hadamard matrix we introduced in Lemma 7, becauseAAT = 1αI,
we have λ1 = λN = 1/α. Thus, based on (25) and (27), when M is a power of two, we have
Pa,ML(err)
≤M
(
1 +
αSNR(1− µ)
2
)−T−M+N2
≤M
(
1 +
αSNR
2
(
1− α
1− 1/M
×
((
1
α
− 1
αM
− 1
)√
1
M
+
1
αM
)))−T−M+N2
,
1For c > 0, we write X ∼ cχ2
m
to mean that X/c is a chi-squared random variable with m degrees of freedom.
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where we remind the reader that SNR = E2/σ2. We can see that
lim
M→∞
α
1− 1/M
((
1
α
− 1
αM
− 1
)√
1
M
+
1
αM
)
= 0, (31)
where, here and in the following, the limit as M →∞ is understood as being taken along the subsequence indexed by M = 2i
for i ∈ N. Thus,
lim inf
M→∞
− 1
M
logPa,ML(err) ≥ β − 1 + α
2
log
(
1 +
αSNR
2
)
,
as desired.
Proof of (16). Let H = [AG−1AT ]−1/2A and also let hi be the i-th column of H. Define the error events Ei = {‖u˜−hi‖ ≤
‖u˜− h1‖} for 1 ≤ i ≤M . Then the error probability is
Pa,ML(err) = P
( ⋃
i6=1
Ei
)
.
We also have
P(Ei) ≤ P
( ⋃
i6=1
Ei
)
≤MP(Ei).
We obtained the upper bound of the error probability based on the union bound, i.e., the Gallager bound with ρ = 1. Since
P(Ei) decays exponentially fast in M (and T ) and 1M logM → 0, the lower bound and upper bound are exponentially tight,
which means for lower bound on the error probability, we can just lower bound any one of the error probabilities, say P(E1)
(by the symmetry of the events).
To lower bound P(E1), we first introduce a basic result concerning a lower bound on the complementary cumulative
distribution function of the standard Gaussian Q(x) =
∫∞
x
1√
2π
exp(−u2/2) du. For any x ≥ 0 and any ǫ > 0, the following
inequality holds [20]:
Q(x) ≥ e
(πǫ+2)−1
2(1 + ǫ)
√
ǫ
π
(πǫ + 2) exp
(
− (1 + ǫ)x
2
2
)
. (32)
Define c(ǫ) = e
(πǫ+2)−1
2(1+ǫ)
√
ǫ
π (πǫ + 2). We then obtain
P(E1 | G) = 2Q
(‖h1 − hi‖
2σ
)
≥ c(ǫ) exp
(
− (1 + ǫ)d
2
i1
8σ2
)
,
where di1 = ‖h1−hi‖ = ‖(AG−1AT )−1/2(aj−a1)‖. According to Lemma 5, d2i1 ∼ E2‖(AAT )−1/2A(b1−bi)‖22χ2T−M+N .
Let X be distributed as χ2T−M+N and have probability density function p(x). Define d
′
ij = ‖(AAT )−1/2A(bi−bj)‖22. Then,
we obtain
P(E1) ≥ c(ǫ)
∫ +∞
0
exp
(
− (ǫ+ 1)E
2(d′1i)
2x
8σ2
)
p(x) dx
= c(ǫ)
(
1 +
(ǫ+ 1)E2(d′1i)2
4σ2
)−T−M+N2
.
We also choose the sensing matrix to be a column-normalized group Hadamard matrix we introduce in Lemma 7. Similar
to the analysis in the proof of (15), when M is a power of two, we have
P(E1) ≥ c(ǫ)
(
1 +
(ǫ + 1)αSNR(1 + µ)
2
)−T−M+N2
≥ c(ǫ)
(
1 +
(ǫ+ 1)αSNR
2
(
1 +
α
1− 1/M
×
((
1
α
− 1
αM
− 1
)√
1
M
+
1
αM
)))− (T−M+N)2
.
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Note that (31) holds true and thus
lim sup
M→∞
− 1
M
logP(E1)
≤ β − 1 + α
2
log
(
1 +
(ǫ + 1)SNRα
2
)
.
Since ǫ > 0 is arbitrary, we can let ǫ→ 0+ and obtain
lim sup
M→∞
− 1
M
logP(E1) ≤ β − 1 + α
2
log
(
1 +
αSNR
2
)
.
Because Pa,ML(err) ≥ P(E1), we obtain
lim sup
M→∞
− 1
M
logPa,ML(err) ≤ β − 1 + α
2
log
(
1 +
αSNR
2
)
,
which completes the proof.
C. Proof of Theorem 3
To prove Theorem 3, we also need to prove that (20) and (21) succeed.
Proof of (20). Conditioned on G, the error probability of the modified RDD is
Pa,mRDD(err | G)
= P

⋃
i6=1
{
aTi u > a
T
1 u
} | G


≤ (M − 1)P (aTi u > aT1 u | G)
= (M − 1)P (aTi a1 + aTi w > 1 + aT1 w | G)
= (M − 1)P ((ai − a1)Tw > 1− aTi a1 | G)
= (M − 1)Q
( τ
σˆ
)
,
where τ = 1 − aTi a1 and σˆ2 = σ2(ai − a1)TAG−1AT (ai − a1). We introduce an upper bound of the Q function. For any
x > 0, the following inequality holds [21]:
Q(x) ≤ 1√
2πx
exp
(
−x
2
2
)
. (33)
Now we take the randomness of G into consideration. Based on Lemma 5, [σ2(ai − a1)TAG−1AT (ai − a1)]−1 ∼
SNR · ‖(AAT )1/2A(bi − bj)‖−22 χ2T−M+1. Again let p(y) denote the probability density function of the chi-squared random
variable Y ∼ χ2T−M+1. We also choose the sensing matrix to be a column-normalized group Hadamard matrix as described
in Section V-A. Because AAT = I/α, we have (1 − aTi a1)2/‖(AAT )1/2A(bi − bj)‖22 = α(1 − aTi a1)/2, so τ2/σˆ2 =
Y · ταSNR/2. Then based on (33), when M is a power of two, we have
Pa,mRDD(err)
≤M
∫ ∞
0
√
1
απτSNRy
exp
(
−ταSNRy
4
)
p(y) dy
=M
∫ ∞
0
√
1
απτSNRy
exp
(
−ταSNRy
4
)
× y
T−M+1
2 −1e−
y
2
2
T−M+1
2 Γ ((T −M + 1)/2)
p(y) dy
=M
∫ ∞
0
√
1
2απτSNR
exp
(
−ταSNRy
4
)
× y
T−M
2 −1e−
y
2
2
T−M
2 Γ ((T −M)/2)
Γ((T −M)/2)
Γ((T −M + 1)/2) dy (34)
=M
√
1
2απτSNR
Γ((T −M)/2)
Γ((T −M + 1)/2)
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×
(
1 +
ταSNR
2
)−T−M2
, (35)
where in (34), we change the random variable Y ∼ χ2T−M+1 to the random variable with distribution χ2T−M and (35) is
because the integral is the moment generating function of the chi-squared random variable. Finally, we have
Pa,mRDD(err)
≤M
√
1
2απ(1 − µ)SNR
Γ((T −M)/2)
Γ((T −M + 1)/2)
×
(
1 +
(1 − µ)αSNR
2
)−T−M2
= exp
(
−M
(
β − 1
2
log
(
1 +
(1− µ)αSNR
2
))
− log f(M)
M
)
,
where
f(M) =M
√
1
2πα(1− µ)SNR ·
Γ((T −M)/2)
Γ((T −M + 1)/2) .
By using Gautschi’s inequality [22],√
2
M(β − 1) ≤
Γ((T −M)/2)
Γ((T −M + 1)/2) ≤
√
2
M(β − 1− 1/M) ,
and because µ ≥ 0 and µ is bounded away from 1 for all M sufficiently large when A is a column-normalized group Hadamard
matrix (µ is a sequence that vanishes as M grows), we have
lim
M→∞
1
M
log f(M) = 0.
Thus, using (31) and again the (vanishing) upper bound on µ in (27), we obtain
lim inf
M→∞
− 1
M
logPa,mRDD(err) ≥ β − 1
2
log
(
1 +
SNRα
2
)
,
which completes the proof.
Proof of (21). Conditioned on G, the error probability of the modified RDD is
Pa,mRDD(err | G) = P

⋃
i6=1
{
aTi u > a
T
1 u
} ∣∣∣∣G


≥ P (aTi u > aT1 u | G)
= P
(
aTi a1 + a
T
i w > 1 + a
T
1 w | G
)
= P
(
(ai − a1)Tw > 1− aTi a1 | G
)
= Q
( τ
σˆ
)
,
where τ = 1 − aTi a1 and σˆ2 = σ2(ai − a1)TAG−1AT (ai − a1). Similar to the statements in previous subsection (Proof
of (20)) and based on the lower bound of Q-function in (32), we have
Pa,mRDD(err) ≥
∫ ∞
0
c(ǫ) exp
(
−y(1 + ǫ)αSNRτ
2
)
p(y) dy
= c(ǫ)
(
1 +
(1 + ǫ)αSNRτ
2
)−T−M2
.
When choosing the sensing matrix to be a column-normalized group Hadamard matrix and M is a power of two, we have
Pa,mRDD(err)
≥ c(ǫ)
(
1 +
(1 + ǫ)(1 + µ)αSNR
2
)−T−M2
(36)
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≥ c(ǫ)
(
1 +
(1 + ǫ)αSNR
2
(
1 +
α
1− 1/M
×
(√
1
M
(
1
α
− 1
αM
− 1
)
+
1
αM
)))−T−M2
, (37)
where (36) is because τ ≤ 1 + µ and (37) is based on Lemma 7. Note that (31) holds true and thus,
lim sup
M→∞
− 1
M
logPa,mRDD(err)
≤ β − 1
2
log
(
1 +
(ǫ + 1)SNRα
2
)
.
Since ǫ > 0 is arbitrary, we can let ǫ→ 0+ and obtain
lim sup
M→∞
− 1
M
logPa,mRDD(err) ≤ β − 1
2
log
(
1 +
αSNR
2
)
,
which completes the proof.
VI. CONCLUSION
In this paper, we constructed approximate sufficient statistics for the M -ary hypothesis testing (detection) problem. By using
a column-normalized group Hadamard matrix as the sensing matrix and by analyzing the maximum likelihood detector and
the modified Reduced Dimensionality Detector of Xie, Eldar, and Goldsmith [2], we obtained two achievable error exponents.
We showed that these exponents are ensemble-tight, in the sense that our analysis is tight on the exponential scale. A very
pleasing observation that is gleaned from our analysis is that the derived error exponents increase linearly in the compression
rate α when α is small, clearly delineating the tradeoff between compression rate and error probability performance. Another
appealing conclusion that can be made is that the ML detector performs far better than the modified RDD [2] on the error
exponent. However, the former is arguably more difficult to implement and more computationally demanding in practice.
This work, while being a natural offshoot of the vast body of literature in compressed sensing and traditional detection theory,
opens several avenues for further investigations. First, a general converse for the error exponent is lacking; the difficulty of this
stems from the complicated statistics of the noise upon processing by an arbitrary sensing matrix A. Second, in this work,
we restricted ourselves to the regime in which the number of hypothesis M is not larger than the number of observations T
(i.e., M ≤ T ). However, in vanilla channel coding, the number of messages scales exponentially in the blocklength. This is a
regime of potential interest but we were not able to overcome some technical difficulties for this regime in this work, chiefly
because we needed a result similar to Lemma 5 for the case in which M > T , but in this case G is almost surely singular.
We leave this to future work.
APPENDIX A
PROOF OF THEOREM 1
A. Optimal Error Exponent
As we assume the prior probabilities for each signal are the same, the optimal error probability is obtained by the maximum
likelihood detector. To prove the asymptotic optimality of the matched filter, we first derive the error exponent for the maximum
likelihood detector. Denote si = [si(1), si(2), . . . , si(T )]
T and S = [s1, s2, . . . , sM ] ∈ RT×M , we can write (1) in matrix form
as
y = SbT + z,
where the observation vector y = [y(1), y(2), . . . , y(T )]T and the noise vector z = [z(1), z(2), . . . , z(T )]T .
Now we detect the true transmitted signal by using the maximum likelihood detector and the error probability is
P ∗(err) = P
(
argmax
k∈{1,2,...,M}
P(y | k) 6= 1
)
.
For the upper bound on error probability, following similar steps as in Appendix B with H = S, we have that for any 0 ≤ ρ ≤ 1,
P ∗(err | S)
≤ (M − 1)ρ exp
{
−
[
d2(si, s1)− (1− ρ)‖si‖2
2σ2(1 + ρ)2
]}ρ
, (38)
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where d2(si, s1) = ‖si− s1‖2. We choose ρ = 1 in the bound above. Roughly speaking, this is asymptotically optimal because
M scales linearly with T . When ρ = 1, the exponent in the upper bound in (38) simplifies to d2(si, s1) and d
2(si, s1) ∼ 2E2χ2T .
Let p(·) denote the probability density function of the chi-squared random variable X ∼ χ2T . We then obtain
P ∗(err) ≤
∫ ∞
0
(M − 1) exp
{
−
[
2E2x
8σ2
]}
p(x) dx
= (M − 1)
(
1 +
SNR
2
)−T2
.
Since β = T/M , we have
lim inf
M→∞
− 1
M
logP ∗(err) ≥ β
2
log
(
1 +
SNR
2
)
. (39)
For the converse part, we also lower bound the error probability using one error event. Following the same steps in
Subsection V-B (cf. the proof of (16)), we obtain
P ∗(err | S) = 2Q
(‖s1 − si‖
2σ
)
≥ c(ǫ) exp
(
− (1 + ǫ)d
2(si, s1)
8σ2
)
.
Then
P ∗(err) ≥
∫ ∞
0
c(ǫ) exp
(
− (1 + ǫ)x
8σ2
)
p(x)dx
= c(ǫ)
(
1 +
(1 + ǫ)SNR
2
)−T2
.
Since β = T/M , we have
lim sup
M→∞
− 1
M
logP ∗(err) ≤ β
2
log
(
1 +
(1 + ǫ)SNR
2
)
.
Since ǫ > 0 is arbitrary, we can let ǫ→ 0+ and obtain
lim sup
M→∞
− 1
M
logP ∗(err) ≤ β
2
log
(
1 +
SNR
2
)
. (40)
Thus, combining (39) and (40) yields
E∗(β, SNR) =
β
2
log
(
1 +
SNR
2
)
.
B. Matched Filter Error Exponent
To prove the asymptotic optimality of matched filter, we mainly prove that the error exponent for matched filter is same as
the optimal error exponent we derive in Subsection A-A. We have
PMF(err) = P
(
argmax
j∈{1,··· ,M}
vj 6= 1
)
= P

⋃
j 6=1
{vj > v1}

 .
Again we first condition on the signals {si}Mi=1, which means that we treat G as a deterministic matrix. Then
PMF(err | G) ≤ (M − 1)P (vj > v1 | G)
= (M − 1)P (v˜j > v˜1 | G) ,
where v˜ = G1/2b+w0 is obtained by whitening v by multiplying G
−1/2 in both sides of (3). Following similar steps as in
Appendix A-A, we have
PMF(err | G) ≤ (M − 1) exp
{
−‖G
1/2(bi − bj)‖2
8σ2
}
.
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Then because ‖G1/2(bi − bj)‖2 = (bi − bj)TG(bi − bj) ∼ 2E2χ2T , we obtain
PMF(err) ≤ (M − 1)
(
1 +
SNR
2
)−T2
.
So
lim inf
M→∞
− 1
M
logPMF(err) ≥ β
2
log
(
1 +
SNR
2
)
. (41)
For the lower bound, following the same steps in Subsection V-B (cf. the proof of (16)), we obtain
PMF(err | G) = Q
(‖G1/2(bi − bj)‖
2σ
)
≥ c(ǫ) exp
(
− (1 + ǫ)‖G
1/2(bi − bj)‖
8σ2
)
.
Then
PMF(err) ≥ c(ǫ)
(
1 +
(1 + ǫ)SNR
2
)−T2
.
Since ǫ > 0 is arbitrary, we can take the limit of the normalized logarithm and let ǫ→ 0+ to obtain
lim sup
M→∞
− 1
M
logPMF(err) ≤ β
2
log
(
1 +
SNR
2
)
. (42)
Combined with (41) and (42), we have
EMF(β, SNR) = E
∗(β, SNR) =
β
2
log
(
1 +
SNR
2
)
,
which proves Theorem 1.
APPENDIX B
DERIVATION OF (28)
Without loss of generality, we suppose s1(t) is the transmitted signal. Recall that H = [AG
−1AT ]−1/2A and the probability
density function of u˜ is
p1(u˜ | G) =
N∏
i=1
1√
2πσ2
e−(ui−h1,i)
2/2σ2 , (43)
where hj,i is the i-th element in the j-th column of the matrix H, which is denoted as hj = [AG
−1AT ]−1/2aj . In the
following, for the sake of brevity, we use the shorthand notation p1(u˜) to mean p1(u˜ | G). Now we derive an upper bound
on P1(err) using Gallager’s technique to derive the random coding error exponent in channel coding [13]. For any λ ≥ 0, let
R˜c1 =

u˜ :
∑
j 6=1
[
pj(u˜)
p1(u˜)
]λ
≥ 1

 .
Thus, for any 0 ≤ ρ ≤ 1, the error probability can be upper bounded as
P1(err) ≤ P(R˜c1)
≤
∫
RN

∑
j 6=1
[
pj(u˜)
p1(u˜)
]λ
ρ
p1(u˜)du˜
=
∫
RN
[p1(u˜)]
(1−λρ)

∑
j 6=1
[pj(u˜)]
λ


ρ
du˜.
If we let λ = 11+ρ , we obtain
P1(err) ≤
∫
RN
[p1(u˜)]
1
1+ρ

∑
j 6=1
[pj(u˜)]
1
1+ρ


ρ
du˜ (44)
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P1(err) ≤
∫ +∞
−∞
. . .
∫ +∞
−∞
[
n∏
i=1
1√
(2πσ2)
e−
(ui−h1,i)
2
2σ2
] 1
1+ρ


∑
j 6=1
[
n∏
i=1
1√
2πσ2
e−
(ui−hj,i)
2
2σ2
] 1
1+ρ


ρ
du˜
=
∫ +∞
−∞
. . .
∫ +∞
−∞
[
n∏
i=1
1√
2πσ2
e
− (u
2
i
−2uih1,i+h
2
1,i)
2σ2(1+ρ)
]

∑
j 6=1
[
n∏
i=1
1√
2πσ2
e
− (u
2
i
−2uihj,i+h
2
j,i
)
2σ2(1+ρ)
]

ρ
du˜
=
∫ +∞
−∞
. . .
∫ +∞
−∞
n∏
i=1
1√
2πσ2
exp
{
−u
2
i − 2uih1,i + h21,i
2σ2(1 + ρ)
− u
2
i ρ
2σ2(1 + ρ)
}

∑
j 6=1
n∏
i=1
exp
{
− (−2uihj,i + h
2
j,i)
2σ2(1 + ρ)
}

ρ
du˜
= exp
{
− ‖h1‖
2ρ
2σ2(1 + ρ)2
}∫ +∞
−∞
. . .
∫ +∞
−∞
n∏
i=1
1√
2πσ2
exp
{
− 1
2σ2
(
ui − h1,i
1 + ρ
)2}
×


∑
j 6=1
exp
{
− ‖hj‖
2
2σ2(1 + ρ)
} n∏
i=1
exp
{
2uih1,i
2σ2(1 + ρ)
}

ρ
du˜
≤ exp
{
− ‖h1‖
2ρ
2σ2(1 + ρ)2
}

∑
j 6=1
exp
{
− ‖hj‖
2
2σ2(1 + ρ)
}∫ +∞
−∞
. . .
∫ +∞
−∞
n∏
i=1
1√
2σ2π
exp
{
− 1
2σ2
(
ui − h1,i
1 + ρ
)2}
× exp
{
2uihj,i
2σ2(1 + ρ)
}
du˜
}ρ
= exp
{
− ‖h1‖
2ρ
2σ2(1 + ρ)2
}

∑
j 6=1
exp
{
− ‖hj‖
2
2σ2(1 + ρ)
}
exp
(
− 1
2σ2
[ ‖h1‖2
(1 + ρ)2
− ‖h1 + hj‖
2
(1 + ρ)2
])

ρ
=

∑
j 6=1
exp
{
− 1
2σ2
[
d2(hj ,h1)
(1 + ρ)2
− (1− ρ)‖hj‖
2
(1 + ρ)2
]}
ρ
= (M − 1)ρ exp
{
−
[
d2(hj ,h1)− (1− ρ)‖hj‖2
2σ2(1 + ρ)2
]}ρ
. (45)
for any 0 ≤ ρ ≤ 1.
Then we substitute the density function (43) into (44). We then obtain the chain of inequalities leading to (45) on the top
of this page. Note that
d2(hj ,h1) = ‖[AG−1AT ]−1/2(aj − a1)‖2
and
‖hj‖2 = ‖[AG−1AT ]−1/2aj‖2.
This completes the derivation of (28).
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