Let M be an exact symplectic manifold with c 1 (M ) = 0. Denote by Fuk(M ) the Fukaya category of M . We show that the dual space of the bar construction of Fuk(M ) has a differential graded noncommutative Poisson structure. As a corollary we get a Lie algebra structure on the cyclic cohomology HC
Introduction
In this paper we construct a noncommutative Poisson structure on the Fukaya category of an exact symplectic manifold with vanishing first Chern class. Our motivation comes from the noncommutative symplectic geometry ( [24, 25, 19, 4, 10] ), noncommutative Poisson geometry ( [35, 9, 2] ) and string topology ( [6, 7] ). Let us start with some backgrounds.
Roughly speaking, Fukaya category is an algebraic structure arising in the study of symplectic manifolds, where the objects are Lagrangian submanifolds and the morphisms are Lagrangian intersection Floer cochain complexes. As observed by Fukaya ([12] ), the composition of two morphisms is not associative, but associative up to homotopy. There are homotopy of homotopies, and homotopy of homotopies of homotopies, etc., forming an A ∞ category, a categorical generalization of Stasheff's A ∞ algebra.
Ever since its first appearance, Fukaya category has been a fast developing topic, and is active in, to name a few, symplectic geometry, homological and homotopical algebra, noncommutative geometry and mathematical physics. It is one of the noncommutative symplectic spaces in Kontsevich's homological mirror symmetry program. In fact, Kontsevich ([26] ) and also Costello ([8] ) conjectured that the Fukaya category of a Calabi-Yau manifold is a Calabi-Yau A ∞ category, which means there is a non-degenerate symmetric bilinear pairing of degree d on the morphism spaces −, − : Hom(A, B) ⊗ Hom(B, A) → k, for any objects A and B, where k is the ground field of characteristic zero, such that it is cyclically invariant m n (a 0 , · · · , a n−1 ), a n = (−1) n+|a 0 |(|a 1 |+···+|an|) m n (a 1 , · · · , a n ), a 0 .
And the famous homological mirror symmetry conjecture of Kontsevich says that, the (derived category of the) Fukaya category of a Calabi-Yau manifold should be equivalent, as Calabi-Yau categories, to the (derived category of) coherent sheaves of its mirror, and vice versa. In general, it is very difficult to obtain a non-degenerate pairing on a Fukaya category; some partial results can be found in Fukaya [14] . On the other hand, being Calabi-Yau is very important for Fukaya categories, as they would then have very nice algebraic and geometric properties (see, for example, Kontsevich-Soibelman [28] and Costello [8] ).
One nice property of a Calabi-Yau category is a Lie algebra structure on its cyclic cohomology (as shall be recalled in later sections), which is nowadays also called the Kontsevich bracket, and has found many applications in noncommutative symplectic/Poisson geometry, representation theory of quiver algebras and Calabi-Yau algebras. Since this Lie algebra is a main motivation of our study, we would like to say some more words about it.
In two very influential papers [24, 25] , Kontsevich first raised his theory of noncommutative symplectic geometry. In particular, he showed that for a noncommutative symplectic space, the noncommutative 0-forms possess a Lie algebra structure, whose homology is intimately related to the homology of some corresponding moduli space. His result was later further studied and developed by Ginzburg in [19] and Bocklandt-Le Bruyn in [4] . These authors proved that the closed path of a doubled quiver has a Lie algebra structure (the Kontsevich bracket), which is naturally mapped to the Lie algebra of Hamiltonian functions on the corresponding quiver varieties. Kontsevich's Lie algebra is first considered by Van den Bergh in [35] from the noncommutative Poisson geometry point of view. The relationship between noncommutative symplectic and noncommutative Poisson structures is also discussed in [35, Appendix] .
In fact, what Van den Bergh introduced is, for a general associative algebra A, the notion of a double Poisson bracket. If the algebra A possesses a double Poisson bracket, then he showed that the commutator quotient space A ♮ := A/[A, A] has a Lie algebra structure, where Kontsevich's Lie algebra is a special case when A is the path algebra of a doubled quiver. It turns out that Van den Bergh's double Poisson algebra is a very important case of Crawley-Boevey's noncommutative Poisson structures ( [9] ). The study of Crawley-Boevey was motivated by his trying to find the weakest condition for an associative algebra A such that the moduli space of representations (representation scheme) of A admits a Poisson structure. If such a condition is fulfilled, we say A possesses a noncommutative Poisson structure. This idea fits very well to a guiding principle proposed by Kontsevich and Rosenberg ([27] ), namely, for a noncommutative space, any meaningful noncommutative geometric structure (such as noncommutative symplectic and Poisson) should induce its classical counterpart on its moduli space of representations. Now, let us go back to Fukaya categories. As we have said, it is in general very difficult to prove that a Fukaya category is indeed a Calabi-Yau category. Nevertheless, we found that Kontsevich's Lie algebra does not a priori assume the existence of a non-degenerate pairing, but cyclic invariance (in an appropriate sense) is essential. This is exactly the case of Fukaya categories, where the counting of the pseudo-holomorphic disks is cyclically invariant. That is to say, there is a natural Lie algebra structure on the cyclic cohomology of a Fukaya category, and such a Lie algebra is a consequence of the noncommutative Poisson structure (in the sense of Van den Bergh) on the Fukaya category, when viewing it as a noncommutative space. The following is our main theorem:
Theorem A (Theorem 17). Let M be an exact symplectic 2d-manifold with c 1 (M ) = 0 and possibly with contact type boundary. Denote by Fuk(M ) the Fukaya category of M . Then the dual space of the bar construction of Fuk(M ) has a degree 2 − d differential graded double Poisson algebra structure in the sense of Van den Bergh.
As a corollary (Corollary 19), the cyclic cohomology of the Fukaya category of an exact symplectic manifold with vanishing first Chern class has a degree 2 − d graded Lie algebra structure.
The rest of the paper is devoted to the proof of Theorem A. It is organized as follows: In Section 2 we first recall the definition of A ∞ categories and their Hochschild and cyclic (co)homologies, and then construct a double Poisson bracket on a class of A ∞ categories; in Section 3 we first briefly recall the construction of Fukaya categories and then prove Theorem A; after that, we discuss some relations of the main result to string topology, a theory developed by Chas and Sullivan ( [6, 7] ); finally, we give the detailed proof of Lemma 4 in Appendix A.
Convention. Throughout the paper, we fix a ground field k of characteristic zero. All vector spaces, their morphisms and tensor products are assumed to be over k.
A ∞ categories and their homologies
Definition 1 (A ∞ category; cf. [12, 33] ). An A ∞ category A over k consists of a set of objects Ob(A), a graded k-vector space Hom(A 1 , A 2 ) for each pair of objects A 1 , A 2 ∈ Ob(A), and a sequence of multilinear maps:
with degree |m n | = 2 − n, for n = 1, 2, · · · , satisfying the following A ∞ relations:
where a i ∈ Hom(A i , A i+1 ), for i = 1, 2, · · · , n, and
If all m i vanish except m 2 , then by letting a 2 • a 1 := (−1) |a 1 | m 2 (a 2 , a 1 ) one obtains the usual small not-necessarily-unital graded linear category. If all m i vanish except m 1 and m 2 , then one gets the usual small not-necessarily-unital differential graded (DG for short) category, with the differential d(a) := (−1) |a| m 1 (a). If an A ∞ category has only one object, say A, then Hom(A, A) is an A ∞ algebra; and if furthermore, all m i vanish except m 1 and m 2 , then A is the usual not-necessarily-unital DG algebra with product a 2 · a 1 := (−1) |a 1 | m 2 (a 2 , a 1 ). Also, for an A ∞ category A, since m 2 1 = 0 one may obtain the cohomology level not-necessarily-unital category H(A), where the objects remain the same, while the morphisms between two objects, say A, B, are the m 1 -cohomology H • (Hom(A, B), m 1 ).
Convention 2 (The signs). The sign in equation (1) is given as follows. First, for a graded vector space V , let V be the de-suspension of V , that is, (V ) i = V i+1 . Let Σ : V → V be the identity map which maps v to v, and let
be the n-fold tensor of Σ. Let m n : (V ) ⊗n → V be the degree 1 map such that the following diagram
commutes. Then equation (1) is nothing but
The sign that appears in equation (3) follows from the usual Koszul sign rule. Namely, the canonical isomorphism
One then obtains equation (1) by converting equation (3) via diagram (2) . In the following all signs are assigned in this way.
There is an alternate description of the A ∞ structure on A given as follows: Let B(A) := ⊕ n≥0 B(A) n (here n is called the weight), where
B(A) has a natural co-unital, co-augmented coalgebra structure, where the co-product is given by ∆(a n , · · · , a 2 , a 1 ) = 1 ⊗ (a n , · · · , a 1 ) + (a n , · · · , a 1 ) ⊗ 1
Grade the elements in B(A) by the sum of the gradings of their components, then B(A) is in fact a graded coalgebra, and equation (3) is equivalent to saying that m := m 1 + m 2 + · · · is nothing but a degree one co-differential on B(A). The pair (B(A), m) is called the bar construction of A. In the following we will also useB(A) := ⊕ n≥1 B(A) n , which is called the reduced bar construction of A.B(A) is a DG coalgebra without co-unit, where the co-product (called the reduced co-product) is given by∆(a n , · · · , a 1 ) =
We next recall the definition of Hochschild and cyclic homology of A ∞ algebras/categories, which are a combination of the ones of, for example, Getzler-Jones [ 
where
The associated homology is called the Hochschild homology of A, and is denoted by HH • (A).
In the above definition, if m i = 0 for i ≥ 3, that is, A is a small DG category, then [33, §1f] ), which we will not use in this paper. Instead, in the following we are more concerned with the dual complex of (4), which is Now, let t 0 : Hom(A, A) → Hom(A, A) be the identity map, and
for n = 1, 2, · · · , be the multilinear cyclic operator
Let N n = 1 + t n + t 2 n + · · · + t n n . Extend t n and N n to other elements in CH • (A) trivially, and let
Lemma 4. Let A be an A ∞ category, and let T and N be as above. We have the following commutative diagram:
Proof. This is the A ∞ version of cyclic bicomplex (cf. [29, §2.1.2]). Since the computation involves the higher A ∞ operators, which seems to have not appeared in literature before, we give a proof in the appendix. The cyclic cochain complex of A is the cyclically invariant sub-complex of the dual Hochschild chain complex CH
• (A), and is denoted by CC 
]).
In the above definition of A ∞ categories, we did not require the category to have a unit. Indeed in symplectic geometry the Fukaya categories may not have a unit, however, they are "cohomologically unital", which means the homology of a Fukaya category is a graded category with unit (for a proof of this statement see Seidel [33, §9j] ). It is known from homological algebra (cf. [33, Corollary 2.14]), as will be recalled later, that any homologically unital A ∞ category, say A, is canonically quasiisomorphic to a (unital) DG category, say IA. Under this quasi-isomorphism the Hochschild and cyclic complexes of A are mapped to the ones of IA respectively.
From the definitions, we see thatB(A) contains CH • (A) as a subspace and m on the former restricts to b ′ on the latter. Also, let
with the dual differential m ∨ , equipped with the adic topology indexed by the natural numbers with the usual order and the subset of objects in A under inclusion. (B(A) ∨ , m ∨ ) has a natural non-unital DG algebra structure, where the product is given by
with µ the product on k. We have the following proposition which is originally due to Quillen in the case of a differential graded algebra:
where (−) ♮ means the co-commutator subspace and (−) ♮ is the topological commutator quotient space (i.e. the quotient by the closure of the commutators under the adic topology).
Proof. Recall that for a DG coalgebra C, the co-commutator subspace C ♮ is the subspace
where∆ is the reduced co-product and σ is the switching operator σ(a, b) = (−1) |a|·|b| (b, a). Thus if
as complexes. Similarly we also have CC
This completes the proof.
Construction of the double bracket
We first recall Van den Bergh's definition of double Poisson algebra ( [35] ).
Definition 8 (Double Poisson algebra)
. Suppose A is a graded associative algebra over k. A double bracket of degree d on A is a bilinear map
which is a derivation of degree d (for the outer A-bimodule structure on A⊗ A) in its second argument and satisfies
where t :
If furthermore A satisfies the following double Jacobi identity In the following, we focus on the case where A isB(A) ∨ for an A ∞ category A. Note that we may consider the double bracket in the complete sense, that is, both the domain and the image may be taken to be A⊗A, where⊗ is the completed tensor product under the adic topology, and the double Jacobi identity is to hold in this complete sense. Assumption 9. In the following we consider a class of A ∞ categories satisfying the following conditions:
(1) there exists a positive integer d such that for each pair of objects A, B ∈ A, there is an isomorphism of finite dimensional k-vector spaces
for all i, and under this isomorphism, a basis of Hom(A, B) is map to a basis of Hom(B, A) (in the following we denote by p * the image of an element p of the basis under this isomorphism); (2) shift the gradings of the elements in the morphism space of A down by one; for basis elements
where q runs over the basis of Hom(A 1 , A n+1 ), and
Convention 10. For some sign issues, in the following we make the following convention: for each pair of basis elements p, p * , we have two ordered set (p, p * ) and (p * , p), and assign a sign to one of them by sgn(p, p * ) = (−1) |p| if p = p * or if p = p * and p is of odd degree (and in this case sgn(p * , p) = (−1) |p * |+(|p * |+1)(|p|+1) by the Koszul sign convention), and sgn(p, p * ) = 0 if p = p * and p is of even degree. There is a choice in assigning the signs, but once assigned, they are fixed in the rest. To get some idea about the sign, let us remind that in the works of Ginzburg [19] and Van den Bergh [35] , in order to construct the Lie/Poisson bracket (respectively, the double Poisson bracket) on the closed path space (respectively, the path algebra) of a doubled quiver, one has to equip a symplectic pairing on the space of edges: given a quiver Q, first double it, that is, to each edge a in Q, add one more edge a * but with arrow reversed; then the symplectic pairing is given by a, b * = − b * , a = 1 if b * = a * and 0 otherwise. However, if the quiver is already doubled, then for each pair of such edges, one has to choose which one is a and which one is a * to define the symplectic pairing; whichever is chosen as the original edge will not affect the conclusion. The sign given above is just a DG version of theirs.
Proposition 11. Let A be an A ∞ category satisfying Assumption 9, and letB(A) ∨ be the dual space of the reduced bar construction of A. Define
∨ by the following formula: for homogeneous f, g ∈B(A) ∨ , Remark 12. In the above proposition, { {−, −} } can in fact be extended to be defined on B(A) ∨ , that is, in the formula (12), if f or g is in k, then one simply puts { {f, g} } = 0. Also, the summands in the right-hand side of (12) for j = 1 and n + 1 and arbitrary i are understood as
respectively, and for i = 1 or m + 1 the formulas are similarly given.
Proof of Proposition 11. First note that { {−, −} } has degree 2 − d: the difference of degrees between 
whereε ji is similar to ε ij but with a * replaced by b * and vice versa, and with p, p * switched. A direct computation shows (−1)
) is non-zero. Basically the signs given above follow the Koszul sign rule; the negative sign in the RHS of the last equality comes from Convention 10, namely, whenever p and p * appear in an expression simultaneously, then there is a negative sign added besides the Koszul sign, when their orders are switched. We now show that { {−, −} } is a derivation for the second component.
This means { {−, −} } is a derivation. We next show that { {−, −} } satisfies graded double Jacobi identity (9) , that is, up to Koszul sign,
and
and at last,
In the above expressions, ν kℓ , η kℓ , λ jk , ξ iℓ , σ ik , τ jℓ and ρ jℓ are all defined similarly to ε ij . After rearranging the items, one sees that up to Koszul sign, (13a) and (15b) cancel with each other (recall that we mentioned above that sgn(p, p * ) and sgn(p * , p) differ by a sign), so do (13b) and (14a), and (14b) and (15a), hence the graded double Jacobi identity is verified. We last prove that the double bracket commutes with the differential m ∨ . To simplify the notation, denote ∂ = m ∨ . We need to show ∂{ {f, g} } = { {∂f, g} } + (−1) |f | { {f, ∂g} }, where the differential ∂ acts on tensor products by derivation. In fact,
Comparing the above two equations, one sees that summand (17a) contains more terms than (16a), which are in the form
Similarly, summand (17b) contains more terms than (16b), in the form
We claim these two types of terms (18) and (19) cancel with each other. In fact, (18) equals
which is exactly (19) after re-indexing the subscripts. In the above expression, the second equality holds due to the cyclicity assumption (11) , and also ν = (|a i−1 |+· · ·+|a ℓ |+|p|)(b k−1 +· · ·+|b j |+|q|).
Remark 13. The above calculation looks similar to the double bracket for cyclic algebras (or more generally Calabi-Yau A ∞ categories) presented in [2] ; however, Proposition 11 is slightly more general. The difference is that here we did not assume the Calabi-Yau cyclicity condition ( * ) on A; it is replaced by the cyclicity condition (11). Any Calabi-Yau A ∞ category A satisfies conditions of Proposition 11: if we choose a basis {e i } for Hom (A, B) , then by the non-degenerate pairing we automatically get a basis {e * i }, the dual basis of {e i }, for Hom(B, A), and then ( * ) becomes (11) . Moreover, all formulas in Proposition 11 and in its proof do not depend on such choice of basis. On the other hand, these two cyclicity conditions are not equivalent; as we shall see, Fukaya categories (to be shown below) satisfy (11), but not ( * ) at least in the naive way (see Remark 18 below). 
Fukaya category of exact symplectic manifolds
In this section we first recall some necessary ingredients about Fukaya categories, then prove the main theorem, and after that, relate it to string topology in the case of cotangent bundles.
Construction of the Fukaya category
In this subsection we briefly recall the construction of the Fukaya category for exact symplectic manifolds. The complete treatment can be found in Seidel [33] . The construction of the Fukaya category on a general symplectic manifold is given in Fukaya [13, Chapter 1] and Fukaya et. al. [15] . Most results in our situation are now well recognized, and hence are cited without proof, but with precise and concrete references. We here follow Seidel.
Intuitively, the Fukaya category Fuk(M ) of M is defined as follows: the objects are Lagrangian submanifolds in M ; suppose L 1 , L 2 are two transversal objects, Hom(L 1 , L 2 ), called the Floer cochain complex, is spanned by the transversal intersection points of L 1 and L 2 , and for n objects L 1 , · · · , L n+1 , assume they are pairwisely transversal, then
is given by counting pseudo-holomorphic disks whose boundary lying in
where #M(a, a n , · · · , a 1 ) is the counting of the moduli space of pseudo-holomorphic disks with n + 1 (anti-clockwise) cyclically ordered marked points in its boundary, such that these marked points are mapped onto a n , · · · , a 1 , a and that the rest of the boundary lie in
The A ∞ relations (equation (1)) follow from the compactification of M(a n+1 , a n , · · · , a 1 ), where those pseudo-holomorphic disks with all possible "bubbling-off" disks are added. More precisely, the compactification of M(a n+1 , a n , · · · , a 1 ) is a stratified space whose codimension one strata consists of
Now suppose M(−) is one dimensional, then its boundary has even number of components, and therefore the number of these components is zero if we take the coefficients of the Floer cochain complex to be Z 2 . This exactly corresponds the A ∞ relations for Fukaya category, that is, (20) gives (1) and vise versa. This is a very rough description of the construction of the Fukaya category. It is only partially defined in the sense that we have assumed that all Lagrangian submanifolds are pairwisely transversal; also, the Floer cochain complexes thus described are only Z 2 graded and with only Z 2 coefficients. To make the Fukaya category be fully defined and be graded over Z with arbitrary field coefficients, we have to introduce the following concepts.
Exact symplectic manifolds and admissible Lagrangian submanifolds
A symplectic manifold (M 2d , ω) is said to be exact if ω = dη for some 1-form η. An exact symplectic manifold with boundary is a quadruple (M, ω, η, J), where M is a compact 2d dimensional manifold with boundary, ω is a symplectic 2-form on M , η is a 1-form such that ω = dη and J is a ω-compatible almost complex structure. These data also satisfy the following two convexity conditions: -The negative Liouville vector field defined by ω(·, X η ) = η points strictly inwards along the boundary of M ;
-The boundary of M is weakly J-convex, which means that any pseudo-holomorphic curves cannot touch the boundary unless they are completely contained in it.
In the following, for a symplectic manifold (M 2d , ω) with or without boundary, we shall always assume
In the following we will assume L is closed and is disjoint from the boundary of M . L is called exact if η|L is an exact 1-form. In the following, we shall always assume L is admissible, namely, (1) η| L is exact; (2) L has vanishing Maslov class; and (3) L is spin.
Example 15 (Cotangent bundles). Let N be a simply connected, compact spin manifold. Let T * N be the cotangent bundle of N with the canonical symplectic structure. The cotangent bundle of N is an exact symplectic manifold. In particular, N , viewed as the zero section of T * N , is an admissible Lagrangian submanifold.
Construction of the Fukaya category
From now on, we always assume M is an exact symplectic manifold with c 1 (M ) = 0, and all Lagrangian submanifolds to be considered are compact and admissible. With these assumptions, we have: − there exists a "grading" on the Lagrangian submanifolds (due to Seidel, see [33, §12a] ), which then gives a Z-grading on the Hamiltonian chords, and − the equations for the pseudo-holomorphic disks will be perturbed to be compatible with the Hamiltonian function (see [33, §8f] ), and there is a coherent orientation and compactification on the associated moduli spaces such that (20) holds (see [33, §9l and §12b] ).
In summary, the conditions in § §3.1.1 guarantee that the Floer cochain complex is defined over a field of characteristic zero and is Z-graded, and that the moduli spaces involved are oriented in a coherent way such that the A ∞ hierarchy equations are satisfied.
Theorem 16 (Fukaya, Seidel) . Suppose M is an exact symplectic manifold with c 1 (M ) = 0 and possibly with contact type boundary. Suppose L 1 , L 2 , · · · , L n+1 are admissible graded Lagrangian submanifolds, and
#M(a * , a n , · · · , a 1 ) · a, 
Proof of the main theorem
In the last subsection we have briefly recalled the construction of the Fukaya category of an exact symplectic manifold. Now we are ready to show:
Theorem 17 (Theorem A). Suppose M is an exact symplectic 2d-manifold with c 1 (M ) = 0 and possibly with contact type boundary. Denote by Fuk(M ) the Fukaya category of M and byB(Fuk(M )) ∨ the dual DG algebra of the reduced bar construction of Fuk(M ). Define
∨ by the following formula: for homogeneous f, g ∈B( -the moduli space M(a n , · · · , a 1 , a 0 ) of pseudo-holomorphic disks is coherently oriented such that the counting #M(a n , · · · , a 1 , a 0 ) is cyclically invariant, that is, #M(a n , · · · , a 1 , a 0 ) = (−1) |a 0 |(|a 1 |+···+|an|) #M(a 0 , a n , · · · , a 1 ).
This means that Fuk(M ) satisfies the conditions of Proposition 11, from which the theorem follows.
Remark 18. One may formally define a pairing
and extend it linearly to all morphism space (note that here we have not shifted the degree down yet). It is graded symmetric; however, it does not satisfy the Calabi-Yau condition ( * ). Let us say some more words about this Lie algebra. In [9] Crawley-Boevey introduced a notion of H 0 -Poisson structure, which is defined as follows: Suppose A is an associative algebra; an H 0 -Poisson structure on A is a Lie bracket
is induced by a derivation d a : A → A. The significance of this notion is the following.
Theorem 20 (Crawley-Boevey [9] ). Let A be an associative algebra over an algebraically closed field k of characteristic zero. If A admits an H 0 -Poisson structure, then there is a unique Poisson structure on the coordinate ring of the isomorphism classes of n-dimensional k-representations Rep n (A)//GL(n), for all n ∈ N, such that the trace map
is a map of Lie algebras.
Proof. See Crawley-Boevey [9, Theorem 2.5].
For an associative algebra A, if it admits a double Poisson bracket { {−, −} }, then from Van den Bergh's result (Corollary 14) one immediately obtains an H 0 -Poisson structure on A. In particular, Van den Bergh ( [35] ) showed that the path algebra of a doubled quiver has a double Poisson structure, which then induces a Poisson structure on the representation scheme of this doubled quiver, and hence recovers an important result of Ginzburg [19] and Bocklandt-Le Bruyn [4] .
The work of Crawley-Boevey and Van den Bergh cited above was later further studied in [2] based on the work [3] , where DG algebras and DG representations are studied. The current work may be viewed as a continuation of [2] , with an aim to the understanding of some algebraic structures in symplectic topology. At present, we are not able to describe the representation theory of a general Fukaya category. Nevertheless, from the work of [5] and [34] , one sees that for some special class of symplectic manifolds, the sub-category of vanishing cycles is very much related to the representation theory of the associated quivers. We hope to turn to this point in the near future.
Example of cotangent bundles
In this subsection, we compare the previous results with string topology in the case of cotangent bundles. Suppose N is a smooth d-manifold, and denote by LN the free loop space of N . In [6] Chas and Sullivan showed that the S 1 -equivariant homology H S 1
• (LN ) of LN has the structure of a degree 2 − d Lie algebra structure; later in [7] they further show that, by modulo the constant loops, H S 1
• (LN, N ) is in fact an involutive Lie bialgebra. Ever since its first appearance, a lot of efforts have been made by mathematicians in trying to understand such Lie (bi)algebra structure. In the following we briefly show that the Lie algebra that we obtained in the previous subsection is very much similar to that of Chas and Sullivan.
First, we recall the definition of A ∞ functors and their properties; a much complete treatment of this topic can also be found in [11, 33] . 
of degree 0 such that
where on the left hand side the sum is over all r ≥ 1 and all partitions s 1 + · · · + s r = n.
In other words, equation (22) can be read as a DG coalgebra map on the (reduced) bar constructions:
If F : A → B is an A ∞ functor, then one can associate a functor H(F ) : H(A) → H(B), called the cohomology level functor, sending objects of H(A) to objects of H(B) as that of F , and sending
Now suppose A and B are cohomologically unital. An A ∞ functor F : A → B is called a quasiequivalence if the associated cohomology level functor H(F ) is an equivalence; it is a quasi-isomorphism if H(F ) is an isomorphism. For the Fukaya category of cotangent bundles (Example 15), the following result is obtained by Fukaya-Seidel-Smith and Nadler independently:
Theorem 22 (Fukaya-Seidel-Smith and Nadler). Let N be a simply-connected, compact spin manifold, and let T * N be its cotangent bundle. Then there is a quasi-equivalence of A ∞ categories
where the latter is the sub Fukaya category of T * N with one object N (that is, the Floer cochain complex of N ).
Proof. On the other hand, we have the following theorem, which is usually called the PSS (PiunikhinSalamon-Schwarz) isomorphism in literature.
Theorem 23 (PSS isomorphism).
Let N be as in previous theorem. Then the Floer cochain complex Hom(N, N ) is quasi-isomorphic to the singular cochain complex C • (N ) as A ∞ algebras.
Proof. There have been several proofs for this result; see, for example, Abouzaid [1, Theorem 1.1]. In fact, in [1] the theorem is proved for any compact smooth manifold N .
As a corollary to the above two theorems, we have the following result.
Corollary 24. Let N be a simply-connected, compact spin d-manifold. Then the cyclic cohomology of Fuk(T * N ) is isomorphic to the cyclic cohomology of C • (N ), which induces on the latter a degree 2 − d Lie algebra structure.
Proof. This corollary follows from Corollary 19, Theorems 22, 23 and the following lemma saying that cyclic (co)homology is invariant under quasi-equivalences/quasi-isomorphisms.
Lemma 25. Cyclic cohomology is invariant under quasi-equivalences, that is, for two quasi-equivalent A ∞ categories A and B, we have
To prove this lemma, let us first recall the Yoneda embedding for A ∞ categories. We start with A ∞ modules (cf. [33, §1j] ).
Definition 26 (A ∞ module). Suppose C is an A ∞ category. A C-module is an A ∞ functor from C to the DG category of complexes over k, where the latter is viewed as an A ∞ category.
Since the category of complexes over k is a DG category, all C-modules form a DG category as well, which is called the module category of C, and is denoted by mod(C). Moreover, there is a natural functor (called the Yoneda embedding)
which maps any object, say Y in C, to the object Hom(−, Y ) in mod(C), and maps morphisms in C to morphisms in mod(C) in the natural way (cf. [33, §1l] ). Denote by IC the images of C under the Yoneda embedding, then by some technical discussion on the unit, Seidel proves the following Lemma 27 (Seidel [33] Corollary 2.14). Any cohomologically unital A ∞ category C is canonically quasi-isomorphic to the strictly unital DG category IC via the Yoneda embedding. Now suppose F : C → C ′ is an A ∞ functor, it induces a DG functor (the pull-back functor)
which maps a C ′ -module, say M , to a C-module F * (M ) given as follows: for any object X ∈ Ob(C), F * (M )(X) = M (F (X)) (for more details see [33, §1k] ). Moreover, the Yoneda embedding is natural in the following sense:
Lemma 28 (Seidel [33] Diagram 2.13). Suppose F : C → C ′ is a cohomologically full and faithful A ∞ functor, then the following diagram is commutative
In particular, if F is a quasi-equivalence, then F * : IC ′ → IC is an quasi-equivalence of DG categories.
Proof of Lemma 25. The proof consists of two steps. The first step is to show that for any A ∞ category C, the Yoneda embedding I : C → IC of Lemma 27 induces an isomorphism on their cyclic (co)homology. In fact, since I is an A ∞ functor, we have a map of DG coalgebras (see (22) Dually, we obtain a homotopy equivalence of DG algebras
Note that homotopy equivalent DG algebras induce quasi-isomorphic chain complexes on their commutator quotient spaces (for a proof see [3, Lemma 3.1]), and since IC is a strictly unital DG category (Lemma 27), the commutator quotient space is the cyclic cohomology of IC in the usual sense. Thus we get an isomorphism HC
The second step is, assume F : A → B is a quasi-equivalence, then by Lemma 28, F * : IB → IA is a quasi-equivalence of DG categories. A theorem of Keller (see [23, Theorem 1.5] ) says that for quasi-equivalent DG categories, their periodic cyclic homology groups (respectively negative cyclic, cyclic homology as well as cyclic cohomology groups) are isomorphic. That is, we have
Combining (24) and (25) we obtain isomorphisms
It is nowadays also well-known that the cyclic cohomology of C • (N ) is nothing but the S 1 -equivariant homology of LN , where the S 1 -action is the rotation of loops:
Theorem 29 (Jones) . Suppose N is a simply-connected manifold. Let LN be the free loop space of N . Then we have the following isomorphism
Proof. See Jones [21, Theorem A] .
This means that, in the cotangent bundle case, if the base manifold is simply-connected, compact and spin, then by Theorems 22, 23 and 29 together with Lemma 25, the cyclic cohomology of the Fukaya category of closed Lagrangian submanifolds, of the Floer cochain complex of the zero section, and of the singular cochain complex of the zero section, are all isomorphic to the S 1 -equivariant homology of the free loop space of the base manifold. By transporting the Lie algebra obtained in previous subsection to the equivariant homology, we may summarize the above discussion into the following theorem: • (LN ), suppose they are represented by α and β, then we may view them as two families of loops forgetting the marked points (note that the loops have natural marked points given by their starting points). Now assume α and β are transversal to each other; to get a Lie bracket on α and β, we first equip them with the marked points in all possible ways, which are parametrized by two S 1 . Then for any t 1 , t 2 ∈ S 1 , consider the intersection of the marked loci of α at t 1 and β at t 2 and form a new family of loops over the common loci which are the concatenation of loops from α and β. As t 1 and t 2 vary in S 1 , we in fact get a (2 − d) dimensional family of loops in LN . By forgetting the marked points of this new chain, Chas and Sullivan proved in [6, 7] that it represents a homology class in H S 1
• (LN ), which this the so-called Chas-Sullivan string Lie bracket of [α] and [β] (See [6, 7] for more details).
Chas and Sullivan's construction is partially inspired by the work of Goldman [20] . In this work, Goldman proved that the space spanned by the free homotopy classes of loops, modulo the constant ones, forms a Lie algebra, where the Lie bracket is exactly the same as described above. It turns out that the Goldman Lie bracket is very much similar to the Kontsevich bracket (see [4, 19, 35] ). Since the Lie bracket on the cyclic cohomology of the Fukaya category and hence on the S 1 -equivariant homology of LN is directly inspired by Kontsevich, in this sense we may say that the Lie algebra given in Theorem 30 is also similar to the one of Chas and Sullivan.
A Proof of Lemma 4
In this appendix, we prove Lemma 4, that is, to show the commutativity of Diagram (6). Since we work over a field k of characteristic zero, the horizontal sequences are exact. The remaining proof consists of the following two propositions.
Proof. We consider the action of both sides on the element (a n+1 , · · · a 1 ). There are two types of summands in b ′ N . The first one are those terms whose indices appearing in m i (· · · ) are in decreasing order, and the second one are the rest; we show they are equal to N b ′ and N b ′′ respectively. In fact, for fixed i ≥ 1 and k ≥ 1, N (a n+1 , · · · , a 1 ) = N n (a n+1 , · · · , a 1 ), which is equal to (a n+1 , a n , a n−1 , · · · , a k+i , a k+i−1 , · · · , a k , a k−1 , · · · , a 1 )
Then the first type of summands in
+ (−1)
, there is no contribution for such terms from b ′′ , and
The action of N on the latter is in fact the N (n+1)−i -action, which is equal to
From the above two expressions we see that (26)=(27) term by term, where, in particular, (26e)=(27e) due to the fact that 
with indices not in decreasing order, for some fixed i ≥ 1 and j ≥ 0. More precisely, the second type of summands in b ′ N (a n+1 , a n , · · · , a n−j+2 , a n−j+1 , a n−j , · · · , a i+1 , a i , · · · , a 1 ) are (−1)
|a n−j |+···+|a i+1 | (m i+j+1 (a i , · · · , a 1 , a n+1 , a n , · · · , a n−j+2 , a n−j+1 ), a n−j , · · · , a i+1 ) + (−1)
|a n−j |+···+|a i+2 | (a i+1 , m i+j+1 (a i , · · · , a 1 , a n+1 , a n , · · · , a n−j+2 , a n−j+1 ), a n−j , · · · , a i+2 ) |a n−j | (a n−j−1 , · · · , a i+1 , m i+j+1 (a i , · · · , a 1 , a n+1 , a n , · · · , a n−j+2 , a n−j+1 ), a n−j ) + (−1) (a n−j , · · · , a i+1 , m i+j+1 (a i , · · · , a 1 , a n+1 , a n , · · · , a n−j+2 , a n−j+1 )).
On the other hand, in N b = N (b ′ +b ′′ ), N b ′ does not contribute to this type of terms. b ′′ (a n+1 , · · · , a 1 ) has one term (−1) ν ij (m i+j+1 (a i , · · · , a 1 , a n+1 , · · · , a n−j+1 ), a n−j , · · · , a i+1 ), (a i+1 , m i+j+1 (a i , · · · , a 1 , a n+1 , · · · , a n−j+1 ), a n−j , · · · , a i+2 ) + · · · + (−1) (a n−j , · · · , a i+1 , m i+j+1 (a i , · · · , a 1 , a n+1 , · · · , a n−j+1 )).
One sees (28) (|a 2 |+···+|a i |)(|a i+1 |+···+|a n+1 |+|a 1 |)+|a n−j |+···+|a i+1 | (m i+j+1 (a i , · · · , a 2 , a 1 , a n+1 , · · · , a n−j+1 ), a n−j , · · · , a i+1 ) 
Note that, the terms in b(1 − T ) without labels cancel each other. Now,
(1 − T )b ′ (a n+1 , a n , · · · , a 1 ) − (−1) (|an|+···+|a 1 |)|a n+1 |+|a n+1 | (m n (a n , · · · , a 1 ), a n+1 ) (31g)
− m n+1 (a n+1 , · · · , a 1 ).
Now, one can find that (30a)=(31a), (30b)=(31b)+(31d)+(31f), (30c)=(31c), (30d)=(31e), (30e)=(31g), and (30f)=(31h), which means b(1 − T ) = (1 − T )b ′ . This completes the proof.
