Abstract-In navigation tasks, mobile robots often have to deal with substantial uncertainty due to imperfect actuators and noisy sensor measurements. In this paper, we consider the problem of online trajectory generation for safe navigation in the presence of state uncertainty and the resulting deviations from the desired trajectory. Our approach combines probabilistic estimation of the a priori collision risk with efficient trajectory generation, exploiting the differential flatness of many robotic systems in an explicitly constrained polynomial trajectory representation. Through trajectory optimization, our approach allows to flexibly trade off risk against, for example, the duration of the trajectory. It is computationally efficient because each optimization step has polynomial complexity. In contrast to other approaches, our method can also optimize the trajectory duration and supports cost functions that facilitate higher-order smoothness of the trajectory. Our experiments demonstrate the performance of the approach and show that our trajectories result in substantially lower collisions probabilities compared to minimum-snap trajectories in a quadrotor landing task.
I. INTRODUCTION
Nowadays, mobile robots and especially quadrotor UAVs are fast-growing research areas with numerous applications [13] . One essential requirement in this field is online generation of smooth trajectories, which has proven to enable industrial-grade navigation [22] and aggressive maneuvers [9, 15] . These approaches, however, rely on highly accurate state information for control and therefore are likely to fail when applied to resource-constrained robots with inaccurate actuators and noisy sensor measurements for self-localization. Probabilistic localization techniques [23] provide a belief, i.e., a probability distribution over the state space. Robust planning approaches consider the whole belief space instead of the state space to maximize, for example, the probability of reaching the goal [12] . Because of their high complexity, real-world belief space planning problems are usually tackled by approximations such as dimensionality reduction of the belief space [20] , macroactions [8] , or sampling-based planning [2, 4, 18] . However, these approximations are still computationally expensive.
In this paper, we consider the problem of online generation of risk-aware trajectories, taking into account that motion and measurement uncertainty inherently cause state uncertainty and deviations from the desired trajectory. The key challenge in this domain is to reduce the risk of collision or failure due to deviations while ensuring smooth trajectories with This work was supported in part by the National Science Foundation (CNS-1213128) and the Office of Naval Research (N00014-09-1-1031). All authors are with the Department of Computer Science at the University of Southern California, Los Angeles, CA, USA. {joerg.mueller,gaurav}@usc.edu appropriate durations. This can be achieved, for example, by moving at a lower speed and allowing more time for taking additional measurements in cases of high uncertainty. Our approach combines probabilistic risk estimation with efficient trajectory generation. It is based on the Kalman filter, whose variants are popular for UAV state estimation [14, 21] , and does not assume maximum likelihood measurements in the estimation of the a priori covariance of the deviation from the desired trajectory. Through optimization-based trajectory generation, our approach allows to flexibly and efficiently trade off risk against the smoothness and the duration of the trajectory.
We demonstrate the performance of our approach in two accident-prone examples: a docking task of a sliding block and a quadrotor flying around an obstacle and cautiously landing on a platform (see Fig. 1 ). While automatically choosing an appropriate trajectory duration, our approach generates smooth and safe trajectories and results in substantially lower collision risks compared to minimum-snap trajectories [15] .
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II. RELATED WORK
The challenging task of quadrotor navigation and landing has been addressed in various ways. For example, Mellinger et al. [16] sequentially composed trajectories and corresponding controllers for aggressive maneuvers and robust perching. Jiang et al. [10] monitor inferred invariants for failure detection during landing on a moving platform. Both approaches, however, rely on accurate state information from external tracking systems. In landing control systems with onboard sensing, cameras have been popular for visual servoing, localization and mapping, and landing pad detection [6, 28, 29] . Mellinger and Kumar [15] efficiently generate locally optimal polynomial trajectories exploiting the differential flatness of quadrotor UAVs. This approach has been extended by reformulating the constrained polynomial trajectory generation as an unconstrained optimization problem similar to our method [19] .
In contrast to the above mentioned methods, belief space planning approaches explicitly model the uncertainty about the state of the robot to enable full state observability and restrict or minimize the state covariance in variants of the Kalman filter [1, 4, 7] . This a posteriori covariance, however, does not allow to compute the a priori collision probability. The latter was taken into account in the risk-aware samplingbased tree planning and feedback control approaches of van den Berg et al. [24, 26] .
Our method combines and generalizes these approaches [15, 24] and provides a functional range that is comparable to belief space iLQG [25] . In contrast to iLQG, our method can also optimize the trajectory duration and supports cost functions that facilitate higher-order smoothness of the trajectory. Thus, our method enables a high flexibility on the user-defined cost function to trade off risk against trajectory duration and smoothness while still having a polynomial computational complexity in terms of the dimensionality of the state and the trajectory duration.
III. PROBLEM FORMULATION AND NOTATION
We consider the problem of locally optimal trajectory generation for a stochastic system. The system is described by the state vector x and imprecisely executes controls u. To generate smooth trajectories, we consider the continuous system dynamics (motion model)
given the random motion noise δ. For state estimation, the system takes measurements z according to the sensor model
where ε is the random measurement noise.
We define a desired trajectory as a continuous function
of desired states and controls in time [0, T ] such that it follows the motion model in Eq. (1) under the zero noise assumption. For a compact notation, we define the deviation from the desired trajectory as
where x, u, and z are the actual state, control, and measurement. During execution, a feedback controller selects controls given an estimate of the state to stabilize the system on the desired trajectory.
In this paper, we address the problem of finding a trajectory that locally minimizes a user-defined cost function for a given system as described above. The cost function can include the collision probability when executing the trajectory given the estimated a priori deviation from trajectory. In the following, we present a probabilistic formulation for risk estimation and our efficient trajectory generation method.
IV. RISK ESTIMATION
We probabilistically estimate the risk of collision by considering the underlying state estimation and control system following the approach of van den Berg et al. [24] . Since state estimation and control usually work in discrete time steps [23] , we consider the discrete trajectory
A. Linearized Gaussian System A key idea to estimate a priori collision-causing deviations from the trajectory is to linearize the discrete models
around the trajectory resulting in the Jacobians The covariance (blue) can be enlarged by a factor s k until it intersects with an obstacle (red square). Right: By linearly scaling the covariance and the environment, the covariance becomes a unit circle and s k can be efficiently computed using Euclidean distance computations.
with filter meanx k and covariance Σ k .
For stabilization on the trajectory, we assume a linear controller with the control law
given the estimated meanx k of the EKF and a feedback matrix L k . A popular instance of such controllers, which we use in our experiments and which is also used by van den Berg et al. [24] , is the linear quadratic regulator (LQR) [3] . It minimizes the weighted quadratic cost of the expected deviation of future states and controls from the desired trajectory.
B. Estimation of the a priori Deviation from the Trajectory
For the linear(ized) navigation system described above, van den Berg et al. [24] have shown that the a priori joint distribution of the actual deviation and the EKF mean of the estimated deviation is a Gaussian
whose covariance can be recursively calculated by
with the matrices
Since we linearize the system around the a priori known desired trajectory, all matrices above (including the Kalman gain K k ) can be computed a priori using the trajectory and the models, i.e., without knowing actual controls and measurements during execution. In case there are r expected measurements z k,1 , . . . , z k,r from one or more sensors available at the same time step k, we appropriately compose them to a single measurement with the corresponding Jacobians and noise matrices.
C. Risk Estimation
Although there are more sophisticated techniques [17] , we apply the approach of van den Berg et al. [24] and efficiently approximate the collision risk for every time step k given the a priori distribution a k ∼ N (0, R k ) of the deviation from the trajectory. Since we are interested in the collision risk arising from deviations from the trajectory, we only consider the part x k , i.e., the marginal distribution of a k whose covariance Z k is the upper left block of R k . We estimate the collision probability as
where n is the dimensionality of the state and Γ is the regularized Gamma function [24] . As depicted in Fig. 2 , s k is the maximum factor by which the one standard deviation ellipse can be enlarged without intersecting with an obstacle. This factor can be efficiently computed by scaling the considered environment by U −1 k with the Cholesky decomposition
Since there is usually a high correlation between the deviations from the trajectory in consecutive time steps, we approximate the overall collision risk by the maximum risk of all time steps.
V. TRAJECTORY PARAMETRIZATION AND OPTIMIZATION
A. Differentially Flat Trajectory
For efficient trajectory generation, we consider differentially flat systems [27] . For example, quadrotor UAVs [15] and kinematic cars with trailers [5] have been shown to be differentially flat.
A systemẋ = g(x, u) with state x ∈ R n and control input u ∈ R m is differentially flat if we can find so-called flat outputs y ∈ R m of the form
u ) such that state and control
are functions of the flat output and its derivatives for some finite α where
. Since state and control of the system are determined by the flat outputs, we can generate trajectories in the flat output space [27] , which substantially reduces the dimensionality of the trajectory generation problem for most systems. The generated trajectories are kinematically feasible as long as the derivatives of the flat output are reasonably bounded.
B. Constrained Flat Trajectory Parametrization
The parametric representation of the trajectory plays a crucial role in the flexibility and the efficiency of the trajectory generation approach. Similar to Mellinger and Kumar [15] , we represent the flat trajectory by a polynomial
of degree d with the coefficient matrix and the polynomial time vector
Depending on the task specification, the trajectory usually has to fulfill certain start and goal state constraints such as
Given the specification of Φ and the trivial derivativė y(t) = Pṫ(t), we can write them as equality constraints of the form
A key idea to improve the efficiency of the optimization approach is not to optimize on the coefficient matrix P with additional constraints, but on optimization parameters that explicitly fulfill the equality constraints. As optimization parameters of the polynomial trajectory, we choose additional constraints on the derivatives of y and write all constraints together as
This constraint system can be solved for P in a straightforward way and the resulting P explicitly fulfills the constraints given by the task specification. Thus, the dimensionality of the optimization parameters is reduced by the dimensionality of the constraints compared to P . Furthermore, bounds on control, velocity, or acceleration result in bounds on the derivatives of the flat trajectory. We formulate these as inequality constraints, which can be handled by the optimization algorithm.
C. Piecewise Polynomial Trajectories
To achieve a higher flexibility for long trajectories around obstacles, the polynomial representation described in Sec. V-B can be extended to piecewise polynomials. We define the piecewise polynomial trajectory as
. . .
with t 0 = 0, t q = T and the equality constraints
at the knots up to the β-th derivative. For efficient optimization, we define the joint coefficient matrix
such that the equality constraints in Eq. (28) can be formu-
Together with an appropriate extension of Eq. (26) this allows to linearly determine the piecewise polynomial coefficients from the optimization parameters. The resulting polynomial explicitly fulfills all start/goal state and knot constraints.
D. Optimization
In the optimization-based trajectory generation, we aim at minimizing the cost function
formulated in Sec. III. The integrals are designed to enforce smoothness, low energy consumption, or minimum duration of the trajectory as detailed in Sec. VI. The maximum collision probability max k γ k approximates the risk of collision as described in Sec. IV. The weight factors w risk and w i are user-defined depending on the system and the task specification. In the evaluation of the cost function, the optimization parameters described above specify the shape of the (piecewise) polynomial flat trajectory and we compute all cost components from the flat trajectory and its derivatives y. In addition to the optimization parameters specifying the polynomial, we optimize the trajectory duration T , which is t 1 , . . . , t q for the piecewise polynomial trajectory. We finally search for the locally optimal trajectory (including its duration) using a non-linear optimization library [11] .
E. Asymptotic Complexity
Since the risk estimation is executed in every optimization step of the main algorithm, its complexity has a substantial impact on the overall performance of the approach. Depending on the dimensionality n of the state space and the length K of the discretized trajectory, the asymptotic complexity is dominated by the matrix multiplications and inversions for every time step and is therefore O(K n 3 ) for the overall method described in this section.
VI. SIMULATION EXPERIMENTS
We evaluated our risk-aware trajectory generation approach using two accident-prone scenarios: a slider docking and a quadrotor landing task. We chose a degree d = 10 of the polynomial basis functions of the flat trajectory representation. As an initial guess trajectory, we use the lowestorder polynomial fulfilling the task of the given scenario. Besides the risk of collision, we consider the following cost functions in Eq. (31): the squared norm of the acceleration c acceleration (y(t)) = ÿ 2 , the squared norm of the snap c snap (y(t)) = .... y 2 , and the duration of the trajectory c duration (y(t)) = 1.
A. 1D Slider Docking
In this scenario, we consider a one-dimensional slider (see Fig. 3 ), which moves frictionless on a flat horizontal surface and can control its acceleration. The slider takes noisy measurements of its position as soon as it has passed half the distance (i.e., if x > 1). In particular, the system is defined by
according to the definitions in Sec. III. We show the differential flatness with the position as the single flat output
As illustrated in Fig. 3 , we consider the docking task in which the slider has to move from the start state x start = [0, 0]
T to the goal state x goal = [2, 0] T . The slider has to gently dock, i.e., reach the goal with a low velocity. Hence, we consider reaching the goal position (x = 2) with a velocityẋ > 0.4 as a collision and failure, which is indicated in Fig. 4 .
We generated risk-aware trajectories using our approach with two user-defined sets of weight factors as shown in Fig. 4 and Tab. I. This demonstrates the flexibility of our approach to trade off risk against trajectory duration while generating smooth trajectories. While the quicker trajectory with a high duration weight factor has a substantially lower risk of collision than the initial trajectory, allowing more time through a lower duration weight factor shows an additional improvement in terms of collision risk.
B. 2D Quadrotor Landing
In the second scenario, we consider a quadrotor moving in two dimensions (see Fig. 5 ). This system corresponds to the standard (3D) quadrotor model (see e.g. [15] ), but is reduced by the x-dimension. Thus, it has the same dynamics as the standard quadrotor but provides a more compact notation and visualization in this paper.
The quadrotor can control its thrust (acceleration) a z along the body-fixed z-axis and its torque τ x . Given the gravity constant g, the system is described by
For state estimation, we assume it is equipped with a downward-looking camera measuring the image angle of multiple landmarks. A landmark located at [l y , l z ] is observed as long as it is in the field of view of the camera. An additional sonar sensor provides height measurements resulting in the measurement functions
As a flat output, we choose the position variables and show the differential flatness of the system
The state and control functions can be derived using the motion model g and given the assumption that the rotors always rotate in positive direction, i.e., a z > 0. In particular, we can derive the non-trivial angular terms as
and its derivativeφ. The controls are computed by taking the norm of Eq. (45) T . The quadrotor has to gently touch down and we consider reaching the z = 0 plane with a velocityż < −0.2 as a collision and failure.
We compared the trajectories generated using our approach to minimum snap trajectories [15] as shown in Fig. 6 . In terms of collision risk, our approach clearly outperforms the minimum snap trajectory (see Tab. II). Through the additional flexibility in the weighting of the individual components of the cost function, our trajectories can be adapted to the priorities of the task specification.
In an additional experiment, we demonstrate the capabilities of the piecewise polynomial trajectory in a task in which the quadrotor has to fly around an obstacle before landing (see Fig. 1 ). This shows the flexibility of our approach as it optimizes the shape of the individual polynomials, their duration, and the connecting knot. Through optimization, our approach reduced the collision risk from 0.58 (initial guess trajectory) to 0.008 while slightly increasing the duration from 4 s to 4.3 s.
VII. CONCLUSIONS
In this paper, we presented a novel approach to risk-aware trajectory generation. By probabilistically estimating the a priori probability of collision, our method takes into account the underlying system uncertainty caused by imperfect actuators and noisy sensor measurements. The optimization-based trajectory generation is highly efficient as it exploits the differential flatness of many robotic systems and explicitly encodes constraints of the task in the parametrization of the polynomial trajectory representation. Each optimization step has polynomial complexity in terms of the dimensionality of the state and the length of the trajectory. The flexibility in the user-defined cost function of the optimization enables to trade off, for example, risk of collision against smoothness and duration of the trajectory. We demonstrated the generation of safe trajectories in two accident-prone scenarios. For each task, our method computes an appropriate trajectory duration given the user-defined cost function. The experiments also show that our risk-aware trajectories outperform minimum-snap trajectories in the quadrotor landing task. 
