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Part I
Introduction
Chapter 1
Introduction and Summary of Research
Results
This dissertation is entitled “Option pricing and market risk management in the presence of jump risk”,
and it considers the valuation of American-style options, and an application of option pricing techniques
and option data in market risk management. In addition to options, the common denominator of the
three papers comprising this dissertation are jump processes. The main goal of this chapter is to briefly
motivate the research questions studied in this dissertation, and to provide a summary of the main
theoretical and empirical findings for each of the papers.
First, sudden and adverse market moves during the the recent financial and economic turmoil and
the Global financial crisis of 2007–08 have reiterated the importance of jump risk for modelling of
asset returns. Indeed, in times of increased uncertainty, mathematical models of financial markets
have to account for possibility of large and swift changes in asset prices. Lévy models represent
particularly interesting and attractive framework because they can capture asset price dynamics that
include jumps. This dissertation focuses on a flexible and analytically tractable class of Lévy processes,
i.e., the hyper-exponential models and their generalizations.
Second, American-style options are among the most traded derivative financial instruments, and
their pricing and hedging is of great practical importance. However, even for standard (vanilla) Amer-
ican option contracts in the Black-Scholes setting, a closed-form solution to the pricing problem has
not been found yet (after almost 50 years of active research in this field). From mathematical point of
view, an American option price is a function of an unknown early exercise boundary, and the solution
to the pricing problem requires joint computation of the option price and the early exercise boundary.
Although the vast literature on American-style derivatives offers a rich spectrum of numerical pricing
techniques to deal with this problem, effectiveness and insightfulness of a given approach depend on
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modelling assumptions and intended application. One of the main contributions of this dissertation is
that it provides a fast and accurate pricing engine for American-style options in a flexible jump-diffusion
setting based on the Laplace transform methods. Moreover, the proposed theoretical framework allows
us to study the contribution and the impact of jumps and diffusion to the American early exercise
premium. Finally, the theoretical results on option pricing derived in this dissertation are further
applied in market risk management applications. The individual contribution of each papers in this
dissertation can be summarized as follows.
Chapter 2 represents my first paper (joint work with Prof. Dr. Markus Leippold), which is entitled
“Pricing and disentanglement of American puts in the hyper-exponential jump-diffusion model”. Using
a maturity randomization approach—which can be interpreted as a Laplace-Carson transform of the
option price function with respect to the time to maturity—we transform the partial integro-differential
equation (PIDE) describing an American put price dynamics in a hyper-exponential jump-diffusion
model into an ordinary integro-differential equation (OIDE) which can be solved analytically. After
applying a Laplace inversion algorithm we obtain the final result, which represents a tight lower bound
for the American option price. In the second step, we analytically disentangle the contributions of jump
and diffusion components to the American early exercise premium. To the best of our knowledge, this
is the first paper to provide theoretical results for the jump-diffusion disentanglement for American
options. To understand better the implications of our results, we conduct an empirical study using
American options on S&P 100 index from 2007 until 2013. Our findings indicate that jump risk is the
main driver of the early exercise premium, especially in the post-crisis period.
The second paper (joint work with Prof. Dr. Marc Chesney), entitled “Québécoisation method
for the pricing of Parisian options with jump risk”, is presented in Chapter 3. We study the pricing
of European and American Parisian options in hyper-exponential jump-diffusion model. To this end,
we introduce a new pricing technique called québécoisation method. Our approach is based on the
double Laplace-Carson transform with respect to the time to maturity and the time to expiration of
the Parisian window. Québécoised option prices, deltas and gammas are computed in a closed form by
solving a system of OIDEs, and the final results are obtained via a two-dimensional Laplace inversion
algorithm. Additionally, we provide numerical examples for the pricing of Parisian options with the
québécoisation method, as well as for the effects of jumps on the option prices. This paper is the first
study that considers the pricing of American Parisian options with jump risk.
17
My single-authored paper “Option-implied intra-horizon risk and first-passage disentanglement”
studies the intra-horizon value at risk (iVaR). This paper is presented in Chapter 4. First, a new model
of asset returns called displaced mixed-exponential model (D-MEM) is introduced. The D-MEM class
of models is particularly interesting because it can arbitrarily closely approximate both finite-activity
jump-diffusions and completely monotone Lévy processes of infinite-activity. By adopting the D-MEM
framework, and using the relationship between the iVaR and one-touch digital options, we obtain
analytical results for the Laplace-Carson transform of the iVaR with respect to the monitoring period.
Similarly to the first paper presented in this dissertation, we analytically disentangle the contributions
of jumps and diffusion to the iVaR. In the next step, using two different S&P 100 index data sets, i.e.,
the historical returns and the American options spanning the period 2001–2014, we estimate the iVaR
for several popular jump models. We find that, on average, jumps account for about 90 percent of
the intra-horizon risk. The backtesting results strongly indicate the option-implied estimates are more
responsive to market moves in comparison to their historical counterparts. Therefore, we conclude
that the option-based estimation approach represents an important source of information due to its
forward-looking nature.
Finally, the proofs and the supplementary theoretical results and figures are given in the appendix.
The last chapter of the dissertation represents the cumulative bibliography of all three research papers.
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Part II
Research Papers
Chapter 2
Pricing and Disentanglement of
American Puts in the Hyper-Exponential
Jump-Diffusion Model
Markus Leippold and Nikola Vasiljević1
This paper is published in Journal of Banking & Finance, 2017, Volume 77, pp. 78–94. Copyright by
Elsevier B.V. DOI: https://doi.org/10.1016/j.jbankfin.2017.01.014
Abstract
We analyze American put options in a hyper-exponential jump-diffusion model. Our contribution
is threefold. Firstly, by following a maturity randomization approach, we solve the partial integro-
differential equation and obtain a tight lower bound for the American option price. Secondly, our
method allows to disentangle the contributions of jumps and diffusion for the early exercise premium.
Finally, using American-style options on the S&P 100 index from January 2007 until December 2012, we
estimate various hyper-exponential specifications and investigate the implications for option pricing
and jump-diffusion disentanglement. We find that jump risk accounts for a large part of the early
exercise premium.
Keywords: American options, early exercise premium, hyper-exponential jump-diffusion model, ma-
turity randomization, jump-diffusion disentanglement.
JEL classification: G01 · G12 · G13 · C51 · C52 · C61.
1We thank Carol Alexander (the editor) and two anonymous reviewers for their constructive comments. We also
thank Chris Bardgett, Marc Chesney, Peter Christoffersen, Jakša Cvitanić, Jérôme Detemple, Antonio Mele, András
Sali, George Skiadopoulos, and the seminar participants of the Brown Bag Lunch Seminar at the Department of Banking
and Finance Institute at the University of Zürich, the Gerzensee Swiss Finance Institute PhD workshop, the Bachelier
2012 Finance Conference, and the University of Zürich and ETH Zürich joint Fin & Math Doc seminar. We gratefully
acknowledge financial support from the Swiss Finance Institute (SFI) and Bank Vontobel.
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2.1 Introduction
The valuation of American options has been one of the most important topics in mathematical finance
for almost five decades. A fully analytic solution to the problem, even in the simplest setting, has not
yet been obtained whatsoever. The main difficulty stems from the fact that American options allow for
an early exercise feature, which requires solving for the option price as a function of a free boundary
that is not known a priori. A common approach is to use numerical procedures.2 However, numerical
methods are generally devoid of financial intuition and meaningful interpretations. Moreover, their
implementation is often computationally expensive, even more so when we leave the classical Black
and Scholes (1973) setting.
A huge part of the literature on analytic pricing of American options in non-Gaussian settings deals
with perpetual American options, which can be solved in closed-form under certain assumptions regard-
ing the jumps of the underlying process, and because the early exercise boundary is flat.3 Moreover,
they very often exclude the possibility of overshooting a predefined constant barrier by confining jumps
to be always in the opposite direction from the barrier. Hence, many models are based on spectrally
one-sided Lévy processes in order to utilize renewal-type integral equations or fluctuation identities.
The possibility of an overshoot of the exercise boundary poses several mathematical problems. We
need not only an exact distribution of the overshoot, but also the dependency structure between the
overshoot and the first passage time. Moreover, for finite-maturity American options, the optimal
stopping time is actually a first passage time of an unknown non-uniform space-time boundary.
Our first goal in this paper is the valuation of finite-maturity American put options in the hyper-
exponential jump-diffusion model (HEJD) introduced by Lipton (2002). The logarithm of the asset
price is assumed to follow a process, which is a mixture of a drifted Brownian motion and a compound
Poisson process with an arbitrary number of positive and negative types of exponentially distributed
jumps of finite activity.4 We choose to work in this particular framework, because it is flexible enough
2Broadie and Detemple (2004) and Detemple (2005) provide a comprehensive overview of different pricing methods
for American-style options.
3See, e.g., Boyarchenko and Levendorskiˇi (2002), Mordecki (2002), Chesney and Jeanblanc (2004), Alili and Kyprianou
(2005) and references therein.
4General properties of the HEJD model are thoroughly analyzed and discussed in Cai (2009).
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to capture the main empirical features of asset returns and option prices.5 Furthermore, due to the
memorylessness of the exponential distribution, analytic pricing and hedging of vanilla and certain
exotic options in a HEJD framework is feasible, hence making this model a plausible candidate for our
purpose.
To derive the price of an American put, we adopt a maturity randomization approach. We study
the Laplace-Carson transform with respect to the time to maturity of the partial integro-differential
equation (PIDE) and the corresponding initial and boundary conditions describing the dynamics of
the American option price. Instead of using a sequence of Erlangian random variables suggested in
Carr (1998), we rely on a different sequence of random variables following a distribution suggested
in queueing theory literature by Gaver (1966). Both approaches converge pointwise to Dirac’s delta
function centered at the residual maturity. However, while Carr’s maturity randomization requires
to solve recursively a set of differential equations, the alternative randomization approach relies on
the computation of the Gaver’s functionals, resulting in a much simpler and faster computational
procedure. For option pricing applications, the alternative randomization approach was studied in,
e.g., Kou and Wang (2003), Sepp (2004), Kimura (2010), and Hofer and Mayer (2013). However,
American options have not yet been priced using this method. Hence, our results represent a genuine
contribution to the existing literature on maturity randomization.6 We support our theoretical results
with numerical examples and demonstrate that our approach represents a fast and accurate pricing
engine.
Our second contribution is concerned with analyzing the importance of jump risk for American
options. Although we borrow the syntax “disentanglement of diffusion from jumps” from Aït-Sahalia
(2004), the semantics is quite different in our study. While Aït-Sahalia (2004) takes an econometric
perspective and studies the effect of jumps on the estimation of the diffusion component in asset returns
using high-frequency data, we study the implications of a possible overshoot for the early exercise
premium. By combining the martingale approach and the PIDE method in the Laplace transform
5Jeannin and Pistorius (2010) and Crosby, Le Saux and Mijatović (2010) show that any Lévy process with completely
monotone Lévy density can be approximated by a HEJD process. Such Lévy models include, e.g., the Variance-Gamma,
the Normal-Inverse-Gaussian, the Carr-Geman-Madan-Yor model.
6American option pricing in double-exponential and hyper-exponential jump-diffusion setting has been studied Kou
and Wang (2004) and Cai and Sun (2014). These papers are based on the quadratic approximation of Barone-Adesi
and Whaley (1987). Avram, Chan and Usabel (2002) consider fluctuation theory approach in a spectrally one-sided
(positive or negative) Lévy model. Levendorskiˇi (2004a,b) analyze regular Lévy processes of exponential type using the
Wiener-Hopf factorization formula embedded in the dynamic programming approach.
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framework, we can disentangle the contribution of jumps and diffusion for the American early exercise
premium. Our disentanglement result pertains to the risk-neutral world and is model-dependent in
the sense that it relies on the assumption that the underlying process has both diffusion and finite
activity jump components. However, unlike econometric approaches, it holds irrespectively of the data
frequency.
The impact of jumps on American option prices has been recently considered in Chiarella and Ziogas
(2009). They examine jump effects by comparing the shape of the early exercise boundary with and
without jumps, keeping the overall volatility constant. In contrast, we consider the disentanglement of
jumps and diffusion directly by analytically decomposing the early exercise premium into the respective
contributions. Hence, we do not need to rely on a moment-based condition. More importantly, our
approach does not require the use of different models, which may distort the inference due to model
misspecification. In our setting, we can disentangle jumps from the diffusion component within the
same model. Therefore, to the best of our knowledge, our disentanglement idea for American options
has not been previously studied in the literature.
Finally, as our third contribution, we estimate a range of HEJD models using American options on
the S&P 100 index to provide more intuition and to demonstrate the disentanglement of jumps from
diffusion on real data. We focus on short-term options with time to maturity of up to two months and
perform sequential (weekly) calibration via penalized weighted nonlinear least squares. The chosen
data set and the sequential calibration allow us to study the time variation in the model parameters.
Since our sample includes the recent financial crisis, we can study the importance of diffusion and
jumps during calm and turbulent periods.
The reminder of the paper is organized as follows. Section 2.2 introduces the hyper-exponential
jump-diffusion model and presents our theoretical contributions regarding the pricing of European
and American put options, and the early exercise jump-diffusion disentanglement. In Section 2.3, we
present and discuss our calibration results as well as the implications for the disentanglement. Section
2.4 concludes the paper. All proofs, tables, and graphs can be found in the appendix.
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2.2 Option pricing and disentanglement in the HEJD model
2.2.1 Model formulation
We consider a filtered probability space (Ω,F ,F = {Ft, t ≥ 0},Q) satisfying the usual assumptions.
The asset price dynamics under the fixed risk-neutral probability measureQ follows a hyper-exponential
jump-diffusion process
dSt
St−
= (r − δ − λζ)dt+ σdWt + d
(
Nt∑
i=1
(Vi − 1)
)
, (2.1)
where {Wt, t ≥ 0} is a standard Brownian motion under Q. The interest rate r ∈ R+, the dividend
yield δ ∈ R+, and the volatility σ ∈ R+ are constants.7 The Poisson process {Nt, t ≥ 0} is characterized
by the jump intensity parameter λ ∈ R+ and {Yi := log(Vi) : i = 1, 2, ...} is a sequence of independent
and identically distributed hyper-exponential random variables with probability density function
ϕY (y) =
m∑
i=1
piηie
−ηiy1{y≥0} +
n∑
j=1
qjθje
θjy1{y<0}, (2.2)
wherem,n ∈ N. The coefficients pi > 0 for all i = 1, ...,m and qj > 0 for all j = 1, ..., n are probabilities
of different kinds of positive and negative jumps, respectively, satisfying
∑m
i=1 pi +
∑n
j=1 qj = 1.
Similarly, the parameters ηi > 1 for all i = 1, ...,m and θj > 0 for all j = 1, ..., n are magnitude
parameters of different kinds of random upward and downward jumps, respectively. Furthermore,
Ft = σ(Ws, Ns; s ≤ t, {Vj}).8 For ease of notation, we denote by HEJD(m,n) an HEJD model with
m different types of positive and n different types of negative jumps. The average (percentage) jump
size is given by
ζ := E
[
eY1 − 1] = m∑
i=1
piηi
ηi − 1 +
n∑
j=1
qjθj
θj + 1
− 1. (2.3)
For our purpose, it is convenient to introduce the log-return process
Xt := log(St/S0) = µt+ σWt +
Nt∑
i=1
Yi, (2.4)
7We remark that the assumption of positive interest rates is, under reasonable parameter specifications, not restrictive
for our analysis and implementation using the Gaver-Stehfest canadization method. However, for this numerical method,
we require dividends to be continuous and deterministic.
8Given a jump type, the magnitude parameter is the inverse of the corresponding average jump size, e.g., a magnitude
parameter of 50 corresponds to the average jump of 2 percent.
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with risk-neutral drift µ = r− δ−λζ − σ22 . The log-return process has a cumulant generating function
given by
Ψ(u) :=
1
t
logE
[
euXt
]
=
σ2
2
u2 + µu+ λ
 m∑
i=1
piηi
ηi − u +
n∑
j=1
qjθj
θj + u
− 1
 , (2.5)
for any u ∈ (−θ1, η1). Cai (2009) proved that the characteristic equation Ψ(u) = κ for κ ∈ R+ has
exactly (n+m+ 2) different real roots and showed that there is no analytical solution in the general
case. In fact, the only candidates of analytically tractable root-finding problems within the broad
class of HEJD processes are: a) Pure geometric Brownian motion models, i.e., HEJD(0,0), b) jump-
diffusions with only one type of jumps, either positive or negative, i.e., HEJD(1,0) and HEJD(0,1), or
c) double-exponential jump-diffusion models, i.e., HEJD(1,1).9
2.2.2 Option Pricing
Our approach is closely related to the maturity randomization method introduced in finance by Carr
(1998), which has its mathematical roots in the Post-Widder inversion formula. To provide a brief
sketch of the randomization method, consider an ordinary European put on the stock S with strike K
and residual maturity, τ := T − t. Under the measure Q, the time-t price of the put is
p(S, τ) = E
[
e−rτ (K − ST )+ |St = S
]
. (2.6)
The first step of the randomization method is the derivation of so-called “Canadized” version of Euro-
pean and American options, where the maturity of the contract is random. To obtain the Canadized
version of (2.6), we assume the residual maturity to be exponentially distributed with mean τ , i.e.,
we consider the randomized residual maturity τ˜ ∼ exp(α), where α := τ−1. Denoting by p∗(S, α) the
Canadized European put value at time t with random time to maturity τ˜ , we have
p∗(S, α) = E
[
e−rτ˜ (K − St+τ˜ )+ |St = S
]
= E
[
E
[
e−rτ (K − ST )+ |St = S, τ˜ = τ
]]
(2.7)
= E [p(S, τ˜)] =
∫ ∞
0
αe−ατp(S, τ)dτ =: LC(p(S, τ)),
where LC(p(S, τ)) is the Laplace-Carson transform of the European put price p(S, τ). Once we have
calculated the Canadized version p∗(S, α), we can use an inversion method to determine the price of the
9Including additional jump types gives rise to a mathematical problem of solving quintic, sextic, or even higher order
equations which are not analytically solvable, and one has to revert to numerical procedures in such cases.
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ordinary European put price p(S, τ). While the assumption of an exponentially distributed maturity
leads to simple approximations, they generate large numerical errors.10 To improve the approximation,
we instead assume that the time to maturity may be subdivided into N subperiods, for which Carr
(1998) assumes the Erlang-N distribution. As N → ∞, the Erlang distribution converges to a point
mass concentrated at the mean. Hence, for large N , the value of an option with random maturity
approximates the value of the option with the original maturity.
Contrary to Carr’s randomization where the Erlangian assumption requires us to solve a time-
consuming dynamic programming problem, we adopt an alternative randomization technique, which
allows us to derive analytic expressions for option prices in the hyper-exponential jump-diffusion set-
ting.11 The original idea stems from queuing theory. Gaver (1966) introduced a three-parameter family
of density functions (henceforth Gaver distribution) corresponding to the (k1+1)-st smallest member of
the (k1 + k2)-sized sample (k1, k2 ∈ N) of independent and identically distributed exponential random
variables,
fk1,k2(τ ; ν) =
(k1 + k2)!
k1!(k2 − 1)!
(
1− e−ντ)k1 νe−k2ντ , τ ≥ 0. (2.8)
The asymptotic convergence of a Gaver distribution to a Dirac delta function means that for a contin-
uous function g(·) defined on R+, it holds that
g(τ) = lim
k1,k2→∞
g∗k1,k2 , (2.9)
where
g∗k1,k2 :=
∫ ∞
0
fk1,k2(τ ; ν)g(τ)dτ. (2.10)
Moreover, the Gaver distribution has a special computational advantage over the Erlang distribu-
tion used in Carr (1998), since the sequence of approximations (g∗k1,k2)k1,k2≥1 satisfies the recursive
relationship:
g∗0,k2(ν) =
∫ ∞
0
g(τ)k2νe
−k2ντdτ, (2.11)
g∗k1,k2 =
k1 + k2
k1
g∗k1−1,k2 −
k2
k1
g∗k1−1,k2+1. (2.12)
This relationship substantially simplifies calculations, because we need to solve analytically only equa-
tion (2.11), i.e., we need to compute the analytic expression for the Laplace-Carson transform of the
10See, Carr (1998), Table 1.
11See, e.g., Kou and Wang (2003), Sepp (2004), Kimura (2010), and Hofer and Mayer (2013).
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original function g(·). Therefore, if we would have analytical solutions for the Canadized options, the
Gaver-Stehfest inversion algorithm in equations (2.11) and (2.12) allows for an efficient computation of
the original option prices.12 The parameter ν depends on the chosen statistic of the Gaver distribution
to which the sequence of random times to maturity asymptotically converges. We decide to use the
mode-matching approach, i.e., ν := log(2)/τ . Additionally, for computational convenience we consider
the case k1 = k2 = k ∈ N. Therefore, from equations (2.7) and (2.11) we obtain the Laplace-Carson
parameter α in the form α = k′ν = k′ log(2)/τ , for k′ = 1, 2, ..., 2k. For the numerical implementation
we use k = 4, because it provides accurate and robust numerical results in the HEJD framework. We
refer to Kimura (2010) for more details.
Equipped with an efficient randomization methodology, we can address the problem of deriving
Canadized variants of European and American options.13 Indeed, we get the following result for
European options. All proofs are delegated to the appendix.
Theorem 2.2.1. Under the hyper-exponential jump-diffusion model (2.1)–(2.4), the price of a
Canadized European put option with strike K and time to maturity τ given the underlying spot price
St is
p∗(St, α) =

m+1∑
i=1
wi
(
St
K
)βi,r+α
+
αK
α+ r
− αSt
α+ δ
if St < K,
n+1∑
j=1
wj
(
St
K
)γj,r+α
if St ≥ K.
(2.13)
The coefficients β1,r+α, ..., βm+1,r+α and γ1,r+α, ..., γn+1,r+α are positive and negative roots of the char-
acteristic equation Ψ(u) = r + α. The Lévy exponent Ψ(·) is defined in (2.5) and the coefficients
w1, ..., wm+1, w1, ..., wn+1 solve the system of equations (A.17) of Appendix A.1.
For American options, the same procedure as for European options applies. Considering the Amer-
ican put
P (S, τ) = ess sup
τBp∈[0,T−t]
E
[
e−rτBp
(
K − St+τBp
)+ |S = St] , (2.14)
12For and overview of the Gaver-Stehfest algorithm and other Laplace inversion techiques, we refer to Valkó and Abate
(2004), Abate and Whitt (2006) and Kuznetsov (2013).
13Note that we only give the results for put options. The corresponding values for call options follow from the symmetry
relation of Schroder (1999).
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where τBp is the first hitting time of the early exercise boundary Bp of the process (2.1), we can write
the Laplace-Carson transform of the American put price as
P ∗(S, α) = LC(P (S, τ)). (2.15)
Hence, given an analytical expression for its Canadized variant which we present in the theorem below,
we can use the Gaver-Stehfest inversion algorithm outlined above to efficiently calculate the prices of
American put options with finite maturity.
Theorem 2.2.2. Under the hyper-exponential jump-diffusion model (2.1)–(2.4), the price of a
Canadized American put option with strike K and time to maturity τ given the underlying spot price
St is
P ∗(St, α) =

p∗(St, α) + e∗p(St, α) if St > B
∗
p ,
K − St if St ≤ B∗p ,
(2.16)
where B∗p is the time-independent early exercise boundary, p∗(·) is the Canadized European put option
price (2.13), and e∗p(·) is the early exercise premium given by
e∗p(St, α) =

n+1∑
j=1
vj
(
St
B∗p
)γj,r+α
if St > B∗p ,
K − St − p∗(St, α) if St ≤ B∗p ,
(2.17)
using the same notation as in Theorem 2.2.1. The coefficients v1, ..., vn+1 solve the matrix equation
(A.34) and the early exercise boundary B∗p can be obtained by numerically solving the equation (A.39)
of Appendix A.2.
The two theorems generalize the results of Kimura (2010), who analyzed European and American
options in the Black-Scholes model. Moreover, the above result on European options generalizes Sepp
(2004), who applied the same technique in the special case of a double-exponential jump-diffusion
model.14 However, we emphasize that American options have not yet been priced in a jump-diffusion
setting using the Gaver-Stehfest canadization (GSC) technique outlined above.
14Sepp (2004) considers pricing of European-style vanilla and barrier options in a double-exponential jump-diffusion
model.
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2.2.3 Disentangling jumps and diffusion
Generally, an American option is exercised in a jump-diffusion model, if the stock price either exactly
hits the early exercise boundary or the price jumps into the interior of the exercise region. Paths of the
diffusion process are almost surely continuous, hence an early exercise at the boundary is due to the
pure diffusion. However, conditional on stopping of the process, continuously distributed jumps will
almost surely overshoot the critical price and trigger the early exercise inside of the stopping region.
Given this property, a natural question arises. Can we disentangle the contribution of jumps and
diffusion on the early exercise premium of American options? By combining our adoption of the Gaver-
Stehfest Canadization approach with the martingale method for option pricing and some recent results
on the Laplace transform of the first hitting time to a lower flat boundary developed in Yin, Shen and
Wen (2013), we obtain the following result on the decomposition of the early exercise premium for the
Canadized American put.
Theorem 2.2.3. In the continuation region, the early exercise premium for the Canadized American
put can be orthogonally decomposed as
e∗p(St, α) = e
∗
p,d(St, α) + e
∗
p,j(St, α), (2.18)
where e∗p,d(St, α) represents the fraction of the early exercise premium due to the diffusion of the process,
and e∗p,j(St, α) is the contribution of jumps to the early exercise premium. The overall contribution of
jumps can be further orthogonally decomposed into components associated with each type of negative
jumps, i.e.,
e∗p,j(St, α) =
n∑
l=1
e∗p,j,l(St, α), (2.19)
where e∗p,j,l(St, α) corresponds to the negative jump of kind l = 1, 2, ..., n. Analytic expressions for the
diffusion and jump components are given in (A.49) and (A.51) of Appendix A.3.
Given the above result for the Canadized American options, we can invert the Laplace-Carson
transform to obtain the early exercise premium disentanglement in the original space.
2.2.4 Numerical examples
To demonstrate the pricing accuracy of the GSC method in a HEJD model, we compute European
and American put option prices and benchmark the results against the Fourier space time-stepping
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technique (FST) of Jackson, Jaimungal and Surkov (2008).15 In particular, European option prices
are obtained using a grid of 65,536 points and American option prices are computed using the 4-step
Richardson extrapolation based on (four) Bermudan option prices with 16,384 space steps each, and
256, 512, 1,024, and 2,048 time steps, respectively. Furthermore, we report numerical results for the
GSC method that relies on the mode-matching approach with a 4-step recursive scheme.
We assume that the current underlying asset price is 100, the risk-free rate is 4 percent, and the
dividend yield is 2 percent. Without loss of generality, we focus on the double-exponential jump-
diffusion model of Kou (2002), i.e., HEJD(1,1). The volatility is set to either 15 or 30 percent, the
jump intensity takes values of either 5 or 10 (jumps per annum), the conditional probability of a
negative jump is fixed at 70 percent, the positive jump parameter (average positive jump size) is either
100 (1 percent) or 200 (0.5 percent), and the negative jump parameter (average negative jump size) is
either 25 (4 percent) or 50 (2 percent). We compute prices of OTM and ATM European and American
put options, because these are most frequently traded options in the market. The performance of the
GSC method is measured by the relative pricing error with respect to the benchmark method (FST).
Table 2.1 provides results for options with 3 months to maturity. Table 2.2 summarizes the results
for options with 1 year to maturity. We conclude that European options are accurately priced with
the GSC method in all cases, with absolute relative error not exceeding 0.3 percent, and being less
than 0.001 percent in many cases. On the other hand, American options have larger absolute relative
errors, which are in the range between 0.2 and 1.4 percent. However, American options with shorter
time to maturity, i.e., 3 months, are more accurately priced. This is important because jump-diffusion
dynamics are generally plausible for pricing of short term options, and our example demonstrates that
GSC method performs well for such options. The absolute relative error increases with moneyness
and varies between 0.3 and 0.8 percent for ATM options, and between 0.2 and 0.5 percent for OTM
options. These errors are lower than the typically observed bid-ask spread for ATM and OTM options.
Hence, we conclude that the proposed method works well.
Next, we compute the contribution of diffusion and jump components to the early exercise premium
for OTM and ATM American put options. Table 2.3 summarizes our disentanglement results for
options with 3 months and 1 year maturity. Early exercise premium, expressed as a percentage of the
15For pricing American options in the HEJD framework our numerical tests, which we do not report here, suggest
that the FST exhibits superior speed-accuracy characteristics than the convolution method of Lord et al. (2008) and the
cosine method of Fang and Oosterlee (2009).
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Table 2.1: Pricing performance of the Gaver-Stehfest canadization method (GSC) for OTM
and ATM put options with time to maturity τ = 3 months. European and American put option
prices are computed via the GSC method for a range of double-exponential jump-diffusion models. The
underlying asset price is set to St = 100, the risk-free rate is r = 0.04, the dividend yield is fixed at
δ = 0.02, and the conditional probability of a negative jump is q = 0.7. Variable input parameters
are strike, volatility σ, jump intensity λ, positive jump parameter η, and negative jump parameter θ.
We compare the results of our approach to the benchmark (Fourier space time-stepping method), and
report the relative pricing errors in percentages.
Parameters Benchmark GSC Method Rel. Error (%)
Strike σ λ η θ European American European American European American
100 0.15 5 100 25 3.3150 3.3642 3.3150 3.3409 -0.0006 -0.6933
100 0.15 5 100 50 2.9135 2.9559 2.9135 2.9333 -0.0004 -0.7676
100 0.15 5 200 25 3.3027 3.3523 3.3026 3.3288 -0.0006 -0.7025
100 0.15 5 200 50 2.8997 2.9426 2.8997 2.9196 -0.0005 -0.7802
100 0.15 10 100 25 3.8487 3.9041 3.8486 3.8780 -0.0017 -0.6688
100 0.15 10 100 50 3.0910 3.1350 3.0910 3.1116 -0.0004 -0.7447
100 0.15 10 200 25 3.8274 3.8836 3.8273 3.8571 -0.0017 -0.6837
100 0.15 10 200 50 3.0648 3.1097 3.0648 3.0858 -0.0004 -0.7673
100 0.30 5 100 25 6.0219 6.0650 6.0219 6.0379 0.0003 -0.4467
100 0.30 5 100 50 5.7865 5.8272 5.7865 5.8010 0.0004 -0.4497
100 0.30 5 200 25 6.0148 6.0579 6.0148 6.0308 0.0003 -0.4480
100 0.30 5 200 50 5.7792 5.8199 5.7792 5.7937 0.0004 -0.4510
100 0.30 10 100 25 6.3415 6.3871 6.3415 6.3588 0.0003 -0.4430
100 0.30 10 100 50 5.8825 5.9237 5.8826 5.8972 0.0004 -0.4471
100 0.30 10 200 25 6.3280 6.3737 6.3280 6.3453 0.0003 -0.4453
100 0.30 10 200 50 5.8681 5.9094 5.8681 5.8828 0.0004 -0.4497
95 0.15 5 100 25 1.5092 1.5284 1.5093 1.5195 0.0075 -0.5804
95 0.15 5 100 50 1.1098 1.1220 1.1099 1.1152 0.0109 -0.6108
95 0.15 5 200 25 1.5009 1.5202 1.5010 1.5113 0.0076 -0.5897
95 0.15 5 200 50 1.1004 1.1128 1.1005 1.1058 0.0113 -0.6243
95 0.15 10 100 25 1.9942 2.0196 1.9943 2.0078 0.0048 -0.5847
95 0.15 10 100 50 1.2614 1.2754 1.2615 1.2677 0.0090 -0.6036
95 0.15 10 200 25 1.9792 2.0050 1.9793 1.9930 0.0050 -0.5998
95 0.15 10 200 50 1.2432 1.2575 1.2433 1.2496 0.0094 -0.6275
95 0.30 5 100 25 3.7908 3.8142 3.7908 3.7991 0.0013 -0.3966
95 0.30 5 100 50 3.5565 3.5777 3.5566 3.5636 0.0014 -0.3945
95 0.30 5 200 25 3.7845 3.8080 3.7845 3.7928 0.0013 -0.3979
95 0.30 5 200 50 3.5500 3.5713 3.5500 3.5571 0.0014 -0.3959
95 0.30 10 100 25 4.1014 4.1273 4.1014 4.1109 0.0012 -0.3974
95 0.30 10 100 50 3.6471 3.6689 3.6472 3.6544 0.0013 -0.3934
95 0.30 10 200 25 4.0894 4.1154 4.0895 4.0990 0.0012 -0.3997
95 0.30 10 200 50 3.6343 3.6561 3.6343 3.6416 0.0013 -0.3960
90 0.15 5 100 25 0.5920 0.5988 0.5926 0.5963 0.1110 -0.4103
90 0.15 5 100 50 0.3080 0.3107 0.3087 0.3098 0.2196 -0.2952
90 0.15 5 200 25 0.5879 0.5947 0.5885 0.5922 0.1106 -0.4204
90 0.15 5 200 50 0.3039 0.3067 0.3046 0.3057 0.2193 -0.3104
90 0.15 10 100 25 0.9285 0.9392 0.9291 0.9348 0.0690 -0.4634
90 0.15 10 100 50 0.3951 0.3987 0.3958 0.3973 0.1749 -0.3401
90 0.15 10 200 25 0.9199 0.9308 0.9205 0.9263 0.0687 -0.4793
90 0.15 10 200 50 0.3865 0.3902 0.3872 0.3887 0.1746 -0.3665
90 0.30 5 100 25 2.1808 2.1925 2.1811 2.1851 0.0142 -0.3408
90 0.30 5 100 50 1.9723 1.9823 1.9726 1.9757 0.0161 -0.3321
90 0.30 5 200 25 2.1759 2.1876 2.1762 2.1801 0.0143 -0.3421
90 0.30 5 200 50 1.9672 1.9772 1.9675 1.9706 0.0162 -0.3334
90 0.30 10 100 25 2.4525 2.4662 2.4528 2.4576 0.0120 -0.3476
90 0.30 10 100 50 2.0480 2.0584 2.0483 2.0515 0.0152 -0.3330
90 0.30 10 200 25 2.4430 2.4567 2.4433 2.4482 0.0121 -0.3499
90 0.30 10 200 50 2.0379 2.0483 2.0382 2.0415 0.0154 -0.3355
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Table 2.2: Pricing performance of the Gaver-Stehfest canadization method (GSC) for OTM
and ATM put options with time to maturity τ = 1 year. European and American put option
prices are computed via the GSC method for a range of double-exponential jump-diffusion models.
The underlying asset price is set to St = 100, the risk-free rate is r = 0.04, the dividend yield is fixed
at δ = 0.02, and the conditional probability of a negative jump is q = 0.7. Variable input parameters
are strike, volatility σ, jump intensity λ, positive jump parameter η, and negative jump parameter θ.
We compare the results of our approach to the benchmark (Fourier space time-stepping method), and
report the relative pricing errors in percentages.
Parameters Benchmark GSC Method Rel. Error (%)
Strike σ λ η θ European American European American European American
100 0.15 5 100 25 6.1209 6.3733 6.1209 6.2888 -0.0007 -1.3273
100 0.15 5 100 50 5.2566 5.4783 5.2566 5.4025 -0.0005 -1.3834
100 0.15 5 200 25 6.0972 6.3504 6.0972 6.2656 -0.0008 -1.3347
100 0.15 5 200 50 5.2295 5.4519 5.2295 5.3759 -0.0005 -1.3927
100 0.15 10 100 25 7.1837 7.4587 7.1837 7.3620 -0.0005 -1.2970
100 0.15 10 100 50 5.6092 5.8374 5.6092 5.7581 -0.0005 -1.3583
100 0.15 10 200 25 7.1426 7.4190 7.1426 7.3219 -0.0005 -1.3097
100 0.15 10 200 50 5.5579 5.7873 5.5579 5.7077 -0.0005 -1.3752
100 0.30 5 100 25 11.2944 11.5435 11.2943 11.4378 -0.0007 -0.9154
100 0.30 5 100 50 10.8175 11.0562 10.8175 10.9545 -0.0006 -0.9205
100 0.30 5 200 25 11.2806 11.5298 11.2806 11.4242 -0.0007 -0.9165
100 0.30 5 200 50 10.8033 11.0420 10.8032 10.9402 -0.0006 -0.9217
100 0.30 10 100 25 11.9280 12.1881 11.9279 12.0777 -0.0007 -0.9061
100 0.30 10 100 50 11.0052 11.2462 11.0051 11.1432 -0.0006 -0.9155
100 0.30 10 200 25 11.9019 12.1622 11.9018 12.0517 -0.0007 -0.9083
100 0.30 10 200 50 10.9771 11.2182 10.9770 11.1152 -0.0006 -0.9179
95 0.15 5 100 25 4.0802 4.2299 4.0802 4.1776 -0.0002 -1.2372
95 0.15 5 100 50 3.2533 3.3699 3.2533 3.3271 0.0001 -1.2710
95 0.15 5 200 25 4.0597 4.2096 4.0597 4.1572 -0.0001 -1.2448
95 0.15 5 200 50 3.2300 3.3467 3.2300 3.3038 0.0001 -1.2805
95 0.15 10 100 25 5.0751 5.2516 5.0751 5.1874 -0.0002 -1.2223
95 0.15 10 100 50 3.5764 3.7017 3.5764 3.6552 -0.0000 -1.2540
95 0.15 10 200 25 5.0388 5.2160 5.0388 5.1516 -0.0002 -1.2351
95 0.15 10 200 50 3.5317 3.6573 3.5317 3.6108 0.0000 -1.2713
95 0.30 5 100 25 8.8743 9.0538 8.8743 8.9752 -0.0006 -0.8685
95 0.30 5 100 50 8.4104 8.5794 8.4104 8.5047 -0.0006 -0.8704
95 0.30 5 200 25 8.8614 9.0409 8.8613 8.9622 -0.0006 -0.8697
95 0.30 5 200 50 8.3970 8.5659 8.3969 8.4912 -0.0005 -0.8716
95 0.30 10 100 25 9.4870 9.6780 9.4870 9.5945 -0.0006 -0.8628
95 0.30 10 100 50 8.5904 8.7620 8.5903 8.6861 -0.0006 -0.8666
95 0.30 10 200 25 9.4624 9.6534 9.4624 9.5699 -0.0006 -0.8650
95 0.30 10 200 50 8.5638 8.7354 8.5638 8.6595 -0.0006 -0.8689
90 0.15 5 100 25 2.5507 2.6343 2.5509 2.6041 0.0079 -1.1443
90 0.15 5 100 50 1.8318 1.8876 1.8320 1.8659 0.0132 -1.1507
90 0.15 5 200 25 2.5344 2.6180 2.5346 2.5879 0.0081 -1.1519
90 0.15 5 200 50 1.8139 1.8696 1.8141 1.8479 0.0136 -1.1602
90 0.15 10 100 25 3.4151 3.5232 3.4152 3.4828 0.0044 -1.1463
90 0.15 10 100 50 2.0974 2.1608 2.0977 2.1361 0.0101 -1.1442
90 0.15 10 200 25 3.3851 3.4935 3.3853 3.4530 0.0046 -1.1591
90 0.15 10 200 50 2.0624 2.1257 2.0627 2.1011 0.0107 -1.1614
90 0.30 5 100 25 6.7698 6.8951 6.7698 6.8385 -0.0002 -0.8217
90 0.30 5 100 50 6.3321 6.4476 6.3321 6.3947 -0.0001 -0.8203
90 0.30 5 200 25 6.7580 6.8832 6.7580 6.8266 -0.0002 -0.8228
90 0.30 5 200 50 6.3198 6.4352 6.3198 6.3824 -0.0001 -0.8214
90 0.30 10 100 25 7.3458 7.4820 7.3457 7.4207 -0.0003 -0.8196
90 0.30 10 100 50 6.4992 6.6173 6.4992 6.5632 -0.0001 -0.8176
90 0.30 10 200 25 7.3232 7.4594 7.3232 7.3981 -0.0002 -0.8216
90 0.30 10 200 50 6.4749 6.5929 6.4749 6.5389 -0.0001 -0.8198
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Table 2.3: Early exercise disentanglement of jumps from diffusion for OTM and
ATMAmerican put options. We compute early exercise disentanglement for options with
τ = 3 months and τ = 1 year to maturity for a range of double-exponential jump-diffusion
models. Early exercise premium (EEP) is represented as a percentage of the American put
option price. Contributions of the diffusion component (DC) and the jump component (JC)
to the early exercise are represented as percentages of the EEP, hence summing up to unity.
The underlying asset price is set to St = 100, the risk-free rate is r = 0.04, the dividend yield
is fixed at δ = 0.02, and the conditional probability of a negative jump is q = 0.7. Variable
input parameters are strike, volatility σ, jump intensity λ, positive jump parameter η, and
negative jump parameter θ.
Parameters τ = 3 months τ = 1 year
Strike σ λ η θ EEP (%) DC (%) JC(%) EEP(%) DC(%) JC(%)
100 0.15 5 100 25 0.78 48.64 51.36 2.67 57.73 42.27
100 0.15 5 100 50 0.67 83.45 16.55 2.70 86.43 13.57
100 0.15 5 200 25 0.79 48.45 51.55 2.69 57.54 42.46
100 0.15 5 200 50 0.68 83.36 16.64 2.72 86.35 13.65
100 0.15 10 100 25 0.76 35.24 64.76 2.42 42.53 57.47
100 0.15 10 100 50 0.66 72.55 27.45 2.59 76.56 23.44
100 0.15 10 200 25 0.77 34.94 65.06 2.45 42.20 57.80
100 0.15 10 200 50 0.68 72.30 27.70 2.63 76.33 23.67
100 0.30 5 100 25 0.26 83.77 16.23 1.26 86.81 13.19
100 0.30 5 100 50 0.25 96.25 3.75 1.25 96.66 3.34
100 0.30 5 200 25 0.27 83.76 16.24 1.26 86.79 13.21
100 0.30 5 200 50 0.25 96.24 3.76 1.25 96.65 3.35
100 0.30 10 100 25 0.27 73.00 27.00 1.24 77.01 22.99
100 0.30 10 100 50 0.25 92.81 7.19 1.24 93.56 6.44
100 0.30 10 200 25 0.27 72.92 27.08 1.24 76.94 23.06
100 0.30 10 200 50 0.25 92.79 7.21 1.24 93.54 6.46
95 0.15 5 100 25 0.67 46.15 53.85 2.33 57.14 42.86
95 0.15 5 100 50 0.48 82.18 17.82 2.22 86.18 13.82
95 0.15 5 200 25 0.68 45.96 54.04 2.35 56.95 43.05
95 0.15 5 200 50 0.48 82.08 17.92 2.24 86.10 13.90
95 0.15 10 100 25 0.67 34.29 65.71 2.17 42.10 57.90
95 0.15 10 100 50 0.49 71.14 28.86 2.16 76.23 23.77
95 0.15 10 200 25 0.68 34.00 66.00 2.19 41.77 58.23
95 0.15 10 200 50 0.51 70.89 29.11 2.19 76.00 24.00
95 0.30 5 100 25 0.22 83.22 16.78 1.12 86.69 13.31
95 0.30 5 100 50 0.20 96.16 3.84 1.11 96.64 3.36
95 0.30 5 200 25 0.22 83.19 16.81 1.13 86.67 13.33
95 0.30 5 200 50 0.20 96.15 3.85 1.11 96.63 3.37
95 0.30 10 100 25 0.23 72.30 27.70 1.12 76.85 23.15
95 0.30 10 100 50 0.20 92.66 7.34 1.10 93.52 6.48
95 0.30 10 200 25 0.23 72.21 27.79 1.12 76.78 23.22
95 0.30 10 200 50 0.20 92.63 7.37 1.10 93.50 6.50
90 0.15 5 100 25 0.62 43.82 56.18 2.04 56.46 43.54
90 0.15 5 100 50 0.35 80.41 19.59 1.82 85.89 14.11
90 0.15 5 200 25 0.62 43.64 56.36 2.06 56.26 43.74
90 0.15 5 200 50 0.36 80.29 19.71 1.83 85.81 14.19
90 0.15 10 100 25 0.61 33.21 66.79 1.94 41.64 58.36
90 0.15 10 100 50 0.38 69.43 30.57 1.80 75.87 24.13
90 0.15 10 200 25 0.62 32.94 67.06 1.96 41.31 58.69
90 0.15 10 200 50 0.39 69.16 30.84 1.83 75.63 24.37
90 0.30 5 100 25 0.18 82.49 17.51 1.00 86.56 13.44
90 0.30 5 100 50 0.16 96.06 3.94 0.98 96.62 3.38
90 0.30 5 200 25 0.18 82.45 17.55 1.00 86.54 13.46
90 0.30 5 200 50 0.16 96.05 3.95 0.98 96.61 3.39
90 0.30 10 100 25 0.20 71.50 28.50 1.01 76.68 23.32
90 0.30 10 100 50 0.16 92.48 7.52 0.98 93.49 6.51
90 0.30 10 200 25 0.20 71.41 28.59 1.01 76.61 23.39
90 0.30 10 200 50 0.16 92.46 7.54 0.98 93.47 6.53
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American put option, increases with moneyness and time to maturity and varies between 0.1 and 2.7
percent. The contribution of jumps can be as low as 3 percent or as high as 66 percent of the early
exercise premium, depending on the model and the option contract.
From Table 2.3 we see that the diffusion (jump) contribution increases (decreases) in strike. Intu-
itively, this observation makes sense, since the probability that early exercise occurs due to the diffusion
decreases for options that are deeper OTM. The jump contribution also increases with jump intensity
and average negative jump size, while it decreases with volatility. The effect of average positive jump
size on the jump contribution is negative but negligible.
2.3 Empirical analysis
We next explore empirically the disentanglement of jumps from diffusion for the early exercise premium.
By calibrating different HEJD models to American options on the S&P 100 index, we analyze whether
jumps play an important role for the early exercise of American put options.
2.3.1 Data and calibration procedure
We use six years of weekly (Wednesdays) S&P 100 index American options data (ticker symbol OEX),
spanning the period from January 3, 2007 until December 31, 2012. Thus, the sample encompasses
the recent financial crisis.16 Since we are interested in the calibration of a jump-diffusion model, we
focus on short-term options with less than 60 days to maturity. We define moneyness M as the ratio
of the strike K and the futures price Ft,T := Ste(r−δ)(T−t), i.e., M := K/Ft,T .
We eliminate illiquid in-the-money options (ITM), i.e., calls with moneyness less than 0.97 and puts
with moneyness greater than 1.03. Hence, our sample contains only liquid near-the-money (NTM) and
out-of-the-money (OTM) options. We use mid-prices, which are computed as averages of the bid and
ask market quotes, as a proxy for our market prices. We also eliminate all the options whose prices
are lower than 0.125 units due to the minimum tick limitations. Finally, we eliminate all the options
for which the volume or the open interest are zero.
Descriptive statistics of our sample of options are given in Table 2.4. The total number of options
in the dataset is 23,169 distributed over 313 days, or approximately 74 option quotes per observation
16S&P 100 index quotes, American options data (bid and ask prices, strikes and maturities), zero-coupon curve, and
dividend yields are obtained from OptionMetrics.
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Table 2.4: S&P 100 index options data, January 3, 2007–December 31, 2012. We report
descriptive statistics of ATM and OTM American options on the S&P 100 index. The data is obtained
from OptionMetrics and filtered as described in the Section 2.3.1. The dataset comprises closing
quotes for call and put options traded on Wednesdays for the given time period. There are 313 days
of observations in total. We report the number of option contracts traded, the average quoted price
and the average implied volatility. Each statistic is computed for four different maturity bins and six
different moneyness bins, as well as for collective observations across given maturity and moneyness
buckets. DTM stands for days-to-maturity, and M := K/Ft,T denotes moneyness.
Panel A: Number of contracts across moneyness and maturity
Moneyness DTM < 7 7≤DTM<14 14≤DTM<30 30≤DTM<60 All
K/F < 0.94 271 593 1,842 3,902 6,608
0.94<K/F<0.97 525 244 485 1,002 2,256
0.97<K/F<1.00 1,702 494 964 1,921 5,081
1.00<K/F<1.03 1,476 480 958 1,909 4,823
1.03<K/F<1.06 177 188 453 1,011 1,829
1.06<K/F 84 150 513 1,825 2,572
All 4,235 2,149 5,215 11,570 23,169
Panel B: Average quoted price across moneyness and maturity
Moneyness DTM < 7 7≤DTM<14 14≤DTM<30 30≤DTM<60 All
K/F < 0.94 0.39 0.68 1.19 2.92 2.14
0.94<K/F<0.97 0.54 1.83 3.76 7.70 4.55
0.97<K/F<1.00 5.02 8.75 11.50 15.79 10.69
1.00<K/F<1.03 5.04 7.93 10.52 14.48 10.15
1.03<K/F<1.06 0.66 1.24 1.97 4.73 3.30
1.06<K/F 0.58 0.82 0.92 2.00 1.67
All 3.91 4.35 5.09 7.39 5.96
Panel C: Average implied volatility across moneyness and maturity
Moneyness DTM < 7 7≤DTM<14 14≤DTM<30 30≤DTM<60 All
K/F < 0.94 0.8058 0.4177 0.3734 0.3384 0.3745
0.94<K/F<0.97 0.4866 0.2681 0.2439 0.2359 0.2991
0.97<K/F<1.00 0.3385 0.2294 0.2145 0.2128 0.2557
1.00<K/F<1.03 0.3141 0.2058 0.1924 0.1944 0.2307
1.03<K/F<1.06 0.4682 0.2138 0.1760 0.1745 0.2073
1.06<K/F 0.9103 0.4012 0.2554 0.2196 0.2600
All 0.3971 0.2912 0.2700 0.2519 0.2855
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day on average. NTM options, i.e., options for whichM ∈ (0.97, 1.03), include both calls and puts, and
they account for almost 43 percent of the sample. OTM puts (M < 0.97) constitute around 38 percent
of the dataset, and OTM calls (M > 1.03) account for the remaining 19 percent of all considered
option quotes.
We re-calibrate parameters of a HEJD(m,n) model for each observation date in the sample by
minimizing a loss function in the form of penalized weighted non-linear least squares (WNLLS). In
particular, we consider a weighted Euclidian distance between market quotes and corresponding model
option prices.17 Nevertheless, it is well known that any framework involving re-calibration of the
model parameters inherently suffers from instability and the non-convexity of the multidimensional loss
function implies the existence of local minima. Therefore, we add a positive and locally convex penalty
term to the loss function and recast the original problem into a sequential regularized weighted non-
linear least squares setting. We follow Hellmich, Kassberger and Schmidt (2013) and define the penalty
function as the Kulback-Leibler divergence between the probability distributions on two successive
points in time.18 The probability density function of the HEJD process is not known in closed form,
but we are able to numerically compute the Kullback-Leibler divergence by using the Fourier cosine
method of Fang and Oosterlee (2008).19
2.3.2 Model selection
The HEJD(m,n) offers the flexibility to choose any number of distinct positive and negative jump
types. To keep the analysis tractable, we consider a set of HEJD(m,n) models for which the total
number of different jump types is such that m+ n ≤ 4, which gives us 15 different models with up to
nine parameters.20 This choice includes some special cases such as, e.g., HEJD(0, 0) is the no-jump ca-
17We follow Lindström et al. (2008) and define the weights as the inverse of the squared bid-ask spreads.
18Others, like Cont and Tankov (2004), opt for the relative entropy as an alternative to ensure positivity. However, the
relative entropy approach is based on the Kullback-Leibler divergence with respect to the prior model on the path space.
It implies that the volatility parameter would remain constant in order to have non-singular (equivalent) probabilities. In
fact, the choice of the penalty term defined as the relative entropy function would make it impossible to obtain dynamic
diffusion parameters.
19A detailed description of the calibration procedure can be obtained from the authors.
20Further in text, we use interchangeably the notation HEJD(m,n) and (m,n). We also note that it is necessary to
introduce a constraint on the total number of different positive and negative jump types in the model. Generally, the
HEJD class of models admits a (countably) infinite number of jumps. However, in practical applications we have to limit
the number of parameters to keep our analysis tractable and to avoid overfitting. Our particular choice of m+ n ≤ 4 is
motivated by two facts. First, this set contains the most popular HEJD model specifications which are studied in the
literature. Second, the total number of calibration parameters when n+m = 4 is nine, which is already quite high for a
single-asset option pricing model.
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se of Black and Scholes (1973), HEJD(1, 1) is the double-exponential model of Kou (2002), and
HEJD(0, 1) is the spectrally one-sided (negative) exponential Lévy model of Avram, Chan and Us-
abel (2002).
Given the Bayesian nature of the sequential regularized WNLLS procedure due to the penalty
function, we can transform our calibration exercise into a series of maximum a posteriori problems
(MAP), which can be considered as a regularized maximum likelihood approach.21 In addition to the
MAP objective function, we compare the models’ in-sample performance in terms of the Akaike (AIC),
the corrected Akaike (AICc) and the Bayesian (BIC) information criterion. The corresponding weights
based on the relative likelihood of the models are also computed. Finally, we compute the pairwise
evidence ratios.
Table 2.5 summarizes the average in-sample information criteria. In terms of the average negative
log-maximum a posteriori loss function (neg. log-MAP), we conclude that the model (1, 2) has the
best score, and it is closely followed by the models (1, 3) and (1, 1). The same results are obtained
for AIC and AICc statistics. Using BIC we conclude that (1, 1) shows better performance than (1, 3),
but the model (1, 2) still remains the selected one. As expected, models that completely exclude the
possibility for negative jumps in the underlying asset perform very poorly.
To determine the significance of the difference between models’ option pricing errors, we also
consider the Diebold and Mariano (1995) test. For the in-sample (out-of-sample) exercise, the model
prices are obtained by using the set of calibrated parameters on a date, which coincides with (precedes)
the observation date of the quoted market option prices. The test is computed for the series of
average weighted root mean square errors. For the in-sample test, given in Table 2.6, the hyper-
exponential jump-diffusion models with jump structures (1,3) and (1,2) have the smallest mean and
standard deviation estimates, respectively. The Diebold-Mariano test indicates that the HEJD(1,3)
outperforms all calibrated models at all significance levels. The HEJD(1,2) significantly outperform all
model, except the HEJD(1,3). However, in the case of the out-of-sample test in Table 2.7, results are
less clear. Models with only positive jumps are clearly rejected in favor of models including negative
jumps. Models with both negative and positive jumps fail to significantly outperform models with only
negative jumps. The HEJD(1,3) no longer significantly outperforms the HEJD(1,2) model.
21The results on the equivalence between the MAP and the regularized maximum likelihood, and the computation of
the information criteria for model selection are available upon request.
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2.3.3 Exploring the HEJD(1,2) model
To obtain some intuition about the parameter values and their time variation in the sequential calibra-
tion, we explore graphically the properties of the the HEJD(1, 2) model. Figure 2.1, Panel A, shows
the time series of conditional volatility. The average calibrated volatility σ for the whole time span
from January 3, 2007 until December 31, 2012 is 14.94 percent. We observe a sharp increase in the
volatility around September 2008 reaching 65 percent. A similar behavior can be observed for the
jump intensity parameter λ in Panel B of Figure 2.1. The average jump intensity is approximately
10.5 jumps per year, but varies quite a lot depending on the calibration day.
In the HEJD(1,2) model, jumps can be divided into one positive and two types of negative jumps
(see Figure 2.1, Panel C). The average positive jump size equals 0.22 percent, the absolute average
magnitude of small negative jumps is approximately 0.40 percent, and the absolute average size of large
negative jumps is 6.26 percent. Hence, negative jumps strongly dominate positive ones. Figure 2.1,
Panel D, represent the probabilities p, q1, and q2 of positive, small negative, and large negative jumps.
These are conditional probabilities given that a jump occurs. Over the whole sample period, they
average 0.40, 42.00 and 57.60 percent, respectively. Therefore, the positive jumps are not only small in
magnitude, but they also have very low conditional probability of occurrence. Hence, from a practical
viewpoint, they might be even negligible. In contrast, the conditional probabilities for small and large
negative jumps are substantial and similar in magnitude. For large negative jump sizes, we observe
a gradual increase in their conditional probability until September 2008. In the subsequent period,
this probability seems to decrease again, while the probability for small negative jumps becomes large.
Nevertheless, the probability for large jumps seems to be persistently high from 2010 onwards, with
additional peaks around May 2010 and August 2011.
We further explore in a regression analysis how the time series of calibrated model parameters such
as the volatility parameter σ, the jump intensity λ, and the average jump size ζ depend on observable
market variables, such as the implied volatility, implied skewness, and implied convexity. To this end,
we use as implied volatility the 1 month ATM implied volatility. For the implied skewness, we use the
difference between the 10% OTM call and put implied volatilities for options with maturity of 1 month,
divided by the moneyness differential (∆M = 0.2), i.e., the so-called 90/110 skewness. The implied
skewness represents a measure of the asymmetry of OEX 1-month implied volatility smile. Finally, we
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Figure 2.1: Calibrated parameters for HEJD(1,2). Panels A and B represent the dynamics of the
volatility parameter σ and the jump intensity parameter λ. Panel C gives the dynamics of the average
sizes of different jump types. Positive jumps (PJ) are represented by the solid black line, negative
jump of the first kind (big negative jumps BNJ) by the dash-dot line, and the negative jump of the
second kind (small negative jumps SNJ) by the solid gray line. Panel D shows an area plot for the
dynamics of the conditional jump probability parameters. The black area at the bottom of the graph
represents the probability for PJ, the gray area in the middle represents the probability for SNJ, and
the remaining area for BNJ.
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define the implied convexity as a measure of the curvature of the implied volatility smile. We calculate
the implied convexity as the second-order central difference of implied volatility curve using ATM, and
10% OTM call and put implied volatilities, divided by the squared moneyness differential.
In Table 2.8, we report the results from our linear regression.22 As expected, the changes in the
volatility parameter σ are prominently driven by the changes in the implied volatility. Changes in
implied skewness and convexity do have less but still a statistically significant impact. Using all three
variables, we end up with an R2 of more than 34 percent. The jump intensity parameter λ is mostly
driven by implied volatility and (negative) skewness. Convexity has an insignificant impact and the
R2 value, using all three variables, is below four percent. When we look at the conditional jump size
ζ, however, we find that implied convexity is the only significant variable that has a positive impact
on the jump size. In contrast, unconditional jump sizes (λζ) are mainly driven by implied volatility
and skewness.
As an additional exercise, we also perform a maximum likelihood estimation of the HEJD model
under the physical measure using the time series of the S&P 100 returns. We calculate the log-
likelihood function for each of the candidate HEJD models by summing up the logarithms of the
respective probability density functions evaluated at the observed S&P 100 returns. For a given point
in time, we compute the probability density function numerically by Fourier-inverting the respective
characteristic function. Based on the log-likelihood function and the Akaike information criteria, we
find that the HEJD (2,2) model provides the best fit.23 Hence, our estimation exercise under the
historical measure corroborates previous findings in the literature regarding the model selection in the
HEJD framework. For instance, Sepp (2012) finds that jumps are symmetric and have two values, a
small and a large jump, for both negative and positive returns. Comparing with our calibration results
under the risk-neutral measure, we find that the absolute average size of negative small (large) jumps is
0.63 (2.28) percent under the historical measure. Under the risk-neutral measure, the absolute average
magnitude of small negative jumps is approximately 0.40 percent, and the absolute average size of
large negative jumps is 6.26 percent. Also, under the historical measure, the average size of positive
small (large) jumps is 0.49 (1.98) percent. The average jump size under the risk-neutral measure for
22We note that we first take differences of the relevant variables and we use robust regression based on the Huber
weighting function, see Huber (1981). The reason to do so is that the errors of ordinary least-square regressions fail the
Jarque-Bera test for normality.
23However, using the BIC we find that the preferred mode is HEJD(0,2).
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positive jumps averages only 0.22 percent. These findings reflect the concern of risk-averse investors
by putting less weight on positive jumps and more weight on negative jumps.24
2.3.4 Early exercise premium and disentanglement
To analyze the evolution of the early exercise premium (EEP) and its decomposition into diffusion and
jump components we proceed in two steps. First, we compare the differences between the EEP implied
by the HEJD(1,2) and the standard Black-Scholes-Merton model (BSM). While this comparison of
the EEP across two different models, we exploit in a second step our theoretical result of the jump
disentanglement in Theorem 2.2.3 and analyze the EEP impact of small and large jumps within the
same model, in particular within the HEJD(1,2) model.
Using the calibrated parameters from the previous section, we compute prices of both European
and American options for the HEJD(1,2) model. By doing so, we obtain a time series of the HEJD(1,2)-
implied EEP. Similarly, to obtain the BSM-implied EEP, we first calculate BSM implied volatilities
from the market prices of ATM American put options.25 We then use these BSM implied volatilities
to obtain the corresponding BSM ATM European put option prices, which allow us then to calculate
the BSM-implied EEP.
In Figure 2.2, we plot the dynamics of the absolute difference (Panel A) and the relative difference
(Panel B) between the HEJD(1,2) and BSM-implied EEP for ATM options. We observe that both
absolute and relative EEP differences are almost always positive, except for several observation dates
at the beginning of the sample, in the case of options with shortest time to maturity. Hence, the model
with jumps exhibits a higher EEP. Furthermore, the EEP difference tends to increase with maturity.
However, this pattern seems to completely fade away from the end of 2008 onwards.
The above analysis uses two different models to quantify the impact of jumps. In contrast, our
orthogonal decomposition of the EEP in Theorem Theorem 2.2.3 allows us to perform a similar analysis
within the same model. In Figure 2.3, we plot the EEP dynamics implied by the HEJD(1,2) model for
different maturities. For each maturity, we plot the portion of the EEP which is due to diffusion (solid
gray line), to the small jump component (solid black line), and to the large jump component (dash-dot
24More results on the maximum likelihood estimation of the different HEJD models can be obtained from the authors
on request.
25To achieve this goal, we rely on Fourier space time-stepping approach developed in Jackson, Jaimungal and Surkov
(2008).
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Figure 2.2: Difference between HEJD(1,2) and BSM early exercise premiums. Panel A
represents the absolute (dollar) difference between the HEJD(1,2) and the BSM-implied early exercise
premium (EEP) for ATM American put options with different maturities (7, 14, 30, or 60 days). In
Panel B, we plot the relative (percentage) EEP difference between the HEJD(1,2) and the BSM-implied
EEP with respect to the corresponding American put option price computed using the HEJD(1,2)
model. The difference (absolute and relative) is almost always positive, except for only couple of
instances in the case of options with shortest maturity. The difference between the two EEPs becomes
more pronounced for options with longer time to maturity.
black line). We observe similar patterns across different maturities. Small jumps have a negligible
contribution except at very few isolated points in time. Again, a striking feature of the data is a
structural break shortly after the start of the financial crisis in 2008. While large jumps dominate the
diffusion contribution most of the time before, the early exercise premium is predominantly determined
by the contribution of large jumps.
Clearly, we observe a structural change in both Figure 2.2 and Figure 2.3. This abrupt change is
driven by extraordinarily low interest rates.26 Starting from the end of 2008, the continuing decrease
in interest rates led to a substantial reduction in the EEP. Having interest rates close to zero pushes
the early exercise boundary for American put options down, which in turn significantly lowers the
probability of an early exercise. The reason for absolute domination of jumps over diffusion in the
post-crisis period is the following. In a relatively short period of time, which is exactly the case in our
data set that consists of short-term options, the diffusion is unlikely to reach a distant early exercise
boundary. On the other hand, by definition, (negative) jumps move by leaps and bounds. Hence, they
have a better chance of reaching the exercise region. While the early exercise premium is close to zero
26We recall the American put-call symmetry of Carr and Chesney (1996), which implies that an American put would not
be exercised when the riskless interest rate is zero. However, their results holds only in a diffusion setting. Generalizations
would require some symmetry properties for the return volatility.
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Figure 2.3: Empirical early exercise premium disentanglement. Dynamics of the analytic
disentanglement approach is presented for ATM OEX options (M := K/Ft,T = 1) given the calibrated
HEJD(1,2) model parameters. In each plot solid gray line describes the portion of the early exercise
premium due to the diffusion (Diff.). Solid and dash-dot black line correspond to the small (SNJ) and
large (LNJ) negative jumps, respectively. Each panel corresponds to a different maturity of the ATM
OEX option (7, 14, 30, or 60 days). For a given date, the contributions of diffusion, small and big
jumps sum up to unity.
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in the post-crisis period, it is nevertheless possible to extract information about the importance of each
process in the underlying asset price dynamics. We find that large negative jumps are by far the most
important component, as they account for between 80 and 95 percent in the period from December
2008 to December 2012. The pre-crisis time window conveys different disentanglement structure and
the contribution of large negative jumps varies between 20 and 80 percent. Finally, irrespectively of the
time period considered, increasing time to maturity implies more importance attached to the diffusion
component.
2.4 Conclusion
We price American put options in a hyper-exponential jump-diffusion framework using a maturity
randomization approach. We obtain the prices of Canadized European and American options in closed
form. We also obtain an analytic disentanglement of jumps and diffusion for the American early
exercise premium. Given the wide spectrum of jump-diffusion models that can be accommodated
within the HEJD setting, we conduct a calibration and model selection exercise using six years of data
of American options on the S&P 100 index. We find that jumps play a dominant role for the early
exercise of American put options by accounting on average for more than half of the early exercise
premium prior to the financial crisis and more than 90 percent from December 2008 onwards.
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Chapter 3
Québécoisation Method for the Pricing of
Parisian Options with Jump Risk
Marc Chesney and Nikola Vasiljević27
Abstract
This paper introduces a new, analytically tractable technique—called québécoisation method—for the
pricing of European and American Parisian options in a flexible jump–diffusion model. Our contribu-
tion is threefold. First, using a double Laplace–Carson transform with respect to the option maturity
and the Parisian (excursion) time, we obtain closed-form solutions for different types of Parisian con-
tracts. Second, we provide numerical examples and quantify the impact of jumps on the option price
and the greeks. Finally, we study the non-monotonic effects of volatility and jump intensity close to
the excursion barrier, which are important for shareholders’ investment policy decisions in a levered
firm.
Keywords: Parisian options, Québécoisation method, Gaver-Stehfest inversion algorithm, Hyper-
exponential jump-diffusion model.
JEL classification: G13 · C02 · C65.
27We would like to thank Jérôme Detemple, João Pedro Vidal Nunes, Paola Pederzoli, and Felix Stang for their
valuable comments. We are also grateful to the participants at the Gerzensee Research Days 2014, and at the Bachelier
Finance Conference 2014 in Brussels, Belgium. We gratefully acknowledge financial support from the Swiss Finance
Institute (SFI) and the Department for Banking and Finance (DBF) at the University of Zurich (UZH). The previous
version of this paper was entitled “European and American Parisian options in a jump-diffusion model”.
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3.1 Introduction
In the last couple of decades, proliferate research in quantitative finance provided the necessary math-
ematical tools for pricing and hedging of a wide range of financial products. It is now generally
recognized that standard put and call options do not perfectly match all risk profiles and do not pro-
vide universal means of hedging. In addition to vanilla European and American options, many different
types of exotic options are traded on organized exchanges and over-the-counter (OTC).
Standard (one-touch) barrier options are among the most popular derivative contracts. Their value
depends on whether or not the underlying asset process reaches a certain prespecified region before
option expiry. An option that is cancelled (activated) when the barrier is breached for the first time is
referred to as a knock-out (knock-in) option. By construction, barrier options are particularly suitable
for investors who have a directional view on the market. They provide the same upside potential as
the corresponding vanilla options but are less expensive due to the knock-out (knock-in) provision.
Barrier options are also attractive to market participants seeking a protection against adverse market
moves above or below a certain threshold level(s). However, due to the one-touch feature, influential
market participants might be incentivized to manipulate the underlying asset price close to the knock-
out (knock-in) threshold, hence triggering the cancellation (activation) of certain barrier options. This
issue is particularly pronounced in illiquid markets.
To mitigate this problem, Chesney, Jeanblanc and Yor (1997) stipulated a class of occupation-time
derivatives called Parisian (barrier) options. These derivatives introduce the notion of excursion time,
i.e. the time that the underlying asset price spends (with or without interruption) in a prespecified
region. Therefore, a Parisian option is not cancelled or activated immediately upon the occurence of a
barrier event. The underlying asset price process has to spend a certain amount of time—referred to
as the Parisian window—in the excursion domain. Consequently, Parisian options provide a remedy
for potential price manipulations. Since it is more difficult to maintain control over the underlying
asset price for an extended period of time, Parisian option holders are better protected from potential
adverse actions of their counterparties, and vice versa. Moreover, in contrast to the standard barrier
options, the greeks of Parisian options are not discontinuous at the barrier, which is critical from a
hedging perspective.
50
Continuous monitoring of the underlying asset price process naturally introduces the notion of a
‘clock’ or a ‘stopwatch’ that is triggered or stopped depending on the barrier event(s) and measures the
time spent in the excursion region. More specifically, one can distinguish between two different types
of Parisian-style options. A standard Parisian option, or simply a Parisian option, is characterized
by a clock which records the duration of uninterrupted excursions. The Parisian clock is activated
(reset to zero) each time the underlying process crosses the barrier and enters (exits) the excursion
region. On the other hand, a cumulative Parisian option, which is also known as a Parasian option, is
characterized by a clock that is never reset to zero. Therefore, the Parasian clock measures the total
time that the underlying process spends in the excursion region.
In this paper, we study the pricing of European and American Parisian options in a flexible jump–
diffusion model. Discontinuities in asset returns are most prominent in times of crises when financial
markets exhibit sudden and large price moves. Most recently, the Financial crisis of 2007–08 has
reiterated the importance of the jump risk for asset return dynamics. Our modelling framework is
based on a class of Lévy processes called hyper-exponential jump–diffusion models (HEM), which
are introduced in Lipton (2002). There are two reasons for this particular choice. First, any Lévy
process with completely monotone Lévy density can be approximated by a HEM model (e.g., see
Crosby, Le Saux and Mijatović 2010, Hackmann and Kuznetsov 2016, Jeannin and Pistorius 2010).
Popular examples include the Variance–Gamma (VG), Normal–Inverse–Gaussian (NIG), Generalized
Hyperbolic (GH), and Carr–Madan–Geman–Yor (CGMY) processes. Second, the option pricing in a
HEM setting is analytically tractable, which makes these models particularly interesting for financial
engineering applications (e.g., see Cai, Chen and Wan 2009, Cai 2011, Cai and Kou 2012, Hofer and
Mayer 2013, Leippold and Vasiljević 2017, in addition to the aforementioned papers).
Our contribution is threefold. First, using the double Laplace–Carson transform of the system
of partial integro-differential equations (PIDEs) describing the dynamics of a European or American
Parisian option price with respect to the option maturity and the Parisian (excursion) time, we ob-
tain a system of ordinary integro-differential equations (OIDEs) that can be solved in a closed form.
Subsequently, the Parisian option price, delta and gamma are computed via a two-dimensional Gaver–
Stehfest inversion algorithm. The proposed solution procedure can be interpreted as a two-dimensional
generalization of Carr (1998)’s canadization method, hence we call it québécoisation method.28 Sec-
28First, we note that our ‘double canadization’ approach is motivated by the Parisian option pricing problem, hence we
intermingle the two geographic terms and christen our method québécoisation, deriving its name from the term Québécois
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ond, to quantify the impact of jumps on the Parisian option prices and greeks, we provide several
numerical examples and discuss the main implications. Finally, we consider a special case in which
the underlying asset price is close to the threshold level, and study the conditions under which the
standard barrier and Parisian option prices become non-monotonic functions of volatility and jump
intensity.
Substantial progress has been already made in Parisian option pricing literature.29 By and large,
European-style Parisian options have attracted the most attention. The pricing of American Parisian
options has been studied in only a few papers only (e.g., see Chesney and Gauthier 2006, Haber,
Schönbucher and Wilmott 1999, Zhu et al. 2015). From a modelling perspective, the vast majority
of the literature assumes a Black–Scholes setting. The only paper which studies Parisian options in a
jump–diffusion framework is Albrecher, Kortschak and Zhou (2012). However, they focus on European-
style payoffs and consider only Kou (2002)’s double-exponential jump–diffusion model (DEM).30 To the
best of our knowledge, the pricing of American Parisian options with jumps has not been considered
in the literature.
The rest of the paper is organized as follows. An overview of the HEM model and the par-
ity/symmetry relations for Parisian options are presented in Section 3.2. The PIDE systems for Euro-
pean and American Parisian up-and-out put options are introduced in Section 3.3. Our main theoretical
results for the pricing and disentanglement of randomized European and American Parisian options
are presented in Section 3.4. We provide a numerical study of the jump effects on Parisian options in
Section 3.6. Finally, we conclude in Section 3.7.
that refers to a French-speaking person of the Canadian province of Québéc. Second, we stress that Carr (1998) relied
on the Post–Widder inversion, whereas our implementation rests on the Gaver–Stehfest inversion. For further discussion
and technical details regarding the two approaches we refer an interested reader to Kimura (2010) and Leippold and
Vasiljević (2017).
29E.g., see Albrecher, Kortschak and Zhou (2012), Anderluh (2008), Anderluh and van der Weide (2009), Avellaneda
and Wu (1999), Bernard, Le Courtois and Quitard-Pinon (2005), Boyarchenko and Boyarchenko (2011), Chesney et al.
(1997), Chesney and Gauthier (2006), Costabile (2002), Czarna and Palmowski (2011), Dassios and Wu (2010, 2011),
Dassios and Lim (2013), Fujita and Miura (2002), Haber, Schönbucher and Wilmott (1999), Hugonnier (1999), Labart
and Lelong (2009), Landriault, Renaud and Zhou (2011), Li and Zhao (2009), Loeffen, Renaud and Zhou (2014), Schröder
(2003), Vetzal and Forsyth (1999), Zhu and Stokes (1998), Zhu and Chen (2013).
30Some other types of occupation-time derivatives are analyzed in the presence of jump risk Ait Aoudia and Renaud
(2016), Cai, Chen and Wan (2010), Wu and Zhu (2016).
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3.2 Preliminaries
3.2.1 Hyper-exponential jump-diffusion model
We introduce a filtered probability space (Ω,F ,F = {Ft, t ≥ 0},Q) which satisfies the usual assump-
tions. Since we are interested in option pricing, our starting point is the risk-neutral dynamics of the
underlying asset which are given by a hyper-exponential jump-diffusion process
dSt
St−
= (r − δ − λζ)dt+ σdWt + d
(
Nt∑
i=1
(Vi − 1)
)
. (3.1)
Therefore, the filtration is defined as Ft = σ(Ws, Ns; s ≤ t, {Vj}). The process {Wt, t ≥ 0} represents
a standard Brownian motion under the risk-neutral measure Q. The (domestic) risk-free interest rate
is denoted by r ∈ R+, the dividend yield is δ ∈ R+0 , and the volatility parameter is σ ∈ R+.31 Jumps
are modelled by a Poisson process {Nt, t ≥ 0} with jump intensity parameter λ ∈ R+. The probability
density function (p.d.f.) characterizing the sequence of independent and identically distributed (i.i.d.)
hyper-exponential random variables {Yi := log(Vi) : i = 1, 2, ...} is given by
ϕY (y) =
m∑
i=1
piηie
−ηiy1{y≥0} +
n∑
j=1
qjθje
θjy1{y<0}, (3.2)
where probabilities of different kinds of positive and negative jumps are given by pi > 0 for i = 1, ...,m
and qj > 0 for j = 1, ..., n, respectively.32 Jump size parameters ηi > 1 for i = 1, ...,m and θj > 0
for j = 1, ..., n correspond to different kinds of discontinuous upward and downward movements,
respectively. The symbol 1{·} denotes an indicator function.
The dynamics of the log-price process Xt := logSt is obtained by applying the Itô lemma,i.e.,
Xt := X0 + µt+ σWt +
Nt∑
i=1
Yi, X0 := logS0. (3.3)
The drift of the log-price process is defined as
µ = r − δ − λζ − σ
2
2
, (3.4)
and the average size of a return jump is given by
ζ := E
[
eY1 − 1] = m∑
i=1
piηi
ηi − 1 +
n∑
j=1
qjθj
θj + 1
− 1. (3.5)
31In the case of foreign exchange options, r and δ represent a domestic and a foreign risk-free interest rate, respectively.
32The conditional probabilities sum up to unity, i.e.,
∑m
i=1 pi +
∑n
j=1 qj = 1.
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A very important mathematical object for our analysis is the cumulant generating function (c.g.f.). In
the case of an HEM process, the c.g.f. is given by
Ψ(a) : =
1
t
logE
[
eaXt |X0 = 0
]
=
σ2a2
2
+ µa+ λ
 m∑
i=1
piηi
ηi − a +
n∑
j=1
qjθj
θj + a
− 1
 , (3.6)
for any a ∈ (−θ1, η1). Without loss of generality we assume that η1 < η2 < · · · < ηm and θ1 < θ2 <
· · · < θn. The characteristic equation, which is defined as
Ψ(x) = α, for α > 0, (3.7)
has exactly (m+ 1) positive real roots {βi,α}i=1,...,m+1 and (n+ 1) negative real roots {γj,α}j=1,...,n+1
such that −∞ < γn+1,α < −θn < γn,α < −θn−1 < · · · < γ2,n < −θ1 < γ1,α < 0 < β1,α < η1 < β2,α <
· · · < ηm−1 < βm,α < ηm < βm+1,α < +∞ (e.g., see Lemma 2.1 in Cai (2009), pp. 128–129). The
special cases of (a) geometric Brownian motion of Black and Scholes (1973), (b) spectrally one-sided
Lévy models considered in Avram, Chan and Usabel (2002), and (c) double-exponential jump-diffusion
model of Kou (2002), allow for computation of the respective characteristic roots in a closed-form. More
involved HEM models require solving higher order polynomial equations, which can be attained only
numerically.
Last but not least, the infinitesimal generator of the Markovian process Xt introduced in equation
(3.3) is defined as
(Lv)(x) : = lim
t↓0
E[v(Xt)|X0 = x]− v(x)
t
=
σ2
2
∂2v
∂x2
(x) + µ
∂v
∂x
(x) + λ
∫ +∞
−∞
[v(x+ y)− v(x)]ϕY (y)dy,
(3.8)
where v(·) is any twice continuously differentiable function.
3.2.2 Symmetry and parity relations in the presence of jumps
Parisian options come in many flavors. Depending on the exercise style, there exist European and
American Parisian call and put options. Furthermore, we distinguish between ‘knock-in’ and ‘knock-
out’ options, as well as between ‘up’ and ‘down’ features. Based on these characteristics, it is possible
to construct 32 different combinations in total. Clearly, our goal is not to present results for all existing
types of Parisian options. We leverage on the fact that several studies have already demonstrated that
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certain symmetry and parity relations hold between different option types. For example, Chesney,
Jeanblanc and Yor (1997), Section 6 and Section 7, pp. 176–179, and Chesney and Gauthier (2006),
Section 2.1, p. 478, show that there exist symmetry and parity relations between different option types,
hence it is enough to consider only several cases to span the entire list of Parisian option contracts.
However, their results hold only in the Black-Scholes setting. We generalize these findings and provide
the symmetry and parity relations for Parisian options in a hyper-exponential jump-diffusion model.
To motivate our discussion, we begin with an example of symmetry relations for USD/EUR foreign
exchange European and American options. The crucial observation is that holding a USD/EUR put
option is equivalent to a long position in an appropriately chosen number of EUR/USD calls. This
statement holds for vanilla options as well as for standard barrier and Parisian options irrespective of the
exercise style (e.g., see Chesney, Jeanblanc and Yor 1997, Schroder 1999, Chesney and Gauthier 2006).
Let’s assume that the risk-neutral dynamics of the spot exchange rate St follows the hyper-exponential
jump–diffusion process (3.1). The strike price is K, the barrier level is H, the option contract matures
at time T , and the Parisian window is given by D. If we denote European (American) call and put by
c and p (C and P ), respectively, the following symmetry relations hold:
p(St,K, r, δ, T ;σ, ν) = StK · c(1/St, 1/K, δ, r, T ;σ, ν˜),
P (St,K, r, δ, T ;σ, ν) = StK · C(1/St, 1/K, δ, r, T ;σ, ν˜).
(3.9)
The set of parameters ν := {λ, {pi, ηi}i=1,...,m, {qj , θj}j=1,...,n} describes a compensated compound
Poisson process with hyper-exponential jumps under the risk-neutral measure Q. On the other hand,
the set of jump parameters ν˜ := {λ˜, {p˜i, η˜i}i=1,...,m, {q˜j , θ˜j}j=1,...,n} is computed under the equivalent
martingale measure Q˜ which ensures that the discounted and reinvested price process {e−(r−δ)tSt, t ≥
0} is a martingale. The change of measure for a hyper-exponential jump-diffusion model is based on the
Esscher transform. The explicit expressions for the model parameters under the equivalent martingale
measure Q˜ are provided in Cai (2011), Appendix B, pp. 652–653.
Put-call symmetry relations for European and American Parisian options in the HEM model are
therefore obtained by putting together the symmetry results for Parisian options in the Black-Scholes
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setting presented in Chesney and Gauthier (2006), p.478, and the equation (3.9):
Opdo(St,K,H, r, δ, T,D;σ, ν) = StK · Ocuo(1/St, 1/K, 1/H, δ, r, T,D;σ, ν˜),
Opdi(St,K,H, r, δ, T,D;σ, ν) = StK · Ocui(1/St, 1/K, 1/H, δ, r, T,D;σ, ν˜),
Opuo(St,K,H, r, δ, T,D;σ, ν) = StK · Ocdo(1/St, 1/K, 1/H, δ, r, T,D;σ, ν˜),
Opui(St,K,H, r, δ, T,D;σ, ν) = StK · Ocdi(1/St, 1/K, 1/H, δ, r, T,D;σ, ν˜).
(3.10)
The option type is denoted byO ∈ {pi,Π}. The letter pi designates a European Parisian option contract,
and the letter Π stands for an American Parisian option. The first letter in the subscript is either
d or u, and it corresponds to a ‘down’ or ‘up’ barrier feature, respectively. The second letter in the
subscript can be either i (‘knock-in’) or o (‘knock-out’). Finally, the superscript provides information
about the exercise style of the option and we use the letter c for calls and the letter p for puts. For
example, pipdo stands for a European Parisian down-and-out put option.
Last but not least, European-style Parisian options satisfy ‘in–out parity’ relations. The sum
of a knock-in and knock-out European Parisian option price (with otherwise identical contractual
specifications) is equal to their vanilla European counterpart. Therefore, for European Parisian put
options, it holds that
pipdo(St,K,H, r, δ, T,D;σ, ν) + pi
p
di(St,K,H, r, δ, T,D;σ, ν) = p(St,K, r, δ, T ;σ, ν),
pipuo(St,K,H, r, δ, T,D;σ, ν) + pi
p
ui(St,K,H, r, δ, T,D;σ, ν) = p(St,K, r, δ, T ;σ, ν).
(3.11)
Similar in-out parity relations hold also for European Parisian call options.
3.3 PIDE systems for Parisian options
In this section, we introduce the systems of partial integro-differential equations describing the evo-
lution of European and American Parisian options. Our approach closely follows the work of Haber,
Schönbucher and Wilmott (1999) and Zhu and Chen (2013). However, the exposition in this section is
specifically tailored to the québécoisation method which represents the main contribution of our paper.
To keep the analysis parsimonious, we focus on up-and-out put options. Results for other option types
can be derived with the help of symmetry and parity relations introduced in Section 3.2.2.
The notation used in the rest of the paper is summarized as follows. The option contract expires
at time T , the calendar time is given by t(0 ≤ t ≤ T ), and the Parisian window is given by D. The
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strike price is K, and the barrier level is H.33 At time t, the price of the underlying asset is St, and the
early exercise price (for an American Parisian option) is Bt. The logarithm of the price, strike, barrier
and early exercise level are given by x := logS, κ := logK, h := logH, and b := logB, respectively.
Without loss of generality, we assume that the rebate is equal to zero.
3.3.1 European Parisian up-and-out put
European Parisian up-and-out put (EPUOP) price is a function of log-price x, calendar time t, and
Parisian time tp. The state variable tp measures the time that the underlying process spends consec-
utively above the boundary, i.e., the duration of an uninterrupted excursion in the region x ≥ h. The
Parisian time is therefore characterized by
tp = 0, dtp = 0, for x < h,
dtp = dt, for x ≥ h.
(3.12)
Figure 3.1: An illustration of the pricing domains. The blue rectangular area OUVF represents
the standard region, and the yellow parellelepiped AWCZYFVH represents the excursion region of a
European Parisian up-and-out put option.
First, we consider the excursion domain—the region in which the Parisian clock is activated.
Following Haber, Schönbucher and Wilmott (1999), we initially define the pricing domain as the
33We arbitrarily choose the barrier level to be above the strike price, i.e., H > K.
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parallelepiped ADCBPORQ in Figure 3.1. By construction, excursion time tp is always less or equal
to calendar time t, hence we exclude the prism AZBGFY from the pricing domain. Furthermore,
the Parisian provision matters only if the remaining time to maturity τ := T − t is greater than
the residual Parisian time τp := D − tp. When τ ≤ τp, the occupation time condition becomes void
and the price of an EPUOP option becomes equal to the price of its vanilla counterpart. Thus, the
prism WDCHVE should also be excluded.34 Therefore, the excursion domain is represented by the
parallelepiped AWCZYFVH:
E :=
{
(x, t, tp) ∈ R3 : h ≤ x <∞, tp ≤ t ≤ tp + T −D, 0 ≤ tp ≤ D
}
. (3.13)
Second, we define the standard region as the region in which the Parisian clock is inactive and the
option price depends only on the calendar time (rectangle OUVF):
S :=
{
(x, t, tp) ∈ R3 : −∞ < x < h, 0 ≤ t ≤ T −D, tp = 0
}
. (3.14)
The standard domain can be further decomposed into two subdomains:
(a) The payoff domain is the subspace of the standard domain in which the option is in-the-money:
Sp :=
{
(x, t, tp) ∈ R3 : −∞ < x < κ, 0 ≤ t ≤ T −D, tp = 0
}
, (3.15)
(b) The corridor domain represents the subspace of the standard domain in which the option is
out-of-the-money:
Sc :=
{
(x, t, tp) ∈ R3 : κ ≤ x < h, 0 ≤ t ≤ T −D, tp = 0
}
. (3.16)
Based on the above definitions of the pricing domains, EPUOP price can be expressed as
piuo(x, t, tp) =

pieuo(x, t, tp), if (x, t, tp) ∈ E ,
pisuo(x, t), if (x, t, tp) ∈ S .
(3.17)
In the excursion domain, the option price satisfies the PIDE
∂pieuo
∂t
(x, t, tp) +
∂pieuo
∂tp
(x, t, tp) + Lpieuo(x, t, tp) = rpieuo(x, t, tp). (3.18)
34Both modifications of the original pricing domain are thoroughly discussed in Zhu and Chen (2013), Section 2, pp.
876–880.
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The operator L is defined in (3.8). The terminal and the boundary condition in the excursion region
are, respectively,
lim
tp↑D
pieuo(x, t, tp) = 0,
lim
x↑+∞
pieuo(x, t, tp) = 0.
(3.19)
In the standard domain S , the option price satisfies the PIDE
∂pisuo
∂t
(x, t, tp) + Lpisuo(x, t, tp) = rpisuo(x, t, tp). (3.20)
The terminal and the boundary condition in the standard region are, respectively,
lim
t↑T−D
pisuo(x, t) = lim
t↑T−D
p(x, t;κ, T ) = p(x, 0;κ,D),
lim
x↓−∞
pisuo(x, t) = e
κ−r(T−t).
(3.21)
The function p : R × R+ 7→ R+ represents the price of a vanilla European put option. The value-
matching and a smooth-pasting conditions at the boundary between the payoff domain Sp and the
corridor domain Sc are, respectively,
lim
x↑κ
pisuo(x, t) = lim
x↓κ
pisuo(x, t),
lim
x↑κ
∂pisuo
∂x
(x, t) = lim
x↓κ
∂pisuo
∂x
(x, t).
(3.22)
Finally, to close the system of equations, we impose a value-matching and a smooth-pasting condition
at the boundary between the standard domain S and the excursion domain E :
lim
x↑h
pisuo(x, t) = lim
x↓h
pieuo(x, t, 0),
lim
x↑h
∂pisuo
∂x
(x, t) = lim
x↓h
∂pieuo
∂x
(x, t, 0).
(3.23)
We note that the excursion time tp is set to zero in the equation above because we do not consider the
case of an ‘already started excursion’.
The introduced PIDE system is difficult to solve analytically. However, we are able to simplify our
problem and effectively reduce the dimensionality of the PIDE in the excursion domain by applying
the rotational transform of the time-coordinate system proposed by Zhu and Chen (2013), Section 3.1,
pp. 881–882. Leveraging the fact that the calendar and Parisian clocks are ticking at the same rate
in the excursion domain, the partial derivatives of the option price with respect to the calendar time
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t and Parisian time tp in (3.18) can be replaced by a directional derivative
Te : ∂
∂t
+
∂
∂tp
−→
√
2
∂
∂th
. (3.24)
The new excursion clock th is ticking at a rate which is
√
2 times higher than the rate associated with
the calendar clock t and the Parisian clock tp. To normalize the time flow, we rescale the new excursion
clock by substituting th with t′h := th/
√
2. Therefore, the time dependence in the excursion domain is
now fully captured by a single time variable
te := t
′
h1{Xt≥h}, (3.25)
which we call hybrid excursion time. Furthermore, the transformation Te introduces a new clock in
the standard domain—standard time ts—which is given by
ts := t1{Xt<h} + tl1{Xt≥h}, (3.26)
where tl represents the last exit time from the standard domain:
tl :=

0, if
{
0 ≤ u ≤ t∣∣Xu < h} = ∅,
sup
0≤u≤t
{
u
∣∣Xu < h}, otherwise. (3.27)
The standard time ts and the calendar time t are identical in the standard domain. The standard clock
is paused as soon as the underlying process enters the excursion domain, and is equal to the last exit
time tl from the standard domain. Therefore, the standard time is merely a parameter in the excursion
domain. If the process re-enters the standard domain, the standard clock counter immediately jumps
to the calendar time and starts ticking again. Simultaneously, the hybrid excursion clock is set to zero
and paused until the next excursion is activated.
We adjust the notation in equations (3.14)–(3.23) accordingly. First, the (hybrid) excursion domain
and the two standard subdomains are now defined as
E˜ :=
{
(x, ts, te) ∈ R3 : h ≤ x <∞, ts = tl, 0 ≤ te ≤ D
}
,
S˜c :=
{
(x, ts, te) ∈ R3 : κ ≤ x < h, 0 ≤ ts ≤ T −D, te = 0
}
,
S˜p :=
{
(x, ts, te) ∈ R3 : −∞ < x < κ, 0 ≤ ts ≤ T −D, te = 0
}
.
(3.28)
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Additionally, we define S˜ := S˜c ∪ S˜p. EPUOP option price (3.17) becomes
p˜iuo(x, ts, te) =

p˜ieuo(x, te), if (x, ts, te) ∈ E˜ ,
p˜isuo(x, ts), if (x, ts, te) ∈ S˜ .
(3.29)
The PIDE system described by equations (3.20) and (3.18) is now given by
∂p˜ieuo
∂te
(x, te) + Lp˜ieuo(x, te) = rp˜ieuo(x, te), if (x, ts, te) ∈ E˜ ,
∂p˜isuo
∂ts
(x, ts) + Lp˜isuo(x, ts) = rp˜isuo(x, ts), if (x, ts, te) ∈ S˜ .
(3.30)
The terminal and boundary conditions (3.19) in the excursion domain are now given by
lim
te↑D
p˜ieuo(x, te) = 0,
lim
x↑+∞
p˜ieuo(x, te) = 0.
(3.31)
In the standard region S˜ , the terminal and boundary conditions (3.21) and the high-contact condtions
(3.22) become
lim
ts↑T−D
p˜isuo(x, ts) = lim
ts↑T−D
p(x, ts + te;κ, T ) = p(x, te;κ,D),
lim
x↓−∞
p˜isuo(x, ts) = e
κ−r(T−ts),
lim
x↑κ
p˜isuo(x, ts) = lim
x↓κ
p˜isuo(x, ts),
lim
x↑κ
∂p˜isuo
∂x
(x, ts) = lim
x↓κ
∂p˜isuo
∂x
(x, ts).
(3.32)
Finally, the value-matching and smooth-pasting conditions (3.23) at the boundary between the
standard and the excursion domains are now given by
lim
x↑h
p˜isuo(x, ts) = lim
x↓h
p˜ieuo(x, 0),
lim
x↑h
∂p˜isuo
∂x
(x, ts) = lim
x↓h
∂p˜ieuo
∂x
(x, 0).
(3.33)
3.3.2 American Parisian up-and-out put
The early exercise feature of American-style options—which is also known in the literature as the
free boundary problem (e.g., see Detemple 2005, Jeanblanc, Yor and Chesney 2009)—brings in an
additional layer of complexity. Generally, a continuation domain (in which the option holder prefers to
keep the contract), and an exercise domain (in which the option holder prefers to immediately exercise
the contract and collect the proceeds thereupon) exist. The two regions are separated by a non-linear
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boundary which is not known in advance and has to be computed jointly with the option price. Since
the transformation (3.24) applies irrespectively of the option contract type, we introduce directly the
transformed PIDE system for APUOP options.
First, we note that the excursion and corridor domains remain the same. On the other hand, the
early exercise optionality divides the payoff domain into two subdomains:
(a) The payoff continuation domain
S˜pc :=
{
(x, ts, te) ∈ R3 : bts < x < κ, 0 ≤ ts ≤ T −D, te = 0
}
, (3.34)
(b) The payoff exercise domain
S˜pe :=
{
(x, ts, te) ∈ R3 : −∞ < x ≤ bts , 0 ≤ ts ≤ T −D, te = 0
}
. (3.35)
Furthermore, we denote the standard continuation domain (which includes the corridor and the payoff
continuation subdomains) by S˜ ∗ := S˜c∪S˜pc = S˜ \S˜pe. Therefore, APUOP price can be decomposed
in the form
Π˜uo(x, ts, te) =

Π˜euo(x, te), if (x, ts, te) ∈ E˜ ,
Π˜suo(x, ts), if (x, ts, te) ∈ S˜ ∗,
eκ − ex, if (x, ts, te) ∈ S˜pe.
(3.36)
The early exercise boundary divides the payoff region into subregions (3.34) and (3.35), i.e.,
bts := sup
{
x : Π˜suo(x, ts) = e
κ − ex}. (3.37)
We note that the APUOP early exercise boundary is monotone in the barrier level H and in the
Parisian window D.
APUOP option price dynamics are described by the PIDE system
∂Π˜euo
∂te
(x, te) + LΠ˜euo(x, te) = rΠ˜euo(x, te), if (x, ts, te) ∈ E˜ ,
∂Π˜suo
∂ts
(x, ts) + LΠ˜suo(x, ts) = rΠ˜suo(x, ts), if (x, ts, te) ∈ S˜ ∗.
(3.38)
The value-matching and smooth-pasting conditions at the early exercise boundary are given by
lim
x↓bts
Π˜suo(x, ts) = e
κ − ebts ,
lim
x↓bts
∂Π˜suo
∂x
(x, ts) = −ebts .
(3.39)
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The terminal condition in the standard continuation domain is
lim
ts↑T−D
Π˜suo(x, ts) = P (x, te;κ,D), (3.40)
where P : R × R+ 7→ R+ represents the price of a vanilla American put option. The boundary
conditions in this region are
lim
te↑D
Π˜euo(x, te) = 0,
lim
x↑+∞
Π˜euo(x, te) = 0.
(3.41)
Finally, the value-matching and smooth-pasting conditions at the boundary between the standard
continuation domain and the excursion domain are
lim
x↑h
Π˜s(x, ts) = lim
x↓h
Π˜e(x, 0)
lim
x↑h
∂Π˜s
∂x
(x, ts) = lim
x↓h
∂Π˜e
∂x
(x, 0).
(3.42)
3.4 Randomization approach for Parisian options
In this section, we first recall the definition of the (single) Laplace-Carson transform (LCT) and briefly
explain the idea behind the canadization method for the pricing of vanilla and standard barrier options.
Subsequently, we introduce the double Laplace-Carson transform (DLCT) and the québécoisation
method for the pricing of Parisian options. To demonstrate our method, we derive closed-form solutions
for randomized European and American Parisian up-and-out put options.
3.4.1 Canadization method: Maturity randomization
For any locally integrable function f : R+ → R and for all α ∈ R+, Laplace-Carson transform (LCT)
is defined as
fˇ(α) := (LC )z [f(z)](α) := α
∫ +∞
0
e−αzf(z)dz. (3.43)
Having computed the transform (either numerically or analytically), the original function can be
evaluated using an inversion algorithm. One possible choice is the Gaver-Stehfest inversion algorithm
(GS)
fM (z) =
2M∑
k=1
ξk,M fˇ
(
k log(2)
z
)
, M ∈ N, (3.44)
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where bac is defined as the greatest number a′ ∈ N such that a′ ≤ a. This formula already includes
the linear Salzer convergence acceleration scheme (e.g.,see Stehfest 1970). The summation coefficients
are given by
ξk,M :=
(−1)M+k
k
min{k,M}∑
j=b(k+1)/2c
jM+1
M !
(
M
j
)(
2j
j
)(
j
k − j
)
. (3.45)
For M large, the approximation (3.44) converges to the true value of the original function:
lim
M→∞
fM (z) = f(z). (3.46)
Formal proof of the convergence of the Gaver-Stehfest algorithm is provided in Kuznetsov (2013).35
Canadized options are defined as options whose time to maturity is an exponentially distributed
random variable. Therefore, it follows from equation (3.43) that the price of a canadized option is an
LCT of the original option price w.r.t. the time to maturity. Due to the memoryless property of the
exponential class of distributions, an LCT of the PIDE describing the option price dynamics eliminates
the time dependence. This implies that the original pricing problem reduces to the one of solving an
OIDE, which is analytically tractable.
3.4.2 Québécoisation method: Maturity–excursion randomization
Equation (3.43) can be generalized to the two-dimensional case. For any α1, α2 ∈ R+ and a locally
integrable function g : R+ × R+ → R, double Laplace-Carson transform (DLCT) is defined as
gˆ(α1, α2) := (DLC )z1,z2 [g(z1, z2)](α1, α2)
:= α1α2
∫ +∞
0
e−α2z2
∫ +∞
0
e−α1z1g(z1, z2)dz1dz2.
(3.47)
Following Abate and Whitt (2006), Section 3 and Section 4, pp. 413–414, a DLCT can be computed
by successively applying two, one-dimensional LCTs:
gˇ(α1, z2) := α1
∫ +∞
0
e−α1z1g(z1, z2)dz1,
gˆ(α1, α2) := α2
∫ +∞
0
e−α2z2 gˇ(α1, z2)dz2.
(3.48)
Similarly, the inversion is carried through a two-step procedure. For given values of z1 and z2, we first
invert the function gˆ(α1, α2) w.r.t. the second argument (while we keep the first argument constant)
35Several authors propose using the GS method for option pricing (e.g., see Hofer and Mayer 2013, Kimura 2010,
Leippold and Vasiljević 2017, Sepp 2004) and we follow this strand of literature.
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and we obtain the function gˇ(α1, z2). Subsequently, we invert the function gˇ(α1, z2) w.r.t. the first
argument. This two-step procedure can be summarized as follows:
gˇN (α1,m, z2) :=
2N∑
n=1
ξn,N gˆ(α1,m, α2,n),
gM,N (z1, z2) :=
2M∑
m=1
ξm,M gˇN (α1,m, z2),
(3.49)
where α1,m := m log(2)/z1 (m = 1, 2, ..., 2M , M ∈ N) and α2,n := n log(2)/z2 (n = 1, 2, ..., 2N ,
N ∈ N). The coefficients ξm,M and ξn,N can be computed from equation (3.45). The two-dimensional
Gaver-Stehfest inversion algorithm yields an approximation gM,N (z1, z2) of the original function’s true
value g(z1, z2). When M and N become large, the following convergence result holds:
lim
M,N→∞
gM,N (z1, z2) = g(z1, z2). (3.50)
The convergence is a direct consequence of (3.46). In practice, the inner loop is crucial for the overall
accuracy of the method. The intermediary function gˇN (α1,m, z2) has to be computed with sufficient
accuracy in order to obtain satisfactory results in the outer loop. Therefore, a general recommendation
is to impose the condition M < N (e.g., see Choudhury, Lucantoni and Whitt 1997, Section 8, pp.
461–462). However, Abate and Whitt (2006), Section 8, pp. 418–419, show that the case M = N is
good enough for many applications, and we follow their recommendation in our implementation.
DLCT plays a crucial role in our paper. First, assuming that the residual maturity τs := T −D− ts
and the residual hybrid excursion time τe := D − te are (independently) exponentially distributed, we
can define a québécoised Parisian option. Essentially, this is a doubly canadized contract, and its price
can be computed as a DLCT of the Parisian option price with fixed maturity and Parisian window.
Similar to the discussion in Section 3.4.1, québécoisation of a Parisian option simplifies the pricing
problem by transforming the PIDE system into an OIDE system, which can be solved in closed form.
The price of the original (i.e. non-randomized) contract is then obtained via the two-dimensional GS
inversion algorithm summarized above. Last but not least, in the case of American Parisian options,
we emphasize that the randomized early exercise boundary is flat because the transformed option price
is a time independent function.36
36Two comments are due. First, in the case of American Parisian options, the québécoised early exercise boundary
is flat because the transformed option price is time-independent. This is another consequence of the memorylessness
of exponential distributions. Second, the results in Appendix B.3 for the greeks of canadized vanilla European and
American options can be easily generalized to the case of québécoised European and American Parisian greeks.
65
3.5 Québécoised EPUOP and APUOP options
We now consider the pricing of Parisian options in the hyper-exponential jump–diffusion model intro-
duced in Section 3.2.1. The dynamics of an EPUOP option price are described by equations (3.28)–
(3.33). By applying the québécoisation nmethod presented in the previous section, we obtain the price
of the randomized EPUOP option in a closed form.
Theorem 3.5.1 (Pricing of Québécoised EPUOP options). Assume that the asset price process
{Su, t ≤ u ≤ T} is described by the hyper-exponential model (3.1)–(3.2). Consider an EPUOP option
introduced in Section 3.3.1.
(a) In the (hybrid) excursion domain, the québécoised option price is given by
ˆ˜pieuo(x, α
e
ke) =
n+1∑
j=1
A−j e
γj,r+αe
ke
(x−h)
. (3.51)
(b) In the corridor domain, the québécoised option price is given by
ˆ˜pisuo(x, α
s
ks) =
m+1∑
i=1
B+i e
βi,r+αs
ks
(x−h)
+
n+1∑
j=1
B−j e
γj,r+αs
ks
(x−h)
+
n+1∑
j=1
ω′je
γj,r+αe
ke
(x−κ)
. (3.52)
(c) In the payoff domain, the québécoised option price is given by
ˆ˜pisuo(x, α
s
ks) =
m+1∑
i=1
C+i e
βi,r+αs
ks
(x−κ)
+
m+1∑
i=1
ω′ie
βi,r+αe
ke
(x−κ)
+
αsks
αsks + r
αeke
αeke + r
eκ − α
s
ks
αsks + δ
αeke
αeke + δ
ex.
(3.53)
For Ms,Me ∈ N the parameters {αsks}ks=1,2,...,2Ms are αsks := ks log(2)/(τs − D), and the parame-
ters {αeke}ke=1,2,...,2Me are and αske := ke log(2)/τe, where τs := T − ts and τe := D − te. Positive
and negative roots of the characteristic equation Ψ(u) = r + αρkρ , where ρ ∈ {e, s}, are denoted by
{βi,r+αρkρ}i=1,2,...,m+1 and {γj,r+αρkρ}j=1,2,...,n+1, respectively. The Lévy exponent Ψ(·) is defined in
(3.6). The coefficients {A−j }j=1,...,n+1, {B+i }i=1,...,m+1, {B−j }j=1,...,n+1, and {C+i }i=1,...,m+1 solve the
system of linear equations
Pue = pe, (3.54)
where ue := (A−1 , ..., A
−
n+1, B
+
1 , ..., B
+
m+1, B
−
1 , ..., B
−
n+1, C
+
1 , ..., C
+
m+1)
′, pe is a (2m+2n+4)-dimensional
column vector, and P is a (2m+2n+4)-dimensional square matrix. Elements of the vector pe and the
matrix P are given in the appendix.
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Generally, the price of an American-style option can be written as a sum of the corresponding
European-style option and the early exercise premium (EEP), e.g., see Kim (1990), Jacka (1991), and
Carr, Jarrow and Myneni (1992). Therefore, an APUOP option value can be decomposed in the form
Π˜uo(x, ts, te) = p˜iuo(x, ts, te) + ˜uo(x, ts, te). (3.55)
From expressions (3.29), (3.36) and (3.55), it follows that the EEP of an APUOP option is given by
˜uo(x, ts, te) =

˜euo(x, te), if (x, ts, te) ∈ E˜ ,
˜suo(x, ts), if (x, ts, te) ∈ S˜ ∗,
eκ − ex − p˜isuo(x, ts), if (x, ts, te) ∈ S˜pe.
(3.56)
Therefore, from the PIDE systems for EPUOP and APUOP options, we deduce the dynamics of the
corresponding Parisian EEP in the form
∂˜euo
∂te
(x, te) + L˜euo(x, te) = r˜euo(x, te), if (x, ts, te) ∈ E˜ ,
∂˜suo
∂ts
(x, ts) + L˜suo(x, ts) = r˜suo(x, ts), if (x, ts, te) ∈ S˜ ∗.
(3.57)
The value-matching and smooth-pasting conditions at the boundary between the standard continuation
and the payoff domains are, respectively, given by
lim
x↓bts
˜suo(x, ts) = e
κ − ebts − p˜isuo(x, ts)
∣∣
x=bts
,
lim
x↓bts
∂˜suo
∂x
(x, ts) = −ebts − ∂p˜i
s
uo
∂x
(x, ts)
∣∣∣
x=bts
.
(3.58)
The terminal conditions for the Parisian EEP in the regions E˜ and S˜ ∗ are, respectively,
lim
te↑D
˜euo(x, te) = 0,
lim
ts↑T−D
˜suo(x, ts) = lim
ts↑T−D
p(x, ts + te;κ, T ) = p(x, te;κ,D),
(3.59)
where p : R × R+ 7→ R+ is the vanilla EEP, i.e., p(x, te;κ,D) := P (x, te;κ,D) − p(x, te;κ,D). The
boundary condition in the excursion region is
lim
x↑+∞
˜euo(x, te) = 0. (3.60)
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Finally, the value-matching and smooth-pasting conditions at the boundary between the standard
continuation and the excursion domain are, respectively, given by
lim
x↑h
˜suo(x, ts) = lim
x↓h
˜euo(x, 0),
lim
x↑h
∂˜suo
∂x
(x, ts) = lim
x↓h
∂˜euo
∂x
(x, 0).
(3.61)
Theorem 3.5.2 (Pricing of Québécoised APUOP options). Assume that the asset price process
{Su, t ≤ u ≤ T} is described by the hyper-exponential model (3.1)–(3.2). Consider an APUOP option
introduced in Section 3.3.2.
(a) In the (hybrid) excursion domain, the québécoised early exercise premium is given by
ˆ˜euo(x, α
e
ke) =
n+1∑
j=1
D−j e
γj,r+αe
ke
(x−h)
. (3.62)
(b) In the standard continuation domain, the québécoised early exercise premium is given by
ˆ˜suo(x, α
s
ks) =
m+1∑
i=1
F+i e
βi,r+αs
ks
(x−h)
+
n+1∑
j=1
F−j e
γj,r+αs
ks
(x−h)
+
n+1∑
j=1
v′je
γj,r+αe
ke
(x−bˆ)
. (3.63)
(c) In the payoff exercise domain, the québécoised early exercise premium is given by
ˆ˜suo(x, α
s
ks) = e
κ − ex − ˆ˜pisuo(x, αsks). (3.64)
The parameters {αsks}ks=1,2,...,2Ms and {αeke}ke=1,2,...,2Me, and the coefficients {βi,r+αρkρ}i=1,2,...,m+1 and
{γj,r+αρkρ}j=1,2,...,n+1 for ρ ∈ {e, s} are defined in Theorem 3.5.1. The coefficients {D
−
j }j=1,...,n+1,
{F+i }i=1,...,m+1, and {F−j }j=1,...,n+1 solve the system of linear equations
Qua = qa, (3.65)
where ua := (D−1 , ..., D
−
n+1, F
+
1 , ..., F
+
m+1, F
−
1 , ..., F
−
n+1)
′, qa is a (m+2n+3)-dimensional column vector,
and Q is a (m+2n+3)-dimensional square matrix. Elements of the vector qa and the matrix Q, as
well as the québécoised early exercise boundary bˆ, are given in the appendix.
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3.6 The impact of jumps on Parisian options
The vast majority of Parisian option pricing literature is related to the Black–Scholes model. The
inclusion of jumps in the model naturally raises questions about their importance. In this section, we
investigate the effects of jump risk on the European and American Parisian up-and-out put options
prices and hedging parameters in the DEM framework—which is characterized with a diffusion param-
eter σ and a set of jump parameters {λ, p, η, θ}. This model reduces to the Black–Scholes setting if
the jump intensity is equal to zero (λ = 0). It is important to stress that Albrecher, Kortschak and
Zhou (2012) studied European Parisian up-and-in call options (EPUIC) in a DEM setting. To the
best of our knowledge, there is no known connection between EPUOP and EPUIC options. Therefore,
our numerical investigation completes our financial knowledge and contributes to our understanding
of Parisian options in a broader sense.
First, in Table 3.1, we provide numerical examples of vanilla, standard barrier and Parisian Euro-
pean and American option prices. For simplicity, we consider a set of double-exponential jump–diffusion
model specifications. The computed option prices are monotone functions of the volatility, the jump
intensity, and the average positive and negative jump size (the reciprocals of the respective jump pa-
rameter values). Second, in Figure 3.2, we plot EPUOP option price and APUOP EEP as functions
of the underlying asset price St and the Parisian window D in a double-exponential jump–diffusion
model. We observe that both EPUOP and APUOP EEP are increasing functions of the underly-
ing asset price and the Parisian window (Panels A and B). Additionally, Parisian delta (gamma) is
non-positive (non-negative). In the limiting case when the Parisian window is equal to zero (equal of
greater than the option’s time to maturity), Parisian option price, delta, and gamma converge to the
values of their standard barrier (vanilla) counterparts. Hence, for D = 0, at St = H Parisian delta is
discontinuous and Parisian gamma diverges, whereas for St > H both Parisian delta and gamma are
equal to zero since options is knocked-out. Consequently, hedging standard barrier options is a difficult
task because their greeks are not well-behaved functions around barrier level H. On the other hand,
Parisian delta and gamma are smooth functions of the underlying asset price, which is demonstrated
in Panels C and D, E and F.
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Table 3.1: Numerical examples. Prices of ATM and OTM vanilla, standard barrier, and Parisian
European and American options in a double-exponential jump-diffusion model using the québécoisation
method. The time to maturity is τ = 1 year, and the Parisian window D is assumed to be either one
week (1w) or one month (1m). The risk-free rate is r = 0.05, the dividend yield is δ = 0.01, and the
conditional probabilities of positive and negative jumps are p = q = 0.5.
Panel A: ATM options (St = 100, K = 100, H = 110).
Parameters Vanilla Barrier Parisian (1w) Parisian (1m)
σ λ η θ Euro. Amer. Euro. Amer. Euro. Amer. Euro. Amer.
0.2 1 25 25 6.23 6.65 4.70 5.04 5.20 5.72 5.64 5.95
0.2 1 25 50 6.13 6.54 4.66 5.00 5.14 5.67 5.57 5.92
0.2 1 50 25 6.12 6.55 4.62 4.98 5.11 5.65 5.55 5.86
0.2 1 50 50 6.02 6.44 4.58 4.93 5.06 5.60 5.48 5.88
0.2 5 25 25 7.30 7.70 5.26 5.58 5.86 6.32 6.44 6.79
0.2 5 25 50 6.83 7.22 5.09 5.41 5.64 6.09 6.14 6.48
0.2 5 50 25 6.80 7.25 4.91 5.26 5.49 6.16 6.03 6.40
0.2 5 50 50 6.31 6.73 4.73 5.07 5.24 5.75 5.70 5.81
0.3 1 25 25 9.93 10.36 5.91 6.19 7.12 7.67 8.22 8.56
0.3 1 25 50 9.86 10.29 5.90 6.17 7.09 7.61 8.18 8.51
0.3 1 50 25 9.86 10.29 5.87 6.15 7.07 7.59 8.16 8.51
0.3 1 50 50 9.78 10.22 5.85 6.13 7.04 7.57 8.12 8.46
0.3 5 25 25 10.69 11.12 6.19 6.46 7.50 7.93 8.73 9.10
0.3 5 25 50 10.36 10.77 6.12 6.39 7.38 7.84 8.54 8.67
0.3 5 50 25 10.33 10.77 5.99 6.27 7.26 7.77 8.45 8.83
0.3 5 50 50 9.98 10.41 5.92 6.19 7.14 7.62 8.26 8.60
Panel B: OTM options (St = 105, K = 100, H = 110).
Parameters Vanilla Barrier Parisian (1w) Parisian (1m)
σ λ η θ Euro. Amer. Euro. Amer. Euro. Amer. Euro. Amer.
0.2 1 25 25 4.55 4.82 2.29 2.43 2.97 3.24 3.60 3.78
0.2 1 25 50 4.45 4.71 2.27 2.41 2.93 3.21 3.54 3.74
0.2 1 50 25 4.45 4.72 2.24 2.38 2.90 3.18 3.52 3.70
0.2 1 50 50 4.35 4.62 2.21 2.36 2.86 3.14 3.46 3.68
0.2 5 25 25 5.58 5.85 2.66 2.80 3.48 3.73 4.27 4.49
0.2 5 25 50 5.11 5.36 2.57 2.70 3.32 3.56 4.02 4.23
0.2 5 50 25 5.12 5.42 2.41 2.56 3.18 3.52 3.91 4.14
0.2 5 50 50 4.63 4.90 2.31 2.45 3.00 3.27 3.64 3.75
0.3 1 25 25 8.16 8.48 2.97 3.08 4.44 4.76 5.82 6.05
0.3 1 25 50 8.09 8.41 2.96 3.07 4.42 4.72 5.79 6.01
0.3 1 50 25 8.09 8.41 2.94 3.05 4.40 4.70 5.77 6.00
0.3 1 50 50 8.01 8.34 2.93 3.04 4.38 4.69 5.73 5.96
0.3 5 25 25 8.91 9.24 3.16 3.26 4.75 5.01 6.27 6.53
0.3 5 25 50 8.58 8.89 3.13 3.22 4.66 4.93 6.11 6.21
0.3 5 50 25 8.56 8.89 3.02 3.12 4.55 4.84 6.02 6.28
0.3 5 50 50 8.21 8.54 2.98 3.98 4.46 4.74 5.85 6.08
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Figure 3.2: The impact of the underlying asset price and the Parisian window on the
option price and the greeks. Prices and the Greeks (deltas and gammas) of European Parisian
up-and-out put options (EPUOP) and early exercise premiums of American Parisian up-and-out put
options (APUOP EEP) in a DEM model (K = 100, H = 110, τ = 1 year, r = 5%, δ = 1%, σ = 20%,
p = q = 0.5, λ = 5, η = 50, and θ = 25) as a function of the underlying asset price St ∈ [90, 120] and
the Parisian window D ∈ (0, 1).
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Figure 3.3: The impact of the underlying asset price and the jump intensity parameter
on the option price and the greeks. The differences between prices, deltas, and gammas of the
European Parisian up-and-out put options (EPUOP) and the early exercise premiums of American
Parisian up-and-out put options (APUOP EEP) with and without jumps, in a DEM model (K = 100,
H = 110, τ = 1 year, r = 5%, δ = 1%, σ = 20%, p = q = 0.5, η = 50, and θ = 25) as functions of the
underlying asset price St ∈ [90, 120] and the jump intensity λ ∈ [0, 20].
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Figure 3.4: The impact of the underlying price and the negative jump parameter on the
option price and the greeks. The differences between prices, deltas, and gammas of the European
Parisian up-and-out put options (EPUOP) and the early exercise premiums of American Parisian up-
and-out put options (APUOP EEP) with and without jumps, in a DEM model (K = 100, H = 110,
τ = 1 year, r = 5%, δ = 1%, σ = 20%, λ = 5, p = q = 0.5, and η = 50) as functions of the underlying
asset price St ∈ [90, 120] and the negative jump parameter θ ∈ [2, 100].
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3.6.1 Jump intensity and magnitude effects
First, we quantify the impact of the jump intensity parameter λ on the prices and Greeks of an EPUOP
option and APUOP early exercise premium. In Figure 3.3 we plot the dependence of the difference
between the prices, deltas, and gammas with and without jumps on the underlying asset price St and
the jump intensity λ. Other model parameters, i.e., p, η, and θ, are kept constant.
Expectedly, the differences vanish as the intensity parameter λ approaches zero. The impact of
jumps on the EPUOP option price and APUOP EEP is always positive (Panels A and B). The existence
of (negative) jumps increases the likelihood of the option exercise, hence it increases the prices. On
the other hand, jumps decrease the EPUOP and APUOP EEP deltas (Panels C and D). Since the
delta of a put option is always negative, it follows that EPUOP option price and APUOP EEP are
more sensitive to changes in the underlying asset price if the model admits discontinuities. Finally, the
impact on the gammas is relatively limited (Panels E and F). However, the gammas exhibit strongly
non-linear behaviour across different spot price levels, with the most pronounced effect at barrier level.
Second, in Figure 3.4, we demonstrate the effects of the negative jump parameter θ on the prices and
greeks of an EPUOP option and APUOP EEP. For a given spot price St, the EPUOP price difference
increases with the average size of negative jumps (Panel A). The same conclusion holds for the APUOP
EEP (Panel B), except in the payoff exercise domain where we observe an inverse relationship. The
rationale for such behaviour lies in the fact that an APUOP EEP is equal to the difference between
the intrinsic value (which does not depend on the model parameters) and the corresponding EPUOP
option price (which increases with the average negative jump size). Therefore, the net effect in the
payoff exercise domain displays an opposite trend to what is observed in the standard continuation
and excursion domains. An increase in the average negative jump size leads to higher sensitivities of
the EPUOP price and APUOP EEP (Panels B, D, E and F). However, we again observe the opposite
effect in the payoff exercise domain for the APUOP EEP.
3.6.2 Non-monotonic effects of volatility and jump intensity
Vanilla options are monotonically increasing in volatility.However, depending on the drift of the under-
lying process, the vega of a standard barrier knock-out option can become negative if the underlying
process is close to the barrier. This rather unusual pattern can be attributed to the increasing like-
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lihood of a knock-out event with the rising volatility which offsets the probability of option exercise.
On the other hand, standard barrier and vanilla options are merely special cases of Parisian options
(as discussed in Section 3.1). Therefore, it is expected that non-monotonic behaviour might also be
observed also in the case of Parisian knock-out options—albeit to a lesser extent—and especially for
contracts with a relatively short Parisian window which are similar to standard barrier options.
Analogously, in the presence of jump risk, a similar effect might occur for Parisian knock-out option
sensitivity w.r.t. the jump parameters. Motivated by these observations, we study the dependence
of the EPUOP option price on volatility σ and jump intensity λ for different lengths of the Parisian
window and different values of the risk-neutral drift.37 To the best of our knowledge, this research
question has not been previously addressed in the literature. Nevertheless, some interesting financial
applications of the non-monotonic volatility effects on investment policy when the equity of a levered
firm is modelled as a down-and-out call option are studied in Chesney and Gibson (1999, 2001).
However, these papers focus on the Black–Scholes setting and do not entertain jumps.
We consider a DEM model. In particular, we are interested in the case when the underlying asset
price St is in the standard domain and close to the barrier H. Furthermore, the drift is assumed to be
non-positive. The results of our numerical experiments are summarized in Figure 3.5). In Panel A, we
plot the price of a European UOP barrier option as a function of the drift and the volatility. Indeed,
the option price is a non-monotonic function of the volatility for a wide range of drift values. Similar
results are obtained for a European UOP barrier option as a function of the jump intensity parameter
and the risk-neutral drift (Panel B). In both cases, a drift range exists in which the option price is a
non-monotonic function of the volatility or the jump intensity.
To investigate potential non-monotonic effects in the case of Parisian option contracts, we compute
the EPUOP option prices with Parisian windows of 1, 2 and 3 days. For each drift value, we record the
‘critical volatility’ and the ‘critical jump intensity’, i.e., the volatility and the jump intensity levels at
which the respective option sensitivity changes sign. Our findings are summarized in Panels C and D.
For comparison, we also include critical levels of the corresponding European UOP barrier options. The
EPUOP option price indeed exhibits a non-monotonic behaviour. We observe two interesting effects.
First, the drift ranges in which the critical volatility and the critical jump intensity levels exist shrink
with increasing Parisian window. Second, the critical volatility and jump intensity levels increase for
37We only consider EPUOP options, however similar conclusions can be derived for their American counterparts.
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longer Parisian windows. The observed pattern is consistent with the intuition that the probability of
a knock-out event is inversely related to the Parisian window length. Therefore, our numerical results
are in line with theoretical expectations.
Figure 3.5: Knock-out volatility and jump intensity effects. Knock-out volatility and jump
intensity effects for European Parisian up-and-out put option as a function of the drift and either the
volatility or the jump intensity in a DEM model (St = K = 100, H = 105, τ = 6 months, r = 2%,
p = q = 0.5, λ = 5 (if fixed), and η = θ = 50). If fixed, volatility and the jump intensity are σ = 10%
and λ = 5, otherwise σ ∈ (0, 0.4) and λ ∈ (0, 100), respectively. The drift term is µ ∈ (−0.2, 0).
3.7 Conclusion
In this paper,we introduce a new approach—québécoisation method—for the pricing of European and
American Parisian options in a hyper-exponential jump–diffusion model. Using a double Laplace–
Carson transform with respect to the option (hybrid) maturity and Parisian (excursion) time, we com-
pute the randomized prices and greeks of European and American up-and-out put options in closed
form. Results for other types of Parisian options can be derived by following a similar calculations
procedure, and with the help of symmetry and parity relations discussed in the paper. To provide an
intuition for our theoretical results, we numerically investigate the impact of jumps on the Parisian
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option price and greeks. Finally, we examine and discuss conditions under which the standard bar-
rier and Parisian options become non-monotonic functions of volatility and jump intensity—a feature
inherent to path-dependent knock-out options.
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Chapter 4
Option-Implied Intra-Horizon Risk
and First-Passage Disentanglement
Nikola Vasiljević38
Abstract
In this paper, we study the intra-horizon value at risk (iVaR). We propose a new model of asset returns
called displaced mixed-exponential model (D-MEM), which can arbitrarily closely approximate finite-
activity jump–diffusions and completely monotone Lévy processes. We then derive analytical results for
the iVaR and disentangle, in a theoretically consistent way, the contributions of jumps and diffusion to
the intra-horizon risk. We estimate the iVaR for several popular jump models using two different S&P
100 index data sets, i.e., the historical returns and the American options spanning the period 2001–
2014. Our backtesting results indicate that the option-implied estimates are much more responsive
to market changes relative to their historical counterparts. Therefore, due to its forward-looking
nature, the option-implied estimation approach represents a valuable source of information about the
risk exposures, and should not be neglected in risk management practice. Finally, we empirically
disentangle the contribution of jumps from diffusion to the iVaR, and conclude that jump account for
about 90 percent on average.
Keywords: Value at risk, Intra-horizon risk, Displaced mixed-exponential model, First-passage dis-
entanglement, Option-implied estimates.
JEL classification: G01 · G11 · G13 · C51 · C52.
38I thank Carol Alexander, Jérôme Detemple, Walter Farkas, Fulvia Fringuellotti, Markus Leippold, Rasmus Rousing,
Davide Tedeschini, Adriano Tosi and the participants at the Brown Bag Lunch Seminar at the Department of Banking
and Finance Institute at the University of Zürich and the Gerzensee Research Days 2015 for their valuable comments
and suggestions. I gratefully acknowledge financial support from the Swiss Finance Institute (SFI) and Bank Vontobel.
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4.1 Introduction
Value at risk (VaR) has been the most important market risk measure for two decades already. It
is defined as a conditional quantile of the trading profit-and-loss (P&L) distribution at the end of a
predefined time horizon. For example, a 10-day VaR at 99.0% confidence level is the loss that will
not be exceeded at the end of the 10-day period with the probability of 99.0%. Although the VaR is
widely used in practice, it does not perfectly describe the multifaceted nature of market risk. First,
it is uninformative about the expected magnitude of losses beyond the calculated threshold level. To
address this issue, Artzner et al. (1999), Acerbi and Tasche (2002a,b), and Rockafellar and Uryasev
(2002) developed a new risk measure, i.e., the expected shortfall (ES), which represent the average loss
beyond the VaR level. By construction, ES is a more conservative measure and it better captures tail
risk than VaR, which is precisely what matters the most for the market risk management. The second
important methodological issue inherent to VaR, which has been largely overlooked in the literature, is
the fact that it captures only the end-of-horizon effects—it does not provide any information about the
possible losses before the expiration of the monitoring period. Kritzman and Rich (2002), Boudoukh et
al. (2004), Rossello (2008), Bhattacharyya, Misra and Kodase (2009) and Bakshi and Panayotov (2010)
studied a risk measure called intra-horizon value at risk (iVaR), which captures the “time dimension”
of the market risk.39 In particular, the iVaR is defined as a conditional quantile of the first-passage
distribution (FPD) over a given time horizon, hence it reflects the probability of incurring a loss of
certain size at any point in time before (and including) the end of the monitoring period.
The intra-horizon risk was originally presented in Stulz (1996), pp. 20–22, in the context of cash
flow risk in corporate risk management. Nevertheless, the notion of intra-horizon risk is much broader
and has many potential applications in finance. Kritzman and Rich (2002), pp. 92–93, mention the
following examples: fiduciary asset management (due to intra-horizon performance provisions), loan
agreements (due to mandatory reserves covenant), hedge-fund solvency (due to possible within-horizon
withdrawals), regulatory requirements (due to the maintenance of the capital account), and securities
lending (due to the required collateral deposit). Therefore, the intra-horizon risk is very important in
39We emphasize that there is still no consensus in the literature regarding the name of the proposed risk measure.
Boudoukh et al. (2004) and Bhattacharyya, Misra and Kodase (2009) use only the short name MaxVaR, and Bakshi
and Panayotov (2010) call it the intra-horizon value at risk (abbreviated as VaR-I in their paper). We adopt the latter
notation in our paper, but we propose a new short name, i.e., the iVaR.
79
a mark-to-mark environment where large trading losses in a short period of time can trigger margin
calls and similar provisions.
In this paper, we consider the intra-horizon risk from a risk management perspective, and provide
new important insights both from theoretical and empirical point of view. We build on the work of
Bakshi and Panayotov (2010), who established a link between the VaR (iVaR) and the expectation of
a European-style (one-touch) digital payoff, and subsequently studied the two risk measures for sev-
eral Lévy models.40 To facilitate the computations with digital payoffs, they rely on an explicit finite
difference scheme.41 One of the main reasons for such an approach is the lack of alternative techniques
that would allow studying first-passage distributions—for a wide class of exponential Lévy processes,
including both finite and infinite activity models—in a unified framework. The main theoretical con-
tribution of our paper is to propose an alternative solution to this problem, which is analytical and
provides important additional insights about the iVaR.
First, we introduce a new jump–diffusion model for the asset price dynamics, which generalizes
the mixed-exponential model (MEM) studied in Cai and Kou (2011). Generally, MEM models are
attractive because exponential mixtures are flexible enough to arbitrarily closely approximate any
continuous function on [0,+∞); e.g., see Botta and Harris (1986).42 Our model extends the standard
setting by admitting the support in the form [µ,+∞), with µ ∈ R, |µ| < +∞. For this reason
we christen it the displaced mixed-exponential model (D-MEM). It can be verified that the D-MEM
class is indeed very wide and flexible; it can approximate processes with completely monotone Lévy
densities and jump–diffusion processes with arbitrary jump distributions. In the second step, following
Leippold and Vasiljević (2017), we derive analytical results for the expectations of European and one-
40Other models are also considered the literature. Kritzman and Rich (2002) and Boudoukh et al. (2004) considered
the Black–Scholes model and derived the closed-form expression for the probability of interim loss of a given magnitude.
However, their modelling paradigm is overly simplistic as it does not capture the salient features of asset returns, e.g.,
volatility clustering, negative skewness and excess kurtosis. On the other hand, Rossello (2008) and Bhattacharyya,
Misra and Kodase (2009) studied the first-passage distribution in the double-exponential jump–diffusion setting and a
GARCH model with non-normal innovations, respectively, using Monte Carlo methods.
41A digital (or binary) payoff structure gives either one monetary unit or zero, conditionally on the occurrence of an
event either at some specific date or within certain period of time in the future.
42The support can be extended to the whole real line by considering separately approximations on the positive and the
negative real line. This is especially convenient for symmetric functions because it is enough to approximate only one half
of the function, and obtain the other half by analogy. For example, Cai and Kou (2011) consider a MEM approximation
of a normal distribution. However, their approximation procedure is directly applicable only to normal distributions
with zero mean/mode.43 In the case of a normal distribution with non-zero mean/mode (µ 6= 0), the symmetry property
cannot be exploited directly in the Botta and Harris (1986)’s framework because the support of the left and right half
of the normal distribution, i.e., (−∞, µ) and [µ,+∞), do not coincide with the support of the approximation function,
i.e., the positive and the negative real line. Therefore, the two halves of the distribution have to be treated separately,
and the procedure is computationally more expensive.
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touch digital payoffs in the D-MEM setting using the Laplace–Carson transform (LCT). Moreover, we
analytically disentangle the contributions of jumps and diffusion to the iVaR by studying the LCT of
the first-passage time and the overshoot of the barrier level for the expectations of one-touch digital
payoffs.
In the empirical part of their study, Bakshi and Panayotov (2010) consider several popular Lévy
models and stress the importance of the model risk (i.e., the uncertainty about the correct model
specification). We argue that the estimation risk (i.e., the uncertainty about the model parameters)
represents even a larger concern. In particular, Bakshi and Panayotov (2010) follow the financial
industry standard and calculate VaR and iVaR using historical return time series. On the other hand,
we estimate the two risk metrics using the options data, whereas the historical estimation serves as the
benchmark in our empirical study. The rationale for our approach is the following. The existence of
liquid options with different maturities and strikes makes it possible to study option-implied probability
distributions and their statistical moments and quantiles for different investment horizons. Arguably,
option-implied estimates are expected to exhibit superior forecasting performance than the historical
estimates because they are more responsive to market changes due to their forward-looking nature.44
Furthermore, the frequency of historical returns data very often does not match exactly the time
horizon that we are interested in, hence the estimated statistics or model parameters have to be
adjusted accordingly. One way to achieve this goal is to use the time scaling, however this is possible
only in some specific cases, e.g., in the Black–Scholes model the drift term and the variance scale linearly
with the time horizon. Nevertheless, the time scaling adjustment can be completely circumvented by
computing the option-implied risk metrics. The term structure of option data makes it possible to
closely match the option maturity with the target time horizon.
Although we argue that option-implied statistics and model parameters are more informative about
the future asset price dynamics and do not require time scaling, we also stress that they are estimated
under the risk-neutral measure. Using option-implied estimates as direct inputs in calculations under
the historical measure would result in a theoretically inconsistent approach in risk management appli-
cations. The severity of this problem depends on the time horizon. Duffie and Pan (1997), pp. 10–11,
44Since the seminal work of Latané and Rendleman (1976) and Breeden and Litzenberger (1978) many researchers
have studied the informational content of risk-neutral distributions of asset returns, their statistical moments and other
relevant quantities. An excellent overview of applications of option-implied information in forecasting is provided in
Christoffersen, Jacobs and Chang (2013).
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claim that, in most markets, the distinction between the risk-neutral and the historical measure is neg-
ligible in the short term. On the other hand, Boudoukh et al. (2004), p. 4, and Bakshi and Panayotov
(2010), p. 23, assume that the expected return is equal to zero under the historical measure over a
short time horizon. We adopt the latter assumption in our study and incorporate a risk neutralization
procedure. To this end, we derive results for the change of measure in a general D-MEM setting, which
guarantee a unique translation of the option-implied model parameters into the risk-adjusted (ex-ante
physical) parameters. Overall, we work with one historical measure and two forward-looking measures.
Finally, to make our empirical results comparable to those of Bakshi and Panayotov (2010), we
study the Merton (1976)’s jump–diffusion model (MJD), the finite-moment log-stable model (FMLS)
of Carr and Wu (2003), and the Carr-Geman-Madan-Yor model (CGMY) of Carr et al. (2002). Ad-
ditionally, we consider the variance-gamma model of Madan and Seneta (1990). All these models can
be approximated by the D-MEM class of processes, hence we are able to analyze them consistently
in a unified framework using our theoretical results. The model parameters are estimated separately
from the historical return time series and the short-term American put options on the S&P 100 index
spanning the period from March 2001 until August 2014. Using a major index in an empirical study
is particularly appealing because of the data availability, and due to the fact that broad indices are
often used as proxies for risk factors. Our empirical findings for 10-day VaR and iVaR estimates at
the confidence levels of 99.0% and 99.9% indicate significantly higher values under the forward-looking
measures relative to the historical measure. A simple backtesting procedure shows that, irrespectively
of the model used, the option-implied and the risk-adjusted VaR and iVaR are much more perceptive
and responsive to asset price fluctuations, as they yield superior results to the estimates inferred from
the historical return time series. We conclude that, at least within the scope of our study, the impor-
tance of estimation risk surpasses the importance of the model risk. For this reason, we believe that,
whenever option data is available, the option-implied estimates of risk measures should be considered
as well.
The paper is structured as follows. We introduce the displaced mixed-exponential model and the
associated change of measures in Section 4.2. The connection between the European and one-touch
digital payoffs the two risk metrics is thoroughly discussed in Section 4.3.1 and Section 4.3.2. Our
theoretical results for the first-passage disentanglement of the jump contribution from the diffusion
contribution to the iVaR are presented in Section 4.3.3. In Section 4.4, we describe the data treatment
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and summarize the calibration and the model performance results. Our empirical findings for the VaR,
the iVaR, and the FPD (under the historical and the risk-adjusted measure) are discussed in Section
4.5. We conclude in Section 4.6. All proofs, tables and figures are given in the Appendix.
4.2 Displaced mixed-exponential model (D-MEM)
4.2.1 The model set-up
Let (Ω,F ,F = {Ft, t ≥ 0},P) be a a filtered probability space which satisfies the usual assumptions,
where Ft = σ(Ws, Ns; s ≤ t, {Vj}). The stochastic process {Wt, t ≥ 0} is a standard Brownian
motion. The Poisson process {Nt, t ≥ 0} is characterized by jump intensity parameter λ ∈ R+0 , and
{Yi := log(Vi) : i = 1, 2, ...} represents a sequence of independent and identically distributed (i.i.d.)
displaced mixed-exponential random variables. The Lévy density of D-MEM is
ν(y) = λ+
m∑
i=1
piηie
−ηi(y−ξ)1{y≥ξ} + λ−
n∑
j=1
qjθje
θj(y−ξ)1{y<ξ}. (4.1)
The displacement parameter ξ is the mode of the Lévy density. It represents the jump magnitude
at which the mixture of standard exponential distributions (the right half of D-MEM distribution) is
glued back-to-back to a mixture of “y-axis-mirrored” exponential distribution (the left half of D-MEM
distribution), as graphically exemplified in Panels A and C in Figure 4.1. Henceforth we refer to the
two types of jumps as ξ+ and ξ−-jumps, respectively.
The parameters λ+ ∈ R+0 and λ− ∈ R+0 represent the respective (finite-activity) jump intensities
of the two jump mixtures. The total jump activity is therefore given by λ = λ+ + λ−, and the jump
size probability distribution function (p.d.f.) is defined as fY (y) := ν(y)/λ. The parameters {ηi ∈
(1,+∞) : i = 1, ...,m} are the magnitude parameters of ξ+-jumps. Similarly, the set {θj ∈ (0,+∞) :
j = 1, ..., n} represents the magnitude parameters of ξ−-jumps.45 Without loss of generality we assume
that η1 < η2 < ... < ηm and θ1 < θ2 < ... < θn. Finally, the mixing weights {pi ∈ R : i = 1, ...,m} and
{qj ∈ R : j = 1, ..., n} satisfy equations:
∑m
i=1 pi = 1 and
∑n
j=1 qj = 1. Since we allow weights to be
negative, certain conditions need to be satisfied to ensure that the function fY (y) represents a p.d.f.
In particular, Steutel (1967) showed that the necessary conditions are: p1 > 0, q1 > 0,
∑m
i=1 piηi ≥ 0,
45The average jump size of a given type is an inverse of the corresponding magnitude parameter.
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and
∑n
j=1 qjθj ≥ 0. On the other hand, Bartholomew (1969) showed that the sufficient conditions are:∑m′
i=1 piηi ≥ 0 for all m′ = 1, 2, ...,m , and
∑n′
j=1 qjθj ≥ 0 for all n′ = 1, 2, ..., n.
The asset price dynamics under the historical probability measure P follows a displaced mixed-
exponential jump–diffusion process
dSt
St−
= µdt+ σdWt + d
(
Nt∑
i=1
(Vi − 1)
)
. (4.2)
The drift µ ∈ R, and the volatility σ ∈ R+ are assumed to be constant. It follows from the Itô lemma
that the log-price process {Xt := logSt, t ≥ 0} is given by
Xt = X0 + µ¯t+ σWt +
Nt∑
i=1
Yi, X0 := logS0, (4.3)
where µ¯ := µ− λζ − σ22 represents the compensated drift term. The average jump size is
ζ := E
[
eY1 − 1] =
λ+
λ
m∑
i=1
piηi
ηi − 1 +
λ−
λ
n∑
j=1
qjθj
θj + 1
 eξ − 1. (4.4)
The cumulant generating function (c.g.f.) of the log-price process {Xt, t ≥ 0} is defined for any
u ∈ (−θ1, η1) as
Ψ(u) :=
1
t
logE
[
euXt
]
= µu+
1
2
σ2u2 + λ
λ+
λ
m∑
i=1
piηi
ηi − u +
λ−
λ
n∑
j=1
qjθj
θj + u
 euξ − 1
 . (4.5)
Several popular jump-diffuson models can be nested in the D-MEM class. First, any MEM model can
be interpreted as a D-MEM model without displacement (ξ = 0). Second, zero displacement parameter
characterizes also the class of hyper-exponential models (HEM), with the additional constraint that
the mixing weights {pi}i=1,...,m and {qj}j=1,...,n in (4.1) have to be strictly positive. Finally, double-
exponential models (DEM) represent a subclass of HEM models (with n = m = 1), and therefore can
also be nested in the D-MEM family.46
Cai (2009), Lemma 2.1, pp. 128–129, proved for the class of hyper-exponential models that the
characteristic equation
Ψ(u) = α, α ∈ R+, (4.6)
46HEM class of models was studied in the following papers: Lipton (2002), Cai (2009, 2011), Cai, Chen and Wan
(2009), Crosby, Le Saux and Mijatović (2010), Jeannin and Pistorius (2010), Boyarchenko and Boyarchenko (2011), Cai
and Kou (2012), Hofer and Mayer (2013), Yin, Shen and Wen (2013), Cai and Sun (2014). The main references for the
DEM models are: Kou (2002), Kou and Wang (2003, 2004), Sepp (2004), Kou, Petrella and Wang (2005), AitSahlia and
Runnemo (2007), Ramezani and Zeng (2007), Toivanen (2008), Wong and Lau (2008), Bayraktar and Xing (2009, 2011),
Cai, Chen and Wan (2010), Albrecher, Kortschak and Zhou (2012) and Fuh, Luo and Yen (2013).
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Figure 4.1: D-MEM examples. Two examples of displaced-mixed exponential models (D-MEM) are
presented to illustrate the equations (4.1) and (4.5)–(E.14). We arbitrarily set the drift of the asset
price process to µ = 0.02. Both models have three types of ξ+ and ξ−-jumps, and we assume the
following parameter values. The displacement parameter is ξ = −0.05. The positive and the negative
jump intensites are equal and set to λ+ = λ− = 5. The volatility parameter is σ = 0.2. The ξ+-jump
size parameters are η = (20, 50, 100), and the ξ−-jump size parameters are θ = (5, 20, 50). However, the
conditional probabilities of the occurence of different jump types are not the same for the two models.
In the first model, ξ+-jumps have probabilities p = (0.1, 0.2, 0.7) and ξ−-jumps have probabilities
q = (0.2, 0.3, 0.5). Since all mixing weights are positive, this is a displaced hyper -exponential model,
here denoted by D-HEM(3,3). In the second model, the ξ+-jumps have probabilities p = (0.4,−0.2, 0.8)
and the ξ−-jumps have probabilities q = (0.5,−0.5, 1.0). In this case, some of the mixing weights are
negative, hence this is a displaced mixed -exponential model and we denote it by D-MEM(3,3). Panels
A and B represent the p.d.f. and the characteristic exponent of the D-HEM(3,3) model, respectively.
Similarly, Panels C and D represent respective plots of the p.d.f. and the characteristic exponent of
the D-MEM(3,3) model. Shaded area in the Panel D is the subspace of the positive y-semiaxis where
characteristic equation Ψ(u) = α (for α ∈ R+) does not have n+m+ 2 = 8 distinct real roots. In fact,
this is satisfied only for sufficiently large parameter α; see Theorem 3.1 in Cai and Kou (2011), pp.
2071–2072. On the other hand, Panel C does not display such a feature because any D-HEM(n,m)
model (for n,m ∈ N) has exactly (n+m+ 2) distinct real roots if σ > 0; this statement can be proved
by generalizing Lemma 2.1. in Cai (2009), pp. 128–129.
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is a polynomial-type equation, and that it has exactly (n + m + 2) distinct real roots. Nevertheless,
one cannot obtain the roots in analytic form for an arbitrary choice of m and n. Already in the case
of double-exponential models one has to solve a quartic equation, and if we allow for additional types
of positive and negative jumps the problem becomes analytically intractable. Furthermore, Cai and
Kou (2011), Theorem 3.1, p. 2071, showed for the MEM class that the characteristic equation (4.5)
has also (n+m+ 2) real roots, but only for sufficiently large α. Similarly, the number of positive and
negative characteristic roots in a D-MEM model depends on the constant α. However, any further
generalization of the analytical results for HEM and MEM characteristic roots to the case of D-MEM
class of jump–diffusion models is a much more challenging task. If the displacement parameter ξ
is non-zero, the expression (4.5) becomes an exponential-polynomial equation, which is difficult to
analyze and solve analytically in a general D-MEM setting. Even if some additional assumptions are
imposed (e.g., the number of ξ±-jumps is fixed in advance), one has to carefully investigate different
model specifications. The most general statement that we can make regarding the roots of a D-MEM
(exponential-polynomial) characteristic equation is that there exist mˆ := mˆ(α) ≤ m+ 1 positive roots
{βi,α}i=1,...,mˆ, and nˆ := nˆ(α) ≤ n+ 1 negative roots {γi,α}j=1,...,nˆ, which satisfy the ordering relation
−∞ < γnˆ,α < · · · < γ2,α < γ1,α < 0 < β1,α < β2,α < · · · < βmˆ,α < +∞. (4.7)
Therefore, the characteristic root finding problem for a D-MEM model can only be tackled numerically.
Some examples and intuition for the behavior of c.g.f. (4.5) and the roots of the equation (E.14) for
different types of D-MEM models are presented in Panels B and D in Figure 4.1.
4.2.2 The change of measure
The market incompleteness of Lévy models represents one of the main challenges in practical applica-
tions. However, this problem can be solved by defining the change of measure via the Esscher (1932)’s
transform, which can be interpreted as a generalization of the Cameron-Martin-Girsanov change of
measure. Gerber and Shiu (1994) proved that the Esscher transform approach is justified in a rational
expectations framework where the representative agent is characterized by a certain type of utility
function. The main implication of this result for the option pricing is that there exists a risk-neutral
measure such that, in equilibrium, options are priced as expectations of their discounted payoffs. Chan
(1999) and Miyahara (1999) provided an alternative interpretation of the Esscher transform in terms
86
of the minimum entropy martingale measure.47 We also adopt this approach and introduce the change
of measure via the Esscher transform. The Radon-Nikodým derivative process is defined as
Zt(ϑ) :=
dQϑ
dP
∣∣∣∣
Ft
=
eϑXt
E [eϑXt ]
. (4.8)
The expectation E[·] is computed under the historical probability measure P. The Esscher transform
parameter is denoted by ϑ, and the process (4.8) is well defined for ϑ ∈ (−θ1, η1). Theorem 4.2.1 proves
that the Esscher transform admits a structure-preserving change of measure for D-MEM processes.
Moreover, the risk-neutral probability measure Qϑ is uniquely identified by choosing the value of ϑ
such that the forward no-arbitrage constraint is satisfied, i.e., the discounted process
{
e−rtSt, t ≥ 0
}
is a Qϑ-martingale.
Theorem 4.2.1 (Risk-netural dynamics). The risk-neutral dynamics of the log-price process in the
displaced mixed-exponential model (4.1)–(4.3) is given by
Xt = X0 + r¯t+ σW
∗
t +
N∗t∑
i=1
Y ∗i , X0 := logS0. (4.9)
The processes {W ∗t , t ≥ 0} and {N∗t , t ≥ 0} represent the Brownian motion and the Poisson process
under the risk-neutral measure Qϑ, respectively. The compensated drift term is r¯ := r − σ22 − λ∗ζ∗,
where parameter r denotes the risk-free rate, and λ∗ and ζ∗ :=
(
λ∗+
λ∗
∑m
i=1
p∗i η
∗
i
η∗i−1 +
λ∗−
λ∗
∑n
j=1
q∗j θ
∗
j
θ∗j+1
)
eξ
∗−1
represent the jump intensity and the expected jump size under the new measure, respectively. The Qϑ-
parameters can be computed as follows:
σ∗ = σ, ξ∗ = ξ,
λ∗+ = λ+
m∑
i=1
piηi
ηi − ϑe
ϑξ, λ∗− = λ−
n∑
j=1
qjθj
θj + ϑ
eϑξ, λ∗ = λ∗+ + λ
∗
−,
p∗i =
piηi
ηi−ϑ∑m
i=1
piηi
ηi−ϑ
, η∗i = ηi − ϑ, for i = 1, 2, ...,m,
q∗j =
qjθj
θj+ϑ∑n
j=1
qjθj
θj+ϑ
, θ∗j = θj + ϑ, for j = 1, 2, ..., n.
(4.10)
47For a detailed account on the Esscher transform in mathematical finance we refer an interested reader to Hubalek
and Sgarra (2006) and the references therein. Additionally, some important examples of Esscher transform applications
in option pricing with Lévy processes can be found in, e.g., Milne and Madan (1991), Eberlein and Keller (1995), Kou
(2002), Kou and Wang (2004), Carr and Wu (2004), Kou, Petrella and Wang (2005), Wu (2006), Cai (2011), and Fabozzi,
Leccadito and Tunaru (2014).
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The Esscher transform parameter ϑ is the unique solution of the equation
µ− r − λζ + ϑσ2 + ΨJ(ϑ+ 1)−ΨJ(ϑ) = 0, (4.11)
where ΨJ(a) := E
[
ea
∑Nt
i=1 Yi
]
= λ
((
λ+
λ
∑m
i=1
piηi
ηi−a +
λ−
λ
∑n
j=1
qjθj
θj+a
)
eaξ − 1
)
is the c.g.f. of the jump
part (i.e., the compound Poisson process).
Although we have introduced the Esscher transform for the D-MEM class following the standard
approach in the literature and starting from the historical-world dynamics, it is actually the opposite
direction of the change of measure which is of primary interest in our paper. The risk-adjusted param-
eters are computed by adopting the assumption of Boudoukh et al. (2004) and Bakshi and Panayotov
(2010) that the risk-adjusted drift is equal to zero, and reversing the procedure for the change of mea-
sure in Theorem 4.2.1. We denote the risk-neutral measure by Q and the risk-adjusted measure by
Qϑ, where ϑ now represents the Esscher transform parameter corresponding to the “backward” change
of measure, i.e., from Q to Qϑ. Furthermore, we adjust accordingly the notation in the expression
(4.10)—the Qϑ-parameters are henceforth designated by the asterisk sign in the superscript. It follows
directly that the Esscher transform parameter ϑ is a function of the risk-neutral parameters, and it
can be determined as the unique solution of the equation
r − λζ + ϑσ2 + ΨJ(ϑ+ 1)−ΨJ(ϑ) = 0, (4.12)
which, in turn, allows us to compute the risk-adjusted D-MEM parameters. Similarly to the charac-
teristic equation (4.5), the equation (4.12) can be solved only numerically for more involved model
specifications.
4.2.3 D-MEM approximations of exponential Lévy processes
In this section, we provide expressions for D-MEM approximations of several exponential Lévy models.
They can be broadly classified in two groups: finite-activity jump–diffusion processes and completely
monotone Lévy processes of infinite-activity. In particular, we focus on the models that are relevant
for our empirical study: MJD, FMLS, VG, and CGMY.
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Finite-activity jump–diffusion models: MJD
We have already mentioned in Section 4.2 that DEM, HEM, and MEM models can be nested within
the D-MEM class, i.e., their respective D-MEM representations are exact. On the other hand, the
D-MEM approximation is more involved for models with a “non-exponential” distribution of jump
sizes. An important example is the well known jump–diffusion model of Merton (1976). The log-price
dynamics is described by the equation (4.3), and jumps are assumed to be normally distributed, i.e.,
Y
i.i.d.∼ N (µJ , σ2J). Therefore, the Lévy density is given by
νMJD(y) =
λ√
2piσ2J
exp
(
−(y − µJ)
2
2σ2J
)
, (4.13)
and the characteristic function is
ϕMJD(u) : = E [exp(iuXt)]
= exp
(
iuµt− u
2σ2t
2
+ λt
(
exp
(
iuµJ − u
2σ2J
2
)
− 1
))
.
(4.14)
Cai and Kou (2011), pp. 2077–2078, provided a MEM approximation for a normally distributed variable
Y
i.i.d.∼ N (0, 0.012). We pointed out in Section 4.1 that displaced mixed-exponential distributions are
better suited for approximations of normal distributions with non-zero mean/mode. Using a simple
change of variables, we demonstrate below that a D-MEM approximation of a normal distribution can
be transformed into a MEM approximation.
Let’s assume that the MEM approximation of the p.d.f. of a normally distributed random variable
Y
i.i.d.∼ N (0, σ2J) is given by
fY (y) ≈ 0.5
m∑
i=1
piηie
−ηi|y|. (4.15)
The r.h.s. is a special case of the general expressions for MEM and D-MEM p.d.f.s given in equation
(4.1). In addition to the zero displacement, the number of positive exponentials is equal to the number
of negative exponentials (m = n), and the parameters of the positive and the negative exponential
functions and their corresponding mixing weights are component-wise identical, i.e., θi = ηi and
pi = qi for all i = 1, 2, ...,m, respectively. Furthermore, the mixture of exponential distributions is
pre-multiplied by a constant which can be translated in the condition λ+/λ = λ−/λ = 0.5, i.e., the
activity rates of positive and negative jumps are equal. The reason for all these parameter restrictions
is the symmetry property of normal distributions. Once the distribution of the random variable Y is
fitted with desired accuracy, we can derive the approximation for any normally distributed variable
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Y˜
i.i.d.∼ N (µ˜J , σ˜2J). The two random variables can be expressed in terms of a standard normal variable
Z
i.i.d.∼ N (0, 1), i.e., Y = σJZ and Y˜ = µ˜J + σ˜JZ. Therefore, we have that Y˜ = µ˜J + σ˜JσJ Y . Simple
algebra gives us the expression for the D-MEM approximation for the distribution of N (µ˜J , σ˜2J) via
the MEM approximation (4.15):
fY˜ (y˜) ≈ 0.5
m∑
i=1
p˜iη˜ie
−η˜i|y˜−µ˜J |, (4.16)
with η˜i = σJσ˜J ηi and p˜i = pi for i = 1, 2, ...,m. Expectedly, the displacement parameter is ξ = µ˜J .
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Completely monotone Lévy processes: FMLS, VG, and CGMY
The Lévy processes considered in this paper (FMLS, VG, and CGMY) share a common feature—
complete monotonicity. It is precisely this property that allows us to approximate the considered Lévy
processes with hyper-exponential models. In particular, a Lévy density ν : (0,+∞)→ R is said to be
completely monotone if it for all k ∈ N+0 it is of class C∞ and it holds that (−1)kdkν(y)/dyk > 0 for all
y > 0; e.g., see Sato (1999), p. 388.49 Furthermore, Bernstein’s theorem ensures that a Lévy density
is completely monotone if and only if it can be decomposed as
ν(y) = 1{y<0}
∫ 0
−∞
e−vyρ−(dv) + 1{y>0}
∫ +∞
0
e−vyρ+(dv), (4.17)
where ρ−(dv) and ρ+(dv) are Radon measures on intervals (−∞, 0) and (0,+∞), respectively, such
that the two integrals are finite. In a nutshell, this means that the arrival rate of jumps is decreasing
with the jump size. Upon discretization of the integrals on the r.h.s. of the equation (4.17), we obtain
an approximation of a completely monotone Lévy density by a finite mixture of exponential densities.
Moreover, jumps with expected size smaller then certain threshold, i.e., jumps with magnitudes close
to zero, can be approximated by a diffusion process. Based on this approximation, Asmussen, Madan
and Pistorius (2007) infer that completely monotone jump models can be approximated by hyper-
exponential jump–diffusion models, which are a subset of the displaced mixed-exponential class.
As an example of a hyper-exponential approximation of a completely monotone Lévy model, we
consider the CGMY process of Carr et al. (2002). It is a pure-jump process, and its Lévy density is
48The diffusion parameter σ and the jump intensity λ in Merton’s jump–diffusion model remain unchanged, which is
justified by the fact that the D-MEM approximation (4.16) affects only the distribution of jump sizes.
49This definition can be easily extended to the whole real line. The condition for the complete monotonicity then
becomes (−1)kdkν(|y|)/dyk > 0 for y ∈ (−∞,+∞).
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given by the exponentially dampened power law
νCGMY (y) = C
(
e−G|y|
|y|1+Y 1{y<0} +
e−My
y1+Y
1{y>0}
)
, (4.18)
and its characteristic function is
ϕCGMY(u) : = E [exp(iuXCGMY(t))]
= exp
(
iuωt+ tCΓ(−Y ) ((M − iu)Y −MY + (G+ iu)Y −GY )) , (4.19)
where ω := −CΓ(−Y )((M − 1)Y −MY + (G + 1)Y − GY ) represents the convexity adjustment, and
Γ(·) denotes the mathematical gamma function. The parameter C ∈ R+ represents the jump intensity.
The parameters G ∈ R+0 and M ∈ R+0 are exponential decay parameters of negative and positive
jumps, respectively. Depending on their relative values, the model can generate positive, negative or
zero skewness. The parameter Y is especially interesting because it characterizes the so-called fine
structure of asset returns, i.e., it describes the behavior of the Lévy density in the neighborhood of
zero.50 Following the idea of Asmussen, Madan and Pistorius (2007), Section 2.1, pp. 85–87, and
Jeannin and Pistorius (2010), Section 2, pp. 631–632, our starting point is the identity
1
y1+Y
=
1
Γ(1 + Y )
∫ +∞
0
uY e−uydu, (4.20)
which holds for all Y ∈ C \ {−2,−3,−4, ...}. This expression follows directly from the definition of the
gamma function. Discretization of the integral on the r.h.s. of (4.20) yields
1
y1+Y
≈ 1
Γ(1 + Y )
N−1∑
i=1
uYi e
−uiy(ui+1 − ui). (4.21)
The partitioning Π(N) := (ui)i=1,2,...,N−1 of the interval (0,+∞) is such that ∆Π(N) → 0 whenN →∞,
with the norm defined as ∆Π(N) = max1≤i≤N−1 |ui+1−ui|. Therefore, a completely monotone process
can be approximated with arbitrary accuracy by choosing appropriate partition of the integration
interval. For example, CGMY density (4.18) can be approximated in the form
νCGMY (y) ≈ C
Γ(1 + Y )
N+−1∑
i=1
w+i e
−(M+ui)y1{y>0}
+
C
Γ(1 + Y )
N−−1∑
j=1
w−j e
−(G+vj)|y|1{y<0},
(4.22)
50A CGMY process is completely monotone if Y ∈ (−1, 2). Furthermore, for Y < 0 the process is of finite activity; for
Y ∈ (0, 1) it is characterized by infinite activity and finite variation, and for Y ∈ (1, 2) it has infinite variation, but finite
quadratic variation. For more details about the CGMY process see, e.g., Koponen (1995), Boyarchenko and Levendorskiˇi
(2000) and Carr et al. (2002).
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where w+i := u
Y
i (ui+1 − ui) for i = 1, 2, ..., N+, and w−j := vYj (vj+1 − vj) for j = 1, 2, ..., N−. This
scheme implicitly introduced the partitioning U(N+) := (ui)i=1,2,...,N+−1 of the interval (0,+∞), as
well as the partition V (N−) := (vj)j=1,2,...,N−−1 of the interval (−∞, 0). One can easily check that
the r.h.s. of the expression (4.22) corresponds to the D-MEM Lévy density (4.1) with the following
parameters: m = N+−1, n = N−−1, ηi = M +ui and pi = w+i /ηi for i = 1, 2, ...,m, θj = G+vj and
qj = w
−
j /θj for j = 1, 2, ..., n, λ+ = C˜
∑N+−1
i=1 pi and λ− = C˜
∑N−−1
j=1 qj , where C˜ = C/Γ(1 + Y ).
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Therefore, depending on the discretization and the truncation error, which are determined by the
choice of the partition of the positive and negative semi-axes, we can obtain an arbitrarily accurate
approximation of the CGMY density.
In practical applications, Asmussen, Madan and Pistorius (2007) fix in advance the number of com-
ponents in the mixture and their respective exponential decay parameters. Subsequently, they minimize
a distance between the two Lévy densities by optimally choosing the partition of the integration in-
tervals. Jeannin and Pistorius (2010) follow almost identical procedure, except that they optimize
the mixing weights.52 Nevertheless, the approximation derived in (4.22) implies that there exists a
structural relation between the exponential decay parameters and the corresponding mixing weights.
Hence, the total number of jumps and the values of the model parameters are in fact determined by
the chosen partition. Consistently with the theoretical results presented in equations (4.20)–(4.22),
and simultaneously avoiding a computationally burdensome numerical optimization without loss of
accuracy, we make a trade-off by choosing a larger number of exponential terms.53 However, for the
remaining steps in our exercise, e.g., for the approximation of small jumps by a diffusion, we follow
closely procedure outlined in Asmussen, Madan and Pistorius (2007) and Jeannin and Pistorius (2010)
since it ensures the weak convergence of the constructed sequence of HEM processes to the target Lévy
process.
51We note that, in the D-MEM approximation of a CGMY process, the displacement parameter is equal to zero. More
generally, the displacement has to be zero for any model with infinite activity; otherwise, the integral of the Lévy density
would not exist.
52The number of exponential terms in the mixture varies between 5 and 7 in Asmussen, Madan and Pistorius (2007)
and Jeannin and Pistorius (2010).
53In particular, we use 50 (non-degenerate) exponential terms in the mixture. Our numerical tests show that the
suggested procedure is generally fast and stable. It is important to stress out that a detailed investigation of the three
approximation approaches described in this section is a separate research topic. The algorithms outlined here are by
no means the major concern of our paper, and the sole purpose of this section is to briefly describe our approach and
related it to the relevant papers. Admittedly, there also exist other approaches in the literature, e.g., Crosby, Le Saux
and Mijatović (2010) and Hackmann and Kuznetsov (2016). Nonetheless, we find that our modification of Asmussen,
Madan and Pistorius (2007) and Jeannin and Pistorius (2010) works sufficiently well for our application.
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In addition to the CGMY model we consider two other popular pure-jump models, i.e., the VG
model of Madan and Seneta (1990) and the FMLS model of Carr and Wu (2003). Both models are
special cases of CGMY. The Lévy density of a VG process is obtained by setting the fine structure
parameter to zero in the equation (4.18). On the other hand, the FMLS process is a spectrally negative
Lévy process, i.e., positive jumps are completely excluded, and the exponential decay parameter of
negative jumps is set to zero. We do not explicitly state the Lévy measures and the characteristic
functions of VG and FMLS processes because they can be inferred directly from (4.18) using the
aforementioned restrictions.
4.3 Theoretical results
4.3.1 VaR and iVaR: The connection with digital payoffs
Bakshi and Panayotov (2010) established a connection between the iVaR and an expectation of a one-
touch digital payoff. In this section, we first summarize their finding and introduce our own notation
to facilitate the discussion. Subsequently, we develop an analogous procedure to recover the VaR from
an expectation of a European digital payoff.54
The iVaR is defined as a conditional quantile of the first-passage distribution (FPD) of the asset
return process; see Section 3 in Bakshi and Panayotov (2010), p. 23. The cumulative distribution
function (c.d.f.) of the FPD can be computed as the conditional expectation that the log-price process
{Xu, t ≤ u ≤ T} will drop below certain pre-specified level κ := log(K), i.e.,
P (Xt, τ) := Ex
[
1{Xu<κ}, t < u ≤ T
]
, (4.23)
where τ := T − t represents the remaining time before the expiry of the monitoring period, and the
value of the log-price process at time t is given by x. The iVaR calculations bring about the payoff
structure of one-touch digital down-and-in put options.55 However, the conditional expectation in the
equation (4.23) is taken under the historical and not under the risk-neutral measure. Moreover, even
if it were computed under the risk-neutral measure, there is no discounting (at the risk-free rate).
54Bakshi and Panayotov (2010), Section 6, p. 26, do not use the digital options framework to infer the VaR. They
instead compute the conditional quantiles of the p.d.f. numerically using the Fourier inversion.
55Alternatively, one can study the case when the barrier level is above the current asset price level, i.e., the digital
up-and-in call payoff structure. We focus in our study on the downside risk of the P&L distribution, i.e., we consider
only long positions in the asset.
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Therefore, we emphasize that the expression for the c.d.f. of the FPD resembles, but it is not, an
option pricing problem.
To ease the notation, we first drop the adjective ‘down-and-in’, as this is the only type of digital
payoffs that we consider in this paper. Second, we introduce the name optionette to designate the
expectation (4.23) and alike.56 We purposefully chose the name containing the word ‘option’ because,
in our particular setting which assumes the zero expected return under the pricing measure, the c.d.f.
of the FPD (as well as the c.d.f. of the end-of-horizon asset return distribution, as we will see in
the case of VaR) is a martingale.57 The differences with respect to the probability measure and the
discounting create a wedge between options and optionettes. However, the martingale method is the
underlying mathematical framework in both cases.
It follows from the Feynman-Kac theorem that the optionette price can be computed by solving
the PIDE
−∂P
∂τ
(x, τ) +
σ2
2
∂2P
∂x2
(x, τ) + %¯
∂P
∂x
(x, τ) +
∫ +∞
−∞
[P (x+ y, τ)− P (x, τ)]ν(y)dy = 0, (4.24)
where %¯ denotes the compensated drift term of the log-price process under some pre-specified physical
measure, and the Lévy measure ν(·) is defined in the equation (4.1). The boundary and the initial
conditions are 
lim
x↑+∞
P (x, τ) = 0,
lim
x↓κ
P (x, τ) = 1,
lim
τ↓0
P (x, τ) = 1{x<κ}.
(4.25)
The iVaR (with the monitoring horizon τ and the confidence level χ) can be computed as
iVaR(τ, χ) = ex − eκ, given that P (x, τ ;κ) = 1− χ. (4.26)
Therefore, the iVaR can be interpreted as the difference between the current asset price St = exp(x) and
the implied (1− χ)-quantile level K = exp(κ) of the c.d.f. of the FPD estimated over the monitoring
period τ .
56More specifically, we use the expressions ‘to calculate the (undiscounted) expectation of the one-touch digital put
payoff’ and ‘to price the one-touch digital put optionette’ interchangeably.
57In the empirical part, we will look into two different physical-world measures, i.e., the historical measure P (which is
obtained by calibrating the models to the historical returns data), and the risk-adjusted measure Qϑ (which is obtained
by calibrating the models to the options data, and subsequently applying the risk neutralization procedure).
94
On the other hand, the VaR is related to the c.d.f. of the asset price process at the end of the
monitoring period τ , which can be computed as an expectation of the European digital put payoff:
p(Xt, τ) = Ex
[
1{XT<κ}
]
, (4.27)
where κ should be interpreted as the strike price rather than the barrier level. Similarly to the case of
one-touch digital put optionette, the dynamics of a European digital put optionette price satisfies the
equation (E.30). However, the boundary and the initial conditions are
lim
x↑+∞
p(x, τ) = 0,
lim
x↓−∞
p(x, τ) = 1,
lim
τ↓0
p(x, τ) = 1{x<κ}.
(4.28)
Therefore, the VaR can be computed as the difference between the current asset price St = exp(x) and
the implied (1− χ)-quantile level K = exp(κ) of the c.d.f. of the asset return distribution at the end
of the monitoring period:
VaR(τ, χ) = ex − eκ, given that p(x, τ ;κ) = 1− χ. (4.29)
Equations (4.26) and (4.29) can be solved using, e.g., the bisection method.
Finally, we note that it can be verified that
VaR(τ, χ) < iVaR(τ, χ), a.s. for τ ∈ R+, χ ∈ (0, 1). (4.30)
Intuitively, the probability of crossing a barrier (from above) at any point in time during the monitoring
period is higher than the probability that the underlying process will end up below the barrier level at
the expiration date. Indeed, the process which is in the stopping region at the end of the monitoring
period has almost surely breached the barrier level before the expiration. Therefore, if a European and
a one-touch digital put optionettes have identical prices, i.e., in our notation p(x, τ ;κ) = P (x, τ ;κ) :=
1 − χ, then almost surely the implied barrier level κ (the iVaR) has to be lower (greater) than the
implied strike κ (the VaR).
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4.3.2 Pricing digital optionettes
We solve the PIDE system (E.30)–(4.25) using the Laplace–Carson transform (LCT) approach. For
any locally integrable function f : R+ → R and for all α ∈ R+, the LCT is defined as
(LC )x [f(x)](α) := f˜(α) := α
∫ +∞
0
e−αxf(x)dx. (4.31)
The main idea of our solution procedure is to compute the LCT of the optionette price with respect to
the monitoring horizon τ . Applying the transformation to the PIDE (E.30) would eliminate the time
dependence, hence effectively reducing the original pricing problem to an ordinary integro-differential
equation (OIDE). Our results for European and one-touch digital put optionettes are summarized in
Theorem 4.3.1 and Theorem 4.3.2, respectively.
The optionette prices in the time domain can be computed with the help of the Gaver-Stehfest
inversion algorithm (GS):
fM (x) =
M∑
k=1
ςkf˜
(
k log(2)
x
)
, (4.32)
where
ςk =
(−1)M+k
k
min{k,M}∑
j=b(k+1)/2c
jM+1
M !
(
M
j
)(
2j
j
)(
j
k − j
)
. (4.33)
It holds that
lim
M→∞
fM (x) = f(x). (4.34)
In expression (4.33), bac is defined as the greatest number a′ ∈ N such that a′ ≤ a. It is important
to point out that the Gaver-Stehfest algorithm takes place on the real line. Morever, the linear Salzer
convergence acceleration scheme is included in the formula. We refer to Valkó and Abate (2004), Abate
and Whitt (2006) and Kuznetsov (2013) for technical details about the GS inversion algorithm.
Laplace–Carson transforms of option price functions w.r.t. the time to maturity have the meaning
of canadized options, e.g., see Carr (1998). We borrow this notation for the pricing digital optionettes,
and derive our main theoretical results along the lines of Leippold and Vasiljević (2017), Theorem 1
and Theorem 2, pp. 81, 90–93.
Theorem 4.3.1 (Canadized European digital put optionette). Assume that the asset price
process {Su, t ≤ u ≤ T} is described by the displaced mixed-exponential model (4.2). The price of a
canadized European digital put optionette with the strike K and the monitoring horizon τ is thus given
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by
p˜(St, α) =

1 +
mˆ∑
i=1
wi
(
St
K
)βi,α
if St < K,
nˆ∑
j=1
wj
(
St
K
)γj,α
if St ≥ K.
(4.35)
The coefficients {βi,α}i=1,...,mˆ, and {γj,α}j=1,...,nˆ are positive and negative roots of the characteristic
equation Ψ(u) = α, respectively, and the Lévy exponent Ψ(·) is defined in (E.14). The number of positive
and negative characteristic roots depends on the LCT parameter α, i.e., it is equal to mˆ := mˆ(α) ≤ m+1
and nˆ := nˆ(α) ≤ n + 1, respectively, where mˆ, nˆ ∈ N. The coefficients {wi}i=1,...,mˆ and {wj}j=1,...,nˆ
can be computed by solving the system of linear equations
Aw = a. (4.36)
The (mˆ+ nˆ)-dimensional column vector w and the (m+n+ 2)-dimensional column vector a are given
in equations (E.27) and (E.28), respectively. The matrix A is an (m+ n+ 2)× (mˆ+ nˆ)-dimensional
matrix given in equation (E.29).
Theorem 4.3.2 (Canadized one-touch digital put optionette). Assume that the asset price
process {Su, t ≤ u ≤ T} is described by the displaced mixed-exponential model (4.2). The price of a
canadized one-touch digital put optionette with the barrier level K and the monitoring horizon τ is thus
given by
P˜ (St, α) =

nˆ∑
j=1
vj
(
St
K
)γj,α
if St > K,
1 if St ≤ K,
(4.37)
using the same notation as in Theorem 4.3.1. The set of coefficients {vj}j=1,...,nˆ solve the system of
linear equations
Bv = b, (4.38)
The nˆ-dimensional column vector v and the (n+1)-dimensional column vector b are given in equations
(E.40) and (E.41), respectively. The matrix B is an (n+ 1)× nˆ-dimensional matrix given in equation
(E.42).
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4.3.3 First-passage disentanglement (FPD)
A one-touch digital put optionette is exercised if the asset price directly hits or overshoots the barrier
at any point in time before maturity. Due to the continuity of its paths, and conditionally on the
stopping of the process, a Brownian motion almost surely hits the barrier separating the continuation
from the stopping region; e.g., see Jeanblanc, Yor and Chesney (2009), Section 3, p. 135. On the
other hand, an overshoot occurs if the asset price jumps over the barrier directly into the interior of
the stopping region. More specifically, conditional on the stopping of the process due to a jump event,
continuously distributed jumps almost surely induce an overshoot, i.e., the price process will almost
surely not jump onto the barrier. Starting from the disentanglement results of Leippold and Vasiljević
(2017), Theorem 3, pp. 81, 93–94, we show in Theorem 4.3.3 that precisely these properties allow us to
quantify the first-passage disentanglement of the jump from the diffusion contribution to the stopping
of the process, hence to the price of a one-touch digital put optionette and the iVaR value.
Theorem 4.3.3 (Canadized first-passage disentanglement). Assume that the asset price process
{Su, t ≤ u ≤ T} is described by the displaced mixed-exponential model (4.2). The price of a canadized
one-touch digital put optionette with the barrier level K and the monitoring horizon τ can be decomposed
as
P˜ (St, α) = P˜D(St, α) + P˜J(St, α). (4.39)
The function P˜D(·, ·) represents the contribution of the diffusion process, i.e., the Brownian motion,
which is given by
P˜D(St, α) =

nˆ∑
j=1
δj
(
St
K
)γj,α
if St > K,
1 if St = K,
0 if St ≤ K.
(4.40)
The function P˜J(·, ·) is the contribution of the jumps, i.e., the compound Poisson process, and it given
by
P˜J(St, α) =

nˆ∑
j=1
ιj
(
St
K
)γj,α
if St > K,
0 if St = K,
1 if St ≤ K.
(4.41)
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The sets of coefficients {δj}j=1,...,nˆ and {ιj}j=1,...,nˆ solve the systems of linear equations
MDδ = D,
MJι = J .
(4.42)
The nˆ-dimensional column vectors δ and ι are given in equations (E.50) and (E.53), respectively. The
(n+ 1)-dimensional column vectors D and J are given in equations (E.51) and (E.54), respectively.
The matrices MD and MJ are identical (n+1)× nˆ-dimensional matrices, which are equal to the matrix
B defined for the one-touch digital put optionettes in equation (E.42). The remaining notation is the
same as in Theorem 4.3.1 and Theorem 4.3.2.
4.4 Estimation of jump models
The first step in our empirical investigation is the calibration of the jump models introduced in Section
4.2.3 under the historical and the risk-neutral measure. To achieve this goal, we use two different data
sets: historical returns of the S&P 100 index and OEX American option quotes (bid and ask prices for
different strikes and maturities). Additionally, we use the zero-coupon curve for the calibration under
the risk-neutral measure.58 The data used in our study is obtained from OptionMetrics.
4.4.1 The data
Our first data set consists of 939 weekly historical returns of the S&P 100 index from January 1996
until August 2014, which are obtained by aggregating five successive daily return. It spans almost two
decades and encompasses a broad spectrum of market conditions, including the Global financial crisis
of 2008–2009. The data treatment for historical return time series closely follows Bakshi and Panayotov
(2010), Section 5, pp. 25–26.59 The ultimate goal of our study is to estimate 10-day VaR and iVaR
levels. Ideally, the sampling frequency should match exactly the monitoring horizon. To achieve a
reasonable level of accuracy, using biweekly returns requires long historical time series. However, if the
58Similarly to Bakshi and Panayotov (2010), the dividends are neglected in our study. The reason is that the digital
optionette approach for the computation of the VaR and the iVaR, which is introduced in Section 4.3, is valid only if
the drift term of the underlying asset process (4.2) is equal to zero. This means that both the expected return and the
dividend yield are assumed to be zero in the short term.
59Bakshi and Panayotov (2010) investigate only the period 1995–2005 which does not include the most recent turbulent
market conditions and the post-crisis period. On the other hand, our sample extends to the period 2005–2014. We believe
that this is very important for our empirical study given that financial markets and the risk management practice have
undergone a series of stupendous changes since 2008.
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data were available, using observations from distant past might be misleading and irrelevant for the
risk management. On the other hand, weekly returns are clearly a better candidate than daily returns.
Therefore, we compromise by using weekly historical return time series, and we adopt the strategy
of re-estimating models on monthly frequency based on rolling windows of 260 weekly returns. This
implies that the first month for which we estimate our models will be January 2001 because we need
5 years of data to create a weekly time series of desired length.
The second data set used in our study contains option quotes exclusively. It comprises S&P 100
index American options data (ticker symbol: OEX) spanning the period from March 2001 until August
2014. The starting month of our option sample is chosen to coincide with the first month for which
we are able to estimate the models based on the historical time series of S&P 100 index, conditional
on the monthly re-calibration procedure and the choice of weekly sampling frequency. Overall, this
leaves us with 162 dates on which we estimate the models on both historical and option data. For the
re-calibration timestamps we choose those dates at the beginning of each month on which there exist
liquid options maturing in exactly 10 trading days, hence matching the horizon which is recommended
by the regulators for the computation of the risk measures.60
For each observation date in the sample, the option data treatment is conducted as follows. In the
first step, we eliminate all calls because puts are much more informative about the downside risk in the
underlying.61 Second, we exclude illiquid in-the-money put options (ITM), i.e., puts with moneyness
greater than 1.03.62 Hence, our sample contains only liquid near-the-money (NTM) and out-of-the-
money (OTM) put options. To match the 10-day horizon, we keep in our dataset only those options
which have maturities equal or shorter than 10 days. We use mid-prices—which are computed as
averages of the bid and ask market quotes—as a proxy for our market prices. Option quotes lower
than 0.125 units are eliminated due to the minimum tick limitations. Additionally, we exclude the
options with zero volume and/or zero open interest. Descriptive statistics of our option data sample
are given in Table 4.1. The total number of option quotes in the dataset is 3,411. NTM put options
(0.97 < m < 1.03) account for approximately 41.4 percent of the sample. OTM put options (m < 0.97)
60Our procedure for selection of re-calibration dates introduces a subtle modification of Bakshi and Panayotov (2010)
where options bear no weight whatsoever. It turns out that most of the re-calibration dates chosen are first Mondays in
each month. Sometimes re-calibration date is Tuesday or Wednesday if a national holiday happen to be on a Monday,
e.g., the Independence Day or the Labor Day.
61For simplicity, we consider only the long position in the S&P 100 index.
62We define moneyness m as the ratio of the strike K and the futures price Ft,T := Ster(T−t), i.e., m := K/Ft,T .
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Table 4.1: S&P 100 index options data, March 2001–August 2014. We report descriptive
statistics for near-the-money (NTM) and out-of-the-money (OTM) S&P 100 American put options
with maturities of up to 10 days. The data is obtained from OptionMetrics and filtered according to
the standard criteria. Our option dataset comprises closing quotes of liquid put options sampled on
monthly frequency. The data treatment and the monthly time-stamping procedure are described in
Section 4.4.1. There are 162 observation dates in total. We report the number of option contracts
traded (Panel A), the average quoted price (Panel B) and the average implied volatility (Panel C).
Each statistic is computed for three different maturity bins and four different moneyness bins, as well
as for the entire sample, i.e., aggregated across the maturity and the moneyness dimension. DTM
stands for days to maturity.
Panel A: Number of contracts across moneyness and maturity
Moneyness DTM≤5 5<DTM≤9 DTM=10 All
K/F < 0.94 78 81 1,207 1,366
0.94<K/F<0.97 173 22 437 632
0.97<K/F<1.00 311 26 450 787
1.00<K/F<1.03 164 27 435 626
All 726 156 2,529 3,411
Panel B: Average quoted price across moneyness and maturity
Moneyness DTM≤5 5<DTM≤9 DTM=10 All
K/F < 0.94 0.39 0.42 0.65 0.62
0.94<K/F<0.97 0.70 1.51 1.97 1.60
0.97<K/F<1.00 2.16 3.54 4.90 3.77
1.00<K/F<1.03 8.78 11.84 13.02 11.86
All 3.11 3.07 3.76 3.59
Panel C: Average implied volatility across moneyness and maturity
Moneyness DTM≤5 5<DTM≤9 DTM=10 All
K/F < 0.94 0.4985 0.3721 0.3930 0.3978
0.94<K/F<0.97 0.3444 0.2467 0.2452 0.2724
0.97<K/F<1.00 0.2343 0.1960 0.2088 0.2184
1.00<K/F<1.03 0.2475 0.1988 0.1987 0.2115
All 0.2920 0.2951 0.3014 0.2991
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constitute approximately 58.6 percent of the dataset. The average implied volatility smile straddles
the range from 21.15 percent (NTM puts) to 39.78 percent (OTM puts).
Before we present the empirical results, we provide a rationale for our particular choice of option
data. The most actively traded types of derivative contracts in financial markets are European and
American options. We use American options because they are path-dependent. Due to the early
exercise feature, market quotes of American option prices embed the information about the set of
events that might occur prior to the expiry. Therefore, market prices of American options reflect
the first-passage probabilities and the intra-horizon risk. On the other hand, vanilla European options
carry only information about the possible outcomes on a given future date (i.e., at the maturity). Since
the pricing functional of an American option admits a decomposition into its European counterpart
and the early exercise premium (e.g., see Detemple 2005, and references therein), which makes them
informative about the end-of-horizon risk as well.
4.4.2 Calibration results
First, we estimate parameters for each considered model under the historical measure. In particular, we
conduct a rolling-window maximum likelihood estimation (MLE) using the weekly historical returns.63
Second, the calibration under the risk-neutral measure is conducted by minimizing a loss function in
the form of a sequential weighted non-linear least squares (WNLLS) for each date in our sample. The
weights are defined as the inverses of squared bid-ask spreads. Our objective function can be interpreted
as a liquidity-weighted Euclidian distance between the market quotes and the corresponding model
option prices.
The most important statistics for historical and option-based calibrations are summarized in Table
4.2. We report the average values and the standard deviations of model parameters over the whole
sample. Several patterns can be observed. First, the option-implied estimates exhibit larger variation
across time then the parameters obtained from the calibration based on the historical returns. Ar-
guably, this is due to better responsiveness of option-implied model parameters to the changing market
conditions.64 Second, for our infinite activity Lévy processes, the jump arrival rate C is typically in-
63There are two notable differences in our estimation approach from that of Bakshi and Panayotov (2010). Namely, we
use the Fourier cosine method of Fang and Oosterlee (2008) to compute the p.d.f. of the log-price process. Furthermore,
we do not restrict the value of the fine structure parameter Y to 0.5 in the CGMY model. All values in the interval
Y ∈ (−1, 2) are allowed, which ensures an additional degree of freedom in the CGMY model.
64The instability of the risk-neutral parameters could partially be due to the non-convexity of the WNLLS loss function
and the existence of multiple local minima; e.g., see Cont and Tankov (2004), Section 3.1, pp. 13–16.
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Table 4.2: Summary statistics for parameter estimates. We estimate parameters of the Merton
jump–diffusion (MJD), the finite-moment log-stable (FMLS), the variance gamma (VG), and the Carr-
Geman-Madan-Yor (CGMY) model using the S&P 100 historical return time series data (Panel A)
and the short-term S&P 100 American put options (Panel B). The total number of observations in
our sample is 162 (monthly frequency). The table entries report the average values and the standard
deviations (in parentheses) of the estimated parameters. Additionally, we include the values of the
rolling-window negative log-likelihood based on the historical returns (MLE) and the weighted mean
squared errors of the sequential option calibration (MSE). Detailed information about the data and
the estimation techniques is provided in Section 4.4.1 and Section 4.4.2, respectively.
Panel A: Calibration under the historical measure
Parameters σ λ µJ σJ MLE
MJD 0.10 4.23 -0.32 0.14 4.62
(0.03) (5.56) (0.49) (0.18) (0.18)
Parameters C G M Y MLE
FMLS 0.09 _ _ 1.88 4.65
(0.01) (0.07) (0.17)
VG 549.78 110.48 184.40 _ 4.63
(5,102.29) (289.99) (408.29) (0.17)
CGMY 14.22 2,144.64 3,033.41 1.24 4.68
(77.36) (1,003.31) (876.54) (0.27) (0.18)
Panel B: Calibration under the risk-neutral measure
Parameters σ λ µJ σJ MSE
MJD 0.12 5.57 -0.05 0.07 3.11
(0.09) (13.86) (0.06) (0.04) (3.49)
Parameters C G M Y MSE
FMLS 0.13 _ _ 1.85 4.04
(0.08) (0.08) (4.00)
VG 17.78 66.00 1,711.59 _ 3.50
(41.06) (374.41) (7,982.77) (3.53)
CGMY 254.39 14.92 715.62 0.95 2.90
(991.68) (22.43) (1,526.60) (0.95) (3.45)
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Table 4.3: Model performance (pairwise comparison). The table entries report the values of
Vuong (1989)’s closeness test statistic for pairwise equivalence of non-nested models in terms of model
performance. The statistics are computed for the pairwise combinations of the Merton jump–diffusion
(MJD), the finite-moment log-stable (FMLS), the variance gamma (VG), and the Carr-Geman-Madan-
Yor (CGMY) model. Panel A (Panel B) reports the pairwise statistics for the maximum likelihood
estimation (weighted non-linear least squares estimation) under the historical (risk-neutral) measure.
The null hypothesis is that there is no difference between the two models in terms of the closeness to
the true data generating process, and the alternative is that one model is closer. Positive values of
test statistic larger than 1.65 (2.32) imply, for the given pair of models, the domination of the first
model over the second one at the confidence level of 95%(99%). Conversely, the negative values of test
statistic smaller than -1.65 (-2.32) imply the domination of the second model over the first model at
the confidence level of 95% (99%).
Panel A: Pairwise model comparison under the historical measure
Model MJD FMLS VG CGMY
MJD — -1.80 -2.91 11.87
FMLS — — -1.65 17.77
VG — — — 16.68
Panel B: Pairwise model comparison under the risk-neutral measure
Model MJD FMLS VG CGMY
MJD — 7.19 6.05 -5.26
FMLS — — -3.61 -8.80
VG — — — -8.60
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versely proportional to the fine structure parameter Y . This result is plausible because higher values
of the fine structure parameter indicate increased activity of the small jumps, which are effectively
taking over some part of the variation of the stochastic process (that would otherwise be captured
by the jump intensity parameter). Third, the exponential decay parameters M and G are positively
correlated with the parameter C. The reason is that the reciprocal values of M and G represent the
average sizes of large jumps, which are inversely related to the jump intensity parameter due to the
property of complete monotonicity. Fourth, we observe across all models that the average jump size is
negative.
4.4.3 Model performance
At first glance we observe similar performance for all models under the historical measure (MLE statistic
in the Panel A of Table 4.2). The hierarchy among the four models is more apparent under the risk-
neutral measure—CGMY model seems to provide the best fit to the option data (MSE statistic in the
Panel B of Table 4.2). However, these values alone are not sufficiently informative about the model
performance. To address this issue, we conduct Vuong (1989)’s closeness test (for non-nested models)
for pairwise comparison of the model calibration performance; see Table 4.3). Panel A summarizes
the Vuong test statistics for the historical estimation. The calibration performance ordering among
the models is: VG  FMLS  MJD  CGMY. On the other hand, the hierarchy of the models looks
quite different for the option-based estimation (Panel B): (MJD ∼ CGMY)  VG  FMLS.65 We
therefore conclude that the model performance rankings are incoherent under the historical and the
risk-neutral measure. This finding corroborates the argument that the informational content of the
two probability measures are very different. Furthermore, it reinforces the importance of our research
question regarding the relevance and the reliability of option-based estimates of risk measures—and
more generally about the impact of the estimation risk—in the market risk management context.
65For two model (A and B) we write A  B (B  A) if the Vuong (1989)’s closeness test is rejected in favor of model
A (B). We write A ∼ B if the test is not rejected.
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4.5 Empirical results
4.5.1 VaR and iVaR estimates
To estimate VaR and iVaR we proceed as follows. First, we employ the approximation procedure given
in Section 4.2.3, and obtain the historical and the risk-neutral D-MEM parameters corresponding to
the calibrated Lévy models. Second, the risk-neutral D-MEM parameters are translated into the risk-
adjusted parameters by applying the change of measure derived in Section 4.2.2. To demonstrate the
outcome of the approximation concisely and instructively, the dynamics of the (diffusion) volatility
and the average jump size of the respective D-MEM approximations are presented in Figure 4.2. We
plot the time series of the average volatility and the average jump size with biweekly (10-day) horizon
in view, which matches the regulatory monitoring period of of market risk measures.
Hinging on the approximation results, the VaR and iVaR estimates are computed—assuming 99.0%
and 99.9% confidence levels, and 10-day monitoring horizon—via the digital optionette approach de-
scribed in Section 4.3.1 and Section 4.3.2. Furthermore, for each observation date in the sample, we
decompose the estimated iVaR into a diffusion and a jump component by applying the theoretical
results for the first-passage disentanglement given in Section 4.3.3. The time evolution of the jump
contribution to the iVaR (in the sense of Theorem 4.3.3) is presented in Figure 4.3. The results are
striking: Irrespectively of the model and the estimation procedure, jumps typically account for more
than 80% of the iVaR, with an average of about 90%. This means that potential reserve capital level
breaches are most likely caused by a jump in the asset price process, which almost surely incurs an
overshoot (i.e., the loss beyond the predetermined set-aside cash buffer).
In the next step, following the procedure presented in Bakshi and Panayotov (2010), we quantify
the impact of jumps and intra-horizon risk by computing the ratios of our jump models’ VaR and iVaR
estimates to a benchmark VaR value.66 The benchmark is defined as the (1−χ)-quantile of the normal
distribution N (µˆ, σˆ2), where χ is either 99.0% or 99.9%.
The parameter µˆ = 0 is the drift, and the parameter σˆ is the standard deviation of the of the
(demeaned) return process under the historical measure. Therefore, assuming the aforementioned
confidence levels, the benchmark VaR level is equal to (2.32σˆ − µˆ) and (3.09σˆ − µˆ), respectively. The
66Bakshi and Panayotov (2010) used the term ‘multiple’ for these ratios, and we adopt their notation. However, we
note that Boudoukh et al. (2004) and Rossello (2008) used the term ‘inflation factor’ instead.
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Figure 4.2: Volatility and expected jumps size (D-MEM approximation). The plots represent
the time evolution (monthly frequency) of biweekly (diffusion) volatility σb := σ
√
τ and the expected
jump size ιb := λζτ of log-price process over the time horizon of 10 days, i.e., τ = 10/252. The
parameter λ is the jump intensity, and the parameter ζ is defined in (4.4). The model parameters are
estimated by approximating the Merton jump–diffusion (MJD), the finite-moment log-stable (FMLS),
the variance gamma (VG), and the Carr-Geman-Madan-Yor (CGMY) model with displaced mixed-
exponential models (D-MEM) under the historical and the risk-adjusted measure. Panels A and C (B
and D) represent the evolution of the volatility (the expected jump sizes) for the considered models
under the historical and the risk-adjusted measure, respectively.
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second benchmark VaR is constructed using the filtered historical simulation (FHS) approach of
Barone-Adesi, Giannopoulos and Vosper (1999) and Barone-Adesi, Engle and Mancini (2008).67
Our findings are summarized in Table 4.4. Panel A comprises average, median, and maximum values
of the VaR and the iVaR multiples based on the estimation under the historical measure. Compared
to the findings of Bakshi and Panayotov (2010), we estimate similar or lower (similar or higher) VaR
and iVaR multiples at 99.0% (99.9%) confidence level. Almost uniformly, CGMY (FMLS) model has
the lowest (highest) VaR and iVaR multiples. This results is stronger for the more stringent confidence
level, i.e., the relative difference of the CGMY (FMLS) multiples w.r.t. the other two jump models is
amplified. Elevated FMLS multiples can be explained by the fact that it is the only spectrally negative
process, and the only one without exponentially dampened Lévy density, among the four considered
jump models. Overall, at 99.0% (99.9%) confidence level, a historical VaR estimator and a historical
iVaR estimator can increase the benchmark level by the factor 1.99 (3.43) and 2.16 (3.52), respectively.
Using the alternative benchmark VaR, we obtain the same rankings among the models. However, the
multiples are partially dampened; the maximum multiples are 1.24 (2.11) and 1.35 (2.17) at 99.0%
(99.9%) confidence level for the respective risk measures.
Panel B reports the same descriptive statistics based on the multiples estimated under the risk-
adjusted measure. We immediately observe that average, median, and maximum multiples are uni-
formly and significantly higher in this case. In other words, they are more conservative and thus
provide a better protection against adverse market moves. Moreover, the forward-looking multiples
exhibit larger variation across models, which can be interpreted as the model risk. However, the stu-
pendous difference between the multiples estimated under the two probability measures (especially for
the maximum iVaR multiples at 99.9% confidence level) strongly indicates that the estimation risk is
probably even more important. In terms of rankings under the risk-adjusted measure, MJD (CGMY)
model has the lowest (highest) VaR and iVaR multiples. A risk-adjusted VaR estimator and a risk-
adjusted iVaR estimator can increase the benchmark level by the factor 7.61 (9.96) and 8.12 (9.96),
respectively, at 99.0% (99.9%) confidence level. We note that the alternative benchmark VaR yields
67Our FHS exercise is based on an AR(1)-GARCH(1,1) model with leverage effect under the historical measure; see
Monfort and Pegoraro (2012), Section 4.4.1, p. 1683. The algorithm is explained in detail in Barone-Adesi, Giannopoulos
and Vosper (1999), pp. 585–587. We note that the GARCH model is estimated using 5 years of daily returns, i.e., 1,300
observations, and the FHS distributions of the cumulative returns and the running minima over 10-day horizon (from
which we compute the VaR and the iVaR, respectively) arise from 10,000 replications of the filtered historical returns
simulation.
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Figure 4.3: First-passage disentanglement of the iVaR (10-day horizon, 99.0% confidence
level). For each considered model—the Merton jump–diffusion (MJD), the finite-moment log-stable
(FMLS), the variance gamma (VG), and the Carr-Geman-Madan-Yor (CGMY) model, which are given
in Panels A, B, C, and D, respectively—we plot the time evolution of the jump contribution to the
10-day intra-horizon value at risk (iVaR) calculated at the confidence level of 99.0%. Our results are
based on the first-passage disentanglement (FPD) approach introduced in Section 4.3.3. For each of
the four models, the jumps are contributing by approximately 90% to the iVaR. These findings hold
under the historical and the risk-adjusted measure alike. Interestingly, the model and the estimation
risk seem to have significantly smaller impact on the FPD results relative to the backtesting results
presented in Figure 4.6 and Figure 4.7.
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Table 4.4: VaR and iVaR multiples. The table reports average, median, and maximum multiples
of the end-of-horizon value at risk (VaR) and the intra-horizon value at risk (iVaR)—computed for
χ = 99.0% and 99.9% confidence levels at 10-day monitoring horizon—for the Merton jump–diffusion
(MJD), the finite-moment log-stable (FMLS), the variance gamma (VG), and the Carr-Geman-Madan-
Yor (CGMY) model under the historical and the risk-adjusted measure. The analysis is based on the
time series of S&P 100 historical returns and the short-term S&P 100 American put options over the
period March 2001–August 2014. The estimation results are time-stamped monthly with total number
of 162 dates in the sample. For each considered model, the multiples are computed as ratios of the
respective VaR and iVaR estimates and the benchmark VaR value, which is given as either 1% or
0.1% quantile of the normal distribution N (µˆ, σˆ2). More precisely, the benchmark VaR is equal to
(2.32σˆ − µˆ) and (3.09σˆ − µˆ) for the 99.0% and 99.9% confidence level, respectively. The parameter
σˆ is the standard deviation of the (demeaned) time series of S&P 100 historical returns used for the
estimation under the historical measure on a given day. The location parameter µˆ is set to zero.
We also report (in parentheses) the VaR and the iVaR multiples of our jump models w.r.t. the VaR
estimates based on the filtered historical simulation (FHS) approach.
Panel A: Historical VaR & iVaR multiples
χ= 99.0% MJD FMLS VG CGMY
Avg. VaR 1.11 (0.73) 1.20 (0.79) 1.20 (0.79) 1.00 (0.66)
Med. VaR 1.11 (0.73) 1.19 (0.76) 1.21 (0.77) 0.99 (0.65)
Max. VaR 1.99 (1.24) 1.70 (1.13) 1.85 (1.15) 1.26 (0.87)
Avg. iVaR 1.19 (0.79) 1.29 (0.85) 1.29 (0.85) 1.07 (0.71)
Med. iVaR 1.21 (0.78) 1.28 (0.82) 1.30 (0.83) 1.06 (0.70)
Max. iVaR 2.16 (1.35) 1.83 (1.22) 1.99 (1.24) 1.35 (0.93)
χ= 99.9% MJD FMLS VG CGMY
Avg. VaR 1.38 (0.85) 1.99 (1.23) 1.32 (0.81) 1.00 (0.62)
Med. VaR 1.39 (0.81) 2.03 (1.20) 1.34 (0.80) 0.98 (0.61)
Max. VaR 2.47 (1.63) 3.43 (2.11) 2.09 (1.20) 2.65 (1.02)
Avg. iVaR 1.43 (0.88) 2.07 (1.28) 1.37 (0.85) 1.04 (0.65)
Med. iVaR 1.43 (0.84) 2.11 (1.25) 1.39 (0.83) 1.02 (0.64)
Max. iVaR 2.59 (1.71) 3.52 (2.17) 2.19 (1.25) 1.73 (1.08)
Panel B: Risk-adjusted VaR & iVaR multiples
χ= 99.0% MJD FMLS VG CGMY
Avg. VaR 1.61 (1.06) 1.69 (1.11) 1.87 (1.23) 1.81 (1.19)
Med. VaR 1.37 (1.94) 1.35 (0.89) 1.51 (1.01) 1.49 (0.99)
Max. VaR 6.57 (3.93) 7.52 (4.50) 7.41 (4.43) 7.61 (4.55)
Avg. iVaR 1.69 (1.11) 1.83 (1.20) 2.02 (1.32) 1.95 (1.28)
Med. iVaR 1.42 (0.96) 1.46 (0.96) 1.65 (1.08) 1.61 (1.07)
Max. iVaR 6.82 (4.07) 8.04 (4.81) 7.90 (4.72) 8.12 (4.86)
χ= 99.9% MJD FMLS VG CGMY
Avg. VaR 2.28 (1.40) 2.87 (1.77) 2.15 (1.31) 2.47 (1.51)
Med. VaR 2.15 (1.33) 2.58 (1.57) 1.82 (1.15) 2.27 (1.38)
Max. VaR 7.15 (3.28) 8.11 (4.19) 7.36 (3.38) 9.96 (5.63)
Avg. iVaR 2.35 (1.44) 2.99 (1.84) 2.25 (1.38) 2.57 (1.57)
Med. iVaR 2.22 (1.35) 2.69 (1.65) 1.92 (1.21) 2.36 (1.43)
Max. iVaR 7.29 (3.35) 8.48 (4.20) 7.62 (3.50) 9.96 (5.63)
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again the same rankings. The maximum multiples with respect to the FHS VaR are 4.55 (5.64)
and 4.86 (5.63) at 99.0% (99.9%) confidence level under the historical and the risk-adjusted measure,
respectively.
To illustrate better the behavior of multiples, we plot the time evolution of each model’s iVaR
multiples under the historical and the risk-adjusted measure in Figure 4.4. The results are computed
at 99.0% confidence level at 10-day monitoring horizon. In contrast to the analysis presented above,
we use now the 10-day VaR estimates of each jump model for a given probability measure as the
benchmark (instead of a quantile of a normal distribution or an FHS distribution) to compute the
respective multiples. By construction, these “within-model” iVaR multiples are informative about
the marginal contribution of the intra-horizon risk component to the iVaR; see equation (4.30). Our
findings indicate that, under both probability measures, the iVaR exceeds the VaR estimate by 5–12%
percent, with an average of about 7.5–8.0% (with a notable exception of the risk-adjusted MJD for
which we obtain somewhat lower values). On the other hand, it can be easily verified that an iVaR
of a normal distribution (with mean zero, and irrespectively of the standard deviation) exceeds the
corresponding VaR level by 10.7%. Within the scope of their empirical study, Bakshi and Panayotov
(2010), Section 6.4, pp. 29–30, report that the average marginal contribution of the intra-horizon
component to iVaR multiple is larger than the benchmark number stated above. They conclude that
jumps have a tendency to increase the marginal contribution of the intra-horizon risk to the iVaR. Our
empirical results—which are qualitatively robust to the choice of probability measure—are pointing to
the opposite effect, i.e., the expectation of jumps (on the top of the diffusion risk) typically elevates
both risk metrics, but the VaR estimates seem to receive a stronger boost.
Finally, we plot in Figure 4.5 the dynamics of the ratio of the risk-adjusted and the historical iVaR
estimates for each of the jump models separately.68 The risk-adjusted iVaR estimates are lower than
their historical counterparts in the periods of market calm. Conversely, the ratio sharply rises during
the financial and economic crises, most notably during the Stock market downturn of 2002, the Global
financial crisis of 2008–2009, the European debt crisis of 2009–2010, and the Stock market downturn
of 2011. Therefore, the risk-adjusted iVaR is more sensitive and responsive to the market conditions.
Indeed, this is a plausible result given the forward-looking nature of the risk metrics estimated under
the risk-adjusted measure.
68The ratio of the risk-adjusted and the historical iVaR estimates follows almost identical pattern, hence we do not
report it in Figure 4.5.
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Figure 4.4: iVaR multiples across models (10-day horizon, 99.0% confidence level). For
each considered model—the Merton jump–diffusion (MJD), the finite-moment log-stable (FMLS), the
variance gamma (VG), and the Carr-Geman-Madan-Yor (CGMY) model, which are given in Panels
A, B, C, and D, respectively—we plot the time evolution of the ratio of the intra-horizon value at risk
(iVaR) to the end-of-horizon value at risk (VaR), estimated under the historical and the risk-adjusted
measure at the confidence level of 99.0% and with the monitoring horizon of 10 days.
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Figure 4.5: The impact of the probability measure on iVaR (10-day horizon, 99.0% con-
fidence level). For each considered model—the Merton jump–diffusion (MJD), the finite-moment
log-stable (FMLS), the variance gamma (VG), and the Carr-Geman-Madan-Yor (CGMY) model—we
plot the time evolution of the ratio of the risk-adjusted to historical intra-horizon value at risk (iVaR)
calculated at the confidence level of 99.0%, and with monitoring horizon of 10 days.
In summary, based on the empirical findings presented in this section, we conclude that the risk-
adjusted iVaR estimates—with average (maximum) multiples in the range 1.69–2.02 (6.82–8.12)—can
only partially explain the Basel multipliers, which are typically between 3 and 4. However, the results
summarized in Table 4.4 and Figure 4.5 indicate that the Basel multipliers are often exaggerated in
calm periods, thus unnecessarily inflating the risk metrics. On the other hand, historical estimates are
not properly capturing the market sentiment when a crisis suddenly occurs. Moreover, it seems that
the Basel multipliers do not provide a completely adequate compensation for the risk underestimation
anomaly of VaR and iVaR estimates computed under the historical measure. Therefore, the implicit
recommendation of the risk-adjusted approach to market risk management is to either use option-based
estimates (whenever available) in addition to historical returns data, or to swiftly adjust, i.e., amplify,
the current levels of Basel multipliers during imminent market turmoil periods (which is the time when
their effectiveness is most needed).
113
4.5.2 Backtesting
To evaluate VaR (iVaR) forecasting performance of our jump models under the two probability mea-
sures, we retrieve the realized 10-day cumulative return (minimum interim cumulative return) for every
observation date in the sample. In Figure 4.6 we compare the VaR estimates under the historical and
the risk-adjusted measure with the realized returns. Additionally, we include the times series of FHS
VaR estimates. An analogous plot for the iVaR is presented in Figure 4.7. In both cases, only the
confidence level of 99.0% is considered.69
We observe VaR and iVaR violations across all models. However, the forecasting performance is
markedly different under the two measures. In particular, under the historical measure, there are
typically 6–7 VaR breaches and 8–11 iVaR breaches out of total number of 162 observations. On
the other hand, under the risk-adjusted measure, there are either no violations at all or at most one
violation of VaR and iVaR critical levels. Therefore, the risk-adjusted estimates are evidently giving
better results in terms of the percentage of failures (up to 0.6% only for VaR and iVaR) relative to the
historical estimates (3.7–4.3% for VaR and 4.9–6.8% for iVaR). At the confidence level of 99.9%, the
number of VaR and iVaR violations is the same under the risk-adjusted measures, whereas the number
of iVaR breaches is larger that the number of VaR breaches under the historical measure. These results
imply that the historical approach is less effective in capturing the intra-horizon component of iVaR.
Finally, we notice a clustering the behavior of VaR and iVaR violations in the months following the
outbreak of the Global financial crisis of 2008, i.e., from October 2008 until February 2009. This finding
strongly suggests that the assumption of the independence of VaR/iVaR violations does not hold.
To analyze our results within a proper theoretical and practical frame of reference, we consider a
battery of statistical tests to evaluate model performance. In particular, we employ the backtesting
procedures of Kupiec (1995), i.e., the Time Until First Failure test (TUFF) and the Proportion of
Failures test (POF), which is also known as the Unconditional Coverage test (UC). Additionally, we
include the Independence Coverage test (IC) and the Conditional Coverage test (CC) of Christoffersen
(1998). The results are summarized in Table 4.5, and they reinforce our earlier conclusions. Irrespec-
tively of the jump model, the historical VaR models provide relatively poor risk forecasts, and they are
largely rejected by the standard statistical tests (Panel A). Moreover, their performance additionally
69We do not consider 99.9% confidence level because we have only 162 observations in our sample, which is not enough
to make statistical inference on such a high confidence level.
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Figure 4.6: VaR backtesting (10-day horizon, 99.0% confidence level). For each considered
model—the Merton jump–diffusion (MJD), the finite-moment log-stable (FMLS), the variance gamma
(VG), and the Carr-Geman-Madan-Yor (CGMY) model, which are given in Panels A, B, C, and D,
respectively—we graphically represent the time evolution of the 10-day end-of-horizon value at risk
(VaR) calculated at the confidence level of 99.0% and the realized 10-day returns. We plot the estimates
under both the historical and the risk-adjusted measure. Additionally, we include the VaR estimates
based on a filtered historical simulation (FHS). The plots provide information about the ability of each
model to forecast the VaR of the S&P 100 index at the end of the regulatory 10-day horizon. Although
the model risk seems to be important, the results are particularly sensitive to the estimation risk, i.e.,
the risk-adjusted estimates better forecast market moves than the historical estimates.
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Figure 4.7: iVaR backtesting (10-day horizon, 99.0% confidence level). For each considered
model—the Merton jump–diffusion (MJD), the finite-moment log-stable (FMLS), the variance gamma
(VG), and the Carr-Geman-Madan-Yor (CGMY) model, which are given in Panels A, B, C, and D,
respectively—we graphically represent the time evolution of the 10-day intra-horizon value at risk
(iVaR) calculated at the confidence level of 99.0% and the realized minimal cumulative interim 10-
day returns. We plot the estimates under the historical and the risk-adjusted measure. Additionally,
we include the iVaR estimates based on a filtered historical simulation (FHS). The plots provide
information about the ability of each model to forecast the iVaR of the S&P 100 index within the
regulatory 10-day horizon. Similarly to the VaR case, we conclude that model risk matters also for the
iVaR, but the results are again markedly more sensitive to the estimation risk.
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Table 4.5: VaR and iVaR backtesting. The table summarizes the backtesting results for the end-
of-horizon value at risk (VaR) and the intra-horizon value at risk (iVaR)—computed at the confidence
level of χ = 99.0%, and for the regulatory 10-day monitoring period—for the Merton jump–diffusion
(MJD), the finite-moment log-stable (FMLS), the variance gamma (VG), and the Carr-Geman-Madan-
Yor (CGMY) model under the historical and the risk-adjusted measure. Additionally, we provide test
statistics for the filtered historical simulation (FHS). The table reports the likelihood ration (LR)
and the p-value (p-val.) for the following backtesting procedures: the Time Until First Failure test
(TUFF), the Unconditional Coverage test (UC), the Independence Coverage test (IC), and the Con-
ditional Coverage test (CC). Based on the test statistics, the historical (the risk-adjusted) approach
to the estimation of VaR and iVaR is mostly rejected (mostly cannot be rejected) at the conventional
confidence levels (i.e., 90%, 95%, and 99%).
Panel A: Historical VaR backtesting
Method # TUFF UC IC CC
LR p-val. LR p-val. LR p-val. LR p-val.
FHS 6 1.9225 0.1652 6.9087 0.0086 6.5286 0.0106 13.4370 0.0012
MJD 7 9.2103 0.0024 9.7092 0.0018 5.8424 0.0156 15.5525 0.0004
FMLS 6 1.9225 0.1652 6.9629 0.0083 6.5053 0.0108 13.4688 0.0012
VG 7 9.2103 0.0024 9.7762 0.0018 5.8195 0.0158 15.5951 0.0004
CGMY 7 9.2103 0.0024 9.7762 0.0018 5.8195 0.0158 15.5951 0.0004
Panel B: Risk-adjusted VaR backtesting
Method # TUFF UC IC CC
LR p-val. LR p-val. LR p-val. LR p-val.
MJD 1 1.9225 0.1652 0.3010 0.5832 0.0023 0.9621 0.3033 0.8593
FMLS 0 <10−4 ∼1.0 <10−4 ∼1.0 <10−4 ∼1.0 <10−4 ∼1.0
VG 0 <10−4 ∼1.0 <10−4 ∼1.0 <10−4 ∼1.0 <10−4 ∼1.0
CGMY 1 0.1863 0.6660 0.2931 0.5882 0.0023 0.9619 0.2954 0.8627
Panel C: Historical iVaR backtesting
Method # TUFF UC IC CC
LR p-val. LR p-val. LR p-val. LR p-val.
FHS 8 3.5893 0.0582 12.8099 0.0003 9.1029 0.0026 21.9123 <10−4
MJD 11 9.2103 0.0024 23.5822 <10−4 10.2772 0.0013 33.8590 <10−4
FMLS 8 3.5893 0.0582 12.8885 0.0003 9.0679 0.0026 21.9566 <10−4
VG 9 3.5893 0.0582 16.2644 0.0001 7.4684 0.0063 23.7332 <10−4
CGMY 9 3.5893 0.0582 16.2644 0.0001 7.4684 0.0063 23.7332 <10−4
Panel D: Risk-adjusted iVaR backtesting
Method # TUFF UC IC CC
LR p-val. LR p-val. LR p-val. LR p-val.
MJD 1 0.1426 0.7057 0.3010 0.5832 0.0023 0.9621 0.3033 0.8593
FMLS 0 <10−4 ∼1.0 <10−4 ∼1.0 <10−4 ∼1.0 <10−4 ∼1.0
VG 0 <10−4 ∼1.0 <10−4 ∼1.0 <10−4 ∼1.0 <10−4 ∼1.0
CGMY 1 0.1863 0.6660 0.2931 0.5882 0.0023 0.9619 0.2954 0.8627
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worsens in the case of iVaR backtesting (Panel C). On the other hand, the risk-adjusted approach to
the estimation of VaR and iVaR yields significantly better results (Panel B and Panel D, respectively).
None of the models estimated under the risk-adjusted measure is rejected at any of the conventional
confidence levels, i.e., 90%, 95% or 99%.70 Nevertheless, despite the fact that our findings are strongly
in favor of the risk-adjusted VaR and iVaR, it is important to recognize that our sample size is relatively
small, and that a more comprehensive and statistically reliable study would require a larger set of
VaR/iVaR estimates.
4.6 Conclusion
This paper studies the intra-horizon value at risk (iVaR), which has been considered previously in
Boudoukh et al. (2004), Rossello (2008), Bhattacharyya, Misra and Kodase (2009) and Bakshi and
Panayotov (2010). For completeness and comparison, our analysis includes the end-of-horizon value at
risk (VaR), which has been the risk management industry standard for more than two decades now.
We contribute to the current literature by developing a theoretical framework for the computation of
VaR and iVaR. Our paper provides additional insights by applying our results in an empirical exercise
using market data. In particular, we are interested in the implications of using option quotes instead
of historical returns for the estimation of VaR and iVaR. Our data set is comprised of the historical
return time series and the short-term American put options on S&P 100 index from March 2001
until August 2014, which are separately used for the calibration of several popular Lévy models, i.e.,
the Merton jump–diffusion model (MJD), the finite-moment log-stable model (FMLS), the variance-
gamma model (VG), and the Carr-Geman-Madan-Yor model (CGMY). Our findings indicate that the
option-implied VaR and iVaR multiples and significantly higher (lower) than the ones estimated using
only the historical asset returns in times of crisis (during calm market periods). A set of standard
statistical backtesting procedures implemented in our paper provides further evidence that the VaR
and iVaR forecasting under the two probability measures produces vastly different results, and that the
option-implied risk metrics are indeed more reliable. The rationale for such a result is that the option-
based estimates provide a better protection against the market risk because they are more perceptive
and responsive to asset price fluctuations due to their forward-looking nature. Within the scope of
our study, we therefore conclude that the importance of the estimation risk seems to surpass the
importance of the model risk. For this reason, the option-implied estimates of risk measures should
not be neglected in practice whenever option data is available. Last but not least, we empirically
70These levels are not to be confused with the VaR/iVaR confidence level, which is set to χ = 99.0%.
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disentangle the contribution of jumps from diffusion to the iVaR, and find that jumps are the main
driver of the intra-horizon risk, accounting for about 90% on average.
119
Part III
Appendices
Appendix A
Proofs of results in Chapter 2
A.1 Proof of Theorem 2.2.1: Pricing of Canadized European put op-
tions
The price of a European put option with strike K (i.e., the log-strike is defined as κ := log(K)) and
time to maturity τ in a jump-diffusion model is the function p := p(x, τ), where x is the log-price
process (2.4), which solves the partial integro-differential equation (PIDE)
−∂p
∂τ
(x, τ) +
σ2
2
∂2p
∂x2
(x, τ) + µ
∂p
∂x
(x, τ)− rp(x, τ) + λ
∫ +∞
−∞
[p(x+ y, τ)− p(x, τ)]fY (y)dy = 0, (A.1)
with the boundary conditions
lim
x↓−∞
p(x, τ) = eκ−rτ ,
lim
x↑+∞
p(x, τ) = 0,
(A.2)
and the initial condition
p(x, 0) = (eκ − ex)+ := max(eκ − ex, 0). (A.3)
Taking the Laplace-Carson transform (LCT) in (2.7) of the system (A.1)–(A.3), we obtain the ordinary
integro-differential equation (OIDE) for the Canadized European put option p∗ := p∗(x, α)
σ2
2
d2p∗
dx2
(x, α) + µ
dp∗
dx
(x, α)− (r + α)p∗(x, α)− λp∗(x, α)
+ α (eκ − ex)+ + λ
∫ +∞
−∞
p∗(x+ y, α)fY (y)dy = 0,
(A.4)
with the transformed boundary conditions
lim
x↓−∞
p∗(x, α) =
αeκ
α+ r
,
lim
x↑+∞
p∗(x, α) = 0.
(A.5)
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The initial condition (A.3) is absorbed in the equation (A.4) due to the LCT. Assuming the solution
to have the form
p∗(x, α) =

m+1∑
l=1
wle
βl,r+α(x−κ) +
αeκ
α+ r
− αe
x
α+ δ
if x < κ,
n+1∑
l=1
wle
γl,r+α(x−κ) if x ≥ κ,
(A.6)
we obtain the coefficients w1, ..., wm+1 and w1, ..., wn+1 by analyzing the solution in the two different
regions, i.e., below and above the strike price.
• The case x < κ.
First we need to compute each of the terms in the OIDE (A.4). The two derivative terms are
dp∗
dx
(x, α) =
m+1∑
l=1
wlβl,r+αe
βl,r+α(x−κ) − αe
x
α+ δ
, and
d2p∗
dx2
(x, α) =
m+1∑
l=1
wlβ
2
l,r+αe
βl,r+α(x−κ) − αe
x
α+ δ
.
(A.7)
The integral term is∫ +∞
−∞
p∗(x+ y, α)fY (y)dy =
n∑
j=1
m+1∑
l=1
∫ 0
−∞
qjθjwle
βl,r+α(x−κ)e(βl,r+α+θj)ydy
+
n∑
j=1
∫ 0
−∞
(
αeκ
α+ r
− αe
x+y
α+ δ
)
qjθje
θjydy
+
m∑
i=1
m+1∑
l=1
∫ κ−x
0
piηiwle
βl,r+α(x−κ)e(βl,r+α−ηi)ydy
+
m∑
i=1
∫ κ−x
0
(
αeκ
α+ r
− αe
x+y
α+ δ
)
piηie
−ηiydy
+
m∑
i=1
n+1∑
l=1
∫ +∞
κ−x
piηiwle
γl,r+α(x−κ)e(γl,r+α−ηi)ydy.
(A.8)
After some algebra, the OIDE (A.4) yields the following conditions
m+1∑
l=1
wle
βl,r+α(x−κ)
σ2
2
β2l,r+α + µβl,r+α + λ
 m∑
i=1
piηi
ηi − βl,r+α +
n∑
j=1
qjθj
θj + βj,r+α
− 1
− (α+ r)

−
m∑
l=1
λplηle
ηl(x−κ)
m+1∑
i=1
wi
ηl − βi,r+α −
n+1∑
j=1
wj
ηl − γj,r+α +
1
ηl
αeκ
α+ r
− 1
ηl − 1
αeκ
α+ δ
 = 0.
.
(A.9)
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Using the definition of the cumulant generating function (2.5) and the characteristic equation,
the first sum in (A.9) vanishes. Therefore, we obtain m conditions (for l = 1, 2, ...,m) on the
coefficients w1, ..., wm+1 and w1, ..., wn+1 as a system of linear equations
m+1∑
i=1
wi
ηl − βi,r+α −
n+1∑
j=1
wj
ηl − γj,r+α =
1
ηl − 1
αeκ
α+ δ
− 1
ηl
αeκ
α+ r
. (A.10)
• The case x ≥ κ.
We proceed in the same way as in the previous case. The derivative terms are
dp∗
dx
(x, α) =
n+1∑
l=1
wlγl,r+αe
γl,r+α(x−κ),
d2p∗
dx2
(x, α) =
n+1∑
l=1
wlγ
2
l,r+αe
γl,r+α(x−κ).
(A.11)
The integral term is∫ +∞
−∞
p∗(x+ y, α)fY (y)dy =
m∑
i=1
n+1∑
l=1
∫ +∞
0
piηiwle
γl,r+α(x−κ)e(γl,r+α−ηi)ydy
+
n∑
j=1
n+1∑
l=1
∫ 0
κ−x
qjθjwle
γl,r+α(x−κ)e(γl,r+α+θj)ydy
+
n∑
j=1
m+1∑
l=1
∫ κ−x
−∞
qjθjwle
βl,r+α(x−κ)e(βl,r+α+θj)ydy
+
n∑
j=1
∫ κ−x
−∞
(
αeκ
α+ r
− αe
x+y
α+ δ
)
qjθje
θjydy.
(A.12)
Therefore, we obtain
n+1∑
l=1
wle
γl,r+α(x−κ)
σ2
2
γ2l,r+α + µγl,r+α + λ
 m∑
i=1
piηi
ηi − γl,r+α +
n∑
j=1
qjθj
θj + γl,r+α
− 1
− (α+ r)

+
n∑
l=1
λqlθle
θl(x−κ)
m+1∑
i=1
wi
θl + βi,r+α
−
n+1∑
j=1
wj
θl + γj,r+α
+
1
θl
αeκ
α+ r
− 1
θl + 1
αeκ
α+ δ
 = 0,
(A.13)
which yields n conditions (for l = 1, ..., n) on coefficients w1, ..., wm+1 and w1, ..., wn+1
m+1∑
i=1
wi
θl + βi,r+α
−
n+1∑
j=1
wj
θl + γj,r+α
=
1
θl + 1
αeκ
α+ δ
− 1
θl
αeκ
α+ r
. (A.14)
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Finally, we impose one Dirichlet condition, i.e., the value matching, and one Neumann condition, i.e.,
the smooth pasting, at the boundary of the two regions (x = κ):
lim
x↑κ
p∗(x, α) = lim
x↓κ
p∗(x, α), and
lim
x↑κ
dp∗
dx
(x, α) = lim
x↓κ
dp∗
dx
(x, α),
(A.15)
resulting in the following two conditions:
m+1∑
i=1
wi −
n+1∑
j=1
wj =
αeκ
α+ δ
− αe
κ
α+ r
,
m+1∑
i=1
βi,r+αwi −
n+1∑
j=1
γj,r+αwj =
αeκ
α+ δ
.
(A.16)
Finally, the conditions (A.10), (A.14), and (A.16) can be jointly summarized in a matrix equation
Aw = J, (A.17)
where
w :=
(
w1, ..., wm+1, w1, ..., wn+1
)′ (A.18)
and
J :=
(
κδ − κr, κδ, κδ
η1 − 1 −
κr
η1
, ...,
κδ
ηm − 1 −
κr
ηm
,
κδ
θ1 + 1
− κr
θ1
, ...,
κδ
θn + 1
− κr
θn
)′
(A.19)
are a (n+m+ 2)-dimensional column vector, and κρ := αe
κ
α+ρ for ρ = {r, δ}.
The matrix A is given by
A :=

1 · · · 1 −1 · · · −1
β1,r+α · · · βm+1,r+α −γ1,r+α · · · −γn+1,r+α
1
η1−β1,r+α · · · 1η1−βm+1,r+α − 1η1−γ1,r+α · · · − 1η1−γn+1,r+α
...
. . .
...
...
. . .
...
1
ηm−β1,r+α · · · 1ηm−βm+1,r+α − 1ηm−γ1,r+α · · · − 1ηm−γn+1,r+α
1
θ1+β1,r+α
· · · 1θ1+βm+1,r+α − 1θ1+γ1,r+α · · · − 1θ1+γn+1,r+α
...
. . .
...
...
. . .
...
1
θn+β1,r+α
· · · 1θn+βm+1,r+α − 1θn+γ1,r+α · · · − 1θn+γn+1,r+α

. (A.20)
This concludes the proof. 
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A.2 Proof of Theorem 2.2.2: Pricing of Canadized American put op-
tions
The price of an American put option with strike K (i.e., the log-strike is defined as κ := log(K)) and
time to maturity τ in a jump-diffusion model is the function P := P (x, τ), where x is the log-return
(2.4), which solves the free boundary problem
−∂P
∂τ
(x, τ)+
σ2
2
∂2P
∂x2
(x, τ)+µ
∂P
∂x
(x, τ)−rP (x, τ)+λ
∫ +∞
−∞
[P (x+y, τ)−P (x, τ)]fY (y)dy = 0, (A.21)
with the boundary conditions
lim
x↑+∞
P (x, τ) = 0,
lim
x↓bp
P (x, τ) = eκ − ebp ,
lim
x↓bp
∂P
∂x
(x, τ) = −ebp ,
(A.22)
and the initial condition
P (x, 0) := p(x, 0) = (eκ − ex)+ . (A.23)
Since we work in log-returns, the early exercise boundary Bp is expressed as the log-boundary bp :=
log(Bp). Taking the LCT of the American option PIDE we obtain the OIDE:
σ2
2
d2P ∗
dx2
(x, α) + µ
dP ∗
dx
(x, α)− (r + α)P ∗(x, α)− λP ∗(x, α)
+ α (eκ − ex)+ + λ
∫ +∞
−∞
P ∗(x+ y, α)fY (y)dy = 0,
(A.24)
with the new boundary conditions:
lim
x↑+∞
P ∗(x, τ) = 0,
lim
x↓b∗p
P ∗(x, α) = eκ − eb∗p ,
lim
x↓b∗p
dP ∗
dx
(x, α) = −eb∗p .
(A.25)
It is important to recognize that the transformed early exercise boundary is not a non-linear function
any more. Since we have applied the LCT with respect to the residual maturity τ , the time dependence
disappears and b∗p becomes a flat boundary. For more details on the time-independence of the early
exercise boundary of a Canadized American option we refer to Carr (1998).
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Given that an American option can be decomposed into its European counterpart and the early
exercise premium, price of an American option in the Laplace-Carson domain can be conjectured in
the form
P ∗(x, α) =

p∗(x, α) + e∗p(x, α) if x > b
∗
p,
eκ − ex if x ≤ b∗p,
(A.26)
where e∗p := ep(x, α) represents the transformed early exercise premium. Furthermore, since the
dynamics of the corresponding European/Canadized European and American/Canadized American
options can be described by the same PIDE/OIDE, then the early exercise premium which is a difference
between the two, satisfies the same equation as well. Thus, one can price American options by solving
the early exercise premium OIDE
σ2
2
d2e∗p
dx2
(x, α) + µ
de∗p
dx
(x, α)− (r + α)e∗p(x, α) + λ
∫ +∞
−∞
[e∗p(x+ y, α)− e∗p(x, α)]fY (y)dy = 0, (A.27)
and using the expression (A.26) in connection with the boundary conditions (A.25). Equations (A.6),
(A.26), and (A.27) allow us to conjecture the EEP in the form:
e∗p(x, α) =

n+1∑
l=1
vle
γl,r+α(x−b∗p) if x > b∗p,
eκ − ex − p∗(x, α) if x ≤ b∗p.
(A.28)
The OIDE (A.24) holds in the region x > b∗p. Therefore, we have the following expressions for the
derivative and integral terms in the equation (A.27)
de∗p
dx
(x, α) =
n+1∑
l=1
vlγl,r+αe
γl,r+α(x−b∗p),
d2e∗p
dx2
(x, α) =
n+1∑
l=1
vlγ
2
l,r+αe
γl,r+α(x−b∗p),
(A.29)
and ∫ +∞
−∞
e∗p(x+ y, α)fY (y)dy =
m∑
i=1
n+1∑
l=1
∫ +∞
0
piηivle
γl,r+α(x−b∗p)e(γl,r+α−ηi)ydy
+
n∑
j=1
n+1∑
l=1
∫ 0
b∗p−x
qjθjvle
γl,r+α(x−b∗p)e(γl,r+α+θj)ydy
−
n∑
j=1
m+1∑
l=1
∫ b∗p−x
−∞
qjθjwle
βl,r+α(x−κ)e(βl,r+α+θj)ydy
+
n∑
j=1
∫ b∗p−x
−∞
(
reκ
α+ r
− δe
x+y
α+ δ
)
qjθje
θjydy.
(A.30)
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Solving the integrals yields
n+1∑
l=1
vle
γl,r+α(x−b∗p)
σ2
2
γ2l,r+α + µγl,r+α + λ
 m∑
i=1
piηi
ηi − βl,r+α +
n∑
j=1
qjθj
θj + βj,r+α
− 1
− (α+ r)

+
n∑
l=1
λqlθle
θl(b
∗
p−x)
m+1∑
i=1
wie
βi,r+α(b
∗
p−k)
θl + βi,r+α
+
n+1∑
j=1
vj
θl + γj,r+α
− 1
θl
reκ
α+ r
+
1
θl + 1
δeκ
α+ δ
 = 0.
(A.31)
From this equation we obtain n conditions (for l = 1, ..., n) as a system of linear equations
n+1∑
j=1
vj
θl + γj,r+α
=
1
θl
reκ
α+ r
− 1
θl + 1
δeκ
α+ δ
−
m+1∑
i=1
wie
βi,r+α(b
∗
p−k)
θl + βi,r+α
. (A.32)
Finally, by collecting the results for European put and the early exercise premium, and applying the
conditions (A.25), i.e., the value matching and the smooth pasting conditions at the boundary in the
HEJD framework, yields
n+1∑
j=1
vj =
reκ
α+ r
− δe
κ
α+ δ
e(b
∗
p−κ) −
m+1∑
i=1
wie
βi,r+α(b∗p−κ),
n+1∑
j=1
γj,r+αvj = − δe
κ
α+ δ
e(b
∗
p−κ) −
m+1∑
i=1
βi,r+αwie
βi,r+α(b∗p−κ).
(A.33)
The vector v := (v1, ..., vn+1)′ can be obtained by solving the matrix equation
A˜v = J˜. (A.34)
The (n+ 1)-dimensional column vector J˜ is defined as
J˜ = −Ωbβ + e(b∗p−κ)ω + ξ, (A.35)
where Ω is (n+ 1)× (m+ 1)-dimensional matrix
Ω =

w1 w2 · · · wm+1
w1
θ1+β1,r+α
w2
θ1+β2,r+α
· · · wm+1θ1+βm+1,r+α
...
...
. . .
...
w1
θn+β1,r+α
w2
θn+β2,r+α
· · · wm+1θn+βm+1,r+α

, (A.36)
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and bβ , ω, and ξ are (n+ 1)-dimensional column vectors given by
bβ =
(
eβ1,r+α(b
∗
p−κ), ..., eβm+1,r+α(b
∗
p−κ)
)′
,
ω =
(
− δe
κ
α+ δ
,− 1
θ1 + 1
δeκ
α+ δ
, ...,− 1
θn + 1
δeκ
α+ δ
)′
, and
ξ =
(
reκ
α+ r
,
1
θ1
reκ
α+ r
, ...,
1
θn
reκ
α+ r
)′
.
(A.37)
The matrix A˜ is specified as
A˜ :=

1 1 · · · 1
1
θ1+γ1,r+α
1
θ1+γ2,r+α
· · · 1θ1+γn+1,r+α
1
θ2+γ1,r+α
1
θ2+γ2,r+α
· · · 1θ2+γn+1,r+α
...
...
. . .
...
1
θn+γ1,r+α
1
θn+γ2,r+α
· · · 1θn+γn+1,r+α

. (A.38)
Notice that we have used only (n+ 1) conditions so far, i.e., the value matching condition given in the
first equation in (A.33) and the conditions (A.32). However, the elements of the vector v depend on
the early exercise boundary b∗p and we have to obtain their functional form before we apply the smooth
pasting condition.
The remaining smooth pasting condition given in the second equation in (A.33) can be rewritten
in the matrix form(
γ ′A˜−1Ω− β′ w′
)
bβ − e(b∗p−κ)
(
γ ′A˜−1 − e′1
)
ω − γ ′A˜−1ξ = 0, (A.39)
where w := (w1, ..., wm+1)′ and β := (β1,r+α, ..., βm+1,r+α)′ are (m + 1)-dimensional column vectors,
and e1 := (1, 0, ..., 0)′ and γ := (γ1,r+α, ..., γn+1,r+α)′ are (n + 1)-dimensional column vectors. The
symbol  denotes the Hadamard (element-wise) product.
The critical stock price can be computed numerically via, e.g., bisection method or a similar
technique. 
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A.3 Proof of Theorem 2.2.3: Disentangling jumps from diffusion
The early exercise premium of a Canadized American put solves the OIDE in the continuation region,
i.e., for x > b∗p,
σ2
2
d2e∗p
dx2
(x, α) + µ
de∗p
dx
(x, α)− (r + α)e∗p(x, α) + λ
∫ +∞
−∞
[e∗p(x+ y, α)− e∗p(x, α)]fY (y)dy = 0, (A.40)
with the boundary conditions
lim
x↑+∞
e∗p(x, α) = 0,
lim
x↓b∗p
e∗p(x, α) = e
κ − eb∗p − p∗(b∗p, α), and
lim
x↓b∗p
∂e∗p
∂x
(x, α) = −eb∗p − ∂p
∗
∂x
∣∣∣
x=b∗p
.
(A.41)
Using the Feynman-Kac formula and the result (2.13) for Canadized European put options, we can
express the value of the early exercise premium for an Canadized American put option as
e∗p(x, α) = Ex
[
e
−(r+α)(τb∗p−t)
(
reκ
α+ r
− δe
Xτb∗p
α+ δ
−
m+1∑
i=1
wie
βi,r+α(Xτb∗p
−κ)
)]
, (A.42)
where τb∗p is the first hitting time of the flat boundary b
∗
p < κ from above for the process Xt given by
(2.4). Therefore, we have
e∗p(x, α) =
reκ
α+ r
Ex
[
e
−(r+α)(τb∗p−t)
]
+
δeb
∗
p
α+ δ
Ex
[
e
−(r+α)(τb∗p−t)+(Xτb∗p−b
∗
p)
]
−
m+1∑
i=1
wie
βi,r+α(b
∗
p−κ)Ex
[
e
−(r+α)(τb∗p−t)+βi,r+α(Xτb∗p−b
∗
p)
]
.
(A.43)
At this point, we introduce a notation which will help us distinguish whether the stopping of the
process Xt is due to the diffusion or the jumps. The events E0 := {Xτb∗p = b∗p} correspond to the
stopping of the process Xt due to the hitting of the flat boundary b∗p. On the other hand, we define for
all j = 1, ..., n the events Ej := {Xτb∗p < b∗p
∣∣the overshoot is due to the jump of type j} which represent
the stopping of the process Xt due to the overshoot of the flat boundary b∗p.
Due to the conditional memorylessness of the hyper-exponential distribution (e.g., see Cai (2009)
and Yin, Shen and Wen (2013)), the following result holds in the continuation region for any ρ ∈ R+:
Ex
[
e
−(α+r)(τb∗p−t)+ρ(Xτb∗p−b
∗
p)
]
= Ex
[
e
−(α+r)(τb∗p−t)1E0
]
+
n∑
j=1
θj
θj + ρ
Ex
[
e
−(α+r)(τb∗p−t)1Ej
]
. (A.44)
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Using the Lemma 2.2 of Yin, Shen and Wen (2013), we obtain the matrix equation
M = bγ , (A.45)
where (n+ 1)-dimensional column vectors  and bγ are respectively given by
 :=
(
Ex
[
e
−(α+r)(τb∗p−t)1E0
]
,Ex
[
e
−(α+r)(τb∗p−t)1E1
]
, ...,Ex
[
e
−(α+r)(τb∗p−t)1En
])′
, (A.46)
bγ :=
(
eγ1,r+α(x−b
∗
p), eγ2,r+α(x−b
∗
p), ..., eγn+1,r+α(x−b
∗
p)
)′
. (A.47)
Finally, (n+ 1)-dimensional square matrix M is defined as
M :=

1 θ1θ1+γ1,r+α
θ2
θ2+γ1,r+α
· · · θnθn+γ1,r+α
1 θ1θ1+γ2,r+α
θ2
θ2+γ2,r+α
· · · θnθn+γ2,r+α
...
...
...
...
...
1 θ1θ1+γn+1,r+α
θ2
θ2+γn+1,r+α
· · · θnθn+γn+1,r+α .

. (A.48)
Therefore, by calculating the vector  and by decomposition (A.44), we can disentangle diffusion and
jump for the Canadized early exercise premium as in (A.43). The diffusion component is given by
e∗p,d(x, α) =
(
reκ
α+ r
− δe
κ
α+ δ
e(b
∗
p−κ) −
m+1∑
i=1
wie
βi,r+α(b∗p−κ)
)
Ex
[
e
−(α+r)(τb∗p−t)1E0
]
, (A.49)
and the jump component can be represented as a sum of individual contribution of all jump types to
the early exercise premium
e∗p,j(x, α) =
n∑
l=1
e∗p,j,l(St, α), (A.50)
where71
e∗p,j,l(St, α) =
(
reκ
α+ r
− θlδe
κ
(θl + 1)(α+ δ)
e(b
∗
p−κ) −
m+1∑
i=1
θl
θl + βi,r+α
wie
βi,r+α(b∗p−κ)
)
(A.51)
×Ex
[
e
−(α+r)(τb∗p−t)1El
]
.
This concludes the proof. 
71Note that the expectations in (A.49) and (A.51) are computed by solving matrix equation (A.45).
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Appendix B
Supplementary results for Chapter 2
B.1 Addendum to Appendix A.1: Proof of non-singularity
We follow the idea of Cai and Kou (2011), Theorem 3.3, p. 2072, and prove by contradiction the
non-singularity of the matrix A given in equation (A.20). Let’s assume that the matrix A is singular.
Therefore, there exist non-zero constants a, b, {ci}i=1,...,m, and {dj}i=1,...,n such that
a+ bβl,r+α +
m∑
i=1
ci
ηi − βl,r+α +
m∑
j=1
dj
θj + βl,r+α
= 0, for l = 1, ...,m+ 1,
a+ bγl,r+α +
m∑
i=1
ci
ηi − γl,r+α +
m∑
j=1
dj
θj + γl,r+α
= 0, for l = 1, ..., n+ 1.
(B.1)
From these equations we conclude that the function
fA(z) := a+ bz +
m∑
i=1
ci
ηi − z +
m∑
j=1
dj
θj + z
(B.2)
has at least (m+ n+ 2) roots. Nevertheless, the order of the polynomial
pA(z) := fA(z)
m∏
i=1
(ηi − z)
n∏
j=1
(θj + z) (B.3)
is at most (m + n + 1). This implies that the polynomial (B.2), and thus the function (B.1), has at
most (m+ n+ 1) roots. This is a contradiction, therefore the matrix A is non-singular.72 
B.2 Addendum to Appendix A.3: Verification of the proof
The analytical disentanglement obtained in (2.18) and (2.19) can be verified as follows. By adopting
the notation introduced in Appendix A.2 and Appendix A.3, from equations (A.28) and (A.34) we
72The non-singularity of the matrices A˜ and M given in (A.38) and (A.48), respectively, can be proved by following
the arguments presented in this section.
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obtain the expression for the early exercise premium in the matrix form
e∗p(x, α) = b
′
γA˜
−1J˜. (B.4)
On the other hand, the disentanglement of the early exercise premium can be written as
e∗p(x, α) = e
∗
p,d(x, α) +
n∑
l=1
e∗p,j,l(x, α; l)
= 0J˜0 +
n∑
l=1
lθlJ˜l
= ′(θ  J˜),
(B.5)
where θ := (1, θ1, ..., θn)′ is (n + 1)–dimensional column vector. Furthermore, we establish the con-
nection between the matrices defined in (A.38) and (A.48):
M′ = Θ A˜, (B.6)
where Θ is (n+ 1) –dimensional square matrix defined as
Θ :=

1 1 · · · 1
θ1 θ1 · · · θ1
θ2 θ2 · · · θ2
...
...
. . .
...
θn θn · · · θn

. (B.7)
Combining the results (A.45) and (B.6) in the equation (B.5) we obtain
e∗p(x, α) = b
′
γ(M
−1)′(θ  J˜)
= b′γ(Θ A˜)−1(θ  J˜).
(B.8)
After some algebra, we compute the following result:
(Θ A˜)−1 = 1
det A˜ ·
n∏
l=1
θl

(Θ A˜)c1,1 (Θ A˜)c2,1 · · · (Θ A˜)cn+1,1
(Θ A˜)c1,2 (Θ A˜)c2,2 · · · (Θ A˜)cn+1,2
...
...
. . .
...
(Θ A˜)c1,n+1 (Θ A˜)c2,n+1 · · · (Θ A˜)cn+1,n+1

. (B.9)
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Cofactors (Θ A˜)ci,j for i, j = 1, 2, ..., n+ 1 can be expressed via cofactors of the matrix A˜ as
(Θ A˜)ci,j =

A˜ci,j for i = 1, 2, ..., n+ 1, and j = 1,
A˜ci,j ·
n∏
l=1
l 6=j
θl for i = 1, 2, 3, ..., n+ 1, and j = 2, ..., n+ 1,
(B.10)
hence yielding the following representation
(Θ A˜)−1 = Θˆ A˜−1. (B.11)
The matrix Θˆ = (Θ′)−1 which represents the Hadamard inverse of the matrix Θ′, i.e., Θˆ Θ′ = 1
with 1 := diag(1, 1, ..., 1) being (n+ 1)–dimensional unit matrix, is given by
Θˆ =

1 1θ1
1
θ2
· · · 1θn
1 1θ1
1
θ2
· · · 1θn
...
...
...
. . .
...
1 1θ1
1
θ2
· · · 1θn

. (B.12)
Lastly, one can show that the following equation holds for an arbitrary (n+ 1)× (n+ 1)-dimensional
matrix C and (n+ 1)–dimensional column vector u:
C(θ  u) = (Θ′ C)u. (B.13)
Plugging the expressions (B.11) and (B.13) back into the equation (B.8) and using the Hadamard
inverse (B.12) yields the final result:
e∗p(x, α) = b
′
γ(Θˆ A˜−1)(θ  J˜)
= b′γ(ΘˆΘ′  A˜−1)J˜
= b′γA˜
−1J˜,
(B.14)
which is exactly the same expression as in (B.4). 
B.3 Addendum to Section 2.2.2: Canadized European and American
Greeks
The Laplace–Carson transform of the delta and gamma of a European option can be computed in a
closed form by taking the first and second-order derivatives of the European-Canadian option price
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(see Theorem 2.2.1 and Appendix A.1) with respect to the underlying price,respectively. The theta of
a European option can be computed using the Laplace–Carson transform of a derivative of the option
price with respect to the time. The computations are straightforward, hence we omit the algebraic
calculations and provide only the final expressions.
The delta, gamma and theta of a Canadized European put are respectively given by
∆∗p(St, α) =
∂p∗
∂St
(St, α) =

1
St
m+1∑
i=1
βi,r+αwi
(
St
K
)βi,r+α
− α
α+ δ
if St < K,
1
St
n+1∑
j=1
γj,r+αwj
(
St
K
)γj,r+α
if St ≥ K,
(B.15)
Γ∗p(St, α) =
∂2p∗
∂S2t
(St, α) =

1
S2t
m+1∑
i=1
βi,r+α(βi,r+α − 1)wi
(
St
K
)βi,r+α
if St < K,
1
S2t
n+1∑
j=1
γj,r+α(γj,r+α − 1)wj
(
St
K
)γj,r+α
if St ≥ K,
(B.16)
and
Θ∗p(St, α) = α
(
(K − St)+ − p∗(St, α)
)
=

α
(
rK
α+ r
− δSt
α+ δ
−
m+1∑
i=1
wi
(
St
K
)βi,r+α)
if St < K,
−α
n+1∑
j=1
wj
(
St
K
)γj,r+α
if St ≥ K.
(B.17)
On the other hand, the early exercise premium delta, gamma, and theta are, respectively,
∆∗ep(St, α) =
∂e∗p
∂St
(St, α) =

1
St
n+1∑
j=1
γj,r+αvj
(
St
B∗p
)γj,r+α
if St > B∗p ,
−1−∆∗p(St, α) if St ≤ B∗p ,
(B.18)
Γ∗ep(St, α) =
∂2e∗p
∂S2t
(St, α) =

1
S2t
n+1∑
j=1
γj,r+α(γj,r+α − 1)vj
(
St
B∗p
)γj,r+α
if St > B∗p ,
−Γ∗p(St, α) if St ≤ B∗p ,
(B.19)
and
Θ∗ep(St, α) = −αe∗p(St, α) =

−α
n+1∑
j=1
vj
(
St
B∗p
)γj,r+α
if St > B∗p ,
−α(K − St − p∗(St, α)) if St ≤ B∗p .
(B.20)
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Therefore, based on the early exercise premium decomposition, and given the results (B.15)–(B.17)
and (B.18)–(B.20), we can compute the American-Canadian put greeks as the sum of the corresponding
European-Canadian put and early exercise premium greeks. 
B.4 Addendum to Section 2.3.1: Calibration procedure
In this section we provide additional information about the calibration procedure for the estimation
of model parameters which are consistent with observed market option prices. We emphasize that our
approach is sequential, i.e., it involves daily re-calibration of the model parameters, which is well suited
for a dynamic analysis of the early exercise premium disentanglement.
First, we introduce the (daily) weighted non-linear least squares (WNLLS) objective function in
the form
E(ξtj ) :=
1
Ntj
Ntj∑
i=1
ωtj ,i
(
F (ξtj ; τtj ,i,Ktj , i, Stj , rtj ,i, δtj )− Fmkt(τtj ,i,Ktj ,i)
)2
, (B.21)
where sample dates are indexed by j = 1, 2, ...,M , and the observed market quotes of option prices
on a given day j are indexed by i = 1, 2, ..., Ntj . Function Fmkt(·) represents the market option price,
whereas F (·) is the corresponding model option price. Time to maturity and strike price are denoted
by τtj ,i and Ktj ,i, respectively. The set of HEJD(m,n) model parameters on a given day j is given
by ξtj :=
{
σ(j), λ(j), p
(j)
1 , ..., p
(j)
m , q
(j)
1 , ..., q
(j)
n , η
(j)
1 , ..., η
(j)
m , θ
(j)
1 , ..., θ
(j)
n
}
∈ Ξ := R+ × R+ × [0, 1]m ×
[0, 1]n × Rm+ × Rn+. The spot price of the underlying instrument is Stj . The risk-free interest rate rtj ,i
corresponds to the zero-coupon bond maturing on date tj + τtj ,i. The dividend yield is denoted as δtj .
Following Lindström et al. (2008), p. 2881, the objective-function weights are given by the inverse of
the squared bid-ask spread:
ωtj ,i :=
1∣∣Askmkttj (τtj ,i,Ktj ,i)− Bidmkttj (τtj ,i,Ktj ,i)∣∣2 . (B.22)
Inverse problems are generally ill-posed since small data perturbation could result in an abrupt
change of the basin of attraction in the optimization space, which in turn could result in unstable
parameter estimates. In particular, non-convexity of a multidimensional loss function implies existence
of multiple local minima. Moreover, the “landscape” of such an objective function is characterized by
wide flat regions. For these reasons, any empirical option pricing problem involving a re-calibration of
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model parameters via minimization of an objective function that takes form (B.21) or similar is likely to
suffer from instability. Therefore, it can have adverse effects on the P&L via sharply fluctuating hedging
ratios. However, robustness of a sequential calibration procedure can be achieved by introducing
a regularization method. The main idea is to circumvent the difficulties associated with the non-
convexity by adding a positive and locally convex penalty term to the loss function, hence recasting
the original problem into a series of minimizations of the regularized WNLLS objective function.
In general, there are many different ways to define the penalty function for the regularization
method. For example, Cont and Tankov (2004) use the relative entropy. However, this approach is
based on the Kullback–Leibler divergence with respect to a prior model in the path space, In continuous-
time framework, it implies that the volatility parameter remains constant to insure the non-singularity
(equivalence) of probability measures. Therefore, the choice of the penalty term defined as the relative
entropy function would make it impossible to obtain dynamic diffusion parameter. For this reason
we follow Hellmich, Kassberger and Schmidt (2013) instead, and define the penalty function as the
Kulback-Leibler divergence between the probability distributions on a given point in time, as opposed
to the Cont and Tankov (2004)’s path-space approach. For every j = 2, 3, ...,M we define the penalty
function as
P(ξtj ; ξˆtj−1) = DKL(Φ(ξtj )||Φ(ξˆtj−1)) :=
∫ +∞
−∞
φ
(
x; ξtj
) (
lnφ
(
x; ξtj
)− lnφ(x; ξˆtj−1)) dx, (B.23)
where φ(x; ξtj ) and φ(x; ξˆtj−1) are the probability density functions of the probability distri-
bution Φ(ξtj ) and the probability distribution Φ(ξˆtj−1), respectively. The set of parameters
ξˆtj−1 :=
{
σˆ(j−1), λˆ(j−1), pˆ(j−1)1 , ..., pˆ
(j−1)
m , qˆ
(j−1)
1 , ..., qˆ
(j−1)
n , ηˆ
(j−1)
1 , ..., ηˆ
(j−1)
m , θˆ
(j−1)
1 , ..., θˆ
(j−1)
n
}
is the
product of the calibration at time tj−1. Essentially, by adding the penalty term defined in (B.23) to
the objective function (B.21) we are imposing a dependence of the optimal model parameters for a
given date on the optimal model parameters obtained for the previous date via the Kullback-Leibler
measure of divergence between the corresponding risk-neutral density functions. Therefore, our
sequential regularized calibration procedure uses the data through the WNLLS function, and the
penalty term addresses the issue of ill-posedness and overfitting by dampening the oscillations of the
estimated model parameters.
We employ the regularization technique described above at every point in time except for the first
observation date, since no prior information is available. Therefore, the loss function at time t1 is
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identical to the WNLLS objective function given in (B.21):
J (ξt1) := E (ξt1) , (B.24)
and the model parameters are computed by solving the minimization problem
ξˆt1 = arg min
ξt1∈Ξ
J (ξt1) . (B.25)
Similarly to Cai and Kou (2011), Section 4.2, pp. 2073–2074, we tackle the optimization problem (B.25)
by randomly generating 20,000 values for the set of model parameters and by choosing 100 starting
points with the smallest objective function values. Subsequently, we run an optimization algorithm
for each of the chosen sets of parameters. The calibrated model parameters resulting in the smallest
value of the loss function represent the optimal set of parameters for the first date in out sample.
For observation dates tj(j = 2, 3, ...,M) the regularized loss function takes the form
J (ξtj ; ξˆtj−1 , ψtj ) := E(ξtj ) + ψtj · P(ξtj ; ξˆtj−1). (B.26)
The optimal model parameters are obtained as
ξˆtj = arg min
ξtj∈Ξ
J (ξtj ; ξˆtj−1 , ψtj ), (B.27)
where ψtj represents the regularization parameter which provides information about the importance
of the penalty term (which captures the difference between the model parameters on two consecutive
days) relative to the the standard WNLLS term (which minimizes the distance between the model
and market option prices on a given day). The regularization parameter is not known a priori; it is
data-dependent and its value changes with every re-calibration step.
The solution to the problem (B.27) is based on Cont and Tankov (2004), Section 4.2 and Section
4.3, pp. 23–26. First, we solve the optimization problem for the case ψtj = 0, i.e., we minimize the
unregularized objective function (B.21):
ξˆ
(0)
tj
= arg min
ξtj∈Ξ
E(ξtj ). (B.28)
Second, we use the Morozov discrepancy principle in order to choose a plausible value for the regular-
ization parameter. The main idea is to choose the value of ψtj in such a way that the error induced
by the regularization is of the same order of magnitude as the model error:
J (ξˆ(1)tj ; ξˆtj−1 , ψtj ) = (1 + ) · E(ξˆ
(0)
tj
), (B.29)
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where  is a small number, e.g.,  = 0.1. This step typically does not require high precision computation.
Finally, once the regularization parameter—which gives us the desired trade-off between the data and
the calibration stability—is estimated, we can perform the high-precision optimization given in (B.27).
♣
B.5 Addendum to Section 2.3.2: Model selection
In this section we provide additional information about the model selection procedure. Theoretically,
the HEJD modelling framework admits any number of distinct positive and negative jump types to be
used. Increasing the number of positive and negative jump types results in a richer model structure,
and naturally improves the quality of the in-sample fit. On the other hand, it is suboptimal to overfit
a mode (e.g., see Burnham and Anderson 2002, Section 1.4, pp. 29–37). Information theory tackles
model selection problems by balancing out the goodness-of-fit and the number of degrees of freedom.
The sequential regularized WNLLS procedure (B.21)–(B.29) can be represented as a series of max-
imum a posteriori (MAP) problems which can be interpreted as a regularized maximum likelihood.
The equivalence between the two methods can be demonstrated as follows. For a given sample date
tj(j = 2, 3, ...,M), the observed market prices Fmkt(τtj ,i,Ktj ,i) for i = 1, 2, ..., Ntj can be expressed as
a regression model:
Fmkt(τtj ,i,Ktj ,i) = F (ξtj ; τtj ,i,Ktj ,i, Stj , rtj ,i, δtj ) + εtj ,i. (B.30)
The error terms εtj ,i ∼ N (0, ς2tj ,i) are assumed to be normally distributed and heteroskedastic. We
define the variance of the error term as
ς2tj ,i :=
ς2
ωtj ,i
, (B.31)
with ς ∈ R+ being a nuisance parameter and ςtj ,i being defined in (B.22). We denote the collec-
tion of error variances on observation date tj as ς2tj := (ς
2
tj ,1
, ς2tj ,2, ..., ς
2
tj ,Ntj
). Moneyness τtj :=
(τtj ,1, τtj ,2, ..., τtj ,Ntj ) and strike price Ktj := (Ktj ,1,Ktj ,2, ...,Ktj ,Ntj ), defined for each sample date
tj , are exogenous variables in this model. The Gaussian log-likelihood for the non-linear regression
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(B.30) is given by
`(ξtj , ς
2
tj ; τtj ,Ktj ) =−Ntj ln
√
2pi − 1
2
Ntj∑
i=1
ln ς2tj ,i
− 1
2
Ntj∑
i=1
1
ς2tj ,i
(
Fmkt(τtj ,i,Ktj ,i)− F (ξtj ; τtj ,i,Ktj ,i, Stj , rtj ,i, δtj )
)2
.
(B.32)
It is straightforward to verify that the maximization of the log-likelihood function is equivalent to the
minimization of the WNLLS objective function (B.21). In the presence of the (scaled) Kullback–Leibler
penalty term (B.23), the regularized log-likelihood function is
`reg(ξtj , ς
2
tj ; τtj ,Ktj , ξˆtj−1) =−Ntj ln
√
2pi − 1
2
Ntj∑
i=1
ln ς2tj ,i
− 1
2
Ntj∑
i=1
1
ς2tj ,i
(
Fmkt(τtj ,i,Ktj ,i)− F (ξtj ; τtj ,i,Ktj ,i, Stj , rtj ,i, δtj )
)2
− ψ∗tj · P(ξtj ; ξˆtj−1).
(B.33)
The choice of the modified regularization parameter as ψ∗tj :=
Ntj
2ς2
ψtj results in a regularized log-
likelihood whose maximization is equivalent to the minimization given in (B.27). The model parameters
can be estimated by solving the optimization problem
ξˆtj = arg min
ξtj∈Ξ
`
(
ξtj , ς
2
tj ; τtj ,Ktj
)
+ ln
(
φexp(P(ξtj ; ξˆtj−1);ψ∗tj )
)
, (B.34)
where φexp(y; ν) is a (positive) exponential probability distribution function with parameter ν ∈ R+.
Finally, by switching from the “log-likelihood space” to the “likelihood space” we obtain the MAP
interpretation of our regularized WNLLS objective function. Therefore, our calibration procedure is
equivalent to the maximization of the ordinary Gaussian likelihood with an indirect prior on parameters
ξtj specified via an exponential prior on the Kullback–Leibler divergence, which satisfies the positivity
and the convexity requirements. The augmented likelihood function can be written as the product of
standard maximum likelihood and the prior distribution on the model parameters (Kullback–Leibler
divergence):
LMAP(ξtj , ς2tj ; τtj ,Ktj , ξˆtj−1) = LML(ξtj , ς2tj ; τtj ,Ktj ) · φexp(P(ξtj ; ξˆtj−1);ψ∗tj )
= φnormal(τtj ,Ktj ; ξtj , ς
2
tj ) · φexp(P(ξtj ; ξˆtj−1);ψ∗tj ),
(B.35)
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where LML(ξtj , ς2tj ; τtj ,Ktj ) := exp(`(ξtj , ς2tj ; τtj ,Ktj )) is the Gaussian likelihood function, and the
probability density function φnormal(τtj ,Ktj ; ξtj , ς2tj ) :=
∏Ntj
i=1 φnormal(τtj ,i,Ktj ,i; ξtj , ς
2
tj ,i
) corresponds
to the joint normal distribution of the error terms on a given observation date.
We note that alternative approaches to the penalty functions based on the Kullback–Leibler in-
formation divergences considered in Cont and Tankov (2004) and Hellmich, Kassberger and Schmidt
(2013) include least absolute deviations (L1-distance) or least squares (L2-distance) between the two
sets of parameters. These two methods are also know as LASSO and ridge regressions, respectively.
In the MAP framework they can be interpreted as an ordinary Gaussian likelihood with a Laplace
(for LASSO regressions) or a Gaussian prior (for ridge regressions) on the parameters ξtj . Since our
model parameters are defined on the space Ξ = R+ × R+ × [0, 1]m × [0, 1]n × Rm+ × Rn+, a Laplace
or a Gaussian prior—which can assume negative values—would be inconsistent with the domain of
our parameter set. Therefore, in our opinion, an indirect prior via the Kullback–Liebler divergence
between the risk-neutral distribution functions on two consecutive observation dates is a better choice
than LASSO and ridge regression from both mathematical and financial point of view.
Finally, in addition to the MAP objective function, we compare the in-sample performance of the
considered models in terms of the Akaike (AIC), the corrected Akaike (AICc) and the Bayesian (BIC)
information criterion, all of which are valid for non-nested models. The corresponding weights based
on the relative likelihood of the models are also computed. We also compute the pairwise evidence
ratios. The number of parameters for the HEJD(m,n) model is Npar = 2(m+n)+1. Hence, for a given
observation date tj(j = 2, 3, ...,M) and a chosen jump structure, i.e., fixed m and n, the information
criteria can be computed as
AICtj (m,n) = −2`reg(ξtj , ς2tj ; τtj ,Ktj , ξˆtj−1) + 2Npar,
AICctj (m,n) = AICtj (m,n) + 2
Npar(Npar + 1)
Ntj −Npar − 1
,
BICtj (m,n) = −2`reg(ξtj , ς2tj ; τtj ,Ktj , ξˆtj−1) + 2Npar lnNtj .
(B.36)
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The AIC, AICc, and BIC weights are given by:
WAICtj (m,n) =
exp
(−12∆AICtj (m,n))
4∑
i1,i2=0
i1+i2≤4
exp
(−12∆AICtj (i1, i2)) ,
WAICctj (m,n) =
exp
(−12∆AICctj (m,n))
4∑
i1,i2=0
i1+i2≤4
exp
(−12∆AICctj (i1, i2)) ,
WBICtj (m,n) =
exp
(−12∆BICtj (m,n))
4∑
i1,i2=0
i1+i2≤4
exp
(−12∆BICtj (i1, i2)) .
(B.37)
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Appendix C
Supplementary graphs for Chapter 2
C.1 S&P 100 index and the OEX ATM impled volatility
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Figure C.1: S&P 100 index and the OEX ATM impled volatility. Joint plot of the weekly S&P
100 closing index level (dashed blue line, scale given on the left y-axis) and the corresponding weekly
average ATM implied volatility on S&P 100 obtained from the closing option prices on the chosen
observation dates (solid green line, scale given on the right y-axis).
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C.2 Number of OEX call and put contracts per day
Figure C.2: Number of OEX call and put contracts per day. The average number of OEX
(American) call and put options per day is computed based on the number of traded contracts within
a given calendar month.
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C.3 OEX liquidity metrics
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Figure C.3: OEX liquidity metrics. The plots summarize four liquidity metrics across moneyness
and time to maturity (in days) for the S&P 100 index options data with maturity of up to 2 months
in the period from January 3, 2007 until December 31, 2012. In total, there are 16 different observed
maturities: 1, 2, 3, 9, 10, 16, 17, 23, 24, 30, 31, 38, 44, 45, 52 and 59 days. The moneyness (mt := K/Ft)
is between 0.51 and 1.59. The full moneyness range is divided into 54 segments of width equal to 0.02.
In each panel, the average value for a given liquidity metric is computed for all available moneyness–
maturity buckets. Panels A and B represent the absolute and the relative bid–ask spreads, respectively.
Dark blue (red) values corresponds to tighter (wider) absolute and relative bid–ask spreads, hence more
(less) liquid OEX contracts. Panels C and D represent the volume and the open interest, respectively.
Dark blue (red) values represent lower (higher) volume and open interest, hence less (more) liquid
OEX contracts.
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C.4 Pricing errors for the HEJD(1, 2) model
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Figure C.4: Pricing errors for the HEJD(1, 2) model. The pricing errors for the HEJD(1, 2) model
applied to the S&P 100 index options data with maturity of up to 2 months in the period from January
3, 2007 until December 31, 2012. Pricing errors are presented for all moneyness–maturity combinations
corresponding to the observations in the dataset. Panel A represents the absolute (dollar) pricing
errors, and the Panel B represents the relative (percentage) pricing errors, i.e., absolute pricing errors
are scaled by the corresponding bid-ask spreads.
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C.5 Calibrated risk-neutral density for the HEJD(1, 2) model
Figure C.5: Calibrated risk-neutral density for the HEJD(1, 2) model. The evolution of the
risk-neutral (RN) density and the main statistics for the HEJD(1,2) model over horizon of 1 month
(i.e., the average option maturity in the sample). Panels A and B depict the the dynamics of the RN
density and its pooled projections, respectively. In Panel C we represent 1 and 99-percentiles (blue
line), 5 and 95 percentiles (red line), and 10 and 90 (green line). Panel D gives the decomposition of
the conditional variance into diffusion and jump part. Panels E and F present conditional skewness
and excess kurtosis over the given time horizon, respectively.
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C.6 OEX implied volatility
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Figure C.6: OEX implied volatility. The implied volatility skews and smirks of short-maturity
American options on S&P 100 index for arbitrarily selected six dates (as a function of moneyness
mt := K/Ft). Each panel features market and model implied volatilities for three different maturities
ranging from 1 day to 59 days. The market implied volatilities are represented by asterisk-style markers,
whereas the HEJD(1,2) model implied volatilities are depicted by solid lines. The shortest maturity
options are represented in red color, mid-maturity options are given in blue, and the longest maturity
is indicated in green.
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Appendix D
Proofs of results in Chapter 3
D.1 Proof of Theorem 3.5.1: Québécoised EPUOP option
Step 1: DLCT. We start by introducing the change of variables, i.e., instead of the standard time ts
and the hybrid excursion time te we define τs := T −D− ts and τe := D− te, respectively. The PIDE
system (3.30) becomes
−∂p˜i
e
uo
∂τe
(x, τe) + Lp˜ieuo(x, τe) = rp˜ieuo(x, τe), if (x, ts, te) ∈ E˜ ,
−∂p˜i
s
uo
∂τs
(x, τs) + Lp˜isuo(x, τs) = rp˜isuo(x, τs), if (x, ts, te) ∈ S˜ .
(D.1)
The notation in the equations (3.32)–(3.33) is adjusted accordingly. Applying the DLCT to our PIDE
system results in two coupled OIDEs. The OIDE describing the dynamics of the québécoised EPUOP
in the standard domain S˜ is
σ2
2
d2 ˆ˜pisuo
dx2
(x, αsks) + µ
dˆ˜pisuo
dx
(x, αsks)− (r + αsks + λ)ˆ˜pisuo(x, αsks)
+ αsks pˆ(x, α
e
ke ;κ,D) + λ
∫ +∞
−∞
ˆ˜piuo(x+ y, α
s
ks , α
e
ke)ϕY (y)dy = 0,
(D.2)
and in the excursion region E˜ we have
σ2
2
d2 ˆ˜pieuo
dx2
(x, αeke) + µ
dˆ˜pieuo
dx
(x, αeke)− (r + αeke + λ)ˆ˜pieuo(x, αeke)
+ λ
∫ +∞
−∞
ˆ˜piuo(x+ y, α
s
ks , α
e
ke)ϕY (y)dy = 0.
(D.3)
The québécoised initial conditions in the standard and excursion domains are absorbed in the system
of OIDEs. The québécoised boundary condition in the standard domain is
lim
x↓−∞
ˆ˜pisuo(x, α
s
ks) =
αsks
αsks + r
lim
x↓−∞
pˆ(x, αeke ;κ,D) =
αsks
αsks + r
αeke
αske + r
eκ, (D.4)
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and the québécoised boundary condition in the excursion domain is given by
lim
x↑+∞
ˆ˜pieuo(x, α
e
ke) = 0. (D.5)
The transformed value-matching and smooth-pasting conditions at the boundary between the corridor
and the payoff subdomains—which can be obtained from the third and the fourth equation in (3.32)—
are
lim
x↑κ
ˆ˜pisuo(x, α
s
ks) = limx↓κ
ˆ˜pisuo(x, α
s
ks),
lim
x↑κ
dˆ˜pisuo
dx
(x, αsks) = limx↓κ
dˆ˜pisuo
dx
(x, αsks).
(D.6)
Finally, the québécoisation procedure transforms the high-contact conditions at the boundary between
the standard and excursion domains to
lim
x↑h
ˆ˜pisuo(x, α
s
ks) = limx↓h
ˆ˜pieuo(x, α
e
ke),
lim
x↑h
dˆ˜pisuo
dx
(x, αsks) = limx↓h
dˆ˜pieuo
dx
(x, αeke).
(D.7)
To solve the system of two-dimensional OIDEs (D.2)–(D.3) we study the problem separately in
each domain. Subsequently, we add the boundary and terminal conditions (D.4)–(D.7).
Step 2: Excursion domain OIDE. Let’s assume that the québécoised option price in the excursion
domain takes the form (3.51). The two derivative terms in the OIDE (D.3) are
dˆ˜pieuo
dx
(x, αeke) =
n+1∑
j=1
A−j γj,r+αekee
γj,r+αe
ke
(x−h)
,
d2 ˆ˜pieuo
dx2
(x, αeke) =
n+1∑
j=1
A−j γ
2
j,r+αeke
e
γj,r+αe
ke
(x−h)
.
(D.8)
We denote the integral term in (D.3) by I (E˜ ) :=
∫ +∞
−∞ ˆ˜piuo(x + y, α
s
ks
, αeke)ϕY (y)dy, and obtain the
following decomposition:
I (E˜ ) = I (E˜
∣∣E˜ +) +I (E˜ ∣∣E˜ −) +I (E˜ ∣∣S˜c) +I (E˜ ∣∣S˜p). (D.9)
The term I (E˜
∣∣E˜ +) describes the positive jumps within the excursion domain, and is given by
I (E˜
∣∣E˜ +) = ∫ +∞
0
m∑
k=1
pkηke
−ηky
n+1∑
j=1
A−j e
γj,r+αe
ke
(x+y−h)
dy, (D.10)
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whereas the term I (E˜
∣∣E˜ −) describes the negative jumps within the excursion domain, and it takes
the form
I (E˜
∣∣E˜ −) = ∫ 0
h−x
n∑
l=1
qlθle
θly
n+1∑
j=1
A−j e
γj,r+αe
ke
(x+y−h)
dy. (D.11)
The (negative) jumps from the excursion domain to the corridor domain are captured by the term
I (E˜
∣∣S˜c) = ∫ h−x
κ−x
n∑
l=1
qlθle
θly
m+1∑
i=1
B+i e
βi,r+αs
ks
(x+y−h)
+
n+1∑
j=1
B−j e
γj,r+αs
ks
(x+y−h)
 dy
+
∫ h−x
κ−x
n∑
l=1
qlθle
θly
n+1∑
j=1
ω′je
γj,r+αe
ke
(x+y−κ)
dy.
(D.12)
The remaining term quantifies the effect of the (negative) jumps from the excursion domain to the
payoff domain, i.e.,
I (E˜
∣∣S˜p) = ∫ κ−x
−∞
n∑
l=1
qlθle
θly
m+1∑
i=1
ω′ie
βi,r+αe
ke
(x+y−κ)
dy +
∫ κ−x
−∞
n∑
l=1
qlθle
θly
m+1∑
i=1
C+i e
βi,r+αs
ks
(x+y−κ)
dy
+
∫ κ−x
−∞
n∑
l=1
qlθle
θly
(
αsks
αsks + r
αeke
αeke + r
eκ − α
s
ks
αsks + δ
αeke
αeke + δ
ex+y
)
dy.
(D.13)
After some algebra, the equation (D.3) can be transformed into
n+1∑
j=1
A−j e
γj,r+αe
ke
(x−h) (
Ψ(γj,r+αeke
)− (αeke + r)
)
+
n∑
l=1
λqlθle
θl(h−x)Φl(E˜ ) = 0, (D.14)
where Φl(E˜ ) (l = 1, 2, ..., n) is given by
Φl(E˜ ) :=
n+1∑
j=1
A−j
θl + γj,r+αeke
−
m+1∑
i=1
B−i
(
1− e(θl+βi,r+αsks )(κ−h)
)
θl + βi,r+αsks
−
n+1∑
j=1
B−j
(
1− e(θl+γj,r+αsks )(κ−h)
)
θl + γj,r+αsks
−
m+1∑
i=1
C+i e
θl(κ−h)
θl + βi,r+αsks
−
m+1∑
i=1
ω′ie
θl(κ−h)
θl + βi,r+αeke
−
n+1∑
j=1
ω′j
(
e
γj,r+αe
ke
(h−κ) − eθl(κ−h)
)
θl + γj,r+αeke
−eθl(κ−h)
(
eκ
θl
αsks
αsks + r
αeke
αeke + r
− e
κ
θl + 1
αsks
αsks + δ
αeke
αeke + δ
)
.
(D.15)
The first term on the l.h.s. of the equation (D.14) is equal to zero (by construction of the HEM Lévy
exponent). For strictly positive jump intensity λ, the second term yields the set of conditions
Φl(E˜ ) = 0, for l = 1, 2, ..., n. (D.16)
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Step 3: Corridor domain OIDE. Assuming the québécoised option price in the form (3.52), the
two derivative terms in the OIDE (D.2) are
dˆ˜pisuo
dx
(x, αsks) =
m+1∑
i=1
βi,r+αsks
B+i e
βi,r+αs
ks
(x−h)
+
n+1∑
j=1
γj,r+αsks
B−j e
γj,r+αs
ks
(x−h)
+
n+1∑
j=1
γj,r+αeke
ω′je
γj,r+αe
ke
(x−κ)
,
d2 ˆ˜pisuo
dx2
(x, αsks) =
m+1∑
i=1
β2i,r+αsks
B+i e
βi,r+αs
ks
(x−h)
+
n+1∑
j=1
γ2j,r+αsks
B−j e
γj,r+αs
ks
(x−h)
+
n+1∑
j=1
γ2j,r+αeke
ω′je
γj,r+αe
ke
(x−κ)
.
(D.17)
The integral term in the equation (D.2), defined as I (S˜c) :=
∫ +∞
−∞ ˆ˜piuo(x+ y, α
s
ks
, αeke)ϕY (y)dy can be
decomposed as
I (S˜c) = I (S˜c
∣∣E˜ ) +I (S˜c∣∣S˜ +c ) +I (S˜c∣∣S˜ −c ) +I (S˜c∣∣S˜p). (D.18)
The first term on the r.h.s. of equation (D.18) describes the effect of the (positive) jumps from the
corridor region to the excursion domain:
I (S˜c
∣∣E˜ ) = ∫ +∞
h−x
m∑
k=1
pkηke
−ηky
n+1∑
j=1
A−j e
γj,r+αe
ke
(x+y−h)
dy. (D.19)
The second and the third term on the r.h.s. of equation (D.18) capture the positive and negative jumps
within the corridor domain, respectively, and they are given as follows
I (S˜c
∣∣S˜ +c ) = ∫ h−x
0
m∑
k=1
pkηke
−ηky
m+1∑
i=1
B+i e
βi,r+αs
ks
(x+y−h)
+
n+1∑
j=1
B−j e
γj,r+αs
ks
(x+y−h)
 dy
+
∫ h−x
0
m∑
k=1
pkηke
−ηky
n+1∑
j=1
ω′je
γj,r+αe
ke
(x+y−κ)
dy,
(D.20)
and
I (S˜c
∣∣S˜ −c ) = ∫ 0
κ−x
n∑
l=1
qlθle
θly
m+1∑
i=1
B+i e
βi,r+αs
ks
(x+y−h)
+
n+1∑
j=1
B−j e
γj,r+αs
ks
(x+y−h)
 dy
+
∫ 0
κ−x
n∑
l=1
qlθle
θly
n+1∑
j=1
ω′je
γj,r+αe
ke
(x+y−κ)
dy.
(D.21)
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Finally, the last term on the r.h.s. of equation (D.18) captures the (negative) jumps from the corridor
region to the payoff region is denoted by I (S˜c
∣∣S˜p), and it can be computed as
I (S˜c
∣∣S˜p) = ∫ κ−x
−∞
n∑
l=1
qlθle
θly
m+1∑
i=1
C+i e
βi,r+αs
ks
(x+y−κ)
dy +
∫ κ−x
−∞
n∑
l=1
qlθle
θly
m+1∑
i=1
ω′ie
βi,r+αe
ke
(x+y−κ)
dy
+
∫ κ−x
−∞
n∑
l=1
qlθle
θly
(
αsks
αsks + r
αeke
αeke + r
eκ − α
s
ks
αsks + δ
αeke
αeke + δ
ex+y
)
dy.
(D.22)
By plugging the results for the two derivative terms and the jump integral back to (D.2), we obtain
the equation
m+1∑
i=1
B+i e
βi,r+αs
ks
(x−h) (
Ψ(βi,r+αsks
)− (αsks + r)
)
+
n+1∑
j=1
B−j e
γj,r+αs
ks
(x−h) (
Ψ(γj,r+αsks
)− (αsks + r)
)
+
n+1∑
j=1
ω′je
γj,r+αe
ke
(x−κ) (
Ψ(γj,r+αeke
)− (αeke + r)
)
+
n+1∑
j=1
e
γj,r+αe
ke
(x−κ) (
αsksωj − (αsks − αeke)ω′j
)
+
m∑
k=1
λpkηke
ηk(x−h)Ξk(S˜c) +
n∑
l=1
λqlθle
θl(κ−x)Φl(S˜c) = 0,
(D.23)
where for all k = 1, 2, ...,m:
Ξk(S˜c) :=
n+1∑
j=1
A−j
ηk − γj,r+αeke
−
m+1∑
i=1
B+i
ηk − βi,r+αsks
−
n+1∑
j=1
B−j
ηk − γj,r+αsks
−
n+1∑
j=1
ω′je
γj,r+αe
ke
(h−κ)
ηk − γj,r+αeke
, (D.24)
and for l = 1, 2, ..., n:
Φl(S˜c) :=
m+1∑
i=1
B+i e
βi,r+αs
ks
(κ−h)
θl + βi,r+αsks
+
n+1∑
j=1
B−j e
γj,r+αs
ks
(κ−h)
θl + γj,r+αsks
−
m+1∑
i=1
C+i
θl + βi,r+αsks
−
m+1∑
i=1
ω′i
θl + βi,r+αeke
−
n+1∑
j=1
ω′j
θl + γj,r+αeke
−(eκ
θl
αsks
αsks + r
αeke
αeke + r
− e
κ
θl + 1
αsks
αsks + δ
αeke
αeke + δ
)
.
(D.25)
Equation (D.23) is satisfied if the following conditions hold:
Ξk(S˜c) = 0, for k = 1, 2, ...,m,
Φl(S˜c) = 0, for l = 1, 2, ..., n,
(D.26)
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and also if it holds that
ω′j =
αsksωj
αsks − αeke
, for j = 1, ..., n. (D.27)
It is important to stress out that this expression imposes a restriction on the Parisian window D, i.e.,
D 6= keT/(ks + ke), where ks, ke ∈ N.73
Step 4: Payoff domain OIDE. Using the ansatz (3.53) we first compute the derivative terms
dˆ˜pisuo
dx
(x, αsks) =
m+1∑
i=1
βi,r+αsks
C+i e
βi,r+αs
ks
(x−κ)
+
m+1∑
i=1
βi,r+αeke
ω′ie
βi,r+αe
ke
(x−κ) − α
s
ks
αsks + δ
αeke
αeke + δ
ex,
d2 ˆ˜pisuo
dx2
(x, αsks) =
m+1∑
i=1
β2i,r+αsks
C+i e
βi,r+αs
ks
(x−κ)
+
m+1∑
i=1
β2i,r+αeke
ω′ie
βi,r+αe
ke
(x−κ) − α
s
ks
αsks + δ
αeke
αeke + δ
ex.
(D.28)
The integral term in the standard payoff domain I (S˜p) :=
∫ +∞
−∞ ˆ˜piuo(x + y, α
s
ks
, αeke)ϕY (y)dy can be
decomposed as
I (S˜p) = I (S˜p
∣∣E˜ ) +I (S˜p∣∣S˜c) +I (S˜p∣∣S˜ +p ) +I (S˜p∣∣S˜ −p ). (D.29)
The first term on the r.h.s. of equation (D.29) describes the effect of the (positive) jumps from the
payoff region to the excursion region:
I (S˜p
∣∣E˜ ) = ∫ +∞
h−x
m∑
k=1
pkηke
−ηky
n+1∑
j=1
A−j e
γj,r+αe
ke
(x+y−h)
dy. (D.30)
The effect of the (positive) jumps from the payoff region to the corridor region is captured by the
second term on the r.h.s. of equation (D.29):
I (S˜p
∣∣S˜c) = ∫ h−x
κ−x
m∑
k=1
pkηke
−ηky
m+1∑
i=1
B+i e
βi,r+αs
ks
(x+y−h)
+
n+1∑
j=1
B−j e
γj,r+αs
ks
(x+y−h)
 dy
+
∫ h−x
κ−x
m∑
k=1
pkηke
−ηky
n+1∑
j=1
ω′je
γj,r+αe
ke
(x+y−κ)
dy.
(D.31)
73The expressions for ωi (i = 1, 2, . . . ,m) and ωj (j = 1, 2, . . . , n) can be computed using the results in Leippold and
Vasiljević (2017), equation (36), pp. 91–92.
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Finally, the last two terms on the r.h.s. in equation (D.29) are related to the positive and negative
jumps within the payoff domain, respectively:
I (S˜p
∣∣S˜ +p ) = ∫ κ−x
0
m∑
k=1
pkηke
−ηky
m+1∑
i=1
C+i e
βi,r+αs
ks
(x+y−κ)
dy +
∫ κ−x
0
m∑
k=1
pkηke
−ηky
m+1∑
i=1
ω′ie
βi,r+αe
ke
(x+y−κ)
dy
+
∫ κ−x
0
m∑
k=1
pkηke
−ηky
(
αsks
αsks + r
αvkv
αvkv + r
eκ − α
s
ks
αsks + δ
αvkv
αvkv + δ
ex+y
)
dy,
(D.32)
and
I (S˜p
∣∣S˜ −p ) = ∫ 0
−∞
n∑
l=1
qlθle
θly
m+1∑
i=1
C+i e
βi,r+αs
ks
(x+y−κ)
dy +
∫ 0
−∞
n∑
l=1
qlθle
θly
m+1∑
i=1
ω′ie
βi,r+αe
ke
(x+y−κ)
dy
+
∫ 0
−∞
n∑
l=1
qlθle
θly
(
αsks
αsks + r
αeke
αeke + r
eκ − α
s
ks
αsks + δ
αeke
αeke + δ
ex+y
)
dy.
(D.33)
After some algebra, we obtain the following equation
m+1∑
i=1
C+i e
βi,r+αs
ks
(x−κ) (
Ψ(βi,r+αsks
)− (αsks + r)
)
+
m+1∑
i=1
ω′ie
βi,r+αe
ke
(x−κ) (
Ψ(βi,r+αeke
)− (αeke + r)
)
+
m+1∑
i=1
e
βi,r+αe
ke
(x−κ) (
αsksωi − (αsks − αeke)ω′i
)
+
m∑
k=1
λpkηke
ηk(x−h)Ξk(S˜c) = 0,
(D.34)
where for all k = 1, 2, ...,m:
Ξk(S˜p) :=
n+1∑
j=1
A−j
ηk − γj,r+αeke
−
m+1∑
i=1
B+i
(
1− e(ηk−βi,r+αsks )(h−κ)
)
ηk − βi,r+αsks
−
n+1∑
j=1
B−j
(
1− e(ηk−γj,r+αsks )(h−κ)
)
ηk − γj,r+αsks
−
m+1∑
i=1
C+i e
ηk(h−κ)
ηk − βi,r+αsks
−
m+1∑
i=1
ω′ie
ηk(h−κ)
ηk − βi,r+αeke
+
n+1∑
j=1
ω′j
(
e
γj,r+αe
ke
(h−κ) − eηk(h−κ)
)
ηk − γj,r+αeke

−eηk(h−κ)
(
eκ
ηk
αsks
αsks + r
αeke
αvkv + r
− e
κ
ηk − 1
αsks
αsks + δ
αeke
αeke + δ
)
.
(D.35)
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The equation (D.34) is satisfied if
Ξk(S˜p) = 0, for k = 1, 2, ...,m. (D.36)
In addition, the following condition has to hold
ω′i =
αsksωi
αsks − αeke
, for i = 1, ...,m. (D.37)
Step 5: Transformed boundary conditions. The value-matching and smooth-pasting conditions
at x = h are, respectively,
n+1∑
j=1
A−j −
m+1∑
i=1
B+i −
n+1∑
j=1
B−j =
n+1∑
j=1
ω′je
γj,r+αe
ke
(h−κ)
,
n+1∑
j=1
γj,r+αeke
A−j −
m+1∑
i=1
βi,r+αsks
B+i −
n+1∑
j=1
γj,r+αsks
B−j =
n+1∑
j=1
γj,r+αeke
ω′je
γj,r+αe
ke
(h−κ)
.
(D.38)
At x = κ we obtain two additional linear conditions:
m+1∑
i=1
B+i e
βi,r+αs
ks
(κ−h)
+
n+1∑
j=1
B+j e
γj,r+αs
ks
(κ−h) −
m+1∑
i=1
C+i
=
m+1∑
i=1
ω′i −
n+1∑
j=1
ω′j +
αsks
αsks + r
αeke
αeke + r
eκ − α
s
ks
αsks + δ
αeke
αeke + δ
eκ,
m+1∑
i=1
βi,r+αsks
B+i e
βi,r+αs
ks
(κ−h)
+
n+1∑
j=1
γj,r+αsks
B+j e
γj,r+αs
ks
(κ−h) −
m+1∑
i=1
βi,r+αsks
C+i
=
m+1∑
i=1
βi,r+αeke
ω′i −
n+1∑
j=1
γj,r+αeke
ω′j −
αsks
αsks + δ
αeke
αeke + δ
eκ.
(D.39)
Step 6: System of linear equations. The unknown coefficients solve the system of linear equations
Pue = pe, (D.40)
where ue := (a−,b+,b−, c+)′, with the elements are defined as a− := (A−1 , ..., A
−
n+1)
′, b+ :=
(B+1 , ..., B
+
m+1)
′, b− := (B−1 , ..., B
−
n+1)
′, and c+ := (C+1 , ..., C
+
m+1)
′. The (2n + 2m + 4)-dimensional
column vector pe is defined as pe := (pe,1,pe,2,pe,3,pe,4,pe,5,pe,6,pe,7,pe,8)′.
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The elements pe,1,pe,2,pe,4,pe,5 ∈ R1×1 are given by
pe,1 =
n+1∑
j=1
ω′je
γj,r+αe
ke
(h−κ)
,
pe,2 =
n+1∑
j=1
γj,r+αeke
ω′je
γj,r+αe
ke
(h−κ)
,
pe,4 =
m+1∑
i=1
ω′i −
n+1∑
j=1
ω′j +
αsks
αsks + r
αeke
αeke + r
eκ − α
s
ks
αsks + δ
αeke
αeke + δ
eκ,
pe,5 =
m+1∑
i=1
βi,r+αeke
ω′i −
n+1∑
j=1
γj,r+αeke
ω′j −
αsks
αsks + δ
αeke
αeke + δ
eκ.
(D.41)
The elements pe,3,pe,7 ∈ R1×m are defined (for k = 1, ..,m) as
(pe,3)1k =
n+1∑
j=1
ω′je
γj,r+αe
ke
(h−κ)
ηk − γj,r+αeke
,
(pe,7)1k =
m+1∑
i=1
ω′ie
ηk(h−κ)
ηk − βi,r+αeke
+
n+1∑
j=1
ω′j
(
e
γj,r+αe
ke
(h−κ) − eηk(h−κ)
)
ηk − γj,r+αeke
+ eηk(h−κ)
(
eκ
ηk
αsks
αsks + r
αeke
αeke + r
− e
κ
ηk − 1
αsks
αsks + δ
αeke
αeke + δ
)
.
(D.42)
The elements pe,6,pe,8 ∈ R1×n are defined (for l = 1, .., n) as
(pe,6)1l =
m+1∑
i=1
ω′i
θl + βi,r+αeke
−
n+1∑
j=1
ω′j
θl + γj,r+αeke
+
eκ
θl
αsks
αsks + r
αeke
αeke + r
− e
κ
θl + 1
αsks
αsks + δ
αeke
αeke + δ
,
(pe,8)1l =
m+1∑
i=1
ω′ie
θl(κ−h)
θl + βi,r+αeke
+
n+1∑
j=1
ω′j
(
e
γj,r+αs
ks
(h−κ) − eθl(κ−h)
)
θl + γj,r+αeke
+ eθl(κ−h)
(
eκ
θl
αsks
αsks + r
αeke
αeke + r
− e
κ
θl + 1
αsks
αsks + δ
αeke
αeke + δ
)
.
(D.43)
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Finally, the (2n+ 2m+ 4)-dimensional square matrix P is given by
P :=

P11 P12 P13 P14
P21 P22 P23 P24
P31 P32 P33 P34
P41 P42 P43 P44
P51 P52 P53 P54
P61 P62 P63 P64
P71 P72 P73 P74
P81 P82 P83 P84

, (D.44)
where the elements of the matrix P, i.e., the sub-matrices Pkl with k = 1, ..., 8 and l = 1, ..., 4, are
given as follows.
1. For all j = 1, ..., n+ 1, P11,P13,P21,P23,P41,P43,P51,P53 ∈ R1×(n+1) are:
(P11)1j = −(P13)1j = 1, (P21)1j = γj,r+αeke , (P23)1j = −γj,r+αsks , (P41)1j = (P51)1j = 0,
(P43)1j = e
γj,r+αs
ks
(κ−h)
, and (P53)1j = γj,r+αskse
γj,r+αs
ks
(κ−h)
.
2. For all j = 1, ...,m+ 1, P12,P14,P22,P24,P42,P44,P52,P54 ∈ R1×(m+1) are:
(P12)1j = (P44)1j = −1, (P14)1j = (P24)1j = 0, (P22)1j = −βj,r+αsks , (P42)1j = e
βj,r+αs
ks
(κ−h)
,
(P52)1j = βj,r+αsks
e
βj,r+αs
ks
(κ−h)
, and (P54)1j = −βj,r+αsks .
3. For i = 1, ...,m and j = 1, ..., n+ 1, P31,P33,P71,P73 ∈ Rm×(n+1) are:
(P31)ij = (P71)ij = 1/(ηi − γj,r+αeke ), (P33)ij = −1/(ηi − γj,r+αsks ), and (P73)ij =
−
(
1− e(ηi−γj,r+αsks )(h−κ)
)
/(ηi − γj,r+αsks ).
4. For i = 1, ...,m and j = 1, ...,m+ 1, P32,P34,P72,P74 ∈ Rm×(m+1) are:
(P32)ij = −1/(ηi − βj,r+αsks ), (P34)ij = 0, (P72)ij = −
(
1− e(ηi−βj,r+αsks )(h−κ)
)
/(ηi − βj,r+αsks ),
and (P74)ij = −eηi(h−κ)/(ηi − βj,r+αsks ).
5. For i = 1, ..., n and j = 1, ..., n+ 1, P61,P63,P81,P83 ∈ Rn×(n+1) are:
(P61)ij = 0, (P63)ij = e
γj,r+αs
ks
(κ−h)
/(θi + γj,r+αsks
), (P81)ij = 1/(θi + γj,r+αeke ), and (P83)ij =
−
(
1− e(θi+γj,r+αsks )(κ−h)
)
/(θi + γj,r+αsks
).
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6. For i = 1, ..., n and j = 1, ...,m+ 1, P62,P64,P82,P84 ∈ Rn×(m+1) are:
(P62)ij = e
βj,r+αs
ks
(κ−h)
/(θi + βj,r+αsks
), (P64)ij = −1/(θi + βj,r+αsks ),
(P82)ij = −
(
1− e(θi+βj,r+αsks )(κ−h)
)
/(θi + βj,r+αsks
), and (P84)ij = −eθi(κ−h)/(θi + βj,r+αsks ).
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D.2 Proof of Theorem 3.5.2: Québécoised APUOP option
Step 1: DLCT. Using the same change of variables as in Appendix D.1 the equation (3.57) becomes
−∂˜
e
uo
∂τe
(x, τe) + L˜euo(x, τe) = r˜euo(x, τe), if (x, ts, te) ∈ E˜ ,
−∂˜
s
uo
∂τs
(x, τs) + L˜suo(x, τs) = r˜suo(x, ts), if (x, τs, τe) ∈ S˜ ∗.
(D.45)
Similarly, we adjust the notation in the equations (3.58)–(3.61). The DLCT of the PIDE system (D.45)
for the APUOP EEP results in two coupled OIDEs, which can be solved analytically.
Step 2: Standard continuation domain OIDE. In the standard continuation domain S˜ ∗, the
OIDE describing the dynamics of the québécoised APUOP EEP is
σ2
2
d2ˆ˜suo
dx2
(x, αsks) + µ
dˆ˜suo
dx
(x, αsks)− (r + αsks + λ)ˆ˜suo(x, αsks)
+ αsks ˆp(x, α
e
ke ;κ,D) + λ
∫ +∞
−∞
ˆ˜uo(x+ y, α
s
ks , α
e
ke)ϕY (y)dy = 0,
(D.46)
where ˆp(x, αeke ;κ,D) is the LCT of the vanilla American EEP w.r.t. the residual hybrid excursion
time τe := D − te (with parameter αeke = ke log(2)/τe).
Step 3: Excursion domain OIDE. In the excursion region E˜ , we have
σ2
2
d2ˆ˜euo
dx2
(x, αeke) + µ
dˆ˜euo
dx
(x, αeke)− (r + αeke + λ)ˆ˜euo(x, αeke)
+ λ
∫ +∞
−∞
ˆ˜uo(x+ y, α
s
ks , α
e
ke)ϕY (y)dy = 0.
(D.47)
The initial conditions in the standard continuation and the excursion domains are incorporated in the
OIDEs. The boundary condition in the excursion domain (after québécoisation is applied) is
lim
x↑+∞
ˆ˜euo(x, α
e
ke) = 0, (D.48)
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whereas the transformed boundary conditions between the excursion and the standard continuation
domain are
lim
x↑h
ˆ˜suo(x, α
s
ks) = limx↓h
ˆ˜euo(x, α
e
ke),
lim
x↑h
∂ˆ˜suo
∂x
(x, αsks) = limx↓h
∂ˆ˜euo
∂x
(x, αeke).
(D.49)
Step 4: Transformed boundary conditions. Transformed value-matching and smooth-pasting
conditions at the boundary between the standard continuation and the exercise domain are
lim
x↓bˆ
ˆ˜suo(x, α
s
ks) = e
κ − ebˆ − ˆ˜pisuo(x, αsks)
∣∣
x=bˆ
,
lim
x↓bˆ
∂ˆ˜suo
∂x
(x, αsks) = −ebˆ −
∂ ˆ˜pisuo
∂x
(x, αsks)
∣∣∣
x=bˆ
.
(D.50)
Using the ansatz (3.62)–(3.64) to solve our system of OIDEs given above and by following the same
steps as in the case of EPUOP options—which we omit here for brevity—we obtain the following
matrix equation for the unknown coefficients
Qua = qa. (D.51)
The vector ua is given by ua := (d−, f+, f−)′ where d− := (D−1 , ..., D
−
n+1)
′, f+ := (F+1 , ..., F
+
m+1)
′,
and f− := (F−1 , ..., F
−
n+1)
′. The (m + 2n + 3)-dimensional column vector qa is defined as qa :=
(qa,1,qa,2,qa,3,qa,4,qa,5,qa,6)
′.
The elements qa,1,qa,2,qa,4 ∈ R1×1 are
qa,1 =
n+1∑
j=1
v′je
γj,r+αe
ke
(h−bˆ)
,
qa,2 =
n+1∑
j=1
γj,r+αeke
v′je
γj,r+αe
ke
(h−bˆ)
,
qa,4 =
n+1∑
j=1
v′j +
m+1∑
i=1
C+i e
βi,r+αs
ks
(bˆ−κ)
+
m+1∑
i=1
ω′ie
βi,r+αe
ke
(bˆ−κ)
−
(
1− α
s
ks
αsks + r
αeke
αeke + r
)
eκ +
(
1− α
s
ks
αsks + δ
αeke
αeke + δ
)
ebˆ.
(D.52)
The element qa,5 ∈ R1×m (for k = 1, ..,m) is given by
(qa,5)1k =
n+1∑
j=1
ω′je
γj,r+αe
ke
(h−bˆ)
ηk − γj,r+αer+ke
. (D.53)
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The elements qa,3,qa,6 ∈ R1×n (for l = 1, .., n) are defined as
(qa,3)1l =
n+1∑
j=1
v′j
(
e
γj,r+αe
ke
(h−bˆ) − eθl(bˆ−h)
)
θl + γj,r+αer+ke
−
m+1∑
i=1
C+i e
βi,r+αs
ks
(bˆ−κ)+θl(bˆ−h)
θl + βi,r+αsks
−
m+1∑
i=1
ω′ie
βi,r+αe
ke
(bˆ−κ)+θl(bˆ−h)
θl + βi,r+αeke
+ eθl(bˆ−h)
(
1− α
s
ks
αsks + r
αeke
αeke + r
)
eκ
θl
− eθl(bˆ−h)
(
1− α
s
ks
αsks + δ
αeke
αeke + δ
)
ebˆ
θl + 1
,
(qa,6)1l = (pa,3)1l −
n+1∑
j=1
v′je
γj,r+αe
ke
(h−bˆ)
θl + γj,r+αer+ke
.
(D.54)
Finally, the (m+ 2n+ 3)-dimensional square matrix Q is given by
Q :=

Q11 Q12 Q13
Q21 Q22 Q23
Q31 Q32 Q33
Q41 Q42 Q43
Q51 Q52 Q53
Q61 Q62 Q63

, (D.55)
where the elements of the matrix Q, i.e., the sub-matrices Qkl with k = 1, ..., 6 and l = 1, 2, 3, are
given as follows:
1. For all j = 1, ..., n+ 1, Q11,Q13,Q21,Q23,Q41,Q43 ∈ R1×(n+1) are:
(Q11)1j = −(Q13)1j = 1, (Q21)1j = γj,r+αeke , (P23)1j = −γj,r+αsks , (Q41)1j = 0, and (Q43)1j =
−eγj,r+αsks (bˆ−κ).
2. For all j = 1, ...,m+ 1, Q12,Q22,Q42 ∈ R1×(m+1) are:
(Q12)1j = −1, (Q22)1j = −βj,r+αsks , and (Q42)1j = −e
βj,r+αs
ks
(bˆ−κ)
.
3. For i = 1, ...,m and j = 1, ..., n+ 1, Q51,Q53 ∈ Rm×(n+1) are:
(Q51)ij = 1/(ηi − γj,r+αeke ), and (Q53)ij = −1/(ηi − γj,r+αsks ).
4. For i = 1, ...,m and j = 1, ...,m+ 1, Q52 ∈ Rm×(m+1) are:
(Q52)ij = −1/(ηi − βj,r+αsks ).
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5. For i = 1, ..., n and j = 1, ..., n+ 1, Q31,Q33,Q61,Q63 ∈ Rn×(n+1) are:
(Q31)ij = 1/(θi + γj,r+αeke
), (Q33)ij = −
(
1− e(θi+γj,r+αsks )(bˆ−h)
)
/(θi + γj,r+αsks
), (Q63)ij =
e
(θi+γj,r+αs
ks
)(bˆ−h)
/(θi + γj,r+αsks
) and (Q61)ij = 0.
6. For i = 1, ..., n and j = 1, ...,m+ 1, Q32,Q62 ∈ Rn×(m+1) are:
(Q32)ij = −
(
1− e(θi+βj,r+αsks )(bˆ−h)
)
/(θi + βj,r+αsks
), and (Q62)ij = e
(θi+βj,r+αs
ks
)(bˆ−h)
/(θi +
βj,r+αsks
).
The québécoised early exercise boundary can be computed using the second equation in (D.50).

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Appendix E
Proofs of results in Chapter 4
E.1 Proof of Theorem 4.2.1: Risk-neutral dynamics
The Esscher transform of D-MEM process is
Zt(ϑ) :=
dQϑ
dP
∣∣∣∣
Ft
= eϑσWt−
1
2
ϑ2σ2t︸ ︷︷ ︸
ZDt (ϑ)
eϑ
∑Nt
i=1 Yi−tΨJ (ϑ)︸ ︷︷ ︸
ZJt (ϑ)
. (E.1)
First, it follows from the Girsanov theorem that the Qϑ-Brownian motion is W ∗t = Wt − [W,ϑσW ]t =
Wt−ϑσt. The volatility parameter remains the same after the change of measure, i.e., σ∗ = σ. Second,
it can be shown that the cumulant generating function (c.g.f.) of the jump part is given by
ΨJ(a) = λ
λ+
λ
m∑
i=1
piηi
ηi − a +
λ−
λ
n∑
j=1
qjθj
θj + a
 eaξ − 1
 , (E.2)
for every a ∈ (−θ1, η1). The jump c.g.f. under the new measure is
Ψ∗J(κ) :=
1
t
logE
[
ZJt (ϑ)e
κ
∑Nt
i=1 Yi
]
= ΨJ(κ + ϑ)−ΨJ(ϑ), (E.3)
for every κ ∈ (−θ1, η1). This equation can be written in the form
Ψ∗J(κ) = λ
∫ +∞
−∞
(eκy − 1) eϑyfY (y)dy
= λ∗
∫ +∞
−∞
(eκy − 1) e
ϑyfY (y)∫ +∞
−∞ e
ϑyfY (y)dy
dy,
(E.4)
where the jump intensity under the new measure is given by
λ∗ := λ
∫ +∞
−∞
eϑyfY (y)dy = λ+
m∑
i=1
piηi
ηi − ϑe
ϑξ
︸ ︷︷ ︸
λ∗+
+λ−
n∑
j=1
qjθj
θj + ϑ
eϑξ︸ ︷︷ ︸
λ∗−
, (E.5)
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and the exponentially tilted jump size distribution under the new measure is defined as
f∗Y (y) :=
eϑyfY (y)∫ +∞
−∞ e
ϑyfY (y)dy
. (E.6)
After some algebraic calculation, we obtain the expression for the jump c.g.f. under risk-neutral
measure
Ψ∗J(κ) = λ∗
λ∗+
λ∗
m∑
i=1
p∗i η
∗
i
η∗i − κ
+
λ∗−
λ∗
n∑
j=1
q∗j θ
∗
j
θ∗j + κ
 eκξ∗ − 1
 . (E.7)
The coefficients λ∗+ and λ∗− are defined in equation (E.5). Furthermore, for all i = 1, 2, ...,m we have
that η∗i = ηi−ϑ and p∗i = pi ηiηi−ϑ 1υ+(ϑ) , and for all j = 1, 2, ..., n the adjusted coefficients are θ∗j = θj+ϑ
and q∗j = qj
θj
θj+ϑ
1
υ−(ϑ) . The introduced υ-coefficients are: υ+(ϑ) =
∑m
i=1
piηi
ηi−ϑ and υ−(ϑ) =
∑n
j=1
qjθj
θj+ϑ
.
The displacement parameter ξ remain unchanged, i.e., ξ∗ = ξ. Thus, we conclude that the log-price
process under the measure Qϑ is described by (4.9).
It remains to find the value of the Esscher transform parameter ϑ which guarantees that the
new probability measure is indeed the risk-neutral measure. We require that the discounted process{
e−rtSt, t ≥ 0
}
is a Qϑ-martingale, i.e.,
E∗
[
e−rt+Xt
]
= e(µ¯−r)te
1
2
(2ϑ+1)σ2te(ΨJ (ϑ+1)−ΨJ (ϑ))t = 1. (E.8)
Therefore, our equivalent martingale measure Qϑ is indeed the risk-neutral measure if the Esscher
transform parameter solves computed the equation
µ¯− r +
(
ϑ+
1
2
)
σ2 + ΨJ(ϑ+ 1)−ΨJ(ϑ) = 0. (E.9)
It can be easily verified that this equation can be reduced to the form (4.11). This The proof of
existence and uniqueness of ϑ for the change of measure via Esscher transform is given in Thul and
Zhang (2014), Proposition 2, pp. 12–13. 
E.2 Proof of Theorem 4.3.1: Canadized European digital put op-
tionettes in D-MEM framework
First, for computational convenience, we recast the original problem in the log-space, i.e., we define
the log-price x := logSt and the log-strike κ := logK. Second, we note that the Feynman–Kac
theorem allows us to compute the European digital option price in Equation (4.27) by solving the
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partial integro-differential equation (PIDE)
−∂p
∂τ
(x, τ) +
σ2
2
∂2p
∂x2
(x, τ) + µ¯
∂p
∂x
(x, τ) +
∫ +∞
−∞
[p(x+ y, τ)− p(x, τ)]ν(y)dy = 0, (E.10)
where µ¯ denotes the compensated drift term of the log-price process under the physical measure,
and the Lévy measure ν(·) is defined in Equation (4.1). The boundary and initial conditions are:
limx↑+∞ p(x, τ) = 0, limx↓−∞ p(x, τ) = 1, and limτ↓0 p(x, τ) = 1{x<κ}.
To solve this equation, we first introduce the change of variables y 7→ y′ := y − ξ. Therefore, the
transformed jump distribution takes the form
fY (y
′) =
λ+
λ
m∑
i=1
piηie
−ηiy′1{y′≥0} +
λ−
λ
n∑
j=1
qjθje
θjy
′
1{y′<0}. (E.11)
Third, taking the Laplace–Carson transform (LCT) of the PIDE (E.10), we obtain the ordinary
integro-differential equation (OIDE) for the Canadized European digital put p˜ := p˜(x, α):
σ2
2
d2p˜
dx2
(x, α) + µ¯
dp˜
dx
(x, α)− (λ+ α)p˜(x, α) + α1{x<κ} + λ
∫ +∞
−∞
p˜(x+ ξ + y′, α)fY (y′)dy′ = 0. (E.12)
The initial condition is absorbed into Equation (E.12) due to the LCT. On the other hand, the trans-
formed boundary conditions are: limx↓−∞ p˜(x, α) = 1 and limx↑+∞ p˜(x, α) = 0.
We conjecture the solution in the form74
p˜(x, α) =

1 +
mˆ∑
l=1
w′le
βl,α(x−κ−ξ) if x < κ,
nˆ∑
l=1
w′le
γl,α(x−κ−ξ) if x ≥ κ.
(E.13)
The coefficients {βi,α}i=1,...,mˆ and {γj,α}j=1,...,nˆ represent the positive and negative roots, respectively,
of the characteristic equation
Ψ′(u) = α, α ∈ R+. (E.14)
where Ψ′(u) := µ¯u + 12σ
2u2 + λ
(
λ+
λ
∑m
i=1
piηi
ηi−u +
λ−
λ
∑n
j=1
qjθj
θj+u
− 1
)
.75 The roots, which can be
computed numerically, satisfy the ordering relation
−∞ < γnˆ,α < · · · < γ2,α < γ1,α < 0 < β1,α < β2,α < · · · < βmˆ,α < +∞, (E.15)
74We note that the Equation (E.13) is equivalent to the Equation (4.35). The difference is that the former represents
a “displaced” version of the latter (i.e., the displacement parameter ξ is explicitly included in the exponential terms, and
we defined w′l := wle
βl,αξ for l = 1, · · · , mˆ and w′l := wleγl,αξ for l = 1, · · · , nˆ). The introduction of expression (E.13) is
a merely formal and intermediate step, however it is necessary to analytically solve the OIDE (E.12).
75It can be verified that Ψ′(u) = Ψ(u)|ξ=0 + λ
(
λ+
λ
∑m
i=1
piηi
ηi−1 +
λ−
λ
∑n
j=1
qjθj
θj+1
) (
1− eξ).
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where mˆ := mˆ(α) ≤ m+ 1 and nˆ := nˆ(α) ≤ n+ 1. The coefficients {wi}i=1,...,mˆ and {wj}j=1,...,nˆ can
be calculated by analyzing the solution in the two different regions, i.e., below and above the strike
price, respectively.
First, we consider the case x < κ. It is straightforward to compute the two derivative terms in
(E.12), i.e.,
dp˜
dx
(x, α) =
mˆ∑
l=1
w′lβl,αe
βl,α(x−κ−ξ),
d2p˜
dx2
(x, α) =
nˆ∑
l=1
w′lβ
2
l,αe
βl,α(x−κ−ξ).
(E.16)
On the other hand, the integral term is much more involved. It can be decomposed in the form:
I =
λ−
λ
mˆ∑
l=1
n∑
j=1
∫ 0
−∞
qjθjw
′
le
βl,α(x−κ)e(βl,α+θj)y
′
dy′
+
λ−
λ
n∑
j=1
∫ 0
−∞
qjθje
θjy
′
dy′
+
λ+
λ
mˆ∑
l=1
m∑
i=1
∫ κ−x
0
piηiw
′
le
βl,α(x−κ)e(βl,α−ηi)y
′
dy′
+
λ+
λ
m∑
l=1
∫ κ−x
0
plηle
−ηly′dy′
+
λ+
λ
m∑
i=1
nˆ∑
l=1
∫ +∞
κ−x
piηiw
′
le
γl,α(x−κ)e(γl,α−ηi)y
′
dy′.
(E.17)
After some algebra, the OIDE (E.12) yields the following condition
mˆ∑
l=1
wle
βl,α(x−κ) (Ψ′(βl,α)− α)− m∑
l=1
λ+plηle
ηl(x−κ)
 mˆ∑
i=1
wi
ηl − βi,α −
nˆ∑
j=1
wj
ηl − γj,α +
1
ηl
 = 0, (E.18)
for all l = 1, 2, ...,m. Using the characteristic equation (E.14), we conclude that the first sum in (E.18)
is equal to zero. Therefore, we obtain a system of m linear equations for the coefficients {wi}i=1,...,mˆ
and {wj}j=1,...,nˆ, i.e.,
mˆ∑
i=1
wi
ηl − βi,α −
nˆ∑
j=1
wj
ηl − γj,α = −
1
ηl
, for l = 1, ...,m. (E.19)
Now we study the case x ≥ κ. First, the derivative terms are given by
dp˜
dx
(x, α) =
nˆ∑
l=1
w′lγl,αe
γl,α(x−κ−ξ),
d2p˜
dx2
(x, α) =
nˆ∑
l=1
w′lγ
2
l,αe
γl,α(x−κ−ξ).
(E.20)
165
The integral term can be decomposed as
I =
λ+
λ
nˆ∑
l=1
m∑
i=1
∫ +∞
0
piηiw
′
le
γl,α(x−κ)e(γl,α−ηi)y
′
dy′
+
λ−
λ
n∑
j=1
∫ κ−x
−∞
qjθje
θjy
′
dy′
+
λ−
λ
nˆ∑
l=1
n∑
j=1
∫ 0
κ−x
qjθjw
′
le
γl,α(x−κ)e(γl,α+θj)y
′
dy′
+
λ−
λ
n∑
j=1
mˆ∑
l=1
∫ κ−x
−∞
qjθjw
′
le
βl,α(x−κ)e(βl,α+θj)y
′
dy′.
(E.21)
Again, after some lengthy calculations we obtain the condition
nˆ∑
l=1
wle
γl,α(x−κ) (Ψ′(γl,α)− α)+ n∑
l=1
λ−qlθleθl(x−κ)
 mˆ∑
i=1
wi
θl + βi,α
−
nˆ∑
j=1
wj
θl + γj,α
+
1
θl
 = 0. (E.22)
Using the same arguments as in the case x < κ, we get the following set of conditions:
mˆ∑
i=1
wi
θl + βi,α
−
nˆ∑
j=1
wj
θl + γj,α
= − 1
θl
, for l = 1, ..., n. (E.23)
To close the system of equations we use the value matching and the smooth pasting conditions at
x = κ:
lim
x↑κ
p˜(x, α) = lim
x↓κ
p˜(x, α),
lim
x↑κ
dp˜
dx
(x, α) = lim
x↓κ
dp˜
dx
(x, α).
(E.24)
Therefore, we have
mˆ∑
i=1
wi −
nˆ∑
j=1
wj = −1,
mˆ∑
i=1
βi,αwi −
nˆ∑
j=1
γj,αwj = 0.
(E.25)
After collecting the conditions (E.19), (E.23), and (E.25) we obtain the following system of linear
equations:
Aw = a, (E.26)
where
w := (w1, ..., wmˆ, w1, ..., wnˆ)
′ (E.27)
is an (nˆ+ mˆ)-dimensional column vector, and
a :=
(
−1, 0,− 1
η1
, ...,− 1
ηm
,− 1
θ1
, ...,− 1
θn
)′
(E.28)
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is an (m+ n+ 2)-dimensional column vectors. Lastly, the matrix A is defined as
A :=

1 · · · 1 −1 · · · −1
β1,α · · · βmˆ,α −γ1,α · · · −γnˆ,α
1
η1−β1,α · · · 1η1−βmˆ,α − 1η1−γ1,α · · · − 1η1−γnˆ,α
...
. . .
...
...
. . .
...
1
ηm−β1,α · · · 1ηm−βmˆ,α − 1ηm−γ1,α · · · − 1ηm−γnˆ,α
1
θ1+β1,α
· · · 1θ1+βmˆ,α − 1θ1+γ1,α · · · − 1θ1+γnˆ,α
...
. . .
...
...
. . .
...
1
θn+β1,α
· · · 1θn+βmˆ,α − 1θn+γ1,α · · · − 1θn+γnˆ,α

. (E.29)
This concludes the proof. 
E.3 Proof of Theorem 4.3.2: Canadized one-touch digital put op-
tionettes in D-MEM framework
Following the same line of arguments as in Appendix E.2, we compute the price of the one-touch digital
put in Equation (4.23) by solving the PIDE
−∂P
∂τ
(x, τ) +
σ2
2
∂2P
∂x2
(x, τ) + µ¯
∂P
∂x
(x, τ) +
∫ +∞
−∞
[P (x+ y, τ)− P (x, τ)]ν(y)dy = 0. (E.30)
The boundary and initial conditions are: limx↑+∞ P (x, τ) = 0, limx↓κ P (x, τ) = 1, and limτ↓0 P (x, τ) =
1{x<κ}. Unless otherwise stated, we keep the same notation as in Appendix E.2. The proof is similar
to the one provided for Canadized European digital puts. First, we introduce the displaced variable
y 7→ y′ := y − ξ. In a second step, we apply the LCT. A notable difference is that, due to a path-
dependent payoff, we have two different regions in the case of one-touch digital puts: the continuation
region (x > κ) and the stopping region (x ≤ κ).
The LCT of the PIDE (E.30) yields the following OIDE in the continuation region
σ2
2
d2P˜
dx2
(x, α) + µ¯
dP˜
dx
(x, α)− (λ+ α)P˜ (x, α) + λ
∫ +∞
−∞
P˜ (x+ ξ + y′, α)fY (y′)dy′ = 0. (E.31)
The initial condition is again absorbed into the resulting OIDE. The boundary conditions are given by
limx↓κ P˜ (x, α) = 1,
limx↑+∞ P˜ (x, α) = 0.
(E.32)
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We follow the same steps as in the case of digital puts and introduce the ansatz
P˜ (x, α) =

1 if x ≤ κ,
nˆ∑
l=1
v′le
γl,α(x−κ−ξ) if x > κ,
(E.33)
where v′l := vle
γl,αξ, for l = 1, · · · , nˆ.
The two derivative terms in (E.31) are
dP˜
dx
(x, α) =
nˆ∑
l=1
v′lγl,αe
γl,α(x−κ−ξ),
d2P˜
dx2
(x, α) =
nˆ∑
l=1
v′lγ
2
l,αe
γl,α(x−κ−ξ).
(E.34)
After applying the same change of jump size variable that is applied in the proof for European digital
put optionettes, the integral term in equation (E.31) becomes
J : =
∫ +∞
−∞
P˜ (x+ ξ + y′, α)fY (y′)dy′
=
λ+
λ
nˆ∑
l=1
m∑
i=1
∫ +∞
0
piηiv
′
le
γl,α(x−κ)e(γl,α−ηi)y
′
dy′
+
λ−
λ
n∑
j=1
∫ κ−x
−∞
qjθje
θjy
′
dy′
+
λ−
λ
nˆ∑
l=1
n∑
j=1
∫ 0
κ−x
qjθjv
′
le
γl,α(x−κ)e(γl,α+θj)y
′
dy′.
(E.35)
Solving the integrals on the r.h.s. gives us the condition
nˆ∑
l=1
vle
γl,α(x−κ) (Ψ′(γl,α)− α)− n∑
l=1
λ−qlθleθl(κ−x)
 nˆ∑
j=1
vj
θl + γj,α
− 1
θl
 = 0. (E.36)
Following the same logic as in the previous proof, the following n linear conditions emerge:
nˆ∑
j=1
vj
θl + γj,α
=
1
θl
, for l = 1, ..., n. (E.37)
We close the system with the value matching condition at the boundary between the exercise and the
continuation region, which reads
nˆ∑
j=1
vj = 1. (E.38)
Finally, we collect the conditions (E.37) and (E.38), and obtain the matrix equation
Bv = b, (E.39)
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where
v := (v1, v2, ..., vnˆ)
′ (E.40)
is nˆ-dimensional column vector, and
b :=
(
1,
1
θ1
, ...,
1
θn
)′
(E.41)
is (n+ 1)-dimensional column vectors. Finally, the matrix B is (n+ 1)× nˆ-dimensional matrix which
is given by
B :=

1 · · · 1
1
θ1+γ1,α
· · · 1θ1+γnˆ,α
...
. . .
...
1
θn+γ1,α
· · · 1θn+γnˆ,α

. (E.42)
This completes the proof. 
E.4 Proof of Theorem 4.3.3: First-passage disentanglement of
canadized one-touch digital put optionettes in D-MEM frame-
work
We showed in Theorem 4.3.2 that a canadized one-touch digital put optionette solves the OIDE (E.31)
with the boundary conditions (E.32). It follows from the Feynman-Kac formula that we can express
the price of a canadized one-touch digital put optionette as
P˜ (x, α) = Ex
[
e−α(τκ−t)
]
, (E.43)
where τκ is the first-passage time (from above) of the barrier level κ for the log-price process Xt:
τκ := inf{u ≥ t : Xu ≤ κ}. (E.44)
The mathematical formalism of the relationship between the OIDE system (E.31)–(E.32) and the
expectation (E.43) can be derived by closely following the proof of Theorem 3.1 in Kou and Wang
(2003), pp. 509–512, and Theorem 3.3 in Cai and Kou (2011), p. 2072. Since we are studying the
Laplace transform of the first-passage time to a lower boundary, and the aforementioned papers study
the Laplace transform of the first-passage time to an upper boundary, the formal proof is omitted in
our paper.
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Following the notation in Theorem 3 in Leippold and Vasiljević (2017), pp. 81, 93–94, the set
ED := {Xτκ = κ} represents all the possible events of the stopping of the process Xt exactly at the
barrier κ, i.e., the stopping due to the diffusion. Similarly, we denote by EJ := {Xτκ < κ} the set of
all possible events of the stopping due to overshooting of the barrier level κ by the process Xt, i.e.,
the stopping due to the jumps. The price of the canadized one-touch digital put optionette given in
equation (E.43) can be orthogonally decomposed as
P˜ (x, α) = Ex
[
e−α(τκ−t)1ED
]
+
n∑
j=1
Ex
[
e−α(τκ−t)1EJ
]
. (E.45)
It will therefore suffice to compute either diffusion or jump contribution, since P˜ (x, α) = P˜D(x, α) +
P˜J(x, α), and the (total) price of a one-touch digital put optionette is given in Theorem 4.3.2.
Following the solution procedure in Appendix E.2 and Appendix E.3, we introduce the substitution
y 7→ y′ := y−ξ. Subsequently, we apply the LCT. Therefore, to compute, e.g., the diffusion contribution
P˜D(x, α), we have to solve the OIDE
σ2
2
d2P˜D
dx2
(x, α) + µ¯
dP˜D
dx
(x, α)− (λ+ α)P˜D(x, α) + λ
∫ +∞
−∞
P˜D(x+ y
′, α)fY (y′)dy′ = 0, (E.46)
which is the same as Equation (E.31). The boundary conditions (E.32) remain unchanged as well.
However, the diffusion contribution in the interior of the stopping region, i.e., for x < κ is zero. This is
a consequence of the fact that stopping due to diffusion can happen only at the boundary, i.e., almost
surely a diffusion will not generate an overshoot. Therefore, we use the following ansatz:
P˜D(St, α) =

nˆ∑
j=1
δj
(
St
K
)γj,α
if St > K,
1 if St = K,
0 if St ≤ K.
(E.47)
Following the same procedure as in Appendix E.2 and Appendix E.3, we obtain the conditions that
summations coefficients {δj}j=1,...,nˆ have to satisfy:
nˆ∑
j=1
δj
θl + γj,α
= 0, for l = 1, ..., n,
nˆ∑
j=1
δj = 1.
(E.48)
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We rewrite these conditions in the matrix form
MDδ = D, (E.49)
where
δ := (δ1, δ2, ..., δnˆ)
′ (E.50)
is nˆ-dimensional column vector, and
D :=
1, 0, ..., 0︸ ︷︷ ︸
n times
′ (E.51)
is (n+ 1)-dimensional column vectors. The matrix MD is (n+ 1)× nˆ-dimensional matrix which is the
same as the matrix B, which is given in (E.42).
By analogy, it can be shown the summation coefficients {ιi}j=1,...,mˆ can be computed as the solution
of the matrix equation
MJι = J , (E.52)
where
ι := (ι1, ι2, ..., ιmˆ)
′ (E.53)
is nˆ-dimensional column vector, and
J :=
(
0,
1
θ1
, ...,
1
θn
)′
(E.54)
is (n + 1)-dimensional column vectors. The matrix MJ is (n + 1) × nˆ-dimensional matrix which is
identical to the matrix MD.
This concludes the proof. 
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