Standard models-based exclusively on macro-financial variables-have made little progress in explaining the behavior of exchange rates. In this paper, we introduce a neglected set of "soft power" factors capturing a country's demographic, institutional, political and social underpinnings to uncover the "missing" determinants of exchange rate volatility over time and across countries. Based on a balanced panel dataset comprising 115 countries during the period 1996-2011, the empirical results are generally robust across different estimation methodologies and show a high degree of persistence in exchange rate volatility, especially in emerging market economies. After controlling for standard macroeconomic factors, we find that the "soft power" variables-such as an index of voice and accountability, life expectancy, educational attainment, the z-score of banks, and the share of agriculture relative to services-have a statistically significant influence on the level of exchange rate volatility across countries. JEL Classification Numbers: C32; F33; G15
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I. INTRODUCTION
Since the breakdown of the Bretton Woods system, major shifts in the global economy and financial markets have exacerbated the magnitude of exchange rate fluctuations. While Friedman (1953) famously argued that exchange rate volatility is a manifestation of macroeconomic volatility, empirical studies have uncovered a range of anomalies and puzzles that contradict the theoretical models of exchange rates. Meese and Rogoff (1983) , for example, showed that there is no stable relationship between exchange rate movements and fundamental factors, conflicting with the theoretical models predicting that exchange rate volatility can only increase when the variability of the underlying fundamentals increases. Exchange rate volatility is still of great interest to academics, policymakers, and market practitioners because the potential linkages between the behavior of exchange rates and other economic and financial variables.
The general consensus in the literature is that the behavior of exchange rates reflects global and country-specific macro-financial factors, such as income growth, inflation, fiscal and current account balances, foreign exchange reserves, financial and trade openness, and the size and type of capital flows. It has also been shown that structural characteristics of the foreign exchange market such as the exchange rate regime and technical features such as order flows influence the extent of exchange rate volatility. Notwithstanding a cascade of follow-up papers, however, the findings of Meese and Rogoff (1983) remain unchallenged, with little progress in explaining-and predicting-exchange rate fluctuations with macroeconomic fundamentals. Although Engle and West (2005) contend that exchange rates and fundamentals may be linked in a way that is more or less consistent with asset-pricing models of the exchange rate, this disconnect undermines the notion of exchange rates as a shock absorber. If exchange rates fluctuate beyond what is necessary to absorb real economic shocks, they become an autonomous source of shocks and instability. A significant share of exchange rate fluctuations is indeed shown to be explained by shocks originating in the foreign exchange market itself, due to movements in the exchange rate risk premium (Artis and Ehrmann, 2006; Farrant and Peersman, 2006) .
The purpose of this paper is therefore to empirically unearth the "missing" cross-country determinants of exchange rate volatility, in contrast to the large literature that aims to explain the changes in the level of exchange rates over time. Using a balanced panel comprising 115 countries from 1996 to 2011, we investigate the importance of "soft power" variables that encapsulate a country's demographic, institutional, political and social underpinnings that are generally ignored in the literature. In addition, we include 10 control variables, drawn from 1 The concept of soft power-popularized by Nye (1990) in studying international relations-captures intangible resources beyond material considerations. Although the Institute for Government has developed an index of soft power for a limited set of countries over the period [2009] [2010] [2011] [2012] , it is difficult to quantify a multidimensional concept in a single indicator. Accordingly, in this paper, we focus on the underlying factors of "soft power" in a broad set of countries over a longer span of time.
the literature on exchange rate modeling, and which are expected to capture the conventional macro-financial drivers of exchange rate volatility. With regards to the "soft power" characteristics of individual countries, rather than relying on an arbitrary choice of a small set of variables, we take an 'agnostic' view and initially consider a wide range of demographic, institutional, political and social indicators. However, since there is inevitably a high degree of collinearity among the explanatory variables, we utilize a variable reduction technique that systematically eliminates those variables in the original set that are best explained by the remaining variables. The empirical findings are generally robust across different estimation methodologies and indicate a high degree of persistence in exchange rate volatility over time, especially in emerging market economies. After controlling for conventional measures of macroeconomic performance, we find that a number of "soft power" variables-such as an index of voice and accountability, life expectancy, educational attainments, the z-score of banks, and the share of agriculture relative to services-have a significant influence on the volatility of exchange rates across countries.
The remainder of this paper is organized as follows. Section II provides a brief overview of the literature. Section III explains how we estimate exchange rate volatility. Sections IV and V describe our empirical methodology and data sources, respectively. The econometric results are presented in Section VI, while we offer concluding remarks in Section VII.
II. LITERATURE OVERVIEW AND CONCEPTUAL FRAMEWORK
The literature on exchange rates is vast, covering a wide range of theoretical and empirical strands. The volatility of exchange rates can have welfare costs through multiple channels, but mainly by increasing transaction costs and reducing the gains to international trade. A rich body of studies points out, albeit with mixed results, a negative effect of exchange rate volatility on investment, employment, growth, and international trade (Chowdhury, 1993; Federer, 1993; Dixit and Pindyck, 1994; Ramey and Ramey, 1995; Caballero and Pindyck, 1996; Obstfeld and Rogoff, 1998; Aizenman and Marion, 1999; Dell'Ariccia 1999; Bleaney and Greenway, 2001; Sauer and Bohara, 2001; Devereux and Engel, 2003; Rosenberg, 2004; Chong and Gradstein, 2009; Baum and Caglayan, 2010) . This is likely to be a significant concern in emerging market economies, especially where large exchange rate misalignments contribute to the risks of sudden reversals of capital flows.
With regards to the principal determinants of exchange rate volatility, the focus has been almost exclusively on macroeconomic fundamentals and structural characteristics of the foreign exchange market. Among the key findings in this literature is a positive link between real exchange rate volatility and the flexibility of nominal exchange rates (Mussa, 1986; Baxter and Stockman, 1989; Flood and Rose, 1995; Morales-Zumaquero and SosvillaRivero, 2010) . The relationship between exchange rate volatility and economic openness, on the other hand, is less clear. While Hau (2002) and Bleaney (2008) show that more open economies tend to have lower exchange rate volatility, Amor (2008) finds the opposite result in the case of Asian countries. Bravo-Ortega and di Giovanni (2006) , on the other hand, show that exchange rate volatility is negatively related to trade openness and per capita GDP and positively to trade taxes and a measure of remoteness (trade-weighted distance from the rest of the world), concluding that trade costs increase exchange rate volatility. The literature also suggests that productivity shocks play an important role in explaining real exchange rate fluctuations (Alexius, 2005) . Beyond macroeconomic fundamentals, Lyons (2001) and Canales-Kriljenko and Habermeier (2004) show that structural characteristics and technical features of the foreign exchange market may influence the degree of exchange rate volatility.
There is no theoretical map linking measures of "soft power" to exchange rate volatility.
2
There is, however, a bourgeoning literature on the institutions-growth nexus, laying out a conceptual framework that is relevant to the analysis of how "soft power" can influence the behavior of exchange rates (or other asset prices, for that matter). There is broad consensus in the literature that institutions-generally defined as the economic, legal, political, and social organization of a country-are the fundamental determinants of cross-country differences in economic performance and financial developments (North and Thomas, 1973; La Porta et al., 1997; Acemoglu, Johnson, and Robinson, 2001 ). Acemoglu and others (2003) expand this negative relationship to macroeconomic volatility, as measured by the volatility of the growth rate of output per worker, and demonstrate that macroeconomic policies have no predictive power after controlling for the impact of institutions. The institutions-growth nexus also helps to clarify the linkages between "soft power" characteristics-underpinning the quality of institutions-and exchange rate volatility.
The contribution of this paper is therefore to investigate the nature and scale of relationship between exchange rate volatility and institutional infrastructure and social features across countries. We expect to see "soft power" factors to have a prominent role in determining exchange rate volatility-directly and indirectly-by fostering better policy choices and shaping the pattern and evolution of macroeconomic fundamentals and risk premia.
III. MEASURING EXCHANGE RATE VOLATILITY
Rather than focusing exclusively on the behavior of bilateral exchange rates, we adopt an aggregate view of exchange rate volatility, using trade shares as weights to obtain the volatility of a country's effective exchange rate. It is also important to realize that the degree of exchange rate variability to which a country is exposed is not necessarily closely related to the type of exchange rate regime it has adopted. A country may peg its currency to an anchor currency (or a basket of currencies), but will float against all other currencies if the anchor currency does as well. Accordingly, since the choice between using the nominal effective exchange rate (NEER) and the real effective exchange rate (REER) is not likely to affect significantly measured volatility or the econometric results, we prefer the REER as the unit of measurement in this analysis.
We measure the annual volatility of the exchange rate as the natural logarithm of the realized variance of the REER return, computed using monthly returns. In particular, we define the volatility of the exchange rate for country i in year t as 
IV. ECONOMETRIC MODEL AND ESTIMATION METHODOLOGY
The "soft power" variables are more likely to have an impact on exchange rate volatility in the cross-section rather than the time series, and accordingly our starting point is a pooled regression that attempts to uncover this:
where VOL , is the volatility of the REER for country i in year t, as defined in Section III,
, is a Jx1 vector of structural variables, , is a Kx1 vector of macroeconomic control variables and , is a random error, which we assume to be uncorrelated across time and countries. The dynamic nature of the model reflects the fact that it is well documented in the literature that at short horizons, the volatility of exchange rate returns is a highly persistent process. The degree of persistence in volatility decreases as the return horizon increases but, as we show below, it remains significant at the annual horizon used in this study.
We begin the analysis by estimating the pooled model given by (2) using two approaches. In the first, we assume that all of the right hand side variables are strictly exogenous and use OLS. In the second, we assume that the control variables, , , are pre-determined and use the Instrumental Variables (IV) approach, with the first lag of the control variables used as instruments. In both cases, we report robust standard errors of the estimated coefficients. The model is estimated both for the full sample of 115 countries and the sub-sample of 90 emerging market countries and 25 developed market countries.
To further explore the relationship between exchange rate volatility and the "soft power" variables, we consider a fixed effects version of the model:
where is an unobserved country-specific effect. The presence of the country-specific effect in conjunction with the lagged dependent variable creates a bias in the usual least squares dummy variable estimator when the time dimension is fixed, since demeaning creates a correlation between the error term and the lagged dependent variable in the transformed model. We therefore estimate the model using the System Generalized Method of Moments (GMM) approach of Blundell and Bond (1998) . This involves constructing two sets of equations, one with first differences of the endogenous and pre-determined variables instrumented by suitable lags of their own levels, and one with the levels of the endogenous and pre-determined variables instrumented with suitable lags of their own first differences.
3 3 The use of the Difference GMM approach of Arellano and Bond (1991) , which uses only the first difference equation, yields similar results but with reduced statistical significance for some variables.
Strictly exogenous variables in the model enter the instrument matrix in the conventional way, i.e. in first differences or levels depending on the equation, with one column per instrument. The number of available instruments increases with the time period t and so the model is estimated as a system of equations, with one equation for each period.
The System GMM approach yields consistent estimates of the model parameters while allowing for potential endogeneity in the regressors. We estimate two versions of the model given by Equation (3). In the first, we assume that the control variables, , , are strictly exogenous. In the second, we assume that they are endogenous. In both cases, we assume that the structural variables are strictly exogenous. We use one-step GMM and report robust standard errors. 4 We also report the Hansen J test of over-identifying restrictions for the joint validity of the instruments. As an additional test of the validity of the instruments, we report the Arellano and Bond (1998) test for second-order serial correlation in the error term of the first-difference equation.
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The use of all available lagged levels of the variables in the GMM estimation leads to a proliferation in the number of instruments. This reduces the efficiency of the estimator in finite samples, and potentially leads to over-fitting. This is a particular problem when the right hand side variables are assumed to be pre-determined or endogenous, since for these variables, each time period contributes a separate vector to the instrument matrix. A further issue is that the use of a large number of instruments significantly weakens the Hansen J test of over-identifying restrictions, and so the detection of over-identification is hardest when it is most needed. Conversely, however, restricting the instrument set too much results in a loss of information that leads to imprecisely estimated coefficients. Estimation of such models therefore involves a delicate balance between maximizing the information extracted from the data on the one hand, and guarding against over-identification on the other.
To establish the robustness of our results, therefore, we estimate various specifications of the model. First, only the one or two most recent lags of the available instruments are used in the GMM estimation. Second, the instruments are collapsed into a single vector, which reduces the number of moment conditions for a given number of instrument lags used. Third, the control variables are replaced by their significant principal components (i.e. those that have an associated eigenvalue greater than unity). We report the results obtained using different combinations of these restrictions.
V. DATA
Our objective in this paper is to empirically investigate the importance of "soft power" variables that encapsulate a country's demographic, institutional, political and social underpinnings that are generally ignored in the literature. Accordingly, we include a number of control variables, drawn from the literature on exchange rate modeling, and which are expected to capture the conventional macro-financial drivers of exchange rate volatility. With regards to the "soft power" factors, rather than relying on an arbitrary choice of a small set of variables, we take an 'agnostic' view and consider a wide range of demographic, institutional, political and social indicators. We expect these "soft power" characteristics such as governance and social conditions to have a significant effect on exchange rate volatility-directly and indirectly-by fostering better policy choices and shaping the pattern and evolution of macroeconomic fundamentals and risk premia.
The empirical analysis employs annual data for a broad panel of 115 countries over the period 1996-2011. 6 The full list of countries is reported in Table A1 in the Appendix. The choice of sample represents a balance between data availability for individual countries and a desire to have a large a sample as possible. In this section, we provide a detailed description of the variables used in the empirical analysis.
Dependent Variable
The volatility of each country's exchange rate, VOL , , is measured by the realized volatility of the REER, as described in Section III, constructed using monthly data drawn from the IMF's International Financial Statistics database.
Control Variables
We include 10 control variables, drawn from the literature on exchange rate modeling, and which are expected to capture the fundamental macroeconomic drivers of exchange rate volatility. The control variables are consumer price inflation (CPII), the volatility of the terms of trade (TOTV), the volatility of labor productivity growth (PRDV), the volatility of the ratio of government consumption to GDP (GOVV), the ratio of the current account balance to GDP (CBAL), trade openness (OPEN), export concentration (CONC), the exchange rate regime (REGM), the ratio of credit to GDP (CRED) and stock market capitalization (SCAP). These series are compiled from the IMF's International Financial Statistics and World Economic Outlook databases and the World Bank's World Development Indicators database. Panel B of Table A2 in the appendix gives the precise definitions of the 10 control variables, their sources and expected signs.
"Soft Power" Variables
Rather than relying on an arbitrary choice of a small set of variables to capture the "soft power" characteristics of individual countries, we take an 'agnostic' view and initially consider a wide range of demographic, institutional, political and social indicators drawn from a number of different sources. In particular, we start with a universe of 20 variables, split into five broad categories:
Governance: Political stability (POLS), government effectiveness (GOVE), regulatory quality (REGQ), rule of law (RLAW), control of corruption (CORR), voice and accountability (VCEA).
Population: Median age (MAGE), total fertility (FERT), infant mortality (MORT), life expectancy (LIFE), child dependency (CHIL).
Education: Average years of primary schooling (PRIS), average years of secondary schooling (SECS), average years of tertiary schooling (TERS).
Financial Sector: Bank z-score (ZSCR), bank concentration (BCNC), financial openness (FOPN).
Development: Per capita GDP (RGDP), GDP of the agriculture sector (AGRC), GDP of the agriculture sector relative to the service sector (AGMS).
The data for these variables are drawn from the World Bank's Governance Indicators database, the Polity IV Database, and the International Country Risk Guide. Panel A of Table A1 in the Appendix gives precise definitions of the 20 "soft power" variables, their sources and their expected signs with respect to exchange rate volatility.
There is inevitably a high degree of collinearity among the control and "soft power" variables, both among variables within the same category, and among variables in different categories. As is well known, while collinearity does not invalidate the estimation of the econometric model, it may complicate the interpretation of the estimated coefficients by inflating the associated standard errors, potentially making it difficult to distinguish the marginal effects of individual variables. In the sample, absolute pairwise correlations range from zero to close to unity. As might be expected, the highest correlations are between variables within the same category (for example, a correlation of 0.95 between GOVE and RLAW), but there are also some high correlations between variables in different categories (for example, a correlation of 0.83 between RGDP and CORR).
In the panel data model that we estimate, we allow for unobserved year effects, and in some cases, also country effects. This will tend to reduce collinearity since the pairwise correlation between any two variables arises partly from common year or country effects. For example, the correlation between GOVE and RLAW falls from 0.95 to 0.43 once both variables are demeaned by year and by country. Nevertheless, in spite of the fact that the inclusion of year and country effects in the model will tend to reduce effective pairwise correlations, we mitigate the effects of potential collinearity among the predictor variables by using variable reduction, which eliminates those variables in the original set that are best explained by the remaining variables according to some statistical criterion.
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The variable reduction technique that we employ is based on the variance inflation factor (VIF) of each variable , which is given by 1 1 where is the coefficient of determination in a regression of on the remaining variables. The VIF measures the extent to which a variable can be explained by a linear combination of the remaining variables, and shows how much the variance of the estimated coefficient is increased as a result of collinearity. We recursively estimate the VIF for each of the entire set of 20 "soft power" variables, each time dropping the variable that has the highest VIF. We continue until no variable has a VIF higher than 5.0. This yields a final set of nine "soft power" variables: POLS, VCEA, LIFE, PRIS, TERS, ZSCR, BCNC, FOPN, AGMS. The number of variables retained within each category in the full sample ranges from one (for the population category) to three (for the financial sector category).
We undertake two robustness checks to explore the sensitivity of the final model specification to the way in which the variable reduction procedure is implemented. First, we used an alternative-and more conservative-VIF threshold of 2.5, which yields six "soft power" variables. The lower VIF threshold inevitably reduces the number of retained variables, leading to a more parsimonious model with somewhat lower collinearity between the variables. However, all of the variables in both the governance and development categories are eliminated when the lower VIF threshold is employed. Second, we applied the variable reduction procedure after demeaning each variable by both country and year (i.e. after extracting fixed country and year effects). Owing to the lower pairwise correlations between the demeaned variables, fewer variables are dropped, but the qualitative conclusions that we draw are broadly similar. We report results only for the VIF cut-off of 5.0 applied to the 20 "soft power" variables without demeaning.
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The control variables generally have much lower pairwise correlations, both with each other, and with the control variables. For example, the highest correlation within the set of control variables is 0.57 (between TOTV and CONC), and the highest correlation between the control variables and the "soft power" variables is 0.53 (between MAGE and CONC). As a check, we applied the variable reduction procedure described above to the combined set of 30 "soft power" and control variables. With a VIF threshold of 5.0, none of the control variables is eliminated. Even at the VIF threshold of 2.5, all of the control variables are retained. Moreover, the set of "soft power" variables that was retained (using either VIF threshold) was almost identical to when the control variables were excluded from the variable reduction procedure.
VI. EMPIRICAL RESULTS
We begin the analysis by first reporting the results of the pooled panel model using the OLS approach, in Table 1 , for our full sample of 115 countries as well as the sub-samples of 25 developed and 90 emerging market economies over the period 1996-2011. We estimate both static and dynamic versions of the pooled model. The results show that lagged exchange rate volatility in the dynamic model is statistically significant for all three samples, indicating a high degree of persistence over time. While its inclusion does not alter the sign of other variables included in the analysis, it significantly lowers the magnitude of the other coefficients. Furthermore, the persistence of exchange rate volatility appears to be substantially greater in emerging market economies than in developed countries.
Turning first to the control variables, the pattern of coefficients is broadly as expected, but the magnitude of the relationship varies between advanced and emerging market economies. The estimated coefficients on consumer price inflation (CPII) and productivity growth volatility (PRDV) have the predicted positive sings, but are insignificant in the case of advanced economies. Trade openness (OPEN) is a highly significant factor with a dampening effect on exchange rate volatility, but it does not appear to be important in the case of developing countries where export concentration (CONC) is more influential. In line with previous research, exchange rate regime (REGM) is a significant determinant of exchange rate volatility, as greater flexibility leads to a higher level of volatility. Finally, both measures of financial development (CRED and SCAP) appear to have a significant positive effect, except in the case of stock market capitalization (SCAP) in developing countries.
The results obtained from the pooled panel estimation show that a number of "soft power" variables are statistically significant, highlighting the influence of intangible resources underpinned by demographic, institutional, political and social characteristics. In particular, we find that the index of voice and accountability (VCEA) and life expectancy (LIFE) have dampening effects on exchange rate volatility. Likewise, financial openness (FOPN) and the Z-score of banks (ZSCR) lower the volatility of exchange rates. These findings remain robust to the inclusion of lagged exchange rate volatility, as well as for the sub-samples of advanced and developing countries. Interestingly, the results show that primary schooling (PRIS) contributes to greater exchange rate volatility, while tertiary educational attainments (TERS) have a dampening effect, especially in developing countries.
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The estimations based on the IV approach, presented in Table 2 , are broadly similar in terms of the sign and magnitude of coefficients in the pooled panel data estimations, but yield different results in terms of statistical significance.
The estimations based on the pooled panel model exclude unobserved country-specific effects. We therefore estimate a fixed effects version of the dynamic model given by Equation (3) for the sample of 115 countries, using the System GMM technique, initially under the assumption that both the control and "soft power" variables are strictly exogenous. Table 3 presents the four specifications estimated using various combinations of instrument reduction. In specification (1), all available lags of the lagged dependent variable are used as GMM instruments, with each contributing a vector to the instrument matrix. The lagged exchange rate volatility remains highly significant, with a coefficient of 0.391, suggesting that volatility is persistent, but less so than at shorter horizons. A number of the control variables are significant, and with the expected signs. Of the "soft power" variables, voice and accountability (VCEA), life expectancy (LIFE), primary schooling (PRIS), and the Zscore of banks (ZSCR) are significant at the one percent level, and financial openness (FOPN) at the five percent level. All except PRIS have the expected sign. However, while the Hansen J test does not reveal any misspecification, it is likely to be weakened by the use of so many instruments, and so the estimation results must be treated with caution.
We therefore investigate the robustness of the System GMM results by considering alternative specifications that reduce the instrument set by restricting the number of lags used as instruments to the most recent two (specification (2)), collapsing the instruments into a single vector (specification (3), and both (specification (4). These restrictions all lead to a reduction in the p-value of the Hansen J test, and in the case of specifications (2) and (3), there is evidence that the instrument set is misspecified. However, specification (4), which uses 'only' 37 instruments (versus the 153 instruments used in the unrestricted case), appears to be reasonably well specified in terms of instrument choice. The estimation results for this specification (as well as for specifications (2) and (3)) are broadly similar to the unrestricted case. The notable difference is that the coefficient on lagged exchange rate volatility, while remaining statistically very significant, is considerably lower in value, suggesting lower persistence. The remaining coefficients are generally similar, though larger in magnitude. The preliminary conclusion from Table 3 , under which it is assumed that both the control and "soft power" variables are strictly exogenous, is therefore that exchange rate volatility is negatively related to voice and accountability, life expectancy, fragility of the banking sector and financial openness, and positively related to primary schooling.
With the aim of reducing the instrument set further, Table 4 repeats the estimation of Table 3 , but with the control variables replaced by their four significant principal components (i.e. those with an associated eigenvalue greater than one). All four specifications yield coefficient estimates on the "soft power" variables that are similar to those reported in Table  3 , suggesting that the control variables are adequately captured by their first four principal components. In all four cases, the second, third and fourth principal components are significant at the one percent level, while the first is not statistically significant. Again, the first specification, in which the instrument set is unrestricted, gives no evidence of misspecification although this may be caused by the proliferation of instruments. This is confirmed by the fact that for the second and third specifications, the null hypothesis of instrument validity is strongly rejected. However, the fourth specification appears to be well specified. The estimated coefficients are similar to the coefficients for the corresponding specification in Table 3 , although with marginally lower magnitude and statistical significance. The overall conclusions, however, remain unchanged.
The analysis thus far has assumed that both the control and the "soft power" variables are strictly exogenous. However, feedback effects between exchange rate volatility and economic conditions would lead to a violation of this assumption. Table 5 therefore considers an alternative specification of the model in which the control variables, which largely capture macroeconomic determinants of exchange rate volatility, are assumed to be endogenous. This inevitably leads to a significant increase in the number of instruments that are available in the estimation of the model. To mitigate the effect of this, we continue to use the first four principal components of the control variables in place of the variables themselves. We consider three of the four specifications of the instrument set used in Tables 3 and 4 . In particular, we omit the case where all available lags are used as instruments in their uncollapsed form since this yields an unfeasibly large instrument set. However, in addition to using the two most recent lags of the instruments, we also consider the case where only the single most recent lag is used, both uncollapsed and collapsed. Using the two most recent lags of the instruments, uncollapsed, (specification (1)), the second, third and fourth principal components of the control variables are again significant, and have the same signs and similar magnitudes as in Table 4 .
The coefficient on lagged exchange rate volatility is highly significant (and considerably larger), and the coefficients on the "soft power" variables are similar to the previous case. Very similar estimation results are obtained when just the single most recent lag used (specification (2)), although the third principal component of the control variables loses its significance. But again, in both of these specifications, the inability of the Hansen J test to reject the null hypothesis of instrument validity may be due to the number of instruments used. Indeed, when the instrument set is collapsed, which substantially reduces the total number of instruments, there is weak evidence of misspecification when either the full set of lags is used (specification (3)) or when only the two most recent lags are used (specification (4)). The estimated coefficients on the "soft power" variables and on lagged exchange rate volatility are largely unchanged, but the coefficients on the principal components of the control variables are all close to zero, and none is significant. Finally, using only the most recent lag of the instruments, collapsed into a single vector, the model appears to be well specified. Only the third principal component of the control variables is significant, although now with a negative coefficient. VCEA is no longer significant, but POLS is significantly negative. LIFE has lost its statistical significance, but the coefficient is similar to the other specifications. PRIS, ZSCR and FOPN remain significant and the magnitudes of their coefficients are broadly unchanged. It therefore appears that allowing for endogeneity in the control variables does not significantly affect the estimated relationship between exchange rate volatility and the "soft power" variables.
VII. CONCLUDING REMARKS
A rich body of empirical research has identified a number of anomalies and puzzles that contradict the theoretical models of exchange rates and showed no robust relationship between exchange rate volatility and the variability of underlying macroeconomic fundamentals. As conventional empirical models have made little progress in explaining the behavior of exchange rates, in this paper we attempt to uncover the "missing" sources of exchange rate volatility by introducing a neglected set of factors. Using a balanced panel dataset comprising of 115 advanced and developing countries over the period 1996-2011, in addition to standard macroeconomic factors, we consider 20 "soft power" variables that encapsulate a country's demographic, institutional, political and social underpinnings.
The empirical results are generally robust across different estimation methodologies, as well as for the sub-samples of advanced and developing countries. First, we show that exchange rate volatility is highly persistent over time, especially in emerging market economies. Second, after controlling for standard macroeconomic factors, we find that a number of the "soft power" variables-including an index of voice and accountability, life expectancy, educational attainments, financial openness, the Z-score of banks, and the share of agriculture relative to services-have a significant influence on the level of exchange rate volatility across countries. What is the link, for example, between life expectancy and exchange rate volatility? We reason that improvements in life expectancy-and education-foster human capital accumulation and thereby contribute to an atmosphere that is less conducive to financial volatility.
The empirical findings presented in this paper have a number of policy implications related to minimizing the distortionary effects of excessive exchange rate volatility. In line with the existing literature, we show that macroeconomic strength remains a crucial axis of exchange rate stability. Beyond the standard metrics, however, we find that countries with greater "soft power" (i.e. better institutional quality) tend to experience a lower degree of exchange rate volatility. Therefore, institutional and structural reforms would also help reduce exchange rate volatility. This paper, in our view, is as a first step and calls for further empirical and theoretical studies to unlock the interactions between quantitative measures of "soft power" and exchange rates. The table reports the results of estimating the pooled panel data model given by Equation (2) over the period 1996-2011 using the Instrumental Variable method. The control variables are assumed to be pre-determined and the first lags are used as instruments. Results are reported for the full sample of 115 countries, the sub-sample of 25 developed countries and the subsample of 90 emerging countries. Year dummies are included in the estimation but not reported. The table reports the estimated coefficients and robust standard errors. '***', '**' and '*' denote significance at the 1 percent, 5 percent and 10 percent levels, respectively. The table also reports the number of observations and the adjusted R-squared. (2) for the sample of 115 countries over the period 1996-2011 using one-step system GMM. The control variables and structural variables are assumed to be strictly exogenous. In specifications (1) and (3), all lags from 2 onwards are used as GMM instruments. In specifications (2) and (4), lags 2 and 3 are used as GMM instruments. In specifications (3) and (4), the GMM instruments are collapsed into a single column. Year dummies are included in the estimation but not reported. The table reports the estimated coefficients and robust standard errors. '***', '**' and '*' denote significance at the 1 percent, 5 percent and 10 percent levels, respectively. The Hansen J test tests the null hypothesis that the instruments are valid in the presence of overidentification. The AR2 test is the ArellanoBond test of the null hypothesis of no second order serial correlation in the errors of the first difference equation. The table also reports the number of observations and the number of instruments.
(1) (2) for the sample of 115 countries over the period 1996-2011 using one-step system GMM. The control variables are replaced by their first four principal components, and are assumed to be strictly exogenous. In specifications (1) and (3), all lags from 2 onwards are used as GMM instruments. In specifications (2) and (4), lags 2 and 3 are used as GMM instruments. In specifications (3) and (4), the GMM instruments are collapsed into a single column. Year dummies are included in the estimation but not reported. The table reports the estimated coefficients and robust standard errors. '***', '**' and '*' denote significance at the 1 percent, 5 percent and 10 percent levels, respectively. The Hansen J test tests the null hypothesis that the instruments are valid in the presence of overidentification. The AR2 test is the Arellano-Bond test of the null hypothesis of no second order serial correlation in the errors of the first difference equation. The table also reports the number of observations and the number of instruments. 2) for the sample of 115 countries over the period 1996-2011 using one-step system GMM. The control variables are replaced by their first four principal components, and are assumed to be endogenous. In specifications (1) and (4), lags 2 and 3 are used as GMM instruments. In specifications (2) and (5), only lag 2 is used as a GMM instrument. In specification (3), all lags from 2 onwards are used as GMM instruments. In specifications (3), (4) and (5), the GMM instruments are collapsed into a single column. Year dummies are included in the estimation but not reported. The table reports the estimated coefficients and robust standard errors. '***', '**' and '*' denote significance at the 1 percent, 5 percent and 10 percent levels, respectively. The Hansen J test tests the null hypothesis that the instruments are valid in the presence of overidentification. The AR2 test is the Arellano-Bond test of the null hypothesis of no second order serial correlation in the errors of the first difference equation. The table also reports the number of observations and the number of instruments. 
