Recently, machine learning has been introduced in communications to deal with channel estimation. Under nonlinear system models, the superiority of machine learning based estimation has been demonstrated by simulation expriments, but the theoretical analysis is not sufficient, since the performance of machine learning, especially deep learning, is hard to analyze. This paper focuses on some theoretical problems in machine learning based channel estimation. As a data-driven method, certain amount of training data is the prerequisite of a workable machine learning based estimation, and it is analyzed qualitively in a statistic view in this paper. To deduce the exact sample size, we build a statistic model ignoring the exact structure of the learning module and then the relationship between sample size and learning performance is derived. To testify our analysis, we employ machine learning based channel estimation in OFDM system and apply two typical neural networks as the learning module: single layer or linear structure and three layer structure. The simulation results show that the analysis sample size is correct when input dimension and complexity of learning module are low, but the true required sample size will be larger the analysis result otherwise, since the influence of the two factors is not considered in the analysis of sample size. Also, we simulate the performance of machine learning based channel estimation under quasi-stationary channel condition, where the explicit form of MMSE estimation is hard to obtain, and the simulation results exhibit the effectiveness and convenience of machine learning based channel estimation under complex channel models.
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I. INTRODUCTION
In wireless communication systems, the transmitted signals are corrupted by many detrimental effects, such as multipath propagation, mobility, and local scattering. The three effects cause the transmitted signal to be spread in time, frequency, and angle, respectively [1] , [2] . With these spreads, the wireless will be selective, which is extremely harmful for the recovery of transmitted signals. Moreover, the wireless channel is highly random and the statistical characteristics of the channel varies with the environment. In coherent communication systems, channel estimation is an inevitable module. With the information about how the channel distorts the transmitted signal, the receiver can recover the transmitted data accurately.
Channel estimation techniques have two main categories: blind estimation and data aided estimation [3] . Compared with blind estimation, data aided estimation is used more widely because of its robustness of performance [4] . In data aided channel estimation, certain portion of the transmitted signal known at the receiver is used for the channel estimation. Among those methods, LS estimation has the lowest complexity, but the performance is unsatisfactory in many application scenarios [5] . To improve the performance of LS estimation, correlation in time, frequency and space domain can be exploited and the adjacent received signals are used in the estimation of a single channel response [6] , [7] . The design goal of such estimator is to find the optimal estimates that minimize the mean square error and such estimation is called MMSE estimation. Under the assumption that the channel can be modelled as linear system and channel response is subject to complex Gaussian distribution, the closed form of MMSE estimation can be derived [8] . After the MMSE estimation was introduced in communication systems, the researches have been focused on how to reduce the complexity of algorithms and obtain the statistic parameters required in the MMSE estimation [9] - [11] . However, when the channel model is complicated, for example, non-linear channel is considered, the closed form of MMSE estimation is hard to be derived. The estimation techniques under such condition is scarcely studied.
Recently, machine learning has been introduced in channel estimation [12] - [14] . In [12] , non-stationary channel condition is considered and the sampled channel fading vectors are modelled as conditionally Gaussian random vectors with random covariance matrices. The universal form of MMSE estimation under such condition is too complicated to derive, and thus an estimator designed under a special channel condition is used as a blueprint to design the machine learning based estimator. Although the structure of the estimator is deduced under a given condition, through training, the performance of the estimator does not suffer much loss under universal channel conditions. In [14] , channel estimation in wireless energy transfer system is investigated. In that system, the downlink channel estimation is based on harvested energy feedback information which is non-linear form of channel response. A deep neural network is used as estimator and the estimator learns better CSI than the conventional estimators. These researches show that machine learning based channel estimation has many appealing merits. As a model-free approach, it has a significant advantage over conventional estimation methods, such as LMMSE estimation: providing enough training data and training time, an effective estimation can always be obtained no matter how complicated the wireless channel is, since no explicit models of channels are needed in the learning phase. Moreover, the exact form of estimator is not deduced thanks to the learning ability of the estimator. Therefore, the design of estimator will be easier.
The recent researches are focused on constructing the learning algorithm and the structure of learning module, for example, designing the neural network or simply introducing deep neural network. However, the theoretical analysis lacks in those papers, for instance, how large sample size is a sufficient one and how is theoretical performance of learned estimators. In those researches, to guarantee an effective learning task, redundant training data is normally used, especially in deep learning based methods. Generating extra sample data leads to the decrease of system's efficiency and increase of training time, which are fatal problems in communication systems. On the aspect of efficiency, machine learning based estimation is hard to surpass the conventional methods. To improve its efficiency, theoretical analysis of machine learning based estimation is an urgent research subject.
In this paper, we try to solve some theoretical problems in machine learning based estimation, including theoretical description of learned estimators' performance and the requirement for training samples. Basically, the machine learning based estimation can be regarded as a computational approach to find an estimation of which performance is close to MMSE estimation. The core of machine learning based estimation is a learning module with fitting ability. The estimator adjusts the learning module to reduece the sampled MSE over a training set, in order that an estimation with low MSE can be learned. The performance of learned estimator is somehow random and an ideal learning is that the performance varies within a range close to that of optimal estimation. We use the bound of performance range to describe the performance of learned estimators. To perform quantitative analysis of sample size, under some assumptions for simplification we build statistic model of the loss function which is most used in machine learning based estimation methods. Then, we obtain the relationship between learning performance and sample size. The result is examined by simulation experiments. Based on the theoretical analysis and simulation experiments, we conclude design principles for machine learning based estimation. The simulation results show that linear learning module is strongly recommend for machine learning based estimation due to its fast training and small sample size requirement.
Notation: We use boldface small letters and capital letters to denote vectors and matrices respectively. E [·], D [·], CN (·), and · 2 , represent the expectation, the variance, the complex Gaussian distribution, and the Euclidean norm, respectively. The superscript (·) * , (·) H , (·) −1 denote the conjugate of complex, the Hermitian transpose of a complex vector or matrix, the inversion, respectively.
II. STATISTIC VIEW ON SUPERVISED LEARNING
Supervised learning is the most widely used machine learning method in channel estimation, such as deep neural network (DNN) [15] . Supervised learning can be abstractly expressed as Fig. 1 . x I and y O represent the input and output, respectively. H is called hypothesis and it is actually some function that maps input to output [16] . Given a training set T ,
through a given learning algorithm, H will be trained to be a good predictor for the corresponding value of y O . The goal of learning algorithm is to find the H that minimizes a loss function via a training set. We assume that after training, the learned hypothesis has the least loss function value via training set and we denote H * as the learned hypothesis. For simplification, we call the loss via the training set as training loss. To describe the performance of a learned hypothesis, expectation of loss function L E is a good choice and it can be expressed as [17] 
where L (·) represents some loss function and p (x I , y O ) is the joint distribution of input data and output data. L E can reflect the generalization ability of a learned hypothesis. In context of channel estimation, the expected loss is also an important metric, since it indicates the MSE of an estimation method. When sample number gets infinite, the training loss approaches expected loss at the possibility 1. Therefore, the hypothesis that minimizes training loss is the one that has the minimum expected loss. In other words, H * will be the best hypothesis. In practice, sample size is normally some finite number and training loss can be regarded as the sample of expected loss. Due to the locality of training data, the adjustment of hypothesis that reduces training loss does not always reduce the expected loss. Therefore, the learned H * is normally not the one that has the minimum expected loss. Assume that the hypothesis H opt has the minimum expectation of loss value, which is denoted as L E1 . Meanwhile, the loss expectation of H * is represented by L E2 , L E2 = L E1 + ∆ L E , where ∆ L E indicates the performance loss compared with the optimal hypothesis H opt .
As the sample of expected loss, training loss is strongly related with the expected loss. Specifically, the hypothesis with low expectation loss tends to have low training loss as well. Although the expected loss of H * is not the minimum one, its expected loss is close to that of H opt , since H * has the minimum training loss. With the growing of sample size, the randomness of training loss will be reduced and H * will be close to H opt at higher possibility. In the following part of this section, we assess the theoretical performance qualitatively in detail.
Denote ξ 1 as the training loss of H opt ,
We assume that
With the assumption that H has the least training loss, ξ 1 ≥ ξ 2 . We can take a guess about the expected loss of H * , and then test the guess by examining its possibility. We denote the possibility as ε. To calculate the possibility, possibility density function (PDF) of ξ 1 and ξ 2 should be derived. However, in different application scenarios the PDF of training loss varies a lot. Thus, it is hard to give an exact expression of PDF. We assume that PDF of ξ 1 and ξ 2 are p 1 (x) and p 2 (x) respectively and assign F 1 (x) and F 2 (x) to be the cumulative possibility function (CDF) of ξ 1 and ξ 2 respectively, i.e.
If ε is an extremely small value, the guess does not pass the test. It means that the situation represented by the guess rarely happens and the real situation is believed to be converse to the guess. Suppose that when ε is below ε 0 , the guess testing fails. As shown in Fig.2 , ε will be of small value, when the high value of p 1 (x) gathers at the near zero part of F 2 (x). The high possibility value of a random normally gathers at its expectation. Therefore, when the expected loss of the two hypothesis differs considerably, more high value of p 1 (x) will gather at the near zero part of F 2 (x). It means that ε decreases with the increase of the difference of expected loss
L E , the guess testing will always fail. Thus, we can believe that the expected loss of learned hypothesis is no more than L E1 +∆ 0 L E at a confidence level of 1 − ε 0 . With the increasing of sample number, the randomness of training loss will be reduced, and PDF of training loss will be further gathered at its expectation. At the same confidence level, ∆ 0 L E will decrease and the performance of learned hypothesis will be closer to that of optimal hypothesis. Thus, when the training set is given, the performance of machine learning can be roughly predicted . 
III. MACHINE LEARNING BASED ESTIMATION A. Structure of machine learning based estimator
In modern communication systems, such as OFDM systems and MIMO-OFDM systems, the channel response is normally represented as a vector or matrix. We use the vector h to denote the channel response uniformly. By transmitting known signal, the channel response h can be easily estimated using LS estimation and the estimation result is denoted asĥ LS .
In many application scenarios, additional processing onĥ LS is required. Suppose that certain LS estimates denoted asĥ LS p inĥ LS is exploited to estimate a targeted channel response h s in h. A function ofĥ LS p that minimizes the estimation error should be determined and it can be formulated as the following equation,
is called mean square error (MSE) and is often used to evaluate the performance of estimation. When channel response is subjuct to complex Gaussian distribution and the LS estimation can be modelled asĥ LS p =h p + n, where n is a white Gaussian noise vector with variance σ 2 n , the optimal function is in linear form and can be expressed as
where r hshp is the correlation vector between h s and h p and R hphp is the autocorrelation matrix of h p . I represents identity matrix. However, in more general cases, the closed form of optimal function cannot always be obtained. Moreover, the real distribution of channel response is hard to determine. Machine learning provides with a new approach to design the estimator. Rather than finding the function that minimize the expected square error, a machine learning based estimation method sorts for the function that minimize the sampled mean square error (MSE) over a setting set
In machine learning field, the sampled MSE is called loss function and can be expressed as L (T , f ) = In Fig. 3 , the learning module stands for a class of learning structure, from linear structure to deep neural network (DNN). h LS p is the input of learning module, while h s is the expected output of learning module. Through training over a setting set T , an effective estimator can be learned.
The framework in Fig. 3 can represent many kinds of estimators. When h s is contained in h p , the machine learning based estimator works as a filter. The aim of estimation is to obtain accurate channel response. This structure is often used in the wireless energy transmission systems or location systems. On the other hand, when h s is not an entry in h p , the estimator functions as a interpolator. The known signal is transmitted to estimate the channel response of data signal and this kind of structure is usually used in the data transmission systems.
Machine learning is a computational approach to find a suboptimal solution and the performance of learned solution relies heavily on the quality of the training set. Provided with a better training set, the performance of a learned solution will be closer to the optimal solution at higher possibility. So we also call the machine learning based estimation as data-driven estimation. Meanwhile, there must exist a potentially optimal estimator. However, the analytical form of the potentially optimal estimator cannot always be derived. When the analytical form can be obtained, the estimation algorithm relies heavily on the model of system and statistic parameters in wireless channel model are normally contained in the algorithm, such as the variance of noise and correlation of channel response. Therefore, we call this kind of methods as model-driven estimation.
The complexity of data-driven estimator is mainly determined by two factors: the input dimension, or the dimension h p , and number of adjustable parameters in the learning module, or the structure of neural network. Linear structure can be regarded as the simplest neural network and the corresponding training process is fast, since the coefficients that minimize the loss function can be derived in closed form, while complicated neural network structure can be fitted into wider range of functions.
B. quantitative analysis
In Section II, the theoretical performance of machine learning methods is explained on the perspective of statistics, and the relationship between sample size and learning performance is analyzed qualitatively. In this part, we will present quantitative analysis result about the performance of data-driven estimation.
Normally, there are many factors influencing the performance of data-driven estimation, and to derive a clear analysis result about the relationship between sample size and performance, we make three assumptions: 1. output error is subject to complex Gaussian distribution, i.e. The first assumption often holds under conventional system models, since noise and channel response are assumed to obey complex Gaussian distribution in the existing system models. The second assumption is aimed for the simplification of analysis, although it is not satisfied in many cases. The third assumption is a requirement on the training set. Under the three assumptions, the PDF of training loss can be obtained and then, the equation (2) calculating ε can be derived analytically.
As illustrated in Section II, there must be a potential optimal estimator denoted as f opt (ĥ 
respectively. Since the training loss can be regarded as the sum of the square of independent Gaussian variables, the normalized training loss 2M ξ 1 /σ 2 1 and 2M ξ 2 /σ 2 2 are both subject to the chi-square distribution χ 2 (2M ). Let κ = 2M be the degree of freedom in χ 2 (2M ). Denote p χ 2 κ (·) and F χ 2 κ (·) as the PDF and CDF of χ 2 (κ) respectively. The PDF of ξ 1 can be represented as
and the CDF of ξ 2 can be expressed as Substitude them into (2) and we can get
ε can be seen as the expectation of scaled CDF of chisquare distribution. Let α = ∆ MSE /σ 2 1 . In fact, α is the scaled performance loss upper bound at confidence level 1−ε. Since machine learning based estimation is a computational approach, the performance is somehow random, so we use α to describe the performance of data-driven estimator. α = 0.1 shows that the performance loss of learned estimation compared with optimal estimation is lower than 0.1 times that of optimal estimation at high confidence level. It means that the performance of data-driven estimator is very close to that of optimal estimation most of the time. 0.95 is normally thought to be an acceptable confidence level. Setting ε = 0.05, we plot the scaled performance loss upper bound α varied with the degree of freedom κ. From Fig. 4 , we can see that when κ is above 1200, α is below 0.1. It shows that with a training set containing 600 independent sample pairs, an estimator comparable to the potentially optimal estimator can be obtained through training.
Note that input dimension and complexity of learning module are ignored in the analysis. With the increasing of input dimension and complexity of learning module, the two factors will influence the performance significantly and more sample pairs are required to keep α low. Therefore, the conclusion that "600" sample pairs are sufficient will not hold. In that case, to calculate α accurately, the exact joint PDF of two estimators' training loss should be derived, but it is usually hard to obtain. Although our analysis is taken under simplified conditions, the results are consistent with the real situation when the input dimension is small and the complexity of learning module is low. Moreover, our analysis clearly illustrates the relationship between sample number and learning performance. An effect sample set is one of the basic requirement of data-driven estimation, so the analysis of sample size is important for datadriven estimation. Our analysis also seizes the basic feature of data-driven estimation that its performance is random and the randomness of performance is related with the sample size. In addition, the proposed parameter α theoretically indicates the generalization ability of data-driven estimation, which is only investigated experimentally in former researches.
IV. APPLICATION IN OFDM SYSTEMS
In this section, we apply the data-driven estimation in OFDM system and compare it with the conventional methods, including LMMSE estimation. A block-type pilot arrangement is employed and the estimators for this pilot arrangement work as filters.
A. system model
Consider an OFDM system with N equispaced subcarriers. The length of the cyclic prefix (CP) is N cp and assumed to be over the maximum delay. Inter-carrier interference (ICI) caused by time variations in the wireless channel is negligible for most practical systems. Therefore, the channel can be assumed to be constant over one OFDM symbol. Assume that time and frequency synchronization are accurate. After CP removal and the discrete Fourier transform (DFT) of size N , the mth received symbol can be written in the frequency domain as
where X (m) is a N × N matrix containing the vector [x 0,m , ..., x N −1,m ] on its diagonal. The elements in X (m) are all known at the receiver. n is a noise vector. The elements of n are independent of each other and subject to complex Gaussian distribution CN 0, σ 2 0 , where σ 2 0 is the variance of noise. The vector h f [m] contains the channel frequency response (CFR) components h k,m f , which obey complex Gaussian distribution. The scattering paths is normally sparse and the channel impulse response(CIR) during transmission of the mth OFDM symbol can be represented as
where L (L N ) denotes the number of scattering paths and α l (m) is the gain of the lth path and subject to complex Gaussian distribution CN 0, σ 2 cl . τ l is the delay of the lth path in discrete form. CFR is the DFT of CIR, i.e.
Rewrite this in vector form as
where h t [m] = h t 0,m , ..., h t N −1,m T and most elements of h t [m] are zero. F is a N ×N unitary DFT matrix. The entries of F is given by
B. Optimal estimation
The simplest estimation approach is LS estimation, which is performed asĥ of Gaussian random variables is also a Gaussian random variable. Under the assumption that
are independent when m 1 = m 2 . Thus, the first and third hypotheses in quantitative analysis are satisfied. From Fig. 4 , we can see that when sample number M is above 600, the data-driven estimation is believed to be workable. Note that in the analysis of Section III-B, we ignore the influence of the dimension of input data, so the conclusion above holds when the dimension of h f is small. Otherwise, 600 sample symbols are not enough to learn an effective estimator.
The optimization problem of (15) has analytic solution which is represented as
where H is a K ×M matrix containing the true values of CFR,
is a matrix containing the LS estimation of CFR.
With a linear structure, the latent ability of data-driven estimator is limited. To learn a non-linear estimator, the data-driven estimator should employ ANN as the learning module. In this paper, we consider the network with three layers, including one input layer, one hidden layer and one output layer. The numbers of neurons in each of the three layers are 2K, 4K, 2K, respectively. Since complex numbers cannot directly input an ANN and ANN cannot directly output complex numbers as well, we take the real part and imaginary part of a complex number as two input variables and combine two output variables to generate a complex number. Therefore, the input and output dimensions are twice of the subcarriers' number. The activation function in input and output layers is linear function, while Sigmoid function is used in the hidden layer. The structure of ANN based estimator is illustrated in Fig. 6 .
Although ANN can be fitted into wider range functions compared with the linear structure, ANN is much more complicated than linear structure and the deduced relationship between sample size and performance is not applicable in this data-driven estimation. A larger sample size is required to train ANN.
V. NUMERICAL SIMULATION RESULTS
To examine the data-driven estimation, we conduct extensive simulation experiments. We consider OFDM systems with the DC (Direct Current) carrier and certain number of carriers at the edges of the spectrum set null. In an OFDM system with N subcarriers, CP length is set to N/4. We first simulate under stationary channel condition, where the optimal estimation is in linear form. Therefore, linear structure is used as the learning module of data-driven estimation. Channel power delay profile (PDP) Γ (τ ) is usual modelled as a decreasing exponential over τ = [0, τ max ], where τ max is the maximum delay of the channel and τ max is set to N/8 if not mentioned. The total channel energy is normalized to one, and thus the PDP can be expressed as
where C is a normalization coefficient. To generate the training set, the CFR of different sample should be independent, and it is equivalent to the case that the Doppler shift is infinitely large. This simulation condition can reflect the generalization ability of data-driven estimation as well.
The optimal estimation is LMMSE estimation as shown in (13) , so we compare the data-driven estimation with LMMSE estimation. The MSE of LMMSE estimation corresponds to σ 2 1 , and the MSE performance loss of data-driven estimation compared with LMMSE estimation corresponds to ∆ MSE . We consider an OFDM system with 128 subcarriers, and simulate scaled performance loss α = ∆ MSE /σ 2 1 varied with the order of estimator K, where K is also the number of usable subcarriers per symbol. In the simulation, we first obtain W * under SNR which is set to 0 dB, and then, use W * to perform estimation under the same SNR. The sample size is fixed at 600. In Fig. 7 , we can see that scaled performance loss α grows with the increasing of the order of estimator. When the order of the estimator is below 60, α is under 0.1. It shows that 600 sample pairs are enough to learn an effective estimator when the order of estimator is low. This simulation result verifies the conclusion that a training set containing 600 sample pairs is workable.
However, when the order of the estimator is high, more training symbols are required as shown in Fig. 8 . It is intuitive that the higher order of the estimator, the more sample data will be required. This phenomenon is not theoretically analyzed in this paper.
We simulate an OFDM system with 64 subcarriers, of which 60 subcarriers are usable and the rest are set null. We compare the linear data-driven estimation with the LMMSE estimation. In Fig. 9 , we can see that the data-driven estimation has only slight performance loss compared with the LMMSE estimation. This performance loss is fixed under different SNR. It indicates that the data-driven estimation is noise-robust.
In some OFDM systems, the number of subcarriers per symbol is large. If the training data is limited, the perfor- mance of data-driven estimation degrades heavily. In that case, we can reduce the order of estimator. Specifically, we can partition every OFDM symbol into subsymbols consisting of much fewer subcarriers and filter over these subsymbols. We simulate an OFDM system with 480 available subcarriers under different symbol division schemes. From Fig. 10 , we can see that properly dividing the symbol into subsymbols can improve the performance when the number of subcarriers is large and sample data is limited. Specifically, when the sample size is 600, dividing the subcarrirers into several groups that contains 60 subcarriers each is a good choice. Bigger group will influence the learning performance, while smaller group will limit the latent performance.
Then, we consider a quasi-stationary scenario that τ max randomly changes over [1, N/4] at equal possibility. Since datadriven estimation is a model-free method, there is no change in data-driven estimation algorithm. In contrast, the optimal estimation is not in a linear form and difficult to derive. In that case, robust LMMSE can be applied, in which PDP is assumed to be uniform within N/4. The system parameters are the same with the third simulation. We compare the performance of LS estimation, robust LMMSE, linear data-driven estimation, and ANN based estimation. The result is shown in Fig. 11 . We can see that data-driven estimation can still improve the performance significantly under quasi-stationary channel condition and is better than the robust design. Although ANN has non-linear fitting capability, ANN based estimation does not outperform the linear data-driven estimation, and it will fall behind the linear driven estimation significantly when training data is limited. This simulation result shows that in data-driven estimation a larger amount of training data is required, when complicated learning modules, such as deeper neural networks, are used. Besides , the performance may not be promoted if the learning modules are not specially designed. Good estimators for complex channel conditions, such as the quasistationary channel condition, should contain the operations of convolution, but ANN structure in Fig. 6 is not a good fitting tool for those operations.
In summary, the structure of data-driven estimator should be coordinated with the sample size. Although high input dimension and complicated learning module can endow data-driven estimator with better latent performance, the performance of these estimators will be worse than those of lower complexity when sample size is small. Specifically, when sample size is around or below 600, the linear structure of low input dimension should be used in data-driven estimation. When sample size is over 600, input dimension can be raised. When sample size is extremely large, complicated learning modules like ANN can be employed. Besides, the learning module should be specially designed. Otherwise, the increase of complexity will not bring about much performance promotion.
VI. CONCLUSION
We have qualitatively analyzed in a statistic view how the expected loss of the learned hypothesis gets close to the optimal value by optimizing the loss over a training set despite locality of the data set and mathematically show that certain amount of sample data is a basic requisite for an effective machine learning task. We illustrate the framework of machine learning based estimation, and then based on the qualitative analysis of machine learning and the abstract structure of datadriven estimation, the relationship between learning performance and sample size is derived clearly under a simplified statistic model ignoring the influence of input dimension and complexity of learning module. Although it is not expressed in an explicit way, we plot the curve of scaled performance loss upper bound varied with sample size at confidence level of 0.95. From this curve, we can approximately predict the learning performance when the training set is determined and draw the conclusion that a training set containing 600 sample pairs is a usable one. Besides, we have designed two types of data-driven estimation for OFDM systems: linear data-driven estimation and ANN based estimation. The simulation results under stationary channel condition show that the performance of linear data-driven estimation is close to the optimal estimation, LMMSE estimation, with the deduced sample size "600" when input dimension and complexity of learning module is low. We have also considered quasi-stationary channel condition where explicit expression of the optimal estimation is hard to obtain. The performance of linear data-driven estimation and ANN based estimation are compared and the results show that ANN based estimation requires a large amount of sample data, and does not outperform linear data-driven estimation. Through extensive simulation experiments, we conclude the basic design principle of data-driven estimation: the complexity of data-driven estimator should be coordinated with the sample size.
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