Abstract-It is widely accepted that SC-FDE (
efficient, low-cost power amplification is required, to increase the coverage and/or battery autonomy.
Due to high transmission rates, the multi-path propagation can lead to severe time-dispersion effects. For this reason, block transmission techniques combined with FDE (Frequency Domain Equalization) techniques such as OFDM (Orthogonal Frequency Division Multiplexing) [1] and SC-FDE (Single Carrier Frequency Domain Equalization) [2] should be employed. SC-FDE schemes are particularly suitable for the uplink transmission (i.e., the transmission from the mobile terminal to the base station), since the envelope fluctuations of the transmitted signals are much lower than those of OFDM schemes [3] , [4] . Although, SC-FDE schemes have acceptable performance with a simple linear FDE, the performance is substantially increased with more powerful iterative FDE schemes [5] [6] [7] . One of the most promising iterative FDE is the IB-DFE (Iterative Block Decision Feedback Equalizer) [8] , [9] , which can be regarded as a DFE where the feedforward and feedback filters are implemented in the frequency domain. The main problem with QPSK (Quaternary Phase Shift Keying) schemes is that we still need a linear amplifier for SC modulations, since the transmitted signal still has envelope fluctuations 1 . For very-low-cost mobile terminals, it is desirable to have grossly nonlinear power amplifiers, which are simpler to implement and have higher amplification efficiency and output power. However, these amplifiers are only recommendable when the signal at its input has an almost constant envelope. In this case, OQPSK (Offset QPSK) modulations, also denoted by staggered modulations [10] , are strongly recommendable since the transmitted signals can have very low envelope fluctuations or even quasi-constant envelope. It should be pointed out that for QPSK/OQPSK constellations the main degradation due to a nonlinear amplifier is associated to the spectral widening effects (i.e., increased out-of-band radiation levels); due to the reduced dynamic range of OQPSK signals (without zeros crossings) the spectral widening effects are much smaller than with corresponding QPSK signals, even when we employ signals that do not have constant envelope (although we can have similar PAPR (Peak-to-Average Power Ratio) for QPSK and OQPSK signals with high spectral efficiency, such as with a small roll-off square-root raisedcosine filtering).
The most famous OQPSK modulation is MSK (Minimum Shift Keying) [11] , but GMSK signals (Gaussian MSK) [12] and other CPM signals (Continuous Phase Modulation) [13] can also be written as the sum of OQPSK components [14] . Moreover, this description in terms of OQPSK components can be employed to define TCM-OQAM schemes (Trellis Coded Modulation-Offset Quadrature Amplitude Modulation) with good code gains [15] , [16] . Naturally, OQAM signals have significant envelope fluctuations, making them prone to nonlinear distortion effects. However, they can be decomposed as the sum of several OQPSK signals that can be separately amplified almost without distortion [17] . Nevertheless, we should be cautions when extending to offset modulations receivers that were designed for non-offset modulations [10] , [18] .
Combining OQPSK modulations with SC-FDE schemes seems a natural choice for the uplink of highly power efficient broadband wireless systems. Since OQPSK signals with constant or quasi-constant envelope have bandwidth much higher than the minimum Nyquist band, the FDE should be designed with several samples per symbol to take full advantage of diversity effects, inherent to the larger transmission bandwidth and/or to be able to cope with synchronization errors [19] .
This paper considers frequency-domain receiver design for OQPSK and OQAM schemes. It is shown that the FDE designed for non-offset modulations are not suitable for offset modulations due to the residual IQI (In-phase/Quadrature Interference), i.e. the interference between in-phase (I) and quadrature (Q) components at the sampling instants. Although the time-domain receivers especially designed for offset modulations such as those of [10] , [18] can address this problem, their complexity is too high for the severely time-dispersive channels we are considering. Therefore, we propose several FDE designs where there is no IQI at the sampling instants and iterative FDE receivers with IQI cancellation. This paper is organized as follows: section II, characterizes linear and iterative FDE designs for non-offset and offset modulations, as well as the multiplicity concept. Several methods to mitigate IQI in linear FDE are proposed in section III. In section IV is presented an alternative approach to minimize the overall interference. The characterization, relevant properties and performance results of iterative FDE with IQI cancellation, are presented in section V. Finally, the paper is summarized in section VII.
II. LINEAR AND ITERATIVE FDE DESIGNS WITH OVERSAMPLING

A. FDE for QPSK Schemes
The length-N data block to be transmitted is {a n ; n = 0, 1, ..., N − 1}, where a n = a I n + ja Q n is the nth data symbol with a I n = ±1 and a Q n = ±1 associated to the "in-phase" and "quadrature" bits, respectively. For a QPSK scheme the transmitted signal is
where f c is the carrier frequency and x(t) is its the complex envelope, given by
with r(t) denoting the adopted pulse shape and N CP the length of the cyclic prefix required for an efficient FDE implementation [4] (it is assumed that the block {a n ; n = 0, 1, ..., N − 1} is periodic with period N , i.e., a n = a n+N ). Let us first assume that x(t) is the complex envelope of a QPSK scheme with pulse shape r(t) and data symbols a n , n = 0, 1, . . . , N − 1. If a given block is sampled with rate J/T s , i.e., with J samples per symbol, then the samples associated to the useful part of the block (i.e., without cyclic prefix) are {x n ; n = 0, 1, . . . , JN − 1}, withx n Δ = x(nT s /J) (it is assumed that the rate J/T s is large enough to avoid aliasing effects). Since x(t) is cyclostationary [20] (i.e., E [x(t)x(t − τ )] is periodic in t, with period T s ), the frequency-domain block associated to {x n ; n = 0, 1,
where
. . , JN − 1} (without loss of generality, we assume that r(t) is centered in 0 and
It can easily be shown thať
where {A k ; k = 0, 1, . . . , N −1} denotes the DFT of {a n ; n = 0, 1, . . . , N − 1} (once again the time-domain and frequencydomain blocks associated to the data are periodic with period N ). This means that there is an implicit multiplicity in the frequency-domain block when the adopted pulse shape has bandwidth above the Nyquist band (i.e., whenŘ k is not restricted to N non-zero samples), since the frequency-domain sample A k is repeated in severalX k samples (which are separated by multiples of N ) as shown in Figure 1 . This multiplicity can be regarded as a frequency diversity effect that can be used by the FDE. The received block is sampled with the rate J/T s , the cyclic prefix is removed and the resulting blocks, {y n ; n = 0, 1, . . . , JN −1}, are passed to the frequency domain, leading to the blocks {Y k ; k = 0, 1, . . . , JN −1}. If the cyclic prefix is longer than the overall channel impulse response length theň
whereȞ k is the overall channel impulse response for the kth subcarrier (which includes the adopted pulse shape, the channel and the 1/J factor inherent to (5)) andŇ k is the corresponding noise component. For a linear FDE the output is where the FDE coefficients, optimized under the MMSE criterion (Minimum Mean Squared Error), are given by
with (·) * denoting complex conjugate, x mod y denoting the modulo operator, i.e. the remainder of x/y, and
denoting the inverse of the SNR (Signal-to-Noise Ratio). For a given iteration of the IB-DFE, the FDE output is
where {A k ; k = 0, 1, . . . , N − 1} is the DFT of {a n ; n = 0, 1, . . . , N − 1}, with a n denoting the average values of a n associated to the previous iteration, conditioned to the FDE output. For QPSK constellations with Grey mapping these average values can be obtained as described in [21] and for 16QAM constellations with Grey mapping they can be obtained as described in [22] . For general M 2 -QAM constellations we can employ the approach of [23] where the constellation symbols are expressed as a function of the corresponding bits as follows:
The log-likelihood ratio of the mth bit of the nth transmitted symbol is given by
where Φ are the constellation's subsets associated to the symbols with the mth bit at 1 or 0, respectively and
To obtain the average symbol values conditioned to the FDE output, a n , we need the average bit values conditioned to the FDE output, b (m) n . They can be related as
withb ( (11), (14) and assuming uncorrelated bits due to the usage of a suitable interleaver, we have
Having in mind the results of [24] it can be shown that the IB-DFE coefficients are given by
and
respectively, where κ is selected to ensure that
α is defined by (9) , and the correlation coefficient ρ that regards block-wise reliability of the decisions used in the feedback loop is given by
For general M 2 -QAM constellations we have
B. Multiplicity in OQPSK Signals
For an OQPSK scheme we still have
but with the complex envelope given by
Clearly, the OQPSK signal can be regarded as the sum of two binary PAM (Pulse Amplitude Modulation) signals each with symbols (bits) separated by T s (the average bit rate is 1/2T s ), and with an offset T d between them (which usually is T s /2). Although, the in-phase and quadrature components of OQPSK signals are cyclostationary with period T s , the OQPSK signal is cyclostationary with period T s /2. Therefore, as in section III, when we sample the received signal with the rate J/T s we obtain the time-domain block {x n ; n = 0, 1, . . . , JN − 1} = IDFT {X k =Ǎ kŘk ; k = 0, 1, . . . , JN − 1}, whereŘ k is previously defined and {Ǎ k ; k = 0, 1, . . . , JN − 1} = DFT {ǎ n ; n = 0, 1, . . . , JN − 1}. However, contrary to (4), we havě
Therefore,ǎ n =ǎ 
. . , N − 1}, respectively, there is an implicit multiplicity in the frequency-domain block when the adopted pulse shape has bandwidth above the Nyquist band (see Fig. 1 ). The simplest way to take advantage of this multiplicity is to design separate FDEs for the in-phase and quadrature components (naturally, the quadrature FDE manipulates the samples shifted by J/2 relatively to the inphase FDE). If we consider IB-DFE receivers, the F k and B k coefficients could still be given by (16) and (17) . Nevertheless, the major problem with this approach consists on the interference between the I and Q components at the sampling points, i.e., for the sample associated to the I component there is a residual interference due to the Q component (the same effect applies to the Q component). This residual interference can significantly compromise the performance. Moreover, the performance does not change significantly when we employ a conventional IB-DFE receiver.
III. LINEAR FDE WITHOUT IQI
In this section we propose an FDE design for OQPSK without IQI at the sampling instants. A simple way to achieve this is forcing the overall impulse response after the feedforward part (the time-domain block associated to the frequencydomain samples F k H k ) to be real. For this purpose, it is necessary to ensure that F k H k is symmetrical with respect to the central frequency of the spectrum 2 (this is usually true for the transmitted signals but it is not necessarily true at the channel output). On the other hand, the FDE should take full advantage of the diversity effects inherent to the frequency multiplicity (see Fig. 1 ).
In the particular case of offset modulations, the I and Q components have an inherent delay (T d ) and they must be sampled at different instants at the receiver. If the received support pulses are real, there will be no interference between the I and Q components, even when a contribution from the quadrature component is present at the in-phase component detection. Due to the channel effects, the pulse at the equalizer's output can become complex and we will have interference between both in-phase and quadrature components, lowering the overall performance of the system. 2 Since F k ∝ H k , it is clear the overall frequency response is real. DefiningP k asP k =F kȞk , k = 0, 1, . . . , JN − 1, which can be regarded as the equivalent frequency response at the FDE output, and the corresponding time-domain block as {p n ; n = 0, 1, . . . , JN − 1} = IDFT {P k ; k = 0, 1, . . . , JN − 1}, which can be regarded as the equivalent impulse response at the FDE output. Under zero ISI (Inter-Symbol Interference) conditions,p nJ = 0, n = 0, which is formally equivalent to impose the condition
The objective of the FDE is to achieve this condition, at least approximately. 3 For OQPSK schemes, there is an additional constraint to mitigate the IQI:
A possible way to achieve (24) and (25) is to havep nJ/2 = 0 for n = 0, which corresponds to employ Nyquist pulses with half symbol duration (this implies twice the bandwidth which it is not desirable). Instead, we will design the FDE in the MMSE sense (implicitly achieving (24) ), but constrained to avoid IQI. An important idea is that if we have Im{p n } = 0, the condition (25) is met and there will be no I-Q interference. In the following subsections, we will present three different methods to avoid IQI.
A. Method I
The objective of Method I is to ensure thatp n is real. Sincě F k ∝Ȟ * k ,P k is real and non-negative. Therefore, this means thatP k should have even symmetry (see Fig. 2 ), i.e.,
for k = 1, . . . , JN/2 − 1. In this case k = 0 will have no constraints, and assuming an oversampling factor J high enough to ensureȞ JN/2 = 0, neither will k = JN/2. Consequently, the FDE design corresponds to the minimization of
conditioned to (26) , which is equivalent tǒ
for k = 1, . . . , JN/2 − 1.
Using Lagrangian multipliers' method it can easily be shown that the optimum values ofF k arě
andF
with k = 1, 2, . . . , JN/2 and
(31) Due to the absence of constraints for k = 0 and k = JN/2, F 0 andF JN/2 are defined by (16) .
B. Method II
The main problem with Method I is the imposition of too many unnecessary symmetry constrains onP k , because it forcesp n to be real for any value of n, compromising the performance. Instead, Method II only forcesp nJ/2 to be real (n = 0, 1, . . . , 2N − 1), which is enough to ensure that there will be no IQI at the sampling instants (naturally, we are assuming that J ≥ 2). It should be pointed out that the frequency samples can be organized in symmetry groups and multiplicity groups, as shown in Fig. 3 . In symmetry groups, both frequency samples must have the same value, to guarantee no IQI. On the other hand, the multiplicity groups have information concerning the same kth frequency sample. Let us define four different groups:
k , and the multiplicity groups are Ψ
k . Therefore, the relations needed to mitigate the IQI are
with i = 1 or 2 and k = 1, . . . , N/2. This problem leads to the minimization of
conditioned to (32). By employing the Lagrange multipliers' method, and after some straightforward but lengthy manipulations, it can be shown that the optimum values ofF k arě
with λ
respectively, where β
, and
Since this leads to a solution where p(t−nT s /2) is real for every n = 0, 1, . . . , N −1, this method mitigates all IQI while still taking into account the multiplicity groups.
C. Method III
Let us take the previous equalization method one step further. It is known that a matched filter will guarantee p(t − nT s ) = 0, for n = 0. Assuming that the FDE mitigates the ISI, it thus becomes clear that is unnecessary to force Im{p nJ } = 0 where the FDE guarantees zero ISI (see also [10] , [18] ). Consequently, the only condition needed to assure an IQI free system will be To ensure thatp Jn+J/2 is real (and, consequently, to guarantee an IQI free system),P k has to verify
Such as in Method II, we still have symmetry groups and the multiplicity groups. Obviously, considering (40) and the symmetry groups it is possible to write the following condition
which is equivalent to
with the groups Ψ
k and Ψ
k defined in a similar way as in method II (see Fig. 4 ).
To optimize the values ofF k it is needed to minimize
with k = 1, 2, ..., N/2 − 1, conditioned to (42). Once again, using the Lagrangian multipliers' method and after some straightforward but lengthy algebraic manipulations, we obtain the optimum coefficientš
To obtain λ k we need to solve the following equation:
The solution of (45) is
leading to λ 0 = 0. N/2 will be the same as Ψ 
Applying the Lagrange multiplier's method will resulť
with λ N/2 as the solution of
D. Performance Results
The performance results of the different receiver designs are presented in this section. Here, as well as for other performance results of the paper, we consider blocks of N = 512 data symbols, plus an appropriate cyclic prefix. The channel spans over 128 symbols and is characterized by the HIPERLAN/2 power delay profile type C [25] , with uncorrelated Rayleigh fading on each tap (similar results were observed for other severely time-dispersive channels). We also assume perfect synchronization and channel estimation at the receiver.
From Figure 5 , we can perceive the performance results obtained by these presented methods while comparing it with either the conventional FDE [2] . As stated before, there is an increased performance when the number of constraints decrease (method I has JN constraints, method II has 2N constraints, and method III has N constraints). The results show that Method III gives the best overall performance, closely followed by method II. Both of them reduce the BER (Bit Error Rate) from 10 increase in the linear frequency domain equalization of offset modulations.
IV. LINEAR FDE WITH REDUCED OVERALL RESIDUAL INTERFERENCE It was shown that the introduction of the λ k factor in the linear equalization, removes the IQI. However, as drawback, this method increases residual ISI, due to the added constraints in the FDE. Therefore, a better approach would be to minimize the overall interference instead of just eliminating IQI and accepting the consequent increase of ISI values. A simple way to minimize the overall interference is to replace the Lagrangian multipliers λ k by
which means that we are limiting the effort of the λ k factor on F k . In fact, we can improve the performance by limiting the effect of λ k in the equalization. This increases IQI, losing the constraint from (40) and therefore its odd symmetry, but also reduces the residual ISI, allowing to obtain an optimal value.
To obtain the optimum value of λ clip , let us analyze the SIR (Signal to Interference Ratio) from both ISI and IQI. Considering
q=0P k+qN as the equivalent equalized channel for a signal with N samples, the effective power of this signal can be written as
Its residual ISI, in the frequency domain, will be defined as
k=0 P eq k . Therefore, being the residual ISI power proportional to
the signal to inter-symbol interference ratio can then be defined as
To obtain the residual IQI, let us look at condition (40).
qP k+qN , the equivalent equalized channel, for the quadrature component, needs to have odd symmetry regarding to N/2. When we apply (50) to F k , in linear equalization, this symmetry is lost and we can define P ). The residual IQI is associated with P Q,even k , and its power is proportional to
Therefore, the signal to IQI ratio can be defined as Finally, the total SIR can be written as
(57) Figure 6 shows the values of SIR ISI , SIR IQI and total SIR versus λ clip . To be able to obtain reliable results, it was assumed a noise-free system. Figure 7 shows the obtained BER versus λ clip , for the same system with different E b /N 0 values. From Figure 6 and 7 we can perceive that the optimum value of λ clip is 0.5. In the next sections the adopted value of λ clip will be always the optimum value: λ clip = 0.5. In Figure 8 and 9 we compare the performance with this new method with either the conventional FDE [2] and method III. Figure 8 refers to an OQPSK system, while the performance results of Figure 9 are for a 16OQAM system. Clearly, there is an overall performance improvement (10 times in the OQPSK). These results show that the linear FDE with reduced overall residual interference gives the best performance for linear frequency domain equalization of offset modulations. 
V. ITERATIVE FDE WITH IQI CANCELLATION
As an alternative to an FDE coefficient specially designed to avoid IQI, we could optimize the FDE coefficients without any restrictions (as for QPSK schemes) and modify the receiver to cancel the resulting interference. This approach is particularly interesting when we employ iterative FDE receivers as the IB-DFE, since we can use the iterations to obtain enhanced estimates of the I and Q components and cancel them when detecting the other component (see Fig. 10 , where the middle feedback loop is used for IQI cancellation).
When employing an IB-DFE, the performance of a given system is greatly enhanced. To use the IB-DFE in OQPSK and OQAM schemes, some modifications ought to be done. Taking into account frequency multiplicity the output samples for a given iteration can be defined as 4 . Note as well that the feedback data bits are, in this case, from soft bit decisions, and therefore more precise (roughly A k ≈ ρ A k ).
Since the first iteration of this method is, in fact, a linear equalization, where ρ = 0 and a k are unknown, we can use any of the presented linear F k throughout this paper to minimize both ISI and IQI from the received signal. Nevertheless, the best performances will be obtained when the method from section IV is used. For the subsequent iterations we use the feedforward and feedback coefficients given by (16) and (17) 
(61) Figure 11 and 12, show the performance results regarding the Iterative FDE with IQI cancellation where the channel spans over 128 symbols and is characterized by the HIPERLAN/2 power delay profile type C [25] , with uncorrelated Rayleigh fading on each tap (similar results were observed for other severely time-dispersive channels). Again, perfect synchronization and channel estimation is assumed at the receiver. Figure 11 gives the results for an OQPSK system while Figure 12 shows the results for a 16OQAM system. Each figure evaluates the impact of the number of iterations over the performance results with different equalization methods for the first iteration: conventional, method III, and proposed method.
As it can be seen from the results of Figure 11 , despite the performance difference of the first iteration, all methods converge at the same pace close to the MFB. On the other hand, the 16OQAM system (see Fig. 12 ) has a clear advantage with the proposed method over all the others. If we choose the conventional method over the proposed, one more iteration is needed to obtain similar results. This reduces processing power and energy in the overall equalization.
The results for the conventional IB-DFE without IQI cancellation were not shown since they only have slight performance increase within each iteration, following closely the results of the Linear FDE.
VI. COMPUTATIONAL COMPLEXITY
A. Linear method
The computational complexity per data block of the equalizer structures resumes to a pair of FFT/IFFT, whose complexity is of the order 2JN log 2 (JN ), plus JN multiplications by the F k coefficients and N additions of J replicas. Therefore, the overall FDE complexity is
This means that the receiver runs in quasi-linear time [26] . The overall complexity per data symbol is O (J log(JN ) ).
The complexity required to obtain the F k is O (JN ) 
B. Iterative method
For the iterative method we need a pair of FFT/IFFT, with complexity of the order 2JN log 2 (JN ), plus 2JN multiplications (JN for the F k and JN for the B k ), for each iteration. We also need to perform the I-Q cancellation (JN operations) for each iteration. If the receiver has N Iter iterations, the overall receiver complexity is O (N Iter JN log(JN ) ) and the complexity per detected symbol is O (N Iter J log(JN ) ). For each iteration, the complexity required to obtain the F k and B k is O(JN ) VII. CONCLUSIONS AND FINAL REMARKS This paper considered frequency-domain receiver design for OQPSK and OQAM schemes. It was shown that conventional non-offset receivers are not suitable for offset schemes since they lead to significant interference between in-phase and quadrature components. These effects can be especially serious for OQAM schemes. To overcome this problem we proposed FDE designs that mitigate IQI at the sampling instants, as well as iterative FDE schemes with IQI cancellation. It was shown that our receivers are suitable to these schemes and are able to cope with IQI.
Our receivers significantly outperform FDE receivers designed for QPSK modulations. It was also demonstrated that the linear designs significantly outperform the linear FDE for non-offset modulations. Moreover, the iterative FDE can have performances close to the MFB, as it can be seen from the performance results.
It should be pointed out that the complexity of the different linear or iterative FDE receiver designs, proposed in the paper, is not significantly higher than the complexity of the corresponding linear or iterative FDE receivers for conventional, non-offset modulations. For the linear receivers we need a few additional operations to obtain the Lagrange multipliers required for the computation of the FDE coefficients, but the FDE receiver complexity is identical. For the iterative receiver the FDE coefficients are the same; we only need to include the IQI removal block for each iteration.
