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ABSTRACT
In this dissertation, two topics in the area of estimation, target tracking and
data fusion are investigated: impact point prediction (IPP) and track fusion for
heterogeneous sensors.
The first topic of interest is the problem of estimating the state of thrust-
ing/ballistic projectiles for the end purpose of IPP. For an IPP algorithm using
very short time observations from a single active or passive sensor, we face two
major challenges. First, for a thrusting/ballistic projectile, different phases of its
trajectory require different mathematical models to describe the corresponding
physical behaviors — there is uncertainty as to which motion model is in effect.
Secondly, in practical situations, for a trajectory with unknown drag coeffi-
cient and unknown thrust, it is difficult to separate between them given a very
short observation time — there is an ambiguity in their estimation. Utilizing
state-of-the-art techniques, we propose an IPP algorithm using state estimation
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approach (multiple interacting multiple model estimators) with a single active
sensor and an IPP algorithm using parameter estimation approach (maximum
likelihood estimator) with a single passive sensor. These are further extended
under more realistic and complicated environments, i.e., in the presence of
wind and with no launch point information, respectively.
Secondly, track fusion for heterogeneous sensors will be presented. For dis-
tributed multisensor tracking systems, fusing local track estimates from mul-
tiple sensors into system tracks achieve better estimation performance than
single sensor tracking. However, if one has a heterogeneous mix of sensors
— active (with full position measurements) and passive (with line of sight
measurements) — they use different system models in different state spaces.
Compared with homogeneous track-to-track fusion that assumes the same
system model for different sensors, the heterogeneous case poses two major
challenges. The first one is that we have to fuse estimates from different state
spaces (related by a nonlinear transformation). The second is the estimation
errors are dependent due to the ”common process noise effect” and there is
no known way to capture the “common” part exactly. The linear minimum
mean squared error (LMMSE) and the maximum likelihood (ML) approaches
are developed for this nonlinear case and compared with the corresponding
centralized measurement tracker/fuser (CTF).
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Introduction
Two topics in the area of estimation, target tracking, data fusion are inves-
tigated: impact point prediction (IPP) for thrusting/ballistic projectiles and
track-to-track fusion for heterogeneous sensors.
0.1 Motivation
0.1.1 State Estimation for IPP with an Active Sensor
The problem of estimating the state of thrusting/ballistic endoatmospheric pro-
jectiles for the end purpose of IPP has attracted wide attention. The trajectory
of a thrusting projectile can be divided into two phases: thrusting and bal-
listic. The target dynamics in different phases are substantially different and
characterized by different main forces. The resulting acceleration consists of
the thrust, drag, and gravity components [12] (the lift force is neglected in
this work, since it is very small in the scenarios considered). For the thrust-
ing phase, we consider thrust, drag, and gravity; for the ballistic phase, only
gravity and drag.
Given observations from an active sensor over a very short time, we face two
major challenges for the IPP problem. First, different phases of the trajectory
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require different mathematical models to describe the corresponding physical
behaviors — there is uncertainty as to which motion model is in effect. Sec-
ondly, in practical situations, for a trajectory with unknown drag coefficient
and unknown thrust, it is difficult to separate between them given a very short
observation time — there is an ambiguity in drag coefficient-thrust1 estimation.
The uncertainty in the motion model and ambiguity in the drug-thrust estima-
tion are acting simultaneously. This significantly affects the results of the state
estimation (including the drag coefficient and thrust components) and the IPP
that follows. It is worth noting that the IPP accuracy depends mainly on the
drag coefficient estimate since the prediction is done after the thrusting period
is over. A good initial estimate of the drag coefficient is conducive to a more
accurate estimate of the thrust, which then results in a more accurate overall
state estimate and better IPP performance.
We propose a multiple interacting multiple model (MIMM) estimator using
different initial drag coefficients to alleviate the model uncertainty and esti-
mation ambiguity. For each IMM from the MIMM estimator, a thrust mode
(TM) and a ballistic mode (BM) are used to match the thrusting phase and
ballistic phase. Since the TM and BM state vectors are of unequal dimensions,
an unbiased IMM mixing procedure — useful for quite general applications —
is presented. The IMM with unbiased mixing (IMM-UM) provides unbiased
estimates for the extra component(s), i.e., the thrust in the present case. The
1For simplicity, “drag coefficient-thrust” will be called “drag-thrust” if there is no ambigu-
ity.
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sensitivity of the system performance to the drag coefficient estimate leads to
using a multiple IMM (MIMM) estimator to overcome the drag-thrust ambi-
guity. The technique involves evaluating the likelihood functions of the IMM
estimators with different initial drag coefficient estimates to quantify how well
the multiple IMM estimators fit the observation data. Compared to the single
IMM estimator with conventional mixing, the proposed MIMM-UM approach
is shown to provide improved IPP performance in practical applications.
The IPP problem is further extended under a more realistic and complicated
environment, namely, in the presence of wind. The wind effect exacerbates
the estimation ambiguity between drag and thrust and induces additional
uncertainty in the IPP procedure. A tracker with its dynamic model modified
(from the afore-mentioned case in the absence of wind) to incorporate the wind
effect is presented. An extensive analysis of the wind effect on the IPP system
using the MIMM-UM estimator is conducted for various wind scenarios by
Monte Carlo (MC) simulations.
0.1.2 Parameter Estimation for IPP with a Passive Sensor
The estimation of the state of thrusting/ballistic endoatmospheric projectiles
moving in 3-dimensional (3-D) space using 2-dimensional (2-D) measurements
from a single passive sensor for the end purpose of IPP is a more challenging
problem. Besides the difficulties of the IPP problem using full position mea-
surements from an active sensor, two major issues must be dealt with. The first
3
is that to estimate and predict the 3-D trajectory using the (incomplete) 2-D
line of sight (LoS, i.e., azimuth and elevation angles) measurements, instead of
full position measurements [8][34], could exhibit a geometry-dependent ambi-
guity due to incomplete observability. This requires an estimability analysis
for the target parameters that uniquely determine the trajectory. The second is
that lack of knowledge about the location of the projectile’s launch point (LP)
exacerbates the estimation ambiguity between the drag coefficient and thrust
estimands [34].
Estimability analysis for such a nonlinear system is a challenging task. In the
literature the Fisher information matrix (FIM) has been used as a convenient
tool in target motion analysis problems [10][26] to analyze estimability. The
major difficulty of obtaining the estimability criterion lies in the fact that the FIM
can only be obtained numerically rather than analytically due to the nonlinear
motion equations which require numerical integration. The corresponding
Cramér-Rao lower bound (CRLB) provides (if the estimator is efficient) the
accuracy of the parameter estimate, which can be mapped into IPP accuracy.
Motion of the passive sensor could enhance the system estimability. However,
due to the unavoidable numerical integration, the improvement of a moving
platform (MP) over the corresponding stationary platform (SP) could not be
shown analytically.
The availability of the LP position information is very crucial for the system
performance. An accurate estimate for the LP will lead to the target parame-
4
ter estimate being mapped into the IPP of good accuracy. In many practical
situations, the full LP position is generally unavailable but the altitude of the
LP can be available from terrain information. The launch position is then ob-
tained from the first LoS measurement intersected with the terrain elevation
database. If the terrain elevation (altitude) information is unavailable, the
estimation problem becomes substantially more difficult. The LP altitude is
then an additional unknown target parameter, used to specify the unknown
LP location information.
In this study, the burnout time (BoT) is assumed available from the passive
(optical) sensor and we make two assumptions about the important LP location
information: known LP altitude and unknown LP altitude. The estimability of
the target parameter vector that uniquely determines its trajectory is analyzed
by checking the invertibility of the FIM. A maximum likelihood (ML) estimator
for the target parameters is developed. Once the FIM is found to be full-
rank, the ML estimate can be obtained by seeking the global maximum of the
likelihood function (LF) of the target parameters and the corresponding CRLB
can be used for the IPP accuracy evaluation. With the aid of the CRLB, the
motion of the passive sensor to enhance the system performance is investigated.
A search strategy with two stages — a mixed (partially grid-based) search
followed by a continuous search — is proposed. Due to its parallelizable nature,
the mixed search allows the two-stage strategy to be real-time implementable.
0.1.3 Heterogeneous Track-to-Track Fusion
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In linear multisensor tracking systems the best target state estimation perfor-
mance is obtained by a centralized tracker/fuser (CTF), by directly sending to
the fusion center (FC) all the measurements of the local sensors. The CTF is
also known as measurement-to-track fuser and its superiority over other in-
formation configurations can be proved only for the linear case [3]. In many
practical situations, because of communication constraints, each local sensor
has its own information processing system and sends only tracks to the FC,
which fuses appropriately tracks from different local sensors to achieve com-
parable estimation performance to that of the CTF [3].
Track-to-track fusion using estimates from multiple sensors can achieve bet-
ter estimation performance than single sensor tracking. If the local sensors
use different system models in different state spaces, the problem of heteroge-
neous track-to-track fusion arises. Compared with homogeneous track-to-track
fusion that assumes the same system model for different sensors, the hetero-
geneous case poses two major challenges. The first one is that we have to fuse
estimates from different state spaces (related by a certain nonlinear transfor-
mation). The second is the estimation errors’ dependence problem due to the
“common process noise effect” [3] and there is no known way to capture the
common” part exactly.
In the literature there are few works dealing with the model heterogeneity.
A heterogeneous T2TF (HT2TF) approach was presented in [6] to fuse the
tracks from an active sensor and a passive sensor with different state vectors.
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However, the fusion was done by using the full Cartesian state estimates (from
an active sensor) to update the smaller angular state estimates (from a passive
sensor).
The major difficulty to evaluate the dependence of the estimation errors due to
the common process noise effect lies in how to capture the “common” part of
process noises from different state spaces. The dependence of the estimation
errors can be quantified by the crosscovariance matrix, and the more accurately
the crosscovariance matrix is obtained, the better the heterogeneous track-to-
track fusion performance will be. However, the difference between the motion
models for different sensors prohibits the evaluation of the crosscovariance ma-
trix by the exact method described in [3] (which is limited to the homogeneous
case and linear systems).
In this study, we propose a HT2TF by using the smaller vector of angular state
estimates (from a passive sensor) to update the full Cartesian state estimates
(from an active sensor). Unlike in the homogeneous T2TF, we observe indefinite
(sometimes positive and sometimes negative) crosscorrelation coefficients in
the heterogenous case. In a study case using an IMM tracker, the HT2TF (a
nonlinear fuser) allows each local sensor to flexibly design a more suitable local
estimator which was shown to lead to a better estimation performance than
the corresponding CTF, unlike in the (linear) homogeneous case.
0.2 Outline
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Chapter 1 describes the multiple-IMM estimation approach with unbiased
mixing for the IPP of thrusting projectiles (in the absence of wind). Section
1.2 introduces the novel unbiased mixing approach to deal with mixing the
state estimates of modes with unequal dimensions. Section 1.3 presents the
system model and the corresponding discretized form. The IMM likelihood
function used in selecting the best IMM estimator from the MIMM estimator
is presented in Section 1.4 and an impact point prediction (IPP) procedure is
described in Section 1.5. In Section 1.6, the IMM estimator design and the
estimation and IPP results for 30 real-data scenarios are given. Conclusions are
presented in Section 1.7.
Chapter 2 describes the IPP problem using the MIMM-UM estimator in the
presence of wind. In Section 2.2, the wind effect and the modified dynamic
model in the presence of wind are presented. Section 2.3 outlines the MIMM-
UM estimator and the IPP procedure. Section 2.4 presents the design of the
MIMM estimator and a N-point adaptive initialization approach. Then the IPP
performance is investigated in the presence of different wind (strength and
direction) conditions for various total observation time and sensor accuracy
scenarios by simulations in Section 2.5. Conclusions are presented in Section
2.6.
Chapter 3 presents a parameter estimation approach for IPP in 3-D using the
2-D measurements from a single passive sensor. Section 3.2 formulates the
problem and defines the notations. In Section 3.3, the possible existence of a
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geometry-dependent ambiguity due to incomplete observability is discussed
and the ML estimator of the target parameter vector is developed. Section 3.4
presents, under the assumptions of known and unknown LP altitude, the FIM,
the CRLB and a search strategy with two stages for the MLE. In Section 3.5,
the simulation scenarios and results are presented. Section 3.6 provides the
conclusions.
Chapter 4 presents the track fusion for heterogeneous sensors. Section 4.2 for-
mulates the heterogenous T2TF problem. Two approaches, namely, the linear
minimum mean square error (LMMSE) and maximum likelihood (ML) hetero-
geneous T2TF are presented in Section 4.3. The crosscorrelation analysis by
MC simulations is presented in Section 4.4. Section 4.5 evaluates the proposed
approaches in a tracking scenario with an active sensor and a passive sensor.
Section 4.6 provides the conclusions.
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Chapter 1
A Multiple IMM Estimation Approach with
Unbiased Mixing for IPP
We present a procedure to estimate the state of thrusting/ballistic endoatmo-
spheric projectiles for the end purpose of impact point prediction. The short
observation time and the estimation ambiguity between drag coefficient and
thrust in the dynamic model motivate the development of a multiple interacting
multiple model (MIMM) estimator with various drag coefficient initializations.
A simple unbiased IMM mixing procedure (useful for quite general applica-
tions) is presented for state estimators with unequal dimensions and applied
for the thrusting and ballistic modes in the case considered. Results with real
data are given.
1.1 Introduction
The trajectory of a thrusting projectile can be divided into two phases: thrusting
and ballistic. The target dynamics are substantially different and characterized
by different main forces in each phase. The resulting acceleration can be written
in terms of the thrust, drag, and gravity components [12] (the lift force is
12
neglected in this work, since it is very small in the scenarios considered) as
aF = aT + aD + aG (1.1.1)
For the thrusting phase, we consider thrust, drag, and gravity; for the ballistic
phase, only drag and gravity. For a trajectory with unknown drag coefficient
and unknown thrust, it is difficult to clearly divide the trajectory into its phases.
The interacting multiple model (IMM) estimator with a thrust mode (TM) and a
ballistic mode (BM) to match these two phases is a natural choice (it is assumed
that no optical indication of the plume is available, as in the real-data examples
considered).
Given a very short observation period of a thrusting/ballistic projectile for the
purpose of impact point prediction (IPP), an accurate estimate of the target state
(including its thrust and drag coefficient) is of the utmost importance. The IPP
accuracy depends mainly on the drag coefficient estimate since the prediction
is done after the thrusting period is over, i.e., based on the BM. Note that the
net acceleration (1.1.1) includes the (algebraic) sum of the drag and thrust, thus
causing an ambiguity in the estimation when both are unknown. A better
initial estimate of the drag coefficient is conducive to a more accurate estimate
of the thrust, which then results in a more accurate overall state estimate and
better IPP performance. The sensitivity of the system performance to the
drag coefficient estimate leads to using a multiple-IMM (MIMM) estimator
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to overcome the above-mentioned ambiguity to more accurately estimate the
drag coefficient and thrust. The technique involves evaluating the likelihood
functions of the IMM estimators with different initial drag coefficient estimates
to quantify how well the multiple IMM estimators fit the observation data [19].
Another issue that arises is the mixing of the mode-conditioned state estimates
in an IMM estimator when the modes used have different dimension state
vectors. The conventional approach in this case is to augment with zeros the
lower dimension state estimate prior to the mixing [3]. However, this leads
to a bias toward zero for the state components of the larger state vector that
are mixed with the extra components of the smaller state that are zero. A
simple procedure to avoid this “bias” is presented, together with a suitable
augmentation of the covariance of the smaller state that yields an unbiased
and consistent mixing. This leads to a “direct” block mixing in contrast to the
component by component mixing described in the recent work [13]2.
Compared to a purely ballistic projectile [21] the IPP for thrusting projectiles is a
significantly more challenging problem. When tracking a thrusting projectile,
there is an estimation ambiguity between drag and thrust in the dynamic
model: a sudden decrease in the thrust estimate causes a sudden increase in
the drag coefficient estimate and vice versa. The unbiased mixing avoids the
mixing of the thrust estimate from the thrusting mode filter with zero from
2The unbiased mixing work detailed here dates back to [31]. Our work on unbiased mixing
and the work of [13] were carried out independently, with the latter considering a more general
formulation.
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the ballistic mode filter (the latter assumes no thrust), which would bias the
mixed thrust estimate towards zero. This is the major difference between [21]
and the present work. The MIMM approach gives the best choice of initial
drag coefficient estimate, based on the characteristics of the thrusting projectile
trajectory observations.
The chapter is organized in following manner. We first give a brief overview
of the standard IMM estimator in Section 1.2 and the novel unbiased mixing
approach is introduced here to deal with mixing the state estimates of modes
with different dimensions. The dynamic and the measurement model and the
corresponding discretized form are presented in Section 1.3. The IMM likeli-
hood function used in selecting the best initial drag coefficient estimate from
the MIMM estimator is presented in Section 1.4. The IPP procedure is described
in Section 1.5. The IMM estimator design and the estimation and prediction
results for 30 real-data scenarios are given in Section 1.6. Conclusions are
presented in Section 1.7.
1.2 IMM Estimator with Unbiased Mixing
In order to estimate the target state during the short observation interval as
accurately as possible and then carry out the IPP, we use an approach that
relies on the IMM estimator with two different mode-matched filters for the
thrust mode (TM) and the ballistic mode (BM).
Generally, in an IMM estimator with r modes that run in parallel, the state
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estimates at the beginning of a cycle are a mixture of estimates of the previous
cycle based on all the modes using the “mixing” probabilities [2]. In the conven-
tional IMM estimator, mixing the estimates from different modes with unequal
dimension state vectors causes a bias for the extra components of the higher
dimension state vector [3]. It is necessary to introduce an unbiased approach
for the mixing, especially when the extra components contain information of
special interest, as in the case of high-thrust projectiles.
Using the notations from [2] and omitting the time index for simplicity, we
assume an IMM estimator with two modes, say, mode 1 and mode 2. More






and the state of mode 2, which has lower dimension (it consists of a subset of





where xc denotes the common (‘c’) components of states of the two modes and
xe consists of the extra (‘e’) state components of mode 1 compared with that of
mode 2.
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respectively, where, according to the conventional procedure [3], the lower
dimension state is augmented with zeros to make it of the same dimension as
the higher dimension state.





Oi(k − 1)|O j(k),Zk−1
}
i, j ∈ {1, 2} (1.2.7)
where Od(k) is the possible mode of the mode-matched filter d at time k.
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Note that the last component of (1.2.8) is multiplied by a factor µ1|1, less than
one, while the last component of (1.2.9) is ignored by the lower dimension
(mode 2) filter. Thus, there is an estimate bias for the extra component(s) in the
filter matched to mode 1 at the start of each IMM cycle.









as if mode 2 has the same extra component(s) estimate (thrust in our case) as
mode 1.
Then the modified estimate mixing replaces (1.2.8) by
x̂01M
∆












i.e., the extra component(s) x̂01Me of x̂
01
M are exactly the same as those of x̂
1 and,
consequently, there is no bias after the modified mixing.
Next, the modification from (1.2.8) to (1.2.10) should also be accounted for
in the covariance resulting from the mixing. The corresponding covariance
























































c − x̂01c )(x̂1c − x̂01c )′ (1.2.16)
P̃2c=(x̂
2
c − x̂01c )(x̂2c − x̂01c )′ (1.2.17)
Note that, in view of (1.2.11), one has
P̃1Mce
∆
=(x̂1c − x̂01c )(x̂1e − x̂01Me)′ = 0 (P̃1Mec = 0) (1.2.18)
P̃1Me
∆
=(x̂1e − x̂01Me)(x̂1e − x̂01Me)′ = 0 (1.2.19)
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The mixed estimate x̂02c and its covariance matrix P02c are obtained in the stan-
dard manner, using x̂1c , P1c , x̂
2
c and P2c with the corresponding mixing probabili-
ties.
Note that the common components after the unbiased mixing have the same
covariance matrix as that in the conventional mixing but the extra component
(thrust) variance stays unchanged after the unbiased mixing.
A generalized form for the unbiased mixing based on the best linear unbiased
estimator (BLUE) is discussed in Appendix B.
1.3 System Model and its Discretized Form
For the problem considered, the higher dimension state, i.e., the state vector
for the thrusting mode, is denoted as
x(t) = [ x(t) y(t) z(t) ẋ(t) ẏ(t) ż(t) α(t) τ(t) ]′ (1.3.1)
where α(t) is the drag coefficient and τ(t) is the thrust. The time arguments will
be omitted where there is no ambiguity.
It is known that the drag coefficient varies significantly with the Mach number
regime: subsonic, transonic and supersonic. This will be accounted for by a
Mach number-dependent multiplier.
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 + ν̃1 (1.3.2)
and
α̇ = ν̃2 (1.3.3)
τ̇ = ν̃3 (1.3.4)
where
• The first term on the right side of (1.3.2) is the thrust in the x, y, and z
directions. For the ballistic phase, the thrust is zero.
• The second term is the drag part, which is related to target velocity and
altitude.
• V is the magnitude of the velocity v = [ ẋ ẏ ż ]′, i.e., the speed (in m/ s).
• α is the drag coefficient (in m2/kg) at subsonic speed and τ is the thrust
(in m/s2).
• αm is the (dimensionless) Mach number-dependent drag coefficient multiplier,
which approximated by a cubic spline curve shown in Fig. 1.3.1. This is
obtained by interpolating the selected representative points shows in
Table 1.3.1 (speed vs. normalized drag coefficient — NDC).
• D = −ρ(z)V2 , where ρ(z) = ρ0e−cz is the air density (in kg/m3) at altitude z
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(in m) and c is the air density constant (in m−1) [21].
• g is the standard acceleration due to gravity at sea level, assumed to be
the same throughout the trajectory, with value 9.812 m/s2.
• ν̃1, ν̃2, and ν̃3 are assumed to be continuous-time zero-mean white Gaus-
sian noises. The drag coefficient and thrust acceleration are thus modeled
as Wiener processes with slow variation [2].
Table 1.3.1: Selected representative points for cubic spline interpolation
Speed 1 50 100 150 190 230 280 285 295 310 350
NDC 1 1.01 1.015 1.02 1.03 1.035 1.1 1.2 1.3 1.4 1.59
Speed 400 440 500 550 590 650 750 800 850 1000 1000+
NDC 1.69 1.71 1.68 1.55 1.4 1.35 1.33 1.32 1.31 1.3 1.3
Combining the dynamic equations (1.3.2)–(1.3.4), we have the following com-
pact form
ẋ(t) = f [x(t)] + ν̃(t) (1.3.5)
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Figure 1.3.1: Cubic spline approximation of the Mach number-dependent

























ν̃(t) = [ ν̃1(t)′ ν̃2(t) ν̃3(t) ]
′ (1.3.7)
The state vector equation is discretized by a second order Taylor expansion [15]
as




where T is the sampling time interval and HOT denotes the higher order terms











Using the discrete time notation x(k) = x(t)|t=kT and x(k + 1) = x(t + T)|t=kT, we
have the following expression for (1.3.8) with the discretized continuous-time
white process noise




where A(k) is the Jacobian of (1.3.6) evaluated at x(k) and ν(k) is the discretized
continuous time process noise for the sampling interval T. Based on the as-
sumption that α is nearly constant and D is related to both z and V, the detailed
form of A is given in the Appendix C.
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where I3 is the 3 × 3 identity matrix and the continuous time process noise
“intensities” qv, qα and qτ are the corresponding power spectral densities (PSD).








= Hx(k) +w(k) (1.3.12)
where H = [ I3 0 ] and the components of the measurement noise vector w(k)
are independent zero mean white Gaussian noises with the same standard
deviation (SD) σp.
Assuming the position measurements are obtained from intersection of LoS
(line of sight) observations from two or more cameras (i.e., configuration III
multisensor data fusion [3]), the procedure of [18] can be used to obtain the
exact position measurement noise covariance matrix. This requires the relative
sensor-target geometry and the sensor accuracies (not available in the real-data
examples considered in our work).
1.4 Best Initial Drag Coefficient Estimate of MIMM Estimator
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In the TM dynamic model, the drag parameter (drag coefficient) and thrust
parameter are separate state components as shown in (1.3.1). However, the
drag force and thrust force are acting simultaneously (see equation (1.1.1)) and
the IMM estimator has difficulty distinguishing between them if the initial
uncertainty in the drag coefficient is large. A sudden decrease in the drag coef-
ficient estimate may trigger an increase in the thrust estimate. The sensitivity
of the estimation to the initial drag coefficient estimate necessitates the use of
an MIMM estimator to overcome this “marginal observability” problem [2].
The procedure starts by establishing a set of L IMM estimators, each with an
appropriate set of modes (TM and BM in our case) to describe the system
behavior. Each IMM estimator will be initialized with a different value of the
drag coefficient with a suitable initial standard deviation (SD) (generally, the
initial SD is taken equal to 25% of the initial estimate of the drag coefficient).
The filtering parameters are discussed in Section 1.6.
     IMM1      IMML. . .
Likelihood Comparison




Figure 1.4.1: The MIMM approach.
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In order to select the best initial drag coefficient estimate, we need to determine
the most likely one of the L IMM estimators, during the observation period





Λl (k) l = 1, . . . , L (1.4.1)
where Λl (k) is the likelihood function of lth IMM estimator, with r modes, at









l(k|k − 1) (1.4.2)
where Λil(k) is the likelihood function of mode i of IMM estimator l at time k
and µil(k|k − 1) is the predicted mode probability for mode i of IMM estimator
l. The mode likelihood is [2]
Λil(k) = p
[




z(k); ẑil(k|k − 1),Sil(k)
]
(1.4.3)
where N [·] is the Gaussian probability density function, ẑil is the predicted
measurement and Sil is the innovation covariance in mode i of IMM estimator
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l. The predicted mode probability can be written as





















l (k − 1) (1.4.4)
where µ jl (k − 1) is the mode probability of mode j of IMM estimator l at time
k − 1 and p ji is the transition probability from mode j to mode i over one time
interval.








l (k − 1)
 (1.4.5)
Then
l∗ = arg max
l





selects the best IMM estimator. This yields the best initial estimate of the drag
coefficient.
1.5 Impact Point Prediction
Based on the MIMM estimator, we can choose at the end of observation period
the most likely initial drag coefficient of the most probable mode from the best
IMM estimator (1.4.6). Then a numerical IPP algorithm (we use the 4th order
Runge-Kutta method [20]) is employed to predict the trajectory down to its
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impact point. At the same time, the corresponding covariance is also predicted
to the impact point using a zero-gain (open loop) EKF covariance equation.
Then the 99% chi-square probability region ellipse is [2]
[
xip − x̂pdyip − ŷpd
]
P−1pd
 xip − x̂pdxip − ŷpd









is the predicted impact point,
Ppd is the corresponding predicted covariance matrix, and χ22 (99%) denotes the
99% point on the chi-square cumulative distribution function with two degrees
of freedom [2].
We use as “warning zone” the region (1.5.1) circumscribed by a circle (called
the uncertainty circle)
[




−1  xip − x̂pdxip − ŷpd
 = χ22 (99%) (1.5.2)
where λmax is the maximum eigenvalue of the covariance matrix Ppd. The
uncertainty circle (1.5.2) can be used as the probability region for the true
impact point, centered at the predicted impact point.
1.6 Real Data Results
The algorithm was evaluated on 30 cases of field-collected data with the same
sampling frequency 30 Hz but different data lengths.
1.6.1 MIMM Approach
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The MIMM estimator is chosen to consist of L = 4 IMM estimators with initial
drag coefficient estimates α̂(0): 0.18, 0.13, 0.065 and 0.035 (m2/kg), respec-
tively. The initial SD of each drag coefficient estimate is 25% of the correspond-
ing initial estimate of the drag coefficient.
1.6.2 N-point Initialization and Measurement Noise Intensities
The initialization is crucial to the accuracy of the state estimates. One-point or
two-point initializations are practical approaches for many cases [2]; however,
with a high sampling rate, as in the present case, an N-point initialization is
feasible, reasonable, and of far preferable accuracy. The method is based on
the polynomial fitting of a set of noisy scalar measurements [2].
The N-point fitting of a polynomial of order n is done according to the model













where k = 1, 2, . . . ,N and
h(k) =
[





tk is the sampling time and
yi = [ ai0 ai1 · · · ain ]
′ i = x, y, z (1.6.2)
Assuming the projectile is moving with a nearly constant acceleration (NCA,
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that is, n = 2) for the short time covered by N points, we get the estimate for












































is the stacked measurement matrix (of dimension 3N × 9), and
RN =





0 · · ·R(N)
 (1.6.7)
is the block diagonal covariance matrix of measurement noise (of dimension
3N × 3N) for the fitting interval.
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Mapping the estimates (1.6.3) and the covariance (1.6.4) to the time of the most
recent measurement [2], we get the initial estimates for position, velocity and
acceleration. Based on the initial drag coefficient estimate and the acceleration
estimates (last component of each direction, i.e., ai2), the thrust will be initialized
by calculating the acceleration in each direction (with the vertical one corrected
by g).









)−1 [zN −HNp ŷ] ∼ χ2Nnz−ny (1.6.8)
where nz = 3 is the dimension of z(i) and ny is the dimension of y in our NCA
model.
The N-point initialization approach with N = 25 is used (about 1s data in our
case) and the measurement noise SD are assumed time-invariant with value
2 m for each coordinate (this choice was based on evaluating (1.6.8). Based
on the initialization with the NCA model, the initial thrust estimate τ̂(0) can
be calculated and the corresponding initial estimate’s SD can also be obtained.
However, note that the NCA model is for thrust initialization only; each of these
IMM estimators, with different initial drag coefficient estimates, starts from the
beginning of measurements with two-point initialization [2] for position and
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velocity.
1.6.3 Selection of Process Noise Intensities
In the dynamic equations, we actually assume a nearly constant velocity model
for the kinematic component and a Wiener process with slow variation for the
drag coefficient and thrust. In order to satisfy this model’s assumptions, we
need to choose small process noise “intensities” (PSD) qv, qα, and qτ in following
sense.
The process noise induced root mean square (RMS) rate of change in velocity
























Then we have the following estimator design procedure for selection of the
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The process noise intensities are chosen based on process noise induced RMS
change (in velocity/drag coefficient/ thrust) over an interval of 1 s shown in
Table 1.6.2.
Table 1.6.2: RMS change rate due to process noise (TM and BM)
Filter dv [(m/s)/s] dα [(m2/kg)/s] dτ [(m/s2)/s]
IMM (TM) 7.5 0.1α̂(0)/s 0.25 τ̂(0)/s
IMM (BM) 4.3 0.08α̂(0)/s N/A
1.6.4 IMM Mode Transition Probability Matrix
The transition probability matrix for the two-mode IMM is
π =
 p11 1 − p11
1 − p22 p22
 (1.6.1)
where the elements of the matrix are obtained based on the mean sojourn time
(MST) [2], s1 and s2, for the TM (i = 1) and the BM (i = 2) respectively
pii = 1 −
T
si
i = 1, 2 (1.6.2)
and T = 1/30 s is the (fixed) sampling interval. Setting the MST as s1 = 2 s and
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with initial mode probability vector [ 0.90 0.10 ].
1.6.5 Real Data Results
A sample estimated trajectory, indicating the portions corresponding to the
MIMM filtering and to the IPP (including the uncertainty circle centered at






























Figure 1.6.1: A sample estimated trajectory (traj. 28).
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The IPP performance of 30 real trajectories for short range, medium range
and long range are presented Tables 1.6.3–1.6.5, respectively, and the following
acronyms are used:
- #: trajectory ID, with indication of the projectile ranges S, M, L (Short,
Medium, Long)
Rprd: IPP range (m)
Ract: actual range (m) — this was the only impact point information (ground
truth) when the data were recorded
Rerr: IPP range error (m)
Rerr/R: ratio between IPP range error and actual range (IPP error percentage)
Rad/R: ratio between the uncertainty radius and actual range (uncertainty
circle percentage)
A/B/C: {IPP error percentage less than 10%}/{uncertainty circle percentage
less than 10%}/{both A and B}
M: Major axis of uncertainty ellipse, also the radius of uncertainty circle
(m)
m: minor axis of uncertainty ellipse (m)
DrgIni: initial drag coefficient estimate (m2/kg) of the best IMM
DrgEnd: drag coefficient estimate at the end of the observation interval (m2/kg)
ThrIni: initial thrust estimate (m/ s2) of the best IMM
Vmax: maximum speed (velocity magnitude) estimate (m/ s) and the sam-
pling point where it happened
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BoP: burnout point – based on the best IMM’s TM probability
TmP/TtP total measurement points / total trajectory (measurement+prediction)
points (and percentage).
The burnout point is decided based on the best IMM’s mode probabilities. The
point, from which, the mode probability of TM stays lower than 0.03 for 10 con-
secutive sample points (i.e., BM dominates), is recognized as the burnout point.
After the recognized burnout point plus the 10 sample points for deciding the
burnout point, we stop using TM and start using an additional ballistic mode,
say BM1, with a larger process noise setting to cover possibly higher uncertain-
ties (projectiles may experience tumbling or high measurement uncertainties
due to change of the relative sensor-target geometry). The BM1 has the process
noise induced RMS change rate in velocity as 2dv and the same other settings






with initial mode probability vector [ 0.90 0.10 ].
Table 1.6.3: IPP performance for 5 real trajectories (short range)
# Rprd Ract Rerr Rerr/R Rad/R A / B / C M m DrgIni DrgEnd ThrIni Vmax BoP TmP/TtP
(S)06 7203 7541 -338 4.48 3.67 T / T / F 277 146 0.13 0.093 378 492(38) 41 150/883(17.0%)
(S)22 5092 5937 -845 14.23 4.6 F / T / F 273 227 0.13 0.194 274 394(39) 45 150/1235(12.1%)
(S)25 6650 6642 8 0.12 6.91 T / T / T 460 290 0.18 0.113 302 408(35) 40 139/1358(10.2%)
(S)29 6333 6747 -414 6.14 6.27 T / T / T 424 286 0.18 0.119 335 412(33) 39 150/1355(11.1%)
(S)30 4811 4884 -73 1.49 9.9 T / T / T 484 374 0.13 0.125 293 406(36) 40 117/1567(7.5%)
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Table 1.6.4: IPP performance for 15 real trajectories (medium range)
# Rprd Ract Rerr Rerr/R Rad/R A / B / C M m DrgIni DrgEnd ThrIni Vmax BoP TmP/TtP
(M)01 6544 8932 -2388 26.74 4.43 F / T / F 396 245 0.13 0.118 325 458(41) 44 150/1233(12.2%)
(M)05 8729 9608 -879 9.15 4.46 T / T / F 429 286 0.065 0.088 479 552(27) 28 150/1347(11.1%)
(M)07 7934 9041 -1107 12.24 7.24 F / T / F 655 274 0.13 0.066 135 361(59) 62 149/1252(11.9%)
(M)08 8540 9041 -501 5.54 7.32 T / T / T 663 267 0.13 0.092 283 497(34) 37 101/1265(8.0%)
(M)09 8872 9020 -148 1.64 4.75 T / T / T 429 239 0.065 0.086 460 550(40) 43 138/1200(11.5%)
(M)10 8669 10067 -1398 13.89 5.12 F / T / F 516 242 0.065 0.091 342 515(39) 42 113/1203(9.4%)
(M)11 7829 9173 -1344 14.65 4.31 F / T / F 396 228 0.18 0.119 331 504(43) 47 138/1206(11.4%)
(M)12 8873 9023 -150 1.66 4.67 T / T / T 421 277 0.065 0.089 394 485(32) 35 150/1329(11.3%)
(M)13 7869 8133 -264 3.25 5.89 T / T / T 479 292 0.13 0.093 322 408(37) 43 149/1358(11.0%)
(M)14 9338 9338 0 0 5.09 T / T / T 476 305 0.065 0.08 413 522(33) 35 150/1399(10.7%)
(M)15 10336 8696 1640 18.86 8.36 F / T / F 728 337 0.13 0.065 364 503(38) 40 126/1453(8.7%)
(M)19 10412 9671 741 7.66 9.54 T / T / T 923 368 0.13 0.065 317 492(39) 43 110/1523(7.2%)
(M)20 8666 8258 408 4.94 5.77 T / T / T 477 316 0.065 0.1 394 521(34) 37 127/1448(8.8%)
(M)21 8150 8177 -27 0.33 5.47 T / T / T 448 257 0.13 0.083 310 438(41) 46 178/1261(14.1%)
(M)27 10070 9873 197 2 6.68 T / T / T 660 320 0.18 0.068 410 540(39) 41 150/1423(10.5%)
Table 1.6.5: IPP performance for 10 real trajectories (long range)
# Rprd Ract Rerr Rerr/R Rad/R A / B / C M m DrgIni DrgEnd ThrIni Vmax BoP TmP/TtP
(L)02 22765 20813 1952 9.38 8.89 T / T / F 1851 718 0.035 0.033 276 664(68) 73 139/2385(5.8%)
(L)03 14708 14585 123 0.84 4.43 T / T / T 646 299 0.065 0.045 390 670(48) 50 152/1398(10.9%)
(L)04 16849 13409 3440 25.65 10.05 F / F / F 1348 370 0.18 0.033 388 619(63) 69 144/1566(9.2%)
(L)16 16220 15740 480 3.05 5.16 T / T / T 813 326 0.035 0.036 342 669(51) 54 140/1458(9.6%)
(L)17 17136 16405 731 4.46 7.26 T / T / T 1191 461 0.035 0.044 350 616(50) 52 114/1805(6.3%)
(L)18 16474 17742 -1268 7.15 7.18 T / T / T 1274 455 0.065 0.05 393 688(46) 50 109/1804(6.0%)
(L)23 17494 17076 418 2.45 6.21 T / T / T 1061 453 0.035 0.039 331 671(31) 34 113/1768(6.4%)
(L)24 16031 16196 -165 1.02 6.32 T / T / T 1025 385 0.035 0.047 325 656(45) 50 113/1620(7.0%)
(L)26 16050 16871 -821 4.87 8.57 T / T / T 1447 416 0.13 0.046 329 616(63) 81 138/1705(8.1%)
(L)28 13624 13743 -119 0.87 3.46 T / T / T 476 235 0.035 0.041 345 631(36) 38 155/1198(12.9%)
The evolution of the drag coefficient estimates in the MIMM is shown in
Figs. 1.6.2 and 1.6.3 (for trajectories 12 and 28, respectively). It can bee seen
that in the MIMM estimator the drag coefficient estimates of different IMM
estimators converge toward to the end of the observation period. Based on
(1.4.6), the best IMM estimator (with the highest likelihood) is selected.
The drag coefficient and thrust estimates in the best IMM estimator selected
using (1.4.6) are shown in Figs. 1.6.4 and 1.6.5 (for trajectories 12 and 28, re-
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Figure 1.6.2: Evolution of the drag coefficient estimates in the MIMM
(trajectory 12)
spectively). The ambiguity between the drag coefficient and thrust can be
observed. A sudden decrease in the drag coefficient estimate (as in Fig. 1.6.5 at
time k = 17) triggers an increase in the thrust estimate and vice versa.
The estimation ambiguity between the drag coefficient and thrust makes the
unbiased mixing strategy a key to correctly estimating the thrust component
in the IMM estimator. To illustrate this ambiguity in more detail, consider a
comparison between the IMM with the conventional (biased) mixing and with
the unbiased mixing. Figs. 1.6.6 and 1.6.7 show the drag coefficient and thrust
estimates obtained with the conventional mixing and the unbiased mixing for
trajectory 21, respectively. Fig. 1.6.6 shows that, because of the biased estimates
39












































Figure 1.6.3: Evolution of the drag coefficient estimates in the MIMM
(trajectory 28)
of the thrust, the drag coefficient estimates try to go negative to compensate for
the thrust estimate that became practically zero (the algorithm implementation
forced them to stay nonnegative). Note that in the IMM with conventional
mixing, the TM is discontinued prematurely at k = 30 (about 1 s after target
acquisition) because the thrust estimate is zero. This is “compensated” by a
negative drag coefficient estimate, which was, however, forced to be nonneg-
ative. In Fig. 1.6.7, it can be seen that TM is discontinued at k = 56 (about 2 s
after target acquisition). This was based on the TM probability being less than
0.03 for 10 consecutive samples. The drag coefficient estimates stabilize around
0.09 m2/kg. Thus, the unbiased mixing can be seen to avoid the tendency of
40















































Figure 1.6.4: Drag coefficient and thrust estimates in the best IMM estimator
(trajectory 12). Note that TM is discontinued at k = 45.
the drag coefficient estimate to become negative to compensate for the thrust
estimate that becomes biased towards zero.
The IPP performance is evaluated by the three criteria (A/B/C) as shown in
Table 1.6.6. A single IMM with conventional mixing using one initial drag
coefficient estimate 0.1 m2/kg with a large initial SD of 0.08 m2/kg is employed
as a performance comparison baseline. It can be seen that compared with a sin-
gle IMM, the MIMM-UM approach gives a significantly improved estimation
performance, with smaller IPP errors and smaller uncertainties.
For the real data, if LoS measurement accuracy and the sensor-target geometry
would have been available, the use of the technique of [18] to obtain R(k) as a
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Figure 1.6.5: Drag coefficient and thrust estimates in the best IMM estimator
(trajectory 28). Note that TM is discontinued at k = 48.
time varying covariance matrix would have allowed overall better tracking and
IPP performance. Another difficulty in working with the available real data is
the short span of the observation (5–15% of the trajectory) and the possibility
of ill-conditioning of the LoS observations.
Table 1.6.6: IPP performance evaluation summary
Criterion
% of cases
MIMM-UM Conventional Single IMM
A 23/30 (77%) 19/30 (63%)
B 29/30 (97%) 08/30 (27%)
C 20/30 (67%) 23/30 (77%)
B & C 20/30 (67%) 04/30 (13%)
1.7 Conclusions
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Figure 1.6.6: Drag coefficient and thrust estimates (in the best IMM estimator,
trajectory 21) with the conventional mixing.
Facing the challenges of very short time span of observations (about 10% of the
whole trajectory) on thrusting projectiles, the MIMM estimator with different
initial drag coefficient estimates is presented to alleviate the ambiguity in the
estimation of the drag coefficient and thrust and to obtain more accurate esti-
mates of the drag coefficient and thrust. A novel unbiased mixing approach
for an IMM estimator with modes that have unequal dimension state vector
is introduced and is an important extension of the conventional mixing in an
IMM estimator. This gives an unbiased estimate of the thrust component and
leads to significant improvement for the final IPP performance. The best IPP
performance was achieved by employing the MIMM estimator with the novel
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Figure 1.6.7: Drag coefficient and thrust estimates (in the best IMM estimator,




Impact Point Prediction for Thrusting Projectiles in
the Presence of Wind
Wind can and often does significantly affect impact-point prediction (IPP) per-
formance for thrusting/ballistic endoatmospheric projectiles. Wind exacerbates
the estimation ambiguity between drag and thrust in the dynamic model and
induces additional uncertainty in the IPP procedure. A tracker accounting for
the wind effect is presented and simulation study shows that it can be fully
compensated if the wind information is available. An N-point adaptive ini-
tialization based on a goodness-of-fit test and a statistical significance test is
introduced. Based on the multiple interacting multiple model (MIMM) ap-
proach developed in the former Chapter, the IPP performance is investigated
with respect to the total observation time and the sensor accuracy in various
wind scenarios.
In each Monte Carlo (MC) run of the simulation study, under the same sensor
accuracy and the same observation time, the same set of random numbers has
been used (but different in different MC runs) for the same caliber projectile
in various wind scenarios to examine how much the wind affects the IPP
performance with/without the exact knowledge of the wind information. The
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final conclusion is that with the wind effect accounted for, the IPP performance
in the presence of wind is practically the same as in its absence.
2.1 Introduction
Impact point prediction (IPP) of a thrusting/ballistic projectile is significantly
affected by wind. The wind effect, in addition to the short available observa-
tion time and the limited sensor accuracy, is an issue of high importance and
concern.
The wind effect causes the moving projectile to turn into the “apparent” wind,
i.e., it causes the nose of the moving projectile to be pointed into the wind as
observed from the projectile’s (moving) frame of reference [14] [37]. A tail- or
head- wind, if unaccounted for, would cause the IPP to give under- or over-
prediction for the projectile’s range (hence the term range wind effect); a cross
wind would lead to left- or right-deviation. The vertical wind is ignored in
this study, as it is typically not present. Consequently, the projectile’s dynamic
model is modified from [31] [27] to incorporate the wind effect. Based on the
modified model, the sensitivity of the IPP performance with respect to the wind
effect is studied.
The available observation time is a key factor that significantly affects the IPP
performance and becomes even more critical in the presence of wind [14] [22].
For the IPP problem, using a state model with drag coefficient and thrust esti-
mated as separate components, there is an important observation-time tradeoff
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between accuracy and implementation of countermeasures. Before the pre-
diction procedure starts, the collected measurements are used to initialize the
estimator, attack the estimation ambiguity between the drag coefficient and the
thrust components, and the probability of the correct mode should converge
close to unity [27]. The wind effect could impact each of these and evidently
deteriorate the overall IPP performance.
Due to the nonlinear nature of the dynamics of the thrusting/ballistic projectiles,
linearization and discretization of the nonlinear system is an approximation of
reality. For a fixed sampling rate, the approximation quality is determined by
the sensor accuracy. The observation uncertainty caused by the sensor errors
(in range and azimuth/elevation angles) affects the estimation results, as well
as the prediction procedure that follows, and hence the final IPP performance.
Wind uncertainty exacerbates the observation uncertainty.
The present chapter aims to offer an extensive analysis of the wind effect on
the recently developed IPP system using a multiple interacting multiple model
(MIMM) estimator (with different initial drag coefficient estimates and using
unbiased mixing3) [27]. As an important practical issue, in many situations
the wind information is not available. To examine how much effect this has
on the IPP performance, three situations are considered, i.e., given perfect
knowledge of the wind information (denoted concisely as “g.w.i.” for later
3The unbiased mixing of IMM estimator is the key for correct estimation of the extra
components when the mode-matched filters of IMM estimator are of unequal dimensions, e.g.,
the thrust is the extra component in the present discussion.
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use), given no knowledge of the wind information (“n.w.i.”), given the wind
information with certain deterministic error (“e.w.i.”). In order to provide a
comprehensive insight, the IPP performance is investigated with respect to the
total observation time and the sensor accuracy under various wind scenarios.
It is worth noting that, for simplicity, we assume a constant wind during
the estimation and prediction procedure (i.e., the whole trajectory period).
Altitude/location-dependent wind can be easily dealt with in the same manner.
An N-point adaptive initialization based on a goodness-of-fit test and a statis-
tical significance test is introduced. For each IMM estimator (associated with
a selected drag coefficient) from the MIMM estimator, the initialization of the
thrust component is of special importance when only a very short total ob-
servation time is available. A good initialization will alleviate the estimation
ambiguity between the drag coefficient and the thrust. The N-point adaptive
initialization particularly provides an early and reasonably accurate estimate
between the drag coefficient and thrust (as well as the kinematic components)
and leads to a quick identification of the correct mode of the IMM estimator.
The chapter is organized in following manner. In Section 2.2, the wind ef-
fect is presented and under a flat-Earth assumption (suitable for short range
projectiles), the dynamic model in the presence of wind is modified from [27].
The corresponding discretized form of the modified dynamic model and the
discrete-time measurement equations are also presented here. The MIMM es-
timator and the IPP procedure are described in Section 2.3. The parameter
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setting, design of the MIMM estimator and the N-point adaptive initializa-
tion approach are presented in Section 2.4. Then in the presence of different
wind (strength and direction) conditions, the IPP performance is investigated
in various total observation time and sensor accuracy scenarios by simulation
in Section 2.5. Conclusions are presented in Section 2.6.
2.2 Dynamic Model in the Presence of Wind
The wind effect, which worsens the estimation ambiguity between the drag
coefficient and thrust [27] and thus presents an additional challenge to the IPP,
must be carefully accounted for [4]. The sensitivity of the IPP performance
to the drag coefficient estimate, which is significantly affected by the relative
velocity of the projectile (even one with known shape) with respect to air,
necessitates the quantification of the wind effect for the purpose of IPP.
The contribution of the wind comprises the range wind, cross wind and vertical
wind effects. We ignore the last, since it is generally small; but the techniques
we present could be augmented to account for it. A range (head/tail) wind will
push back or forward the moving object and a cross wind causes the moving
object deviate to the side. These wind components together are considered as
the true wind velocity and are combined with the target velocity with respect
to the ground to yield the so-called “apparent wind”. The moving target turns
into the apparent wind, i.e., its nose is pointed into the wind (or “upwind”)
while its tail pointing “downwind” [14] [37]. With the wind shown in Fig. 2.2.1,
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we have
va = vw − v (2.2.1)
where v is the target velocity with respect to the ground, vw is the wind velocity





Figure 2.2.1: The wind effect (v is the target’s ground velocity, vw is the wind
velocity and va is the apparent wind velocity).
Thus, the drag and the thrust in the following dynamic model should be aligned
with the direction of the projectile, which is aligned with the apparent wind.
In the absence of information about how fast the projectiles align themselves
with the apparent wind following launch, it is assumed that this happens
instantaneously. During thrusting phase this is especially important, as due to
wind thrust may thus not be aligned with the direction of travel.
For simplicity of analysis, we assume a constant wind during the estimation and
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prediction procedure (i.e., the whole trajectory period). The wind environment
where the instantaneous projectile alignment hypothesis is reasonable and
acceptable (e.g., altitude/location-dependent wind with slow variation or time-
variant wind that is piecewise constant with respect to altitude) can be dealt
with in the same manner.
In the presence/absence of wind, the trajectory of a thrusting projectile, from
launch to impact, can be divided into two phases: thrusting and ballistic. It
is a natural choice that we use an IMM estimator with a thrust mode (TM)
and a ballistic mode (BM) to match these phases. The state vector for the
corresponding TM is
x(t) = [ x(t) y(t) z(t) ẋ(t) ẏ(t) ż(t) α(t) τ(t) ]′ (2.2.2)
where α(t) is the drag coefficient and τ(t) is the thrust. The state vector of
the BM is the same as above but excludes the thrust component. The time
arguments will be omitted where no ambiguity is caused.
Under flat-Earth assumption, the dynamic model in the presence of wind modi-
fied from [27] (the corresponding modifications are indicated by the sub-script

















 + g + ν̃1 (2.2.3)
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and
α̇ = ν̃2 (2.2.4)
τ̇ = ν̃3 (2.2.5)
where
• The target velocities with respect to air are ẋa ∆= ẋ − ẋw, ẏa ∆= ẏ − ẏw and
ża
∆
= ż − żw.
• The first term on the right side of (2.2.3) is the specific thrust in the x,
y, and z directions with accounting for the wind effect. For the ballistic
phase, the thrust is zero.
• The second term is the drag part, which is related to the altitude and
target velocity with respect to air.
• Va is the magnitude of the velocity vector [ ẋa ẏa ża ]′, i.e., the speed (in
m/ s).
• α is the drag coefficient (in m2/kg) at subsonic speed and τ is the thrust
(in m/s2). It is known that the drag coefficient varies significantly with
the Mach number regime: subsonic, transonic and supersonic. This will
be accounted for by the αm as below.
• αm is the (dimensionless) Mach number-dependent drag coefficient multiplier,
which is approximated by a cubic spline curve shown in Fig. 1.3.1 (of
Chapter 1).
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• Da = −ρ(z)Va2 , where ρ(z) = ρ0e−cz is the air density (in kg/m3) at altitude z
(in m) and c is the air density constant (in m−1) [21].
• g ∆= [ 0 0 − g ]′ is the standard gravity vector. g is the standard acceler-
ation due to gravity at sea level, assumed to be the same throughout the
trajectory, with value 9.812 m/s2.
• ν̃1, ν̃2, and ν̃3 are assumed to be independent continuous-time zero-mean
white Gaussian noises. The drag coefficient and thrust acceleration are
thus modeled as Wiener processes with slow variation [2].
Combining the dynamic equations (2.2.3)–(2.2.5), we have the following com-
pact form (accounting for the wind effect)
























with the wind effect compensation vector
xw(t) = [ 000ẋw(t)ẏw(t)żw(t)00 ]
′ (2.2.8)
and the Wiener process vector
ν̃(t) = [ ν̃1(t)′ ν̃2(t) ν̃3(t) ]
′ (2.2.9)
Note that the last two components of (2.2.7) are both equal to zero, as we
assume the drag coefficient and thrust are Wiener processes.
The state vector equation is discretized by a second order Taylor expansion4
[15]. Using the discrete time notation x(k) = x(t)|t=kT and x(k + 1) = x(t +
T)|t=kT (the same for xw(t)), we have the following discretized continuous-time
expression [27]




where Aw(k) is the Jacobian of (2.2.7) evaluated at x(k) (with known wind
information xw(k)) and ν(k) is the discretized continuous-time (white Gaussian)
process noise for the sampling interval T. Based on the assumption that α is
nearly constant and Da is related to both z and Va, the detailed form of Aw here
is obtained by replacing in the Jacobian in Appendix C the target velocities
4It has been reported that for a short range ballistic projectile the first order Taylor expansion
is sufficient. However, for the thrusting projectile with unknown drag coefficient and unknown
thrust – as in the present study – the second order Taylor expansion is used to compensate for
the nonlinearity made obscure by the unknowns. The methodology can be used for long range
scenario, in which case a second order Taylor expansion is necessary to avoid bias [3].
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(with respect to ground) with the corresponding target velocities with respect
to air.















where I3 is the 3 × 3 identity matrix and the continuous time process noise
“intensities” qv, qα and qτ are the corresponding power spectral densities (PSD).
Assuming the sensor is located at [ xs ys zs ], the measurements in spherical
coordinates are
rm = r + wr =
√
(x − xs)2 + (y − ys)2 + (z − zs)2 + wr (2.2.12)





ϵm = ϵ + wϵ = tan−1
 z − zs√
(x − xs)2 + (y − ys)2
 + wϵ (2.2.14)
where r, θ and ϵ are the independent true range, azimuth and elevation compo-
nents, respectively. wr, wθ and wϵ denote the corresponding zero-mean white
Gaussian measurement noises with standard deviations (SD) σr, σθ and σϵ,
respectively.
An unbiased measurement conversion from spherical to Cartesian coordinates
was presented [3], so that the IPP problem can be described entirely in Cartesian
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coordinates:
z(k) ∆= Hx(k) +w(k) (2.2.15)
where H = [ I3 0 ], w(k) is the equivalent measurement noise vector in Cartesian
coordinates obtained from the unbiased measurement conversion and R(k) is
the corresponding equivalent state-dependent covariance matrix.
2.3 Multiple-IMM Estimator for IPP
During the thrust mode (TM), the drag parameter (drag coefficient) and thrust
parameter are separate state components as shown in (2.2.2). However, the
drag force and thrust force are acting simultaneously (see equation (2.2.3)) and
the IMM estimator has difficulty distinguishing between them if the initial
uncertainty in the drag coefficient is large. A sudden decrease in the drag coef-
ficient estimate may trigger an increase in the thrust estimate. In the presence
of wind, the wind-induced motion makes correctly unsnarling these important
components (drag coefficient and thrust) increasingly obdurate. The sensitiv-
ity of the estimation to the initial drag coefficient estimate necessitates the use
of an MIMM estimator to overcome this “marginal observability” problem [2].
The procedure starts by establishing a set of the L IMM estimators, each with an
appropriate set of modes (TM and BM in present case) to describe the system
behavior. Each IMM estimator will be initialized with a different value of
the drag coefficient estimate with a suitable initial SD. The filtering parameter
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setting is discussed in Section 2.4.
In order to select the best initial drag coefficient estimate, we need to determine
the most likely among L IMM estimators, during the observation period. The




Λl (k) l = 1, . . . , L (2.3.1)
where Λl (k) is the likelihood function of lth IMM estimator, with r modes, at









l(k|k − 1) (2.3.2)
where Λil(k) is the likelihood function of mode i of IMM estimator l at time k
and µil(k|k − 1) is the predicted mode probability for mode i of IMM estimator
l. The mode likelihood is [2]
Λil(k) = p
[




z(k); ẑil(k|k − 1),Sil(k)
]
(2.3.3)
where N [ · ] is the Gaussian probability density function, ẑil is the predicted
measurement and Sil is the innovation covariance in mode i of IMM estimator
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l. The predicted mode probability can be written as





















l (k − 1) (2.3.4)
where µ jl (k − 1) is the mode probability of mode j of IMM estimator l at time
k − 1 and p ji is the transition probability from mode j to mode i over one time
interval.








l (k − 1)
 (2.3.5)
Then
l∗ = arg max
l





selects the best IMM estimator. This yields the best initial estimate of the drag
coefficient.
Based on the MIMM estimator, we can choose at the end of the observation pe-
riod the most likely initial drag coefficient of the most probable mode from the
best IMM estimator (2.3.6).5 Then a numerical open-loop nonlinear predictor
(we use the 4th order Runge-Kutta (RK) method 6 [20], incorporating the wind
5In practice, the thrusting period is relatively short and by the end of the observation period
the BM should be the dominant one in the IMM. Otherwise, unless one were clairvoyantly to
know the burnout time, one cannot make a meaningful IPP.
6Using the second-order open-loop EKF directly with a small iteration time interval (0.1 s)
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effect if the wind information is available) is employed to predict the trajectory
down to its impact point. At the same time, the corresponding covariance is
also predicted to the impact point using a zero-gain (open loop) EKF covari-
ance equation. Then the 99% chi-square probability region ellipse for the true
impact point is [2]
[
xip − x̂pdyip − ŷpd
]
P−1pd
 xip − x̂pdxip − ŷpd









is the predicted impact point,
Ppd is the corresponding predicted covariance matrix, and χ22 (99%) denotes the
99% point on the chi-square cumulative distribution function with two degrees
of freedom [2]. This can be used as the “warning zone” in practical situations.
In practical situations the ellipse is centered at the predicted impact point and
one can check whether the true impact point (if available) is within the 99%
probability ellipse [27]. In Monte Carlo simulations, as in present study, we
evaluate the (equivalent) converse: whether the predicted impact point falls
into the ellipse centered at the true impact point [21].
The IPP procedure based on the MIMM estimator is shown in Fig. 2.3.1.
2.4 MIMM Design Parameter Selection
The MIMM estimator using unbiased mixing with different initial drag co-
efficient estimates is used. The unbiased mixing is necessary because of the
for the prediction shows IPP performance practically the same as the RK method.
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Likelihood Comparison















Figure 2.3.1: IPP procedure based on the MIMM-UM estimator.
unequal dimension state vectors in the two modes (TM and BM).
2.4.1 Selection of the Best IMM Estimator
The MIMM estimator is chosen to consist of L = 4 IMM estimators with ini-
tial drag coefficient estimates α̂i(0), i = 1, 2, 3, 4 as 0.18, 0.13, 0.065 and 0.03
(m2/kg), respectively.7 The initial SD of each drag coefficient estimate is 25%
of the corresponding initial estimate of the drag coefficient.
If the projectile library with the truth of the corresponding drag coefficient
information is provided, the selection of the best initial estimate of the drag
coefficient actually indicates the projectile identification [8] [21]. However, the
7This grid of values was chosen based on the tracking results in the absence of wind. It
seems that the 60 mm projectile has a somewhat different drag coefficient in the presence of
wind (it turns somewhat slowly into the wind, perhaps the result of a larger moment of inertia).
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wind effect could blur the identification.
2.4.2 N-point Adaptive Initialization
The initialization is crucial to the accuracy of the state estimates. Due to the
sensitivity of the estimation on the drag coefficient, which is velocity (Mach
number)-dependent and “marginally distinguishable” from the thrust esti-
mate, an N-point adaptive initialization method is used here (the number N
is discussed later). This method is based on the polynomial fitting of a set of
noisy position measurements [2], with the polynomial order adaptively chosen
based on the corresponding goodness-of-fit error. Particularly, it can give a
good guideline for how to initialize the key thrust component.
The N-point fitting of a polynomial of order n is done as follows. The position













 + w(k) (2.4.1)
where k = 1, 2, . . . ,N and
h(k) =
[





with tk is the sampling time and the parameter vectors
ai = [ ai0 ai1 · · · ain ]′ i = x, y, z (2.4.3)
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contain the coefficients of the polynomials (one for each coordinate).
For the time covered by N points, we get the estimate for the parameter vector












































is the stacked measurement matrix (of dimension 3N × 3(n + 1)), and
RN =





0 · · ·R(N)
 (2.4.8)
is the block diagonal covariance matrix of measurement noise (of dimension
3N × 3N) for the fitting interval.
62






]′ (RN)−1 [zN −HNa â] ∼ χ23N−na (2.4.9)
Using as acceptance region for (2.4.9) its 95% probability region (one-sided)
and a component statistical significance test (a Gaussian test for the absolute
value with 95% probability region, i.e., two-sided), we can adaptively choose
the best order n∗, which avoids both “over-parameterizations” and “under-
parameterizations” [2]. This is done by starting with n = 1 and increasing it
until: (i) the test statistic (2.4.9) falls below the 95% probability threshold and
(ii) the magnitude of at least one of the components (x, y and z) is statistically
significant with the threshold G(97.5%), which amounts to cutting the upper
and lower tails of 2.5%.
The N-point adaptive initialization used N = 12 (about 1 s of data). As an
illustrative example, Table 2.4.7 shows the results of the polynomial fitting of
an observation sequence of the trajectory 60C7H78 with constant velocity (CV,
n = 1), constant acceleration (CA, n = 2) and constant jerk (CJ, n = 3) models in
one of the MC runs. For this particular case, the CA (n∗ = 2) model is chosen:
the fitting error is J∗N = 44.0 < χ
2
3N−na(95%) = 50.7 and the z-component estimate
magnitude is statistically significant: 2.3 > G(97.5%) = 1.96. The test statistics
that yielded the choice n∗ = 2 are in boldface.
8This stands for caliber 60 mm projectile in the presence of 7 m/s crosswind and 7 m/s
headwind.
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Remarks: Initialization of Thrust
In the present simulation study, the CV (n = 1) model and the CA (n = 2) model
may be selected. For n∗ = 2, the acceleration estimate is used (after subtracting
the gravity acceleration and drag vector) to obtain the initial estimate of the
thrust, τ̂(0); for n∗ = 1 (low thrust case), then τ̂(0) = g with SD g/4.
Table 2.4.7: Fitting of CV, CA and CJ models for trajectory 60C7H7 (with
σr = 10 m and σθ = σϵ = 5 mrad)
Model CV (n = 1) CA (n = 2) CJ (n = 3)
Component x y z x y z x y z
âi0 0.9 -5.6 7.8 5.8 -17.2 -14.4 10.3 -20.9 -11.9√
Pi0 6.8 8.3 10.4 9.3 11.3 14.2 11.0 13.3 16.7
|âi0|/
√
Pi0 0.1 0.7 0.8 0.6 1.5 1.0 0.9 1.6 0.7
âi1 119.9 117.2 155.9 91.4 187.2 289.2 29.3 238.6 253.1√
Pi1 10.4 12.6 15.8 39.1 47.4 59.4 90.2 108.9 136.7
|âi1|/
√
Pi1 11.5 9.3 9.8 2.3 4.0 4.9 0.3 2.2 1.9
âi2 51.2 -127.4 -242.2 344.6 -369.4 -69.0√
Pi2 68.3 82.7 103.7 389.4 471.8 591.3
|âi2|/
√
Pi2 0.8 1.5 2.3 0.9 0.8 0.1
âi3 -531.9 437.7 -316.9√
Pi3 694.7 842.9 1055.6
|âi3|/
√
Pi3 0.8 0.5 0.3
JN 52.9 44.0 43.3
χ23N−na (95%) 52.0 50.7 49.5
2.4.3 Selection of Process Noise Intensities
In the dynamic equations, we actually assume a nearly constant velocity model
(continuous time white noise acceleration — CWNA [2]) for the kinematic
components and a Wiener process with slow variation for the drag coefficient
and thrust. In order to satisfy this model’s assumptions, we choose small
process noise “intensities” (power spectral densities — PSD) qv, qα, and qτ as
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follows.
The process noise induced root mean square (RMS) rate of change in velocity
























Then we have the following estimator design procedure for selection of the







The process noise intensities are chosen based on the process noise induced
RMS change (in velocity/drag coefficient/ thrust) over an interval of ∆ = 1 s as
shown in Table 2.4.8. Note that dv is chosen differently for the four initial drag
coefficient estimates α̂i(0), i = 1, 2, 3, 4.
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Table 2.4.8: RMS change rate due to process noise
Filter
dv [(m/s)/s] dα [(m2/kg)/s] dτ [(m/s2)/s]
α̂1(0) α̂2(0) α̂3(0) α̂4(0)
IMM (TM) 3.5 2.5 2 1 0.12α̂i(0)/s 0.25 τ̂(0)/s
IMM (BM) 1.6 1.4 1.2 0.9 0.10α̂i(0)/s N/A
2.4.4 IMM Mode Transition Probability Matrix
The Markov chain probability transition matrix for the two-mode IMM is
π =
 p11 1 − p11
1 − p22 p22
 (2.4.1)
where the elements of the matrix are obtained based on the mean sojourn time
(MST) [2], s1 and s2, for the TM (i = 1) and the BM (i = 2) respectively
pii = 1 −
T
si
i = 1, 2 (2.4.2)
and T = 0.1 s is the (fixed) sampling interval. Setting the MST as s1 = 2 s and






with initial mode probability vector [ 0.90 0.10 ].
2.5 Simulation Results
Three categories of thrusting/ballistic projectiles of different calibers are con-
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sidered: 60 mm, 81 mm and 120 mm. In all, 21 trajectories were generated
using [35]9 with a flat-Earth model with quadrant elevation 45◦ (i.e., aimpoint
is NE). The thrusting/ballistic projectiles are actually rocket-assisted with ini-
tial velocity around 250 m/s (which varies across different calibers). For each
category, there are trajectories with no wind present, labeled as “W0”; with
5 m/s crosswind only, labeled as “C5”; with 10 m/s crosswind only, labeled as
“C10”; with 5 m/s crosswind and 5 m/s headwind, labeled as “C5H5”; with
7 m/s crosswind and 7 m/s headwind, labeled as “C7H7”; with 5 m/s crosswind
and 5 m/s tailwind, labeled as “C5T5”; with 7 m/s crosswind and 7 m/s tailwind,
labeled as “C7T7”. Note that the headwind blows against the motion of the
projectiles while the tailwind blows in the travel direction of the projectiles [37].
Measurements were obtained with no missed detections and no false alarms.
The parameters of the trajectories of the different caliber projectiles considered,
namely, the projectile range to impact (Rt), the impact time (Ttip), the sampling
interval (T), the maximum ground speed (Vtmax), the ground speed at impact
point (Vtip) and the apogee altitude (H
t
apg), are summarized in Table 2.5.9. The
launch point of each projectile was at the origin of coordinates. The sensor
location was [ 5000 4000 0 ] m.
As shown in Table 2.5.10, four different sensor accuracy settings are used and
labeled as Case 1 (good sensor accuracy), Case 2 (poor angle accuracy), Case 3
9This is a high fidelity simulation for rocket-assisted projectiles, i.e., with initial “cata-
pulted” velocity. The trajectories were generated based on models we cannot control and do
not know.
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(poor range accuracy) and Case 4 (the best sensor accuracy).
Table 2.5.9: Parameters of the trajectories considered (different caliber sizes)
Caliber Rt (m) Ttip (s) T (s) V
t
max (m /s) Vtip (m /s) H
t
apg (m)
60 mm 3600 ± 100 30 ± 1 0.1 240 ± 3 155 ± 3 1085 ± 5
81 mm 5700 ± 150 37 ± 1 0.1 295 ± 3 200 ± 3 1680 ± 10
120 mm 7000 ± 250 41 ± 1 0.1 315 ± 5 230 ± 5 2055 ± 10
Table 2.5.10: Sensor accuracy settings
σr σθ σϵ
Case 1 10 m 5 mrad 5 mrad
Case 2 10 m 10 mrad 10 mrad
Case 3 25 m 5 mrad 5 mrad
Case 4 5 m 3 mrad 3 mrad
With 100 Monte Carlo (MC) runs for each sensor accuracy, we examine the IPP
performance with given wind information (g.w.i.) and with no wind informa-
tion provided (n.w.i.) for various total observation time percentages of the whole tra-
jectory (denoted as “OT” for conciseness): 15%, 20%, 25%, 30%, 40% and 50%. In
particular, under the same sensor accuracy and the same OT setting, in each MC
run, the same random number set (but different in different MC runs, of course)
has been used for different trajectories (W0/C5/C10/C5H5/C7H7/C5T5/C7T7)
to examine how significantly the wind affects the IPP performance.
Three different situations concerning the knowledge of the wind information
are considered: the “g.w.i.” (perfect knowledge), the “n.w.i” (no knowledge)
and the “e.w.i” (an inaccurate knowledge of 30% positive deterministic error,
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i.e., vw + vb
∆
= vw + 0.3vw, where vb is a deterministic bias). Note that all
the IPP results are by default obtained with “g.w.i.” unless “n.w.i” or “e.w.i”
is indicated. The indicating term “g.w.i.” is omitted in Figures, Tables and
discussions if there is no ambiguity.
A sample estimated trajectory, indicating the portions corresponding to the
MIMM filtering and to the IPP, including the estimated burnout point (BoP)







































Figure 2.5.1: A sample estimated trajectory with IPP uncertainty ellipse
centered at true impact point.
2.5.1 IPP RMS Error
The IPP root mean square (RMS) errors of the trajectories of caliber 60 mm,
81 mm and 120 mm (in various scenarios) are shown in Tables 2.5.11, 2.5.12 and
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2.5.13, respectively. The g.w.i., n.w.i. and e.w.i. IPP RMS errors for various OTs
and various sensor accuracies are evaluated and compared.
From Tables 2.5.11–2.5.13, it can be seen that, generally, as the wind becomes
stronger, the difference between the g.w.i. IPP RMS error and the n.w.i. IPP
RMS error will increase, especially for smaller OTs; as the OT increases, the
influence of the wind on the IPP performance becomes smaller. As the sensor
accuracy becomes worse, the IPP performance is gradually degraded. Partic-
ularly, a sensor error that causes more uncertainty along the travel direction of
the projectiles, compared with the sensor error that causes more uncertainty
perpendicular to travel direction of the projectiles, has more influence on the
IPP performance. In the presence of a weak wind (C5), the IPP RMS error
(g.w.i.) is practically the same as the IPP RMS error (e.w.i.). The knowledge
of the wind information with a small deterministic bias has small effect on the
IPP performance.
We can get an IPP RMS error of more than 500 m for the 60 mm projectile
(Table 2.5.11: Case 2, OT=15%), more than 650 m for the 81 mm (Table 2.5.12:
Case 3, OT=15%) and more than 750 m (even 900 m) for the 120 mm (Table 2.5.13:
Case 2 and Case 3, OT=15%). These are unacceptable errors.10 A strong wind
effect, combined with a poor sensor accuracy, can lead to an unacceptable IPP
RMS error when only a very short total observation time is available. On the
10In practical situations, a minimum acceptable IPP RMS error is expected to be within 10%
of the projectile range. The IPP RMS errors larger than 10% of the projectile range are in italic
font in Tables 2.5.11–2.5.13 .
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other hand, a good sensor accuracy in the presence of known wind (even with
a small bias) always yields a good IPP performance.
In Tables 2.5.11–2.5.13, the columns with the wind information provided (g.w.i.)
show that, given a sufficient observation time (say, OT= 25%– 50%) to correctly
select the best IMM from the MIMM estimator (i.e., to overcome the “marginal
observability” problem between the drag coefficient and thrust), the IPP RMS
errors are practically the same as without wind.11 This implies that the wind
effect can be fully compensated if the wind information is correctly provided.
Table 2.5.11: IPP RMS errors (in m, 100 MC runs) for various OTs (shown in
the first column) and various sensor accuracies, caliber 60 mm: italic, see
footnote 10; bold, see footnote 11.
Case 1 60W0
60C5 60C10 60C5H5 60C7H7 60C5T5 60C7T7
g.w.i. n.w.i. e.w.i. g.w.i. n.w.i. e.w.i. g.w.i. n.w.i. e.w.i. g.w.i. n.w.i. e.w.i. g.w.i. n.w.i. e.w.i. g.w.i. n.w.i. e.w.i.
15% 417.4 419.5 420.7 419.8 441.4 426.7 440.1 452.5 461 459.6 458.4 464.3 465.3 417.2 426.8 418.5 408.8 409.6 410.9
20% 152.1 150.8 154.7 151.3 150.4 169 157.3 145.6 129.5 138.7 142.1 136.4 130.2 158.2 182 180.1 157.7 191.5 195.2
25% 127 127.1 132.8 127.5 126.9 145.2 125.8 122.6 111.8 97.4 120.7 119 91.2 127.7 142.2 158.6 120.2 155.9 166.5
30% 106 105.6 111.2 107.1 108.5 124.1 108.5 96 85.2 75.6 94.3 94.9 70.9 108.8 121.4 133.9 101.5 129.7 137.9
40% 60.4 60.2 65.3 59.9 59.5 78.8 60.2 59.2 55.4 46.3 59.9 59.1 45.4 60.3 72.3 80 59 82.9 88.2
50% 40 40 44.8 40 39.3 56.1 40.8 40.2 39.5 30.2 40.5 42.3 29.7 40.2 50.4 53.7 39.4 55.9 59.9
Case 2 60W0
60C5 60C10 60C5H5 60C7H7 60C5T5 60C7T7
g.w.i. n.w.i. e.w.i. g.w.i. n.w.i. e.w.i. g.w.i. n.w.i. e.w.i. g.w.i. n.w.i. e.w.i. g.w.i. n.w.i. e.w.i. g.w.i. n.w.i. e.w.i.
15% 537.7 533.3 539.4 534.5 532.3 537.3 536.5 535.6 535.4 544.8 538.6 546.1 552.6 530 523.7 516.8 505.1 519.4 508.1
20% 209.1 207.1 207.3 207.3 203.7 218.2 206 197.9 194.4 190 197.4 192.6 185.4 199.1 216.4 224.7 205 216.6 236.9
25% 149.2 149.1 154.8 150.4 148.9 167.1 154.6 147.1 135.9 122.1 143.9 133.2 115.5 155.8 173.7 187.1 155.2 184 205.4
30% 114.3 114 119.6 114.2 114.5 130.9 116.3 111.7 104.3 89.7 111.2 104.4 84.1 119.3 138.2 147.4 117.4 145.3 160
40% 65.6 65.4 70.9 65.5 65.3 83.2 67 67 63.3 52.3 66.1 65.3 47.8 66.4 80.4 85.3 65.9 88.2 95.3
50% 47.6 47.4 52.6 47.2 47.3 64.9 47.9 47.1 46.3 35.9 45.4 49.8 32.6 49.5 59.3 62.4 49 65.1 69.2
Case 3 60W0
60C5 60C10 60C5H5 60C7H7 60C5T5 60C7T7
g.w.i. n.w.i. e.w.i. g.w.i. n.w.i. e.w.i. g.w.i. n.w.i. e.w.i. g.w.i. n.w.i. e.w.i. g.w.i. n.w.i. e.w.i. g.w.i. n.w.i. e.w.i.
15% 373.2 372.5 376.2 374.3 369.4 383.5 391.7 379.1 347.4 378.8 380 336.3 381.7 363.7 385.5 384 361.1 393.4 392.6
20% 337.7 339.8 337.4 349.8 353.6 345 372.7 368 369.3 398.5 370.1 384.1 404.3 332.9 350 336.8 342.3 353 346
25% 175.7 176.2 179.7 178.3 176.6 193.2 182.2 180.8 170.4 168.3 174.3 168.7 167.6 182.6 207.4 203.8 181.4 219.2 213.2
30% 140.2 138.6 141.2 138.8 140.2 162 149.4 143.4 138.3 135.3 142.6 138.8 136.3 155.4 169.3 170.9 144.2 181.8 162.3
40% 110.7 111.4 115.8 115.2 116.2 126 113.8 103.4 98.6 98.2 104.6 104.4 97.6 115 122.8 127 113.6 122.1 128.9
50% 54.9 55.4 59.2 57 55.8 69.5 58.7 63 65.6 61.1 62.2 68.6 60.8 57.5 63.7 62.6 58.4 68 66.3
Case 4 60W0
60C5 60C10 60C5H5 60C7H7 60C5T5 60C7T7
g.w.i. n.w.i. e.w.i. g.w.i. n.w.i. e.w.i. g.w.i. n.w.i. e.w.i. g.w.i. n.w.i. e.w.i. g.w.i. n.w.i. e.w.i. g.w.i. n.w.i. e.w.i.
15% 242.9 242.8 248.2 245 239.8 262 260.3 239 233.6 244.7 241.7 235.1 256.7 249.5 259.6 263.6 247.6 272.5 265.4
20% 137.4 139.4 143.1 140.8 138.3 159.6 147.7 137 132.8 116.5 136.6 133.3 116.8 140.6 166.4 178.3 140.6 173.6 189.3
25% 114.3 114 122.3 112 109.9 137.6 118.3 113.2 115.6 89.3 112.4 118.1 82.1 107.6 132.8 148.6 109.1 141.1 161.8
30% 88.7 89 96.7 90.1 88.3 112.2 96.2 89.4 88.1 71.1 89.1 91.9 70.2 86.5 102.7 118.3 84.5 109.9 127.4
40% 53.7 53.7 61.4 53.7 52.6 75 57.2 53.3 52.1 39.2 53 56.2 38.9 51.5 66.3 73.5 52.3 73.2 83
50% 38.8 38.9 42.5 38.6 38.2 52 40.7 36.7 36.4 26.6 36.6 39 25.6 37.8 46.8 52.2 37.8 52 58.3
11This is highlighted by the IPP RMS errors shown in bold font in Tables 2.5.11–2.5.13 .
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Table 2.5.12: IPP RMS errors (in m, 100 MC runs) for various OTs (shown in
the first column) and various sensor accuracies, caliber 81 mm: italic, see
footnote 10; bold, see footnote 11.
Case 1 81W0
81C5 81C10 81C5H5 81C7H7 81C5T5 81C7T7
g.w.i. n.w.i. e.w.i. g.w.i. n.w.i. e.w.i. g.w.i. n.w.i. e.w.i. g.w.i. n.w.i. e.w.i. g.w.i. n.w.i. e.w.i. g.w.i. n.w.i. e.w.i.
15% 420.8 420.1 424.1 422.2 420 438.7 427.4 401.8 423.3 428.6 389.3 436.2 399.1 421.1 382.8 414.3 420.3 384.9 415
20% 432.4 428.4 438.6 429 428 445.9 430.9 423.4 401.8 384.1 418.6 393.2 361.2 428.7 456.5 481.9 430.1 475.5 497.6
25% 288.9 294.4 294.5 292.3 292.7 300.6 296.3 292.3 260.8 254.7 291.1 257.4 240.3 282.7 323.6 333 285.2 343.8 352.6
30% 188 186 193.3 186.8 185 204.1 190 190.2 181.2 158 196.6 183.3 148.5 189.3 206 230.1 191.5 221.3 246
40% 101.1 100.5 104.8 101 100.8 118.5 103.4 99.4 96.7 80.4 99 96.8 72.7 99.3 114.2 127.1 101 122.4 141.6
50% 48.7 48.8 51.8 48.6 49.7 62.2 51.6 48.5 47.9 40.1 47.7 49.7 36.8 48.5 58.6 63.7 49.5 64.5 71.9
Case 2 81W0
81C5 81C10 81C5H5 81C7H7 81C5T5 81C7T7
g.w.i. n.w.i. e.w.i. g.w.i. n.w.i. e.w.i. g.w.i. n.w.i. e.w.i. g.w.i. n.w.i. e.w.i. g.w.i. n.w.i. e.w.i. g.w.i. n.w.i. e.w.i.
15% 497.5 492 492.2 491.4 482.9 501.6 484.2 490.5 520.3 500.4 511.8 504.4 528.4 491.9 526.6 494.1 486.7 534.8 500.7
20% 450.5 449.6 451.7 448.9 448.9 459.7 448.8 451.7 416.9 398.2 441.6 401.2 383 444.3 467.6 486.7 449.9 495.5 510.2
25% 315.7 313.6 320 317 313.1 328.4 318.4 318.8 295.6 283 317.8 285.9 269.3 317.1 354.3 359.6 320 376.9 377.2
30% 209.5 209 217.1 209.8 208.4 230.2 211.6 209.3 204.6 175.3 217.2 214.8 174.7 212.5 239.6 251.8 213.7 257.8 267.3
40% 133.8 135.2 140 135.4 134.9 151.3 137.1 135.3 130 111.5 134.9 130.9 103.3 131 150.9 157.7 129.3 159.9 166.4
50% 68.9 69.1 73 68.6 72.7 87.5 73.6 72.1 69.7 57.9 71.8 71.7 53.1 69.1 80.1 86.1 69.6 87.7 94.7
Case 3 81W0
81C5 81C10 81C5H5 81C7H7 81C5T5 81C7T7
g.w.i. n.w.i. e.w.i. g.w.i. n.w.i. e.w.i. g.w.i. n.w.i. e.w.i. g.w.i. n.w.i. e.w.i. g.w.i. n.w.i. e.w.i. g.w.i. n.w.i. e.w.i.
15% 665.2 665 667.1 665.9 652.6 675.7 659.2 664.8 661.7 643.9 690.8 703.7 668.2 646.5 673.5 667.4 651.7 687.6 667.4
20% 479.9 479.6 480.9 479.7 485 490.7 490.9 478.3 473.4 456 472.8 471.7 445.3 476.8 473.2 504.8 476.6 501.9 516.7
25% 344.9 345.1 349.3 346.4 348.2 362.3 352.3 351.4 327.9 331 348.3 320.9 325.5 347.4 375.1 365.2 346.9 372.1 376
30% 213.5 213.7 216.9 212 217.5 229.5 218.2 212.7 201.5 190.4 223.4 203.3 208.9 217.9 240.9 238.4 219.1 248.8 252.2
40% 131.2 127.2 136.6 126.9 126.9 144.4 131.7 131.4 130.7 124.4 128.4 134.1 129.7 131.6 145.5 139.4 129.9 143 145.2
50% 66.7 67 70.4 67 63.9 74.8 67.1 62.5 63 60.4 64 65.3 60 66.8 71.1 76.4 67.7 77.8 83
Case 4 81W0
81C5 81C10 81C5H5 81C7H7 81C5T5 81C7T7
g.w.i. n.w.i. e.w.i. g.w.i. n.w.i. e.w.i. g.w.i. n.w.i. e.w.i. g.w.i. n.w.i. e.w.i. g.w.i. n.w.i. e.w.i. g.w.i. n.w.i. e.w.i.
15% 465.4 465 468.2 465.2 464.9 479.5 467.3 464.9 444.7 395.7 445.1 451.4 375.8 464.7 469.2 520.1 463 483 549.7
20% 322.4 322 332.9 322.3 321.5 342.7 323.6 324.1 294.5 268 323.2 286.4 256.3 317.9 362.1 368.7 301.1 367.5 375.8
25% 199.8 202.1 208.2 203.1 202 223.4 206.9 200.4 176.8 165 198.5 174.7 154 201.8 235 242.5 205.2 252.5 261.4
30% 123.9 122.4 129.1 123.2 121.3 145.6 130.2 121.1 120.6 95.8 124.3 138 94.3 122.6 140.2 166.6 121.2 151.4 184.8
40% 67.7 67.7 73.5 68.8 67.7 85.2 72.6 67.4 65.6 52.7 67.5 68.2 50.9 67.8 80.8 91.8 65.7 87.7 101.6
50% 33.5 33.2 37.3 34.7 36.2 48.6 40.8 36.2 35.5 28.1 35.9 37.6 28.3 33.8 42.7 49.2 34 48.2 58.1
From Tables 2.5.11–2.5.13, an interesting observation is that for the situations
with headwind and very short observation time, e.g., C5H5 and C7H7 with
small OTs (e.g., OT=15% or 20%), the g.w.i. IPP RMS performance is counter-
intuitively worse than the n.w.i. IPP RMS performance. This is because of the
imperfect selection of which is the best IMM in the MIMM estimator when it is
based on a very short observation time. More clearly, as shown in Fig. 2.5.2 (the
trajectory 60C7H7 in Case 3 and OT=15%), because of this imperfect decision
of the best IMM, each MC IPP “cloud of points” (for g.w.i. and n.w.i.) is
approximately separated into 3 different clusters, designated as the “cluster
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Table 2.5.13: IPP RMS errors (in m, 100 MC runs) for various OTs (shown in
the first column) and various sensor accuracies, caliber 120 mm: italic, see
footnote 10; bold, see footnote 11.
Case 1 120W0
120C5 120C10 120C5H5 120C7H7 120C5T5 120C7T7
g.w.i. n.w.i. e.w.i. g.w.i. n.w.i. e.w.i. g.w.i. n.w.i. e.w.i. g.w.i. n.w.i. e.w.i. g.w.i. n.w.i. e.w.i. g.w.i. n.w.i. e.w.i.
15% 718.2 718.2 720 718.1 717.8 714.7 718.8 749.5 653.1 714.2 753.2 652.5 698.9 684.6 760.6 723.1 681.3 779.5 745.6
20% 547.4 546.7 548.5 547.4 539.6 555.6 544.5 576.7 562.3 534.9 572.4 575.6 477.1 581.2 571.5 651.9 591.7 585.5 699.5
25% 488.9 492.6 492 492.9 491.9 497.4 497.9 488.5 474 416.3 484.2 465.9 391.2 502.9 521.7 552.4 494.8 513.7 578
30% 308.6 308.4 315.5 308.4 307.8 330.4 308.9 306.4 292.7 261.8 302 284.7 243.5 313 334 354.3 316 337.8 368.4
40% 117.5 115 122.6 115.8 114.8 132.6 117 114.6 116.6 100.4 115.4 118 94.9 121.5 130.1 142.2 118.2 128.7 150.7
50% 55.1 54.9 58.8 56.6 56 67.2 59.8 52.4 55.4 52.9 51.4 57.5 54 56 60.6 62.6 56.7 64.1 66.8
Case 2 120W0
120C5 120C10 120C5H5 120C7H7 120C5T5 120C7T7
g.w.i. n.w.i. e.w.i. g.w.i. n.w.i. e.w.i. g.w.i. n.w.i. e.w.i. g.w.i. n.w.i. e.w.i. g.w.i. n.w.i. e.w.i. g.w.i. n.w.i. e.w.i.
15% 779.2 776.3 790.9 775.8 782.2 789 777.1 769.3 748.9 766.6 786 725.8 756.8 761.2 797.5 773.3 744.9 788.3 795.7
20% 613.3 613.3 618 612.3 616 622.6 614.8 597.5 593.1 535.7 607.2 571.8 509.9 624.1 631.1 693.5 621.4 653.9 725
25% 489.8 494.1 492.5 493.5 493.6 497.9 492.9 493.2 480.9 450 497.5 473.7 419.3 493.9 500.7 557.1 475.7 486.2 551.6
30% 346.7 348.2 349.8 347.7 347.9 354.3 345.2 362 346.4 317.5 359.7 344.5 299.6 345.9 368.2 387.8 342 381.2 414.3
40% 144.5 142.9 148.8 143.5 142.3 158.3 144.4 144.9 148.7 126.7 144.9 149.1 119.6 152.3 159.1 179.4 156.4 174.1 197.2
50% 63 61.5 66.7 62 61.1 75.7 63.4 61.6 63.4 53.7 59.8 64.8 50.4 64.7 69.1 79.6 63.1 73.8 84.9
Case 3 120W0
120C5 120C10 120C5H5 120C7H7 120C5T5 120C7T7
g.w.i. n.w.i. e.w.i. g.w.i. n.w.i. e.w.i. g.w.i. n.w.i. e.w.i. g.w.i. n.w.i. e.w.i. g.w.i. n.w.i. e.w.i. g.w.i. n.w.i. e.w.i.
15% 887.6 879.9 885.9 879.6 879.2 889 879.3 874.7 859.6 833.7 870.8 867.2 817.1 883.2 894.5 918.5 878.7 901.2 936.4
20% 650.1 651.2 654.4 652.9 648.6 659.1 643.8 634.1 611.4 612.4 642.2 608.4 607.2 639.8 686.1 673.8 642.7 697.9 685.1
25% 446.3 446.4 443.7 433.6 431.7 445 431.3 449.1 397.7 433.1 437.6 395.9 425.4 426.6 465.4 450.9 398.9 422.2 452.6
30% 279.3 271.4 281.5 272.5 270.1 302.4 275.9 284.4 277.7 273.1 285.7 275.8 265.9 272.5 284.1 294.4 272.4 286.6 314.3
40% 130.5 130.8 135.6 131 127.1 146.5 133 136.7 135.4 132.3 134.3 138.6 131.7 129.1 139.5 132.4 133.3 151.4 144
50% 64.9 65.1 68.1 67.7 64.4 75 71 64.3 67.3 65.5 64.1 70.2 66.6 66.7 70.3 68.1 62.6 68.1 71.5
Case 4 120W0
120C5 120C10 120C5H5 120C7H7 120C5T5 120C7T7
g.w.i. n.w.i. e.w.i. g.w.i. n.w.i. e.w.i. g.w.i. n.w.i. e.w.i. g.w.i. n.w.i. e.w.i. g.w.i. n.w.i. e.w.i. g.w.i. n.w.i. e.w.i.
15% 462.7 462.4 462.2 477.3 476.6 468.3 482.2 480.2 445.6 426.4 464.8 456.8 453.1 464.1 534.3 533.8 474.7 528.1 590.9
20% 433.9 433.3 433.8 434.1 430.2 448.5 434.6 413.3 420.6 350.8 413.8 445.6 306.8 444 430.8 506 456 437.5 543.7
25% 337.4 336.6 340.7 336.9 335.5 353.1 339.8 323.9 318.7 276 321.8 321.2 260 350.1 360.3 394.8 329.5 368.2 398.2
30% 198.1 198 206.4 196.7 196 213.1 200.7 177.9 170.4 151.8 178.9 172.2 143.1 207.9 221.4 246.6 211 235.1 268.4
40% 62.2 62 65.1 62.9 61.4 76 67.6 61.8 65.8 59.7 59.9 69.2 64.2 64.5 68.9 80.2 67.7 77.8 93
50% 29.5 29.4 32.4 30.9 29.4 40.7 35 30.5 33 32.5 29.8 36.2 34.9 30.2 34.6 38.6 29.7 37.9 43.2
A”, “cluster B” and “cluster C”. It can be seen, compared with the g.w.i.
clusters, that the n.w.i. clusters have a clear drift caused by the wind effect.
By coincidence, this drift happens to drive “cluster A (n.w.i.)” that contains
the most points of the MC IPP closer to the true impact point. This results in
the g.w.i. IPP RMS errors being worse than the corresponding n.w.i. IPP RMS
errors in some cases in Tables 2.5.11–2.5.13. However, as the observation time
increases, the MIMM estimator can gradually make the correct decision to find
the best IMM estimator (the one with the most suitable initial drag coefficient
estimate) and then, as we expect, the g.w.i. IPP results are better than the
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corresponding n.w.i. IPP results. Given a very short OT in a strong wind
environment (e.w.i. vs. g.w.i.), the bias in the erroneous wind information
sometimes exacerbates and sometimes improves the IPP results. Generally,
the e.w.i. IPP performance is between the g.w.i. and n.w.i. cases when the
MIMM-selected drag coefficient estimate matches the truth.































Figure 2.5.2: Clusters of MC IPP “clould of points” caused by imperfect
decision of the best IMM in MIMM estimator.
2.5.2 IPP Uncertainty Ellipse
With various OTs and sensor accuracies, the IPP uncertainty ellipses using
(2.3.7), centered at the true impact point, with the corresponding MC IPP “cloud
of points” (for both g.w.i. and n.w.i.) for various trajectories in the presence of
wind are shown in Figs. 2.5.3–2.5.5.
From Fig. 2.5.3, it can be seen that as the OT increases, more IPP points fall in
the corresponding uncertainty ellipses and the sizes of the uncertainly ellipses
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gradually shrink. The total observation time is crucial for the evaluation:
given the OT is large enough (50%), most of the MC IPP points fall within the
uncertainty ellipses with acceptable IPP RMS errors. The outliers are due to
the forced early decision when the OT is small.
From Fig. 2.5.4, it can be seen that as the sensor accuracy worsens, the cor-
responding IPP uncertainty ellipses become wider because of the poor angle
accuracy or become longer because of the poor range accuracy, and fewer MC
IPP points fall into them. Particularly, the larger sensor errors in angles (which
cause more uncertainty along the minor axis of the uncertainty ellipse in the
case considered) result in the MC IPP points being more scattered along the
minor axis of the corresponding IPP uncertainty ellipse; the larger sensor errors
in range (which cause more uncertainty along the major axis of the uncertainty
ellipse in the case considered) result in the MC IPP points being more scattered
along the major axis of the corresponding IPP uncertainty ellipse. Overall, the
sensor errors along the projectile travel direction have more impact on the IPP
performance.
From Fig. 2.5.5, comparing the n.w.i. IPP clouds with smaller wind (“C5”/ “C5H5”/ “C5T5”)
to those n.w.i. IPP clouds with stronger wind (“C10”/ “C7H7”/ “C7T7”), respec-
tively, it is obvious that the stronger the wind is, the more significant the
deviations of the n.w.i. IPP clouds are. When both the cross wind and the
range wind were present, the wind-induced drift of the n.w.i. IPP clouds is
compounded: without accounting for the cross wind, the n.w.i. IPP cloud
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deviates to one side (the right side in the cases discussed) of the major axis of
the uncertainty ellipses (obtained by properly accounting for the wind effect in
the dynamic model) while the lack of accounting for the range wind causes the
n.w.i. IPP cloud to be “pushed backward/forward” causing range under-/over-
prediction.
2.5.3 Consistency Evaluation
The consistency of the MIMM estimator is very important in the IPP application.
It is always desired that the predicted impact point falls into the uncertainty el-
lipse centered at the true impact point (or the equivalent converse). This can be
achieved by increasing the process noise intensities, which results in an ellipse
with its major- and minor- axes large enough to include the predicted impact
point. However, this solution is undesirable. A consistency test will help to
find the process noise setting that gives the uncertainty ellipse compatible with
the actual errors [2].
The consistency of the MIMM estimator is examined using both the normal-
ized estimation error squared (NEES), which is preferable for Monte Carlo runs
when the truth is available (off-line simulations), and the normalized innova-
tion squared (NIS). The latter is the only one that can be used in real time testing
[2].
Fig. 2.5.6 shows, for the best IMM estimator selected from the MIMM estimator
with OT=50% and various sensor accuracies, the NEES consistency in position
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and velocity and the NIS. Note that the NIS is evaluated for TM before the
estimated BoP and for BM afterward [27]. It can be seen that as the sensor errors
increase, the IMM estimator selected becomes less consistent. In particular,
the larger the sensor’s range error (which causes more uncertainty along the
travel direction of the projectiles in present cases), the more significant is the
inconsistency.
2.6 Summary and Conclusions
The MIMM estimator developed earlier has been extended to account for the
wind effect. The IPP performance for various total observation times and
sensor accuracies have been investigated in detail. The wind effect can be
fully compensated if the wind information is available; it also can be mitigated
by increasing the total observation time if no wind information is provided.
The total observation time is key for IPP performance: for example, given the
observations all the way up to the apogee one can always expect a very good
IPP performance, but this is clearly not desirable if countermeasures are to be
taken against the projectile. The N-point initialization, designed for initializing
the key thrust component as well as the kinematic components, is considered a
good method to quicken the correct mode convergence in each IMM estimator
and alleviate the estimation ambiguity between the drag coefficient and the
thrust components. In the cases studied here, an OT of 20% or more and sensor
accuracies under 10 m in range and 5 mrad in angles are required to overcome
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the marginal observability (ambiguity) of the drag and thrust and then achieve
an acceptable IPP performance, with the IPP RMS error no more than 10% of the
projectile range. The sensor errors that cause more uncertainty along the travel
direction of the projectiles have more impact on the IPP performance. In the
presence of wind, the short observation time and the limited sensor accuracy
are more critical since they could cause confusion in selecting the “correct” best
IMM estimator (which should be the one with the most suitable initial drag
coefficient estimate, closest to truth) from the MIMM estimator, and then lead
to a degraded IPP performance.
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Figure 2.5.3: IPP uncertainty ellipse and MC IPP cloud for various OTs,
trajectory 81C5T5, Case 1, 100 MC runs
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(a) Case-1 (good accuracy)



























(b) Case-2 (poor angle accuracies)

























(c) Case-3 (poor range accuracy)

























(d) Case-4 (best accuracy)
Figure 2.5.4: IPP uncertainty ellipse and MC IPP cloud for various sensor
accuracies, trajectory 60C10, OT=25%, 100 MC runs
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Figure 2.5.5: IPP uncertainty ellipse and MC IPP cloud for various 120mm
trajectories, OT=30% 100 MC runs
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(a) NEES (pos. and vel.), Case 1




















(b) NIS Case 1




















(c) NEES (pos. and vel.), Case 2




















(d) NIS, Case 2





















(e) NEES (pos. and vel.), Case 3




















(f) NIS, Case 3





















(g) NEES (pos. and vel.), Case 4




















(h) NIS, Case 4
Figure 2.5.6: Consistency test (NEES in pos. and vel. and NIS, g.w.i.),
trajectory 81C7T7, OT=50%, 100-MC run
82
Chapter 3
Estimation of Thrusting Trajectories in 3-D from a
Single Fixed Passive Sensor
The problem of estimating the state of thrusting/ballistic endoatmospheric pro-
jectiles moving in 3-dimensional (3-D) space for the purpose of impact point
prediction (IPP) using 2-dimensional (2-D) measurements from a single passive
sensor (stationary or moving with constant velocity) is investigated. The lo-
cation of projectile’s launch point (LP) is generally unavailable and this could
significantly affect the performance of the estimation and the IPP. However,
if the altitude of the LP is known, the launch position can be obtained with
negligible error from the first line of sight (LoS) measurement intersected with
the terrain map. The estimability is analyzed based on the Fisher Information
Matrix (FIM) of the target parameter vector that determines its trajectory: the
initial launch (azimuth and elevation) angles, drag coefficient and thrust. The
lack of knowledge about the LP altitude makes the problem substantially more
difficult. The LP altitude is then an additional unknown target parameter and
has to be included into the target parameter vector that needs estimability anal-
ysis. The full rank of the FIM, with/without given the LP altitude, ensures that
one has estimable target parameters. The corresponding Cramér-Rao lower
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bound (CRLB) quantifies the estimation performance of the estimator that is
statistically efficient and can be used for the IPP accuracy evaluation. In view
of the inherent nonlinearity of the problem, the maximum likelihood (ML) esti-
mate of the target parameter vector can be found by using a suitable numerical
approach. A search strategy with two stages — a mixed (partially grid-based)
search followed by a continuous search — is proposed. For even a coarse grid,
this approach is shown to have reliable estimation performance and leads to
a final IPP of good accuracy, which is the ultimate goal. Due to its paralleliz-
able nature, the mixed search allows the two-stage strategy to be real-time
implementable.
3.1 Introduction
The estimation of the state of thrusting/ballistic endo-atmospheric projectiles
moving in 3-dimensional (3-D) space for the purpose of impact point pre-
diction (IPP) using 2-dimensional (2-D) measurements from a single passive
sensor (stationary or moving with constant velocity) is investigated. The trajec-
tory estimation problem has two major challenges. The first is that to estimate
and predict the 3-D trajectory using the (incomplete) 2-D line of sight (LoS, i.e.,
azimuth and elevation angles) measurements instead of full position measure-
ments [8][34], could exhibit a geometry-dependent ambiguity due to marginal
observability. This requires an estimability analysis for the target parameters
that determine the trajectory: the initial launch (azimuth and elevation) angles,
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drag coefficient and thrust. The second is that the lack of knowledge about
the location of the projectile’s launch point (LP) exacerbates the estimation am-
biguity between the drag coefficient and thrust estimands [34]. However, the
altitude of the LP can be available from terrain information. The launch position
is then obtained from the first LoS measurement intersected with the terrain
elevation database (or, in our simplified case, the known-altitude plane). If the
terrain elevation (altitude) information is unavailable, the estimation problem
becomes substantially more difficult. The LP altitude is then an additional
unknown target parameter. The burnout time (BoT) is assumed available from
the passive (optical) sensor.
Estimability analysis for such a nonlinear system is a challenging task even with
known LP altitude. In the literature the Fisher information matrix (FIM) has
been used as a convenient tool in target motion analysis problems [10][26] to
analyze estimability. The major difficulty of obtaining the estimability criterion
in the present problem lies in the fact that the FIM can only be obtained nu-
merically rather than analytically due to the nonlinear motion equations which
require numerical integration. The corresponding Cramér-Rao lower bound
(CRLB) provides (if the estimator is efficient) the accuracy of the parameter
estimate, which can be mapped into IPP accuracy.
Following description of the target and observation models, we investigate
the estimability of the target parameters assuming deterministic target motion
during the observation interval by checking the invertibility of the FIM. A max-
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imum likelihood (ML) estimator for the target parameters is developed. If the
FIM is full-rank, the ML estimator will ideally be the global maximum of the
likelihood function (LF) of the target parameters. Obstacles are that some nec-
essary derivatives can only be obtained numerically, and the LF may have local
maxima. A numerical search strategy with two stages is proposed. The first
is a mixed search using a selected (discrete) drag-thrust12 grid (“drag-thrust-
altitude” grid is used instead, if the LP altitude is unknown) and continuous
over the (2-D) launch angles space, followed by the second stage, continuous
over the whole target parameter space in a contracted re-centered region.
The grid is crucial for a quick and correct convergence of the mixed search
and the continuous search that follows. A fine grid yields good estimation
and IPP performance [29][30] but leads to a high computational burden. In
the present discussion, for a coarse grid (with its grid points far away from
the corresponding truth), a simulation study is conducted to show that the
proposed search strategy converges to the unique global maximum of the LF
at each grid point and lead to the resulting ML estimate being mapped into the
IPP of good accuracy. The parallelizable nature of the mixed search allows the
two-stage strategy to be real-time implementable.
Motion of the passive sensor to enhance the system estimability is also inves-
tigated. Due to the ineluctable numerical integration, the improvement of a
moving platform (MP) over the corresponding stationary platform (SP) could
12For simplicity, “drag-coefficient-thrust” will be called “drag-thrust” if there is no ambigu-
ity.
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not be shown analytically. However, with the aid of the CRLB it can be seen
that the MP does accrue some minor benefit over the corresponding SP.
The chapter is organized as follows. The problem of estimating the 3-D tra-
jectory using the measurements from a single passive sensor is presented in
Section 3.2. In Section 3.3, the possible existence of a geometry-dependent
ambiguity due to marginal observability is discussed and the ML estimator of
the target parameter vector is developed. In Section 3.4, under assumption of
known/unknown LP altitude the FIM, the CRLB and the search strategy with
two stages are presented. In Section 3.5, simulations are presented based on
the dynamic model described in [34]. Conclusions are presented in Section 3.6.
3.2 The Problem
Let the target parameter vector be
Θ =
[
ϑ0 φ0 α τ
]′ (3.2.1)
where the launch (initial) azimuth angle ϑ0 and elevation angle φ0 are used
to specify the unknown launch direction of the projectile. The unknown drag
coefficient α is assumed to be constant during the observation period. The
unknown thrust τ is also assumed constant up to the BoT, the time of which is
assumed for obvious reasons to be observable from the imaging sensor. Up to
the BoT the projectile is in thrusting mode, after that it is in ballistic mode.
The projectile LP location with the exact knowledge of its full position is gen-
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erally unavailable. However, the LP altitude can be available from terrain
information and the projectile launch position is then estimated from the first
LoS measurement intersected with the known-altitude plane (or the 3-D terrain
elevation map13). With no such knowledge, the LP altitude h is an additional




ϑ0 φ0 α τ h
]′ (3.2.2)
In the following discussion, we will first focus on the known LP altitude as-
sumption. The problem with the unknown LP altitude is handled in a similar
manner with the augmented target parameter vector, as discussed in Section
3.4.
Under the known LP altitude assumption, the target state vector (consisting of
position and velocity in Cartesian coordinates) for the motion of the projectile
is
y(t,Θ) = [ x(t,Θ) y(t,Θ) z(t,Θ) ẋ(t,Θ) ẏ(t,Θ) ż(t,Θ) ]′ (3.2.3)
This is different from the stochastic state x used in recursive estimation [34],
consisting of y, α and τ, which evolve in the presence of process noise. Here
we use a parameter estimation approach (assuming deterministic evolution of
13Clearly, this does not give a perfect LP, but the error is practically negligible.
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y, i.e., no process noise14) to determine the estimability of the target parameter
vector from incomplete position observations given by a single passive sensor,
i.e., only the azimuth and elevation angles. The time and parameter arguments
t (later replaced by k for discrete time) and Θ (or Θ̄) will be omitted where no
ambiguity ensues.
Based on the target parameters in (3.2.1), we have thrust components in Carte-
sian coordinates at time t
τx(t) = τ cosϑ(t) cosφ(t) (3.2.4)
τy(t) = τ sinϑ(t) cosφ(t) (3.2.5)









 ż(t,Θ)√ẋ2(t,Θ) + ẏ2(t,Θ)
 (3.2.8)
with initial condition
ϑ(0) = ϑ0 φ(0) = φ0 (3.2.9)
Assuming a (stationary or moving) passive sensor is located at [ xo(k) yo(k) zo(k) ]
at time tk = kT, k = 0, 1, ...n (T is the sampling interval), the corresponding mea-
14Following the estimation of the motion parameter vector, typically from a short observa-
tion interval, the IPP is carried out accounting for process noise, as in [34].
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surements of azimuth and elevation are






ϕm(k) = ϕ(k,Θ) + wϕ(k) = tan−1
 rz(k,Θ)√r2x(k,Θ) + r2y(k,Θ)
 + wϕ(k) (3.2.11)
where wθ and wϕ are independent zero-mean white Gaussian measurement
noises with standard deviations (SD) σθ and σϕ, respectively. The relative
position coordinates of the projectile with respect to the passive sensor are
rx(k,Θ)
∆
=x(k,Θ) − xo(k) (3.2.12)
ry(k,Θ)
∆
=y(k,Θ) − yo(k) (3.2.13)
rz(k,Θ)
∆




r2x(k,Θ) + r2y(k,Θ) + r2z(k,Θ) (3.2.15)
is the distance between the projectile and the passive sensor at time tk.
In the problem considered, the azimuth and the elevation angles are known
nonlinear functions of the target’s position components x(k,Θ), y(k,Θ) and
z(k,Θ) but the state of the projectile can only be evaluated numerically based on
the following continuous-time nonlinear system (which assumes deterministic
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motion with the unknown parameter vector Θ). This is







τ cosϑ(t) cosφ(t) + ααm(t)D(t)ẋ(t,Θ)
τ sinϑ(t) cosφ(t) + ααm(t)D(t)ẏ(t,Θ)
τ sinφ(t) + ααm(t)D(t)ż(t,Θ) − g

(3.2.17)
and in which αm(t) is the Mach number-dependent drag coefficient multiplier,
D(t) is the drag coefficient factor and g is the standard acceleration due to
gravity at sea level.
We have the LP full position obtained from intersecting the LoS measurement
at time t0 with the known-altitude plane z = h. This “flat-earth” model is the
same as that in [34] except it does not have process noise.
The solution to the continuous-time nonlinear dynamic model described in
equation (3.2.16) – (3.2.17) can be obtained recursively by the following 4th order
Runge-Kutta method (RK) [20]
y(t + ∆t,Θ) = y(t,Θ) +
∆t
6
(ξ1 + 2ξ2 + 2ξ3 + ξ4) (3.2.18)
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where ∆t is a very small time interval and
ξ1 = f[y(t,Θ)] (3.2.19)














ξ4 = f[y(t + ∆t,Θ) + ∆tξ3] (3.2.22)
The result of the numerical integration of (3.2.16) yields the trajectory (including






where, at the sampling time tk, y(k,Θ)
∆
= y(tk,Θ). We define, for later use, the
stacked vector consisting of the position components yp of y (the initial position
















The available measurement vector over the trajectory (3.2.24) is denoted com-
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pactly as (the first measurements θm(0) and ϕm(0) are used to estimate the LP










= H [G(Θ)] +wo (3.2.26)
where the Gaussian noise vector wo has the following 2n×2n covariance matrix
R = diag[ σ2θ σ
2
ϕ · · · σ2θ σ2ϕ ] (3.2.27)
and G (3n × 1) is the trajectory (position only) from time t1 to time tn, given in
(3.2.24).
Based on the noise-corrupted measurements Zn, the goal is to find a target
parameter vector estimate Θ̂ that uniquely determines the estimated 3-D tra-
jectory.
3.3 Possible Ambiguity and the ML Estimator
As shown in Fig. 3.3.1, an ambiguity could exist due to the incomplete observ-
ability: when two or more different 3-D trajectories are projected into the 2-D
sensor focal plane, they may “look” the same to the passive sensor. This could





Passive sensor Passive sensor
3D view 2D passive sensor top view
Trajectory A
Trajectory B
Figure 3.3.1: Possible ambiguity of 3-D trajectory using 2-D LoS
measurements (both top view and side view, the latter not shown, have the
same LoS for all points on the trajectory).
The LF of the target parameter vector Θ given the total history of the passive
sensor measurements Zn, which depends on the parameter Θ through the
trajectory (position only) G(Θ), is






















The ML estimate of Θ, in view of (3.3.1), follows from the following nonlinear
least squares (NLS) problem
Θ̂ = arg max
Θ












is the negative log-likelihood function (NLLF) with the irrelevant additive
constants omitted.
For any specific Θ, we can obtain
1) the trajectory (position and velocity) Y(Θ) (3.2.23) by the RK algorithm,
2) the trajectory (position only) G(Θ) (3.2.24),
3) the azimuth angles θ(k,Θ) and elevation angles ϕ(k,Θ) in (3.2.10) and
(3.2.11),
and, with the noisy measurements,
4) the NLLF (3.3.4).
The ML estimate can be found by seeking the minimum of the NLLF over
the target parameter space. This can be done by using a global optimization
method (say, a genetic algorithm) or, preferably in the present venue, with
a search strategy consisting of two stages, as described in Section 3.4. The
necessary derivatives in the estimability analysis and numerical search are (i)
the derivatives of the function H with respect to G and (ii) the derivatives of
the function G with respect to Θ. While (i) can be obtained analytically, (ii)
can be obtained only numerically. This numerical difficulty necessitates (high-
fidelity) approximations of the true FIM and CRLB and also induces additional
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challenges to the numerical search.
3.4 FIM, CRLB and Numerical Search with Two Stages
Estimability is determined by checking the invertibility of FIM of Θ from the
LF (3.3.1). Assuming white Gaussian measurement noise, we have the FIM (to
be evaluated at the true Θ [2])
FΘ(n)=E
{
∇Θ ln p [Zn|G(Θ)]
(∇Θ ln p [Zn|G(Θ)])′}
=E
{
∇Θ ln pw [Zn −H [G(Θ)] |Θ]
(∇Θ ln pw [Zn −H [G(Θ)] |Θ])′}
=∇ΘH [G(Θ)] R−1 (∇ΘH [G(Θ)])′
=∇ΘG(Θ)∇GH(G) R−1 (∇G H(G))′ (∇ΘG(Θ))′ (3.4.1)
where n is the number of measurements in (3.2.26) (their statistics and geometry
are not indicated for brevity). The gradient∇GH(G) can be obtained analytically,
given the trajectory (position only) G(Θ), while the elements of ∇ΘG(Θ) can be
obtained (only) numerically as follows
[∇ΘG]i j ≈
G j(Θi + ∆Θi) − G j(Θi)
∆Θi
i = 1, ..., 4; j = 1, ..., 3n (3.4.2)
where the multiplier∆ is a very small value, G j is the jth element of G (consisting
of 3 position components over n sampling times) andΘi is the ith element ofΘ
(the 4-D target parameter vector).
From (3.2.10), (3.2.11), (3.2.24), (3.2.25) and (3.2.26), we have the following
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Once the FIM is found to be invertible (numerically), the target parameter
vector Θ is estimable. We can obtain the corresponding CRLB (for the n mea-




= F−1Θ (n) (3.4.9)
and we define the corresponding CRLB-based standard deviation (SD) for the
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where the lower-case subscripts above indicate the diagonal elements of (3.4.9).
Under the unknown LP altitude assumption, the associated FIM and CRLB for
the augmented target parameter vector are accordingly extended in the similar
manner. We have the FIM (to be evaluated at the true Θ̄)
F̄Θ̄(n) = ∇Θ̄Ḡ(Θ̄)∇ḠH(Ḡ) R−1
(∇Ḡ H(Ḡ))′ (∇Θ̄ Ḡ(Θ̄))′ (3.4.11)
where
[∇Θ̄Ḡ]i j ≈ Ḡ j(Θ̄i + ∆Θ̄i) − Ḡ j(Θ̄i)∆Θ̄i i = 1, ..., 5; j = 1, ..., 3n (3.4.12)
with Ḡ j the jth element of Ḡ and Θ̄i is the ith element of Θ̄ (the 5-D augmented
target parameter vector).
Once the FIM is found to be invertible, we can obtain an estimable augmented
target parameter vector and the corresponding CRLB is
C̄Θ̄(n)
∆
= F̄−1Θ̄ (n) (3.4.13)
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The CRLB-based SDs for the estimate of the components of the augmented



























where the lower-case subscripts above indicate the diagonal elements of (3.4.13).
Even with knowledge of the LP altitude, concavity of the LF is not guaranteed
and a (single stage) direct continuous search over the whole target parameter
space could converge to a local maximum [29][30]. We adopt a search strategy
with two stages described in the sequel: (i) mixed search stage — with a grid in
the drag-thrust/drag-thrust-altitude (DT/DTA) subspace and continuous in the
launch angles subspace, followed by (ii) continuous search in the whole target
parameter (DT/DTA+launch angles) space.
We first discuss the case with known LP altitude.
• In the first – mixed-search – stage, with prior knowledge that both drag
coefficient and thrust are in a specified intervals, we work according to a
2-D drag-thrust grid (DTG). For each grid point, a continuous numerical
search15 over the launch angles space (the azimuth and elevation 2-D
15The MATLAB fmincon active-set algorithm was used in the following simulation study.
99
subspace of Θ, Φ ∆= [ϑ0 φ0 ]′) is carried out. Following this, the associ-
ated LFs at each grid point are compared. Choosing the launch angles’
estimate corresponding to the DTG point with the highest likelihood, we
get, so far, the best estimate of the target parameter vector Θ, denoted
as Θ̂m. If necessary, the DTG can be re-centered and refined, and the
procedure repeated until some termination criterion be met.
• In the second stage, a continuous search over the whole 4-D target pa-
rameter space is carried out within a smaller re-centered region. The
contracted search region is centered at Θ̂m and sized with boundaries of
plus and minus one step size (from the previous mixed search) in each
coordinate of the drag-thrust subspace and specified∆ϑ,∆φ in the launch
angles subspace.
With unknown LP altitude, a similar numerical search with two stages is carried
out but with a drag-thrust-altitude grid (DTAG) in the first stage and a 5-D space
of the augmented target parameter vector to be dealt with in the second stage.
3.5 Simulations
The true trajectory is generated based on the deterministic motion model de-
scribed in (3.2.16) – (3.2.17). The target parameters are set as follows: the true
launch azimuth angle ϑ0 = 45◦, the true launch elevation angle φ0 = 45◦, the
true drag coefficient α = 0.03 m2/kg, the true thrust τ = 200 m/s2 and the
true LP altitude h = 200 m. The BoT is at 4 s after the launch. The azimuth
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and elevation measurements have the same SD over the observation interval,
σθ = σϕ = 1 mrad. The sampling interval is T = 0.1 s.
For the resulting trajectory: the LP location of the projectile was at [ 500 500 200 ] m,
the projectile range to impact (at sea level) is 26887 m, the impact time is at 69.7 s
(about 66 s in the ballistic mode), the maximum speed is 742 m/s, the speed at
impact is 359 m/s and the apogee is 5770 m.
As the sample scenario shown in Fig. 3.5.1, we consider three different platform
movements: MP1 with constant velocity [ 35 35 0 ] m/s (i.e., NE 45◦with speed
50 m/s), MP2 with constant velocity [−35 −35 0 ] m/s (i.e., SW 45◦ with speed
50 m/s) and MP3 with constant velocity [ 70 70 0 ] m/s (i.e., NE 45◦ with speed
100 m/s), respectively. All these platforms start (for the MPs) or are fixed (for
the SP) in the close scenario at [ 5000 0 2000 ] m or in the long distance scenario
at [ 10000 0 2000 ] m.
3.5.1 CRLB Evaluation Results
We first examine, with the aid of the CRLB (and its corresponding SD), how
knowledge of the LP altitude affects the target parameter estimation perfor-
mance. In the long distance scenario with the stationary passive sensor fixed
at [ 10000 0 2000 ] m, the FIMs of the target parameter vector Θ and the aug-
mented target parameter vector Θ̄ are both invertible. Fig. 3.5.2 shows the
CRLB-based SD as function of the observation time (OT) (from 6 s to 10 s,

































Moving platform (MP) start point
MP1 trajectory: (35, 35, 0) m/s
MP2 trajectory: (−35, −35, 0) m/s
MP3 trajectory: (70, 70, 0) m/s
Figure 3.5.1: Sample scenario with various platform behaviors.
ficient and thrust, respectively. It can be seen that if the LP altitude is known,
the CRLB is reduced. Fig. 3.5.3 shows the CRLB-based SD of the additional
parameter, the unknown LP altitude, as function of the OT (with the truth
h = 200 m).
We analyze how the projectile-sensor geometry affects estimability with a sta-
tionary passive sensor fixed at different locations: in the close scenario at
[ 5000 0 2000 ] m and in the long distance scenario at [ 10000 0 2000 ] m, re-
spectively. With the LP altitude known as h = 200 m, the FIMs of the target
parameter vector Θ given the OT as 6 – 10 s for both the close and long dis-
tance scenarios are invertible. Fig. 3.5.4 shows the resulting CRLB-based SD
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Figure 3.5.2: CRLB-based SD as function of OT for target parameters with
known LP altitude vs. unknown LP altitude (h = 200 m)
as function of the OT for the azimuth, elevation, drag coefficient and thrust,
respectively. It can be seen that the CRLB is approximately proportional to
the projectile-sensor distance: doubling the projectile-sensor distance approxi-
mately doubles the corresponding CRLB-based SD. Given the OT= 8 s (which
is about 11% of the flight time) one may find an efficient estimator that achieves
highly accurate estimates for each component of the target parameter vector.
The unknown LP altitude case yields the similar difference in the close and
long distance scenarios for each component of Θ̄.
We examine how the platform behavior affects the estimability for three dif-
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Figure 3.5.3: CRLB-based SD as function of OT for the unknown LP altitude
(truth h = 200 m)
ferent moving scenarios (MP1, MP2 and MP3) and one SP. Fig. 3.5.5 shows, in
the long-distance scenario without knowing the LP altitude (but the truth is
h = 200 m), the CRLB-based SD of different target parameters as the function
of OT for the MPs and the SP. It can be seen that there is possible, though not
major, improvement of MP over the SP. Similar improvement of the MPs over
the SP exists when the LP altitude is known.
3.5.2 Results of Numerical Search with Two Stages
In the following long-distance scenario with the stationary passive sensor fixed
at [ 10000 0 2000 ] m, the numerical search, implemented by the MATLAB
embedded fmincon active-set algorithm, is carried out with two stages. In the
first (mixed search) stage, we use the coarse grid (with the search range and
stepsize settings for each target parameter) shown in Table 3.5.14. For each grid
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Figure 3.5.4: CRLB-based SD as function of OT for target parameter vector
(with known LP altitude as 200 m) in both the close- and the long-distance
scenarios: stationary sensor located at [ 5000 0 2000 ] m and at
[ 10000 0 2000 ] m, respectively.
point, the numerical search is initialized at Φ̂0 = [ 40◦ 40◦ ]′ and terminated by
the specified criteria for the tolerance on the target parameters16 (norm of the
change of Θ between consecutive iterations) and the tolerance on the objective
function17 (norm of the change of NLLF between consecutive iterations): under
the known LP altitude assumption, as 10−6 and 10−6, respectively; under the
unknown LP altitude assumption, as 10−10 and 10−10, respectively. In the second
16The tolerance is set by the option ‘TolX’ in MATLAB; to get more precision on the param-
eters, lower ‘TolX’ is used.
17The tolerance is set by the option ‘TolFun’ in MATLAB; to find a smaller minimum, lower
‘TolFun’ is used.
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Table 3.5.14: Search range and grid stepsize settings (for the 6 × 6 DTG and
the 6 × 6 × 3 DTAG)






[αmin αmax ] [ τmin τmax ] [ hmin hmax ](if ukn.)
[ 20 160 ] [ 25 80 ] [ 0.02 0.04 ] [ 150 250 ] [ 50 300 ]
Stepsize N/A N/A 0.004 20 125
stage, the continuous search is initialized at Θ̂m (or ˆ̄Θ
m
, if the LP altitude is
unknown) and terminated, under both the known and unknown LP altitude
assumptions, by the criteria for the tolerance on the target parameters as 10−12
and the tolerance on the objective function NLLF as 10−12. The contracted
search region is recentered at Θ̂m/ ˆ̄Θ
m
and resized with boundaries of plus and
minus one stepsize (from the mixed search) in each coordinate of the DT/DTA
subspace and ∆ϑ = ∆φ = 10◦ in the launch angles subspace.
Fig. 3.5.6 illustrates the LF by plotting the inverse NLLF of the launch angles
for selected DTG points (with known LP altitude) and selected DTAG points
(with unknown LP altitude), respectively. It can be seen that, whether the LP
altitude is known or not, the surface of the LF is not only nonconcave but also
can be bimodal. As one gets closer to the truth the inverse NLLF surface of the
launch angles becomes unimodal. This allows the mixed search to converge to
the unique global maximum of the LF over the grid points with high likelihood
(i.e., low NLLF).
A single-run study is conducted first. Table 3.5.15 shows, with the known LP
altitude (as 200 m), the numerical search results with the OT of 8 s and 10 s
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(about 11% and 14% of the flight time), respectively. For each given OT, the
best result obtained from the first (mixed search) stage is the one corresponding
to the highest likelihood (the lowest NLLF). As shown in the bottom part of
Table 3.5.15 (cf. the truth Θ = [ 45 45 0.03 200 ]′), the search strategy with
two stages finally converges at Θ̂ = [ 44.3 44.5 0.036 204 ]′ for OT= 8 s and at
Θ̂ = [ 42.8 44.2 0.036 205 ]′ for OT= 10 s, respectively. These lead to the final
IPP errors as 1981 m and 2065 m, i.e., the IPP percentages (the ratio between
the IPP error and the projectile range) as about 7.4% and 7.7%, respectively.
As shown in Table 3.5.16 (cf. the truth Θ̄ = [ 45 45 0.03 200 200 ]′), under
the unknown LP altitude assumption, the numerical search with two stages
finally converges at ˆ̄Θ = [ 45.1 45.6 0.036 191 298 ]′ for OT= 8 s and ˆ̄Θ =
[ 45.4 46.0 0.0292 187 300 ]′ for OT= 10 s. These yield the IPP errors as
3320 m and 1320 m, which are about 12.3% and 4.9% of the projectile range,
respectively.
A Monte Carlo study (with 100 runs) is conducted for both the known LP
altitude and unknown LP altitude assumptions. The estimation results (the
root mean squared error, RMSE, for each parameter) and IPP results (the IPP
error and the IPP percentage) with different OTs are shown in Table 3.5.17. It
can be seen that, under the same assumption about the LP altitude, increasing
the available observation time improves the estimation and IPP performance
— observation time is a key factor [34]; given the same amount of observation
time, compared to the known LP altitude case, the lack of knowledge of the LP
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Table 3.5.15: Results of numerical search with two stages (single run, known
LP altitude, the 4-D target parameter vector truth isΘ = [ 45 45 0.03 200 ]’)
OT = 8 s OT = 10 s
First (mixed search) stage
DTG (α̂, τ̂) ϑ̂0 φ̂0 NLLF Iter. DTG (α̂, τ̂) ϑ̂0 φ̂0 NLLF Iter.
(0.040, 210) 41.6 43.6 227 8 (0.040, 210) 40.8 43.5 225 9
(0.036, 210) 40.6 43.4 374 9 (0.036, 210) 39.3 43.2 996 9
(0.032, 210) 39.7 43.2 650 9 (0.020, 190) 51.8 46.6 1160 9
(0.028, 190) 54.7 46.9 816 16 (0.032, 210) 37.9 42.9 2770 9
(0.028, 210) 38.8 43.0 1060 9 (0.024, 190) 53.6 46.8 3500 10
Second stage
Θ̂ = [ 44.3 44.5 0.036 204 ]’ Θ̂ = [ 42.8 44.2 0.036 205 ]’
IPP error= 1981 m IPP error= 2065 m
IPP percentage= 7.4% IPP percentage= 7.7%
altitude worsens the corresponding IPP results. However, for the coarse grid,
whether the LP altitude is known or not, once given a good enough observation
time (≥8 s, 11% of the flight time), we can achieve IPP of good accuracy (with
the IPP error around 10% of the projectile range).
Table 3.5.17 also summarizes the computational aspect18 of the numerical ap-
proach with two stages. The (approximate) computation time of the mixed
search (in the first stage) at each grid point (of the 6 × 6 DTG or the 6 × 6 × 3
DTAG) is Tm and of the continuous search (in the second stage) is Td. It can
be seen, if the mixed search is implemented to be parallelizable, the overall
computation time for these various situations (different OTs and/or different
assumptions about the LP altitude) would be only slightly above one minute
18The computation time data are collected based on the MATLAB-embedded fmincon code
running on an Intel i5 PC.
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Table 3.5.16: Results of numerical search with two stages (single run,
unknown LP altitude, the 5-D target parameter vector truth is
Θ̄ = [ 45 45 0.03 200 200 ]’)
OT = 8 s OT = 10 s









ϑ̂0 φ̂0 NLLF Iter.
(0.040, 210, 175) 43.1 44.0 179 10 (0.032, 190, 300) 43.9 45.6 224 12
(0.032, 190, 300) 44.9 45.6 205 11 (0.040, 210, 175) 42.4 44.0 232 11
(0.040, 230, 50) 40.3 42.3 242 8 (0.020, 210, 50) 46.4 44.7 336 12
(0.036, 210, 175) 42.1 43.8 247 11 (0.036, 190, 300) 45.6 45.9 463 13
(0.040, 190, 300) 47.0 46.0 304 13 (0.036, 210, 175) 40.9 43.7 482 10
Second stage
ˆ̄Θ = [ 45.1 45.6 0.036 191 298 ]’ ˆ̄Θ = [ 45.4 46.0 0.0292 187 300 ]’
IPP error= 3320 m IPP error= 1320 m
IPP percentage= 12.3% IPP percentage= 4.9%
Table 3.5.17: Results of numerical search with two stages (100 MC runs)
LP Obsv. RMSE
IPP err. (m) IPP pct. Tm (s) Td (s)
Alt. time ϑ0 (◦)φ0 (◦)α (m2/kg) τ (m/s2) h (m)
Kn.
8 s 2.73 0.94 0.0081 6.81 — 2722 10.1% 15 47
10 s 2.32 0.86 0.0070 6.13 — 2400 8.9% 17 50
Ukn.
8 s 3.90 0.60 0.0077 9.18 86 3549 13.2% 16 50
10 s 2.76 1.33 0.0068 9.69 82 3024 11.2% 20 52
(with MATLAB, but it can be decreased by one or two orders of magnitude
with C/C++ or with direct implementation hardware). The search strategy
with two stages is real-time implementable.
3.6 Summary and Conclusions
Estimability of a 3-D trajectory using 2-D measurements from a single passive
109
sensor (stationary or moving with constant velocity) is investigated. Two major
assumptions about the important LP altitude information were considered: LP
altitude known or unknown. The FIM and the CRLB of the target parameter
vector that uniquely determines its trajectory were obtained. With/without
knowledge of the LP altitude, the full-rank FIM and the corresponding CRLB
show that we can estimate the trajectory in 3-D from a single passive sensor
for the final IPP effectively using a short observation interval (10% – 15% of
the flight time is good enough for many situations). A moving platform could
have certain, though not major, benefits over a stationary platform. Facing
a challenging nonlinear problem with unavoidable numerical integration and
derivative evaluation, a numerical search strategy with two stages was pro-
posed. The mixed search appears to offer excellent results, and since it is
efficiently parallelizable we propose that we have a real-time implementable
solution.
The methodology used for IPP with known LP altitude, using the search strat-
egy with two stages is summarized in Fig. 3.6.1. The unknown LP altitude case
is similar but using DTAG.
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MP 1: (35, 35, 0) m/s
MP 2: (−35, −35, 0) m/s
MP 3: (70, 70, 0) m/s































MP 1: (35, 35, 0) m/s
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MP 1: (35, 35, 0) m/s
MP 2: (−35, −35, 0) m/s
MP 3: (70, 70, 0) m/s



























MP 1: (35, 35, 0) m/s
MP 2: (−35, −35, 0) m/s
MP 3: (70, 70, 0) m/s




























MP 1: (35, 35, 0) m/s
MP 2: (−35, −35, 0) m/s
MP 3: (70, 70, 0) m/s
Figure 3.5.5: CRLB-based SD as function of OT for augmented target



































Azimuth  = 45o 
Elevation = 45o 
1/NLLF   = 6.31e−003



































Azimuth  = 51o 
Elevation = 47o 
1/NLLF   = 4.42e−006































Azimuth  = 31 
Elevation = 41 
1/NLLF   = 5.80e−005


































Azimuth  = 23 
Elevation = 37 
1/NLLF   = 1.69e−005
(d) DTAG point ( 0.03 240 200 )
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Track-to-track fusion using estimates from multiple sensors can achieve bet-
ter estimation performance than single sensor tracking. If the local sensors
use different system models in different state spaces, the problem of heteroge-
neous track-to-track fusion arises. Compared with homogeneous track-to-track
fusion that assumes the same system model for different sensors, the hetero-
geneous case poses two major challenges. The first one is that we have to
fuse estimates from different state spaces (related by a certain nonlinear trans-
formation). The second is the estimation errors’ dependence problem due to
the “common process noise effect” and there is no known way to capture the
“common” part exactly. Two heterogeneous track-to-track fusion approaches,
namely, the linear minimum mean square error approach and the maximum
likelihood approach, are presented and compared with the corresponding
centralized measurement tracker/fuser (also known as measurement-to-track
fuser).
4.1 Introduction
In a multisensor tracking system the best target state estimation performance
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is obtained by a centralized tracker/fuser (CTF), by directly sending to the
fusion center (FC) all the measurements of the local sensors.19 However, in
many practical situations, because of communication constraints, each local
sensor has its own information processing system and sends only tracks to the
FC, which fuses appropriately tracks from different local sensors to achieve
comparable estimation performance to that of the CTF [3].
For track-to-track fusion (T2TF) from homogeneous local trackers (which use
the same target state space), the “common process noise effect” (quantified by
the crosscovariance matrix) has been theoretically well-established [3]. How-
ever, there is no known way for the calculation of the crosscovariance matrix
in the case of heterogeneous local trackers (which use the different target state
spaces). The difficulty to evaluate the crosscovariance matrix in the heteroge-
neous case is that it requires to capture the “common” part of process noises
from different state spaces to quantify the crosscorrelation.
In the literature there are few works dealing with the model heterogeneity. A
heterogeneous T2TF fusion approach was presented in [6] to fuse the tracks
from an active sensor and a passive sensor with different state vectors. How-
ever, the fusion was done by using the full Cartesian state estimates (from an
active sensor) to update the smaller angular state estimates (from a passive
sensor). An expression for the steady state crosscovariance matrix for dissim-
ilar sensors (of the same state vector but with different measurement noise
19 The superiority of CTF over other configurations can be proved only for the linear case
[3].
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variances) employing α–β filters was derived in [23]. For the specified case, a
condition to guarantee the crosscovariance matrix’s positivity was presented,
which does not always hold in the heterogeneous case.
The goal of this work is to fuse the tracks from heterogeneous local sensors (an
active and a passive one) with different state spaces to yield fused estimates in
the full state space and evaluate the performance of the resulting heterogeneous
T2TF. The fusion configuration considered is the one without memory at the
FC and no feedback to the local sensors (T2TFwoMnf in the terminology of
[24]).
In view of the fact that there is no known way to evaluate the crosscovariance
of the estimation errors in the case of heterogeneous sensors, a Monte Carlo
(MC) investigation of these errors’ crosscorrelations is carried out.
The chapter is organized as follows. Section 4.2 formulates the heterogenous
T2TF problem. Two approaches, namely, the linear minimum mean square
error (LMMSE) and maximum likelihood (ML) heterogeneous T2TF are pre-
sented in Section 4.3. The crosscorrelation analysis by MC simulations is pre-
sented in Section 4.4. Section 4.5 evaluates the proposed approaches in a track-
ing scenario with an active sensor and a passive sensor. Section 4.6 provides
conclusions.
4.2 The Heterogenous Fusion Problem
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Without loss of generality, consider the following state-space models
xi(k + 1) = f i[xi(k)] + vi(k) (4.2.1)
zi(k) = hi[xi(k)] +wi(k) (4.2.2)
at sensor i and
x j(k + 1) = f j[x j(k)] + v j(k) (4.2.3)
z j(k) = h j[x j(k)] +w j(k) (4.2.4)
at sensor j. In the above, f s[·] and hs[·], s = i, j, are different and can be nonlinear;
vs(·) and ws(·), s = i, j, are the process and measurement noises, respectively.
Further, note that xi and x j are in different state spaces. Let xi be the larger
dimension state (e.g., full Cartesian position and velocity in 2-dimensional
space for tracking with an active sensor)
xi = [ x ẋ y ẏ ]′ (4.2.5)
and x j be the smaller dimension state (e.g., angular position and velocity for
tracking with a passive sensor)
x j = [θ θ̇ ]′ (4.2.6)
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These state vectors have the nonlinear relationship
x j ∆= g(xi) (4.2.7)
The two sensors are assumed synchronized20 and the time index k for sampling
time tk will be omitted if there is no ambiguity.
The corresponding estimates (approximate conditional means) at these hetero-
geneous local sensors are x̂i with (conditional) covariance matrix
Pi ∆= E[(xi − x̂i)(xi − x̂i)′] (4.2.8)
and x̂ j with (conditional) covariance matrix
P j ∆= E[(x j − x̂ j)(x j − x̂ j)′] (4.2.9)
The problem is how to carry out the fusion of the estimate x̂i with Pi and the
estimate x̂ j with P j to achieve a better estimation performance for the full state
of interest xi.
4.3 Heterogenous Track-to-Track Fusion
To illustrate the effect of the crosscovariance, consider the simple homogeneous
T2TF in the linear-Gaussian and symmetric case with the local track covariance
20Generalization to asynchronous sensors is possible [25], but the notations become very
cumbersome. Without considering the crosscovariance matrix, the extension to asynchronous
case is straightforward. If the crosscovariance matrix is considered (for the configuration with
no memory at the FC and no information feedback to the local trackers), each track’s latest
estimate available at the FC is predicted to the fusion time and then they are fused using the
corresponding covariance matrices.
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matrices P1S = P
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In this case the fused estimate x̂FS in (4.3.1) is independent of the crosscovariance
because of the assumed symmetry. However, the corresponding covariance PFS
in (4.3.2) has a term that depends on the crosscovariance. If PXS > 0, the fusion is
optimistic if one ignores the crosscovariance (in which case the fuser calculated
covariance is 12PS, i.e., smaller than what it should be); if P
X
S < 0, the fusion is
pessimistic.
The crosscovariance for homogeneous fusion follows from a Lyapunov equa-
tion [3] and, consequently, it is always positive semi-definite. In the hetero-
geneous case while there is no known way to compute the crosscovariance
matrix. As shown in the coming MC simulations, some of the crosscorrelations
are positive and some are negative. They depend on the relative geometry of
the two sensors and the target, as well as the target maneuvers. To further
complicate the situation, the maneuvers are unknown deterministic, rather
than (zero-mean white) process noise and the crosscovariance based on the
process noise can be substantially different from what the maneuver causes.
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The following subsections present two fusers that assume the crosscovariance
is available.
4.3.1 The LMMSE Fuser
The first approach to heterogeneous T2TF is to use the linear technique based
on the fundamental equations of LMMSE estimation [3]. Considering the
full state estimate x̂i as the prediction and the smaller state estimate x̂ j as the









with the corresponding fused covariance matrix
PiLMMSE = P
i − PxzP−1zz P′xz (4.3.2)







x̂ j − g(x̂i)
)′]





x̂ j − g(x̂i)
) (
x̂ j − g(x̂i)
)′]
≈P j − GiPi j − P ji(Gi)′ + GiPi(Gi)′ (4.3.4)








and Pi j the crosscovariance matrix
Pi j ∆= E[(xi − x̂i)(x j − x̂ j)′] (4.3.6)
4.3.2 The ML Fuser
Under the Gaussian assumption, the heterogeneous T2TF problem can be
solved by minimizing the negative log-likelihood function21



























P ji P j
 (4.3.2)
Then the ML fused estimate is the solution of
∇xiL = 0 (4.3.3)
Because of the nonlinearity of the function g(xi), there is no explicit expression
for the solution of (4.3.3). It can be solved by a numerical search, e.g., the gra-
dient projection algorithm. The result is denoted as x̂iML and the corresponding
21As it is pointed out in [5], the LMMSE T2TF approach is, in the linear Gaussian case,
















where Gi is defined in (4.3.5) and I is the identity matrix (4 × 4 in our case).






ML will be examined and
compared with the CTF which processes all the measurements (from both the
active and the passive sensor) in the FC in the simulation section.
4.4 Crosscorrelation in Heterogeneous Fusion
It has been recognized that, although different local sensors typically have
independent measurement noises, the process noises for the motion models
at these sensors belong to the same target and, consequently, will lead to
(cross)correlated state estimation errors. This is the so-called “common process
noise effect” [3]. For the heterogenous case, the common process noise effect,
as it is embedded into the estimates from different sensors for the same target,
also exists. However, since the estimates are in different state spaces, there is
no known way to capture the “common” part exactly.
The dependence of the estimation errors can be quantified by the crosscovari-
ance matrix, and the more accurately the crosscovariance matrix is obtained,
the better the heterogeneous track-to-track fusion performance will be. How-
ever, the difference between the motion models for different sensors prohibits
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the evaluation of the crosscovariance matrix by the exact method described
in [3] (limited to the homogeneous case and linear systems). Even this exact
method is not considered practical since it requires information that is typically
not available at the FC (the local filter gains).
While process noise is used in the motion equations to model the target maneu-
vers22, these maneuvers are, however, not stochastic process. Consequently,
MC simulations will be used to evaluate the crosscorrelation of the estimation
errors from different sensors. As shown in Appendix F, considering the esti-
mates from different local sensors in each MC run as one sample and evaluating
the sample crosscorrelation coefficients, we observe both negative and positive
crosscorrelations of the estimation errors from the heterogeneous local sensors
in different parts of the target trajectory.
The fact that these crosscorrelations can be, unlike in the linear homogeneous
case (when they are always positive), sometimes positive and sometimes nega-
tive is shown as follows. According to (4.3.2), the information matrix (assuming









Pi − [Pi(Gi)′ − Pi j][P j + GiPi(Gi)′ +U]−1[Pi(Gi)′ − Pi j]′
]−1
(4.4.1)
22The whiteness is necessary so the state is a Markov process, a sine qua non prerequisite
for any recursive estimation algorithm [2].
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where
U∆=−GiPi j − P ji(Gi)′ (4.4.2)
Assuming Pi j = 0 (its elements are all zero), designated as the “uncorrelated”
assumption (denoted concisely as “uncorr”), then (4.4.1) can be simplified (by
the matrix inversion lemma) as
J(Pi j = 0)=
[
Pi − Pi(Gi)′[P j + GiPi(Gi)′]−1Gi(Pi)′
]−1
=(Pi)−1 − [(Pi)−1Pi(Gi)′]
· ·[Gi(Pi)′(Pi)−1Pi(Gi)′ − P j − GiPi(Gi)′]−1
· ·[(Pi)−1Pi(Gi)′]′
=(Pi)−1 + (Gi)′(P j)−1Gi (4.4.3)
If Pi j , 0 (this is denoted as “corr” for conciseness), then we have
J(Pi j , 0)=(Pi)−1 − [(Gi)′ − (Pi)−1Pi j]
· ·
[
[Pi(Gi)′ − Pi j]′(Pi)−1[Pi(Gi)′ − Pi j] − [P j + GiPi(Gi)′ +U]
]−1
· ·[(Gi)′ − (Pi)−1Pi j]′
∆
=(Pi)−1 + [(Gi)′ − (Pi)−1Pi j][P j +W]−1[(Gi)′ − (Pi)−1Pi j]′ (4.4.4)
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where
W ∆=[GiPi(Gi)′ +U] − [Pi(Gi)′ − Pi j]′(Pi)−1[Pi(Gi)′ − Pi j]
=−P ji(Pi)−1Pi j (4.4.5)
Equation (4.4.4) can be written as (the generic matrix inversion lemma is used)
J(Pi j , 0)=(Pi)−1 + [(Gi)′ − (Pi)−1Pi j]
· ·[(P j)−1 − (P j)−1W(P j)−1[I +W(P j)−1]−1]
· ·[(Gi)′ − (Pi)−1Pi j]′
∆
=(Pi)−1 + [(Gi)′ − (Pi)−1Pi j][(P j)−1 − K][(Gi)′ − (Pi)−1Pi j]′
∆
=(Pi)−1 + (Gi)′(P j)−1Gi − Kc
=J(Pi j = 0) − Kc (4.4.6)
where I is the identity matrix and
K∆=(P j)−1W(P j)−1[I +W(P j)−1]−1 (4.4.7)
Kc
∆
=[(Gi)′ − (Pi)−1Pi j]K[(Gi)′ − (Pi)−1Pi j]′ + (Pi)−1Pi j(P j)−1Gi
−− − −− + [(Pi)−1Pi j(P j)−1(Gi)]′ − [(Pi)−1Pi j](P j)−1[(Pi)−1Pi j]′ (4.4.8)
Setting Pi j = 0 and Pi j , 0 for the estimation from the heterogenous local
sensors correspond to “uncorr” and “corr” assumptions, respectively. For the
homogeneous case, the crosscovariance matrix is always positive; this follows
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from the Lyapunov equation (9.3.2-3) in [3]. However, in the heterogeneous
(and nonlinear) case, Kc may be indefinite (some eigenvalues are positive and
some negative). Therefore, accounting for it (as opposed to assuming it zero)
yields the exact (optimal) variance larger in some state components and smaller
in others.
The results using a simple functional model of the crosscorrelation of the esti-
mation errors (x̃i and x̃ j), based on the polar-to-Cartesian transformation, are
shown in Appendix G and they do not provide any perceivable benefits. As
discussed above, for the linear-Gaussian and symmetric case, neglecting the
common process noise makes the fusion optimistic. For the nonlinear case
examined, neglecting it makes the fusion sometimes optimistic and sometimes
pessimistic, but the effect is small. This supports the approach of ignoring the
dependency between the tracks from different local sensors.23 Thus, since the
maneuvers are unknown and scenario dependent, we pursue the heteroge-
neous T2TF without considering the crosscorrelation between the estimation
errors.
4.5 Simulation Results
A typical 2-dimensional scenario for heterogenous T2TF is with an active sensor
23We are grateful for the anonymous reviewer who summarized so well our findings.
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located at (xa, ya), with measurements of target range and azimuth angle
r=
√

















where wr, wa and wp are mutually independent zero mean white Gaussian
noises with standard deviations (SD) σr, σa and σp, respectively.
The ground truth is a target moving with a constant speed of 250 m/s with
initial state in Cartesian coordinates (with position in m)
xi(0) = [ x(0) ẋ(0) y(0) ẏ(0) ]′ = [ 0 0 20000 250 ]′ (4.5.4)
At t = 100 s it starts a left turn of 2◦/s (about 30 mrad/s) for 30 s, then continues
straight until t = 200 s, at which time it turns right with 1◦/s for 45 s, then left
with 1◦/s for 90 s, then right with 1◦/s for 45 s, then continues straight until 50 s.
The measurements of the active sensor located at (−6 · 104, 2 · 104) m are made
every Ta = 5 s, starting from k = 0 with measurement noise SD as σr = 20 m and
σa = 5 mrad. An unbiased measurement conversion from polar coordinates
to Cartesian coordinates (denoted as zi with wi for polar coordinates and zic
with wic for Cartesian coordinates, respectively) is done for the active sensor
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measurements for filtering [3]. The measurements of the passive sensor lo-
cated at (−5 · 104, 4 · 104) m are made every Tp = 1 s, starting from k = 0 with
measurement noise σp = 1 mrad. This scenario is shown in Fig.4.5.1.

































Figure 4.5.1: The scenario.
The active sensor uses an interacting multiple model (IMM) estimator using
continuous time white noise acceleration (CWNA) model [3]. The passive
sensor uses, for reasons shown in Appendix H, a linear Kalman filter (KF)
using a continuous time Wiener process acceleration (CWPA) model [3].
4.5.1 Active Sensor IMM Estimator Design
For the active sensor IMM, in order to cover the uniform motion segments and
maneuvering segments in the trajectory, two modes are used: one mode using a
linear nearly constant velocity (NCV) model that includes 4 state components
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(the Cartesian position and velocity in X- and Y- coordinates) and the other
mode using a nearly coordinated turn (NCT) model that includes that 5 state
components (the Cartesian position and velocity in X- and Y- coordinates and
the turn rate Ω)
xia(k)
∆
= [ x(k) ẋ(k) y(k) ẏ(k) Ω(k) ]′ = [ xi(k)′ Ω(k) ]′ (4.5.1)
Since the conventional mixing [3] in an IMM estimator with modes that have
unequal dimension state vectors will lead to bias in the estimates of the non-
common state component(s), the unbiased mixing approach described in [27]
is used to overcome this bias problem (for the turn rate in this case).
The NCV model for uniform motion segment is implemented as the following
discretized CWNA model [3] (with low-level process noise)
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where the continuous time process noise “intensities” qa is the power spectral
density (PSD). Note that the process noise induced root mean square (RMS)








whose physical dimensions is linear acceleration [31].
The NCT model, commonly refers to a target maneuver executed under nearly
24Different sampling rates may be possible and Ta is replaced by the time-variant Ta(k)
∆
=
t(k + 1) − t(k).
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constant speed along a nearly circular path, is implemented as the following
discretized continuous-time coordinated turn dynamic model [16]





















x(k) + Taẋ(k) − T2aΩ(k)ẏ(k)/2
ẋ(k) − TaΩ(k)ẏ(k) − T2aΩ(k)2ẋ(k)/2
y(k) + Ta ẏ(k) + T2aΩ(k)ẋ(k)/2









and the process noise for the NCT model depends on current target state (target
velocity components and turn rate). The covariance matrix of the target state-
dependent process noise via[xia(k)] can be roughly shown as (the detailed form
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ẋ(k)2+ẏ(k)2 qa× × × ×







× × × × ×
× × × ×TqΩ

(4.5.12)
where the continuous time process noise “intensities” qa and qΩ are the PSDs.
Note that the process noise induced RMS change over a sampling interval Ta








whose physical dimensions is turn acceleration [31]. The da and dΩ are the
design values used to select the process noise PSDs. A guideline for the choice
of these process noise intensities for the NCT model is shown in Appendix E.
As the NCT model described in (4.5.8) is nonlinear, extended KF (EKF) has
been used as the mode-matched filter for the NCT model in active sensor IMM.
We only use the estimate x̂i(k) (from x̂ia(k)) and the corresponding covariance
matrix Pi(k) for the fusion.
For the active sensor IMM estimator with unbiased converted measurements
25This “target state-dependent” process noise covariance matrix from [16] yielded superior
RMSE performance (but no major change in the consistency) compared with the simplified
covariance matrix from [3], Sec. 11. 7.
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(in Cartesian coordinates), the process noises design values are summarized in
Table 4.5.18 and the corresponding transition probability matrix is (based on






with initial mode probability vector [ 0.9, 0.1 ].
Table 4.5.18: RMS change rate due to process noise (NCV and NCT)
da (m/s2) dΩ (mrad/s2)
Mode 1 (NCV) 0.2 N/A
Mode 2 (NCT) 1 2
4.5.2 Passive Sensor KF Estimator Design
For the passive sensor, as pointed out in Appendix C, the target maneuvering
index is very small and the target maneuvers are nearly unobservable by the
passive sensor. Consequently, a single model filter (i.e., a linear KF) has been
chosen as the local estimator, with the state vector
x jp
∆
= [θ θ̇ θ̈ ]′ = [ x j(k)′ θ̈ ]′ (4.5.1)
The discretized CWPA model [3] in the angle, angle rate and angle acceleration
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space is



























































Note that for the PSD qp, the process noise induced RMS change in the angular







whose physical dimension is angular jerk (derivative of acceleration).
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The process noise design value chosen for the passive sensor is dp = 0.04
(mrad/s3). We only use the estimate x̂ j(k) (from x̂ jp(k)) and the corresponding
covariance matrix P j(k) for the fusion.
4.5.3 Results of Heterogeneous T2TF
The LMMSE and ML heterogeneous T2TF are carried out at the FC every
T f = 5 s under the “uncorr” assumption, with the local estimates x̂i(k) (from
x̂ia(k)) and x̂
j(k) (from x̂ jp(k)) and their corresponding covariance matrices Pi(k)
and P j(k). The CTF uses the same IMM design (CTF IMM for short) as the
active sensor IMM estimator. The FC can run the fusion at an arbitrarily low
rate or “on demand”.
Results of LMMSE Fuser
In Figs. 4.5.3 and 4.5.4, the root mean square errors (RMSE) for the LMMSE fuser
(with T f = 5 s under the “uncorr” assumption) are compared with those for
the active sensor’s IMM estimator and the CTF IMM in position and velocity,
respectively. It can be seen that the LMMSE heterogeneous T2TF approach
always provides significantly better estimation performance than the single
(active) sensor case.
The LMMSE heterogeneous T2TF provides larger RMSE than the CTF IMM in
the non-maneuvering intervals but smaller RMSE if there is a maneuver. This
degradation of the CTF in both position and velocity during the maneuvering
intervals is because the CTF is using an IMM estimator, which is inappropriate
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for the passive sensor (due to the very small maneuver index). While using
the IMM estimator is generally beneficial for maneuvering targets, the use of
an IMM estimator with a sensor that cannot “see” the maneuvers can lead to
performance degradation (the CTF IMM’s performance at some fusion points
is even worse than the active sensor IMM’s). As shown in Appendix H, the
maneuvering index from the passive sensor’s view is so small that when the
passive sensor measurements (with higher sampling rate than those of the
active sensor) are sent to FC and processed centrally, these measurements
increase the uncertainty about the target maneuvers.
From the maneuvering mode probability (NCT) in the active sensor IMM and
in the CTF IMM, shown in Fig. 4.5.2, it can be seen that the CTF IMM can
not “see” the maneuvers at the times when there is only a passive sensor
measurement and its maneuvering mode probability becomes too small. The
use of the passive measurements in the CTF IMM “clouds” the maneuvers – it
is preferable to have an active sensor IMM (which does detect the maneuvers)
and a passive sensor KF (since the passive sensor is almost “blind” to the
maneuvers) and fuse the outputs of these two local trackers.
The observation from Figs. 4.5.3 and 4.5.4 that the CTF IMM performs dur-
ing target maneuvers worse than the heterogeneous T2TF points out that the
heterogeneous T2TF benefits from the freedom of having more suitable filters
for the individual local sensors. This freedom can provide final fusion results
comparable or even better than the corresponding CTF estimator.
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Figure 4.5.2: Probability of maneuvering mode (NCT) in active sensor IMM
and CTF IMM
We evaluate the fusion consistency of the LMMSE fuser by the normalized
estimation error square (NEES) consistency test [3]. The NEES for the LMMSE
fusion approach are shown in Fig. 4.5.5. The reason for the inconsistency of the
fused estimates are (i) the local IMM estimator (for the active sensor) and the
KF estimator (for the passive sensor) are not entirely consistent26 (as shown in
Appendix I) and (ii) the crosscovariance has been assumed zero. Nevertheless,
the quality of the estimates is improved by fusion, which justifies the approach.
At this point, there is no known way to improve the sometimes optimistic,
sometimes pessimistic behavior of the IMM — it is the inconsistency that
26The IMM estimator is the worst estimator in terms of consistency except for all the other
estimators [3]. However, it is the “short term” inconsistency that is the key for the capability
of the IMM estimator to adapt itself to the observed behavior of the target (large innovations).
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Position RMSE, 1000 MC runs 
 
 
Pos. RMSE: active sensor IMM
Pos. RMSE: CTF IMM
Pos. RMSE: LMMSE fuser
Maneuvering interval
Figure 4.5.3: Position RMSE for LMMSE fuser.
drives its adaptation.
Results of ML Fuser
Using a numerical search (the gradient projection algorithm), the RMSE in
position and velocity for the ML fuser are shown (with T f = 5 s under the
“uncorr” assumption) in Fig. 4.5.6 and Fig. 4.5.7, respectively. It can be seen
that both the LMMSE fuser and the ML fuser give practically the same RMSE
in position and velocity and both have better performances than the single
(active) sensor case. As pointed out in [5], the LMMSE fuser is, in the linear-
Gaussian case, actually optimal in the ML sense. Since the ML fuser in the
heterogenous case (with nonlinearity) needs to be implemented by a time-
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Velocity RMSE, 1000 MC runs 
 
 
Vel. RMSE: active sensor IMM
Vel. RMSE: CTF IMM
Vel. RMSE: LMMSE fuser
Maneuvering interval
Figure 4.5.4: Velocity RMSE for LMMSE fuser.
consuming numerical search, the LMMSE fuser can be considered as an efficient
and effective alternative for the ML fuser.
4.6 Conclusions
Examining the differences between the heterogeneous and homogeneous T2TF,
this chapter investigates the major difficulties of heterogenous T2TF. The LMMSE
and the ML approaches for heterogenous T2TF are presented and compared
with the corresponding CTF. The simulation study shows that both approaches
can effectively achieve improved performance over the single sensor track
quality and comparable performance to the CTF track. The use of the passive
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Figure 4.5.5: NEES for LMMSE fuser.
measurements in the CTF IMM “clouds” the maneuvers – it is preferable to
have an active sensor IMM (which does detect the maneuvers) and a passive
sensor KF (since the passive sensor is almost “blind” to the maneuvers) and
fuse the outputs of these two local trackers. The freedom available to each
local sensor to flexibly design a more suitable local estimator allows the het-
erogeneous T2TF approach to achieve a better estimation performance than
the CTF IMM in the scenario considered. As the LMMSE T2TF has practically
the same performance as the ML T2TF, it can be considered as an effective and
efficient alternative for the numerical search required by the ML approach. The
estimation errors’ crosscorrelation has been examined by MC simulations. As
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Position RMSE, 1000 MC runs 
 
 
Pos. RMSE: active sensor IMM
Pos. RMSE: ML fuser
Maneuvering interval
Figure 4.5.6: Position RMSE for ML fuser.
it is impossible to predict maneuvers in a trajectory and there is no known way
to correctly quantify the crosscorrelation of the estimation errors from hetero-
geneous local sensors, the heterogeneous T2TF was carried out assuming the
tracks from the heterogeneous local sensors as uncorrelated.
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Velocity RMSE, 1000 MC runs 
 
 
Vel. RMSE: active sensor IMM
Vel. RMSE: ML fuser
Maneuvering interval




In Chapter 1, we presented a target state estimation approach for IPP using full-
position measurements. The proposed MIMM estimator with a grid of initial
drag coefficient estimates largely mitigates the estimation ambiguity between
the critical drag coefficient and thrust components. The novel unbiased mixing
is the key for correct (unbiased) estimation of the extra thrust component and,
consequently, it is conducive to more accurate estimates of the drag coefficient.
The MIMM estimator with the unbiased mixing (MIMM-UM) significantly
alleviates the uncertainty in the motion model and the drag-thrust estimation
ambiguity and yields the final IPP of good accuracy.
In Chapter 2, we extended the MIMM-UM approach for IPP to a more compli-
cated environment, namely, in the presence of wind. The system model was
modified to account for the wind effect. We presented an elaborate design
(algorithm development and parameter selection) and an extensive analysis
of the wind effect on the IPP system. A MC simulation study was conducted
based on various assumptions on the knowledge of the wind information:
given no wind information, given perfect wind information and given wind
information with a deterministic bias. We showed that, if the wind information
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is available, the wind effect can be fully compensated. Otherwise, the short
observation time and the limited sensor accuracy are more critical since they
could cause confusion in selecting the “correct” best IMM estimator from the
MIMM estimator, and lead to a degraded IPP performance. Then increasing
the total observation time, which can mitigate the wind effect, and employ-
ing the proposed N-point initialization, which can speed up the correct mode
convergence in each IMM estimator, become desirable.
In Chapter 3, a target parameter estimation approach for IPP using LoS mea-
surements from a single passive sensor was presented. The simpler case with
the known LP altitude was analyzed first and then it was considered as an
unknown (additional) target parameter to estimate. As the possible existence
of ambiguity in estimating a 3-D trajectory from 2-D measurements, a full-rank
Fisher information matrix (FIM) is required for estimable target parameters
whether or not the LP altitude is to be estimated. With the FIM shown to be
full-rank, the corresponding CRLB was obtained and used for the IPP accuracy
evaluation. In view of the inherent nonlinearity of the problem, the maximum
likelihood (ML) estimate of the target parameter vector was sought. A search
strategy with two stages — a mixed (partially grid-based) search followed by
a continuous search — was proposed. According to a simulation study, the
approach was shown to have reliable estimation performance and leading to
a final IPP of good accuracy. Furthermore, due to its parallelizable nature, the
mixed search allows the two-stage strategy to be real-time implementable.
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In Chapter 4, the heterogenous track-to-track fusion (HT2TF) problem involv-
ing the fusion of tracks in different state spaces was discussed. We observed
that, for this nonlinear HT2TF system, the crosscorrelation of the estimation
errors from heterogeneous local trackers is too complicated to capture — it
can be positive or negative. The estimation errors’ crosscorrelation was ex-
amined by MC simulations. When using a LMMSE/ML fuser, neglecting the
track crosscovariance in HT2TF leads to sometimes optimistic, sometimes pes-
simistic fused covariance. This is different from the homogenous T2TF where
neglecting the crosscovariance always results in optimistic fused covariance
(for linear systems the crosscorrelation coefficients are always positive). How-
ever, when the configuration of fusion without memory and no information
feedback is used, neglecting the track crosscovariance is a reasonable practical
choice and yields little loss in fusion performance. In a simulation study for a
maneuvering target, we observed the use of the passive measurements in the
CTF IMM “clouds” the maneuvers because of low maneuvering index at the
passive sensor and leads to the degraded performance of the CTF IMM filter.
The HT2TF allows each local sensor to flexibly design a more suitable local
estimator which was shown to lead to a better estimation performance than
the CTF, unlike in the linear homogeneous case.
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Appendix A
Covariance Matrix of Higher Dimensional Mode in
Unbiased Mixing
The covariance matrix of the higher dimensional mode 1 of the unbiased mixing
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where P21ce = 0 and P12ec = 0, since the estimates of different components from
different modes are assumed to be uncorrelated. Then (1.2.12) is obtained.
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Appendix B
Unbiased Mixing for BLUE
Let us consider a generalized form for the unbiased mixing based on the best



















G1e x1e + G1axc
G1bx
1
















G2e x2e + G2axc

(B.0.3)
where, without loss of generality, the diagonal non-zero matrices G1e , G2e and
Gic, i = 1, 2 are m × m, n × n and p × p invertible matrices, respectively. The
invertibility of the matrices guarantee the 1-on-1 mapping between the local
state vector and the corresponding components of the “base” state vector. Then
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the state of mode 1 is a linear combination of certain components of the state
of interest x; the state of mode 2 is a linear combination of certain another
components of the state of interest x. At the same time, each mode may have
certain extra components the other does not have (x1e or x2e ) and also shares
certain common components both have (xc).
The standard mixing of the estimates for the mode 1 filter is
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and for the mode 2 filter it is
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Note that the last n components of (B.0.6) are ignored by the mode 1 filter while
the last n components of (B.0.10) are multiplied by a factor µ2|2 less than one;
the first m components of (B.0.10) are ignored by the mode 2 filter while the
first m components of (B.0.6) are multiplied by a factor µ1|1 less than one. This
would lead to estimation bias for the components x1e and x2e in each IMM cycle.
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the corresponding covariance matrices for the unbiased mixing can be obtained
accordingly as follows.
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where “*” implies the elements ignored by mode 1 filter no matter what they
are; the spread-of-the-means terms are
P̃1,01c =(x̂
1
c − x̂01c )(x̂1c − x̂01c )′ (B.0.23)
P̃2,01c =(x̂
2
c − x̂01c )(x̂2c − x̂01c )′ (B.0.24)































where “*” implies the elements ignored by mode 2 filter no matter what they
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are; the spread-of-the-means terms are
P̃1,02c =(x̂
1
c − x̂02c )(x̂1c − x̂02c )′ (B.0.26)
P̃2,02c =(x̂
2
c − x̂02c )(x̂2c − x̂02c )′ (B.0.27)




























where Ir, r = m,n, p, are the r × r identity matrices. Further setting In in (B.0.29)
as all-zero matrix and eliminating the corresponding rows and columns, we







Jacobian Matrix for Thrusting Mode
The Jacobian A for the TM, under the assumption that α (under subsonic speed)
and τ are constant, can be shown as (the time arguments are omitted)
A =

0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0




0 0 0 0 0 0 0 0


































































































































The Jacobian for the ballistic mode can be easily obtained by setting τ to zero
in above expressions and eliminating the last row and column.
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Appendix D
Taylor Expansion Approximation for LMMSE Fuser
By the first order Taylor expansion, we have
g(xi)≈g(x̂i) + Gi(xi − x̂i) (D.0.1)
where Gi is the Jacobian of g(xi) evaluated at x̂i, as defined in (4.3.5). Then (with
the knowledge that x j = g(xi))
x̂ j − g(x̂i)=x̂ j − g(xi) + Gi(xi − x̂i)


























(x j − x̂ j)′
]







x̂ j − g(x̂i)
) (




Gi(xi − x̂i) − (x j − x̂ j)
) (
Gi(xi − x̂i) − (x j − x̂ j)
)′]
=P j − GiPi j − P ji(Gi)′ + GiPi(Gi)′ (D.0.4)
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Appendix E
Target State-Dependent Process Noise Covariance
Matrix for NCT Model





















































































We have the corresponding target state-dependent process noise covariance
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Guideline of Process Noise Intensity Selection for the NCT Model
Observing the diagonal elements of Qia[xia(k)] in (E.0.11), the process noise
induced RMS change rate in the velocity (x- and y- coordinate) and in the turn


























respectively. It is obvious that the choices of the design values da (dxa and d
y
a )
and dΩ need to be considered simultaneously.
To make things simpler, we consider an extreme case with ẋ = 0 (similar case
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for ẏ = 0). Given a target with speed Vs (which is equal to the magnitude of ẏ


















Since the assumption is ẋ = 0, the process noise induced RMS change in
X-coordinate velocity should be more sensitive compared with that in Y-
coordinate. Given a conjectured choice as dΩ and da, the process noise induced
RMS change in X-coordinate velocity contributed by the PSD qΩ and qa are,
respectively,


















It is important to compare those two values. The process noise induced RMS
change rate for both the linear velocity and the turn rate should be within
reasonable ranges over time interval Ta.
Remarks
Without loss of generality, based on (E.0.20), (E.0.21) and (E.0.22), the selections
of the design values da and dΩ for the NCT model are shown as (sequentially)
(i) Select dΩ, then dx∗a (qΩ, qa = 0) has been obtained and should be in a reason-
able range.
(ii) Select da, then dx∗a (qΩ = 0, qa) has been obtained and should be in a reason-
able range. Further, dx∗a should be not too big and d
y∗




MC Results for Sample Crosscorrelation
The sample crosscorrelation coefficient between the lth component of xi and the

























The sample crosscorrelation coefficients of different heterogeneous components
from 1000 MC runs, for the scenario described in Section 4.5, are shown in
Figs. F.0.1–F.0.4. It can be seen that the “common process noise effect”, driven
by real maneuvers here, leads to significant crosscorrelation between the esti-
mation errors from the heterogeneous local sensors. Furthermore, both positive
and negative crosscorrelation are observed. This motivates the geometry-based
“functional model” discussed in Appendix G.
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Figure F.0.1: Sample crosscorrelation for x̃ and ỹ with θ̃ and ˜̇θ.
Appendix G
An Approximation Technique for Crosscovariance
Matrix
By considering the steady-state case for a KF, an approximate technique for the
evaluation of the crosscovariance matrix in the homogeneous case has been
developed recently [7]. This technique, which relies on the crosscorrelation
coefficients between the local estimates of the same state components, namely,
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Figure F.0.2: Sample crosscorrelation for ˜̇x and ˜̇y with θ̃ and ˜̇θ.
position and velocity and the maneuvering indices at the different sensors, can
be extended to heterogeneous case as follows.
The components of the state xi are grouped by coordinates as follows
xi1 = [ x ẋ ]
′ (G.0.1)
xi2 = [ y ẏ ]
′ (G.0.2)
which can be “aligned” with those of x j as it will be shown in the sequel.
Then the first components of xic, c = 1, 2 and x j are position and the second
components are velocity, albeit in different spaces. The covariance submatrix
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Figure F.0.3: Sample crosscorrelation for ˜̇x and ỹ with θ̃ and ˜̇θ.
Pic, corresponding to estimate x̂
i
c, follows from the corresponding elements of
Pi.
Extending the crosscovariance matrix approximation technique for the ho-
mogeneous case in [7] to the heterogeneous case, we can then approximately
reconstruct the crosscovariance matrix elements using the following expression






Pic(l, l)P j(h, h) c = 1, 2; l, h = 1, 2 (G.0.3)
where c = 1, 2 correspond to the first and the second part of the state xi; l, h = 1
represent position and l, h = 2 represent velocity; ρi jc,lh is the maximum cross-
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Figure F.0.4: Sample crosscorrelation for x̃ and ˜̇y with θ̃ and ˜̇θ.





dependent adjustment factor in the crosscorrelation coefficient. This factor is
discussed below.
The maximum crosscorrelation coefficients are denoted as ρpp for position-
position, ρpv for position-velocity, ρvp for velocity-position and ρvv for velocity-
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velocity. Then we have
ρi jc,lh =

ρpp l, h = 1
ρpv l = 1, h = 2
ρvp l = 2, h = 1
ρvv l, h = 2
(G.0.4)
which are chosen (similarly to [7]) as ρpp = 0.1, ρpv = ρvp = 0.15 and ρvv = 0.45
in our simulations.
There are two state variable pairs, say, x-θ and y-θ, for the position-position
crosscorrelation coefficient. The best way to quantify the crosscorrelation dif-
ference (accounts for the geometry) for those state variable pairs is based on
the function (4.2.7).








Based on the above, we have the following adjustment factors for the crosscor-
relation coefficients of the pairs x-θ and y-θ
ai j1,11 = − sinθ (G.0.7)
ai j2,11 = cosθ (G.0.8)
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Then the crosscorrelation coefficients of the pairs x-θ and y-θ are obtained from
combining the adjustment factor (G.0.7)–(G.0.8) with (G.0.4) as
ρxθ = −ρpp sinθ (G.0.9)
ρyθ = ρpp cosθ (G.0.10)
Similarly, we have the adjustment factors
ai jc,lh =

− sin(θ), c = 1
cos(θ), c = 2
(G.0.11)
and the other crosscorrelation coefficients are
ρxθ̇ = −ρpv sinθ (G.0.12)
ρyθ̇ = ρpv cosθ (G.0.13)
ρẋθ = −ρvp sinθ (G.0.14)
ρẏθ = ρvp cosθ (G.0.15)
ρẋθ̇ = −ρvv sinθ (G.0.16)
ρẏθ̇ = ρvv cosθ (G.0.17)






with the elements of each block in (G.0.18) given by (G.0.3) with (G.0.5)–
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(G.0.17).
For the scenario described in Section 4.5, the RMSE in position and velocity
under both “uncorr” and “corr” assumptions at some fusion times for the
LMMSE fuser are shown in Table G.0.19.
Table G.0.19: RMSE in position and velocity for LMMSE fuser
Position
100 s 110 s 130 s 150 s 255 s
“uncorr” 27.6 m 37.5 m 33.6 m 28.9 m 30.3 m
“corr” 26.6 m 36.4 m 33.5 m 29.1 m 29.5 m
Velocity
100 s 110 s 130 s 150 s 255 s
“uncorr” 9.4 m/s 15.3 m/s 10.7 m/s 5.1 m/s 17.4 m/s
“corr” 9.5 m/s 14.9 m/s 10.8 m/s 6.1 m/s 18.2 m/s
Based on these results, which show negligible performance differences, it seems
preferable to follow the “uncorr” assumption.
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Appendix H
Choice of Estimator for the Passive Sensor
The guideline for deciding whether to use an IMM estimator or a (single model)
KF can be quantified in terms of the target maneuvering index, which is the
ratio between the standard deviation (RMS values) of the motion uncertainty
and the measurement uncertainty [3] [11]. Namely, if this index is below 0.5











Figure H.0.5: Illustrated scenario for calculating target maneuvering index.
For the passive sensor considered, the maneuvering index can be calculated as







where V is the speed of the target and rp is the range of the target from the





where φ̇ is the target turn rate.
The RMS effect of (H.0.2) on the (angular) position, i.e., the angular displace-
ment over sampling interval Tp (multiplied by 2) is θ̈p T2p. The (target’s true)









For the scenario described in the simulation section, with V = 250 m/s, cosφ ≈
0.8, rp ≈ 5 · 104 m, Tp = 1 s, σp = 1 mrad and φ̇ ≈ 30 mrad/s (which is the
maximum target turn rate in our simulation scenario), we have λp ≈ 0.12. This
small target maneuvering index (less than 0.5) leads to the choice of a KF for




The NEES for the active sensor’s IMM and for the passive sensor’s KF are shown
in Figs. I.0.6(a) and I.0.6(b) (the results are obtained by using the estimates and
the corresponding covariance matrices for the heterogeneous T2TF, that is,
four components’ information from the active sensor and two components’
information from the passive sensor), respectively. The lack of consistency of
the passive sensor KF is due to the maneuvers. The lack of consistency of the
active sensor IMM is common and this is due to its (unavoidable delay) in
the adaptation. The IMM estimator is “pessimistic” during the no-maneuver
intervals and “optimistic” when a maneuver starts or ends until it “catches
up”. This is the typical behavior of the IMM, which is still superior to any
single-model based filter.
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NEES for active sensor IMM, 1000 MC runs 
 
 
NEES: active sensor IMM
99% confidence region
Maneuvering interval















NEES for passive sensor IMM, 1000 MC runs 
 
 
NEES: passive sensor IMM
99% confidence region
Maneuvering interval
Figure I.0.6: NEES for active sensor IMM and passive sensor KF.
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