One of the main challenges in the construction of oil and gas wells is the need to detect and avoid abnormal situations, which can lead to accidents. Accidents have some indicators that help to find them during the drilling process. In this article, we present a data-driven model trained on historical data from drilling accidents that can detect different types of accidents using real-time signals. The results show that using the time-series comparison, based on aggregated statistics and gradient boosting classification, it is possible to detect an anomaly and identify its type by comparing current measurements while drilling with the stored ones from the database of accidents.
Introduction
Anomaly detection is the identification of rare objects, events, or observations that are significantly different from most data (Zimek and Schubert, 2017) . Regardless of the level of the wells construction technology, anomaly situations inevitably happened during drilling. Anomalies may have both positive and negative influence on a system, depending on their interpretation and consequences. For example, a significant increase in the number of visits to a website might be considered as a positive anomaly, that results in website popularity growth. In the case of directional drilling, abnormal behavior rather leads to failures (emergencies which make any further work impossible or delay future activity), than to the improvement of the drilling process. Accidents have a significant impact on the further operation of wells and usually lead to an increase in construction time and the cost of work. Early detection of failures can significantly reduce the nonproductive time of the well associated with the elimination of accidents' consequences and costs for additional materials and technical resources. Therefore, the development of the methods, that can help to detect failures during the real-time drilling operations is essential for the oil and gas industry.
Drilling support engineers use mud logging to detect accidents while drilling. And in conditions where engineer support a large number of wells at a same time, we have to consider drilling accident patterns after the occurrence of the accident. Most of the oil and gas companies also create knowledge base system, in which information about failures is collected and carefully studied in order to use accumulated experience for further failures detection by comparison current drilling conditions and previous cases. Such approach is called analogues search and was successfully used for time-series forecast (Diomede et al., 2008; Moore and Little, 2014) .
The main contribution of this paper is an anomaly detection approach for directional drilling operations, called the analogues search model. It is designed for ranking the accidents from the knowledge base according to their relevance to the current situation in the drilling process, in order to find analogues and prevent anomalous behaviour. Our solution is based on the compassion of mud logging data and classification model is built on gradient boosting of decision trees.
State-of-the-art
Anomaly detection is an important issue that has been investigated in various research areas: there are some examples of anomaly detection in IT systems (Chandola et al., 2009) , medicine (Bettencourt et al., 2007) and industry (King et al., 2002) . In oil and gas industry anomaly detection is widely spread: in downstream it is used for controlling pumping and pressure in different systems, drilling process (Nayeem et al., 2016) , lithology classification (Klyuchnikov et al., 2018; Romanenkova et al., 2019) ; in upstream, for example, engineers usually use it for detection sensors faults in a refinery (Saybani et al., 2011) and pipelines (van der Meijde et al., 2009) .
Solving the problem of unusual behavior detection in drilling by analogues search, it is necessary to consider not only previous studies on time-series comparison and general algorithms of anomalies detection, but also methods and approaches for accidents detection during drilling, since they often happen as a result of anomalies.
Methods for time-series comparison
Considering the problem of analogues search, it is necessary to compare different timeseries. Several authors (Kontaki et al., 2005; Serra and Arcos, 2014; Bagnall and Lines, 2014) suggest to measure similarity between two time-series by different metrics, for example:
where u and v are two time series and u [i], v[i] are the value of u and v for the i-th time instance;
• Fourier coefficients
where x i and y i are pairs of complex values denoting the i-th Fourier coefficient of u and v, the discrete Fourier transforms of the raw time series, Q is a number of considered coefficients;
• the Time-wrapping (TW) distance D T W and its modifications
After the introduction of any distance, the whole database of time-series can be split into several groups with different clustering techniques, for example, K-means algorithm (Kanungo et al., 2002) , mean-shift clustering (Cheng, 1995) , agglomerative hierarchical clustering (Day and Edelsbrunner, 1984) . Authors highlighted, that general Euclidean distance and Fourier coefficients showed themselves inefficient for time series with different length, while the cost for Time-wrapping distance computation for m-dimensional time-series might be significant. For our case, mud logging patterns for different accidents and different oilfields are too diverse to effectively apply such metrics. Thus, clustering of raw time-series seems incompetent for our problem, what makes us move to supervised approach for similarity learning based on statistical features extracted from time-series.
Methods for anomaly detection
Most of general methods for anomaly detection were described previously, for example, in papers Patcha and Park (2007) ; Omar et al. (2013); Chandola et al. (2009) . Authors distinguished several groups, based on statistical methods, machine learning, and unsupervised approaches. Due to the high variability of general methods and a large number of a review papers on them, we will not focus on description and will show only a few examples, which are relevant to our problem.
In paper Patcha and Park (2007) authors describe the approach, based on sliding window technique, in which some parts of time series with width w is converted into a single target value y i by some particular classifier. By this principle, the sequences of signals were classified for the whole time-series signal as an anomaly or non-anomaly target value. The main advantage of this method is the possibility of applying different existing classification methods. For anomaly detection in drilling, such approach allows us to convert the unsupervised approach into supervised one, but do not involve physics of the drilling, which is significant for our problem.
Nowadays, there are a lot of cases of neural networks (Hagan et al., 1996) applications for anomaly detection (Ghosh et al., 2000; Cannady, 1998) . For example, authors in Yan and Yu (2015) used a neural network to hierarchically learn features from the sensor measurements of exhaust gas temperatures and used them as the input to a neural network classifier for performing combustor anomaly detection. As a training set, they used 13791 samples before the accident. In our case, this approach may be inefficient due to the small size of the training sample and inability automatically handle missing values, which usually occur in mud logging data.
In article Chandola et al. (2009) authors highlight such approaches as a deviation of normal behavior and statistical methods. For example, Hofmeyr et al. (1998) collected the stable database of activities not leading to intrusions and then used it to analyse the current behavior of the system by its comparison with database modes by different statistics. Comparing this approach with our problem, we can say that this approach is almost impossible to use, because, unlike the user system, each well and field is unique. Usually a similar slight deviation of normal drilling regime in one well can lead to serious accidents on the other.
Physics-based methods for drilling accident detection
Physics-based methods for detection accidents are primarily based on the monitoring and analysis of the key indicators of the drilling system. For example, Vadetskii (1983) describes physical indicators and their changes leading to failures. One of the main indicators of fluid shows while drilling are:
• an increase in the volume of the drilling mud in the receiving tanks
• an increase in the effluent flow rate with a constant flow of pumps
• a reduction of standpipe pressure
• decrease in the density of the drilling mud
• an unexpected increase in the mechanical penetration rate (due to a decrease in the density of the drilling mud, and, consequently, the pressure in the well)
• increase of a drill string weight
• friction reduces While trip out:
• friction reduces
• reduction versus the calculated volume of fluid full up when lifting the pipe string
• the discrepancy of this volume, the volume of the raised string
• movement of the drilling mud along the ditch system with the circulation stopped
One more example of a physical-based method for failure detection is vibration, namely modeling the movement of the drill string and its components, which is represented in paper Shor et al. (2014) . Early models of drill string dynamics have been developed primarily as an aid to drilling engineers and rig designers, to help them understand wells behavior and provide recommendations for improving the drilling operations. Currently, models are being used and investigated based on three parallel but different vibration modes, those help engineers detect anomaly by high vibration values.
Due to the inability to track all the indicators above, such physical-based methods are not suitable for solving our problem.
In addition to the methods shown above, there are a different anomaly and failure patterns in mud logging plots. For example, a high number of drags and slack off are used as signs of a possible pipe stuck. Column drags usually occur while the column was lifting with an increase a hook load over its weight of pipes; the slack off of the tool results in a significant reduction in the load on the hook. One of the evidence of columns stuck is also stopping of the columns movement. Patterns of mud log for a possible stuck are shown in Figure 1 . The authors (Grace, 2017) cite various signs of another failure. In the case of washouts, a decrease in pressure at a constant flow rate might be observed. The main failure pattern characterising the mud loss is a decrease in the volume in the tanks. Breakdown of the tools is marked by a reduction in pressure at a constant flow rate simultaneously with a sharp drop in weight. So, particular patterns for each type of accidents on mud logs might be used as the primary signs by which the model can determine the presence of failure.
Data overview
To solve the problem of failures detection by analogues search approach, we collected a database with different types of accidents and their mud log data.
Most of the failures happened in North and West Siberia oilfields and were composed of accident lessons that contain the information about these events: the exact date-time or depth at which the failure occurred. Such criterion was chosen in order to match the mud log data with the accident from the database and get a part of it that includes the failure. Each lesson included in the database also contained information about its accident type (stucks, wash-outs, breaks of drill pipe, mud loss, seals, gas and water shows) and drilling operation at the moment of failure (tripping in, tripping out, drilling, cleaning, reaming). Such groups of accidents and drilling operations were chosen by the number of available cases and a possibility to be distinguished visually on mud logs.
In total, the database contains 94 lessons from 80 different wells and 19 oilfields. The summary of the size of different considered groups of accidents and related drilling operations is provided in The considered MWD data included the following parameters:
• DBTM -depth of the drill bit;
• TQA -torque on the rotor;
• HKLA -weight on the hook;
• BPOS -hook position;
• SPPA -input pressure;
• RPMA -rotation speed;
• MFIA -a volume of an input flow;
• DMEA -a depth of the bottom hole;
• GASA -gas content;
• WOB -wight on bit.
Design of the analogues search model
In section 2 we discussed existing approaches for time-series comparison, anomaly and failure detection. We concluded, that for our problem it is necessary to use supervised machine learning approach. The algorithm should take into account the particular mud logs pattern for different accident groups and be able to work with a small training set and corrupted or missing signal values.
We decided to solve the analogues search problem based on two-class classification of MWD pairs: for a specific well part, we need to understand whether something similar is present in the database by comparing features from MWD data of this part with those of entries in the database. Thus, we have two classes that determine whether two parts are similar or not.
For the current approach, we decided to build a classification model based on gradient boosting of decision trees, because they are relatively undemanding in terms of sample size and data quality, can work with missing data, and learn quickly with a large number of features, what was shown in papers Kozlovskaia and Zaytsev, 2017) .
The general principle of analogues search model is shown in Figure 2 :
• In order to take into account different patterns, for real-time signal and lessons from the database values of mean, variance, slope angle, absolute deviations, and relative coefficients of MWD time-series were calculated with different window sizes and were used as input features for gradient boosting classification model.
• To assign targets, we assumed pairs of intervals were similar if their accident types and drilling operations coincided. Henceforth we will refer to them as to ground truth.
Results
To test the analogues model, we conducted several experiments:
• In order to validate our model, we calculated the standard quality metrics for the binary classification problem using leave-one-out cross-validation control.
• We carried out a clustering analysis based on similarity values from the model to validate the aggregated statistics approach and evaluate consistency of the similarity learning. • We analysed the similarity distributions between MWD data with accidents and random MWD parts of wells without abnormal behavior, in order to assess the model ability to distinguish regular drilling regime and accidents,
• We provided a sensitivity analysis with respect to various kinds of noise in MWD data.
Quality of the analogues search model
For the analogues search model, the cross-validation was carried out as follows:
1. For each of k iterations of cross-validation, random indexes of accidents from the database were generated for training and testing sets. The set of wells for accidents were different for training and test part of the split. 2. The model was trained based on lessons, which indices were chosen as training ones. 3. We calculated similarity values among entries in the training and test set. The model finds the analogue and, consequently, detects failure, if the similarity value is bigger than selected threshold (s = 0.7). 4. The predicted values were compared with ground truth labels.
Machine learning metrics for cross-validation
The results of cross-validation for analogues search model are in Table 2 . We see, that using the current model we can identify almost all wells with abnormal drilling regime with low false alarm rate. So, we conclude, that the model distinguishes different pairs quite well and identifies most of the similar ones. In order to obtain the model quality, we used two common metrics for classification problems: area under the ROC curve (ROC AUC) and area under the Precision-recall curve (PR AUC), which are described in details in Appendix A. The ROC curve is presented in Figure 3 . The area under ROC curve is 0.908, and significantly higher, than the area under the random guess classifier ROC curve 0.5. Due to the fact, that we have an unbalanced classification problem, a more suitable measure of model quality will be a Precision-Recall curve, which is shown in Figure 3 . The area under the Precision-Recall curve is 0.6086, which also indicates adequate model quality. 
Threshold selection by analysis of confusion matrix
In this section we used the analogues search model in a different way: we applied it to hold-out wells in order to understand how it works "in the wild". The analogues model was run on MWD signals from 30 hold-out cases, which included both normal and anomaly drilling modes. Next, we selected the threshold to balance number of correct (T P) and false (FP) alarms. After that, based on the true accident time for each well, we calculated the true and false model's alarms rate as follows. We assumed, that accident was correctly detected, and for this accident T P = 1, if:
• the similarity value was more than the chosen threshold;
• the model alarm was in the 4-hour interval before and 2 hours after the true accident (T P interval);
• the most common accident type for the top-5 analogues matched with true one.
In case of the false alarm, we supposed that FP = 1 for this interval, if the model alarm was out of T P interval and there were no other alarms during the last hour. So if two or more alarms happened within 1 hour, we counted it as one false alarm. Here we also assumed, that predicted accident type was the most common one within top-5 analogues types, otherwise it is supposed that FP = 1. Obtained results for the threshold 0.7 are presented in Appendix B.
To select the threshold, we counted the total number of T P and FP for different threshold values (Figure 4 ). For the threshold value 0.7 the total number of model false alarms is less than 16 alarms per well, while the number of correct alarms is still high.
Clustering analysis
We also used the dendrograms clustering analysis (Maimon and Rokach, 2005) to assess the consistency of the similarity learning. First of all, we represented via adjacency matrix clusters based on the ground truth distribution of similarity. As mentioned earlier, two lessons are similar if their accident types and drilling operations are equal. Next, to compare initial distribution, similarity values that were used as an input parameter for constructing dendrograms were calculated in different ways:
• Unsupervised comparison: similarity values for lessons from the database were calculated only by the weighed l 1 norm among all MWD parameters, excluding DBTM and DMEA.
• Using Gradient boosting technique: dendrograms used similarities, that were calculated for lessons from the training set, and resulted from the gradient boosting model with aggregated statistics. This is an optimistic estimate on quality of the similarity evaluations.
• Cross-validation: calculations were made with the model described in the previous step (using gradient boosting technique) and cross-validation, which allows us to see how well the model generalise to new cases of accidents. This is a more realistic estimate on quality of the similarity evaluations.
The results of the conducted test are shown in Figure 5 . Usage of aggregated statistics with Gradient boosting model gives us a better cluster distribution, than approaches based on an unsupervised comparison of MWD data. Results, obtained from cross-validation, shows us clearly selected clusters corresponding to different types of accidents and drilling operations. For some types of accident, the training set is quite complete, that can seen by the trees above and to the left of the plot, and has enough cases (clusters number 1,3,4,5). For others (clusters number 2,6-9), there is a greater distance for objects within the cluster. In our opinion, the reason for this might be lack of examples of accidents in these groups. Consequently, for the correct determination of such groups of failures, the inclusion of a larger amount of data is required.
Robustness of the analogues search model
The analogues search model should meet the following two requirements:
• if we submit an example from the training sample the model should recognise it and provide it as the analogue with high similarity;
• moreover, after reasonable distortion of such an example, the model should still recognise it.
While testing the first property is straightforward, to test the second one we apply to the original time series two types of transformations: slight smoothing, distortion and shift To understand how well the model distinguishes MWD parts of wells with normal behavior and ones with accidents, we trained the model on MWD parts, corresponding to the lessons from the current database and tested it for normal and distorted parts.
We presented the distribution of obtained similarity values as box-plots for different testing sets: random parts without accidents, intervals with accidents, time-shifted duplicates of the intervals with accidents and copies of the intervals with accidents with varying levels of shift and noise. The distortion of original time-series was done by the multiplication of a smooth curve with average mean 1 and a given standard deviation. We also calculated the numerical characteristic R: the difference between the 90% quantile of random parts set and the 10% quantile of data that we would like to highlight. Valid values are bigger than 0; good ones are more than 0.2. Standard deviations for R were calculated using the bootstrap technique (Efron and Tibshirani, 1986) , the calculation used 100 samples.
The box-plots for cases, mentioned above, and values of R coefficient, which characterises the difference in the similarity values for two different sets of intervals are in Figure 7 .
The analogues search model shows high similarity values for noised lessons with standard deviations as high as 0.01 and time-shifted lessons as high as 20 ticks. So, in these cases the model finds similar sections from the training set.
At the same time, the similarity values for normal parts are low, which shows the model ability to distinguish normal drilling mode from the accidents-related drilling mode. It also can be seen that we can separate random MWD parts from the data, corresponding to the lessons from the database, for shifting up to 400 seconds and for noise with a standard deviation of up to 0.03.
Conclusions
We proposed an analogues search model which is designed to detect anomalies and find analogues of a new anomalies in a database.
Anomaly detection is based on the comparison and ranking of the lessons from the database, using their MWD data, and real-time signals. Our approach uses aggregated statistics as an input for the classification model, based on Gradient boosting technique.
Obtained quality metrics, such as ROC AUC (0.908) and PR AUC (0.6086), are significantly higher, than the same metrics for the random guess classifier (ROC AUC: 0.5, PR
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Figure 7: Box-plots for different intervals. Such figure gives us an idea of how much MWD data can be distorted, so that the model can still recognise them AUC: 0.1). They suggest that the model is of reasonable quality and can distinguish pairs of similar and non-similar cases.
Clustering analysis showed that the use of basic features and signals are not sufficient for the selection of analogues, and in general for the analogues search model. On the other hand, the introduction of aggregated statistics allows us to convert the unsupervised problem to supervised one and find a sufficiently large number of analogues of real-time signals.
According to the robustness analysis, the model identifies lessons from the training sample, if such lessons are also in a testing sample. The analogue search quality remains high even after reasonable distortion of examples from the training sample by adding smooth noise and shifts to the initial signal. From these experiments we also identify the limits of applicability of the obtained model, as for high values of the distortion the model is no longer able to find correct analogues. 
Appendix A
To define area under the ROC curve (ROC AUC) and area under the Precision-recall curve (PR AUC) metrics we need to introduce additional notations. Suppose we have the true labels of the classes {y i } n i=1 and the predicted labels of the classes {ŷ i } n i=1 for a test sample. Then the following 4 indicators sufficiently reflect the quality of classification: number of true classified objects for the first class (True Positive), the first class objects, that were classified as objects from the second class (False Negative), the second class objects, that were classified as objects from the first class (False Positive), true classified objects for the second class (True Negative).
Based on such indicators, we may introduce derived metrics: True Positive Rate (TPR) and False Positive Rate (FPR).
T P R = T P T P + F N , F P R = F P F P + T N , P recision = T P T P + F P , Recall = T P R (8)
By setting the threshold, we get fixed T P R and F P R for the test sample. Varying the threshold, we get a ROC curve that starts at (0, 0) and ends at (1, 1). Similarly, the PR curve defined by the (Precision, Recall) values for a set of thresholds. ROC AUC, PR AUC are the areas under the curves, respectively, ROC and PR. The higher the values of these metrics, the better the quality of the classifier (Artemov and Burnaev, 2015) . 
Appendix B

