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Abstract—Railway scenarios present several specific features 
that complicate the deployment of a radio communication 
network, especially for high speed trains. Nowadays, railway 
operators are evaluating the migration process from GSM-R to a 
new broadband system, like Long Term Evolution (LTE). In this 
paper, system-level simulations are carried out in order to 
evaluate overall network performance with Mobile Relay Node 
architecture for LTE uplink access in High Speed Railway 
scenarios. This implies developing specific tools for accurate 
characterization of such propagation environments. 
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I. INTRODUCTION 
Current railway communication system, Global System for 
Mobile communications - Railway (GSM-R), has been proved 
to be reliable, but it can only give support to narrowband 
critical railway applications. It is clear that railway industry 
will have to face the GSM-R migration process towards a new 
broadband communication system, like LTE [1]. This 
migration will be driven by the challenge of increasing the 
network capacity for supporting non-critical operational 
services that enhance railway operations, and achieve 
operation cost reductions throughout a standard integrated 
radio network. 
Deployment of LTE in High Speed Railway (HSR) 
scenarios represents a major challenge when having to fulfill 
the required Quality of Service (QoS) levels for on-board train 
users' communications [2]. Some specific features of HSR 
scenarios are: High penetration losses in shielded carriages, 
rapid temporal variations in radio propagation channel and 
Inter-Carrier Interference due to Doppler shift effect. 
Moreover, there are numerous handover procedures that occur 
simultaneously, causing a signaling overload. Hence, on-board 
train users will compete at a disadvantage with pedestrian 
macro-cell users in typical LTE network deployments. 
One of the main radio access architectures proposed for 
mobility scenarios is the Mobile Relay Node (MRN). In 
previous works, it has been concluded that the inclusion of 
MRN installed on the top of the vehicle, improves the global 
network performance, as in [3] [4] [5] [6]. However, these works 
only addressed the performance of LTE downlink connection 
[3][4][5]. Besides, the performance of this new radio access 
paradigm in railway scenarios must be evaluated regarding the 
usage of accurate propagation channel models and specific 
resource assignment mechanisms for on-board train users, 
which have not been considered before [6] [7]. Some of these 
considerations have been taken into account in the evaluation 
of LTE downlink performance in HSR scenarios [5]. In this 
paper, the authors evaluate the performance of MRN radio 
access architecture deployment for LTE uplink in HSR 
environments. The authors focus on several key issues, as the 
MBSFN subframe allocation and the modeling of the specific 
railway propagation channel conditions. Moreover, the authors 
will address the impact of different MRN configurations and 
macro cell load in the LTE uplink performance. 
II. MOBILE RELAY NODE IN RAILWAY SCENARIOS 
In recent years, several radio access architecture solutions 
for the enhancement of LTE systems performance in vehicular 
environments have been proposed: the Coordinated Multi-
Point transmission architecture, the Moving Extended Cell 
concept and the Mobile Relay Node. The latter is playing a 
preferential role between the other 3 GPP alternatives, reaching 
higher stages of development. Moving relays were introduced 
in the Release 11 (TS 36.416) of LTE standard, and they are 
currently under study in the elaboration of Release 12 (TS 
38.836, where HSR scenarios are presented as its main scope). 
The MRN is placed on the top of the vehicle and 
connected to a donor eNode-B (eNB) by an external antenna. 
This link is referred to as the backhaul connection and will 
have to deal with all the specific challenges of HSR scenarios. 
On the other hand, on-board users will be served by an inner 
antenna, and this link is referred to as the access connection. 
3 GPP defined two categories of relays for LTE networks 
deployments. Type 1 relays integrate complete radio resource 
control and handover functionalities for the terminals located 
in its coverage area, so they are capable of controlling a cell 
by itself. Type 2 relays are transparent to the users, who are 
directly connected to the eNB, and contribute to improve the 
QoS by achieving multipath diversity and transmission gains. 
Two key aspects of relay operation mode are: the method 
of communication (duplex or half-duplex) and the backhaul 
and access links operation bands (in-band or out-band). For in-
band relays, both links work in the same frequency band, so 
they are multiplexed in time domain on subframe basis [5]. 
For out-band relays, the two links operate in different bands. 
An example of practical MRN implementation in railway 
scenarios is shown in Figure 1. The MRN modules could work 
together to get a more efficient operation, although it would 
require defining a new interface within the LTE network [3], 
supported by a wireless link at a different frequency from the 
rest of the system (so as to avoid causing interference). Inner 
antennas placed on the ceiling would serve on-board users. 
Fig. 1. MRN implementation model for railway scenarios. 
A simpler and more inexpensive alternative can be seen in 
Figure 2. Two MRN modules would be installed in the train 
tractors, so that only would come into operation the one which 
corresponds to the driving cab. Relay modules would be 
connected to bidirectional power amplifiers, used for boosting 
the signal to on-board users. Moreover, inner antennas could 
be replaced by coaxial radiating cable, which would be carried 
by interconnection hoses that contains the other power supply 
cables of the train. 
Fig. 2. MRN alternative implementation model for railway scenarios. 
For simulation purposes, the utilization of half-duplex in-
band Type 1 relay nodes will be considered, since they are the 
only standardized by 3GPP. The main advantage of selected 
configuration is the operation over a single carrier without 
requiring from additional spectrum. Its main drawbacks are: 
the transmission of control data to MRN and the delay 
suffered by on-board users. The MRN requires from time gaps 
for switching between transmission and reception modes. As a 
result, the timing of PDCCH imposes several constraints: at 
least one symbol per subframe is punctured. 3GPP decided to 
define a new backhaul control channel for relay operation, 
named R-PDCCH, whose information must be transmitted 
over user data resources. This will cause a reduction in MRN 
downlink data transmission efficiency [3]. Conversely, the 
timing of PUCCH transmission can be done maximizing the 
usage of SC-FDMA symbols in a subframe, without 
puncturing any of them. The drawback is that cell-specific 
“fake” Sounding Reference Signals (SRS) have to be arranged 
in the previous access subframe of every backhaul subframe, 
in order to use the last symbol for MRN switching. There is no 
impact on backhaul S R S and P U C C H transmissions, but it 
forces to design carefully the S R S configuration on the access 
link, combining “fake” S R S subframes with “true” S R S 
subframes (needed for channel estimation procedures). 
Finally, in order to ensure compatibility with terminals of 
Releases 8 and 9, the subframe allocation for the backhaul link 
in L T E networks operating with in-band Type 1 relay nodes is 
related to Multimedia Broadcast over a Single Frequency 
Network (MBSFN) subframes [5], which transport paging and 
synchronization data to the User Equipments (UEs) over blank 
subframes. The ratio between M B S F N and MRN-UEs access 
subframes, as well as the position of these subframes in the 
L T E radio frame, has a key impact on the relay performance. 
Moreover, H A R Q retransmissions timing must be set to avoid 
collisions between the backhaul and access links. All this facts 
will be explained in more detail in Section II I . 
I I I . RAILWAY NETWORK SIMULATION SETUP 
A railway specific system-level simulator for L T E uplink 
with M R N access architecture has been developed. The 
simulator implements semi-analytical models for mobility and 
QoS management in L T E cellular networks, making possible 
an accurate characterization of radio channel propagation 
conditions. The main simulation parameters have been 
summarized in Table I . 
A. Layout and Railway Scenario 
The L T E network scenario is composed of two cells, 
which are served by different eNodes-B (Figure 3). The 
railway tracks are located 1 km away from eNB 1. The train 
moves from left to right side of the scenario at a speed of 360 
km/h. It is composed of only one carriage with 8 on-board 
users (the users’ connections will be aggregated in the mobile 
relay node). The number of pedestrian macro-cell users can be 
configured as an input variable. Afterwards, they are randomly 
distributed over the scenario, with a speed of 3km/h. 
Fig. 3. LTE Network model for railway scenario. 
B. Channel Modeling 
The link between the eNB and the MRN will be assumed 
as in Line of Sight. The modeling of propagation channel for 
pedestrian users is done according to the specifications of 
Winner II Channel Model in a D1 scenario. For on-board users 
and the MRN, it will be used the specific channel model for 
HSR scenarios described in [9], which follows the 
methodology proposed by Winner II models, although it has 
not been standardized yet. Its main difference from the other 
models is that it operates with time-varying small scale 
parameters. On-board users will suffer additional penetration 
losses, modeled as a frequency-dependent constant value. 
T A B L E I. MAIN SIMULATION PARAMETERS 
Bandwidth 
Carrier frequency 
Simulation time 
Transmission scheme 
MRN channel model 
Macro-cell users channel model 
Vehicle penetration loss 
SRS period and bandwidth 
Power control: Pmax, P0 and α 
HARQ configuration 
BLER target 
Number of on-board users 
Distance from tracks to eNB 
Traffic type for on-board users 
Traffic type for macro-cell users 
5 MHz 
2600 MHz 
2000 ms 
SISO 
RMa (ITU 3K/62-E, 360 km/h) 
D1 (WINNER II, 3 km/h) 
25 dB 
60 ms, 1 MHz 
23 dBm, -60 dBm, 0.6 
RTT = 8 ms, 3 retransmissions 
10% 
8 
1 km 
40% VoIP, 20% video, 40% HTTP 
20% VoIP, 40% video, 40% HTTP 
C. Traffic Modeling 
There are three different types of real time traffic that can 
be generated by our simulator: VoIP, video streaming and web 
browsing. It was set a Guaranteed Bit Rate (GBR) of 64 kbps 
for VoIP service and 512 kbps for video streaming. Web 
browsing traffic is considered as best-effort, so it has no GBR. 
Traffic parameters are shown in Table II. 
T A B L E II . TRAFFIC CONFIGURATION PARAMETERS 
Type 
VoIP 
Video 
Streaming 
Web 
browsing 
(HTTP) 
Characteristic 
Codec 
Activity factor 
Packet size 
Frame duration 
Packet size 
Inter-arrival time 
between packets 
Packets per frame 
Packet size 
Inter-arrival time 
between packets 
Packet call size 
Parameters 
RTP AMR 12.2 kbps 
40% 
44 bytes 
20 ms 
Trunc. Pareto (mean: 842 B) 
Trunc. Pareto (mean: 6 ms) 
8 packets / 100 ms 
12 kbits 
Geometric (mean: 6ms) 
Trunc. Pareto (mean:1.4 Mb) 
D. Link to System Model 
An abstraction of link level, based on the SINR vs. BLER 
tables obtained with the LTE link-level simulator presented in 
[10], will be used. These tables will be consulted during Link 
Adaptation procedures in order to assign appropriate Channel 
Quality Indicators (CQIs) to the users, considering a BLER 
threshold of 10% and the Effective SINR value (γ0) obtained 
from SINR per subcarrier (γk), for an MMSE receiver: 
The link to system model will be also used when having to 
evaluate arriving packets at the eNode-B. In this case, the 
SINR threshold for the employed MCS is determined with the 
MIB curves for each modulation [11]. After that, we obtain the 
BLER values for each Code Block (CBLER) of the same 
transport block, and finally, the Transport Block BLER 
(TBLER) can be deduced from the expression below: 
TBLER = 1 — rii=i(l — CBLERi) (2) 
E. Admission Control 
The Admission Control algorithm is based on the QoS 
parameters (QCI -QoS Class Identifier- and GBR) that 
describe the type of service requested by the UE. It performs 
an estimation of available capacity in the cell, in terms of 
number of free Resource Blocks (RBs), and compares it with 
the resources demanded by each of the incoming users. The 
developed simulator allows classifying users by priority, so 
they will be admitted into the network even if there are not 
free resources enough. This functionality can be applied to 
railway communication systems, where critical operation 
communications must always receive priority and resources 
from the network. 
F. Radio Resource Management Model 
All the RRM functionalities have been accurately 
modeled. The SINR per subcarrier is estimated using the SRS 
sent from UEs to eNode-B, where the calculation of CQIs 
takes place. The Link Adaptation is modeled as fast Adaptive 
Modulation and Coding based on the channel state conditions. 
Each CQI is associated to specific code rates and modulation 
schemes. The Outer Loop Link Adaptation (OLLA) algorithm 
modifies the users’ CQI by adjusting the SINR values 
obtained with SRS measurements, in order to maintain the 
BLER target in the first transmission. Non-adaptive 
synchronal HARQ has been considered and it is taken into 
account for assessing the receiver performance. 
G. Scheduling Algorithms 
The simulator performs Packet Scheduling functionalities 
for MRN and macro-cell users. It should be remarked that 
uplink scheduling has several restrictions: transmission power 
constraints, consecutive RBs allocation (due to SC-FDMA 
modulation), information about UE transmission buffer, etc. 
The simulator implements the two Resource Allocation Types 
(RAT 0 and RAT 1) defined by 3GPP for LTE uplink. HARQ 
users with pending retransmissions will be served first, and 
spare RBs will be allocated to the resting users. For simulation 
purposes, two algorithms have been selected: Proportional 
Fair and Best SRS. The first one allocates resources to the 
users with older information in their transmission buffers, 
trying to avoid discarding packets due to TTL expiration. 
Otherwise, Best SRS algorithm allocates each RB to the user 
with the best SINR, maximizing overall throughput of the 
system. The smooth variations on channel frequency response 
will lead to maintain high SINR values in consecutive RBs. 
H. Power Control 
The simulator implements power control mechanisms 
based on (3). This formula can be split in an open-loop 
adjustment and a closed-loop adjustment. The first part 
comprises the base power transmitted by RB, P0, the number 
of RBs assigned to the user, NRB, and the compensation factor 
for propagation losses, a < 1. The closed-loop adjustment is 
composed of two terms: the transport format correction, ATF, 
and the offset sent by the eNode-B, f(Ai). 
PtlL[dBm] = rain {PmalL, P0 + 10 log10(NEB) + a • Lprop + ATF + f(A¡)} (3) 
I. Mobile Relay Setup 
The allocation of MBSFN subframes for the backhaul link 
is done according to a fair resource distribution algorithm, 
based on the number of on-board users connected to the 
moving relay over the total number of users in the cell. There 
are 4 subframes in each LTE frame that can’t be configured as 
MBSFN for downlink (#0, #4, #5 and #9), due to paging and 
synchronization procedures [8]. This fact implies there is a 
maximum of 6 available subframes for MBSFN allocation (#1, 
#2, #3, #6, #7 and #8). Subframes not marked as MBSFN will 
be used for MRN-UE access link transmission [12]. The 
number of MBSFN subframes is determined as follows: 
Fig. 4. Example of transmission over backhaul and access links. 
An illustration of this mechanism can be seen in Figure 4. 
After a semi-statically allocation for downlink, the M B S F N 
subframe configuration for uplink access can be implicitly 
derived applying an offset of 4 subframes ( A C K / N A C K 
processing time). H A R Q procedures for backhaul uplink were 
designed with the goal of avoiding collisions between the 
backhaul and the access links. Thus, the simulator implements 
synchronal non-adaptive H A R Q with the R T T set to a 
multiple of 8ms. This operation mode reduces the signaling 
traffic through control channels, while it presents less 
flexibility than non-synchronal adaptive H A R Q , commonly 
used in downlink. When starting the scheduling process in 
M B S F N subframes, it was decided to give higher priority for 
H A R Q retransmissions of M R N and macro users, before the 
relay could use the spare RBs for its own transmissions. This 
policy can be changed so as to prioritize the relay over users’ 
H A R Q , although this is not a common feature in practical 
L T E networks deployments. 
I V . RESULTS AND DISCUSSION 
A. Network Performance with and without MRN 
First of all, it is evaluated the improvement in on-board 
users’ performance by adding the M R N module on the top of 
the train. Best SRS scheduling algorithm is selected. Results 
for obtained data rates are shown in Figure 5. With 30 macro 
users in the cell, the MRN gets up to 0.97 Mbps the 90% of 
times (for 1.3 Mbps required data rate), which is 15.5% more 
than if no MRN is deployed (0.84 Mbps). For 50 macro users, 
the gain is around 60%. 
The increase in on-board users’ throughput causes a 
reduction on macro users’ data rates, as more resources will be 
allocated for MRN transmission with MBSFN subframe 
configuration. When no MRN is deployed, on-board users will 
compete at a disadvantage with macro-cell users due to worse 
propagation conditions, being scheduled at last. The obtained 
rates for macro users decrease about 1 Mbps (see Figure 6). 
Fig. 5. Train users performance (Mbps) with and whitout MRN. 
Fig. 6. Macro-cell users performance (Mbps) with and whitout MRN. 
B. Impact of Macro Users Number on MRN Performance 
In this simulation, the impact of the macro-cell users on 
the MRN performance is assessed. The MRN obtained data 
rates for 10, 30 and 50 macro users is showed in Figure 7. For 
10 users in the macro-cell, the MRN achieves up to 1.18 Mbps 
the 90 % of times, which represents the 89 % of the required 
capacity (approximately, 1.36 Mbps). Meanwhile, for 50 users 
in the macro-cell, the 90 % of the times the MRN reaches 0.75 
Mbps, only the 56 % of the required capacity. 
The results are strongly influenced by the number of 
macro-cell users, which determines the number of MBSFN 
subframes for the backhaul link, according to the algorithm 
described in Section III. The MRN obtained capacity will be 
reduced as the number of users increases. Besides, there are 
more collisions between resources assigned to macro users and 
subcarriers in the backhaul transmission, so we can see that 
co-channel interference has a big impact on MRN 
performance. Interference avoidance mechanisms should be 
developed for improving the overall network performance. 
Fig. 7. MRN performance (Mbps) with different number of macro users. 
C. Impact of Scheduling Algorithms on MRN Performance 
Best SRS and Proportional Fair algorithms are compared 
to find the one that maximizes the data rates. The obtained 
results are shown in Figure 8; the number of macro-cell users 
is set to 30. As can be seen, the MRN performance is hardly 
affected by the scheduling algorithm implemented in the 
macro cell, so the final decision remains for mobile operators. 
Fig. 8. MRN performance (Mbps) with different scheduling algorithms. 
Fig. 9. MRN performance (Mbps) with MRN-priority in MBSFN. 
D. Impact of MBSFN Subframe Policy on MRN Performance 
Finally, the impact of MBSFN subframes configuration on 
MRN performance is assesed. Two different network policies, 
HARQ-priority or MRN-priority, are evaluated to find the one 
that maximizes the MRN data rates. Comparing Figs. 7 
(HARQ-priority) and 9 (MRN-priority), it can be concluded 
that giving a higher priority to users’ HARQ slightly reduces 
the MRN obtained data rates, as it was expected. 
V . CONCLUSIONS 
In this work, the authors have analyzed the impact, in 
terms of network capacity, of deploying M R N radio access 
architecture in H S R scenarios for L T E Uplink. The results 
show that M R N performance greatly depends on the M B S F N 
subframe configuration procedure and the number of macro-
cell users. Besides, co-channel interference has a dramatic 
impact on M R N performance when the number of macro users 
increases. Anyway, M R N clearly outperforms the results 
obtained when no M R N is deployed, improving the overall 
cell network performance in H S R environments. 
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