Generation Expansion Planning Considering Integrating Large-scale Wind Generation by Zhang, Chunyu et al.
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
General rights 
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners 
and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights. 
 
• Users may download and print one copy of any publication from the public portal for the purpose of private study or research. 
• You may not further distribute the material or use it for any profit-making activity or commercial gain 
• You may freely distribute the URL identifying the publication in the public portal  
 
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately 
and investigate your claim. 
   
 
Downloaded from orbit.dtu.dk on: Dec 19, 2017
Generation Expansion Planning Considering Integrating Large-scale Wind Generation
Zhang, Chunyu; Ding, Yi; Østergaard, Jacob; Wu, Qiuwei
Published in:
Proceedings of the IECON 2013
Publication date:
2013
Link back to DTU Orbit
Citation (APA):
Zhang, C., Ding, Y., Østergaard, J., & Wu, Q. (2013). Generation Expansion Planning Considering Integrating
Large-scale Wind Generation. In Proceedings of the IECON 2013  IEEE.
Generation Expansion Planning Considering 
Integrating large-scale Wind generation 
 
Chunyu Zhang, Yi Ding, Jacob Østergaard, Qiuwei Wu 
Center for Electric Power and Energy 
Technical University of Denmark 
Copenhagen, Denmark
 
 
Abstract— Generation expansion planning (GEP) is the 
problem of finding the optimal strategy to plan the construction 
of new generation while satisfying technical and economical 
constraints. In the deregulated and competitive environment, 
large-scale integration of wind generation (WG) in power system 
has necessitated the inclusion of more innovative and 
sophisticated approaches in power system investment planning. 
A bi-level generation expansion planning approach considering 
large-scale wind generation was proposed in this paper. The first 
phase is investment decision, while the second phase is 
production optimization decision. A multi-objective PSO 
(MOPSO) algorithm was introduced to solve this optimization 
problem, which can accelerate the convergence and guarantee 
the diversity of Pareto-optimal front set as well. The feasibility 
and effectiveness of the proposed bi-level planning approach and 
the MOPSO algorithm have been verified by a numerical test 
system. 
Keywords— Generation expansion planning; large-scale wind 
generation; Multi-objective PSO algorithm 
I.  INTRODUCTION 
The restructure and deregulation of the global power 
industry have introduced fundamental changes to the practices 
of power system planning. Generation expansion planning 
(GEP) is a large-scale, nonlinear, discrete, dynamic and highly 
constrained optimization problem that determines which 
generating units should be constructed and when should be 
committed online over the planning horizon in such a way that 
installed capacity meet forecasted demand. Maximizing 
expected profit during the planning periods is the objective of 
generation companies for investing in new power plants [1]. 
In recent years, increasing concern for energy security, 
fossil fuel shortage, and the environmental challenges turn to 
be an urgent problem. The renewable energy sources (RES) is 
the key strategy to solve these issues. Wind power generation 
is holding the first rank in terms of use and importance. In the 
last decade, the growth rate of the global installed wind 
capacity has been about 30% per annum [2]. Denmark, 
Germany, and Spain are the first few countries generating 20% 
of their electricity from wind turbines. However, wind resource 
is intermittent, stochastic and fluctuant, the large- scale 
integration of wind generation (WG) will bring new obstacles 
to power systems operation and planning.  
Over the past decade, several researches and literatures 
have been accomplished in GEP approach considering the WG 
integration. The impacts of regulatory interventions on wind 
power expansion generation planning are investigated in [3]. 
The reliability of composite generation and transmission 
system with large-scale WG integration can be found in [4], 
and the effect of wind and load forecast errors on the power 
system expansion planning is presented in [5]. A simple 
approach using the annual load duration curve to evaluate the 
potential base and peak load savings by the installation of wind 
power has been presented by [6]. An integrated power 
generation expansion planning model towards low-carbon 
(green) economy is proposed by [7]. The GEP in the pool 
market for a multi-time period (time horizon) in regional level 
is solved by [8]. A multi-objective and multi-period model is 
proposed for integrating RES long-term expansion planning, 
refer to [9]. 
Various approaches have been proposed to deal with GEP 
problem, early approaches [10] for the solution include 
dynamic programming, merit order loading, branch-and-bound 
methods, and cutting-plane techniques, such as Benders 
decomposition. Recently, people typically conclude that the 
heuristic approaches can provide “high-quality” solutions in an 
acceptable computational time, even for large-scale problems. 
Several meta-heuristic methods have already been introduced 
in literatures [11], e.g. Genetic Algorithms (GAs), Simulated 
Annealing, Ant Colonies, Particle Swarm Optimal Algorithms 
(PSOs), Expert Systems and Fuzzy Logic and combinations of 
GAs and Simulated Annealing. 
In this paper, based on the idea of decomposition 
coordination, a bi-level GEP approach considering large-scale 
wind generation is proposed. The first phase is investment 
decision, and the second phase is production optimization 
decision, including production simulation and maintenance 
scheduling. Accordingly, a MOPSO algorithm is introduced to 
solve this optimization problem, which can accelerate the 
convergence and guarantee the diversity of Pareto-optimal 
front set as well. Case study based on a numerical test system is 
conducted to demonstrate the feasibility and effectiveness of 
the proposed bi-level GEP approach and the MOPSO 
algorithm. 
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II. PROBLEM FORMULATION 
A. Bi-level Problem Description 
In the GEP approach, in this paper, one generation 
company aims at maximizing possible profits by deciding its 
investments in generation capacities. These capacities 
determine the maximum possible amount of energy production 
in the market. It is easy to see that this problem has an innate 
two-phase structure: first investment decisions are taken and 
then energy productions decisions should be optimized. 
The bi-level structure of this model underlines the opposing 
interest of the investing generation company and the market, as 
both interests are embodied by different objective functions. 
Moreover the bi-level formulation allows for the decoupling of 
investment and production decisions, which in reality are not 
taken at the same time but which are linked through the 
installed generation capacity, a fact that can literally be 
observed in the problem formulation [1]. 
B. Phase 1: Investment decision 
The investment optimization problem is formulated in (1). 
The objective function represented by (1) indicates total 
discounted profits over the planning period [3]. 
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where E is the expected benefits of investment planning; r is 
the discounted rate; k is the time step (yearly); Bk is the 
expected net profit. In each scenario k, Bek is the investor’s 
revenues obtained in the power market; Bfk and Brk are the 
revenue of wind firms obtained through Feed-in-tariff incentive 
and no carbon generation reward, respectively; Cik is the 
investment cost; Cvk is the operation cost; Cck is the CO2 taxes; 
Gk is the power generation except wind power; Gwk is the WG; 
Dk is the demand; Gwek is the WG expansion; Gek is the other 
generation expansion; Y is the number of candidate WG 
companies; X is the number of other candidate generation 
companies; PGwe is the power of WG; PGe is the power of other 
generation; PG is the total power generation; Mk is the price of 
electricity; Mc is the price cap.  
The formulation and calculation of Bek, Bfk, Brk, Cik, Cvk, and 
Cck could be found in [3].  (2) is the demand constraint. (3) and 
(4) are the bounds upon the decision variables. (5) is an 
auxiliary constraint that represents total power generation of 
every company for each scenario and load level. (6) is the price 
cap constraint to prevent increasing the price of electricity. 
C. Phase 2: Production decision 
For each scenario k, the production optimization decision 
could be divided into two sub-problems, i.e. production 
simulation and maintenance scheduling. 
1) Production simulation  
The objective of production simulation is the minimum 
expectation of generation curtailment with voltage and thermal 
constraints, which can be depicted as follows: 
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where, at the ith node, PGi and QGi are the active and reactive 
generation; PLi and QLi are the active and reactive load; PGCi 
and QGCi are active and reactive generation curtailment or 
increase; QCi is the reactive power generated/absorbed by a 
reactive compensation equipment; PINi and QINi are the 
injection active and reactive power; Sij is the load flows of 
branch ij; θ is the node voltage angle; and U is the node voltage 
magnitude; FL is the tap setting of the tap changer L. 
The optimization object (7) need subject to not only power 
flow equation constraints ((8) and (9)), but also the branch 
thermal constraint (10) and network voltage limits (11). The 
amount of active generation curtailed will be limited by the 
capacity of generation connected (12). Reactive power support 
is limited by the capacity of reactive compensation equipments 
installed (13). Reactive power curtailment may be correlated 
with the active power curtailment, which is modeled through 
(14). The tap changer setting will be optimized and can vary 
within the bounds given by (15). 
2) Maintenance scheduling 
The objective of maintenance scheduling (16) is the 
minimum risk of power system during generation maintenance 
(17) with the duration (18), frequency (19) and numbers (20) 
constraints, which can be formulated as follows: 
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where N is the number of generations; In each maintenance 
duration tD,n, PR,n is the LOLP (risk) of power system; PR,min is 
the minimum allowable risk of power system; tG,n is the start 
time of maintenance; In and Vn are the earliest and latest start 
time; λ is the minimum interval of twice maintenance; NtG,n is 
the number of  simultaneous maintenance. 
III. METHODOLOGY 
A. Classical PSO 
Particle swarm optimization is a relatively new technique 
for optimization of continuous non-linear functions. The 
individuals in a PSO have their own positions and velocities. 
Each particle moves in the search space with velocity, which is 
dynamically adjusted and balanced based on its own best 
movement (pb) and the best movement of the group (gb). If the 
best previous position of the i-th particle is recorded and 
represented as pi=( pb1, pb2, pb3, …, pbd) and the global best 
position is recorded and represented as gi= (gb1, gb2, gb3, …, 
gbd), the modification of velocity (vid) and position (xid) of the i-
th particle can be calculated by the current velocity and the 
distance from pi to gi as shown in the following formulas,  
      ( ) ( )1 1 2 2id i i id i idv w v c r p x c r g x= ⋅ + ⋅ − + ⋅ −            (21) 
                               id id ix x v= +                                      (22) 
where w is known as the inertia weight, c1 and c2 are two 
positive constants, r1 and r2 are random numbers in the range 
of [0, 1]. 
The important part in MOPSO is to determine the global 
best particle gi for each particle i of the population. In single 
objective PSO, the global best particle is determined easily by 
selecting the particle in the best position. In multi-objective 
optimization problems, each particle of the population should 
select its global best particle from the set of Pareto-optimal 
solution. 
B. Two-phase MOPSO 
Different from normal multi-objective optimization 
methods that either pay attention to the convergence rate with 
the cost of worse diversity of solutions or pay attention to the 
diversity of solutions with the cost of lower convergence rate 
and more computing time, the tow-phase guide MOPSO 
method introduced in this paper takes both the convergence 
rate and the diversity of solutions into account. The Sigma 
method is adopted to the first half of the evolution because of 
its fast convergence rate, and an approximated front of Pareto 
is found. And then an introduced ideal optimal particle method 
is adopted to the remaining half of the evolution that will 
promote the diversity of solution. This method can both obtain 
higher convergence rate and ensure better diversity of 
solutions. 
1) The steps of two-phase MOPSO  
Step 1: Initialize the parameters of two-phase MOPSO, 
including size of the swarm P, capacity of the archive A, PSO 
coefficients w, c1 and c2, and maximum iterations Z, t=0; 
Step 2: Randomly initialize the position and velocity of 
each particle in set P and set A. Set the initial position as the 
individual best position pi of each particle; 
Step 3: For t=1 to Z, 
• Update archive,  
• Select the global bests (gi) from A for each particle in 
the set P based on the strategy of two-phase guided,  
• Update position and velocity of every particle 
according to the (21)−(22),  
• If t<0.85Z, the particle is mutated according to the 
strategy,  
• Each particle in set P has a new location, if the current 
location is dominated by its personal best location (pi), 
then the previous location is kept, otherwise, the 
current location is set as the personal best location. If 
the particles are mutually non-dominated, one particle 
is selected randomly;  
• End.  
2) Strategy of archiving  
In normal MOPSO optimization algorithm, the global 
solution will be stored in the external archive. If the size of the 
archive exceeds the maximum size limit, it will be truncated 
using the diversity consideration by crowding distance 
mechanism to maintain the diversity of non-dominated 
solutions. 
The crowding distance of a solution provides the density of 
solutions around this solution. The crowding distance of a 
solution is the average distance between its two neighboring 
solutions. The boundary solutions which have the lowest and 
the highest objective function values are given an infinite 
crowding distance values so that they are always selected.  The 
final crowding distance value of a solution is computed by 
adding the entire individual crowding distances in each 
objective function. 
After all population members in the Pareto-optimal set are 
assigned a distance metric, each solution can be compared with 
other solutions in the set. A solution with a smaller crowding 
distance indicates that it is more crowded than other solutions 
and the diversity of the solution is smaller. On the contrary, a 
solution with larger distance indicates that the diversity of 
solutions is larger. 
Therefore, a solution with larger crowding distance will be 
reserved and one with smaller crowding distance will be 
deleted from the external archive to make solutions diversified. 
3) Strategy of two-phase guided 
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The selection of gi is the key of PSO algorithm. For multi-
objective problems, gi is related to the convergence speed of 
the algorithm and the diversity of solution. A two-phase guide 
gi selection strategy is introduced in this paper. Sigma method 
is adopted to the first half of the evolution because of its fast 
convergence rate,  and an approximated front of Pareto is 
found. And then, an introduced ideal optimal particle method is 
adopted to the remaining half of the evolution, which will 
promote the diversity of solution. 
a) Sigma method 
The Sigma method involves choosing the guide particle 
based on the similarity of the angular position in objective 
space. This method was proposed by Mostaghim and Teich 
[12], which was proved to have good convergence speed. For 
two-dimensional objective space, δ is defined as 
                              
2 2
1 2
2 2
1 2
f f
f f
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+
                                    (23) 
The guide particle of particles in set P is the particle that 
has the closest δ in set A.  
b) Ideal optimal particle method 
Defined fj
’ is regarded as the optimal value of the jth 
objective, and the point (f1, f2, …, fn) is called  ideal point. The 
optimal particle xI of the following equation is the ideal optimal 
particle 
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For a complex multi-objective optimization problem, the 
optimal value of the each objective and the corresponding 
optimal point tends to be unknown advance. In this paper, the 
previous optimal value of each objective in iterative process is 
regarded as fj
’. 
The process in which the guide particles are selected from 
set A is described as the following steps: 
• Calculate the optimal value fj
’ and the corresponding 
optimal particle x’ in set A; 
• According to (24), obtain the ideal optimal particle xI; 
• Compute the average of the optimal particle x’ and the 
ideal optimal particle xI, and regard and average value 
as gi. 
The value gi represents the optimal information of the each 
objective, achieves the global optimization of the algorithm, 
and is helpful to achieve the local depth search. 
c) Selecting guided particle strategy 
Sigma method which has faster convergence rate is adopted 
to the first n1-th generation of the evolution, and the ideal 
optimal particle method is adopted to the remaining (Z−n1)-th 
generation. 
4) Strategy of mutation 
The use of mutation operator in this MOPSO is needed 
because the algorithm may converge to local optimal fronts. 
Mutation probability (Pm) is reduced with the iteration of the 
algorithm according to 
                             1 gm
C
p
Z
= −                                        (25) 
where Cg is the number of current generation. For each particle, 
the variable mr is a random number in the range of [0, 1].  
If mr<Pg, the particle is randomly selected for mutation 
according to 
                   ( ) 11i r i ix m v xδ μ −= ⋅ ⋅ − ⋅ +                          (26) 
where μ points out the direction in mutation and δ controls the 
distance covered by a jump. In this paper, μ=3 and δ is set as 
±1 randomly. If the solution is beyond its boundary by 
mutation, it is moved to the corresponding boundary. 
C. GEP program flow 
The major GEP modules and the general flow of the 
program are shown in Fig. 1. In the planning procedure, several 
possible planning schemes could be generated. Then the best 
one is selected among them considering different factors. The 
factors concerned are so many that sometimes it is difficult for 
a planner to have all things considered merely by his past 
experiences. 
 Therefore, a Fuzzy satisfying decision making approach 
was introduced in this program, including three steps: 
boundary decision, normalization and decision analysis, which 
have been depicted in detail in [13]. 
 
Fig. 1. The bi-level GEP program flow 
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IV. CASE STUDY 
The proposed framework has been implemented on a test 
system. Initial data of the test system are collected from [14] 
and [15]. The test system has 17,000 MW generations as total 
installed capacity. The elastic demand is considered in this 
study. The planning horizon is assumed to be 5 years, and the 
probabilistic distribution function of wind power generation is 
evaluated in each year as shown in [3].The electricity market is 
assumed to be consisted by four companies, generation 
technologies regarding the ownership of the units by different 
companies are shown in TABLE I. 
TABLE I.  GENERATION TECHNOLOGIES 
 
The discount rate is set to be 6%, annual growth of the 
demand is supposed to be 6%, the price cap is considered 
80$/MWh, and  load coefficients are assumed to be 2, 1.5 and 
1 for peak, medium and base-load sub-period. Furthermore, the 
impacts of Feed-in-tariff incentives and no carbon generation 
reward on GEP schemes are also considered in this case study, 
which is assumed to be 30 $/MWh and 0.01 $/lbCO2, 
respectively. 
TABLE II.  GEP SCHEMES OF THE CASE 
The GEP schemes of this case study are presented in 
TABLE II, also including the wind penetration index, wind 
revenues, and average annual price. By investigating the results 
of Table 2, it is observed that the wind penetration has a 
notable increase from 6.36% to 21.24% (in the 5th year), the 
WG growth rate is around 4% per year. Obviously, the rapid 
growth of wind revenues will definitely promote more WG 
companies to invest. The average annual price increased every 
year is due to the WG company premium has been 
accumulated. 
V. CONCLUSION 
A bi-level GEP approach considering large-scale wind 
generation is proposed, the first phase is investment decision, 
and the second phase is production optimization decision, 
including production simulation and maintenance scheduling. 
And its solving algorithm based on the two-phase MOPSO is 
also induceded in this paper. The planning results of the 
numerical test system show that, for a large and practical 
system, the proposed bi-level GEP method can effectively 
enhance the WG installation in any arbitrary year before the 
horizon. Considering economic and reliability, the best 
planning schemes can be put forward by the introduced two-
phase MOPSO, which shows its superiority as well. 
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