A trial function for the ground state of the antiferromagnetic linear chain leads to an equation for an upper bound of the ground-state energy per spin. This equation is solved exactly.
INTRODUCTION
In a previous paper ~1~ (henceforth referred to as I), an approximate value of the ground-state energy per spin of a linear antiferromagnetic system was determined with a renormalization procedure. In the present work we consider the same system, but now an upper bound of the ground-state energy is found with a trial function, renormalization techniques leading to a fimctional equation of a special type. Other applications of renormalization techniques for quantum spin systems can be found in the papers given in Ref. 2 .
The interaction in our model is of the Heisenberg type, coupling neighbor spins and next-nearest neighbors. We only consider isotropic interactions, but our method may be readily applied to all kinds of spin systems. Restriction to spins S = 89 is essential for our method.
Again the system is divided into cells of three spins, as was done in I, and again we consider the product state of the ground states of the different cells as our zeroth-order ground state. So far our new approach is identical 1 Twente University of Technology, Enschede, The Netherlands.
to the one exposed in I. A recapitulation of the essential steps is found in Section 2 of this paper.
In Section 3 a unitary operator is introduced, containing a variational parameter, which, for an appropriate choice of the value of the parameter, will improve the ground state. Instead of transforming the ground state we may, equivalently, transform the Hamiltonian. Projecting the transformed Hamiltonian onto the manifold of the zeroth-order ground state, a reproduction of the original Hamiltonian is found, in the same way as in I. This reproduction leads to a functional equation for an upper bound of the groundstate energy per spin, the equation connecting values of this energy for different 7, the ratio between next-nearest-neighbor and nearest-neighbor interaction constants. The functional equation also contains the variational parameter, for which an optimal value should be found. Section 4 is devoted to the derivation of the equation on the basis of the scaling procedure in Section 3.
Having derived the functional equation, we have reduced the problem to a purely mathematical one, which is solved exactly in Section 5. In the first instance a solution was computed by an iteration process. The numerical solution suggested an analytic one, which was found indeed. We could only prove, however, that this solution corresponds to a relative minimum, whereas we believe that our choice of the variational parameter corresponds to an absolute minimum. In Section 6 a short discussion of our results is given and a comparison with other results for the same problem is made. (~-7)
HAMILTONIAN AND ZEROTH-ORDER GROUND STATE
We summarize the division of the Hamiltonian of the chain into a part corresponding to internal interactions in the cells of three spins and a part representing the interaction between cells. As was stressed in I, renormalization methods may also be generalized by taking cells of a larger odd number of spins.
For the case of cells of three spins we have
H=Ho+H'
Ho = ~ Ho,k, The solution of the zeroth-order secular problem is written in a compact form by the formula H010, m~) = 89 me) (3) in which N stands for the total number of spins, which is considered to be large (N-+ oo). In (3) , N/3 equals the number of cells. The next section is devoted to the introduction of a suitable unitary transformation, after which the transformed Hamiltonian may be projected to give a reproduction of the original Hamiltonian in the form of a Hamiltonian for cell spins.
VARIATIONAL OPERATORS AND PROJECTION OF THE HAMILTONIAN
We now introduce a suitable unitary transformation, which depends on a real parameter. This unitary operator may be considered to transform the highly degenerate ground state. The total Hamiltonian (1) may be projected onto this transformed set, the projection resulting in a reproduction of the original secular problem, the original spins being replaced by cell spins (S' = 89 corresponding to the Kramers doublets introduced in (2). The projection can be optimized by choosing the right value for the parameter, as ,Jr be explained in Section 4.
In the following, however, we shall use a procedure that is mathematically equivalent. We first transform the Hamiltonian and then project onto the original set (2) .
The unitary operator is of a rather simple structure, being a product of terms pertaining to two adjacent cells, all terms commuting with one another
The operators P are well-known spin-exchange operators (3) with the properties P-Z(1,2) = P+(1, 2) = P(1, 2)P12
from which follows in an easy way
It should further be stressed that u(a) has the full translational symmetry of the lattice of cells.' The zeroth-order projection operator, projecting onto the set ]0, mk> of (2), may be written as follows:
m e = • 112
It projects onto the space corresponding to the lowest eigenvalue of H0, which has dimension 2 N/3. The projection of Ho is
In this formula 1 (1) is the unit operator in the said space of dimension 2 m3. Now we consider a transformed projection operator
and the corresponding projection of the total Hamiltonian H
PI(a)HPI(a) = u(a)Pou(a)+ Hu(a)Pou(a) +
Instead of (10) we consider the projected operator
which has the same eigenvalues as (10). In this paper we are only interested in an upper bound for the lowest eigenvalue of H and it is easily seen that such an upper bound is found in the lowest eigenvalue of H (1). More generally an upper bound for this last eigenvalue will also limit the lowest eigenvalue of H. It turns out that in our special example H (1) is a reproduction of H in terms of cell spins defined below, apart from an additive and a multiplicative constant:
( 89 ~t
The first step in our calculations is the determination of u(a)+Hu(a), for which we start with the transformed operators corresponding to the spins Sak ~ ~, $3~ of one cell. These are easily calculated on the basis of (4) and (5): 
The next step in our analysis is the projection of the transformed parts of the total Hamiltonian and for this projection we need expressions for the projected operators for the individual spins and the dyadic forms in terms of two spins of the same cell. These projections were given already in I and they are reproduced here in Table I . Now the projections of the transformed operators given in (15) and (16) are easily determined and from this projection the Hamiltonian H (~ for the scaled system follows immediately. The projec- In (19) and (20) we have introduced the new variable x, which gives an important simplification of the formulas. We still have the freedom to choose for x any value between zero and one [a is real as a consequence of the u(a) being unitary]. In the next section it is shown how the optimal value for x is chosen, in order to get the best value for the upper bound of the lowest energy per spin.
E Q U A T I O N FOR T H E U P P E R B O U N D OF T H E G R O U N D -S T A T E E N E R G Y
As was already stated in the previous section, the lowest eigenvalue of H has an upper bound given by the lowest eigenvalue of H (1). Introducing the symbols flY) and e (1)(x, 7) for the respective energies per spin, we have the inequality
E(7") <<. c(1)(x, 7") = Co(X, ~,) + 89
as follows from (12). The factor 1/3 is a consequence of the fact that the number of cells is 1/3 of the total number of spins in our special case. For the case Co(X, y) >1 0 the inequality (21) may be used an unlimited number of times, which results in a series in terms of an infinite number of parameters x (s), s = O, 1, 2, 3 ..... We make the supposition that this series converges in a neighborhood of the set of values for x (~) that corresponds to the optimal value for the series giving the lowest upper bound for E (7) . Under this condition we may write <. Eo(X, 7) + ~Co(X, r)%(x% p)(x, ~,))
• %(x (~', p)(x% p'(x, 7)) +""
_ _~176 __ _Fs-1 ] 
7(t) = 7(1)(x(t-1), ),(~-1)),
x Formula (24) certainly gives an upper bound for ~, but it is not certain that this is identical with the solution of (23). We come back to this point at the end of Section 5. The solution of (24) is independent of the condition Co(X, 7)
>/ 0. The three functions ~o, Co, and 7 (~) are given by (20). Now the determination of the lowest upper bound for the energy per spin is reduced to a mathematical problem, the solution of which is given in the next section.
THE UPPER BOUND OF THE GROUND-STATE ENERGY PER SPIN
A first step to the solution of (24) was made in a purely analytical way. The function ~ (7) is continuous, with the exception of the point 7 = 72, for which there is a finite discontinuity. The curve ~* (7) is shown in Fig. 1 .
G r o u n d -S t a t e Energy of an A n t i f e r r o m a g n e t i c Chain
Having found the analytical solution, it is easy to prove that this solution obeys (24) in such a sense that for each of the four parts of the curve, ~(7) corresponds to a local minimum, which is a boundary extremum for 7 < 71 and 7 > 73. The function 7(1)(~ (7) 
CONCLUDING REMARKS
In Fig. 1 we have also plotted some former results for the same problem. We show the upper bound calculated by Niemeijer (r ~N=4 1 1 ~r ~r 2 + ~-~ = --1.6785 + 0.81067 and also the curve e(7 ) corresponding to the perturbation calculation of I.
We should mention the exact result for 7 = 0, given by Hulth~n (5) ~(0) = 1 -4 log 2 = -1.7726
For a survey of the results for the linear chain we refer to a paper by Thompson. (6) For the sake of clarity we have not drawn the results of Majumdar and Ghosh(7) for a chain of ten spins. These results were compared with e(7) in our previous paper. (1) It is clear that e* (7) gives an improved upper bound as compared with Niemeijer's results for 7 ~> 0.5. It also shows the same global dependence on 7 as c(7 ) and the curve of Majumdar and Ghosh. We further believe that for Y -+ 1 the curve for E(7 ) is below the exact result, because ~(7) diverges to -oo for y--~ I.
