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Resumen
En este trabajo se lleva a cabo el modelamiento estad´ıstico de datos provenientes de un
ensayo experimental realizado en el Instituto Colombiano Agropecuario ICA en 1983. En el
ensayo se considera un disen˜o en bloques completamente aleatorizado para estudiar el grado
de pudricio´n de mazorcas en nueve variedades de ma´ız. Como la variable respuesta de intere´s
eran conteos, se procedio´ a modelar estos datos inicialmente sin tener en cuenta la sobredis-
persio´n, pero como se encontro´ en algunos grados evidencia de este feno´meno se procedio´ a
modelarlo alternativamente con el modelo Binomial Negativo para efectos de modelar esta
sobredispersio´n. Adicionalmente se trabajo con el me´todo GSK propuesto por Grizzle et al.
(1969), el cual busca modelar datos de conteos v´ıa ajuste ponderado de modelos lineales
bajo normalidad, y por u´ltimo se ajustaron los datos sobre los grados de pudricio´n en este
disen˜o en bloques con el modelo multinomial.
Como resultado a destacar en el desarrollo del trabajo, se encontro´ que dependiendo el
grado de pudricio´n, los modelos propuestos fueron distintos. En el caso concreto del grado
de pudricio´n 3 (G2) no fue necesario ajustar con modelos de sobredispersio´n, basto con
ajustar un modelo Poisson, en los otros grados de pudricio´n fue necesario ajustar un modelo
Binomial Negativo debido a que se encontro´ que hab´ıa presencia de sobredispersio´n. Cuando
se ajusto´ por el me´todo GSK, los resultados mostraron una subestimacio´n o sobrestimacio´n,
por lo tanto este me´todo no es recomendado para datos de conteo con o sin presencia de
sobredispersio´n.
Palabras clave: Sobredispersio´n, modelo Binomial Negativo, regresio´n Poisson, modelo
multinomial.
xAbstract
This work is carried out statistical modeling of data from an experimental trial conducted
in the Colombian Agricultural Institute (ICA) in 1983. The trial is considered a completely
randomized block design to study the degree of rot in nine ears of corn varieties. As the
response variable of interest were counts, we proceeded to model these data initially without
considering overdispersion, but as found in some degree evidence of this phenomenon is al-
ternatively proceed to model it with the Negative Binomial model for purposes of modeling
this on overdispersion. Additionally, working with the method proposed by GSK Grizzle et
al. (1969), which seeks to model count data adjustment via weighted linear models under
normality, and finally adjusted the data on the levels of decay in this block design with the
multinomial model. As a notable result in the development of work, it was found that de-
pending on the degree of decay, the proposed models were different. In the case of the degree
of rot 3 (G2) was not necessary to adjust for overdispersion models, coarse with a Poisson
model fit in the other degrees of decay was necessary to adjust a Negative Binomial model
because it was found that was present over- dispersion. When adjusted for GSK method, the
results showed an underestimation or overestimation, so this method is not recommended
for count data with or without the presence of overdispersion.
Keywords: overdispersion, negative binomial model, Poisson regression, multinomial
model.
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1. Introduccio´n
En investigacio´n experimental y no experimental es frecuente que se tenga intere´s en analizar
datos cuya caracter´ıstica son conteos, proporciones con estructura binomial o proporciones
continuas. Casos frecuentes de este tipo de datos los encontramos en a´reas como finanzas,
ecolog´ıa o medio ambiente, a´reas biolo´gicas y me´dicas entre otras. Como ejemplos espec´ıficos
de este tipo de datos se pueden mencionar: nu´mero de mazorcas clasificadas en cada grado de
pudricio´n, nu´mero de insectos atrapados en trampas, nu´mero de accidentes en una aerol´ınea
en un intervalo de tiempo, el nu´mero de visitas al me´dico en un an˜o, el nu´mero de fa´rmacos
prescritos, entre otros.
Para el ana´lisis de este tipo de datos, la teor´ıa estad´ıstica ha venido proporcionando va-
rios desarrollos teo´ricos, encontrando que hay una gran variedad de me´todos estad´ısticos los
cuales esta´n basados en ajustes de modelos lineales cla´sicos como es el uso del me´todo GSK
propuesto por Grizzle et al. (1969), el cual se emplea para trabajar modelos lineales con
datos catego´ricos, o los me´todos recientemente propuestos en la literatura, los cuales estan
soportados en la teor´ıa de los modelos lineales generalizados y los modelos de sobredispersio´n,
en el caso concreto de datos de conteos estos se deben estudiar como datos que provienen de
la distribucio´n Poisson. Este trabajo se centra en el ana´lisis de datos de conteos, los cuales
deben modelarse teniendo como base la distribucio´n Poisson. Como resultado importante de
esta distribucio´n se tiene que:
En 1837 se obtiene la distribucio´n Poisson como caso l´ımite de la binomial cuando existe un
nu´mero de realizaciones observadas (n) grande y la probabilidad de e´xito asociada al evento
de intere´s es pequen˜a.
Posteriormente en 1898 Bortkiewcz realiza una de las primeras aplicaciones de esta distribu-
cio´n la cual consistio´ en modelar el nu´mero de muertes anuales causadas por patadas de
mulas en el eje´rcito de Prusia, los datos de estos eventos se pueden encontrar en el libro
titulado The Law of Small Numbers y luego Greenwood & Yule (1920) obtuviero´n una gen-
eralizacio´n de la distribucio´n Poisson a la Binomial Negativa.
Otro punto importante en el desarrollo de los modelos de regresio´n de datos de conteos, fue
la aparicio´n de los “Modelos Lineales Generalizados”descritos por primera vez por Nelder &
Wedderburn (1972) y desarrollados por McCullagh & Nelder (1989), quienes desarrollaro´n
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la regresio´n Poisson como caso especial de estos modelos.
Sin embargo, el investigador al implementar el modelo de regresio´n Poisson se enfrenta con
el supuesto de la igualdad de la media y la varianza, que en la vida real pocas veces se
cumple, puesto que por lo general los datos Poisson son equidispersos y lo que realmente
puede suceder es que la varianza que exhiban los datos sea mayor que la varianza teo´rica del
modelo, es decir haya presencia de sobredispersio´n. McCullagh & Nelder (1989) sen˜alan que
cuando se trabaja con datos de conteos se debe prever este feno´meno.
En Hinde & Demetrio (2007) se encuentra un amplio desarrollo teo´rico para modelar datos
en presencia de sobredispersio´n. Entre ellos se encuentran los modelos de media- varianza que
asumen una forma general de la funcio´n de varianza incluyendo para´metros adicionales y los
modelos en dos etapas o compuestos, que asumen que el para´metro asociado a la respuesta
no es fijo sino que tiene alguna distribucio´n de probabilidad conocida. Cox (1983) obtuvo el
modelo Binomial Negativo a partir de la distribuciono´n Poisson tomando el para´metro de
esta distribucio´n como una variable aleatoria que se distribuye Gamma y, encontro´ que este
modelo se puede usar como alternativa para corregir la sobredispersio´n. Teniendo en cuenta
los resultados de Cox (1983), Morales & Lo´pez (2008) implementaron y aplicaron el modelo
en dos etapas y propusieron una prueba para la sobredispersio´n constante.
Considerando el amplio campo de aplicacio´n de los modelos para datos de conteos, en este
trabajo se exponen los resultados de un experimento realizado en el Centro Nacional de
Investigaciones Agropecuaria ICA, cuyo objetivo fue evaluar el grado de pudricio´n de ma-
zorcas, causados por el hongo Fusarium, S.P en la variedad de ma´ız sogamosen˜o, teniendo
como ensayo experimental un disen˜o en bloques completos con seis repeticiones (bloques).
El abordaje inicial para el ana´lisis de los datos provenientes de este ensayo, se hizo a trave´s
de la metodolog´ıa GSK propuesta por Grizzle et al. (1969), como puede verse en el trabajo
propuesto por Lo´pez & Chavez (1984).
El me´todo GSK analiza los datos como si fueran normales, esto por supuesto no es adecuado
por tratarse de datos de conteos, por lo cual surge la necesidad de analizar este conjunto
de datos a trave´s de procedimientos alternativos como los modelos de regresio´n Poisson, la
regresio´n basada en la distribucio´n Binomial Negativa (por la presencia de sobredispersio´n)
y la estimac´ıon basada en el modelo Multinomial.
En el desarrollo de este trabajo inicialmente se presenta una breve revisio´n teo´rica de los
modelos lineales generalizados (MLG), enfatizando en los me´todos de estimacio´n, se estudia
la regresio´n Poissson (MP), el modelo Multinomial y la metodolog´ıa basada en la propuesta
de Grizzle et al. (1969); posteriormente en el tercer cap´ıtulo se muestran los resultados de los
3modelos de regresio´n Poisson, binomial negativo y multinomial, en donde se estudio´ el caso
de la sobredispersio´n en el modelo de regresio´n Poisson. Finalmente en el cuarto cap´ıtulo se
exponen las respectivas conclusiones y recomendaciones del trabajo.
2. Revisio´n teo´rica
En este cap´ıtulo se presenta una breve descripcio´n teo´rica de los modelos que reporta la
literatura para el ana´lisis de datos donde la respuesta son conteos; se hace una revisio´n breve
de la familia exponencial, modelos lineales generalizados (GLM), as´ı como de la regresio´n
Poisson, los modelos basados en la distribucio´n Binomial Negativa (MBN) y modelo multi-
nomial. Del mismo modo se hace una revisio´n del me´todo GSK desarrollada por Grizzle et al.
(1969) para los modelos con datos catego´ricos (de conteos) trabajados en forma normal.
2.1. Familia exponencial
De acuerdo con Dobson (2002) si se tiene una variable aleatoria cuya funcio´n de distribucio´n
de probabilidad depende de un so´lo para´metro digamos θ, la distribucio´n pertenece a la
familia exponencial si se puede escribir en la forma:
f(y, θ) = exp[a(y)b(θ) + c(θ) + d(y)] (2-1)
donde las funciones a(.), b(.), c(.), d(.) son funciones conocidas, si a(y) = y se dice que la
distribucio´n esta´ en la forma cano´nica natural y b(θ) se conoce como la distribucio´n del
para´metro natural.
En McCullagh & Nelder (1989), la ecuacio´n ( 2-1) la escriben de la forma:
f(y, θ, φ) = exp
[
yθ − b(θ)
a(φ)
+ c(y, φ)
]
(2-2)
donde a(φ) > 0, es una funcio´n del para´metro de dispersio´n que representa el para´metro de
escala. θ es llamado el para´metro cano´nico, el cual se asocia a la localizacio´n.
Si en (2-2) se obtiene el logaritmo de la funcio´n de verosimilitud entonces la derivada con
respecto a θ esta´ dada por:
U =
∂(l(θ, φ; y))
∂θ
=
y − b′(θ)
a(φ)
(2-3)
(2-3) es llamada la funcio´n score, la cual cumple las siguientes propiedades: E(U) = 0 y
V ar(U) = −E(U ′) .
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Si en (2-3) se obtiene el valor esperado y se iguala a cero, entonces se sigue que E [Y ] = b
′
(θ)
y al obtener en (2-3) la primera derivada con respecto a θ y por propiedades de la fucino´n
score se tiene que V ar(U) = b
′′(θ)
a(φ)
. Los desarrollos formales de estos resultados pueden
encontrarse en Dobson (2002), Hinde & Demetrio (2007) entre otras.
En la siguiente seccio´n se hace un breve desarrollo sobre los modelos lineales generalizados,
los cuales tienen gran ı´nteres en el desarrollo de este trabajo.
2.2. Modelos lineales generalizados (GLM)
Sean Y1, ..., Yn variables aleatotrias independientes, cada una con distribucio´n de la fami-
lia exponencial, como en (2-1) y (2-2), las cuales satisfacen las siguientes tres condiciones
caracter´ısticas:
1. Componente aleatoria: especifica la distribucio´n de probabilidad de la variable res-
puesta. Las observaciones independientes Yi, i = 1, ..., n son ide´nticamente distribuidas
pertenecientes a la familia exponencial en forma cano´nica.
2. Componente sistema´tica: asocia a cada valor de la variable respuesta Yi, i = 1, ..., n
un vector de covariables xti = (xi1, ..., xip) de dimensio´n p, que multiplicado con otro
vector fijo de para´metros desconocidos β = (β1, ...βp) da como resultado el i − e´simo
predictor lineal ηi = x
t
iβ.
En notacio´n matricial se puede escribir η = Xβ donde η es un vector de orden n× 1,
X es la matriz de disen˜o del modelo de orden n× p y β es el vector de para´metros.
3. Funcio´n de enlace : funcio´n mono´tona y diferenciable g(.) , que relaciona la media de
la variable respuesta con el predictor lineal ηi de la siguiente forma: g(µi) = ηi = x
t
iβ
con i = 1, .., n
La funcio´n g(.) proporciona una escala lineal de relacio´n entre la media y el vector de
covariables.
La combinacio´n de estos tres componentes define completamente un GLM, en el que
se busca estimar β y el para´metro de dispersio´n φ (en algunos casos como en la distri-
bucio´n binomial y Poisson este para´metro es igual a uno).
2.2.1. Estimacio´n e inferencia
El procedimiento de estimacio´n ma´s conocido en GLM esta´ basado en el me´todo de la
ma´xima verosimilitud, el cual consiste en solucionar para β el logaritmo que maximiza la
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verosimilitud que segu´n McCullagh & Nelder (1989) esta´ dada por:
l(µ(β), φ; y) =
n∑
i=1
[
yiθi − b(θi)
a(φ)
+ c (y, φ)
]
=
n∑
i=1
li(µi(β), φ; yi) (2-4)
Para obtener la estimacio´n de ma´xima verosimilitud de los para´metros βj se derivan las
funciones de verosimilitud de la forma siguiente:
Uj =
∂l(µ(β),φ;y)
∂βj
= 0 j=1,. . . ,p con βj el j-e´simo elemento de β
Uj se define como la es j-e´sima componente de la funcio´n score. Al derivar la funcio´n U
parcialmente con respecto a βj, aplicando la regla de la cadena se tiene el siguiente sistema
de ecuaciones:
Uj =
∂l (µ (β) , φ; y)
∂βj
=
n∑
i=1
∂li (µ (β) , φ; yi)
∂βj
=
n∑
i=1
∂li
∂θi
∂θi
∂µi
∂µi
∂ηi
∂ηi
∂βj
para j = 1, . . . , p donde cada te´rmino del lado derecho de la expresio´n anterior queda
determinado por:
∂li
∂θi
= yi−b
′
(θi)
a(φ)
= yi−µi
a(φ)
∂θi
∂µi
= 1∂µi
∂θi
= 1
b′′(θi)
∂µi
∂ηi
= 1∂ηi
∂µi
= 1
g′ (µi)
∂ηi
∂βj
= xij
con estos resultados se tiene que la j-e´sima componente de la funcio´n score omitiendo el
para´metro de dispersio´n esta´ dada por
Uj =
n∑
i=1
∂li
∂θi
∂θi
∂µi
∂µi
∂ηi
∂ηi
∂βj
=
n∑
i=1
(Yi − µi)
a (φ)
1
V ar (Yi)
∂µi
∂ηi
xij ; j = 1, . . . , p (2-5)
La estimacio´n de ma´xima verosimilitud de β denotada por βˆ se obtiene de la solucio´n de
(2-5) cuando Uj = 0. El proceso de estimacio´n se desarrolla por medio de me´todos nu´mericos
iterativos como el de Newton Raphson o una variante del mismo, conocida como el algoritmo
de Fisher -Scoring, (ver detalles en McCullagh & Nelder (1989)). Cuando el modelo incluye
un para´metro φ desconocido, se acostumbra a no incluirlo en las ecuaciones dadas en (2-5),
en lugar de ello la estimacio´n se hace como funcio´n de los residuales de Pearson generalizado,
los cuales segu´n McCullagh & Nelder (1989) esta´n definidos como:
a
(
φˆ
)
=
1
n− p− 1
n∑
i=1
(yi − µˆi)2
V ar(µˆi)
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La inferencia en un GLM esta´ basada en el estad´ıstico de desvio. Este estad´ıstico se funda-
menta en la prueba de razo´n de verosimilitud, el cual es dado por:
D = 2{l[βˆmax; y]− l[βˆ; y]}
donde βˆmax se define como el estimador de ma´xima verosimilitud para β en un modelo sa-
turado (con tantos para´metros como vectores de covariables xti distintos tenga el modelo)
con m para´metros y βˆ estimador de ma´xima verosimilitud para el modelo de intere´s con p
para´metros. El estad´ıstico desvio tiene una distribucio´n asintotica chi-cuadrada con m − p
grados de libertad.
Este estad´ıstico a su vez proporciona una forma de juzgar la bondad de ajuste del modelo; ya
que valores muy grandes en el desvio conlleva a que haya una o ma´s fuentes de variabilidad
no explicadas por el modelo.
En el caso de una respuesta de conteo, t´ıpicamente se plantea un GLM cuya componente
aleatoria es una variable de Poisson. Este modelo distribucional posee la restriccio´n de igual-
dad entre la media y la varianza; sin embargo otra opcio´n (aunque menos frecuente) es
modelar la respuesta de conteo por medio de una distribucio´n Binomial Negativa.
Residuales
Segu´n McCullagh & Nelder (1989) para modelos lineales normales se puede expresar la
variable dependiente en la forma
Y = µˆ+ (Y − µˆ)
es decir, dato = valor ajustado + residual.
Los residuales pueden ser usados para explorar la adecuacio´n del ajuste de un modelo con
respecto de la escogencia de la funcio´n de varianza, funcio´n de enlace y te´rminos en el pre-
dictor lineal. Los residuales pueden tambie´n indicar la presencia de valores at´ıpicos los cuales
requieren una mayor investigacio´n.
Los modelos lineales generalizados requieren una definicio´n ma´s amplia de los residuales, ya
que la distribucio´n de estos estos van a depender de la distribucio´n que sigue la variable de-
pendiente del modelo de intere´s. Adema´s es adecuado que estos residuales puedan ser usados
para el mismo propo´sito que los residuales normales esta´ndar.
A continuacio´n se presentan algunos tipos de residuales ampliamente estudiados en los mode-
los lineales generalizados, se presentan especificamente los residuales de Pearson, residuales
de Anscombe y los residuales de componentes de desvio.
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a. Residuales de Pearson
Los residuales de Pearson esta´n definidos por:
rpi =
Yi − µˆi√
V (µˆi)
(2-6)
donde los Yi son los valores observados y los µˆi son los valores ajustados. El nombre de estos
residuales se toma del hecho que para la distribucio´n Poisson, los residuales de Pearson son
precisamente la ra´ız cuadrada de la componente de la estad´ıstica de bondad de ajuste X2
de Pearson, los cuales satisfacen que
∑
r2pi = X
2
b. Residuales de Anscombe
Para MLG con variable dependiente no normal, la distribucio´n de los residuales de Pearson
es a menudo asime´trica. Con el fin de superar esta dificultad Anscombe (1953) propuso
un residual que utilizaba una funcio´n A(Y ) en lugar de Y en la derivacio´n de residuales
McCullagh & Nelder (1989). La funcio´n A() es elegida para hacer la distribucio´n de Y lo
ma´s normal posible y viene dada por:
A(Y ) =
∫
du
3
√
V ar(u)
donde el residual esta dado por:
rAi =
A(Yi)− A(µˆi)
A′(µˆi)
√
V ar(µˆi)
(2-7)
c. Residuales de Desvio
El residual ma´s utilizado en MLG es el residual de componente de desvio, el cual se basa
en la contribucio´n de desvio global aportada por cada observacio´n, de forma similar a los
residuales de los modelos normales. As´ı el desvio juega un papel clave en las derivaciones del
MLG y en las inferencias de los resultados. Estos se definen como:
rDi = sign(Yi − µˆi)
√
di (2-8)
donde los Yi son los valores observados, los µˆi son los valores ajustados y di es la contribucio´n
individual al desvio.
2.3. Regresio´n Poisson
En la siguiente seccio´n se presenta un resumen teo´rico de la regresio´n Poisson, ya que esta fue
la base para ajustar el modelo a los datos provenientes del ensayo experimental de referencia.
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Los modelos de regresio´n Poisson son ampliamente utlizados en el ana´lisis de datos de con-
teos, para los cuales se considera como variable dependiente por ejemplo los conteos que se
presentan en un intervalo de tiempo, en un determinado espacio o regio´n. Algunos ejemplos
de este tipo de variables son el nu´mero de insectos en una planta, el nu´mero de accidentes
de transito reportados en una ciudad en un per´ıodo de tiempo, nu´mero de mazorcas podri-
das luego de haber sido sometidas a un tratamiento, etc. Como la variable dependiente Y
representa conteos, entonces esta sigue una distribucio´n Poisson, es decir, Y ∼ Poisson (µ)
y su funcio´n de densidad de probabilidad esta dada por
fY (y) =
{
e−µ µ
y
y!
,
0,
y = 0, 1, . . .
e.o.c
Adema´s la variable aleatoria Y con distribucio´n Poisson de para´metro µ se caracteriza por
tener valor esperado y varianza igual, es decir E(Y ) = µ y V ar(Y ) = µ. Una propiedad
importante de esta´ distribucio´n, es que si se considera Y1, . . . , Yn variables aleatorias inde-
pendientes con distribucio´n Poisson, entonces la suma de las Y1, . . . , Yn variables aleatoria
tambie´n se distribuye Poisson, es decir, si Yi ∼ Poisson (µi) entonces
Y1 + . . .+ Yn ∼ Poisson (µ1 + . . .+ µn)
.
La distribucio´n de una variable aleatoria Poisson pertenece a la familia exponencial, ya que
se puede escribir en la forma (2-2) de la siguiente manera fY (y, µ) = exp {ylnµ− µ− lny!}
donde se observa que el para´metro natural es θ = ln(µ), el para´metro de escala φ = 1 la fun-
cio´n de varianza es V ar(Y ) = µ y la funcio´n de enlace natural es la funcio´n logaritmo natural.
Si se supone ahora que las variables aleatoria Yi, i = 1, . . . , n representan conteos con medias
µi, entonces el modelo Poisson esta´ndar asume que
Yi ∼ Poisson(µi) con V ar (Yi) = µi (2-9)
Luego en forma general en estudios donde se busca modelar datos con la regresio´n Poisson se
pretende representar la media de una variable de tipo conteo teniendo en cuenta un conjunto
de covariables o factores de intere´s, los cuales van a estar relacionados como
µi = niθi
donde θi depende de las variables explicativas (xi1, xi2, . . . , xip). La cual es usualmente mo-
delada por θi = e
xtiβ por tanto el modelo lineal generalizado es
E (Yi) = µi = nie
xtiβ (2-10)
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la funcio´n de enlace natural es la funcio´n logaritmo natural la cual se expresa de la siguiente
manera
ln (µi) = ln (ni) + x
t
iβ (2-11)
en la ecuacio´n (2-11) el te´rmino ln(ni) se conoce como una variable offset, el cual hace que
la especificacio´n de la componente lineal del modelo Poisson esta´ndar.
La estimacio´n de los para´metros β en el modelo (2-10) se hace v´ıa estimacio´n de ma´xima
verosimilitud. Si se utiliza el enlace cano´nico o natural en este modelo, las ecuaciones de
score y el estad´ıstico de desv´ıo, segu´n Dobson (2002) para el modelo de refrencia toman la
forma:
Ui =
n∑
i=1
[
yi − exp(xtiβ)
exp(xtiβ)
]
xij exp(x
t
iβ) j = 0, 1, ..., p,
y
D = 2
n∑
i=1
{
yi ln
(
yi
exp(xtiβ)
)
− (yi − exp(xtiβ))
}
(2-12)
Una vez obtenidos los estimadores, se busca una mejor interpretacio´n de los resultado. Di-
chos resultados van encaminados a observar el impacto que tienen las variables explicativas
al momento de explicar la media en la variable respuesta, en la aplicacio´n estas variables
explicativas pueden ser:
a. Variables indicadoras.
b. Variables continuas.
Para el caso a , una manera de obtener una interpretacio´n es por medio del Riesgo Relativo
(RR), esta´ estad´ıstica es dada por:
RR =
E(Yi|presencia)
E(Yi|ausencia) =
nie
β0+...+xiβi+...+xkβk
nieβ0+...+xi−1βi−1+xiβi...+xkβk
= eβi
Como su nombre lo indica, la estad´ıstica da a conocer cua´nto riesgo se va a tener si se expone
al contexto creado en presencia de la variable indicadora.
Para el caso b, la metodolog´ıa para encontrar una interpretacio´n es similar. Por medio del
RR aplicado en el modelo de referencia va a dar la informacio´n de lo que ocurre con la media
de los datos si aumenta en una unidad la variable explicativa, su forma matema´tica es dada
por:
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RR =
E(Yi|xi + 1)
E(Yi|xi) =
nie
β0+...+(xi+1)βi+...+xkβk
nieβ0+...+xi−1βi−1+xiβi...+xkβk
= eβi
Residuales
En el modelo de regresio´n Poisson los residuales (diferencia entre los valores estimados y los
valores observados) ma´s utilizados son:
a. Desvio Residual
En el modelo Poisson la funcio´n de desvio dada en (2-12) se puede escribir como
D = 2
∑
oiln(
oi
ei
)
donde oi y ei denotan los valores observados y estimados respectivamente. As´ı en el modelo
Poisson el valor de D puede ser calculado directamente de los datos, y ser comparado con la
distribucio´n X2n−p donde p es el nu´mero de para´metros s a estimar.
Luego la i-e´sima componente del desv´ıo residual para el modelo Poisson es
rDi = sig (oi − ei)
√
2
[
oilog
(
oi
ei
)
− (oi − ei)
]
, i = 1, 2, . . . , N
de modo que D =
∑
rD
2
i
b. Residuales de Pearson
Los residuales de Pearson para el modelo de regresio´n Poisson son definidos por rpi =
oi−ei√
ei
donde oi y ei denotan los valores observados y estimados respectivamente, de modo que
X2 =
∑
r2pi =
∑ (oi − ei)2
ei
La estad´ıstica X2 al igual que D puede ser comparada con la distribucio´n X2n−p donde p es
el nu´mero de para´metros a estimar.
2.4. Sobredispersio´n
En muchas situaciones pra´cticas, cuando se ajusta un modelo lineal generalizado a un con-
junto de datos, se puede observar un desvio mucho ma´s grande que el esperado por el modelo,
es decir que la variacio´n de los datos sea mucho ma´s grande que la predicha por el modelo.
A este feno´meno de acuerdo con Hinde & Demetrio (2007) se le conoce como sobredispersio´n .
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En experimentos controlados o no controlados, casi que la sobredispersion de los datos es
la regla, y particularmente en datos de conteos esta es ma´s bien la excepcio´n, pues pocos
conjuntos de datos Poisson son realmente equidispersos. Por tanto se puede decir que la
sobredispersio´n en cierta medida es inherente a la gran mayor´ıa de los datos Poisson.
La sobredispersio´n puede ser originada por varias causas entre ellas tenemos:
i. La correlacio´n positiva de la variable respuesta y las explicativas .
ii. Cuando hay violacio´n en los supuestos de la distribucio´n de los datos, por ejemplo, cuando
los datos se agrupan y las probabilidades violan el supuesto de independencia de las obser-
vaciones.
iii. El modelo omite predictores, los datos son at´ıpicos, la funcio´n de enlace es mal especifi-
cada. El modelo no puede incluir un nu´mero suficiente de te´rminos de interaccio´n.
La sobredispersio´n puede causar ciertos problemas tales como: errores esta´ndar de las es-
timaciones de los para´metros que se sobrestima o subestima, es decir, una variable puede
aparecer como un predictor significativo cuando de hecho no lo es. Lo que conlleva a que
haya una mala interpretacio´n del modelo ajustado.
2.5. Modelos de sobredispersio´n
Para ajustar datos en presencia de sobre dispersio´n, el modelamiento estad´ıstico presenta
varias alternativas que surgen de los supuestos que se asumen para explicar este feno´meno.
Segu´n Hinde & Demetrio (2007), los modelos se pueden clasificar en dos grandes grupos:
1. Modelos de media varianza: asumen una forma ma´s general de la funcio´n de varianza,
incluidos para´metros adicionales. Estos posiblemente no correspondan a una distribucio´n de
probabilidad espec´ıfica para la respuesta, pero se puede ver como una extensio´n del mo-
delo ba´sico; cuando esto sucede los para´metros pueden estimarse usando me´todos de cuasi
verosimilitud.
2. Modelos en dos etapas: asumen que el para´metro asociado a la respuesta no es fijo;
sino que tiene alguna distribucio´n de probabilidad conocida. Estos modelos conducen a un
modelo de probabilidad compuesto; en principio todos los para´metros pueden estimarse u-
sando ma´xima verosimilitud. Sin embargo, en general la distribucio´n resultante no toma una
forma simple.
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Entre los me´todos de estimacio´n utilizados en los modelos de sobredispersio´n se pueden
mencionar: el de ma´xima verosimilitud, ma´xima cuasi- verosimilitud, cuasi-verosimilitud ex-
tendida, y la pseudo verosimilitud.
Estimacio´n de ma´xima cuasi-verosimilitud: este me´todo introducido por Wedderburn
(1974), proporciona una forma de estimacio´n cuando se cuenta con funciones de varianza y
hay una funcio´n de enlace pero no se tiene conocimiento de la distribucio´n de la variable
respuesta.
Una exploracio´n del proceso de ajuste de los modelos lineales generalizados revela que las
ecuaciones de estimacio´n de ma´xima verosimilitud so´lo dependen de la distribucio´n de la va-
riable respuesta Yi a trave´s de µi y V ar(Yi) = V ar(µi). La estimacio´n por cuasi-verosimilitud
asume so´lo una relacio´n entre la media y la varianza en lugar de una distribucio´n espec´ıfica
para la respuesta Yi. Se tiene una funcio´n de enlace y un predictor lineal en la forma usual
de los modelos lineales generalizados pero en lugar de asumir una distribucio´n para Yi so´lo
se supone que V ar(Yi) = φV ar(µi) para alguna funcio´n conocida V ar(.) Agresti (2002).
El ca´lculo del vector de para´metros β y los errores esta´ndar a menudo no es suficiente si se
requiere alguna forma de inferencia. Para calcular un desvio se requiere una verosimilitud y
para calcular una verosimilitud se requiere una distribucio´n . Se necesita entonces una alter-
nativa para la verosimilitud que pueda calcularse sin asumir una distribucio´n de probabilidad.
Sean Yi para i = 1, . . . , n variables aleatorias con media µi y varianza V ar(µi), donde se
asume que las Yi son independientes. Wedderburn (1974)) define la funcio´n score como:
Ui =
Yi − µi
φV ar(µi)
se verifica que
E(Ui) = 0 y V ar(Ui) =
1
φV ar(µi)
= −E(∂UI
∂µi
)
propiedades que tambie´n tiene la derivada del logaritmo de verosimilitud. Esto sugiere que
se puede usar U en lugar del logaritmo de la verosimilitud. As´ı se define segu´n Wedderburn
(1974)
Qi(yi, µi) =
µi∫
yi − t
V ar(t)
dt
lo que se busca es que Qi se comporte como la funcio´n de log-verosimilitud.
Estimacio´n por cuasi-verosimilitud extendida: el me´todo de cuasi-verosimilitud origi-
nal Wedderburn (1974), asume que el para´metro de dispersio´n es el mismo para todas las
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observaciones. En ciertas aplicaciones puede ser necesario verificar ese supuesto o tal ves
modelar φ como una funcio´n de variables conocidas. Segu´n McCullagh & Nelder (1989),
la idea ba´sica de este me´todo es construir una funcio´n Q+(µ; y) que, para φ conocido, sea
esencialmente la misma Q(µ; y) pero que exhiba las propiedades de una log- verosimilitud
en lo referente a la derivada respecto a φ; as´ı, para una observacio´n simple Y con media µ y
varianza φV ar(µ), se define la cuasi verosimilitud extendida como Nelder & Pregibon (1987)
Q+i (µi, φ; yi) = −
1
2
ln2pi(yi)− 1
2φ
D(yi;µi)
con D(y;µ) = −2 ∫ µ
y
yi−t
V ar(t)
dt.
Estimacio´n por pseudo-verosimilitud: una alternativa para extender el me´todo de cuasi-
verosimilitud es el enfoque de la pseudo-verosimilitud (PL) propuesto por Carroll and Rup-
pert (1988). Aqu´ı la estimacio´n de los β se obtiene por mı´nimos cuadrados generalizados, la
cual es equivalente a la estimacio´n de cuasi-verosimilitud para valores dados de φ.
La estimacio´n de para´metros adicionales en la varianza se basa en la maximizacio´n de
P = −1
2
n∑
i=1
[
(yi − µi)2
φiV ar(µi)
+ ln(2piφiV ar(µi))]
Esto es de la misma forma que Q+, pero reemplazando los incrementos de la desviacio´n por
el cuadrado de los residuales de Pearson y V ar(yi) por V (µi), que corresponde a una funcio´n
de probabilidad normal para los residuales.
2.5.1. Modelos de sobredispersio´n para datos de conteo
En este trabajo se hace e´nfasis en los modelos de sobredispersio´n para datos de conteo, por
consiguiente se hace una breve revisio´n teo´rica de estos modelos.
Supo´ngase que las variables aleatoria Yi, i = 1, . . . , n representan conteos con medias µi. El
modelo Poisson esta´ndar dado en (2-9) asume que V ar (Yi) = µi. Cuando hay presencia de
sobredispersio´n se deben tener en cuenta funciones que predicen mayor variabilidad. En este
orden de idea un modelo simple de sobredispersio´n constante reemplaza V ar (Yi) = µi por
V ar (Yi) = φµi y el proceso de estimacio´n se hace v´ıa cuasi-verosimilitud.
En el caso de datos de conteo, para respuestas provenientes de ensayos sin restricciones en
la aleatorizacio´n de un experimento con k > 2 tratamientos y, con ri repeticiones dentro
del tratamiento i, la j − e´sima observacio´n del tratamiento i es yij, con i = 1, 2, . . . , p y
j = 1, 2, . . . , ri donde yij es el nu´mero de ocurrencias de un evento en una unidad de tiempo
o espacio; que puede tomar los valores 0, 1, 2, . . . y se asume como una realizacio´n de la
2.5 Modelos de sobredispersio´n 15
variable aleatoria Yij tal que Yij|Θi ∼ Poisson (Θi). Donde se supone que Θi es una variable
aleatoria con distribucio´n Gamma de media µi, ı´ndice α y escala λi =
α
µi
de tal forma que la
distribucio´n no condicional de Yij es binomial negativa la cual tiene funcio´n de distribucio´n
de probabilidad
fYij(yij) =
Γ (α + yij)
Γ (α) yij!
(
µi
µi + α
)yij ( α
µi + α
)α
(2-13)
con para´metros α y µi. En efecto como Y |Θi ∼ Poisson(Θi), entonces su funcio´n de densidad
de probabilidad esta´ dada por:
fYij |Θi(yij|θi) =
exp (−θi) θyiji
yij!
I0,1,...(yij|θi)
donde E (Yij|Θi) = Θi y V ar (Yij|Θi) = Θi. Ana´logamente, como Θi se distribuye gamma su
funcio´n de densidad de probabilidad esta´ dada por :
fΘi(θi) =
λi
Γ (α)
(λiθi)
α−1 exp (−λiθi) I(0,∞) (θi)
como λi =
α
µi
se tiene que
fΘi(θi) =
α
µi
Γ (α)
(
α
µi
θi
)α−1
exp
(
− α
µi
θi
)
I(0,∞) (θi)
donde
Γ (α) =
∞∫
0
tα−1exp (−t) dt
E(Θi) =
α
α
µi
=
αµi
α
= µi
V ar (Θi) =
α(
α
µi
)2
=
µ2i
α
Ahora por la regla de Bayes, la funcio´n de densidad de probabilidad conjunta de Yij y Θi
esta´ dada por:
f(Yij ,Θi)(yij, θi) = f(Θi)(θi)f(Yij |Θi)(yij|θi)
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Luego la funcio´n de distribucio´n de Yi sera´
f(Yij) (yij) =
∞∫
0
f(Yij ,θi) (yij, θi)dθi
=
∞∫
0
α
µ
Γ (α)
(
α
µi
θi
)α−1
exp
(
−α
µ
θi
)
exp (−θi) θyiji
yij!
dθi
=
(
α
µi
)α
Γ (α) yij!
∞∫
0
θ
(α+yij)−1
i exp (−θi)
(
α
µi
+ 1
)
dθi
=
(
α
µi
)α
Γ (α) yij!
(
α
µi
+ 1
)(α+yij)−1
∞∫
0
(
α
µi
+ 1
)(α+yij)−1
θ
(α+yij)−1
i Exp
{
(−θi)
(
α
µi
+ 1
)}
dθi
Sea z =
(
α
µi
+ 1
)
θi y sea dz =
(
α
µi
+ 1
)
dθi , entonces
fYij (yij) =
(
α
µi
)α
Γ (α) yij!
(
α
µi
+ 1
)(α+yij)
∞∫
0
z(α+yij)−1Exp {−z} dz
=
(
α
µi
)α
Γ (α) yij!
(
α
µi
+ 1
)(α+yij) Γ (α + yij)
por tanto
fY ij (yij) =
Γ(α+yij)
Γ(α)yij !
(
µi
µi+α
)yij (
α
µi+α
)α
El valor esperado de la variable aleatoria Yij esta´ dado por:
E(Yij) = E [E (Yij|Θi)]
= E (Θi)
= µi
La varianza de la variable aleatoria Yij esta´ dada por:
V ar (Yij) = E [V ar (Yij|Θi)] + V ar [E (Yij|Θi)]
= E (Θi) + V ar (Θi)
= µi +
µ2i
α
= µi
(
1 +
µi
α
)
Por tanto para definir el modelo alternativo se asume Θi ∼ Γ (α, λi) con λi = µiα de donde
la variable respuesta Yij con i = 1, . . . , p, j = 1, . . . , ri tiene distribucio´n binomial negativa
con media y varianza dadas por
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E(Yij) = µi
Var(Yij) = E [V ar (Yij|Θi)] + V ar [E (Yij|Θi)] = µi
(
1 + µi
α
)
De este modo para valores fijos de α la funcio´n de distribucio´n (2-13) pertenece a la familia
exponencial; es decir se puede escribir en la forma (2-2) de la siguiente manera
f(Yij) (yij) = exp
{
yij ln
(
µi
µi + α
)
+ ln
(
Γ (α + yij)
Γ (α) yij!
)
+ α ln
(
α
µi + α
)}
donde θ = ln
(
µi
µi+α
)
, b (θ) = αln
(
α
µi+α
)
y a (φ) = 1. Como α no es estrictamente un
para´metro de dispersio´n en el sentido de la familia exponencial, no puede ser estimado
mediante el estimador de pearson generalizado. Morales y Lo´pez (2009) proponen el siguiente
estimador basado en el me´todo de los momentos:
α˜ =
nµˆi
n∑
i=1
y2i − nµˆi − nµˆi2
donde µˆi se obtiene ajustando un modelo Poisson esta´ndar. Las ecuaciones de score y el
estad´ıstico de desv´ıo vienen dados respectivamente por:
U j =
n∑
i=1
[
yij − µi
µi
(
1 + µi
α
)]xijµi;j = 1, . . . , p
D = 2
n∑
i=1
{
yij ln
(
yij
µˆi
)
− (yij − α˜) ln
(
1 + µˆi
1 + yij
)}
las cuales son u´tiles para establecer la bondad de ajuste del modelo y hacer inferencia.
2.5.2. Pruebas de sobredispersio´n
Segu´n Hinde & Demetrio (2007) la obtencio´n de una prueba de bondad de ajuste para los
modelos de sobredispersio´n no es tan simple como en el caso de un modelo binomial o Pois-
son, donde el desvio residual o Pearson X2 se puede utilizar como una prueba aproximada.
La justificacio´n de esto se debe al hecho que los para´metros adicionales de sobredispersio´n
actu´an con frecuencia como una forma de para´metro de escala.
Sin embargo, a menudo es posible poner a prueba el modelo de sobredispersio´n en com-
paracio´n con el ajuste del modelo esta´ndar. Para un modelo completamente especificado en
dos etapas, la prueba de sobredispersio´n frecuentemente se reduce a pruebas de un u´nico
para´metro adicional. Por ejemplo, la comparacio´n con los modelos binomial negativo y Pois-
son se puede pensar en una prueba en la familia Binomial Negativa que compara
En Lawless (1987) sen˜ala que dado que esto implica pruebas de un valor de para´metro en el
limite del espacio de para´metros, la adecuada distribucio´n asintotica de este estad´ıstico bajo
18 2 Revisio´n teo´rica
la hipo´tesis nula es aquella que tiene masa de probabilidad de 0 a 1
2
y una distribucio´n 1
2
X2
por encima de cero.
En Dean (1992) se obtienen pruebas de sobredispersio´n respecto a una familia exponencial
natural, da expresiones cerradas de las estad´ısticas (score test) para las pruebas de sobredis-
persio´n constante y modelos en dos etapas (beta-binomial, los modelos binomial negativo y
modelos con efectos aleatorios) en contra de los modelos binomial y regresio´n Poisson. En
tanto que Lambert & K.Roder (1995) introducen un plot de convexidad, o C plot, que detec-
ta las pruebas de sobredispersio´n y varianza relativa que ayudan a comprender la naturaleza
de la sobredispersio´n. Adema´s afirman que los plots de convexidad a veces detectan mejor la
sobredispersio´n que las pruebas score test, y las pruebas de curvas de varianza relativa en la
mayor´ıa de los casos distinguen el origen de la sobredispersio´n mejor que las pruebas score
tests.
2.5.3. Seleccio´n de covariables
Teniendo en cuenta el caso de sobredispersio´n constante, si el modelo ajustado es correcto se
tiene que E(X2) ≈ (n−p)φ lo que sugiere que X2 tiene una distribucio´n φX2n−p, donde X2n−p
denota una variable aleatoria chi-cuadrado con n− p grados de libertad. Con el resultado de
que el desvio suele tener distribucio´n aproximadamente igua a X2, se espera que el desvio
tambie´n tenga distribucio´n φX2. Este resultado puede verse en McCullagh & Nelder (1989).
Una vez que el para´metro de sobredispersio´n se ha estimado a partir del ajuste del modelo
completo, diferentes sub-modelos se pueden ajustar fijando sus valores y pesos de las ob-
servaciones formuladas por wi =
1
φi
. Luego los modelos (anidados) alternativos se pueden
comparar en la forma habitual. Es decir, la diferencia en el desvio para los dos modelos se
compara con el percentil de la estad´ıstica X2; un resultado no significante quiere decir que
los dos modelos son estad´ısticamente independientes. Este resultado tambie´n se usa para
otros modelos de sobredispersio´n.
2.5.4. Diagno´sticos
En la evaluacio´n del ajuste de los modelos de sobredispersio´n cuando el para´metro de sobre-
dispersio´n se estima, el desvio residual o Pearson son relativamente cercanos a los grados de
libertad. Puesto que teo´ricamente V ar(µi) = µi el ı´ndice de sobredispersio´n deber´ıa ser igual
a 1. De este modo se tiene que un ı´ndice de sobredispesio´n mayor que 1 indica la posible
existencia de sobredispersio´n, en tanto que, un ı´ndice de sobredispersio´n menor que 1 indica
la posible existencia de subdispersio´n en los datos.
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Los plot de residuales esta´ndar pueden ser usados para explorar lo adecuado del predictor
lineal, la funcio´n de enlace y la identificacio´n de datos at´ıpicos. Un plot de residuales provee
una revisio´n informal de la especificacio´n de la funcio´n de varianza V ar(µ), sin embargo
este puede no ser u´til en la eleccio´n de los modelos de sobredispersio´n que involucran los
para´metros de escala φ.
Atkinson (1985) sugiere una te´cnica util para el examen general de los residuales por medio
del uso de un plot half - norm, con simulacio´n de envelope, que tiene en cuenta la sobre-
dispersio´n del modelo. Si el modelo ajustado es correcto se espera que el plot de los valores
observados caigan dentro de los limites de confianza del envelope. Para modelos lineales
generalizados estos plot proporcionan una herramienta u´til para comprobar las hipo´tesis del
modelo, en lo referente al ajuste del mismo.
2.6. Modelo Multinomial
La distribucio´n multinomial es en muchos sentidos la distribucio´n natural a considerar cuan-
do la variable respuesta es catego´rica, con ma´s de dos catego´rias.
Conside´rese una variable aleatoria Y con J categor´ıas de respuestas, si se denota por pi1, . . . , piJ
sus respectivas probabilidades, con pi1 + . . .+piJ = 1, cuando se tienen n observaciones inde-
pendientes de Y con resultado y1 en la categor´ıa 1, y2 en la categor´ıa 2 y as´ı sucesivamente.
Satisfaciendo que
y = (y1, . . . , yJ)
t con
∑J
j=1 yj = n
Con este arreglo la funcio´n de distribucio´n multinomial es dada por:
fY |n(y|n) = n!
y1!y2! . . . yJ !
piy11 pi
y2
2 . . . pi
yJ
J (2-14)
Obse´rvese que existe una relacio´n entre la distribucio´n multinomial y la binomial, ya que
para el caso J = 2 la distribucio´n multinomial coincide con la distribucio´n binomial esto es:
pi1 + pi2 = 1⇒ pi2 = 1− pi1
y1 + y2 = n⇒ y2 = n− y1
Remplazando los valores anteriores en (2-14) se obtiene:
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fY |n(y1|n, y2|n) = P (y1|n = y1, y2|n = y2)
= P (y1|n = y1)
= fY1(y1|n)
donde Y1 se distribuye binomial con para´metros n y pi1.
Para el caso en que se tienen J categor´ıas de respuestas es de intere´s la distribucio´n marginal
de Yk. Para deducir la distribucio´n marginal de Yk, se parte del supuesto inicial que no se
selecciona un elemento de la categor´ıa yk, esto significa que se selecciona un elemento del
resto de categor´ıas. Esto se hace con probabilidad 1−pik, por lo que la distribucio´n marginal
de Yk deber´ıa ser binomial con para´metros n y pik, como se muestra a continuacio´n
fYk|n(yk|n) = P (Yk|n = yk)
=
y1∑
i=1
y2∑
i=1
. . .
yk−1∑
i=1
yk+1∑
i=1
. . .
yJ∑
i=1
P (Y1/n = y1, . . . , YJ |n = yJ)
=
y1∑
i=1
y2∑
i=1
. . .
yk−1∑
i=1
yk+1∑
i=1
. . .
yJ∑
i=1
 n
y1, . . . , yJ
 piy11 . . . piyk−1k−1 piykk piyk+1k+1 . . . piyJJ
= piykk
y1∑
i=1
y2∑
i=1
. . .
yk−1∑
i=1
yk+1∑
i=1
. . .
yJ∑
i=1
n!
y1!k−1!yk!yk+1! . . . yJ !
piy11 pi
k−1
k−1pi
yk+1
k+1 . . . pi
yJ
J
=
n!
(n− yk)!nk!pi
yk
k
y1∑
i=1
y2∑
i=2
. . .
yk−1∑
i=1
yk+1∑
i=1
. . .
yJ∑
i=1
(n− yk)!
y1! . . . yJ !
piy11 . . . pi
yk−1
k−1 pi
yk+1
k+1 . . . pi
yJ
J
=
n!
(n− yk)!yk!pi
yk
k (pi1 + . . .+ pik−1 + pik+1 + . . .+ piJ)
n−yk
=
n!
(n− yk)!yk!pi
yk
k (1− pik)n−yk
=
 n
yk
 piykk (1− pik)n−yk
Por lo tanto la distribucio´n marginal de Yk tiene distribucio´n binomial con para´metros n,
q1 = pik, q2 =
∑
i 6=k pik. De este modo se tiene que E(Yj) = npij y V ar(YJ) = npij(1− pij).
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Adema´s por resultado inmediatamente anterior Yi + Yj ∼ Binom(n, pii + pij) por lo que
V ar(Yi + Yj) = V ar(Yi) + V ar(Yj) + 2Cov(Yi, Yj)
n(pii + pij)(1− (pii + pij)) = npii(1− pi(i)) + npij(1− pij) + 2Cov(pii, pij)
2Cov(pii, pij) = n(pii + pij)− n(pi2i + 2piipij + pi2j )− npii + npi2i − npij + npi2j
Cov(pii, pij) = −npiipij
As´ı la covarianza de la distribucio´n multinomial es Cov(pii, pij) = −npiipij.
Un aspecto importante de la distribucio´n multinomial (2-14) es que para J = 2 categor´ıas la
distribucio´n coincide con la distribucio´n Binomial la cual pertenece a la familia exponencial.
Pero en general ( 2-14) no pertenece a la familia exponencial puesto que no se puede escribir
en la forma (2-1) y (2-2).
De este modo y dentro del contexto de los modelos lineales generalizados la distribucio´n
multinomial es derivada a partir de variables aleatorias independientes con distribucio´n Poi-
sson, condicionada a la suma de estas variables aleatorias que se distribuye Poisson. Esto
es, si Y1, . . . , YJ son variables aleatorias independientes Poisson con medias µ1, . . . , µJ , su
funcio´n de distribucio´n de probabilidad conjunta esta´ dada por:
f (y1, y2, . . . , yJ) =
J∏
j=1
µ
yj
j e
−µj
yj!
sea n = Y1 + Y2 + . . .+ YJ entonces la distribucio´n condicional de Y dado n es
fY |n (y|n) = f (y, n)
f (n)
=
∏J
j=1
µ
yj
j e
−µj
yj !
(
∑J
j=1 µj)
∑J
j=1
yj e
−∑J
j=1
µj
(
∑J
j=1 µj)!
=
∏J
j=1
µ
yj
j e
−µj
yj !
(
∑J
j=1 µj)
n
e−(µ1+µ2+···+µJ )
n!
=
µ
y1
1 µ
y2
2 ···µ
yJ
J
y1!y2!···yJ !
(
∑J
j=1 µj)
y1(
∑J
j=1 µj)
y2 ···(
∑J
j=1 µj)
yJ
n!
=
µy11 µ
y2
2 · · ·µyJJ(∑J
j=1 µj
)y1 (∑J
j=1 µj
)y2 · · ·(∑Jj=1 µj)yJ ·
n!
y1!y2! · · · yJ !
=
(
µ1∑J
j=1 µj
)y1 (
µ2∑J
j=1 µj
)y2
· · ·
(
µJ∑J
j=1 µj
)yJ
· n!
y1!y2! · · · yJ !
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Luego la distribucio´n multinomial puede ser observada como la distribucio´n conjunta de
variables aleatorias Poisson, condicionada a su suma n. La cual pertenece a la familia expo-
nencial, de este modo se puede definir el modelo multinomial E(Yi) = nθi donde
∑N
i=1 θi = 1
y
∑N
i=1 yi = n. Con este u´ltimo resultado se ajustaron los datos al modelo multinomial.
2.6.1. Regresio´n Log´ıstica Nominal
Es usada cuando no existe un orden natural entre las respuestas catego´ricas. Una categor´ıa
arbitraria es escogida como variable catego´rica de referencia. Supongase que se escoge la
primera categor´ıa. Entonces la log´ıstica para las otras categor´ıas son definidas por:
logit (pij) = log
(
pij
pi1
)
= xtjβj para j = 2, 3, . . . , J (2-15)
Las (J − 1) ecuaciones log´ısticas son usadas simulta´neamente para estimar los para´metros
βj. Una vez estimados los para´metros βj, el predictor lineal x
t
jβj puede ser calculado. De
(2-15) pij = pi1exp
(
xtjβˆj
)
,para j = 2, 3, . . . , J . Pero pi1 + pi2 · · · + piJ = 1 de modo que
pi1 =
1
1+
∑J
j=2 exp(xtjbj)
y pij =
exp(xtj βˆj)
1+
∑J
j=2 exp(xtj βˆj)
para j = 2, 3, . . . , J .
Valores ajustados, o frecuencias esperadas, para cada covariable pueden ser calculados mul-
tiplicando las probabilidades estimadas por el total de la frecuencia de la covariable.
2.6.2. Regresio´n Log´ıstica Ordinal
En muchas situaciones, las categor´ıas de una variable respuesta tienen alguna clase de or-
denamiento. De acuerdo con Dobson (2002), los modelos que se usan comu´nmente cuando
se tienen categor´ıas ordinales son el modelo logit acumulativo, el modelo de odds propor-
cionales, modelos logit catego´ricos adyacentes y modelos logit de continuacio´n de razo´n.
Modelo Logit
El odds acumulativo para la j−e´sima categor´ıa es
P (Y≤cj)
P (Y >cj)
=
pi1+pi2+...+pij
pij+1+...+piJ
. El modelo logit
acumulativo es
log
(
pi1 + pi2 + . . .+ pij
pij+1 + . . .+ piJ
)
= xtjβj
Modelo Odds Proporcional
Si el predictor lineal en (2-15) tiene como intercepto el te´rmino β0j el cual depende de la
categor´ıa j , pero las otras variables explicativas no dependen de j, entonces el modelo esta
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dado por
log
(
pi1 + pi2 + . . .+ pij
pij+1 + . . .+ piJ
)
= β0j + β1x1 + · · ·+ βp−1xp−1
El modelo de odds proporcional se basa en el supuesto que el efecto de las covariables
x1 + x2 · · ·+ xp es igual para todas las categor´ıas en la escala logar´ıtmica.
Modelo Logit De Categor´ıas Adyacentes
El modelo logit de categor´ıas adyacentes esta´ dado por log
(
pij
pij+1
)
= xtjβj. Si este es simpli-
ficado queda expresado como
log
(
pij
pij+1
)
= βoj + β1x1 + . . . βp−1xp−1
el efecto de cada variable explicativa se asume la misma para todos los pares adyacentes de
categor´ıas.
Modelo Logit De Continuacio´n De Razo´n
Otra alternativa es el modelo de razo´n de probabilidad
pi1
pi2
,
pi1 + pi2
pi3
, . . . ,
pi1 + . . .+ pij−1
pij
o
pi1
pi2 + . . .+ pij
,
pi2
pi3 + . . .+ pij
, . . . ,
pij−1
pij
La ecuacio´n log
(
pij
pij+1+...+pij
)
= xtjβj Modela el odds de la respuesta que esta´ en la categor´ıa
j esto es Cj−1 < Y ≤ Cj condicional sobre Y ≥ Cj−1.
2.7. Me´todo GSK
La metodolog´ıa GSK desarrollada por Grizzle et al. (1969), es empleada para trabajar mo-
delos lineales con datos catego´ricos, en particular para modelos cuya variable respuesta tiene
distribucio´n multinomial. Una extensio´n del modelo GSK propuesta por Bonett,Woodward
y Bentler (1985), considera modelos lineales cuya variable respuesta siguen una distribucio´n
condicional Poisson (con distribucio´n multinomial y producto multinomial como caso espe-
cial). La metodolog´ıa GSK consiste en que dado un conjunto de datos, dispuestos en un
arreglo como el que se muestra en la tabla (2-1 )
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Categor´ıas de Respuesta
Tratamiento 1 2 · · · r Total
1 n11 n12 · · · n1r n1.
2 n21 n22 · · · n2r n2.
...
...
... · · · ... ...
s ns1 ns2 · · · nsr ns.
Tabla 2-1.: Frecuencias observadas asociada a la estruc-
tura multinomial.
donde los nij, i = 1, . . . , s ; j = 1, . . . , r son frecuencias observadas asociadas a las celdas
de la tabla anterior. Si piij corresponde a la probabilidad que una observacio´n pertenezca
a la poblacio´n i de la categor´ıa j, entonces el vector definido por piti = [pii1, pii2, . . . , piir]
proporciona las probabilidades asociadas a las r categor´ıas de respuesta, como se muestra
en la tabla de probabilidades (2-2).
Categor´ıas de Respuesta
Tratamiento 1 2 · · · r Total
1 pi11 pi12 · · · pi1r 1
2 pi21 pi22 · · · pi2r 1
...
...
... · · · ... ...
s pis1 pis2 · · · pisr 1
Tabla 2-2.: Probabilidades asociadas a cada observacio´n
de la estructura multnomial.
Si Pij =
nij
ni.
es el estimador de ma´xima verosimilitud de piij , el vector de estimadores de pii
es de la forma P ti = [Pi1, Pi2, . . . , Pir] , Johnson (1969). La varianza estimada asociada a una
poblacio´n espec´ıfica en una repeticio´n del experimento esta´ dada por:
Vr×r (Pi) =
1
ni
(
DPi − PiP ti
)
ConDPi una matriz diagonal con elementos Pi. La matriz de varianzas y covarianzas estimada
de V (pi) para los s tratamientos es diagonal por bloques de la forma:
Vrs×rs (P ) =

V (P1) 0
V (P2)
. . .
0 V (Ps)

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El ajuste de datos catego´ricos al modelo se hace por el me´todo de mı´nimos cuadrados gene-
ralizados, en donde la variable dependiente es una funcio´n lineal de las estimaciones de la
probabilidad piij. El modelo propuesto es Y = Xθ + e, con
θt = [µ, τ1, τ2, . . . , τs−1; β1, β2, . . . , βk−1]
τs = −
s−1∑
i=1
τi
βk = −
s−1∑
i=1
βj
Y = F (pi) = Api
A: matriz de orden (n,w) , en donde n es el nu´mero de observaciones.
w = r × s× k siendo k el nu´mero de repeticiones.
X: la matriz de disen˜o reparametrizada de orden (n, pi) asociada a una estructura de bloques
al azar.
θ: es el vector de para´metros.
e: el error aleatorio no observable, el cual tiene distribucio´n normal con media 0 y matriz de
varianzas y covarianzas AV (pi)At.
El resultado de AP , con P estimador de ma´xima verosimilitud de pi es el porcentaje promedio
ponderado sobre las r categor´ıas. Las categor´ıas se asignan en orden ascendente de acuerdo
al nu´mero de catego´rias estudiadas. La estructura de A con r categor´ıas de respuesta es:
A =

1 2 3 · · · r 0 0 0 · · · 0 0 0 0 · · · 0
0 0 0 · · · 0 1 2 3 · · · r 0 0 0 · · · 0
...
...
... · · · · · · · · ·
0 0 0 0 0 0 0 0 · · · 0 1 2 3 · · · r

Como el intere´s del investigador es estimar los para´metros en el modelo y probar hipo´tesis
acerca de la diferencia entre tratamientos, se tiene que el estimador de mı´nimos cuadrados
generalizado para θ es: θˆ = (X tS−1X)−1XS−1y con S = AV (P )At matriz de varianzas y
covarianzas estimadas Api. La hipo´tesis lineal general a probar es H0 : Cθ = 0 en donde C
es una matriz cuya estructura es de la forma:
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C =

0 1 0 · · · 0 0 · · · 0
0 0 1 · · · 0 0 · · · 0
...
...
... · · · ...
0 0 0 · · · 1 0 · · · 0

La naturaleza de C, depende de la hipo´tesis que se plantea con respecto a contrastes entre
tratamientos. La suma de cuadrados debida a la hipo´tesis H0 : Cθ = 0 es:
SC(Cθˆ) = (Cθˆ)t[C(X tS−1X)−1Ct]−1(Cθˆ)
bajo H0 : SC(Cθˆ) ∼ χ2r(C) en donde: r(C) es el rango de C; si SC(Cθˆ) > χ2r(C) se rechaza
H0. La suma de cuadrados debido al error, se define como:
SC(error) = Y t[S−1 − θˆt(X tS−1θˆ)−1]Y
Bajo la H0 : los datos se ajustan al modelo; se tiene que:
SC(error) ∼ χ2(n−r(C))
si
SC(error) > χ2(n−r(C))(α)
se rechaza la hipo´tesis nula.
Esta metodolog´ıa fue la implementada por Lo´pez & Chavez (1984) en el ensayo experimental
considerado en este trabajo.
3. Aplicacio´n de los modelos
Los modelos de regresio´n Poisson, binomial negativo y multinomial, se aplicaron al conjunto
de datos presentados en la tabla(3-1). Estos datos fueron obtenidos a partir de un experi-
mento realizado con el fin de evaluar el grado de pudricio´n de mazorcas en la variedad de
ma´ız sogamosen˜o al ataque del hongo Fusarium, S.P. En el experimento se consideran 9
tratamientos correspondientes a las variedades de ma´ız, en un disen˜o en bloques completos,
teniendo como variable respuesta el grado de pudricio´n y los bloques que representan las
re´plicas de los tratamientos.
Tratamientos
b1 t1 t2 t3 t4 t5 t6 t7 t8 t9
GO 17 14 14 26 38 13 52 60 65
G1 20 20 29 34 35 47 48 45 37
G2 6 8 17 7 7 14 12 12 7
b2 t1 t2 t3 t4 t5 t6 t7 t8 t9
GO 9 16 19 18 27 21 67 65 63
G1 24 30 35 42 41 34 34 66 33
G2 6 3 2 9 8 9 4 6 5
b3 t1 t2 t3 t4 t5 t6 t7 t8 t9
GO 11 17 22 23 25 19 67 58 42
G1 21 40 30 32 55 54 34 27 51
G2 5 2 5 5 8 2 4 4 7
b4 t1 t2 t3 t4 t5 t6 t7 t8 t9
GO 12 22 9 12 47 15 42 53 42
G1 28 27 42 40 37 43 40 44 50
G2 5 0 4 6 2 3 8 6 7
b5 t1 t2 t3 t4 t5 t6 t7 t8 t9
GO 13 11 5 23 17 23 41 45 47
G1 18 0 29 26 46 28 68 47 40
G2 9 6 12 9 11 6 7 8 11
b6 t1 t2 t3 t4 t5 t6 t7 t8 t9
GO 15 5 4 11 14 55 48 45 5
G1 38 30 31 36 42 25 49 57 14
G2 5 9 2 7 5 5 7 2 3
Tabla 3-1.: Nu´mero de mazorcas clasificadas en cada grado de pudricio´n
Los tratamientos descritos en este ensayo fueron: Sogamosen˜o V.O variedad original t1
(tratt1), Ciclo I Sogamosen˜o (M.P.) I, seleccio´n masal por profilificidad t2 (tratt2), Ciclo
II Sogamosen˜o (M.P.) II, seleccio´n masal por profilificidad t3 (tratt3), Ciclo III Sogamosen˜o
(M.P.) III, seleccio´n masal por profilificidad t4 (tratt4), Cruzamiento de Sogamosen˜o V.O
con MB510 (M.P) VIII, material no prol´ıfico t5 (tratt5), Cruzamiento de Sogamosen˜o V.O
con MB513 (M.N.P) VIII, material no prol´ıfico t6 (tratt6), MB510 (M.P) VIII (testigo) t7
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Figura 3-1.: Gra´fico de box-plot para los diferentes grados de pudricio´n por tratamientos
(tratt7), MB513 (M.N .P) VIII (testigo) t8 (tratt8), ICAV506 y variedad comercial (testi-
go) t9 (tratt9).
El grado de pudricio´n (cont) es la variable respuesta y contiene tres categor´ıas las cuales
son grado de pudricio´n (GO)(mazorcas clasificadas en el grado de pudricio´n cero (mazorcas
aparentemente sanas), grado de pudricio´n (G1)(mazorcas clasificadas en el grado de pudri-
cio´n uno (mazorcas con un porcentaje de 1 %-25 % de tejido enfermo) y grado de pudricio´n
(G2)(mazorcas clasificadas en el grado de pudricio´n dos(mazorcas con un porcentaje de
26 %-50 % de tejido enfermo).
3.1. Ana´lisis exploratorio
En esta seccio´n se realizara la descripcio´n del comportamiento del nu´mero de mazorcas
clasificadas en cada grado de pudricio´n por tratamientos. Los resultados se presentara´n a
trave´s de gra´ficas de cajas.
En la figura (3-1 a.) parece formarse 3 grupos de tratamientos: los de material de seleccio´n
masal y prolif´ılico (t1 a t5) el de material no prolif´ılico t6 y los testigos (t7 a t9). En el primer
grupo la media y la variabilidad son similares, el segundo grupo tiene diferente variabilidad
pero medias parecidas y el tercer grupo tiene variabilidad y media muy parecidas pero mayor
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que los dema´s grupos. En conclusio´n el grupo que presenta mayor media y variabilidad con
respecto a los dema´s es el grupo de variedades de ma´ız testigo.
La figura (3-1 b.) muestra un leve incremento en la media del nu´mero de mazorcas de
un tratamiento a otro. Adema´s los tratamientos t6 y t8 presentan mayor variabilidad con
respecto a los dema´s.
En la figura (3-1 c.) se observa que la media del nu´mero de mazorcas clasificadas en el grado
de pudricio´n G2 es bastante similar, sin embargo los tratamiento t2, t3 y t5 presentan mayor
variabilidad que los dema´s y los tratamientos t1 y t9 presentan datos at´ıpicos. El tratamiento
t1 es el que menor variabilidad presenta con respecto a los dema´s.
3.2. Ajuste de los modelos
En esta seccio´n se procede a ajustar los diferentes modelos propuestos en este trabajo, para
evaluar el efecto de tratamiento segu´n el grado de pudricio´n de las mazorcas. Se realizo´ un
ana´lisis por separado para cada uno de los grados de pudricio´n y en cada escenario se evaluo´ el
efecto de la sobredispersio´n a trave´s de el ı´ndice de sobredispersio´n y mediante el envelope
simulado.
Los datos se ajustaron mediante el modelo de Poisson, binomial negativo y el modelo multi-
nomial mediante el procedimiento GSK.
3.2.1. Ajuste del modelo de regresio´n Poisson
En esta seccio´n se ajustan, el modelo de regresio´n Poisson con respecto al grado de pudricio´n
GO, G1 y G2 . La caracterizacio´n de cada modelo seda por:
Componente aleatoria
Sea Yij la variable aleatoria correspondiente al nu´mero de mazorcas clasificadas en cada
grado de pudricio´n GO, G1 y G2 donde i = 1, . . . , 9 hace referencia a los tratamiento y
j = 1, . . . , 6 a los bloques. Se asume que la distribucio´n de Yij es Poisson con para´metro µ.
Componente sistema´tica
El predictor lineal η = X tβ donde X es la matriz de disen˜o (igual para cada grado de
pudricio´n) y β = (β0, β1, . . . , β9, β10, . . . , β15)
t es el vector de para´metros que toma valores
de acuerdo a cada grado de pudricio´n, para el modelo lineal de generalizado tiene la forma
ηij = β0 + β1tratt1 + . . .+ β9tratt9 + β10bloquesb1 + . . .+ β15bloquesb6 (3-1)
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Funcio´n de enlace
En cada modelo se consideraro´n diversas funciones de enlaces, para los grados de pudricio´n
GO y G2 se tomaro´n las funciones de enlace logaritmo natural e inversa y para el grado de
pudrico´n G1 las funciones de enlace logaritmo natural y ra´ız cuadrada . Esto con el fin de
determinar cua´l es el modelo que mejor se ajusta a los datos.
Ajuste del modelo de regresio´n Poisson con respecto al grado de pudricio´n GO
Variable MRP(link=log) MRP(link=inversa)
Estimacio´n E.Standar p.valor Estimacio´n E.Standar p.valor
Intercep 2.686 0.125 < 2e−16 0.075 0.009 ¡< 2e−16***
bloquesb2 0.019 0.081 0.807 -0.001 0.002 0.491
bloquesb3 -0.051 0.083 0.534 0.001 0.002 0.567
bloquesb4 -0.163 0.085 0.056 . 0.004 0.002 0.053 .
bloquesb5 -0.284 0.088 0.001 ** 0.007 0.002 0.004 **
bloquesb6 -0.392 0.091 1.66e−05 *** 0.011 0.003 6.50e−05 ***
tratt2 0.099 0.157 0.529 -0.009 0.012 0.464
tratt3 -0.053 0.163 0.744 0.002 0.013 0.876
tratt4 0.384 0.148 0.009 ** -0.026 0.010 0.012 *
tratt5 0.780 0.138 1.44e−08 *** -0.043 0.009 4.36e−06 ***
tratt6 0.639 0.141 5.55e−06 *** -0.035 0.009 0.000 ***
tratt7 1.415 0.127 < 2e−16 *** -0.059 0.009 6.45e−11 ***
tratt8 1.443 0.127 < 2e−16 *** -0.059 0.009 4.51e−11 ***
tratt9 1.232 0.129 < 2e−16 *** -0.056 0.009 5.50e−10 ***
P. Dispersio´n 1 1
Desvio nulo-gl 680.1 - 53 680.11- 53
Desvio residual-gl 176.9 - 40 174.49 -40
Indice de disppersio´n 4.43 4.36
AIC 473.1 470.7
Fisher Scoring 5 8
Tabla 3-2.: Regresio´n Poisson asociado al grados de pudricio´n GO tomando como funciones
de enlace logaritmo e inversa.
De acuerdo con los resultados mostrados en la tabla (3-2) al ajustar los datos al modelo de
regresio´n Poisson respecto al nu´mero de mazorcas clasificadas en el grado de pudricio´n GO
se obtuvo con relacio´n a la funcio´n de enlace logaritmo natural un desvio residual de 176,92
con 40 grados de libertad, lo que advierte una posible sobredispersio´n en los datos con un
ı´ndice de 4,43, esto sugiere falta de ajuste del modelo. El envelope simulado en (3-2 a y 3-2
b) confirma este resultado.
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Figura 3-2.: Envelopes para el modelo de regresio´n Poisson tomando como funcio´n de enlace
logaritmo e inversa.
Con la funcio´n de enlace inversa se obtuvo un desvio residual de 174,49 con 40 grados de
libertad, e ı´ndice de dispersio´n de 4,36, lo que indica la presencia de sobredispersio´n en los
datos, como se puede confirmar en el envelope simulado en (3-2 c y 3-2 d). Adicional mente
se observa que el AIC ma´s bajo lo registra el MRP con la funcio´n de enlace inversa.
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Ajuste del modelo de regresio´n Poisson con respecto al grado de pudricio´n G1
Variable MRP(link=log) MRP(link=ra´ız cuadrada
Estimacio´n E.Standar p.valor Estimacio´n E.Standar p.valor
Intercep 3.16921 0.09685 < 2e−16 *** 4.83631 0.25459 < 2e−16 ***
bloquesb2 0.07343 0.07826 0.34811 0.24459 0.23570 0.29940
bloquesb3 0.08807 0.07798 0.25877 0.32684 0.23570 0.16555
bloquesb4 0.10821 0.07761 0.16323 0.37356 0.23570 0.11300
bloquesb5 -0.04215 0.08053 0.60075 -0.20753 0.23570 0.37860
bloquesb6 0.02198 0.07925 0.78152 0.11259 0.23570 0.63289
tratt2 -0.01351 0.11625 0.90746 -0.07077 0.28868 0.80634
tratt3 0.27417 0.10869 0.01165 * 0.73144 0.28868 0.01128 *
tratt4 0.34316 0.10711 0.00136 ** 0.93027 0.28868 0.00127 **
tratt5 0.54123 0.10304 1.50e−07 *** 1.55580 0.28868 7.07e−08 ***
tratt6 0.43847 0.10507 3.01e−05 *** 1.21632 0.28868 2.51e−05 ***
tratt7 0.60553 0.10185 76e−09 *** 1.79446 0.28868 09e−10 ***
tratt8 0.65205 0.10103 1.09e−10 *** 1.93315 0.28868 2.13e−11 ***
tratt9 0.41215 0.10562 9.53e−05 *** 1.13887 0.28868 97e−05 ***
P. Dispersion 1 1
Desvio nulo-gl 259.33 - 53 259.33 - 53
Desvio residual-gl 161.22 - 40 158.16 - 40
Indice de disppersion 4.03 3.95
AIC 475.98 472.92
Fisher Scoring 5 6
Tabla 3-3.: Regresio´n Poisson asociado al grados de pudricio´n G1 tomando como funciones
de enlace logaritmo y ra´ız cuadrada.
Los resultados del ajuste de los datos al modelo de regresio´n Poisson respecto al grado de
pudricio´n G1 en la tabla (3-3) muestran que con relacio´n a la funcio´n de enlace logaritmo
natural se obtuvo un desvio residual de 161,22 con 40 grados de libertad, con ı´ndice de dis-
persio´n de 4,03 indicando la presencia de sobredispersio´n en los datos, lo cual muestra falta
de ajuste en el modelo. El envelope simulado en (3-3 a y b) confirma este resultado.
El envelope simulado en la figura (3-3 c. y 3-3 d.) y el ı´ndice de dispersio´n 3,95 para el
modelo Poisson de este grado de pudricio´n con funcio´n de enlace ra´ız cuadrada confirman la
presencia de sobredispersio´n indicando la falta de ajuste del modelo. Adema´s el AIC de este
modelo es el ma´s bajo entre todas las funciones de enlace tomadas.
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Figura 3-3.: Envelopes para el modelo de regresio´n Poisson tomando como funcio´n de enlace
logaritmo y ra´ız cuadrada.
Ajuste del modelo de regresio´n Poisson con respecto al grado de pudricio´n G2
Variable MRP(link=log) MRP(link=inversa)
Estimacio´n E.Standar p.valor Estimacio´n E.Standar p.valor
Intercep 2.26810 0.18836 < 2e−16 *** 0.11414 0.02701 2,37e−05 ***
bloquesb2 -0.60263 0.17250 0.000477 *** 0.07876 0.02551 0.002020 **
bloquesb3 -0.81621 0.18530 1,06e−05 *** 0.11545 0.03328 0.000522 ***
bloquesb4 -0.84030 0.18686 6,89e−06 *** 0.12267 0.03491 0.000442 ***
bloquesb5 -0.18443 0.15226 0.225804 0.01964 0.01529 0.199185
bloquesb6 -0.74721 0.18097 3.64e-05 *** 0.11091 0.03227 0.000588 ***
tratt2 -0.25131 0.25198 0.318583 0.03153 0.04391 0.472721
tratt3 0.15415 0.22713 0.497332 -0.04162 0.02995 0.164659
tratt4 0.17768 0.22591 0.431559 -0.01993 0.03312 0.547315
tratt5 0.28768 0.22048 0.191960 -0.04362 0.02971 0.142041
tratt6 0.02740 0.23410 0.906830 -0.01494 0.03398 0.660304
tratt7 0.15415 0.22713 0.497332 -0.02431 0.03240 0.453052
tratt8 0.05407 0.23258 0.816175 -0.01898 0.03328 0.568587
tratt9 0.10536 0.22973 0.646508 -0.01539 0.03390 0.649904
P. Dispersion 1 1
Desvio nulo-gl 97.859 -53 97.859 - 53
Desvio residual-gl 50.549 - 40 49.509 - 40
Indice de dispersion 1.263 1.237
AIC 271.35 270.31
Fisher Scoring 5 7
Tabla 3-4.: Regresio´n Poisson asociado al grados de pudricio´n G2 tomando como funciones
de enlace logaritmo e inversa.
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Figura 3-4.: Envelopes para el modelo de regresio´n Poisson tomando como funcio´n de enlace
logaritmo e inversa.
De acuerdo con los resultados mostrados en la tabla (3-4) al ajustar los datos al modelo de
regresio´n Poisson respecto al nu´mero de mazorcas clasificadas en el grado de pudricio´n G2
se obtuvo con relacio´n a la funcio´n de enlace logaritmo natural un desvio´ residual de 50,549
con 40 grados de libertad e ı´ndice de dispersio´n de 1,263, lo que advierte una posible sobre-
dispersio´n en los datos y por ende una posible falta de ajuste del modelo. Pero el envelope
simulado en (3-4 a. y 3-4 b.) sugiere un buen ajuste del modelo a los datos, esto se puede
deber al hecho que el ı´ndice de dispersio´n es bastante cercano a 1 y por tanto el supuesto de
igualdad de la varianza y la media se esta cumpliendo.
Con la funcio´n de enlace inversa se obtuvo un desvio´ residual de 49,509 con 40 grados de
libertad con ı´ndice de dispersio´n de 1,237 lo que advierte tambie´n posible sobredispersio´n,
y esto puede conducir tambie´n a una posible falta de ajuste del modelo. Pero el envelope
simulado en la figura (3-4 c. y 3-4 d.) indica que el modelo se ajusta bien a los datos
esto es debido a que se tiene un ı´ndice de dispersio´n cercano a uno de igual forma que el
caso anterior se puede estar cumpliendo el supuesto de equidispersio´n de los datos Poisson.
Adicional mente se observa en este caso que el AIC ma´s bajo lo registra el MRP con la
funcio´n de enlace logaritmo natural.
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3.2.2. Ajuste del modelo Binomial Negativo
En esta seccio´n se ajusto el modelo binomial negativo a los datos respecto a los grados de
pudricio´n GO, G1 y G2 como modelo alternativo para corregir la sobredispersio´n presente
en el modelo de regresio´n Poisson. Para efectos del ajuste de los modelos se toma el mismo
predictor lineal dado en (3-1) y la funcio´n de enlace logaritmo natural.
Ajuste del modelo Binomial Negativo con respecto al grado de pudricio´n GO
BN(link=log)
Variable Estimacio´n E.Standar p.valor
Intercep 2.70585 0.20241 ¡2e−16 ***
bloquesb2 -0.01503 0.17220 0.930458
bloquesb3 -0.03913 0.17249 0.820541
bloquesb4 0.15059 0.17387 0.386431
bloquesb5 -0.29367 0.17585 0.094918 .
bloquesb6 -0.39075 0.17734 0.027566 *
tratt2 0.07281 0.23834 0.760003
tratt3 -0.09743 0.24295 0.688405
tratt4 0.36534 0.23189 0.115134
tratt5 0.75256 0.22561 0.000851 ***
tratt6 0.68699 0.22652 0.002423 **
tratt7 1.40027 0.21908 1.64e−10 ***
tratt8 1.42837 0.21887 6.75e−11 ***
tratt9 1.18710 0.22080 7.60e−08 ***
P. Dispersion 10.4641
E.Standar 3.04
Desvio nulo-gl 191.95-53
Desvio residual-gl 57.09 -40
AIC 421.26
Fisher Scoring 1
Test de dispersio´n Valor Critico alpha= 0.05 level: 2.7055 Chi-Square Test Statistic = 53.8657 p.valor = 1.073e−13
Tabla 3-5.: Modelo Binomial Negativo asociado al grados de pudricio´n GO
De acuerdo con los resultados mostrados en la tabla 3-5 al ajustar los datos al modelo bino-
mial negativo con respecto al nu´mero de mazorcas clasificadas en el grado de pudricio´n GO
tomando como funcio´n de enlace logaritmo natural se obtuvo un desvio residual de 50,09
con 40 grados de libertad asociados y un para´metro de dispersio´n de 10,46. Al observar el
envelope simulado en (3-5 b.) este nos indica que es mejor el ajuste de los datos con el
modelo binomial negativo ya que el plot de los valores observados caen dentro de los limites
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Figura 3-5.: a. Gra´fico de residuales versus valores ajustado del modelo binomial negativo
b. Envelope para el modelo binomial negativo asociado al grado de pudricio´n
GO.
de confianza del mismo.
Adema´s, al contrastar el modelo de regresio´n Poisson con el modelo binomial negativo, se
observo´ que el para´metro de dispersio´n es estad´ısticamente mayor a uno, ya que su p - valor
fue de 1,073e−13, por lo que se rechaza el modelo de regresio´n Poisson a favor del modelo
alternativo binomial negativo. Por tanto el modelo adecuado para el ajuste de los datos es
el modelo binomial negativo el cual arroja como resultado que los tratamientos testigo (t7 a
t9), son significativos al 0,1 % como tambie´n los tratamientos no prolif´ılico t5 y t6 al 0,1 % y
al 1 %, lo que muestra evidencia estad´ıstica que estas variedades de ma´ız contribuyen en la
explicacio´n de la variable respuesta nu´mero de mazorcas clasificadas en el grado de pudricio´n
GO. En resumen las variedades de ma´ız testigo (t7 a t9), los tratamientos no prolif´ılicos (t5 a
t6) son las ma´s resistentes al grado de pudricio´n al ataque del hongo Fusarium, S.P teniendo
en cuenta la clasificacio´n GO. Las variedades de ma´ız de seleccio´n masal por prolif´ıcidad son
las menos resistentes.
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Ajuste del modelo Binomial Negativo con respecto al grado de pudricio´n G1
BN(link=log)
Variable Estimacion E.Standar p.valor
Intercep 3.16004 0.15242 ¡2e-16 ***
bloquesb2 0.08376 0.13451 0.533489
bloquesb3 0.11550 0.13416 0.389284
bloquesb4 0.12880 0.13401 0.336496
bloquesb5 -0.07675 0.13644 0.573732
bloquesb6 0.04130 0.13499 0.759644
tratt2 -0.02789 0.17687 0.874698
tratt3 0.27399 0.17169 0.110536
tratt4 0.34222 0.17071 0.044990 *
tratt5 0.54486 0.16812 0.001191 **
tratt6 0.43616 0.16945 0.010053 *
tratt7 0.62190 0.16726 0.000201 ***
tratt8 0.65866 0.16687 7.9e-05 ***
tratt9 0.41161 0.16977 0.015326 *
P. Dispersion 18.9194
E.Standar 6.23
Desvio nulo-gl 104.683 -53
Desvio residual-gl 68.881- 40
AIC 442.5
Fisher Scoring 1
Test de dispersio´n Valor Critico alpha= 0.05 level: 2.7055 Chi-Square Test Statistic = 35.4839 p.valor = 1.286e−09
Tabla 3-6.: Modelo Binomial Negativo asociado al grados de pudricio´n G1
Con base en los resultados mostrados en la tabla (3-6) al ajustar los datos al modelo bino-
mial negativo con respecto al nu´mero de mazorcas clasificadas en el grado de pudricio´n G1
tomando como funcio´n de enlace logaritmo natural se obtuvo un desvio´ residual de 68,881
con 40 grados de libertad asociados y el para´metro de dispersio´n de 18,9194. Lo que sen˜ala
un mejor ajuste de los datos al modelo binomial negativo, como puede ver en el envelope
simulado de la figura (3-6 b.).
Adema´s al contrastar el modelo de regresio´n Poisson con el modelo binomial negativo, se
observo que el para´metro de dispersio´n es estad´ısticamente mayor a uno, ya que su p - valor
fue de 1.286e−09, por lo que se rechaza el modelo de regresio´n Poisson a favor del modelo
binomial negativo.
Por tanto del ajuste del modelo binomial negativo se tiene que los tratamientos testigo (t7 -
t8) y t9 son significativos al 0,1 % y 10 % respectivamente, los tratamiento no prolif´ılico t5 y
t6 son significativos al 1 % y el tratamiento de material prolif´ılico al 10 %. De donde se tiene
evidencia estad´ıstica que estas variedades de ma´ız contribuyen a la explicacio´n de la vari-
able respuesta nu´mero de mazorcas clasificadas en el grado de pudricio´n G1. De este modo
las variedades menos resistentes de acuerdo al grado de pudricio´n G1 son las variedades de
seleccio´n masal por prolif´ıcidad.
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Figura 3-6.: a. Gra´fico de residuales versus valores ajustado del modelo binomial negativo
b. Envelope para el modelo binomial negativo asociado al grado de pudricio´n
G1.
Ajuste del modelo Binomial Negativo con respecto al grado de pudricio´n G2
BN(link=log)
Variable Estimacion E.Standar p.valor
Intercep 2.26810 0.18837 ¡2e-16 ***
bloquesb2 -0.60263 0.17251 0.000477 ***
bloquesb3 -0.81621 0.18531 1.06e-05 ***
bloquesb4 -0.84031 0.18687 6.90e-06 ***
bloquesb5 -0.18443 0.15227 0.225829
bloquesb6 -0.74721 0.18097 3.65e-05 ***
tratt2 -0.25132 0.25198 0.318589
tratt3 0.15413 0.22714 0.497394
tratt4 0.17768 0.22592 0.431571
tratt5 0.28767 0.22049 0.191990
tratt6 0.02739 0.23411 0.906857
tratt7 0.15415 0.22714 0.497357
tratt8 0.05406 0.23259 0.816206
tratt9 0.10536 0.22974 0.646522
P. Dispersion 88912.24
E.Standar 1726311
Desvio nulo-gl 97.852 - 53
Desvio residual-gl 50.546 - 40
AIC 273.35
Fisher Scoring 1
Test de dispersio´n Valor Critico alpha= 0.05 level: 2.7055 Chi-Square Test Statistic = −8e−04 p.valor =0.5
Tabla 3-7.: Modelo Binomial Negativo asociado al grados de pudricio´n G2
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Figura 3-7.: a. Gra´fico de residuales versus valores ajustado del modelo binomial negativo
b. Envelope para el modelo binomial negativo asociado al grado de pudricion
G2.
Al ajustar los datos al modelo binomial negativo con respecto al nu´mero de mazorcas clasi-
ficadas en el grado de pudricio´n G2 (tabla 3-7) tomando como funcio´n de enlace logaritmo
natural se obtuvo un desvio´ residual de 50,546 con 40 grados de libertad asociados y el
para´metro de dispersio´n de 88912,24, el cual es grande y al observar el envelope simulado de
la figura (3-7 b.) se observa un buen ajuste del modelo.
Adema´s al constrastar el modelo de regresio´n Poisson con el modelo Binomial negativo, se
observo´ que el para´metro de dispersio´n es estad´ısticamente uno, ya que su p- valor fue de
0,5 , por lo que el modelo binomial negativo se reduce al modelo de regresio´n Poisson.
Por tanto del ajuste del modelo de regresio´n Poisson respecto al grado de pudricio´n G2 se
tiene que los tratamientos testigo (t7 a t9), el tratamiento no prolif´ılico y los prolif´ılico no
son significativo dado que en el intercepto y en los bloques se acumula toda la informacio´n
del modelo.
3.2.3. Ajuste del modelo Multinomial
En esta seccio´n se discute el ajuste del modelo multinomial a los datos del disen˜o experimen-
tal de la tabla (3-1) obtenidos con el fin de evaluar el grado de pudricio´n de mazorcas en la
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variedad de ma´ız sogamosen˜o al ataque del hongo Fusariun S.P. Se consideran 9 tratamien-
tos correspondientes a las variedades de ma´ız y la variable respuesta grado de pudricio´n que
tiene tres modalidades: G0 grado de pudricio´n cero, G1 grado de pudricio´n uno y G2 grado
de pudricio´n dos.
Frecuencias
trat GO G1 G2
t1 77 149 36
t2 85 147 28
t3 73 196 42
t4 73 210 43
t5 168 256 48
t6 146 231 37
t7 317 273 42
t8 326 286 38
t9 264 225 40
Tabla 3-8.: Resumen del nu´mero de mazorcas segu´n el grado de pudricio´n
Para efecto de ajuste del modelo Multinomial se compacto la tabla (3-1) en la tabla (3-8) la
cual se obtuvo a partir de la suma de los conteos correspondientes a los grados de pudricio´n
y tratamientos en una sola tabla. Se tomo´ como categor´ıa de referencia G0 para el grado de
pudricio´n y para los tratamientos la categor´ıa de referencia es el tratamiento t9. El ajuste
de los para´metros del modelo se pueden ver en la tabla (3-9) y los intervalos de confianzas
correspondiente a los riesgos relativos en la tabla (3-10).
Modelo multinomial nominal
variables G1 E.Standar G2 E.Standar
Intercepto1 0.6601341 0.1403509 -0.7602933 0.2019029
t2 -0.1123516 0.1956165 -0.3501388 0.2970578
t3 0.3275167 0.1962115 0.2074799 0.2797736
t4 0.3965072 0.1953427 0.2309917 0.2787828
t5 -0.2389191 0.1719214 -0.4924962 0.2599058
t6 -0.2013171 0.1757177 -0.6123816 0.2732049
t7 -0.8095622 0.1628372 -1.2609407 0.2602479
t8 -0.7910388 0.1620567 -1.3890130 0.2648546
t9 -0.8199838 0.1671248 -1.1267708 0.2637281
Desvio residual: 6969.809 AIC: 7005.809
Tabla 3-9.: Modelo multinomial nominal
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Para calcular la probabilidad que una frecuencia se encuentre en el grado de pudricio´n
k = 1, 2 donde k = 1 indica el grado de pudricio´n G1 y k = 2 indica el grado de pudricio´n
G2 y el tratamiento correspondiente, se emplea la fo´rmula
P (Y = k) =
exp[βtkX]
1 +
∑2
i=1 [β
t
iX]
; k = 1, 2
donde exp[βtkX] = exp[interceptoi+β
t
i1X]. De este modo la probabilidad que una frecuencia
se encuentre en el grado de pudricio´n G1 y provenga del tratamiento t6 es
P (Y = 1) =
exp[intercepto1β1 + tratt6β2]
1 + exp[intercepto1β1 + tratt2β2] + exp[intercepto2β1 + tratt6β2]
=
exp[0,660− 0,201]
1 + exp[0,660− 0,201] + exp[−0,760− 0,612]
= 0,557
es decir, las mazorcas sometidas al tratamiento t6 tienen una probabilidad de 0,557 de
pertenecer al grado de pudricio´n G1. Las dema´s probabilidades se obtienen de manera ana´lo-
ga y se encuentran en la tabla del anexo (A-1)
Modelo multinomial nominal intervalos de confianza 95 %
variables G1 G2
Coef/E.Standar RR(IC 95 %) Coef/E.Standar RR(IC 95 %)
Intercepto1 0.66/0.14*** -0.76/0.202***
t2 -0.11/0.196 0.89(0.61,1.31) -0.35/0.297 0.7(0.39,1.26)
t3 0.33/0.196 1.39(0.94,2.04) 0.21/0.28 1.23(0.71,2.13)
t4 0.4/0.195* 1.49(1.01,2.18) 0.23/0.279 1.26(0.73,2.18)
t5 -0.24/0.172 0.79(0.56,1.1) -0.49/0.26 0.61(0.37,1.02)
t6 -0.2/0.176 0.82(0.58,1.15) -0.61/0.273* 0.54(0.32,0.93)
t7 -0.81/0.163*** 0.45(0.32,0.61) -1.26/0.26*** 0.28(0.17,0.47)
t8 -0.79/0.162*** 0.45(0.33,0.62) -1.39/0.265*** 0.25(0.15,0.42)
t9 -0.82/0.167*** 0.44(0.32,0.61) -1.13/0.264*** 0.32(0.19,0.54)
Desvio residual: 6969.809 AIC: 7005.809
Tabla 3-10.: Intervalos de confianza del 95 % del modelo multinomial nominal
3.2.4. Ajuste del modelo GSK
El ana´lisis del arreglo experimental en la tabla (3-1) desarrollado por Lo´pez & Chavez (1984),
por medio de la aplicacio´n del me´todo GSK presento los siguientes resultados:
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El valor del estad´ıstico Chi cuadrado para probar la hipo´tesis de la igualdad entre materiales
evaluados (tratamientos) fue de 171,27 con αˆ=0,0001, lo cual muestra suficiente evidencia
de diferencia al grado de pudricio´n entre los materiales.
La a prueba de bondad de ajuste al modelo resulto altamente significativa, el valor del es-
tad´ıstico Chi cuadrado fue 158,82.
Para dar una recomendacio´n de la variedad ma´s resistente a la pudricio´n, se plantearon las
siguientes comparaciones:
1. H0 : 3(τ2 + τ3 + τ4 + τ5)− 4(τ7 + τ8 + τ9) = 0. Este contraste compara la resistencia a la
pudricio´n del material prolifilico contra los materiales testigos, el valor del estad´ıstico
X2 fue de 133.35 con un p - valor de 0.0001, lo cual indica que los materiales testigos
son ma´s resistentes a la pudricio´n que el material prolif´ılico.
2. H0 : τ1 − τ6 = 0. Compara la variedad regional contra el material prolif´ılico. No se
encontro´ diferencia significativa en la resistencia a la pudricio´n; el valor del estad´ıstico
Chi- cuadrado fue de 2,59 con αˆ=0,1075.
3. H0 : 3τ1 − τ7 − τ6 − τ9 = 0 contrasta la variedad regional contra los materiales testi-
gos. El valor del estad´ıstico X2=40.78 y αˆ=0.0001 conducen claramente a establecer
diferencias.
En este caso los materiales testigos se mostraron mas resistentes a la pudricio´n que la
variedad regional.
4. H0 : τ1− τ9 = 0 compara la variedad regional sogamosen˜o contra la variedad comercial
ICAV506. Se encontro´ significativo el grado de pudricio´n, siendo ma´s resistente la
variedad comercial, como lo muestra el valor de la X2 = 27, 07 con αˆ = 0, 0001.
4. Conclusiones y recomendaciones
4.1. Conclusiones
1. Al modelar los datos con la regresio´n Poisson teniendo en cuenta los diferentes grados de
pudricio´n G0, G1 y G2 se advierte presencia de sobredispersio´n con ı´ndice de dispersio´n
4,43 , 4,03 y 1,237 respectivamente, con lo cual se concluye que este modelo no es
apropiada para el ana´lisis de esta informacio´n a pesar de tener ventajas frente al
me´todo GSK (Grizzle et al. (1969)). Debido a la presencia de sobredispersio´n en este
conjunto de datos, se procedio´ a modelar los diferentes grados de pudrico´n con el modelo
alternativo binomial negativo el cual lleva en consideracio´n este hecho. De los diferentes
ajustes propuestos, se encontro´ que en general al modelar en forma independiente los
diferentes grados de pudricio´n los datos se ajustan mejor principalmente con los grados
G0 y G1 donde se presentan los mayores ı´ndices de dispersio´n, en el caso del grado
G2 estos datos podr´ıan ajustarse con el modelo de regresio´n Poisson, pues de los
resultados se observa que el para´metro de dispersio´n en el modelo binomial negativo
es estad´ısticamente igual a uno.
2. Las variedades de ma´ız de material testigo y no prolif´ılico resultaron ser resistentes al
hongo Fusarium S.P con respecto a los grados de pudricio´n G0, G1, estos resultados
confirman los obtenidos por Lo´pez & Chavez (1984) a trave´s del me´todo GSK, donde
a firman que las variedades de ma´ız testigo son ma´s resistentes que las de material
prolif´ılico, pero adema´s hay evidencia estad´ıstica que tambie´n las variedades de mai´ız
no prolif´ıco son bastante resistentes. La razo´n es que al hacer uso del me´todo GSK,
se evidencia una clara falta de ajuste de este modelo, puesto que al no considerar la
presencia de sobredispesio´n, se va a presentar sobrestimacio´n o subestimacio´n de los
para´metro as´ı como tambie´n se va a llevar a conclusiones erro´neas sobre las hipo´tesis
lineales de efectos de tratamientos. Se concluye que no es recomendable el me´todo GSK
para el ana´lisis de datos de conteos, por lo menos dentro del marco presentado por los
datos en este trabajo.
3. Las variedades de ma´ız de seleccio´n masal son las menos resistentes a los grados de
pudricio´n G0 y G1 como se mostro´ en el modelo binomial negativo y confirmado en
modelo multinomial, donde la probabilidad que una mazorca se encuentre clasificada en
el grado de pudricio´n G2 y provenga de las variedades t1, t2 y t3 son respectivamente
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0,137, 0,108 y 0,1350. Lo que lleva a pensar que en estas variedades de ma´ız el hongo
Fusarium, S.P. no va aseverar la pudricio´n.
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4.2. Recomendaciones
Se recomienda llevar a cabo desarrollos teo´ricos donde se pueda considerar la interdepen-
dencia de los grados de pudricio´n G0, G1 y G2 , procurando ajustar modelos Poisson multi-
variados mixtos con efectos correlacionados de dependencia, pero considerando el efecto de
bloque como aleatorio y no fijo como fue el estudio realizado en este trabajo.
Otro escenario de trabajo futuro ser´ıa llevar a cabo desarrollos teo´ricos que permitan hacer
pruebas de comparacio´n mu´ltiple entre efectos de tratamientos considerando el efecto de
bloque tanto fijo como aleatorio.
A. Anexo:Implementacio´n de los
modelos en R
# Paquetes requeridos para correr los modelos
library(MASS)
library(car)
library(dispmod)
library(epicalc)
library(nnet)
library(reshape)
library(aod)
library(boot)
library(faraway)
library(pscl)
#Introduccion de la base de datos
cont<-matrix(c(17,20,6,14,20,8,14,29,17,26,34,7,38,35,14,13,47,12,52,48,12,60,45,12,65,37,7,9,24,6,16,30,3,19,35,2,18,42,9,27,41,8,21,34,9,67,34,4,65,66,6,63,33,5,11,21,5,17,40,2,22,30,5,23,32,5,25,55,8,19,54,2,67,34,4,58,27,4,42,51,7,12,28,5,22,27,0,9,42,4,12,40,6,47,37,2,15,43,3,42,40,8,53,44,6,42,50,7,13,18,9,11,0,6,5,29,12,23,26,9,17,46,11,23,28,6,41,68,7,45,47,8,47,40,11,15,38,5,5,30,9,4,31,2,11,36,7,14,42,5,55,25,5,48,49,7,45,57,2,5,14,3),ncol=3,byrow=TRUE)
cont0<-matrix(c(17,20,6,14,20,8,14,29,17,26,34,7,38,35,14,13,47,12,52,48,12,60,45,12,65,37,7,9,24,6,16,30,3,19,35,2,18,42,9,27,41,8,21,34,9,67,34,4,65,66,6,63,33,5,11,21,5,17,40,2,22,30,5,23,32,5,25,55,8,19,54,2,67,34,4,58,27,4,42,51,7,12,28,5,22,27,0,9,42,4,12,40,6,47,37,2,15,43,3,42,40,8,53,44,6,42,50,7,13,18,9,11,0,6,5,29,12,23,26,9,17,46,11,23,28,6,41,68,7,45,47,8,47,40,11,15,38,5,5,30,9,4,31,2,11,36,7,14,42,5,55,25,5,48,49,7,45,57,2,5,14,3),ncol=3,byrow=TRUE)
cont1<-matrix(c(17,20,6,14,20,8,14,29,17,26,34,7,38,35,14,13,47,12,52,48,12,60,45,12,65,37,7,9,24,6,16,30,3,19,35,2,18,42,9,27,41,8,21,34,9,67,34,4,65,66,6,63,33,5,11,21,5,17,40,2,22,30,5,23,32,5,25,55,8,19,54,2,67,34,4,58,27,4,42,51,7,12,28,5,22,27,0,9,42,4,12,40,6,47,37,2,15,43,3,42,40,8,53,44,6,42,50,7,13,18,9,11,0,6,5,29,12,23,26,9,17,46,11,23,28,6,41,68,7,45,47,8,47,40,11,15,38,5,5,30,9,4,31,2,11,36,7,14,42,5,55,25,5,48,49,7,45,57,2,5,14,3),ncol=3,byrow=TRUE)
cont2<-matrix(c(17,20,6,14,20,8,14,29,17,26,34,7,38,35,14,13,47,12,52,48,12,60,45,12,65,37,7,9,24,6,16,30,3,19,35,2,18,42,9,27,41,8,21,34,9,67,34,4,65,66,6,63,33,5,11,21,5,17,40,2,22,30,5,23,32,5,25,55,8,19,54,2,67,34,4,58,27,4,42,51,7,12,28,5,22,27,0,9,42,4,12,40,6,47,37,2,15,43,3,42,40,8,53,44,6,42,50,7,13,18,9,11,0,6,5,29,12,23,26,9,17,46,11,23,28,6,41,68,7,45,47,8,47,40,11,15,38,5,5,30,9,4,31,2,11,36,7,14,42,5,55,25,5,48,49,7,45,57,2,5,14,3),ncol=3,byrow=TRUE)
cont
colnames(cont)<-c("G0","G1","G2")
bloques<-rep(c("b1","b2","b3","b4","b5","b6"),c(9,9,9,9,9,9))
bloques
trat<-rep(c("t1","t2","t3","t4","t5","t6","t7","t8","t9"),6)
trat
datos<-data.frame(bloques,trat,cont)
datos0<-datos[,1:3]
par(mfrow=c(3,1))
#boxplot grado de pudrici\’{o}n Vs n\’{u}meros de mazorcas clasificadas en cada grado de pudrici\’{o}n
boxplot(datos0[,3]~trat,xlab="Tratamientos",ylab="n~Aomero de mazorcas en GO",main="a.")
datos1<-datos[,c(1,2,4)]
boxplot(datos1[,3]~trat,xlab="Tratamientos",ylab="n~Aomero de mazorcas en G1",main="b.")
datos2<-datos[,c(1,2,5)]
boxplot(datos2[,3]~trat,xlab="Tratamientos",ylab="n~Aomero de mazorcas en G2",main="c.")
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# Modelo de regresion Poisson con respecto al grado de pudrici\’{o}n GO
#Poisson simple (busqueda del mejor modelo alicando diversas funciones de enlace)
modelo1<-glm(G0~bloques+trat,data=datos0,family=poisson(link="log"))
modelo1
anova(modelo1)
summary(modelo1)
modelo1.1<-glm(G0~bloques+trat,data=datos0,family=poisson(link="inverse"))
modelo1.1
anova(modelo1.1)
summary(modelo1.1)
#Simulacion de envelope con los mejores modelos
#Envelope aplicado al modelo de regresion Poisson
#Respecto al grado de pudricion GO
par(mfrow=c(2,2))
res<-residuals(modelo1,type="deviance")
plot(fitted(modelo1),res,xlab="valores ajustados", ylab="residuos", main="a." )
abline(h=0,col="red")
dffits(modelo1)
go=residuals(modelo1)
halfnorm(go,main="b.")
lines(go.qq$x,go.env$point[1,],lty=4)
lines(go.qq$x,go.env$point[2,],lty=4)
lines(go.qq$x,go.env$overall[1,],lty=1)
lines(go.qq$x,go.env$overall[2,],lty=1)
------------------------------------
res<-residuals(modelo1.1,type="deviance")
plot(fitted(modelo1.1),res,xlab="valores ajustados", ylab="residuos", main="c." )
abline(h=0,col="red")
dffits(modelo1.1)
go=residuals(modelo1.1)
halfnorm(go,main="d.")
lines(go.qq$x,go.env$point[1,],lty=4)
lines(go.qq$x,go.env$point[2,],lty=4)
lines(go.qq$x,go.env$overall[1,],lty=1)
lines(go.qq$x,go.env$overall[2,],lty=1)
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# Modelo de regresion Poisson con respecto al grado de pudrici\’{o}n G1
#Poisson simple (busqueda del mejor modelo alicando diversas funciones de enlace)
modelo2<-glm(G1~bloques+trat,data=datos1,family=poisson(link="log"))
modelo2
anova(modelo2)
summary(modelo2)
modelo2.2<-glm(G1~bloques+trat,data=datos1,family=poisson(link="sqrt"))
modelo2.2
anova(modelo2.2)
summary(modelo2.2)
#Simulacion de envelope con los mejores modelos
#Envelope aplicado al modelo de regresion Poisson
#Respecto al grado de pudricion G1
par(mfrow=c(2,2))
res<-residuals(modelo2,type="deviance")
plot(fitted(modelo2),res,xlab="valores ajustados", ylab="residuos", main="a." )
abline(h=0,col="red")
dffits(modelo2)
go=residuals(modelo2)
halfnorm(go,main="b.")
lines(go.qq$x,go.env$point[1,],lty=4)
lines(go.qq$x,go.env$point[2,],lty=4)
lines(go.qq$x,go.env$overall[1,],lty=1)
lines(go.qq$x,go.env$overall[2,],lty=1)
------------------------------------
res<-residuals(modelo2.2,type="deviance")
plot(fitted(modelo2.2),res,xlab="valores ajustados", ylab="residuos", main="c." )
abline(h=0,col="red")
dffits(modelo2.2)
go=residuals(modelo2.2)
halfnorm(go,main="d.")
lines(go.qq$x,go.env$point[1,],lty=4)
lines(go.qq$x,go.env$point[2,],lty=4)
lines(go.qq$x,go.env$overall[1,],lty=1)
lines(go.qq$x,go.env$overall[2,],lty=1)
-----------------------------------------
49
#Modelo de regresion Poisson con respecto al grado de pudrici\’{o}n G2
#Poisson simple (busqueda del mejor modelo alicando diversas funciones de enlace)
modelo3<-glm(G2~bloques+trat,data=datos2,family=poisson(link="log"))
modelo3
anova(modelo3)
summary(modelo3)
modelo3.1<-glm(G2~bloques+trat,data=datos2,family=poisson(link="inverse"))
modelo3.1
anova(modelo3.1)
#Simulacion de envelope con los mejores modelos
#Envelope aplicado al modelo de regresion Poisson
#Respecto al grado de pudricion G2
par(mfrow=c(2,2))
res<-residuals(modelo3,type="deviance")
plot(fitted(modelo3),res,xlab="valores ajustados", ylab="residuos", main="a." )
abline(h=0,col="red")
dffits(modelo3)
go=residuals(modelo3)
halfnorm(go,main="b.")
lines(go.qq$x,go.env$point[1,],lty=4)
lines(go.qq$x,go.env$point[2,],lty=4)
lines(go.qq$x,go.env$overall[1,],lty=1)
lines(go.qq$x,go.env$overall[2,],lty=1)
------------------------------------
res<-residuals(modelo3.1,type="deviance")
plot(fitted(modelo3.1),res,xlab="valores ajustados", ylab="residuos", main="c." )
abline(h=0,col="red")
dffits(modelo3.1)
go=residuals(modelo3.1)
halfnorm(go, main="d.")
lines(go.qq$x,go.env$point[1,],lty=4)
lines(go.qq$x,go.env$point[2,],lty=4)
lines(go.qq$x,go.env$overall[1,],lty=1)
lines(go.qq$x,go.env$overall[2,],lty=1)
-------------------------------------------
#binomial negativa
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#Grado de pudricion G0
par(mfrow=c(2,2))
mod1<-glm.nb(G0~bloques+trat,data=datos0,link="log")
mod1
summary(mod1)
##Envelope aplicado al modelo de regresion binomial negativo
#Respecto al grado de pudricion G0
res<-residuals(mod1,type="deviance")
plot(fitted(mod1),res,xlab="valores ajustados", ylab="residuos", main="a." )
abline(h=0,col="red")
dffits(mod1)
go=residuals(mod1)
halfnorm(go,main="b.")
lines(go.qq$x,go.env$point[1,],lty=4)
lines(go.qq$x,go.env$point[2,],lty=4)
lines(go.qq$x,go.env$overall[1,],lty=1)
lines(go.qq$x,go.env$overall[2,],lty=1)
odTest(mod1)
#binomial negativa
#Grado de pudricion G1
mod2<-glm.nb(G1~bloques+trat,data=datos1,link="log")
mod2
summary(mod2)
#Envelope aplicado al modelo de regresion binomial negativo
#Respecto al grado de pudricion G1
par(mfrow=c(1,2))
res<-residuals(mod2,type="deviance")
plot(fitted(mod2),res,xlab="valores ajustados", ylab="residuos", main="a." )
abline(h=0,col="red")
dffits(mod2)
go=residuals(mod2)
halfnorm(go,main="b.")
lines(go.qq$x,go.env$point[1,],lty=4)
lines(go.qq$x,go.env$point[2,],lty=4)
lines(go.qq$x,go.env$overall[1,],lty=1)
lines(go.qq$x,go.env$overall[2,],lty=1)
odTest(mod2)
#binomial negativa
#Grado de pudricion G2
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mod3<-glm.nb(G2~bloques+trat,data=datos2,link="log")
mod3
summary(mod3)
#Envelope aplicado al modelo de regresion binomial negativo
#Respecto al grado de pudricion G2
par(mfrow=c(1,2))
res<-residuals(mod3,type="deviance")
plot(fitted(mod3),res,xlab="valores ajustados", ylab="residuos", main="a." )
abline(h=0,col="red")
dffits(mod3)
go=residuals(mod3)
halfnorm(go,main="b.")
lines(go.qq$x,go.env$point[1,],lty=4)
lines(go.qq$x,go.env$point[2,],lty=4)
lines(go.qq$x,go.env$overall[1,],lty=1)
lines(go.qq$x,go.env$overall[2,],lty=1)
----------------------------------------------
#regresion logistica nominal
#se cargan las librerias
library(epicalc)
library(nnet)
#se introducen los datos
cont<-matrix(c(77,149,36,85,147,28,73,196,42,73,210,43,168,256,48,146,231,37,317,273,42,326,286,38,264,225,40),ncol=3,byrow=TRUE)
cont
colnames(cont)<-c("G0","G1","G2")
colnames(cont)
trat<-c("t1","t2","t3","t4","t5","t6","t7","t8","t9")
trat<-factor(trat)
trat<-relevel(trat,ref="t9")
poli<-multinom(cont~trat);poli
summary(poli)
#para mostrar los RR e intervalos de confianzas
mlogit.display(poli)
#probabilidades estimadas
data.frame(trat,fitted.values(poli))
#regresion logistica con respuesta politomica ordinal
cont<-c(77,149,36,85,147,28,73,196,42,73,210,43,168,256,48,146,231,37,317,273,42,326,286,38,264,225,40)
trat<- factor(rep(c("t1","t2","t3","t4","t5","t6","t7","t8","t9"),3))
52 A Anexo:Implementacio´n de los modelos en R
trat<-relevel(trat,ref="t9")
pudricion<-factor(rep(c("G0","G1","G2"),9))
pudricion
#se define pudricion como un factor ordenado
#"G0"<"G1"<"G2"
pudricion<-ordered(pudricion,levels=c("G0","G1","G2"))
#organizamos los datos en un data.frame
datos.ordi<-data.frame(cont=cont,trat=trat,pudricion=pudricion)
datos.ordi
#se ajusta el modelo
poli2<-polr(pudricion~trat,weights=cont,data=datos.ordi)
summary(poli2)
#probabilidades estimadas
unique(data.frame(trat,fitted.values(poli2)))
Frecuencias
trat GO G1 G2
t1 0.2938933 0.5687031 0.13740368
t2 0.3269266 0.5653826 0.10769080
t3 0.2347292 0.6302245 0.13504636
t4 0.2239293 0.6441713 0.13189945
t5 0.3559297 0.5423705 0.10169983
t6 0.3526532 0.5579665 0.08938031
t7 0.5015854 0.4319616 0.06645300
t8 0.5015399 0.4399948 0.05846524
t9 0.4990465 0.4253402 0.07561332
Tabla A-1.: Probabilidades estimadas
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