In auditing practice it often occurs that a statement regarding the account ing error in a population consisting of several subpopulations has to be made. Since the relative proportion of errors can differ dramatically across these sub populations, it is desirable to take independent fixed size dollar-unit samples from each of them, as this often leads to lower variability compared to dollar unit sampling from the whole population. It also occurs that the results of the separate investigations of, e.g., different branches of one company need to be combined to make a statement on the bookkeeping quality in general.
Introd u ctio n
A n im portant problem in the world of statistical auditing is the so-called multi-sample problem. In auditing practice it often occurs that the auditor has to make a state ment concerning the total error in a population of dollars, which consists of several individually sampled subpopulations. For example, it is often needed to obtain a combined confidence upper bound from the sample results in the individual subpop ulations (without using, for instance, a Bonferroni type of inequality, as the latter technique would generally lead to bad confidence upper bounds). It also happens that a company is comprised of several branches, and the results of quantitative anal ysis indicate that there is a significant difference in the bookkeeping quality between them. In this case, random sampling without accounting for this difference is going to result in the unwanted increase of the variability in the sample.
In this section we are going to discuss this combination problem in the two-sample setting.
Suppose that a population A of N = K + L monetary items is a union A = B U C of two subpopulations B and C that contain respectively K and L items with book values B 1 ,B2,...,B k , and C\,C2,...C l .
Let the errors which are hidden in these book values be respectively
E 1 i E2 K t . . . EK and E<C j E 2 t . . . EL .
We assume that only overstatement errors are present, that is we have
In order to derive a confidence upper bound for the total error E or equivalently for M, we take independent samples from the subpopulations B and C . Using the dollar unit sampling technique as described in Bickel (1992) we draw (with replacement) k independent taintings (relative errors) from the population B and l taintings from the population C . This leads us to the total of n -k + l independent samples An important special case is the situation where the sample sizes are proportional to the population sizes, i.e. Our results are based on the relationship between upper confidence bounds for a parameter and upper bounds for the tail probabilities depending on this parameter, as described in the appendix. In the nonparametric one-sample setting, the best known estimates for the tail probabilities come from Hoeffding inequalities. A direct adaptation of these results to the two-sample auditing problem is possible, and is described in section 2. However, the efficiency of this approach leaves much to be desired, requiring extensions of Hoeffding's theorems. Despite considerable analytical difficulties, such an extension has been proved. It is presented in section 3, followed by a construction of a more efficient bound incorporating prior information.
In the end of sections 2 and 3 the applications of our results to the auditing problem are clarified, and computer simulation results are presented in section 4.
The appendix also contains the proof of the inequality leading to the improvement of Hoeffding's results mentioned above. 
satisfy the probability inequalities P(0 < U' < 1) -1 and P(0 < Vj < 1) -1.
According to Statement 1, the statistic bi(U ' UV') is a (1 -a)-confidence upper bound for the value 
□
It is clear that, in general, larger values of c will correspond to more conservative upper bounds for E . Therefore, for practical applications it is advised to choose k and l in such a way that c is minimal. Under the assumptions made in Section 2, let us consider the case where some apriori information is available in the form \ \ < , X2 < X^, ni < n i0 , ^ • As in the previous section, we define c1 = a 1 (n /k), c2 = a 2(n/l). Write
The mean values and the variances of X i and Yi are respectively \ \ 2 2 2 2 2 2
n n The bounds below are given for the case where j < 1/2. Since the proportion of errors in the populations investigated by auditors is typically quite low, this assumption hardly leads to any loss of generality in the auditing context. For the statistic
Note that this is essentially a reduction of the problem to the case of proportional sampling as defined by (1 .2 ).
In order to prove an analogue of the second Hoeffding inequality for the two-sample case, we are going to need the following result.
L e m m a 2. Let s be a real number, and let b2
Then for all positive real numbers bi, b2, o i, 02 and h the inequality o s ,
2) holds for s > 0 , and for any real s < 0 there exists a combination of parameters bi, b2, o i, 02, h such that the opposite inequality holds.
R e m a r k . The heuristic considerations presented later in this article quickly led to the formulation of (3.2) with s -1 as a conjecture, which was subsequently confirmed by computer simulations. However, an analytical proof, which can be found in the appendix, was not at all easy to obtain due to the complex form of the underlying function. Also, it must be noted that Lemmas 2 and 3, as well as the corresponding upper confidence bound, allow for a natural extension to the general multisample case.
L e m m a 3. Let random variables X i and Yj be defined by (3.1). The following inequality holds for t >
Consider the random variables X i -j i and Yj -j 2. Their ex pectations are equal to 0 , and they are bounded from above by bi and b2 respectively. By applying (1.7), (1.8) and Lemma 2 from Hoeffding (1963), we obtain for h > 0
P ( X U T < n + t) < e-hnt+kf(bi y i , h)+™.f(b2,<j2 2,h) (3 .5 )
Then, by Lemma 2,
The right-hand side of (3.6) attains its m inim um at
By inserting this value in (3.6) we obtain (3. where t is greater than zero. For t > 0 one would expect H B i ( j ) to be also an upper estimate for the tail probability in the case of fixed size sampling, i.e.
P f x-t + ■ ■ ■ Xk + Y1 + ...Yi > M + A
since this corresponds to a sampling procedure which is intuitively less random and also gives a lower variance for the relevant statistic when = ¡i2.
Lemma 2 is a generalization of theorem 3 in Hoeffding (1963). However, it doesn't improve the corresponding inequalities for all possible combinations of the parameters bi , b2, o i, o2 and t. Instead, it is necessary to take the m inim um over all valid combinations of bi and b2 as given below. The inequality (3.7) follows directly from (3.3) with ci substituted by ci.
C o r o lla ry 2. Let random variables X i and Yj be defined by (3.1). Let bi -ci -j i , b2 -C2 -j 2. Without loss of generality we can assume that bi < b2. The following inequality holds for t >
0 / P (X U Y < u + t) < min b1<b[<b2 bt 1 H --n -( 1 + fct / <7 ) a fc 2^2 -I -( 1 -t / b ) b z fc2+<72 (3.7) where b = (k/n)b[ + (l/n)b2 and k k l --<Ti H --o2 H ----(b[ -b2) P r o o f o f C o r o
□
Now, by using the methods described in Bentkus and van Zuijlen (2003) it is possible to introduce a confidence upper bound for i based on the inequality (3.7) that utilizes the available apriori information and also depends on the sample variances.
Let bi = c \ -1 \ , b2 = c2 -1 2. Let <r2 be the sample variance of X i ,..., X k. Given below are auxiliary functions needed to construct a certain confidence upper bound for a variance. For a detailed description of this bound refer to Bentkus and van Zuijlen (2003). Let
otherwise, where t (x) -1 -2x + 2x 2, k(x) -1 -2 x 2 and ¡3i lies in the interval (0 , 1 ).
Finally, write 
where
and Ai < X[ < max{Ai, A2}, A2 < A2 < max{Ai, A2}, p' = f ciAi + ¿ c 2A2. As in the previous section, we can say that in general, bigger values of cmax(ci ,c 2) will result in more conservative bounds for E . Therefore, it is advised to choose k and l so that c is minimal.
S im ulation results
In order to evaluate the performance of the new bounds presented in the sections 2 and 3 in auditing applications, computer simulations were used. The simulation design followed G rim lund and Felix (1987).
First, two test population B and C were generated. Since the proposed bounds only depend on the taintings, and not on the actual account sizes and error values, the simulated population consisted of the taintings corresponding to the individual dollars. Thus, instead of the accounts B i,B2,..., Bk and the corresponding errors E 2 ,E2 ,. ..,E b we consider the taintings T(i) -\tf ,t2 ,...,t2 }, where, assuming that the *-th dollar was taken from the j-th account,
B j
It is easy to see that sampling with replacement from T (i) results in the same distri bution of samples as dollar-unit sampling from the population B . The same is true for C and the combined population A . The monetary values of both populations were taken to be equal to 10000 dollars, i.e. B -C -10000.
The distribution of taintings in each population was derived from the error model described in G rim lund and Felix (1987), which is commonly used in the simulations related to auditing problems. This model uses four parameters: r -the proportion of accounts that are in error relative to all accounts, p i -proportion of non-10 0 % overstatement errors among all erroneous items, p 2 -1 -p i -proportion of 1 0 0 % overstatement errors and vi -mean value of the chi-squared distribution used to generate non-100% overstatement errors. The actual values of the parameters used in our computations, as well as the mean value j and the standard deviation o of the taintings in each population as well as the union B U C are presented in Table 1. T able 1. G e n e r a tin g p a ra m e te rs a n d d e sc rip tiv e s ta tistic s o f th e tw o test p o p u la tio n s . The proposed upper confidence bound b* has been compared with the bound b6 from Bentkus and van Zuijlen (2003). Confidence level was taken to be 95% (a = 0.05). It must be noted that a direct comparison with the well-known Stringer bound, as described in Bickel (1992), is not possible, since this bound does not allow an extension to the two-sample case.
The sample sizes n = 30, 60, 120 and 240 were chosen for the simulation, and each round was performed in the following way.
First, the desired number of samples was drawn randomly from the test popula tions. For the bound b*, n /2 taintings were randomly drawn from each populations (since the monetary values of the populations are the same, a i = a 2 = 1/2 and taking k = l = n /2 means sampling proportionally to the monetary value). For the bound b6, n taintings were drawn from the union B U C . The corresponding bounds were calculated and compared with the actual mean value of the items in the test popu lation. Since the samples evaluated in each case were different and random, in order to obtain reliable results this procedure was repeated 10000 times for each sample size. Finally, average values, coverages and variabilities for the analyzed bounds were calculated. Here coverage is the percentage of rounds where the calculated bound was greater than or equal to the actual mean value, and the variability is the variance of the calculated bounds. In order to guarantee the absence of correlation in the data, a cryptographic pseudo-random number generator by Kelsey et al. (2000) was used to create the test populations and to draw the samples.
The following table presents the simulation results.
T able 2. S im u la tio n results. Here b\ and be are the mean values; Cov\ and Cove are the coverage statistics; Var2 and V a r6 are the variabilities for the bounds b2 and b6 respectively. In order to measure the relative advantage of sampling proportionally and using the bound b2, compared to random sampling with b6, the ratio Var2/V ar6 was calculated.
Simulation results can be summarized as follows.
• The proposed bounds with proportional subsample sizes offer lower variability compared to the case of random sampling from the combined population B U C.
• The coverage is approximately the same in both cases.
• The tightness of both bounds used in the simulations is also approximately the same.
Therefore, proportional sampling and the bound b2 are more effective than random sampling with the bound b6.
It must be emphasized that the relation between confidence bounds for a param eter and bounds for tail probabilities (which is established by Statement 4 in the appendix) implies that, although very conservative, the presented bounds are in a certain sense the best possible, since they originate in the most accurate provable bounds for tail probabilities in a nonparametric setting. It is natural to expect that significant improvements in the tightness of these bounds can only be obtained by certain restrictions on the class of the possible tainting distributions. and 
with some c0,ci ,d0,di ,d2 ,e0 independent of $ such that 
which concludes the proof of (5.28) and of (5.8).
Let us prove the negative part of the statement of the lemma, that is, inequality (5.9). We assume that s < 0. Below Ck, k = 0,1, 2 , . .. stand for positive constants which can depend only on s. We have to choose b0, bi, a1, a2 > 0 such that (5.9) holds.
Instead of these parameters we can choose b0,5, Oq, a2 > 0. Let n be a sufficiently large natural number. Choose bo = 1, aQ = n, a2 = 2n. 
Then, writing d = ^4^-a(3, we have
-2 . i , n + a n + d c = 1 + a, a = n + a n + d, t (1 + a )2
It is clear that t ^ to

