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1 Introduction
The inverse problem on the geodesic ray transformation is a generalization of the Radon
transformation, and it can be formulated as follows: On a Riemannian manifold (X, g), the
information we have are integrals like I̺f(γ) :=
∫
γ
̺f(z)dz, where γ are geodesic segment
in a neighborhood Op of p ∈ X , and ̺ is a density function on T ∗X . The goal we want to
achieve is to recover the function f , hence we focus on the injectivity of the ray transform.
In this paper, we will work on local ray transform. This problem is resolved in dimension
≥ 3 in [3] under convexity assumption.
In general, the transformation is not injective in 2-dimensional case with density [1].
But it is not known whether it is locally injective for 2-dimensional Riemannian manifolds.
However, the injectivity would hold under certain restrictions on the function. Here the
additional condition we impose is that there exists a convex foliation of the manifold X as
in [3] and the function is adapted to it. Roughly speaking, this means that the direction that
the function changes is conormal to the layer structure of the manifold. In the real world
application, this could be interpreted as the situation where the data is sensitive to depth
but not the position along layers.
From a microlocal perspective, the major difference between the 2-dimensional case and
the higher dimensional case is that, without the extra dimension to allow for certain orthog-
onality, which we will see in our proof, we can not obtain complete ellipticity. However, the
ellipticity still holds if we restrict the direction on the fibre part of the cotangent bundle.
So the idea is, identify the direction on which our operator behaves well, and modify the
symbol on other directions to obtain complete ellipticity.
2 Notations and Results
2.1 General Notations
The object we consider is a Riemannian manifold with boundary (X, g). Most of our
discussion will be valid for general dimension, but our major results concerns only the 2
1
dimensional case. It is convenient to consider a larger region containing the region we are
interested in. So let X be a strictly convex domain in a Riemannian manifold (X˜, g) (we
have used the same notation to indicate the smooth extension of the metric). We want to
emphasize here that introducing X˜ is an important technique in this framework. Take a
neighborhood U of p ∈ ∂X in X˜ . In the 2-dimensional case, the local coordinate on T ∗X˜
(actually we only need T ∗X part) we will use would be (z, ζ) = (x, y, ξ, η). We will consider
local geodesic transform near p ∈ ∂X in a neighborhood Op of it (more properties of this
neighborhood will be specified below).
Denote the boundary defining function of X¯ by ρ(z) (that is, it vanishes on the bound-
ary, and positive in the interior, and satisfy the non-degeneracy condition dρ 6= 0 when
ρ = 0), and we also introduce another boundary defining function x˜ satisfying dx˜(p) =
−dρ(p), x˜(p) = 0, whose level sets are (strictly convex) from the sublevel sets. This allows
us to introduce another artificial boundary to enforce our discussion to be local. In terms of
a new parameter c, the region Op would be Ωc := {z ∈ X : x˜(z) ≥ −c, ρ(z) ≥ 0} for c ≥ 0.
We can choose x˜ satisfy that Ω¯c is compact. And we will see in the proof, our local result
will be valid for all small c.
We give a concrete example of x˜ here:
x˜(z) = −ρ(z) − ǫ|z − p|2, z ∈ Op, (1)
where | · | means the Euclidean norm, and this term is introduced to enforce the region
characterized by x˜ to be compact, which is one of the reasons to introduce this new function.
If we define Ωc using the inequality involving only ρ(z), the region might be non-compact
(even when c is small, it might be a long thin strip near the boundary). So we use a
modification of −ρ making the level sets less convex to enforce its intersection with ∂X
happen in a compact region. Furthurmore, the class of ‘adapted’ function will be determined
by the foliation given by x˜, which makes x˜ even more important in two dimensional case
comparing to higher dimensional cases.
2.2 The Foliation Condition
We now turn to the extra foliation condition we need in the two dimensional case. Shrink-
ing the region if necessary, we can assume the neighborhood we are working on is entirely
in one local coordinate patch. Suppose there is a foliation of X by level sets of x˜. That is,
a family of hypersurfaces {Σt = x˜−1(−t), 0 ≤ t ≤ T}. In addition, we assume each Σt is
convex in the sense that any geodesic tangent to it will curve away from {x˜ ≤ −t}.
Next we define a necessary ingredient for the statement of our main result, the adapted
function class:
Definition 1. With notations above, Fx˜(X) is defined to be the function space consists of
functions which are constant on each Σt, and we say such a function is ‘adapted to the
foliation x˜’. In addition, F sx˜(Op) := Fx˜(X) ∩Hs(Op).
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2.3 The Geodesic Ray Transform
On the region Ωc := {p ∈ X : x˜(p) ≥ −c}, c > 0, we can replace x˜ by x = x˜ + c,
so that x itself become the defining function of the artificial boundary. In an open set
O ⊂ X¯ , for a geodesic segment (with respect to g) γ ⊂ O, we call it O-local geodesic
if its endpoints are on ∂X , and geodesic segments we consider below would be assumed
to be of this kind. Next we introduce strictly positive density functions, which will be
used in the context of geodesic ray transform. We use S∗X to denote the unit co-sphere
bundle, and notice that each point on it (i.e., a point with a cotangent vector living at
that point) determines a geodesic. Before defining the function class, we define GX as:
GX := {(s, z′) ∈ S∗X ×X|z′ ∈ X lies on the geodesic determined by s ∈ S∗X}, which is a
submanifold of S∗X ×X .
Definition 2. ̺ ∈ C∞(GX) is called a strictly positive density function if:
(1) For s1, s2 ∈ S∗X, if they determine the same geodesic γ, then ̺(s1, z′) = ̺(s2, z′) for
z′ ∈ γ.
(2) ̺ ≥ C0 > 0 for some constant C0.
For different formulations, see discussion below.
Let G be the induced dual metric function on T ∗X , HG is the Hamiltonian vector field
associated with it. Then a point in the cosphere bundle S∗X would determine a lifted
geodesic by the flow of HG. As we have mentioned, the geodesic ray transform is defined by:
I̺f(s) :=
∫
γ
̺(s, z′)f(z′)dz′,
where ̺ is a strictly positive density function, s is a point in S∗X , γ is the geodesic determined
by it. So our geodesic ray transform is a function on S∗X .
In order to facilitate our formulation, we will use exponentially weighted Sobolev spaces:
HsF (Op) := e
F
xHs(Op) = {f ∈ Hsloc(Op) : e−
F
x f ∈ Hs(Op)} and similarly for other Sobolev
spaces: an additional subscript F would indicate the exponential conjugation. Furthermore,
S∗X|Op is the restriction of the cosphere bundle to Op. With all these preparations, the main
theorem we have is:
Theorem. For p ∈ ∂X, with density ̺ as above, we can choose Op = {x˜ > −c} ∩ X¯, so
that the local geodesic transform is injective on F sx˜ := Fx˜ ∩Hs(Op), s ≥ 0. And there exists
C > 0 such that for all f ∈ F sx˜,
||f ||Hs−1F (Op) ≤ C||I̺f ||HsF (S∗X|Op).
In the application below, X,Σt are defined as above, and in addition we assume that X¯
is compact.
Corollary. If KT := X\∪t∈[0,T )Σt has measure zero, the global geodesic transform is injective
on L2(X). If KT has empty interior, the global geodesic transform is injective on H
s(X) for
s > n
2
.
3
Proof. Assuming the theorem holds, we prove the corollary. Assume that we have I̺f = 0.
In either case, suppf has non-zero measure.
For nonzero f ∈ L2(X) andKT has measure zero case, suppf has non-zero measure. Consider
τ := infsuppf (−x˜). If τ ≥ T , then suppf ⊂ KT , which has measure zero, contradiction. So
τ < T and by definition f ≡ 0 on Σt with t < τ . By the definition of τ , closedness of suppf
and compactness of X¯ , we know there exists q ∈ Στ ∩suppf . However, consider the manifold
given by {x˜ < −τ}, to which we can apply our theorem. Since we have local injectivity near
q, we conclude that q has a neighborhood disjoint with suppf , contradiction.
If f ∈ Hs(X), s > n
2
, f 6= 0, then suppf has non-empty interior since f is continuous by
Sobolev embedding.Then apply local result to a fixed point in suppf gives the contradiction.
2.4 Different Formulations of the Weight
The most natural dependence of such weights on its variables should be to let it depend on
z ∈ X and the geodesic γ we are integrating along. Locally (within the cut locus), another
point on γ can be determined by its starting position and a covector ξ ∈ T ∗zX through
the exponential map, so we can also take ̺ as a function on T ∗X . Further, we need to
put a restriction on such function on T ∗X : when (z1, ξ1) (z2, ξ2) are sent to the same point
z3 through the exponential map along the same geodesic γ1, then we should require both
of their values coincid with the value of ̺ determined by z3 and γ1 as in the first natural
formulation. To this end, we denote the digonal of X × X by ∆ := {(x, x) : x ∈ X}, and
define the blow up of X ×X along the diagonal [X ×X ; ∆] to be the manifold obtained by
replacing points on ∆ by its normal bundle in X×X . For more detailed treatment, we refer
readers to section 3.3 of [3] and references given there. Now we define our density function
class.
Definition 3. ̺ ∈ C∞([X × X ; ∆]) is called a Op-strictly positive density function, if and
only if:
(1) For z1 and z2 both connect to z
′ through the same geodesic γ, ̺(z1, z
′) = ̺(z2, z
′) when
z1, z2, z
′ ∈ Op. Notation here used the fact that away from diagonal, they are smooth functions
on X ×X.
(2) There is a constant C0 > 0 such that ̺ ≥ C0.
The only part of the domain that matters is [Op×Op; ∆∩ (Op×Op)]. The first condition
here means that this density function depend only on the current point and the geodesic
going through it on which we are taking transform. And we can relax the positivity condition
to only require it hold on Op×Op blown up along the diagonal. In the context below, we will
consider a geodesic starting at z, and consider the value of ̺ at another point z′ ([X×X ; ∆]
is the same as X × X away from ∆), thus we will also write it as ̺(z, z′), which is the
value of ̺ at z′ when we take geodesic transform on the geodesic connecting z and z′. The
value of ̺ will depend on z′ and γ smoothly when z′ is away from z. In this form, ̺ will
lose smoothness on the diagonal if we view it as a function on X ×X . To remedy this and
distinguish different approaching directions, we take it as a function on [X × X ; ∆], i.e. a
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function on the blow up of X×X along the diagonal. In [X×X ; ∆], a single point (z, z) ∈ ∆
is replaced by the fibre of S∗X at z to distinguish different directions, and the weight on
each direction can be defined as the limit of such weight approaching z along that geodesic.
When we need to consider the diagonal part, we will denote it by ̺bl(z, ξ), ξ ∈ S∗zX . And by
the symmetry assumption discussed below, we can assume ̺bl(z, ξ) = ̺bl(z,−ξ). To reduce
to the unweighted case, we only need to take ̺ = 1 .
When Op is small enough so that each pair of points are connected through a unique
geodesic, the restriction to [Op×Op; ∆∩(Op×Op)] of a global strictly positive density function
will be a Op−strictly positive density function (with the natural identification between GX
with both the base part and z′ in Op and [Op × Op; ∆ ∩ (Op × Op)]). In our proofs, we will
utilize the Op−version density function since all the proofs are local in nature. So in the
proofs, our variables of the density function are the same as the setting of the local version.
However, in order to make sense of the corollary, the density function need to be defined
globally as in the previous section, and the restriction of such a function gives the local
version density we need in the proof.
Also, the compatibility condition that the density depend only on the geodesic and the
‘current point’ z′ is not necessary. In fact, when the density also depend on the particular
representative (i.e., the starting point) of the geodesic, we will have more information. To
be more precise, in that case, we will have many integrals for a single geodesic. And for
injectivity problem, we will have more vanishing integrals as our condition. This means our
formulation is the case where we have the ‘least information’.
The purpose of adding this notion of density function is to make our theorem more general,
and ̺ here should be considered as ‘known’ and our injectivity claim is for f only.
3 Sobolev Spaces and Scattering Calculus
In this section, we recall some basic facts of pesudodifferential operators, their symbols,
and the process of quantization, and also some basic facts about Sobolev spaces
3.1 Sobolev Spaces
We will need some inclusion relationship between weighted Sobolev spaces. Suppose M¯
is a manifold with boundary whose interior is M . Let Vb(M¯) be the collection of all smooth
vector fields tangent to ∂M . And suppose x is a global boundary defining function, then we
set Vsc(M¯) = xVb(M¯).
Then the 2-integrability with respect to the scattering density x−(n+1)dxdy gives L2sc(M¯).
Here the density comes from the identification through x = r−1, and the ordinary volume
form in the polar coordinate is rn−1drdy, where y denotes the spherecal variables. The
corresponding polynomially weighted Sobolev space Hs,rsc (M¯) consists of functions u such
that x−rV1V2...Vku ∈ L2sc(M¯) for k ≤ s (when k = 0, it’s u itself), and Vj ∈ Vsc(M¯).
With these definitions, we know (see section 2.3 of [3]):
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Hs(M¯) ⊂ Hs,rsc (M¯), r ≤ −
n + 1
2
Hs,r
′
sc (M¯) ⊂ Hs(M¯), r′ ≥ −
n + 1
2
+ 2s
3.2 Scattering Calculus on Rn
a(z, ζ) ∈ C∞(Rnz × Rnζ ) is said to be a scattering symbol of order (m, l) if and only if:
|DαzDβζ a(z, ζ)| ≤ Cαβ〈z〉l−|α|〈ζ〉m−|β|,
where 〈z〉 = (1+ |z|2) 12 , with |z| being the Euclidean norm, and similarly for 〈ζ〉. The space
consists of such symbols will be denoted by Sm,l(Rn,Rn), or Sm,l for short. Then the space
of pesudodifferential operators Ψm,lsc (R
n) is defined as ‘left quantizations’ of such symbols.
Explicitly, they are operators of the form:
Au(z) = (2π)−n
∫
ei(z−z
′)·ζa(z, ζ)u(z′)dz′dζ. (2)
And right quantization could be defined in the same way by replacing a(z, ζ) by a(z′, ζ),
and the space of operators we obtain will remain unchanged. Both the space of symbols
and that of pseudodifferential operators increase with respect to m, l. This family of spaces
Ψ∗,∗sc (R
n) forms a filtered ∗−algebra under the composition and taking adjoints relative to
the Euclidean metric, i.e.
A ∈ Ψm,lsc (Rn), B ∈ Ψm,lsc (Rn) =⇒ AB ∈ Ψm+m
′,l+l′
sc (R
n),
and
A ∈ Ψm,lsc (Rn) =⇒ A∗ ∈ Ψm,lsc (Rn).
The next important notion is the principal symbol. For A ∈ Ψm,lsc , its principal symbol
is the equivalence class of a in Sm,l/Sm−1,l−1 where a is the symbol whose left quantization
is A. This equivalence class captures the behaviour and properties of A modulo lower order
operators. We say A ∈ Ψm,lsc (Rn) is elliptic if its principal symbol is invertible in the sense
that there exists b ∈ S−m,−l such that ab − 1 ∈ S−1,−1. Whether b exists or not does not
depend on the choice of representative of a in that class. When A is elliptic, the standard
parametrix construction gives us B ∈ Ψ−m,−lsc (Rn) such that AB − Id ∈ Ψ−∞,−∞sc (Rn), which
means the error term operator has a Schwartz function on R2n as its Schwartz kernel. And
ellipticity ensures such operators mapping Hs,r to Hs−m,r−l are compact for any s, r, with
Hs,r defined in the Sobolev space section. Compactness and parametrix construction together
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gives Fredholm property of elliptic operator A. That is, it has closed range, finite dimensional
kernel and cokernel, with following estimate for any N :
||u||Hs,r(Rn) ≤ C(||Au||Hs−m,r−l(Rn) + ||Fu||H−N,−N(Rn)),
where F can be taken as a finite rank operator in Ψ−∞,−∞sc (R
n).
In order to facilitate the generalization to general manifolds with boundary, we can com-
pactify the Rn in both base and phase factors. Concretely, we compactify Rn to a closed
ball R¯n by adding the ‘sphere at infinity’ Sn−1. More precisely, we first identify Rn\{0}
with (0,+∞)r × Sn−1θ through polar coordinates (r, θ)→ rθ. Then let x = r−1, then Rn{0}
becomes (0,+∞)x×Sn−1θ . And now glueing a sphere to x = 0, or extending the range of x to
[0,∞) is equivalent to attaching a sphere at infinity in the original coordinates. So formally
Rn is obtained by taking disjoint union of Rn and [0,+∞)x×Sn−1 modulo the identification
given above. Now x = r−1 is a boundary defining function in the near ∂R¯n. By modifying
it in the ‘large x small r’ part, this gives us a global boundary defining function ρ. Decay
properties can be rephrased as regularity on this compatified space: Schwartz functions on
Rn are exactly restrictions to Rn of C∞ functions on R¯n.
As we have mentioned, we can campactify both factors of Rnz ×Rnζ to define the scattering
symbols of R¯nz × R¯nζ . We denote the defining function of R¯nz (‘the position factor’) by ρ∂ ,
and that of R¯nζ (‘the momentum factor’) by ρ∞. We will also use the notation Ψ
m,l
sc (R¯
n) :=
Ψm,lsc (R
n). And the ellipticity of A ∈ Ψm,lsc (Rn) is equivalent to the non-vanishing property of
ρl∂ρ
m
∞a, where a is a left symbol (whose left quantization is that operator) of A. In particular,
by the compactness of the boundary spheres, this means an estimate like: |a| ≥ Cρ−l∂ ρ−m∞ ,
which is convenient to us in practice.
3.3 Generalization To Manifolds
Let M¯ be a manifold with boudary with interiorM . Then the scattering pseudodifferential
operators Ψm,lsc (M¯) is obtained by locally identifying the manifold with R¯
n. And on such
charts U × U , the Schwartz kernel of the operator has the same property as the case of R¯n,
and we also allow additional globally Schwartz terms in the Schwartz kernel. And all those
algebraic properties of Ψm,lsc (R¯
n) generalize to the manifold case. In addition, the weighted
Sobolev spaces Hs,rsc (M¯) are also obtained by locally identifying M¯ with R¯
n. A clarification
on how we define L2sc(M¯) might be useful. After locally identify M¯ with R¯
n, we use the
scattering density rn−1drdy = x−n−1dxdy.
3.4 Preparation for Operators
Our approach would be to construct an elliptic pseudodifferential operator A = A0 + A1
to obtain an elliptic type estimate, then shrink the region to obtain invertibility. The two
summands would be specified below. The first lemma points out that operators whose left
symbols are supported away from (or outside a conic neighborhood of) the ‘(1,0) direction’
will annihilate functions adapted to the foliation. And the second lemma tell us that when an
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operator is elliptic near ‘(1,0) direction’, we can add another operator satisfying conditions
in Lemma 1 to it and make the sum elliptic in every direction.
Lemma 1. Suppose A1 has left symbol satisfy a1(x, y, λ, 0) = 0. For f ∈ Fx˜, we would have
A1f(z) = 0, z ∈ Op.
Proof. We will use f(x′) to denote f(x′, y′).
A1f(z) = (2π)
−2
∫
x′,y′,η,λ
ei(λ(x−x
′)+η(y−y′))f(x′)a1(x, y, λ, η)dx
′dy′dηdλ
= (2π)−2
∫
x′,η,λ
eiλ(x−x
′)f(x′)a1(x, y, λ, η)(
∫
y′
eiη(y−y
′))dy′)dx′dηdλ
= (2π)−2
∫
x′,η,λ
eiλ(x−x
′)f(x′)a1(x, y, λ, η)× 2πeiηyδ0(η)dx′dηdλ
= (2π)−1
∫
x′,λ
eiλ(x−x
′)f(x′)a1(x, y, λ, 0)dx
′dλ
= 0.
Lemma 2. Suppose A0 ∈ Ψ−1,0sc (M¯) has left symbol a0(x, y, ζ) satisfy |a0(x, y, ζ)| ≥ C|ζ |−1
in a cone containing (±1, 0) with ζ = (λ, η), then we can construct A1 ∈ Ψ−1,0sc (M¯) satisfy
the condition of the previous lemma such that A = A0 + A1 ∈ Ψ−1,0sc (M¯) is elliptic.
Proof. Without loss of generality, by multiplying an overall factor to adjust the phase, we
assume Re(a0(x, y, ζ)) ≥ C|ζ |−1 in a cone containing (±1, 0). We construct A1 by construct-
ing its left symbol a1(x, y, ζ), which is real. Since |a0 + a1| ≥ |Rea0 + a1|, we only need to
require a1 to satisfy:
a1(x, y, λ, 0) = 0; |Re(a0(x, y, λ, η)) + a1(x, y, λ, η)| ≥ C1|ζ |−1, C1 > 0.
Introduce b0(z, ζ) := |ζ |Re(a0(z, ζ)), b1(z, ζ) := |ζ |a1(z, ζ), above conditions can be written
as:
b1(z, λ, 0) = 0; |b0(z, ζ) + b1(z, ζ)| ≥ C1, C1 > 0.
We consider a smooth χ satisfying: (1) suppχ ⊂ (−∞, C]; (2) C
2
≤ |χ(t) + t| ≤ 2C
for t ≤ C; (3) Its derivatives of any order is bounded. This can be achieved by taking
χ(t) = −t+Cχ1(t) where χ1 is a non-decreasing smooth function, being 12 on (−∞, C2 ], and
is t
C
on [C,∞). Consequently χ(t) = 0 on [C,∞). Then the first two properties follows
by definition, and notice that for ζ = (ξ, 0), b0 ≥ C. The last condition follows by the
observation that χ1 has trivial derivatives on (−∞, C2 ], and it coincide with tC for t ≥ C. So
the boundedness essentially concerns [C
2
, C], which is compact, and the result follows by the
smoothness of χ1.
Then we set b1(z, ζ) = χ(b0). The desired properties of b1 is included in the construction
of χ. The fact that b1 is again a symbol of at most the order that of b0 follows from the
boundedness of derivatives of χ and the symbolic property of |ζ |a0.
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4 The Ray Transform Context
Next we explicitly define an pseudodifferential operator, and identify its principal symbol,
and prove that it satisfies the conditions on A0 above. Many arguments here follow [3]. We
will average over the family of the geodesics (the factor would be removed below when we
use symmetry):
Af(x, y) =
1
2
∫
R
(I̺f(x, y, λ, 1) + I̺f(x, y,−λ,−1))χ˜(x, λ)dλ. (3)
Under the symmetric condition γx,y,−λ,−ω(−t) = γx,y,λ,ω(t), the contribution at If(x, y, λ, 1)
and If(x, y,−λ,−1) together is just the ray transformation of a whole segment extending
toward both sides. Moreover, this condition is not restrictive. Without this assumption, at
each point with given opposite tangent directions, we would have two curves and integral
along both of them. We can simply drop one of these two families and reach the current
situation.
The weight χ˜ is supported in |λ| ≤ C|x|. An explicit construction is:
χ˜(x, λ) = x−1χ(
λ
x
),
where χ is a compactly supported function on R.
The principal symbol of A can be identified as follows: Compare the standard definition
Af(z) = (2π)−2
∫
ei(z−z
′)·ζa(z, ζ)f(x′)dz′dζ with our definition of A. Here ζ = (λ, η). So we
want to write write the integral in terms of Z = z′− z. To this end we consider the blow up
along the diagonal ∆: [X˜ × X˜ ; ∆]. Let Xˆ = Rx × Ry, its projectivized partial sphere looks
like PSXˆ = Xˆ ×R×{±1}. The construction also works for general (X˜, g) (which locally is
Xˆ). The map we consider is:
Γ : PSX˜ × R → [X˜ × X˜ ; ∆], Γ(z, ν, t) =
{
(z, γz,ν(t)), t 6= 0
(z, ν
|ν|
), t = 0
(4)
Here ν = λ∂x ± ∂y plays the role of initial tangent vector of γ at z = (x, y), effectively ν|ν| is
z′−z
|z′−z|
, which is the coordinate at the blown up part. By the definition of blow up, this is a
diffeomorphism near PSX˜ × {0}.
From our definition of A, we know
Af(z) =
1
2
∫
f(z′)χ˜(Γ−1(z, z′))̺(z, z′)(Γ−1)∗(dλdωdt),
where dω is the measure of S0 concentrated on ±1. However, using the symmetry assump-
tion, we can just use the first term in the definition of A (and its contribution would be half
of the total integral):
Af(x, y) =
∫
R
I̺f(x, y, λ, 1)χ˜(x, λ)dλ. (5)
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In this setting, we would meet each z′ only once. In the previous setting, we are going to
meet each z′ twice.
Then we can define PSXˆ to be Xˆ × R, which actually should be called ‘partial hemisphere
bundle’. And now the map Γ can be defined as (we only identify the z′− component, the
z′−z
|z′−z|
component is ν
|ν|
):
Γ : PSXˆ × R → [Xˆ × Xˆ; ∆], Γ(z, λ, t) = γz,λ∂x+∂y(t). (6)
In this setting, the dω factor can be omitted. And the corresponding expression in terms
of (z, z′) would be
Af(z) =
∫
f(z′)χ˜(Γ−1(z, z′))̺(z, z′)(Γ−1)∗(dλdt).
Near PSXˆ × 0, Γ is a diffeomorphism. And we can choose a coordinate system such that
z′−z
|z′−z|
is the tangent vector at z from which we can reach z′ in |z′ − z| time through the
geodesic determined by it.
We use the same letter to denote the same function after changing the coordinates. So
the integral becomes (we write results in general n dimension case, but readers could feel
free to replace n by 2):∫
f(z′)|z′ − z|−n+1χ˜(z, z
′ − z
|z′ − z|)σ(z,
z′ − z
|z′ − z| , |z
′ − z|)̺(z, z′)dz′,
σ||z−z′|=0 > 0 is the Jacobian, bounded from below. And the |z′ − z|−n+1 factor also comes
from the change of variable (can be thought of as changing from polar coordinate back to
an Euclidean coordinate).
So the principal symbol is the Fourier transform of |z′ − z|−n+1χ˜(z, z′−z
|z′−z|
)σ(z, z
′−z
|z′−z|
) with
respect to Z = z′ − z. We can insert a cutoff φ(|Z|) without changing the principal symbol
modulo terms which are rapid decaying with respect to |ζ |, as long as this function has
compact support, and is identically 1 near 0. Consequently this cut off will not change the
principal symbol. We have (with t = |Z|, Zˆ := Z
|Z|
∈ S1):
a(z, ζ) =
∫
R2
|Z|−1e−iZ·ζ(χ˜σ)(z, Zˆ)φ(|Z|)̺(z, z + Z)dZ
=
∫
(0,∞)×S1
e−itZˆ·ζ(χ˜σ)(z, Zˆ)φ(t)̺(z, z + tZˆ)dtdZˆ
=
1
2
∫
R×S1
e−itZˆ·ζ(χ˜σ)(z, Zˆ)φ(t)̺(z, z + tZˆ)dtdZˆ.
The last equality comes from the fact tZˆ = (−t)(−Zˆ). The t−integral can be viewed as a
partial Fourier transform of ̺1(t, z, Zˆ) := φ(t)̺(z, z + tZˆ). So if we use ˆ̺1 to denote this
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partial Fourier transform, notice that φ has compact support, ̺1 is a Schwartz function (in
t). Therefore on the region |Zˆ · ζ | > c0|ζ |, we have estimates | ˆ̺1(Zˆ · ζ, z, Zˆ)| ≤ CN |ζ |−N
for any positive integer N . Hence a partition of unity argument tells us this region give
no contribution to the principal symbol. As a result, only the behaviour of χ˜σ near the
equatorial sphere {Zˆ : Zˆ · ζ = 0} matters (this important observation is the orthogonality
we mentioned in the introduction). So we consider the decomposition Zˆ = Zˆ‖ζˆ + Zˆ⊥θ, with
ζˆ = ζ
|ζ|
, θ is the unit vector obtained by counterclockwise rotate ζˆ by π
2
. So we can write the
integral as (ignore the factor 1
2
) an integral over two semicircles (see B defined below):
∫ 1
−1
ˆ̺1(Zˆ
‖|ζ |, z, Zˆ)J0(Zˆ‖)B(z, Zˆ‖, θ)dZˆ‖
= |ζ |−1
∫ 1
−1
|ζ | ˆ̺1(Zˆ‖|ζ |, z, Zˆ)J0(Zˆ‖)B(z, Zˆ‖, θ)dZˆ‖,
where J0(Zˆ
‖) is the density factor introduced by the change of variables, which satisfies
J0(0) = 1 (when Zˆ is perpendicular to ζ , dZˆ
‖ = dZˆ). And B is defined by:
B(z, Zˆ‖, θ) = [(χ˜σ)(z, Zˆ‖ζˆ + (1− (Zˆ‖)2) 12 θ) + (χ˜σ)(z, Zˆ‖ζˆ − (1− (Zˆ‖)2) 12θ)].
Recall that ̺bl is the lift of ̺ to [X × X,∆], taking (z, ξ), ξ ∈ S∗zX as its variable. The
observation we need to make now is |ζ | ˆ̺1(Zˆ‖|ζ |, z, Zˆ) → 2πδ0(Zˆ‖)̺bl(z, Zˆ) in the sense of
distribution as |ζ | → ∞. Since the solution to Zˆ · ζˆ = Zˆ‖ = 0 is Zˆ = θ (choose one from the
two with opposite signs), modulo terms with faster decay as |ζ | → ∞, we can identify the
principal symbol as:
π|ζ |−1̺bl(z, θ)((χ˜σ)(z, θ) + (χ˜σ)(z,−θ)).
In contrast with the n ≥ 3 case, we change our point of view rather than fixing ζ , but
fixing θ and let ζ vary, we know that if we choose χ˜ ≥ 0, and for a fixed θ0, χ˜(z, θ0) > 0,
χ˜(z,−θ0) > 0, then A would satisfy the condition of A0 in lemma 2. Since our restriction
on suppχ˜ is |λ| ≤ C|x|, we can choose θ0 to be (0, 1) (corresponding to λ = 0). This choice
is uniform with respect to z. We actually have more freedom, as long as θ0 is in the region
|λ| ≤ C|x|. When |x| increases, this sector would increase. And the ζ for which we have an
elliptic type estimate would be those ζ that is perpendicular to at least one vector in the
θ0−sector, which also makes up a sector, containing (1,0). The idea would be applying our
lemma 1, we can construct an operator A1 makes A + A1 elliptic, and does not affect the
result when we apply it to f ∈ Fx˜. Next, we turn to the scattering context, the reason to
do so is explained at the beginning of the next section.
5 The Scattering Context
In this section we will prove the result that we will use to prove the main theorem:
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Proposition 1. With A, x, χ as above, AF := x
−1e−
F
xAe
F
x is in Ψ−1,0sc for F > 0.
And if we choose χ appropriately withi χ ≥ 0, χ(0) = 1, its boudary symbol is elliptic on the
region |ξ| ≥ C|η| for constant C.
The reason we need to conjugate by the exponential weight is that, although the kernel of
A in the previous section behaves well when X = x
′−x
x2
, Y = y
′−y
x
are bounded, it would not
be so when they goes to infinity. This conjugation will give additional (exponential) decay
to resolve this issue. The derivation of the decay property of its Schwartz kernel is the same
as in [3], hence we focus on ellipticity here.
Proof. We use the following coordinates near the scattering front face:
x, y, X =
x′ − x
x2
, Y =
y′ − y
x
.
Denote the Schwartz kernel of A by K(x, y,X, Y ) and that of AF by K
♭(x, y,X, Y ). Notice
that
x−1 − x′−1 = X
1 + xX
.
The relationship of Schwartz kernel of AF and that of A would be:
K♭(x, y,X, Y ) = x−1e−FX/(1+xX)K(x, y,X, Y )
In the case n ≥ 3, the coordinate system we use on |x′ − x| ≤ C|y′ − y| is x, y, |y′ −
y|, x′−x
|y′−y|
, y
′−y
|y′−y|
. In the case n = 1, we can collaborate |y′− y| and y′−y
|y′−y|
into y′− y ∈ R. Here
by R we actually need to blow it up at the origin so that it can distinguish two directions
when y′ − y = 0. The coordinates on the bundle part (in terms of z′) can be written as:
λ(Γ−1(x, y, y′ − y, x
′ − x
|y′ − y|)) = Λ(x, y, y
′ − y, x
′ − x
|y′ − y|),
subject to Λ(x, y, 0, x
′−x
|y′−y|
) = x
′−x
|y′−y|
. So we have (here below we will write the left hand side
simply as λ):
λ(Γ−1(x, y, y′ − y, x
′ − x
|y′ − y|)) =
x′ − x
|y′ − y| + (y
′ − y)Λ˜(x, y, y′ − y, x
′ − x
|y′ − y|).
Comparing to the n ≥ 3 case, the information given by Yˆ = Y
|Y |
, |Y | can be encoded into Y
at the same time. Now, in terms of the coordinate system of our scattering setting, we have
y′ − y = xY, x
′ − x
|y′ − y| =
xX
|Y | .
And now the coordinate of the blow up should be:
x, y,
X
|Y | , Y
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Recall χ˜(λ, x) = x−1χ(λ
x
), we need to identify λ
x
next:
λ
x
=
X
|Y | + Y Λ˜(x, y, xY,
xX
|Y | ).
So we have the Schwartz kernel K♭:
e−FX/(1+xX)χ(
X
|Y | + Y Λ˜(x, y, xY,
xX
|Y | ))|Y |
−1J(x, y,
X
|Y | , Y )̺(x, y, x+ x
2X, y + xY ) (7)
where J is the density factor in:
dtdλ = J(x, y,
X
|Y | , Y )x
2|Y |−1dXdY.
Here the power of |Y | is −(n− 1) in the general n−dimensional case.
If we write out the expression for dtdλ, where (the initial tangent has unit length in the
y−direcsion, hence the coefficient in the expansion of t in |y − y′| = x|Y | is 1):
t = xY + x2Y 2T˜ (x, y, xY,
xX
|Y | ).
we would find J |x=0 = 1 and bounded from blow.
Now we need to identify the principal symbol of the conjugated operatorAF := x
−1e−F/xAeF/x.
We need to Fourier transform its Schwartz kernel, that is (7). We consider two regions sep-
arately: O1 where |(X, Y )| < 2δ and O2 where |(X, Y )| > δ, by a partition of unity. The
contibution of O2 is Schwartz. This can be proved with the same process as in [3].
On O1, we compute the Fourier transform of K
♭ in (X,Y) evaluated at (−ξ,−η). The nega-
tive sign is brought in because our X, Y has changed sign comparing to the Z in the previous
section. Now we have assumed this part of the kernel is supported on |(X, Y )| < 2δ, we can
insert a smooth, compactly supported φ0(Y ) which is identically 1 when Y ∈ [−2δ, 2δ] and
consider, with Z = (X, Y ):
aF (z, ζ) =
∫
eiZ·ζe−FX/(1+xX)χ(
X
|Y | + Y Λ˜(x, y, xY,
xX
|Y | ))|Y |
−1φ0(Y )J(x, y,
X
|Y | , Y )dXdY
Now set Zˆ = X
|Y |
, r = Y , we know that X = rZˆ, and dZ = |r|dZˆdr, hence the integral
can be written as∫
eir(Zˆξ+η)e−FrZˆ/(1+xrZˆ)χ(Zˆ + rΛˆ(x, y, xr, xZˆ))J(x, y, Zˆ, r)φ0(r)̺(x, y, x+ x
2rZˆ, y + xr)drdZˆ
Introduce: φ(z, Zˆ, r) := e−FrZˆ/(1+xrZˆ)φ0(r)J(x, y, Zˆ, r)χ(Zˆ + rΛˆ(x, y, xr, xZˆ))̺(x, y, x +
x2rZˆ, y + xr), which is compactly supported with respect to r, and the value at r = 0 is
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intepreted as ̺bl(x, y, cx
2Zˆ, cx) in which c is used to normalize the covector, depending on
x, y, Zˆ. The integral becomes: ∫
φˆ(z, Zˆ, Zˆξ + η)dZˆ.
The φˆ is the inverse Fourier transform in r of φ. Since φ is compactly supported with respect
to r, this function is Schwartz in the third variable. So we can have Schwartz type estimates
≤ CN(1 + |Zˆξ + η|)−N .
Now for fixed direction of ζ and C > 0, we consider the region of Zˆ such that: |Zˆξ+ η| >
C|ζ | (both sides are of homogeneous degree 1 with respect to ζ , hence only depend on the
direction of ζ), we would get a Schwartz type estimate with respect to |ζ |. So we only need
to consider a neighbors of Z1 := {Zˆ : Zˆξ + η = 0}. The coefficient ξ is nonzero since our
ellipticity claim is on the region |ξ| ≥ C|η| and (ξ, η) 6= (0, 0), hence this would be just a
single point −η
ξ
.
Decompose Z˜ = (Zˆ, 1) into Z˜ = Z˜‖ζˆ+ Z˜⊥θ according to the direction of ζ where we have
denoted the unit vector on the direction of ζ by ζˆ, and the one orthogonal to it by θ. Then
write the integral as
|ζ |−1
∫
|ζ |φˆ(z, Zˆ, |ζ |Z˜‖)dZˆ.
Here Z˜‖ = (Zˆ, 1) · ζˆ is a linear function in Zˆ being 0 when Zˆ = −η
ξ
= Z1. Since φˆ is Schwartz
in the third variable, when |ζ | → ∞, the integral converges to
|ζ |−1φ(z, Z1, 0) = |ζ |−1χ(0)J(x, y, Z1, 0)̺bl(x, y, cx2Z1, cx).
As we mentioned before, J is bounded from below, hence we have established a −1 order
elliptic estimate on the region |ξ| ≥ C|η|.
The most important point is to get an estimate on any region that is away from the
direction ζ = |ζ |(0, 1). Then, since the conjugation involves only x−variables, it does not
destroy the property being adapted to our x−foliation. So lemma 2 still holds, and we can
add another operator A1 whose principal symbol vanishes along this direction to make their
sum elliptic.
6 Boundary Behavior
Next we consider the case x = 0. We introduce (these actually should have been used in
the proof of decay property of the Schwartz kernel in the previous section):
γx,y,λ,ω(0) = (x, y), γ˙x,y,λ,ω(0) = (λ, ω),
γ¨x,y,λ,ω(t) = 2(α(x, y, λ, ω, t), β(x, y, λ, ω, t)).
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And when we omit the last variable of α, β, we mean t = 0. The convexity assumption will
guarantee us a constant C1 such that: α(0, y, 0, ω, 0) ≥ 2C1 > 0, and hence in a neighbor-
hood U of p ∈ ∂X , α(x, y, λ, ω, t) ≥ C1 > 0 when (x, y) ∈ U .
The proof in [3] will still be valid, only slight modification is needed. To be more precise,
we collected Γ± to be Γ, and correspondingly
λ(Γ−1)
x
=
X − α(Γ−1)Y 2
Y
+O(x).
So we can directly consider −Y to change the sign of the argument of χ for the contribution
from t < 0 part (i.e., the Γ− part in [3]). But we still need |Y | as the factor when we change
variables, so we still introduce
χeven(y,X, Y ) =
1
2
(χ(y,X, Y ) + χ(y,X,−Y )).
Here χ(y,X, Y ) := χ(X−α(0,y,0,sgn(Y ))Y
2
Y
) with right hand side to be our original one variable
χ. Recall our expression for K♭(x, y,X, Y ) in the previous section
e−FX/(1+xX)χ(
X
|Y | + Y Λ˜(x, y, xY,
xX
|Y | ))|Y |
−1J(x, y,
X
|Y | , Y )̺(x, y, x+ x
2X, y + xY ), (8)
and notice that J |x=0 = 1, ̺(x, y, x+ x2X, y + xY )|x=0 = ̺bl(0, y, 0, Y|Y |) = ̺bl(0, y, 0, 1), we
have:
Lemma 3. The boundary principal symbol of AF at (0, y, ξ, η) is the (X, Y )−Fourier trans-
form of
K˜(y,X, Y ) = e−FX |Y |−1χeven(y,X, Y )̺bl(0, y, 0, 1)
evaluated at (−ξ,−η).
The change of sign of the point where we evaluate the Fourier transform is because of
the same reason as in the previous section, due to the choice of X, Y . Next we compute the
X−Fourier transform evaluated at (ξ, η) first, then a change of sign in the final expression
would give the result directly as the principal symbol. We only need to compute the term
contributed by χ(x,X, Y ). Because later on we will choose one variable χ that is even, and
we know α is even with respect to sgn(Y ) := ω, which means the contribution of two terms
in definition of χeven is actually the same. With this justification, we replace χeven(y,X, Y )
by χ(y,X, |Y |) in our computation.
(FXK˜)(y, ξ, Y ) =
∫
|Y |−1e−iξXe−FXχ(X − αY
2
|Y | )̺bl(0, y, 0, 1)dX.
Make the change of variable u = X−αY
2
|Y |
, and notice that:
e−iξXe−FX = e−iu((ξ−iF )|Y |)e−iαξ|Y |
2
e−αF |Y |
2
,
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we know (the factor |Y |−1 is cancelled due to change of variables):
(FXK˜)(y, ξ, Y ) = e−iαξ|Y |2e−αF |Y |2χˆ1((ξ − iF )|Y |)̺bl(0, y, 0, 1). (9)
We first choose χ to be a Gaussian, which however does not have compact support. We will
remedy this at the end by an approximation argument. Concretely we set χ(s) = e−
s2
2ν , with
ν = F−1α(0, y, 0, sgn(Y )) (so χ actually is allowed to depend on y. And it does not depend
on sgn(Y ) since α is even with respect to the last variable. (But in higher dimensional case,
it will depend on Yˆ = Y
|Y |
). Then we have χˆ(sˆ) = c0
√
νe−
ν|sˆ|2
2 . Substitute into (9), we have
(FXK˜)(y, ξ, Y ) =
√
νe−
(2αF+νξ2−νF2)|Y |2
2 e−i(α−Fν)ξ|Y |
2
̺bl(0, y, 0, 1).
As mentioned above, α would depend on the direction of Y in higher dimensional cases, but
here only depend on y, since there are only two direction of Y and it is even. By our choice
ν = F−1α, this becomes a Gaussian in Y :
F−1/2
√
αe
−(ξ2+F2)αF−1|Y |2
2 ̺bl(0, y, 0, 1).
And the Y−Fourier transform is (up to a constant factor):
(α)−
1
2F
1
2 (ξ2 + F 2)−
1
2 e
− F |η|
2
2(ξ2+F2)α̺bl(0, y, 0, 1).
In the region |ξ| ≥ C|η|, recall our strict positivity of α, the exponent would be bounded
by a constant. Hence we have obtained an elliptic type estimate |aF (z, ζ)| ≥ C|ζ |−1.
Now we amend the compact support issue. with χ∞ as above, which generates an elliptic
operator, then we pick a sequence χn ∈ C∞c (R) converges toχ∞ in the Schwartz function
space S(R). Then we can obtain the convergence of χˆn to χˆ∞ in Schwartz function space.
This gives us the convergence of X−Forier transform in S(R). And the furthur Y−Fourier
transform step is also continuous with respect to the topology of S(R). In particular, we can
obtain the convergence of |ζ |an,F (z, ζ), the symbol obtained from χn, in the C0 topology,
which is enough to derive an elliptic type estimate for χn with large enough n.
Remark. In the proof of lemma 3.6 of [3], the authors considered the Fourier transform of
|Y |2−n, which would be unnecessary here since it is just 1. And the counterpart of our symbol
at that case is (without the weight ̺):
(detQ)−
1
2F
1
2 (ξ2 + F 2)−
1
2 e
−
FQ−1(η,η)
2(ξ2+F2) .
Q is simply α here, up to a scaling by |Y |2. But in higher dimensional case, α would be a
quadratic form, not just a scalar function of y.
Here the power in |Y |2−n also reflects the bifurcation between n = 2 and n ≥ 3. In the
current case, we finish our computation here and have no hope to achieve elliptic estimate
on the direction like ζ = (0, 1). In higher dimensional case, we would take convolution with
FY→η(|Y |2−n) = |η|−1. This furthur step allows us to discuss the ellipticity on the region
where |η| is the large parameter and conclude the complete ellipticity. Of course we can stick
to perform this step in 2 dimensional case, but we would end up with convolution with delta
distribution, which makes no difference.
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7 The Oscillatory Integral Approach
Another approach . In this approach, we would define (with (z, ζ = (x, y, ξ, η) ∈ T ∗X, ζ 6=
0):
(Lv)(z) = x−2
∫
χ(
λ
x
)v(γx,y,λ,ω)dλdω.
Here v is a function defined on the space of geodesic segments, its prototype is the ray
transform
v(γ) = I̺f(γ) =
∫
γ
f(γ(t))̺(γx,y,λ,ω(0), γx,y,λ,ω(t))dt,
in which f(γ(t)) can be replaced by higher order tensors, coupling with γ˙(t) in all of its slots
in more general situations. The value of ̺(γx,y,λ,ω(0), γx,y,λ,ω(t)) at t = 0 is understood as
̺bl(x, y,
λ
|(λ,ω)|
, ω
|(λ,ω)|
). Loosely speaking I is the original operator we intend to consider and
L is its adjoint (it would indeed be so if we omit χ and assume good decay conditions). So
the composition would be the associated normal operator.
We will consider an operator AF , which is similar to N0,F in [2]. If we compare with
definition in general tensor setting, we can see that this factor compensates the factor appears
in gsc(·, λ∂x + ω∂y), just recall that gsc = dxx4 + hx2 . And this will give us the right order and
support conditions when we finally apply the stationary phase lemma to the normalized
variables. We do not need to consider L1 as in [2] in the current 2-dimensional case. Because
now Yˆ = Y
|Y |
= ±1, hence when ξ = 0, the equation Yˆ · η = 0 will not be satisfied when
ζ ∈ T ∗zM\0. Now the NF would have only N0,F part, and we just use NF to denote it. The
difference between the current situation and the one form case is that we do not have factor
like (h(y)ω), and f will not involve γ˙x,y,λ,ω(t), but depends on γx,y,λ,ω(t) only. Explicitly, we
consider:
AFf(z) = x
−2
∫
e
−F
x
+ F
x(γx,y,λ,ω(t))χ(
λ
x
)f(γx,y,λ,ω(t))̺(γx,y,λ,ω(0), γx,y,λ,ω(t))dt|dν|, (10)
with |dν| = |dλdω| a smooth density. The corresponding Schwartz kernel would be given by:
KAF (z, z
′) = (2π)−2
∫
ei(z−z
′)·ζaF (z, ζ)dζ.
where aF is a symbol such that AF is its left quantization. From the definition of AF , we
are able to identify:
KAF (z, z
′) =
∫
e
−F
x
+ F
x(γx,y,λ,ω(t))x−2χ(
λ
x
)δ(z′ − γx,y,λ,ω(t))̺(γx,y,λ,ω(0), γx,y,λ,ω(t))dt|dν|
= (2π)−n
∫
e
−F
x
+ F
x(γx,y,λ,ω(t))x−2χ(
λ
x
)e−iζ
′·(z′−γx,y,λ,ω(t))̺(γx,y,λ,ω(0), γx,y,λ,ω(t))dt|dν||dζ ′|
Taking inverse Fourier transform in z′ and then evaluate at ζ , which turns out to be a factor
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δ0(ζ − ζ ′), we know:
aF (z, ζ) =(2π)
ne−iz·ζF−1z′→ζKAF (z, z′)
=
∫
e
−F
x
+ F
x(γx,y,λ,ω(t))x−2χ(
λ
x
)e−iz·ζeiζ·γx,y,λ,ω(t)̺(γx,y,λ,ω(0), γx,y,λ,ω(t))dt|dν|.
Suppose we use the decomposition under the scattering basis like: ζ = ξ dx
x2
+η dy
x
and use the
coordinate γx,y,λ,ω(t) = (γ
(1)
x,y,λ,ω(t), γ
(2)
x,y,λ,ω(t)). In our context, all of them are scalars. While
in the general settings, the first component is of dimension one, and the second one has dimen-
sion n− 1. The above expression would then become (̺ stands for ̺(γx,y,λ,ω(0), γx,y,λ,ω(t))):
aF (z, ζ) =
∫
e
−F
x
+ F
x(γx,y,λ,ω(t))x−2χ(
λ
x
)ei(
ξ
x2
, η
x
)·(γ
(1)
x,y,λ,ω(t)−x,γ
(2)
x,y,λ,ω(t)−y)̺dt|dν|. (11)
Recall our notations:
γx,y,λ,ω(0) = (x, y), γ˙x,y,λ,ω(0) = (λ, ω),
γ¨x,y,λ,ω(0) = 2(α(x, y, λ, ω), β(x, y, λ, ω)).
We have:
γx,y,λ,ω(t) = (x+ λt+ αt
2 + Γ(1)(x, y, λ, ω, t)t3, y + ωt+ Γ(2)(x, y, λ, ω, t)t2).
We have included the β−term in the definition of Γ(2). Then we make the change of variables:
tˆ =
t
x
, λˆ =
λ
x
.
By the support condition of χ, the integrand is none-zero when λˆ is in a compact interval.
However, the bound on tˆ would be |tˆ| ≤ T
x
, which is not uniformly bounded, we will amend
this by treating it in two regions separately. Using these new variables, we rewrite our phase
as:
φ = ξ(λˆtˆ+ αtˆ2 + xtˆ3Γ(1)(x, y, xλˆ, ω, xtˆ)) + η(ωtˆ+ xtˆ2Γ(2)(x, y, xλˆ, ω, xtˆ)).
The damping factor coming from exponential conjugation is:
−F
x
+
F
γ
(1)
x,y,λ,ω(t)
= −F (λt + αt2 + t3Γ(1)(x, y, xλˆ, ω, xtˆ))× (x(x+ λt + αt2 + t3Γ(1)(x, y, xλˆ, ω, xtˆ)))−1
= −F (λˆtˆ+ αtˆ2 + tˆ3xΓˆ(1)(x, y, xλˆ, ω, xtˆ))
where Γˆ(i) is introduced when we first express γ
(1)
x,y,λ,ω(t) by variables t, λ, and then invoke our
change of variables, then collect the remaining terms, which is a smooth function of these
normalized variables. So this amplitude is Schwartz in tˆ, hence we can deal with regions
|tˆ| ≥ ǫ and |tˆ| < ǫ separately.
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We first illustrate the argument about the critical points of the phase at x = 0, where the
phase becomes:
ξ(λˆtˆ+ αtˆ2) + tˆηω.
When |tˆ| ≥ ǫ, the derivative with respect to λˆ can vanish only when ξ = 0. However now
η 6= 0, and hence ηω can not vanish. So the region |tˆ| ≥ ǫ gives rapid decay contribution.
The case x > 0 can be dealt with the same method, but more complicated computation.
The fact we need is that, α,Γ(i) take λ = xλˆ, t = xtˆ as variables, and would produce an extra
x factor when we take partial derivative with respect to λˆ, tˆ. Concretely, the derivative with
respect to λˆ is:
∂φ
∂λˆ
= ξtˆ(1 + xtˆ∂λα + x
2tˆ2∂λΓ
(1)) + ηx2tˆ2∂λΓ
(2)
= ξtˆ(1 + t∂λα + t
2∂λΓ
(1)) + ηt2∂λΓ
(2).
Recall that |t| ≤ T and we can choose T to be small, so this can not vanish when |ξ| ≥
C|η|, tˆ ≥ ǫ.
Next we consider the region |tˆ| < ǫ, whose closure is compact, and consequently we can
apply the stationary phase lemma. The same as before, we consider the condition that
the derivative with respect to λˆ and tˆ vanish. First consider the x = 0, in which case the
expression can be significantly simplified:
ξtˆ = 0, ξλˆ+ ηω = 0.
For the same reason as before, we can exclude ξ = 0 since η would not be 0 at the same time
(actually we are only interested in the region |ξ| ≥ C|η| now). This is the major difference
between our case and higher dimensional situation. Then we have the condition for critical
points:
tˆ = 0, ξλˆ+ ηω = 0.
Further, since the ǫ in the above argument is arbitrary, we know that the condition tˆ = 0
should always hold for any critical point (even for x 6= 0). And the second condition can be
derived if we notice that (for general x):
∂φ
∂tˆ
= (ξλˆ+ ηω) +O(tˆ),
where the O(tˆ) term would vanish when tˆ = 0, and can be computed explicitly:
(2ξα+ 2xΓ(2))tˆ+ (3xξΓ(1) + x2∂tΓ
(2))tˆ2 + ξx2∂tΓ
(1)tˆ3.
So those two conditions for stationary points extends to general x 6= 0 cases.
In the case of 2 dimension, ω = ±1 and we can not decompose it anymore. Also, the case
where ξ = 0 is not needed. So we only need the case of Span{η}⊥ case of [2]. In order to
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apply those conditions of critical points of the phase, we first rewrite (11) as:
aF (z, ζ) =
∫
e
−F
x
+ F
x(γx,y,λ,ω(t))x−2χ(λˆ)ei(
ξ
x2
, η
x
)·(γ
(1)
x,y,λ,ω
(t)−x,γ
(2)
x,y,λ,ω
(t)−y)̺dt|dν|
=
∫
e−F (λˆtˆ+αtˆ
2+tˆ3xΓˆ(1)(x,y,xλˆ,ω,xtˆ))χ(λˆ)̺(γx,y,xλˆ,ω(0), γx,y,xλˆ,ω(xtˆ))
ei(ξ(λˆtˆ+αtˆ
2+tˆ3xΓˆ(1)(x,y,xλˆ,ω,xtˆ))+η(ωtˆ+xtˆ2Γ(2)(x,y,xλˆ,ω,xtˆ)))dtˆdλˆdω,
where integrating over ω is just summing two terms at ±1. Then we substitute in the critical
point of the phase, which satisfies tˆ = 0 and ξλˆ+ ηω = 0, which has two solutions λˆ± = ∓ηξ
corresponding to ω = ±1. The (tˆ, λˆ)-Hessian at the critical point is:
(
2αξ ξ
ξ 0
)
,
which has determinant −ξ2. By stationary phase lemma with a non-degenerate critical point,
the asymptotic behavior of the integral as |ξ| → ∞ would be like (up to a non-zero constant
factor, and use the symmetry of ̺bl):
|ξ|−1(χ(η
ξ
) + χ(−η
ξ
))̺bl(x, y,
−η
|(−η, ξ)| ,
ξ
|(−η, ξ)|).
So suppose we choose χ such that χ ≥ 0 and χ ≥ C0 > 0 on [−C,C], we would get a −1
order elliptic estimate on the region |η| ≤ C|ξ|.
8 Boundary Behavior, Oscillatory Integral Approach
Recall that our principal symbol is:
aF (z, ζ) =
∫
e
−F
x
+ F
x(γx,y,λ,ω(t))x−2χ(λˆ)ei(
ξ
x2
, η
x
)·(γ
(1)
x,y,λ,ω
(t)−x,γ
(2)
x,y,λ,ω
(t)−y)̺(γx,y,λ,ω(0), γx,y,λ,ω(t))dt|dν|
=
∫
e−F (λˆtˆ+αtˆ
2+tˆ3xΓˆ(1)(x,y,xλˆ,ω,xtˆ))χ(λˆ)ei(ξ(λˆtˆ+αtˆ
2+tˆ3xΓˆ(1)(x,y,xλˆ,ω,xtˆ))+η(ωtˆ+xtˆ2Γ(2)(x,y,xλˆ,ω,xtˆ)))
̺(γx,y,xλˆ,ω(0), γx,y,xλˆ,ω(xtˆ))dtˆdλˆdω,
Evaluate it at x = 0, we get:
aF (0, y, ζ) =
∫
e−F (λˆtˆ+αtˆ
2)χ(λˆ)ei(ξ(λˆtˆ+αtˆ
2)+ηωtˆ)̺(γ0,y,0,ω(0), γ0,y,0,ω(0))dtˆdλˆdω
= ̺bl(0, y, 0, 1)
∫
e−F (λˆtˆ+αtˆ
2)χ(λˆ)ei(ξ(λˆtˆ+αtˆ
2)+ηtˆ)dtˆdλˆ
+ ̺bl(0, y, 0,−1)
∫
e−F (λˆtˆ+αtˆ
2)χ(λˆ)ei(ξ(λˆtˆ+αtˆ
2)−ηtˆ)dtˆdλˆ
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Now α(x, y, xλˆ, ω) = α(0, y, 0,±1) := α(y), which is a constant in the integrals. Here we
used the fact that α(0, y, 0, ω) should be a quadratic form in the fibre variable ω, hence
changing the sign of ω will not change its value. Now an observation is that we can allow χ
to depend on y. And we first choose them to be a Gaussian density, then use approximation
argument to obtain one that has compact support. The choice we make is: χ(s, y) = e−
Fs2
2α(y) ,
then we have: ∫
e−F (λˆtˆ+αtˆ
2)χ(λˆ)ei(ξ(λˆtˆ+αtˆ
2)+ηtˆ)dtˆdλˆ
=
∫
(
∫
e−F λˆtˆ−
Fλˆ2
2α
+iξλˆtˆdλˆ)e−Fαtˆ
2+iηtˆ+iξαtˆ2dtˆ
The integral in λˆ is a Fourier transform of Gaussian density, it is
√
2πα
F
e
αF tˆ2
2
−iξαtˆ2− α
2F
tˆ2ξ2 , and
we can also get a similar expression for the term with ω = −1. Thus we need to compute:∫
e−
α
2F
(F 2+ξ2)tˆ2+iηtˆdtˆ,
which is again a Gaussian type integral, and it equals to (a constant multiple of)
√
F
α
(F 2 +
ξ2)−
1
2 e
− Fη
2
2α(ξ2+F2) , which is even in η. So the other term will give the same contribution.
Finally, with a constant factor c, we have (again using symmetry of ̺bl):
aF (0, y, ζ) = c̺bl(0, y, 0, 1)(
√
F
α
(F 2 + ξ2)−
1
2 e
− Fη
2
2α(ξ2+F2) ).
Consequently when |ξ| ≥ C|η| the variable on the exponent will be uniformly bounded,
therefore we have
aF (0, y, ζ) ≥ C˜|ζ |−1, C˜ > 0,
which proves ellipticity of the boundary principal symbol.
9 The Proof of the Main Theorem
The ideal is the same as section 2.4 and 3.7 of [3]. After we achieve the elliptic operator
for Ωc0 , we find that the estimate is uniform with respect to small c ≤ c0. We let c vary and
pick a continuous function on [0, T ] such that on the region Ωc we have x ≤ f(c), f(0) = 0.
Then we first achieve a parametrix construction GcBc = Id + E0c, E0c ∈ Ψ−∞,−∞sc using
ellipticity. Here Bc is the AF construction applied to Ωc. And function f below would be
required to be adapted to the foliation x˜, so that when we apply AF , which has an additional
term A1, the result would be identical with the one without this additional term.
Then we consider the map Ψc(x˜, y) = (x˜ + c, y), and let Ac = (Ψ
−1
c )
∗BcΨ
∗
c , Ec =
(Ψ−1c )
∗(E0c)Ψ
∗
c . This conjugation is introduced to make this family of operators to be de-
fined on a fixed region M¯0 := {x˜ ≥ 0}. We have an estimate of the error term in terms
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of f . To be more precise, we consider the Schwartz kernel KEc of Ec, which should satisfy
|x−Nx′−NKEc| ≤ CN on Ωc. Then we insert a truncation factor φc compactly supported in
Ωc, and being identically 1 on smaller compact set Kc, such that |φc(x, y)φc(x′, y′)KEc| ≤
C ′Nf(c)
2Nxn+1x′n+1 for all N . The n + 1 power terms are introduced for the scattering
density. Then we apply Schur’s lemma on the integral operator bound (together with the
aforementioned N − th power estimation) to conclude that ||φcEcφc||L2sc(M¯0) ≤ C ′′Nf(t)2N . In
particular, we can take c0 so that this norm < 1 when c ∈ (0, c0]. Since those conjugations
are invertible,this guarantees that φcGcBcφc = Id + φcE0cφc is invertible. So for the func-
tions supported on Kc, Bc is injective. And Kc can be arbitrary compact subset of Ωc for
arguments up to now. We will indicate the support conditions below as a subscript. For
example, Hs,rsc (M¯c)Kc is the space consists of those functions in H
s,r
sc (M¯c) which have support
in Kc.
So we have an estimate like (with M¯c := {x˜+c ≥ 0}, Kc := M¯c∩{ρ ≥ 0} = Ωc is compact
by our choice of x˜):
||v||Hs,rsc (M¯c)Kc ≤ C||Bcv||Hs+1,rsc (M¯c).
If we recover this expression to A, this is (with f = e
F
x v):
||f ||
e
F
x Hs,rsc (M¯c)Kc
≤ C||Af ||
e
F
x Hs+1,r+1sc (M¯c)
.
Recall our inclusion relationships for polynomially weighted Sobolev spaces, we can get
rid of the r−indices with the cost of increasing the power of left hand side to eF+δx . That is:
||f ||
e
F+δ
x Hssc(M¯c)Kc
≤ C||Af ||
e
F
x Hs+1sc (M¯c)
.
Finally we consider the boundedness of operators involved. We consider the decomposition
A = L ◦ I̺, and show that L is bounded. In order to prove this, we decompose L into
L = M2 ◦ Π ◦M1, and each of them would be specified below. We will use lower script to
indicate the variable that the spaces are representing, and ω = ±1 below.
M1 : H
s([0,+∞)x × Ry × Rλ)→ Hs([0,+∞)x × Ry × Rλ), (M1u)(x, y, λ, ω) = xsχ(λ
x
)u(x, y, λ, ω),
Π : Hs([0,+∞)x × Ry × Rλ)→ Hs([0,+∞)x × Ry), (Πu)(x, y) =
∫
R
u(x, y, λ, 1)dλ,
M2 : H
s([0,+∞)x × Ry)→ x−(s+1)Hs([0,+∞)x × Ry), (M2f)(x, y) = x−(s+1)f(x, y).
And now each order of differentiation on χ would give an x−1 factor, which will be cancelled
out and the remaining part is bounded. Hence M1 would be a bounded operator. And M2
is bounded by the definition of the space on the right hand side. The operator Π is a
pushforward map, integrating over |λ| ≤ C|x| (notice the support condition after we apply
M1), hence bounded.
On the other hand, I̺ itself is a bounded operator. This comes from the decomposition
I̺ = Π˜ ◦ Φ∗, where Φ is the geodesic coordinate representation Φ(z, ν, t) = γz,ν(t) and Π˜ is
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integrating against t, which should be bounded as a pushforward map. Because the initial
vector always has length 1 on the tangent component, the travel time will be uniformly
bounded. Φ is one component of Γ and the later is a diffeomorphism when we shrink the
region. So Φ will have surjective differential, hence the pull back is bounded. Consequently
I̺ is bounded.
The boundedness of L gives us an estimate
||Af ||
e
F
x Hs+1sc (M¯c)
≤ C1||I̺f ||Hs+1(S∗X|M¯c).
Here we require f to have supported in K, and this completes the proof.
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