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1. Introducción A	lo	largo	de	la	historia,	se	han	tomado	como	base	para	el	entendimiento	y	aceptación	del	concepto	de	 calidad	palabras	 como:	disponibilidad,	 fiabilidad,	 facilidad	de	uso,	manteni-miento,	seguridad,	etc.,	definiendo,	así,	que	un	producto	o	servicio	es	de	calidad	si	cumple	ciertos	estándares	y	especificaciones	previas.		La	estadística	tiene	un	rol	claro	en	lo	anteriormente	descrito.	Es	ampliamente	extendida	la	idea	de	que	que	la	variabilidad	en	un	proceso	productivo	o	servicio	es	inversamente	pro-porcional	a	la	calidad	de	su	resultado;	es	decir,	a	mayor	variación	en	el	proceso	productivo,	la	calidad	empeorará	en	la	misma	proporción,	relación	que	podemos	analizar	gracias	a	la	estadística.	La	calidad	también	tiene	que	ver	con	la	comprobación	de	que	el	producto	final	(o	cualquier	resultado	intermedio	del	proceso	productivo)	cumple	con	unas	especificaciones	o	toleran-cias	fijadas	de	antemano.	La	estadística	proporciona	las	herramientas	adecuadas	para	de-tectar	productos	defectuosos	o	no	conformes	de	un	modo	eficiente	(Alfaro-Cortés,	2004).	En	este	primer	capítulo	se	presentan	los	conceptos	necesarios	sobre	control	de	la	calidad	y	centrándose	en	el	 control	estadístico	de	procesos,	permitiendo	así	 contextualizar	el	pre-sente	trabajo.	Los	conceptos	básicos	relacionados	con	el	control	de	la	calidad	descritos	en	este	capítulo	han	sido	extraídos,	principalmente,	de	 Juran	y	Gryna	(1993),	Romero	Villa-franca	y	Zúnica	Ramajo	(2008),	Montgomery	(2012)	y	Giner-Bosch	(2014).	
1.1 Control de calidad. Control estadístico de procesos Podemos	definir	el	control	de	calidad	como	un	conjunto	de	actividades	y	técnicas	que,	con	las	herramientas	adecuadas,	ayudan	a	verificar	el	cumplimiento	de	los	diferentes	requeri-mientos	de	calidad	predefinidos	para	un	producto.	Cabe	mencionar	que,	durante	la	etapa	de	control,	existen	tres	tareas	que	se	llevan	a	cabo	como	un	bucle	auto-retroalimentado:	
• La	valoración	de	los	resultados	operativos	reales.	
• La	comparación	de	los	resultados	con	el	objetivo	y	la	norma.	






1.1.1 Gráficos de control Entre	las	diferentes	técnicas	y	herramientas	para	el	control	estadístico	de	procesos	(como	los	diagramas	de	Pareto,	el	histograma,	diagrama	de	dispersión,	estratificación),	destacan,	como	herramienta	por	excelencia,	los	gráficos	de	control.	
	
Figura	1.1:	Ejemplo	de	gráfico	de	control	!".	Fuente:	Giner-Bosch	(2014).	Walter	Andrew	Shewhart	sería	el	que	propondría	una	primera	aproximación	para	abordar	estadísticamente	la	calidad	mediante	gráficos	de	control	que	indicarían	si	un	proceso	está	bajo	control	estadístico	(esto	es,	el	proceso	presenta	una	variación	natural),	o	si	un	proceso	se	encuentra	fuera	de	control	estadístico,	cuando	el	proceso	se	comportara	de	una	manera	diferente	 a	 la	 habitual	 y	 menos	 predecible.	 Un	 gráfico	 de	 control	 es,	 en	 palabras	 de	Shewhart:	“Un	proceso	dinámico,	continuo	y	autocorrectivo	diseñado	con	el	propósito	de	conseguir	y	mantener	un	estado	de	control	estadístico”	(Shewhart,	1986).	“Un	gráfico	de	control	consiste	básicamente	en	representar	en	un	diagrama	la	evolución	en	el	tiempo	de	una	o	varias	medidas	o	estadísticos	derivados	a	partir	de	muestras	del	proceso	que	son	tomadas	periódicamente”	(Giner-Bosch,	2014).	Por	ejemplo,	en	la	figura	1.1	se	re-presenta	el	gráfico	de	control	X$,	el	cual	contiene	una	línea	central	(en	inglés,	central	line;	CL),	que	representa	el	valor	en	torno	al	cual	oscila	o	varia	en	condiciones	normales	la	me-dida	graficada,	y,	dos	líneas	más,	llamadas	límites	de	control,	descritos	en	la	siguiente	sub-sección.	Cabe	resaltar	que	existen	diversos	tipos	de	gráficos	de	control	con	diferentes	con-figuraciones	y	que	no	necesariamente	siguen	el	mismo	esquema	de	la	figura	1.1.	En	Montgomery	(2012)	se	encuentra	una	descripción	completa	y	detallada	de	los	gráficos	de	control	más	comunes	o	clásicos.	Los	gráficos	de	control	analizados	en	el	presente	trabajo	se	encuentran	descritos	detalladamente	en	el	capítulo	3.	Algunas	medidas	de	desempeño	y	conceptos	clave	de	los	parámetros	de	control	se	describirán	en	las	siguientes	subsecciones.		
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Límites de control Los	límites	de	control	son	líneas	trazadas	en	los	gráficos	de	control,	cuyos	valores	sirven	para	delimitar	zonas	en	que,	estadísticamente,	 la	gran	mayoría	de	 los	valores	calculados	deberían	situarse	si	el	proceso	opera	bajo	control	estadístico	(es	decir,	en	presencia	solo	de	causas	no	asignables	de	variabilidad),	también	en	otros	tipos	de	gráficos	de	control	como	en	los	adaptativos,	sirven	para	delimitar	zonas	de	atención,	que	son	para	tomar	alguna	me-dida	preventiva	para	incrementar	el	rendimiento	del	gráfico	por	un	posible	cambio	en	el	proceso.	De	tal	modo	que	el	hecho	de	que	un	valor	se	grafique	fuera	de	dichas	zonas	se	in-terpreta	como	una	señal	de	falta	de	control	(es	decir,	un	síntoma	de	que	el	proceso	puede	estar	fuera	de	control,	en	presencia	de	causas	asignables	de	variabilidad).	
Longitud media de racha (ARL) La	longitud	media	de	racha	(en	inglés,	average	run	length;	ARL)	es	un	escalar	utilizado	como	medida	de	rendimiento	o	comportamiento	de	las	herramientas	para	el	control	estadístico	de	procesos.	En	definición,	la	ARL	es	el	número	promedio	de	puntos	que	deben	trazarse	en	un	gráfico	de	control	antes	de	que	un	punto	indique	una	condición	fuera	de	control.	Cuando	las	muestras	no	están	correlacionadas,	la	ARL	se	puede	calcular	mediante	la	siguiente	fór-mula	si	el	proceso	se	encuentra	bajo	control	estadístico	(ARL():	ARL( = 1+	,	donde	+	es	la	tasa	de	falsa	alarma	o	también	llamado	error	de	tipo	I,	es	decir	la	probabilidad	de	que,	aunque	el	proceso	este	bajo	control	estadístico,	se	observe	un	punto	fuera	de	los	límites	de	control.	También	se	puede	calcular	de	la	siguiente	manera	cuando	el	proceso	se	encuentra	fuera	de	
control	estadístico	(./01):	 ./01 = 12 = 11 − 4,	donde	2	es	la	potencia,	probabilidad	de	que	cualquier	punto	exceda	el	límite	de	control,	4	es	la	probabilidad	de	que,	aunque	el	proceso	esté	fuera	de	control,	los	puntos	salgan	dentro	de	los	límites	permitidos	también	llamado	error	tipo	II.		Como	 se	 ha	mencionado	 antes,	 esta	 ecuación	 puede	 ser	 utilizada	 para	 evaluar	 el	 rendi-miento	o	desempeño	de	los	gráficos	de	control.	
Tiempo medio de señal (ATS) Cuando	se	habla	del	tiempo	medio	hasta	detectar	un	cambio	por	un	proceso	fuera	de	control	se	habla	del	tiempo	medio	de	señal	o	en	inglés,	average	time	to	signal	(ATS),	cuya	función	es:	.56 = ./0 · 8,	donde	t	es	el	tiempo	entre	muestras.	Cabe	mencionar	que,	teniendo	este	parámetro	igualado	a	la	unidad,	el	ATS	sería	comparable	con	la	ARL.	
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Parámetros de diseño Los	parámetros	de	diseño	de	un	gráfico	de	control	son	parámetros	numéricos,	que	son	con-figurables	por	el	usuario	final	para	diferentes	situaciones	necesarias	o	condiciones	del	pro-ceso	a	analizar	por	el	gráfico	de	control,	intervienen	en	el	cálculo	del	estadístico	monitori-zado,	en	el	cálculo	de	los	límites	del	gráfico,	en	el	tamaño	de	muestra	o	incluso,	en	la	fre-cuencia	de	muestreo.	Cada	uno	de	estos	parámetros	influye	definitivamente	en	el	desem-peño	final	del	gráfico	de	control.	
1.2 Gráficos de control para el coeficiente de variación uni- y multivariante El	CV	es	una	medida	relativa	de	dispersión	y,	por	tanto,	un	gráfico	de	control	para	el	CV	permite	la	detección	de	cambios	inesperados	en	la	variabilidad	del	proceso	con	respecto	a	su	media	(Giner-Bosch	et	al.,	2019).		En	los	últimos	años,	se	han	propuesto	numerosos	gráficos	de	control	destinados	a	monito-rear	el	CV	de	una	distribución	normal,	comenzando	con	el	gráfico	tipo	Shewhart	de	Kang	et	al.	(2007)	además	de	algunos	trabajos	destacables	y	recientes	como	el	gráfico	de	tamaño	de	muestra	variable	a	corto	plazo	de	Amdouni	et	al.	(2015),	un	gráfico	de	intervalo	de	muestreo	variable	a	corto	plazo	también	de	Amdouni	et	al.	(2017)	y	un	gráfico	de	promedio	móvil	ponderado	exponencial	(EWMA)	de	intervalo	de	muestreo	variable	de	Yeong	et	al.	(2017b).			El	control	estadístico	de	procesos	no	sólo	se	aplica	a	características	de	calidad	univariantes,	sino	también	a	situaciones	en	las	que	varias	variables	aleatorias,	correlacionadas,	están	in-volucradas	en	los	requisitos	de	calidad	que	se	establecen	y,	por	lo	tanto,	tienen	que	monito-rearse	conjuntamente	para	garantizar	un	rendimiento	estable	del	proceso.	Como	señalaron	MacGregor	y	Kourti	(1995),	este	es	en	realidad	un	enfoque	más	realista	y	apropiado	para	la	vigilancia	y	la	mejora	de	la	calidad,	ya	que	todas	las	características	clave	de	calidad	para	un	proceso	o	producto	dado	generalmente	no	son	independientes	entre	sí.		Varios	autores	han	intentado	extender	el	CV	al	caso	multivariante.	Reyment	(1960)	dio	la	primera	definición	de	un	CV	multivariante	(MCV,	por	sus	siglas	en	inglés).	Otras	propuestas	fueron	formuladas	posteriormente	por	Van	Valen	(1974),	Voinov	y	Nikulin	(1996),	y	Albert	y	Zhang	(2010);	el	último	también	incluye	una	revisión	de	todos	los	primeros.	Un	trabajo	de	Aerts	et	al.	(2015)	destaca	la	importancia	de	utilizar	un	MCV	para	medir	la	dispersión	rela-tiva	de	datos	multidimensionales	y	examina	las	propiedades	de	la	muestra	(como	la	varia-bilidad	y	la	robustez)	de	todas	las	propuestas	antes	mencionadas.	También	destacan	las	di-ficultades	de	trabajar	con	una	matriz	de	coeficientes	de	variación	en	lugar	de	un	solo	escalar,	que	es	otro	enfoque	posible	(Giner-Bosch,	2019).	Las	diferentes	definiciones	del	MCV	son	detalladas	posteriormente	en	la	subsección	2.2.1.	Muy	recientemente,	han	comenzado	a	ser	publicados	diversos	gráficos	de	control	para	el	MCV.	Hasta	no	hace	mucho	tiempo,	solo	existía	la	propuesta	de	Yeong	et	al.	(2016)	de	un	gráfico	de	control	tipo	Shewhart,	así	como	un	gráfico	de	suma	de	rachas	propuesto	por	Lim	et	al.	(2017).	Recientemente,	se	han	realizado	otras	propuestas	tales	como	los	gráficos	sin-téticos	de	Khaw	et	al.	(2019)	y	Nguyen	et	al.	(2019a),	un	gráfico	tipo	EWMA	(Giner-Bosh	et	al.	2019)	y	su	variación	adaptativa	presentada	por	Haq	y	Khoo	(2019)	y	gráficos	de	control	de	parámetros	variables	o	adaptativos	como	los	propuestos	por	Khaw	et	al.	(2018),	Chew	
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et	al.	(2019)	y	Nguyen	et	al.	(2019b).		El	capítulo	3	se	centrará	en	describir	cada	uno	de	estos	para	su	posterior	análisis	y	comparativa	en	los	capítulos	4	y	5.	
1.2.1 Algunas situaciones de aplicación Teoh	et	al.	(2017),	entre	otros,	reportan	ejemplos	de	diferentes	dominios	en	los	cuales	el	monitoreo	del	CV	y	mantenerlo	constante	es	un	objetivo,	que	incluye	la	ingeniería	de	mate-riales,	mecánica,	fabricación	y	vertederos,	así	como	las	ciencias	de	la	salud.	El	CV	también	se	usa	en	finanzas	como	una	forma	de	medir	el	riesgo	de	inversión	con	respecto	al	rendi-miento	esperado,	como	lo	muestra	Sharpe	(1994).	Un	ejemplo	donde	se	utiliza	el	CV	y	MCV	es	en	la	industria	textil,	la	variación	entre	las	me-diciones	de	resistencia	a	la	tracción	del	hilo	delgado	es	significativamente	menor	que	la	del	hilo	pesado.	Esto	es	el	resultado	de	las	propiedades	físicas	inherentes	de	la	fibra	(Yeong	et	al.,	2016).		Otro	uso	del	CV	es	la	comparación	de	elementos	con	diferentes	medias,	pero	que	tienen	una	variación	relativa	común.	Por	ejemplo,	comparar	múltiples	soluciones	con	diferentes	con-centraciones	químicas	compuestas	en	la	misma	línea	de	mezcla	puede	analizarse	mejor	con	el	CV	(Yeong	et	al.,	2016).	
1.2.2 Ventajas y limitaciones ¿Son	los	gráficos	de	control	para	el	MCV	una	herramienta	válida	para	monitorizar	la	disper-sión	de	un	conjunto	de	datos	a	 lo	 largo	del	tiempo?	A	tenor	de	las	aplicaciones	prácticas	reportadas	en	diversos	trabajos,	se	trata	de	un	enfoque	válido.	La	principal	ventaja	es	 la	facilidad	de	trabajar	con	un	número	escalar,	haciendo	más	sencillo	el	procedimiento	de	mo-nitorizar	un	solo	indicador.	Por	otro	lado,	es	cierto	que,	al	reducir	todas	las	variables	del	proceso	a	un	solo	valor	numé-rico,	podemos	estar	perdiendo	información	valiosa	sobre	el	proceso.	Además,	atendiendo	al	desarrollo	matemático	que	se	detallará	más	adelante,	este	enfoque	está	limitado	a	casos	en	los	que	la	dimensionalidad	no	sea	muy	alta	y,	en	todo	caso,	sea	menor	que	el	tamaño	mues-tral	empleado	para	monitorizar	el	proceso.	
1.3 Motivación Tal	y	como	se	ha	mencionado	en	la	sección	1.2,	la	mayoría	de	los	gráficos	de	control	para	el	MCV	han	sido	publicados	durante	los	años	2018	y	2019.	Al	haber	sido	desarrollados	y	pu-blicados	casi	simultáneamente,	muchos	de	ellos	no	se	comparan	entre	sí;	de	hecho,	la	ma-yoría	de	ellos	sólo	se	compara	con	los	trabajos	iniciales	de	Yeong	et	al.	(2016)	y	Lim	et	al.	(2017).	Por	otro	lado,	cada	artículo	publica	resultados	numéricos	sobre	el	comportamiento	de	su	respectivo	gráfico	bajo	un	determinado	conjunto	de	condiciones	iniciales	(o,	en	ter-minología	de	control	estadístico	de	procesos,	diferentes	combinaciones	de	valores	de	los	parámetros	del	proceso).	Todo	esto	hace	que	sea	difícil	evaluar	cuál	o	cuáles	de	los	gráficos	publicados	para	el	MCV	presentan	un	mejor	desempeño	que	otros,	y	en	qué	condiciones.	Asimismo,	sería	interesante	conocer	más	en	profundidad	qué	parámetros	del	proceso	tie-nen	una	mayor	influencia	en	dicho	desempeño.		  
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1.4 Objetivos En	este	 trabajo	de	 fin	de	máster,	se	aborda,	como	objetivo	general,	 la	realización	de	una	revisión	comparativa	sobre	los	gráficos	para	el	MCV.		Este	objetivo	general	se	concreta	en	los	siguientes	objetivos	específicos:	
• Realizar	una	revisión	bibliográfica	de	los	trabajos	publicados	sobre	gráficos	de	con-trol	para	el	MCV.	
• Realizar	un	análisis	comparativo	del	desempeño	de	los	diferentes	gráficos,	con	el	fin	de	determinar	qué	gráficos	son	mejores	que	otros	bajo	qué	circunstancias.	
1.5 Estructura del trabajo El	resto	del	trabajo	se	estructura	de	la	siguiente	forma.	En	el	capítulo	2	se	describe	en	de-talle	la	notación	necesaria	para	el	entendimiento	del	presente	trabajo	tomando	en	cuenta	las	distintas	variaciones	en	cuanto	a	propuestas	de	MCV,	un	ejemplo	numérico	y	visual	del	comportamiento	del	MCV,	se	habla	de	las	distribuciones	9	de	Snedecor	no	centrales	y	su	relación	con	el	MCV.	En	el	capítulo	3,	se	describe	detalladamente	cada	uno	de	los	gráficos	de	control	multiva-riante	a	comparar,	describiendo	sus	parámetros	y	la	correcta	calibración	de	estos	para	su	buen	funcionamiento.		En	el	capítulo	4,	se	describe	la	metodología	a	seguir	para	llevar	a	cabo	la	comparativa	de	los	diferentes	gráficos	de	control,	explicando	las	consideraciones	previas	para	realizar	una	justa	comparativa.	En	el	capítulo	5,	se	muestran	los	resultados	obtenidos	de	las	comparativas,	se	analizan	y	se	interpretan	para	que,	posteriormente,	en	el	capítulo	6,	se	recojan	las	conclusiones	que	se	derivan	de	todo	el	trabajo	realizado.		  
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2. Fundamentos y marco teórico Este	capítulo	consistirá	en	profundizar	las	notaciones	y	suposiciones	básicas	para	el	enten-dimiento	del	trabajo,	se	describe	a	detalle	el	MCV	y	se	da	un	ejemplo	numérico	para	el	en-tendimiento	de	este.	
2.1 Notación y suposiciones básicas En	este	trabajo,	se	asumirá	que	la	característica	de	calidad	objeto	de	interés	:	tiene	dimen-sión		2		y	sigue	una	distribución	normal	multivariante	con	vector	de	medias		;		y		matriz	de	varianzas-covarianzas		<;		es	decir:		: ∼ >?(;, <).	Las	componentes	de		:		se	denotarán	por		!1,… , !?.	Supondremos	también	que	; ≠ E		y	que		<		es	definida	positiva	y,	por	tanto,	invertible.	Asimismo,	se	considerará	un	procedimiento	de	control	del	proceso	consistente	en	obtener	muestras	aleatorias	de	 	:	 	a	 lo	 largo	del	tiempo,	 las	cuales	se	supondrán	independientes	entre	sí.	En	algunos	de	los	esquemas	de	monitorización	que	estudiaremos	y	compararemos	en	este	trabajo,	el	tamaño		F		de	cada	muestra	puede	ser	variado	en	tiempo	real	durante	la	monitorización	con	el	fin	de	mejorar	su	eficiencia,	mientras	que	en	otros	permanece	cons-tante;	y	lo	mismo	puede	decirse	del	intervalo	de	tiempo	transcurrido	entre	la	extracción	de	muestras	consecutivas.	En	cualquier	caso,	para	cada	muestra,	se	denotará	por		!G,H 		a	la	ob-servación	I-ésima	de	la	J-ésima	componente	de		:,		con		1 ≤ I ≤ F,		1 ≤ J ≤ 2.	El	vector	co-lumna	:G = L!G,1, … , !G,?MT	representará,	por	tanto,	 la	observación	I-ésima	de	la	muestra,	con	1 ≤ I ≤ F.	Para	cada	muestra	{:1, … , :P},	el	vector	de	medias		:$ 		y	la	matriz	de	varianzas-covarianzas		R		se	calculan	de	la	siguiente	forma:		
	 :$ = S 1	F	T!G,1PGU1 	 , …	, 1	F	T!G,?PGU1 V
T,	 (2.1)	
	 R = 1F − 1T(:G − :$)(:G − :$)TPGU1 .	 (2.2)	
Ambos	son	estimadores	máximo-verosímiles	de		;		y		<,		respectivamente	(Giri,	2013).		  
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2.2 El coeficiente de variación multivariante En	este	apartado,	se	detallan	las	diferentes	formas	de	definir	el	MCV,	y	se	presenta	un	pe-queño	ejemplo	numérico	y	visual	del	comportamiento	del	MCV	de	Voinov	y	Nikulin	(1996),	que	es	el	que	utilizaremos	en	el	resto	del	trabajo.	





WVan = atr(<)	;T;	d1],	siendo		tr(·)		la	función	traza	(la	suma	de	los	elementos	de	la	diagonal	principal	de	la	matriz;	es	decir,	en	este	caso,	las	varianzas	de	las	variables		!1,… , !?).		Más	tarde,	Voinov	y	Nikulin	(1996)	realizan	otra	propuesta:	
	 WVoi = L;T<g1;Mg1].	 (2.3)	
Albert	y	Zhang	(2010)	publican	un	análisis	detallado	de	todas	las	variantes	anteriores.	Como	limitaciones	de	éstas,	señalan	que	las	fórmulas	de	Reyment	y	Van	Valen	dependen	de	la	es-cala	en	la	que	estén	expresadas	las	componentes	de		:;		la	propuesta	de	Van	Valen	no	tiene	en	cuenta	la	correlación	entre	las	componentes;	y	las	propuestas	de	Reyment	y	de	Voinov	y	Nikulin	requieren	que	la	matriz		<		sea	invertible.	Asimismo,	para	sortear	estos	problemas,	proponen	la	siguiente	forma	de	calcular	el	MCV:	





2.2.2 Ejemplo numérico El	siguiente	ejemplo	numérico	pretende	ilustrar,	de	forma	sencilla,	el	cálculo	del	MCV	y	cla-rificar	qué	tipo	de	situaciones	son	aquellas	en	las	que	éste	se	mantiene	constante	(o	está	bajo	control,	en	terminología	de	control	estadístico	de	procesos)	o,	por	el	contrario,	varía	(o	está	fuera	de	control).	Consideremos	la	variable	aleatoria	normal	bidimensional		: ∼ >](;	, <),		siendo	; = m1021p 				y				< = m4 22 9p.	Según	(2.3),	su	MCV	es	
W = S(10 21) m4 22 9pg1 m1021pVg1] = 1√57 ≅ 0,132453.	Consideremos	ahora	la	variable	:′ ∼ >](;′	, <′),		con	;y = 2; = m2042p 				y				<y = 4< = m16 88 36p.	Es	fácil	comprobar	que	su	MCV	es		Wy = W ≅ 0,132453.	Por	tanto,		:		y		:′		tienen	vector	de	medias	y	matriz	de	varianzas-covarianzas	distintos,	pero	tienen	el	mismo	MCV.	En	control	de	calidad,	diríamos	que	al	cambiar	el	proceso	de		:		a		:′,		éste	sigue	bajo	control,	por	lo	que	se	refiere	a	su	MCV;	en	otras	palabras,	el	tamaño	relativo	de	su	variabilidad	(recogida	en	<)	respecto	al	de	su	posición	(representada	por	;),	que	es	lo	que	mide		W,		se	mantiene	constante.	También	podría	decirse	que	la	variabilidad	se	incrementa	en	la	misma	proporción	en	la	que	lo	hace	la	posición.	La	figura	2.1	ilustra	esta	situación.	Definamos	ahora	 	:yy ∼ >](;′, <).	 Su	MCV,	 según	(2.3),	es	Wyy = ⋯ ≅ 0,0662266 ≠ W.	Por	tanto,	a	pesar	de	tener	la	misma	matriz	de	varianzas-covarianzas		<,		el	parámetro	que	mide	la	dispersión	relativa	de		:		y		:′′	respecto	de	sus	respectivas	medias	es	distinto;	en	termi-nología	de	control	estadístico	de	procesos,	diríamos	que,	por	lo	que	respecta	al	MCV,	el	pro-ceso	se	encuentra	fuera	de	control	cuando	éste	cambia	de		:		a		:′′.	Todo	esto	se	ilustra	en	la	figura	2.2.	
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Figura	2.1:	Representación	gráfica	de	una	muestra	aleatoria	de	5.000	valores	de	la	variable		:		definida	en	el	ejemplo	 la	sección	2.2.2	 (en	azul),	 junto	con	otros	5.000	valores	aleatorios	de	la	variable		:′		de-finida	en	la	misma	sección	(en	naranja).	Ambas	va-riables	comparten	el	mismo	MCV	(0,1324).	
	
	
Figura	2.2:	Representación	gráfica	de	una	muestra	aleatoria	de	5.000	valores	de	la	variable		:		definida	en	el	ejemplo	 la	 sección	2.2.2	 (en	azul),	 junto	con	otros	5.000	valores	aleatorios	de	la	variable		:′′		de-finida	en	la	misma	sección	(en	naranja).	Las	dos	va-riables	 tienen	 MCV	 distinto	 (0,1324	 vs	 0,0662),	a	pesar	de	compartir	la	misma	matriz	de	varianzas-covarianzas.	
2.3 Las distribuciones F de Snedecor no centrales Las	distribuciones	9	(simplemente)	no	central	y	9	doblemente	no	central	surgen	al	estudiar	la	distribución	en	el	muestreo	del	MCV	muestral		W}	(véase	la	sección	2.4).	Consideremos	dos	variables	aleatorias	independientes,	ambas	con	distribución	ji-cuadrado	no	central,		~](1, Ä1)		y		~](], Ä]),		donde		1, ] > 0		representan	los	respectivos	grados	de	libertad,	y		Ä1, Ä] ≥ 0		representan	los	respectivos	parámetros	de	no-centralidad.	Enton-ces,	la	variable	aleatoria		9′′		definida	como	
	 9yy ∼ ~](1, Ä1) 1⁄~](], Ä]) ]⁄ 	 (2.4)	sigue	una	distribución	F	doblemente	no	central	de	parámetros		1,	],	Ä1	y	Ä],	lo	cual	se	puede	expresar	como		9yy ∼ 9(1, ], Ä1, Ä]).	En	el	caso	en	el	que	Ä] = 0	(es	decir,	la	ji-cuadrado	del	denominador	es	central),	se	dice	que		9y ∼ (~](1, Ä1) 1⁄ ) (~](], 0) ]⁄ )⁄ 		sigue	una	distribución	9	(simplemente)		no	central	de	
parámetros	1,	]	y	Ä1,		y	se	expresa	como		9y ∼ 9(1, ], Ä1).	Sin	embargo,	en	este	trabajo,	por	simplificar	la	notación,	seguiremos	denotando	a	la	distribución	9	(simplemente)	no	cen-tral	con	cuatro	parámetros;	es	decir:	9y ∼ 9(1, ], Ä1, 0).	El	caso	en	el	que	Ä1 = 0	(es	decir,	la	ji-cuadrado	del	numerador	es	central),	puede	ser	visto	como	un	recíproco	de	la	F	(simplemente)	no	central.	Es	decir,	por	(2.4),	se	tiene	que	
	 19y ∼ ~](1, 0) 1⁄~](], Ä]) ]⁄ ≡ 9(1, ], 0	, Ä])	,	 (2.5)	donde		9y	sigue	una	distribución	9	(simplemente)	no	central		9(], 1, Ä], 0).	



















Figura	 2.3:	 Funciones	 de	 densidad	 de	 probabilidad	 de	 las	 distribuciones	 9	 doblemente	 no	 centrales		9(10	, 10	, Ä	, 2)		(a)	y		9(10	, 10	, 2	, Ä)		(b),	con	Ä = 1	(azul),	5	(naranja)	y	9	(verde).	
2.4 El MCV muestral 
2.4.1 Definición Dada	una	muestra	aleatoria	de	la	característica	de	calidad		:,		el	MCV	muestral		W}		se	define	de	la	siguiente	forma:	
	 W} = L:$TRg1:$Mg1],	 (2.6)	
con		:$		y		S	calculados	como	en	(2.1)	y	(2.2),	respectivamente.		Por	su	definición	y	sus	propiedades,	el	MCV	muestral	es	un	estimador	(sesgado)	natural	del	MCV	poblacional.	
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2.4.2 Distribución en el muestreo La	distribución	en	el	muestreo	de		W}	 	 fue	derivada	por	Yeong	et	al.	(2017)	a	partir	de	un	resultado	publicado	por	Wijsman	(1957).	En	concreto,	Yeong	et	al.	deducen	que	
	 F(F − 2)(F − 1)2W}] ∼ 9 Ñ2	, F − 2	, FW] , 0Ö,	 (2.7)	
donde	recordemos	que		F		representa	el	tamaño	muestral,		2		la	dimensión	de	la	v.a.		:		objeto	de	interés,	y		W		el	valor	poblacional	del	MCV	de		:;		asimismo,	9(1, ], Ä1, 0)		representa	la	distribución		9		(simplemente)	no	central	descrita	en	la	sección	2.3.	A	partir	de	(2.7)	y	de	la	propiedad	de	reciprocidad	(2.5),	se	deduce	esta	expresión	alterna-tiva	(Giner-Bosch	et	al.,	2019):	
	 	(F − 1)2	F(F − 2) W}] ∼ 9 ÑF − 2	, 2	, 0	, FW]Ö,	 (2.8)	
donde	9(1, ], Ä1, Ä])		representa	la	distribución		9		doblemente	no	central,	también	des-crita	en	la	sección	2.3.	A	partir	de	(2.7)	y	 (2.8)	es	posible	deducir	 las	siguientes	expresiones	para	 la	 función	de	distribución	acumulada	(cdf,	por	sus	siglas	en	inglés)	de		W}:	
	 9Üá(à	|	F, 2, W) = 1 − 9âä Ñ F(F − 2)(F − 1)2à]	ã	2	, F − 2	, FW] 	 , 0Ö= 9âää Ñ(F − 1)2F(F − 2) à]	ã	F − 2	, 2, 0	, FW]Ö,	 (2.9)	
así	como	para	su	función	inversa:	
	 9Üág1(+	|	F, 2, W) = å
F(F − 2)(F − 1)29âäg1 Ñ1 − +	ã	2	, F − 2	, FW] 	 , 0Ö 						
= ç(F − 1)2F(F − 2)9âääg1 Ñ+	ã	F − 2	, 2, 0	, FW]Ö		.	
(2.10)	
Aquí,		9âä 		y		9âää 	representan	las	cdf	de		9y ∼ 9 m2	, F − 2	, PÜé 	 , 0p		y		9yy ∼ 9 mF − 2	, 2, 0	, PÜép,		respectivamente.	Algunos	autores,	como	Giner-Bosch	et	al.	(2019),	trabajan	con	W}]	en	lugar	de	W}.		En	este	caso,	las	expresiones	de	la	cdf	y	su	inversa	se	pueden	deducir	de	manera	muy	parecida	a	(2.9)	y	(2.10),	manteniendo	la	relación	con	las	distribuciones		9		no	centrales.	Pueden	derivarse,	también,	expresiones	para	la	media	y	la	desviación	típica	de		W},		a	partir	de	las	respectivas	expresiones	para	las	distribuciones		9		no	centrales.	
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3. Gráficos de control para el MCV. Revisión bibliográfica En	este	capítulo,	describimos	con	detalle	los	gráficos	de	control	para	el	MCV	existentes	en	la	literatura.	Se	incluyen	todos	los	publicados	hasta	agosto	de	2019.	Se	presentan	en	orden	cronológico,	según	su	fecha	de	publicación	on-line.	Asimismo,	la	tabla	3.1	recoge,	de	forma	resumida,	las	características	principales	de	estos	gráficos.	
3.1 Gráfico tipo Shewhart de Yeong et al. (2016) El	primer	gráfico	publicado	para	el	MCV	es	debido	a	Yeong	et	al.	(2016).	Se	trata,	en	realidad,	de	dos	gráficos	tipo	Shewhart	unilaterales;	es	decir:	en	ellos,	se	monitoriza	el	MCV	muestral	(2.6),	siguiendo	un	procedimiento	con	tamaño	de	muestra	e	intervalo	de	muestreo	constan-tes,	y	sus	límites	de	control	se	determinan	en	función	de	una	tasa	de	falsa	alarma		+(		esta-blecida	por	el	usuario,	de	la	forma	habitual;	es	decir:	
	 LCL = 9Üág1(+(	|	F	, 2	, W()	 (3.1)	
para	el	gráfico	cuyo	objeto	es	detectar	disminuciones	del	MCV,	y	
	 UCL = 9Üág1(1 − +(	|	F	, 2	, W()	 (3.2)	
para	el	que	detecta	incrementos	del	MCV.	En	ambos	casos,		9Üág1		representa	la	inversa	de	la	función	de	distribución	acumulada	del	MCV	muestral			W}		(véase	la	sección	2.4.2).	De	esta	forma,	el	único	parámetro	de	diseño	de	ambos	gráficos	es		+(		(además	del	tamaño	muestral		F,		que	suele	estar	fijado	de	antemano).	El	desempeño	del	gráfico	es	medido	por	los	autores	a	través	de	su	ARL	(véase	la	sección	1.1.1),	como	es	habitual.	En	este	caso,	dado	que	el	gráfico	sigue	un	esquema	tipo	Shewhart,	con	muestras	independientes,	y	tamaño	muestral,	intervalo	de	muestreo	y	límites	de	control	constantes,	la	ARL	puede	ser	calculado	directamente	de	la	siguiente	forma:	
	 ARL(ë) = 1AP(ë)	.	 (3.3)	
En	la	fórmula	precedente,		ë		representa	el	tamaño	relativo	de	la	desviación	o	cambio	(shift,	en	inglés)	del	MCV	poblacional		W		respecto	de	su	valor	bajo	control		W(;		es	decir,		ë = W W(⁄ .	Por	tanto,	el	caso		ë = 1		equivale	a	la	situación	en	que	el	proceso	se	encuentra	bajo	control,	y		ë ≠ 1	representa	el	caso	de	un	proceso	fuera	de	control.	Asimismo,		AP		representa	la	probabilidad	de	alarma,	es	decir,	la	probabilidad	de	que	una	muestra	quede	fuera	de	los	límites	de	control.	Como	función	de		ë,		el	valor	de		AP		puede	calcularse,	en	este	caso,	de	la	siguiente	forma:	
	 AP(ë) = Pr(W} < LCL	|	ë) = 9Üá(LCL	|	F, 2, W = ëW(),	 (3.4)	
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	 AP($) = Pr(() > UCL	|	$) = 1 − 234(UCL	|	5, 7, ( = $(8),	 (3.5)	
para	el	gráfico	diseñado	para	detectar	incrementos	del	MCV.	Teniendo	en	cuenta	(3.1),	(3.2)	y	(3.3),	es	claro	que	la	ARL	de	cualquiera	de	los	dos	gráficos	cuando	el	proceso	se	encuentra	bajo	control	(es	decir,	cuando	$ = 1)	es,	simplemente:	
	 	ARL8 = 1:8	.	 (3.6)	Como	 suele	 ser	 habitual,	 los	 autores	 proponen	 diseñar	 los	 gráficos	 para	 asegurar	 que,	cuando	el	proceso	esté	bajo	control,	la	ARL	tome	un	valor	suficientemente	elevado,	fijado	por	el	usuario	final.	Habitualmente,	se	toma		ARL8 = 370,4,		lo	cual,	por	(3.1.6),	se	corres-ponde	con		:8 = 0,0027,	 	que	es	la	probabilidad	de	falsa	alarma	del	gráfico	de	control	de	Shewhart	bilateral	para	la	media	muestral		AB		cuando	los	límites	de	control	se	definen	como		C8 ± 3E8 √5⁄ .	Una	vez	determinados	los	límites	de	control	de	esta	forma,	la	ARL	fuera	de	control,	denotada	habitualmente	 como	 	ARLH,	 	 puede	 ser	 calculada	utilizando	 (3.1.3),	 para	 una	desviación	inaceptable	del	proceso		$		dada.	Como	se	ha	explicado	en	la	sección	1.1.1,	es	concretamente	la		ARLH,		para	un	valor	de			$		fijado	por	el	usuario,	la	que	se	usa	habitualmente	para	medir	y	comparar	el	desempeño	de	los	gráficos	de	control.	Yeong	et	al.	calculan	la		ARLH		de	su	gráfico	para	distintos	valores	de		7,	 	5,	 	(8	 	y		$,	 	 fijando	 	ARL8 = 370,4;	 	en	concreto:	 	7 ∈ {2	, 3	, 4},	 	5 ∈ {5	, 10	, 15},	 	(8 ∈{0,1	, 0,2	, 0,3	, 0,4	, 0,5},	 	$ ∈ {0,30	, 0,50	, 0,80	, 1,20	, 1,50	, 2,00};	 los	 tres	primeros	valores	de		$		corresponden	al	gráfico	diseñado	para	detectar	disminuciones	del	MCV,	mientras	que	los	 tres	 últimos	 fueron	 aplicados	 al	 gráfico	 para	 incrementos.	 Los	 resultados	muestran,	como	es	lógico,	que	la		ARLH	resulta	ser	mayor	para	valores	de		$		cercanos	a	1	(es	más	difícil	detectar	que	un	proceso	está	fuera	de	control	si	la	desviación	es	pequeña).	Asimismo,	valo-res	mayores	de		5		resultan	en	valores	menores	de		ARLH,	como	también	era	esperable	(un	tamaño	muestral	más	elevado	resulta	en	un	incremento	de	la	potencia);	esto	es	más	evi-dente	para	valores	mayores	del	parámetro		7.	Este	gráfico,	basado	en	un	esquema	clásico	tipo	Shewhart,	se	convierte	en	la	primera	herra-mienta	publicada	en	la	literatura	para	monitorizar	el	MCV.	Todas	las	propuestas	posteriores	intentarán	mejorarla	en	términos	de	eficiencia	(esto	es,	tratando	de	reducir	la		ARLH		para	unas	mismas	condiciones),	mediante	la	aplicación	de	diferentes	esquemas	o	estrategias	de	monitorización.	
3.2 Gráfico basado en suma de rachas de Lim et al. (2017) Lim	et	al.	(2017)	desarrollan	un	gráfico	para	el	MCV	basado	en	una	estrategia	de	suma	de	rachas	(en	inglés,	run	sum).	Los	gráficos	basados	en	suma	de	rachas	fueron	propuestos	por	primera	vez	por	Roberts	(1966),	y	fueron	estudiados	posteriormente	por	Reynolds	(1971),	Jaehn	 (1987,	 1991)	 y	 Champ	 y	 Rigdon	 (1997).	 Estos	 gráficos,	 como	 otros	 esquemas,	
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incorporan	memoria	de	las	observaciones	pasadas	para	mejorar	la	decisión	de	si	el	proceso	se	encuentra	o	no	bajo	control.	En	concreto,	el	rango	de	valores	dentro	de	control	se	divide	en	varios	intervalos,	y	a	cada	intervalo	se	le	asigna	una	puntuación	(no	negativa);	dicha	pun-tuación	es	mayor	cuanto	más	cercano	esté	el	intervalo	a	los	límites	de	control.	A	cada	nueva	observación	se	le	asigna	la	puntuación	del	intervalo	al	que	pertenece.	El	valor	monitorizado	en	un	gráfico	de	suma	de	rachas	es	la	suma	de	todas	las	puntuaciones	pasadas,	reiniciándose	cada	vez	que	una	nueva	observación	rompe	una	racha	(esto	es,	cuando	la	observación	se	sitúa	en	el	lado	opuesto	de	la	línea	central	del	gráfico	respecto	de	la	observación	anterior,	si	el	gráfico	es	bilateral,	o	cuando	la	observación	se	sitúa	en	el	intervalo	más	alejado	del	límite	de	control,	en	el	caso	de	un	gráfico	unilateral).	El	gráfico	produce	una	señal	de	falta	de	con-trol	cuando	la	puntuación	acumulada	supera	un	cierto	umbral,	prefijado	de	antemano.	
3.3 Gráfico para ejecuciones cortas de Khatun et al. (2019) Khatun	et	al.	(2019)	proponen	un	gráfico	de	control	para	monitorizar	el	MCV	en	ciclos	de	ejecución	cortos	(short	production	runs,	en	inglés).	Este	tipo	de	gráficos	han	sido	estudiados	por	diversos	autores,	y	se	aplican	en	aquellos	casos	en	que,	debido	a	la	escasez	de	muestras,	no	es	posible	realizar	una	monitorización	del	proceso	utilizando	gráficos	de	control	tradi-cionales.	Se	trata	del	primer	(y	único,	hasta	el	momento)	gráfico	para	monitorizar	el	MCV	en	ciclos	cortos.	Los	autores	adaptan	el	gráfico	de	Yeong	et	al.	(2016)	al	caso	en	el	que	el	número	de	muestras	que	es	posible	obtener	durante	el	ciclo	productivo	en	curso	está	prefijado	de	an-temano.	Por	su	propia	naturaleza,	este	gráfico	no	es	comparable	con	el	resto	de	los	descritos	en	este	capítulo.	De	hecho,	como	medida	de	desempeño	se	toma	la	longitud	media	de	racha	truncada	(en	inglés,	truncated	average	run	length;	TARL),	la	cual	no	es	comparable	directamente	con	otras	medidas	no	truncadas	tales	como	la	ARL	o	el	ATS	(véase	el	capítulo	1).	
3.4 Estudio de la fase I de Abbasi y Adegoke (2018) Este	artículo	estudia	el	comportamiento	de	un	gráfico	de	control	tipo	Shewhart	para	el	MCV	en	la	fase	I	del	gráfico	(que	es	la	fase	inicial	en	la	que	se	muestrea	y,	tras	eliminar	posibles	puntos	fuera	de	control,	se	estiman	los	parámetros	del	proceso	supuestamente	bajo	con-trol),	bajo	diferentes	situaciones,	y	empleando	varias	de	las	definiciones	de	MCV	vistas	en	la	sección	2.2.1.	Dada	su	naturaleza,	este	trabajo	tampoco	resulta	comparable	con	el	resto	de	los	gráficos	diseñados	para	el	MCV.	





• Si	la	i-ésima	muestra	cae	en	la	región	central	(0 < O < PQR),	el	proceso	está	bajo	
control	y	no	hay	indicios	de	la	necesidad	de	un	ajuste	del	proceso,	por	lo	tanto,	se	deben	adoptar	5H	y	ST	para	calcular	la	siguiente	muestra,	()UVH.	
• Si	i-ésima	muestra	cae	en	la	región	de	advertencia	(PQR < O < PWR),	el	proceso	aún	está	bajo	control,	pero	hay	una	mayor	probabilidad	de	que	el	proceso	cambie	a	la	región	fuera	de	control,	por	lo	tanto,	5T	y	SH	deben	adoptarse,	para	calcular	()UVH.	
• Si	i-ésima	muestra	cae	en	la	región	fuera	de	control	(O > PWR),	el	proceso	se	declara	
fuera	de	control,	donde	se	realiza	una	búsqueda	de	causas	asignables	y	se	 toman	medidas	correctivas.	El	gráfico	VSI	funciona	con	la	noción	de	variar	los	intervalos	de	muestreo	(SH, ST)	pero	utiliza	un	 tamaño	de	muestra	 fijo.	Para	garantizar	una	comparación	equitativa,	el	 tamaño	de	 la	muestra	del	gráfico	VSI	es	similar	al	del	gráfico	Shewhart,	es	decir,	58.	Mientras	tanto,	el	gráfico	VSS	utiliza	un	intervalo	de	muestreo	fijo,	S8,	es	decir,	similar	al	intervalo	 de	muestreo	 del	 gráfico	MCV	 estándar,	 Shewhart,	mientras	 que	 su	 tamaño	 de	muestra	varía	entre	5H	y	5T.	Como	medida	de	desempeño	se	toma	el	ATS	en	los	tres	gráficos,	tomando	en	cuenta	que	el	tiempo	o	intervalo	de	muestra	es	igual	a	la	unidad,	para	así	poder	comparase	con	los	gráficos	de	control	de	Yeong	et	al.	(2016)	y	Lim	et	al.	(2017).	Cabe	mencionar	que	está	diseñado	en	base	a	cadenas	de	Márkov.	
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3.6 Gráfico sintético de Khaw et al. (2019) El	gráfico	funciona	sobre	la	base	de	que	cuando	existe	una	muestra	no	conforme,	se	realiza	un	recuento	del	número	de	muestras	entre	las	muestras	no	conformes	actuales	y	anteriores.	Se	dice	que	el	proceso	está	fuera	de	control	solo	cuando	este	recuento	es	menor	o	igual	que	un	valor	umbral,	R.	Tan	pronto	como	se	detecta	una	señal	fuera	de	control	y	se	toman	me-didas	correctivas,	el	recuento	se	restablece	a	cero	y	el	mismo	proceso	de	monitoreo	de	pro-ceso	continúa.	Para	la	optimización	del	gráfico	se	siguen	los	siguientes	pasos:	1. Especificar	5, (8, XYR8	y	$,	donde	$ = 3Z3[	 	además,	(H	es	el	coeficiente	de	variación	fuera	de	control.	2. Inicializar	R = 1.	3. Obtener	PWR	resolviendo	 H\(H]^_) = XYR8	donde	X = 234 `PWRa5, 7, b3[cd.	4. Después	de	obtener	los	límites	R	y	PWR,	calcular	XYRH	para	el	cambio	$	especificado	en	el	paso	1,	utilizando	XYR = ` HH](H]e)_d · `Hed.	5. Repetir	los	pasos	3	y	4	haciendo	R = R + 1	hasta	alcanzar	el	valor	L	más	grande	es-tablecido	por	el	profesional.	Como	medida	de	desempeño	se	toma	la	ARL,	para	así	poder	comparase	con	los	gráficos	de	control	de	Yeong	et	al.	(2016)	y	Lim	et	al.	(2017).		
3.7 Gráfico EWMA adaptativo de Haq y Khoo (2019) Este	gráfico	aplica	un	esquema	basado	en	medias	móviles	ponderadas	exponencialmente	(exponentially	weighthed	moving	average;	EWMA),	que	se	describe	con	mayor	detalle	en	la	sección	3.8.	A	este	esquema,	se	le	añade	un	enfoque	adaptativo,	en	el	cual	el	parámetro	h,	el	cual	da	mayor	o	menor	peso	a	las	observaciones	pasadas,	puede	ir	variando	a	lo	largo	del	tiempo.	Como	medida	de	desempeño	se	toma	la	ARL,	para	así	poder	comparase	con	los	gráficos	de	control	de	Yeong	et	al.	(2016)	y	Khaw	et	al.	(2018).	Además,	está	diseñado	en	base	a	simu-laciones	por	Monte	Carlo.	
3.8 Gráfico EWMA de Giner-Bosch et al. (2019) Este	gráfico	aplica	el	esquema	EWMA	a	la	monitorización	del	MCV.	Los	gráficos	tipo	EWMA	(Roberts,	1959;	Hunter,	1986;	Lucas	y	Saccucci,	1990),	al	igual	que	otros	esquemas	(como	los	de	suma	de	rachas;	véase	la	sección	3.2),	intentan	mejorar	la	capacidad	para	detectar	desviaciones	inaceptables	del	proceso	incorporando	información	de	las	observaciones	pa-sadas	en	la	muestra	en	curso.	Se	sabe	que	los	gráficos	EWMA	suelen	mejorar	esta	sensibili-dad,	sobre	todo,	para	desviaciones	relativamente	pequeñas	del	proceso,	en	relación	con	un	gráfico	tipo	Shewhart.	En	concreto,	un	gráfico	 tipo	EWMA	 incorpora	 información	de	 las	observaciones	pasadas	i8, iH, … , ik]H	a	cada	nuevo	valor	muestreado		ik	calculando	una	media	ponderada	de	todos	
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ellos,	que	se	puede	expresar	recursivamente	como		lk = hik + (1 − h)lk]H	,	que	es	el	valor	que	se	dibujará	y	monitorizará.	Giner-Bosch	et	al.	trabajan	con	el	MCV	muestral	al	cuadrado,	 	()T.	Describen	cómo	imple-mentar	el	gráfico,	incluyendo	el	cálculo	de	la	media	y	la	desviación	típica	de	()T,	y	cómo	op-timizar	los	parámetros	de	diseño	del	gráfico.	Realizan	diversas	experiencias	numéricas	que	muestran	que	su	gráfico	mejora	el	comportamiento	de	los	gráficos	de	Yeong	et	al.	(2016)	y	Lim	et	al.	(2017).	
3.9 Gráfico sintético de Nguyen et al. (2019a) Nguyen	et	al.	(2019a)	proponen	dos	gráficos	sintéticos	unilaterales	para	el	MCV	motivados	por	las	siguientes	razones:	
• La	distribución	de	MCV	es	asimétrica,	por	lo	tanto,	el	diseño	de	diferentes	límites	de	control	permite	obtener	valores	iguales	del	ARL	en	control	para	los	dos	gráficos	de	control	de	MCV	sintético	unilateral.	
• Hay	más	flexibilidad	en	el	diseño	de	cada	cuadro	de	control	de	MCV	sintético	unila-teral,	por	ejemplo:	si	los	profesionales	de	calidad	saben	que	una	dirección	de	la	con-dición	fuera	de	control	puede	ocurrir	con	más	frecuencia	que	otra,	el	límite	de	con-trol	de	cada	uno	de	los	gráficos	de	control	puede	ajustarse	adecuadamente	para	te-ner	una	mayor	sensibilidad	frente	a	la	dirección	de	cambio	más	frecuente.	Para	optimizar	los	parámetros	se	sigue	la	siguiente	estrategia:	1. Definir	5, 7, (8	, $	y	XYR8,	además	igualar	el	XYRmnk = +∞.	2. Inicializar	p] = 1.	3. Calcular	RWR	tomando	en	cuenta	la	restricción:	XYR(5, 7, p], RWR, (8	, $ = 1) = XYR8	4. Calcular	 la	 XYR	 de	 la	 solución	 diseñada	 con	 p]	 utilizando	 XYRqr = nH	 o												XYRrr = nsH.	5. Si	 XYR < XYRmnk ,	 entonces	 XYRmnk = XYR,p]∗ = p], RWR∗ = RWR.	Asignar	 a						p] = p] + 1	y	regresar	el	paso	3,	si	no,	ir	al	paso	6.	6. Tomar	la	solución	actual	(p]∗, RWR∗)	como	óptima.	Como	medida	de	desempeño	se	toma	la	ARL,	para	comparase	con	los	gráficos	de	control	de	Yeong	et	al.	(2016)	y	Lim	et	al.	(2017).	Además,	está	diseñado	en	base	a	cadenas	de	Márkov.	




• Cuando	()U 	cae	en	la	región	central,	el	proceso	se	declara	bajo	control	estadístico	y	no	se	necesita	ningún	ajuste;	por	lo	tanto,	5H, ST	y	los	límites	de	advertencia	y	control	deben	adoptarse	para	calcular	la	siguiente	muestra	MCV,	()UVH.	
• Cuando	()U 	cae	en	la	región	de	advertencia,	el	proceso	todavía	se	declara	bajo	control,	pero	existe	una	mayor	tendencia	a	que	se	salga	de	control;	por	lo	tanto,	5T, SH,	y	lí-mites	de	advertencia	y	control	deben	adoptarse	para	calcular	()UVH.	
• Cuando	()U 	cae	en	la	región	fuera	de	control,	el	proceso	se	declara	fuera	de	control	debido	a	la	presencia	de	causas	asignables;	por	lo	tanto,	se	deben	tomar	acciones	correctivas.	La	optimización	de	 este	 gráfico	 se	 centra	 en	 siete	parámetros:	 (5H, 5T, ST, :H, :T, :′H, :′T)		buscando	minimizar	el	XvwH,	tomar	en	cuenta	que	los	parámetros:	:H, :T, :′H	y	:′T	servirán	para	obtener:		PWRH, PWRT, PQRH, PQRT.	La	estrategia	para	la	optimización	del	gráfico	es	la	siguiente:	
• Especificar	 Xvw8, 58, S8, SH, 7, $	 y	 hacer	 PWR8 = 234]H(1 − :8|58, 7, dm),	 donde																		:8 = H^xr[.	
• Inicializar	5H = 7 + 1	y	5T = 58 + 1,	donde	5H > 7.	
• Obtener	:T	mediante	un	Solver	de	ecuaciones	no	lineales	para	obtener	:H, :′y 	y	ST	respectivamente	en	las	ecuaciones	(xx),	(xx),	(xx).	Las	ecuaciones	(xx),	(xx)	se	deri-van	del	enfoque	de	Costa	(1999).	:H = 1 − (bc]bZ)z{4|PWR}58, 7, d8~](bc]b[)z{4|PWRT}5H, 7, d8~b[]bZ ,	 (3.10.1)	:′y = 1 − (bc]bZ)z{4|PWRy}5, 7, d8~Vb[]bZbc]bZ ,	 	 (3.10.2)	ST = k[(bc]bZ)]kZ(b[]bZ)bc]b[ .	 	 	 	 (3.10.3)	Cuando	en	la	ecuación	(3.10.2),	Ä = 1	entonces	5 = 5T,	y	cuando	Ä = 2	entonces								5 = 5H.	La	combinación	de	parámetros	(:H, :′H, :′T, ST)	obtenidos	de	las	ecuaciones	(3.10.1)	 y	 (3.10.3)	 satisfacen	 las	 restricciones:	 Xww8 = 58, XwÅ8 = S8	 y																																												PWR8 = 234]H(1 − :8|58, 7, d8).	
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• Calcular	XvwH($)	usando	la	ecuación:	Xvw = Çx(É − Ñ)]HÖ.	
• Incrementar	58	en	1	mientras	mantenga	el	mismo	valor	de	5T.	
• Repetir	los	pasos	3	al	5	hasta	que	5H = 58 − 1.	
• Asignar	5H = 7 + 1	e	incrementar	5T	en	1.	
• Repetir	los	pasos	3	al	7	hasta	que	5T = 31.	
• Elegir	 la	 combinación	 de	 parámetros	 (5H, 5T, ST, :H, :T, :′H, :′T)	 que	 minimice	 el	XvwH($)	obteniendo	la	combinación	óptima	de	parámetros.	Como	medida	de	desempeño	se	toma	el	ATS,	tomando	en	cuenta	que	el	tiempo	o	intervalo	de	muestra	es	igual	a	 la	unidad,	para	así	poder	comparase	con	los	gráficos	de	control	de	Yeong	et	al.	(2016)	y	Khaw	et	al.	(2018,2019).	Además,	está	diseñado	en	base	a	cadenas	de	Márkov.	
3.11 Gráfico de intervalo de muestreo variable de Nguyen et al. (2019b) Nguyen	et	al.	(2019b)	desarrollan	una	variación	del	gráfico	propuesto	por	Shewhart	et	al.	(2016)	para	mejorar	su	 lenta	detección	en	pequeños	y	medianos	cambios	en	el	proceso.		Como	se	sabe,	un	enfoque	para	mejorar	el	desempeño	del	gráfico	Shewhart	es	utilizar	es-trategias	adaptativas	como	el	intervalo	de	muestreo	variable	(VSI)	o	el	tamaño	de	muestra	variable	(VSS),	en	este	artículo	 los	autores	sugieren	la	estrategia	VSI	para	monitorizar	el	MCV.	Presentan	dos	gráficos	unilaterales	para	el	incremento	o	decremento	del	MCV,	pero	para	el	presente	trabajo	se	comparará	solo	el	gráfico	que	contempla	incrementos	en	el	MCV.	La	configuración	del	gráfico	se	realiza	de	la	siguiente	manera:	
• Un	gráfico	de	control	VSI	Shewhart	del	lado	inferior	para	el	MCV	con	el	objetivo	de	detectar	una	disminución	en	()U ,	con	un	solo	límite	de	control	inferior	RWR]	(es	decir,	el	límite	de	control	superior	PWR] = +∞)	y	un	único	límite	de	advertencia	inferior	RQR]	(	es	decir,	el	límite	superior	de	advertencia	PQR] = +∞).	
• Un	gráfico	de	control	VSI	Shewhart	del	lado	superior	para	el	MCV	con	el	objetivo	de	detectar	una	 incrementos	 en	()U ,	 con	un	 solo	 límite	de	 control	 superior	PWRV	 (es	decir,	 el	 límite	 de	 control	 superior	 RWRV = 0)	 y	 un	 único	 límite	 de	 advertencia	superior	PQRV	(	es	decir,	el	límite	inferior	de	advertencia	RQRV = 0).	La	estrategia	para	el	gráfico	es	la	siguiente:	
• Cuando	()U > RQR]o	cuando	()U < RQRV	en	el	gráfico,	el	proceso	se	declara	bajo	con-
trol	estadístico	y	la	siguiente	muestra	se	recoge	después	de	un	intervalo	de	muestreo	más	largo	ℎá .	
• Si	()U	está	en	la	región	de	advertencia	o	precaución,	significa	que,	()U ∈ [RWR], RQR]]	o	que	()U ∈ [PQRV, PWRV],	según	el	gráfico	que	se	trate,	el	proceso	aún	se	declarará	
bajo	control	estadístico,	pero	la	siguiente	muestra	se	recogerá	después	de	un	inter-valo	de	muestreo	más	corto	ℎr.	




4. Diseño de experimentos para el análisis comparativo de gráficos de control En	este	capítulo	describimos	el	procedimiento	que	hemos	seguido	para	realizar	un	análisis	comparativo	entre	los	gráficos	que	se	han	descrito	en	el	capítulo	3.	Se	toma	como	medida	de	desempeño	la	ARL	(véase	el	capítulo	1)	y	se	realizará	una	compa-ración	entre	los	diferentes	gráficos,	teniendo	en	cuenta	también	la	posible	influencia	de	los	parámetros	comunes	a	todos	los	gráficos,	es	decir:	7	,	5	,	(8	y	$.	Esto	puede	estructurarse	como	un	diseño	de	experimentos	y,	por	tanto,	sus	resultados	pue-den	ser	analizados	mediante	Análisis	de	la	varianza	(ANOVA).	Dado	que	algunos	de	los	gráficos	objeto	de	estudio	sólo	presentan	una	versión	unilateral	para	detectar	incrementos	del	MCV	(que	es,	además,	el	caso	más	interesante	en	la	práctica),	únicamente	compararemos	el	desempeño	de	los	gráficos	para	valores	de			$		mayores	que	1.	
4.1 Calibración y comparación de gráficos de control mediante análisis de la varianza Para	poder	realizar	el	análisis	de	los	factores	más	influyentes	y	decisivos	en	la	comparación	del	rendimiento	de	los	gráficos	de	control	antes	descritos,	se	recurrirá	a	herramientas	de	inferencia	estadística:	el	diseño	de	experimentos	(design	of	experiments;	DOE)	y	el	análisis	de	la	varianza	(analysis	of	variance;	ANOVA)	(Fisher,	1925,	1935).	En	concreto,	tiene	sentido	plantear	un	DOE	consistente	en	cruzar	los	siguientes	factores:	gráficos	o	métodos	involucrados	en	la	comparación,	y	los	parámetros	7	,	5	,	(8	y	$;	es	decir,	un	diseño	de	factores	cruzados	de	efectos	fijos.	El	ANOVA,	nos	permitirá	cuantificar	la	contribución	de	cada	factor,	y	en	este	estudio,	la	sig-nificancia	estadística	de	las	interacciones	dobles.	Por	tanto,	se	ajusta	al	objetivo	planteado	de	comparar	los	gráficos	de	control	para	el	MCV.	Se	pueden	distinguir	dos	métodos	clásicos	de	ANOVA:	los	paramétricos	(que	asumen	que	la	variable	de	interés	sigue	una	distribución	normal	para	cada	combinación	de	factores,	entre	otras	hipótesis)	y	los	no	paramétricos,	que	no	presuponen	ninguna	estructura	en	los	datos	a	analizar.	Estudios	realizados	sobre	el	ANOVA	paramétrico,	demuestran	gran	robustez	ante	el	incumplimiento	de	sus	hipótesis	y	ofrece	resultados	por	lo	menos	tan	buenos	como	los	que	obtendríamos	con	el	ANOVA	no	paramétrico	(Rasch	y	Guiard,	2004	y	Basso	et	al.,	2007).	Por	estos	motivos,	se	ha	elegido	utilizar	la	técnica	clásica	de	ANOVA	paramétrico	para	ana-lizar	los	datos	expuestos	en	los	artículos	asociados	a	los	gráficos	de	control	MCV	ya	expues-tos.		Este	uso	del	DOE	y	el	ANOVA	como	forma	de	calibrar	algoritmos	o,	en	nuestro	caso,	gráficos	de	 control,	 está	 justificado	 por	 diversos	 autores	 como,	 por	 ejemplo,	 Ridge	 y	 Kudenko	(2010).	
4.2 Estrategia y herramientas de análisis Se	 calcularán	 y	 graficarán	 los	 valores	 medios	 dentro	 de	 cada	 nivel	 los	 intervalos	 de	confianza	 respectivos	basados	 en	 el	método	de	diferencia	honestamente	 significativa	de	Tukey	(1949)	(honestly	significant	difference;	intervalos	HSD)	para	determinar,	qué	niveles	
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de	un	factor	producen	desviaciones	significativamente	distintas	al	resto,	así	como	el	sentido	de	 las	 interacciones	 que	 podrían	 presentarse.	 Se	 aceptará	 que	 el	 factor	 es	 significativo	tomando	un	nivel	de	confianza	del	95%.	Del	total	de	los	11	artículos	donde	se	encuentran	13	propuestas	de	gráficos	de	control	para	el	MCV,	se	dejaron	dos	fuera	del	estudio:	el	presentado	por	Abbasi	(2018)	ya	que,	al	ser	un	gráfico	de	control	de	rachas	cortas,	es	decir,	que	obliga	a	que	de	una	alarma	rápidamente	debido	que	se	asume	una	producción	finita,	no	es	comparable;	además,	se	dejó	fuera	de	la	comparativa	al	estudio	de	fase	I	presentado	por	Khatun	(2019).	De	los	11	gráficos	de	control	restantes	se	hizo	una	división	en	dos	grupos:	los	de	parámetros	fijos	(no	adaptativos),	siendo	estos	cinco:	Shewhart	(Yeong	et	al.	2016),	suma	de	rachas	(Lim	et	al.,	2017),	gráfico	sintético	(Khaw	et	al.	2019),	EWMA	(Giner-Bosh	et	al.	2019)	y	el	gráfico	sintético	de	Nguyen	(Nguyen	et	al.,	2019a);	y	los	seis	restantes,	gráficos	de	control	de	pará-metros	variables	o	adaptativos:	VSS,	VSI,	VSSI	(Khaw	et	al.,	2018),	EWMA	adaptativo	(Haq	y	Khoo.	2019),	gráfico	de	parámetros	variables	(Chew	et	al.,	2019)	y,	por	último,	el	gráfico	de	intervalo	de	muestro	variable	(Nguyen	et	al.,	2019b).	Del	primer	grupo,	de	parámetros	fijos,	aplicaremos	un	ANOVA	con	cinco	factores	cruzados	(Método,	7	,	5	,	(8	y	$),	tomando	como	variable	dependiente	la	ARL,	además,	tomaremos	en	cuenta	las	interacciones	de	segundo	orden.	Así,	se	obtendrá	el	gráfico	de	control	de	pará-metros	fijos	que	será	el	representante	de	este	grupo.	Del	segundo	grupo,	la	idea	inicial,	consistía	en	realizar	una	comparativa	de	los	gráficos	de	control	exactamente	igual	al	primer	grupo,	todos	contra	todos,	pero,	al	tener	limitaciones	por	falta	de	similitud	en	los	parámetros	publicados	en	los	datos	de	los	artículos	de	los	auto-res,	se	decidió	comparar	cada	uno	de	los	gráficos	de	parámetros	variables	contra	el	ganador	del	primer	grupo,	con	quien	comparten	mayor	similitud	en	los	parámetros	publicados.	Cabe	mencionar,	que	de	los	tres	gráficos	adaptativos	presentados	por	Khaw:	VSS,	VSI	y	VSSI;	se	eligió	al	que	mejor	rendimiento	o	resultados	tuviera	en	la	ARL,	teniendo	así	un	represen-tante	de	este	artículo	para	ser	comparado	contra	el	ganador	del	primer	grupo.	Para	la	comparativa	en	parejas,	en	el	ANOVA,	se	analizará	la	desviación	relativa	respecto	de	la	mejor	solución	del	gráfico	de	control	de	parámetros	fijos	con	mejor	ARL	mediante	la	si-guiente	fórmula:	
%DXYR = XYRH_åékmém − YRH_ènèsèbkêbkè_nUåè_ëínmXYRH_ènèsèbkêbkè_nUåè_ëínm 			  
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5. Análisis comparativo de los principales gráficos de control para el MCV En	este	capítulo,	se	describe	todo	el	análisis	comparativo	mencionado	en	el	capítulo	4,	mos-trando	los	gráficos	y	tablas	resultantes	para	su	visualización	y	entendimiento.	En	los	gráficos	mostrados	y	en	las	tablas	de	ANOVA	presentadas,	se	utilizará	la	nomencla-tura	expuesta	en	las	tablas	5.1	y	tabla	5.2.		 Símbolo	 Nomenclatura	en	gráficos	y	tablas	7	 p	5	 n	(8	 Gamma0	$	 Tau	
Tabla	5.1:	Símbolos	y	nomenclaturas	en	gráficos	y	tablas.		 Método	 Nomenclatura	en	gráficos	Shewhart	(Yeong	et	al.,	2016)	 Shewhart	Suma	de	rachas	(Lim	et	al.,	2017)	 Run_sum	Adaptativos:	VSI,	VSS	y	VSSI	(Khaw	et	al.,	2018)	 VSI,	VSS	y	VSSI	Sintético	de	Khaw	(Khaw	et	al.,	2019)	 Synthetic_1	EWMA	adaptativo	(Haq	y	Khoo.,	2019)	 Adaptive_EWMA	EWMA	(Giner-Bosh	et	al.,	2019)	 EWMA	Sintético	de	Nguyen	(Nguyen	et	al.,	2019a)	 Synthetic_2	Parámetros	variables	(Chew	et	al.,	2019)	 VP	intervalo	de	muestreo	variable	(Nguyen	et	al.,	2019b)	 VSI-SH	
Tabla	5.2:	Métodos	y	nomenclaturas	en	gráficos.	
5.1  Software y hardware utilizado Para	realizar	el	estudio,	se	utilizó	el	lenguaje	de	programación	R	versión	3.6.1,	en	su	entorno	de	desarrollo	integrado	de	software	libre	RStudio	versión	1.2.1335,	se	ejecutaron	en	un	sis-tema	operativo	macOS	Mojave	versión	10.14.6	con	procesador	de	2.9GHz	Intel	Core	 i7	y	memoria	RAM	de	16GB. 
5.2 Métodos de parámetros fijos (no adaptativos) Comenzaremos	analizando	los	resultados	del	ANOVA	que	compara	los	métodos	de	paráme-tros	fijos,	con:	7	Î	{2, 3}		,	5	Î	{5, 10}	,	(8	Î	{0.1, 0.3, 0.5}	y		$	Î	{1.1, 1.25, 1.5},	los	cuales	son	los	parámetros	publicados	y	que	coinciden	entre	los	artículos	considerados	en	este	análisis.	Para	cada	uno	de	los	cinco	métodos	a	comparar,	se	tiene	36	registros	de	las	diferentes	com-binaciones	de	los	parámetros	antes	mencionados,	obteniendo	así	un	diseño	de	experimen-tos	ortogonal	entre	todos	los	métodos,	con	lo	cual,	podemos	asegurarnos	de	no	confundir	los	efectos	de	los	factores.	
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El	ANOVA	(tabla	A.1	del	anexo	A),	reveló	que	existen	diferencias	significativas	entre	los	dis-tintos	gráficos	de	control	de	parámetros	fijos,	siendo	parámetros	influyentes	con	un	95%	de	 error	 Tipo	 I:	 7, 5, (8	 y	 $;	 además,	 de	 e	 las	 interacciones	 de	 orden	 dos:	 ìîSïñï ·óòôôò0,ìîSïñï · vòö,ìîSïñï · 5,ìîSïñï · 7, óòôôò0 · vòö, óòôôò0 · 5, vòö ·5, vòö · 7		y		5 · 7.	Tal	y	como	se	aprecia	en	 la	 figura	5.1(a)	en	el	gráfico	de	medias	e	 intervalos	HSD	de	 los	métodos	 comparados,	 el	 que	 mejor	 ARL	 medio	 presenta	 con	 diferencia	 estadística	significativa	es	el	gráfico	EWMA	propuesto	por	Giner-Bosch	et	al.	(2019).		Además,	 el	 gráfico	 de	 medias	 e	 intervalos	 HSD	 de	 la	 figura	 5.1(b)	 correspondiente	 al	parámetro	7,	 confirma	que,	 existen	diferencias	 significativas	 en	 la	ARL	medio	 cuando	 la	dimensión	es	menor.	Por	su	parte,	el	gráfico	de	medias	e	intervalos	HSD	correspondiente	al	parámetro	5	(figura	5.1(c)),	como	era	de	esperarse,	al	tener	mayor	cantidad	de	muestras	los	gráficos	de	control	ganan	potencia,	lo	que	hace	que	incrementen	significativamente	su	rendimiento	y	reduzcan	su	ARL	medio.	También,	el	gráfico	de	medias	e	intervalos	HSD	del	parámetro	(8,(figura	5.1(d)),	nos	indica	que,	a	menor	tamaño	de	este	parámetro,	la	ARL	será	menor.	En	el	gráfico	de	medias	e	intervalos	HSD	del	parámetro	$	(figura	5.1(e)),	evidencia	que	el	incremento	de	este	parámetro,	acentúa	la	mejoría	de	los	gráficos	de	control	reduciendo	sig-nificativamente	su	ARL,	ya	que	se	aleja	más	del	valor	esperado,	logrando	que	se	detecte	rá-pidamente	que	el	proceso	está	fuera	de	control	estadístico.	Las	interacciones	significativas	detectadas	por	el	análisis	evidencian	que	el	método	EWMA	se	comporta	mejor	que	el	resto	para	todos	los	parámetros	analizados	en	el	estudio	(véase	figuras	5.2(a),	(b),	(c),	(d)).		En	conclusión,	se	tomará	como	referencia	y	ganador	del	primer	grupo	de	gráficos	de	control	de	parámetros	variables	a	la	propuesta	de	Giner-Bosch	et	al.	para	ser	comparado	con	los	gráficos	de	control	del	grupo	de	parámetros	variables	o	adaptativos.	
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												(a)	Efecto	del	método		 	 	 									(b)	Efecto	del	parámetro	p	 	 	 												(c)	Efecto	del	parámetro	n	
						 			(d)	Efecto	del	parámetro	Gamma0		 	 	 									(e)	Efecto	del	parámetro	Tau	
Figura	5.1:	Gráfico	de	medias	e	intervalos	HSD	para	los	efectos	principales	del	ANOVA	correspondiente	a	la	comparativa	de	los	gráficos	de	control	de	parámetros	fijos.	 	
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									 	(a)	Interacción	Metodo·Gamma0	 	 	 									(b)	Interacción	Metodo·Tau	 	 	 														(c)	Interacción	Metodo·n	




	 																(f)	Interacción	Gamma0·n	 	 	 													 									(g)	Interacción	Gamma0·p	 	 	 																(h)	Interacción	Tau·n	
					(i)	Interacción	Tau·p		 	 	 	 (j)	Interacción	n·p	
Figura	5.2:	Gráfico	de	medias	para	las	interacciones	de	segundo	orden	del	ANOVA	correspondiente	a	la	comparativa	de	los	gráficos	de	control	de	parámetros	fijos.	
	 30	
5.3 VSSI vs VSS vs VSI Como	se	mencionó	en	la	subsección	4.2,	se	compararon	los	métodos	propuestos	en	el	ar-tículo	de	Khaw	et	al.	(2018)	analizando	los	resultados	del	ANOVA	con:	!	Î	{2, 3}		,	(	Î	{5, 10}	,	,-	Î	{0.1, 0.3, 0.5}	y		/	Î	{1.25, 1.50, 2},	los	cuales	son	los	parámetros	publicados	y	que	coin-cidentes.	Formando	con	los	datos	recopilados	un	diseño	de	experimentos	ortogonal,	para	realizar	adecuadamente	un	análisis	de	la	influencia	de	los	diferentes	factores	y	sus	interac-ciones	dobles.	El	ANOVA	(tabla	A.2	del	anexo	A),	reveló	que	existen	diferencias	estadísticamente	significa-tivas	entre	los	distintos	gráficos	de	control,	siendo	parámetros	estadísticamente	significati-vos	 con	un	95%	de	error	Tipo	 I:	!, (, ,-	 y	/;	 además,	de	 las	 interacciones	de	orden	dos:		012343 · 678,012343 · (, 97::70 · 678, 97::70 · (, 678 · (, 678 · !		y		( · !.		El	gráfico	de	medias	e	intervalos	HSD	de	la	figura	5.3(a)	evidencia	que,	VSSI	es	el	método	que	mejor	rendimiento	tiene	con	respecto	a	la	ARL	media	de:	VSS	y	VSI.		Por	su	parte,	los	gráficos	de	medias	e	intervalos	HSD	de	los	parámetros	!	y	,-,	mostrados	en	las	figuras	5.3(b)	y	(d),	evidencian	que,	a	menor	dimensión	en	las	variables	a	considerar	para	la	configuración	de	los	gráficos	de	control,	la	ARL	es	menor	estadísticamente	significa-tiva;	además,	que	a	menor	tamaño	del	,-	los	métodos	tendrán	mejor	rendimiento,	lo	cual	se	puede	apreciar	a	la	disminución	en	la	ARL.	Por	el	contrario,	los	efectos	de	los	parámetros	(	y	/	que	se	muestran	en	los	gráficos	de	me-dias	e	intervalos	HSD	de	las	figuras	5.3	(c)	y	(e),	tienen	un	efecto	contrario,	ya	que	a	mayor	tamaño	de	muestreo,	la	ARL	será	menor,	algo	que	es	explicable	ya	que	los	gráficos	de	control	ganan	potencia	con	estas	condiciones;	mientras	que	al	incrementar	/	es	evidente	y	previsi-ble	que	la	ARL	disminuirá,	ya	que	se	alejará	más	del	valor	medio	del	proceso	bajo	control.	En	cuanto	a	las	interacciones	significativas,	es	evidente	la	superioridad	del	método	VSSI	so-bre	VSS	y	VSI	(figuras	5.4(a),	(b),	(c)	y	(d))	reduciendo	la	ARL.	En	conclusión,	de	este	análisis	se	tomará	como	representante	de	los	gráficos	de	control	pro-puestos	por	Khaw	et	al.	(2018)	a	VSSI,	el	cual,	junto	al	resto	de	gráficos	de	control	de	pará-metros	variables	o	adaptativos,	se	comparará	contra	el	gráfico	EWMA.		 	
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										(a)	Efecto	del	método	 	 	 			 												(b)	Efecto	del	parámetro	p	 	 	 																			(c)	Efecto	del	parámetro	n	
								 					(d)	Efecto	del	parámetro	Gamma0		 	 								(e)	Efecto	del	parámetro	Tau	
Figura	5.3:	Gráfico	de	medias	e	intervalos	HSD	para	los	efectos	principales	del	ANOVA	correspondiente	a	la	comparativa	de	los	métodos:	VSSI,	VSS	y	VSI	propuestos	por	Khaw	et	al.	
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														(a)	Interacción	Metodo·Gamma0	 	 	 										(b)	Interacción	Metodo·Tau	 	 	 																			(c)	Interacción	Metodo·n	




							(f)	Interacción	Gamma0·n	 	 	 								(g)	Interacción	Gamma0·p	 	 	 	 	(h)	Interacción	Tau·n	
											(i)	Interacción	Tau·p		 	 	 																																		(j)	Interacción	n·p	
Figura	5.4:	Gráfico	de	medias	para	las	interacciones	de	segundo	orden	del	ANOVA	correspondiente	a	la	comparativa	de	los	métodos:	VSSI,	VSS	y	VSI	propuestos	por	Khaw	et	al.(2018)	
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5.4 Métodos adaptativos frente al EWMA de Giner-Bosch et al. (2019) Como	se	comentó	en	la	subsección	4.2,	se	realizaría	una	comparativa	de	todos	los	gráficos	de	control	de	parámetros	variables	o	adaptativos	contra	el	ganador	del	primer	grupo,	de	gráficos	de	control	de	parámetros	fijos,	siendo	la	propuesta	de	Giner-Bosch	et	al.	(2019),	con	un	gráfico	EWMA	el	ganador,	siendo	estas	comparativas	las	que	se	mostrarán	en	esta	subsección.	Cabe	recordar	que	la	comparativa	se	realizará	en	pares,	analizando	%∆#$%,	el	porcentaje	de	mejora	de	los	gráficos	adaptativos	sobre	el	EWMA	de	Giner-Bosch,	analizando	los	facto-res	influyentes	y	las	interacciones	de	orden	dos.	Entiéndase	que,	al	resultar	números	nega-tivos	en	los	gráficos	significará	que	el	método	a	comparar	mejora	el	rendimiento	del	EWMA	reduciendo	la	ARL	en	ese	porcentaje.	
5.4.1 VSSI vs EWMA Como	se	vio	en	la	subsección	5.3,	el	ganador	y	representante	de	las	propuestas	de	gráficos	de	control	para	abordar	el	MCV	de	Khaw	et	al.	(2018),	es	el	gráfico	VSSI,	en	el	cual	el	inter-valo	de	muestras	y	el	tamaño	de	estas	son	variables	(explicación	del	gráfico	en	la	subsección	3.5).		Los	resultados	del	ANOVA	se	encuentran	en	la	tabla	A.3	del	anexo	A,	la	cual	se	realizó	con	un	 total	 de	 36	 registros	 que	 contienen	 las	 diferentes	 combinaciones	 de:	 &	Î	{2, 3}	 	 ,	-	Î	{5, 10}	,	12	Î	{0.1, 0.3, 0.5}	y		4	Î	{1.25, 1.5, 2},	los	cuales	son	los	parámetros	publicados	y	que	coinciden	entre	los	artículos	considerados	en	este	análisis;	formando	con	ellos	un	di-seño	de	experimentos	ortogonal,	donde	la	variable	respuesta	es	%∆#$%.		Con	el	ANOVA	se	evidencia	que,	los	parámetros	estadísticamente	significativos	con	un	95%	de	 error	 Tipo	 I	 son:	&, -, 12	 y	 4;	 además,	 de	 las	 interacciones	 de	 orden	 dos:	 	567760 ·96:, 567760 · -, 96: · -, 96: · &		y		- · &.	El	gráfico	de	medias	e	intervalos	HSD	para	el	parámetro	&	que	se	muestra	en	la	figura5.5(a),	nos	deja	en	evidencia	una	vez	más	que	a	menor	dimensión,	se	obtiene	un	mejor	comporta-miento,	reduciendo	con	el	gráfico	VSSI	significativamente	la	ARL	en	36.5%	con	respecto	al	gráfico	 EWMA	 para	 una	 dimensión	 de	 dos.	 Además,	 se	 logra	 una	 reducción	menor,	 del	30.8%	de	la	ARL	con	dimensión	de	tres.	Por	otra	parte,	para	el	parámetro	de	número	de	muestras	-,	véase	figura	5.5(b),	la	mejoría	de	VSSI	sobre	EWMA,	se	acentúa	con	mayor	efecto	para	un	tamaño	de	muestra	de	10,	redu-ciendo	la	ARL	media	en	57.1%,	siendo	también,	significativamente	diferente	a	un	tamaño	- = 5	donde	la	mejoría	es	menor.	En	el	gráfico	de	medias	e	intervalos	HSD	del	parámetro	12	de	la	figura	5.5(c)	no	se	encuentran	diferencias	significativas	entre	los	niveles	0.1	y	0.3,	pero	sí	existe	una	diferencia	significativa	de	estos	contra	el	nivel	0.5,	incrementando	el	porcen-taje	de	mejora	de	ARL	con	los	niveles	más	bajos.	En	cuanto	a	las	interacciones	significativas,	solo	cuando	4 = 1.25	el	gráfico	EWMA	supera	a	VSSI,	en	todo	el	resto	de	los	casos,	su	rendimiento	es	menor.		
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	(a)	Interacción	Gamma0·Tau	 	 	 								(b)	Interacción	Gamma0·n	 	 	 												(c)	Interacción	Gamma0·p	
			(d)	Interacción	Tau·n	 	 	 	 									(e)	Interacción	Tau·p	 	 	 	 	 						(f)	Interacción	n·p	
Figura	5.6:	Gráfico	de	medias	para	las	interacciones	de	segundo	orden	del	ANOVA	correspondiente	a	la	comparativa	de	los	métodos:	VSSI	vs	EWMA.	
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5.4.2 Adaptive_EWMA vs EWMA Los	resultados	del	ANOVA	se	encuentran	en	la	tabla	A.4	del	anexo	A,	la	cual	se	realizó	con	un	 total	 de	 32	 registros	 que	 contienen	 las	 diferentes	 combinaciones	 de:	 !	Î	{2, 3}	 	 ,	(	Î	{5, 10}	,	,-	Î	{0.1, 0.2}	y		/	Î	{1.1, 1.2, 1.5, 2},	los	cuales	son	los	parámetros	publicados	y	que	coinciden	entre	los	artículos	considerados	en	este	análisis;	formando	con	ellos	un	di-seño	de	experimentos	ortogonal,	donde	la	variable	respuesta	es	%∆234.		Con	el	ANOVA	se	evidencia	que,	los	parámetros	estadísticamente	significativos	con	un	95%	de	error	Tipo	I	son:	!, (	y	/;	además,	de	las	interacciones	de	orden	dos:		567 · (, 567 · !		y		( · !.	El	gráfico	de	medias	e	intervalos	HSD	para	el	parámetro	!	que	se	muestra	en	la	figura5.7(a),	nos	deja	en	evidencia	una	vez	más	que	a	menor	dimensión,	se	obtiene	un	mejor	comporta-miento,	reduciendo	con	el	gráfico	Adaptive_EWMA	significativamente	la	ARL	en	29.86%	con	respecto	al	gráfico	EWMA	para	una	dimensión	de	dos.	Además,	se	logra	una	reducción	me-nor,	del	26.91%	de	la	ARL	con	dimensión	de	tres.	Por	otra	parte,	para	el	parámetro	de	número	de	muestras	(,	véase	figura	5.7(b),	la	mejoría	del	Adaptive_EWMA	sobre	EWMA,	se	acentúa	con	mayor	efecto	para	un	tamaño	de	muestra	de	10,	reduciendo	la	ARL	media	en	33.26%,	siendo	también,	significativamente	diferente	a	un	tamaño	( = 5	donde	la	mejoría	es	menor,	23.51%.	En	el	gráfico	de	medias	e	intervalos	HSD	del	parámetro	,-	de	la	figura	5.7(c),	no	se	encuen-tran	diferencias	significativas	entre	los	niveles	0.1	y	0.2,	aunque	cualquiera	de	los	dos	re-presenta	una	mejoría	del	Adaptive_EWMA	sobre	EWMA	del	28%.	Para	el	parámetro	/,	aunque	en	todos	los	niveles	se	obtiene	un	mejor	rendimiento	del	Adap-tive_EWM	sobre	el	EWMA,	se	presenta	la	mayor	diferencia	en	el	nivel	/ = 1.5	reduciendo	la	ARL	media	en	42.44%.	Para	 los	 gráficos	 de	 interacciones	 significativos	 (figuras	 (d),	 (e),	 (f)),	 el	 gráfico	 Adap-tive_EWMA	mejora	al	EWMA	en	todos	los	casos,	exceptuando	al	caso	en	que	/ = 1.1	y	( =5,	donde	el	gráfico	propuesto	por	Giner-Bosch	et	al.	(2019)	mejora	levemente	al	presentado	por	Haq	y	Khoo	(2019).	 		 	
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											(a)	Efecto	del	parámetro	p		 	 	 																	(b)	Efecto	del	parámetro	n	
				(c)	Efecto	del	parámetro	Gamma0		 	 							 														(d)	Efecto	del	parámetro	Tau	
Figura	5.7:	Gráfico	de	medias	e	intervalos	HSD	para	los	efectos	principales	del	ANOVA	correspondiente		a	la	comparativa	de	los	métodos:	Adaptive_EWMA	vs	EWMA,	con	respecto	a	%Delta	ARL.	
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								 (a)	Interacción	Gamma0·Tau	 	 	 														(b)	Interacción	Gamma0·n	 	 	 																(c)	Interacción	Gamma0·p	
			(d)	Interacción	Tau·n	 	 	 	 									(e)	Interacción	Tau·p	 	 	 	 	 						(f)	Interacción	n·p	
Figura	5.8:	Gráfico	de	medias	para	las	interacciones	de	segundo	orden	del	ANOVA	correspondiente	a	la	comparativa	de	los	métodos:	Adaptive_EWMA	vs	EWMA.
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5.4.3 VP vs EWMA Los	resultados	del	ANOVA	se	encuentran	en	la	tabla	A.5	del	anexo	A,	la	cual	se	realizó	con	un	 total	 de	 54	 registros	 que	 contienen	 las	 diferentes	 combinaciones	 de:	 !	Î	{2, 3, 4}	 	 ,	)	Î	{10, 15}	,	-.	Î	{0.1, 0.3, 0.5}	y		0	Î	{1.25, 1.5, 2},	los	cuales	son	los	parámetros	publicados	y	que	coinciden	entre	los	artículos	considerados	en	este	análisis;	formando	con	ellos	un	di-seño	de	experimentos	ortogonal,	donde	la	variable	respuesta	es	%∆345.		Con	el	ANOVA	se	evidencia	que,	los	parámetros	estadísticamente	significativos	con	un	95%	de	 error	 Tipo	 I	 son:	!, ), -.	 y	 0;	 además,	 de	 las	 interacciones	 de	 orden	 dos:	 	678870 ·:7;, 678870 · ), :7; · ), :7; · !		y		) · !.	El	gráfico	de	medias	e	intervalos	HSD	para	el	parámetro	!	que	se	muestra	en	la	figura5.9(a),	nos	indica	que,	según	los	datos	considerados	en	el	estudio,	a	diferencia	de	los	métodos	an-teriores,	a	menor	dimensión	no	se	obtiene	un	mejor	comportamiento,	en	este	caso	con	una	dimensión	de	! = 3	se	obtiene	mejores	resultados,	reduciendo	con	el	gráfico	VP	significati-vamente	la	ARL	en	58.47%	con	respecto	al	gráfico	EWMA,	aunque	con	el	resto	de	dimensio-nes	analizadas,	también	se	obtiene	una	menor	mejoría.	Por	otra	parte,	para	el	parámetro	de	número	de	muestras	),	véase	figura	5.9(b),	la	mejoría	de	VP	sobre	EWMA,	se	acentúa	con	mayor	efecto	para	un	tamaño	de	muestra	de	10,	redu-ciendo	la	ARL	media	en	55.33%,	siendo	también,	significativamente	diferente	a	un	tamaño	) = 15	donde	la	mejoría	es	menor,	algo	contrario	a	lo	hasta	ahora	visto	con	el	resto	de	mé-todos,	que	obtenían	un	mejor	rendimiento	con	mayor	número	de	muestras.	En	el	gráfico	de	medias	e	intervalos	HSD	del	parámetro	-.	de	la	figura	5.9(c)	no	se	encuen-tran	diferencias	significativas	entre	los	niveles	0.1	y	0.3,	pero	sí	existe	una	diferencia	signi-ficativa	de	estos	contra	el	nivel	0.5,	incrementando	el	porcentaje	de	mejora	de	ARL	con	el	nivel	más	alto.	El	gráfico	de	medias	e	intervalos	HSD	del	parámetro	0	nos	dice	que,	para	los	datos	publica-dos,	se	obtiene	un	mejor	rendimiento	con	el	método	VP	con	0 = 1.5	reduciendo	en	64.97%	la	ARL	media	con	respecto	al	EWMA.	En	 los	gráficos	de	 interacciones	significativos	(figuras	5.10(a),	 (b),	 (d),	 (e),	 (f),)	se	puede	apreciar	que	para	todas	las	combinaciones	siempre	se	obtiene	una	mejoría	en	la	ARL	media	con	el	método	VP	con	respecto	al	EWMA.	En	conclusión,	el	método	VP	supera	al	EWMA,	en	todos	los	casos	de	los	parámetros	publi-cados	en	ambos	artículos,	mejorando	significativamente	el	rendimiento	del	gráfico	EWMA.		
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												 					(a)	Interacción	Gamma0·Tau	 	 	 								(b)	Interacción	Gamma0·n	 	 	 								(c)	Interacción	Gamma0·p	
												(d)	Interacción	Tau·n		 	 	 										(e)	Interacción	Tau·p	 	 	 	 												(f)	Interacción	n·p	
Figura	5.10:	Gráfico	de	medias	para	las	interacciones	de	segundo	orden	del	ANOVA	correspondiente	a	la	comparativa	de	los	métodos:	VP	vs	EWMA.	 	
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5.4.4 VSI-SH vs EWMA Los	resultados	del	ANOVA	se	encuentran	en	la	tabla	A.6	del	anexo	A,	la	cual	se	realizó	con	un	 total	 de	 54	 registros	 que	 contienen	 las	 diferentes	 combinaciones	 de:	 !	Î	{2, 3}	 	 ,	(	Î	{5, 10}	,	,-	Î	{0.1, 0.3, 0.5}	y		/	Î	{1.1, 1.25, 1.5},	los	cuales	son	los	parámetros	publica-dos	y	que	coinciden	entre	los	artículos	considerados	en	este	análisis;	formando	con	ellos	un	diseño	de	experimentos	ortogonal,	donde	la	variable	respuesta	es	%∆234.		Con	el	ANOVA	se	evidencia	que,	los	parámetros	estadísticamente	significativos	con	un	95%	de	error	Tipo	I	son:	!, (, ,-	y	/;	además,	de	las	interacciones	de	orden	dos:		567 · (, 567 · !.	El	gráfico	de	medias	e	intervalos	HSD	para	el	parámetro	!	que	se	muestra	en	la	figura5.11(a)	nos	indica	que,	según	los	datos	considerados	en	el	estudio,	a	mayor	dimensión	se	obtiene	un	mejor	comportamiento,	en	este	caso	con	una	dimensión	de	! = 3	se	obtiene	mejores	re-sultados,	reduciendo	con	el	gráfico	EWMA	significativamente	 la	ARL	en	41.83%	con	res-pecto	al	gráfico	VSI-SH,	además,	se	logra	una	reducción	menor,	del	34.72%	de	la	ARL	con	dimensión	de	dos.	Por	otra	parte,	para	el	parámetro	de	número	de	muestras	(,	véase	figura	5.11(b),	la	mejoría	de	EWMA	sobre	VP,	se	acentúa	con	mayor	efecto	para	un	tamaño	de	muestra	de	5,	redu-ciendo	la	ARL	media	en	54.83%,	siendo	también,	significativamente	diferente	a	un	tamaño	( = 10	donde	la	mejoría	es	menor,	21.72%.	En	el	gráfico	de	medias	e	intervalos	HSD	del	parámetro	,-	de	la	figura	5.11(c)	se	encuentran	diferencias	significativas	entre	todos	los	niveles,	incrementando	el	porcentaje	de	mejora	de	ARL	del	EWMA	con	respecto	a	VSI-SH	con	el	nivel	más	alto.	El	gráfico	de	medias	e	intervalos	HSD	del	parámetro	/	nos	dice	que,	para	los	datos	publica-dos,	se	obtiene	un	mejor	rendimiento	con	el	método	EWMA	con	/ = 1.1	reduciendo	en	gran	medida	la	ARL	media	en	116.08%	con	respecto	al	VSI-SH.	En	los	gráficos	de	interacciones	significativos	(figuras	5.12(d)	y(e))	se	puede	apreciar	que	solo	para	las	combinaciones	que	contienen	/ = 1.5	se	obtiene	una	leve	mejoría	en	la	ARL	media	con	el	método	VSI-SH	con	respecto	al	EWMA,	en	el	resto	de	los	casos	el	EWMA	es	el	vencedor.	En	conclusión,	el	gráfico	EWMA	tiene	un	mejor	rendimiento	en	casi	todos	los	casos	con	res-pecto	al	VSI-SH.			 	
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											(a)	Efecto	del	parámetro	p		 	 	 																(b)	Efecto	del	parámetro	n	
			(c)	Efecto	del	parámetro	Gamma0		 	 							 								(d)	Efecto	del	parámetro	Tau	
Figura	5.11:	Gráfico	de	medias	e	intervalos	HSD	para	los	efectos	principales	del	ANOVA	correspondiente	a	la	comparativa	de	los	métodos:	VSI-SH	vs	EWMA,	con	respecto	a	%Delta	ARL.	
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								 (a)	Interacción	Gamma0·Tau	 	 	 									(b)	Interacción	Gamma0·n	 	 	 														(c)	Interacción	Gamma0·p	
					(d)	Interacción	Tau·n	 	 	 	 											(e)	Interacción	Tau·p	 	 	 	 	 					(f)	Interacción	n·p	
Figura	5.12:	Gráfico	de	medias	para	las	interacciones	de	segundo	orden	del	ANOVA	correspondiente	a	la	comparativa	de	los	métodos:	VSI-SH	vs	EWMA.
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6. Conclusiones En	el	presente	trabajo	se	ha	realizado	una	revisión	bibliográfica	de	los	gráficos	de	control	para	el	MCV	que,	hasta	donde	sabemos,	son	los	existentes	a	fecha	de	agosto	de	2019.		Se	encontraron	11	artículos	los	cuales	se	estudió	su	funcionamiento	y	la	configuración	de	cada	uno	de	ellos,	siendo	descritos	todos	detalladamente	en	el	capítulo	3,	cumpliendo	así	uno	de	los	objetivos	específicos	planteados	para	el	presente	trabajo	de	fin	de	máster.	De	los	11	artículos	que	contenían,	entre	todos,	13	propuestas	de	gráficos	de	control	se	que-daron	fuera	del	estudio	dos,	debido	a	que	no	eran	propuestas	comparables	al	ser:	el	primero,	un	estudio	de	fase	I;	y	el	segundo,	un	gráfico	que	obligaba	a	dar	una	alarma	en	corto	tiempo	debido	a	la	suposición	de	producción	finita.	De	los	11	gráficos	de	control	restantes	se	dividió	en	dos	grupos:	gráficos	de	control	de	pa-rámetros	fijos,	cinco	del	total;	y	gráficos	de	control	de	parámetros	adaptativos	o	variables,	los	seis	restantes;	se	realizó	una	primera	comparativa	entre	todos	los	del	primer	grupo	en-tre	los	parámetros	publicados	por	los	autores,	y	se	eligió	un	ganador	del	primer	grupo,	el	gráfico	EWMA	de	Giner-Bosch	et	al.	(2019).		Para	el	segundo	grupo	al	no	haber	muchos	parámetros	en	común	entre	ellos,	se	realizaron	comparativas	en	parejas	analizando	el	porcentaje	de	mejora	de	la	ARL	del	gráfico	EWMA,	por	ser	el	‘ganador’	o	representante	de	los	gráficos	de	control	para	el	MCV	con	parámetros	fijos.	Se	saca	de	conclusión	de	todas	las	comparativas	analizadas	que:	A	menor	cantidad	de	di-mensiones	o	cantidad	de	variables,	los	gráficos	de	control	analizados	suelen	tener	un	mejor	desempeño,	algo	que	deja	claro	que	cuando	se	pretenda	monitorizar	muchas	variables	no	sea	la	mejor	opción	para	el	monitoreo.	De	manera	previsible,	los	parámetros	como	el	tamaño	de	muestra	!,	y	la	variación	";	resul-tan	ser	altamente	significativos	en	el	rendimiento	de	todos	los	gráficos,	siendo	preferible	un	tamaño	de	muestra	mayor	para	un	mejor	desempeño	de	los	gráficos,	y	un	"	elevado	algo	más	sencillo	de	detectar	por	cualquier	método.	En	definitiva,	por	los	resultados	de	los	datos	analizados,	si	se	tuviera	que	utilizar	un	gráfico	de	control	para	el	MCV	de	parámetros	fijos,	la	mejor	opción	sería	el	gráfico	EWMA	de	Giner-Bosch	et	al.	(2019).	En	cambio,	de	tener	la	libertad	de	poder	elegir	y	utilizar	un	gráfico	de	parámetros	adaptativos,	siempre	será	significativamente	mejor	opción	el	gráfico	VP	pro-puesto	por	Chew	et	al.	(2019),	o	en	menor	medida,	los	gráficos	VSSI	de	Khaw	et	al.	(2018)	o	el	 EWMA	 adaptativo	 de	 Haq	 y	 Khoo	 (2019).	 Cabe	 mencionar	 que	 de	 los	 gráficos	 de	parámetros	adaptativos	analizados	el	VSI-SH	propuesto	por	Nguyen	et	al.	(2019b),	para	los	parámetros	 contemplados,	 siempre	 es	 peor	 que	 el	 EWMA.	 Con	 este	 análisis,	 se	 da	 por	cumplido	el	segundo	objetivo	específico	de	comparar	los	gráficos	de	control	para	el	MCV	actuales.		  
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Anexos 	Fuente	de	variabilidad	 g.l.	 Suma	de	cuadrados	 Cuadrado	medio	 Cociente	F	 p-valor	Efectos	principales	 	 	 	 	 				Método	 4	 20416	 5104	 1010.511	 0.0000				p	 1	 1305	 1305	 258.444	 0.0000				n	 1	 17994	 17994	 3562.454	 0.0000				Gamma0	 2	 3188	 1594	 315.575	 0.0000				Tau	 2	 161474	 80737	 15984.28	 0.0000	Interacciones	 	 	 	 	 				Metodo·Gamma0	 8	 307	 38	 7.592	 0.0000				Metodo·Tau	 8	 15618	 1952	 386.503	 0.0000				Metodo·n	 4	 850	 213	 42.088	 0.0000				Metodo·p	 4	 53	 13	 2.627	 0.0374				Gamma0·Tau	 4	 1164	 291	 57.588	 0.0000				Gamma0·n	 2	 94	 47	 9.281	 0.0002				Gamma0·p	 2	 9	 5	 0.911	 0.4047				Tau·n	 2	 7853	 3926	 777.322	 0.0000				Tau·p	 2	 478	 239	 47.323	 0.0000				n·p	 1	 480	 480	 95.018	 0.0000	Residuos	 132	 667	 5	 	 	Total	 179	 231950	 		 		 		
Tabla	A.1:	ANOVA	correspondiente	a	la	comparación	de	métodos	de	parámetros	fijos	(no	adaptativos),	de	la	subsección	5.2.		 	
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Fuente	de	variabilidad	 g.l.	 Suma	de	cuadrados	 Cuadrado	medio	 Cociente	F	 p-valor	Efectos	principales	 	 	 	 	 				Método	 2	 523	 261	 90.946	 0.0000				p	 1	 267	 267	 92.84	 0.0000				n	 1	 2671	 2671	 929.193	 0.0000				Gamma0	 2	 622	 311	 108.19	 0.0000				Tau	 2	 9398	 4699	 1634.628	 0.0000	Interacciones	 	 	 	 	 				Metodo.Gamma0	 4	 18	 5	 1.593	 0.1850				Metodo·Tau	 4	 441	 110	 38.325	 0.0000				Metodo·n	 2	 133	 67	 23.207	 0.0000				Metodo·p	 2	 5	 3	 0.872	 0.4220				Gamma0·Tau	 4	 430	 107	 37.355	 0.0000				Gamma0·n	 2	 103	 52	 17.921	 0.0000				Gamma0·p	 2	 11	 6	 1.975	 0.1460				Tau·n	 2	 1955	 977	 339.993	 0.0000				Tau·p	 2	 175	 88	 30.499	 0.0000				n·p	 1	 149	 149	 51.946	 0.0000	Residuos	 74	 213	 3	 	 	Total	 107	 17114	 		 		 		
Tabla	A.2:	ANOVA	correspondiente	a	la	comparación	de	métodos:	VSSI,	VSS	y	VSI	pro-puestos	por	Khaw	et	al.	(2018),	de	la	subsección	5.3.		  
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medio Cociente F p-valor 
Efectos principales      
   p 2 0.2785 0.1392 235.44 0.0000 
   n 1 0.0504 0.0504 85.301 0.0000 
   Gamma0 2 0.0299 0.015 25.304 0.0000 
   Tau 2 0.9896 0.4948 836.677 0.0000 
Interacciones      
   Gamma0.Tau 4 0.1105 0.0276 46.715 0.0000 
   Gamma0.n 2 0.0122 0.0061 10.316 0.0004 
   Gamma0.p 4 0.0042 0.0011 1.779 0.1610 
   Tau.n 2 0.028 0.014 23.676 0.0000 
   Tau.p 4 0.2007 0.0502 84.852 0.0000 
   n.p 2 0.0192 0.0096 16.224 0.0000 
Residuos 28 0.0166 0.0006   
Total 53 1.7398       
Tabla	A.5:	ANOVA	correspondiente	a	la	comparación	de	métodos:	VP	vs	EWMA,	de	la	sub-sección	5.4.3.			  
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Fuente	de	variabilidad	 g.l.	 Suma	de	cuadrados	 Cuadrado	medio	 Cociente	F	 p-valor	Efectos	principales	 	 	 	 	 				p	 1	 0.046	 0.046	 10.401	 0.0053				n	 1	 0.987	 0.987	 225.498	 0.0000				Gamma0	 2	 0.26	 0.130	 29.76	 0.0000				Tau	 2	 13.451	 6.726	 1537.037	 0.0000	Interacciones	 	 	 	 	 				Gamma0·Tau	 4	 0.051	 0.013	 2.9300	 0.0540				Gamma0·n	 2	 0.006	 0.003	 0.7320	 0.4964				Gamma0·p	 2	 0.002	 0.001	 0.2140	 0.8097				Tau·n	 2	 0.757	 0.379	 86.501	 0.0000				Tau·p	 2	 0.061	 0.030	 6.9560	 0.0067				n·p	 1	 0.003	 0.003	 0.7340	 0.4043	Residuos	 16	 0.07	 0.004	 	 	Total	 35	 15.694	 		 		 		
Tabla	A.6:	ANOVA	correspondiente	a	la	comparación	de	métodos:	VSI-SH	vs	EWMA,	de	la	subsección	5.4.4.	
 	
