In the present paper we consider an inverse source problem for a time-fractional mixed parabolichyperbolic equation with Caputo derivatives. In the case when the hyperbolic part of the considered mixedtype equation is the wave equation, the uniqueness of the source and the solution are strongly in uenced by the initial time and the problem is generally ill-posed. However, when the hyperbolic part is time-fractional, the problem is well-posed if the end time is large. Our method relies on the orthonormal system of eigenfunctions of the operator with respect to the space variables. Finally, we prove uniqueness and stability of certain weak solutions for the problems under consideration.
Introduction
The theory of boundary problems for fractional-order di erential equations is one of the rapidly developing branches of fractional calculus. Since many mathematical models of real-life processes are directly connected with the investigations on the aforementioned theory, it has become very popular among specialists in differential equations.
Omitting many papers on direct boundary problems for PDEs involving fractional-di erential operators, we mention the works [2, 3, 7] where time-fractional parabolic-hyperbolic-type equations were investigated. More precisely, the objects of such investigations were mainly boundary problems for mixed parabolichyperbolic equations with the Riemann-Liouville fractional di erential operator in the parabolic part. In the aforementioned works, the "hyperbolic part" of the considered mixed domain is a characteristic triangle. Therefore, the methods used are di erent from the method we would like to utilize in the present work. As a result, the obtained results vary as well.
We would like to note the growing interest of specialists in inverse problems for fractional-order PDEs, in particular, in inverse problems related to nding a space-dependent source using the additional boundary measurement. For instance, such a problem with non-local conditions with respect to the space variables for a time-fractional di usion equation was investigated in [9] . Due to the non-local conditions, the authors seek to express functions by using special bi-orthogonal series.
The results of the present paper are closely related to the work [15] and contain its results as a particular case (see Remark 3.10) . The obtained results could be useful for investigations on parabolic-hyperbolic equations using numerical methods (for example, see [1] ).
Regarding the inverse problems for time-fractional di usion-wave equations and considering a uniformly elliptic operator in the space variables, we refer the reader to the works [4, 11, 16] .
We would like to note that the solvability of boundary problems for mixed-type equations directly depends on the so-called "gluing conditions". On the line of type changing, we need to glue the value of the seeking function and the value of its derivative in order to get a solution in the whole domain. There exist many types of gluing conditions, such as continuous, discontinuous, in integral form etc. For instance, in the works [2, 3] , gluing conditions in integral form were used, but in the work [15] the authors consider boundary problems with continuous gluing conditions, i.e., the values of the seeking function and its derivative from both the parabolic and hyperbolic parts of the mixed domain are equal on the line of type changing. Depending on which gluing conditions are used, solvability conditions for given data vary. One can nd some physical motivation for the gluing conditions for parabolic-hyperbolic-type equations in the monograph [17] .
In the present work, due to the time-fractional parabolic equation, we use a special gluing condition which depends on the fractional order . In the particular integer case, i.e., = 1, we get a continuous gluing condition.
The rest of the paper is organized as follows. In Section 2 we give some preliminaries regarding the denition of the Caputo fractional-di erential operator, the general solution of a fractional-di erential equation with a Caputo derivative and some properties of Mittag-Le er functions. In Sections 3.1 and 3.2 we formulate the problem for mixed-type equations containing fractional di usion and wave parts. Section 3.3 is devoted to the proof of uniqueness of the solution. In Section 3.4 we give some existence and stability results. Finally, in Section 4 we formulate another problem for a purely time-fractional mixed parabolic-hyperbolic equation and we state a result on unique weak solvability of the problem. In the Appendix one can nd the veri cations of some statements.
Preliminaries . De nition of the Caputo fractional-di erential operator and some properties of the two-parameter Mittag-Le ler function
Below we give a de nition of the Caputo fractional-di erential operator (see [13, p. 14] ). The expression
de nes the Caputo fractional-di erential operator of order . For a function ( ), the Riemann-Liouville integral-di erential operator of order with initial point ∈ ℝ can be de ned as follows:
The Mittag-Le er function of two parameters is de ned as (see [12, p. 17] )
We will use the formula for the derivative of the Mittag-Le er function (see [12, p. 21] ), i.e.,
where is an arbitrary real number and
( ) = , ( ), and we will also use the following property (see [8, p. 45] ):
In the following, we will need estimates and asymptotic expansions of the Mittag-Le er function, which are given below as theorems (see [12, p. 35] 
Theorem 2.3. If 0 < < 2, is an arbitrary real number and is such that /2 < < min{ , }, then for any arbitrary integer ≥ 1 the following expansion holds:
.
Solutions of fractional-order di erential equations with Caputo time-fractional derivatives
For the reader's convenience, we state the following fact taken from the monograph [13, p. 17] . The Cauchy problem
has a unique solution represented as
The aforementioned solution can also be found in the work [6] .
The case when the hyperbolic part of the mixed-type equation is an integer-order wave equation
Formulation of the problem
In a domain Ω = {( , ) : < < , − < < }, we consider the equation
together with the conditions
where L is an operator in 2 ( , ) de ned by 
. Reformulation of the problem and formal construction of the solution
Let us consider the equation L = − . Using the Liouville transformation, we havē
where
and we further get (1) = 0} and where
Here, ( ) is monotone about and ( ) is the inverse function of ( ). Note that ( ), ( ), ( ) are also transformed tō ( ),̄ ( ),̄ ( ), respectively. Due to the properties of the Liouville transformation, the uniqueness of ( ) corresponds to the uniqueness of̄ ( ). Furthermore, for convenience, we denotē ( ),̄ ( ),̄ ( ),̄ ( ) by ( ), ( ), ( ), ( ), respectively.
According to this transformation, the domain Ω is transformed to Ω * = {( , ) : 0 < < 1, − < < } and problem (3.1)-(3.4) is equivalently reduced to the problem
First, we give the de nition of the weak solution.
, and if for
the following hold:
Problem 1. Determine uniquely a pair { ( , ), ( )} that satis es (3.7) and (3.9)-(3.14) in the domain Ω * .
The eigenvalues of the symmetric operator L * are denoted by and the corresponding complete system of eigenfunctions by . Moreover, since ∈ ∞ [0, 1] and is real-valued, the eigenvalues , = 1, 2, . . . , of the operator L * are real-valued, simple and there holds
For simplicity, we assume that ≥ 0 on its domain and thus we have = 0 and that all the eigenvalues are positive. Their asymptotic behavior is (see [10, p . 135]) We look for a solution of Problem 1 such that 17) and with right-hand side
where ( ⋅ , ⋅ ) is the scalar product of 2 (0, 1).
By a standard calculation, one easily deduces that
Moreover, by condition (3.8) we obtain that
By using the above conditions, we actually have
where we denote
Then, considering (3.16)-(3.18), (3.20), (3.21), we represent the formal solution of the problem as
and Solving the above equations, we deduce that
Considering the gluing conditions in (3.9) and (3.12), we deduce that Gathering all the above, we have
where the last equation is determined exactly by (3.22).
Since we suppose that Δ ̸ = 0, we have = = 0 for any , which shows that ≡ 0 and because of the completeness of the basis { ( ), ∈ ℕ}, we get that ≡ 0 and ≡ 0. 
For large , we have ≈ 2 / or ≈ (2 + 1) / , ∈ ℕ, and when → +∞, the set of irregular points is dense in ℝ + . Generally, since is any positive bounded function, the set of irregular points can contain both in nitely-many irrational and rational points, but in this case we have the following lemma which shows that as gets large, these irregular points may concentrate on irrational points. For large , as → +∞ there holds
Considering the asymptotic behavior of , we have
where is a constant that depends on , and which tends to 0 when → +∞. If = / ∈ + , , = 1, then (i) if = , for some = 1, 2, . . . , then
(ii) if ̸ = for any = 1, 2, . . . , e.g., = + , 1 ≤ ≤ − 1, since ( ( + )/2 + ) → 0, there exists > 0 such that |sin( + ( + )/2 + )| ≥ > 0, and as a result | | → +∞.
Hence, according to (3.26) and (3.27), we deduce the fact that Δ is bounded below by some positive constant for ∈ + .
. Existence and stability of the solution
In the following, assume that ( ) ∈ ∞ (0, 1) is positive and that ( ), ( ) ∈ 4 0 (0, 1). By the regularity theorem, we have ( ) ∈ D * (L * ). Note that the equation
is valid in the 2 sense. In order to prove that ( ) ∈ 2 (0, 1), we introduce the following functions:
Taking (3.19) and (3.28) into account, from (3.29) we deduce that
, which yields
In what follows, we will denote all constants by , since we are not interested in their exact values. Considering Theorem 2.3 and Lemma 3.1, from (3.30) we obtain
Taking (3.25), (3.29)-(3.32) and the triangle inequality into account, we deduce that
In order to get a uniform estimate of the right-hand side in (3.23), by the embedding theorem we have
According to the asymptotic behavior of and , we have
It is easy to deduce that
Since ∈ ∞ (0, 1), considering that
and further denoting ( ) ≡ 2 − 2 ὔ ὔ − 2 ὔὔ + ὔὔ + , we obtain that
Similarly, bearing in mind that − = −(1/ 2 )( ( − ), ), where
we have ( − ) ∈ 2 . Using the above and taking Theorem 2.3 into account, we obtain that
Since ≈ 2 2 + (1), we deduce that < +∞.
and by similar evaluations as above, we get
The series in Because of the estimate on the right-hand side of (3.23), ( ⋅ , ) exists and is equal to ( ⋅ , ) ∈ 2 (0, 1), where
Since < +∞ and according to Theorem 2.3, we have that the quantity ᐈ ᐈ ᐈ ᐈ ( + ℎ)
is bounded for xed > 0 for all ∈ ℕ. By using the Lebesgue convergence theorem, one can easily verify that (⋅, ) ∈ ((0, ]; 2 (0, 1)). Similarly, we can prove that ( ⋅ , ) ∈ ([− , 0]; 2 (0, 1)).
Remark 3.7. In the above proof, it is natural that ( ⋅ , ) is not continuous at = 0 since we let 0 < < 1, which is the fractional case. If = 1, the equation is just of classical parabolic type and there is no singularity in (3.33). Then, ( ⋅ , ) ∈ ([− , ]; 2 (0, 1)) and the proof below is redundant. In what follows, we only consider that 0 < < 1.
In order to prove that 0 ( ⋅ , ) ∈ ([0, ]; 2 (0, 1)), using the de nition of the Caputo derivative, we have
According to the proof of the uniform estimate of the right-hand side in (3.23), we have
Now, for ≥ 0 xed and , + ℎ ∈ [0, ], we have 
In order to prove that
, we consider the series
where the latter is de ned for ∈ [0, ]. Considering that ( , ) = ( , ), we have
Multiplying both sides of (3.34) with and summing from 1 to , we get that and taking also ‖ ‖ 2 ≤ ‖ ‖ 2 into account, we obtain that
Thus,
Moreover, is uniformly bounded in 
Furthermore, by taking into consideration the hyperbolic part, we get that
and 0 ( ⋅ , ) ∈ ([− , 0); 2 (0, 1)). Some veri cations of (3.10)-(3.14) can be found in the Appendix. Note that in the case ( ) = ( ) ∈ 2 0 (0, 1) we get the same result. The case where the hyperbolic part of the mixed-type equation is a purely time-fractional wave equation
Formulation of the problem
Consider the equation 
the following hold: By a similar algorithm as in Problem 1, i.e., representing a solution ( , ) and ( ) by
Furthermore, instead of (3.22), we obtain that
A formal solution of Problem 2 has the form
where = ( , ), = ( , ) andΔ is de ned by (4.9).
Theorem 4.2. Let ( ) ∈
∞ be positive and assume that 0 < < 1, 1 < < 2.Then, for ( ), ( ) ∈ 4 0 (0, 1), xed ∈ ℝ + and su ciently large, Problem 2 has a unique weak solution and the following inequality holds:
The proof can be carried out similarly as in Section 3 by using the following lemma instead of Lemma 3.5. .
In this case, we can actually study the solution in the classical case and get ∈ ([− , ]; 2 (0, 1)).
Remark 4.5. Assume that , uniquely determine ( , 1 , 1 ) and ( , 2 , 2 ). Then, we have the relation
which shows that we cannot uniquely determine ( ) and ( ) simultaneously. Note that ( , ) does not depend on ( ). Moreover, if 1 ≡ 1, we get , from 1 , and then, if we a priori know 2 , we can recover 2 .
Conclusion
As a conclusion, we make the following remarks. The hyperbolic part of the mixed equation has a strong in uence on uniqueness and stability. More precisely, in the case = 2 (Problem 1) there are certain conditions for , but in the purely fractional case of , i.e., 1 < < 2 (Problem 2), we have uniqueness and stability without any restrictions on , as in Lemma 4.1.
If we consider instead of ( ) some function of the form ( )ℎ( , ) with known ℎ( , ) ∈ 2 which satis es |ℎ| ≥ > 0, then the problem can be studied similarly. 
A Appendix
Let us rst verify the identity 
