Abstract. Sufficient conditions on the non-linearity f are given which ensure that non-trivial solutions of second order differential equations of the form Lu = f (t, u) have a finite number of transverse zeros in a given finite time interval. We also obtain a priori lower bounds on the separation of zeros of solutions. In particular our results apply to non-Lipschitz non-linearities. Applications to non-linear porous medium equations are considered, yielding information on the existence and strict positivity of equilibrium solutions in some important classes of equations.
Introduction
We consider the second order, non-autonomous, non-linear differential equation
Lu := − (p(t)u (t)) + q(t)u(t) = f (t, u(t)),
t∈ (a, b), (1.1) where the non-linearity f is continuous but not necessarily Lipschitz continuous in u and f (t, 0) ≡ 0. The non-uniqueness of solutions of (1.1) which may occur when f is non-Lipschitz can manifest itself in a number of ways. For example the differential equation −u = 12 |u|, u(0) = u (0) = 0, (1.2) has at least two solutions, u 1 ≡ 0 and u 2 (t) = 0 for t ≤ 0, and u 2 (t) = −t 4 for t > 0. Hence there exist non-unique, non-zero solutions possessing a non-transverse zero (u(0) = u (0) = 0) and, in particular, infinitely many zeros on any open time interval containing t = 0. In fact, by a well-known result for ordinary differential equations, such non-uniqueness implies the existence of uncountably many solutions satisfying u(0) = u (0) = 0 [18, Proposition 13.9, p. 567] .
In this paper we will mainly be concerned with proving sufficient conditions on f which ensure that non-trivial solutions of (1.1) have a finite number of transverse zeros in a given finite time interval, ruling out equations such as (1.2) . This is the content of our main result on transversality, Theorem 2.1. The conditions on f are required to hold only locally near u = 0 and are independent of the sign of q. In particular, non-Lipschitz f are permitted. Under minimal assumptions on f and g, Theorem 2.1 holds for the special cases f (t, u) = f (u) and f (t, u) = g(t)f (u). In Section 2 we see how non-Lipschitz forcing functions arise naturally when considering equilibrium solutions of non-linear porous medium (or degenerate diffusion) equations of the form
subject to prescribed boundary conditions. We apply Theorem 2.1 to (1.3) in the case g(x, v) = v(d(x)−v) used in modelling ecological populations, yielding a strong maximum principle for non-negative solutions.
Even under the conditions of Theorem 2.1 there still exist simple differential equations which have uniformly bounded solutions with arbitrarily many transverse zeros in a fixed time interval. In Section 3 we consider such an example and discuss how this behaviour is intimately related to non-Lipschitzian growth of f near u = 0. The main result of Section 3, Theorem 3.1, gives conditions on f which prevent this kind of behaviour by obtaining a priori lower bounds on the distance between zeros of solutions to (1.1). We apply this result to another important non-linear porous medium equation of the form (1.3), which is a generalisation of Nagumo's equation. In particular, Theorem 3.1 yields necessary lower bounds on the domain size for non-trivial equilibrium solutions to exist.
Transversality of zeros
We begin with some terminology. Throughout C r [a, b] (r ≥ 0) denotes the Banach space of real-valued functions which are r-times continuously differentiable on [a, b] , endowed with its usual norm. We write L p (a, b) (p ≥ 1) for the Lebesgue space of real-valued p-th power integrable functions on (a, b).
We label the following hypotheses on the inhomogeneous coefficients p and q and the non-linearity f :
We now present our main result on the transversality of zeros of solutions of (1.1). 
to I 1 to give
where
and · ∞ denotes the sup-norm on [a, b] . Applying Fubini's Theorem and Poincaré's inequality to I 3 , one has
and so, applying Fubini's Theorem and Poincaré's inequality once more,
By (2.2)-(2.5) and the mean value theorem for integration,
for some θ ∈ (s n , α), where the K i are constant multiples of K. Clearly as n → ∞ the term in square brackets in (2.6) tends to −p(α) which is negative by (C 
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By the above inequality Integration now takes place in the same way as before but from s = α to s = t and t = α to t = t n . Since the argument is a repetition of the above we omit the details.
Finally, suppose that 
, where d represents the spatially dependent natural growth rate of the population. It is known that bounded solutions of equations such as (2.7)-(2.8) converge to the equilibrium set E of time-independent solutions of (2.7)-(2.8), [1, 10] . Setting u = v m , (2.7)-(2.8), then become An important special case of Theorem 2.1 and Corollary 2.1 is where the nonlinearity f is autonomous, i.e. f (t, u) = f (u). For then the conditions on F given in Theorem 2.1 are trivially satisfied since F t ≡ 0. We therefore have the following results. Proof. The result easily follows on rescaling by t → t a g(s) ds, dividing (1.1) by g(t) and applying Theorem 2.2 with q replaced by q/g. Example 2.2. Suppose one seeks radially symmetric solutions of the elliptic problem ∆u + f (u) = 0 in Ω, u = 0 on ∂Ω, where Ω is an annulus in R 2 consisting of points x such that 0 < a < |x| < b, [7, 9] . The problem then reduces to solving −(ru ) = rf (u) for a < r < b, u(a) = u(b) = 0, where r = |x| and denotes d/dr. The hypotheses of Corollary 2.3 are satisfied with p(r) = r, q ≡ 0 and g(r) = r, provided f is continuous, f (0) = 0 and is strictly increasing near zero. In particular, one again has a strong maximum principle result for non-negative solutions, similar to that in Example 2.1.
Lower bounds on the separation of zeros
The results of Section 2 show that under suitable conditions on p, q and f , nontrivial solutions of (1.1) can have at most finitely many zeros on a given time interval [a, b] . However, given [a, b] , it is possible that there exist non-trivial, uniformly bounded solutions of (1.1) with arbitrarily many zeros in [a, b] . The following example is instructive in this regard. 
Hence the period of a solution can be chosen to be arbitrarily small by accordingly taking k arbitrarily small. Without loss of generality we take the time interval This example demonstrates the existence of non-Lipschitz non-linearities f for which no a priori lower bound for the distance between consecutive zeros of uniformly bounded solutions to (1.1) can exist. In fact, when q ≥ 0, f must necessarily be non-Lipschitz near u = 0 for this behaviour to occur. To see this, suppose that u n is a uniformly bounded sequence of non-trivial solutions of Lu = f (t, u), u(a) = u(b) = 0 such that ζ(u n ) → ∞ as n → ∞. Passing to a subsequence if necessary we may assume , u) ). Using standard properties of Green's function for L and the local Lipschitz bound on f , it follows that there exists an M > 0 (independent of n) such that S(u n ) ∞ ≤ M u n ∞ for all n sufficiently large. On taking the sup-norm of the equation u n = ε 2 n S(u n ) it follows that u n = 0 for n large, a contradiction.
If one performs an analysis similar to that in Example 3.1 for the differential equation −u = f (u) := u 3 , one still obtains non-trivial solutions u n possessing n zeros for any n ≥ 1. This time however, u n ∞ → ∞ as n → ∞. We will see that the absence of an a priori lower bound on the zeros in cases like this is due to the superlinear growth of f as |u| → ∞.
We now prove sufficient conditions on f which ensure that an a priori lower bound on the separation of zeros of (1.1) exists. Results along these lines for linear second order differential equations already exist in the literature. See for example [4, 11, 12, 13] and the references therein.
The following lemma is a simple application of a result due to Boyd [3] and can be found in [4] (following Theorem B). 
|Q(t)||u(t)u (t)| dt
by Poincaré's inequality, Hölder's inequality and Lemma 3. In particular the bounds (3.3) and (3.4) hold for any antiderivative Q. We can therefore seek to minimise Q + k L 2 (a,b) over all real constants k in order to obtain a sharper bound than (3.4) . It is easily shown that 
