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The correlations in quantum networks have attracted strong interest with new types of
violations of the locality. The standard Bell inequalities cannot characterize the multipartite
correlations that are generated by multiple sources. The main problem is that no compu-
tationally efficient method is available for constructing useful Bell inequalities for general
quantum networks. In this work, we show a significant improvement by presenting new,
explicit Bell-type inequalities for general networks including cyclic networks. These nonlin-
ear inequalities are related to the matching problem of an equivalent unweighted bipartite
graph that allows constructing a polynomial-time algorithm. For the quantum resources
consisting of bipartite entangled pure states and generalized Greenberger-Horne-Zeilinger
(GHZ) states, we prove the generic non-multilocality of quantum networks with multiple in-
dependent observers using new Bell inequalities. The violations are maximal with respect to
the presented Tsirelson’s bound for Einstein-Podolsky-Rosen (EPR) states and GHZ states.
Moreover, these violations hold for Werner states or some general noisy states. Our re-
sults suggest that the presented Bell inequalities can be used to characterize experimental
quantum networks.
Introduction
Bell’s well-known theorem [1] states that the predictions of quantum mechanics are inconsis-
tent with classical causal relations that originate from a common local hidden variable (LHV).
Specifically, the correlation between the outcomes of local measurements on a remotely shared
entangled state cannot be described by a locally causal model. The study of quantum nonlocality
has stimulated both remarkable developments in quantum theory [2–5] and potential applications
[6–10].
Quantum nonlocality has been significantly generalized by considering complex causal structures
beyond the standard LHV models [11–17]. These improvements aim to provide rigorous theoretical
frameworks of causal relations and structures [3, 18–20] and are useful for deriving Bell inequalities
[2–5, 9, 21]. These inequalities are applicable for those networks with a single source. Nonetheless,
for general networks there are several independent sources for distributing hidden states to space-
like separated parties in terms of generalized locally causal model (GLCM) [3, 18–20]. As reasonable
extensions of a single source, the multipartite correlations should be defined by multiple sources.
Meanwhile, a meaningful Bell-type inequality enables the characterization of these correlations
across the entire network. How to feature and verify the nonlocality of multipartite correlations
not only are theoretically important to prove the supremacy [10], but also are experimentally
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2challenging in the implementation of quantum networks [12, 23] and quantum repeaters [24].
Unfortunately, the linear Bell inequalities derived from one source are useless for characterizing
the multipartite correlations of general quantum networks. Recently, for the simplest network of
entanglement swapping, nonlinear Bell inequalities have been proposed to verify the non-bilocality
of tripartite correlations [12, 25–27]. It is then extended for verifying the non-multilocality of
general star-shaped networks [28]. For small-sized networks, the computational algebraic method
[29] and linear programming technique [30] provide reasonable routes to construct polynomial
Bell inequalities. Another interesting method is to iteratively expand a given network to the
desired network by adding independent sources [31]. Despite these advances, no computationally
efficient method is available to feature general quantum networks. Additionally, the nonlinear Bell
inequalities imply that some projection subspaces of the multipartite correlation space are not
convex [25, 29–32], which reveal new features beyond the correlation polytopes bounded by linear
Bell inequalities [1–5]. A natural problem is whether these characteristics are typical for quantum
networks. One of our goals is to address this problem. The nonlocality of some quantum networks
have been experimentally verified using different physical systems [33–36].
In this work, we propose simple and efficient nonlinear Bell inequalities to characterize the mul-
tipartite correlations of general quantum networks in terms of the GLCM [17–20]. Notably, our
approach depends primarily on the maximal matching problem of the equivalent unweighted bipar-
tite graph [4], which allows constructing new Bell inequalities within polynomial time complexity.
We further prove that the multipartite quantum correlations violate the presented nonlinear in-
equalities for all finite-size quantum networks with multiple observers that do not share entangled
states. This violation or non-multilocality holds for the quantum resources consisting of all bi-
partite entangled pure states and generalized Greenberger-Horne-Zeilinger (GHZ) states, and can
be maximal with respect to the Tsirelson’s bound. The generic non-multilocality is different from
the nonlocality of a single entangled pair using linear Bell inequality [38, 39] or CHSH inequality
[40, 41]. Finally, we evaluate the upper bound of the critical visibilities of Werner states and gen-
eral noisy states for which the non-multilocality is also true [30–32]. Remarkably, our result holds
for lots of cyclic networks that have not been investigated [24, 27–32]. The simplicity of our Bell
inequalities makes them useful for experimental quantum networks.
Results
Multilocality structure of a network. In what follows, we consider the simplest scenario of
dichotomic inputs and outputs for all parties.
Inspired from Bell inequalities of two parties [1], the multilocality of correlations of a network
follows from the GLCM [3, 18–20]. Formally, all systems measured in the experiment are considered
to be in the hidden states of Λ = (λ1, λ2, · · · , λm), where Λ are arbitrary and could exist prior to
the measurement choices, and m is the number of hidden states. The dichotomic output ai of any
particular system can arbitrarily depend on hidden states Λ and the type of measurement but not
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FIG. 1: (Color online) Schematic network in terms of the GLCM. There are m independent sources
S1, S2, · · · , Sm that distribute hidden states λ1, λ2, · · · , λm, respectively. Each space-like separated party
Ai receives hidden states Λi = {λj1 , λj2 , · · · , λj`i} that are distributed by the corresponding sources
Si = {Sj1 , Sj2 , · · · , Sj`i}, where ∪ni=1Si = {S1, S2, · · · , Sm}. In the experiment, each party Ai obtains
one bit ai dependent on input bit xi and hidden states Λi, i = 1, 2, · · · , n. One vector connects a source set
and one party (cubic).
on the measurements performed on systems (here, one bit xj denotes the type of measurement).
Thus, the GLCM suggests a joint conditional probability distribution of the measurement outcomes
as
P (a|x) =
∫
Ω
dµ(Λ)
n∏
i=1
P (ai|xi,Λ), (1)
where a = (a1, a2, · · · , an), x = (x1, x2, · · · , xn), ai, xi ∈ {0, 1}, and (Ω,Σ, µ) denotes the measure
space of hidden states Λ. In Eq.(1), µ(Λ) is the measure of Λ with the normalization condition∫
Ω dµ(Λ) = 1, P (ai|xi,Λ) is the conditional probability of the outcome ai for the i-th party (with
the knowledge of xi and Λ) and satisfies
∑
ai
P (ai|xi,Λ) = 1 for each xi and Λ, and n is the number
of space-like separated parties.
Now, we consider a finite-size network shown in Fig.1 in terms of the GLCM. Assume that m
independent sources S1, S2, · · · , Sm distribute the hidden states λ1, λ2, · · · , λm, respectively. Each
space-like separated partyAi receives hidden states Λi = {λj1 , λj2 , · · · , λj`i} from the corresponding
sources Si = {Sj1 , Sj2 , · · · , Sj`i}, where S1, · · · ,Sn satisfy ∪ni=1Si = {S1, S2, · · · , Sm}. The measure
of hidden states is given by µ(Λ) =
∏m
i=1 µi(λi), where µi(λi) is the measure of λi with the
normalization condition
∫
Ωi
dµi(λi) = 1, and (Ωi,Σi, µi) denotes the measure space of λi, i =
1, 2, · · · ,m. Eq.(1) can be rewritten as
P (a|x) =
∫
Ω
m∏
i=1
dµi(λi)
n∏
j=1
P (aj |xj ,Λj). (2)
In the case of m = 1, Eq.(2) reduces to the locality assumption of one source and geometrically
defines a correlation polytope, which contains all LHV distributions inside with the linear Bell
4inequalities as its facets [1, 18–20]. Unfortunately, similar correlation polytope does not exist for
networks with multiple sources. Especially, the statistical correlations of the standard entanglement
swapping [12] imply a non-convex set consisting of tripartite correlations [24]. For some cases
of m > 2, new correlation sets may be elucidated by exploring nonlinear Bell-type inequalities
according to the acyclic graph approach [29, 42], linear programming technique [30, 43, 44] or
network expansion [31].
Explicit nonlinear Bell inequalities for networks. Our method is based on geometric features of
networks. A network is called k-independent if there are k space-like separated parties that do not
share sources. The k-independence is equivalent to the following k-locality in terms of the GLCM:
there are k subsets Λi1 ,Λi2 , · · · ,Λik consisting of hidden states such that{
∪kj=1Λij ⊆ Λ,
Λis ∩ Λit = ∅ for all s, t satisfying 1 ≤ s < t ≤ k.
(3)
Denote two integer sets I = {i1, i2, · · · , ik} and I = {1, 2, · · · , n} \ I. Let Axi be the measure-
ment of the party Ai, j = 1, 2, · · · , n. Given measurements of all parties Ai with i ∈ I, define one
quantity In,k of multipartite correlations for the network shown in Fig.1 as
In,k =
1
2k
∑
xi,i∈I
〈Ax1Ax2 · · ·Axn〉, (4)
where 〈Ax1Ax2 · · ·Axn〉 =
∑
a(−1)
∑n
i=1 aiP (a|x) and P (a|x) are defined in Eq.(2). Similarly, using
the other measurements of all parties Ai with i ∈ I, define the other quantity Jn,k of multipartite
correlations as
Jn,k =
1
2k
∑
xi,i∈I
(−1)
∑
j∈I xj 〈Ax1Ax2 · · ·Axn〉. (5)
One of the main results is that the following nonlinear inequality holds [45]:
|In,k|
1
k + |Jn,k|
1
k ≤ 1, (6)
when a network satisfies the k-independence or the equivalent k-locality.
For quantum network of Fig.1, assume that for the observer Ai there are two-valued positive-
operator-valued-measurements (POVMs) defined by Hermitian positive semidefinite operators
{Aaixi , xi = 0, 1} with ai ∈ {0, 1}, where Axi satisfy
∑
xi
Aaixi = Ii for each ai and Ii is the
identity operator on Ai’s system, i = 1, 2, · · · , n. The expectation of quantum mechanical cor-
relations among space-like separated observers are given by 〈⊗ni=1Axi〉 = Tr(⊗ni=1Axiρ), where
Axi = A
ai=0
xi −Aai=1xi and ρ denotes the quantum resources used in Fig.1. The second result is the
following Cirel’son bound [45, 55] (also written Tsirelson bound [56])
|Iqn,k|
1
k + |Jqn,k|
1
k ≤
√
2, (7)
when quantum network has k observers that do not share quantum resources, where Iqn,k and J
q
n,k
are the corresponding quantities of In,k and Jn,k derived from quantum mechanical correlations.
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FIG. 2: (Color online) Schematic quantum network with k independent observers. Each pair of observers Ai
and B share some entangled states, i = 1, 2, · · · , k. B may contain states that are not shared with Ais. Ai
and Aj do not share entangled states for any i 6= j, i, j = 1, 2, · · · , k. The graph of two black dots connected
by one long line and one short line schematically represents quantum resources.
In,k and Jn,k are important quantities for characterizing a network. Given a network several
inequalities can be constructed from Eq.(6) using different In,k and Jn,k, which are followed from
different subsets of hidden states satisfying Eq.(3). k is another important quantity for featuring
networks. When k = 1 inequality (6) reduces to linear Bell inequality [41]. Generally, a larger
k implies more multipartite correlations being involved in inequality (6). So, it is reasonable to
find the maximum k (i.e., kmax) and the corresponding independent parties. Unfortunately, kmax
depends on the network configurations. Intuitively, it requires to check the independence of all
subsets (exponential number) of n parties Ais. Hence, it may be hard to get kmax of a general
network, see Appendix B [45] for two explanations of this problem. In spite of that, analytical
methods exist for some complex networks (Fig.3) beyond chain-shaped networks or star-shaped
networks [12, 25–28, 32]. Additionally, from a suboptimal k ≤ kmax we can construct useful
inequality (6) if k ≥ 2. Notably, the suboptimal k is equivalent to the maximal matching of the
unweighted bipartite graph [45], which can be solved using a polynomial algorithm [49, 57, 58].
Therefore, inequalities (6) can be efficiently constructed for any networks with multiple independent
parties [45].
The quantum bound in inequality (7) is different from that in inequality (6) for classical network
in terms of the GLCM. Unfortunately, it is difficult to verify for general quantum networks. The
following applications are to partially address this problem.
Generic non-multilocality of quantum networks with multiple independent observers. The pre-
diction of the quantum theory is incompatible with the local realism model [1]. This feature is
generic for entangled two spin-12 particles [38, 39] or multipartite entangled states [40] using CHSH
inequality [41]. A natural question is whether the inconsistence is typical for quantum networks.
We aim to answer this question for those networks consisting of bipartite entangled pure states
[8] and generalized GHZ states [10] using the presented inequality (6). Let Gq = (V, P, E) be a
finite-size quantum network shown in Fig.1, where V denotes all observers (nodes), P denotes all
particles of quantum resources, and E denotes all edges (two particles are connected by one edge if
they are entangled). Assume that Gq is k-independent, where A1,A2, · · · ,Ak denote independent
observers. There is an equivalent network shown in Fig.2, where B denotes all observers in Gq
except for Ais. For each equivalent network, we prove the following theorem:
6Theorem A: For any k-independent (k ≥ 2) quantum network Gq, assume that the quantum
resources consist of bipartite entangled pure states and generalized GHZ states. Then the following
results hold:
(1) A set of observables exists for all observers such that the multipartite quantum correlations
are inconsistent with generalized local realism;
(2) A set of observables exists for all observers such that the violation of inequality (6) is maximal
when quantum resources consist of EPR states and GHZ states.
Different from previous Bell inequalities for the chain-shaped or star-shaped network consisting
of EPR states [12, 25, 28, 32], Theorem A shows that the inequalities presented in Eq.(6) are useful
for acyclic or cyclic networks consisting of bipartite entangled pure states and generalized GHZ
states. Furthermore, assume that the quantum resources consist of Werner states: ρw = ⊗m1i=1⊗m2j=1
[vi|Φi〉〈Φi|+ (1/4− vi/4)14]⊗ [wj |Ψj〉〈Ψj |+ (1/2sj −wj/2sj )12sj ], where |Φi〉 = ai|00〉+ bi|11〉 are
generalized EPR states, |Ψj〉 = aˆj |0〉⊗sj + bˆj |1〉⊗sj are generalized GHZ states with sj ≥ 3, m1
and m2 denote the numbers of the respective generalized EPR states and GHZ states, 12sj is 2
sj
square identity matrix, and 0 ≤ vi, wj ≤ 1. We evaluate the critical viabilities as follows:
Theorem B: Assume that a k-independent (k ≥ 2) quantum network Gq consists of Werner
states ρw, then the product of the critical visibilities v
∗
j , w
∗
 is given by
m1∏
i=1
m2∏
j=1
v∗iw
∗
j ≤
1
(1 +
∏m1
i=1
∏m2
j=1(4aibiaˆj bˆj)
2
k )
k
2
(8)
for which the multipartite quantum correlations violate inequality (6).
Theorems A and B hold for each k-independent network in Fig.2 with 2 ≤ k ≤ kmax. Thus,
several violations exist for the same quantum network with different equivalent networks. These
violations provide restrictions for different multipartite quantum correlations involved in In,k and
Jn,k and are valuable for further explorations.
The proof of Theorem A is to construct proper observables for all observers [39, 40]. In fact, the
observables are dependent on specific parameters [45]. In addition, all observables of the network
shown in Fig.2 will be equivalently defined for all observers of the original network Gq. In particular,
with these observables the maximal violations with respect to Tsirelson’s bound presented in Eq.(7)
exist for EPR states and GHZ states as the quantum resources [45]. For unknown EPR states and
GHZ states, our proof enables probabilistically verifying the violations [45]. Similar proof can be
completed for Theorem B [45].
Examples
Chain-shaped network.-Tripartite quantum correlations derived from the entanglement swap-
ping violate inequality (6) with n = 3 and k = 2 [12, 25, 32]. The long-distance entanglement
distributing generates a chain-shaped network shown in Fig.3(a). From Theorem A multipartite
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FIG. 3: (Color online) (a) Long-distance entanglement distribution. All parties A2, · · · ,An−1 jointly dis-
tribute a bipartite entangled state to two parties A1 and An with bipartite entangled states as quantum
resources. (b) Hybrid star-shaped network. Bis and Cis jointly distribute a four-partite GHZ state to all
parties Ajs with bipartite entangled states and generalized four-partite GHZ states. (c) Cyclic network
consisting of bipartite entangled states. One edge connects two entangled particles (black dots). One cubic
denotes an observer who have several particles.
quantum correlations violate inequality (6) for bipartite entangled pure states, where k = dn/2e
denotes the number of independent observers, and dxe denotes the smallest integer no less than x.
The maximal violation achieves for EPR states. These results answer the conjecture of verifying
long-distance entanglement distributing [25]. Moreover, Theorem A implies similar violations for
the case of multiple bipartite entangled pure states being shared by two adjoining observers. Thus
our result goes beyond iterative method [31] that involves complicated computations for large n.
For Werner states, the product of the critical visibilities is no less than the product of the visibility
of each generalized EPR state [45].
Hybrid star-shaped network.-Different from previous star-shaped network [12, 25, 32], new
network in Fig.3(b) consists of bipartite entangled states and generalized four-partite GHZ
states. Theorem A implies that multipartite quantum correlations violate inequality (6) with
k = 4 + b(n− 1)/2c, where bxc denotes the maximal integer no more than x. Similar result holds
for Werner states as quantum resources from Theorem B. Notably, Scarani and Gisin [59] showed
some generalized GHZ states do not violate special Bell inequalities [60–62]. Nevertheless, all gen-
eralized GHZ states of even n particles violate another Bell inequality [63]. Our example shows all
generalized four-partite GHZ states violate inequality (6). Generally, from Theorem A the generic
violations of the multilocality hold for the networks consisting of generalized multipartite GHZ
states.
Cyclic network.-Consider a cyclic network in Fig.3(c) consisting of bipartite entangled pure
states. Theorem A shows that multipartite quantum correlations violate inequality (6) with k =
bn2 c when n ≥ 4. It is also maximal with respect to Tsirelson’s bound given in Eq.(7) for EPR
states. Similar result holds for Werner states from Theorem B. This is the first example of nontrivial
cyclic network discussed so far. We further present some examples such as butterfly network or boat
8network containing two or more cyclic subnetworks [45], which are interesting in communications
[13, 52].
Discussion
For testing the non-multilocality of quantum networks consisting of general noisy resources,
we provide one sufficient condition that all coefficients of σx ⊗ · · · ⊗ σx and σz ⊗ · · · ⊗ σz in
quantum states are no smaller than 1√
2
, see Appendix G [45], where σx, σz are Pauli matrices.
Further investigations are valuable for the non-multilocality and entanglement witness [14]. When
multiple outputs and inputs are required for observers, the linear expansion of dichotomic inputs
and outputs [25] are inefficient to characterize all multipartite quantum correlations [64]. The
general representations of In,k and Jn,k are related to the famous conjecture of the Hadamard
matrix [65]. This raises two interesting problems: (1) how to characterize networks consisting of
high-dimensional quantum states; (2) how to characterize cyclic quantum networks without k ≥ 2
independent observers [25–32], where several nontrivial examples are triangle network, symmetric
cyclic network and door-type network consisting of EPR states and multipartite GHZ states, see
Appendix H [45], which maybe interesting for quantum nonlocal games [66, 67].
In addition to interesting applications such as the randomness amplification, interactive proofs
and quantum games [6–10], quantum networks allow multipartite tasks. One notable problem is
to address the supremacy of quantum networks in the case of multipartite interactive proofs or
computational complexities. Its improvement may provide further relevance of quantum networks
and classical problems [10].
In conclusion, we presented explicit nonlinear Bell-inequalities for networks with multiple
sources. These inequalities are computationally efficient and are used to prove the generic non-
multilocality of quantum networks with independent observers. The result holds for any bipartite
entangled pure states and generalized GHZ states as quantum resources. The violations are max-
imal with respect to Tsirelson’s bound for EPR states and GHZ states. Furthermore, the upper
bounds of the critical visibilities are presented for Werner states. Our results may stimulate inves-
tigators to employ the non-multilocality for quantum information processing or quantum Internet.
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Appendix A1: Proof of Bell inequality (6)
In this section, we prove Bell inequality (6) for a general network in terms of the
generalized locally causal model. From the definition of k-locality given in Eq.(3),
P (a1, a2, · · · , an|x1, x2, · · · , xn) has the decomposition shown in Eq.(2). Let 〈Ax1Ax2 · · ·Axn〉 =∑
a1,a2,··· ,an(−1)
∑n
i=1 aiP (a1, a2, · · · , an|x1, x2, · · · , xn). Define the expectation of the outcomes of
Axi as
〈Axi〉 =
1∑
ai=0
(−1)aiP (ai|xi,Λi), (A1)
where i = 1, 2, · · · , n.
Denote the integer sets I = {i1, i2, · · · , ik} and I = {1, 2, · · · , n} /{i1, i2, · · · , ik}. Using the
inequalities |〈Axi〉| ≤ 1 for i = 1, 2, · · · , n, from Eqs.(4), (5) and (A1) we obtain that
|In,k| = 1
2k
∫
Ω
dµ1(Λi1)dµ2(Λi2) · · · dµk(Λik)
∏
is∈I
|〈Axis=0〉+ 〈Axis=1〉|
∏
j∈I
|〈Aj〉|
≤ 1
2k
∫
Ω
dµ1(Λi1)dµ2(Λi2) · · · dµk(Λik)
∏
is∈I
|〈Axis=0〉+ 〈Axis=1〉|. (A2)
By setting 〈∆±Axis 〉 = 12(〈Axis=0〉 ± 〈Axis=1〉), Eq.(A2) yields to
|In,k| ≤
∫
Ω
dµ1(Λi1)dµ2(Λi2) · · · dµk(Λik)
∏
is∈I
|〈∆+Axis 〉|
≤
∏
is∈I
∫
Ω′s
dµ(Λis)|〈∆+Axis 〉|, (A3)
where µ(Λis) =
∏
λj∈Λis µj(λj) and Ω
′
s = ×λj∈ΛisΩj (the product space of probability spaces Ωjs),
s = 1, 2, · · · , k.
Similarly, we obtain that
|Jn,k| =|
∫
Ω
dµ1(Λi1)dµ2(Λi2) · · · dµk(Λik)
∏
is∈I
〈∆−Axis 〉
∏
j∈I
〈Aj〉|
≤
∏
is∈I
∫
Ω′s
dµ(Λis)|〈∆−Axis 〉|. (A4)
Using the Mahler inequality [1], from the inequalities (A3) and (A4) we get that
|In,k|
1
k + |Jn,k|
1
k ≤(
∏
is∈I
∫
Ω′s
dµ(Λis)(|〈∆+Axis 〉|+ |〈∆−Axis 〉|))
1
k
≤(
∏
is∈I
∫
Ω′s
dµ(Λis))
1
k (A5)
=1, (A6)
where the inequality (A5) is from the inequalities |〈∆+Axis 〉| + |〈∆−Axis 〉| = max{|〈Axis=0〉|,
|〈Axis=1〉|} ≤ 1 for s = 1, 2, · · · , n; and Eq.(A6) is from the normalization condition of the proba-
bility distribution of hidden states.
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Appendix A2: Proof of the inequality (7)
In this subsection, we prove the Tsirelson’s bound presented in Eq.(7). For a network
shown in Fig.1, assume that there are two-valued positive-operator-valued-measurements (POVMs)
Ax1 ,Ax2 , · · · ,Axn with xi ∈ {0, 1}, where Axi=0 and Axi=1 are defined on the subsystem of the
i-th observer and the outcomes of them are labeled by ±1. Here, a POVM can be probabilis-
tically realized by performing the projective measurements on a larger quantum system accord-
ing to the Neumark dilation theorem [2]. Note that these operators satisfy the commutativity
condition [Axi ,Axj ] = 0 for i 6= j because they are performed on different subsystems. The ex-
pectation of quantum mechanical correlations among space-like separated observers are given by
〈⊗ni=1Axi〉 = Tr(⊗ni=1Axiρ), where ρ denotes the joint system of quantum resources used in Fig.1.
We firstly prove the following lemma (which may be mathematically presented in some papers
because of its simplicity)
Lemma 1. For any θ1, θ2, · · · , θn ∈ [0, pi] and integer n ≥ 2, we obtain that the following
inequality
(
n∏
i=1
sin θi)
1
n ≤ sin( 1
n
n∑
i=1
θi), (A7)
where the equality holds if and only if θ1 = θ2 = · · · = θn.
Proof. The proof is completed by induction. For n = 2, the inequality (A7) is equivalent to
sin θ1 sin θ2 ≤ sin2(θ1 + θ2
2
)
=
1
2
(1− cos(θ1 + θ2))
=
1
2
(1− cos θ1 cos θ2 + sin θ1 sin θ2) (A8)
which implies that cos(θ1 − θ2) ≤ 1. This is satisfied for any θ1, θ2 ∈ [0, pi].
Now, assume that for any n with n ≤ k− 1, the inequality (A7) holds all θ1, θ2, · · · , θn ∈ [0, pi].
For even n = k, from the assumption we obtain that
(
n∏
i=1
sin θi)
1
n =
√√√√( m∏
i=1
sin θi)
1
m
√√√√( n∏
i=m
sin θi)
1
m
≤
√√√√sin( 1
m
m∑
i=1
θi)
√√√√sin( 1
m
n∑
i=m+1
θi) (A9)
≤ sin( 1
n
n∑
i=1
θi), (A10)
where the equality in Eq.(A9) holds if and only if θ1 = θ2 = · · · = θm and θm+1 = θm+2 = · · · = θn,
and the equality in Eq.(A10) holds if and only if
∑m
i=1 θi =
∑n
j=m+1 θj , and m =
n
2 . So, the
equality in Eq.(A7) holds if and only if θ1 = θ2 = · · · = θn.
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For odd n with n = k, by introducing an ancillary variable θn+1, from the assumption we obtain
that
(
n+1∏
i=1
sin θi)
1
n+1 =
√√√√( m∏
i=1
sin θi)
1
m
√√√√( n+1∏
i=m+1
sin θi)
1
m
≤
√√√√sin( 1
m
m∑
i=1
θi)
√√√√sin( 1
m
n+1∑
i=m+1
θi) (A11)
≤ sin( 1
n+ 1
n+1∑
i=1
θi), (A12)
where the equality in Eq.(A11) holds if and only if θ1 = θ2 = · · · = θm and θm+1 = θm+2 = · · · = θn,
and the equality in Eq.(A12) holds if and only if
∑m
i=1 θi =
∑n+1
j=m+1 θj , and m =
n+1
2 . Now, by
setting θn+1 =
1
n
∑n
i=1 θi, we get θn+1 =
1
n+1
∑n+1
i=1 θi. Thus, the inequality (A12) yields that
(
n∏
i=1
sin θi)
1
n+1 (sin θn+1)
1
n+1 ≤ sin θn+1,
which implies the inequality (A7). The equality in Eq.(A7) holds if and only if θ1 = θ2 = · · · = θn.

Now, we continue to prove the inequality (7). For the sake of simplicity, let I = {1, 2, · · · , k}.
Denote ‖X‖ = sup{Tr(Xρ), ρ ∈ H with Trρ = 1} as the norm of a positive semidefinite operator
X on Hilbert space H. From Eqs.(4) and (5), the inequalities ‖Axj‖ ≤ 1, and the linearity of the
expectation operation 〈·〉, we obtain that
F :=|Iqn,k|
1
k + |Jqn,k|
1
k
=|
∑
x1,x2,··· ,xk=0,1
1
2k
〈(⊗kj=1Axj )⊗ (⊗s∈IAxs)〉|
1
k
+ |
∑
x1,x2,··· ,xk=0,1
(−1)
∑k
j=1 xj
1
2k
〈(⊗kj=1Axj )⊗ (⊗s∈IAx′s)〉|
1
k
≤1
2
|〈⊗kj=1(Aj,0 + Aj,1)〉|
1
k +
1
2
|〈⊗kj=1(Aj,0 −Aj,1)〉|
1
k , (A13)
where Aj,0 = Axj=0, Aj,1 = Axj=1, and xs, x
′
s ∈ {0, 1}, j = 1, 2, · · · , n.
Moreover, using the commutativity conditions [Axi ,Axj ] = 0 for any i 6= j, the inequality (A13)
yields to
F 2 ≤1
4
|〈⊗kj=1(Aj,0 + Aj,1)〉|
2
k +
1
4
|〈⊗kj=1(Aj,0 −Aj,1)〉|
2
k +
1
2
|〈⊗kj=1[Aj,0,Aj,1]〉|
1
k
≤1
4
|〈⊗kj=1(2I + Bj)〉|
1
k +
1
4
|〈⊗kj=1(2I−Bj)〉|
1
k + 1 (A14)
from the operator inequalities A2j,0 ≤ I,A2j,1 ≤ I and the inequalities ‖[Aj,0,Aj,1]‖ ≤ 2‖Aj,0‖ ·
‖Aj,1‖ ≤ 2, where Bj = Aj,0Aj,1 + Aj,1Aj,0, [Aj,0,Aj,1] = Aj,0Aj,1 −Aj,1Aj,0, and I denotes the
identity operator.
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Note that 2I ± Bj ≥ 0 (operator inequalities) because of ‖Bj‖ ≤ 2. The inequality (A14) is
equivalent to
F 2 ≤1
4
k∏
j=1
〈2I + Bj〉 1k + 1
4
k∏
j=1
〈2I−Bj〉 1k + 1
=
1
4
k∏
j=1
(2 + 〈Bj〉) 1k + 1
4
k∏
j=1
(2− 〈Bj〉) 1k + 1. (A15)
By setting 2+〈Bj〉 = 4 sin2 θj with θj ∈ [0, pi], we obtain that 2−〈Bj〉 = 4 cos2 θj , j = 1, 2, · · · , n.
From the inequality (A15) we get that
F 2 ≤(
k∏
j=1
sin θj)
2
k + (
k∏
j=1
sin(
pi
2
− θj)) 2k + 1
≤ sin2(
k∑
j=1
θj) + sin
2(
pi
2
−
k∑
j=1
θj) + 1 (A16)
=2, (A17)
where the inequality (A16) is from the presented Lemma above, and the equality in Eq.(A16) is
from the equalities | sin(pi2 −
∑k
j=1 θj)| = | cos(
∑k
j=1 θj)| and sin2 θ + cos2 θ = 1. So, F ≤
√
2.
Appendix B: The number k of independent parties in networks
Appendix B1: The maximum kmax
In this subsection, we show the hardness of finding the maximum kmax for a general network.
The following procedure starts from an equivalent bipartite graph (in which all the parties
have not been decomposed) G = (S, A, E) of a given network in Fig.1. S denotes the set of m
independent sources S1, S2, · · · , Sm. R denotes the set of n parties A1,A2, · · · ,An. E denotes
the set of all edges that schematically represent the relationships of sources and parties, i.e., the
edge SiRj schematically represent the fact that the party Rj receives one hidden state from the
source Si. Denote `i as the number of independent sources that are connected to the party Ai,
i = 1, 2, · · · , n. The problem of finding the maximum kmax can be mathematically formulated as
an integer optimization as follows:
Maximize:
∑n
i=1 yi
subject to:∑n
i=1 xij = 1, j = 1, 2, · · · ,m;∑m
j=1 xij = `iyi, i = 1, 2, · · · , n;
yi, xij ∈ {0, 1}, 1 ≤ `i ≤ m, i = 1, 2, · · · , n; j = 1, 2, · · · ,m.
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FIG. 4: (Color online) The equivalent unweighted bipartite graph. R1, R2, · · · , RN denote all decomposed
parties of A1,A2, · · · ,An, where each party Aj is decomposed into `j different new parties who have only
one connected edge, and N =
∑n
i=1 `i.
Here, yi is the characteristic function of the party Ai, i.e., yi = 1 if the party Ai is included in
independent parties for evaluating kmax; Otherwise yi = 0. The first condition is used to ensure
that each source distributes a hidden state to one party. The second condition is used to ensure
that the party Ai is included in independent parties, i.e., the number of nonzero xij should equal to
that of the edges connected to Ai, j = 1, 2, · · · ,m. Note that the integer optimization problem is
generally NP-hard [3]. So, we believe that the problem of evaluating kmax is also hard. Of course,
there exists P-hard subsets of integer optimizations for special networks (see Fig.3).
In fact, in the next subsection we show that finding the maximum kmax of a general network
is related to finding the maximum matching of a bipartite graph, which is known as a NP-hard
problem [4].
Appendix B2: Efficiently constructing Bell inequality presented in Eq.(6)
In this subsection, we present the detailed procedure to efficiently construct Bell inequality
for any network shown in Fig.1. We firstly find the independent parties. And then take use of
quantities In,k and Jn,k to build the desired Bell inequality (6). The key is to obtain the number
k of independent parties and the corresponding independent parties. Although evaluating the
maximum kmax is a hard problem for general networks, fortunately, there exist computationally
efficient algorithms to find a suboptimal k or possible values of k. The detailed algorithm is shown
in Algorithms 1 and 2.
We firstly present an example shown in Fig.S2 to explain the main idea. Assume that there are
five parties A1,A2, · · · , A5 who receive states from independent sources S1, S2, · · · , S7 shown in
Fig.S2(a). The construction is divided into the following four steps:
S1 According to different sources, we decompose the party A1 into two parties R1 and R2, where
R1 receives one state from the source S1 while R2 receives one state from the source S5.
Similarly, we decompose all the other parties A2,A3, · · · ,A5 into new parties {R3, R4, R5},
{R6, R7, R8}, {R9, R10, R11}, {R12, R13, R14}, respectively, where each party Ri receives
only one state from some source Sj . And then, we obtain an equivalent unweighted bipartite
graph shown in Fig.S2(b), where the upper vertexes consist of all the sources S1, · · · , S7,
16
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R RR R R8RR R
S S
S S S4 SS S S
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FIG. 5: (Color online) (a) Simple network with 7 independent sources S1, S2, · · · , S7. Each star denotes one
source. (b) Equivalent unweighted bipartite graph. Here, A1,A2, · · · ,A5 are decomposed into {R1, R2},
{R3, R4, R5}, {R6, R7, R8}, {R9, R10, R11}, {R12, R13, R14}, respectively. Each circle denotes a vertex. One
maximal matching of the graph consists of red edges.
the lower vertexes consist of all the parties R1, · · · , R14, and each edge SiRj schematically
represents the fact that the party Rj receives one state from the source Si.
S2 Using Hopcroft-Karp algorithm [5] we find one maximal matching of the graph consisting of
red edges S1R1, S5R2, S2R3, S3R4, S6R5, S4R12, S7R14 shown in Fig.S2(b), where a matching
is a subset of the edges satisfying that no two edges share a vertex [4].
S3 Choose all the parties A1,A2,A5 who are connected at least one red edge. By checking the
completeness of three parties A1,A2,A5 (all the decomposed parties of each party Ai are
connected by red edges), we obtain A1, A2 as two independent parties.
S4 According to Eq.(6) in the main text, we construct a nonlinear Bell inequality as√
|I5,2|+
√
|J5,2| ≤ 1, (B1)
where I5,2 =
1
4
∑
x1,x2=0,1
〈Ax1Ax2Ax3Ax4Ax5〉 and J5,2 =
1
4
∑
x1,x2=0,1
(−1)x1+x2〈Ax1Ax2Ax′3Ax′4Ax′5〉, xj and x′j are different bits, j = 3, 4, 5.
To complete the step (i) of Algorithm 1, we schematically decompose each party Ai into `i
different parties Rti−1+1, Rti−1+2 · · · , Rti , where each party Rti−1+j receives only one state from
some source, and `i denotes the number of independent sources that distribute states to the party
Ai, N =
∑n
j=1 `j . And then, we regard all independent sources S1, S2, · · · , Sm of the network
shown in Fig.1 as upper vertices in the set S while all decomposed parties R1, R2, · · · , RN are
regarded as lower vertices in the set R. Each edge SiRj schematically represents the fact that the
source Si distributes one state to the decomposed party Rj .
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Algorithm 1: Constructing Bell inequalities for each network N shown in Fig.1
Input: Finite-size network N in terms of the GLCM
Output: Nonlinear Bell inequalities (6)
(i) Obtain an equivalent bipartite graph G = (S, R, E) shown in Fig.S1.
(ii) Find a maximal matching E′ ⊆ E of bipartite graph G = (S, R, E) using Hopcroft-Karp algorithm
[5].
(iii) Find the number k of independent parties and the corresponding independent parties Aij s of the
network N shown in Fig.1.
(iv) Construct Bell inequalities (6) by taking use of the quantities In,k and Jn,k defined in Eqs.(4) and
(5) respectively if k ≥ 2; Otherwise, repeating (i)-(iii).
In the step (ii) of Algorithm 1, a matching is a subset of the edges satisfying that no two edges
share a vertex [5]. For a network shown in Fig.1, there is an unweighted bipartite graph G shown
in Fig.S1 from the step (i). And then, by using Hopcroft-Karp algorithm [5] we can find a maximal
matching E′ of G.
To complete the step (iii), we firstly find all original parties Ais who have at least one decom-
posed party in the vertex set of the maximal matching E′. Denote A as the desired set of all these
parties Ais. And then, we check the completeness of each party Ai ∈ A, where the completeness
means that the vertex set of E′ contains all decomposed parties of Ai. Note that the number k of
independent parties in Fig.1 equals to the number of original parties satisfying the completeness.
Hence, for each maximal matching of the unweighted bipartite graph G, there may exist an integer
k ≥ 2 and the corresponding independent parties. Otherwise, another maximal matching should
be found.
For a network shown in Fig.1, there is an unweighted bipartite graph G shown in Fig.S1.
Moreover, for each maximal matching of G, from the steps (ii) and (iii), we obtain the number k
of independent parties Ais, where their sources satisfy Eq.(3). Hence, when k ≥ 2 from Eqs.(4)-
(6) we obtain a nonlinear Bell inequalities. Conversely, for a network shown in Fig.1 satisfying
Eq.(3), consider one subnetwork G1 consisting of all independent parties and sources, and the other
subnetwork G2 consisting of the party B and all the edges connected to it in Fig.2. For Gi, from
the step (i) we can easily construct the corresponding unweighted bipartite graph Gi, i = 1, 2.
For the independent assumption in Eq.(3), G1 is a fully disconnected graph that has no adjacent
edges. Otherwise, there are two parties Ai and Aj who share at least one source. If G1 contains all
sources Sis, then it is a maximal matching of the unweighted bipartite graph G that is the equivalent
graph of the network shown in Fig.1. Otherwise, there are some sources Si1 , Si2 · · · , Sis that do
not distribute states for all parties A1,A2, · · · ,Ak. In this case, we can find a maximal matching
G′2 of G2 using a polynomial-time algorithm [5]. Note that G1 ∪ G′2 is a maximal matching of the
unweighted bipartite graph G. So, we have shown that evaluating the number k of independent
parties in Fig.1 is equivalent to finding a maximal matching of the equivalent unweighted bipartite
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graph. Specially, finding the maximum kmax is related to finding the maximum matching of the
equivalent unweighted bipartite graph, i.e., a matching that contains the largest possible number
of edges. Unfortunately, the maximum matching problem is generally NP-hard [5].
The steps (i)-(iii) of Algorithm 1 are used to obtain the number k of independent parties and
the corresponding independent parties Aijs of the network N shown in Fig.1. Assume that the
network N has N schematic links, where each link represents the relationship that one source
distributes one state to a party. The time complexity of the step (i) is O(N) which is from N
decomposition operations. The step (ii) is the most difficult part of Algorithm 1. Fortunately,
we can take use of Hopcroft-Karp algorithm [5] that is a polynomial time algorithm (O(n2.5)
for dense graphs) to get a maximal matching of G. The time complexity of the step (iii) is no
more than O(n2). The time complexity of the step (iv) is trivial for a given number k and the
corresponding independent parties. So, the total time complexity is bounded by O(n2.5). It means
that Algorithm 1 has polynomial-time complexity if k ≥ 2. Algorithm 1 cannot ensure us to get
at least one nonlinear Bell inequality in deterministic polynomial-time because one may get k = 1
for some maximal matchings in the worst case. However, it is efficient for networks with large
numbers of independent parties.
To make up the disadvantage of Algorithm 1 for small k, we need the following special algorithm.
For a general network N with at least k independent parties, there is another accessible method to
get a small k ≥ 2.
Algorithm 2: Constructing Bell inequalities for each network N shown in Fig.1
Input: Finite-size network N in terms of the GLCM
Output: Nonlinear Bell inequalities (6)
(i) Randomly label all parties as A1,A2, · · · ,An ∈ S and all independent sources as
λ1, λ2, · · · , λm ∈ Λ0. Denote Λj as the set of sources related to the party Aj , j = 1, · · · , n;
(ii) Choose k different parties Ai1 ,Ai2 , · · · ,Aik ∈ S. Output k and Ai1 ,Ai2 , · · · ,Aik if all sets
Λi1 ,Λi2 , · · · ,Λik satisfy the k-locality condition shown in Eq.(3); Otherwise, repeat this step by
choosing another k different parties;
(iii) Construct Bell inequalities (6) by taking use of the quantities In,k and Jn,k defined in Eqs.(4) and
(5) respectively.
Note that in Algorithm 2 the time complexity of the step (ii) is bounded by O((nk)), where (
n
k)
denotes the binomial coefficient that is a polynomial function of n when k is a small integer. More-
over, there always exist k different parties Ai1 ,Ai2 , · · · ,Aik ∈ S satisfying the k-locality condition
shown in Eq.(3) when the network N has at least k independent parties. Thus, Algorithm 2 pro-
vides a deterministic polynomial time algorithm to construct nonlinear Bell inequalities (6) with
small k. Hence, From Algorithms 1 and 2, we can efficiently construct nonlinear Bell inequalities
(6).
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Appendix C: Proof of Theorem A
In this section, inspired by the methods in [6, 7] we prove Theorem A for a network shown
in Fig.1 with quantum resources consisting of bipartite entangled pure states and GHZ states.
In the following experiment of verifying the non-multilocality, after all parties contained in the
party B perform some measurements depending on their input bits y on their particles and ob-
tain output bits b, all parties A1,A2, · · · ,Ak perform some measurements depending on their in-
put bits x1, x2, · · · , xk on their particles and obtain output bits a1, a2, · · · , ak, respectively, where
ai, b, xi, y ∈ {0, 1}.
The proof is completed by following the procedure from special quantum resources to general
quantum resources.
Appendix C1: EPR states as quantum resources
In this subsection, we assume that the quantum resources consist of generalized Einstein-
Podolsky-Rosen (EPR) states [8]:
|Ξ〉 = ⊗mi=1|Φi〉, (C1)
where |Φi〉 = ai|00〉 + bi|11〉 are generalized EPR states with real coefficients ai, bi satisfying the
normalization condition a2i + b
2
i = 1, i = 1, 2, · · · ,m.
Assume that two observers Ai and B share `i generalized EPR states |Φti−1+1〉,
|Φti−1+2〉, · · · , |Φti〉, where ti =
∑i
j=1 `j , t0 = 0 and
∑k
j=1 `i ≤ m. We donot need to consider
the entangled states owned by single observer because they can be locally prepared and measured.
Define the operators Axi (xi = 0, 1) on the particles of the observer Ai as
Axi =
{
cos θiσ
⊗`i−1
z ⊗ I2 + (−1)xi sin θiσ⊗`ix , for even `i;
cos θiσ
⊗`i
z + (−1)xi sin θiσ⊗`ix , for odd `i;
(C2)
where σz and σx are Pauli operators, I2 is the identity operator on one qubit system, X
⊗l denotes
the l-fold tensor of the operator X, and θi ∈ [0, pi2 ], i = 1, 2, · · · , k.
Define the operators By (y = 0, 1) on the particles of the observer B as
By = (⊗ki=1Bi,y)⊗Br,y (C3)
where Bi,y and Br,y are given by
Bi,y =
{
(1− y)σ⊗`i−1z ⊗ I2 + yσ⊗`ix , for even `i;
(1− y)σ⊗`iz + yσ⊗`ix , for odd `i;
(C4)
and
Br,y = (1− y)σ2m−2tkz + yσ2m−2tkx . (C5)
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Before continuing the proof, we need to prove that Ax1 ,Ax2 · · · ,Axk and By are observables.
Note that Ax1 , Ax2 , · · · ,Axk and By are performed on local systems, they satisfy the commu-
tativity condition. Moreover, since Ax1 , Ax2 , · · · ,Axk and By are symmetric, it is sufficient to
prove that they are positive semidefinite. In fact, we can prove that they are unitary Hermitian
operators. For even `i, from Eq.(C2) we obtain that
A2xi =I2`i + (−1)xi sin θi cos θi(Y⊗`i−1 ⊗ σx + (−Y)⊗`i−1 ⊗ σx)
=I2`i , (C6)
where the operator Y is given by Y = σzσx, and I2`i is the identity operator on the system of `i
qubits. For odd `i, from Eq.(C2) we obtain that
A2xi =I2`i + (−1)xi sin θi cos θi(Y⊗`i + (−Y)⊗`i)
=I2`i . (C7)
Eqs.(C6) and (C7) imply that all the operators Axis are unitary. Moreover, By (y = 0, 1) are
unitary Hermitian because all the operators Bi,ys and Br,y are products of Pauli operators and
identity operator I2. In Eq.(C5), ⊗ki=1Bi,y are measurement operators on the systems shared with
the observers A1, A2, · · · , Ak; Br,y are measurement operators of the observer B on his own system
that is not shared with other observers [9].
Now, we continue the proof. From the equalities 〈Φi|σz ⊗ σz|Φi〉 = 1, 〈Φi|σx ⊗ σx|Φi〉 = 2aibi,
and 〈Φi|σz ⊗ σx|Φi〉=〈Φi|σx ⊗ σz|Φi〉 = 0, we have 12
∑1
xi=0
〈Ξi|Axi ⊗ Bi,y=0|Ξi〉 = cos θi, where
|Ξi〉 = ⊗tij=ti−1+1|Φj〉, i = 1, 2, · · · , k. So, from Eqs.(4), (5), and (C1)-(C5) we obtain that
Iqk+1,k =
1
2k
∑
x1,x2,··· ,xk=0,1
〈Ξ|(⊗ki=1Axi)⊗By=0|Ξ〉
=〈Ξr|Br,y=0|Ξr〉
k∏
i=1
(
1
2
1∑
xi=0
〈Ξi|Axi ⊗Bi,y=0|Ξi〉)
=
k∏
i=1
cos θi, (C8)
where we have taken use of the equality 〈Ξr|Br,y=0|Ξr〉 = 1 with |Ξr〉 = ⊗mj=m−tk+1|Φj〉.
Similarly, it is easy to get 12
∑1
xi=0
(−1)xi〈Ξi|Axi ⊗Bi,y=1|Ξi〉 = 2aibi sin θi, i = 1, 2, · · · , k. So,
we can obtain that
Jqk+1,k =
1
2k
∑
x1,x2,··· ,xk=0,1
(−1)
∑k
i=1 xi〈Ξ|(⊗ki=1Axi)⊗By=1|Ξ〉
=〈Ξr|Br,y=1|Ξr〉
k∏
i=1
(
1
2
1∑
xi=0
(−1)xi〈Ξi|Axi ⊗Bi,y=1|Ξi〉)
=
k∏
i=1
m∏
j=1
sin θicj , (C9)
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where we have taken use of the equality 〈Ξr|Br,y=1|Ξr〉 =
∏m
j=m−tk+1 cj with cj = 2ajbj .
From the presented Lemma in Appendix B1, Eqs.(C8) and (C9) imply that
max
θ1,θ2,··· ,θk
{|Iqk+1,k|
1
k + |Jqk+1,k|
1
k } =
√√√√1 + m∏
i=1
c
2
k
i
>1 (C10)
when all parameters cis satisfy
∏m
i=1 ci 6= 0, where the maximum is achieved when cos θi =
1/
√
1 +
∏m
i=1 c
2/k
i for all i = 1, · · · ,m.
Note that all observables of the observer B are products of Pauli operators and identity operator.
The expectation equals mathematically to that of the same operators being separately performed
by all observers except for A1,A2, · · · ,Ak in the original network Gq shown in Fig.1. Thus, Iqk+1,k
and Jqk+1,k are essentially linear combinations of multi-partite quantum correlations generated by
all observers of the network Gq. Combined with the inequality (C10), the multipartite quantum
correlations of Gq violate the nonlinear inequality (6). Consequently, there exist specific observables
for each observer of the quantum network Gq with multiple independent observers such that the
prediction of the quantum theory is inconsistent with the generalized local realism. 
Appendix C2: Arbitrary bipartite entangled pure states as quantum resources
We assume that the quantum resources consist of pure bipartite entangled pairs:
Ξˆ = ⊗mi=1|Φi〉, (C11)
where |Φi〉 = ai|φi〉|ψi〉 + bi|φ⊥i 〉|ψ⊥i 〉 +
∑
j∈Ii |φi,j〉|ψi,j〉 denote general bipartite entangled pure
states with positive real coefficients ai, bi satisfying a
2
i + b
2
i ≤ 1 in Hilbert space H, Ii is an index
set satisfying that {|φi〉, |φ⊥i 〉, |φi,j〉, j ∈ Ii} is a set of orthogonal states in Hilbert space Hi,1 and
{|ψi〉, |ψ⊥i 〉, |ψi,j〉, j ∈ Ii} is a set of orthogonal states in Hilbert space Hi,2, and Hi,1 ⊗ Hi,2 = H,
i = 1, 2, · · · ,m.
Note that each bipartite entangled pure state can be decomposed into |Φi〉 in Eq.(C11) with
special orthogonal states |φi〉, |φ⊥i 〉, |ψi〉, |ψ⊥i 〉, |φi,j〉, |ψi,j〉, j ∈ Ii. |Φi〉 is entangled if and only if
ai 6= 0 and bi 6= 0 (up to permutations of basis states).
Assume that two observers Ai and B share `i bipartite entangled states |Φti−1+1〉, |Φti−1+2〉,
· · · , |Φti〉 with ti =
∑i
j=1 `j and t0 = 0, i = 1, 2, · · · , k. Denote σˆz,i, σˆx,i, σ˜z,i, σ˜x,i as the following
matrices
σˆz,i =|φi〉〈φi| − |φ⊥i 〉〈φ⊥i |, (C12)
σˆx,i =|φi〉〈φ⊥i |+ |φ⊥i 〉〈φi|, (C13)
σ˜z,i =|ψi〉〈ψi| − |ψ⊥i 〉〈ψ⊥i |, (C14)
σ˜x,i =|ψi〉〈ψ⊥i |+ |ψ⊥i 〉〈ψi|, (C15)
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where i = 1, 2, · · · ,m.
Define the operators Axi (xi = 0, 1) on the system owned by the observer Ai as
Axi =

(cos θi(⊗ti−1j=ti−1+1σˆz,j)⊗ Iˆ2,ti
+(−1)xi sin θi(⊗tij=ti−1+1σˆx,j))⊕ Iˆr,i, for even `i;
(cos θi(⊗tij=ti−1+1σˆz,j)
+(−1)xi sin θi(⊗tij=ti−1+1σˆx,j))⊕ Iˆr,i, for odd `i;
(C16)
where Iˆ2,ti denotes the identity operator on the subspace spanned by {|φti〉, |φ⊥ti 〉}, Iˆr,i denotes
the identity operator on the orthogonal complement of the subspace ⊗tij=ti−1+1span{|φj〉, |φ⊥j 〉}
in Hilbert space ⊗tij=ti−1+1Hj,1, span{|φj〉, |φ⊥j 〉} denotes the space by linearly superposing the
representative vectors of |φj〉 and |φ⊥j 〉, ⊕ denotes the direct sum of two operators performed on
two orthogonal subspaces, and θi ∈ [0, pi2 ], i = 1, 2, · · · , k.
Define the operators By (y = 0, 1) on the systems owned by the observer B as
By = (⊗ki=1Bi,y)⊗Br,y (C17)
where Bi,y and Br,y are given by
Bi,y =
{
((1− y)(⊗ti−1j=ti−1+1σ˜z,j)⊗ I˜2,ti + y(⊗tij=ti−1+1σ˜x,j))⊕ I˜r,i, for even `i;
((1− y)(⊗tij=ti−1+1σ˜z,j) + y(⊗tij=ti−1+1σ˜x,j))⊕ I˜r,i, for odd `i;
(C18)
and
Br,y =[(1− y)⊗mj=tk+1 (σˆz,j ⊗ σ˜z,j) + y ⊗mj=tk+1 (σˆx,j ⊗ σ˜x,j)]⊕ I˜r. (C19)
Here, I˜2,ti denotes the identity operator on the subspace spanned by |ψti〉 and |ψ⊥ti 〉, I˜r,i denotes
the identity operator on the orthogonal complement of the subspace ⊗tij=ti−1+1span{|ψj〉, |ψ⊥j 〉} in
Hilbert space ⊗tij=ti−1+1Hj,2, and I˜r denotes the identity operator on the orthogonal complement
of the subspace ⊗mj=m−tk+1span{|φj〉|ψj〉, |φ⊥j 〉|ψ⊥j 〉} in Hilbert space ⊗mj=m−tk+1Hj .
Similar to Eqs.(C6) and (C7), it is easy to prove that all operators Axi=0 and Axi=1 are unitary
Hermitian, which can be used as the observables of the observers Ai, i = 1, 2, · · · , k. Moreover,
By=0 and By=1 can be used as the observables of the observer B because all operators Bi,1,Br are
unitary Hermitian. Especially, in Eq.(C18), ⊗ki=1Bi,y are measurement operators of the observer B
on the systems shared with observers A1,A2, · · · ,Ak. In Eq.(C19), Br,y are measurement operators
of the observer B on his own systems that are not shared with other observers.
From Eqs.(C11)-(C15), we obtain that 〈Φi|σˆz,i⊗σ˜z,i|Φi〉 = a2i +b2i , 〈Φi|σˆx,i⊗σ˜x,i|Φi〉 = 2aibi, and
〈Φi|σˆz,i⊗ σ˜x,i|Φi〉=〈Φi|σˆx,i⊗ σ˜z,i|Φi〉 = 0. Denote |Ξˆr〉 = ⊗mj=m−tk+1|Φj〉 and |Ξˆi〉 = ⊗tij=ti−1+1|Φj〉,
23
where i = 1, 2, · · · , k. From Eqs.(C12)-(C19), we obtain the following equalities
〈Ξˆr|Br,y=0|Ξˆr〉 = 1, (C20)
〈Ξˆr|Br,y=1|Ξˆr〉 = 1− α+ β, (C21)
1
2
1∑
xi=0
〈Ξˆi|Axi ⊗Bi,y=0|Ξˆi〉 = αi(cos θi − 1) + 1, (C22)
1
2
1∑
xi=0
(−1)xi〈Ξˆi|Axi ⊗Bi,y=1|Ξˆi〉 = βi sin θi, (C23)
where α =
∏m
j=tk+1
(a2j +b
2
j ), β =
∏m
j=tk+1
2ajbj , αi =
∏ti
j=ti−1+1(a
2
j +b
2
j ) and βi =
∏ti
j=ti−1+1 2ajbj ,
i = 1, 2, · · · , k.
Now, from Eqs.(4), (5), and (C18)-(C22), we obtain that
Iqk+1,k =
1
2k
∑
x1,x2,··· ,xk
〈Ξˆ|(⊗ki=1Axi)⊗By=0|Ξˆ〉
=〈Ξˆr|Br,y=0|Ξˆr〉
k∏
i=1
(
1
2
1∑
xi=0
〈Ξˆi|Axi ⊗Bi,y=0|Ξˆi〉)
=
k∏
i=1
((cos θi − 1)αi + 1). (C24)
Similarly, from Eqs.(4), (5), and (C18)-(C23), we can obtain that
Jqk+1,k =
1
2k
∑
x1,x2,··· ,xk
(−1)
∑k
i=1 xi〈Ξ|(⊗ki=1Axi)⊗By=1|Ξ〉
=〈Ξr|Br,y=1|Ξr〉
k∏
i=1
(
1
2
1∑
xi=0
(−1)xi〈Ξi|Axi ⊗Bi,y=1|Ξi〉)
=(1− α+ β)
k∏
i=1
βi sin θi. (C25)
Denote α0 = max{α1, α2, · · · , αk} and β0 = min{β1, β2, · · · , βk}, where 0 ≤ α0, β0 ≤ 1. By
setting θ1 = θ2 = · · · = θk = θ with cos θ = α0/
√
α20 + β
2
0(1− α+ β)2, Eqs.(C24) and (C25) imply
that
|Iqk+1,k|
1
k + |Jqk+1,k|
1
k ≥α0 cos θ + β0(1− α+ β) sin θ − α0 + 1
=
√
α20 + β
2
0(1− α+ β)2 − α0 + 1
>1 (C26)
when β0 6= 0 or α− β 6= 1, which are ensured by
∏m
i=1 aibi 6= 0.
Note that all observables of the observer B are product operators and direct sum of the identity
operators. Hence, there exist observables for all observers except for A1,A2, · · · ,Ak of the original
network Gq shown in Fig.1 such that I
q
k+1,k and J
q
k+1,k are functions of the multipartite correlations
crossing the whole network Gq. This completes the proof.
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Appendix C3: Quantum resources consisting of bipartite entangled pure states and
generalized GHZ states
We assume that quantum resources consist of entangled pairs:
|Θ〉 = ⊗m1i=1 ⊗m2j=1 |Φi〉|Ψj〉, (C27)
where |Φi〉s are bipartite entangled pure states defined in Eq.(C11), and |Ψj〉 = aˆj |0〉⊗sj + bˆj |1〉⊗sj
are generalized sj-qubit GHZ states [10] with positive real coefficients aˆj , bˆj satisfying aˆ
2
j + bˆ
2
j ≤ 1,
j = 1, 2, · · · ,m2.
Firstly, we assume that s1, s2, · · · , sm1 are even integers. The observers Ai and B share `i
bipartite entangled states |Φti−1+1〉, |Φti−1+2〉, · · · , |Φti〉, and ˆ`i generalized GHZ states |Ψtˆi−1+1〉,
|Ψtˆi−1+2〉, · · · , |Ψtˆi〉, where ti =
∑i
j=1 `j , tˆi =
∑i
j=1
ˆ`
j , and t0 = tˆ0 = 0, i = 1, 2, · · · , k.
Using Eqs.(C12)-(C15), when `i 6= 0 we define the operators Axi (xi = 0, 1) on the system
owned by the observer Ai as
Axi =

((cos θi(⊗ti−1j=ti−1+1σˆz,j)⊗ Iˆ2)⊕ Iˆr,i)⊗ σ⊗Liz
+(−1)xi(sin θi(⊗ti−1j=ti−1+1σˆx,j)⊕ Iˆr,i)⊗ σ⊗Lix , for even Ki;
(cos θi(⊗tij=ti−1+1σˆz,j)⊕ Iˆr,i)⊗ σ⊗Liz
+(−1)xi(sin θi(⊗ti−1j=ti−1+1σˆx,j)⊕ Iˆr,i)⊗ σ⊗Lix ), for odd Ki;
(C28)
Otherwise, define Axi as
Axi =
{
cos θi(σ
⊗Li−1
z ⊗ I2) + (−1)xi sin θiσ⊗Lix , for even Li;
cos θiσ
⊗Li
z + (−1)xi sin θiσ⊗Lix , for odd Li;
(C29)
where Iˆ2, Iˆr,i are identity operators defined in Eq.(C16), I2 is the identity operator on single qubit,
Li is the number of single quantum particles (belonging to the observer Ai) in all generalized GHZ
states shared with the observers Ai and B, Ki = `i + Li, and i = 1, 2, · · · , k.
Using Eqs.(C12)-(C15) and (C17)-(C19), define the operators By (y = 0, 1) on the system
owned by the observer B as
By = (⊗ki=1Bi,y)⊗Br,y, (C30)
where Bi,y is given by
Bi,y =

(1− y)(((⊗ti−1j=ti−1+1σ˜z,j)⊗ Iˆ2)⊕ I˜r,i)⊗ σ⊗Niz
+y((⊗tij=ti−1+1σ˜x,j)⊕ I˜r,j)⊗ σ⊗Nix , for even Ki;
(1− y)((⊗tij=ti−1+1σ˜z,j)⊕ I˜r,i)⊗ σ⊗Niz
+y((⊗tij=ti−1+1σ˜x,j)⊕ I˜r,i)⊗ σ
⊗Nj
x , for odd Ki;
(C31)
for `i 6= 0, or
Bi,y =
{
(1− y)(σ⊗Ni−1z ⊗ I2) + yσ⊗Nix , for even Ni;
(1− y)σ⊗Niz + yσ⊗Nix , for odd Ni;
(C32)
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for `i = 0; and Br,y is given by
Br,y =(1− y)((⊗mj=tk+1σˆz,j ⊗ σ˜z,j)⊕ Iˆr)⊗ σ⊗Nz + y(⊗mj=tk+1(σˆx,j ⊗ σ˜x,j)⊕ Iˆr)⊗ σ⊗Nx . (C33)
Here, Ni is the number of single particles (belonging to the observer B) in all generalized GHZ
states that are shared by the observers B and Ai; and N is the number of single particles in
all generalized GHZ states (belonging to the observer B) that are not shared by the observers
A1,A2, · · · ,Ak. I˜r,j and I˜r are identity operators defined in the respective Eq.(C18) and (C19).
Similar to Eqs.(C6) and (C7), we easily prove that Axi=0 and Axi=1 are unitary Hermitian,
i = 1, 2, · · · , k. Thus, they can be used as the observables of the observers Ai. Moreover, By=0
and By=1 can be used as the observable of the observer B because all the operators Bi,ys and Br,y
are direct sum of generalized Pauli matrices defined in Eqs.(C12)-(C15) and the identity operators.
In Eq.(C30), ⊗ki=1Bi,y are measurement operators of the observer B on the particles shared with
all the observers Ais while Br,y are measurement operators of the observer B on his own systems
that are not shared with other observers.
Denote |Θr〉 = ⊗m1i=tk+1 ⊗
m2
j=tˆk+1
|Φi〉|Ψj〉 and |Θi〉 = ⊗tij=ti−1+1 ⊗tˆi=tˆi−1+1 |Φj〉|Ψ〉, where i =
1, 2, · · · , k. From Eqs.(C30)-(C33), we obtain the following equalities
〈Θr|Br,y=0|Θr〉 = 1, (C34)
〈Θr|Br,y=1|Θr〉 = 1− γ + δ, (C35)
1
2
1∑
xi=0
〈Θi|Axi ⊗Bi,y=0|Θi〉 = (cos θi − 1)γi + 1, (C36)
1
2
1∑
xi=0
(−1)xi〈Θi|Axi ⊗Bi,y=1|Θi〉 = δi sin θi, (C37)
where γ =
∏m1
j=tk+1
(a2j + b
2
j ), δ =
∏m1
j=tk+1
∏m2
=tˆk+1
4ajbj aˆbˆ, γi =
∏ti
j=ti−1+1(a
2
j + b
2
j ), and δi =∏ti
j=ti−1+1
∏tˆi
=tˆi−1+1
4ajbj aˆbˆ, i = 1, 2, · · · , k.
Now, from Eqs.(4), (5), (C27) and (C34)-(C37), we obtain that
Iqk+1,k =
1
2k
∑
x1,x2,··· ,xk
〈Θ|(⊗ki=1Axi)⊗By=0|Θ〉
=〈Θr|Br,y=0|Θr〉
k∏
i=1
(
1
2
1∑
xi=0
〈Θi|Axi ⊗Bi,y=0|Θi〉)
=
k∏
i=1
(γi(cos θi − 1) + 1) (C38)
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and
Jqk+1,k =
1
2k
∑
x1,x2,··· ,xk
(−1)
∑k
i=1 xi〈Θ|(⊗ki=1Axi)⊗By=1|Θ〉
=〈Θr|Br,y=1|Θr〉
k∏
i=1
(
1
2
1∑
xi=0
(−1)xi〈Θi|Axi ⊗Bi,y=1|Θi〉)
=(1− γ + δ)
k∏
i=1
δi sin θi. (C39)
Denote γ0 = max{γ1, γ2, · · · , γk} and δ0 = min{δ1, δ2, · · · , δk}, where 0 ≤ γ0, δ0 ≤ 1. Note
that γ ≥ δ and γi ≥ δi , i = 1, 2, · · · , k. By setting θ1 = θ2 = · · · = θk = θ with cos θ =
γ0/
√
γ20 + δ
2
0(1− γ + δ)2, Eqs.(C38) and (C39) imply that
|Iqk+1,k|
1
k + |Jqk+1,k|
1
k ≥γ0 cos θ + δ0(1− γ + δ) sin θ − γ0 + 1
=
√
γ20 + δ
2
0(1− γ + δ)2 − γ0 + 1
>1 (C40)
when δ0 6= 0 or γ − δ 6= 1, which are ensured by
∏m1
i=1
∏m2
j=1 aibiaˆj bˆj 6= 0.
Note that all the observables of the observer B are product operators and direct sum of the
identity operators. Thus, there exist observables for all the observers except for A1,A2, · · · ,Ak in
the network Gq shown in Fig.1 such that I
q
k+1,k and J
q
k+1,k are functions of multipartite quantum
correlations crossing the whole network Gq. This completes the proof.
Now, for general integers sj ≥ 3, assume that s1, s2, · · · , sd are odd integers and
sd+1, sd+2, · · · , sm2 are even integers. The main idea is to replace one Pauli matrix σz with I2 for
each generalized GHZ state with odd number of particles. Note that all observables of the observer
B are product operators and direct sum of the identity operators. Similar to Eqs.(C30)-(C33), we
can easily redefine By by replacing one Pauli operator σz with I2 (In experiment, one can perform
a measurement under the basis {|±〉}, and then output 1) for each generalized GHZ state with
odd number of particles. It implies that some observer may use commutative operators of {I2, σz},
which can be regarded as classical outcomes. All the operators Axis are unchanged. Thus, we can
obtain the same quantities of Iqk+1,k and J
q
k+1,k in respective Eq.(C38) and (C39). This is derived
from the equalities 〈Ψj |σ⊗sj−1z ⊗ I2|Ψj〉 = 1, 〈Ψj |σ⊗sjx |Ψj〉 = 2aˆj bˆj and 〈Ψj |σ⊗tz ⊗ σ⊗sj−tx |Ψj〉 = 0
with 0 < t < sj , for odd integer sj . The followed proof is omitted.
Appendix C4: The maximal violation of Theorem A
In this subsection we prove the possibility of the maximal violation with respect to Tsirelson’s
bound presented in Eq.(7). It is sufficient to consider the inequality (C40) for general quantum
resources. In fact, the proof of the maximal violation is equivalent to maxθi{|Ik+1,k|
1
k +|Jk+1,k| 1k } =
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√
2. From Eqs.(C38) and (C39) and δi ≤ γi, we obtain that
|Iqk+1,k|
1
k + |Jqk+1,k|
1
k ≤|
k∏
i=1
(γi(cos θi − 1) + 1)| 1k + |
k∏
i=1
δi| 1k |
k∏
i=1
sin θi| 1k (C41)
=|
k∏
i=1
cos θ′i|
1
k + |
k∏
i=1
δi| 1k |
k∏
i=1
sin θi| 1k (C42)
≤ cos(1
k
k∑
i=1
θ′i) +
k∏
i=1
δ
1
k
i sin(
1
k
k∑
i=1
θi), (C43)
where cos θ′i := γi(cos θi − 1) + 1 with θ′i ∈ [0, pi/2] in Eq.(C42), and the inequality (C43) is from
the presented Lemma in Appendix B1. The equality in Eq.(C43) holds when θ′1 = θ′2 = · · · = θ′k
(which is denoted as θ′ for simplicity) and θ1 = θ2 = · · · = θk (which is denoted as θ). These
conditions imply that γ1 = γ2 = · · · = γk, which is denoted as γ. Thus, we obtain that
max
θ
{|Iqk+1,k|
1
k + |Jqk+1,k|
1
k } ≤γ(cos θ − 1) + 1 +
k∏
i=1
δ
1
k
i sin θ
≤
√√√√γ2 + k∏
i=1
δ
2
k
i + 1− γ (C44)
≤(
√
2− 1)γ + 1 (C45)
≤
√
2, (C46)
where the inequality (C44) is from the inequality x sin θ+y cos θ ≤
√
x2 + y2; the inequality (C45)
is from the inequality
∏k
i=1 δ
2
k
i ≤
∏k
i=1 γ
2
k
i = γ
2; and the inequality (C46) is from the inequality
γ ≤ 1.
Note that the equality in Eq.(C41) holds when γ = δ, which follows that |Φtk+1〉,
|Φtk+2〉, · · · , |Φm1〉 are maximally entangled EPR states, and |Φtˆk+1〉, |Φtˆk+2〉, · · · , |Φm2〉 are max-
imally entangled GHZ states. The equality in Eq.(C44) holds when cos θ = γ/
√
γ2 +
∏k
i=1 γ
2/k
i .
The equality in Eq.(C45) holds when ai = bi for all i. The equality in Eq.(C46) holds when γ = 1
which implies ai = bi = 1/
√
2 for all i. Consequently, the violation in Eq.(C40) is maximal with
respect to Tsirelson’s bound in Eq.(7) when quantum resources consist of the maximally entangled
EPR states and GHZ states.
Appendix C5: Quantum resources consisting of unknown generalized EPR states and GHZ
states
Consider the situation that all the parameters of generalized EPR states and generalized GHZ
states are unknown or partially unknown for some observers. For example, the maximally entangled
EPR state evolves to a partially entangled state because of a non-isolated system. This problem has
not been theoretically considered in terms of the nonlocality. Fortunately, Eqs.(C38)-(C40) allow
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us to probabilistically complete the task of verifying violation. By setting min{θ1, θ2, · · · , θk} = θ,
from Eqs.(C38) and (C39), we obtain that
|Iqk+1,k|
1
k + |Jqk+1,k|
1
k ≥γ0 cos θ + δ0(1− γ + δ) sin θ − γ0 + 1
≈γ0(1− 1
2
θ2) + δ0(1− γ + δ)θ − γ0 + 1
=θ(δ0(1− γ + δ)− 1
2
γ0θ) + 1
>1 (C47)
when δ0(1 − γ + δ) > 12γ0θ, which is ensured by θ < 2δ0(1 − γ + δ) and δ − γ < 1. It implies a
simple method for each observer who chooses an observable with a small θi > 0 for unknown EPR
states and GHZ states as quantum resources.
Appendix D: Proof of Theorem B
In this section, we prove Theorem B. For convenience, we take use of the notations defined in
Appendix C. Assume that a quantum network with n observers has an equivalent network shown
in Fig.2, i.e, there are k independent observers who do not share quantum resources. In what
follows, we assume that noisy quantum sources consist of Werner states:
ρ =(⊗m1i=1(vi|Φi〉〈Φi|+
1− vi
4
14))⊗ (⊗m2j=1(wj |Ψj〉〈Ψj |+
1− wj
2sj
12sj )), (D1)
where |Φi〉 are generalized EPR states defined in Eq.(C1), and |Ψj〉 are generalized GHZ states
defined in Eq.(C27). 12sj are the 2
sj square identity matrices.
Denote the subsystems ρ0, ρi as
ρ0 =(⊗m1i=tk+1(vi|Φi〉〈Φi|+
1− vi
4
14))⊗ (⊗m2j=tˆk+1(wj |Ψj〉〈Ψj |+
1− wj
2sj
12sj )), (D2)
ρi =(⊗tij=ti−1+1(vi|Φi〉〈Φi|+
1− vi
4
14))⊗ (⊗tˆi=tˆi−1+1(wj |Ψj〉〈Ψj |+
1− wj
2sj
12sj )), (D3)
where i = 1, 2, · · · , k.
From Eqs.(C30)-(C33) (without Iˆr,i and I˜r,i), we obtain the following equalities
Tr(Br,y=0ρ0) =
m1∏
i=tk+1
m2∏
j=tˆk+1
viwj , (D3)
Tr(Br,y=1ρ0) =
m1∏
i=tk+1
m2∏
j=tˆk+1
viciwj cˆj , (D4)
1
2
1∑
xi=0
Tr((Axi ⊗Bi,y=0)ρi) =
ti∏
j=ti−1+1
tˆi∏
=tˆi−1+1
cos θjvjw, (D5)
1
2
1∑
xi=0
(−1)xiTr((Axi ⊗Bi,y=1)ρi) =
ti∏
j=ti−1+1
tˆi∏
=tˆi−1+1
sin θjvjcjwcˆ, (D6)
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where cj = 2ajbj and cˆ = 2aˆbˆ.
From Eqs.(D1)-(D6), we get that
Iqk+1,k =
∑
x1,x2,··· ,xk=0,1
Tr[((⊗ki=1Axi)⊗By=0)ρ]
=Tr(Br,y=0ρ0)
k∏
i=1
(
1
2
1∑
xi=0
Tr((Axi ⊗Bi,y=0)ρi))
=
k∏
i=1
m1∏
j=1
m2∏
=1
cos θivjw (D7)
and
Jqk+1,k =
∑
x1,x2,··· ,xk=0,1
(−1)
∑k
i=1 xiTr(((⊗ki=1Axi)⊗By=1)ρ)
=Tr(Br,y=1ρ0)
k∏
i=1
(
1
2
1∑
xi=0
(−1)xiTr((Axi ⊗Bi,y=1)ρi))
=
k∏
i=1
m1∏
j=1
m2∏
=1
sin θicjvj cˆw. (D8)
From the presented Lemma in Appendix B1, Eqs.(D7) and (D8) imply that
max
θ1,θ2,··· ,θk
{|Iqk+1,k|
1
k + |Jqk+1,k|
1
k } =
m1∏
i=1
m2∏
j=1
v
1
k
i w
1
k
j
√√√√1 + m1∏
i=1
m2∏
j=1
c
2
k
i cˆ
2
k
j , (D9)
where the maximum is achieved when cos θ1 = cos θ2 = · · · = cos θk = 1/
√
1 +
∏m1
i=1
∏m2
j=1(cicˆj)
2
k .
Eq.(D9) implies that the product of critical viabilities v∗j , vˆ
∗
 is given by
m1∏
i=1
m2∏
j=1
v∗iw
∗
j ≤
1
(1 +
∏m1
i=1
∏m2
j=1 c
2
k
i cˆ
2
k
j )
k
2
(D10)
for which the multipartite quantum correlations violate the Bell inequality presented in Eq.(6).
Appendix E: The comparison of the visibilities for the network shown in Fig.3(a)
For the chain-shaped network shown in Fig.3(a), assume that the total system consists of Werner
states:
ρ = ⊗n−1i=1 ρΦi , (E1)
where ρΦi = vi|Φi〉〈Φi|+ 1−vi4 14 with generalized EPR states |Φi〉 and 4 square identity matrix 14,
and 0 < vi < 1, i = 1, 2, · · · , n− 1. Here, the observers Ai and Ai+1 share a generalized EPR state
in the form of ρΦi , i = 1, 2, · · · , n− 1.
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Note that there are at most k = dn2 e independent observers who do not share entangled states,
where dxe denotes the smallest integer no less than x. From Theorem B, the upper bound of the
product of critical visibilities v∗i is given by
1
(maxθ{|Iqn,k|
1
k + |Jqn,k|
1
k })k
=
1
(1 +
∏n−1
i=1 c
2
k
i )
k
2
=
1√∑k
i=0 fi(c)
≥ 1∑n−1
j=0 gj(c)
(E2)
≥vˆi (E3)
=
n−1∏
j=1
1√
1 + c2j
, (E4)
for which the multipartite correlations of this quantum network violate the Bell inequality presented
in Eq.(6), where fi(c) = (
k
i )c
2i/k, gj(c) = (
n
j )c
2j/n, (ts) is a binomial coefficient given by (t(t −
1) · · · (t− s+ 1))/(s(s− 1) · · · 1), c = ∏n−1j=1 cj , and cj = 2ajbj , i = 0, 1, · · · , k; j = 0, 1, · · · , n− 1.
Here, the inequality (E2) is from the inequalities fi(c) ≤ gi(c) which are derived from (ni ) ≥ (ki )
and c2i/n > c2i/k with c ≤ 1, i = 0, 1, · · · , k; the inequality (E3) is from the algebraic inequality∑
Ji
∏
j∈Ji c
2
j ≥ (ni )c2i/n, where Ji denotes the subset of {0, 1, · · · , n− 1} with i integers; and the
summation is evaluated over all possible subsets Ji, i = 0, 1, · · · , n− 1. vˆi in Eq.(E3) denotes the
known upper bound of the visibility of EPR state |Φi〉 [11].
Appendix F: Supplementary networks
In this section, we provide some additional networks shown in Fig.S3 going beyond the presented
examples in main text. Specially, there are two loops in the first network shown in Fig.S3(a),
where quantum resources consist of one four-partite generalized GHZ state and 4 generalized EPR
states. Two red squares shown in the Figure represent independent observers. From Theorem
A, the multipartite quantum correlations violate the nonlinear Bell inequality presented in Eq.(6)
with k = 2. The second example is a butterfly network shown in Fig.S3(b), where quantum
resources consist of one four-partite generalized GHZ state and 5 generalized EPR states. It is
interesting in classical networks [12] or quantum networks for multicast task [13]. The multipartite
quantum correlations violate the nonlinear Bell inequality presented in Eq.(6) with k = 3, where
three red squares represent independent observers. There are multiple loops in the third network
shown in Fig.S3(c), where quantum resources consist of two n-partite generalized GHZ states and
n generalized EPR states. Each of 2n observers has two particles. Two red squares represent
independent observers. The last one is a boat-type network shown in Fig.S3(d), which consist of 4
generalized GHZ states and 8 generalized EPR states. The multipartite correlations of the network
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Ă
Ă
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ĂEPR state
GHZ state
4-particle
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n-particle
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Independent
observer
Non-independent
observer
FIG. 6: (Color online) Simple networks whose multipartite correlations violate the nonlinear Bell inequalities
presented in Eq.(6). (a) Cyclic network of two loops consisting of one four-partite generalized GHZ state
and 4 generalized EPR states. (b) Butterfly network consisting of one four-partite generalized GHZ state
and 5 generalized EPR states. (c) Hybrid network consisting of two n-partite generalized GHZ states and
n generalized EPR states. Here n ≥ 2. (d) Boat network consisting of 4 generalized GHZ states and
8 generalized EPR states. Here, each dot denotes one particle. Each n-partite generalized GHZ state is
represented with a complete graph of n vertexes.
violate the nonlinear Bell inequality presented in Eq.(6) with k = 5. In addition to these examples,
one can easily construct lots of networks depending on special tasks.
Appendix G: The non-multilocality of quantum network consisting of general noisy states
In this section, we provide some sufficient conditions of the non-multilocality for quantum
networks consisting of general noisy states. For convenience, denote σ1 := I2, σ2 := σx, σ3 := σy,
and σ4 := σz.
Assume that a quantum network has an equivalent network shown in Fig.2. Consider the noisy
states:
ρ =⊗m1i=1 ⊗m2j=1ρˆiρ˜j , (G1)
where ρˆi are two-particle systems in the state ρˆi =
1
4
∑4
j1,j2=1
vij1j2σj1 ⊗ σj2 with vi11 = 1, and ρ˜j
are sj-particle systems in the state ρ˜j =
1
2sj
∑4
i1,i2,··· ,isj=1w
j
i1i2···isj ⊗
sj
t=1 σit with w
j
11···1 = 1. It has
been proved that |vij1j2 | ≤ 1 for every quantum states of two qubits [14]. For any quantum state of
sj qubits, we obtain that w
j
i1i2···isj ≤ 1 from Tr(ρ˜
2
j ) ≤ 1.
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Here, we take use of the notations defined in Appendix C3. Denote the subsystems ρΘr , ρΘi as
ρ0 =⊗m1i=tk+1 ⊗
m2
j=tˆk+1
ρˆi ⊗ ρ˜j , (G2)
ρi =⊗tij=ti−1+1 ⊗tˆi=tˆi−1+1ρˆj ⊗ ρ˜, (G3)
where i = 1, 2, · · · , k.
From Eqs.(C30)-(C33) (without Iˆr,i and I˜r,i) and Eqs.(G2)-(G3), we obtain the following results
Tr(Br,y=0ρ0) =
m1∏
i=tk+1
m2∏
j=tˆk+1
vi44w
j
44···4, (G4)
Tr(Br,y=1ρ0) =
m1∏
i=tk+1
m2∏
j=tˆk+1
vi22w
j
22···2, (G5)
∣∣∣∣∣12
1∑
xi=0
Tr((Axi ⊗Bi,y=0)ρi)
∣∣∣∣∣ ≥
ti∏
j=ti−1+1
tˆi∏
=tˆi−1+1
cos θj |vj44w44···4|, (G6)
∣∣∣∣∣12
1∑
xi=0
(−1)xiTr((Axi ⊗Bi,y=1)ρi)
∣∣∣∣∣ ≥
ti∏
j=ti−1+1
tˆi∏
=tˆi−1+1
sin θj |vj22w22···2|, (G7)
where Eqs.(G6) and (G7) are derived from the inequalities vj11 = 1 ≥ vj44 and w11···1 = 1 ≥ w44···4
when Ki is even and `i 6= 0; or Li is even and `i = 0.
From Eqs.(G1)-(G9), we obtain that
|Iqk+1,k| =
∣∣∣∣∣ ∑
x1,x2,··· ,xk
Tr(((⊗ki=1Axi)⊗By=0)ρ)
∣∣∣∣∣
=|Tr(Br,y=0ρ0)|
k∏
i=1
∣∣∣∣∣12
1∑
xi=0
Tr((Axi ⊗Bi,y=0)ρi)
∣∣∣∣∣
≥
k∏
i=1
m1∏
j=1
m2∏
=1
cos θiv
j
44w

44···4 (G8)
and
|Jqk+1,k| =|
∑
x1,x2,··· ,xk
(−1)
∑k
i=1 xiTr(((⊗ki=1Axi)⊗By=1)ρ)|
=|Tr(Br,y=1ρ0)|
k∏
i=1
∣∣∣∣∣12
1∑
xi=0
(−1)xiTr((Axi ⊗Bi,y=1)ρi)
∣∣∣∣∣
≥
k∏
i=1
m1∏
j=1
m2∏
=1
sin θiv
j
22w

22···2. (G9)
From the presented Lemma in Appendix B1, Eqs.(G8) and (G9) imply that
max
θ1,θ2,··· ,θk
{|Iqk+1,k|
1
k + |Jqk+1,k|
1
k } ≥
√√√√m1∏
i=1
m2∏
j=1
(vi22w
j
22···2)
2
k +
m1∏
i=1
m2∏
j=1
(vi44w
j
44···4)
2
k , (G10)
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FIG. 7: (Color online) Simple networks cannot be characterized with the presented Bell inequalities. (a)
Triangle cyclic network consisting of 3 EPR states. (b) Special cyclic network consisting of 2 GHZ states
and one EPR state. (c) Symmetric cyclic network consisting of multi-partite GHZ states. (d) Door-type
network consisting of 3 four-partite GHZ states. Each colored square denotes one observer of a network.
where the maximum is achieved when cos θ1 = cos θ2 = · · · = cos θk =
∏m1
i=1
∏m2
j=1(v
i
22w
j
22···2)
1
k
/
√∏m1
i=1
∏m2
j=1(v
i
22w
j
22···2)
2
k +
∏m1
i=1
∏m2
j=1(v
i
44w
j
44···4)
2
k .
Eq.(G10) implies a sufficient condition
m1∏
i=1
m2∏
j=1
(vi22w
j
22···2)
2
k +
m1∏
i=1
m2∏
j=1
(vi44w
j
44···4)
2
k > 1 (G11)
for which that the multipartite quantum correlations violate the Bell inequality presented in Eq.(6).
A simple sufficient condition is given by
vi22, v
i
44, w
j
22···2, w
j
44···4 ≥
√
2
2
(G12)
for all i = 1, 2, · · · ,m1 and j = 1, 2, · · · ,m2.
Moreover, if vi22 = v
i
44 = w
j
44···4 = w
j
22···2 = 1, the violation is maximal with respect to the bound
presented in Eq.(7). Note that the condition in Eq.(G11) is independent of all the coefficients except
for vi22, v
i
44, w
j
44···4, w
j
22···2. This property is useful in applications.
Appendix H: Inefficient networks
Here, we provide some simple networks that cannot be characterized with the nonlinear Bell
inequalities presented in Eq.(6). The first one is the cyclic network shown in Fig.S4(a) consisting
of EPR states. This network is also different from the triangle cyclic network consisting of 2 GHZ
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states. For the second network shown in Fig.S4(b), there are three cyclic subnetworks, where
quantum resources consist of 2 GHZ states and one EPR state. There are 4 cyclic subnetworks in
the network shown in Fig.S4(c), where quantum resources consist of one four-partite GHZ state and
2 GHZ states. The last one is a door-type network shown in Fig.S4(d) with 4 cyclic subnetworks,
where quantum resources consist of 3 four-partite GHZ states. For these simple cyclic networks,
there does not exist k ≥ 2 independent observers who do not share entangled states. Hence, it is
interesting to explore new Bell inequalities for these special networks. Actually, we conjecture the
linear inequalities should be useful for these networks.
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