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We consider the entire graph S of a continuous real function over
R
N−1 with N  3. Let Ω be a domain in RN with S as a boundary.
Consider in Ω the heat ﬂow with initial temperature 0 and bound-
ary temperature 1. The problem we consider is to characterize S in
such a way that there exists a stationary isothermic surface in Ω .
We show that S must be a hyperplane under some general condi-
tions on S . This is related to Liouville or Bernstein-type theorems
for some elliptic Monge–Ampère-type equation.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Let Ω be a domain in RN with N  3, and let u = u(x, t) be the unique bounded solution of the
following problem for the heat equation:
∂tu = u in Ω × (0,+∞), (1.1)
u = 1 on ∂Ω × (0,+∞), (1.2)
u = 0 on Ω × {0}. (1.3)
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stationary isothermic surface, say Γ . A hypersurface Γ in Ω is said to be a stationary isothermic surface
of u if at each time t the solution u remains constant on Γ (a constant depending on t). It is easy to
see that stationary isothermic surfaces occur when ∂Ω and Γ are either parallel hyperplanes, concen-
tric spheres, or coaxial spherical cylinders. The level surfaces of u then are the so-called isoparametric
surfaces whose complete classiﬁcation in Euclidean space was given by Levi-Civita [4] and Segre [9].
Almost complete characterizations of the sphere have already been obtained by [5,6] with the help
of Aleksandrov’s sphere theorem [1]. In [6], we also derived some characterizations of the hyperplane
mainly based on geometrical arguments: under suitable global assumptions on ∂Ω, if Ω contains
a stationary isothermic surface, then ∂Ω must be a hyperplane. In the present paper, we produce
new results in this direction mainly based on partial differential equations techniques (in Section 3,
we compare them to the ones obtained in [6]). Assume that Ω satisﬁes the uniform exterior sphere
condition and Ω is given by
Ω = {x = (x′, xN ) ∈ RN : xN > ϕ(x′)}, (1.4)
where ϕ = ϕ(x′) (x′ ∈ RN−1) is a continuous function on RN−1. We recall that Ω satisﬁes the uniform
exterior sphere condition if there exists a number r0 > 0 such that for every ξ ∈ ∂Ω there exists an
open ball Br0(y), centered at y ∈ RN and with radius r0 > 0, satisfying Br0 (y) ∩ Ω = {ξ}.
We state our main result.
Theorem 1.1. Assume that there exists a stationary isothermic surface Γ ⊂ Ω . Then, under one of the following
conditions (i), (ii), and (iii), ∂Ω must be a hyperplane.
(i) N = 3;
(ii) N  4 and ϕ is globally Lipschitz continuous on RN−1;
(iii) N  4 and there exists a non-empty open subset A of ∂Ω such that on A either H∂Ω  0 or κ j  0 for all
j = 1, . . . ,N − 1.
(Here H∂Ω and κ1, . . . , κN−1 denote the mean curvature of ∂Ω and the principal curvatures of ∂Ω , respec-
tively, with respect to the upward normal vector to ∂Ω .)
Remark. When N = 2, this problem is easy. Since the curvature of the curve ∂Ω is constant from
(2.3) in Lemma 2.1 in Section 2 of this paper, we see that ∂Ω must be a straight line.
Also, notice that, if ϕ is either convex or concave, then (iii) is surely satisﬁed.
2. A proof of Theorem 1.1
The purpose of this section is to prove Theorem 1.1. Let d = d(x) be the distance function deﬁned
by
d(x) = dist(x, ∂Ω), x ∈ Ω. (2.1)
We start with a lemma.
Lemma 2.1. The following assertions hold:
(1) Γ = {(x′,ψ(x′)) ∈ RN : x′ ∈ RN−1} for some real analytic function ψ = ψ(x′) (x′ ∈ RN−1);
(2) there exists a number R > 0 such that d(x) = R for every x ∈ Γ ;
(3) ϕ is real analytic, the mapping: ∂Ω  ξ 	→ x(ξ) ≡ ξ + Rν(ξ) ∈ Γ (ν(ξ) denotes the upward unit normal
vector to ∂Ω at ξ ∈ ∂Ω) is a diffeomorphism, and ∂Ω and Γ are parallel hypersurfaces at distance R;
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− 1
r0
 κ j(ξ) <
1
R
for every ξ ∈ ∂Ω, (2.2)
where r0 > 0 is the radius of the uniform exterior sphere for Ω;
(5) there exists a number c > 0 satisfying
N−1∏
j=1
(
1
R
− κ j(ξ)
)
= c for every ξ ∈ ∂Ω. (2.3)
Proof. The strong maximum principle implies that ∂u
∂xN
< 0, and (1) holds. Since Γ is stationary
isothermic, (2) follows from a result of Varadhan [10]:
− 1√
s
logW (x, s) → d(x) as s → ∞,
where
W (x, s) = s
∞∫
0
u(x, t)e−st dt for s > 0. (2.4)
The inequality − 1r0  κ j(ξ) in (2.2) follows from the uniform exterior sphere condition for Ω . See
[6, Lemma 2.2] together with [5, Lemma 3.1] for the remaining claims. 
With the help of Lemma 2.1, we notice that ϕ is an entire solution over RN−1 of the elliptic
Monge–Ampère-type equation (2.3). Thus, Theorem 1.1 is related to Liouville or Bernstein-type theo-
rems.
Let us proceed to the proof of Theorem 1.1. Set
Γ ∗ =
{
x ∈ Ω: d(x) = R
2
}
. (2.5)
Denote by κ∗j and κˆ j ( j = 1, . . . ,N − 1) the principal curvatures of Γ ∗ and Γ , respectively, with
respect to the upward unit normal vectors. Then, the mean curvatures HΓ ∗ and HΓ of Γ ∗ and Γ are
given by
HΓ ∗ = 1
N − 1
N−1∑
j=1
κ∗j and HΓ =
1
N − 1
N−1∑
j=1
κˆ j,
respectively. These principal curvatures have the following relationship: for each j = 1, . . . ,N − 1,
κ j(ξ) =
κ∗j (ξ
∗)
1+ R κ∗(ξ∗) =
κˆ j(ξˆ )
1+ Rκˆ j(ξˆ )
for any ξ ∈ ∂Ω, (2.6)2 j
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(2.6) that
N−1∏
j=1
(1− Rκ j) = μ,
N−1∏
j=1
(1+ Rκˆ j) = 1
μ
, and
N−1∏
j=1
1− R2 κ∗j
1+ R2 κ∗j
= μ. (2.7)
We distinguish three cases:
(I) μ > 1, (II) μ < 1, and (III) μ = 1.
Let us consider case (I) ﬁrst. By the arithmetic-geometric mean inequality and the ﬁrst equation in
(2.7) we have
1− RH∂Ω = 1
N − 1
N−1∑
j=1
(1− Rκ j)
{
N−1∏
j=1
(1− Rκ j)
} 1
N−1
= μ 1N−1 > 1.
This shows that
H∂Ω − 1
R
(
μ
1
N−1 − 1)< 0. (2.8)
Since
(N − 1)H∂Ω = div
( ∇ϕ√
1+ |∇ϕ|2
)
in RN−1,
by using the divergence theorem we get a contradiction as in the proof of [6, Theorem 3.3]. In case (II),
by the arithmetic-geometric mean inequality and the second equation in (2.7) we have
1+ RHΓ = 1
N − 1
N−1∑
j=1
(1+ Rκˆ j)
{
N−1∏
j=1
(1+ Rκˆ j)
} 1
N−1
= μ− 1N−1 > 1.
This shows that
HΓ 
1
R
(
μ−
1
N−1 − 1)> 0, (2.9)
which yields a contradiction similarly.
Thus, it remains to consider case (III). By (2.8) and (2.9), we have
H∂Ω  0 HΓ . (2.10)
Let us consider case (i) of Theorem 1.1 ﬁrst. Since N = 3 and μ = 1, it follows from the third equation
of (2.7) that
2HΓ ∗ = κ∗1 + κ∗2 = 0.
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the minimal surface equation, Γ ∗ must be a hyperplane. This gives the conclusion desired. (See [2,3]
for Bernstein’s theorem.)
Secondly, we consider case (iii) of Theorem 1.1. Take any point ξ ∈ A. If all the κ j ’s are non-positive
at ξ, then they must vanish at ξ, since
∏N−1
j=1 (1− Rκ j) = 1. On the other hand, we have that
1− RH∂Ω = 1
N − 1
N−1∑
j=1
(1− Rκ j)
{
N−1∏
j=1
(1− Rκ j)
} 1
N−1
= 1;
thus, if H∂Ω  0 at ξ, then all the κ j must be equal to each other and hence again they must vanish
at ξ . Since ξ ∈ A is arbitrary, we have
κ j ≡ 0 on A for every j = 1, . . . ,N − 1,
and hence ϕ is aﬃne on A. Then by the analyticity of ϕ we see that ϕ is aﬃne on the whole of
R
N−1. This shows that ∂Ω must be a hyperplane.
Thus it remains to consider case (ii) of Theorem 1.1. In this case, there exists a constant L  0
satisfying
sup
RN−1
|∇ϕ| = L < ∞.
Then, it follows from (1) and (3) of Lemma 2.1 that
sup
RN−1
|∇ψ | = sup
RN−1
|∇ϕ| = L < ∞. (2.11)
Hence, in view of this and (3) of Lemma 2.1, we can deﬁne a number K ∗ > 0 by
K ∗ = inf{K > 0: ψ  ϕ + K in RN−1}. (2.12)
Then we have
ϕ ψ  h in RN−1, (2.13)
where h : RN−1 → R is deﬁned by
h(x′) = ϕ(x′) + K ∗ for x′ ∈ RN−1.
Moreover, by writing
M(h) = div
( ∇h√
1+ |∇h|2
)
and M(ψ) = div
( ∇ψ√
1+ |∇ψ |2
)
,
from (2.10) and (2.13) we have
M(h) 0 M(ψ) and ψ  h in RN−1. (2.14)
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C∞(RN−1) satisfying
M(v) = 0 and ψ  v  h in RN−1, and sup
RN−1
|∇v| < ∞. (2.15)
Indeed, take a sequence of balls {Bn(0)}n∈N in RN−1 and consider the boundary value problem for
each n ∈ N:
M(v) = 0 in Bn(0) and v = ψ on ∂Bn(0). (2.16)
By [2, Theorem 16.9], for each n ∈ N there exists a C2-function vn on Bn(0) solving problem (2.16).
In view of (2.14), it then follows from the comparison principle that
ψ  vn  h in Bn(0) for every n ∈ N. (2.17)
Therefore, with the help of the interior estimates for the minimal surface equation (see [2, Corol-
lary 16.7]), we prove that vn belongs to C∞(Bn(0)) and, for every ρ > 0 and every k ∈ N, the
Ck(Bρ(0)) norms of {vn}n>ρ are bounded. In conclusion, the Cantor diagonal process together with
Arzela–Ascoli theorem yields a solution v ∈ C∞(RN−1) of (2.15). It remains to show that ∇v is
bounded in RN−1. For this purpose, we deﬁne a sequence of C∞ functions {wn} on B1(0) by
wn(x
′) = 1
n
vn(nx
′) for x′ ∈ B1(0) and for every n ∈ N. (2.18)
Then, each wn satisﬁes
M(wn) = 0 in B1(0) and wn(x′) = 1
n
ψ(nx′) for x′ ∈ ∂B1(0). (2.19)
Since |(∇ψ)(nx′)| L, we have |ψ(nx′)| |ψ(0)| + n|x′|L. Therefore, it follows from the maximum
principle that
max
B1(0)
|wn| max
∂B1(0)
1
n
∣∣ψ(nx′)∣∣ ∣∣ψ(0)∣∣+ L for every n ∈ N.
Hence, by [2, Corollary 16.7], in particular there exists a constant C satisfying
∣∣∇wn(x′)∣∣ C for every x′ ∈ B 1
2
(0) and for every n ∈ N.
By observing that ∇wn(x′) = (∇vn)(nx′), we see that
|∇vn| C in Bn/2(0) for every n ∈ N,
and hence
|∇v| C in RN−1, (2.20)
which shows that the last claim in (2.15) holds. Therefore, Moser’s theorem [7, Corollary, p. 591]
implies that v is aﬃne. We set η = ∇v ∈ RN−1.
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lim
n→∞
(
h(zn) − ψ(zn)
)= 0. (2.21)
Deﬁne a sequence of functions {ϕn} by
ϕn(x
′) = h(x′ + zn) − h(zn)
(= ϕ(x′ + zn) − ϕ(zn)).
Note that the principal curvatures κ1, . . . , κN−1 of ∂Ω are the eigenvalues of the real symmetric
matrix G− 12 BG− 12 , where the matrices G and B have entries
Gij = δi j + ∂ϕ
∂xi
∂ϕ
∂x j
and Bij = 1√
1+ |∇ϕ|2
∂2ϕ
∂xi∂x j
, (2.22)
for i, j = 1, . . . ,N − 1, and δi j is Kronecker’s symbol (see [8, Proposition 3.1]).
Then from (2.2) and (2.11) we see that all the second derivatives of ϕ are bounded in RN−1. Hence
we can conclude that there exists a subsequence {ϕn′ } of {ϕn} and a function ϕ∞ ∈ C1(RN−1) such
that ϕn′ → ϕ∞ in C1(RN−1) as n′ → ∞. Since M(ϕn) 0 in RN−1, we have that M(ϕ∞) 0 in RN−1
in the weak sense. Also, since 0  h(x′ + zn′ ) − v(x′ + zn′ ) in RN−1, with the help of (2.21), letting
n′ → ∞ yields that
0 ϕ∞(x′) − η · x′ in RN−1.
Consequently, we have
M(ϕ∞) 0 = M(η · x′) and ϕ∞(x′) η · x′ in RN−1, and ϕ∞(0) = 0 = η · 0.
Hence, the strong comparison principle implies that ϕ∞(x′) ≡ η · x′ in RN−1. Here we have used
Theorem 10.7 together with Theorem 8.19 in [2]. Therefore we conclude that as n → ∞,
ϕ(x′ + zn) −
(
v(x′ + zn) − K ∗
)→ 0 in C1(RN−1). (2.23)
Similarly, we can obtain that as n → ∞,
v(x′ + zn) − ψ(x′ + zn) → 0 in C1
(
R
N−1). (2.24)
Indeed, it follows from (2.2) and (2.3) that there exists a positive constant τ > 0 such that for each
j = 1, . . . ,N − 1,
− 1
r0
 κ j(ξ)
1
R
− τ for every ξ ∈ ∂Ω.
Combining this with (2.6) yields that all the principal curvatures κˆ1, . . . , κˆN−1 of Γ are bounded.
Then, in view of this fact and the relationship between the function ψ and the principal curvatures
κˆ1, . . . , κˆN−1, from (2.11) we see that all the second derivatives of ψ are bounded in RN−1. Thus we
can obtain (2.24) by the same argument as in proving (2.23).
Therefore, it follows from (3) of Lemma 2.1, (2.23), and (2.24) that the distance between two
hyperplanes determined by two aﬃne functions v and v − K ∗ must be R . Hence, since v − K ∗  ϕ 
ψ  v in RN−1, we conclude that
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which shows that ∂Ω is a hyperplane.
3. Concluding remarks
Let us explain the relationship between Theorem 1.1 and Theorems 3.2, 3.3 and 3.4 in [6] with
respect to the following four points.
First, both Theorems 3.2 and 3.3 need the assumptions concerning the sign of curvatures of either
Γ or ∂Ω , that is, they need geometrical assumptions, but Theorem 1.1 under condition (i) or (ii) does
not need them. Moreover, in particular, the method of the proof of Theorem 1.1 under condition (i)
or (ii) is new and based on partial differential equations techniques.
Secondly, we see that Theorem 3.2 follows from the argument in the proof of Theorem 1.1. Indeed,
when μ = 1, we have
1+ RHΓ = 1
N − 1
N−1∑
j=1
(1+ Rκˆ j)
{
N−1∏
j=1
(1+ Rκˆ j)
} 1
N−1
= 1.
Therefore, the assumption, HΓ  0, of Theorem 3.2 implies that κˆ j ≡ 0 for every j = 1, . . . ,N − 1.
This shows that Γ is a hyperplane, and hence ∂Ω must be a hyperplane.
Thirdly, in the case where Ω is given by (1.4), Theorem 3.3 is contained in Theorem 1.1 under
condition (iii).
Fourthly, since Theorem 3.4 does not assume the uniform exterior sphere condition for Ω , it is
independent of Theorem 1.1. But the assumption (3.16) of Theorem 3.4, which is described by
lim
|x′|→∞
[
ϕ(x′ + ξ) − ϕ(x′)]= 0 for each ξ ∈ RN−1,
gives a strong restriction on the behavior of the graph of ϕ at the inﬁnity. Compared to this, be-
sides the uniform exterior sphere condition for Ω , on the global behavior of ϕ , Theorem 1.1 assumes
only (ii).
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