Abstract-In real-time embedded systems, periodic messages need to be transmitted at the expected time because of timing sensitive requirements. In this paper, we take advantage of the characteristics of UM-BUS, a novel serial bus with the capability of multi-lane concurrent transmissions, and investigate the scheduling problem to reduce the deviation to the expected completion time of messages. By configuring different lanes to change the bus utilization, two sets of experiments were implemented to evaluate the effectiveness of the proposed algorithm. The results show that the heuristic algorithm works effectively and can achieve a deviation within 1.52% which is significantly smaller comparing to the existing scheduling algorithms.
I. INTRODUCTION
Distributed embedded systems generally comprise multiple spatially distributed nodes which support processing information from multiple sensors or actuators. These distributed nodes typically exchange messages in a network. For these systems, control performance strongly depends on the network time delays (or latencies) [1, 2] . Especially in many mission critical embedded systems, such as aerospace, industrial control and automotive electronics, real-time response of the messages is typically essential requirement [3] . Real-time means the transmissions of messages are expected to complete at predictable time. For periodic messages, the delay jitter, i.e., the deviation of transmission time from the periodicity plays a key role in real-time quality [4, 5] . It is necessary to minimize the delay jitter and transmit the messages at the expected time to enhance the control accuracy of embedded systems.
There is a variety of factors in an embedded system that can affect the delay jitter, among which the message scheduling strategy has an important influence on that. In the current real-time embedded systems, most of the message scheduling algorithms take into account the fulfillment of message deadlines. For example, it is well known that the Earliest Deadline First (EDF) and the Least Laxity First (LLF) strategy [6] are two of the most widely used classic scheduling algorithms in real-time systems. These scheduling algorithms can effectively satisfy the deadlines of a large-scale message set and have the advantages of high flexibility and resource utilization. However, they can not guarantee the minimum delay jitter because of the concurrent transmission requests of multiple messages with different deadlines.
There are existing works focusing on the message scheduling problem for various buses like CAN, FlexRay, EtherCAT, etc. In [7] [8] [9] , message scheduling strategies for CAN and FlexRay are proposed to maximize bandwidth utilization. In [10] , real-time performance of EtherCAT has been researched. In [11] , scheduling algorithms are provided to optimize both bandwidth utilization and the jitter of periodic messages. As FlexRay adopts TDMA scheme, these two objectives are contradicted and the optimization of the delay jitter is limited by the number of messages.
In this paper, we investigate the scheduling issues in distributed real-time embedded systems and study the case where these distributed nodes communicate over a novel high-speed serial bus named UM-BUS [12] . UM-BUS can configure multiple lanes to transmit information concurrently to achieve a high bandwidth of up to 6.4Gbps. These lanes are also redundant backup of each other to tolerate faults. UM-BUS can be used as the internal bus of real-time embedded system in various applications such as motion control system of industrial robot, automotive electronic system, integrated electronic system of spacecraft, etc. In comparison to existing protocols such as CAN and FlexRay, UM-BUS not only has the advantage of higher bandwidth and reliability, but also simplify the processing model of embedded system by minimizing the Electronic Control Units (ECUs) or distributed processors in the system [13, 14] . A design of automotive collision avoidance system based on UM-BUS is presented in Fig. 1 . In this system, UM-BUS can achieve a transmission rate of up to 3.2Gbps with 16 lanes. In addition, most of the distributed nodes have no processors or ECUs, such that they are all controlled by the Processor Module (the pink block in Fig. 1) .
The research goal of this paper is to decrease the message delay jitter by taking the expected completion times of messages as a benchmark and minimizing the total deviation to them. As mentioned above, UM-BUS uses multi-lane concurrent transmission mechanism to improve the transmission rate and reliability of embedded system. Base on this feature, we present our strategy to improve the system schedulability on the basis of configuring redundant lanes for UM-BUS. With more lanes, the transmission rate is increased, together with the total idle time of the bus. On this occasion, the message jitter can be furthest reduced by optimal message scheduling algorithm. In this paper, we first formulate the scheduling problem to minimize the deviation of message completion time. As this problem is NP-hard, then we propose an efficient heuristic algorithm to achieve near optimal solution. Experiments were implemented to validate the proposed method from a practical perspective. The results show that the heuristic algorithm limits the deviation within 1.52%.
The organization of this paper is as follows. First we introduce the UM-BUS protocol in Section II. Then in Section III, we present the system model and formulate the scheduling problem. In Section IV, the heuristic algorithm is formulated and described. In Section V, we design two groups of experiments with different parameters to test the effectiveness of the proposed heuristic algorithm under different bus utilization. Finally, conclusions are given in Section VI.
II. THE UM-BUS PROTOCOL
The UM-BUS adopts bus topology where the distributed nodes of embedded system can be interconnected directly as shown in Fig. 2 . All nodes of UM-BUS are divided into two sets including masters and slaves, among which only the masters can initiate a communication process. The slaves response to the command of the master and perform the corresponding operation. The UM-BUS is based on MLVDS (Multi-point Low Voltage Differential Signaling) and uses multiple lanes (ranging from 2 to 32) to transmit information concurrently. These lanes can also be redundant backup of each other. Communication data are allocated to all lanes by the bus controller. However, if one or a few lanes fail, the bus controller can detect the fault and allocate the data to the other healthy lanes. Thus, multiple failures in lanes or circuits of nodes can be dynamically tolerated.
In the process of bus communication, all bus accesses are performed in the form of exchanging packets between the master and the slave. The packets of UM-BUS can be divided into two classes including short packet and long packet. A short packet is used to transmit control messages with a 16-byte format. A long packet is used to transmit bulk data with a 1041-byte format for information such as image acquisition data.
The UM-BUS protocol defines three layers: transaction layer, data link layer and physical layer. For the data transmission, it uses the scheme of dynamically grouping in bytes. Initially, the data link layer will create a fault table to record the status of each lane. During the transmission, it distributes the packet to each normal lane according to the fault table, reorganizes the data as the format of physical layer and sends them through the physical lanes. When each physical lane receives the data, it will submit the data to the data link layer, which can reorganize the received data to an exact packet based on the fault table.
To sum up, the UM-BUS protocol has the following three features:
• UM-BUS is organized by general bus-topology, so all the nodes can be interconnected directly; • UM-BUS has two kinds of nodes including masters and slaves, among which only a mater can sponsor the communication process; • The dynamically grouping scheme of UM-BUS makes it possible to gain high transmission rate by configuring multiple lanes.
III. SYSTEM MODEL AND PROBLEM DEFINITION
In this section, we first present the system model. Then considering the situation of single-master UM-BUS, the corresponding message model is proposed together with a motivational example to illustrate the underlying idea of our work. Meanwhile, the target problem is formulated as an optimization problem for single-master UM-BUS. Finally, the message model and problem definition are extended to solve the same problem of multi-master UM-BUS.
A. System Model
In this paper, a distributed real-time embedded system based on UM-BUS is composed of a set of periodic messages, each statically assigned to the master nodes connected to the bus. These messages are typically control messages and have deadlines that can not be violated. The messages are expected to complete their transmission at their respective optimal time.
The messages are queued by software tasks running on the host CPU of the master nodes which are invoked by some events [15] .
The response time of a message can be divided into two parts including software process time and transmission time in the bus. The software process time is denoted as the queuing jitter which is the time lag between the corresponding task invoked by an event and subsequent queuing of the message [16] . In this paper, we focus on the transmission performance and message scheduling problem of UM-BUS. For this purpose, we assume the response time of a message is equal to its transmission time.
B. Message Model
We consider a set of n periodic messages M = {m 1 ,m 2 , ...,m n }. Every invocation of a message is named as an instance. All messages are assumed independent and the first instances of them are ready at time 0. Each message m i has a 5-tuple of parameters (R i ,T i ,D i ,P i ,E i ) where:
• R i denotes the release time of m i . For every instance of a message, we assume the release time is at the beginning of the period.
• T i denotes the period of m i .
• D i denotes the deadline of m i . We assume messages have implicit deadlines equal to their period (i.e. D i =T i ).
• P i denotes the response time of m i . As mentioned before, it is equal to the transmission time in the bus.
• E i denotes the expected completion time of m i . In every period of m i , E i is assumed at the fixed time before the deadline. The hyperperiod of the message set is denoted as T lcm , which is the least common multiple of T i for i = 1, 2, ..., n. We will focus on the scheduling problem within one hyperperiod because of the periodicity of messages. The repetition times f i of message m i in one hyperperiod and the total number of instances N are calculated by the following equations respectively.
In a hyperperiod, the invocation instance of m i is denoted as m 
C. Motivational Example
We use a simple example with 3 periodic messages to illustrate the motivation of the target problem. Table I We first use the EDF and the LLF strategies to schedule them. Without considering the timing sensitive requirements of real-time embedded systems, these two classical algorithms can not schedule the messages to satisfy both the deadline and the expected completion time. In this case, we use the total deviation of completion time to expected time as the objective of optimization. Meanwhile all the instances should not violate their deadlines. Adopting this optimized design, the timing sensitivity of the system can be furthest guaranteed. Fig. 3(a) shows the runtime behavior of the messages scheduled by EDF and LLF. The third one is the ideal case. Fig. 3(b) compares the timing sensitivity of these three cases. The vertical axis stands for the deviation of completion time to expected time. 
D. Problem Definition
In this paper, we expect to find the optimal starting time of every invocation instance within a hyperperiod during message scheduling. The objective is to minimize their total deviation between the expected completion time and the actual completion time, while meeting their deadlines. We use S j i to represent the starting time of m j i . Based on the given parameters, the specific formulation is described as follows.
where i = 1, 2, ..., n; j = 1, 2, ..., f i , and ∦ denotes all the intervals (S j i , S j i + P i ) are non-overlapping. Based on the above model, we define the target problem as Minimize Expected Completion Time Deviation (MECT-D) problem. This problem is an extension of the job shop scheduling problem which is known to be NP-hard. Therefore, the next section proposes a heuristic algorithm to solve the problem with more time efficiency.
IV. SCHEDULING ALGORITHM
In this section, a heuristic algorithm is presented to solve MECTD problem. Here we take into account the schedulability of messages since all messages should not violate their deadline. The proposed algorithm consists of two stages:
• In the first stage, we apply EDF scheme to create an initial schedule.
• In the second stage, the initial schedule is improved iteratively until the deviation can not be reduced. It can be formally described as follows.
A. 1 Optimization Completion Time Based on EDF Algorithm (OCTBEA)
Input: M = {m 1 , m 2 , ..., mn} 1: Calculate the hyperperiod T lcm of M ; 2: for i = 1; i n ; i + + do 3:
for j = 1; j f i ; j + + do 5:
Generate 5-tuple (R 
A. Creating an Initial Schedule
In order to guarantee the schedulability of the messages, we first form an initial schedule according to EDF scheme. Then a batch sequence is defined where each batch B q contains the instances being transmitted in succession. For example, if the start time of message instance m • The total number of batches is denoted as N B .
• The occupied interval of batch B q is [S q , E q ) and the total number of instances in batch B q is N q .
• The total deviation of completion time to expected time is denoted as Total Deviation between Expected completion time and Actual time (TDEA). The formal description of procedure EDF Schedule is as follows.
A. 2 Procedure EDF Schedule(I, S)
Generate initial schedule and batch sequence Add to Bq instances satisfied the criteria of batch generation; 9:
Record the number of instances in Bq as Nq; 10: Eq = max{C i |C i is the completion time of I i in Bq}; 11:
Calculate T DEAq of Bq; 12:
Remove the instances of Bq from the set of untreated ones; 13:
T DEA = T DEA + T DEAq; 14: q = q + 1; 15: end while 16:
In Procedure EDF Schedule(I, S), the EDF scheme is applied to create a schedule S. In order to enhance the efficiency and decrease the time complexity of Procedure Improvement in the second stage, a batch sequence is generated by dividing the schedule into several smaller segments according to the above-mentioned rules.
B. Procedure Improvement
In the first stage, OCTBEA creates an initial schedule which meets the deadline of all messages without considering the optimal Total Deviation between Expected completion time and Actual time (TDEA). In the improvement stage, the TDEA is improved by iteratively performing three procedures in turn as follows:
• Procedure Move Batch optimizes TDEA by moving the original schedule without changing the batch sequence. Every batch of the schedule can be moved to the left or the right to decrease its TDEA. At the same time, the schedulability of messages must be guaranteed; • Procedure Exchange Batch optimizes TDEA by exchanging the order of the message instances in the batches. For a batch, the best execution interval of each instance is calculated to determine the optimal order of them to decrease TDEA. However, the occupied interval of a batch is invariable and the schedulability can not be violated; • Procedure Insert Batch optimizes TDEA by inserting idle time in the batches. That is, the adjacent message instances in a batch might be separated for the purpose of decreasing TDEA. After this procedure, the batch will be regenerated according to the criteria mentioned above.
In what follows we give formal descriptions of the improvement procedures. Procedure Move Batch(S, S ) adopts two loops to move the batches in turn to the left and to the right respectively to decrease TDEA. The maximum adjustable interval of a batch is calculated according to its order in the batch sequence and the instances it contained.
A. 3 Procedure Move Batch(S,S ) Improve the schedule S by moving the batches
A. 4 Procedure Exchange Batch(S,S ) Improve the schedule S by exchanging the order of instances in the batches Input: Schedule S 1: for q = 1; q N B ; q + + do 2:
The start time of Instance m i is denoted as Start i; 4:
for j = i; j Nq; j + + do 5:
The completion time of Instance m j is denoted as End j; 6:
if Instance m j can start at Start i and Instance m i can complete at End j then 7:
Calculate the deviation of Instance m j when its start time is Start i; 8:
Record the Instance mx which has the minimal deviation; 10:
end for 11:
Exchange the orders of mx and m i ; 13:
end if 14:
end for 15: end for Procedure Exchange Batch(S, S ) first calculates the deviation of each instance in a batch when they start at the same time and find the minimal deviation along with the corresponding instance. Then the orders of instances are exchanged according to their deviations on condition that the requirement of release time and deadline are satisfied. These processes are repeated until all the batches are traversed.
A. 5 Procedure Insert Batch(S,S ) Improve the schedule S by inserting idle time in the batches
for j = 1; j Nq − 1; j + + do 13: Procedure Insert Batch(S, S ) first traverses the batch sequence to calculate the maximal adjustable intervals of each batch which are denoted as t 1 and t 2 . Then in a batch, the maximal insertable intervals of each instance is calculated and compared to t 1 and t 2 respectively. The minimal value of comparative result is the maximal interval what an idle time can be inserted. According to these calculation, the idle time T l to the left or T r to the right is inserted to decrease TDEA. After that, the batch sequence is regenerated due to the rules of it.
The time complexity of OCTBEA is related to the total number of instances N in one hyperperiod (The definition of N is as shown in Section III.C). In OCTBEA, generating the initial schedule based on ED- 
V. EXPERIMENT EVALUATION
In this section, the effectiveness of OCTBEA is evaluated by comparing to scheduling algorithms EDF and LLF. Moreover, based on given message set, two sets of experiments are conducted by configuring lane number or message number to test the efficiency of the proposed heuristic algorithm under different bus utilizations.
According to the information exchanging requirements of real-time embedded systems, we present a design of system architecture based on UM-BUS consisting of one master and six slaves as shown in Fig. 4 . In this system, a set of periodic messages presented in Table II need to be scheduled.
In Fig. 4 , the slave nodes 4, 5, 6 are I/O modules which are comprised of sensors or actuators to implement signal acquisition and control. According to the packet format definition of UM-BUS protocol, we assign short packet transmission to these nodes. Whereas the slave nodes 1, 2, 3 are image gathering modules which are used to collect image information. We adopt long packet to transmit these information to improve transmission efficiency. The periods of messages in Table  II are derived from the real-world requirements of real-time embedded system. The expected completion time of message m i is randomly selected from the set {(T i − P i )·n/10|n = 1, 2, ..., 10}. In this paper, two sets of experiments are performed to evaluate the effectiveness of OCTBEA under different bus utilization. Combining equations (1) and (2), the bus utilization can be calculated by the following equation:
UM-BUS Master
T lcm (6) where the message transmission time P i is in proportion with the number of UM-BUS lanes. According to the experiments in the previous work [9] , the single lane of UM-BUS can attain the actual transmission rate of 40Mbps. Thus the transmission time of short packet and long packet of UM-BUS can be calculated as follows.
In equation (7), H i is 16 for a short packet message or 1041 for a long packet message. It multiplies by 10 because of 8b/10b data coding mechanism of UM-BUS. L i is the number of UM-BUS lanes. Under different configurations of lanes and messages, we apply OCTBEA together with the EDF and LLF algorithm respectively to schedule the message set. Next the experiment results are illustrated.
A. CASE I: Fixed message set, different UM-BUS lanes
In this case, we study the impact of different bus utilizations caused by different lanes. The message set is fixed as Table II, while the lanes are configured as 2, 4, 8 and 16 respectively. The first half of Table III shows the parameters of these four experiments. In this table, the caption #messages(short/long) denotes the number of messages in the message set where the figure in bracket denotes the number of short packets and long packets respectively. The caption #instances denotes the number of invocation instances in one hyperperiod. The results are shown in Fig. 5(a) . The vertical axis stands for the TDEA ratio for all messages which is calculated by the following equation: 
B. CASE II: Fixed UM-BUS lanes, different message sets
In this case, we study the impact of different bus utilizations caused by different message sets. The lane number of UM-BUS is configured as 4 while the number of messages is increased or decreased on the basis of the message set in Table  II . The lower part of Table III shows the parameters of these four experiments. The results are shown in Fig. 5(b) . 5 shows OCTBEA is efficient in practice. In Fig. 5(a) , the TDEA is getting smaller as bus utilization is decreased by increasing UM-BUS lanes. When the bus utilization is 56.5% with 2 lanes, the TDEA can be optimized by a ratio of 6.18% along with an improvement of 53.1% (37.5%) compared to EDF (LLF). Under high bus utilization, the best execution intervals of messages are probably overlapped with each other. When the bus utilization is 7.1% with 16 lanes, the TDEA radio can be decreased to 1.52% with an improvement of 72.5% (62.5%) compared to EDF (LLF). In Fig. 5(b) , the varying trend exhibits the same property as that in Fig. 5(a) when the number of messages changes.
VI. CONCLUSION
UM-BUS is a novel serial bus designed for embedded system with multi-lane concurrent transmissions to enhance the bandwidth. In order to improve the timing sensitive requirements of real-time embedded system on UM-BUS, this paper proposes a scheduling scheme to reduce the deviation between the actual completion time and the expected time of messages. Due to its NP-hardness, a heuristic algorithm is presented. It consists of two stages: creating the initial schedule based on EDF scheme and improving the schedule iteratively. By configuring various UM-BUS lanes and message sets, the bus utilization is changed. In this case, two sets of experiments with different lanes or different message sets are implemented to evaluate the effectiveness of our algorithm. The results show that the proposed algorithm can effectively attain the objective compared to the other classical algorithms.
