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АВТОМАТИЧЕСКИЙ АДАПТИВНЫЙ РЕШАТЕЛЬ СИСТЕМ ЛИНЕЙНЫХ 
АЛГЕБРАИЧЕСКИХ УРАВНЕНИЙ ДЛЯ ГИБРИДНЫХ СИСТЕМ 
 
Предлагается автоматический решатель для исследования и решения систем линейных алгебраических 
уравнений с приближенно заданными исходными данными на гибридных системах с функцией адаптивной 
настройки алгоритма, программы и архитектуры компьютера на свойства решаемой задачи. При этом поль-
зователи освобождаются от самостоятельного исследования свойств задачи с целью выбора необходимого 
алгоритма решения, анализа достоверности получаемых результатов, а также проблем, связанных с про-
граммированием на сложных гибридных системах. 
 
An automatic solver is proposed for the investigating and solving of linear algebraic systems with approximate-
ly given input data on hybrid computer systems able to adaptively adjust algorithm, program and computer’s archi-
tecture according to characteristics of the problem being solved. In so doing the users are exempted from investiga-
tion of characteristics of the problem being solved in order to select and appropriate solution algorithm, analyze the 




В настоящее время наблюдается определен-
ная тенденция в развитии вычислительных сис-
тем. С одной стороны, как и прежде, продолжа-
ется рост производительности компьютеров за 
счет увеличения числа процессорных ядер, а с 
другой стороны, становятся все болем популя-
рными гибридные системы, гетерогенные сис-
темы, высокая производительность которых 
обусловлена применением вычислительных ре-
сурсов принципиально новой архитектуры.  
Первое направление развития, требует от ал-
горитмов большой степени параллелизма на 
однотипных процессорных ядрах, который на 
программном уровне реализуется с помощью 
специальных систем параллельного програм-
мирования таких, например, как MPI.  
Второе направление требует от алгоритма 
более сложной многоуровневой параллельной 
модели, которая учитывает различные архитек-
туры используемых вычислительных ресурсов.  
Можно выделить следующие этапы работ, 
которые необходимо предусмотреть при разра-
ботке параллельных алгоритмов для гибридных 
систем: 
 декомпозиция задачи, т.е. разделение  
задачи на подзадачи, которые могут бать реали-
зованы в значительной степени не зависимо  
друг от друга; 
 выделение для сформированного набора 
подзадач информационные взаимосвязи, кото-
рые должны осуществляться в ходе решения 
задачи; 
 определение необходимых вычислите-
льных устройств центрального процесора  
(CPU) и графического ускорителя (GPU) для 
эффективной реализации подзадач и распреде-
ление подзадач и данных между ними.  
Программа, реализующая алгоритм решения 
задачи на гибридной системе с одним СPU и 
одним GPU, будет состоять из программных 
кодов для CPU, написанных, например, на Си 
или С++, и кодов для GPU, написанных, на-
пример, с использованием технологии CUDA.  
Известно, что многие программные прило-
жения из различных предметных областей нау-
ки и производства зависят от успешного реше-
ния систем линейных алгебраических уравне-
ний (СЛАУ), к которым сводятся решаемые за-
дачи. Несмотря на большое внимание к созда-
нию программного обеспечению по этой про-
блематике на различные типы компьютерных 
архитектур [1, 2], многие проблемы эффектив-
ного его использования остаются. 
Прежде всего, при использовании современ-
ного программного обеспечения для решения 
СЛАУ возникают проблемы решения задач с 
приближенно заданными исходными данными: 
 исследование корректности постановки 
математической задачи в компьютере; 
 определение обусловленности компью-
терной модели задачи;  
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 оценка погрешности получаемого ком-
пьютерного  решения. 
Другая проблема связана с использованием 
вычислительных ресурсов компьютеров парал-
лельной архитектуры, с согласованием распре-
деления ядер CPU и процессоров GPU, а также 
оптимизацией коммуникационных расходов 
между ядрами CPU и процессорами GPU. Кро-
ме того, пользователю необходимо осваивать 
новые языки программирования для написания 
программ на различные вычислительные ресур-
сы.  
Предлагается адаптивный решатель для исс-
ледования и решения СЛАУ на гибридных сис-
темах, реализующий автоматическое исследо-
вание и решение задачи с приближенно задан-
ными исходными данными, анализ получаемых 
решений, осуществляя при этом динамическое 
планирование вычислений на каждом шаге ал-
горитма на необходимых вычислительных ре-
сурсах. 
 
2. Реализация автоматического  
исследования и решения задачи  
с автоматическим планированием  
вичислений 
 
Основные концептуальные принципы авто-
матического адаптивного решателя для СЛАУ 
на гибридных системах: 
 возможность решения задач с прибли-
женно заданными исходными данными; 
 естественные для пользователя формы 
ввода исходных данных; 
 автоматизация процессов исследования 
математических свойств компьютерной модели 
задачи, выбора необходимого алгоритма и син-
теза программы решения; 
 решение задачи с оценкой достовернос-
ти получаемых компьютерных результатов; 
 получение не только решения задачи, но 
и протокола процесса решения задачи с анали-
зом выявленных ее свойств и достоверности 
полученных результатов; 
 реализация автоматического планирова-
ния вычислений на требуемых вычислительных 
устройствах CPU и GPU при выполнении конк-
ретного алгоритма для эффективного решения 
задачи. 
Автоматическое планирование вычислений 
предполагает двухуровневое планирование: 
1-й уровень − автоматическое исследование 
математических свойств компьютерной модели 
задачи и выбор соответствующего алгоритма 
решения с оценками достоверности (оценка на-
следственной погрешности в математическом 
решении и оценка вычислительной погрешнос-
ти) [3];  
2-й уровень − автоматическое планирование 
реализации конкретного алгоритма на предос-
тавленные вычислительные ресурсы гибридной 
системы с целью наименьших затрат компью-
терного времени и мощностей составляющих 
компонентов гибрида. 
В данном программном обеспечении реали-
зованы известные алгоритмы прямых методов 
Холецкого и Гаусса  для решения СЛАУ с 
плотными невырожденными матрицами, а так-
же метод сингулярного разложения  для на-
хождения нормального обобщенного решения 
систем с матрицами неполного ранга. Выбор 
необходимого алгоритма решения задачи и си-
нтез необходимой программы происходит в 
процессе исследования ее характерных свойств 
в компьютере (вид матрицы системы, положи-
тельная определенность матрицы, вырожден-
ность матрицы, плохая обусловленность и т. д.) 
с учетом приближенного характера исходных 
данных.  
Для реализации планирования вычислений 
второго уровня используется система StarPU 
[4], которая позволяет планировать выполнение 
задачи с использованием многоядерных CPU и 
процессоров GPU в различном сочетании, наи-
более эффективном для задачи.  
Параллелизм задачи осуществляется, испо-
льзуя последовательные коды программ, с ука-
занием частей  алгоритмов (подзадач), которые 
реализуются на различных вычислительных 
устройствах гибрида: только на ядре CPU, то-
лько на GPU, на обоих устройствах одновре-
менно (гибридное задание). StarPU динамичес-
ки планирует вычисления с учетом затрат вре-
мени выполнения каждой подзадачи на каждом 
доступном вычислительном устройстве. При 
этом автоматически выполняется асинхронное 
копирование необходимых данных как между 
CPU и GPU, так и между GPU. Исходные дан-
ные задачи один раз регистрируются в среде 
StarPU, и в дальнейшем система сама копирует 
необходимые данные между CPU и GPU, мак-
симально перекрывая время выполнения ком-
мутационных связей временем выполнения ма-
тематических операций.  
На рис. 1 представлен фрагмент схемы исс-
ледования и решения СЛАУ.  
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Здесь можно выделить следующие этапы ра-
бот: 
1. Пользователь задает (программно, из 
файла или из клавиатуры,  заполняя оконные 
формы) исходные данные СЛАУ: количество 
строк (N) и столбцов (M) матрицы, элементы 
матрицы (A) и их максимальная относительная 
погрешность (EA), элементы правых частей (B) 
и их максимальная относительная погрешность 
(EB), а также указывается вид матрицы – сим-
метричная или нет.  
2. Если матрица симметричная, то для исс-
ледования свойств матрицы и решения системы 
выбирается метод Холецкого (программа 
PPFA). При этом с помощью StarPU определя-
ются необходимые вычислительные устройст-
ва: ядра CPU и процессоры GPU, а также соот-
ветствующая программа для реализации алго-
ритма решения: только на ядрах CPU, на одном 
ядре CPU с использованием процессора GPU, 
на нескольких ядрах CPU с использованием не-
скольких процессоров GPU. 
3. Если матрица в компьютере оказалась 
положительно определенной, то решение 
СЛАУ продолжается (программа PPSL с подк-
лючением StarPU для автоматизации планиро-
вания вычислений 2-го уровня), иначе матрица 
исследуется на вырожденность методом Гаусса 
(программа GEFA с подключением StarPU).  
4. Если матрица системы в компьютере 
оказалась невырожденной, то решение СЛАУ 
продолжается (программа GESL с подключени-
ем StarPU), иначе вычисляется нормальное 
обобщенное решение методом наименьших 
квадратов (программа SVD с подключением 
StarPU).  
5. По окончанию вычислительного процес-
са выдается протокол решения задачи с указа-
нием методов, которыми исследовалась задача, 
задействованных вычислительных ресурсов, 
выявленных свойств, оценок достоверности. 
Решение СЛАУ пользователь может сохранить 
по желанию на различных носителях информа-
ции. 
Рассмотрим, как реализуется планирование 
вычислений второго уровня с помощью StarPU 
на примере алгоритма факторизации nn сим-
метричной положительно определенной матри-
цы системы методом Холецкого: A=LL
T
. 
За основу вычислительной схемы берем схе-
му реализации блочного алгоритма Холецкого 
на основе последовательных кодов четырех 
операций из пакетов программ LAPACK [5] и 
BLAS [6]: 
xPOTRF  факторизация ведущего диагона-
льного блока матрицы; 
xSYRK  модификация диагональных (ниж-
них треугольных) блоков матрицы; 
xGEMM  преобразование блоков матрицы, 
которые находятся под диагональю справа от 
ведущего блока; 
xTRSM  преобразование блоков матрицы, 
которые находятся в одном столбике с ведущим 
блоком (решение СЛАУ с треугольной матри-
цей). 
Здесь вместо x указывается разрядность вы-





матрицы методом Холецкого имеет вид: 
 
for (k = 0; k  < Nt; k++) 
A[k][k]  DPOTRF(A[k][k]) 
for (m = k+1; m  < Nt; m++) 
A[m][k]  DTRSM(A[k][k],A[m][k]) 
for (n = k+1; n  < Nt; n++) 
A[n][n]  DSYRK(A[n][k],A[n][n]) 
for (m = n+1; m  < Nt; m++) 
A[m][n]  DGEMM(A[m][k],A[n][k], 
A[m][n]) 
Как мы видим из псевдокода, операция во 
второй строке может быть выполнена раньше, 
чем был полностью выполнен предыдущий шаг 
в цикле. Для начала ее выполнения достаточно, 
чтобы на предыдущем шаге было определено 
A[k][k]. Аналогичные рассуждения можно при-
вести и для остальных операций. Таким обра-
зом, чтобы приступить к выполнению операций 
на шаге k-цикла,  не обязательно, чтобы шаг k-1 
был завершен. Достаточно, чтобы были полу-
чены необходимые для каждой конкретной 
операции блоки матрицы. StarPU дает возмож-
ность заранее объявить все операции, которые 
будут нужны для выполнения алгоритма, а та-
кже определить между ними зависимости, ко-
торые дают возможность контролировать поря-
док выполнения операций. И затем все опера-
ции будут выполняться в том порядке и на том 
количестве процессоров, которые обеспечат 
самую высокую эффективность реализации ал-
горитма. 




Рис. 1. Схема автоматического исследования и решения СЛАУ 
Пользователь 
Решатель СЛАУ на 
гибридной системе  
Исходные данные 
системы: 







































Протокол исследования и реше-
ния задачи,  
вектор решения с оценками дос-
товерности 
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В итоге, алгоритм состоит из выполнения 
следующих процедур: 
 разделение задачи на подзадачи; 
 параллельные подзадачи (xTRSM, 
xDSYRK, xDGEMM ) “планируются“ для эф-
фективного выполнения на GPU с учетом асин-
хронности, величины блока; 
 последовательная подзадача xPOTRF – 
разложение диагонального блока выполняется 
на CPU; 
 малые задания на CPU частично покры-
ваются большими заданиями GPU (умножение 
матриц). 
Таким образом, алгоритм Холецкого пред-
ставляется в виде направленного ациклического 
графа (рис. 2), в котором  вершины представ-
ляют собой операции, которые нужно выпол-
нить, а направленные ребра  зависимости ме-
жду ними. Для каждой последующей подзадачи 
необходимые данные будут готовы тогда и то-
лько тогда, когда будут выполнены все преды-
дущие подзадачи, от которых она зависит. Та-
ким образом, для решения СЛАУ методом Хо-
лецкого нужно выполнить эти операции в опре-
деленной последовательности. 
StarPU предоставляет набор планировщиков, 
с помощью которых можно добиться максима-
льно быстрой реализации алгоритма в зависи-
мости от архитектуры гибридной системы. Для 
алгоритма Холецкого самым эффективным яв-
ляется Heft-планировщик, основанный на 
Heterogeneous Earliest Finish Time (HEFT) [7]. 
Для каждого доступного вычислительного уст-
ройства этот планировщик подсчитывает вели-
чину Avail(Pi), определяющую в какое время 
каждое из вычислительных устройств может 
быть доступным, т. е. все подзадачи, которые 
на нем выполнялись, завершатся. Причем, но-
вая подзадача T будет выполняться на том вы-
числительном устройстве, которое минимизи-
рует время её завершения.  
В зависимости от ожидаемого времени вы-
полнения 
iP







TEstPAvail  . 
Разработчику алгоритма требуется задать фун-
кции, которые возвращают ожидаемое время 
выполнения задачи 
iP
TEst )( . Для рассматривае-
мых операций оценка времени выполнения мо-
жет быть легко получена, так как на каждом 
шаге алгоритма время выполнения операции 
зависит только от порядка матриц. StarPU пре-
доставляет структуру starpu perfmodel t, полями 
которой являются указатели на функции, вычи-
сляющие время выполнения подзадач. Таким 
образом, имеется возможность заранее задавать 
модель, которая описывает время выполнения 
задач. Также StarPU позволяет задавать модель, 
которая базируется на истории запуска задач на 
предыдущих шагах. Например, в случае с алго-
ритмом Холецкого, время выполнения факто-
ризации диагонального блока можно брать та-
ким, каким оно было получено на самом пер-
вом шаге.  
Таким образом, автоматическое исследова-
ние свойств задачи и построение соответству-
ющей вычислительной схемы, а также синтез 
программы решения задачи при автоматичес-
ком планировании вычислений каждой подза-
дачи на требуемые устройства гибридной сис-
темы позволяют при минимальных затратах 
вычислительных ресурсов и компьютерного 





Многие научно-технические задачи сводятся 
к решению систем линейных алгебраических 
уравнений большой размерности. Для эффекти-
вного решения таких больших задач требуется 
эффективное использование ресурсов  однов-
ременно и CPU, и GPU. В условиях прибли-
женных исходных данных свойства компьюте-
рных моделей априори не известны. Поэтому 
необходимы новые подходы в создании про-
граммного обеспечения на гибридные системы, 
которые бы обеспечивали пользователей досто-
верным компьютерным решением при эффек-
тивном использовании вычислительных ресур-
сов сложных гибридных систем. 
Эту цель реализует автоматический реша-
тель СЛАУ с функцией адаптивной настройки 
алгоритма, программы и архитектуры гибрид-
ной системы на свойства решаемой задачи  для 
ее эффективного решения с оценкой достовер-
ности компьютерных результатов. 
Автоматический адаптивный решатель систем линейных алгебраических уравнений для… 
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