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Abstract
This paper deals with the exponential stability of hybrid stochastic delay interval systems (also
known as stochastic delay interval systems with Markovian switching). The known results in this
area (see, e.g., [X., Mao, Exponential stability of stochastic delay interval systems with Markovian
switching, IEEE Trans. Automat. Control 47 (10) (2002) 1604–1612]) require the time delay to be a
constant or a differentiable function and the main reason for such a restriction is due to the analysis
of mathematics. The main aim of this paper is to remove this restriction to allow the time delay to
be a bounded variable only. The Razumikhin method is developed to cope with the difficulty arisen
from the nondifferentiability of the time delay.
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The hybrid systems driven by continuous-time Markov chains have been used to model
many practical systems where they may experience abrupt changes in their structure and
parameters. The hybrid systems combine a part of the state that takes values continuously
and another part of the state that takes discrete values. An important class of hybrid systems
is the jump linear systems,
x˙(t) = A(r(t))x(t), (1.1)
where a part of the state x(t) takes values in Rn while another part of the state r(t) is
a Markov chain taking values in S = {1,2, . . . ,N}. One of the important issues in the
study of hybrid systems is the automatic control, with consequent emphasis being placed
on the analysis of stability. Ji and Chizeck [5] and Mariton [16] studied the stability of
such jump linear systems. Basak et al. [1] discussed the stability of a semi-linear stochastic
differential equation with Markovian switching while Mao [12] investigated the stability
of a nonlinear stochastic differential equation with Markovian switching. Shaikhet [17]
took the time delay into account and considered the stability of a semi-linear stochastic
differential delay equation with Markovian switching, while Mao et al. [15] investigated
the stability of a nonlinear stochastic differential delay equation with Markovian switching.
On the other hand, parameters uncertainties are very often the cause of instability and
that is why in the past ten years a lot of research has been dedicated to the robustness of
stable deterministic interval systems of the form
x˙(t) = (A+∆A)x(t). (1.2)
In fact, this type of systems has been examined in several papers, for instance, Han and Lee
[3] and Wang, Michel and Liu [20,21]. Similar systems which incorporate time delays have
also been studied, for example, by Sun, Lee and Hsieh [19]. The stability of stochastic in-
terval systems was discussed by Šiljak [18]. More recently, Liao and Mao [8] investigated
the stability of stochastic interval systems with time delays using the Razumikhin tech-
nique.
The abrupt changes of structure and parameters in the hybrid systems are usually caused
by phenomena such as component failures or repairs, changing subsystem interconnec-
tions, and abrupt environmental disturbances. When we model such systems it is therefore
necessary to take parameter uncertainty and environmental noise as well as time delay into
account. Accordingly, Mao [14] proposed the hybrid stochastic delay interval system
dx(t) = ([A(r(t))+∆A(r(t))]x(t)+ [B(r(t))+∆B(r(t))]x(t − δ(t)))dt
+ ([C(r(t))+∆C(r(t))]x(t)
+ [D(r(t))+∆D(r(t))]x(t − δ(t)))dw(t). (1.3)
Such systems take all the features of interval systems, Itô equations, hybrid systems as well
as time-lag into account so they are very advanced.
However, the mathematical techniques used in Mao [14] force him to require the time
delay function δ(t) to be differentiable with the derivative being bounded by a constant
less than one, namely
δ˙(t) δ0 < 1, ∀t  0.
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this restriction. Instead, we shall only require the time delay δ(t) to be a bounded function
of t . On the other hand, the difficulties arisen from the nondifferentiability of δ(t) require
new techniques to be developed. In this paper we will mainly develop the Razumikhin
method to cope with the situation.
It should be pointed out that the theory developed in this paper can be generalized to the
more general hybrid stochastic delay interval systems driven by multi Brownian motions
of the form
dx(t) = ([A(r(t))+∆A(r(t))]x(t)+ [B(r(t))+∆B(r(t))]x(t − δ(t)))dt
+
m∑
k=1
([
Ck
(
r(t)
)+∆Ck(r(t))]x(t)
+ [Dk(r(t))+∆Dk(r(t))]x(t − δ(t)))dwk(t). (1.4)
The reason why we concentrate on Eq. (1.3) rather than (1.4) is to avoid the notations
becoming too complicated. Once understanding the theory developed in this paper, the
reader should be able to cope with Eq. (1.4) without any difficulty.
2. Razumikhin-type theorem
Throughout this paper, unless otherwise specified, we let (Ω,F , {Ft }t0,P ) be a
complete probability space with a filtration {Ft }t0 satisfying the usual conditions
(i.e., it is increasing, right continuous and F0 contains all P -null sets). Let w(t) =
(w1(t), . . . ,wm(t))T be an m-dimensional Brownian motion defined on the probability
space. Let τ > 0 and C([−τ,0];Rn) denote the family of continuous functions ϕ from
[−τ,0] to Rn with the norm ‖ϕ‖ = supτθ0 |ϕ(θ)|, where | · | is the Euclidean norm in
Rn. If A is a vector or matrix, its transpose is denoted by AT . If A is a matrix, its op-
erator norm is denoted by ‖A‖ = sup{|Ax|: |x| = 1} (without any confusion with ‖ϕ‖).
Denote by CbF0([−τ,0];Rn) the family of all bounded, F0-measurable, C([−τ,0];Rn)-
valued random variables. For p > 0 and t  0, denote by LpFt ([−τ,0];Rn) the family of
all Ft -measurable C([−τ,0];Rn)-valued random variables φ = {φ(θ): −τ  θ  0} such
that sup−τθ0 E|φ(θ)|p < ∞.
Let r(t), t  0, be a right-continuous Markov chain on the probability space taking
values in a finite state space S = {1,2, . . . ,N} with generator Γ = (γij )N×N given by
P
{
r(t +∆) = j : r(t) = i}= {γij∆+ o(∆) if i = j,1 + γii∆+ o(∆) if i = j,
where ∆> 0. Here γij  0 is the transition rate from i to j if i = j while
γii = −
∑
j =i
γij .
We assume that the Markov chain r(·) is independent of the Brownian motion w(·). It is
known that almost all sample paths of r(t) are constant except for a finite number of simple
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of r(t) are right continuous.
Consider an n-dimensional hybrid stochastic functional differential equation
dx(t) = f (xt , t, r(t))dt + g(xt , t, r(t))dw(t) (2.1)
on t  0 with initial data x0 = ξ ∈ CbF0([−τ,0];Rn), where xt = {x(t + θ): −τ  θ  0}
which is regarded as a C([−τ,0];Rn)-valued stochastic process. Moreover,
f : C([−τ,0];Rn)×R+ × S → Rn, g : C([−τ,0];Rn)×R+ × S → Rn×m.
Assume that f and g satisfy the local Lipschitz condition and the linear growth condition
and hence Eq. (2.1) has a unique solution, denoted by x(t; ξ), on t  −τ (see, e.g., Mao
[13]). We also assume that f (0, t, i) ≡ 0 and g(0, t, i) ≡ 0 so Eq. (2.1) admits a trivial
solution x(t;0) ≡ 0.
Let C2,1(Rn × [−τ,∞) × S;R+) denote the family of all nonnegative functions
V (x, t, i) on Rn × [−τ,∞) × S which are continuously twice differentiable in x and
once differentiable in t . If V ∈ C2,1(Rn × [−τ,∞)× S;R+), define an operator LV from
C([−τ,0];Rn)×R+ × S to R by
LV (ϕ, t, i) = Vt
(
ϕ(0), t, i
)+ Vx(ϕ(0), t, i)f (ϕ, t, i)
+ 1
2
trace
[
gT (ϕ, t, i)Vxx
(
ϕ(0), t, i
)
g(ϕ, t, i)
]
+
N∑
j=1
γijV
(
ϕ(0), t, j
)
, (2.2)
where
Vt(x, t, i) = ∂V (x, t, i)
∂t
, Vx(x, t, i) =
(
∂V (x, t, i)
∂x1
, . . . ,
∂V (x, t, i)
∂xn
)
,
Vxx(x, t, i) =
(
∂2V (x, t, i)
∂xi∂xj
)
n×n
.
Please note that the domain of the operator LV is different from that of the function V .
Let us now cite the Razumikhin-type theorem established by Mao [13], which will play
a key role in this paper.
Theorem 2.1. Let λ,p,α1, α2 be all positive numbers and q > 1. Assume that there exists
a function V ∈ C2,1(Rn × [−τ,∞)× S;R+) such that
α1|x|p  V (x, t, i) α2|x|p for all (x, t, i) ∈ Rn × [−τ,∞)× S, (2.3)
and also for all t  0,
E
[
max
1iN
LV (φ, t, i)
]
−λE
[
max
1iN
V
(
φ(0), t, i
)] (2.4)
provided φ = {φ(θ): −τ  θ  0} ∈ LpFt ([−τ,0];Rn) satisfying
E
[
min V
(
φ(θ), t + θ, i)]< qE[ max V (φ(0), t, i)] (2.5)1iN 1iN
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property that
lim sup
t→∞
1
t
log
(
E
∣∣x(t; ξ)∣∣p)−γ, (2.6)
where γ = min{λ, log(q)/τ }. In other words, the trivial solution of Eq. (2.1) is pth moment
exponentially stable and the pth moment Lyapunov exponent is not greater than −γ .
For the general theory on stochastically exponential stability we refer the reader to the
book [4,6,7,9–11].
3. Delay independent criteria
For a pair of matrices Am = [amij ]n×n and AM = [aMij ]n×n satisfying amij  aMij ∀1 
i, j  n, the interval matrix [Am,AM ] is defined by [Am,AM ] = {A = [aij ]: amij  aij 
aMij , 1 i, j  n}. For A, A¯ ∈ Rn×n, where A¯ is a nonnegative matrix, we use the notation
[A± A¯] to denote the interval matrix [A− A¯,A+ A¯]. In fact, any interval matrix [Am,AM ]
has a unique representation of the form [A ± A¯], where A = (1/2)(Am + AM) and A¯ =
(1/2)(AM −Am).
From this section on, we let w(t) be a scalar Brownian motion and let δ : R+ → [0, τ ]
be a Borel measurable function. Given, for each i ∈ S, the interval matrices
[Ai ± A¯i], [Bi ± B¯i], [Ci ± C¯i], [Di ± D¯i],
let us consider the n-dimensional hybrid stochastic delay interval system
dx(t) = [(Ar(t) +∆Ar(t))x(t)+ (Br(t) +∆Br(t))x(t − δ(t))]dt
+ [(Cr(t) +∆Cr(t))x(t)+ (Dr(t) +∆Dr(t))x(t − δ(t))]dw(t), (3.1)
where
∆Ai ∈ [−A¯i , A¯i], ∆Bi ∈ [−B¯i , B¯i], ∆Ci ∈ [−C¯i , C¯i], ∆Di ∈ [−D¯i, D¯i].
Note that if we define f,g : C([−τ,0];Rn)×R+ × S → Rn by
f (ϕ, t, i) = (Ai +∆Ai)ϕ(0)+ (Bi +∆Bi)ϕ
(−δ(t)) and
g(ϕ, t, i) = (Ci +∆Ci)ϕ(0)+ (Di +∆Di)ϕ
(−δ(t)),
then Eq. (2.1) (with m = 1) reduces to Eq. (3.1). It is obvious that f and g defined above
satisfy the Lipschitz condition and the linear growth condition. Hence, given any initial
data x0 = ξ ∈ CbF0([−τ,0];Rn), Eq. (3.1) has a unique continuous solution, denoted again
by x(t; ξ), on t −τ .
The following lemma is elementary but will be used in this paper.
Lemma 3.1. If A = [aij ]u×v and B = [bij ]u×v are two matrices with property that
|aij | bij for all 1 i  u, 1 j  v,
then ‖A‖ ‖B‖. In particular, we have ‖∆Ai‖ ‖A¯i‖ etc.
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The following criterion is delay independent since the only condition (3.2) impose below is
independent of the time delay, although the upper bound for the second Lyapunov exponent
depends on the delay (see (3.3) below).
Theorem 3.2. Assume that there exist symmetric positive-definite (n × n)-matrices Qi ,
1 i N , such that
max
1iN
[
λmax
(
QiAi +ATi Qi +
N∑
j=1
γijQj
)
+ ‖Qi‖
(
2ai + c2i + (bi + cidi)
√
α2
α1
)]
+ max
1iN
[
‖Qi‖
(
d2i α2
α1
+ (bi + cidi)
√
α2
α1
)]
< 0, (3.2)
where
α1 = min
1iN
λmin(Qi), α2 = max
1iN
λmax(Qi),
ai = ‖A¯i‖, bi = ‖Bi‖ + ‖B¯i‖, ci = ‖Ci‖ + ‖C¯i‖, di = ‖Di‖ + ‖D¯i‖.
Then for all ξ ∈ CbF0([−τ,0];Rn), the solution of Eq. (3.1) has the property that
lim sup
t→∞
1
t
log
(
E
∣∣x(t; ξ)∣∣2)− log(q)
τ
, (3.3)
where q > 1 is the unique root to the following equation:
max
1iN
[
λmax
(
QiAi +ATi Qi +
N∑
j=1
γijQj
)
+ ‖Qi‖
(
2ai + c2i + (bi + cidi)
√
qα2
α1
)]
+ max
1iN
[
‖Qi‖
(
d2i qα2
α1
+ (bi + cidi)
√
qα2
α1
)]
= −α2 log(q)
τ
. (3.4)
In other words, the trivial solution of Eq. (3.1) is exponentially stable in mean square under
condition (3.2).
Proof. The proof is an application of Theorem 2.1 with p = 2. For this purpose, we define
V ∈ C2,1(Rn × [−τ,∞)× S;R+) by
V (x, t, i) = xTQix.
Since V defined is independent of t , we shall write V (x, t, i) = V (x, i). Accordingly, the
operator LV : C([−τ,0];Rn)×R+ × S → R associated with Eq. (3.1) becomes
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[
(Ai +∆Ai)ϕ(0)+ (Bi +∆Bi)ϕ
(−δ(t))]
+ [(Ci +∆Ci)ϕ(0)+ (Di +∆Di)ϕ(−δ(t))]T
×Qi
[
(Ci +∆Ci)ϕ(0)+ (Di +∆Di)ϕ
(−δ(t))]
+
N∑
j=1
γijϕ
T (0)Qjϕ(0). (3.5)
Clearly
α1|x|2  V (x, i) α2|x|2,
that is, (2.3) is satisfied with p = 2. If we can show that
E
[
max
1iN
LV (φ, t, i)
]
− log(q)
τ
E
[
max
1iN
V
(
φ(0), i
)] (3.6)
for all t  0 and those φ = {φ(θ): −τ  θ  0} ∈ L2Ft ([−τ,0];Rn) satisfying
E
[
min
1iN
V
(
φ(θ), i
)]
< qE
[
max
1iN
V
(
φ(0), i
)]
, ∀θ ∈ [−τ,0], (3.7)
then the required assertion (3.3) follows from Theorem 2.1. To show (3.6) under (3.7), we
compute by Lemma 3.1 that for (ϕ, t, i) ∈ C([−τ,0];Rn)×R+ × S,
2ϕT (0)Qi
[
(Ai +∆Ai)ϕ(0)+ (Bi +∆Bi)ϕ
(−δ(t))]
 ϕT (0)
(
QiAi +ATi Qi
)
ϕ(0)+ 2‖Qi‖‖∆Ai‖
∣∣ϕ(0)∣∣2
+ 2∣∣ϕT (0)∣∣‖Qi‖(‖Bi‖ + ‖∆Bi‖)∣∣ϕ(−δ(t))∣∣
 ϕT (0)
(
QiAi +ATi Qi
)
ϕ(0)+ ‖Qi‖
(
2ai + bi
√
qα2
α1
)∣∣ϕ(0)∣∣2
+ ‖Qi‖bi
√
α1
qα2
∣∣ϕ(−δ(t))∣∣2, (3.8)
and [
(Ci +∆Ci)ϕ(0)+ (Di +∆Di)ϕ
(−δ(t))]T
×Qi
[
(Ci +∆Ci)ϕ(0)+ (Di +∆Di)ϕ
(−δ(t))]
 ‖Qi‖
(
ci
∣∣ϕ(0)∣∣+ di∣∣ϕ(−δ(t))∣∣)2
 ‖Qi‖
[(
c2i + cidi
√
qα2
α1
)∣∣ϕ(0)∣∣2 +(d2i + cidi
√
α1
qα2
)∣∣ϕ(−δ(t))∣∣2]. (3.9)
Substituting (3.8) and (3.9) into (3.5) yields
LV (ϕ, t, i) ϕT (0)
(
QiAi +ATi Qi +
N∑
j=1
γijQj
)
ϕ(0)
+ ‖Qi‖
(
2ai + c2i + (bi + cidi)
√
qα2
)∣∣ϕ(0)∣∣2α1
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(
d2i + (bi + cidi)
√
α1
qα2
)∣∣ϕ(−δ(t))∣∣2
 λ1
∣∣ϕ(0)∣∣2 + λ2∣∣ϕ(−δ(t))∣∣2, (3.10)
where
λ1 = max
1iN
[
λmax
(
QiAi +ATi Qi +
N∑
j=1
γijQj
)
+ ‖Qi‖
(
2ai + c2i + (bi + cidi)
√
qα2
α1
)]
and
λ2 = max
1iN
[
‖Qi‖
(
d2i + (bi + cidi)
√
α1
qα2
)]
.
Now, for any t  0 and any φ = {φ(θ): −τ  θ  0} ∈ L2Ft ([−τ,0];Rn) satisfying (3.7),
we have
E
∣∣φ(θ)∣∣2 < qα2
α1
E
∣∣φ(0)∣∣2, ∀θ ∈ [−τ,0].
Making use of this inequality and (3.10), we have
E
[
max
1iN
LV (φ, t, i)
]
 λ1E
∣∣φ(0)∣∣2 + λ2E∣∣φ(−δ(t))∣∣2

(
λ1 + λ2qα2
α1
)
E
∣∣φ(0)∣∣2. (3.11)
By (3.4) we note that λ1 + λ2qα2α1 < 0 so
E
[
max
1iN
LV (φ, t, i)
]
 1
α2
(
λ1 + λ2qα2
α1
)
E
[
max
1iN
V
(
φ(0), i
)]
. (3.12)
But by (3.4),
1
α2
(
λ1 + λ2qα2
α1
)
= − log(q)
τ
.
Hence
E
[
max
1iN
LV (φ, t, i)
]
− log(q)
τ
E
[
max
1iN
V
(
φ(0), i
)]
,
which is the desired inequality (3.6). The proof is therefore complete. 
Let us now apply Theorem 3.2 to establish a very useful criterion in terms of an M-
matrix which can be verified much more easily. For the convenience of the reader, let us
cite some useful results on M-matrices. For more detailed information please see Berman
and Plemmons [2]. We will need a few more notations. If B is a vector or matrix, by B 	 0
we mean all elements of B are positive. If B1 and B2 are vectors or matrices with same
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the traditional notation by letting
ZN×N = {A = [aij ]N×N : aij  0, i = j}.
Definition 3.3. A square matrix A = [aij ]N×N is called a nonsingular M-matrix if A can
be expressed in the form A = sI − B with s > ρ(B) while all the elements of B are
nonnegative, where I is the identity matrix and ρ(B) the spectral radius of B .
It is easy to see that a nonsingular M-matrix A has nonpositive off-diagonal and positive
diagonal entries, that is
aii > 0 while aij  0, i = j.
In particular, A ∈ ZN×N . There are many conditions which are equivalent to the statement
that A is a nonsingular M-matrix and we now cite some of them for the use of this paper.
Lemma 3.4. If A ∈ ZN×N , then the following statements are equivalent:
(1) A is a nonsingular M-matrix.
(2) A is semipositive; that is, there exists x 	 0 in RN such that Ax 	 0.
(3) A−1 exists and its elements are all nonnegative.
(4) All the leading principal minors of A are positive; that is∣∣∣∣∣∣
a11 · · · a1k
...
...
ak1 · · · akk
∣∣∣∣∣∣> 0 for every k = 1,2, . . . ,N.
Let us now establish a new criterion, in terms of an M-matrix, on the exponential sta-
bility for Eq. (3.1).
Theorem 3.5. Let ai, bi, ci and di be the same as defined in Theorem 3.2. Define the
diagonal matrix
K = diag(−λmax(A1 +AT1 )− 2a1 − c21, . . . ,−λmax(AN +ATN )− 2aN − c2N ).
If K − Γ is a nonsingular matrix, then

q = (q1, . . . , qN)T := (K − Γ )−1
1 	 0, (3.13)
where 
1 = (1, . . . ,1)T . If, moreover, bi and di are sufficiently small such that
max
1iN
[
qi(bi + cidi)
√
α2
α1
]
+ max
1iN
[
qi
(
d2i α2
α1
+ (bi + cidi)
√
α2
α1
)]
< 1, (3.14)
where α1 = min1iN qi and α2 = max1iN qi , then Eq. (3.1) is exponentially stable in
mean square. More precisely, for every ξ ∈ CbF0([−τ,0];Rn), the solution of Eq. (3.1) has
the property that
lim sup
1
log
(
E
∣∣x(t; ξ)∣∣2)− log(q) , (3.15)t→∞ t τ
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max
1iN
[
qi(bi + cidi)
√
qα2
α1
]
+ max
1iN
[
qi
(
d2i qα2
α1
+ (bi + cidi)
√
qα2
α1
)]
= 1 − α2 log(q)
τ
. (3.16)
Proof. By Lemma 3.4 we observe that all the elements of (K − Γ )−1 are nonnegative.
Since (K − Γ )−1 is invertible, each of its rows must have at least one nonzero, and hence
positive element. We must therefore have (3.13), namely all qi ’s are positive. Note
(−K + Γ )
q = −
1,
that is,
λmax
(
Ai +ATi
)
qi +
N∑
j=1
γij qj +
(
2ai + c2i
)
qi = −1, 1 i N. (3.17)
To apply Theorem 3.2, we let Qi = qiI for i ∈ S, where I is the (n × n)-identity matrix.
Hence, α1 and α2 defined in this theorem coincide with those defined in Theorem 3.2.
Then, by (3.17) and (3.14), we compute
max
1iN
[
λmax
(
QiAi +ATi Qi +
N∑
j=1
γijQj
)
+ ‖Qi‖
(
2ai + c2i + (bi + cidi)
√
α2
α1
)]
+ max
1iN
[
‖Qi‖
(
d2i α2
α1
+ (bi + cidi)
√
α2
α1
)]
= max
1iN
[
λmax
(
Ai +ATi
)
qi +
N∑
j=1
γij qj + qi
(
2ai + c2i + (bi + cidi)
√
α2
α1
)]
+ max
1iN
[
qi
(
d2i α2
α1
+ (bi + cidi)
√
α2
α1
)]
= max
1iN
[
λmax
(
Ai +ATi
)
qi +
N∑
j=1
γij qj +
(
2ai + c2i
)
qi + qi(bi + cidi)
√
α2
α1
]
+ max
1iN
[
qi
(
d2i α2
α1
+ (bi + cidi)
√
α2
α1
)]
= −1 + max
1iN
[
qi(bi + cidi)
√
α2
α1
]
+ max
1iN
[
qi
(
d2i α2
α1
+ (bi + cidi)
√
α2
α1
)]
< 0.
That is, condition (3.2) of Theorem 3.2 is fulfilled. The required assertion (3.15) follows
therefore from Theorem 3.2. 
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1  i  N , then condition (3.14) is fulfilled automatically while Eq. (3.1) reduces to a
hybrid stochastic interval system (without delay)
dx(t) = (Ar(t) +∆Ar(t))x(t) dt + (Cr(t) +∆Cr(t))x(t) dw(t). (3.18)
Accordingly, Theorem 3.5 yields the following useful corollary.
Corollary 3.6. Let K be the same as defined in Theorem 3.5. If K − Γ is a nonsingular
M-matrix, then the nondelay interval system (3.18) is exponentially stable in mean square.
Theorem 3.5 can therefore be interpreted as that if the nondelay interval system (3.18)
is exponentially stable in mean square (in the sense that K −Γ is a nonsingular M-matrix)
and the matrices Bi, B¯i etc. of the delay terms are sufficiently small (in the sense that (3.14)
holds), then the delay system (3.1) will remain to be exponentially stable in mean square.
It is also interesting to compare Theorem 3.2 with Theorem 3.5. Theorem 3.2 depends
on the choices of matrices Qi while Theorem 3.5 only requires to verify the specified ma-
trix K − Γ to be an M-matrix. Theorem 3.2 is more general while Theorem 3.5 is much
simpler. The advantage of Theorem 3.2 is that it gives more flexibility in applications but
the drawback is that one needs to construct a number of matrices required, while Theo-
rem 3.5 is user friendly but it covers less situation as Theorem 3.2 does.
4. Delay dependent criteria
The stability criteria established in the previous section are independent of the time
delay δ(t) as long as it is a bounded function of t . It does not matter if the bound of δ(t) is
large or small. Such criteria, as explained above, require in general that the corresponding
nondelay hybrid stochastic interval system (3.18) be stable while the delay part is treated
as a stochastic perturbation to the stable system. In other words, the delay part is regarded
as a destabilizing effect. However, it is known that the delay part could have a stabilizing
effect as well. In this section we will make use of the stabilizing effect of the delay part to
establish delay dependent criteria.
Write Eq. (3.1) as
dx(t) = [(Ar(t) +Br(t) +∆Ar(t))x(t)−Br(t)[x(t)− x(t − δ(t))]
+∆Br(t)x
(
t − δ(t))]dt
+ [(Cr(t) +∆Cr(t))x(t)+ (Dr(t) +∆Dr(t))x(t − δ(t))]dw(t) (4.1)
on t  τ with
x(t)− x(t − δ(t))
=
t∫ [
(Ar(s) +∆Ar(s))x(s)+ (Br(s) +∆Br(s))x
(
s − δ(s))]dst−δ(t)
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t∫
t−δ(t)
[
(Cr(s) +∆Cr(s))x(s)+ (Dr(s) +∆Dr(s))x
(
s − δ(s))]dw(s). (4.2)
Define C([−2τ,0];Rn) and L2Ft ([−2τ,0];Rn) similarly as before. Denote by L2(Ω;Rn)
the family of all Rn-valued random variables X such that E|X|2 < ∞. For each t  τ ,
define an operator F(t, ·) : L2Ft ([−2τ,0];Rn) → L2(Ω;Rn) by
F(t,φ) =
t∫
t−δ(t)
[
(Ar(s) +∆Ar(s))φ(s − t)+ (Br(s) +∆Br(s))φ
(
s − δ(s)− t)]ds
+
t∫
t−δ(t)
[
(Cr(s) +∆Cr(s))φ(s − t)
+ (Dr(s) +∆Dr(s))φ
(
s − δ(s)− t)]dw(s). (4.3)
Moreover, let xˆ(t) = {x(t + θ): −2τ  θ  0} on t  τ which is regarded as a
C([−2τ,0];Rn)-valued stochastic process. With these new notations, we note that
x(t)− x(t − δ(t))= F (t, xˆ(t))
whence, via (4.1), Eq. (3.1) can be regarded as the equation
dx(t) = [(Ar(t) +Br(t) +∆Ar(t))x(t)−Br(t)F (t, xˆ(t))+∆Br(t)x(t − δ(t))]dt
+ [(Cr(t) +∆Cr(t))x(t)+ (Dr(t) +∆Dr(t))x(t − δ(t))]dw(t) (4.4)
on t  τ with initial data x(t) = ξ(t) for t ∈ [−τ,0] and x(t) = x(t; ξ) for t ∈ [0, τ ]. It
should be pointed out that Eq. (4.4) has time lag 2τ instead of τ . Let us prepare another
lemma.
Lemma 4.1. The operator F defined by (4.3) has the property that
E
∣∣F(t,φ)∣∣2 Kτ sup
−2τθ0
E
∣∣φ(θ)∣∣2
for all t  τ and φ ∈ L2Ft ([−2τ,0];Rn), where Kτ = 4τ 2(a¯ + b¯)+ 4τ(c¯ + d¯) and
a¯ = max
1iN
(‖Ai‖ + ‖A¯i‖)2, b¯ = max
1iN
(‖Bi‖ + ‖B¯i‖)2,
c¯ = max
1iN
(‖Ci‖ + ‖C¯i‖)2, d¯ = max
1iN
(‖Di‖ + ‖D¯i‖)2.
Proof. Compute from (4.3) that
E
∣∣F(t,φ)∣∣2
 2E
∣∣∣∣∣
t∫ [
(Ar(s) +∆Ar(s))φ(s − t)+ (Br(s) +∆Br(s))φ
(
s − δ(s)− t)]ds
∣∣∣∣∣
2t−δ(t)
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∣∣∣∣∣
t∫
t−δ(t)
[
(Cr(s) +∆Cr(s))φ(s − t)
+ (Dr(s) +∆Dr(s))φ
(
s − δ(s)− t)]dw(s)
∣∣∣∣∣
2
 2τE
t∫
t−δ(t)
∣∣(Ar(s) +∆Ar(s))φ(s − t)+ (Br(s) +∆Br(s))φ(s − δ(s)− t)∣∣2 ds
+ 2
t∫
t−δ(t)
∣∣(Cr(s) +∆Cr(s))φ(s − t)+ (Dr(s) +∆Dr(s))φ(s − δ(s)− t)∣∣2 ds
 4τE
t∫
t−τ
[
a¯
∣∣φ(s − t)∣∣2 + b¯∣∣φ(s − δ(s)− t)∣∣2]ds
+ 4
t∫
t−τ
[
c¯
∣∣φ(s − t)∣∣2 + d¯∣∣φ(s − δ(s)− t)∣∣2]ds
Kτ sup
−2τθ0
E
∣∣φ(θ)∣∣2
as required. 
Theorem 4.2. Assume that there exist symmetric positive-definite (n × n)-matrices Qi ,
1 i N , such that
max
1iN
[
λmax
(
Qi(Ai +Bi)+ (Ai +Bi)T Qi +
N∑
j=1
γijQj
)
+ ‖Qi‖
(
2ai + c2i +
[
cidi + ‖B¯i‖ + ‖Bi‖
√
Kτ
]√α2
α1
)]
+ max
1iN
[
‖Qi‖
(
d2i α2
α1
+ (‖B¯i‖ + cidi)
√
α2
α1
)]
+ max
1iN
[
‖Qi‖‖Bi‖
√
α2Kτ
α1
]
< 0, (4.5)
where α1, α2, ai, ci , di and Kτ are the same as defined in Theorem 3.2 and Lemma 4.1,
respectively. Then for all ξ ∈ CbF0([−τ,0];Rn), the solution of Eq. (3.1) has the property
that
lim sup
t→∞
1
t
log
(
E
∣∣x(t; ξ)∣∣2)− log(q)
τ
, (4.6)
where q > 1 is the unique root to the following equation:
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1iN
[
λmax
(
Qi(Ai +Bi)+ (Ai +Bi)T Qi +
N∑
j=1
γijQj
)
+ ‖Qi‖
(
2ai + c2i +
[
cidi + ‖B¯i‖ + ‖Bi‖
√
Kτ
]√qα2
α1
)]
+ max
1iN
[
‖Qi‖
(
d2i qα2
α1
+ (‖B¯i‖ + cidi)
√
qα2
α1
)]
+ max
1iN
[
‖Qi‖‖Bi‖
√
qα2Kτ
α1
]
= −α2 log(q)
τ
. (4.7)
In other words, the trivial solution of Eq. (3.1) is exponentially stable in mean square under
condition (4.5).
Proof. The proof is an application of Theorem 2.1 to Eq. (4.4), which is an alternative
form of Eq. (3.1). For this purpose, we still define V ∈ C2,1(Rn × [−τ,∞)× S;R+) by
V (x, t, i) = xTQix,
and again write V (x, t, i) = V (x, i). Accordingly, the operator LV : C([−2τ,0];Rn) ×
R+ × S → R associated with Eq. (4.4) becomes
LV (ϕ, t, i) = 2ϕT (0)Qi
[
(Ai +Bi +∆Ai)ϕ(0)−BiF (t, ϕ)+∆Biϕ
(−δ(t))]
+ [(Ci +∆Ci)ϕ(0)+ (Di +∆Di)ϕ(−δ(t))]T
×Qi
[
(Ci +∆Ci)ϕ(0)+ (Di +∆Di)ϕ
(−δ(t))]
+
N∑
j=1
γijϕ
T (0)Qjϕ(0). (4.8)
If we can show that
E
[
max
1iN
LV (φ, t, i)
]
− log(q)
τ
E
[
max
1iN
V
(
φ(0), i
)] (4.9)
for all t  τ and those φ = {φ(θ): −2τ  θ  0} ∈ L2Ft ([−2τ,0];Rn) satisfying
E
[
min
1iN
V
(
φ(θ), i
)]
< qE
[
max
1iN
V
(
φ(0), i
)]
, ∀θ ∈ [−2τ,0], (4.10)
then the required assertion (4.6) follows from Theorem 2.1. To show (4.9) under (4.10), we
note that for (ϕ, t, i) ∈ C([−2τ,0];Rn)×R+ × S, (3.9) still holds and we compute that
2ϕT (0)Qi
[
(Ai +Bi +∆Ai)ϕ(0)−BiF (t, ϕ)+∆Biϕ
(−δ(t))]
 ϕT (0)
[
Qi(Ai +Bi)+ (Ai +Bi)T Qi
]
ϕ(0)+ 2‖Qi‖‖∆Ai‖
∣∣ϕ(0)∣∣2
+ 2∣∣ϕT (0)∣∣‖Qi‖(‖Bi‖∣∣F(t, ϕ)∣∣+ ‖∆Bi‖∣∣ϕ(−δ(t))∣∣)
 ϕT (0)
[
Qi(Ai +Bi)+ (Ai +Bi)T Qi
]
ϕ(0)
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(
2ai +
[‖B¯i‖ + ‖Bi‖√Kτ ]
√
qα2
α1
)∣∣ϕ(0)∣∣2
+ ‖Qi‖‖B¯i‖
√
α1
qα2
∣∣ϕ(−δ(t))∣∣2 + ‖Qi‖‖Bi‖
√
α1
Kτqα2
∣∣F(t, ϕ)∣∣2. (4.11)
Substituting (4.11) and (3.9) into (4.8) yields
LV (ϕ, t, i) ϕT (0)
(
Qi(Ai +Bi)+ (Ai +Bi)T Qi +
N∑
j=1
γijQj
)
ϕ(0)
+ ‖Qi‖
(
2ai + c2i +
[
cidi + ‖B¯i‖ + ‖Bi‖
√
Kτ
]√qα2
α1
)∣∣ϕ(0)∣∣2
+ ‖Qi‖
(
d2i +
(‖B¯i‖ + cidi)
√
α1
qα2
)∣∣ϕ(−δ(t))∣∣2
+ ‖Qi‖‖Bi‖
√
α1
Kτqα2
∣∣F(t, ϕ)∣∣2
 β1
∣∣ϕ(0)∣∣2 + β2∣∣ϕ(−δ(t))∣∣2 + β3∣∣F(t, ϕ)∣∣2, (4.12)
where
β1 = max
1iN
[
λmax
(
Qi(Ai +Bi)+ (Ai +Bi)T Qi +
N∑
j=1
γijQj
)
+ ‖Qi‖
(
2ai + c2i +
[
cidi + ‖B¯i‖ + ‖Bi‖
√
Kτ
]√qα2
α1
)]
,
β2 = max
1iN
[
‖Qi‖
(
d2i +
(‖B¯i‖ + cidi)
√
α1
qα2
)]
,
β3 = max
1iN
[
‖Qi‖‖Bi‖
√
α1
Kτqα2
]
.
Now, for any t  τ and any φ = {φ(θ): −2τ  θ  0} ∈ L2Ft ([−2τ,0];Rn) satisfying(4.10), we have
E
∣∣φ(θ)∣∣2 < qα2
α1
E
∣∣φ(0)∣∣2, ∀θ ∈ [−2τ,0].
Using this inequality and (4.12) and applying Lemma 4.1, we have
E
[
max
1iN
LV (φ, t, i)
]
 β1E
∣∣φ(0)∣∣2 + β2E∣∣φ(−δ(t))∣∣2 + β3E∣∣F(t,φ)∣∣2

(
β1 + (β2 +Kτβ2)qα2
α1
)
E
∣∣φ(0)∣∣2. (4.13)
By (4.7) we note that β1 + (β2 +Kτβ2) qα2α1 < 0 so
E
[
max LV (φ, t, i)
]
 1
(
β1 + (β2 +Kτβ2)qα2
)
E
[
max V
(
φ(0), i
)]
.1iN α2 α1 1iN
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1
α2
(
β1 + (β2 +Kτβ2)qα2
α1
)
= − log(q)
τ
.
Hence
E
[
max
1iN
LV (φ, t, i)
]
− log(q)
τ
E
[
max
1iN
V
(
φ(0), i
)]
,
which is the desired inequality (4.9). The proof is therefore complete. 
The following is a new delay dependent criterion in terms of an M-matrix.
Theorem 4.3. Let ai, ci and di be the same as defined in Theorem 3.2. Define the matrix
H = diag(−λmax(A1 +B1 +AT1 +BT1 )− 2a1 − c21,
. . . ,−λmax
(
AN +BN +ATN +BTN
)− 2aN − c2N ).
If H − Γ is a nonsingular matrix, then

q = (q1, . . . , qN)T := (H − Γ )−1
1 	 0, (4.14)
where 
1 = (1, . . . ,1)T . If, moreover, B¯i , di and τ are sufficiently small such that
max
1iN
[
qi
[
cidi + ‖B¯i‖ + ‖Bi‖
√
Kτ
]√α2
α1
]
+ max
1iN
[
qi
(
d2i α2
α1
+ (‖B¯i‖ + cidi)
√
α2
α1
)]
+ max
1iN
[
qi‖Bi‖
√
α2Kτ
α1
]
< 1, (4.15)
where Kτ is the same as defined in Lemma 4.1, α1 = min1iN qi and α2 = max1iN qi ,
then, for every ξ ∈ CbF0([−τ,0];Rn), the solution of Eq. (3.1) has the property that
lim sup
t→∞
1
t
log
(
E
∣∣x(t; ξ)∣∣2)− log(q)
τ
,
where q > 1 is the unique root to the following equation:
max
1iN
[
qi
[
cidi + ‖B¯i‖ + ‖Bi‖
√
Kτ
]√qα2
α1
]
+ max
1iN
[
qi
(
d2i qα2
α1
+ (‖B¯i‖ + cidi)
√
qα2
α1
)]
+ max
1iN
[
qi‖Bi‖
√
qα2Kτ
α1
]
= 1 − α2 log(q)
τ
. (4.16)
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λmax
(
Ai +Bi +ATi +BTi
)
qi +
N∑
j=1
γij qj +
(
2ai + c2i
)
qi = −1, 1 i N.
(4.17)
To apply Theorem 4.2, we let Qi = qiI for i ∈ S, where I is the (n × n)-identity matrix.
Hence, α1 and α2 defined in this theorem coincide with those defined in Theorem 3.2.
Then, by (4.17) and (4.14), we compute
max
1iN
[
λmax
(
Qi(Ai +Bi)+ (Ai +Bi)T Qi +
N∑
j=1
γijQj
)
+ ‖Qi‖
(
2ai + c2i +
[
cidi + ‖B¯i‖ + ‖Bi‖
√
Kτ
]√α2
α1
)]
+ max
1iN
[
‖Qi‖
(
d2i α1
α2
+ (‖B¯i‖ + cidi)
√
α2
α1
)]
+ max
1iN
[
‖Qi‖‖Bi‖
√
α2Kτ
α1
]
 max
1iN
[
λmax
(
Ai +Bi +ATi +BTi
)
qi +
N∑
j=1
γij qj +
(
2ai + c2i
)
qi
]
+ max
1iN
[
qi
[
cidi + ‖B¯i‖ + ‖Bi‖
√
Kτ
]√α2
α1
]
+ max
1iN
[
qi
(
d2i α2
α1
+ (‖B¯i‖ + cidi)
√
α2
α1
)]
+ max
1iN
[
qi‖Bi‖
√
α2Kτ
α1
]
< 0.
That is, condition (4.5) of Theorem 4.2 is fulfilled. Therefore, the assertion follows from
Theorem 4.2. 
By Corollary 3.6, we observe that the condition that H − Γ is a nonsingular M-matrix
guarantees the mean-square exponential stability of the hybrid stochastic interval system
(without delay)
dx(t) = (Ar(t) +Br(t) +∆Ar(t))x(t) dt + (Cr(t) +∆Cr(t))x(t) dw(t). (4.18)
Theorem 4.2 can therefore be interpreted as that if the nondelay interval system (4.18) is
exponentially stable in mean square (in the sense that H − Γ is a nonsingular M-matrix)
and the matrices B¯i ,Di, D¯i as well as the delay δ(t) are sufficiently small (in the sense that
(4.15) holds), then the delay system (3.1) will remain to be exponentially stable in mean
square.
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Let us now discuss some examples to illustrate our theory. The examples demonstrate
that our theory can be used in two ways: (i) when the system parameter matrices and the
bounds for the uncertainties are all known our theory can be used to verify whether the
underlying system is stable; (ii) when some bounds for the uncertainties are unknown our
theory can be used to estimate these bounds so that the underlying system will remain
stable should we be able to control the uncertainties within the bounds.
Example 5.1. Let r(t), t  0, be a right-continuous Markov chain taking values in S =
{1,2} with the generator
Γ =
[−6 6
1 −1
]
.
Consider a scalar hybrid stochastic delay interval system
dx(t) = (Br(t) +∆Br(t))x
(
t − δ(t))dt +∆Dr(t)x(t − δ(t))dw(t), (5.1)
where δ : R+ → [0, τ ] and
B1 = 1, B2 = −4, ∆Bi,∆Di ∈ [−ε, ε] for i = 1,2
with ε > 0. We want to obtain the bounds for τ and ε so that Eq. (5.1) will be exponen-
tially stable in mean square. It is observed that the theorems established in the recent paper
Mao [14] cannot be applied to this example, even if the time delay δ(t) is of constant or
differentiable. Our new contributions in this paper are therefore more clear. To apply Theo-
rem 4.2, we choose Q1 = 1 and Q2 = 1/3. Recalling the definitions given in Theorem 3.2
and Lemma 4.1, we compute
a1 = a2 = 0, b1 = 1 + ε, b2 = 4 + ε, c1 = c2 = 0, d1 = d2 = ε,
α1 = 13 , α2 = 1, Kτ = 4τ
2(4 + ε)2 + 4τε2.
It is therefore easy to verify that condition (4.5) becomes
max
{
−2 + √3(ε +√Kτ ),−2 + 1√
3
(ε + 4√Kτ )
}
+ 3ε2 + √3ε + 4√
3
√
Kτ < 0.
(5.2)
A sufficient condition for this is that
3ε2 + 2√3ε + 16√
3
√
τ 2(4 + ε)2 + τε2 < 2,
which gives the bounds for ε and τ simultaneously, namely
ε < 1 − 1√
3
and τ <
−ε2 +√ε4 + 4(4 + ε)2ε¯2
2(4 + ε)2 , (5.3)
where
ε¯ =
√
3 [2 − 3ε2 − 2√3ε].
16
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hold, then Eq. (5.1) is exponentially stable in mean square.
Example 5.2. Let r(t) be a right-continuous Markov chain taking values in S = {1,2,3}
with the generator
Γ =
[−2 1 1
3 −4 1
1 1 −2
]
.
Consider the 3-dimensional hybrid stochastic delay interval system
dx(t) = [Ar(t)x(t)+∆Br(t)x(t − δ(t))]dt
+ [∆Cr(t)x(t)+∆Dr(t)x(t − δ(t))]dw(t), (5.4)
where
A1 =
[−2 1 −2
2 −2 1
1 −2 −3
]
, A2 =
[ 0.5 1 0.5
−0.8 0.5 1
−0.7 −0.9 0.2
]
,
A3 =
[−0.5 −0.9 −1
1 −0.6 −0.7
0.8 1 −1
]
,
and
∆Bi ∈ [−B¯i , B¯i], ∆Ci ∈ [−C¯i , C¯i], ∆Di ∈ [−D¯i, D¯i]
for i = 1,2,3 with
‖B¯1‖ = 0.15, ‖B¯2‖ = 0.05, ‖B¯3‖ = 0.1,
‖C¯1‖ = ‖C¯2‖ = ‖C¯3‖ = 0.2,
‖D¯1‖ = ‖D¯2‖ = ‖D¯3‖ = 0.3. (5.5)
It is easy to compute
λmax
(
Ai +ATi
)=
{−2.43850 if i = 1,
1.20718 if i = 2,
−0.95067 if i = 3.
So the matrix K defined in Theorem 3.5 becomes
K = diag(2.39850,−1.24718,0.91077).
Hence
K − Γ =
[4.39850 −1 −1
−3 2.75282 −1
−1 −1 2.91077
]
.
Compute
(K − Γ )−1 =
[0.36625 0.20424 0.19599
0.50826 0.69851 0.41459
]
.0.30044 0.31014 0.55332
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q = (q1, q2, q3)T = (K − Γ )−1
1 = (0.76648,1.62138,1.16391)T ,
giving α1 = 0.76648, α2 = 1.62138 and α2/α1 = 2.11536. Compute
the right-hand side of (3.14)
= max{0.23410,0.25969,0.27085} + max{0.38003,0.57871,0.49244}
= 0.83956 < 1,
namely (3.14) is fulfilled. By Theorem 3.5, we can therefore conclude that Eq. (5.4) is
exponentially stable in mean square, and this is independent of τ . However, to obtain the
upper bound for the second Lyapunov exponent, we need to specify τ . For example, we let
τ = 0.1. Then, it is easy to show that Eq. (3.16) becomes
0.53054√q + 0.30902q = 1 − 16.2138 log(q),
which has a unique root q = 1.0096 on (1,∞). Hence the solution of Eq. (5.4) has the
property
lim sup
t→∞
1
t
log
(
E
∣∣x(t; ξ)∣∣2)−0.09555.
Example 5.3. Let us continue to discuss Example 5.2 to illustrate another way in which
our theory can be used. In practice, we may not know all the bounds for the uncertainties.
For example, we may only know the following bounds
‖C¯1‖ = ‖C¯2‖ = ‖C¯3‖ = 0.2, ‖D¯1‖ = ‖D¯2‖ = ‖D¯3‖ = 0.3 (5.6)
but the bounds for ∆Bi ’s are unknown. In this case, if we can estimate the bounds for
∆Bi ’s so that Eq. (5.4) will still be exponentially stable in mean square, we then know
that the system will be stable as long as we can control the uncertainties ∆Bi ’s within the
bounds. To explain how Theorem 3.5 can be applied to solve this problem, we note that
condition (3.14) becomes
max
{
1.11479‖B1‖ + 0.06689, 2.35818‖B2‖ + 0.14149,1.69282‖B3‖ + 0.10157
}
+ max{0.14592 + 1.11479‖B1‖ + 0.06689,
0.30868 + 2.35818‖B2‖ + 0.14149,
0.22159 + 1.69282‖B3‖ + 0.10157
}
< 1.
This holds if
2 max
{
1.11479‖B1‖ + 0.06689, 2.35818‖B2‖ + 0.14149,
1.69282‖B3‖ + 0.10157
}
< 1 − 0.30868 = 0.69132.
This yields
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2.35818‖B2‖ + 0.14149 < 0.34566,
1.69282‖B3‖ + 0.10157 < 0.34566,
namely
‖B1‖ < 0.25006, ‖B2‖ < 0.08657, ‖B3‖ < 0.14419. (5.7)
By Theorem 3.5, we can therefore conclude that Eq. (5.4) is exponentially stable in mean
square as long as (5.6) and (5.7) are satisfied.
6. Summary
Our aim in this work is to investigate the mean-square exponential stability for a class
of hybrid stochastic delay interval systems. Most of known results in this field require
the time delay to be a constant or a differentiable function, but we here only require it
to be a bounded Borel-measurable function. To cope with the difficulties arisen from the
variable time delay, some new techniques have been developed which make the paper
particularly appealing to both the control and systems audience and mathematicians. Our
stability results can be divided into two categories: (i) the delay independent criteria and
(ii) the delay dependent criteria. We also discuss three examples to demonstrate how our
theory can be used in two ways dependent on whether the system parameter matrices and
the bounds for the uncertainties are known or not.
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