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Abst rac t - -The  conventional Lagrangian approach to solving constrained optimization problems 
leads to optimality conditions which are either necessary, or sufficient, but not both unless the 
underlying cost and constraint functions are also convex. We introduce a new approach based on 
the Tchebyshev norm. This leads to an optimality condition which is both sufficient and necessary, 
without any convexity assumption. This optimality condition can be used to devise a conceptually 
simple method for solving nonconvex inequality constrained optimization problems. 
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1. INTRODUCTION 
Let ~ and W be vectors in R r. The vector ordering relationships <, _<, _<_ are defined, respectively, 
as ~ < ~1 -'. ,~- 71 - ~ E intRO.; ~ < ~/~ ~/- ~ E R~\{0};  ~ =< ~ ¢=~ W - ~ E R~.  Consider the 
following inequality constrained optimization problem. 
PROBLEM Po. 
min fo(x), 
xEX 
s.t. f~(x) < ~i, i = 1, 2 , . . . ,  m, 
where X C Rn,O = [81,...,8m] E R m, fi : X -* R, i = 0,1 ,2 , . . . ,m are smooth but not neces- 
sarily convex functions. Let g(x) = [fl(X), f2 (x ) , . . . ,  f,~(x)]. The family of perturbed problems 
associated with Problem P0 is defined by the following. 
PROBLEM Py. 
S0(x), 
s.t. g(x) __< y, 
where the vector y -- [yi, i -- 1, 2 , . . . ,  m] is a perturbation to the original problem Po. When 
y = O, the perturbed problem reduces to the original problem P0. Let the perturbation function 
w : R '~ --* R be defined by 
w(y) = min{f0(x) [g(x) <= y, x E X}, 
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which has an effective domain dom(w) = {y [ 3 x E X s.t. g(x) __< y}. Clearly the perturbation 
function w is a monotone nonincreasing function of y. Define the epigraph of w(y) as the set: 
epi(w) = {[y, Y0] [ Y0 _> w(y)} C R m+l. 
We assume the following to hold. 
There exists an optimal solution x* to Problem Po, and the optimal cost f0(x*) ASSUMPTION 1. 
is finite. 
ASSUMPTION 2. 
ASSUMPTION 3. 
(Without loss of generality) 8 E in tR~,and f0(x) > 0, Vx E X. 
Thereexistsanx E X such that fi(x) < 8~,V i = 1,2, . . . ,  m and f (x )  > f(x*).  
Note that this assumption implies the Slater constraint qualification condition. 
The conventional way of tackling this problem is the Lagrangian approach, (see, for exam- 
ple, [1]) where the inequality constraints g(x) _< O are appended to the cost function by means 
of a Lagrange multiplier. One can think of this as some kind of linear scalarization of the cost 
and the constraint functions. This approach leads to well-known optimality conditions like the 
Kuhn-Tucker necessary condition, or the saddle point theorem (sufficient condition). When all 
of fi, i = 0, 1 , . . . ,  m, are convex, then the Kuhn-Tucker necessary condition is also sufficient, and 
the saddle point sufficient condition is also necessary, hence the problem can be easily solved. 
The problem is, if any one of fi, i -- 0, 1 , . . . ,  m, is not convex, then the Kuhn-Tucker necessary 
condition cannot guarantee that the solution obtained is indeed optimal. On the other hand, 
for some nonconvex problems, the optimal solution may not satisfy the saddle point sufficient 
condition. 
The Lagrangian theory can be geometrically interpreted as a supporting hyperplane to the set 
epi(w). When the functions fi, i = 0, 1 , . . . ,  m, are convex, then the epigraph ofw is convex, and a 
supporting hyperplane xists at every point on the perturbation function w(y) which is the lower 
boundary of epi(w). When any one of fi, i = 0, 1 , . . . ,  m, is not convex, then epi(w) is no longer 
convex, and a supporting hyperplane may not exist at some point of the perturbation function, 
which is why the saddle point theorem is only sufficient but not necessary. However, since 
the perturbation function is monotone nonincreasing, every point on the perturbation function 
can be supported by a shifted cone obtained by every point on the perturbation function can 
be supported by a shifted cone obtained by shifting the negative orthant in R m+l. This simple 
observation begs the question: is there a sufficient and necessary condition for the optimal solution 
of Problem P0 without any convexity assumption? This paper offers an affirmative answer to 
this question. In the next section, we discuss a new sufficient and necessary optimality condition, 
and discuss how it can be used to devise a conceptually simple algorithm for solving nonconvex 
constrained optimization problem by solving for a sequence of unconstrained minimax problems. 
2. AN EQUIVALENT OPT IMAL ITY  CONDIT ION 
We now present a new optimality condition on terms of on unconstrained problem which is both 
sufficient and necessary. It has the flavor of a supporting cone for the nonconvex perturbation 
function. Alternatively, one can also think of scalarizing the cost and constraint functions using 
a weighted Tchebyshev norm. 
THEOREM 1. (A sufficient and necessary condition for optimality without convexity.) Let x* 
be the (global) optimal solution of Problem Po, and let 0o = fo(x*). Then a solution x ° solves 
Problem Po if and only ff x ° solves the following unconstrained problem. 
PROBLEM P1. 
~x  o<i<~ L 0i J "  
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PROOF. It is clear that the minimum value of the unconstrained optimization Problem PI is: 
min max $Q = 1. 
XEX o<i_<n { 1 I 
If x0 solves Problem PO, then x0 must be feasible, and fo(x’) = fo(x*). Hence 
i.e., x0 solves Problem PI. 
Conversely, if x0 does not solve Problem PO, then either x0 is infeasible, or x0 if feasible and 
fo(xO) > fo(x*). If x0 is infeasible, then 3j E {1,2,. . . , m) such that fj (x0) > 0,) implying that 
fi(XO) 
t 1. > l0FEi ei _- (1) 
If x0 is feasible then fo(x”) > fo(x*), and the inequality (1) still holds. Thus in both cases, 
x0 does not solve Problem PI. I 
The above theorem leads to a conceptually simple method for solving the nonconvex inequality 
constrained optimization problem PO, Consider the following scalar function of a scalar parameter 
0, f R+\(O) (note that Bi, i = 1,2,. . . , m, are fixed parameters of Problem PO): 
4(eo) = min max $Q . 
i 1 xEX O<i<m 2 
The function 4 has some nice properties which are summarized by the following. 
THEOREM 2. (Properties of the function (6,) 
(i) e. < fob*) =+ d4eo) > 1; 
6) e. > fob*) =$ 4(eo) < 1; 
(iii) 00 = fo(x*) if and only if +(&,) = 1; 
(iv) +(eo) is a monotone nonincreasing function of 00; and 
(v) 4(e,) is a continuous function of eo. 
PROOF. 
(i) If ( ) * f ‘bl x 1s easl e, i.e., fi(x) 5 Bi, V i, then fo(x) L fo(x*) > 00, hence fo(x)/Bo > 1, and 
fib4 o%zn -&- { 1 fo(x) =--1. -- e. 
Else if x is not feasible, i.e., fj(x) > 0, for some j, then 
Thus, 
4(eo) = fi W min max - 
11. x~~ Olisrn ei 
> l 
(2) 
(3) 
(4) 
(ii) By Assumption 3, if t90 > fo(x*) then there exists x E X such that fi(x) < &, i = 
1,2,... ,m; and 00 > f*(x) > j(x*). Consequently 
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and hence 
¢(80) = min max ~ f,(x) 1 
xeX o<i<m[ 8i < 1. (6)  
(iii) Follows directly from Theorem 1. 
(iv) Let 81 > 802. Then 
f0(x) f0(x) v x e x .  
< 80 
This implies that 
} ), i - - - -1 ,2 , . . ,m <max - - ,  i= l ,2 , . . . ,m , max ( 80 " - 802 ' 
and hence 
(v) This follows from a result which says that if the cost function is continuous in some 
parameter (80 in this case), then the extreme value of the cost function is also continuous 
in the parameter. (See [2, Theorem 4.2.1]). | 
Because of the special property of the function ¢, solving the constrained optimization prob- 
lem P0 is now equivalent to a rather simple problem: find the unique root of a monotone de- 
creasing (scalar) function of a scalar variable. 
PROBLEM P2. Find 8~ = f0(x*) such that ¢(8~) = 1. 
At first sight, this looks like a trivial problem since it is almost effortless to numerically solve 
for the root of a monotone (strictly monotone at the root by virtue of Theorem 2 (iii)) scalar 
function of a scalar variable. However, in practice, this is made nontrivial by the fact that each 
function call of ¢ requires the solution of an unconstrained minimax problem, which in itself is 
not a trivial problem even if it is unconstrained. Nevertheless there exist several effective methods 
and software packages that deal with minimax optimization effectively, (for example, see [3] or the 
minimax function in the optimization toolbox of MATLAB [4]) and these will be fully exploited. 
Since the derivative of ¢ is not known, we cannot use the Newton method, but any gradient-free 
method such as the bisection search or secant method will suffice In fact, for man of our test 
problems, it is found that the function ¢ is nearly linear over a wide range about the optimal 
solution. This, coupled with the fact that the solution is unique, makes even unsophisticated 
methods like the secant method converge merely in a few iterations. Due to page constraint, we 
are unable to provide any example here. This will be taken up in a future paper where we also 
discuss many interesting duality results missing in this paper. 
3. CONCLUDING REMARKS 
It is interesting to note that the proposed approach does not require the set X to be infinite, 
and hence, X can be a discrete set if necessary. In this case, the traditional Lagrangian theory 
is never sufficient and necessary even if all the underlying functions are convex. In practice, 
however, some difficulty would be expected in solving discrete minimax problems. More detailed 
discussion on this and other duality results will be taken up in a future paper. 
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