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Abstract. An analysis of some common power series operations is given in terms of the length 
of the truncated power series. It is shown that functions on power series can be efficiently 
computed. This can be the basis of accurate, efficient integrators for ordinary differential, 
integral, and integro-differential equations. 
1. INTRODUCTION 
In this paper, we will analyze routines to perform basic operations on power series to de- 
termine their efficiency. We will do this by examining the number of (1) floating point 
additions (and subtractions), (2) floating point multiplications, (3) floating point divisions 
(in case they are more expensive than multiplications), and (4) function evaluations, e.g., 
exponential, sine, cosine, square root, etc. 
The reason for this analysis is that power series can be used as a basis for fast and accurate 
integrators of differential, integral, and integro-differential equations [l-4]. This has been 
known for at least thirty years hut recent software developments have enabled their practical 
use [5]. 
We take a power series to be a truncated power series of order n. The function z(t) is 
approximated by x(t) = ~0 + zrt + x2t2 + ... + x,,P. We will develop the number of the 
operations in terms of n. In the following sections we examine the number of operations 
necessary to compute the ith coefficient of the power series. We will sum these operations 
over the appropriate range. Totals are summarized in Table 1 in Section 12. 
2. ADDITION AND SUBTRACTION 
The analysis of addition and subtraction z(t) = x(t) f y(t) ’ 1s t rivial, as the only operations 
involved are the addition or subtraction of corresponding terms, zi = xi f pi. The total 
number of additions required is n + 1. 
3. MULTIPLICATION 
The operations required to compute the ilh term of the product z(t) = x(t)y(t) and 
sum for i = 0,. . . , n will be examined. The coefficient of the ith term, zi, is defined by 
Zi = XOyi + Xlyi-1 + . . . + Xiv0 = cf=, Xkyi_k. This requires a total Of ~~=, i = $ + f 
additions and Cy’o(i + 1) = g + F + 1 multiplications. 
4. DIVISION 
In the division of power series, q(t) = #, the coefficient, qi, is defined by: 
qi = 
ui - CL:‘, qk di_k 
do 
This computation requires i additions and subtractions, i multiplications, and one division. 
The total number of operations is Cy=, i = $ + 5 additions, Cy=‘=, i = $ + : multiplica- 
tions, and n + 1 divisions. 
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5. DIFFERENTIATION 
Differentiation is not used directly in the power series integrators. It is used in developing 
the formulae for most of the transcendental functions. We include it here for completeness. 
If y(t) = i(t), we may write ye + yrt + y# +. . . + ynt” = xl+ 2tzt + 3x3t2 + * - . + nt,iF1 
and by equating coefficients, obtain yi = (i + l)zi+r. This requires one multiplication. The 
total number of multiplications performed is n. 
6. EXPONENTIAL FUNCTION 
The recurrence relation for the ilh coefficient of e(t) = exp(x(t)) is: 
ei = c:,, k xk ei-k 
i , 
i > 0, 
where ee = exp(ze). This may be derived from a Frobenius solution 
equation k = e&. Note, the derivative i yields the kxk in the recurrence. 
The Oth coefficient of the series requires one function evaluation. For 
of the differential 
the remaining co- 
efficients, the first term in the sum requires one multiplication and the remainder of the 
terms require one addition and two multiplications each. The total number of additions is 
” the number of multiplications is Cy__i (2i - 1) = n2, and the number 
7. TRIGONOMETRIC FUNCTIONS 
The recurrence relations are based on formulae like that used in the exponential function. 
Since the derivative of sine involves the cosine term, and vice versa, we calculate these 
simultaneously with the recurrence relations for the sine and cosine power series, s and c: 
si = C:=l kXk ci-k 
ci = %, ;,, si-k ’ 
i > 0, 
i 
, i>O, 
with se = sin(xc) and cc = cos(xc). Again, the derivative i yields the kxk in the recurrence 
equations. If an application requires only one of these functions, then there is an apparent 
waste in calculating the other. Even in this case, this is the most efficient form we know. 
The Oth coefficients of the two series each require a functional evaluation. For the balance 
of the coefficients, we note that the first terms in the summations require one multiplication 
each and the remainder of the terms require one addition and two multiplications each. 
The total number of operations is CyC1 2(i - 1) = n2 - n additions, CrC1 2(2i - 1) = 2n2 
multiplications, and 2n - 2 divisions. 
8. POWER 
The recurrence relation for raising a power series to a real power, (i.e., y = xp) is: 
Yi = 
ipxiyo +~~~~~(pxkYi-k -_kXi-k> 
ix0 
> i > 0, 
where ye = (xc)P. This is derived from a Frobenius solution of the differential equation 
jlx = pyi. The 0 th term of the series requires one function evaluation. For the remaining 
coefficients, the first term in the sum requires 3 multiplications, the second term requires 
2 additions and 3 multiplications, and the remainder of the terms require an additional 2 
additions and 4 multiplications. The denominator always requires one multiplication, except 
in the case i = 1. A total of Cyzl 2(i - 1) = n2 - n additions, Cyzl(4i - 1) = 2n2 + n 
multiplications, and n - 1 divisions is required. 
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9. SQUARE 
This function is fairly complicated in terms of the analysis required, although the formula 
is a simple adaptation of that for multiplication. We pair the identical terms in the sum 
so that they need not be computed for a second time. The modification of the recurrence 
formula can be expressed as follows: 
Zi = 2zoxk xi-k, i= 1,3,5 ,..., 
I L'-?1J (;~;)~+2 kgo XkXj-k, i=2,4,6 ,... 
The Oth coefficient of the series requires one multiplication. For the balance of the coefficients, 
we have [f] additions and [i] +2 multiplications. The sum ~~=r [$] = 0 + 1 + 1 + 2 + 2 + 
3 + 3 + . . . yields I$]. A total of X:=1 [f] = I$] additions and 1 + Cy=i (131 + 2) = 
L I 
$ + 2n + 1 multiplications is required. 
10. SQUARE ROOT 
For the square root r of a power series x, we have the following recurrence: 
1 
ri = -[xi-(rir&i+... 
2ro 
+ Q-1 Q)], 
where rc = Go. This formula was derived from equating coefficients of r2 = Z. It can be 
made computationally more efficient by pairing identical terms in the sum, as was done in 
the case of computing the square. The Ofh coefficient of the series requires one call to the 
square root function, the lS1 coefficient requires one multiplication and one division, and 
the 2nd coefficient requires 1 addition, two multiplications, and one division. For the other 
coefficients 131 add’t’ 1 ions, [fJ + 2 multiplications, and one division will be required. The 
total number of operations required is CyZ1 If] = [gJ additions, 3 + Cz, (161 + 2) = 
L J 
$ + 2n - 2 multiplications, and n divisions. 
11. INTEORATT~N 
We also include integration of power series for the sake of completeness. The development 
of the integration formula is straightforward, and analogous to the one for differentiation. 
If z(t) = si X(T)&, then 
Xi-l 
,q = - 
i ’ 
i > 0, 
with z. = 0. This requires one division per coefficient, or a total of n. The usual form where 
integrals appear in the problems of interest to us will be convolution integrals, 
J 
t 
X(T) y(t - T) dr. 
0
The practical use of power series requires their reevaluation at several centers of expansion 
to span the region of interest with appropriate accuracy and speed. This is similar to analytic 
continuation. The recurrence equations analyzed in sections 2 through 10 have no problems 
with this stepping or continuation. 
Convolution integrals yield quite complex recurrence equations. The cost of their use is 
dominated by auxiliary calculations involving the span of the independent variable prior to 
the current center of expansion. This analysis is too involved for this short paper. 
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12. SUMMARY OF RESULTS 
Table 1 is a summary statement of the above results. Since 
tions are often similar in speed, a column with the total of all 
all four floating point oper& 
these is included. 
Table 1. Analysis of Power Series 
Sine and Cosine 
Power 
1 Square 
1 Square Root 
1 Integration 
With the exceptio 
ations considered ar’ 
transcendental funct 
1. 
2. 
3. 
4. 
5. 
Power series multiplication and division have the same total number of operations although 
the algorithms are quite different. The division will have more procedure overhead because 
of the number of arguments that must be passed. 
The square and square root operations are lower in cost than multiplication and division. 
The amortized cost of sine and cosine is equal to that of the exponential function. 
Power is the most expensive of these functions. For example, the cube of a power series 
is more economical in terms of the square and multiplication than in terms of power. 
The cost of these transcendental functions compared to multiplication is less than the 
similar ratio in the usual floating point operations. 
Arithmetic Operation Counts 
L of addition, differentiation, and integration, all the power series oper- 
of order n2. A similar analysis is expected to hold for other common 
ons. The following notes are appropriate: 
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