Let G be a unipotent algebraic group over an algebraically closed field k of characteristic p > 0
Introduction
Let G be a unipotent group over an algebraically closed field k of characteristic p > 0. We fix the field k and all algebraic groups and schemes we consider will be assumed to be over k. By an algebraic group, we mean a smooth group scheme of finite type over the field k. A unipotent group is an algebraic group (over k) that is isomorphic to a closed subgroup of the algebraic group U L n (k) of unipotent upper triangular matrices of size n for some positive integer n.
Let us also fix a prime number l = p. For a k-scheme X we have the Q l -linear triangulated symmetric monoidal category D(X) := D b c (X, Q l ) of constructible Q l -complexes on X under tensor product of complexes. For any integer n, we have the degree shift by n functor (·) [n] : D(X) → D(X) as well as the n-th Tate twist functor (·)(n) : D(X) → D(X). If we have an action α : G × X → X of the unipotent group G on X, we have the G-equivariant Q l -linear triangulated cateogry D G (X). We recall (from [BD08, §1.3] ) that an object of D G (X) is a pair (M, φ) where M ∈ D(X) and φ : α * M → p * 2 M is an isomorphism (known as the G-equivariant structure) satisfying certain compatibility conditions, where p 2 : G × X → X is the second projection. We have the degree shift and Tate twist functors on D G (X) as well.
For the unipotent group G, the Q l -linear triangulated category D(G) is also monoidal under convolution with compact support. We recall (from [BD08, §1.4] ) that for M, N ∈ D(G), we define the convolution with compact support as M * N := µ ! (M ⊠ N ) where µ : G × G → G is the group multiplication and µ ! denotes (derived) pushforward with compact support. Here the external tensor product M ⊠ N := p * 1 M ⊗ p * 2 N where p i : G × G → G for i = 1, 2 are the two projections. We also have the Q l -linear triangulated braided monoidal category D G (G) of G-equivariant complexes for the conjugation action of G on itself. For M ∈ D(G) and (N, φ) ∈ D G (G), we have braiding isomorphisms β M,N : M * N → N * M defined in [BD08, Defn. A.43 ] which provide the braided structure on D G (G). The category D G (G) is equipped with a twist θ, an automorphism of the identity functor on D G (G) obtained using the G-equivariant structure of the objects of D G (G) (see pointed fusion category has a unique positive spherical structure (see [DGNO, Ex. 2.26] ) and with this structure all simple objects are of categorical dimension 1. The Drinfeld center Z(D) of such a pointed (positive spherical) fusion category D is a modular category, which can also be realized as the category of representations of the so-called twisted Drinfeld double of a finite group. A modular category C is said to be in the class C + p if we have an equivalence of modular categories C ∼ = Z(Vec ω Γ ), where Γ is a finite p-group and Vec ω Γ is equipped with the positive spherical structure. (See also Proposition C.2.) The definition of the class C − p is more technical and we provide it in Appendix C.
The goal of this paper is to prove the following result conjectured by Drinfeld in [BD06] : Theorem 1.4. (i) Let G be a unipotent group. Let e ∈ D G (G) be a minimal idempotent with functional dimension d e (∈ 1 2 Z). Then if d e ∈ Z, M G,e ∈ C + p and if d e ∈ 1 2 + Z, M G,e ∈ C − p . (ii) If C ∈ C ± p , then there exists a connected unipotent group G with a minimal idempotent e ∈ D G (G) such that M G,e ∼ = C as modular categories.
We prove Theorem 1.4(i) in §2. In [BD08] , Boyarchenko and Drinfeld prove that every minimal idempotent e ∈ D G (G) can be induced from a Heisenberg idempotent (Definition 2.6) e ′ ∈ D G ′ (G ′ ) satisfying a certain geometric Mackey condition, where G ′ is some subgroup of G. They also prove that d e = d e ′ + dim(G/G ′ ) and that there is an equivalence M G,e ∼ = M G ′ ,e ′ of modular categories. In fact, we prove in §2.1 that we may choose e ′ to be a special (Definition 2.6) Heisenberg idempotent. Hence we reduce Theorem 1.4(i) to the case where e is a special Heisenberg idempotent. In §2.3 we complete the proof of Theorem 1.4(i) by proving it in the case of special Heisenberg idempotents.
In §3, we prove Theorem 1.4(ii). Let C ∈ C ± p . In §3.1, we show that it is enough to find a possibly disconnected unipotent group G with a Heisenberg idempotent e ∈ D G (G) such that C ∼ = M G,e . We show that if G is a (possibly disconnected) unipotent group with a Heisenberg idempotent e, then there exists a connected unipotent group U ′ and a minimal idempotent f ′ ∈ D U ′ (U ′ ) such that M G,e ∼ = M U ′ ,f ′ . Finally, we complete the proof of Theorem 1.4(ii) for the case C ∈ C + p in §3.2 and the case C ∈ C − p in §3.3
Reduction to special Heisenberg idempotents
Let us recall the notions of admissible pairs and Heisenberg idempotents defined in [BD08] . A multiplicative local system on a connected unipotent group G is a nonzero Q l -local system L on G equipped with an isomorphism µ * L ∼ = L ⊠ L. It follows that L must be of rank 1, and that it has a natural G-equivariant structure and we can consider it as an object of D G (G). According to [Bo, Lem. 7 .3], we can equivalently think of a multiplicative local system on G as a central extension of G by the abstract group Q p /Z p if we choose an identification of Q p /Z p with µ p ∞ , the group of p-power-th roots of unity in Q * l . Remark 2.1. In particular, any central extension 0 → C →G → G → 0 of G by an abelian group C along with a character C → µ p ∞ determines a multiplicative local system on G.
It will often be necessary to work with perfect schemes. For a scheme X over k, we denote by X perf its perfectization. We have X(k) = X perf (k). For a perfect connected commutative unipotent group U over k, we let U * denote its Serre dual which parametrizes the multiplicative Q l -local systems on U . U * is also a perfect connected commutative unipotent group. (See [Bo, Appendix A.5] , [Bé, §1] for details.) Definition 2.2. ([BD08, Defn. 1.30]) Let G be a unipotent group. Let (N, L) be a pair consisting of a connected subgroup N ⊂ G and a multiplicative local system L on N . We say that the pair (N, L) is admissible if the following conditions hold:
perf that is defined in this situation (see Remark 2.5 below) is an isogeny.
where N g = g −1 N g and L g is the multiplicative local system on N g obtained from L by transport of structure. Definition 2.3. Let (N, L) be an admissible pair as above. If we further have that dim(G ′ /N ) ≤ 1, we say that (N, L) is a special admissible pair. [Bo, Prop. 8 .2], [De] ). Remark 2.5. In view of statement (i) of the definition, we have the commutator map
The pullback of L via the commutator induces a skew-symmetric biextension of ( [Bo, Appendix A.6 ] for more on biextensions.) This defines the map φ L of (ii). More explicitly, for g ∈ G ′• , let c g : G ′• → N be the commutator with g map:
Then we can check that c * g L is a multiplicative local system on G ′• whose restriction to the normal subgroup N is trivial, whence we can think of it as a multiplicative local system on
Often, we say that the map φ L itself is skew-symmetric. Also the conjugation action of
is said to be a Heisenberg idempotent. Further, if we have dim(G/N ) ≤ 1 we say that the idempotent is a special Heisenberg idempotent. Remark 2.7. It is easy to see that if e ∈ D G (G) is a Heisenberg idempotent as above, then n e = dim(N ). This is because L[dim(N )] is a perverse sheaf. Hence the functional dimension d e = 1 2 dim(G • /N ). Example 2.8. Let us consider an instructive example of the fake Heisenberg group H. As a variety, H = G a × G a and we define multiplication by (x, a) · (y, b) = (x + y, a + b + xy p ). Note that (x, a) −1 = (−x, x p+1 − a). The center of H is N := 0 × G a and H/N ∼ = G a is commutative. Let L be the multiplicative local system on N corresponding to the Artin-Schreier central extension 0 → F p → G a x →x p −x −−−−−→ G a → 0 (and the choice of a primitive p-th root of unity ζ ∈ Q * l ). Since N is central, it is clear that N H (N, L) = H. The commutator with (y, b) map c (y,b) : H → N ∼ = G a defined in Remark 2.5 is given by c (y,b) (x, a) = xy p − x p y =: c y (x) (since in this example the commutator map is independent of a, b). Let us pass to the perfectization, G a,perf of G a . We can identify G a,perf with its Serre dual G * a,perf . This identification ψ can be described as follows (see [Bé, §1 .1] for details): For t ∈ G a,perf , we have the homothety t : G a,perf → G a,perf . Then we define ψ(t) = t * L, the pullback (considered as an element of G * a,perf ) of the Artin-Schreier multiplicative local system by the homothety t. We see that in this example, the map φ L : G a,perf → G * a,perf is defined by y → c * y L. If we identify G * a,perf with G a,perf as above, we can check that this map is given by y → y p − y 1/p . This map is an isogeny with kernel F p 2 . Hence (N, L) is a Heisenberg admissible pair on H. The object e := L[2](1) is the corresponding Heisenberg idempotent and d e = 1 2 . In [BD08, §1.12] , the induction (with compact support) functor ind
In the following theorem, Boyarchenko and Drinfeld prove that every minimal idempotent in D G (G) comes from an admissible pair and in particular from a Heisenberg idempotent on a subgroup by induction. Theorem 2.9. [BD08] (i) Let (N, L) be an admissible pair for a unipotent group G and let e ′ ∈ D G ′ (G ′ ) be the corresponding Heisenberg idempotent on G ′ as defined above. Then e := ind
The functional dimensions of e and e ′ are related as follows:
(ii) In the situation of (i), the induction functor induces an equivalence of modular categories
(iii) Every minimal idempotent e ∈ D G (G) comes from an admissible pair by the procedure described in (i). Hence every minimal idempotent e ∈ D G (G) comes from induction from a Heisenberg idempotent e ′ on some subgroup G ′ .
Let us now strengthen this last statement and prove that every minimal idempotent can in fact be induced from a special Heisenberg idempotent. Since we know that every minimal idempotent can be induced from a Heisenberg idempotent, it suffices to prove that every Heisenberg idempotent can be induced from a special Heisenberg idempotent. For ease of notation, henceforth in this section let us work in the setting of perfect unipotent groups, namely all groups considered are assumed to be perfect unipotent. We will use results proved in Appendix A.
Let us suppose we have a Heisenberg admissible pair (N, L) on a perfect unipotent group
Proof. Since W/N is isotropic, the pullback of L by the commutator map c W : W × W → N is trivial. Hence by [Bo, Prop. 7 .7] we can extend L to a multiplicative local system L ′ on W .
The Γ-invariance of W/N implies that W ⊳ G. Let W ′ be the connected subgroup of H such that
Corollary 2.11. Let G be a unipotent group. Every minimal idempotent e ∈ D G (G) comes from a special admissible pair.
Proof. Let (N, L) be an admissible pair for a minimal idempotent e. We assume without loss of generality that the normalizer of the pair (N, L) equals G. (Else we can replace G by the normalizer of the pair.) We will now continue to use previous notations. Let us now choose a connected subgroup W ⊂ H containing N such that W/N is a Γ-invariant maximal isotropic subgroup of H/N . The existence of W is guaranteed by Corollary A.11. Then we can extend L to a multiplicative local system L ′ on W . In this case N G (W, L ′ ) • = W ′ as defined above. Since W/N is maximal isotropic, dim(W ′ /W ) ≤ 1 by Corollary A.11 and hence (W, L ′ ) is a special admissible pair for the minimal idempotent e.
Analysis of Heisenberg idempotents
Let G be a unipotent group. Let (N, L) be a Heisenberg admissible pair for G and let e = L[2 dim N ](dim N ) ∈ D G (G) be the corresponding Heisenberg idempotent. Let H = G • and let Γ = G/H. We see that in this case n e = dim(N ) and hence d e = dim(H/N ) 2
. We have the Γ-equivariant skew-symmetric isogeny
As defined in [Bo, Appendix A.10] or [Da, §2.3] we have a quadratic form (see Definition A.12) θ : K L → Q * l associated to the skew-symmetric isogeny φ L and we have a metric group (K L , θ). We also have an action of Γ on this metric group. According to Appendix B, we have the pointed positive spherical
Consider the full subcategory eD H (G) ⊂ D H (G), the Q l -linear triangulated monoidal category of H-equivariant complexes. According to [De, §2.4] , we have a grading
a monoidal action of Γ on eD H (G) and a crossed braiding which give eD H (G) the structure of a braided Γ-crossed category (see [DGNO, §4.4.3] for definition, see also Appendix B.2) with identity component eD H (H) and unit object e. The equivariantization (see [DGNO, §4.4.4] ) eD H (G) Γ is a braided monoidal category equivalent to the Hecke subcategory eD 
e is a modular category and M G,e ∼ = M Γ G,e . Remark 2.13. By statements (i) and (ii) above, we have a braided action of Γ on M(K L , θ) coming from the braided Γ-crossed structure of M G,e . This induces an action of Γ on the metric group (K L , θ) which is the same as the action which we had defined before. Remark 2.14. We note that whenever we have a minimal idempotent e on a unipotent group G, we have the modular category M G,e . Moreover, if e is a Heisenberg idempotent as described above, we also have a braided Γ-crossed category M G,e whose identity component is the pointed modular category M H,e ∼ = M(K L , θ) and whose equivariantization ( M G,e ) Γ is equivalent to M G,e . Example 2.15. Let H be the fake Heisenberg group with the Heisenberg admissible pair (N, L) and corresponding Heisenberg idempotent e defined in Example 2.8. We saw that in this example, the skew-symmetric isogeny
is given by y → y p − y 1/p and that the kernel K L = F p 2 . In this case, (see [Da, Appendix A] ) the metric group associated to the skew-symmetric isogeny is the anisotropic metric group (F p 2 , ζ N m(·) ) where N m : F p 2 → F p is the norm map. Hence in this example, the modular category M H,e is equivalent to M anis
16. The category M G,e is a rigid monoidal category. According to [De, §2.3 ] the duality functor is given by M G,e ∋ X → X ∨ = Dι * X[2 dim N ](dim N ) where D denotes Verdier duality and ι : G → G is the inversion map. We have natural isomorphisms X ∼ = (X ∨ ) ∨ which give us a canonical pivotal (in fact spherical) structure on M G,e . Hence M Γ G,e ⊂ eD G (G) also has a spherical structure which is the same as the one obtained using the twist θ on D G (G).
In the remainder of this subsection, we study certain invariants of the modular category M G,e in case of Heisenberg and special Heisenberg idempotents. We refer to [DGNO, §2.4 .1] for the notion of Frobenius-Perron dimension and [DGNO, §6] for the notions of Gauss sums and multiplicative central charge.
We prove the following proposition for all Heisenberg idempotents, and later restrict to the class of special Heisenberg idempotents. Recall that for a Heisenberg idempotent e ∈ D G (G), d e = 1 2 dim(H/N ). We continue to use the assumptions and notations introduced at the beginning of this subsection. Proposition 2.17. Let e ∈ D G (G) be a Heisenberg idempotent. (i) The Gauss sums τ ± (M G,e ) are equal to (−1) 2de p k · |Γ| for some integer k ≥ 0. Hence the multiplicative central charge of M G,e equals (−1) 2de .
(
Proof. Since M H,e is equivalent to the modular category corresponding to the metric group (K L , θ),
H,e ⊂ M G,e , where M ∈ M H,e and φ is the equivariant structure. The twist θ (M,φ) in M G,e is the same as the twist θ M in M H,e as an automorphism of M . Let E be the full subcategory of M Γ H,e consisting of objects (M, φ) such that M is isomorphic to a direct sum of copies of the unit object e. Hence it follows that the twist when restricted to E is trivial, or in other words, E is an isotropic subcategory of M G,e . Moreover, it is clear that E ∼ = Rep(Γ). The braided Γ-crossed category M G,e is precisely the corresponding de-equivariantization and the identity component M H,e is the corresponding fiber category. (See [DGNO, .) Hence by [DGNO, Thm. 6.16 [DGNO, 4.26] . Remark 2.18. Since (K L , θ) is a metric group coming from a skew-symmetric biextension, it follows from [Da] that |K L | is an even power of p. Moreover, Γ is a p-group. Hence we see that FPdim(M G,e ) = p 2k for some k ∈ Z + . We also see that the multiplicative central charge of M G,e is 1 if dim(H/N ) is even and −1 if dim(H/N ) is odd. Remark 2.19. Suppose the Heisenberg admissible pair (N, L) is special, i.e. dim(H/N ) ≤ 1. Hence H/N = 0 or G a . Hence the induced action of the p-group Γ on H/N is trivial. Now suppose that we have any admissible pair such that the action of Γ on H/N is trivial. (By the above remark, every special admissible pair is of this type.) The action of Γ on the metric group (K L , θ) is clearly trivial too. Since Γ acts trivially on H/N , the commutator map from H × G in fact maps to N . We will now use some of the tools developed in [De] . For g ∈ G we have the commutator map c g :
We can readily modify the proofs of Proposition 4.5, 4.6 from [De] and prove the following: Proposition 2.20. Let e ∈ D G (G) be a Heisenberg idempotent as above such that the action of Γ on H/N is trivial. Then we have the following:
Let e k denote the right translate of e by k. Then e k ∈ M G,e ⊂ eD H (G). The isomorphism class of e k only depends on the coset N k ∈ K/N and the e k , k ∈ K are all the simple objects of the braided Γ-crossed category M G,e . (iii) For k 1 , k 2 ∈ K we have an isomorphism e k 1 * e k 2 ∼ = e k 1 k 2 . Hence M G,e is pointed with the group of isomorphism classes of simple objects being K/N which fits into a central extension
Proof. Since the action of Γ on the metric group (K L , θ) obtained from the braided Γ-crossed category M G,e is trivial (see also Remark 2.13), M G,e is a central braided crossed category by Definition B.1.
For g ∈ G, let δ g denote the skyscraper sheaf supported at g ∈ G whose stalk at g is Q l . By definition, the right translate e g = e * δ g . Note that since e ∈ D G (G), we have the braiding isomorphism δ g * e ∼ = e * δ g between the left and right translates of e by g ∈ G. For k ∈ K, c * k L ∼ = Q l and hence we can define an H-equivariant structure on the translate
Hence e k ∈ M G,e ⊂ eD H (G). For n ∈ N , a trivialization of the stalk L n of L at n defines an isomorphism e → e n and also isomorphisms e k → e nk for each k ∈ K. Hence the isomorphism class of e k only depends on the coset N k. It is clear that we have an isomorphism e k 1 * e k 2 ∼ = e k 1 k 2 . In particular each e k ∈ M G,e is an invertible simple object. From this, or using [De, Prop. 3.10, 3.11] we see that the e k for k ∈ K are all the simple objects of M G,e .
Proposition 2.21. The categorical dimensions of all the simple objects of M G,e are 1, or in other words, the spherical structure on the pointed category M G,e is positive (and of course integral). Hence the categorical dimensions of all simple objects of M G,e ∼ = M Γ G,e are positive integers.
Proof. We must prove that the categorical dimension d(e k ) = 1 for all k ∈ K. Note that e k is supported on N k and that its dual ( [De, §2.3] and Remark 2.16 above) is supported on k −1 N . Here D denotes Verdier duality and ι : G → G is the inversion map. Let us identify N k and k −1 N with N by the evident maps. Under this identification ι : N k → k −1 N gets identified with ι : N → N , µ : N k × k −1 N → N gets identified with the multiplication for N (hence this identification is compatible with convolutions), e k gets identified with e and Verdier duality is also compatible. By definition, the categorical dimension d(e k ) equals the composition e → e k * (e k ) ∨ → (e k ) ∨∨ * (e k ) ∨ → e. Once we make the identifications as above, we see that d(e k ) = d(e) and e is the unit object of M G,e . Hence categorical dimensions of all simple objects of M G,e are 1. Moreover, the categorical dimensions of all simple objects of M G,e ∼ = M Γ G,e are positive integral multiples of those of M G,e (see [DGNO, Prop. 4.26] ). Hence the categorical dimensions of all simple objects of M G,e must also be positive integers.
Completion of the proof of Theorem 1.4(i)
Let e ∈ D G (G) be a minimal idempotent. Then there exists a special Heisenberg idempotent e ′ (coming from a special admissible pair (N, L) on G) on a subgroup G ′ ⊂ G satisfying the geometric Mackey condition such that e ∼ = ind G G ′ e ′ . By Theorems 2.9(ii) and 2.12(iii), we have
Since e ′ is special Heisenberg idempotent on G ′ , we can apply Propositions 2.20 and 2.21 and conclude that M G ′ ,e ′ is a central braided π 0 (G ′ )-crossed category, the spherical structure on M G ′ ,e ′ is positive and the identity component is equivalent to
is Witt-equivalent to the anisotropic metric group (see Appendix A.3) (F p 2 , ζ N m(·) ) by Theorem A.13. Hence in this case M G,e ∈ C − p by Definition C.1(ii). This completes the proof of Theorem 1.4(i).
Proof of Theorem 1.4(ii)
Let C ∈ C ± p . In order to prove Theorem 1.4(ii), we first show that it is enough to find a possibly disconnected unipotent group G with a Heisenberg idempotent e such that C ∼ = M G,e .
Passing from a disconnected group to a connected group
Let G be a possibly disconnected unipotent group with a Heisenberg admissible pair (N, L). As before, let H = G 0 . Let e ∈ D G (G) denote the corresponding Heisenberg idempotent. We will prove that there exists a connected unipotent group U ′ and a minimal idempotent f ′ ∈ D U ′ (U ′ ) such that the modular categories M G,e and M U ′ ,f ′ are equivalent. Proposition 3.1. Let V be a unipotent group with an action of G by automorphisms. Let K be a G-equivariant multiplicative local system on V . Then we have the following:
given by M → f ⊠M . Here f ⊠e is the Heisenberg idempotent corresponding to the admissible pair above.
Proof.
is the external tensor product where p 1 , p 2 are the two projections from V ⋊ N to V and N respectively. Since K is G-equivariant multiplicative local system (and hence N -equivariant) on V , it is easy to check that K ⊠ L is a multiplicative local system on V ⋊ N and that in fact it is also V ⋊ G-equivariant. We also check that the corresponding morphism
perf can be identified with the map (H/N ) perf → (H/N ) * perf corresponding to the admissible pair (N, L). For part (b), we use the fact that f is G-equivariant.
Let us now proceed to construct the connected unipotent group U ′ . First, we embed G into a connected unipotent group U . Recall the well known theorem (due to Chevalley) that given an algebraic group along with a closed subgroup, we can find a representation of the group on a vector space and a line in the vector space such that the subgroup is precisely the stabilizer of the line. (See for example [H, §11.2] .) In case the subgroup is unipotent, it can be characterized as the stabilizer of a point in the vector space (any nonzero point on the chosen line). Hence we can find a vector space V with a U -action and a multiplicative local system K on V (in other words K ∈ V * , which can be thought of as the vector space we start with) such that G is precisely the stabilizer of K ∈ V * under the U -action. Now let
We will now prove that the pair (N ′ , L ′ ) is admissible for U ′ , and that its normalizer is
and it is an admissible pair for U ′ .
(c) Let f ′ ∈ D U ′ (U ′ ) be the corresponding minimal idempotent. Then we have an equivalence
We have chosen K such that the stabilizer of K ∈ V * under the action of U is precisely G. Hence we have that u K ≇ K for each u ∈ U ′ − G ′ . Hence (a) follows.
(b) It is clear that G ′ is contained in the normalizer of (N ′ , L ′ ). But from (a) we see that it is precisely the normalizer. This combined with (a) and Prop. 3.1 implies that (N ′ , L ′ ) is an admissible pair for U ′ .
(c) Note that we have f ′ = ind
where f is an is Prop. 3.1. Hence (c) follows from Prop. 3.1(b) and Theorem 2.9(ii).
The case C ∈ C + p
Let C ∈ C + p . By Proposition C.2, we have a realization C ∼ = Z(Vec ω Γ ) equipped with positive spherical structure for some finite p-group Γ and an ω ∈ H 3 (Γ, Q * l ). Let us choose a representative 3-cocycle ω : Γ 3 → Q × l . Since Γ is a finite p-group, we may assume that ω takes values in a finite subgroup µ p n ⊂ Q × l of p n -th roots of unity for some n. Let W denote the ring scheme of Witt vectors of length n. With its additive structure, W is a connected commutative unipotent group such that p n · W = 0. We have the Artin-Schreier sequence 0 → C := Z/p n Z → W → W → 0. We fix an identification µ p n ∼ = C.
We will now construct a unipotent group G along with a Heisenberg idempotent e on it such that (see Remark 2.14) M G,e = Vec 
of Γ-modules. It is a Γ-equivariant central extension of H by C ⊂ Q * l . Let L denote the corresponding Γ-equivariant multiplicative local system on H. Note that since H is the group algebra, H i (Γ, H) = 0 for i > 0 by Shapiro's lemma. Hence from the long exact sequence of cohomology groups associated to the above short exact sequence, we get an isomorphism δ : H 2 (Γ, H) → H 3 (Γ, C). Hence there exists an f ∈ H 2 (Γ, H) thats maps to ω (considered now as an element of H 3 (Γ, C)) and we get a corresponding extension
Note that (H, L) is a special Heisenberg admissible pair for G. Let e be the corresponding idempotent.
For γ ∈ Γ let us choose liftsγ ∈ G such thatγ 1γ2 = f (γ 1 , γ 2 ) γ 1 γ 2 where we view f as a 2-cocycle. We see that by Proposition 2.20, the translates eγ are all the simple objects of M G,e (up to isomorphism). For a, b ∈ Γ, let us fix a trivialization of the stalk L f (a,b) . This determines an isomorphism η a,b :
From the Γ-equivariant multiplicative local system structure of L and the chosen trivializations η ·,· we get two trivializations of L h . These two trivializations differ by δf = ω by definition of the boundary map. The simple objects of M G,e convolve as
For a, b, c ∈ Γ, we have identifications eãbc ∼ = (eã * eb) * ec ∼ = e f (a,b) * e f (ab,c) * e abc and eãbc ∼ = eã * (eb * ec) ∼ = e a f (b,c) * e f (a,bc) * e abc . Each of the previous two compositions are further identified with e abc using the Γ-equivariant structure of e and the chosen isomorphisms η ·,· . These two identifications differ by ω. Hence the associativity constraint of M G,e corresponds to ω ∈ H 3 (Γ, Q * l ) i.e. M G,e ∼ = Vec , θ) is some metric group) is pointed by Remark B.4. Hence, the set of isomorphism classes of simple objects in D is a group which is a central extension of Γ by A, the group of isomorphism classes of simple objects of C 1 = M(A, θ). The class of the central extension gives us an element f ∈ H 2 (Γ, A). Now, we can start from a central extension of Γ by A corresponding to an f ∈ H 2 (Γ, A) and ask whether there exist central braided Γ-crossed categories D giving rise to this central extension. According to [ENO09, §8] , such central braided crossed categories exist when a certain obstruction O 4 (f ) ∈ H 4 (Γ, Q * l ) vanishes, in which case they are classified up to equivalence by a certain H 3 (Γ, Q * l )-torsor. We refer to [ENO09] for more on classification of braided crossed categories and in particular to op. cit. §4 for the definition of various higher categorical groups (for example Pic(·), EqBr(·)) associated to braided fusion categories that play an important role in the classification. (See also Appendix B.2.) Remark 3.3. Since M(A, θ) is a non-degenerate braided fusion category, we have an equivalence Θ : Pic (M(A, θ) ) ∼ = EqBr (M(A, θ) ) (see [ENO09, §5.4 ] for details or Appendix B.2). According to [ENO09, §8] , f ∈ H 2 (Γ, A) classify morphisms of 1-groups Γ → Pic(M(A, θ)) ∼ = EqBr(M (A, θ) ) lifting the trivial group homomorphism Γ → Pic(M(A, θ)) ∼ = EqBr(M (A, θ) ), or equivalently braided actions of Γ on M(A, θ) lifting the trivial action of Γ on (A, θ). Such a morphism Γ → Pic(M(A, θ)) corresponding to f ∈ H 2 (Γ, A) can be lifted to a morphism of 2-groups Γ → Pic(M(A, θ)) if and only if the obstruction O 4 (f ) vanishes. In this case, the lifts are classified by a certain H 3 (Γ, Q * l )-torsor. According to [ENO09] (see Theorem B.2), the lifts Γ → Pic(M(A, θ)) as above classify the central braided crossed categories corresponding to the f ∈ H 2 (Γ, A) up to equivalence.
Let M be a central braided Γ-crossed category with identity component M anis p corresponding to an f ∈ H 2 (Γ, F p 2 ) (this implies that the corresponding obstruction O 4 (f ) vanishes). Then we wish to construct a unipotent group G with a Heisenberg idempotent e such that M G,e ∼ = M.
Let us now show that if we can realize one such central braided Γ-crossed category corresponding to f from a unipotent group, then we can realize all. Proposition 3.4. Let M, M ′ be two central braided Γ-crossed categories corresponding to the class f ∈ H 2 (Γ, F p 2 ). Suppose there exists a unipotent group G with a Heisenberg idempotent e such that M G,e ∼ = M. Then there exists a unipotent group U with a Heisenberg idempotent e ′ such that
Proof. Indeed M ′ differs from M in the associativity constraint by an element ω ∈ H 3 (Γ, Q × l ). By assumption, we have an extension 0 → H → G → Γ → 0 with a Heisenberg idempotent e ∈ D G (G) corresponding to a Heisenberg admissible pair (N, L) for G such that M ∼ = M G,e . By §3.2, we also have a connected commutative unipotent group V equipped with a Γ-action and a Γ-equivariant multiplicative local system K on V and an extension 0 → V → W → Γ → 0 corresponding to the 3-cocycle ω (namely such that
Let us consider the product of the group extensions:
Now we can check that (N × V, L ⊠ K) is a Heisenberg admissible pair for U and that the corresponding braided Γ-crossed category is M ′ .
Hence in order to complete the proof of Theorem 1.4(ii), given f ∈ H 2 (Γ, F p 2 ), or equivalently a central extension 0 → F p 2 → K Γ → Γ → 0 (such that the obstruction O 4 (f ) vanishes) it is enough to construct a unipotent group U with π 0 (U ) = Γ along with a Heisenberg idempotent such that the corresponding braided Γ-crossed category is one corresponding to the given central extension.
(See §3.3.4 for details.)
The central extension and obstruction in two step nilpotent case
Let H be a two step nilpotent unipotent group such that its center N is connected and H/N is commutative. Let Γ be a finite p-group with an outer action on H given by a group homomorphism Γ → Out(H). This induces a braided action of Γ on the braided monoidal category D H (H) . The outer action also induces an honest action of Γ on the center N as well as on H/N = Inn(H) since we have assumed that Inn(H) is commutative. Let us assume that the induced action of Γ on H/N is trivial.
Let L be a Γ-equivariant multiplicative local system on N , such that (N, L) is a Heisenberg admissible pair on H. This means that the induced (Γ-equivariant) skew-symmetric biextension map φ L : (H/N ) perf → (H/N ) * perf is an isogeny whose kernel is denoted K L as before. We have the corresponding non-degenerate quadratic form θ on K L associated to this skew-symmetric isogeny. The admissible pair (N, L) gives us the Heisenberg idempotent e = L[2 dim N ](dim N ) on H.
As before, let K ⊂ H be such that K/N = K L . For h ∈ H, let c h : H → N be the "commutator with h" map: H ∋ g → ghg −1 h −1 ∈ N . Recall that by Remark 2.5 (see also [De, Prop. 4 .5]),
Since L is Γ-equivariant, we get a braided action of Γ on eD H (H) and hence on
Since the action of Γ on H/N is trivial, we see that the braided action of Γ on M H,e induces the trivial action on K L . According to [ENO09] this braided action corresponds to a certain central extension of Γ by K L as described in the previous section. Let us construct this braided action and central extension explicitly.
Let us pullback the exact sequence 0 → Inn(H) → Aut(H) → Out(H) → 0 along the outer action map and obtain the central (since induced action of Γ on Inn(H) is trivial) extension
For γ ∈ Γ, let Aut γ (H) ⊂ Aut(H) be the Inn(H)-coset that describes the outer action of γ on H. In particular, Aut 1 (H) = Inn(H) = H/N . For γ ∈ Γ andγ ∈ Aut γ (H), let cγ : H → N be the map cγ(h) = hγ(h −1 ) ∈ N . (cγ(h) ∈ N since Γ acts trivially on H/N .) In particular, for N h ∈ Aut 1 (H) = H/N , c N h : H → N is the commutator with h map c h defined previously. For eachγ ∈ Aut γ (H), cγ is a group homomorphism. Hence c * γ L is a multiplicative local system on H that is trivial when restricted to N since L is Γ-equivariant. For γ ∈ Γ, let
By (3), we see that
We have the relation
Let K Γ be the disjoint union of all the K γ for γ ∈ Γ. Then we can check that in fact K Γ is a group and we have a central extension
K Γ has an honest action on H and it induces the given outer action of Γ on H. We also have a braided action of K Γ on eD H (H) and M H,e and the action of K L ⊂ K Γ corresponds to the conjugation action by the simple objects of M H,e . Hence this induces the braided action of the quotient Γ on M H,e .
Thus from the outer action of Γ on H and the Γ-equivariant multiplicative local system L on the center N , we get a two cocycle f : Γ × Γ → K L ⊂ H/N = Inn(H) corresponding to the central extension constructed above by choosing liftsγ
Remark 3.5. Thus starting from an outer action of Γ on H we get an ω ∈ H 3 (Γ, N ). This is the obstruction to the existence of an extension of Γ by H corresponding to given outer action (see [EM, §7] ). Remark 3.6. Furthermore, if we have a Γ-equivariant Heisenberg admissible pair (N, L) as above, then we get a braided action of Γ on M H,e and the corresponding central extension 0
This data gives rise to an obstruction β ∈ H 4 (Γ, Q * l ) to the existence of a central braided Γ-crossed category with trivial component M H,e . On the other hand we have the boundary map δ : H 3 (Γ, N ) → H 4 (Γ, Q * l ) coming from the Γ-equivariant multiplicative local system L on N (which can be thought of as a short exact sequence of Γ-modules 0 → Q * l → N → N → 0). Next we show that δω = β.
The cohomological obstructions
We continue to use the notations of the previous section in which we described a 3-cocycle ω ∈ H 3 (Γ, N ) which is the obstruction to the existence of an extension of Γ by H corresponding to the given outer action. We have a Γ-equivariant multiplicative local system L on N which gives rise to a boundary map δ : H 3 (Γ, N ) → H 4 (Γ, Q * l ). We note that the outer action respected the Heisenberg admissible pair (N, L) on H and that the induced action of Γ on H/N (and hence on K L ⊂ H/N ) was trivial. The outer action defines a braided action of Γ on M H,e and we constructed the corresponding central extension
From this data, we get a β ∈ H 4 (Γ, Q * l ) which is the obstruction to the existence a central braided Γ-crossed category corresponding to the braided action of Γ on M H,e . In this situation: Proposition 3.7. We have β = δω.
Proof. Let us first describe the boundary map δ explicitly. Let ω ∈ H 3 (Γ, N ) be represented by a 3-cocycle ω : Γ × Γ × Γ → N . For a, b, c ∈ Γ, let us choose a trivialization of the stalk L ω (a,b,c) .
Hence using our chosen trivializations of L ω(·,·,·) and the Γ-equivariant multiplicative structure of the local system L, we get an automorphism of the stalk L 1 = Q l . This automorphism is δω (a, b, c, d) .
We now describe the obstruction β ∈ H 4 (Γ, Q * l ) explicitly. By Proposition 2.20 (see also [De, §4.3] ), the simple objects of M H,e can be described as the translates e k of e by k ∈ K ⊂ H and moreover, for k 1 , k 2 ∈ K we can identify e k 1 * e k 2 with e k 1 k 2 . The isomorphism class of e k only depends on the coset N k. For n ∈ N and any k ∈ K, a choice of trivialization of the stalk L n gives us an isomorphism e k → e nk . For a, b, c ∈ Γ, we have a chosen trivialization of the stalk L ω(a,b,c) as in the previous paragraph.
Note that for a ∈ Γ, we have chosen liftsã ∈ K a ⊂ Aut a (H) (see §3.3.1). We define the corresponding braided automorphism (also denoted byã) of M H,e as pullback viaã −1 : H → H. Let M H,e,ã denote the corresponding braided M H,e -bitorsor which is equal to M H,e as a lefttorsor and where the right action is twisted by the braided automorphismã. For X ∈ M H,e and a, b ∈ Γ,ãb(X) = e F (a,b) * ab(X) * e F (a,b) −1 . We will define a system of products (see [ENO09, §8.6 
Hence by (5), the trivialization of the stalk L ω(a,b,c) induces a natural isomorphism ζ a,b,c between these two functors. Now for a, b, c, d ∈ Γ we have five functors M H,e,ã ×M H,e,b ×M H,e,c ×M H,e,d → M H,e, abcd corresponding to the five bracketings and a pentagon formed by the natural isomorphisms between these functors defined using the ζ ·,·,· defined above. Let β(a, b, c, d) ∈ Q * l denote the natural automorphism of one of the five functors obtained from the above pentagon (namely β measures the failure of the commutativity of the pentagon). It follows that β is a 4-cocycle and that the associativity constraint ζ can be modified to satisfy the pentagon axiom if and only if β is cohomologically trivial, or in other words, β is the obstruction to the existence of the central braided crossed category. Comparing with the explicit computation of δω above, we see that β = δω.
Constructing an outer action from a central extension
Let Γ be a finite p-group and let
be a central extension. We will now reverse the construction of §3.3.1. Namely, we will construct a two step nilpotent group H with connected center N and an embedding F p 2 ⊂ H/N with an action of K Γ such that F p 2 ⊂ H/N = Inn(H) acts by its natural conjugation action on H (this induces an outer action of Γ on H) and a Γ-equivariant Heisenberg admissible pair (N, L) as described in §3.3.1, such that the corresponding metric group is the anisotropic metric group (F p 2 , θ = ζ N m(·) ) and such that the corresponding extension of Γ by K L = F p 2 obtained using the construction of §3.3.1 coincides with K Γ .
Let us fix a positive integer n and let W be the ring scheme of Witt vectors of length n. Let N = M aps(Γ, W), or the group algebra of Γ over the ring W. Then N is a connected commutative unipotent group with a left Γ-action by right translations of functions. Note that we have H i (Γ, N ) = 0 for i > 0 by Shapiro's lemma.
We have the embedding C := Z/p n Z ⊂ W֒→ N of constant maps which is a Γ-equivariant map with Γ acting trivially on W. Let us form the quotient N := N /C which is a connected commutative unipotent group equipped with the induced action of Γ. Lemma 3.8. We have the following structure:
(ii) Embeddings G a ֒→ W ⊂ N such that the induced Γ-action is trivial on W and L restricts to the Artin-Schreier local systems on W and G a .
Proof. Consider the Γ-equivariant central extension
This gives us (i), the Γ-equivariant multiplicative local system L on N (after choosing an identifi-
Restricting the above central extension to the constants W ⊂ N , we get the central extension 0 → C → W → W/C → 0, which can be identified with the Artin-Schreier
where F is the relative Frobenius map. This gives us an identification W ∼ = W/C and an embedding W ∼ = W/C ⊂ N /C = N and we see that under this embedding L| W is the Artin-Schreier multiplicative local system. The action of Γ on W is trivial under this embedding. Also, we have G a ֒→ W under which the Artin-Schreier local system on W restricts to the Artin-Schreier local system on G a .
An immediate consequence is the following: Lemma 3.9. Let B : G a × G a → G a ⊂ N be the skew-symmetric biadditive map given by
The pullback B * L induces a skew-symmetric biextension G a,perf → (G a,perf ) * which is an isogeny with kernel F p 2 and the induced metric is the anisotropic metric.
Proof. This follows from Example 2.8 since L| Ga is the Artin-Schreier multiplicative local system and B identifies with the commutator map of Example 2.8.
Note that N 0 is the set of F p 2 -invariant maps and hence can be identified with N = M aps(Γ, W). We have the natural action of K Γ on N λ given by yφ(x) = φ(xy).
Note that for a constant function w ∈ W ⊂ N , w = F (w) − w considered as an element of the W embedded in N (see Lemma 3.8), where F : W → W is the relative Frobenius. We have the induced action of K Γ on each N λ and the induced Γ-equivariant addition maps
Let us now define the unipotent group H. The underlying variety H = {(λ, f )|λ ∈ G a , f ∈ N λ }. Define a product on H by setting
The center of H is N and Inn(H) = H/N = G a with the inner action of µ ∈ G a given by µ (λ, f ) = (λ, f + B(µ, λ)) where B is as defined in Lemma 3.9. The commutator map [·, ·] :
. By this, Remark 2.5 and Lemma 3.9 we have: Lemma 3.10. The pair (N, L) is a Heisenberg admissible pair on H and the corresponding metric group is the anisotropic metric group (F p 2 , θ).
The action of K Γ on each N λ induces an action of K Γ on the group H defined by x(λ, f ) = (λ, xf ). The induced action of Γ on N is the original action. The induced action on H/N is trivial. As before, the action of k ∈ F p 2 ⊂ K Γ is given by k(λ, f ) = (λ, f + B(k, λ)). We see that this identifies with the inner action of k ∈ F p 2 ⊂ G a = H/N.
We can now prove: Proposition 3.11. The central extension obtained from the data as above (using the construction of §3.3.1) is the central extension 0 → F p 2 → K Γ → Γ → 0 that we started out with.
Proof. It is clear (for example by Lemma 3.10) that in this case K L = F p 2 . For y ∈ K Γ , let c y : H → N be defined by h = (λ, φ) → h · y(h −1 ) = φ − yφ. This is a group homomorphism which can in fact be lifted to a group homomorphism C y : H → N by (λ, φ) → φ − yφ. One can readily verify that this is indeed a well defined homomorphism. This means that c * y L is the trivial multiplicative local system on H. Hence using (4) we see that K Γ is indeed the central extension obtained by the construction of §3.3.1.
Completion of the proof
Let C ∈ C − p . By Proposition C.2, C ∼ = M ′Γ as modular categories, where M ′ is a (positive spherical) central braided Γ-crossed category with trivial component M anis p and Γ is a finite p-group. The group of isomorphism classes of simple objects in the central braided crossed category M ′ gives us an f ∈ H 2 (Γ, F p 2 ) such that the corresponding obstruction β ∈ H 4 (Γ, Q * l ) vanishes. Note that β can be defined as an element of H 4 (Γ, µ p ). Hence β must vanish in some H 4 (Γ, µ p n ). Let us fix one such n. Let H be the two-step nilpotent unipotent group equipped with the outer action of Γ and the Γ-equivariant admissible pair (N, L) corresponding to f ∈ H 2 (Γ, F p 2 ) constructed in the previous section (for the chosen integer n). Let ω ∈ H 3 (Γ, N ) be the obstruction to the existence of a group extension corresponding to the outer action of Γ on H constructed above. The multiplicative local system L was defined using the Γ-equivariant central extension 0 → µ p n ∼ = C → N → N → 0. Since H i (Γ, N ) = 0 for positive integers i, the boundary map defines an isomorphism δ : H 3 (Γ, N ) ∼ = H 4 (Γ, µ p n ). Since β = δω = 0, we conclude that ω vanishes and hence there exists an extension 0 → H → G → Γ → 0. It follows that (N, L) is a special Heisenberg admissible pair for G and that the corresponding central braided Γ-crossed category M G,e has identity component M anis p and group of isomorphism classes of simple objects is the central extension corresponding to f .
Hence M ′ and M G,e both give rise to the same central extension f . By Proposition 3.4, there exists a unipotent group U with a Heisenberg idempotent e ′ such that M ′ ∼ = M U,e ′ as spherical central braided crossed categories. Hence M U,e ′ ∼ = M Γ U,e ′ ∼ = C as modular categories.
By §3.1, we can pass to a connected unipotent group. Hence the proof of Theorem 1.4 is now complete.
A Appendix: Skew-symmetric biextensions
In this appendix, we prove some general results about connected commutative (perfect) unipotent groups and skew-symmetric biextensions. (See [Bo, , [Da, §2] for more on skewsymmetric biextensions.) Since it is convenient to talk about skew-symmetric biextensions in the setting of perfect schemes, we will work in the category of perfect unipotent groups over k, even though many of the results and arguments also work in the category of unipotent groups. Let cpu denote the category of commutative perfect unipotent groups over k and let cpu • be the full subcategory of connected commutative perfect unipotent groups. The category cpu is abelian and cpu • is an exact subcategory. Serre duality defines an involution cpu • ∋ V → V * ∈ cpu • which is an exact anti-autoequivalence of cpu • . For V ∈ cpu • , we think of V * ∈ cpu • as the space parametrizing the multiplicative local systems on V (after fixing an embedding Q p /Z p ֒→ Q * l ). We refer to [Bo, Appendix A] for more on the notions of Serre duality and biextensions.
A.1 Group actions on a connected commutative unipotent group
Let Γ be a group. Let V ∈ cpu (resp. ∈ cpu • ) be equipped with an action of Γ. Let Γ-cpu (resp. Γ-cpu • ) denote the category whose objects are V (resp. connected V ) equipped with a Γ-action and whose morphisms are Γ-equivariant maps of commutative perfect unipotent groups. Then Γ-cpu is an abelian category and Γ-cpu • is an exact subcategory. We prove some results in this situation which reduce to basic well-known results in the case when V is a vector space over k and Γ acts by linear transformations. Definition A.1. An object V ∈ Γ-cpu • is called simple if it is nonzero and has no proper connected Γ-invariant subgroups.
It is easy to see that:
We see that a morphism in Γ-cpu • to a simple object is either zero or surjective and that a morphism from a simple object is either zero or has finite kernel. Hence we have the following: Lemma A.3. Let V, W be simple objects in Γ-cpu • and f : V → W a morphism in Γ-cpu • . Then f is either zero or an isogeny. Lemma A.4. Let V ∈ Γ-cpu • be simple. Then p · V = 0, i.e. as a connected commutative perfect unipotent group, V ∼ = G r a,perf for some positive integer r.
Proof. Consider the morphism p · Id V : V → V in Γ-cpu • . Since some power of p annihilates V , the map p · Id V is not an isogeny. Hence it must be zero.
Lemma A.5. Let V ∈ Γ-cpu • be simple. Let γ ∈ Γ be a central element whose order is a power of p. Then γ acts trivially on V .
Proof. Suppose γ p n = 1. Since γ ∈ Γ is central, γ : V → V is a morphism in Γ-cpu • and so is (γ − Id). Since V is simple p · V = 0. Hence (γ − Id) p n = γ p n − Id = 0. Hence γ − Id cannot be an isogeny. Hence γ = Id since V is simple.
Remark A.6. If Γ is a (possibly infinite) p-group and V ∈ Γ-cpu • is simple, then the center Z(Γ) acts trivially on V . Proposition A.7. If Γ is a (possibly infinite) nilpotent p-group, then there is a unique simple object in Γ-cpu • , namely G a,perf equipped with the trivial action of Γ.
Proof. We prove this by induction on the length of the ascending central series of Γ. By the remark, the proposition holds for commutative p-groups Γ. (Z(Γ) = Γ must act trivially on a simple V , and consequently V must be one dimensional.) Now suppose Γ is such that the proposition holds true for all p-groups of lower nilpotence class. Let V ∈ Γ-cpu • be simple. By the remark above, Z(Γ) acts trivially on V . Hence the Γ-action on V comes from an action of the quotient Γ/Z(Γ). V is simple for this action. Hence by our inductive hypothesis, V ∼ = G a,perf with trivial action of Γ/Z(Γ). Hence the action of Γ is trivial as well.
A.2 Invariant isotropic subgroups
As before, let Γ be a group and let V ∈ Γ-cpu • . Let φ : V → V * be a Γ-equivariant skew-symmetric biextension. (See [Bo, Appendix A.10] .) We can think of such a skew-symmetric biextension as a bimultiplicative local system on V × V whose restriction to the diagonal is trivial. Let W ⊂ V be a connected subgroup. Let W ⊥ (∈ cpu) be the kernel of the composition V φ → V * ։ W * . We say that W is isotropic if W ⊂ W ⊥ . In this section, we prove that if dim(V ) ≥ 2 and if Γ is a nilpotent p-group, then there exists a non-trivial Γ-invariant isotropic subgroup. Lemma A.9. Let n be the smallest integer such that p n · V = 0. Let r be an integer such that n 2 ≤ r ≤ n − 1. Then p r · V is a proper Γ-invariant isotropic subgroup.
Proof. It is clear that p r · V is a proper Γ-invariant subgroup for each positive integer r ≤ n − 1. For r ≥ n 2 , p r · (p r · V ) = 0, hence p r · (p r · V ) * = 0. Hence we see that the composition
Proposition A.10. Let Γ be a nilpotent p-group, V ∈ cpu • and let φ : V → V * be a Γ-equivariant skew-symmetric biextension. If dim(V ) ≥ 2, then there exists a nonzero Γ-invariant isotropic subgroup in V .
Proof. If p · V = 0, then the previous lemma gives us a proper Γ-invariant isotropic subgroup in V . Hence let us assume p · V = 0, in which case the previous lemma does not tell us anything. Let us use Corollary A.8.
Consider the induced Γ-equivariant skew-symmetric biextension of V 2 . Let V 1 ⊂ V 2 be a one-dimensional Γ-fixed subgroup guaranteed by Corollary A.8. If V 1 is isotropic in V 2 , then it is also isotropic in V and we are done. If not, then its perpendicular V
in V 2 must be one-dimensional and
also be Γ-invariant and since it is one dimensional, the action of Γ on (V ⊥ V 2 1 ) • must be trivial and consequently action of Γ on V 2 must be trivial. Now by [Bo, Lemma A.29] , V 2 has a one-dimensional isotropic subgroup W . Since the action of Γ on V 2 is trivial, W is Γ-stable.
Corollary A.11. Let Γ be a nilpotent p-group and let V ∈ Γ-cpu • be equipped with a Γ-equivariant skew-symmetric biextension V φ → V * . Then there exists a Γ-invariant maximal isotropic subgroup W ⊂ V and for any such W , dim(W ⊥ ) ≤ dim(W ) + 1 and W is also maximal among all (not necessarily Γ-invariant) isotropic subgroups of V .
Proof. Clearly maximal Γ-invariant isotropic subgroups exist. Let W be any Γ-invariant isotropic subgroup of V . Then (W ⊥ ) • is also Γ-stable and we have the induced Γ-equivariant skew-symmetric biextension of (W ⊥ ) • /W . Γ-invariant isotropic subgroups of V containing W are in a natural bijective correspondence with Γ-invariant isotropic subgroups of (W ⊥ ) • /W . If W is a maximal Γ-invariant isotropic subgroup, then (W ⊥ ) • /W has no nonzero Γ-invariant isotropic subgroups. Hence this space has dimension less than or equal to 1.
A.3 Metric groups associated to skew-symmetric biextensions
Definition A.12. Let A be a finite abelian group and let θ : A → Q * l be a function. We say that θ is a quadratic form if θ(a) = θ(−a) and if the symmetric function b(a, b) :=
We say that θ is non-degenerate if the bicharacter b is non-degenerate. A pre-metric group is a pair (A, θ) where A is a finite abelian group and θ : A → Q * l is a quadratic form. If the quadratic form is non-degenerate, we say that (A, θ) is a metric group. Given a metric group (A, θ), we have the associated non-degenerate bicharacter b. A subgroup B ⊂ A is said to be isotropic if θ| B = 1. In this case, B ⊂ B ⊥ . For an isotropic subgroup B, the subquotient (B ⊥ /B, θ ′ ) is also a metric group, where θ ′ is the quadratic form on B ⊥ /B induced by θ. A metric group is said to be anisotropic if it has no non-trivial isotropic subgroups. If L is a maximal isotropic subgroup of a metric group (A, θ), then the subquotient (L ⊥ /L, θ ′ ) is an anisotropic metric group whose isomorphism class is independent of the choice of maximal isotropic subgroup L. We say that the metric group (A, θ) is Witt-equivalent to the anisotropic metric group (L ⊥ /L, θ ′ ).
Let us now give two examples of anisotropic metric p-groups which are of particular interest in the theory of character sheaves on unipotent groups (see Theorem A.13 below):
• The trivial metric group (0, 1).
• (F p 2 , ζ N m(·) ) where N m : F p 2 → F p is the norm map and ζ ∈ Q * l is a primitive p-th root of unity. Now let V be a connected commutative perfect unipotent group and let φ : V → V * be a skewsymmetric isogeny. According to [Bo, Appendix A.10] , [Da, §2.3] , to such a skew-symmetric isogeny, we can associate a metric group (A, θ). Here A is the kernel of φ. Then we can define the associated non-degenerate quadratic form θ : A → Q * l (see [Bo, Appendix A.10] , [Da, §2.3] ). The following theorem is proved in [Da] : Theorem A.13. ( [Da] ) The metric group (A, θ) associated to the skew-symmetric isogeny φ : V → V * is Witt-equivalent to the trivial anisotropic metric group if dim(V ) is even and is Witt-equivalent to the anisotropic metric group
B Appendix: The modular category associated to a metric group and braided crossed categories
B.1 The modular category associated to a metric group
Given a pre-metric group (A, θ) (see Definition A.12), there exists a corresponding pointed braided category M(A, θ) whose group of isomorphism classes of simple objects is isomorphic to A and the braiding on the square of a simple object is given by θ. This determines the braided monoidal category up to equivalence. We equip this braided pointed category with the positive spherical structure. With this structure, the twist (an automorphism of the identity functor on the pointed braided category) is given by θ. We denote this pre-modular category by M(A, θ). (See [DGNO, for more details.) If (A, θ) is a metric group, M(A, θ) is a modular category.
The modular category defined by the metric group (F p 2 , ζ N m(·) ) is of particular interest and we denote it by M anis p .
B.2 Braided crossed categories and equivariantization
Let (A, θ) be a metric group and let Γ be a finite group. Let D be a faithfully graded braided Γ-crossed category with identity component M(A, θ). This means that we have the following structure on D:
• A grading D = γ∈Γ C γ where each C γ is non-zero and C 1 ∼ = M(A, θ).
• A monoidal action of Γ on D such that γ 1 (C γ 2 ) ⊂ C γ 1 γ 2 γ 1 −1 for each γ 1 , γ 2 ∈ Γ.
• For γ ∈ Γ, X ∈ C γ and Y ∈ D isomorphisms c X,Y : X ⊗ Y ∼ = → γ(Y ) ⊗ X functorial in X, Y and satisfying certain compatibility conditions. For a braided Γ-crossed category D, the equivariantization D Γ has the structure of a braided monoidal category. We refer to [DGNO, §4.4.3 ] for a precise definition and properties of braided crossed categories and related concepts.
In particular, the monoidal action of Γ on D restricts to an action of Γ on the braided monoidal category M(A, θ) by braided autoequivalences which in turn determines an action of Γ on the metric group (A, θ). Definition B.1. We say that such a braided Γ-crossed category as above is central if the induced action of Γ on the metric group (A, θ) is trivial.
Let D = γ∈Γ C γ be a braided Γ-crossed category. Each C γ is a C 1 -module category. In fact, by [ENO09, Thm. 6 .1], it is an invertible (under tensor product of module categories, see op. cit.
§3) C 1 -module category. For a braided fusion category C 1 , let Pic(C 1 ) denote the categorical 2-group whose objects are invertible C 1 -module categories under tensor product, 1-morphisms are equivalences of C 1 -module categories and 2-morphisms are isomorphisms of such equivalences. As proved in op. cit., the assignment γ → C γ along with the braided Γ-crossed structure of D defines a morphism of 2-groups Γ → Pic(C 1 ). In fact, the following result is proved in op. cit. §7. Let us equip D with the positive spherical structure (see [DGNO, Ex. 2.26] ). Since the identity component M(A, θ) is a non-degenerate braided category and the grading on D is faithful, the equivariantization D Γ is also a non-degenerate braided category (by [DGNO, Proposition 4.56(ii)] ). Since D is equipped with a (positive) spherical structure, D Γ also has the structure of a modular category. Proposition B.5. Let D be faithfully graded braided Γ-crossed category with identity component M(A, θ), where Γ is a finite group and (A, θ) is a metric group. Let C be the braided monoidal category D Γ . Let L ⊂ A be a Γ-invariant isotropic subgroup and form the subquotient metric group (L ⊥ /L, θ ′ ). Then there exists a (faithfully graded) braided crossed category whose identity component is equivalent to M(L ⊥ /L, θ ′ ) and whose equivariantization is equivalent to the braided monoidal category C.
Proof. The full subcategory of M(A, θ) generated by the simple objects corresponding to L ⊂ A with the restriction of associativity and the braiding is the symmetric monoidal category M(L, 1 = θ| L ) ∼ = Vec L and is equipped with a fiber functor Vec L → Vec. The braided action of Γ on M(A, θ) induces one on Vec L and after equivariantization, we get a symmetric monoidal category E := Vec In this appendix, we define and study some properties of the class C ± p of modular categories. We will follow [DGNO2] , but we give an alternative equivalent definition. In the following definition, we use the notions of metric groups and Witt-equivalence that we discussed in Appendix A.3 above. We also use the notions of central braided crossed categories and equivariantization, as well as that of the modular category M(A, θ) associated to metric group (A, θ) defined in Appendix B above. Definition C.1. (i) We say that a modular category C belongs to the class C + p if C ∼ = D Γ as a modular category, where D is a (faithfully graded and positive spherical) central braided Γ-crossed category with identity component M(A, θ) such that Γ is a finite p-group and (A, θ) is a metric p-group Witt-equivalent to the trivial metric group.
(ii) We say that a modular category C belongs to the class C − p if C ∼ = D Γ as a modular category, where D is a (faithfully graded and positive spherical) central braided Γ-crossed category with identity component M(A, θ) such that Γ is a finite p-group and (A, θ) is a metric p-group Witt-equivalent to the anisotropic metric group (F p 2 , ζ N m(·) ).
(iii) The class C ± p is defined to be the union C + p ∪ C − p .
The class C − p may also be characterized as follows: Proposition C.5. ( [DGNO2] ) A modular category C ∈ C − p if and only if the modular category C ⊠ M anis p ∈ C + p .
