Recently, the study of human motor development mechanisms has attracted the attention of not only brain scientists but also roboticists, who are interested in using these ideas for the development of robot controllers. Unfortunately, the mechanism is still unrevealed. In this paper, we use a synthetic approach to shed light on the development mechanism, to extract the property of the mechanism for a new robot controller. We propose two properties of movement learning in human: (1) compression of the redundant motor command and (2) the mapping from sensor to motor in the coupling among controller, body and environment. To prove our proposition, we construct a neural model with essential features of biological system. In a series of experiments with a simple body model, rhythmic movement (to be learned in early days of infant) is explored and correctly learned; moreover entrainment is observed. These results suggest that our model have the ability to learn rhythmic movement; it is the first step towards understanding of developmental mechanism of human.
Introduction
Newborn babies cannot perform organized whole-body behaviors from birth. Rather, they gradually acquire these motor skills through an autonomous exploration process. Recently, roboticists have focused their attention on this developmental scheme, because it might allow the discovery of a new versatile and adaptive robot controller [1] .
To clarify the principles of self-driven exploration and learning, we are constructing and computationally simulating a baby with a musculo-skeletal model and a minimum model of the central nervous system [6] . The baby model is based on "essential" properties of the human body. In our previous results in [6] , "meaningful" motor behavior emerged (e.g. rolling over and crawling-like motion.) We believe that our previous model has an ability of self-driven exploration of movement. Although the results were highly suggestive, the model unfortunately did not acquire and learn the emergent movements. How can we endow the model with a capability of movement learning? In order to shed light on the principles of movement learning, we must continue to address these problems.
Our objective of this paper is to reveal the principle of movement learning in humans, by enhancing our previous model [6] . In this paper, we propose two core principles of movement learning in humans:
(1) compression of the redundant motor command and (2) the mapping from sensor to motor in the coupling among controller, body and environment. These will have implications for new design principles of versatile and adaptive humanoid robots, and for research on the development of motor skills in infants.
In Sec. 2., we explain our proposition and discuss background material. Our enhanced model is presented in Sec. 3.. To verify our model, we present experiments with a simulated simple body in Sec. 4.. These experiments show that our model has the basic ability to learn movement. We conclude this paper with discussion in Sec. 5..
Learning embodied movements
In this paper, we draw a hypothesis from consideration of both biological and computational factors. The hypothesis is that the nervous system of a human baby creates, through exploration, a compressed representation; using this representation, it efficiently acquires the explored movement. These capabilities are subserved by the coupled dynamics of the nervous system, the body and environment. In Sec. 2.1, we discuss "movement learning". In Sec. 2.2 and Sec. 2.3, we illustrate the details of our hypothesis and its principles.
Rhythmic embodied movements
We first defined "movement learning" as to include movements, which can arise at will with little conscious effort, from the coupling among controller, body and environment.
We consider what type of movement is primarily learned. In neuroscience, the rhythmic movement is regarded as the basis of a discrete movement. Schaal et al. [11] used functional magnetic imaging (fMRI) to directly measure activity in the human brain during rhythmic and discrete movements. Their experiment shows that a wide brain area is activated during a rhythmic movement, while a discrete movement requires other functional areas in addition to those required by a rhythmic movement. This suggests that a rhythmic movement can be expressed by simpler neural circuit than a discrete movement. We interpret their result as a neural circuit that can learn a rhythmic movement can serve as the base for a larger neural circuit to learn other types of movements (e.g. voluntary movements).
How does rhythmic movement emerge from a neural circuit? One possibility is that a chaotic phenomenon couples (information ex- Fig. 1 Penfield's homunculus on M1 [8] , on which bodily part is represented. It seems to reduce the redundancy of muscles in control.
change through physical interaction) the body and the nervous system. Physiologists have shown that the particular rhythmic activity of a human baby displays chaotic properties [13] . In addition, Taga shows that the movements of a normal infant's limbs are chaotic and rhythmic [15] . These suggest that rhythmic movements in humans have a close relationship with chaotic phenomenon. Motivated by the above results, in previous work we carried out a series of experiments on a chaos-body coupled system [7] . Our chaos-body coupling system seems to have an ability to explore rhythmic movements. We call this rhythmic movement "embodied movement" because it emerged only if the system has a body. The system was able to explore embodied movements, but unable to learn them. To our knowledge there is still no research dealing with learning of embodied movement by exploration or emergence.
Compressive representation of the body
In humans, the nervous system learns movements. How are motor commands represented in the nervous system? The primary motor area M1 is regarded as the front output gate to muscles in the brain. M1 has a somatotopic representation called "homunculus" [8] , where each body part is represented, keeping the topology of the body. Each minimum neural unit on M1 seems to deal with an independent motor command respectively. The neurons of M1 can activate or inhibit muscles via the corticospinal tract. Each neuron of M1 connects with one or more muscles that appear to be organized into a functional unit [9] . Of course there are potentially millions of combinations of muscles, though most combinations are impossible or unused in daily life. Through dynamic plasticity, M1 learns possible combinations of muscles as functional units from experience; i.e. it reduces the amount of information required for the motor command.
It is obvious that M1 relates to the movement learning. We believe the M1-like representation allows movement learning with less effort than without such a representation.
Memory of embodied movement by mapping from sensor to motor
From a computational view, we propose a learning model, where a mapping from sensor to motor learns/memorizes and reproduces the movement. Furthermore, we hypothesize this type of mapping plays an important role in movement learning. The proposed model learns and replays through the following steps: (1) learning relational mapping between sensor and motor while performing a target embodied movement, and (2) replaying the target embodied movement using the mapping.
We first show how to allow a system to memorize an embodied movement. Here, let A i be the motor command, and S i be the sensor information at time i. We assume the embodied movement to be learned occurs within the time range (i = 0, · · · , n). We can formalize the relationship between A i and S i as,
Here, we define P as a mapping which learns the relationship between sensor and motor in performing the embodied movements. If the mapping P satisfies the relationship,
the system can replay the movement using learned P. Here, let a t be the motor command at time t, and s t be the sensor information at t. If s t is initialized to S i , a t is given by (2) as,
Then, using (1),
The learned movement can be replayed by repeating this update step. These simple equations require just one mapping. Of course, the mapping P can not be learned as a perfect conversion like (4) because we have not taken noise into account. However, we believe this defectiveness is not a problem. We assume the embodied movement emerges from the coupling between the chaotic system (neural circuit) and the body; the movement could be corrected naturally by the physical dynamics of the object (entrainment). We suppose the mapping P of our model works as an inducer for replaying the embodied movement.
The complexity of the mapping depends on the complexity of sensor and motor information. If a more compressed representation of the sensorimotor information is available, the mapping gets simpler. We can assume that the mapping from S1 to M1 makes the mapping P simpler; i.e. the homunculus makes the acquisition of movements easier. We can assume that the mapping P is in the cerebellum. The cerebellum also connects with S1 and M1, and is known as the brain region that learns movement [3, 4] . The mapping discussed in this section could be implemented by the cerebellum. 
Neural model for autonomous exploration and learning
In this section, we show our enhanced neural model which has biologically plausible properties and is computationally feasible (see in Sec. 2.3). Our enhanced neural model consists mainly of three modules: a spinobulbar module, a body representation module, and a movement learning module. Figure 2 shows the overview of the model.
The spinobulbar module has a Central Pattern Generator (CPG) neuron model, a spinal cord model (α, S0 and γ neuron model) and a muscle model. The spinal cord model drives the body through the muscle model. As a whole we can regard the spinobulbar module as a CPG-musculo-skeletal system. This module can play a key role as exploration of movements as we discussed in Sec. 2.1. The body representation module has a model of the primary somatosensory area (S1) and a model of the primary motor area (M1). This module can play a key role in the compressed representation of the body as discussed in Sec. 2.2. This module automatically acquires "body schema" [2] , in cooperation with the spinobulbar module. The movement learning module just has a mapping P from sensor to motor as discussed in Sec. 2.3. This module connects the body representation model to learn and replay the embodied movements. In the following subsections, we explain the details of each module.
Spinobulbar module
The spinobulbar module models spinobulbar neurons and muscles from a biological view [6] : α motor neurons, γ motor neurons, afferent sensory interneurons S0 in the spine, CPG neurons and muscles. According to physiology, these models are connected as shown in The α motor neuron model also adjusts the sensitivity of the spindle model. The γ motor neuron model only adjusts sensitivity of the spindle model. The afferent sensory interneuron S0 represents a somatosensory signal from the spindle model. The CPG neuron model is a generator of rhythmic patterns, which has sensory input from S0 and motor output to α. The activity of the CPG neuron model synchronizes a body movement via input from S0. The spindle model is a muscular sensory organ model, whose activity codes the length and velocity of its embedded muscle. The Golgi tendon model plays a role as a tension sensor. Explained intuitively, α and γ activate and regulate the muscle, S0 relays muscular information and CPG synchronizes the sensory information from S0 to its intrinsic dynamics, and drives α.
The core of this model is the CPG neurons coupling with muscles. The CPG neuron model is represented as a Bonhöffer van der Pol (BVP) unit. Each CPG neuron is modeled by the following BVP equations.
Here, x is an output of a CPG neuron, y is adiaphoria of the CPG neuron, I S 0 is the output of S0, I M1 is the control signal from M1, and a, b, c, δ, and τ are constants. A CPG neuron takes input from a S0 neuron via I S 0 , and outputs x to an α motor neuron; i.e. the CPG neuron is indirectly connected with a muscle. The CPG neurons are not directly connected to one another but become coupled to each other Fig. 4 Body-coupled CPG model [6] . Multiple spinobulbar modules (Fig.3 ) have a consequential connection through physical interactions through the body.
through physical interactions (Fig.4) . In order to explore embodied movements, both the body mediated neuron-neuron coupling and the direct neuron-body coupling are important. Then the system, consisting of neural net and body, acts chaotic and rhythmic. More details of the S0, α and γ neurons, and the parameter choices used in this section, are available in [6] .
Body representation module
The body representation module is also based on [6] . This module models two parts: the primary somatosensory area S1 and the primary motor area M1. There is one S1 and M1 model in the whole neural model. S1 and M1 model are each represented as map in which there are many neurons. The neurons in S1 and M1 model are connected to the lower neurons: S0, CPG, α and γ neurons. S1 receives input from all the S0 neurons, whose activity encodes somatosensory information from the whole body. S1 learns the topology of this information by self-organization. As a result, S1 can form a somatosensory representation of a whole body. The M1 map has the same structure as the S1 map, and the neurons in M1 connect with the corresponding neurons in S1. M1 receives the somatosensory information from S1 and also connects with the neurons involved in motor activity: CPG, α and γ. M1 learns correlation between the somatosensory and motor information. M1 can obtain a motor representation of a whole body like Penfield's homunculus [8] for two reasons: motor commands affect the somatosensory information through the body, and S1 has a somatosensory representation of a whole body. S1 is expressed by a self-organizing map. In essence its principle is the same as that of the Kohonen map [5] . The S1 model is quite same as that of [6] . Meanwhile the M1 model is almost same as those of [6] but the learning rule of M1 model is update from [6] . We show the modification of M1 model below (see [6] for details of S1 model).
We adopt the following covariance learning rule for M1:
Here, x l denotes the output of a CPG (α, γ) neuron l connected with M1, y
is the output of M1 neuron i, w li is the connection weight between neuron l and neuron i, and η is a learning coefficient.ȳ M1 i andx l are average values during a fixed period (we set this period 1000[msec] in our experiments). A motor command of α (CPG and γ) neuron affects the somatosensory information after a time delay;
we use a time delay t delay . This lag helps to learn correlation more efficiently.
Compared to the previous rule [6] , this one is better able to find correlations, and is more biologically plausible [12] . We set t delay to 300 [ms] and η to 0.2 in our experiments.
Movement learning module
We propose a model for an learning embodied movements, which is integrated to the spinobulbar module (Sec. 3.1) and the body representation module ( Sec. 3.2) . The movement learning module is represented as a mapping from sensor to motor; i.e. the module converts sensory information from S1 to motor information in M1. This model can learn and replay a rhythmic movement through the update steps in Sec.
2.3.
We represent this model as a three-layered perceptron P using the back-propagation learning algorithm [10] , which is able to learn nonlinear mappings. Though the back-propagation is not considered to be biologically plausible, we adopt it because of its simplicity and effectiveness.
P consists of three layers; an input layer, a hidden layer and an output layer. The neurons of the input layer take input directly from S1. The output layer has the same structure of M1 and its neurons connect with and affect corresponding neurons in M1. The input layer neurons are fully connected to the hidden layer neurons, and the hidden layer neurons are also connected to the output layer neurons. P behaves differently in learning and replaying. In the learning process, P only learns the connection weights and has no effect on M1. Then, in the replaying process, P affects M1 but no longer updates the connection weights.
Let y j be the output of an S1 (input-layer) neuron j, w i j be the connection weight between neuron j and hidden layer neuron i. The potential u i and the output y i of the hidden layer are,
where, α P is constant. We use t delay to adapt P to our M1 model. t delay is the same as in (6) . As for the neuron k in the output layer, its potential u k and its output y k are defined as,
where, w ki denotes the connection weight between the hidden layer and the output layer. The learning rule for w ki is defined using the least squared error between the output of the output-layer neurons and the M1 neurons as,
where, η 1 is a learning coefficient, and y
M1
k is the output of the corresponding M1 neuron k. δ k is derived from differentiation of the least squared error with respect to u k . w i j is updated using the same learning rule as (12) , (13) where η 2 is a learning coefficient.
All modules of our model are integrated with "delay" and "gain" parameters in Fig.5 . The "delay" is the transfer lag between the modules. The output of one module is multiplied by "gain" and travel with the delay to input of others. Except the connection of P, we adopt the same set of delays and gains as in our previous model [6] .
Experiments with 1-joint body model
We believe that our neural model has the ability of forming a compressed body representation like Penfield's homunculus [8] through exploration of embodied movements. We also expect that the model has the ability to acquire and replay the embodied movement using the natural body dynamics.
In order to test these expectations and to clearly understand the results, we use a very simple musculo-skeletal body model. With the body model, we carry out two simulation experiments. We use the Open Dynamics Engine (ODE) [14] for the simulation of physics. 
1-joint model
We define the simple body model that has 1-joint, 2-link and 12-muscle (Fig.6) . We call this model "1-joint model" The body consists of two cylindrical rigid links connected with a spherical joint that can bend freely in any direction up to 30
• from the vertical line (see the middle figure of 
Experiment -compressive representation
In the simulation, let the 1-joint model with our neural model behave freely. After learning, we evaluate the resultant S1 and M1 by the connection weight of "S0-to-S1", "M1-to-α", "M1-to-γ" and "M1-to-CPG". We set two-dimensional 10 × 20 number of neurons in S1 and M1 respectively. In this phase, we disable P in our model because P does not affect the learning of S1 and M1 in our model. We use 7500 [s] of simulated time for learning with update step 0.001 [s] .
The time change of the resulting maps of S1 and M1 are shown in Fig.7 . The neurons in the map of S1 (M1) are color-coded to indicate the S0 (α, gamma, CPG) neuron to which it is connected with maximum weight. The column of the figure represents time series of one map and the row does the maps in the same time. The map is colored randomly in the starting period (at 50 [s] the top row in Fig.7 ), but the map seems to be ordered at the end of the experiment (at 7500 [s] the bottom row in Fig.7) . We can see the colors of map change dynamically and become gradually self-organized.
Next, we carry out an additional experiment to test the ability of the map. In this experiment, a neuron in M1 takes an external input signal as in Penfield's neurophysiologic experiment [8] . The external signal is set to the value 1.0, and the connection of CPG-α is disabled to see the pure reaction without the interference from the CPG.
The resulting trajectories are shown in Fig .8 . The trajectories in the right figure correspond to the activated points of map in the left figure with symbols; the left map is the M1-α map at 7500 [s] in Fig .7 . The trajectories spread into multiple directions over the mov- Fig. 7 Time change of the maps of S1 and M1 through learning. The maps are colored to express the neuron of muscle which has maximum connection weight to each neuron in the map. able angular range. Therefore, the directions of trajectories reflect the topology of the map. This property seems to be close to the homunculus in M1. We measure the activity of the α neurons after activating the point A in Fig.8 . The resulting activity is shown in Fig.9 . The overall activity of the neurons is low, but it expresses the relationship of antagonist (or positional relationship) of the muscles; the activities of neuron with index 2-to-6 is higher than index 7-to-11 and 0 which is on the other side in body. We can say our model learns possible combinations of muscles. 
Experiment -acquiring embodied movement
We test our model's ability to learn embodied movement by a simulation experiment with the 1-joint model. Here, we adopt onedimensional grid for S1 and M1 whose weight is fixed because we want to examine the ability of our learning theory without many computational resources, using a simplest setup. The dimension of the neuron grid for S1 and M1 is 12 × 1. The one-dimensional S1 and M1 model are fixed as the map in Fig.10 , which is obtained in the same way as the experiment in Sec. 4.2 after simulation time period 10000 [s] . We express the map in 2 dimensions to show the relationship between M1/S1 neurons and S0 neurons. Vertical axis shows the S1 (M1) neuron ID, while the horizontal axis shows S0 (α, γ, CPG) neuron ID, and the intensity level of a grid point expresses the strength of connection weight.
First, we let the 1-joint model with our neural model behave freely. In this phase, the 1-joint model explores some rhythmic movements. Next, in learning phase, we manually set one rhythmic movement for the 1-joint model to follow, and we let P learn the relationship between the activation of S1 and M1 during the rhythmic movement. After learning, we let the 1-joint model move freely, and we observe the replayed movement.
We set the parameters of P as α P = 1.0, η 1 = 0.25, η 2 = 0.0025 and the number of hidden-layer neuron is 36. The explicitly fed rhythmic movement is shown in Fig11. This movement is a stable cyclic pattern. The head of the body revolves 675 times in the learning period of 500 [s] .
To examine the capability of P to replay stably the pattern, we carry out another experiment with three different gain parameters of P-M1 (g P−M1 ): 0, 1.0 and 5.0. g P−M1 = 0 means P can not effect anything.
The resulting trajectory of the center of the mass is shown in Fig .12 . The trajectory of with g P−M1 = 0, i.e. without P, is different from the original movement. The trajectory with g P−M1 = 1.0 looks similar to the original, whereas the trajectory with g P−M1 = 5.0 is smoother and closer to learning movement. These results suggest that P plays a role of reinforcement to stably replay the pattern, and influence of P to movement depends on the gain parameter of P-M1. Our next experiment tests the robustness of the ability to replay the movement. First, we apply an external force for 10[s] which causes the system to rotate in the reverse direction of the original learned movement. Then we remove the external force and allow the 1-joint model to move freely. This experiment is carried out without P (g P−M1 = 0) and with P (g P−M1 = 5.0). Figure 13 shows the resulting trajectories. In this figure, 1-joint model with P converges to the correct movement, but without P it does not. This shows that P makes the movement replaying robust. Does the learning condition of P affect the replaying ability? To address this question, we carry out an additional experiment changing the learning period. The square error of P in learning period is expressed as the learning progress in Fig.14 Fig.15 . The longer the learning period is, the closer to the original pattern the replayed trajectory becomes. It suggests that learning P affects the original dynamics of the CPG.
As discussed in Sec. 2.3, our movement learning model is based on the assumption that the neural model is coupled to the body. Moreover the core of our neural model coupled to body is the CPG neuron ( Sec. 3.1) . We have an extra experiment to test whether our model without CPG neurons can replay the movement or not. We use the same setup above, with only one difference: there is no CPG neuron in replaying. Here, we set the gain parameter P-M1 to 5.0.
The resulting trajectory is represented in Fig.16 . The trajectory of the replaying movement is different from the one in Fig.12 [C]. The trajectory is not smooth, but moves in the same direction as the original movement. This suggests that P affects the dynamics of whole system to replay its learned movement despite imperfect replay (see Sec.
2.3).
Through this experiment, we find out that P could affect the dynamics of the system but our learning model does not work well without the CPG neuron coupled to the body. In other words, our learning model efficiently exploits the neural model coupled with the body.
Discussion and Conclusion
We proposed a learning principle of embodied movement emerged from the nervous system coupled with body. We constructed the model capturing our proposal with essential features of biological systems. The details of the model were presented.
Through experiments with a simple 1-joint model, we showed that our model has the ability to form a compressed representation of the body. The S1 and M1 maps acquired in the experiments are similar to the homunculus of human in two regards. Our map achieves selforganization through experience, obtaining the topology of the body and discovering antagonistic relationships between muscle groups (i.e. discovering possible muscle combinations).
We also presented results of other experiments with the same body model. In the results, in spite of our simple learning model, it can learn and replay the embodied movement. In further experiments, we found out that our learning model cooperates with the neural model coupled with body to learn and replay movements. These experiments suggest that a simple 3-layer perceptron is enough to acquire movements with a nervous system coupled to the body. These results could be suggestive to physiologists and roboticists. If the human motor system is regarded as a chaotic system coupling neural circuits and body, the core of movement learning could be a simple mapping.
The experiments shown in this paper provide evidence for our proposals of properties of movement learning. However, we used a simple model and the simplest possible experimental setup (1-joint model and a plain movement). We need more experiments with other body models and other rhythmic movements. Nonetheless, we regard the model proposed in this paper as a base for exploration and learning of movements. In our next step, we will enhance and complement our models to learn more complex movements.
