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ist’ovacej cˇinnosti. V oblasti nezˇivotne´ho poistenia je jednou zo za´kladny´ch rezerv
tzv. IBNR rezerva - rezerva na sˇkody, ktore´ uzˇ vznikli ale esˇte neboli nahla´sene´ po-
ist’ovni. Obsahom a za´kladny´m ciel’om predlozˇenej pra´ce je pribl´ızˇenie meto´dy sta-
novovania odhadu rezervy IBNR - Mn´ıchovskej Chain Ladder meto´dy. Mn´ıchovska´
Chain Ladder meto´da vznikla modifika´ciou sˇtandardnej Chain Ladder meto´dy -
jednej z najpouzˇ´ıvanejˇs´ıch meto´d pre stanovenie odhadu IBNR rezervy. Pra´ca
sa zameriava na doˆvody, ktore´ viedli k modifika´cii sˇtandardne´ho Chain Ladder
vy´pocˇtu, vysvetl’uje samotny´ vy´pocˇet modifikovanej meto´dy a v za´vere prezentuje
i prakticku´ aplika´ciu meto´dy na rea´lne da´ta a porovnanie vy´sledku s klasickou,
vy´pocˇetne jednoduchsˇou meto´dou Chain Ladder.
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Abstract: The insurance company is obliged to create technical reserves to cover
the risk from insurance activities. One of the main reserves in non-life insurance
is the IBNR reserve - the reserve to cover the damages that already exist, but
that have not been reported to the insurance company yet. The content and
the general aim of this thesis is to provide a better orientation in the method
used in the estimation of the reserve IBNR - the Munich Chain Ladder Method.
Munich Chain Ladder Method was created as a modification of the standard
Chain Ladder calculation - one of the most used methods in the estimation of the
IBNR reserve. The thesis focuses on the reasons that led to the modification of
standard Chain Ladder calculation and explains the calculation of the modified
method. It presents the application ot the method on the real data as well as the
comparison with the results of the classical and less complicated Chain Ladder
method.
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U´vod
Technicke´ rezervy a ich vy´sˇka predstavuju´ za´kladny´ faktor k urcˇovaniu
u´rovne solventnosti a ratingu poist’ovne. Hodnoty vykazovane´ jednotlivy´mi
poist’ovnˇami podliahaju´ pr´ısnej kontrole regula´tora, ktore´ho v CˇR predsta-
vuje Cˇeska´ na´rodna´ banka. Preto je nastavenie spra´vnej vy´sˇky technicky´ch
rezerv jedny´m z kl’ucˇovy´ch aspektov vedu´cich k u´spesˇne´mu a konkurencie-
schopne´mu postaveniu poist’ovne na trhu.
V predlozˇenej pra´ci sa zameriame na oblast’ nezˇivotne´ho poistenia, konkre´tne
na stanovovanie odhadu jednej zo za´kladny´ch technicky´ch rezerv - rezervy
na poistne´ plnenia. Rezerva na poistne´ plnenia je d’alej cˇlenena´ na dve cˇasti,
rozdelene´ podl’a druhov poistny´ch udalost´ı, ktore´ rezerva kryje. Obsahom
pra´ce bude predstavenie jedne´ho z mozˇny´ch pr´ıstupov k vy´pocˇtu odhadu tzv.
IBNR rezervy - rezervy urcˇenej na krytie poistny´ch udalost´ı vzniknuty´ch do
konca bezˇne´ho u´cˇtovne´ho obdobia, ale v tomto u´cˇtovnom obdob´ı doposial’
poist’ovni nehla´seny´ch. Tento pr´ıstup je zna´my pod oznacˇen´ım Mn´ıchovsky´
Chain Ladder.
Pra´ca je rozcˇlenena´ do troch kapitol. Prva´ kapitola uva´dza do problema-
tiky odhadu INBR rezervy v nezˇivotnom poisten´ı. V u´vodnej cˇasti ka-
pitoly pop´ıˇseme za´kladne´ tzv. trojuholn´ıkove´ sche´my da´t a vysvetl´ıme
obecne´ princ´ıpy pouzˇ´ıvane´ pri vy´pocˇte odhadu rezerv. V kra´tkosti pribl´ızˇime
za´kladne´ meto´dy rezervovania a prejdeme k najcˇastejˇsie pouzˇ´ıvanej meto´de
stanovenia odhadu IBNR rezervy - klasickej Chain Ladder meto´de.
Dˇalej vysvetl´ıme za´kladny´ princ´ıp vy´pocˇtu SCL meto´dy a jej aplika´ciu
na dva typy da´t, na sˇkody vzniknute´ a sˇkody vyplatene´. V jednotlivy´ch
podkapitola´ch sa podrobnejˇsie zameriame na nedostatky meto´dy a pre
lepsˇiu na´zornost’ uvedieme i prakticky´ pr´ıklad a graficke´ uka´zˇky zalozˇene´
na pouzˇity´ch da´tach. Na pop´ısanom pr´ıklade uka´zˇeme systematicku´ chybu
tejto meto´dy - podrezerevovanost’ resp. nadrezervovanost’ vy´sledny´ch odha-
dov. Tento nedostatok je v d’alˇs´ıch cˇastiach pra´ce uka´zany´ i na obecny´ch od-
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vodeniach. Snaha o jeho odstra´nenie viedla k modifika´ci´ı klasicke´ho vy´pocˇtu
zna´mej ako Mn´ıchovska´ meto´da.
Na modifikovany´ Mn´ıchovsky´ vy´pocˇet sa zameriame v druhej cˇasti
pra´ce. Uvedieme predpoklady meto´dy a vysvetl´ıme princ´ıp modifikovane´ho
vy´pocˇtu odhadu rezervy. Za´kladna´ u´vaha Mn´ıchovske´ho modelu spocˇ´ıva
v predpoklade korela´cie medzi vzniknuty´mi a vyplateny´mi sˇkodami a jej
na´slednom vyuzˇit´ı vo vy´pocˇte IBNR rezervy. Ciel’om tejto u´vahy je elimino-
vat’ systematicku´ chybu detekovanu´ u SCL meto´dy. Vy´pocˇet sa vsˇak su´cˇasne
sta´va zlozˇitejˇs´ım a cˇasovo na´rocˇnejˇs´ım.
Obsahom poslednej kapitoly je prakticky´ vy´pocˇet. Uka´zˇeme si odhady
jednotlivy´ch parametrov potrebny´ch k vy´pocˇtu a pop´ıˇseme sˇpecificke´,
nesˇtandardne´ situa´cie a ich mozˇne´ riesˇenie. Dˇalej aplikujeme klasicku´ Chain
Ladder meto´du i Mn´ıchovsku´ Chain Ladder meto´du na rea´lne da´ta a zhod-
not´ıme jednotlive´ vy´sledky odhadov rezerv. Porovna´me jednotlive´ meto´dy,
uvedieme upravene´ vy´pocˇty pouzˇ´ıvane´ v praxi a dopln´ıme i grafy a diagramy
zalozˇene´ na pouzˇity´ch rea´lnych da´tach.
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Kapitola 1
U´vod k Mn´ıchovskej meto´de
Chain Ladder
Poistenie je na´strojom krytia doˆsledkov na´hodny´ch udalost´ı. V priebehu
poistnej doby moˆzˇu nastat’ poistne´ udalosti, ktory´ch likvida´cia moˆzˇe trvat’
aj cele´ roky. V praxi sa take´to pr´ıpady vyskytuju´ najma¨ pri sˇkoda´ch na
zdrav´ı, ktore´ sa nemusia prejavit’ bezprostredne po poistnej udalosti, ale
moˆzˇu sa objavit’ azˇ po znacˇnom cˇase. Kompenza´cia taky´chto sˇkoˆd je po-
tom vel’mi zd´lhava´ a na´rocˇna´. K plneniu uvedeny´ch za´va¨zkov z poist’ovacej
alebo zaist’ovacej cˇinnosti, ktore´ su´ pravdepodobne´ alebo iste´, ale neista´ je
ich vy´sˇka alebo okamih, ku ktore´mu vzniknu´, je poist’ovnˇa resp. zaist’ovnˇa
povinna´ vytva´rat’ technicke´ rezervy1. Za´sady pre stanovenie vy´sˇky a pre in-
vestovanie prostriedkov ty´chto rezerv su´ vymedzene´ za´konom. V strucˇnosti
uvedieme legislat´ıvny ra´mec, ktory´ upravuje technicke´ rezervy v nezˇivotnom
poisten´ı v Cˇeskej Republike:
• za´kon cˇ. 277/2009 Zb., o poist’ovn´ıctve
• vyhla´sˇka cˇ. 434/2009 Zb.
• za´kon cˇ. 39/2004 Zb.
• vyhla´sˇka cˇ.303/2004 Zb.
1pararagraf 51 odstavec (1) za´kona cˇ. 277/2009 Zb.
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V oblasti nezˇivotne´ho poistenia rozliˇsujeme nasleduju´ce za´kladne´ typy tech-
nicky´ch rezerv:
• rezerva na nezaslu´zˇene´ poistne´
• rezerva na poistne´ plnenia
• rezerva na pre´mie a zl’avy
• vyrovna´vacia rezerva2
• rezerva poistne´ho nezˇivotny´ch poisten´ı
• rezerva na splnenie za´va¨zkov z rucˇenia za za´va¨zky Cˇeskej kancela´rie
poistitel’ov podl’a zvla´sˇtneho pra´vneho predpisu
• ine´ rezervy
V d’alˇsom texte sa budeme venovat’ rezerve na poistne´ plnenia, ktora´ je
urcˇena´ na krytie za´va¨zkov z poistny´ch udalost´ı:
1. hla´seny´ch do konca bezˇne´ho u´cˇtovne´ho obdobia, ale v tomto u´cˇtovnom
obdob´ı doposial’ nezlikvidovany´ch (v anglickej terminolo´gii je ta´to hod-
nota oznacˇovana´ skratkou RBNS3)
2. vzniknuty´ch do konca bezˇne´ho u´cˇtovne´ho obdobia, ale v tomto
u´cˇtovnom obdob´ı doposial’ poist’ovni nehla´seny´ch (pre tu´to cˇast’ re-
zervy sa vzˇilo oznacˇenie IBNR4)
Rezerva tiezˇ moˆzˇe zahr´nˇat’ predpokladane´ vy´daje spojene´ s likvida´ciou po-
istny´ch udalost´ı a znizˇuje sa o predpokladanu´ vy´sˇku regresov5, na ktore´ ma´
poist’ovnˇa v su´vislosti s poistny´mi plneniami na´rok.
Hodnota RBNS sa spravidla odhaduje pre jednotlive´ poistne´ udalosti
meto´dou kvalifikovane´ho odhadu, ktory´ vykona´va pr´ıslusˇny´ likvida´tor
2nepovazˇuje sa za technicku´ rezervu podl’a Medzina´rodny´ch sˇtandardov financˇne´ho
vy´kazn´ıctva (IFRS)
3Reported But Not Settled
4Incurred But Not Reported
5spoluu´cˇast’ poistene´ho
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na za´klade zna´mych faktov o poistnej udalosti s vyuzˇit´ım svojich
sku´senost´ı s likvida´ciou sˇkoˆd v danom odvetv´ı.
Pri odhade vy´sˇky rezervy na poistne´ plnenia, konkre´tne jej cˇasti IBNR6
sa vycha´dza z podkladovy´ch u´dajov za minule´ roky, ktore´ su´ sumarizovane´
vo forme tzv. vy´vojovy´ch trojuholn´ıkov. Pod ty´mto pojmom rozumieme
trojuholn´ıkove´ sche´my, v ktory´ch su´ hodnoty v jednom riadku vztiahnute´
k jednotne´mu referencˇne´mu obdobiu, v ktorom sˇkody nastali a hodnoty
v st´lpcoch predstavuju´ oneskorenie v nahla´sen´ı sˇkody poist’ovni resp. vo vy-
platen´ı danej sˇkody poist’ovnˇou. Ak uvazˇujeme kumulat´ıvny trojuholn´ık,
hodnoty sa vzt’ahuju´ k celkovy´m sˇkoda´m nahla´seny´m resp. vyplateny´m do
urcˇitej doby od ich vzniku (kumuluju´ sa), v pr´ıpade nekumulat´ıvneho
trojuholn´ıka sa jedna´ o sˇkody nahla´sene´ resp. vyplatene´ s presne dany´m
oneskoren´ım.
Tabul’ka 1.1: Kumulat´ıvny trojuholn´ık
0 1 ... s ... n− 2 n− 1
1 X1,0 X1,1 ... X1,s ... X1,n−2 X1,n−1
2 X2,0 X2,1 ... X2,s ... X2,n−2
...
...
...
n− 1 Xn−1,0 Xn−1,1
n Xn,0
Uvazˇujme kumulat´ıvny trojuholn´ık ako je uvedeny´ v tabul’ke 1.1. Nech
Xi,s, i = 1, ..., n, s = 0, ..., n− 1
predstavuje celkovu´ vy´sˇku sˇkoˆd, ktore´ vznikli v roku i a boli nahla´sene´ do
konca roku i+ s. Je to teda su´cˇet sˇkoˆd, ktore´ vznikli v roku i a v roku i boli
hla´sene´ azˇ po sˇkody, ktore´ vznikli v roku i, ale hla´sene´ boli azˇ v roku i+ s.
Bezˇne sa i oznacˇuje ako ”rok vzniku” a s ako ”oneskorenie”.
Nech d’alej
Yi,s, i = 1, ..., n, s = 0, ..., n− 1
6matematicke´ modely, ktore´ sa zaoberaju´ vy´pocˇtom IBNR su´ podrobne uvedene´
napr´ıklad v pra´ci [5]
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oznacˇuje nekumulat´ıvnu hodnotu, ktora´ predstavuje vy´sˇku sˇkoˆd, ktore´
vznikli v roku i a nahla´sene´ boli v roku i+ s, tj.
Yi,s =
{
Xi,s , i = 1, ..., n, s = 0
Xi,s −Xi,s−1 , i = 1, ..., n, s = 1, ..., n− 1.
Zo zavedene´ho znacˇenia a vysvetleny´ch pojmov vyply´va nasledovny´ vzt’ah:
Xi,s =
∑s
t=0 Yi,t, i = 1, ..., n, s = 0, ..., n− 1.
Matematicke´ meto´dy, ktory´m sa budeme venovat’ v d’alˇsom texte slu´zˇia
k na´jdeniu odhadu X̂i,s, kde i+ s > n, teda slu´zˇia k doplneniu trojuholn´ıka
na sˇtvorec. Najzna´mejˇsou poistne-matematickou meto´dou, ktora´ slu´zˇi k od-
hadu hodnoˆt pod diagona´lou (tj. doplnenie na sˇtvorec) je meto´da Chain
Ladder.
Cˇast’ rezervy na poistne´ plnenia na konci posledne´ho vy´vojove´ho roku n
pripadaju´ca na sˇkody z roku i teda z´ıskame ako rozdiel
X̂i,n−1 −Xi,n−i, i = 2, ..., n. (1.1)
Hodnota X̂i,n−1 predstavuje odhad celkovej vy´sˇky sˇkoˆd pripadaju´cej na uda-
losti vzniknute´ v roku i, i = 2, ..., n.
V praxi sa k doplnene´mu sˇtvorcu cˇasto prida´va esˇte jeden st´lpec - tzv.
”ultimate claims”. V takomto pr´ıpade vy´sledny´m tvarom doplnene´ho tro-
juholn´ıka nebude sˇtvorec ale sˇtvoruholn´ık. Hodnoty v tomto st´lpci z´ıskame
u´pravou jednotlivy´ch odhadovany´ch hodnoˆt X̂i,n−1 pre i = 2, ..., n, resp.
hodnoty X1,n−1 o tzv. ”tail” faktor, ktory´ zohl’adnˇuje vy´voj sˇkoˆd v d’alˇs´ıch
obdobiach od posledne´ho zna´meho obdobia v trojuholn´ıku azˇ po su´cˇasnost’.
U´cˇelom ”tail” faktoru je teda zachytit’ situa´ciu ked’ vy´voj sˇkoˆd esˇte nie je
ukoncˇeny´. Stanovuje sa kvalifikovany´m odhadom a takto upravene´ hodnoty
sa zvycˇajne oznacˇuju´ X̂i,∞.
V takomto pr´ıpade mozˇno vy´raz (1.1) upravit’ do tvaru, ktory´ vyjadruje cˇast’
rezervy na poistne´ plnenia v su´cˇasnosti7 pripadaju´cej na sˇkody z roku i.
X̂i,∞ −Xi,n−i, i = 1, ..., n. (1.2)
7resp. v pozˇadovanom budu´com cˇase
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Niektore´ meto´dy pracuju´ s nekumulat´ıvnymi hodnotami Yi,s. Typicke´ je to
hlavne pre meto´dy, ktore´ beru´ do u´vahu infla´ciu. My vsˇak v tejto pra´ci
s infla´ciou nebudeme pracovat’.
Vysˇsˇie uvedenu´ trojuholn´ıkovu´ meto´du je mozˇne´ aplikovat’ na roˆzne ka-
tego´rie da´t. Najza´kladnejˇsie vyuzˇitie sa ty´ka u´dajov o vyplateny´ch sˇkoda´ch.
Vy´sledkom je odhad budu´cich vy´plat ocˇaka´vany´ch poist’ovnˇou. Na urcˇenie
rezervy IBNR je potrebne´ od takto odhadnuty´ch potencia´lnych vy´plat esˇte
odcˇ´ıtat’ aj hodnotu RBNS rezervy, ktoru´ uzˇ poist’ovnˇa ma´ vytvorenu´. V niek-
tory´ch pr´ıpadoch sa pouzˇ´ıvaju´ nielen da´ta o uskutocˇneny´ch vy´plata´ch, ale
aj da´ta o rezerva´ch RBNS (su´cˇet vy´plat a RBNS rezerv v praxi oznacˇovane´
aj ako tzv.
”
incurred da´ta“), ktore´ sa eviduju´ na sˇkoda´ch vzniknuty´ch a uzˇ
aj nahla´seny´ch poist’ovni. Vy´sledkom v tomto pr´ıpade je uzˇ hodnota IBNR
rezervy. Budeme teda uvazˇovat’ dva typy trojuholn´ıkovy´ch sche´m:
1. Kumulat´ıvny trojuholn´ık vyplateny´ch sˇkoˆd (paid-loss triangle):
Tabul’ka 1.2: Kumulat´ıvny trojuholn´ık vyplateny´ch sˇkoˆd
0 1 ... s ... n− 2 n− 1
1 P1,0 P1,1 ... P1,s ... P1,n−2 P1,n−1
2 P2,0 P2,1 ... P2,s ... P2,n−2
...
...
...
n− 1 Pn−1,0 Pn−1,1
n Pn,0
Hodnoty trojuholn´ıka Pi,s, predstavuju´ kumulat´ıvnu vy´sˇku vypla-
teny´ch plnen´ı pre rok vzniku i a oneskorenie s.
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2. Kumulat´ıvny trojuholn´ık sˇkoˆd vzniknuty´ch (incurred-loss triangle):
Tabul’ka 1.3: Kumulat´ıvny trojuholn´ık vzniknuty´ch sˇkoˆd
0 1 ... s ... n− 2 n− 1
1 I1,0 I1,1 ... I1,s ... I1,n−2 I1,n−1
2 I2,0 I2,1 ... I2,s ... I2,n−2
...
...
...
n− 1 In−1,0 In−1,1
n In,0
Hodnoty analogicky oznacˇ´ıme Ii,s a budu´ predstavovat’ vy´sˇku kumu-
lat´ıvnych sˇkoˆd vzniknuty´ch v roku i a nahla´seny´ch do konca roku i+s.
V u´vodnej podkapitole si uvedieme meto´dy odhadov rezerv zalozˇene´ na jed-
noduchy´ch, cˇasovo nena´rocˇny´ch princ´ıpoch vy´pocˇtu. Pouzˇitie ty´chto meto´d
v praxi je vsˇak vzhl’adom k jednoduchosti vy´pocˇtu vel’mi obmedzene´.
1.1 Za´kladne´ me´tody tvorby rezerv
V uvedeny´ch meto´dach budeme vycha´dzat’ z trojuholn´ıkovy´ch sche´m zave-
deny´ch v predcha´dzaju´cej cˇasti. Zameriame sa na sche´maticky´ popis vy´pocˇtu
a na´sledne strucˇne zhodnot´ıme vyuzˇitie konkre´tnej meto´dy v praxi. Budeme
vycha´dzat’ z pra´ce [5].
1. SCL meto´da
Pravdepodobne najzna´mejˇsou, najrozsˇ´ırejˇsou i najpouzˇ´ıvanejˇsou
meto´dou stanovovania odhadov IBNR rezervy je Klasicka´ Chain
Ladder meto´da oznacˇovana´ ako SCL meto´da.
Uvazˇujme kumulat´ıvny trojuholn´ık sˇkoˆd definovany´ v tabul’ke 1.1.
Nech index
mi = n− i, i = 1, ..., n (1.3)
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predstavuje posledne´ zna´me obdobie resp. cˇas su´cˇasne´ho vy´vojove´ho
stavu pre rok vzniku i. Potom hodnoty Xi,s su´ dane´ pre 0 ≤ s ≤ mi a
ich odhady X̂i,s premi < s ≤ n−1. HodnotyXi,mi su´ tak pra´ve polozˇky
na diagona´lach zodpovedaju´cich sˇtvorcov, teda su´cˇasne´ kumulat´ıvne
hodnoty z jednotlivy´ch nehodovy´ch rokov.
Za´kladny´m predpokladom meto´dy, pomocou ktore´ho dopln´ıme troju-
holn´ık na sˇtvorec resp. sˇtvoruholn´ık je
X̂i,s+1 =
{
Xi,s · fs→s+1, s = mi
X̂i,s · fs→s+1, s > mi, (1.4)
kde vy´raz fs→s+1 predstavuje tzv. vy´vojovy´ faktor definovany´ ako
fs→s+1 :=
∑n−s−1
i=1 Xi,s+1∑n−s−1
i=1 Xi,s
, s = 0, ..., n− 2. (1.5)
V praxi cˇasto docha´dza k u´prave vy´vojovy´ch faktorov fs→s+1 pre
jednotlive´ roky oneskorenia s, s = 0, ..., n − 2. Samotny´ vy´pocˇet
uskutocˇnˇuju´ odborn´ıci na danu´ oblast’ - aktua´ri, ktor´ı hodnoty
vy´vojovy´ch faktorov upravuju´ o ”sku´senost’” v predcha´dzaju´cich
rokoch. Ta´to hodnota je odhadovana´ na za´klade situa´cie na trhu
s vyuzˇit´ım odborny´ch sku´senost´ı aktua´rov. V praktickom modeli
ktory´ je pr´ılohou pra´ce je porovnany´ ”klasicky´” vy´pocˇet (bez u´pravy
vy´vojovy´ch faktorov) s vy´pocˇtom, ktory´ zahr´nˇa i u´pravu vy´vojovy´ch
faktorov.
Trojuholn´ık potom dop´lnˇame nasledovny´m spoˆsobom:
X̂i,n−1 = Xi,mi · fmi→mi+1 · fmi+1→mi+2 · . . . · fn−2→n−1, kde i = 2, ..., n.
(1.6)
Vy´sledny´ odhad celkovej vy´sˇky sˇkoˆd X̂i,n−1 z obdobia i mozˇno
v pr´ıpade neukoncˇene´ho vy´voja sˇkoˆd upravit’ na X̂i,∞ tak, ako bolo
uvedene´ v u´vodnej cˇasti.
Odhad rezervy pre sˇkody z obdobia i potom dosta´vame v tvare (1.1)
resp. (1.2).
V praxi sa princ´ıp SCL meto´dy cˇasto aplikuje na dva druhy da´t
su´cˇasne, na da´ta trojuholn´ıka vyplateny´ch sˇkoˆd a da´ta trojuholn´ıka
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sˇkod vzniknuty´ch. Uvazˇujeme dva separa´tne vy´pocˇty, z cˇoho pocha´dza
i anglicke´ oznacˇenie SCL - Separate Chain Ladder.
Uvazˇujme teda kumulat´ıvny trojuholn´ık vyplateny´ch sˇkoˆd (tabul’ka
1.2) a kumulat´ıvny trojuholn´ık sˇkoˆd vzniknuty´ch (tabul’ka 1.3).
Aplika´ciou vysˇsˇie uvedene´ho za´kladne´ho princ´ıpu SCL meto´dy, for-
mule 1.4 a formule 1.5 na da´ta jednotlivy´ch trojuholn´ıkov, dosta´vame
P̂i,s+1 =
{
Pi,s · fPs→s+1 s = mi
P̂i,s · fPs→s+1 s > mi,
(1.7)
kde vy´vojovy´ faktor vyplateny´ch sˇkoˆd vyjadr´ıme ako
fPs→s+1 :=
∑n−s−1
i=1 Pi,s+1∑n−s−1
i=1 Pi,s
, s = 0, ..., n− 2. (1.8)
a
Îi,s+1 =
{
Ii,s · f Is→s+1 s = mi
Îi,s · f Is→s+1 s > mi,
(1.9)
kde vy´vojovy´ faktor sˇkoˆd vzniknuty´ch ma´ nasledovnu´ podobu
f Is→s+1 :=
∑n−s−1
i=1 Ii,s+1∑n−s−1
i=1 Ii,s
, s = 0, ..., n− 2. (1.10)
Jednotlive´ trojuholn´ıky potom dop´lnˇame analogicky s (1.6)
P̂i,n−1 = Pi,mi · fPmi→mi+1 · fPmi+1→mi+2 · . . . · fPn−2→n−1, kde i = 2, ..., n
(1.11)
a
Îi,n−1 = Ii,mi · f Imi→mi+1 · f Imi+1→mi+2 · . . . · f In−2→n−1, kde i = 2, ..., n.
(1.12)
Hodnotu IBNR rezervy pre rok vzniku i potom dosta´vame v tvare:
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Îi,∞ − Ii,n−i , kde i = 1, ..., n. (1.13)
Princ´ıp vy´pocˇtu SCL meto´dy je relat´ıvne jednoduchy´ a cˇasovo
nena´rocˇny´. Moˆzˇe ale docha´dzat’ k tomu, zˇe vy´sledne´ projekcie
v trojuholn´ıku vyplateny´ch a vzniknuty´ch sˇkoˆd sa budu´ vel’mi vy´razne
l´ıˇsit’. Tento proble´m je najmarkantnejˇs´ı v posledny´ch rokoch vzniku,
kedy odhad vycha´dza z kra´tkeho zna´meho vy´voja. Mysˇlienka spojenia
dvoch separa´tnych vy´pocˇtov do jedne´ho s vyuzˇit´ım vza´jomny´ch ko-
rela´ci´ı sˇkoˆd vyplateny´ch a sˇkoˆd vzniknuty´ch ponu´ka riesˇenie v podobe
modifika´cie SCL meto´dy navrhovanej pa´nmi Dr. Gerhard Quarg a Dr.
Thomas Mack v pra´ci [7]. Nova´ Mnichovska´ meto´da (MCL) straty vy-
platene´ (P) a straty vzniknute´ (I) kombinuje vyuzˇit´ım ich vza´jomny´ch
podielov (P/I). Detailnejˇsie sa na MCL meto´du zameriame v 2. kapi-
tole pra´ce.
2. Meto´da sˇkodne´ho pomeru
Meto´da sˇkodne´ho pomeru je za´kladna´ meto´da stanovenia odhadu re-
zervy. Jej rea´lne vyuzˇitie je obmedzene´ na relat´ıvne ”male´” objemy
da´t. Pri aplikovan´ı tejto meto´dy na vel’ke´ portfo´lia su´ vy´sledky tejto
meto´dy takmer nepouzˇitel’ne´, vzhl’adom k tomu, zˇe vy´voj portfo´lia nie
je pri vy´pocˇte voˆbec zohl’adneny´.
Pre u´cˇely tejto meto´dy stanovenia rezervy IBNR definujme sˇkodny´
pomer ako podiel celkovy´ch sˇkoˆd vzniknuty´ch v roku i na zaslu´zˇenom
poistnom v roku i, tj.
SPi :=
CPi
ZPi
, i = 1, ..., n, (1.14)
kde SPi znacˇ´ı sˇkodny´ pomer v roku i, CPi
8 celkove´ sˇkody vzniknute´
v roku i a ZPi predstavuje zaslu´zˇene´ poistne´ v roku i. Meto´da spocˇ´ıva
v odhade celkovy´ch sˇkoˆd vzniknuty´ch v roku i:
ĈP i = ŜP i · ZPi, i = 1, ..., n. (1.15)
8s vyuzˇit´ım znacˇenia zavedene´ho v tabul’ke 1.1 hodnota ĈP i zodpoveda´ hodnote
X̂i,∞, i = 1, ..., n.
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Rezervu pre rok i potom dosta´vame ako rozdiel odhadu celkovy´ch
sˇkoˆd vzniknuty´ch v roku i a celkovy´ch doteraz uhradeny´ch sˇkoˆd, tj.
sche´maticky, analogicky vzt’ahu (1.1) mozˇno p´ısat’:
rezervai = ĈP i − (sˇkody z roku i dosial’ uhradene´). (1.16)
Zobecnen´ım tejto meto´dy dostaneme tzv. Bornhuetter-Fergusonovu
meto´du, ktoru´ v d’alˇsej cˇasti predstav´ıme.
3. Bornhuetter-Fergusonova meto´da
Sofistikovanejˇsou meto´dou stanovovania rezerv je Bornhuetter-
Fergusonova meto´da. Uvedieme za´kladny´ princ´ıp tejto meto´dy.
Uvazˇujme kumulat´ıvny trojuholn´ık definovany´ v tabul’ke 1.1. Oznacˇme
podiely sˇkoˆd vzniknuty´ch v roku i nahla´seny´ch s oneskoren´ım s+ 1 a
sˇkoˆd vzniknuty´ch v roku i a nahla´seny´ch s oneskoren´ım s nasledovne:
gi,s :=
Xi,s+1
Xi,s
, i = 1, ..., n− 1, s = 0, ..., n− 2. (1.17)
Takto napocˇ´ıtane´ hodnoty zobraz´ıme do trojuholn´ıkovej sche´my:
Tabul’ka 1.4: Trojuholn´ık podielov
0 ... s ... n− 3 n− 2
1 g1,0 ... g1,s ... g1,n−3 g1,n−2
2 g2,0 ... g2,s ... g2,n−3
...
...
...
i gi,0 ... gi,s
...
...
n− 1 gn−1,0
Vytvorena´ trojuholn´ıkova´ sche´ma obsahuje podiely jednotlivy´ch
zna´mych hodnoˆt trojuholn´ıka z tabul’ky 1.1. My vsˇak potrebujeme
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trojuholn´ık doplnit’ na sˇtvorec, aby sme mohli stanovit’ odhad rezervy.
V tomto pr´ıpade nebudeme dop´lnˇat’ tabul’ku 1.1, ale dopln´ıme ta-
bul’ku 1.4. Hodnoty budeme dop´lnˇat po jednotlivy´ch st´lpcoch a hod-
noty doplnene´ do jedne´ho st´lpca budu´ konsˇtanty, tj. pre kazˇdy´ st´lpec
napocˇ´ıtame jedinu´ konsˇtantnu´ hodnotu, ktoru´ potom dopln´ıme na
vsˇetky chy´baju´ce miesta v danom st´lpci. Hodnotu danej konsˇtanty
pre st´lpec s tabul’ky 1.4 spocˇ´ıtame nasledovne:
ĝs :=
∑n−s−1
i=1 wi,s · gi,s∑n−s−1
i=1 wi,s
, s = 0, ..., n− 2. (1.18)
Spocˇ´ıtana´ konsˇtanta prestavuje variantu vy´vojove´ho faktora defino-
vane´ho v (1.5). Hodnoty wi,s predstavuju´ va´hy, ktory´mi na´sob´ıme jed-
notlive´ hodnoty gi,s. Ak za va´hy wi,s zvol´ıme jednotlive´ vy´sˇky sˇkoˆd
Xi,s, dosta´vame podobu vy´vojove´ho faktoru klasickej chain ladder
meto´dy uvedene´ho v (1.5). Dˇalˇsou mozˇnou vol’bou pre wi,s je polozˇit’
wi,s = i + s, kedy priklada´me vysˇsˇiu va´hu novy´m rokom. Tabul’ka 1.4
ma´ po doplnen´ı odhadnuty´ch hodnoˆt nasledovnu´ podobu:
Tabul’ka 1.5: Doplnenie trojuholn´ıka na sˇtvorec
0 ... s ... n− 3 n− 2
1 g1,0 ... g1,s ... g1,n−3 g1,n−2
2 g2,0 ... g2,s ... g2,n−3 ĝn−2
...
...
...
...
...
i gi,0 ... gi,s ... ĝn−3 ĝn−2
...
...
n− 1 gn−1,0 ... ĝs ... ĝn−3 ĝn−2
Odhad celkovej sˇkody z roku i potom dosta´vame v nasledovnom tvare:
X̂i,∞ = Xi,n−j · ĝn−i · ĝn−i+1 · . . . · ĝn−2︸ ︷︷ ︸
ĝ∞
, i = 2, ..., n , (1.19)
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odkial’ dosta´vame vzt’ah
Xi,n−i =
X̂i,∞
ĝ∞
. (1.20)
Rezerva na dosial’ nevyplatene´ plnenie z roku i s vyuzˇit´ım sche´my
(1.16) a (1.20) ma´ tvar:
ĈP i − ĈP i
ĝ∞
= ĈP i · (1− 1
ĝ∞
) = ŜP i · ZPi · (1− 1
ĝ∞
), (1.21)
kde ĈP i predstavuje odhad celkove´ho plnenia s vyuzˇit´ım meto´dy
sˇkodne´ho pomeru.
V d’alˇsej cˇasti sa zameriame na vza´jomne´ podiely (P/I) jednotlivy´ch stra´t
pri vyuzˇit´ı SCL meto´dy.
1.2 SCL a (P/I) proble´m
Nech n predstavuje rozmer trojuholn´ıkov9 a nech mi = n − i je posledne´
zna´me obdobie pre rok vzniku i definovane´ formulou (1.3). Zaved’me podiely
vyplateny´ch sˇkoˆd na sˇkoda´ch vzniknuty´ch pre rok vzniku i a oneskorenie t
(P/I)i,t :=
Pi,t
Ii,t
, kde i = 1, ..., n, t = 0, ...,mi. (1.22)
Dalo by sa ocˇaka´vat’, zˇe s rastu´cim obdob´ım vy´voja bude tento podiel
konvergovat’ k 1. Empiricke´ sˇtu´die ale uka´zali, zˇe to neplat´ı pre predikcie
vycha´dzaju´ce z SCL. V pra´ci [7] vsˇak bolo uka´zane´, zˇe tento proble´m je
systematickou chybou SCL meto´dy.
9SCL i MCL funguju´ jedine pre rovnake´ dimenzie vzniku a vy´voja
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Na pr´ıklade uka´zˇeme ako podiel (P/I) ovplyvnˇuje stupenˇ vza´jomnej zhody
medzi odhadmi vyplateny´ch sˇkoˆd spocˇ´ıtany´ch s vyuzˇit´ım SCL meto´dy. Po-
tom s pomocou explicitnej formuly uka´zˇeme, zˇe proble´my, ktore´ v pr´ıklade
nastanu´ nie su´ len vy´nimkou, ale systematickou chybou v SCL meto´de.
V nasleduju´cich pr´ıkladoch budeme vyuzˇ´ıvat’ da´ta z niekol’ky´ch portfo´li´ı.
Je potrebne´ si tento fakt uvedomit’ najma¨ vzhl’adom k vysvetl’ovany´m efek-
tom, ktore´ nemozˇno pozorovat’ pri aky´chkol’vek pouzˇity´ch da´tach. Vyuzˇijeme
pr´ıklady uvedene´ v pra´ci [7].
1.2.1 Pr´ıklad
Uvazˇujme portfo´lio da´t z´ıskany´ch z oblasti poistenia zodpovednosti za sˇkodu
spoˆsobenu´ preva´dzkou motorove´ho vozidla (POV). Trojuholn´ıky sˇkoˆd (vy-
plateny´ch aj vzniknuty´ch) obsahuju´ u´daje z 15 nehodovy´ch rokov a z 15
vy´vojovy´ch rokov. Prve´ sˇtyri nehodove´ roky povazˇuju´ autori [7] z prak-
ticky´ch pr´ıcˇin za uzavrete´, pretozˇe za´va¨zky, ktore´ vznikli v tomto obdob´ı
su´ z vel’kej cˇasti uzˇ uhradene´.
Obra´zok 1.1 zobrazuje hodnoty (P/I) podielov uvazˇovane´ho porfo´lia na osi
y a vy´vojove´ roky na osi x. Su´visla´ krivka vyjadruje priemer (P/I) podielov
z minulosti. Po 12 vy´vojovy´ch obdobiach hodnoty takmer dosahuju´ 100%.
V ra´mci dane´ho vy´vojove´ho roku sa hodnoty pohybuju´ okolo dane´ho prie-
meru. S rastu´cim pocˇtom vy´vojovy´ch rokov klesa´ rozpty´lenost’ zobrazo-
vany´ch bodov grafu a tento pokles nie je vy´hradne zapr´ıcˇineny´ znizˇuju´cim
sa pocˇtom zobrazovany´ch bodov, ale vycha´dza z predpokladu o uzavretosti
vy´voja prvy´ch 4 nehodovy´ch rokov, ako uva´dzaju´ autori v [7].
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Obra´zok 1.1: (P/I) trojuholn´ık
Obra´zok 1.1 zna´zornˇuje (P/I) podiely hodnoˆt, ktore´ su´ dane´, tj. su´ to hod-
noty z´ıskane´ zo zna´mych da´t. Po odhadnut´ı hodnoˆt (v trojuholn´ıku vypla-
teny´ch i vzniknuty´ch sˇkoˆd) lezˇiacich pod diagona´lou vyuzˇit´ım SCL meto´dy
je trojuholn´ık doplneny´ na sˇtvorec. Na obra´zku 1.2 mozˇno na´sledne pozoro-
vat’ i z´ıskane´ (P/I) podiely prislu´chaju´ce odhadnuty´m hodnota´m.
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Obra´zok 1.2: (P/I) podiely i s odhadnuty´mi hodnotami spocˇ´ıtany´mi
vyuzˇit´ım SCL meto´dy
Konecˇne´ (P/I) podiely, tj. (P/I) podiely posledne´ho vy´vojove´ho roku kol´ıˇsu
medzi 68% a 148%, cˇo znamena´, zˇe v niektory´ch nehodovy´ch rokoch odhady
zalozˇene´ na vyplateny´ch sˇkoda´ch dosahuju´ znacˇne nizˇsˇie hodnoty nezˇ od-
hady zalozˇene´ na sˇkoda´ch vzniknuty´ch, ale v iny´ch nehodovy´ch rokoch ich
naopak vy´razne prekracˇuju´. Ako je uvedene´ v pra´ci [7], v doˆsledku tak sˇirokej
sˇka´ly rozpty´lenia jednotlivy´ch hodnoˆt (P/I) podielov nemozˇno vy´sledok tejto
meto´dy povazˇovat’ za vierohodny´.
Nove´, tj. odhadovane´ body grafu vykazuju´ za´sadne odliˇsne´ spra´vanie, nezˇ
hodnoty minule´. V najnovsˇ´ıch obdobiach vzniku je dokonca mozˇne´ pozorovat’
u´plne diverguju´ce odhady. Zda´ sa, zˇe v pr´ıpade ked’ je su´cˇasna´ hodnota (P/I)
podielov nadpriemerna´ resp. podpriemerna´ bude tento trend esˇte zosilneny´
v chain ladder odhadoch.
1.2.2 Systematicka´ chyba SCL meto´dy
V predcha´dzaju´cej cˇasti sme uviedli, zˇe charakteristicky´m proble´mom SCL
meto´dy je podhodnotenie, resp. nadhodnotenie napocˇ´ıtany´ch odhadov sˇkoˆd.
V d’alˇsej cˇasti sa na tu´to vlastnost’ SCL meto´dy zameriame podrobnejˇsie.
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Uvazˇujme trojuholn´ıky vyplateny´ch a vzniknuty´ch sˇkoˆd v danom portfo´liu.
Aplikujeme SCL meto´du a dopln´ıme trojuholn´ıky na sˇtvorce. Oznacˇ´ıme Pi,t a
Ii,t tak, ako boli zavedene´ v tabul’ke 1.2 a v tabul’ke 1.3. Budeme dodrzˇiavat’
znacˇenie konzistentne´ so znacˇen´ım pouzˇ´ıvany´m pri zaveden´ı SCL meto´dy
v cˇasti 1.1, tj. mi = n− i, i = 1, ..., n predstavuje cˇas su´cˇasne´ho vy´vojove´ho
stavu z i-teho roku, hodnoty Pi,t a Ii,t su´ dane´ pre 0 ≤ t ≤ mi a ich odhady
P̂i,t a Îi,t pre mi < t ≤ n− 1. Hodnoty Pi,mi a Ii,mi su´ tak pra´ve polozˇky na
diagona´lach zodpovedaju´cich sˇtvorcov, teda su´cˇasne´ kumulat´ıvne hodnoty
z jednotlivy´ch nehodovy´ch rokov.
Zaved’me priemer (P/I) resp. odhad priemeru podielov vsˇetky´ch vy´vojovy´ch
rokov v cˇase t
(P/I)t :=
∑n
i=1 Pi,t∑n
i=1 Ii,t
=
1∑n
i=1 Ii,t
n∑
i=1
Ii,t(P/I)i,t , 0 ≤ t ≤ mi
̂(P/I)t :=
∑n
i=1 P̂i,t∑n
i=1 Îi,t
=
1∑n
i=1 Îi,t
n∑
i=1
Îi,t
̂(P/I)i,t , mi < t ≤ n− 1, (1.23)
ktory´ je rovny´ va´zˇene´mu priemeru jednotlivy´ch (P/I) podielov (resp. ich
odhadov) vo vy´vojovom roku t, kde va´hy su´ tvorene´ vzniknuty´mi sˇkodami
(resp ich odhadmi).
Nasleduju´ca formula vyjadruje odhady (P/I) podielov, tj. t > mi:
̂(P/I)i,t = P̂i,t
Îi,t
=
Pi,mi · fPmi→mi+1 · . . . · fPt−1→t
Ii,mi · f Imi→mi+1 · . . . · f It−1→t
. (1.24)
Pre vy´vojove´ faktory vyplateny´ch sˇkoˆd upravujme rovnicu
fPs→s+1 ·
n∑
i=1
Pi,s = f
P
s→s+1 ·
(n−s−1∑
i=1
Pi,s +
n∑
i=n−s
P̂i,s
)
=
∑n−s−1
i=1 Pi,s+1∑n−s−1
i=1 Pi,s
·
n−s−1∑
i=1
Pi,s +
n∑
i=n−s
fPs→s+1 · P̂i,s
=
n−s−1∑
i=1
Pi,s+1 +
n∑
i=n−s
P̂i,s+1
=
n∑
i=1
Pi,s+1. (1.25)
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Z tohto a z analogicky´ch vy´razov pre vy´vojove´ faktory vzniknuty´ch sˇkoˆd
dosta´vame vzt’ahy
fPs→s+1 =
∑n
i=1 Pi,s+1∑n
i=1 Pi,s
a f Is→s+1 =
∑n
i=1 Ii,s+1∑n
i=1 Ii,s
. (1.26)
Dosaden´ım (1.26) do (1.24) dosta´vame:
̂(P/I)i,t = Pi,mi ·
∑n
j=1
P̂j,t∑n
j=1
Pj,mi
Ii,mi ·
∑n
j=1
Îj,t∑n
j=1
Ij,mi
. (1.27)
U´pravou dosta´vame
̂(P/I)i,t = Pi,mi ·
∑n
j=1 P̂j,t ·
∑n
j=1 Ij,mi
Ii,mi ·
∑n
j=1 Îj,t ·
∑n
j=1 Pj,mi
=
(P/I)i,mi · ̂(P/I)t
(P/I)mi
. (1.28)
Obdrzˇ´ıme nasleduju´ci vy´sledok pre t > mi, ktory´ je doˆlezˇity´ pre nasˇe d’alˇsie
u´vahy:
̂(P/I)i,t̂(P/I)t =
(P/I)i,mi
(P/I)mi
. (1.29)
Za´kladnu´ mysˇlienku tejto rovnice mozˇno vyjadrit’ takto:
Podiel (P/I) jednotlivy´ch odhadovany´ch hodnoˆt k odpove-
daju´cemu priemeru je pre kazˇdy´ nehodovy´ rok rovnaky´ ako podiel
(P/I) su´cˇasny´ch hodnoˆt k odpovedaju´cemu priemeru. Tento podiel
teda zosta´va konsˇtantny´ v odhadoch zalozˇeny´ch na samostatny´ch
chain ladder vy´pocˇtoch.
Toto popisuje situa´ciu z Pr´ıkladu 1.2.1.Nehodovy´ rok s nadpriemerny´m
alebo podpriemerny´m su´cˇasny´m (P/I) podielom bude mat’ tiezˇ
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nadpriemerny´ alebo podpriemerny´ odhadnuty´ podiel (P/I) vo
vy´vojovom cˇase n.
Ak ma´me v portfo´liu stare´, uzavrete´ nehodove´ roky, (P/I) podiely sa v ty´chto
pr´ıpadoch zvysˇuju´ behom vy´vojove´ho obdobia azˇ takmer ku 100%. Krivky
(P/I) podielov v su´cˇasny´ch rokoch odhadovany´ch s vyuzˇit´ım SCL meto´dy
vsˇak pri porovnan´ı s minulost’ou 100% nedosahuju´.
1.3 Korela´cie medzi vzniknuty´mi a vypla-
teny´mi sˇkodami
Pr´ıklad a rovnica uvedena´ v predcha´dzaju´cej sekcii ukazuju´, zˇe obvykla´
meto´da vy´pocˇtu s vyuzˇit´ım dvoch chain ladder kalkula´ci´ı, jednej pre vy-
platene´ sˇkody a druhej pre sˇkody vzniknute´, ma´ systematicku´ chybu a preto
na´m opakovane poskytuje odhady, ktore´ su´ nadhodnotene´ resp. podhodnote-
ne´. Medzicˇasom uzavrete´ nehodove´ roky maju´ podpriemerne´ resp. nadprie-
merne´ podiely (P/I), ale nakoniec hodnoty (P/I) podielov dosiahnu hodnoty
okolo 100%. Tieto u´vahy je mozˇne´ zobecnit’:
V minulosti relat´ıvne n´ızka hodnota (P/I) podielu bola nasledo-
vana´ bud’ vysoky´m vy´vojovy´m faktorom pre vyplatene´ sˇkody alebo
relat´ıvne n´ızkym vy´vojovy´m faktorom pre sˇkody vzniknute´ (alebo
samozrejme oboje). Pre relat´ıvne vysoku´ hodnotu podielu (P/I)
je situa´cia opacˇna´.
Podstatou (P/I) proble´mov pri vyuzˇit´ı SCL meto´dy je fakt, zˇe tento spoˆsob
vy´pocˇtu ignoruje korela´ciu medzi vyplateny´mi a vzniknuty´mi sˇkodami.
1.3.1 Za´kladna´ mysˇlienka riesˇenia (P/I) proble´mu
Pri odhadovan´ı IBNR rezervy by sme nemali pouzˇ´ıvat’ rovnaky´ priemerny´
chain ladder vy´vojovy´ faktor pre vsˇetky nehodove´ roky ako v pr´ıpade SCL
meto´dy, ale upravit’ jednotlive´ vy´vojove´ faktory na za´klade aktua´lneho (P/I)
podielu ako je uvedene´ v pra´ci [2].
V pr´ıpade, zˇe podiel (P/I) je n´ızky, potom mozˇno predpokladat’:
• U´rovenˇ vyplateny´ch (uzˇ zlikvidovany´ch) sˇkoˆd je n´ızka
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• Mozˇno ocˇaka´vat’ ury´chlenie likvida´cie sˇkoˆd v d’alˇs´ıch obdobiach
• Individua´lny faktor Pi,s+1/Pi,s je vysˇsˇ´ı (nadpriemerny´)
• Klasicky´ faktor (podl’a SCL) fPs→s+1 by mal byt’ navy´sˇeny´
• Medzi velicˇinami (P/I)i,s a Pi,s+1/Pi,s existuje za´porna´ korela´cia
V pr´ıpade, zˇe podiel (P/I) je naopak relat´ıvne vysoky´, mozˇno predpokladat’:
• U´rovenˇ vzniknuty´ch (uzˇ zarezervovany´ch) sˇkoˆd je vysoka´
• Dorezervovanie v d’alˇs´ıch obdobiach ma´ nizˇsˇiu prioritu
• Individua´lny faktor Ii,s+1/Ii,s je nizˇsˇ´ı (podpriemerny´)
• Klasicky´ faktor (podl’a SCL) f Is→s+1 by sa mal zn´ızˇit’
• Medzi velicˇinami (P/I)i,s a Ii,s+1/Ii,s existuje kladna´ korela´cia
Tieto u´vahy mozˇno zobecnit’:
Ak je su´cˇasny´ podiel plnen´ı a za´va¨zkov n´ızky, mali by sme
pouzˇit’ vysˇsˇ´ı (nadpriemerny´) vy´vojovy´ faktor vy´plateny´ch sˇkoˆd a
su´cˇasne/alebo ak je naopak podiel (P/I) n´ızky, vy´vojovy´ faktor
sˇkoˆd vzniknuty´ch by mal byt’ nizˇsˇ´ı (podpriemerny´).
Uvazˇujme modelovy´ pr´ıklad, kde budeme aplikovat’ pra´ve vysvetl’ovane´
efekty. Uvazˇujme graf za´vislosti vy´vojovy´ch faktorov na (P/I) podieloch.
Do grafu zakresl´ıme priemerny´ vy´vojovy´ faktor a priemernu´ hodnotu (P/I)
podielov horizota´lnou a vertika´lnou u´secˇkou, v tomto porad´ı. V grafe
na´sledne zakresl´ıme regresnu´ priamku precha´dzaju´cu cez priesecˇn´ık dvoch
u´secˇok vyjadruju´cich priemer a namiesto priemerne´ho vy´vojove´ho faktora
na horizonta´lnej priamke vyuzˇijeme hodnotu urcˇenu´ regresnou priamkou
v za´vislosti na podieli (P/I). Tento postup aplikujeme na kazˇdy´ vy´vojovy´
rok s (prechod od s k s+1). Taky´mto spoˆsobom dopln´ıme trojuholn´ıky vy-
plateny´ch a vzniknuty´ch sˇkoˆd zl’ava doprava a vytvor´ıme sˇtvorce. Vyuzˇijeme
pritom vy´vojove´ faktory, ktore´ sa odchyl’uju´ vo va¨cˇsˇej cˇi mensˇej miere
v za´vislosti na su´cˇasnej hodnote podielu (P/I).
Poznatky z praxe ukazuju´, zˇe tento pr´ıstup nie je presvedcˇivy´ a da´va ne-
pravdepodobne´ vy´sledky:
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1. Linea´rny pr´ıstup je cˇasto nevhodny´ na modelovanie u´rovne vypla-
teny´ch vy´vojovy´ch faktorov. Toto je zna´zornene´ na nasleduju´com
grafe, ktory´ ukazuje vyplatene´ faktory fPi,1→2 v za´vislosti na podieloch
(P/I) v portfo´liu s vy´razne rozpty´leny´mi (P/I) podielmi.
Obra´zok 1.3: Vyplatene´ vy´vojove´ faktory pre vy´razne rozpty´lene´ (P/I) po-
diely
Hodnoty vyplateny´ch vy´vojovy´ch faktorov, ktore´ klesnu´ pod 1 su´
netypicke´. V tomto pr´ıpade je regresna´ priamka nevhodna´ na modelo-
vanie u´rovne vy´vojovy´ch faktorov. V takejto situa´ci´ı by bola vhodna´
hyperbolicka´ krivka, ako naznacˇuje obra´zok.
2. Odhad sklonu regresnej priamky je cˇasto vel’mi nesta´ly, sˇpecia´lne
ak uvazˇujeme len niekol’ko nehodovy´ch rokov. Tento proble´m cˇasto
nasta´va v posledny´ch vy´vojovy´ch rokoch. Jeden obvykly´ spoˆsob
riesˇenia tohto proble´mu, vyhladenie parametrov cez vy´vojove´ roky, je
vsˇak t’azˇko aplikovatel’ny´, pretozˇe je obtiazˇne urcˇit’ smernice regresny´ch
priamok.
3. Odhady niekedy vykazuju´ relat´ıvne strme´ sklony regresny´ch pria-
mok i napriek tomu, zˇe zobrazovane´ body nejavia takmer zˇiadnu ko-
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rela´ciu. V takomto pr´ıpade je za´vislost’ vy´vojovy´ch faktorov a teda tiezˇ
fina´lneho odhadu vzhl’adom k SCL meto´de slaba´.
1.4 Mozˇne´ riesˇenie (P/I) proble´mu:
Mn´ıchovsky´ chain ladder
V d’alˇsej cˇasti budeme prezentovat’ meto´du, ktora´ ponu´kne riesˇenie vysˇsˇie
diskutovany´ch proble´mov, ktore´ si v kra´tkosti pripomenieme.
1. Linea´rny pr´ıstup
2. Odhady sklonu regresnej priamky, predovsˇetky´m v posledny´ch
vy´vojovy´ch rokoch
3. Odhady smernice regresnej priamky vykazuju´ strme´ sklony i
v pr´ıpadoch, zˇe zobrazovane´ body nevykazuju´ za´vislost’
Zacˇneme s prvy´m proble´mom, modelovan´ım vy´vojovy´ch faktorov zapla-
teny´ch sˇkoˆd, potom prejdeme k d’alˇs´ım dvom bodom.
1.4.1 Prechod od (P/I) k (I/P) podielom
Budeme vycha´dzat’ z hyperbolickej podoby za´vislosti vyplateny´ch
vy´vojovy´ch faktorov na (P/I) podieloch na obra´zku 1.3 a prejdeme
k prevra´teny´m hodnota´m, k (I/P) podielom. Nasleduju´ci diagram ukazuje
vyplatene´ vy´vojove´ faktory z obra´zku 1.3, zna´zornene´ v za´vislosti na (I/P)
podieloch po dvoch vy´vojovy´ch rokoch.
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Obra´zok 1.4: Za´vislost’ vyplateny´ch vy´vojovy´ch faktorov na (I/P) podieloch
V tomto pr´ıpade sa v porovnan´ı s obra´zkom 1.3 linea´rny pr´ıstup jav´ı ako
vhodny´ na modelovanie priemeru faktorov. V pr´ıpade, ked’ su´ podiely (P/I)
znacˇne rozpty´lene´ sme dosiahli linea´rny efekt prechodom k prevra´teny´m
hodnota´m.
V situa´ci´ı, ked’ (P/I) podiely vykazovali relat´ıvne male´ rozpty´lenie sa
linea´rny efekt zachoval aj po prechode k (I/P) podielom.
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Obra´zok 1.5: Za´vislost’ vzniknuty´ch vy´vojovy´ch faktorov na (I/P) podieloch
Tieto dva pr´ıklady ukazuju´, zˇe predpoklad linea´rnej za´vislosti vyplateny´ch
vy´vojovy´ch faktorov na (I/P) podieloch ma´ zmysel skoˆr, nezˇ na podieloch
(P/I). Pre vzniknute´ sˇkody ale zostaneme pri poˆvodnom predpoklade, zˇe
vy´vojove´ faktory maju´ linea´rnu za´vislost’ na (P/I) podieloch.
1.4.2 Prechod k rezidua´m: Mn´ıchovska´ meto´da chain
ladder
Doˆlezˇity´m krokom pri riesˇen´ı druhe´ho a tretieho proble´mu, ktore´ su´ pop´ısane´
v sekcii 1.3.1 je uvazˇovat’ vy´vojove´ roky ako celok, nie individua´lne. Jednot-
live´ hodnoty teda zdruzˇ´ıme do postupnost´ı podl’a roku vzniku sˇkoˆd. Ta´to
u´vaha je vsˇak zrejma´, pretozˇe podpriemerna´ resp. nadpriemerna´ hodnota
(P/I) podielu mus´ı byt’ kompenzovana´ vhodny´m vy´vojovy´m faktorom nie-
len v okamzˇite nasleduju´com vy´vojovom roku, ale vo vsˇetky´ch ostatny´ch
vy´vojovy´ch rokoch.
Vzhl’adom k tomu, zˇe individua´lne vy´vojove´ faktory a podiely (P/I), resp.
(I/P) vsˇetky´ch vy´vojovy´ch rokov budeme uvazˇovat’ spolu (tj. vytvor´ıme
postupnosti), je potrebne´ tieto hodnoty sˇtandardizovat’. Toto uskutocˇn´ıme
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prechodom k rezidua´m ty´chto hodnoˆt. K vy´pocˇtu rezidu´ı budeme potre-
bovat’ predpoklady o strednej hodnote a rozptyle. Tie budeme formulo-
vat’ azˇ v nasleduju´cej kapitole, kde uvedieme odvodenie a vy´pocˇty detail-
nejˇsie. Zatial’ na´m postacˇ´ı fakt, zˇe reziduum (vy´vojove´ho faktoru, (P/I) po-
dielu, resp. (I/P) podielu) je sˇtandardizovana´ miera odchy´lky danej hod-
noty od priemeru. Reziduum meria odchy´lku od pr´ıslusˇnej strednej hodnoty
v na´sobkoch smerodajnej odchy´lky. Rezidua´ su´ teda navza´jom dobre po-
rovna´vatel’ne´ hodnoty rozpty´lene´ okolo nuly.
Za´vislost’ vy´vojovy´ch faktorov na (I/P) a (P/I) podieloch, ktora´ bola
uka´zana´ v predcha´dzaju´cich sekcia´ch, chceme uka´zat’ aj na iny´ch da´tach,
ale namiesto hodnoˆt ako taky´ch budeme pracovat’ s reziduami vypla-
teny´ch vy´vojovy´ch faktorov v za´vislosti na rezidua´ch (I/P) podielov,
resp. s reziduami vzniknuty´ch vy´vojovy´ch faktorov v za´vislosti na re-
zidua´ch (P/I) podielov. Vzhl’adom k sˇtandardiza´ci´ı, moˆzˇeme hodnoty
zo vsˇetky´ch vy´vojovy´ch rokov zakreslit’ do jedine´ho grafu. Rezidua´ vypla-
teny´ch vy´vojovy´ch faktorov vytva´raju´ graf, ktory´ nazveme diagram vypla-
teny´ch rezidu´ı.
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Obra´zok 1.6: Diagram vyplateny´ch rezidu´ı
Bodovy´ graf vykazuje rovnomerne rastu´ci trend len s niekol’ky´mi vy-
chyl’uju´cimi sa bodmi. Tu´to skutocˇnost’ odra´zˇa aj hodnota korelacˇne´ho koefi-
cientu 45%. Smernica regresnej priamky precha´dzaju´cej pocˇiatkom je 0,48.
Ak v danom nehodovom roku uvazˇujeme hodnotu rezidua su´cˇasne´ho (I/P)
podielu napr. +1,00, na nasleduju´ci vy´vojovy´ rok moˆzˇeme predpovedat’
hodnotu vyplatene´ho vy´vojove´ho faktora odpovedaju´cu reziduu +0,48,
vzhl’adom na smernicu regresnej priamky. Klasicky´ chain ladder vy´pocˇet
vyuzˇ´ıva vy´vojovy´ faktor s nulovou hodnotou rezidua.
Vzniknute´ faktory vytva´raju´ analogicky´ graf, ktory´ nazveme diagram vznik-
nuty´ch rezidu´ı. I v tomto pr´ıpade bodovy´ graf vykazuje rastu´ci trend. Ko-
relacˇny´ koeficient je 29% a smernica regresnej priamky ma´ hodnotu 0,31.
Teda ak ma´ reziduum (P/I) podielu hodnotu napr. +1,00, odhadovany´
vzniknuty´ vy´vojovy´ faktor na nasleduju´ci vy´vojovy´ rok mus´ı zodpovedat’
hodnote rezidua +0,31.
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Obra´zok 1.7: Diagram vzniknuty´ch rezidu´ı
Tento pr´ıklad vysvetl’uje vsˇeobecny´ postup. Najskoˆr zostroj´ıme oba grafy
rezidu´ı naraz pre vsˇetky vy´vojove´ roky, rezidua´ vyplateny´ch a vzniknuty´ch
vy´vojovy´ch faktorov na osi y v za´vislosti na rezidua´ch (I/P) a (P/I) podielov
na osi x. Potom v oboch grafoch zakresl´ıme regresnu´ priamku precha´dzaju´cu
pocˇiatkom. Pre dany´ (I/P) podiel (resp. (P/I) podiel), spocˇ´ıtame reziduum,
vezmeme priradeny´ vy´vojovy´ faktor rezidu´ı z pr´ıslusˇnej regresnej priamky
a pouzˇijeme napocˇ´ıtane´ vy´vojove´ faktory namiesto priemerne´ho vy´vojove´ho
faktoru (ktory´ ma´ reziduum 0). Tento postup uvedeny´ v [7] je zna´my ako
Mn´ıchovska´ chain ladder meto´da (MCL meto´da).
Uvedeny´ pr´ıklad na´m da´va na´vod na meto´du, ktora´ je aplikovana´ na va¨cˇsˇinu
sˇtudovany´ch da´t.
• vyplatene´ i vzniknute´ vy´vojove´ faktory prispievaju´ k zhode vypla-
teny´ch a vzniknuty´ch sˇkoˆd
• tento trend je zvycˇajne viac markantny´ pri vyplateny´ch sˇkoda´ch nezˇ
pri sˇkoda´ch vzniknuty´ch, je to ale doˆlezˇity´ znak pre oba typy da´t
33
V praxi existuju´ i d’alˇsie meto´dy. Napr´ıklad v pr´ıpade, zˇe korela´cia v re-
zidua´lnych grafoch existuje len pre sˇkody vyplatene´ alebo, ojedinele, len
pre sˇkody vzniknute´. V Mn´ıchovskej meto´de chain ladder su´ tieto rozdiely
automaticky brane´ v u´vahu.
Zatial’ sme uviedli za´kladne´ princ´ıpy Mn´ıchovskej meto´dy chain ladder a mo-
tiva´ciu, ktora´ viedla k jej vzniku. Ta´to meto´da vy´pocˇtu IBNR rezervy je vsˇak
pomerne na´rocˇna´ a cˇasovo zd´lhava´. Uvedieme si preto alternat´ıvny spoˆsob
vyuzˇitia SCL meto´dy, ktory´ zdanlivo eliminuje jej systematicku´ chybu.
Ako bolo uvedene´, hlavny´m nedostatkom SCL meto´dy je podrezervova-
nost’, resp. nadrezervovanost’ napocˇ´ıtany´ch odhadov. Trivia´lne riesˇenie tohto
proble´mu na´m moˆzˇe ponu´knut’ nasledovna´ u´vaha: V pr´ıpade, zˇe odhady
z da´t trojuholn´ıka vyplateny´ch sˇkoˆd su´ nadrezervovane´ a naopak odhady
z´ıskane´ z da´t trojuholn´ıka vzniknuty´ch sˇkoˆd podrezervovane´ (resp. naopak),
spocˇ´ıtane´ odhadnute´ hodnoty z jednotlivy´ch trojuholn´ıkov jednoducho sprie-
merujeme a dostaneme konecˇny´ odhad IBNR rezervy. Ta´to meto´da vy´pocˇtu
je jednoznacˇne ry´chlejˇsia a jednoduchsˇia nezˇ pomerne zlozˇity´ princ´ıp MCL
meto´dy.
Pop´ısany´ princ´ıp stanovenia IBNR rezervy sa v praxi skutocˇne vyuzˇ´ıva, po-
ist’ovne vsˇak jeho pouzˇit´ım podstupuju´ relat´ıvne vysoke´ riziko, vzhl’adom
k tomu, zˇe meto´da nie je matematicky nijak podlozˇena´. Z toho
doˆvodu vy´pocˇet vyuzˇ´ıvaju´ va¨cˇsˇinou poist’ovne, ktore´ maju´ vel’mi rozsiahlu
sˇtatisticku´ za´kladnˇu da´t, ktora´ v pomerne dlhom cˇasovom horizonte vy-
kazuje podobny´ trend. Tieto spolocˇnosti totizˇ maju´ empiricky overene´, zˇe
taka´to ”alternat´ıvna” meto´da vy´pocˇtu na ”ich” konkre´tne da´ta funguje.
Obecne vsˇak nie je mozˇne´ povedat’, zˇe pouzˇit´ım jednoduchej modifika´cie SCL
meto´dy odstra´nime jej syste´movu´ chybu, zefekt´ıvnime odhady a su´cˇasne za-
chova´me ry´chly a jednoduchy´ spoˆsob stanovenia IBNR rezervy. Odborne´
matematicke´ sˇtu´die a prepocˇty chybovosti a spol’ahlivosti tejto meto´dy nie
su´ k dispoz´ıci´ı. Zosta´va preto na uva´zˇen´ı samotny´ch poist’ovn´ı, cˇi volit’ ri-
zikovy´, su´cˇasne vsˇak jednoduchy´ vy´pocˇet alebo relat´ıvne spol’ahlivy´, mate-
maticky podlozˇeny´, su´cˇasne vsˇak pomerne zlozˇity´ spoˆsob stanovenia odhadu
IBNR rezervy.
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Kapitola 2
Teoreticke´ za´klady a formule
V predcha´dzaju´cej kapitole sme uviedli za´kladne´ u´vahy k Mn´ıchovskej
meto´de chain ladder. Zamerali sme sa na matematicke´ aspekty tejto meto´dy.
Na tieto u´vahy d’alej nadviazˇeme zaveden´ım matematicke´ho modelu, MCL
modelu, z ktore´ho budeme na´sledne schopn´ı odvodit’ vsˇetky potrebne´ vzt’ahy
a odhady budu´cich plnen´ı, resp. rezerv.
MCL model je zalozˇeny´ na zovsˇeobecnen´ı modelu predstavenene´ho Thoma-
som Mackom v publika´ci´ı [7]. Je to model pre vyplatene´ a vzniknute´ sˇkody,
ktory´ pracuje so za´vislost’ou vy´vojovy´ch faktorov na (P/I) (resp. (I/P)) po-
dieloch1, predstaveny´ch v minulej kapitole.
2.1 Chain ladder model predstaveny´
Mackom
Zavedieme znacˇenie a sformulujeme predpoklady chain ladder modelu.
2.1.1 Znacˇenie
Nech T je vy´vojovy´ cˇas, T = 0,...,n-1 ; n ∈ N je pocˇet nehodovy´ch rokov.
Pre i = 1,...,n, nech
1v pr´ıpade vzniknuty´ch vy´vojovy´ch faktorov uvazˇujeme za´vislost’ na (P/I) podieloch,
naopak pri vyplateny´ch vy´vojovy´ch faktorov uvazˇujeme za´vislost’ na (I/P) podieloch
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Pi = {Pi,t}t∈T
znacˇ´ı proces vyplateny´ch sˇkoˆd nehodove´ho roku i a
Ii = {Ii,t}t∈T
proces sˇkoˆd vzniknuty´ch. Potom na´hodna´ premenna´ Pi,t vyjadruje vypla-
tene´ sˇkody za nehodovy´ rok i po t vy´vojovy´ch rokoch. Procesy Pi a Ii popi-
suju´ vy´voj vyplateny´ch a vzniknuty´ch sˇkoˆd z nehodove´ho roku i cez vsˇetky
vy´vojove´ roky. Procesy Pi a Ii su´ tiezˇ pr´ıkladom na´hodnej postupnosti, ktora´
je definovana´ nasledovne2:
Nech (Ω,A, P ) je pravdepodobnostny´ priestor, kde Ω 6= ∅,A je σ - algebra
podmnozˇ´ın Ω (A ⊂ 2Ω), P je pravdepodobnostna´ miera na Ω (P (Ω) = 1) a
nech T ⊂ R. Rodina rea´lnych na´hodny´ch velicˇ´ın {Xt, t ∈ T} definovany´ch
na (Ω,A, P ) sa nazy´va na´hodny´ proces. V pr´ıpade, zˇe T = N0= {0, 1, ...}
hovor´ıme o na´hodnej postupnosti.
O na´hodny´ch postupnostiach Pi a Ii mozˇno d’alej predpokladat’, zˇe su´Marko-
vove ret’azce tj. sp´lnˇaju´ tzv. ”Markovsku´ vlastnost’” definovanu´ nasledovne:
Hovor´ıme, zˇe postupnost’ na´hodny´ch velicˇ´ın {Xn, n ∈ N0} sa nazy´va Mar-
kovov ret’azec s diskre´tnym cˇasom a mnozˇinou stavov S, ak
P (Xn+1 = j|Xn = i,Xn−1 = in−1, ..., X0 = i0) = P (Xn+1 = j|Xn = i),
(2.1)
pre vsˇetky n = 0, 1.... a pre vsˇetky i, j, i0, i1, .., in−1 ∈ S take´, zˇe
P (Xn−1 = in−1, ..., X0 = i0) > 0. Obvykle S = {0, 1, 2....}. Podmienku (2.1)
nazy´vame Markovska´ vlastnost’ (1.ra´du).
Nech d’alej Pi(s) := Pi,1, .., Pi,s vyjadruje podmienku, zˇe vy´voj vyplateny´ch
sˇkoˆd nehodove´ho roku i je zna´my do konca vy´vojove´ho roku s, kde s = 1,...,n
a Ii(s) := Ii,1, ..., Ii,s analogicky zasta´va podmienku, zˇe vy´voj vzniknuty´ch
sˇkod z nehodove´ho roku i je dany´ azˇ do cˇasu s vra´tane.
2vycha´dzame z [6]
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2.1.2 Predpoklady modelu
Predty´m nezˇ uvedieme samotne´ predpoklady modelu, definujeme pojem
neza´vislosti, ktory´ budeme v nasleduju´com texte vyuzˇ´ıvat’. Vycha´dzame z
publika´cie [1].
Nech (Ω,A, P ) je pravdepodobnostny´ priestor. Javy A1, A2 ∈ A su´ neza´visle´
ak P (A1∩A2) = P (A1)P (A2). Pojem neza´vislosti mozˇno samozrejme rozsˇ´ırit’
i na na´hodne´ velicˇiny nasledovny´m spoˆsobom:
Na´hodne´ velicˇiny X1, X2, ..., definovane´ na rovnakom pravdepodobnostnom
priestore sa nazy´vaju´ neza´visle´, ak pre kazˇde´ n ∈ N je
F(X1,...,Xn)(x1, ..., xn) = F1(x1) · ... · Fn(xn)
pre vsˇetky (x1, ..., xn) ∈ Rn, teda pokial’ zdruzˇena´ distribucˇna´ funk-
cia vektoru (X1, ..., Xn)
> je su´cˇinom margina´lnych distribucˇny´ch funkci´ı
jednotlivy´ch velicˇ´ın. Hovor´ıme, zˇe postupnost’ {Xn}∞n=1 je postupnost’ou
neza´visly´ch na´hodny´ch velicˇ´ın resp. zˇe je neza´visla´ ak pre vsˇetky prirodzene´
n su´ neza´visle´ na´hodne´ velicˇiny (X1, ..., Xn).
Predpoklady chain ladder modelu pre procesy vyplateny´ch sˇkoˆd su´ nasle-
dovne´. U´pravy za´kladny´ch formu´l su´ uvedene´ v [3].
I.1 Predpoklad strednej hodnoty: Pre s, t ∈ T , kde t = s + 1 existuje
vy´vojovy´ faktor fPs→t > 0 tak, zˇe pre vsˇetky i = 1, ..., n
E
(
Pi,t
Pi,s
|Pi(s)
)
= fPs→t. (2.2)
Predpoklad (2.2) je mozˇne´ d’alej upravit’ do tvaru:
E
(
Pi,t|Pi(s)
)
= Pi,s · fPs→t. (2.3)
I.2 Predpoklad rozptylu: Pre s, t ∈ T , kde t = s + 1 existuje propor-
ciona´lna konsˇtanta σPs→t ≥ 0 taka´, zˇe pre vsˇetky i = 1, ..., n
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Var
(
Pi,t
Pi,s
|Pi(s)
)
=
(σPs→t)
2
Pi,s
. (2.4)
Formulu (2.4) je opa¨t’ mozˇne´ nasledovne upravit’:
Var
(
Pi,t
Pi,s
|Pi(s)
)
=
1
P 2i,s
Var
(
Pi,t|Pi(s)
)
=
(σPs→t)
2
Pi,s
. (2.5)
Odkial’ dosta´vame:
Var
(
Pi,t|Pi(s)
)
= (σPs→t)
2 · Pi(s). (2.6)
I.3 Predpoklad neza´vislosti: Jednotlive´ nehodove´ roky su´ vza´jomne
neza´visle´, tj. na´hodne´ postupnosti {P1,t| t ∈ T} , ..., {Pn,t| t ∈ T} su´
neza´visle´.
Uvedieme analogicke´ predpoklady pre procesy sˇkoˆd vzniknuty´ch:
II.1 Predpoklad strednej hodnoty: Pre s, t ∈ T , kde t = s + 1 existuje
vy´vojovy´ faktor f Is→t > 0 tak, zˇe pre vsˇetky i = 1, ..., n
E
(
Ii,t
Ii,s
| Ii(s)
)
= f Is→t. (2.7)
Analogicky ako v (2.3) dosta´vame:
E
(
Ii,t| Ii(s)
)
= Ii,s · f Is→t. (2.8)
II.2 Predpoklad rozptylu: Pre s, t ∈ T , kde t = s + 1 existuje propor-
ciona´lna konsˇtanta σIs→t ≥ 0 taka´, zˇe pre vsˇetky i = 1, ..., n
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Var
(
Ii,t
Ii,s
| Ii(s)
)
=
(σIs→t)
2
Ii,s
. (2.9)
Opa¨t’ je mozˇne´ rovnost’ (2.9) upravit’:
Var
(
Ii,t
Ii,s
| Ii(s)
)
=
1
I2i,s
Var
(
Ii,t| Ii(s)
)
=
(σIs→t)
2
Ii,s
. (2.10)
A dosta´vame formulu:
Var
(
Ii,t| Ii(s)
)
= (σIs→t)
2 · Ii(s). (2.11)
II.3 Predpoklad neza´vislosti: Jednotlive´ nehodove´ roky su´ vza´jomne
neza´visle´, tj. postupnosti {I1,t| t ∈ T} , ..., {In,t| t ∈ T} su´ neza´visle´.
Predpoklady chain ladder modelu na´m teda hovoria, zˇe nehodove´ roky
su´ vza´jomne neza´visle´, ale vy´vojove´ faktory a parametry σ sa v kazˇdom
vy´vojovom roku zhoduju´.
Horeuvedene´ odhady su´ tvorene´ pre projekcie v jednom trojuholn´ıku,
preto nehovoria nicˇ o vzt’ahoch medzi procesmi vyplateny´ch a vzniknuty´ch
sˇkoˆd. Podmienena´ stredna´ hodnota popisuje najlepsˇ´ı spoˆsob odhadu Pi,t
ak pozna´me len proces vyplateny´ch sˇkoˆd v nehodovom roku azˇ do cˇasu s.
Toto plat´ı analogicky i pre procesy sˇkoˆd vzniknuty´ch. V praxi vsˇak pozna´me
oba trojuholn´ıky a odhady chceme na tejto znalosti zakladat’, takzˇe budeme
uvazˇovat’ nasleduju´ce podmienene´ stredne´ hodnoty
E
(
Pi,t
Pi,s
|Bi(s)
)
a E
(
Ii,t
Ii,s
|Bi(s)
)
, (2.12)
kde Bi(s) = {Pi,1, ..., Pi,s, Ii,1, ..., Ii,s} predstavuje znalost’ vy´voja oboch pro-
cesov azˇ do konca vy´vojove´ho roku s.
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2.2 Mn´ıchovsky´ chain ladder model
Predty´m, nezˇ prikrocˇ´ıme k odvodeniu potrebny´ch formul´ı, uved’me esˇte nie-
kol’ko doplnˇuju´cich u´vah a predpokladov.
Chceme rozsˇ´ırit’ predpoklad neza´vislosti, teda namiesto dvoch samostatny´ch
predpokladov, predpokladu neza´vislosti pre sˇkody vzniknute´ I.3 a pred-
pokladu neza´vislosti pre sˇkody vyplatene´ II.3, zavedieme jediny´ zobec-
neny´ predpoklad III.3 tj. budeme predpokladat’ neza´vislost’ nehodovy´ch
rokov cez vyplatene´ i vzniknute´ sˇkody. Dany´ predpoklad forma´lne znamena´
neza´vislost’ postupnost´ı {P1,t · I1,t| t ∈ T} , ..., {Pn,t · In,t| t ∈ T}. Predpokla-
dajme, zˇe uvazˇovane´ postupnosti realiza´ci´ı na´hodny´ch velicˇ´ın Pi a Ii su´ tvo-
rene´ kladny´mi hodnotami.
Nech d’alej
Qi :=
Pi
Ii
=
{
Pi,t
Ii,t
}
t∈T
= {Qi,t}t∈T
predstavuje (P/I) proces.
Zaved’me d’alej koncept podmienene´ho rezidua. Ak X je na´hodna´ velicˇina,
C je dana´ podmienka, oznacˇme
σ(X|C) :=
√
Var(X|C)
podmienenu´ smerodajnu´ odchy´lku X pri danom C. Potom
Res(X|C) := X − E(X|C)
σ(X|C) , σ(X|C) 6= 0
nazy´vame podmienene´ reziduum X pri danom C. Podmienene´ reziduum
je sˇtandardizovane´ vzhl’adom k svojej podmienenej strednej hodnote a
k svojmu podmienene´mu rozptylu:
E
(
Res(X|C)|C
)
= E
(
X − E(X|C)
σ(X|C) |C
)
=
1
σ(X|C) [E(X|C)− E(X|C)] = 0 (2.13)
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Var
(
Res(X|C)|C
)
= Var
(
X − E(X|C)
σ(X|C) |C
)
=
1
Var(X|C) [Var(X|C)− 2Cov(X,E(X|C)|C)
+ Var(E(X|C)|C)]
=
1
Var(X|C) [Var(X|C)− 0 + 0] = 1 (2.14)
2.2.1 Predpoklady modelu
V cˇasti 2.1.2 sme uviedli, zˇe na´s zauj´ımaju´ podmienene´ stredne´ hodnoty pre
vyplatene´ a vzniknute´ vy´vojove´ faktory a ich rezidua´
Res
(
Pi,t
Pi,s
|Pi(s)
)
a Res
(
Ii,t
Ii,s
| Ii(s)
)
,
E
(
Res
(
Pi,t
Pi,s
|Pi(s)
)
|Bi(s)
)
a E
(
Res
(
Ii,t
Ii,s
| Ii(s)
)
|Bi(s)
)
.
Predpoklady uvedene´ v d’alˇsej cˇasti nadva¨zuju´ na obecnu´ procedu´ru uve-
denu´ pod obra´zkami (1.6) a (1.7) a preva´dzaju´ linea´rnu za´vislost’ ty´chto
podmieneny´ch stredny´ch hodnoˆt na rezidua´ch (I/P) resp. (P/I) podielov
Res
(
Q−1i,s |Pi(s)
)
resp. Res
(
Qi,s| Ii(s)
)
do matematickej rovnice.
Pouzˇijeme znacˇenie analogicke´ oznacˇeniu predpokladov modelu
z predcha´dzaju´cej sekcie.
I.4 Existuje konsˇtanta λP taka´, zˇe pre vsˇetky s, t ∈ T , kde t = s+1 a vsˇetky
i = 1, ..., n plat´ı
E
(
Res
(Pi,t
Pi,s
|Pi(s)
)
|Bi(s)
)
= λP ·Res
(
Q−1i,s |Pi(s)
)
. (2.15)
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Dosaden´ım za reziduum dosta´vame
E
( Pi,t
Pi,s
− E
(
Pi,t
Pi,s
|Pi(s)
)
σ
(
Pi,t
Pi,s
|Pi(s)
) |Bi(s)
)
= λP ·Res
(
Q−1i,s |Pi(s)
)
(2.16)
a na´slednou u´pravou obdrzˇ´ıme
1
σ
(
Pi,t
Pi,s
|Pi(s)
) ·[E(Pi,t
Pi,s
|Bi(s)
)
− E
(
Pi,t
Pi,s
|Pi(s)
)]
= λP ·
(
Q−1i,s − E
(
Q−1i,s |Pi(s)
)
σ
(
Q−1i,s |Pi(s)
) )
(2.17)
alebo ekvivalentne, s vyuzˇit´ım (2.2)
E
(
Pi,t
Pi,s
|Bi(s)
)
= fPs→t + λ
P · σ
(
Pi,t
Pi,s
|Pi(s)
)
σ
(
Q−1i,s |Pi(s)
) · (Q−1i,s − E(Q−1i,s |Pi(s))) . (2.18)
II.4 Existuje konsˇtanta λI taka´, zˇe pre vsˇetky s, t ∈ T , kde t = s + 1 a
vsˇetky i = 1, ..., n plat´ı
E
(
Res
(
Ii,t
Ii,s
| Ii(s)
)
|Bi(s)
)
= λI ·Res
(
Qi,s| Ii(s)
)
. (2.19)
Analogickou u´pravou ako v pr´ıpade vyplateny´ch sˇkoˆd z´ıskame ekvivalentny´
za´pis v tvare
E
(
Ii,t
Ii,s
|Bi(s)
)
= f Is→t + λ
I · σ
(
Ii,t
Ii,s
| Ii(s)
)
σ
(
Qi,s| Ii(s)
) · (Qi,s − E(Qi,s| Ii(s))) . (2.20)
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Parametry λP a λI , ktore´ predstavuju´ smernice regresnej priamky
v pr´ıslusˇny´ch rezidua´lnych grafoch, su´ neza´visle´ na vy´vojovom roku s.
Vo va¨cˇsˇine pr´ıpadov bude platit’ λP , λI ≥ 0 vzhl’adom na u´vahy uvedene´
v sekcia´ch 1.3 a 1.4. Rovnice 2.18 a 2.20 vyjadruju´ podmienene´ stredne´ hod-
noty vy´vojovy´ch faktorov ako su´cˇet sˇtandardne´ho chain ladder vy´vojove´ho
faktoru a korekcˇne´ho vy´razu, ktory´ je funkciou oboch typov da´t. Tento fak-
tor budeme analyzovat’ v nasleduju´cej cˇasti.
MCL model teda pozosta´va z neza´visle´ho predpokladu III.3 pre nehodove´
roky, zvycˇajny´ch chain ladder podmienok I.1, I.2, II.1 a II.2 pre vyplatene´
a vzniknute´ straty a predpokladov I.4 a II.4, ktore´ popisuju´ za´vislost’ vy-
plateny´ch a vzniknuty´ch vy´vojovy´ch faktorov na (I/P) a (P/I) podieloch,
v tomto porad´ı.
2.2.2 Analy´za predpokladov modelu
V tejto cˇasti sa budeme blizˇsˇie zaoberat’ MCL modelom a rovnicami z I.4 a
II.4, kde budeme uvazˇovat’ pr´ıpad, zˇe λP , λI ≥ 0.
Podmienena´ stredna´ hodnota E
(
Ii,t
Ii,s
|Bi(s)
)
, tj. vy´vojovy´ faktor vzniknuty´ch
sˇkoˆd pouzˇ´ıvany´ na predikciu sˇkoˆd od cˇasu s do t v nehodovom roku i, je
monoto´nne rastu´ca linea´rna funkcia (P/I) podielu Qi,s. Toto ukazuje, zˇe
pozorovania z praxe (vid’ sekcia 1.2) sme vyjadrili ako teoreticke´ predpo-
klady. Teda rovnica 2.18 vyjadruje podmienenu´ strednu´ hodnotu ako su´cˇet
obvykle´ho chain ladder vy´vojove´ho faktoru f Is→t a korekcˇne´ho vy´razu, ktory´
je linea´rny v Qi,s. Tri zlozˇky korekcˇne´ho faktoru je mozˇne´ interpretovat’ na-
sledovne:
• Faktor λI je bezˇny´ (tj. neza´visly´ na i i na s) korelacˇny´ koeficient re-
zidu´ı vy´vojovy´ch faktorov a rezidu´ı (P/I) podielov ako uka´zˇeme nizˇsˇie.
Preto budeme λI nazy´vat’ korelacˇny´ faktor alebo korelacˇny´ parameter.
Hodnota λI je zvycˇajne medzi 0 a 1 a meria za´vislost’ vy´vojovy´ch fak-
torov na (P/I) podieloch. Ak v da´tach nepozorujeme za´vislost’ potom
je λI ≈ 0 a priemerne´ vy´vojove´ faktory su´ odhadovane´ ako v SCL
meto´de.
• Faktor smerodajnej odchy´lky je podiel podmieneny´ch smerodajny´ch
odchy´liek vzniknuty´ch vy´vojovy´ch faktorov a su´cˇasne´ho (P/I) po-
dielu. Spoˆsobuje vy´chylky (P/I) podielov od priemeru, ktore´ mozˇno
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nazy´vat’ aj odchy´lky od vy´vojovy´ch faktorov. Cˇ´ım va¨cˇsˇia je smero-
dajna´ odchy´lka vy´vojove´ho faktoru, ty´m pravdepodobnejˇsia je znacˇna´
odchy´lka od priemeru a teda korekcˇny´ faktor sa tiezˇ zva¨cˇsˇuje. Cˇ´ım
mensˇia je smerodajna´ odchy´lka (P/I) podielu, ty´m netypickejˇsie budu´
znacˇne´ odchy´lky od priemeru a znovu sa bude hodnota korekcˇne´ho
faktoru zvysˇovat’.
• Linea´rny cˇlen Qi,s − E(Qi,s| Ii(s)) obsahuje i odhady (P/I) podielu.
Nadpriemerne´ hodnoty su´cˇasny´ch (P/I) podielov koriguju´ vy´vojove´
faktory smerom nahor, naopak podpriemerne´ hodnoty su´cˇasny´ch po-
dielov ich koriguju´ smerom nadol. Cˇ´ım viac sa bude su´cˇasny´ (P/I)
podiel posu´vat’ od priemeru, ty´m va¨cˇsˇia bude hodnota korekcˇne´ho fak-
toru. Ak je (P/I) podiel priemerny´, pouzˇity´ vy´vojovy´ faktor bude tiezˇ
priemerny´, ako pri vyuzˇit´ı SCL meto´dy.
Vysˇsˇie uvedene´ vzt’ahy pre vzniknute´ vy´vojove´ faktory a (P/I) podiely
mozˇno samozrejme aplikovat’ i na vyplatene´ vy´vojove´ faktory a (I/P) po-
diely.
Korelacˇne´ parametre λP a λI predstavuju´ spojnicu medzi trojuholn´ıkom
vyplateny´ch sˇkoˆd a trojuholn´ıkom sˇkoˆd vzniknuty´ch. Hodnota ty´chto para-
metrov indikuje mieru, ktorou je vy´voj vyplateny´ch a vzniknuty´ch stra´t
ovplyvneny´, cˇo je doˆvod precˇo maju´ tieto parametre vy´razny´ vplyv na
vy´sˇku konecˇne´ho odhadu. Rezidua´lny pr´ıstup na´m umozˇnil uvazˇovat’ vsˇetky
vy´vojove´ roky spolu, tj. poskytol na´m dostacˇuju´ce mnozˇstvo da´t, ich odhad
je relat´ıvne stabilny´. V tomto zmysle MCL meto´da cˇeli druhe´mu z troch
proble´mov zo sekcie 1.3.1.
Ak oznacˇ´ıme rezidua´ (I/P) a (P/I) podielov ako X a rezidua´ vy´vojovy´ch
faktorov ako Y , z rezidua´lnych rovn´ıc I.4 a II.4 dosta´vame vzt’ah
E(Y |X) = λ ·X,
pre na´hodne´ velicˇiny X a Y a skala´r λ ∈ R. Z tejto rovnice na´sledne
dosta´vame pre kovarianciu X a Y vzt’ah
Cov(X, Y ) = Cov(X,E(Y |X)) = λ ·Var(X).
S vyuzˇit´ım znacˇenia σ(X) :=
√
Var(X) a σ(Y ) :=
√
Var(Y ), obdrzˇ´ıme
vzt’ah pre korelacˇny´ koeficient Corr(X, Y ) na´hodny´ch velicˇ´ın X a Y v tvare
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Corr(X, Y ) = λ · σ(X)
σ(Y )
.
Ked’zˇe X a Y su´ sˇtandardizovane´, plat´ı, zˇe σ(X) = σ(Y ) = 1, teda
λ = Corr(X, Y ). Dosta´vame teda, zˇe λ parametry MCL modelu a ko-
relacˇne´ koeficienty zodpovedaju´cich rezidu´ı sa navza´jom rovnaju´.
Corr
(
Res(Q−1i,s |Pi(s)),Res
(
Pi,t
Pi,s
|Pi(s)
))
= λP
a
Corr
(
Res(Qi,s| Ii(s)),Res
(
Ii,t
Ii,s
| Ii(s)
))
= λI .
Analogicke´ vy´pocˇty vedu´ k nasledovny´m formula´m pre podmienene´ ko-
relacˇne´ koeficienty
Corr
(
Q−1i,s ,
Pi,t
Pi,s
|Pi(s)
)
= λP
a
Corr
(
Q−1i,s ,
Ii,t
Ii,s
| Ii(s)
)
= λI ,
kde nepouzˇ´ıvame rezidua´lne vy´razy.
Uvedeny´ postup popisuje mechanizmus, ktory´ riesˇi tret´ı proble´m v sekcii
1.3.1: slabe´ korela´cie vo vyplateny´ch a/alebo vzniknuty´ch rezidua´lnych gra-
foch poskytuju´ male´ λP a/alebo λI , MCL projekcie sa teda len ma´lo od-
chyl’uju´ od bezˇny´ch chain ladder vy´pocˇtov pre vyplatene´ a/alebo vzniknute´
sˇkody.
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Kapitola 3
Prakticka´ implementa´cia a
konkre´tne pr´ıklady
V tejto kapitole najskoˆr uvedieme detailny´ popis vsˇetky´ch odhadov parame-
trov potrebny´ch pre MCL meto´du a predty´m nezˇ uka´zˇeme kompletnu´ MCL
kalkula´ciu na konkre´tnom pr´ıklade pop´ıˇseme proble´my, s ktory´mi je mozˇne´
sa stretnu´t’ v praxi.
3.1 Odhady parametrov
Vo vy´pocˇte rezidu´ı a vy´vojovy´ch faktorov budeme vyuzˇ´ıvat’ odhady jed-
notlivy´ch parametrov MCL modelu i klasickej SCL meto´dy, ktore´ v nasle-
duju´cich sekcia´ch uvedieme. Nech znovu t = s+ 1.
3.1.1 Parametre klasickej chain ladder meto´dy
Pre vy´vojovy´ faktory fs→t pre s = 0, ..., n − 2, pouzˇijeme obvykly´ chain
ladder odhad, analogicky´ ako v (1.5)
f̂s→t :=
1∑n−s−1
i=1 Xi,s
·
n−s−1∑
i=1
Xi,s · Xi,t
Xi,s
=
∑n−s−1
i=1 Xi,t∑n−s−1
i=1 Xi,s
. (3.1)
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V d’alˇsom texte vsˇak budeme opa¨t’ rozliˇsovat’ vy´vojove´ faktory sˇkoˆd vznik-
nuty´ch f Is→t a sˇkoˆd vyplateny´ch f
P
s→t. Ich odhady - analogicke´ s (1.8) a
resp. s (1.10) z´ıskame prosty´m dosaden´ım do obecne´ho vzt’ahu (3.1) pre
s = 0, ..., n−2 a aplikovan´ım na spra´vne da´ta bud’ trojuholn´ıka vyplateny´ch
sˇkoˆd alebo trojuholn´ıka sˇkoˆd vzniknuty´ch.
f̂Ps→t :=
1∑n−s−1
i=1
Pi,s
·∑n−s−1i=1 Pi,s · Pi,tPi,s =
∑n−s−1
i=1
Pi,t∑n−s−1
i=1
Pi,s
a
f̂ Is→t :=
1∑n−s−1
i=1
Ii,s
·∑n−s−1i=1 Ii,s · Ii,tIi,s =
∑n−s−1
i=1
Ii,t∑n−s−1
i=1
Ii,s
.
Pre s = 0, ..., n − 3 dosta´vame odhady smerodajnej odchy´lky σ v obecnom
tvare
(σ̂s→t)2 :=
1
n− s− 2 ·
n−s−1∑
i=1
Xi,s ·
(Xi,t
Xi,s
− f̂s→t
)2
. (3.2)
V pr´ıpade, zˇe uvazˇujeme vzniknute´ a vyplatene´ sˇkody separa´tne, dosta´vame
nasledovne´ vzt’ahy pre s = 0, ..., n− 3
(σ̂Ps→t)2 :=
1
n−s−2 ·
∑n−s−1
i=1 Pi,s ·
(
Pi,t
Pi,s
− f̂Ps→t
)2
a
(σ̂Is→t)2 :=
1
n−s−2 ·
∑n−s−1
i=1 Ii,s ·
(
Ii,t
Ii,s
− f̂ Is→t
)2
,
kde σ̂Ps→t :=
√
(σ̂Ps→t)2 a σ̂Is→t :=
√
(σ̂Is→t)2.
Uvedieme esˇte formulu pre strednu´ kvadraticku´ chybu (MSE - Mean Square
Error) odhadu rezervy v chain ladder meto´de ako mieru neistoty obsiahnutej
v da´tach. Podrobne´ odvodenie vy´sledne´ho vzt’ahu je uvedene´ v [4]. MSE
mozˇno povazˇovat’ za vhodny´ porovna´vac´ı ukazovatel’, cˇi su´ vy´sledky jednej
meto´dy v porovnan´ı s inou meto´dou doˆveryhodne´ alebo nie.
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m̂se(R̂i) = X̂
2
i,n−1
n−2∑
s=n−i
(σ̂s→t)2
(f̂s→t)2
(
1
X̂i,s
+
1∑n−s−1
j=1 Xj,s
)
(3.3)
kde R̂i predstavuje odhad rezervy pre vy´vojovy´ rok i tj. oznacˇenie vy´razu
(1.1).
3.1.2 Parametre MCL meto´dy
Aby sme mohli spocˇ´ıtat’ podmienene´ rezidua´ (P/I) a (I/P) podielov, potrebu-
jeme odhady podmieneny´ch stredny´ch hodnoˆt Ê(Qi,s| Ii(s)) a Ê(Q−1i,s |Pi(s))
a podmieneny´ch smerodajny´ch odchy´liek σ̂(Qi,s| Ii(s)) a σ̂(Q−1i,s |Pi(s)).
Zobecnen´ım podmienky II.1 z chain ladder modelu pre vzniknute´ sˇkody sa
dosta´vame k u´vaha´m, zˇe E(Qi,s| Ii(s)) je konsˇtantna´. Z podmienky II.2 na´m
analogicky´m spoˆsobom vyply´va za´porna´ korela´cia podmienene´ho rozptylu
(P/I) podielu na rozsahu vzniknuty´ch sˇkoˆd, tj. so zvysˇuju´cim sa pocˇtom
sˇkoˆd, rozptyl (P/I) podielu klesa´. Pre s = 0, ..., n− 1 teda dosta´vame odhad
Ê(Qi,s| Ii(s)) := q̂s = 1∑n−s
j=1 Ij,s
·
n−s∑
j=1
Ij,s ·Qj,s =
∑n−s
j=1 Pj,s∑n−s
j=1 Ij,s
ktory´ je konsˇtantny´ pre vsˇetky nehodove´ roky. Pre
σ(Qi,s| Ii(s)) =
√
Var(Qi,s| Ii(s)) =
√
E(Qi,s − E(Qi,s| Ii(s)))2
=
√
E(Q2i,s| Ii(s))− E(Qi,s| Ii(s))2
dosta´vame odhad
σ̂(Qi,s| Ii(s) = ρ̂
I
s√
Ii,s
,
kde ρ̂Is
2
je definovane´ ako
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ρ̂Is
2
=
1
n− s− 1 ·
n−s∑
j=1
Ij,s · (Qj,s − q̂s)2 (3.4)
pre s = 0, ..., n − 2. Z vyjadrenia (3.4) je zrejme´, zˇe ρ̂Is je neza´visle´ na
nehodovom roku i.
Tieto u´vahy pre (P/I) podiely mozˇno analogicky aplikovat’ na podmienene´
stredne´ hodnoty a rozptyly (I/P) podielov, kde v su´lade so sˇpecificky´mi
podmienkami, vyplatene´ sˇkody predstavuju´ mieru pocˇtu sˇkoˆd. Analogicky
dosta´vame odhad
q̂−1s =
1∑n−s
j=1 Pj,s
·
n−s∑
j=1
Pj,s ·Q−1j,s =
∑n−s
j=1 Ij,s∑n−s
j=1 Pj,s
pre E(Q−1i,s |Pi(s)) a
ρ̂Ps√
Pi,s
pre σ(Q−1i,s |Pi(s)), kde ρ̂Ps
2
je definovane´ ako
ρ̂Ps
2
=
1
n− s− 1 ·
n−s∑
j=1
Pj,s · (Q−1j,s − q̂−1s )2. (3.5)
Vycha´dzame z predpokladu, zˇe obe podmienene´ stredne´ hodnoty
E(Qi,s| Ii(s)) a E(Q−1i,s |Pi(s)) su´ konsˇtantne´. Ta´to podmienka vsˇak im-
plikuje, zˇe i Qi,s nadobu´da konsˇtantne´ hodnoty, cˇo je v rozpore s reali-
tou. Z toho doˆvodu nie je mozˇne´ uvazˇovat’ uvedene´ predpoklady. Mus´ıme
uvazˇovat’ zlozˇitejˇsiu sˇtruktu´ru za´vislosti podmieneny´ch stredny´ch hodnoˆt na
Ii(s) a Pi(s).
Pri spracovan´ı vhodny´ch da´t je mozˇne´ odhadnu´t’ E(Qi,s| Ii(s)) priemero-
van´ım cez (P/I) podiely Qj,s ty´ch vy´vojovy´ch rokov, pre ktore´ je Ij(s)
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zhodne´ alebo podobne´1 s Ii(s). Ak sa v danom nehodovom roku Ij(s) vy´razne
odliˇsuje od Ii(s), je vhodne´ hodnoty dane´ho vy´vojove´ho roku nebrat’ v u´vahu
a vylu´cˇit’ ich z vy´pocˇtu. Tieto u´vahy si vyzˇaduju´ analogicky´ pr´ıstup k od-
hadu E(Q−1i,s |Pi(s)). Dany´ postup na´m umozˇnˇuje odhadovat’ podmienene´
stredne´ hodnoty, ktore´ su´ individua´lne pre kazˇdy´ nehodovy´ rok. Aplika´cia
pop´ısane´ho postupu vsˇak bude vel’mi za´lezˇat’ na z´ıskany´ch da´tach, moˆzˇe sa
dokonca stat’, zˇe vyuzˇitel’nost’ bude obmedzena´ na prve´ vy´vojove´ roky roz-
siahleho trojuholn´ıka.
Pre podmienene´ smerodajne´ odchy´lky je situa´cia obdobna´. Pri vhodny´ch
da´tach je mozˇne´ uvazˇovat’ sˇtruktu´ru za´vislosti podmieneny´ch rozptylov Qi,s
a Q−1i,s na Ii(s) a Pi(s).
Pre zrozumitel’nost’ a jednoduchost’ nasleduju´ceho vy´kladu sa budeme drzˇat’
horeuvedeny´ch (hruby´ch) odhadov. To je vsˇak mozˇne´ len dovtedy, ky´m su´
E(Qi,s| Ii(s)) a E(Q−1i,s |Pi(s)) skutocˇne nekonsˇtantny´mi funkciami Ii(s) a
Pi(s).
Teraz sme uzˇ vzhl’adom k vysˇsˇie uvedeny´m u´vaha´m schopn´ı odhadnu´t’ pod-
mienene´ rezidua´. Odhady
Res(Pi,t
Pi,s
|Pi(s)) , Res( Ii,tIi,s | Ii(s)) , Res(Q−1i,s |Pi(s)) , Res(Qi,s| Ii(s))
z´ıskane´ pop´ısany´m spoˆsobom oznacˇ´ıme ako
R̂es(Pi,t), R̂es(Ii,t) , R̂es(Q
−1
i,s ), R̂es(Qi,s), v tomto porad´ı.
Dosta´vame teda
R̂es(Pi,t) =
Pi,t
Pi,s
− f̂Ps→t
σ̂Ps→t
·
√
Pi,s, R̂es(Ii,t) =
Ii,t
Ii,s
− f̂ Is→t
σ̂Is→t
·
√
Ii,s
a
R̂es(Q−1i,s ) =
Q−1i,s − q̂s−1
ρ̂Ps
·
√
Pi,s, R̂es(Qi,s) =
Qi,s − q̂s
ρ̂Is
·
√
Ii,s.
Pre korelacˇne´ koeficienty λP a λI pouzˇijeme odhady minimalizuju´ce strednu´
kvadraticku´ odchy´lku su´radn´ıc y bodov rezidua´lneho grafu od regresnej
priamky precha´dzaju´cej pocˇiatkom so smernicou λP alebo λI :
1Termı´nom ”podobne´” je v tomto kontexte cha´pane´, zˇe hodnota Ij,s by mala byt’ bl´ızka
hodnote Ii,s alebo individua´lny vy´vojovy´ faktor
Ij,s
Ij,s−1
je bl´ızky Ii,sIi,s−1 .
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λ̂P := 1∑n−3
s=1
∑n−s−1
i=1
R̂es(Q−1i,s )2
·∑n−3s=1 ∑n−s−1i=1 R̂es(Q−1i,s )2 · R̂es(Pi,t)
R̂es(Q−1i,s )
=
=
∑n−3
s=1
∑n−s−1
i=1
R̂es(Q−1i,s )·R̂es(Pi,t)∑n−3
s=1
∑n−s−1
i=1
R̂es(Q−1i,s )2
a
λ̂I := 1∑n−3
s=1
∑n−s−1
i=1
R̂es(Qi,s)2
·∑n−3s=1 ∑n−s−1i=1 R̂es(Qi,s)2 · R̂es(Ii,t)
R̂es(Qi,s)
=
=
∑n−3
s=1
∑n−s−1
i=1
R̂es(Qi,s)·R̂es(Ii,t)∑n−3
s=1
∑n−s−1
i=1
R̂es(Qi,s)2
.
V pr´ıpade, zˇe sa vy´voj v trojuholn´ıku uzavrie po menej ako n rokoch, index
s bude nadobu´dat’ hodnoty len do konca roku, v ktorom sa vy´voj uzavrie.
Zafixovan´ım vy´vojove´ho roku s v odhadoch pre λP a λI a scˇ´ıtan´ım len cez i
z´ıskame odhady pre λ parametre. Hodnoty λ parametrov moˆzˇu pre jednotlive´
vy´vojove´ roky na´hodne kol´ısat’ a vykazovat’ nejasne´ trendy, v doˆsledku cˇoho
by mohlo doˆjst’ k narusˇeniu predpokladov MCL modelu. Taka´to situa´cia
cˇasto nasta´va v praxi. Fluktua´cia v ty´chto cˇ´ıslach taktiezˇ poukazuje na vo-
latilitu odhadov pre jednotlive´ vy´vojove´ roky. Pri zva´zˇen´ı uvedeny´ch argu-
mentov sa zda´ byt’ vhodny´m riesˇen´ım prechod k vy´pocˇtu, ktory´ uvazˇuje
vsˇetky vy´vojove´ roky ako celok ako v pr´ıpade rezidua´lneho pr´ıstupu k MCL
meto´de.
Vzhl’adom k predpokladom I.4 a II.4, nakoniec dosta´vame rekurz´ıvne for-
mule
P̂i,t := P̂i,s ·
(
f̂Ps→t + λ̂P ·
σ̂Ps→t
ρ̂Ps
·
( Îi,s
P̂i,s
− q̂s−1
))
(3.6)
a
Îi,t := Îi,s ·
(
f̂ Is→t + λ̂I ·
σ̂Is→t
ρ̂Is
·
( P̂i,s
Îi,s
− q̂s
))
(3.7)
pre s ≥ n−i s pocˇiatocˇny´mi hodnotami P̂i,s := Pi,s a Îi,s := Ii,s pre s = n−i.
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3.1.3 Odvodenie variability MCL modelu a aplika´cia
vo vy´pocˇte MSE
Na rozdiel od SCL modelu, MCL model predstaveny´ v cˇla´nku [7] neuva´dza
variability vy´sledny´ch odhadov. V nasleduju´cej sekcii si preto vzt’ahy pre
variabilitu MCL modelu odvod´ıme a na´sledne spocˇ´ıtane´ odhady vyuzˇijeme
vo vy´pocˇte strednej kvadratickej chyby MCL modelu. Budeme vycha´dzat’ z
linea´rneho regresne´ho modelu z pra´ce [1].
Uvazˇujme regresny´ model s regresnou funkciou, ktora´ je linea´rnou kom-
bina´ciou parametrov modelu:
Yi = xi,1βi + ...+ xi,kβk + i, i = 1, ..., n
tj. zap´ısane´ maticovo
Y = Xβ + ,
kde Y = (Y1, ..., Yn)
> je vektor vysvetl’ovany´ch pozorovan´ı, X = (xij) re-
gresna´ matica typu n x k, k < n, β = (β1, ..., βk)
> je vektor nezna´mych
parametrov a  = (1, ..., n)
> je chybovy´ vektor, pre ktory´ plat´ı
E = 0 a Var = σ2I, kde I predstavuje jednotkovy´ vektor a σ2 oznacˇuje
rozptyl slozˇiek vektoru .
V pop´ısanom regresnom modeli odhadneme parameter β meto´dou
najmensˇ´ıch sˇtvorcov. Odhad parametru β oznacˇ´ıme b = (b1, ..., bk)
> a
dosta´vame formulu
b = (XX>)−1XY.
K odvodeniu variability vyuzˇijeme nasledovny´ vzt’ah
Ŷ = Xb = X(XX>)−1XY.
Dˇalej plat´ı
Var(Ŷ) = X(XX>)−1X Var(Y) = σ2X(XX>)−1X. (3.8)
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Uvedeny´ regresny´ model aplikujeme na podkladovu´ regresiu MCL modelu:
Res
(Pi,t
Pi,s
|Pi(s)
)
|Bi(s) = λP ·Res
(
Q−1i,s |Pi(s)
)
+ i,s. (3.9)
Analo´giou variability vysvetl’uju´cej premennej, tj. vzt’ahu (3.8) dosta´vame
vzt’ah:
Var
(
Res
(Pi,t
Pi,s
|Pi(s)
)
|Bi(s)
)
= (σPs→t)
2 · Res
2
(
Q−1i,s |Pi(s)
)
∑
i
∑
sRes
2
(
Q−1i,s |Pi(s)
) . (3.10)
Zjednodusˇen´ım l’avej strany s vyuzˇit´ım vzt’ahu 2.4 dosta´vame:
Var
(
Res
(Pi,t
Pi,s
|Pi(s)
)
|Bi(s)
)
=
Var
(
Pi,t
Pi,s
|Bi(s)
)
(σPs→t)2
Pi,s
. (3.11)
Kombina´ciou l’avej strany a variability z podkladovej regresie dosta´vame
fina´lny vzt’ah pre variabilitu vyplateny´ch sˇkoˆd:
Var
(
Pi,t
Pi,s
|Bi(s)
)
= Var(λ̂P ) · (σ
P
s→t)
2
Pi,s
·Res2
(
Q−1i,s |Pi(s)
)
. (3.12)
Analogicky dosta´vame i variabilitu pre vzniknute´ sˇkody:
Var
(
Ii,t
Ii,s
|Bi(s)
)
= Var(λ̂I) · (σ
I
s→t)
2
Pi,s
·Res2
(
Qi,s|Pi(s)
)
. (3.13)
Dosaden´ım pra´ve odvodeny´ch vzt’ahov pre variabilitu MCL modelu do for-
mule 3.14 pre SCL model dosta´vame formulu pre MSE i pre MCL vy´pocˇet
v tvare:
m̂se(Ri) = X̂
2
i,n−1
n−2∑
s=n−i
(σ̂MCLs→t )
2
(f̂MCLs→t )2
( 1
X̂i,s
+
1∑n−s−1
j=1 Xj,s
)
, (3.14)
kde σ̂MCLs→t predstavuje variabilitu MCL modelu (3.12) resp. (3.13) a (f̂
MCL
s→t )
predstavuje vyjadrenie (2.18) resp. (2.20).
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3.2 Sˇpecia´lne situa´cie
3.2.1 Nulove´ alebo vel’mi n´ızke vyplatene´ sˇkody
V pr´ıpade, zˇe pre dane´ portfo´lio su´ v prvy´ch vy´vojovy´ch rokov kumu-
lat´ıvne vyplatene´ sˇkody n´ızke, (sˇtandardny´) chain ladder vy´pocˇet zalozˇeny´
na trojuholn´ıku vyplateny´ch sˇkoˆd mnohokra´t poskytuje relat´ıvne ne-
pouzˇitel’ne´ progno´zy pre budu´ce vy´vojove´ roky. Ich u´rovne vy´razne za´visia
na fluktua´cia´ch v su´cˇasny´ch vyplateny´ch hodnota´ch a IBNR rezerva sa cˇasto
zda´ byt’ vel’mi n´ızka. V pr´ıpadoch, kedy neboli vyplatene´ zˇiadne sˇkody, chain
ladder meto´da obvykle poskytne absurdnu´ nulovu´ progno´zu pre hodnoty vy-
plateny´ch sˇkoˆd i na nasleduju´ce obdobia.
Tento proble´m v MCL meto´de neexistuje v pr´ıpade, zˇe asponˇ vzniknuta´
strata alebo korelacˇny´ koeficient vyplateny´ch sˇkoˆd su´ norma´lne rozdelene´.
Tu´to u´vahu vhodne demonsˇtruje rekurz´ıvna formula pre projekciu vypla-
teny´ch stra´t z predcha´dzaju´cej sekcie.
P̂i,t = P̂i,s ·
(
f̂Ps→t + λ̂P ·
σ̂Ps→t
ρ̂Ps
·
( Îi,s
P̂i,s
− q̂s−1
))
= Îi,s · λ̂P · σ̂
P
s→t
ρ̂Ps
+ P̂i,s ·
(
f̂Ps→t − λ̂P ·
σ̂Ps→t
ρ̂Ps
· q̂s−1
)
Toto vyjadrenie ukazuje, zˇe hodnota predikovana´ pre Pi,t je silne ovplyvnena´
odhadom Ii,s a cˇiastocˇne i odhadom Pi,s, za podmienky, zˇe hodnota vypla-
tene´ho odhadu je n´ızka. Jeho hodnota vsˇak u´plne nezmizne, ked’ je aktua´lna
hodnota Pi,n−i nulova´.
Ak je su´cˇasna´ kumulat´ıvna hodnota vyplateny´ch sˇkoˆd extre´mne n´ızka alebo
dokonca nulova´, hodnota vyplateny´ch sˇkoˆd predikovana´ MCL meto´dou
za´vis´ı prima´rne na su´cˇasnej hodnote sˇkoˆd vzniknuty´ch. V praxi, za pod-
mienky, zˇe vzniknute´ sˇkody su´ norma´lne rozdelene´ velicˇiny, MCL odhady
z´ıskane´ pre konecˇne´ hodnoty vyplateny´ch sˇkoˆd su´ pomerne realisticke´.
V tomto pr´ıpade vy´sˇka vyplateny´ch sˇkoˆd nezohra´va zˇiadnu u´lohu, na rozdiel
od jej vplyvu v SCL meto´de.
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3.2.2 Vyhladzovanie a extrapola´cia v pr´ıpadoch, kedy
je vy´voj neukoncˇeny´
V situa´cia´ch, kedy je vy´voj v skory´ch nehodovy´ch rokoch sta´le neukoncˇeny´
nasta´va niekol’ko proble´mov.
• Pre posledne´ vy´vojove´ roky pouzˇ´ıvame slabu´ da´tovu´ za´kladnˇu pre
odhadovanie niekol’ky´ch parametrov, konkre´tne vy´vojovy´ch fakto-
rov, (P/I) podielov a parametrov rozptylu. Podobne´ proble´my vsˇak
nasta´vaju´ i v trojuholn´ıkoch, kedy je vy´voj ukoncˇeny´. V ty´chto
pr´ıpadoch maju´ parametre naviac slaby´ vplyv na fina´lny vy´sledok.
• Ak vy´voj nie je ukoncˇeny´ pred posledny´m vy´vojovy´m rokom troj-
uholn´ıka, zvycˇajne sa pouzˇiju´ tzv. ”tail” faktory. ”Tail” faktory
zohl’adnˇuju´ vy´voj sˇkoˆd v obdob´ı od cˇasu posledny´ch zna´mych hodnoˆt
do cˇasu konecˇne´ho stanovovania rezervy. Hodnoty ty´chto faktorov sa
odhaduju´ obozretne s pouzˇit´ım matematicko-ˇstatisticky´ch meto´d a
na za´klade individua´lnej sku´senosti jednotlivy´ch poist’ovn´ı. Pri tejto
meto´de ale nemus´ı byt’ dosiahnuty´ su´lad medzi vyplateny´mi a vznik-
nuty´mi predikciami.
V pr´ıpade potreby sa tieto proble´my cˇasto riesˇia pouzˇit´ım vhodny´ch re-
gresny´ch meto´d na vyhladenie vsˇetky´ch potrebny´ch parametrov posledny´ch
vy´vojovy´ch rokov a ich extrapolovan´ım cez zna´me vy´vojove´ roky. Mozˇno
pritom pouzˇit’ fakt, zˇe (P/I) podiely obecne monoto´nne rastu´ od 0 do 1 a zˇe
parametry ρ a σ v posledny´ch vy´vojovy´ch rokoch obecne loglinea´rne klesaju´.
3.3 Aplika´cia vy´pocˇtu na konkre´tne da´ta
V poslednej cˇasti pra´ce uka´zˇeme aplika´ciu oboch vy´pocˇtov, SCL i MCL
meto´dy na rea´lne da´ta. Pouzˇite´ da´ta pocha´dzaju´ z odvetvia poistenia mo-
torovy´ch vozidiel v obdob´ı od roku 2002 do roku 2009 z portfo´lia poist’ovne
”ABC”. Budeme uvazˇovat’ 32 obdob´ı vzniku a 32 vy´vojovy´ch obdob´ı.
Cˇasovy´m obdob´ım teda budu´ 3 mesiace. Najskoˆr uskutocˇn´ıme jednotlive´
vy´pocˇty tak ako su´ pop´ısane´ v teoretickej cˇasti pra´ce, potom uka´zˇeme
vy´pocˇet v praxi, ktory´ spocˇ´ıva v modifika´ci´ı vy´vojovy´ch faktorov. Samotny´
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vy´pocˇet je modelovany´ v excelovskom su´bore, ktory´ je pr´ılohou tejto pra´ce.
Zameriame sa predovsˇetky´m na vy´stupy modelu a zhodnotenie vy´sledkov.
Najskoˆr uvedieme percentua´lne hodnoty (P/I) podielov zna´mych hodnoˆt.
Obra´zok 3.1: (P/I) podiely zna´mych hodnoˆt
Je mozˇne´ pozorovat’, zˇe priblizˇne od dvana´steho vy´vojove´ho obdobia sa hod-
noty priblizˇuju´ a zotrva´vaju´ okolo hodnoty 100%. Mozˇno teda konsˇtatovat’,
zˇe da´ta vykazuju´ podobny´ trend spra´vania sa ako da´ta na obra´zku 1.1, ktore´
pouzˇili autori [7].
Po spocˇ´ıtan´ı potrebny´ch parametrov, postupne dopln´ıme trojuholn´ıky na
sˇtvorce, najskoˆr SCL a na´sledne MCL meto´dou. Spocˇ´ıtame podiely odha-
dovany´ch hodnoˆt a dopln´ıme ich do grafu. Porovna´me odhadovane´ podiely
(zvy´raznene´ cˇervenou farbou) pre SCL a MCL meto´du.
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Obra´zok 3.2: (P/I) podiely vra´tane predpoved´ı - SCL
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Obra´zok 3.3: (P/I) podiely vra´tane predpoved´ı - MCL
Z obra´zkov je vidiet’, zˇe pri pouzˇit´ı SCL meto´dy hodnoty nedosahuju´ tak
vy´razneho rozpty´lenia ako v pr´ıpade na obra´zku 1.2, dokonca takmer ne-
presahuju´ hranicu 100%. Naopak pri MCL vy´pocˇte v poslednom vy´vojovom
obdob´ı mozˇno pozorovat’ vy´razne rozpty´lenie podielov azˇ ku hranici 150%.
V pr´ıpade, zˇe nebudeme uvazˇovat’ posledne´ vy´vojove´ obdobie, MCL dosa-
huje lepsˇie vy´sledky. Na obra´zkoch 3.2 a 3.3 je vsˇak obtiazˇne pozorovat’
mensˇie rozdiely v hodnota´ch, uka´zˇeme preto podrobnejˇsie (P/I) podiely pre
posledny´ a predposledny´ vy´vojovy´ rok a porovna´me meto´dy.
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Obra´zok 3.4: (P/I) podiely v percenta´ch pre predposledne´ vy´vojove´ obdobie
- porovnanie SCL a MCL
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Obra´zok 3.5: (P/I) podiely v percenta´ch pre posledne´ vy´vojove´ obdobie -
porovnanie SCL a MCL
Je mozˇne´ vidiet’, zˇe v predposlednom vy´vojovom obdob´ı poskytuje MCL
priaznivejˇsie vy´sledky ako SCL, v poslednom obdob´ı sa vsˇak MCL zhorsˇuje,
ako uzˇ bolo mozˇne´ vidiet’ i z obra´zku 3.3. Zhorsˇenie oproti predpo-
sledne´mu obdobiu je vsˇak extre´mne. Poku´sime sa preto vysvetlit’ pr´ıcˇinu
tak extre´mneho skoku pra´ve v posledny´ch troch mesiacoch.
Uvazˇujme hypote´zu, zˇe tak vy´razne´ rozpty´lenie (P/I) podielov odhadnuty´ch
hodnoˆt pre posledne´ vy´vojove´ obdobie v MCL meto´de vznika´ v doˆsledku
pouzˇity´ch da´t. Pre lepsˇiu na´zornost’ sa zameriame na zadane´ da´ta pre
posledne´ vy´vojove´ obdobia:
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Obra´zok 3.6: Konkre´tne da´ta pre jednotlive´ trojuholn´ıky
Mozˇno si vsˇimnu´t’, zˇe rozdiel medzi su´cˇtom vzniknuty´ch sˇkoˆd a su´cˇtom vy-
plateny´ch sˇkoˆd pre tridsiate vy´vojove´ obdobie je minima´lny. Rozdiely medzi
jednotlivy´mi hodnotami pre tridsiate vy´vojove´ obdobie su´ tiezˇ vel’mi male´.
Pri porovnan´ı s celkovy´mi objemami sˇkoˆd mozˇno dokonca povedat’, zˇe roz-
diely su´ zanedbatel’ne´. V doˆsledku tak maly´ch rozdielov medzi vzniknuty´mi
a vyplateny´mi sˇkodami v tridsiatom vy´vojovom obdob´ı mozˇno na´sledne pri
vy´pocˇte odhadu parametru ρ̂I30
2
(vid’ 3.4), resp. parametru ρ̂P30
2
(vid’ 3.5) po-
zorovat’, zˇe jednotlive´ scˇ´ıtance (Ij,30 ·Qj,30 − q̂30)2, resp. (Pj,30 · (Q−1j,30 − q̂−130 )2
pre j = 1, 2 nadobu´daju´ vel’mi n´ızke hodnoty. Pre porovnanie uka´zˇeme jed-
notlive´ scˇ´ıtance i pre ostatne´ vy´vojove´ obdobia.
Obra´zok 3.7: Jednotlive´ scˇ´ıtance (Ij,30 · Qj,30 − q̂30)2, resp. (Pj,30 ·
(Q−1j,30 − q̂−130 )2
Je zrejme´, zˇe hodnoty pre tridsiate vy´vojove´ obdobie su´ niekol’kona´sobne
nizˇsˇie ako hodnoty pre predcha´dzaju´ce vy´vojove´ obdobia. Doˆsledkom su´
samozrejme i n´ızke hodnoty vy´sledny´ch odhadovany´ch parametrov ρ̂I30, resp.
ρ̂P30 ako je zrejme´ z obra´zku 3.8.
61
Obra´zok 3.8: Odhady parametrov ρ̂Is, resp. ρ̂
P
s pre jednotlive´ vy´vojove´ ob-
dobia
Bezprostredny´m doˆsledkom taky´chto hodnoˆt su´ exte´mne konecˇne´ odhady
sˇkoˆd v poslednom vy´vojovom obdob´ı, ako je zrejme´ z formu´l 3.6 a 3.7.
Dˇalej uvedieme rezidua´lne grafy pre MCL meto´du.
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Obra´zok 3.9: Diagram vyplateny´ch rezidu´ı
Body grafu vykazuju´ korelacˇny´ koeficient 30,36% a regresna´ priamka
precha´dzaju´ca pocˇiatkom ma´ smernicu 0,31.
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Obra´zok 3.10: Diagram vzniknuty´ch rezidu´ı
Pre diagram vzniknuty´ch rezidu´ı korela´cia vykazuje hodnotu 12,42% a pa-
rameter λ̂P sme odhadli hodnotou 0,12.
V porovnan´ı s da´tami na obra´zkoch 1.6 a 1.7 su´ su´cˇasne´ hodnoty vy´razne
menej korelovane´.
Vy´sledna´ hodnota IBNR rezervy, spocˇ´ıtana´ ako su´cˇet rezerv (1.1) pre jed-
notlive´ obdobia j, j = 1, ..., 32 nadobu´da za´porny´ch hodnoˆt. Pre SCL
meto´du dosta´vame hodnotu IBNR rezervy -12 232 910 a v pr´ıpade MCL
meto´dy je vy´sledna´ hodnota rezervy rovna´ dokonca -55 775 652. Pr´ıcˇinou
za´porny´ch hodnoˆt vy´sledny´ch napocˇ´ıtany´ch rezerv je opa¨t’ sˇpecificka´ vlast-
nost’ pouzˇity´ch da´t. V kumulat´ıvnom trojuholn´ıku vzniknuty´ch sˇkoˆd totizˇ
docha´dza k situa´cia´m, zˇe v nasledovny´ch vy´vojovy´ch obdobiach su´ hod-
noty nizˇsˇie ako v predcha´dzaju´cich vy´vojovy´ch obdobiach. Mozˇnou pr´ıcˇinou
sˇpecificke´ho spra´vania sa da´t moˆzˇe byt’ skutocˇnost’, zˇe vy´sˇka nahla´seny´ch
sˇkoˆd je v danom vy´vojovom obdob´ı nadhodnotena´ a v nasleduju´com obdob´ı
je nadhodnotenie odstra´nene´. Doˆsledkom su´ hodnoty vy´vojovy´ch faktorov
mensˇie nezˇ 1 a vy´sledna´ za´porna´ rezerva.
V pr´ıpade, zˇe by sme vsˇak namiesto formule (1.1) vyuzˇili na vy´pocˇet IBNR
rezervy formulu
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max(0; X̂j,n−1 −Xj,n−j), j = 2, .., n = 32. (3.15)
dosta´vame vy´sledne´ IBNR rezervy vo vy´sˇke 4 567 602 pre SCL meto´du a
388 231 pre MCL meto´du.
Uvedieme d’alej porovnanie strednej kvadratickej chyby pre obe meto´dy.
Z obra´zku 3.11 je zrejme´, zˇe stredna´ kvadraticka´ chyba je mnohona´sobne
nizˇsˇia u MCL meto´dy nezˇ pri vyuzˇit´ı SCL meto´dy. Z toho je mozˇne´ usudzo-
vat’, zˇe MCL meto´da je spol’ahlivejˇsia nezˇ klasicka´ SCL meto´da.
Teraz esˇte v kra´tkosti pop´ıˇseme vy´sledky upravene´ho modelu pre pouzˇitie
v praxi. U´prava spocˇ´ıvala v ”pridan´ı” dodatocˇne´ho st´lpca ”ultimate claims”,
ktory´ navy´sˇil odhady pre posledne´ vy´vojove´ obdobie o 1%. Dosˇlo tiezˇ k mo-
difika´ci´ı vy´vojovy´ch faktorov. Prakticky´ vy´pocˇet je pocˇ´ıtany´ odborn´ıkmi
v danej oblasti a preto je upravovany´ na za´klade ich odborny´ch znalost´ı
a sku´senost´ı. Aktua´r podrobne sleduje zmeny jednotlivy´ch vy´vojovy´ch fak-
torov s pribu´daju´cimi obdobiami a v pr´ıpade, zˇe docha´dza k vy´razne´mu
odchy´leniu od predcha´dzaju´cich hodnoˆt vy´vojovy´ faktor na´sledne uprav´ı
(napr´ıklad zanedban´ım extre´mnych da´t trojuholn´ıka). Pri va¨cˇsˇom mnozˇstve
pouzˇity´ch da´t napr´ıklad docha´dza k znizˇovaniu va´hy starsˇ´ıch da´t pri porov-
nan´ı s da´tami zo su´cˇasny´ch obdob´ı vzniku.
V nasˇom modeli sme sa poku´sili nasimulovat’ prakticky´ vy´pocˇet. Spocˇ´ıtali
sme niekol’ko vy´vojovy´ch faktorov - bez zahrnutia 1. roku vzniku, 2. roku
vzniku atd’. azˇ bez zahrnutia 7. roku vzniku, tj. sme zn´ızˇili va´hu hodnota´m
z pocˇiatocˇny´ch rokov vzniku. Na´sledne sme z´ıskane´ hodnoty spriemerovali
a upravili pouzˇit´ım za´sady opatrnosti tj. odhady vy´vojovy´ch faktorov pre
vzniknute´ sˇkody sme mierne navy´sˇili a odhady´ vy´vojovy´ch faktorov pre
sˇkody vyplatene´ sme mierne zn´ızˇili.
Aplika´ciou prakticke´ho vy´pocˇtu sme z´ıskali nasledovne´ hodnoty pre fina´lne
odhady IBNR rezervy: Vyuzˇit´ım formule (1.1) dosta´vame hodnotu IBNR
rezervy vo vy´sˇke 18 266 324 pre SCL meto´du a -104 232 606 pre MCL
meto´du a aplika´ciou (3.15) dosta´vame nezmenenu´ hodnotu pre SCL meto´du
a pre MCL meto´du dosta´vame hodnotu 3 418 436. Je evidentne´, zˇe pre MCL
meto´du vycha´dza prakticky´ vy´pocˇet horsˇie nezˇ vy´pocˇet poˆvodny´, docha´dza
i k vy´raznemu zn´ızˇeniu korela´cie v rezidua´lnych grafoch. Odhad parametru
λ̂P vycha´dza 0,18 a λ̂I dosahuje hodnotu 0,03.
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Obra´zok 3.11: Porovnanie MSE
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Za´ver
Ciel’om pra´ce bolo predstavit’ Mn´ıchovsku´ chain ladder meto´du - meto´du
na odhad IBNR rezervy v nezˇivotnom poisten´ı. Vycha´dzali sme z klasickej
chain ladder meto´dy, najpouzˇ´ıvanejˇsej meto´dy, ktoru´ sme predstavili v prvej
kapitole. Uviedli sme princ´ıp vy´pocˇtu a pop´ısali najza´sadnesˇie proble´my,
ktory´mi je zat’azˇena´. V snahe riesˇit’ systematicku´ chybu SCL meto´dy bola
navrhnuta´ MCL meto´da, ktora´ ponu´ka riesˇenie.
MCL meto´da uvazˇuje korela´cie medzi vzniknuty´mi a vyplateny´mi sˇkodami,
cˇ´ım eliminuje systematicku´ chybu SCL meto´dy prameniacu z individua´ln´ıho
vy´pocˇtu. MCL meto´du sme pop´ısali v druhej cˇasti pra´ce. Uviedli sme pred-
poklady modelu a na´sledne sme vysvetlili princ´ıp vy´pocˇtu.
Predmetom poslednej kapitoly boli odhady parametrov jednotlivy´ch meto´d
a prakticky´ vy´pocˇet rezervy s vyuzˇit´ım rea´lnych da´t. Vy´sledky vy´pocˇtu
vsˇak nezodpovedali vylozˇenej teo´rii. Odhady IBNR rezervy s vyuzˇit´ım MCL
vy´pocˇtu vycha´dzali podstatne horsˇie ako vy´sledky SCL meto´dy. Zrejmou
pr´ıcˇinou boli sˇpecificke´ da´ta, ktore´ vykazovali ”netypicke´” vlastnosti pre-
dovsˇetky´m v posledny´ch obdobiach vy´voja. Podstata netypickej vlastnosti
bola pop´ısana´ v tretej kapitole pra´ce, spocˇ´ıvala v minima´lnom rozdiele medzi
vzniknuty´mi a vyplateny´mi sˇkodami v predposlednom vy´vojovom roku.
Doˆsledkom boli vy´razne navy´sˇene´ fina´lne odhady MCL meto´dy pre posledny´
rok vzniku. Ak by sme vsˇak uvazˇovali hodnoty v predposlednom vy´vojovom
roku, MCL meto´da na´m poskytla lepsˇie odhady nezˇ SCL meto´da. Graficke´
porovnanie spomı´nany´ch hodnot je uvedene´ v tretej kapitole.
U oboch meto´d sme uviedli a spocˇ´ıtali strednu´ sˇtvorcovu´ chybu vy´pocˇtu,
ktora´ je vhodny´m porovna´vac´ım prostriedkom. Vy´razne nizˇsˇiu hodnotu MSE
sme dostali pri vyuzˇit´ı MCL vy´pocˇtu, cˇo je doˆkazom vysˇsˇej spol’ahlivosti
meto´dy.
Na pouzˇity´ch da´tach sme sa poku´sili nasimulovat’ i ”rea´lny vy´pocˇet”
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pocˇ´ıtany´ v praxi. Simulovali sme u´pravy vy´vojovy´ch faktorov, tak ako k
nim pristupuju´ odborn´ıci v danej oblati - aktua´ri. SCL meto´da na´m pri ta-
komto alternat´ıvnom postupe poskytla lesˇie vy´sledky ako prˇi sˇtandardnom
vy´pocˇte, MCL meto´da naopak vykaza´la horsˇie vy´sledky.
Vsˇeobecne mozˇno zhodnotit’, zˇe MCL meto´da u´spesˇne eliminuje chybu SCL
meto´dy, je zalozˇena´ na sofistikovanejˇsom a teda i zlozˇitejˇsom princ´ıpe. Na
praktickom vy´pocˇte sme vsˇak uka´zali, zˇe i MCL meto´da ma´ slabe´ stra´nky.
Rozhodnutie, cˇi zvolit’ nena´rocˇnu´, ale chybou zat’azˇenu´ SCL meto´du alebo
vyuzˇit’ presnejˇsiu, ale vy´pocˇetne mnohona´sobne zlozˇitejˇsiu MCL meto´du je
na jednotlivy´ch poist’ovniach a ich sku´senostiach.
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