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Abstract
The local and manifestly covariant Lagrangian interactions in four
spacetime dimensions that can be added to a free model that describes
a massless Rarita-Schwinger theory and an Abelian BF theory are
constructed by means of deforming the solution to the master equation
on behalf of specific cohomological techniques.
PACS number: 11.10.Ef
1 Introduction
Topological field theories [1]–[2] are important in view of the fact that certain
interacting, non-Abelian versions are related to a Poisson structure algebra [3]
present in various versions of Poisson sigma models [4]–[10], which are known
to be useful at the study of two-dimensional gravity [11]–[20] (for a detailed
approach, see [21]). It is well known that pure three-dimensional gravity
is just a BF theory. Moreover, in higher dimensions general relativity and
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supergravity in Ashtekar formalism may also be formulated as topological
BF theories with some extra constraints [22]–[25]. In view of these results,
it is important to know the self-interactions in BF theories as well as the
couplings between BF models and other theories. This problem has been
considered in literature in relation with self-interactions in various classes of
BF models [26]–[32] and couplings to other (matter or gauge) fields [33]–[36]
by using the powerful BRST cohomological reformulation of the problem of
constructing consistent interactions within the Lagrangian [37] or the Hamil-
tonian [38] setting. Other aspects concerning interacting, topological BF
models can be found in [39] and [40].
The scope of this paper is to investigate the consistent interactions that
can be added to a free, Abelian gauge theory consisting of a BF model
and a massless Rarita-Schwinger field in D = 4. This matter is addressed
by means of the deformation of the solution to the master equation from
the BRST-antifield formalism [37]. Under the hypotheses of smooth, local,
Lorentz covariant, and Poincare´ invariant interactions, supplemented with
the requirement on the preservation of the number of derivatives on each
field with respect to the free theory, we obtain the most general form of the
theory that describes the cross-couplings between a BF model and a massless
spin-3/2 field. The resulting interacting model is accurately formulated in
terms of a gauge theory with gauge transformations that close according to an
open algebra (the commutators among the deformed gauge transformations
only close on the stationary surface of deformed field equations), which are
on-shell, second-order reducible. An interesting feature of the coupled theory
is the appearance of certain similarities with the gauge symmetries from the
gravitini sector of N = 1, D = 4 conformal SUGRA at the level of local
Q-supersymmetry and U (1) gauge symmetry.
2 Free model: Lagrangian formulation and
BRST symmetry
We start from a free four-dimensional theory whose Lagrangian action is
written as the sum between the action for a massless Rarita-Schwinger field
and the action for a topological BF theory involving one scalar field, two
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one-forms and one two-form
S0[ψµ, A
µ, Hµ, ϕ, Bµν ] =
∫
d4x
(
−
i
2
ψ¯µγ
µνρ∂νψρ +Hµ∂
µϕ+
1
2
Bµν∂[µAν]
)
≡
∫
d4x
(
LRS0 + L
BF
0
)
. (1)
We work with a Minkowski-flat metric tensor of ‘mostly minus’ signature
σµν = σµν = (+−−−) and employ the Majorana representation of the
Clifford algebra
γµγν + γνγµ = 2σµν1. (2)
This means that all the γ-matrices are purely imaginary, with γ0 Hermitian
and γi anti-Hermitian. The charge conjugation matrix in this representation
is given by
C = −γ0, (3)
while the Dirac and the charge conjugation operations are respectively de-
fined by the expressions
ψ¯ ≡ ψ†γ0, ψc ≡ (Cψ)⊤ . (4)
In the above we denoted by † and ⊤ the operations of Hermitian conjugation
and transposition, respectively. The Rarita-Schwinger field ψµ is a Majorana
vector spinor
ψ¯µ = ψ
c
µ. (5)
For definiteness, we take a basis in the vector space of 4×4 complex matrices
of the form
{1, γµ, γµν , γµνρ, γ5} , (6)
where the generic notation γµ1···µk means the (normalized) antisymmetrical
product of k γ-matrices
γµ1···µk =
1
k!
∑
σ∈Sk
(−)σ γµσ(1) · · · γµσ(k). (7)
Sk and (−)
σ denote the set of permutations of {1, . . . , k} and the signature
of the permutation σ, respectively. Finally, the matrix γ5 is defined in the
standard manner as γ5 = iγ
0γ1γ2γ3. Also, it is useful to recall the four-
dimensional duality relations among the various matrices γµ1···µk , namely
γµνρλ = iεµνρλγ5, γ
µνρ = −iεµνρλγλγ5, (8)
3
γµν = −
i
2
εµνρλγρλγ5, γ
µ =
i
6
εµνρλγνρλγ5, (9)
where we used the convention ε0123 = −ε
0123 = 1 for the four-dimensional
Levi-Civita symbol. In the chosen representation of algebra (2), the γ-
matrices exhibit the following symmetry/antisymmetry properties(
γ0γµ
)⊤
= γ0γµ,
(
γ0γµν
)⊤
= γ0γµν , (10)(
γ0γµνρ
)⊤
= −γ0γµνρ,
(
γ0γ5
)⊤
= −γ0γ5. (11)
Spinor-like indices will be denoted everywhere by Latin capital letters, such
that
ψµ ≡
(
ψAµ
)
A=1,4
≡


ψ1µ
ψ2µ
ψ3µ
ψ4µ

 .
Action (1) is found invariant under the gauge transformations
δǫA
µ = ∂µǫ, δǫH
µ = 2∂νǫ
µν , δǫB
µν = −3∂ρǫ
µνρ, (12)
δǫϕ = 0, δǫψµ = ∂µχ, (13)
where the gauge parameters ǫ, ǫµν , and ǫµνρ are bosonic, with ǫµν and ǫµνρ
completely antisymmetric. In addition, the gauge parameter χ is a Majorana
spinor
χ ≡
(
χA
)
A=1,4
≡


χ1
χ2
χ3
χ4

 .
From (12) and (13) we read the nonvanishing gauge generators of the fields,
written in De Witt condensed notations, as
(Zµ(A)) = ∂
µ, (Zµ(H))αβ = −∂[α δ
µ
β], (14)
(Zµν(B))αβγ = −
1
2
∂[α δ
µ
βδ
ν
γ], (Z
Aµ
(ψ))B = δ
A
B∂
µ, (15)
where we put an extra lower index ((A), (H), etc.) in order to indicate the
field to which a certain gauge generator is associated with. Everywhere in
this paper we use the convention that the symbol [αβ . . . γ] signifies the oper-
ation of complete antisymmetry with respect to the (Lorentz) indices between
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brackets, with the conventions that the minimum number of terms is always
used and the result is never divided by the number of terms. The above gauge
transformations are Abelian and off-shell, second-order reducible. More pre-
cisely, the gauge generators of the one-form Hµ are second-order reducible,
with the first- and respectively second-order reducibility functions
(Zαβ1 )µ′ν′ρ′ = −
1
2
∂[µ′ δ
α
ν′δ
β
ρ′], (Z
µ′ν′ρ′
2 )α′β′γ′δ′ = −
1
6
∂[α′ δ
µ′
β′δ
ν′
γ′δ
ρ′
δ′], (16)
while the gauge generators of the two-form Bµν are first-order reducible, with
the reducibility functions
(Zαβγ1 )µ′ν′ρ′λ′ = −
1
6
∂[µ′ δ
α
ν′δ
β
ρ′δ
γ
λ′], (17)
such that the concrete form of the first- and second-order reducibility rela-
tions are expressed by
(Zµ(H))αβ(Z
αβ
1 )µ′ν′ρ′ = 0, (Z
µν
(B))αβγ(Z
αβγ
1 )µ′ν′ρ′λ′ = 0 (18)
and
(Zαβ1 )µ′ν′ρ′(Z
µ′ν′ρ′
2 )α′β′γ′δ′ = 0, (19)
respectively. We observe that the theory described by action (1) is a usual
linear gauge theory (its field equations are linear in the fields and first-order
in their spacetime derivatives), whose generating set of gauge transformations
is second-order reducible, such that we can define in a consistent manner its
Cauchy order, which is found equal to four.
In order to construct the BRST symmetry of this free theory, we introduce
the field/ghost and antifield spectra
Φα0 = (Aµ, Hµ, ϕ, Bµν , ψµ) , Φ
∗
α0
=
(
A∗µ, H
∗
µ, ϕ
∗, B∗µν , ψ
∗µ
)
, (20)
ηα1 = (η, Cµν , ηµνρ, ξ) , η∗α1 =
(
η∗, C∗µν , η
∗
µνρ, ξ
∗
)
, (21)
ηα2 =
(
Cµνρ, ηµνρλ
)
, η∗α2 =
(
C∗µνρ, η
∗
µνρλ
)
, (22)
ηα3 = Cµνρλ, η∗α3 = C
∗
µνρλ. (23)
The fermionic ghosts (η, Cµν , ηµνρ) respectively correspond to the bosonic
gauge parameters (ǫ, ǫµν , ǫµνρ), the bosonic ghosts for ghosts ηα2 are due to
the first-order reducibility relations (18), while the fermionic ghosts for ghosts
for ghosts ηα3 are required by the second-order reducibility relations (19). In
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addition, the ghost ξ, associated with the gauge parameter χ, is a bosonic
spinor of purely imaginary components. The star variables represent the
antifields of the corresponding fields/ghosts. Their Grassmann parities are
obtained via the usual rule
ε (χ∗∆) =
(
ε
(
χ∆
)
+ 1
)
mod 2,
where we employed the notations
χ∆ = (Φα0 , ηα1 , ηα2, ηα3) , χ∗∆ =
(
Φ∗α0 , η
∗
α1
, η∗α2, η
∗
α3
)
. (24)
Since both the gauge generators and the reducibility functions are field-
independent, it follows that the BRST differential simply reduces to
s = δ + γ, (25)
where δ is the Koszul-Tate differential and γ means the exterior longitudinal
derivative. The Koszul-Tate differential is graded in terms of the antighost
number (agh, agh (δ) = −1, agh (γ) = 0) and enforces a resolution of the
algebra of smooth functions defined on the stationary surface of field equa-
tions for action (1), C∞ (Σ), Σ : δS0/δΦ
α0 = 0. The exterior longitudinal
derivative is graded in terms of the pure ghost number (pgh, pgh (γ) = 1,
pgh (δ) = 0) and is correlated with the original gauge symmetry via its coho-
mology at pure ghost number zero computed in C∞ (Σ), which is isomorphic
to the algebra of physical observables for the free theory. These two degrees
of the generators (20)–(23) from the BRST complex are valued like
pgh (Φα0) = 0, pgh (ηα1) = 1, (26)
pgh (ηα2) = 2, pgh (ηα3) = 3, (27)
pgh
(
Φ∗α0
)
= pgh
(
η∗α1
)
= pgh
(
η∗α2
)
= pgh
(
η∗α3
)
= 0, (28)
agh (Φα0) = agh (ηα1) = agh (ηα2) = agh (ηα3) = 0, (29)
agh
(
Φ∗α0
)
= 1, agh
(
η∗α1
)
= 2, (30)
agh
(
η∗α2
)
= 3, agh
(
η∗α3
)
= 4, (31)
where the (right) actions of δ and γ on them read as
δΦα0 = δηα1 = δηα2 = δηα3 = 0, (32)
δA∗µ = ∂
νBνµ, δH
∗
µ = −∂µϕ, (33)
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δϕ∗ = ∂µHµ, δB
∗
µν = −
1
2
∂[µAν], (34)
δψ∗µ = −i∂νψ¯ργ
µνρ, δη∗ = −∂µA∗µ, δC
∗
µν = ∂[µH
∗
ν], (35)
δη∗µνρ = ∂[µB
∗
νρ], δξ
∗ = ∂µψ
∗µ, δC∗µνρ = −∂[µC
∗
νρ], (36)
δη∗µνρλ = −∂[µη
∗
νρλ], δC
∗
µνρλ = ∂[µC
∗
νρλ], (37)
γΦ∗α0 = γη
∗
α1
= γη∗α2 = γη
∗
α3
= 0, (38)
γAµ = ∂µη, γHµ = 2∂νC
µν , γBµν = −3∂ρη
µνρ, (39)
γϕ = 0, γψµ = ∂µξ, (40)
γη = γξ = 0, γCµν = −3∂ρC
µνρ, γηµνρ = 4∂λη
µνρλ, (41)
γCµνρ = 4∂λC
µνρλ, γηµνρλ = γCµνρλ = 0. (42)
The overall degree of the BRST complex is named ghost number (gh) and
is defined like the difference between the pure ghost number and the antighost
number, such that gh (s) = gh (δ) = gh (γ) = 1. The BRST differential
is known to have a canonical action in a structure named antibracket and
denoted by the symbol (, ) (s· =
(
·, S¯
)
), which is obtained by decreeing the
fields/ghosts respectively conjugated to the corresponding antifields. The
generator of the BRST symmetry is a bosonic functional of ghost number zero
(gh
(
S¯
)
= 0, ε
(
S¯
)
= 0), which is solution to the classical master equation(
S¯, S¯
)
= 0. In the case of the free theory under discussion, the solution to
the master equation takes the form
S¯ = S0 +
∫
d4x
(
A∗µ∂
µη + 2H∗µ∂νC
µν − 3B∗µν∂ρη
µνρ
+ψ∗µ∂µξ − 3C
∗
µν∂ρC
µνρ + 4η∗µνρ∂λη
µνρλ + 4C∗µνρ∂λC
µνρλ
)
. (43)
The solution to the master equation encodes all the information on the gauge
structure of a given theory. We remark that in our case the solution (43)
breaks into terms with antighost numbers ranging from zero to three. The
piece with antighost number zero is nothing but the Lagrangian action (1),
while the elements of antighost number one include the gauge generators
(14)–(15). If the gauge algebra were non-Abelian, then there would appear
at least terms linear in the antighost number two antifields and quadratic in
the pure ghost number one ghosts. The absence of such terms in our case
reflects that the gauge transformations are Abelian. The terms from (43)
of higher antighost number give us information on the reducibility functions
(16) and (17). If the reducibility relations held on-shell, then the solution of
7
the master equation would contain components linear in the ghosts for ghosts
(ghosts of pure ghost number strictly greater than one) and quadratic in the
various antifields. Such pieces are not present in (43), since the reducibility
relations hold off-shell. Other possible components in the solution to the
master equation offer information on the higher-order structure functions
related to the tensor gauge structure of the theory. There are no such terms
in (43), as a consequence of the fact that all higher-order structure functions
vanish for this (free) model.
3 Deformation of the master equation— brief
review
We begin with a “free” gauge theory, described by a Lagrangian action
S0 [Φ
α0 ], invariant under some gauge transformations
δǫΦ
α0 = Zα0α1ǫ
α1 ,
δS0
δΦα0
Zα0α1 = 0, (44)
and consider the problem of constructing consistent interactions among the
fields Φα0 such that the couplings preserve the field spectrum and the orig-
inal number of gauge symmetries. This matter is addressed by means of
reformulating the problem of constructing consistent interactions as a de-
formation problem of the solution to the master equation corresponding to
the “free” theory [37], [41]. Such a reformulation is possible due to the fact
that the solution to the master equation contains all the information on the
gauge structure of the theory. If a consistent interacting gauge theory can
be constructed, then the solution S¯ to the master equation associated with
the “free” theory,
(
S¯, S¯
)
= 0, can be deformed into a solution S,
S¯ → S = S¯ + λS1 + λ
2S2 + · · · = S¯ + λ
∫
dDx a + λ2
∫
dDx b+ · · · , (45)
of the master equation for the deformed theory
(S, S) = 0, (46)
such that both the ghost and antifield spectra of the initial theory are pre-
served. The symbol (, ) denotes the antibracket. The equation (46) splits,
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according to the various orders in the coupling constant (or deformation pa-
rameter) λ, into (
S¯, S¯
)
= 0, (47)
2
(
S1, S¯
)
= 0, (48)
2
(
S2, S¯
)
+ (S1, S1) = 0, (49)(
S3, S¯
)
+ (S1, S2) = 0, (50)
...
Equation (47) is fulfilled by hypothesis. The next equation requires that
the first-order deformation of the solution to the master equation, S1, is a
co-cycle of the “free” BRST differential s· =
(
·, S¯
)
. However, only cohomo-
logically nontrivial solutions to (48) should be taken into account, because
the BRST-exact ones can be eliminated by a (possibly nonlinear) field redef-
inition. This means that S1 pertains to the ghost number zero cohomological
space of s, H0 (s), which is generically nonempty due to its isomorphism to
the space of physical observables of the “free” theory. It has been shown in
[37], [41] (by means of the triviality of the antibracket map in the cohomology
of the BRST differential) that there are no obstructions in finding solutions
to the remaining equations ((49)–(50), etc.). However, the resulting inter-
actions may be nonlocal, and there might even appear obstructions if one
insists on their locality. As it will be seen below, this is not the case here
since all the interactions in the case of the model under study turn out to be
local.
4 Consistent interactions between a massless
Rarita-Schwinger field and a topological BF
theory
In this section we determine the consistent interactions that can be added
to the free theory (1) that describes a massless Rarita-Schwinger field plus a
topological BF model in four spacetime dimensions. This is done by solving
the Lagrangian deformation equations ((48)–(50), etc.) via specific cohomo-
logical BRST techniques. The interacting theory and its gauge structure are
deduced from the analysis of the deformed solution to the master equation
9
that is consistent to all orders in the deformation parameter. For obvious
reasons, we consider only smooth, local, Lorentz covariant, and Poincare´ in-
variant deformations (i.e., we do not allow explicit dependence on the space-
time coordinates). In the meantime we require that the maximum number of
derivatives allowed to enter the interaction vertices is equal to one, i.e. the
maximum number of derivatives from the free Lagrangian. The smoothness
of deformations refers to the fact that the deformed solution to the mas-
ter equation, (45), is smooth in the coupling constant λ and reduces to the
original solution, (43), in the free limit (λ = 0).
4.1 Standard material: basic cohomologies
If we make the notation S1 =
∫
d4x a, with a a local function, then equation
(48), which we have seen that controls the first-order deformation, takes the
local form
sa = ∂µm
µ, gh (a) = 0, ε (a) = 0, (51)
for some local mµ. It shows that the nonintegrated density of the first-
order deformation pertains to the local cohomology of s in ghost number
zero, a ∈ H0 (s|d), where d denotes the exterior spacetime differential. The
solution to (51) is unique up to s-exact pieces plus divergences
a→ a+ sb+ ∂µn
µ, gh (b) = −1, ε (b) = 1. (52)
At the same time, if the general solution to (51) is found to be completely
trivial, a = sb+ ∂µn
µ, then it can be made to vanish, a = 0.
In order to analyze equation (51) we develop a according to the antighost
number
a =
I∑
i=0
ai, agh (ai) = i, gh (ai) = 0, ε (ai) = 0, (53)
and assume, without loss of generality, that the above decomposition stops at
some finite value of I. This can be shown, for instance, like in [43] (Section 3),
under the sole assumption that the interacting Lagrangian at the first order
in the coupling constant, a0, has a finite, but otherwise arbitrary derivative
order. Inserting decomposition (53) into equation (51) and projecting it on
the various values of the antighost number, we obtain the tower of equations
γaI = ∂µ
(I)
m
µ
, (54)
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δaI + γaI−1 = ∂µ
(I−1)
m
µ
, (55)
δai + γai−1 = ∂µ
(i−1)
m
µ
, 1 ≤ i ≤ I − 1, (56)
where
(
(i)
m
µ
)
i=0,I
are some local currents with agh
(
(i)
m
µ
)
= i. Equation (54)
can be replaced in strictly positive values of the antighost number by
γaI = 0, I > 0. (57)
Due to the second-order nilpotency of γ (γ2 = 0), the solution to (57) is
clearly unique up to γ-exact contributions
aI → aI + γbI , agh (bI) = I, pgh (bI) = I − 1, ε (bI) = 1. (58)
Meanwhile, if it turns out that aI exclusively reduces to γ-exact terms, aI =
γbI , then it can be made to vanish, aI = 0. In other words, the nontriviality
of the first-order deformation a is translated at its highest antighost number
component into the requirement that aI ∈ H
I (γ), where HI (γ) denotes the
cohomology of the exterior longitudinal derivative γ in pure ghost number
equal to I. So, in order to solve equation (51) (equivalent with (57) and
(55)–(56)), we need to compute the cohomology of γ, H (γ), and, as it will
be made clear below, also the local homology of δ, H (δ|d).
On behalf of definitions (38)–(42) it is simple to see that H (γ) is spanned
by
FA¯ =
(
ϕ, ∂[µAν], ∂
µHµ, ∂µB
µν , ∂[µψν]
)
, (59)
the antifields χ∗∆, all of their spacetime derivatives as well as by the undif-
ferentiated ghosts
ηΥ¯ =
(
η, ξ, ηµνρλ, Cµνρλ
)
. (60)
(The derivatives of the ghosts ηΥ¯ are removed from H (γ) since they are γ-
exact, in agreement with the first relation from (39), the last formula in (40),
the fourth equation in (41), and the first definition from (42).) If we denote
by eM
(
ηΥ¯
)
the elements with pure ghost numberM of a basis in the space of
the polynomials in the ghosts (60), then it follows that the general solution
to equation (57) takes the form
aI = αI ([FA¯] , [χ
∗
∆]) e
I
(
ηΥ¯
)
, (61)
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where agh (αI) = I and pgh
(
eI
)
= I. The notation f([q]) means that f
depends on q and its spacetime derivatives up to a finite order. The objects
αI (obviously nontrivial in H
0 (γ)) will be called “invariant polynomials”.
The result that we can replace equation (54) with the less obvious one (57) is
a nice consequence of the fact that the cohomology of the exterior spacetime
differential is trivial in the space of invariant polynomials in strictly positive
antighost numbers.
Inserting (61) in (55) we obtain that a necessary (but not sufficient)
condition for the existence of (nontrivial) solutions aI−1 is that the invariant
polynomials αI are (nontrivial) objects from the local cohomology of Koszul-
Tate differential H (δ|d) in antighost number I > 0 and in pure ghost number
zero,
δαI = ∂µ
(I−1)
j
µ
, agh
(
(I−1)
j
µ)
= I − 1, pgh
(
(I−1)
j
µ)
= 0. (62)
We recall that the local cohomology H (δ|d) is completely trivial in both
strictly positive antighost and pure ghost numbers (for instance, see [42],
Theorem 5.4, and [43] ), so from now on it is understood that by H (δ|d)
we mean the local cohomology of δ at pure ghost number zero. Using the
fact that the free BF model under study is a linear gauge theory of Cauchy
order equal to four and the general result from [42, 43], according to which
the local cohomology of the Koszul-Tate differential is trivial in antighost
numbers strictly greater than its Cauchy order, we can state that
HJ (δ|d) = 0 for all J > 4, (63)
where HJ (δ|d) represents the local cohomology of the Koszul-Tate differen-
tial in antighost number J . Moreover, if the invariant polynomial αJ , with
agh(αJ) = J ≥ 4, is trivial in HJ (δ|d), then it can be taken to be trivial also
in H invJ (δ|d):(
αJ = δbJ+1 + ∂µ
(J)
c
µ
, agh (αJ) = J ≥ 4
)
⇒ αJ = δβJ+1 + ∂µ
(J)
γ
µ
, (64)
with both βJ+1 and
(J)
γ
µ
invariant polynomials. Here, H invJ (δ|d) denotes the
invariant characteristic cohomology in antighost number J (the local coho-
mology of the Koszul-Tate differential in the space of invariant polynomials).
(An element of H invI (δ|d) is defined via an equation like (62), but with the
12
corresponding current an invariant polynomial.). This result together with
(63) ensures that the entire invariant characteristic cohomology in antighost
numbers strictly greater than four is trivial
H invJ (δ|d) = 0 for all J > 4. (65)
The nontrivial representatives of HJ(δ|d) and H
inv
J (δ|d) for J ≥ 2 depend
neither on
(
∂[µAν], ∂
µHµ, ∂µB
µν , ∂[µψν]
)
nor on the spacetime derivatives of
FA¯ defined in (59), but only on the undifferentiated scalar field ϕ. With the
help of relations (32)–(37), it can be shown that H inv4 (δ|d) is generated by
the elements
(P (W ))µνρλ =
dW
dϕ
C∗µνρλ +
d2W
dϕ2
(
H∗[µC∗νρλ] + C∗[µνC∗ρλ]
)
+
d3W
dϕ3
H∗[µH∗νC∗ρλ] +
d4W
dϕ4
H∗µH∗νH∗ρH∗λ, (66)
where W = W (ϕ) is an arbitrary, smooth function depending only on the
undifferentiated scalar field ϕ. Indeed, direct computation yields
δ (P (W ))µνρλ = ∂[µ (P (W ))νρλ] , agh
(
(P (W ))νρλ
)
= 3, (67)
where we made the notation
(P (W ))µνρ =
dW
dϕ
C∗µνρ +
d2W
dϕ2
H∗[µC∗νρ] +
d3W
dϕ3
H∗µH∗νH∗ρ. (68)
It is clear that (P (W ))µνρ is an invariant polynomial. By applying the op-
erator δ on it, we have that
δ (P (W ))µνρ = −∂[µ (P (W ))νρ] , agh ((P (W ))νρ) = 2, (69)
where we employed the convention
(P (W ))µν =
dW
dϕ
C∗µν +
d2W
dϕ2
H∗µH∗ν . (70)
Since (P (W ))µν is also an invariant polynomial, from (69) it follows that
(P (W ))µνρ belongs to H inv3 (δ|d). Moreover, further calculations produce
δ (P (W ))µν = ∂[µ (P (W ))ν] , agh ((P (W ))ν) = 1, (71)
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with
(P (W ))µ =
dW
dϕ
H∗µ. (72)
Due to the fact that (P (W ))µ is an invariant polynomial, we deduce that
(P (W ))µν pertains to H inv2 (δ|d). Using again the actions of δ on the BRST
generators, it can be proved that H inv3 (δ|d) is spanned, beside the elements
(P (W ))µνρ given in (68), also by the undifferentiated antifields η∗µνρλ (ac-
cording to the first definition from (37)). Putting together the above results
we can state that H inv2 (δ|d) is spanned by (P (W ))
µν listed in (70) and the
undifferentiated antifields η∗, η∗µνρ, and ξ
∗ (in agreement with the second def-
inition in (35), the first formula from (36), and the second relation in (36)).
The above results are synthesized in the following array
agh
nontrivial representatives
spanning HJ (δ|d) and H
inv
J (δ|d)
J > 4 none
J = 4 (P (W ))µνρλ
J = 3 η∗µνρλ, (P (W ))
µνρ
J = 2 η∗µνρ, (P (W ))
µν , η∗, ξ∗
. (73)
In contrast to the spaces (HJ(δ|d))J≥2 and
(
H invJ (δ|d)
)
J≥2
, which are
finite-dimensional, the cohomology H1(δ|d) (known to be related to global
symmetries and ordinary conservation laws) is infinite-dimensional since the
theory is free. Fortunately, it will not be needed in the sequel.
The previous results on H(δ|d) and H inv(δ|d) in strictly positive antighost
numbers are important because they control the obstructions to removing
the antifields from the first-order deformation. More precisely, we can suc-
cessively eliminate all the pieces of antighost number strictly greater that
four from the nonintegrated density of the first-order deformation by adding
solely trivial terms, so we can take, without loss of nontrivial objects, the
condition I ≤ 4 into (53). In addition, the last representative is of the form
(61), where the invariant polynomial necessarily is a nontrivial object from
H inv4 (δ|d).
4.2 First-order deformation
In the case I = 4 the nonintegrated density of the first-order deformation
(see (53)) becomes
a = a0 + a1 + a2 + a3 + a4. (74)
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We can further decompose a in a natural manner as a sum between two kinds
of deformations
a = aBF + aint, (75)
where aBF contains only fields/ghosts/antifields from the BF sector and aint
describes the cross-interactions between the two theories. Strictly speaking,
we should have added to (75) a component aRS that involves only the Rarita-
Schwinger sector. As it will be seen in the end of this subsection, aRS will
automatically be included into aint. The piece aBF is completely known and
satisfies (separately) an equation of the type (51). It admits a decomposition
similar to (74)
aBF = aBF0 + a
BF
1 + a
BF
2 + a
BF
3 + a
BF
4 , (76)
where
aBF4 = (P (W ))
µνρλ ηCµνρλ +
1
2
εµνρλ (P (M))
µνρλ ηαβγδη
αβγδ, (77)
aBF3 = (P (W ))
µνρ
(
−ηCµνρ + 4A
λCµνρλ
)
+2
(
6 (P (W ))µν B∗ρλ + 4 (P (W ))µ η∗νρλ +Wη∗µνρλ
)
Cµνρλ
−εµνρλ (P (M))αβγ η
αβγηµνρλ, (78)
aBF2 = (P (W ))
µν (ηCµν − 3A
ρCµνρ)− 2 (3 (P (W ))
µB∗νρ
+Wη∗µνρ)Cµνρ +
9
2
εµνρλ (P (M))µν ηραβη
αβ
λ
+εµνρλ
(
2 (P (M))αA
∗α − 2Mη∗ + (P (M))αβ B
αβ
)
ηµνρλb , (79)
aBF1 = (P (W ))
µ (−ηHµ + 2A
νCµν) +W
(
2B∗µνC
µν + ϕ∗η
)
+2ενρσλ
(
(P (M))µB
µν −MA∗ν
)
ηρσλ, (80)
aBF0 = −WA
µHµ +
1
2
εµνρλMBµνBρλ. (81)
In (77)–(80) the quantities denoted by (P (W ))µ1...µk and (P (M))µ1...µk read
as in (66), (68), (70), and (72) for k = 4, k = 3, k = 2, and k = 1 respectively,
modulo the successive replacement of W (ϕ) with the real smooth functions
W (ϕ) and M (ϕ), respectively.
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Due to the fact that aBF and aint involve different types of fields and
because aBF satisfies individually an equation of the type (51), it follows
that aint is subject to the equation
saint = ∂µmintµ , (82)
for some local current mintµ . In the sequel we determine the general solution
to (82) that complies with all the hypotheses mentioned in the beginning of
the previous subsection.
In agreement with (74), the solution to the equation saint = ∂µmintµ can
be decomposed as
aint = aint0 + a
int
1 + a
int
2 + a
int
3 + a
int
4 , (83)
where the components on the right-hand side of (83) are subject to the equa-
tions
γaint4 = 0, (84)
δaintk + γa
int
k−1 = ∂
µ(k−1)m
int
µ , k = 1, 4. (85)
The piece aint4 as solution to equation (84) has the general form expressed by
(61) for I = 4, with α4 from H
inv
4 (δ|d) and e
4 spanned by{
ξAξBξCξD, ξAξBξCη, ξAξBηµνρλ, ηCµνρλ, η
µνρληαβγδ
}
. (86)
Taking into account the result that the general representative of H inv4 (δ|d) is
given by (66) and recalling that aint4 should mix the BF and the massless spin-
3/2 sectors (in order to provide cross-couplings), it follows that the eligible
representatives of e4 from (86) allowed to enter aint4 are those elements con-
taining at least one ghost of the type ξA. Recalling the symmetry properties
(10) and (11) of the γ-matrices, we deduce the general solution of equation
(84) under the form
aint4 =
1
4 · 4!
εµνρλ
[
(P (U1))
µνρλ
(
ξ¯γαξ
)
ξ¯γαξ + ξ¯γαβξ
(
(P (U2))
µνρλ ξ¯γαβξ
+2 (P (U3))
µνρλ ξ¯γαβγ5ξ
)]
, (87)
where U1, U2, and U3 are smooth functions depending only on the undif-
ferentiated scalar field ϕ ((P (Ui))
µνρλ, with i = 1, 2, 3, read as in (66), but
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with the function W replaced by Ui). Introducing (87) in equation (85) for
k = 4 and employing definitions (32)–(42), we determine the component of
antighost number three from (83) as
aint3 =
1
3!
εµνρλ
[
(P (U1))
νρλ
(
ξ¯γαξ
)
ξ¯γαψµ − ξ¯γαβψ
µ
(
(P (U2))
νρλ ξ¯γαβξ
+ (P (U3))
νρλ ξ¯γαβγ5ξ
)
+ (P (U3))
νρλ
(
ξ¯γαβξ
)
ξ¯γαβγ5ψ
µ
]
+ a¯int3 ,(88)
where the objects ((P (Ui))
µνρ)i=1,2,3 are of the form (68), up to replacing the
function W with Ui, and a¯
int
3 is the general solution of the ‘homogeneous’
equation γa¯int3 = ∂µu
µ
3 , which, according to the discussion from the previous
subsection, can be replaced with
γa¯int3 = 0. (89)
This means that we can always take a¯int3 as a nontrivial object of H (γ). At
this stage it is useful to decompose a¯int3 into
a¯int3 = aˆ
int
3 + a˜
int
3 . (90)
The first piece, aˆint3 , denotes the component of the solution to (89) required
by the consistency of aint3 in antighost number two (ensures that (85) pos-
sesses solutions for k = 3 with respect to the terms from aint3 containing
the functions Ui) and a˜
int
3 signifies the part of the solution to (89) that is
independently consistent in antighost number two
δa˜int3 = −γc˜2 + ∂µm˜
µ
2 . (91)
By means of definitions (32)–(42) and recalling the decomposition (90)
one infers (by direct computation) that
δaint3 = δaˆ
int
3 + γc2 + ∂µj
µ
2 + χ2, (92)
where we made the notations
c2 = −c˜2 +
1
2
εµνρλ
{
(P (U1))
ρλ
[
−
(
ξ¯γαψ
µ
)
ξ¯γαψν +
1
2
(
ξ¯γαξ
)
ψ¯µγαψν
]
+ (P (U2))
ρλ
[
−
(
ξ¯γαβψ
µ
)
ξ¯γαβψν +
1
2
(
ξ¯γαβξ
)
ψ¯µγαβψν
]
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+
1
2
(P (U3))
ρλ
[(
ψ¯µγαβψ
ν
)
ξ¯γαβγ5ξ +
(
ξ¯γαβξ
)
ψ¯µγαβγ5ψ
ν
−4
(
ξ¯γαβψ
µ
)
ξ¯γαβγ5ψ
ν
]}
, (93)
jµ2 = m˜
µ
2 −
1
2
εµνρλ
{
(P (U1))νρ
(
ξ¯γαξ
)
ξ¯γαψλ + (P (U2))νρ
(
ξ¯γαβξ
)
ξ¯γαβψλ
+ (P (U3))νρ
[(
ξ¯γαβψλ
)
ξ¯γαβγ5ξ +
(
ξ¯γαβξ
)
ξ¯γαβγ5ψλ
]}
, (94)
χ2 =
1
4
εµνρλ
{
(P (U1))µν
(
ξ¯γαξ
)
ξ¯γα∂[ρψλ] + (P (U2))µν
(
ξ¯γαβξ
)
ξ¯γαβ∂[ρψλ]
+ (P (U3))µν
[(
ξ¯γαβγ5ξ
)
ξ¯γαβ∂[ρψλ] +
(
ξ¯γαβξ
)
ξ¯γαβγ5∂[ρψλ]
]}
. (95)
Comparing (92) with (85) for k = 3, it follows that the existence of aint2 is
ensured if and only if χ2 satisfies the equation
χ2 = −δaˆ
int
3 + γcˆ2 + ∂µˆ
µ
2 , (96)
where
cˆ2 = −
(
aint2 + c2
)
, ˆµ2 =
(2)
m
int µ
− jµ2 . (97)
We will show that (96) cannot hold unless χ2 = 0. In view of this, we assume
equation (96) is valid. By taking its Euler-Lagrange (EL) derivatives with
respect to C∗µν we infer
δχ2
δC∗µν
= −
δ
(
δaˆint3
)
δC∗µν
+ γ
(
δcˆ2
δC∗µν
)
. (98)
Direct computation based on (95) leads to
δχ2
δC∗µν
=
1
4
εµνρλ
{
dU1
dϕ
(
ξ¯γαξ
)
ξ¯γα∂[ρψλ] +
dU2
dϕ
(
ξ¯γαβξ
)
ξ¯γαβ∂[ρψλ]
+
dU3
dϕ
[(
ξ¯γαβγ5ξ
)
ξ¯γαβ∂[ρψλ] +
(
ξ¯γαβξ
)
ξ¯γαβγ5∂[ρψλ]
]}
. (99)
It is easy to see that the right-hand side of (99) is a nontrivial object from
H (γ), so relation (98) implies
δχ2
δC∗µν
= −
δ
(
δaˆint3
)
δC∗µν
, γ
(
δcˆ2
δC∗µν
)
= 0. (100)
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Due to (99), the former formula in (100) cannot take place. This is because
δaˆint3 comprises two spacetime derivatives, while
δχ2
δC∗µν
has only one. Indeed,
aˆint3 is expressed by (61) for I = 3 and is also simultaneously linear in C
∗
µνρ and
∂[µψν] (the linearity in ∂[µψν] is imposed by the linearity of the right-hand side
of (99)). Taking into account these observations, we get that δaˆint3 is linear in
both ∂[µC
∗
νρ] and ∂[µψν], so it displays precisely two spacetime derivatives. As
a consequence, the former equality from (100) does not hold, so neither do
formulas (98) or (96). In conclusion, χ2 must vanish, which further implies
that (Ui (ϕ))i=1,2,3 must be constant, and thus a
int
4 itself vanishes.
Since the decomposition (83) cannot stop at antighost number four, we
pass to the next possibility, namely that aint ends at antighost number three:
aint = aint0 + a
int
1 + a
int
2 + a
int
3 , (101)
where the components on the right-hand side of (101) are subject to the
equations
γaint3 = 0, (102)
δaintk + γa
int
k−1 = ∂
µ(k−1)m
int
µ , k = 1, 3. (103)
The piece aint3 as solution to equation (102) has the general form expressed
by (61) for I = 3, with α3 from H
inv
3 (δ|d) and e
3 spanned by{
ξAξBξC, ξAξBη, ξAηµνρλ, ηηµνρλ
}
. (104)
Given the spinor-like behavior of some of the elements (104) and also the
general expressions of the generators of H inv3 (δ|d) (see (73) for J = 3), the
general, real solution to equation (102) reads as
aint3 = −
i
12
εµνρλ (P (U4))µνρ ξ¯γλξη, (105)
where U4 = U4 (ϕ) is a smooth function on the (undifferentiated) scalar field
ϕ and (P (U4))µνρ follows from (68) with W replaced by U4. Making use of
the latter set of duality relations from (8), (105) can be written as
aint3 =
1
12
(P (U4))µνρ ξ¯γ
µνργ5ξη. (106)
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Substituting (106) into (103) for k = 3 and recalling definitions (32)–(42),
we identify the component of antighost number two from the first-order de-
formation as
aint2 =
1
4
(P (U4))µν
(
ξ¯γµνργ5ξAρ − 2ξ¯γ
µνργ5ψρη
)
+ a¯int2 , (107)
where the quantity (P (U4))µν is of the type (70) and a¯
int
2 is, like in the
above, the general solution to the ‘homogeneous’ equation γa¯int2 = ∂µu
µ
2 ,
which, according to our discussion from the previous subsection, can be safely
replaced with
γa¯int2 = 0. (108)
Just like before (see (90)), we decompose a¯int2 into
a¯int2 = aˆ
int
2 + a˜
int
2 , (109)
where aˆint2 is the solution to (108) necessary for the consistency of a
int
2 in
antighost number one (for the existence of solutions aint1 to (103) for k = 2
with respect to the terms from aint2 containing the function U4) and a˜
int
2 is the
solution to (108) that is independently consistent in antighost number one
δa˜int2 = −γc˜1 + ∂µm˜
µ
1 . (110)
With the help of definitions (32)–(42), we get
δaint2 = δ
[
aˆint2 −
1
2
(P (U4))µ ξ¯γ
µνργ5ξB
∗
νρ −
1
6
U4ξ¯γ
µνργ5ξη
∗
µνρ
−i (P (U4))µ ψ
∗µγ5ξη + iU4ξ
∗γ5ξη
]
+γc1 + ∂µj
µ
1 , (111)
where we made the notations
c1 = −c˜1 + iU4
(
ψ∗µγ5ψµη − ψ
∗µγ5ξAµ − iξ¯γ
µνργ5ψµB
∗
νρ
)
+
1
2
(P (U4))µ
(
2ξ¯γµνργ5ψνAρ + ψ¯νγ
µνργ5ψρη
)
, (112)
jµ1 = m˜
µ
1 +
1
2
(P (U4))ν
(
ξ¯γµνργ5ξAρ − 2ξ¯γ
µνργ5ψρη
)
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+
1
2
U4
(
ξ¯γµνργ5ξB
∗
νρ + 2iψ
∗µγ5ξη
)
, (113)
and (P (U4))µ reads as in (72) modulo the replacement W → U4. Comparing
(111) with (103) for k = 2, we infer that
aˆint2 =
1
2
(P (U4))µ ξ¯γ
µνργ5ξB
∗
νρ +
1
6
U4ξ¯γ
µνργ5ξη
∗
µνρ
+i (P (U4))µ ψ
∗µγ5ξη − iU4ξ
∗γ5ξη, (114)
aint1 = c˜1 − iU4
(
ψ∗µγ5ψµη − ψ
∗µγ5ξAµ − iξ¯γ
µνργ5ψµB
∗
νρ
)
−
1
2
(P (U4))µ
(
2ξ¯γµνργ5ψνAρ + ψ¯νγ
µνργ5ψρη
)
+ a¯int1 , (115)
where a¯int1 is the general solution to the ‘homogeneous’ equation γa¯
int
1 = ∂µu
µ
1 ,
which can again be replaced with
γa¯int1 = 0. (116)
Regarding the component a˜int2 of the equation (108), it can be represented
like in (61) for I = 2, with α2 from H
inv
2 (δ|d) and e
2 spanned by{
ξAξB, ξAη, ηµνρλ
}
.
The most general representatives of H inv2 (δ|d) are listed in (73) for J = 2, so
a˜int2 is generally expressed by
a˜int2 =
i
4
(P (U5))µν ξ¯γ
µνγ5ξ −
1
4
(P (U6))µν ξ¯γ
µνξ, (117)
where U5 (ϕ) and U6 (ϕ) are some real, smooth (but otherwise arbitrary)
functions depending only on ϕ. Inserting (114) and (117) in (107), we arrive
at
aint2 =
1
4
(P (U4))µν
(
ξ¯γµνργ5ξAρ − 2ξ¯γ
µνργ5ψρη
)
+
1
2
(P (U4))µ ξ¯γ
µνργ5ξB
∗
νρ +
1
6
U4ξ¯γ
µνργ5ξη
∗
µνρ
+i (P (U4))µ ψ
∗µγ5ξη − iU4ξ
∗γ5ξη
+
i
4
(P (U5))µν ξ¯γ
µνγ5ξ −
1
4
(P (U6))µν ξ¯γ
µνξ. (118)
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Applying δ on a˜int2 given in (117) and using definitions (32)–(42), we obtain
the concrete expression of the object c˜1 involved in (110) of the form
c˜1 = −i (P (U5))µ ξ¯γ
µνγ5ψν + (P (U6))µ ξ¯γ
µνψν , (119)
which further inserted in (115) allows us to write the component of antighost
number one from the first-order deformation as
aint1 = −iU4
(
ψ∗µγ5ψµη − ψ
∗µγ5ξAµ − iξ¯γ
µνργ5ψµB
∗
νρ
)
−
1
2
(P (U4))µ
(
2ξ¯γµνργ5ψνAρ + ψ¯νγ
µνργ5ψρη
)
−i (P (U5))µ ξ¯γ
µνγ5ψν + (P (U6))µ ξ¯γ
µνψν + a¯
int
1 . (120)
We split again a¯int1 into
a¯int1 = aˆ
int
1 + a˜
int
1 , (121)
with aˆint1 the solution to (116) ensuring the consistency of a
int
1 in antighost
number zero (i.e., the existence of solutions aint0 to equation (103) for k = 1
for the pieces from aint1 containing the functions Um, withm = 4, 5, 6) and a˜
int
1
the solution to (116) that is independently consistent at antighost number
zero
δa˜int1 = −γc˜0 + ∂µm˜
µ
0 . (122)
By means of definitions (32)–(42), straightforward computation produces
δaint1 = δ
[
aˆint1 +
1
2
U5ψ
∗µγµγ5ξ +
i
2
U6ψ
∗µγµξ
]
+ γc0 + ∂µj
µ
0 , (123)
where
c0 = −c˜0 +
1
2
U4ψ¯µγ
µνργ5ψνAρ +
1
2
(
iU5ψ¯µγ
µνγ5ψν − U6ψ¯µγ
µνψν
)
, (124)
jµ0 = m˜
µ
0 − U4
(
1
2
ψ¯νγ
µνργ5ψρη + ξ¯γ
µνργ5ψνAρ
)
−iU5ξ¯γ
µνγ5ψν + U6ξ¯γ
µνψν . (125)
Comparing (123) with (103) for k = 1, we deduce
aˆint1 = −
1
2
(U5ψ
∗µγµγ5ξ + iU6ψ
∗µγµξ) , (126)
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aint0 = c˜0 −
1
2
(
U4ψ¯µγ
µνργ5ψνAρ + iU5ψ¯µγ
µνγ5ψν − U6ψ¯µγ
µνψν
)
+ a¯int0 , (127)
where a¯int0 is the general solution to the ‘homogeneous’ equation γa¯
int
0 = ∂µu
µ
0
(it cannot be replaced any longer with the simpler equation, corresponding
to uµ0 = 0). The component a˜
int
1 , which is a solution to (116) that is inde-
pendently consistent at antighost number zero, i.e. satisfies equation (122),
can be taken to vanish
a˜int1 = 0, (128)
since it produces only trivial deformations, as it will be shown in Appendix
A.
Injecting (126) and (128) in (121), and the resulting expression in (120),
we complete the component of antighost number one from the first-order
deformation as
aint1 = −iU4
(
ψ∗µγ5ψµη − ψ
∗µγ5ξAµ − iξ¯γ
µνργ5ψµB
∗
νρ
)
−
1
2
(P (U4))µ
(
2ξ¯γµνργ5ψνAρ + ψ¯νγ
µνργ5ψρη
)
−i (P (U5))µ ξ¯γ
µνγ5ψν + (P (U6))µ ξ¯γ
µνψν
−
1
2
(U5ψ
∗µγµγ5ξ + iU6ψ
∗µγµξ) . (129)
We mention that (128) also implies
c˜0 = 0 (130)
in (124) and (127), such that the element of antighost number zero of the first-
order deformation (the interacting Lagrangian at order one in the coupling
constant) is
aint0 = −
1
2
(
U4ψ¯µγ
µνργ5ψνAρ + iU5ψ¯µγ
µνγ5ψν − U6ψ¯µγ
µνψν
)
+ a¯int0 , (131)
where the piece a¯int0 is subject to the homogenous equation
γa¯int0 = ∂µu
µ
0 . (132)
The general solution to (132) can be written as
a¯int0 = a¯
′int
0 + a¯
′′int
0 , (133)
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with a¯′int0 and a¯
′′int
0 solutions to
γa¯′int0 = 0, (134)
γa¯′′int0 = ∂µu
µ
0 , (135)
and uµ0 a nonvanishing current. We recall the main properties of a¯
int
0 : it
should mix the Rarita-Schwinger spinors with the BF fields (in order to
provide cross-couplings) and contain at most one spacetime derivative (like
the original Lagrangian). In agreement with our result (61) for I = 0, the
component a¯′int0 is of the type
a¯′int0 = a¯
′int
0 ([FA¯]) , (136)
where FA¯ are given in (59). Due to the above mentioned main properties, it is
easy to see that (136) contains at least two derivatives. Indeed, it is forced to
contain gauge-invariant objects depending on the Rarita-Schwinger spinors,
so it should be quadratic in ∂[µψν] (in order to render a bosonic quantity),
which contradicts the derivative-order assumption, such that we must set
a¯′int0 = 0. (137)
In the meanwhile, as it will be shown in Appendix B, the solution to equation
(135) can be taken as trivial
a¯′′int0 = 0, (138)
which, together with (137), leads to the conclusion that the general solution
to the homogeneous equation in antighost number zero, (132), that complies
with all the working hypotheses is also trivial
a¯int0 = 0. (139)
In this manner we also completed the component of antighost number zero
from the first-order deformation, which follows from (131) with a¯int0 as in
(139):
aint0 = −
1
2
(
U4ψ¯µγ
µνργ5ψνAρ + iU5ψ¯µγ
µνγ5ψν − U6ψ¯µγ
µνψν
)
. (140)
Putting together the BF piece (76) (whose various terms are listed in (77)–
(81)) with the interacting one (101) (having the components (105), (118),
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(129), and (140)) via relation (75) and renaming the functions (Um (ϕ))m=4,5,6
by
U4 (ϕ) ≡ U1 (ϕ) , U5 (ϕ) ≡ U2 (ϕ) , U6 (ϕ) ≡ U3 (ϕ) , (141)
we can state that the general expression of the first-order deformation of
the solution to the master equation for a four-dimensional BF model and a
massless Rarita-Schwinger field is given by:
S1 =
∫
d4x
[
Aµ (−W (ϕ)H
µ) +
1
2
M (ϕ) εαβγδB
αβBγδ
−
1
2
(
U1 (ϕ) ψ¯µγ
µνργ5ψνAρ + iU2 (ϕ) ψ¯µγ
µνγ5ψν − U3 (ϕ) ψ¯µγ
µνψν
)
+
dW
dϕ
H∗µ (−ηHµ + 2A
νCµν) +W
(
2B∗µνC
µν + ϕ∗η
)
+2ενρσλ
(
dM
dϕ
H∗µB
µν −MA∗ν
)
ηρσλ − iU1 (ψ
∗µγ5ψµη − ψ
∗µγ5ξAµ
−iξ¯γµνργ5ψµB
∗
νρ
)
−
1
2
dU1
dϕ
H∗µ
(
2ξ¯γµνργ5ψνAρ + ψ¯νγ
µνργ5ψρη
)
−i
dU2
dϕ
H∗µξ¯γ
µνγ5ψν +
dU3
dϕ
H∗µξ¯γ
µνψν −
1
2
(U2ψ
∗µγµγ5ξ
+iU3ψ
∗µγµξ) + (P (W ))
µν (ηCµν − 3A
ρCµνρ)− 2 (3 (P (W ))
µB∗νρ
+Wη∗µνρ)Cµνρ +
9
2
εµνρλ (P (M))µν ηραβη
αβ
λ
+εµνρλ
(
2 (P (M))αA
∗α − 2Mη∗ + (P (M))αβ B
αβ
)
ηµνρλb
+
1
4
(P (U1))µν
(
ξ¯γµνργ5ξAρ − 2ξ¯γ
µνργ5ψρη
)
+
dU1
dϕ
H∗µ
(
1
2
ξ¯γµνργ5ξB
∗
νρ + iψ
∗µγ5ξη
)
+
1
6
U1ξ¯γ
µνργ5ξη
∗
µνρ
−iU1ξ
∗γ5ξη +
i
4
(P (U2))µν ξ¯γ
µνγ5ξ −
1
4
(P (U3))µν ξ¯γ
µνξ
+ (P (W ))µνρ
(
−ηCµνρ + 4A
λCµνρλ
)
− εµνρλ (P (M))αβγ η
αβγηµνρλ
+2
(
6 (P (W ))µν B∗ρλ + 4 (P (W ))µ η∗νρλ +Wη∗µνρλ
)
Cµνρλ
+
1
12
(P (U1))µνρ ξ¯γ
µνργ5ξη + (P (W ))
µνρλ ηCµνρλ
+1
2
εµνρλ (P (M))
µνρλ ηαβγδη
αβγδ
]
. (142)
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It is important to notice that it complies with all the working hypothe-
ses, including the derivative order assumption, and is parameterized by five
smooth, real functions of the undifferentiated scalar field, namelyW ,M , and
(Ui)i=1,2,3, which are otherwise arbitrary. The functional S1 is by construc-
tion a s-cocycle of ghost number zero, such that S¯ + λS1 is solution to the
master equation (46) to order one in λ. We will see in the next section that
the consistency of S1 at order two in the coupling constant will restrict these
five functions of ϕ to satisfy several equations.
4.3 Higher-order deformations
Next, we investigate the equations that control the higher-order deforma-
tions. The second-order deformation is governed by equation (49). Making
use of (142), the second term in the left hand-side of (49) takes the concrete
form
1
2
(S1, S1) =
∫
d4x
[
εµνρλ
4∑
a=0
(
T µνρλa
daX
dϕa
+ Uµνρλa
daY
dϕa
)
+
2∑
a=0
(
Q(1)a
daZ1
dϕa
+Q(2)a
daZ2
dϕa
)
+
1∑
a=0
Q(3)a
daZ3
dϕa
+
3∑
a=0
Q(4)a
daZ4
dϕa
]
(143)
where we used the notations
T µνρλ0 = 4A
∗µCνρλ +BµνCρλ +Hµηνρλ − 2η∗Cµνρλ − ϕ∗ηµνρλ, (144)
T µνρλ1 =
(
H∗αH
α + C∗αβC
αβ + C∗αβγC
αβγ + C∗αβγδC
αβγδ
)
ηµνρλ
+
(
2H∗αA
∗α + C∗αβB
αβ − C∗αβγη
αβγ
)
Cµνρλ
+
(
3C∗αβC
αβµ − 2H∗αC
αµ
)
ηνρλ + 3H∗αC
αµνBρλ, (145)
T µνρλ2 = H
∗
α
((
H∗βB
αβ − 3C∗βγη
αβγ
)
Cµνρλ + 3H∗βC
αβµηνρλ
)
+
((
4H∗αC
∗
βγδ + 3C
∗
αβC
∗
γδ
)
Cαβγδ
+H∗α
(
3C∗βγC
αβγ +H∗βC
αβ
))
ηµνρλ, (146)
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T µνρλ3 = H
∗
αH
∗
β
((
H∗γC
αβγ + 3C∗γδC
αβγδ
)
ηµνρλ −H∗γη
αβγCµνρλ
)
, (147)
T µνρλ4 = H
∗
αH
∗
βH
∗
γH
∗
δC
αβγδηµνρλ, (148)
Uµνρλ0 =
(
1
2
η∗αβγδη
αβγδ + η∗αβγη
αβγ +B∗αβB
αβ − 6A∗αA
α
)
ηµνρλ
+
(
A∗µη +
3
2
B∗αβη
αβµ −AαB
αµ
)
ηνρλ +
1
2
BµνBρλη, (149)
Uµνρλ1 =
(
1
4
ηC∗µνρλ −AµC∗νρλ + 3B∗µνC∗ρλ − 2η∗µνρH∗λ
)
ηαβγδη
αβγδ
+
((
1
2
C∗αβγη +
3
2
C∗αβAγ − 3B
∗
αβH
∗
γ
)
ηαβγ +
(
1
2
C∗αβB
αβ + A∗αH∗α
)
η
+H∗αAβB
αβ
)
ηµνρλ +
(
3
2
(
1
2
C∗αβη +H
∗
αAβ
)
ηαβµ −H∗αB
αµη
)
ηνρλ,(150)
Uµνρλ2 = H
∗
α
(
3
2
(
C∗βγη +H
∗
βAγ
)
ηαβγ +H∗βB
αβη
)
ηµνρλ
+
3
4
H∗αH
∗
βηη
αβµηνλρ +
(
H∗µ
(
C∗νρλη + 3H∗νB∗ρλ
)
+3
(
1
4
C∗µνη +H∗µAν
)
C∗ρλ
)
ηαβγδη
αβγδ, (151)
Uµνρλ3 =
1
2
H∗µH∗ν
(
3C∗ρλη + 2H∗ρAλ
)
ηαβγδη
αβγδ
+
1
2
H∗αH
∗
βH
∗
γηη
αβγηµνρλ, (152)
Uµνρλ4 =
1
2
ηH∗µH∗νH∗ρH∗ληαβγδη
αβγδ, (153)
Q
(1)
0 = −
1
2
(
ψ∗µγµγ5ξ + iψ¯µγ
µνγ5ψν
)
η +
i
2
ξ¯γµνγ5
(
2ψνAµ + ξB
∗
µν
)
, (154)
Q
(1)
1 =
i
2
H∗µξ¯γ
µνγ5 (ξAν − 2ψνη) +
i
4
C∗µν ξ¯γ
µνγ5ξη, (155)
Q
(1)
2 =
i
4
H∗µH
∗
ν ξ¯γ
µνγ5ξη, (156)
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Q
(2)
0 = −
i
2
(
ψ∗µγµξ + iψ¯µγ
µνψν
)
η −
1
2
ξ¯γµν
(
2ψνAµ + ξB
∗
µν
)
, (157)
Q
(2)
1 = −
1
2
H∗µξ¯γ
µν (ξAν − 2ψνη)−
1
4
C∗µν ξ¯γ
µνξη, (158)
Q
(2)
2 = −
1
4
H∗µH
∗
ν ξ¯γ
µνξη, (159)
Q
(3)
0 =
3i
2
ψ¯µγ
µξ, (160)
Q
(3)
1 = −
3i
4
H∗µξ¯γ
µξ, (161)
Q
(4)
0 = 2i (ξ
∗γ5ξ + ψ
∗µγ5ψµ) εαβγδη
αβγδ + 2iA∗µξ¯γ
µξ
−
(
2iψ∗ργ5ξ + ψ¯µγ
µνργ5ψν
)
ερβγδη
βγδ
+ξ¯γµνργ5ψρεµναβB
αβ , (162)
Q
(4)
1 =
[
−
1
6
C∗µνρξ¯γ
µνργ5ξ + C
∗
µν ξ¯γ
µνργ5ψρ +H
∗
µ
(
ψ¯νγ
µνργ5ψρ
−2iψ∗µγ5ξ)] εαβγδη
αβγδ +
(
2H∗µξ¯γ
µνργ5ψν −
1
2
C∗µν ξ¯γ
µνργ5ξ
)
×
×ερβγδη
βγδ − 2iH∗µξ¯γνξB
µν , (163)
Q
(4)
2 = H
∗
µH
∗
ν
(
ξ¯γµνργ5ψρεαβγδη
αβγδ −
1
2
ξ¯γµνργ5ξερβγδη
βγδ
)
−
1
2
H∗µC
∗
νρξ¯γ
µνργ5ξεαβγδη
αβγδ, (164)
Q
(4)
3 = −
1
6
H∗µH
∗
νH
∗
ρ ξ¯γ
µνργ5ξεαβγδη
αβγδ (165)
together with
X (ϕ) = W (ϕ)M (ϕ) , Y (ϕ) =W (ϕ)
dM (ϕ)
dϕ
, (166)
Z1 (ϕ) = W (ϕ)
dU2 (ϕ)
dϕ
+ 2U1 (ϕ)U3 (ϕ) , (167)
Z2 (ϕ) = W (ϕ)
dU3 (ϕ)
dϕ
− 2U1 (ϕ)U2 (ϕ) , (168)
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Z3 (ϕ) = (U2 (ϕ))
2 + (U3 (ϕ))
2 , Z4 (ϕ) = U1 (ϕ)M (ϕ) . (169)
It is clear that none of the terms involving any of the functions X , Y , Z1,
Z2, Z3, Z4 or their derivatives with respect to the scalar field can be written
as it is required by equation (49), namely, like the s-variation of some local
functional, and therefore they must vanish. In other words, the consistency
of the first-order deformation at order two in the coupling constant, namely
the existence of a local S2 as solution to equation (49), restricts the five
functions of the undifferentiated scalar field that parameterize S1 to satisfy
the equations
X (ϕ) = 0, Y (ϕ) = 0, Zi (ϕ) = 0, i = 1, 4. (170)
Due to (170), from (143) it is obvious that (S1, S1) = 0, and thus we can take
S2 = 0 (171)
as solution to (49). By relying on (171), it is easy to show that one can safely
put
Sk = 0, k > 2. (172)
Collecting formulas (171) and (172), we can state that the complete deformed
solution to the master equation for the model under study, which complies
with all the working hypotheses and is consistent to all orders in the coupling
constant, stops at order one in the coupling constant and reads as
S = S¯ + gS1, (173)
where S¯ is given in (43) and S1 is expressed by (142). The fully deformed
solution to the master equations comprises five types of smooth functions
that depend only on the undifferentiated scalar field: W , M , and (Ui)i=1,2,3.
They are no longer arbitrary, but satisfy equations (170), imposed by the
consistency conditions.
There appear two complementary solutions to the above equations,
U2 (ϕ) = U3 (ϕ) =M (ϕ) = 0, (174)
U1 (ϕ) = U2 (ϕ) = U3 (ϕ) =W (ϕ) = 0, (175)
which will be analyzed separately below. They yield two types of deformed
models, whose Lagrangian formulation will be discussed in the following.
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5 Lagrangian formulation of the coupled model
The first case corresponds to solution (174) of equations (170), such that the
deformed solution to the master equation is parameterized by the smooth,
but otherwise arbitrary, functions W (ϕ) and U1 (ϕ). It is given by (173),
with S1 from (142) particularized to U2 = U3 = M = 0, and reads as
S(I) =
∫
d4x
{
Hµ (∂µϕ− λWAµ)−
i
2
(
ψ¯µγ
µνρ (∂ν + iγ5AνU1)ψρ
)
+
1
2
Bµν∂[µAν] + A
∗
µ∂
µη + λWϕ∗η +H∗µ
[
λ
dW
dϕ
(−ηHµ + 2A
νCµν)
+2∂νCµν −
λ
2
dU1
dϕ
H∗µ
(
2ξ¯γµνργ5ψνAρ + ψ¯νγ
µνργ5ψρη
)]
+B∗µν
(
−3∂ρη
µνρ + 2λWCµν + λU1ξ¯γ
µνργ5ψρ
)
+ ψ∗µ [∂µξ
−iλU1 (γ5ψµη − γ5ξAµ)] + λH
∗µH∗ν
[
1
4
d2U1
dϕ2
ξ¯γµνργ5 (ξA
ρ − 2ψρη)
+
d2W
dϕ2
ηCµν
]
+ λ
dU1
dϕ
H∗µ
(
1
2
ξ¯γµνργ5ξB
∗
νρ + iψ
∗µγ5ξη
)
−3C∗µν
(
∂ρCµνρ + λ
dW
dϕ
AρCµνρ
)
+ η∗µνρ
(
4∂λη
µνρλ − 2λWCµνρ
)
+λC∗µν
[
dW
dϕ
ηCµν +
1
4
dU1
dϕ
ξ¯γµνργ5 (ξA
ρ − 2ψρη)
]
− λU1 (iξ
∗γ5ξη
−
1
6
η∗µνρξ¯γ
µνργ5ξ
)
− 3λH∗µ
(
d2W
dϕ2
H∗νAρ + 2
dW
dϕ
B∗νρ
)
Cµνρ
+4C∗µνρ
(
∂λCµνρλ + λ
dW
dϕ
Aλ
)
+ 2λWη∗µνρλCµνρλ
−λC∗µνρ
(
dW
dϕ
ηCµνρ −
1
12
dU1
dϕ
ξ¯γµνργ5ξη
)
+4λ
[
3
d2W
dϕ2
H∗µC∗νρAλ +
dW
dϕ
(
3B∗µνC∗ρλ + 2H∗µη∗νρλ
)]
Cµνρλ
+4λH∗µH∗ν
(
3
d2W
dϕ2
B∗ρλ +
d3W
dϕ3
H∗ρAλ
)
Cµνρλ
−λH∗µ
[
3C∗νρ
(
d2W
dϕ2
Cµνρ −
1
12
d2U1
dϕ2
ξ¯γµνργ5ξ
)
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+H∗νH∗ρ
(
d3W
dϕ3
Cµνρ −
1
12
d3U1
dϕ3
ξ¯γµνργ5ξ
)]
η
+λ
[
dW
dϕ
C∗µνρλ +
d2W
dϕ2
(
H∗[µC∗νρλ] + C∗[µνC∗ρλ]
)
+
d3W
dϕ3
H∗[µH∗νC∗ρλ] +
d4W
dϕ4
H∗µH∗νH∗ρH∗λ
]
ηCµνρλ
}
. (176)
By virtue of the discussion from the end of Section 2 on the significance of
terms with various antighost numbers from the solution to the master equa-
tion, at this stage we can extract all the information on the gauge structure
of the coupled model. From the antifield-independent piece in (176) we read
that the overall Lagrangian action of the interacting gauge theory has the
expression
S˜(I)[Aµ, Hµ, ϕ, Bµν , ψµ] =
∫
d4x [Hµ (∂
µϕ− λW (ϕ)Aµ)
+
1
2
Bµν∂[µAν] −
i
2
(
ψ¯µγ
µνρ (∂ν + λiγ5AνU1)ψρ
)]
, (177)
while from the components linear in the antighost number one antifields we
conclude that it is invariant under the gauge transformations
δ¯(I)ǫ ϕ = λW (ϕ) ǫ, (178)
δ¯(I)ǫ H
µ = 2D¯νǫ
µν + λ
[(
1
2
dU1
dϕ
ψ¯νγ
µνργ5ψρ −
dW
dϕ
Hµ
)
ǫ+
dU1
dϕ
Aρψ¯νγ
µνργ5χ
]
,
(179)
δ¯(I)ǫ A
µ = ∂µǫ, (180)
δ¯(I)ǫ B
µν = −3∂ρǫ
µνρ + 2λW (ϕ) ǫµν − λU1 (ϕ) ψ¯ργ
µνργ5χ, (181)
δ¯(I)ǫ ψµ = ∂µχ− iλU1 (ϕ) (γ5ψµǫ− γ5χAµ) , (182)
where we employed the notation
D¯ν = ∂ν + λ
dW
dϕ
Aν . (183)
We observe that (176) contains two kinds of pieces quadratic in the ghosts
of pure ghost number one: ones are linear in their antifields, and the others
are quadratic in the antifields of the original fields, which indicates the open
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behavior of the deformed gauge algebra. This is translated into the fact that
the commutators among the deformed gauge generators only close on-shell,
where on-shell means on the stationary surface of field equations for action
(177). Also, we notice the presence of terms linear in the ghosts with pure
ghost number two and three in (176), which shows that the gauge genera-
tors of the coupled model are also second-order reducible, but some of the
reducibility functions are modified and, moreover, some of the reducibility
relations only hold on-shell. The remaining elements in (176) give us infor-
mation on the higher-order gauge structure of the interacting model. All
these ingredients of the Lagrangian gauge structure of the deformed theory
are listed in Appendix C.
It is interesting to mention certain similarities between the model under
study and N = 1, D = 4 conformal SUGRA [44]. First, there are common
fields in both theories, namely a gravitino ψµ with undeformed gauge sym-
metries described by ordinary local Q-supersymmetry transformation χ (see
the latter formula from (13)) and a vector field Aµ with initial U (1) gauge
transformation ǫ (see the first relation in (12)). It is suggestive to make the
notations
χ ≡ ǫQ, ǫ ≡ ǫU , Dµ ≡ ∂µ + iλU1 (ϕ) γ5Aµ, (184)
in terms of which the deformed gauge transformations of the Rarita-Schwinger
spinors, (182), become
δ¯(I)ǫ ψµ = DµǫQ − iλU1 (ϕ) γ5ǫUψµ. (185)
Second, if we make the choices
U1 (ϕ) = −
3
4
, λ = 1, (186)
then the deformed gauge transformations of gravitini, (185), take the form
δ¯(I)ǫ ψµ = DµǫQ +
3
4
iγ5ǫUψµ, (187)
in terms of the covariant derivative
Dµ ≡ ∂µ −
3
4
iγ5Aµ. (188)
We observe that (187) are nothing but the standard N = 1, D = 4 con-
formal SUGRA gauge transformations of the spin-3/2 field in the absence
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of local dilatational D-transformation, special conformal S-supersymmetry,
local spacetime translations and local Lorentz rotations, i.e. solely in the
presence of local Q-supersymmetry and U (1)-symmetry. Indeed, it coincides
with formula (2.24) for ψµ given in [44] if one sets ǫD = ǫS = ǫ
a
P = ǫ
ab
M = 0.
By contrast to conformal SUGRA, where the gauge transformation of the
vector field Aµ gains Q-supersymmetric contributions, here it remains U (1)
also for the coupled model (see formula (180)). This is mainly because the
BF model under discussion does not include a Maxwell Lagrangian with re-
spect to Aµ, but the term (1/2)B
µν∂[µAν] (see (177)). For this topological
model it is precisely the two-form Bµν whose gauge transformations (181)
gain Q-supersymmetric contributions
δ¯(I)ǫ B
µν = something +
3
4
ψ¯ργ
µνργ5ǫQ (189)
that compensate the gauge variation of the last term from the right-hand side
of (177), namely, (i/2) ψ¯µγ
µνρDνψρ. In conclusion, we can state that (182)
describes a certain generalization of gravitino gauge transformations from
conformal SUGRA in the sense that puts the standard Q-supersymmetry
and U (1)-symmetry parts in a ‘background’ potential U1 (ϕ).
5.1 Case II. No couplings to the Rarita-Schwinger fields
The second solution to equations (170) is (175), so the deformed solution
of the master equation is uniquely parameterized in this situation by the
arbitrary function M (ϕ) (of the undifferentiated scalar field). This case is
less interesting from the point of view of interactions as the Rarita-Schwinger
spinors are no longer coupled to the BF fields. From (143) and the higher-
order deformation equations, (50), etc., it follows that we can safely take all
the deformations (of order two or higher) to vanish
Sk = 0, k > 1. (190)
Therefore, the overall deformed solution to the master equation that is con-
sistent to all orders in the coupling constant is equal to the sum between
the free solution, (43), and the first-order deformation, (142), where we set
(175), S(II) = S¯ + λS1, being expressed by
S(II) =
∫
d4x
[
Hµ∂
µϕ+
1
2
Bµν
(
∂[µAν] + λεµνρλMB
ρλ
)
+
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−
i
2
ψ¯µγ
µνρ∂νψρ + A
∗µ
(
∂µη − 2λMεµαβγη
αβγ
)
+2H∗µ
(
∂νC
µν + λ
dM
dϕ
Bµαεαβγδη
βγδ
)
− 3B∗µν∂ρη
µνρ
−3C∗µν∂ρC
µνρ + 4η∗µνρ∂λη
µνρλ
+λ
[(
dM
dϕ
C∗ρλ +
d2M
dϕ2
H∗ρH
∗
λ
)
Bρλ + 2
(
dM
dϕ
H∗µA
∗µ −Mη∗
)]
εαβγδη
αβγδ
−
9
4
λ
(
dM
dϕ
C∗ρλ +
d2M
dϕ2
H∗ρH
∗
λ
)
εαβγδη
ραβηλγδ + 4C∗µνρ∂λC
µνρλ
−λ
(
dM
dϕ
C∗νρλ +
d2M
dϕ2
H∗[νC
∗
ρλ] +
d3M
dϕ3
H∗νH
∗
ρH
∗
λ
)
ηνρλεαβγδη
αβγδ
+
λ
2
(
dM
dϕ
C∗µνρλ +
d2M
dϕ2
H∗[µC
∗
νρλ] +
d2M
dϕ2
C∗[µνC
∗
ρλ]
+
d3M
dϕ3
H∗[µH
∗
νC
∗
ρλ] +
d4M
dϕ4
H∗µH
∗
νH
∗
ρH
∗
λ
)
ηµνρλεαβγδη
αβγδ
]
. (191)
Its antighost number zero part emphasizes the Lagrangian action of the
deformed theory
S˜(II)[Aµ, Hµ, ϕ, Bµν , yi] =
∫
d4x
[
Hµ∂
µϕ−
i
2
ψ¯µγ
µνρ∂νψρ
+
1
2
Bµν
(
∂[µAν] + λεµνρλMB
ρλ
)]
, (192)
while the antighost number one components provide the gauge transforma-
tions of action (192)
δ¯(II)ǫ Aµ = ∂µǫ− 2λM (ϕ) εµαβγǫ
αβγ ≡ (Z˜
(II)
(A)µ)ǫ+ (Z˜
(II)
(A)µ)αβγǫ
αβγ , (193)
δ¯(II)ǫ H
µ = 2
(
∂νǫ
µν − λ
dM
dϕ
Bµαεαβγδǫ
βγδ
)
≡ (Z˜
(II)µ
(H) )αβǫ
αβ + (Z˜
(II)µ
(H) )αβγǫ
αβγ ,
(194)
δ¯(II)ǫ ϕ = 0, δ¯
(II)
ǫ B
µν = −3∂ρǫ
µνρ ≡ (Z˜
(II)µν
(B) )αβγǫ
αβγ , (195)
δ¯(II)ǫ ψ
Aµ = ∂µχA ≡ (Z˜
(II)Aµ
(ψ) )Bχ
B. (196)
We observe that in this case the Rarita-Schwinger fields remain uncoupled
to the BF field sector. From (193)–(196), we notice that the nonvanishing
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gauge generators are
(Z˜
(II)
(A)µ)(x, x
′) = (Z(A)µ)(x, x
′) = ∂xµδ
4(x− x′), (197)
(Z˜
(II)
(A)µ)αβγ(x, x
′) = −2λM (ϕ (x)) εµαβγδ
4(x− x′), (198)
(Z˜
(II)µ
(H) )αβ(x, x
′) = (Zµ(H))αβ(x, x
′) = −∂x[α δ
µ
β]δ
4(x− x′), (199)
(Z˜
(II)µ
(H) )αβγ(x, x
′) = −2λ
dM
dϕ
(x)Bµν (x) εναβγδ
4(x− x′), (200)
(Z˜
(II)µν
(B) )αβγ(x, x
′) = (Zµν(B))αβγ(x, x
′) = −
1
2
∂x[α δ
µ
βδ
ν
γ]δ
4(x− x′), (201)
(Z˜
(II)Aµ
(ψ) )B = (Z
Aµ
(ψ))B = δ
A
B∂
µ
xδ
4(x− x′). (202)
The deformed gauge algebra (corresponding to the generating set (193)–
(196)) is open, as can be seen from the elements of antighost number two
in (191) that are quadratic in the ghosts of pure ghost number one. The
only non-Abelian commutators among the new gauge transformations are
expressed by
(
Z˜
(II)ρλ
(B)
)
αβγ
δ(Z˜
(II)µ
(H) )α′β′γ′
δBρλ
−
(
Z˜
(II)ρλ
(B)
)
α′β′γ′
δ(Z˜
(II)µ
(H) )αβγ
δBρλ
=
−
λ
4
dM
dϕ
(Z˜
(II)µ
(H) )ρλδ
[ρ
[α
(
εβγ][α′β′
)
δ
λ]
γ′]
+λ
d2M
dϕ2
δ
[µ
[α
(
εβγ][α′β′
)
δ
ν]
γ′]
δS˜(II)
δHν
. (203)
Looking at the remaining terms of antighost number two from (191), we can
state that, besides the original first-order reducibility relations (18), there
appear some new ones
(Z
(II)µ
(H) )ρλ
(
Z˜
(II)ρλ
1
)
αβγδ
= 2λεαβγδ
(
d2M
dϕ2
Bµν
δS˜(II)
δHν
+
dM
dϕ
σµν
δS˜(II)
δAν
)
,
(204)
(Z
(II)µ
(A) )
(
Z˜
(II)
1
)
αβγδ
= −2λεαβγδ
dM
dϕ
σµν
δS˜(II)
δHν
, (205)
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which only close on-shell (i.e. on the stationary surface of field equations
resulting from action (191)), where the accompanying first-order reducibility
functions are of the form(
Z˜
(II)ρλ
1
)
αβγδ
(x, x′) = λ
dM
dϕ
(x)Bρλ (x) εαβγδδ
4(x− x′), (206)
(
Z˜
(II)
1
)
αβγδ
(x, x′) = −2λM (ϕ (x)) εαβγδδ
4(x− x′). (207)
The second-order reducibility is not modified (it continues to be expressed
by (19)). The presence (in (191)) of elements with antighost number strictly
greater than two that are proportional with the coupling constant λ signifies
a higher-order gauge tensor structure of the deformed model, due to the
open character of the gauge algebra, as well as to the field dependence of
the deformed reducibility functions. The case (II) appears thus to be less
important from the perspective of constructing effective couplings among
the BF fields and the spin-vector, since no nontrivial interactions among
them are allowed.
6 Conclusion
To conclude with, in this paper we have investigated the consistent interac-
tions that can be introduced between a topological BF theory and a mass-
less Rarita-Schwinger field. Starting with the BRST differential for the free
theory, we give the consistent first-order deformation of the solution to the
master equation, and obtain that it is parameterized by five kinds of func-
tions depending only on the undifferentiated scalar fields. Next, we analyze
the consistency of the first-order deformation, which imposes certain restric-
tions on these functions. Based on these restrictions, we show that we can
take all the remaining deformations, of order two or higher, to vanish. As
a consequence of our procedure, we are led to two classes of interacting
gauge theories. Only one is interesting, being endowed with deformed gauge
transformations, a non-Abelian gauge algebra that only closes on-shell, and
on-shell, second-order reducibility relations. This coupled model emphasizes
some contributions to the gauge transformations of the spin-3/2 field that
generalize the local Q-supersymmetry and U (1) gauge symmetry contribu-
tions from N = 1, D = 4 conformal SUGRA in the sense of multiplying them
with an arbitrary function that depends only on the scalar field from the BF
spectrum.
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A Proof of formula (128)
The proof of formula (128) requires the derivative order assumption. We
start from the general solution to (116), which is of the form (61) for I = 1,
being thus written as
a˜int1 = H
∗
µN
µξ + ϕ∗Nξ + A∗µN¯
µξ +B∗µνN¯
µνξ + ψ∗µMµξ + M¯
µψ¯∗µη, (208)
where Nµ, N , N¯µ, N¯µν , and M¯µ are some fermionic, gauge-invariant, spinor-
like functions andMµ is a matrix 4×4 with spinor indices and bosonic, gauge-
invariant elements. In addition, N¯µν is antisymmetric in its Lorentz indices.
Because c˜0 produced by (208) via (122) must contain at most one spacetime
derivative, the objects Nµ, N , N¯µ, N¯µν , M¯µ, and Mµ are also constrained to
include at most one derivative. Given their properties, exposed above, the
objects Nµ, N , N¯µ, N¯µν , and M¯µ can be represented like
Nµ = ∂[αψ¯β]N
µ|αβ , N = ∂[αψ¯β]N
αβ , N¯µ = ∂[αψ¯β]N¯
µ|αβ ,(209)
N¯µν = ∂[αψ¯β]N¯
µν|αβ , M¯µ = ∂[αψ¯β]M¯
µ|αβ , (210)
in terms of some 4 × 4 matrices Nµ|αβ , Nαβ , N¯µ|αβ , N¯µν|αβ , and M¯µ|αβ
with spinor-like indices, whose elements are smooth functions depending at
most on the undifferentiated scalar field. Since Mµ is 4 × 4, bosonic matrix
with, whose elements are gauge-invariant spinor functions with at most one
derivative, it can be represented like
Mµ = M
(0)
µ +M
(1)
µ|α∂
αϕ+M (2)µ ∂αH
α +M
(3)
µ|αβ∂
[αAβ] +M
(4)
µ|α∂βB
αβ , (211)
where M
(0)
µ , M
(1)
µ|α, M
(2)
µ , M
(3)
µ|αβ, andM
(4)
µ|α are 4×4 spinor matrices, whose el-
ements may depend at most on the undifferentiated scalar field ϕ, withM
(3)
µ|αβ
also antisymmetric in α and β. Let us show initially that (211) can always be
reduced to its first term via some trivial redefinitions (of the matrices from
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(209)–(210)) performed in a˜int1 . In view of this, we introduce (209)–(211) in
(208) and deduce
a˜int1 = H
∗
µ∂[αψ¯β]
(
Nµ|αβ −
i
2
σµνγαβρM
(1)
ρ|ν
)
ξ
+ϕ∗∂[αψ¯β]
(
Nαβ +
i
2
γαβρM (2)ρ
)
ξ
+A∗µ∂[αψ¯β]
(
N¯µ|αβ −
i
2
σµνγαβρM
(4)
ρ|ν
)
ξ
+B∗µν∂[αψ¯β]
(
N¯µν|αβ −
i
2
σα
′[µσν]β
′
γαβρM
(3)
ρ|α′β′
)
ξ
+ψ∗µM (0)µ ξ + ∂[αψ¯β]M¯
µ|αβψ¯∗µη
+s
(
−H∗αψ∗µM
(1)
µ|αξ + ϕ
∗ψ∗µM (2)µ ξ
−2B∗αβψ∗µM
(3)
µ|αβξ −A
∗αψ∗µM
(4)
µ|αξ
)
. (212)
Formula (212) allows us to take the solution to (116) under the form
a˜int1 = H
∗
µ∂[αψ¯β]N
µ|αβξ + ϕ∗∂[αψ¯β]N
αβξ + A∗µ∂[αψ¯β]N¯
µ|αβξ
+B∗µν∂[αψ¯β]N¯
µν|αβξ + ψ∗µM (0)µ ξ + ∂[αψ¯β]M¯
µ|αβψ¯∗µη, (213)
where Nµ|αβ , Nαβ , N¯µ|αβ , N¯µν|αβ , and M
(0)
µ are 4 × 4 matrices with spinor
indices, whose elements are smooth functions depending at most on ϕ (M
(0)
µ
is imposed to effectively depend on the scalar field since otherwise the cor-
responding term from a˜int1 cannot describe cross-interactions, i.e. mix the
BF sector with the Rarita-Schwinger one). We ask that (213) satisfies (122).
With the help of definitions (32)–(35), by direct computation we infer
δa˜int1 = ∂[αψ¯β]N
µ|αβξ∂µϕ− ∂[αψ¯β]N
αβξ∂µH
µ + ∂[αψ¯β]N¯
µ|αβξ∂νBµν
+∂[αψ¯β]N¯
µν|αβξ∂µAν − i∂µψ¯νγ
µνρM (0)ρ ξ
−
i
2
∂[αψ¯β]M¯
µ|αβγµνρ
(
∂[νψρ]
)
η. (214)
It is simpler to analyze δa˜int1 via decomposing it along the number of deriva-
tives into
δa˜int1 = ω1 + ω2, (215)
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where
ω1 = −i∂µψ¯νγ
µνρM (0)ρ ξ, (216)
ω2 = ∂[αψ¯β]N
µ|αβξ∂µϕ− ∂[αψ¯β]N
αβξ∂µH
µ + ∂[αψ¯β]N¯
µ|αβξ∂νBµν
+∂[αψ¯β]N¯
µν|αβξ∂µAν −
i
2
∂[αψ¯β]M¯
µ|αβγµνρ
(
∂[νψρ]
)
η. (217)
Using decomposition (215), it follows that equation (122) becomes equivalent
to two independent equations, one for each component:
ω1 = γd0 + ∂µv
µ
0 , (218)
ω2 = γd1 + ∂µv
µ
1 , (219)
where
c˜0 = − (d0 + d1) , m˜
µ
0 = v
µ
0 + v
µ
1 . (220)
The objects denoted by d0 or v
µ
0 are derivative-free, while d1 and v
µ
1 comprise
a single spacetime derivative. We will approach equations (218) and (219)
separately.
Related to (218), from (216) we find that
ω1 = γ
(
−iψ¯µγ
µνρM (0)ρ ψν
)
+ ∂µ
{
−iψ¯ν
[
γµνρM (0)ρ + γ
0
(
γ0γµνρM (0)ρ
)⊤]
ξ
}
−
i
2
ψ¯µ
[
γµνρ∂[νM
(0)
ρ] + γ
0
(
γ0γµνρ∂[νM
(0)
ρ]
)⊤]
ξ
+i∂µψ¯ν
[
γ0
(
γ0γµνρM (0)ρ
)⊤
− γµνρM (0)ρ
]
ξ − ω1, (221)
and hence equation (218) is fulfilled if and only if
γ0
(
γ0γµνρM (0)ρ
)⊤
− γµνρM (0)ρ = 0, (222)
γ0
(
γ0γµνρM (0)ρ
)⊤
+ γµνρM (0)ρ = A, (223)
where A is a constant 4 × 4 matrix with spinor-like indices. Relations (222)
and (223) are equivalent with
γµνρM (0)ρ = γ
0
(
γ0γµνρM (0)ρ
)⊤
=
1
2
A,
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i.e. the matrix M
(0)
ρ is purely constant, such that the corresponding term
from a˜int1 cannot produce cross-couplings, as required. As a consequence, we
can safely work with
M (0)ρ = 0 (224)
in a˜int1 , which further leads to
ω1 = d0 = v
µ
0 = 0. (225)
Regarding (219), we observe that ω2 is written as a sum of four different
types of terms
ω2 = ω
(1)
2 + ω
(2)
2 + ω
(3)
2 + ω
(4)
2 , (226)
where
ω
(1)
2 = ∂[αψ¯β]N
µ|αβξ∂µϕ, (227)
ω
(2)
2 = −∂[αψ¯β]N
αβξ∂µH
µ, (228)
ω
(3)
2 = ∂[αψ¯β]N¯
µ|αβξ∂νBµν , (229)
ω
(4)
2 = ∂[αψ¯β]N¯
µν|αβξ∂µAν −
i
2
∂[αψ¯β]M¯
µ|αβγµνρ
(
∂[νψρ]
)
η, (230)
so each type mixes the Rarita-Schwinger spinor with various fields/ghosts
from the BF complex. Recalling decomposition (226), it is easy to see that
ω2 is γ-exact modulo d if and only if each of its components, ω
(j)
2 , j = 1, 4,
is so:
ω
(j)
2 = γd
(j)
1 + ∂µv
(j)µ
1 , j = 1, 4, (231)
where
d1 =
4∑
j=1
d
(j)
1 , v
µ
1 =
4∑
j=1
v
(j)µ
1 . (232)
We will analyze equations (231) separately as well. Firstly, we consider (231)
for j = 1 and denote by Nˆµ|αβ some 4 × 4 matrices with spinor-like indices,
whose elements are nothing but some indefinite integrals of the corresponding
elements of Nµ|αβ . In terms of this new matrices, (227) becomes
ω
(1)
2 = ∂[αψ¯β]
(
∂µNˆ
µ|αβ
)
ξ
= ∂µ
[(
∂[αψ¯β]
)
Nˆµ|αβξ
]
+ γ
[
−
(
∂[αψ¯β]
)
Nˆµ|αβψµ
]
−
(
∂µ∂[αψ¯β]
)
Nˆµ|αβξ, (233)
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such that ω
(1)
2 is solution to (231) for j = 1 if and only if(
∂µ∂[αψ¯β]
)
Nˆµ|αβ = 0, (234)
or, in other words, matrices Nˆµ|αβ are completely antisymmetric in their
Lorentz indices. Since we work in D = 4, the general solution to (234) reads
as
Nˆµ|αβ = γµαβ
(
iUˆ7 + Uˆ8γ5
)
, (235)
where Uˆ7 and Uˆ8 are some real, smooth functions of ϕ. Replacing (235) into
(233), we get
ω
(1)
2 ≡ ∂[αψ¯β]γ
µαβ
(
i∂µUˆ7 + ∂µUˆ8γ5
)
ξ = ∂µ
[(
∂[αψ¯β]
)
γµαβ
(
iUˆ7 + Uˆ8γ5
)
ξ
]
+γ
[
−
(
∂[αψ¯β]
)
γµαβ
(
iUˆ7 + Uˆ8γ5
)
ψµ
]
, (236)
which enables us to make the identifications
d
(1)
1 = −
(
∂[αψ¯β]
)
γµαβ
(
iUˆ7 + Uˆ8γ5
)
ψµ (237)
v
(1)µ
1 =
(
∂[αψ¯β]
)
γµαβ
(
iUˆ7 + Uˆ8γ5
)
ξ. (238)
Due to the relationship between Nˆµ|αβ and Nµ|αβ , we can write
Nµ|αβ = γµαβ
(
i
dUˆ7
dϕ
+
dUˆ8
dϕ
γ5
)
. (239)
Next, we approach equation (231) for j = 2. By integrating by parts, we
arrive at
ω
(2)
2 = ∂µ
(
−Hµ∂[αψ¯β]N
αβξ
)
+ γ
(
Hµ∂[αψ¯β]N
αβψµ
)
−2∂[αψ¯β]N
αβψµ∂νC
µν +Hµ∂µ
(
∂[αψ¯β]N
αβ
)
ξ, (240)
so (231) for j = 2 imposes the following restrictions (to be satisfied simulta-
neously):
∂[αψ¯β]N
αβψµ = ∂µl, (241)
∂µ
(
∂[αψ¯β]N
αβ
)
= 0. (242)
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The former equality, (241), cannot take place. (The Euler-Lagrange deriva-
tives of the right-hand of (241) with respect to ψρ vanishes obviously, while
that of the left-hand side is nonvanishing.) Neither does equation (242) be-
cause in the opposite situation the quantity ∂[αψ¯β]N
αβ should be constant.
The requirement that ω
(2)
2 is of the form (231) for j = 2 implies thus the
condition
Nαβ = 0. (243)
Integrating now by parts equation (231) for j = 3, it results
ω
(3)
2 = ∂
ν
[(
∂[αψ¯β]
)
N¯µ|αβξBµν
]
+ γ
[
−
(
∂[αψ¯β]
)
N¯µ|αβψνBµν
]
−3
(
∂[αψ¯β]
)
N¯µ|αβψν∂ρηµνρ − ∂
ν
(
∂[αψ¯β]N¯
µ|αβ
)
ξBµν , (244)
so ω
(3)
2 reads as in (231) for j = 3 if and only if the next properties are verified
simultaneously:(
∂[αψ¯β]
)
N¯µ|αβψν −
(
∂[αψ¯β]
)
N¯ν|αβψµ = ∂[µkν], (245)
∂[αψ¯β]N¯
µ|αβ = ∂µk, (246)
with kµ and k local quantities and k having in addition a spinor-like behavior.
Equations (245) and (246) are incompatible, so the requirement that ω
(3)
2 is
of the form (231) for j = 3 reveals the condition
N¯µ|αβ = 0. (247)
(The incompatibility between conditions (245) and (246) can be emphasized
for instance by taking N¯µ|αβ to be a 4×4 matrix with spinor-like indices that
is solution to (246). Since k is a derivative-free spinor, this solution inserted
in the left-hand side of (246) gives(
∂[αψ¯β]
)
N¯µ|αβψν −
(
∂[αψ¯β]
)
N¯ν|αβψµ = (∂µk)ψν − (∂νk)ψµ
= ∂[µ
(
kψν]
)
− k
(
∂[µψν]
)
6= ∂[µkν], (248)
which shows that (245) cannot be satisfied and proves thus our assertion.)
We are left now with equation (231) for j = 4. Integrating it by parts, we
obtain
ω
(4)
2 = ∂µ
[
Aν
(
∂[αψ¯β]
)
N¯µν|αβξ − η
(
∂[αψ¯β]
)
N¯µν|αβψν
]
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+γ
[
Aµ
(
∂[αψ¯β]
)
N¯µν|αβψν
]
+∂µ
[(
∂[αψ¯β]
)
N¯µν|αβ
]
(ψνη − ξAν)
+
1
2
(
∂[αψ¯β]
) (
N¯µν|αβ − iσρλM¯
ρ|αβγλµν
) (
∂[µψν]
)
η. (249)
From (249) we notice that ω
(4)
2 can be written like in (231) for j = 4 if and
only if the next formulas hold simultaneously:(
∂[αψ¯β]
)
N¯µν|αβ = ∂ρK
µνρ, (250)(
γ0Nˆµν|αβ
)⊤
= γ0Nˆαβ|µν . (251)
In the above Kµνρ has a spinor behavior, is derivative-free, and completely
antisymmetric in its Lorentz indices, while Nˆµν|αβ is defined via
Nˆµν|αβ = N¯µν|αβ − iσρλM¯
ρ|αβγλµν . (252)
Equation (250) shows that N¯µν|αβ cannot depend on the scalar field ϕ, being
therefore some constant, 4×4 matrices with spinor-like indices. Under these
circumstances, (250) becomes equivalent to
∂ρ
(
2ψ¯λN¯
µν|ρλ −Kµνρ
)
= 0 (253)
and, since the quantity under derivative is derivative-free, (253) produces
2ψ¯λN¯
µν|ρλ = Kµνρ. (254)
Taking into account the complete antisymmetry of Kµνρ, from the last for-
mula it follows that N¯µν|ρλ must be also antisymmetric with respect to its
first three indices. On the other hand, N¯µν|ρλ is known to be antisymmetric
in its last two indices, so they must be fully antisymmetric with respect to
their Lorentz indices. In D = 4 there is a single possibility for the solution
of equation (250), namely
N¯µν|ρλ = εµνρλ (k1 + ik2γ5) , (255)
with k1 and k2 some arbitrary, real constants. In order to solve the last
condition, (251), we decompose the matrices Nˆµν|αβ according to the basis
(6)
Nˆµν|αβ = nˆµν|αβ + nˆµν|αβρ γ
ρ + nˆ
µν|αβ
ρλ γ
ρλ + nˆ
µν|αβ
ρλσ γ
ρλσ + n¯µν|αβγ5, (256)
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where nˆµν|αβ , nˆ
µν|αβ
ρ , nˆ
µν|αβ
ρλ , nˆ
µν|αβ
ρλσ , and n¯
µν|αβ are some Lorentz tensors,
completely antisymmetric in their lower indices, displaying the same symme-
try/antisymmetry properties like Nˆµν|αβ with respect to their upper indices,
and depending only on the undifferentiated scalar field. Since in D = 4 the
only constant Lorentz tensors have an even number of indices, the decompo-
sition (256) reduces to
Nˆµν|αβ = nˆµν|αβ + nˆ
µν|αβ
ρλ γ
ρλ + n¯µν|αβγ5. (257)
Asking that (257) satisfies (251) and using properties (10)–(11), it follows
that nˆµν|αβ , nˆ
µν|αβ
ρλ , and n¯
µν|αβ consequently exhibit the symmetry/antisymmetry
properties
nˆµν|αβ = −nˆαβ|µν , (258)
nˆ
µν|αβ
ρλ = nˆ
αβ|µν
ρλ , (259)
n¯µν|αβ = −n¯αβ|µν . (260)
Because all the constant Lorentz tensors can be constructed out of the flat
metric and the Levi-Civita symbol and we work in D = 4, it is easy to
see that there are no such tensors that fulfill the properties (258)–(260) and
hence the solution to (251) is purely trivial
Nˆµν|αβ = 0. (261)
Replacing now (255) and (261) into (252), we conclude that
iσρλM¯
ρ|αβγλµν = εµνρλ (k1 + ik2γ5) . (262)
The last relations allow us to identify the concrete expression of the matrices
M¯ρ|αβ , which are restricted to be constant. This can be done by decomposing
these matrices along the basis (6)
M¯ρ|αβ = m¯ρ|αβ + m¯ρ|αβσ γ
σ + m¯ρ|αβσε γ
σε + m¯ρ|αβσεγ γ
σεγ + mˆρ|αβγ5, (263)
where m¯ρ|αβ, m¯
ρ|αβ
σ , m¯
ρ|αβ
σε , m¯
ρ|αβ
σεγ , and mˆρ|αβ are some constant, nonderivative
Lorentz tensors, antisymmetric in their lower indices and with the symmetry
properties of M¯ρ|αβ with respect to their upper indices. Invoking one more
time the even number of Lorentz indices for any constant tensor in D = 4,
only the second and the fourth terms from decomposition (263) will survive,
M¯ρ|αβ = m¯ρ|αβσ γ
σ + m¯ρ|αβσεγ γ
σεγ . (264)
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Their general expressions are
m¯ρ|αβσ = k¯1ε
ραβ
σ + k¯2σ
ρ[αδβ]σ , (265)
m¯ρ|αβσεγ = −
1
6
k¯3ε
[α
σεγ σ
β]ρ +
1
6
k¯4δ
[ρ
σ δ
α
ε δ
β]
γ , (266)
with k¯s some constants. From the Fierz identities
γαγ
µνρ = δ[µα γ
νρ] + γ µνρα , (267)
γαβγγ
µνρ = −δ[µα δ
ν
βδ
ρ]
γ − δ
[µ
[αδ
ν
βγ
ρ]
γ] , (268)
the duality relations (8), and formulas (264)–(266), the left-hand side of
equation (262) becomes
iσρλM¯
ρ|αβγλµν = 2εµναβ
(
−ik¯3 + k¯2γ5
)
− 2σµ[ασβ]ν
(
ik¯4 + k¯1γ5
)
+σµ[αγβ]ν
[
i
(
k¯2 − k¯4
)
+
(
−k¯1 + k¯3
)
γ5
]
−σν[αγβ]µ
[
i
(
k¯2 − k¯4
)
+
(
−k¯1 + k¯3
)
γ5
]
, (269)
such that (262) projected on the elements of the basis (6) amounts to three
independent equations
− 2iεµναβ k¯3 − 2iσ
µ[ασβ]ν k¯4 = ε
µναβk1, (270)
2εµναβk¯2 − 2σ
µ[ασβ]ν k¯1 = iε
µναβk2, (271)(
σµ[αδ
β]
[ρ δ
ν
λ] − σ
ν[αδ
β]
[ρ δ
µ
λ]
) (
k¯2 − k¯4
)
−
(
σµ[αε
β]ν
ρλ − σ
ν[αε
β]µ
ρλ
) (
−k¯1 + k¯3
)
= 0.
(272)
The previous relations are nothing but an algebraic system with the un-
knowns k1, k2, k¯1, k¯2, k¯3, and k¯4:
2ik¯3 + k1 = 0, k¯4 = 0, (273)
2k¯2 − ik2 = 0, k¯1 = 0, (274)
k¯2 − k¯4 = 0, −k¯1 + k¯3 = 0, (275)
whose solution is purely trivial
k1 = k2 = k¯1 = k¯2 = k¯3 = k¯4 = 0. (276)
So far, we have shown that ω
(4)
2 satisfies equation (231) for j = 4 if and only
if
M¯ρ|αβ = N¯µν|ρλ = 0. (277)
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We are now in a position to prove the assertion that a˜int1 can be taken to
be trivial. Substituting results (239), (243), (247), and (277) into (213), we
identify the component a˜int1 of (121), i.e. the solution to (116) that fulfills
(122), as
a˜int1 = H
∗
µ
(
∂[αψ¯β]
)
γµαβ
(
i
dUˆ7
dϕ
+
dUˆ8
dϕ
γ5
)
ξ. (278)
From the actions of the differentials δ, γ, and s, it is simple to see that (278)
reads as
a˜int1 = ∂µ
[
2iψ∗µ
(
iUˆ7 + Uˆ8γ5
)
ξ
]
+ s
[
2iH∗µψ
∗µ
(
i
dUˆ7
dϕ
+
dUˆ8
dϕ
γ5
)
ξ
−2iξ∗
(
iUˆ7 + Uˆ8γ5
)
ξ
]
+ γ
[
−2iψ∗µ
(
iUˆ7 + Uˆ8γ5
)
ψµ
]
, (279)
so, in agreement with (52) and (58), it will produce only trivial deformations,
so it can indeed be made to vanish.
B Proof of formula (138)
In the following we solve equation (135) and hence proof formula (138). It is
advantageous to decompose a¯′′int0 with respect to the number of derivatives
into
a¯′′int0 =
(0)
π +
(1)
π , (280)
where
(0)
π is derivative-free and
(1)
π comprises a single spacetime derivative of
the fields. Again,
(0)
π and
(1)
π mix the Rarita-Schwinger field with the BF field
sector. Due to (280), equation (135) is clearly equivalent to
γ
(0)
π = ∂µ
(0)
u
µ
0 , (281)
γ
(1)
π = ∂µ
(1)
u
µ
0 . (282)
Making use of definitions (39) and (40), we infer
γ
(0)
π =
∂R
(0)
π
∂ψµ
∂µξ + 2
∂
(0)
π
∂Hµ
∂νC
µν +
∂
(0)
π
∂Aµ
∂µη − 3
∂
(0)
π
∂Bµν
∂ρη
µνρ
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= ∂µ

∂R(0)π
∂ψµ
ξ − 2
∂
(0)
π
∂Hν
Cµν +
∂
(0)
π
∂Aµ
η − 3
∂
(0)
π
∂Bνρ
ηµνρ


−

∂µ∂R
(0)
π
∂ψµ

 ξ +

∂[µ ∂
(0)
π
∂Hν]

Cµν −

∂µ ∂
(0)
π
∂Aµ

 η
+

∂[µ ∂
(0)
π
∂Bνρ]

 ηµνρ, (283)
so
(0)
π satisfies (281) if
∂µ
∂R
(0)
π
∂ψµ
= 0, ∂[µ
∂
(0)
π
∂Hν]
= 0, (284)
∂µ
∂
(0)
π
∂Aµ
= 0, ∂[µ
∂
(0)
π
∂Bνρ]
= 0. (285)
The solutions to the latter equations from (284) and also to (285) may be triv-
ial, but the former equation from (284) must necessarily provide a nontrivial
solution in order to produce cross-interactions. But
(0)
π is derivative-free, such
that the solutions to (284) and (285) read as
∂R
(0)
π
∂ψµ
= Ψµ,
∂
(0)
π
∂Hµ
= hµ, (286)
∂
(0)
π
∂Aµ
= aµ,
∂
(0)
π
∂Bµν
= bµν , (287)
where Ψµ, hµ, a
µ, and bµν are all constants. In addition, Ψ
µ is a spinor and
bµν is antisymmetric, bµν = −bνµ. There are no such constants and hence
(284) and (285) possess only the trivial solution, which further implies that
the solution to (281) is also trivial,
(0)
π = 0. (288)
Regarding equation (282), from definitions (39) and (40) we can write
γ
(1)
π =
∂R
(1)
π
∂ψµ
∂µξ +
∂R
(1)
π
∂ (∂λψµ)
∂λ∂µξ + 2
∂
(1)
π
∂Hµ
∂νC
µν + 2
∂
(1)
π
∂ (∂λHµ)
∂λ∂νC
µν
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+
∂
(1)
π
∂Aµ
∂µη +
∂
(1)
π
∂ (∂λAµ)
∂λ∂µη − 3
∂
(1)
π
∂Bµν
∂ρη
µνρ − 3
∂
(1)
π
∂ (∂λBµν)
∂λ∂ρη
µνρ
= ∂µ



∂R(1)π
∂ψµ
− ∂λ
∂R
(1)
π
∂ (∂µψλ)

 ξ + ∂R(1)π
∂ (∂λψµ)
∂λξ − 2
∂
(1)
π
∂ (∂λHν)
∂λC
µν
−2
∂
(1)
π
∂Hν
Cµν + 2

∂ρ ∂
(1)
π
∂ (∂µHλ)

Cρλ +

 ∂(1)π
∂Aµ
− ∂λ
∂
(1)
π
∂ (∂µAλ)

 η
+
∂
(1)
π
∂ (∂λAµ)
∂λη − 3

 ∂(1)π
∂Bνρ
ηµνρ +
∂
(1)
π
∂ (∂λBνρ)
∂λη
µνρ


+3

∂ν ∂
(1)
π
∂ (∂µBρλ)

 ηνρλ

−

∂µ δR
(1)
π
δψµ

 ξ +

∂[µ δR
(1)
π
δHν]

Cµν
−

∂µ δ
(1)
π
δAµ

 η +

∂[µ δ
(1)
π
δBνρ]

 ηµνρ, (289)
so we conclude that
(1)
π fulfills (282) if the following equations take place:
∂µ
δR
(1)
π
δψµ
= 0, ∂[µ
δ
(1)
π
δHν]
= 0, (290)
∂µ
δ
(1)
π
δAµ
= 0, ∂[µ
δ
(1)
π
δBνρ]
= 0. (291)
Their solutions are given by
δR
(1)
π
δψµ
= ∂νΨ
µν ,
δ
(1)
π
δHµ
= ∂µH, (292)
δ
(1)
π
δAµ
= ∂νA
µν ,
δ
(1)
π
δBµν
= ∂[µBν], (293)
where the objects Ψµν , H , Aµν , and Bµ are functions (with Ψ
µν fermionic
and spinor-like and the remaining ones bosonic) depending only on the un-
differentiated fields, with both Ψµν and Aµν antisymmetric
Ψµν = −Ψνµ, Aµν = −Aνµ. (294)
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Before solving equations (292) and (293), we will show that the dependence of
(1)
π on Hµ, Aµ, and B
µν can be eliminated through some trivial deformations.
Let N be a derivation in the algebra of the fields ψµ, H
µ, Aµ, and B
µν and
of their derivatives that counts the powers of the fields and their derivatives
N =
∑
k≥0
(
(∂µ1···µkψµ)
∂L
∂ (∂µ1···µkψµ)
+ (∂µ1···µkH
µ)
∂
∂ (∂µ1···µkH
µ)
+ (∂µ1···µkAµ)
∂
∂ (∂µ1···µkAµ)
+ (∂µ1···µkBµν)
∂
∂ (∂µ1···µkBµν)
)
.(295)
Then, it is easy to see that for every nonintegrated density φ we have
Nφ =
δRφ
δψµ
ψµ +
δφ
δHµ
Hµ +
δφ
δAµ
Aµ +
δφ
δBµν
Bµν + ∂µs
µ, (296)
where δ(R)φ/δΦα0 denotes the (right) variational derivative of φ with respect
to the field Φα0 . If φ(l) is a homogeneous polynomial of degree l in the fields
ψµ, H
µ, Aµ, B
µν and their derivatives, then Nφ(l) = lφ(l). Inserting (292)
and (293) in (296) for φ =
(1)
π and moving the derivatives such to act on the
fields, we infer
N
(1)
π =
1
2
Ψµν∂[µψν] −H∂µH
µ +
1
2
Aµν∂[µAν] + 2B
µ∂νBµν + ∂µt
µ. (297)
Decomposing
(1)
π as a sum of homogeneous polynomials of various degrees in
the fields and their derivatives
(1)
π =
∑
k≥2
(1)
π
(k)
, (298)
such that N
(1)
π
(k)
= k
(1)
π
(k)
(with k ≥ 2 since
(1)
π contains at least two spinors),
we deduce
N
(1)
π =
∑
k≥2
k
(1)
π
(k)
. (299)
Comparing (299) with (297), we conclude that decomposition (298) induces
a similar decomposition at the level of the functions Ψµν , H , Aµν , and Bµ,
i.e.
Ψµν =
∑
k≥2
Ψµν(k−1), H =
∑
k≥2
H(k−1), (300)
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Aµν =
∑
k≥2
Aµν(k−1), B
µ =
∑
k≥2
Bµ(k−1). (301)
Substituting (300) and (301) in (297) and then comparing the result with
(299), we find that
(1)
π
(k)
=
1
2k
Ψµν(k−1)∂[µψν] −
1
k
H(k−1)∂µH
µ
+
1
2k
Aµν(k−1)∂[µAν] +
2
k
Bµ(k−1)∂
νBµν + ∂µtˆ
µ
(k), (302)
which further inserted in (298) provides
(1)
π as
(1)
π =
1
2
Ψˆµν∂[µψν] − Hˆ∂µH
µ +
1
2
Aˆµν∂[µAν] + 2Bˆ
µ∂νBµν + ∂µtˆ
µ, (303)
where we made the notations
Ψˆµν =
∑
k≥21
1
k
Ψµν(k−1), Hˆ =
∑
k≥2
1
k
H(k−1), (304)
Aˆµν =
∑
k≥2
1
k
Aµν(k−1), Bˆ
µ =
∑
k≥2
1
k
Bµ(k−1). (305)
As a consequence, we succeeded in bringing the solution
(1)
π of equation (282)
to the form (303). On the one hand, it is direct to see (from the former
definition in (33), definitions (34), and formula (303)) that all the terms
from
(1)
π but the first vanish on-shell modulo d, and therefore they can be
written in a δ-exact modulo d form
(1)
π =
1
2
Ψˆµν∂[µψν] + δ
(
−ϕ∗Hˆ − B∗µνAˆ
µν − 2A∗µBˆ
µ
)
+ ∂µtˆ
µ. (306)
On the other hand, equation (282) shows that
(1)
π belongs to H0 (γ|d) in
antighost number zero. Using the general result [42] according to which
the elements of H (γ|d) independent of antifields are nontrivial elements of
H (s|d) if and only if they do not vanish on-shell modulo d, we can state
that all the terms from (303) excepting the first one are trivial elements of
H (s|d), so they can be eliminated by trivial redefinitions of the fields. In
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conclusion, the entire dependence of
(1)
π on Hµ, Aµ, and B
µν can be removed,
which proves our statement from the end of the previous paragraph.
Now, we come back to completing
(1)
π as solution to (282). By virtue of
the above discussion, we can state that the general form of the nontrivial
candidate to the solution of equation (282) can be chosen under the form
(1)
π =
1
2
Ψˆµν∂[µψν] + ∂µt¯
µ, (307)
where Ψˆµν is antisymmetric, Ψˆµν = −Ψˆνµ, spinor-like, derivative-free (due to
the derivative order assumption) and depends effectively on the undifferenti-
ated scalar field ϕ (because otherwise
(1)
π would not describe cross-couplings,
but only self-interactions in the Rarita-Schwinger sector). It is convenient to
represent Ψˆµν like
Ψˆµν = ψ¯ρΨˆ
µν|ρ, (308)
where Ψˆµν|ρ are 4 × 4 matrices with spinor-like indices, whose elements are
bosonic functions depending on the undifferentiated fields ψλ and ϕ. Accord-
ing to the chosen basis (6), Ψˆµν|ρ decomposes as
Ψˆµν|ρ = Ψ˜µν|ρ + Ψ˜µν|ρα γ
α + Ψ˜
µν|ρ
αβ γ
αβ + Ψ˜
µν|ρ
αβγ γ
αβγ + Ψ¯µν|ργ5, (309)
where Ψ˜µν|ρ, Ψ˜
µν|ρ
α , Ψ˜
µν|ρ
αβ , Ψ˜
µν|ρ
αβγ , and Ψ¯
µν|ρ are some bosonic, Lorentz tensors
constructed out of ψλ and ϕ, separately antisymmetric in their lower indices
and in the upper pair {µ, ν} respectively. From (309) and properties (10)–
(11), (307) can be expressed as
(1)
π =
1
2
[(
∂[µψ¯ν]
)
ψρΨ˜
µν|ρ −
(
∂[µψ¯ν]
)
γαψρΨ˜
µν|ρ
α −
(
∂[µψ¯ν]
)
γαβψρΨ˜
µν|ρ
αβ
+
(
∂[µψ¯ν]
)
γαβγψρΨ˜
µν|ρ
αβγ +
(
∂[µψ¯ν]
)
γ5ψρΨ¯
µν|ρ
]
+ ∂µt¯
µ. (310)
By applying the differential γ on (310), we get
γ
(1)
π =
1
2
[
Ψ˜µν|ρ
(
∂[µψ¯ν]
)
− Ψ˜µν|ρα
(
∂[µψ¯ν]
)
γα − Ψ˜
µν|ρ
αβ
(
∂[µψ¯ν]
)
γαβ
+Ψ˜
µν|ρ
αβγ
(
∂[µψ¯ν]
)
γαβγ + Ψ¯µν|ρ
(
∂[µψ¯ν]
)
γ5 +
(
∂[µψ¯ν]
)
ψλ
∂RΨ˜µν|λ
∂ψρ
−
(
∂[µψ¯ν]
)
γαψλ
∂RΨ˜
µν|λ
α
∂ψρ
−
(
∂[µψ¯ν]
)
γαβψλ
∂RΨ˜
µν|λ
αβ
∂ψρ
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+
(
∂[µψ¯ν]
)
γαβγψλ
∂RΨ˜
µν|λ
αβγ
∂ψρ
+
(
∂[µψ¯ν]
)
γ5ψλ
∂RΨ¯µν|λ
∂ψρ
]
∂ρξ + ∂µ (γt¯
µ) ,(311)
such that equation (282) is fulfilled if
∂ρ
[
Ψ˜µν|ρ
(
∂[µψ¯ν]
)
− Ψ˜µν|ρα
(
∂[µψ¯ν]
)
γα − Ψ˜
µν|ρ
αβ
(
∂[µψ¯ν]
)
γαβ
+Ψ˜
µν|ρ
αβγ
(
∂[µψ¯ν]
)
γαβγ + Ψ¯µν|ρ
(
∂[µψ¯ν]
)
γ5 +
(
∂[µψ¯ν]
)
ψλ
∂RΨ˜µν|λ
∂ψρ
−
(
∂[µψ¯ν]
)
γαψλ
∂RΨ˜
µν|λ
α
∂ψρ
−
(
∂[µψ¯ν]
)
γαβψλ
∂RΨ˜
µν|λ
αβ
∂ψρ
+
(
∂[µψ¯ν]
)
γαβγψλ
∂RΨ˜
µν|λ
αβγ
∂ψρ
+
(
∂[µψ¯ν]
)
γ5ψλ
∂RΨ¯µν|λ
∂ψρ
]
= 0. (312)
The above equation implies the existence of an antisymmetric spinor-tensor
Φρλ, Φρλ = −Φλρ, depending on ϕ and ψµ, in terms of which
Ψ˜µν|ρ
(
∂[µψ¯ν]
)
− Ψ˜µν|ρα
(
∂[µψ¯ν]
)
γα − Ψ˜
µν|ρ
αβ
(
∂[µψ¯ν]
)
γαβ
+Ψ˜
µν|ρ
αβγ
(
∂[µψ¯ν]
)
γαβγ + Ψ¯µν|ρ
(
∂[µψ¯ν]
)
γ5 +
(
∂[µψ¯ν]
)
ψλ
∂RΨ˜µν|λ
∂ψρ
−
(
∂[µψ¯ν]
)
γαψλ
∂RΨ˜
µν|λ
α
∂ψρ
−
(
∂[µψ¯ν]
)
γαβψλ
∂RΨ˜
µν|λ
αβ
∂ψρ
+
(
∂[µψ¯ν]
)
γαβγψλ
∂RΨ˜
µν|λ
αβγ
∂ψρ
+
(
∂[µψ¯ν]
)
γ5ψλ
∂RΨ¯µν|λ
∂ψρ
= ∂λΦ
ρλ. (313)
In order to analyze equation (313), we compute its Euler-Lagrange derivative
with respect to ϕ and deduce the necessary condition
δ
δϕ
[
Ψ˜µν|ρ
(
∂[µψ¯ν]
)
− Ψ˜µν|ρα
(
∂[µψ¯ν]
)
γα − Ψ˜
µν|ρ
αβ
(
∂[µψ¯ν]
)
γαβ
+Ψ˜
µν|ρ
αβγ
(
∂[µψ¯ν]
)
γαβγ + Ψ¯µν|ρ
(
∂[µψ¯ν]
)
γ5 +
(
∂[µψ¯ν]
)
ψλ
∂RΨ˜µν|λ
∂ψρ
−
(
∂[µψ¯ν]
)
γαψλ
∂RΨ˜
µν|λ
α
∂ψρ
−
(
∂[µψ¯ν]
)
γαβψλ
∂RΨ˜
µν|λ
αβ
∂ψρ
+
(
∂[µψ¯ν]
)
γαβγψλ
∂RΨ˜
µν|λ
αβγ
∂ψρ
+
(
∂[µψ¯ν]
)
γ5ψλ
∂RΨ¯µν|λ
∂ψρ
]
= 0. (314)
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Since Ψˆµν|ρs are bosonic, they can be decomposed as sums of homogeneous
polynomials of various, even degrees in the Rarita-Schwinger spinors, so it
is enough to analyze equation (314) for a fixed value of this degree, say 2p.
Consequently, all the components from (309) (namely Ψ˜µν|ρ, Ψ˜
µν|ρ
α , Ψ˜
µν|ρ
αβ ,
Ψ˜
µν|ρ
αβγ , and Ψ¯
µν|ρ) will display the same degree with respect to ψρ. Multiplying
(314) at the right with ψρ and using (308), (309), and the homogeneity
assumption, we finally find
(2p+ 1)
δ
δϕ
(
Ψˆµν∂[µψν]
)
= 0, (315)
which, according to (307), indicates that
(1)
π cannot depend nontrivially on
the scalar field, and therefore it describes only self-interactions in the Rarita-
Schwinger sector, so it can be made to vanish
(1)
π = 0. (316)
Based on results (288) and (316), from (280) we obtain precisely (138).
C Gauge generators, commutators, and re-
ducibility of the coupled model in case I
From the terms of antighost number one present in (176), we read the nonva-
nishing gauge generators of the coupled model (written in De Witt condensed
notations) as
(Z˜
(I)µ
(A) ) = (Z
µ
(A)) = ∂
µ, (Z˜
(I)µ
(H) )αβ = −D[αδ
µ
β], (317)
(Z˜
(I)µ
(H) ) = λ
(
1
2
dU1
dϕ
ψ¯νγ
µνργ5ψρ −
dW
dϕ
Hµ
)
, (318)
(Z˜
(I)µ
(H) )A = λ
dU1
dϕ
Aρ
(
ψ¯νγ
µνργ5
)
A
, (Z˜
(I)
(ϕ)) = λW, (319)
(Z˜
(I)µν
(B) )αβγ = −
1
2
∂[αδ
µ
βδ
ν
γ], (Z˜
(I)µν
(B) )αβ = λWδ
µ
[αδ
ν
β], (320)
(Z˜
(I)µν
(B) )A = −λU1
(
ψ¯ργ
µνργ5
)
A
, (321)
(Z˜
(I)Aµ
(ψ) ) = −iλU1 (γ5)
A
B ψ
Bµ, (322)
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(Z˜
(I)Aµ
(ψ) )B =
(
δAB∂
µ + iλU1 (γ5)
A
B A
µ
)
. (323)
The nonvanishing commutators among the gauge transformations of the cou-
pled model result from the pieces in (176) that are quadratic in the ghosts
of pure ghost number one and take the form
(Z˜
(I)
(ϕ))
δ(Z˜
(I)µ
(H) )αβ
δϕ
+ (Z˜
(I)ρ
(A) )
δ(Z˜
(I)µ
(H) )αβ
δAρ
− (Z˜
(I)ρ
(H))αβ
δ(Z˜
(I)µ
(H) )
δHρ
= λ
dW
dϕ
(Z˜
(I)µ
(H) )αβ + λ
d2W
dϕ2
δµ[α
δS˜(I)
δH β]
, (324)
(Z˜
(I)
(ϕ))
δ(Z˜
(I)µν
(B) )αβ
δϕ
= λ
dW
dϕ
(Z˜
(I)µν
(B) )αβ , (325)
(Z˜
(I)
(ϕ))
δ(Z˜
(I)µ
(H) )A
δϕ
− (Z˜
(I)ρ
(H))A
δ(Z˜
(I)µ
(H) )
δHρ
+ (Z˜
(I)ρ
(A) )
δ(Z˜
(I)µ
(H) )A
δAρ
+
δR(Z˜
(I)µ
(H) )A
δψBρ
(Z˜
(I)Bρ
(ψ) )−
δR(Z˜
(I)µ
(H) )
δψBρ
(Z˜
(I)Bρ
(ψ) )A
= iλU1(Z˜
(I)µ
(H) )B (γ5)
B
A −
λ
2
dU1
dϕ
(
ψ¯γγ
αβγγ5
)
A
(Z˜
(I)µ
(H) )αβ
+λ
d2U1
dϕ2
δS˜(I)
δHν
(
ψ¯ργ
µνργ5
)
A
+ iλ
dU1
dϕ
δRS˜(I)
δψBµ
(γ5)
B
A , (326)
δ(Z˜
(I)Aµ
(ψ) )B
δϕ
(Z˜
(I)
(ϕ)) +
δ(Z˜
(I)Aµ
(ψ) )B
δAρ
(Z˜
(I)ρ
(A) )−
δR(Z˜
(I)Aµ
(ψ) )
δψCρ
(Z˜
(I)Cρ
(ψ) )B
= iλU1(Z˜
(I)Aµ
(ψ) )C (γ5)
C
B − iλ
dU1
dϕ
δS˜(I)
δHµ
(γ5)
A
B , (327)
δR(Z˜
(I)µ
(H) )B
δψCρ
(Z˜
(I)Cρ
(ψ) )A +
δR(Z˜
(I)µ
(H) )A
δψCρ
(Z˜
(I)Cρ
(ψ) )B
=
λ
2
dU1
dϕ
Aγ
(
γ0γαβγγ5
)
AB
(Z˜
(I)µ
(H) )αβ (328)
−λ
d2U1
dϕ2
δS˜(I)
δHν
Aρ
(
γ0γµνργ5
)
AB
− λ
dU1
dϕ
δS˜(I)
δBνρ
(
γ0γµνργ5
)
AB
, (329)
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δR(Z˜
(I)µν
(B) )B
δψCρ
(Z˜
(I)Cρ
(ψ) )A +
δR(Z˜
(I)µν
(B) )A
δψCρ
(Z˜
(I)Cρ
(ψ) )B
= λ
dU1
dϕ
δS˜(I)
δH
(
γ0γµνργ5
)
AB
+
λ
3
U1(Z˜
(I)µν
(B) )αβγ
(
γ0γαβγγ5
)
AB
. (330)
The structure of the terms linear in the ghosts with pure ghost num-
ber two or three from (176) shows that some of the reducibility functions
are modified with respect to the free theory and, moreover, some of the re-
ducibility relations only hold on-shell. From the analysis of these terms we
infer the first-order reducibility functions
(Z˜
(I)αβ
1 )µνρ = −
1
2
D[µδ
α
ν δ
β
ρ], (331)
(Z˜
(I)αβγ
1 )µνρ = −
1
3
λWδα[µδ
β
ν δ
γ
ρ], (332)
(Z˜
(I)αβγ
1 )µνρλ = −
1
6
∂[µδ
α
ν δ
β
ρ δ
γ
λ], (333)
and respectively the second-order ones(
Z˜
(I)µνρ
2
)
αβγδ
= −
1
6
D[αδ
µ
βδ
ν
γδ
ρ
δ], (334)
(Z˜
(I)µνρλ
2 )αβγδ =
1
12
λWδµ[αδ
ν
βδ
ρ
γδ
λ
δ]. (335)
Finally, the associated first- and second-order reducibility relations are listed
below:
(Z˜
(I)µ
(H) )αβ(Z˜
(I)αβ
1 )νρλ = −λ
d2W
dϕ2
A[νδ
µ
ρ
δS˜(I)
δHλ]
− 2λ
dW
dϕ
δµ[ν
δS˜(I)
δBρλ]
, (336)
(Z˜
(I)µν
(B) )αβ(Z˜
(I)αβ
1 )ρλσ + (Z˜
(I)µν
(B) )αβγ(Z˜
(I)αβγ
1 )ρλσ = λ
dW
dϕ
δµ[ρδ
ν
λ
δS˜(I)
δHσ]
, (337)
(Z˜
(I)µν
(B) )αβγ(Z˜
(I)αβγ)ρλσξ = 0, (338)
(Z˜
(I)αβ
1 )µνρ
(
Z˜
(I)µνρ
2
)
γδεη
=
λ
2
d2W
dϕ2
A[γδ
α
δ δ
β
ε
δS˜(I)
δHη]
− λ
dW
dϕ
δα[γδ
β
δ
δS˜(I)
δBεη]
, (339)
(Z˜
(I)αβγ
1 )µνρ
(
Z˜
(I)µνρ
2
)
δεηκ
+ (Z˜
(I)αβγ
1 )µνρλ(Z˜
(I)µνρλ
2 )δεηκ =
λ
3
dW
dϕ
δα[δδ
β
ε δ
γ
η
δS˜(I)
δHξ]
.
(340)
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