Developing an automatic and intelligent system to detect, track, recognize, and analyze moving objects could save human power in monitoring centers. In this study, the color features of an employee's uniform were extracted to identify the entrance legality in a restricted area of an open space. The body of an entrant was segmented into three parts for locating the region of interest (ROI) using a watershed transform. Dominant color features extracted from the ROI were classified for preventing the illegal entrance. Some experiments were conducted to show the feasibility and validity of the proposed system.
Introduction
Due to cost-down of capturing devices, monitoring cameras are widely used in public areas. Currently, many realizable systems using computer vision and image processing techniques intelligently detect, track, recognize, and analyze objects, especially human beings [6, 5] . In an open space, people can move around freely without any limitation. However, there is no entrance control in restricted areas like at information desks in airports, cash counters in shops, pharmacy/nursing stations in hospitals, ..., etc. Important data or money must be protected in these areas.
Surveillance systems observe the entrants and try to 1-4244-01 74-7/06/$20.00 ©2006 IEEE grab their face images for ID identification or legality verification. Grabbing clear frontal face images is a commnion and effective approaclh for computer-based recognition systemLs. Different from the elntralnce control applications, face images in low resolution, in side views, or in a back view, are frequently grabbed from still cameras in an open space. Successfully grabbing recognizable face images for legality verification has a low probability. Poor image quality decreases the monitoring performance. Fortunately, there is a common point in restricted areas: all legal entrants dress in uniforms. In this study, the color features of a uniform were extracted for verifying the legality of entrants.
Illegal entrance could be considered as an abnormal event. Due to the poor quality of face-based verification, other object features such as trajectory, shape, color, and motion data, are adopted to detect the abnormal events. These features have been widely used in content-based image retrieval (CBIR) ficlds [1O] . Trajectory features are the most used for rare event detection at intersections, parking lots, or freeways for intelligent transportation systems (ITS) [11, 7), at airports [4] , or on campuses [9] . Motion features are also popular for human behavior analysis. They are extracted from video streams in both uncompressed and compressed domains. Human motion extracted from motion-history images [3] , motionenergy images [3] Moving object detection and tracking are essential processes in video surveillance. In this study, the background subtraction-based technique was adopted to identify the changing pixels. Next, a labeling process was performed to cluster the blob components of objects. Each object was bounded in a bounding box from the connected components. Subsequently, the detected objects were tracked and re-labeled. Generally, the size and position of an object were predicted using historical data. Histogram-based matching is an effective approach for identification, especially in the case of 'merging'. Exact labels of objects were assigned in new frames.
Instead of the color histogram, the color structure descriptor (CSD) of MPEG-7 standard was adopted for object representation during the tracking of the objects. The color data of an object in RBG color space were first converted to HMMD color space data (Hue, Max, Min, Different). The hue value ranged from O0 to 360Q. The min and max features represent the minimum and the maximum values of the R, G, and B values. The duff and sum features denote the differenit feature( diff = max -min ) and the summation feature ( e. g. sum = (max + min)/2 ), respectively.
According to the MPEG-7 standard, color data were quantized into 64 bins. The CSD expresses the local color structures in an image. To obtain the CSD of an object, the color data within a window were quantized and counted. This window was called the structuring element (SE) and set as 8 by 8. If one color appeared within the SE, the number in the corresponding bin was increased by one. The SE slid from top to bottom and from left to right. The CSD of size 64 was generated. The distance metric of CSD between two objects was defined as the summation of the absolutie difference values, e.g., the LI-norm based distance. More details could be referred in References[101.
Human Head/Body Segmentation and Identification
In this section, the human body segmentation algorithm proposed by Park and Aggarwal [12] was modified to find the head, the upper body, and the lower body for identifying the ROT. The main function of image simplification was to filter out noise and to blur the images. For the sake of simplification, morphology-based closing operations by partial reconstruction y(res) (&(~) k(f)) were performed as follows [141: s,(res)(f,r) -J"'°)(f,r) -S'~(P'(f,r)) ,r). (1) In the second step, the morphological gradient [8] was generated for obtaining the gradient magnitude defined as G(f) = 6(f) -E(f). Three gradient images GL, GA,, and Gb on channels L, a, and b were generated anid integrated to obtain an effective gradient image g = max(WLGL,waGa,wbGb), where weights were set as WL = 1, Wa = 2, and Wb = 2, respectively.
Third, a rain-falling process was executed for region growing using a pre-labeling strategy. Two advantages were presented in this strategy: the over-segmentation problem was solved, and the rain-falling process for the pre-labeled pixels became unnecessary. Therefore, the watershed transform process was performed. Initially, if the gradient magnitude of a pixel was lower than a specified drowning level t, this pixel was marked as the candidate of an initial region. Here, t was set as 0.6 of the average value of the gradient image. After all pixels were examined in this step, a labeling process was performed to obtain the initial regions and the new labels were assigned under the drowning level t. The direction of unmarked pixels was defined to point to the neighbor with the lowest gradient magnitude. All unmarked pixels were assigned a region label by following their gradient downhill to the initial region.
The block merging rules were based on the block features such as size, color, and adjacency in the fourth step. These features for a specified block Ai were represented by the block size IAil, the mean vector of block color ti = [PL,Xta,X X the boundary set 4 
Identification of Human Body Parts
In order to find the ROI, a circularity-based measure and a merging scheme were designed for identifying the head, the upper body, and the lower body.
Compared with the other body parts, the human head is a region with stable and obvious features [2] . In this study, the circularity measurement was adopted to evaluate the merged blocks for finding the head region. The lower and the upper body parts were determined based on the ratio of the human body.
The circularity measurement C is formulated as C = a 7 HAand Arepresent the average distance and the standard derivation of distances from all boundary points to the centroid of block A. The merging sequence of blocks was based on the y coordinates of the blocks' centroids. The finding steps are described as:
Step 1: Sort the y coordinates of the blocks' centroids from top to bottom, initialize a list 7Zo as an empty set, and set an iteration index k = 1.
Step 2: Add the top unselected block Ai to list R7-1, i.e. Rk = R.k-1 U Ai, to obtain a new block.
Step 3: If the size of block 7Zk is larger than N/3, terminate this procedure, and set the head region by choosing the region with the skin color and the largest circularity value. If not, choose the region with the largest circularity value.
Step 4: Compute the circularity value Ck for region 74k Increase the iteration index k by one and repeat the above Steps 2 to 4. After finding the head region, the upper body part was set as the region of length 2L, e.g. twice that of the head region. The rest of the regions of a moving object were classified as the lower body. When the color of the upper and the lower parts was similar, the parts were merged in the segmentation process. This scheme can also separate it into two parts. The upper body was considered as the ROI in a 7-11 shop, and the entire body was treated as the ROI in a laboratory. Three regions for the illustrated images were identified as shown in Fig. 2. 
Construction of Uniform Color Model
In this section, the color features of a uniform are extracted and classified for determining legality. An example for dominant color extraction is given. The image data of legal entrants were collected in the training phase. Using the segmentation algorithm for the human body in the previous section, the ROIs of human bodies were successfully identified as shown in Fig. 3(a) . The colors of the uniform were automatically modeled in CIELab color space. Since the number of dominant colors within the ROI was unknown, it had to be determined first. The images as shown in Fig. 3(a) were segmented into several blocks. Carefully analyzing the block colors within the ROI, all pixels with similar color were grouped together. Each block could be represented by its mean vectors and classified using the components of channels a and b. Moreover, blocks smaller than 5% of the ROI were ignored. The maxmin-distance-based clustering algorithm was adopted to cluster blocks as shown in Fig. 3(b) . Each small circle represents a segmented block. Two dominant color prototypes within the ROI were obtained in this illustration.
The distribution of each color prototype was computed from the pixels belonging to the same cluster. It could be formulated in the following steps.
1. Compute the mean ,s and the standard derivation a of each color prototype.
2. Remove those pixels whose distances to the cluster center are larger than a threshold value(3oa).
3. Remove the isolated pixels using the morphologybased clustering technique.
4. Bound the region using a convex hull.
The above steps identified the range of each dominant color. The range was bounded by a convex hull represented in several polynomial functions. In the given illustration, the distributions of two dominant color prototypes, blue and green, are displayed in Figs. 3(c) and 3(d) , respectively. Since the range of dominant colors have been identified, the pixels belonging to the dominant colors were counted (Fig. 3(e) ).
Since the entrants freely moved in a monitored space, the poses were varied with the time. Besides, the appearance of every enltranit was a.lso different. Because of the above causes, the ratios of dominant colors withiln the ROI were different at differenit times. Using the ratios of dominant colors within the uniform regions was not enough to determine legality. The spatio relations between color pixels also helped discrimination. Similar to the CSD-based representation, a structure element of size 8 by 8 slid the ROI, and the numbers of dominant colors were counted to generate the feature vectors of the uniform. In the given example, the numbers of two dominant colors within the structuring element were counted as shown in Fig. 3(f) .
Consider the feature vectors of dimensionality n to be inputted into a Backpropagation neural networkbased (BPNN) classifier. In this study, this well-known classifier was applied to perform the verification task. The BPNN architecture was designed as a three layerbased network including an input, a hidden, and an output layer. There were n, 41, and 1 neurons in each layer, respectively. Positive and negative training samples were collected from video streams. Fully connected links were established and trained for finding the better weights. Each entrant's uniform features were extracted and verified by the designed BPNN for legality verification.
Experimental Results
The proposed method was implemented in a 7-11 shop and in a laboratory. In the 7-11 shop, the restricted area was set at the cash counter, and in the laboratory, it was set at several personal desks. When the centroid of an entrant was located at an area, the detection procedure was triggered. Eight illustrations are given from Figs. 4 to 7. In each figure, two image sequences were identified for the legality. Illegal entrants were detected and bounded in the red rectangles. In order to show the detection rate, 65 video sequences, 40 legal and 25 illegal, were collected in a 7-11 shop. 15 legal and 15 illegal entrants were randomly selected in the training phase. The others were used for testing. The false acceptance rate (FAR) and false rejection rate (FRR) were 0.1 and 0, respectively.
Similarly, 30 video sequences were collected in a laboratory; 16 were used for training. The FAR and FRR for the other video data were both 0.067.
According to the performance requirement, the event decision should be made within a few seconds. In the proposed approach, detecting and tracking moving objects needed 0.11 seconds per frame in both experiments. The legality identification included two sub-processes: the body segmentation and the uniform color extraction. The needed time depended on the object sizes and the block number within the ROI. The object sizes and the block number in a 7-11 shop were larger than those in a laboratory. Therefore, the legal identification in a 7-11 shop needed 0.37 seconds per frame, and it needed 0.14 seconds per frame in the laboratory. In summary, two image frames in a 7-11 shop and four image frames in a laboratory were processed in one second for illegality detection.
Conclusions
In this study, the color features of the uniform were extracted to determine the legality of entrants. This approach is suitable for use in a large space where the image resolution is low, the image quality is bad, or where there are back face images. In addition to the detection and tracking of moving objects, ROI identification and dominant color extraction were the main tasks used for representing the uniform. The CSD of the uniform color was extracted and inputted into the NN-based classifier for the legality decision. In future, the video clips of illegal entrances will be collected and indexed for further retrieval. 
