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Resumo
Dados de duração são muitas vezes obtidos recorrendo a questionários em que os
sujeitos são inquiridos sobre aspectos do seu passado. Dados retrospectivos podem
conter vários tipos de imprecisões uma delas é o aparecimento de frequências anor-
malmente elevadas para certas durações. Na literatura este tipo de anormalidade é
conhecido por heaping . Alguns trabalhos anteriores demonstraram que até heaping
simétrico pode conduzir à inconsistência dos estimadores de máxima verosimilhança.
No trabalho que se segue aprofundamos, recorrendo a simulação de Monte Carlo, as
consequências do heaping na estimação dos parametros de um modelo Weibull para da-
dos de duração completos e censurados à direita. Comparamos ainda as consequências,
para a estimação por máxima verosimilhança, de diferentes percentagens de heaping
e diferentes dimensões de censura.
Palavras chave: Heaping , Modelos de duração, Hazard proporcional, Weibull,
Censura à direita, Simulação de Monte Carlo.
Classificação JEL: C15, C41.
Abstract
Duration data are, many times, acquired by questionnaires where the subjects are
inquired about some aspects of its past. Retrospective data may contain some form
of response error where the most notorious are the appearance of abnormally high
frequencies for certain durations. In the literature this type of abnormality is known
as heaping. Some previous works have shown that even symmetrical heaping can lead
to inconsistency of maximum likelihood estimators. In the work that follows we use
Monte Carlo simulation to study the consequences of heaping in the estimation of
the parameters of a Weibull model with completed and right censored duration data.
We evaluate also the consequences, for maximum likelihood estimation, of different
percentages of heaping and different dimensions of censoring.
Keywords: Heaping, Duration Models, Proportional Hazard, Weibull, Right Censor-
ing, Monte Carlo simulation.
JEL Classification: C15, C41.
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2.1.4.1 Resultados assimptóticos . . . . . . . . . . . . . . . . . 20
2.1.4.2 Resultados para amostras finitas . . . . . . . . . . . . 21
3 Estudo de simulação 23
5
3.1 Objectivos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.2 Processo gerador de dados(PGD) . . . . . . . . . . . . . . . . . . . . . 24
3.3 Heaping ignorado . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.3.1 α = 0.5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.3.2 α = 1 (Exponencial) . . . . . . . . . . . . . . . . . . . . . . . . 31
3.3.3 α = 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.3.4 Variando α . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.4 Heaping e inconsistência dos estimadores de máxima verosimilhança . . 40
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Dados de duração são muitas vezes obtidos recorrendo a inquéritos em que os sujeitos
são inquiridos sobre aspectos do seu passado. Contudo dados retrospectivos contêm
muitas vezes vários tipos de imprecisões (dados em falta, variáveis medidas com erro,
frequências anormalmente altas para algumas observações, etc...).
É já abundante a literatura sobre a má qualidade dos dados sobre desemprego, a
t́ıtulo de exemplo, sobre o GOSEP (German Socio-Economic Panel) 1, ver Wolff a
Augustin (2003), em dados antropométricos de crianças tanzanianas , Heitjan e Rubin
(1990) encontram demasiadas idades múltiplas de 6 meses, sobre consumo das familias
italianas , Battistin, Miniaci e Weber (2003) encontram frequências anormais para
consumos múltiplos de 100.000 Lit, entre outros.
Os inquiridos podem não reportar acontecimentos simplesmente por esquecimento ou
porque não lhes atribuem importância. Respondentes podem também, consciente ou
inconscientemente, redefinir o passado ajustando-o por exemplo às suas ”preferências”.
Por exemplo, nos inquéritos sobre desemprego, muitas mulheres redefinem o seu estado
como ”donas-de-casa”quando na verdade estiveram desempregadas (Jürges, 2004).
De acordo com a psicologia cognitiva a precisão com que se recorda acontecimentos
passados depende principalmente de três factores: interferência (ocorrência de acon-
1Frequências anormais, de entradas no estado de desemprego em Janeiro e de sáıdas em Dezembro.
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tecimentos similares), intervalo de tempo decorrido desde o acontecimento e saliência
do acontecimento, i. é, a importância do acontecimento para o sujeito 2. Para um
estudo mais aprofundado sobre a importância da saliência ver Jürges (2004).
No âmbito deste trabalho interessa sobretudo reter que os erros na descrição de
acontecimentos passados dependem da duração dos acontecimentos a reportar.
1.1 Heaping
1.1.1 Definição
Incomplet data (Little & Rubin, 2002) é um vasto tema de estudo em Econometria
em particular o campo de estudos sobre missing data, Rubin (1976), em que os dados
são parcial ou totalmente desconhecidos; para exemplos e procedimentos como lidar
com este tipo de dados ver Ramalho e Smith (2003)
Contudo há muitas situações amb́ıguas, i. é, os dados nem são completamente con-
hecidos nem são completamente desconhecidos; em vez de todo o espaço de resultados
posśıveis apenas se observa uma parte desse espaço. Clarificando: se como habitual-
mente estivermos interessados na distribuição de uma variável Y, condicional no vector
de variáveis X = [X1, ..., Xn], observamos (n+1)-uplos (yi, xi1, ..., xin) que deveriam
poder assumir qualquer valor no espaço de resultados de [Y, X] mas na verdade
por limitações óbvias (sobretudo no caso de variáveis cont́ınuas) é apenas observado
um subconjunto desse espaço. Se por exemplo Yi ”mede”a altura do indiv́ıduo yi
dificilmente poderá assumir o valor π
2
m embora seja tão provável como 1, 57m. Heitjan
e Rubin (1991) referem-se a este tipo de dados como coarse data.
Coarse data podem ser gerados de várias formas sendo a mais vulgar o arredonda-
mento, neste caso observa-se apenas um subconjunto contável 3 do espaço de resultados
de [Y,X]. Note-se que na prática temos quase sempre dados deste tipo uma vez que
2Para mais detalhe ver Gleitman (1993).
3Finito ou infinito numerável
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mesmo aumentando a precisão da descrição de uma variável cont́ınua teremos de parar
nalguma casa decimal. De notar ainda que dados censurados e dados agrupados são
também casos particulares de coarse data. De facto é uma questão de escala, considera-
se que estamos perante coarse data se a escala de coarseness observada é mais grosseira
do que aquela que foi definida pelo observador.
Na literatura é muitas vezes referido um tipo de coarse data conhecido por heaping
data , dados amontoados , onde se inclui em particular o caso da preferência de digito
(muitas vezes ditada por razões culturais).
Para Heitjan e Rubin (1991), um conjunto de dados diz-se heapead, amontoado,
se incluir items reportados com vários tipos de coarseness . Contudo esta
definição é pouco operativa embora no texto citado ela praticamente não seja utilizada.
Os autores estão sobretudo interessados em derivar um resultado para coarse data, a
propriedade CAR (coarseness at random) , semelhante à propriedade MAR (Missing
at random) para missing data, com o objectivo de tratar coarse data como equivalentes
a dados agrupados e utilizar o quadro teórico correspondente.
Trabalhos subsequentes tendem a definir um conjunto de dados como heapead se
empiricamente se verifica um anormal 4 amontoado de dados junto a determi-
nados pontos do espaço de resultados (se os dados são peŕıodos de duração) ou
junto a certas datas (se for utilizada uma metodologia de eventos num calendário).
São particularmente ilustrativos, os trabalhos de Torelli e Trivellato (1993), onde os
autores modelam dados retirados de LFS’s (Labor Force Surveys) da Lombardia e
observam frequências anormalmente elevadas nas durações múltiplas de 6 meses ou
o trabalho de Krauss e Steiner (1998) sobre o GOSEP onde os autores observam
sáıdas anormalmente elevadas do estado de desemprego em Dezembro e entradas
anormalmente elevadas em Janeiro.
4Anormal em relação ao esperado à priori ou esperado a partir de dados de outra fonte
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1.1.2 Evidência e consequências
A partir de dados emṕıricos nem sempre é fácil inferir o padrão de heaping , em
particular, torna-se por vezes dif́ıcil separar os efeitos sazonais e/ou outros efeitos de
contexto (como por exemplo nos dados de desemprego, do natural aumento da taxa
de transição no final do peŕıodo de benef́ıcio de prestação de desemprego) do heaping
propriamente dito.
Estudando dados de desemprego obtidos do GOSEP (German Socio-Economic Panel)
Jürgens (2004), Kraus e Steiner (1998) entre outros, encontram evidência de heaping
. Os autores citados recorrem a informação externa aos dados, inscrições no FLO
(Federal Labor Office) 5, para estimar a percentagem de observações amontoadas.
Jürgens (2004), referindo-se a estudos anteriores observa que a percentagem de dados
amontoados pode variar muito até corresponder praticamente à totalidade dos dados.
Torelli e Trivellato (1993), estudam dados de desemprego de jovens da Lombardia
italiana e verificam picos anormais para durações de desemprego múltiplas de 6 meses.
Sendo comum, o heaping é em geral caracterizado por um padrão. Caracterizar esse
padrão fica fora do âmbito deste trabalho, diremos apenas que em geral os dados o
sugerem com clareza (múltiplos de 6 para escalas mensais, unidades em vez de números
decimais, etc...). Contudo, apesar do padrão de heaping ser, em geral, um assunto em
aberto, há abundantes evidências emṕıricas de que heaping é a regra e não a excepção.
Mas quais os efeitos do heaping nos modelos para dados de duração?
Tentar responder a esta pergunta é em parte o propósito deste trabalho.
Intuitivamente, um efeito óbvio do heaping é a redução da variância amostral e do
desvio padrão (SE) dos estimadores, afinal, o amontoar de dados reduz a variabil-
idade dos mesmos. Por outro lado talvez alguns tipos de heaping não provoquem
enviesamento nos estimadores dos parâmetros (pelo menos os que forem obtidos por
métodos lineares) 6. Regra geral, em modelos para dados de duração, os métodos de
estimação são não lineares e portanto o enviesamento poderá ocorrer até no caso de
5Inscrição necessária para receber subśıdio de desemprego.
6Por exemplo heaping simétrico em torno dos pontos de heaping
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heaping simétrico. Acessoriamente, ao ”reduzir”o tamanho da amostra, sobretudo em
amostras pequenas, o heaping pode gerar problemas na estimação (não convergência
dos algoritmos usados).
1.1.3 Estratégias
Várias estratégias têm sido adoptadas para lidar com o problema da falta de qualidade
dos dados, e do heaping em particular, a mais popular sem dúvida é ignorá-lo.
Num trabalho sobre dados antropométricos de crianças tanzanianas, Heitjan e Rubin
(1990), observam que a idade das crianças é amontoada nos múltiplos de 6 meses e
propõem uma abordagem bayesiana em que a prior é obtida a partir dos dados e
a distribuição à posteriori é obtida por múltipla imputação de dados gerados pelo
modelo.
No trabalho já referido para coarse data em geral, Heitjan e Rubin (1991), estabelecem
condições suficientes para que dados de heaping 7 possam ser tratados como dados
agrupados e os resultados de inferência (bayesiana) permaneçam válidos. Essencial-
mente deve observar-se a propriedade CAR (coarseness at random), o que parece pouco
plauśıvel uma vez que em geral o heaping depende pelo menos da duração.
Numa abordagem teórica do fenómeno de digit preference Ryu e Slotje (2000) usam
o método de máxima entropia com as condições dos momentos impostas a partir dos
momentos amostrais. Admitindo que os momentos amostrais de menor ordem são
pouco afectados pela preferência de digito ”alisam”a distribuição das durações cujo
logaritmo pode ser escrito em série de potências 8. Note-se que a utilização de um
kernel de alisamento não serve o mesmo propósito uma vez que apesar de suavizar a
distribuição, no lugar dos picos ficam máximos locais.
Outra abordagem posśıvel para o problema do heaping é tratá-lo como um caso
de variável medida com erro e usar as ferramentas desenvolvidas para este tipo de
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modelos, como exemplo (Augustin & Schneeweiß, 2005).
Torelli e Trivellato (1993), Kraus e Steiner (1998), Augustin e Wolff (2003) e Gill,
Petoussis e Zeelenberg (2004) assumem um modelo de variável latente não observável,
T ∗i = Ti + δiYi
onde T ∗i é a duração observada, Ti a verdadeira duração , Yi é uma variável de Bernoulli
que toma o valor 1 se a observação i é amontoada e δi = he − Ti onde he é o ponto
do conjunto de heaping mais próximo de Ti. Como vamos adoptar esta abordagem, o
trabalho destes autores será exposto no próximo caṕıtulo.
1.2 Impacto do Heaping em modelos para dados
de duração
Neste trabalho procuraremos estudar, por simulação de Monte Carlo, o impacto do
Heaping em modelos para dados de duração, conferindo e se posśıvel extendendo os
resultados obtidos por outros autores. No essencial usaremos o modelo proposto por
Torelli e Trivellato (1993).
Esta trabalho está estruturado da seguinte forma: no próximo caṕıtulo, ”Modelo
teórico”, resumiremos alguns trabalhos anteriores relevantes e faremos o enquadra-
mento teórico do problema, no caṕıtulo seguinte, ”Estudo de simulação”, gener-
alizaremos alguns dos resultados obtidos por outros autores, alargando o conjunto
de variáveis explicativas a três casos comuns, variáveis simétricas, variáveis com as-
simetria positiva e variáveis dummy, finalmente no último caṕıtulo, ”Conclusões”,
apresentaremos as conclusões.
Sempre que posśıvel, os quadros de resultados e figuras, serão apresentados e comen-
tados aquando da sua primeira referência.




2.1.1 Escolha do conjunto de heaping
De acordo com Torelli e Trivellato (1993), endogeneizar o conjunto de pontos de heap-
ing , H, não parece ser uma alternativa viável; citando os autores, ”...não é simples
endogeneizar H . Patentemente, aparecem problemas de identificabilidade. As dis-
tribuições emṕıricas das durações reflectem a convolução de três processos estocásticos:
um processo que governa as taxas de entrada no estado, um processo que governa o
peŕıodo de permanência no estado, e um processo segundo o qual cada duração é
reportada. Mesmo assumindo que a taxa de entrada é constante e as durações seguem
um caminho conhecido (no sentido de forma funcional, mesmo que com parâmetros
desconhecidos), uma investigação genérica das condições de identificabilidade para o
processo de heaping e para os parâmetros desconhecidos do processo das durações é
árduo,...”.
A escolha do conjunto de heaping é essencialmente um processo emṕırico.
Admitamos por isso que os dados sugerem amontoados ”anormais”de durações per-
tencentes ao conjunto S = {h1, h2, ..., hk} , pretendendo testar essa escolha para o
13
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conjunto de valores de heaping , Brewer e Roberts (2001) propõem duas estat́ısticas
e respectiva metodologia de teste. Com efeito, considerando t1, t2, ..., tn as durações
observadas, com 1 ≤ ti ≤ M e S = {h1, h2, ..., hk}, uma escolha para conjunto de
heaping . Sejam , f(i) o número de respostas i e







f(i + 1) + f(i− 1)
2
se i 6= 1,M
f(1)− f(2) se i = 1
f(M)− f(M − 1) se i = M





1 se f(i− 1) ≤ f(i) ≥ f(i + 1)
0 cc
para i ∈ {2, 3, ..., M − 1}








maxR{Cj(R)} − ER{Cj(R)} para j = 1, 2
Definidas desta forma Hj(S) ≤ 1. Valores elevados de Hj(S) indicam evidência
de heaping para valores de S, Hj(S) = 0 indica que S apresenta o valor esperado
de heaping de um qualquer subconjunto de k elementos enquanto valores negativos
1Os autores, por uma questão de optimização restringem este conjunto uma vez que é pouco
plauśıvel que dois valores consecutivos, i e i + 1 sejam ambos valores de heaping e por isso elementos
que não verifiquem esta restrição não foram inclúıdos em R
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indicam menos evidência de heaping para valores de S.
Na hipótese nula do heaping seguir um padrão aleatório vs. a hipótese alternativa
de heaping em S toma-se como valor-p a proporção de subconjuntos R tais que
Cj(R) ≥ Cj(S) j = 1, 2, i.é a proporção de casos mais desfavoráveis para H0.
2.1.2 Torelli e Trivellato
Torelli e Trivellato num trabalho de 1993, ”Modelling inaccuracies in job-search du-
ration data”, procuram pela primeira vez modelar o heaping presente em dados de
duração provenientes de inquéritos ao emprego de jovens da Lombardia. No artigo
citado, Torelli e Trivellato propuseram um modelo de variável latente para acomodar
o heaping . Na sua formulação mais simples:
Dada uma variável não negativa T que descreve as durações, com uma fdp f(t, θ)
conhecida a menos de um vector de parâmetros θ. Se ti forem as verdadeiras durações,
t∗i as durações observadas e H = {h1, h2, ... , hM} o conjunto de heaping , ordenado
de forma crescente, os autores propõem o modelo:
t∗i = ti + δi.yi (2.1)
com Yi uma variável de Bernoulli que toma o valor 1 se a observação i é amontoada e
δi = he − ti onde he é o ponto do conjunto de heaping mais próximo de ti.
O parâmetro de Bernoulli associado à v. a. Yi é modelado por P (Yi = 1) = G(ti, γ),
onde G, a função de heaping , é conhecida a menos de um vector de parâmetros γ.
Recorrendo a um estudo de simulação 2 os autores estudam a consistência de três
estimadores de máxima verosimilhança, A, B e C:
- A, recorre à verosimilhança derivada de (2.1);
- B, usa uma função de heaping G(t, γ) constante por troços (o que permite factorizar
a verosimilhança e simplifica a estimação);
- C, ignora o heaping .
2Usaram 100 réplicas e que na nossa reprodução do trabalho destes autores se revelou claramente
insuficiente!
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Para T escolhem três distribuições, exponencial, Weibull e log-loǵıstica com θ = [β0];
para G escolhem a exponencial com γ = [γ0] e para H, num estudo H1 múltiplos de
12 (noutro estudo H2 múltiplos de 6).
Fazem variar γ e θ e o conjunto de heaping H; o que conduz em geral a mais de 50%
de observações amontoadas , o que parecendo adequado aos dados emṕıricos que
os autores modelam como exemplo, nos parece, em geral um (padrão de) heaping
excessivo, concluem:
- Se T seguir uma distribuição exponencial todos os estimadores são consistentes;
- Se T seguir uma distribuição Weibull ou log-loǵıstica B e C são inconsistentes,
B por defeito e C por excesso;
- O enviesamento diminui quando se refina H.
- O enviesamento está positivamente correlacionado com a percentagem de ob-
servações amontoadas.
Finalmente, e na modelação dados reais, os autores propõem em alternativa a uti-
lização de dummy’s, uma para ti = 12k e outra para ti = 12k + 6, (k = 1 , 2 , ...) mas
os parâmetros estimados revelam-se inverośımeis e desaconselham esta estratégia.
2.1.3 Kraus e Steiner
Kraus e Steiner (1998) adaptam o modelo da secção anterior para dados obtidos
a partir de uma metodologia baseada em eventos num calendário. Neste tipo de
inquéritos o padrão de heaping não se refere a frequências inesperadamente elevadas
de certas durações mas sim a um amontoado inesperado de ińıcios e/ou fins de certos
eventos em determinados pontos do calendário. No caso Dezembro para os finais e
Janeiro para os ińıcios.
Estudando dados do GOSEP os autores modelam os ińıcios e os finais de durações
de desemprego com dois conjuntos de heaping (um para os ińıcios e outro para os
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finais) reduzidos a um ponto de heaping , a saber, HE = {Dezembro} para os finais e
HB = {Janeiro} para o ińıcio dos eventos. Quanto ao padrão de heaping , os ińıcios
em Fevereiro e Março são amontoados para Janeiro e os finais de Outubro e Novembro
são amontoados para Dezembro.
Resumindo o modelo proposto, e assumindo os dados como discretos, consideraram as
variáveis aleatórias,
TB o verdadeiro mês de entrada no estado
3 e T ∗B o mês observado;
TE o verdadeiro mês de sáıda do estado e T
∗
E o mês observado.
Tal como para Torelli e Trivellato, os δ′s referem-se ao padrão de heaping , a saber,
δ(TB) = Janeiro − TB e δ(TE) = Dezembro − TE; Y ′s são variáveis de Bernoulli
que tomam o valor 1 se a observação for amontoada com os respectivos parâmetros
governados pelas funções de heaping GB(tB) e GE(tE), respectivamente.
Se T for a verdadeira duração e T ∗ a duração observada
T ∗B = TB + δ(TB).YB(TB)
T ∗E = TE + δ(TE).YE(TE)
logo :
T ∗ = T + δ(TE).YE(TE)− δ(TB).YB(TB)
(2.2)
Quanto às funções de heaping GB(tB) e GE(tE), os autores tentam estimar os seus
parâmetros em conjunto com os restantes parâmetros do modelo mas devido a prob-
lemas numéricos (poucas observações para certos meses) acabam por estimá-las recor-
rendo a informação externa, registos no Federal Labor Office (FLO), a saber:
Se RS(tB) for a frequência relativa de uma entrada no estado de desemprego reportada
no GOSEP e RO(tB) for a frequência relativa de uma entrada no estado de desemprego
reportada nos registos oficiais; se RS(tE) for a frequência relativa de uma sáıda do
estado de desemprego, reportada no GOSEP e RO(tE) for a frequência relativa de uma
sáıda do estado de desemprego, reportada nos registos oficiais, os autores definem os
estimadores, para pontos que não sejam de heaping ,
ĜB(tB) = 1− R̂S(tB)
R̂O(tB)




CAPÍTULO 2. MODELO TEÓRICO 18
tendo obtido, estatisticamente não nulas, as estimativas :
Para os ińıcios, Fevereiro, 0.4394, Março, 0.3207 e para on finais, Outubro, 0.457
e Novembro, 0.5805 4. O que conduz a um padrão de heaping bastante mais
reduzido do que o estudado por Torelli e Trivellato (1993) 5 e além disso as
durações aumentam no máximo 4 meses, i. é, em geral menos do que no caso
de Torelli e Trivellato.
Poder-se-ia perguntar se ainda vale a pena optar por acomodar o heaping no modelo.
Recorrendo à metodologia de hazard proporcional e à modelação semiparamétrica,
h(t) = h0(t)exp(−X.β), para dados discretos e a algoritmos de maximização da
verosimilhança, os autores estimam os parâmetros das variáveis explicativas mais
comuns na modelação de dados de desemprego. Avaliam três modelos alternativos:
- Modelo A que ignora o heaping ;
- Modelo B que usa as funções de heaping estimadas;
- Modelo C que usa funções de heaping arbitrárias.
Os coeficientes das variáveis explicativas (faixa etária, estado civil, grau de educação,
dummy’s de Janeiro e Dezembro, etc...) estimados pelos três modelos diferem muito
pouco! Apenas as dummy’s de Janeiro e Dezembro diferem de forma significativa,
sobretudo em relação ao modelo C, i. é, parecem modelar o heaping no modelo
que não o modela. De seguida avaliam até que ponto o efeito do heaping depende
da especificação da baseline hazard. Como alternativa à modelação semiparamétrica
usual os autores flexibilizam a forma funcional da baseline hazard e modelam-na







, tendo conclúıdo que os coeficientes das variáveis explicativas não se
alteram significativamente.
Finalmente, procurando avaliar a qualidade relativa dos modelos A e B e uma vez que
o modelo A pode ser visto como um caso particular do modelo B com as funções de
heaping iguais a zero, os autores implementaram um teste de rácio de verosimilhanças
4Além disso, por serem pontos de heaping , as estimativas de Dezembro, para os finais e Janeiro,
para os ińıcios, são iguais a 1.
5Cerca de 11% dos ińıcios sofrem de heaping .
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tendo conclúıdo que o modelo que acomoda o heaping se ajusta melhor aos dados 6.
2.1.4 Augustin e Wolff
Num trabalho recente, Augustin e Wolff (2003), procuram enquadrar teoricamente
os trabalhos de Torelli e Trivelhato (1993) (heaping enviesa parâmetros do modelo
Weibull) e de Kraus e Steiner (1998), em particular a surpreendente insensibilidade
ao heaping dos dados do GOSEP.




(de que o modelo exponencial é um caso particular quando α = 1) com amostragem
aleatória e o vector de variáveis explicativas reduzido à constante e λ = exp(−X.β).












Mas no caso de heaping , as verdadeiras durações, Ti , não são observáveis, o que se
observa é T ∗i .












Pretendendo modelar o heaping , os autores propõem uma função de heaping inde-
pendente de X e de T com a seguinte formulação:
Dado q ∈ N suficientemente grande, seja ν(l) a probabilidade de uma duração ser
prolongada l unidades e δ(l) a probabilidade de uma duração ser reduzida l unidades,
com l = 1, 2, ..., q e ξ = Σql=1(ν
(l) + δ(l)) < 1.
6Fraco consolo depois de tão duras provas!
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Ti + q com a probabilidade ν
(q)
... ” ...
Ti + 1 ” ν
(1)
Ti ” 1− ξ
Ti − 1 ” δ(1)
... ” ...
Ti − q ” δ(q)
(2.3)
Mas neste caso como algum dos δ(l) pode ser não nulo, algumas durações T ∗i poderão












onde T ∗∗i = max{0, T ∗i } e K é o número de durações tais que T ∗∗i > 0
2.1.4.1 Resultados assimptóticos
Os estimadores β̂∗ e β̂∗∗ são em geral inconsistentes. Os autores demonstram que no
caso precedente os seus enviesamentos assimptóticos são:
α = 1 (caso exponencial)
plim
n→∞















α = 2 (distribuição Rayleigh)]
plim
n→∞
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O enviesamento depende directamente da severidade do heaping e inversamente da
magnitude de β.







β̂∗∗ − β ≥ plim
n→∞
β̂∗ − β
Sobressaem dois casos particulares:
1. Uma situação semelhante à encontrado no GOSEP por Kraus e Steiner (1998)
em que as durações são sempre prolongadas, i. é o heaping é assimétrico positivo,
δ(l) = 0,∀l∈{1,2,...,q} e nesse caso β̂∗∗ = β̂∗
2. Uma situação semelhante à estudada por Torelli e Trivellato (1993), em que
o heaping é praticamente simétrico, i. é, ν(l) ' δ(l) , ∀l∈{1,2,...,q}. Nesse caso
pelas equações (2.4) e (2.5) o estimador β̂∗ é consistente no caso exponencial e
inconsistente no caso Rayleigh, em linha com os resultados obtidos pelos autores
italianos.
Conhecido o enviesamento de β̂∗ é fácil encontrar um estimador consistente, ver
(Augustin & Wolff, 2003, pg. 14).
2.1.4.2 Resultados para amostras finitas
Continuando a estudar dados de duração gerados por um PGD Weibull com tempo
cont́ınuo, os autores estudam por simulação de Monte Carlo o comportamento para
amostras finitas (N = 250 e N = 500) dos estimadores näıves de máxima verosim-
ilhança perante heaping (simétrico7 e não simétrico8) fazendo variar o parâmetro α
indicador da dependência temporal da duração (α = 1 , α = 1.4 e α = 0.6) e usando
711 % dos ińıcios das durações são amontoadas.
8Num primeiro caso 6 % dos ińıcios das durações e noutro 11 % dos ińıcios das durações são
prolongados por heaping .
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dois ńıveis para a média das durações (β = 1 e β = 2).
Em todos os casos os estimadores apresentam um enviesamento positivo, mais:
1. Heaping simétrico
Em ambas as dimensões da amostra as diferenças entre os parâmetros estima-
dos e o verdadeiro valor são estatisticamente nulas. O heaping simétrico não
deteriora significativamente a qualidade dos estimadores
2. Heaping assimétrico positivo
Neste caso os autores limitaram o estudo ao caso α = 1 e a N = 500 tendo
conclúıdo que para β = 2 os estimadores estimam valores estatisticamente iguais
ao verdadeiros valores dos parâmetros, mas para β = 2, embora por uma margem
bastante escassa o estimador de β estima um valor β̂ estatisticamente diferente
do verdadeiro valor do parâmetro.
Finalmente, os autores estudam um posśıvel efeito sazonal espúrio provocado por
heaping , escolhem um PGD exponencial com β = 1, heaping assimétrico positivo
(aproximadamente 6 % de observações prolongadas) e concluem ser significativa-
mente diferentes de zero os coeficientes de algumas dummy’s temporais inclúıdas como
variáveis explicativas. Ou seja, até baixos valores de heaping podem provocar




É comum, nos modelos para dados de duração, recorrer a modelos de hazard propor-
cional em que os seus parâmetros são estimados pelo método de máxima verosimil-
hança (MV). Para uma descrição mais detalhada, Kiefer (1988).
Restringindo a nossa área de interesse aos modelos de hazard proporcional e em
particular à distribuição Weibull, a partir dos trabalhos anteriores e perante os dois
padrões de heaping mais observados1, colocam-se-nos algumas questões:
1. A partir de que quantidade de heaping é de facto desaconselhável ignorar o
heaping ?
2. Qual a performance dos estimadores de MV que ignoram o heaping na estimação




1Heaping simétrico e heaping assimétrico positivo
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• Variáveis assimétricas (assimetria positiva)
3. Qual a performance dos estimadores MV que ignoram o heaping perante a
censura à direita?
Pretendendo estudar estas questões, faremos um estudo por simulação a descrever de
seguida.
3.2 Processo gerador de dados(PGD)
O nosso objectivo será simular o efeito, na estimação dos parâmetros do modelo
escolhido, do arredondamento de algumas durações geradas pelo PGD escolhido para
durações mais ”redondas”.
As durações, Ti , serão geradas seguindo uma distribuição Weibull
2 de parâmetro
α, tomando valores no conjunto {0.5, 1, 2}, reflectido os três tipos de dependência
temporal caracteŕısticos da Weibull e λ será a exponencial de uma combinação linear
da constante e três variáveis explicativas, X1 , X2 e X3, onde X1 é uma variável
dummy, X2 é uma variável simétrica e X3 assimétrica positiva, escolhendo-se a1 a2 e
a3 de forma a que o valor esperado das durações se situe entre 0.5 e 1 , i. é,
λ = exp(c + a1X1 + a2X2 + a3X3)
O heaping 3 terá o seguinte padrão:
As durações mais vulgares, entre 0 e 1, serão amontoadas para a décima mais próxima,
durações menos esperadas, entre 1 e 3 serão amontoadas para o múltiplo de 0.5 mais
próximo e as durações mais raras, maiores que 3, tomarão o valor mais próximo
pertencente ao conjunto { 3, 4, ..., 9, 10, 15, 20, 30, 50, 100}. Ou seja, salvo
indicação em contrário o nosso conjunto de heaping será:
H = { 0.1, 0.2, ..., 0.9, 1, 1.5, 2, 2.5, 3, 4, ..., 9, 10, 15, 20, 30, 50, 100}
2f(ti) = αλtiα−1exp(−λtαi )
3Como T > 0 , 0 /∈ H o que introduz uma pequena assimetria positiva no padrão de heaping .
CAPÍTULO 3. ESTUDO DE SIMULAÇÃO 25
Na estimação será usado o método da máxima verosimilhança via a package Survival
do software R 4.
É um facto bem conhecido que os estimadores de máxima verosimilhança são em
geral enviesados mas consistentes. É portanto expectável algum afastamento entre os
valores estimados e os verdadeiros valores dos parâmetros; tomaremos por isso, em
geral, amostras suficientemente grandes, N = 500 e como critérios de qualidade o




que será apresentado em termos de percentagem e entre parênteses rectos.
Num primeiro estudo, com N = 500 e 5000 simulações estudaremos o desempenho dos
estimadores de MV para percentagens de heaping crescentes e para diferentes com-
binações lineares das variáveis explicativas com especial enfoque no comportamento
isolado de cada uma das variáveis.
De forma a tornar praticável e verośımil o padrão de heaping definido anteriormente,
serão escolhidos valores para os parâmetros que afectam as variáveis explicativas de
forma a que E[T |α, λ] se aproxime de 1 .
Num segundo estudo, com 5000 simulações procuraremos evidência emṕırica da es-
perada inconsistência dos estimadores para percentagens de heaping pequenas.
Finalmente, num terceiro estudo, ainda com N = 500 e 5000 simulações estudaremos
o impacto da censura à direita na performance dos estimadores procurando comparar
esses resultados com os obtidos para dados não censurados.
3.3 Heaping ignorado
Tal como descrito no caṕıtulo anterior vamos analisar o impacto do heaping na es-
timação dos parâmetros do modelo escolhido, a saber:
4O código pode ser disponibilizado a quem mostrar interesse nele.
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O dados são gerados seguindo uma distribuição Weibull com parâmetro de dependência
temporal α e elasticidade λ, onde λ é a exponencial de uma combinação linear de
variáveis aleatórias, λ = exp(c + a1X1 + a2X2 + a3X3):
c é o termo autónomo do modelo;
X1 é uma variável dummy tomando os valores 0 e 1 com média 0.5;
X2 é uma variável simétrica, X2 ∼ N(0, 1) e X3 é uma variável assimétrica, X3 ∼ χ2(2).
Recorreu-se a 5000 simulações e a amostras de dimensão N = 500
A t́ıtulo de exemplo apresentamos a tabela 3.1 que reflecte a estimação do modelo
Weibull com α = 0.5 e λ = exp(0.2+0.2X1 +0.2X2 +0.2X3), entre parêntesis curvos o
valor estimado do desvio padrão do estimador e entre parêntesis rectos o valor estimado
do enviesamento relativo do estimador.
Percentagem de heaping
0 % 5 % 10 % 25 % 50 % 75 % 100 %
0.503 0.512 0.520 0.551 0.602 0.684 0.769
α̂ ( 0.018 ) (0.018) (0.019) (0.020) (0.023) (0.026) (0.029)
[ 0.7 % ] [ 2.3 % ] [ 4.1 % ] [ 10.2 % ] [ 22.3 % ] [ 36.8 % ] [ 53.7 % ]
0.201 0.203 0.202 0.201 0.187 0.155 0.105
ĉ (0.079) (0.080) (0.081) (0.084) (0.089) (0.094) (0.010)
[ 0.6 % ] [ 1.3 % ] [ 1.0 % ] [ 0.7 % ] [ -6.5 % ] [ -22. % ] [ -47.6 % ]
0.198 0.202 0.202 0.202 0.209 0.227 0.247
â1 (0.091) (0.090) (0.091) (0.094) (0.099) (0.011) (0.119)
[ -0.9 % ] [ 0.9 % ] [ 0.8 % ] [ 0.9 % ] [4.7 % ] [ 13.5 % ] [ 23.5 % ]
0.202 0.201 0.200 0.202 0.209 0.225 0.245
â2 (0.046) (0.046) (0.046) (0.047) (0.051) (0.055) (0.060)
[ 1.1 % ] [ 0.4 % ] [ 0.1 % ] [ 0.8 % ] [ 4.5 % ] [ 12.3 % ] [ 22.5 % ]
0.203 0.197 0.195 0.186 0.178 0.178 0.186
â3 (0.024) (0.025) (0.025) (0.026) (0.025) (0.024) (0.024)
[ 1.3 % ] [ -1.3 % ] [ -2.7 % ] [ -7.1 % ] [ -10.9 % ] [ -10.8 % ] [ -6.8 % ]
Tabela 3.1: Simulação para durações Weibull, α = 0.5
CAPÍTULO 3. ESTUDO DE SIMULAÇÃO 27
Em termos globais, α̂ é tanto mais enviesado quanto maior for a percentagem de
heaping . Em relação aos coeficientes da regressão, ĉ, â1, â2, â2 e â3, apresentam
valores aceitáveis para percentagens de heaping até 25%, desde que os regressores
associados tenham distribuições simétricas. Como veremos mais adiante a escolha de
α = 0.5 não é inocente.
Procurando clarificar os efeito, nos estimadores, de percentagens crescentes de heaping
e por uma questão de simplicidade do estudo, simplificaremos o PGD do modelo, em
particular, restringindo a uma só as variáveis explicativas com o intuito de discernir
de forma mais rigorosa o comportamento dos estimadores.
O heaping variará entre 0% e 50%.
3.3.1 α = 0.5
Segue-se os resultados da estimação para o parâmetro temporal α = 0.5, entre parêntesis
curvos uma estimativa do desvio padrão e entre parêntesis rectos uma estimativa do
enviesamento relativo.
As tabelas que se seguem são um resumo das tabelas da secção A.1 do apêndice A:
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Percentagem de heaping
































α = 0.5 – a1 = 0.2































Tabela 3.2: Simulação para durações Weibull, α = 0.5 - parte superior λ =
exp(0.2X1) - parte inferior λ = exp(0.4X1) .
O enviesamento relativo dos estimadores â1 e α̂ é positivo e cresce com a percentagem
de heaping .
As estimativas de α e a1 são aceitáveis até cerca de 20% de observações amontoadas.
Os casos a1 = 0.2 e a1 = 0.4 são muito semelhantes.
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Percentagem de heaping
































α = 0.5 – a2 = 0.2































Tabela 3.3: Simulação para durações Weibull, α = 0.5 - parte superior λ =
exp(0.2X2) - parte inferior λ = exp(0.4X2) .
Padrão de estimação muito semelhante ao do caso anterior.
O enviesamento relativo dos estimadores â2 e α̂ é positivo e cresce com a percentagem
de heaping .
As estimativas de α e a2 são aceitáveis até cerca de 20% de observações amontoadas.
Os casos a2 = 0.2 e a2 = 0.4 são muito semelhantes. Na presença de heaping o
enviesamento relativo de α̂ é sempre maior que o de â2.
CAPÍTULO 3. ESTUDO DE SIMULAÇÃO 30
Percentagem de heaping
































α = 0.5 – a3 = 0.2































Tabela 3.4: Simulação para durações Weibull, α = 0.5 - parte superior λ =
exp(0.2X3) - parte inferior λ = exp(0.4X3) .
O enviesamento relativo do estimador α̂ é positivo e cresce com a percentagem de
heaping . Os casos a3 = 0.2 e a3 = 0.4 são comparáveis mas não apresentam a mesma
semelhança dos casos estudados anteriormente.
Na presença de heaping , o enviesamento relativo do estimador â3 é negativo e cresce,
em valor absoluto, com a percentagem de heaping . As estimativas de α e a3 não
são aceitáveis praticamente para nenhuma das situações estudadas (sobretudo no caso
a3 = 0.4). No caso a3 = 0.4 o enviesamento relativo é muito maior que no caso
a3 = 0.2 (mais uma vez em termos absolutos).
Como era de esperar o heaping enviesa a estimação dos parâmetros do modelo. A
situação é semelhante no caso da variável dummy e da variável simétrica (tabelas 3.2
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e 3.3 respectivamente), enviesamento relativo é positivo na estimação do parâmetro
temporal e do coeficiente da variável explicativa. O caso da variável assimétrica (tabela
3.4) é marcadamente diferente dos dois anteriores, o enviesamento relativo é bastante
maior e com padrão diferente do das duas outras variáveis explicativas. O parâmetro
temporal continua a ser sobrestimado mas o coeficiente da variável explicativa é
subestimado de forma particularmente severa no caso a3 = 0.4.
3.3.2 α = 1 (Exponencial)
Segue-se os resultados da estimação para o parâmetro temporal α = 1, entre parêntesis
curvos uma estimativa do desvio padrão e entre parêntesis rectos uma estimativa do
enviesamento relativo.
As tabelas que se seguem são um resumo das tabelas da secção A.2 do apêndice A:
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Percentagem de heaping
































α = 1 – a1 = 0.2































Tabela 3.5: Simulação para durações Weibull (exponenciais), α = 1 - parte superior
λ = exp(0.2X1) - parte inferior λ = exp(0.4X1) .
O enviesamento relativo dos estimadores, apesar de pouco significativo, aumenta com
percentagens crescentes de heaping .
De notar porém que o heaping afecta pouco a estimação, inclusive quando 50% das
observações são amontoadas, o enviesamento relativo mais pronunciado é o de α̂,
apenas 4.3%.
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Percentagem de heaping
































α = 1 – a2 = 0.2































Tabela 3.6: Simulação para durações Weibull (exponenciais), α = 1 - parte superior
λ = exp(0.2X2) - parte inferior λ = exp(0.4X2) .
O enviesamento relativo dos estimadores, ainda menos significativo que no caso da
variável dummy, é positivo e aumenta com percentagens crescentes de heaping .
Mais uma vez o heaping afecta pouco a estimação, quando 50% das observações são
amontoadas, o enviesamento relativo mais pronunciado é o de α̂, 3.73%.
Na ausência de dependência temporal negativa o heaping não parece ser um factor a
ter em conta se os regressores seguirem distribuições simétricas. Vejamos se o caso
α = 2 confirma essa tendência.
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Percentagem de heaping
































α = 1 – a3 = 0.2































Tabela 3.7: Simulação para durações Weibull (exponenciais), α = 1 - parte superior
λ = exp(0.2X3) - parte inferior λ = exp(0.4X3) .
O enviesamento relativo de α̂, é positivo e aumenta com percentagens crescentes de
heaping . As duas situações, a3 = 0.2 e a3 = 0.4, são semelhantes.
O enviesamento relativo de â3 é positivo e pouco significativo no caso a3 = 0.2 mas no
caso a3 = 0.4 é negativo e é aceitável apenas para percentagens de heaping inferiores
a 20%.
No caso exponencial o padrão do enviesamento relativo é o mesmo do caso α = 0.5
embora bastante menos pronunciado, i. é, o efeito do heaping enviesa da mesma forma
a estimação mas conduz a enviesamentos menos pronunciados. Note-se, em particular,
e mais uma vez o caso da variável assimétrica (tabela 3.7) onde o enviesamento relativo
é maior. No caso exponencial se os regressores seguirem distribuições simétricas
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o heaping não afecta significativamente a estimação, o que está em linha com os
resultados deduzidos por Augustin e Wolff (2003) para λ = c. Verifiquemos o caso
seguinte, α = 2, ou seja, dependência temporal positiva.
3.3.3 α = 2
Segue-se os resultados da estimação para o parâmetro temporal α = 2, entre parêntesis
curvos uma estimativa do desvio padrão e entre parêntesis rectos uma estimativa do
enviesamento relativo.
As tabelas que se seguem são um resumo das tabelas da secção A.3 do apêndice A:
Percentagem de heaping
































α = 2 – a1 = 0.2































Tabela 3.8: Simulação para durações Weibull, α = 2 - parte superior λ = exp(0.2X1)
- parte inferior λ = exp(0.4X1) .
O padrão de heaping em estudo virtualmente não aumenta o enviesamento relativo
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dos estimadores quando a variável explicativa é uma variável dummy e α = 2. Veri-
fiquemos se o mesmo ocorre com as outras variáveis.
Percentagem de heaping
































α = 2 – a2 = 0.2































Tabela 3.9: Simulação para durações Weibull, α = 2 - parte superior λ = exp(0.2X2)
- parte inferior λ = exp(0.4X2) .
Os resultados são muito semelhantes aos obtidos no caso anterior. Dir-se-ia que algum
heaping até melhora o desempenho dos estimadores de MV no que toca ao enviesa-
mento relativo. Verifiquemos o, até agora ”desviante”, caso da variável assimétrica.
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α = 2 – a3 = 0.2































Tabela 3.10: Simulação para durações Weibull, α = 2 - parte superior λ =
exp(0.2X3) - parte inferior λ = exp(0.4X3) .
Este caso é semelhante aos dois anteriores. O padrão de heaping em estudo vir-
tualmente não aumenta o enviesamento relativo dos estimadores de MV para a de-
pendência temporal considerada.
Apenas no caso a3 = 0.4 e para grandes percentagens de heaping se nota algum au-
mento do enviesamento relativo mas nada comparável ao obtidos para as dependências
temporais estudadas anteriormente.
No caso α = 2 o padrão de heaping escolhido neste estudo praticamente não interfere
com a estimação, pode até dizer-se que nalguns casos ”melhora”a qualidade dos
estimadores (tabelas 3.8, 3.9 e 3.10)!
Em conclusão, ignorar o heaping (com o padrão escolhido neste estudo) não conduz
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forçosamente a uma degradação da performance dos estimadores. A performance está
sobretudo dependente da dimensão de α, quanto maior for, menor será o impacto do
heaping .
Quanto à questão formulada, ”A partir de que quantidade de heaping é de facto
desaconselhável ignorar o heaping ? ”, a resposta deverá ser:
”Depende essencialmente do parâmetro da dependência temporal ”.
Uma última nota para a variância estimada dos estimadores em estudo; estas apre-
sentam dimensões semelhantes para diferentes percentagens de heaping o que reforça
a comparabilidade das estimativas 5.
3.3.4 Variando α
Naturalmente os resultados anteriores sugerem a continuação do estudo.
Procurando reforçar a suspeita de que a dimensão de α tem um papel determinante na
magnitude do enviesamento relativo dos estimadores de MV, nesta subsecção faremos
variar α de 0.3 até 2.0.
Como nos resultados obtidos até aqui a perturbação mais severa ocorreu na variável
assimétrica no caso λ = exp(0.4X3), será este o valor escolhido para λ.
De notar que α = 0.1 e α = 0.2, foram também estudados mas, conduzem a valores
demasiado elevados do valor esperado das durações, E[T |α, λ] À 1 e atendendo ao
conjunto de heaping escolhido, H = {..., 10, 15, 20, 30, 50, 100}, inviabilizam muitas
vezes, por singularidade, a estimação ou descaracterizam os resultados uma vez que
tornam o padrão de heaping demasiado inverośımil 6.
A tabela seguinte, tabela 3.11, ilustra a evolução com a dimensão de α do enviesamento
relativo na estimação.
5O erro quadrático médio de um estimador β̂ é EQM(β̂) = V ar(β̂) + [Env(β̂)]2.
6Em muitos casos ti À t∗i .
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α
0.3 0.4 0.5 0.6 0.7 0.8
α̂ = 0.366 α̂ = 0.475 α̂ = 0.580 α̂ = 0.681 α̂ = 0.779 α̂ = 0.875
[21.9%] [18.8%] [16.0%] [13.5%] [11.3%] [9.4%]
â3 = 0.210 â3 = 0.234 â3 = 0.256 â3 = 0.277 â3 = 0.294 â3 = 0.311
[−47.5%] [−41.5%] [−36.0%] [−30.8%] [−26.5%] [−22.2%]
α
0.9 1.0 1.1 1.2 1.3 1.4
α̂ = 0.970 α̂ = 1.065 α̂ = 1.161 α̂ = 1.254 α̂ = 1.347 α̂ = 1.442
[7.8%] [6.5%] [5.5%] [4.5%] [3.6%] [3.0%]
â3 = 0.325 â3 = 0.338 â3 = 0.350 â3 = 0.360 â3 = 0.367 â3 = 0.375
[−18.8%] [−15.6%] [−12.5%] [−10.1%] [−8.3%] [−6.3%]
α
1.5 1.6 1.7 1.8 1.9 2.0
α̂ = 1.535 α̂ = 1.630 α̂ = 1.725 α̂ = 1.821 α̂ = 1.915 α̂ = 2.012
[2.3%] [1.9%] [1.4%] [1.2%] [0.8%] [0.6%]
â3 = 0.378 â3 = 0.382 â3 = 0.386 â3 = 0.390 â3 = 0.391 â3 = 0.393
[−5.6%] [−4.4%] [−3.5%] [−2.5%] [−2.3%] [−1.8%]
Tabela 3.11: Simulação para durações Weibull, α entre 0.3 e 2.0 , λ = exp(0.4X3) e
50% de heaping .
O enviesamento relativo positivo de α̂ decresce com a dimensão de α tornando-se
aceitável para dependências temporais significativamente positivas 7. O enviesamento
relativo negativo na estimação de a3 decresce, em valor absoluto, com a dimensão de
α tornando-se aceitável para dependências temporais significativamente próximas de
2.
7Maiores que 1
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3.4 Heaping e inconsistência dos estimadores de
máxima verosimilhança
Nesta secção avaliamos o comportamento em amostras finitas dos estimadores estu-
dados até aqui.
Da literatura precedente (Augustin & Wolff, 2003) o heaping conduz à inconsistência
dos estimadores de máxima verosimilhança quando o modelo Weibull tem a elastici-
dade definida por λ = exp(c).
Mais uma vez, alargando o conjunto de variáveis explicativas como até aqui, estudare-
mos o enviesamento relativo dos estimadores de MV fazendo variar a dimensão da
amostra, N tomará os valores 100, 400, 1600 e 6400. Seguem-se os valores obtidos da
simulação para o modelo Weibull, com α = 0.5 e 5000 réplicas, tabelas 3.12 e 3.13.
















































Tabela 3.12: Simulação para durações Weibull, α = 0.5



























































































Tabela 3.13: Simulação para durações Weibull, α = 0.5
Se o heaping não levasse à inconsistência dos estimadores estes convergiriam à taxa
√
N . Note-se que a convergência é evidente para o caso de o heaping ser de 0%, mas
isso, é claro, corresponde a ausência de heaping .
Quando a dimensão da amostra passa de N = 100 para N = 400 o enviesamento
relativo dos estimadores de α diminui sensivelmente em todos os casos mas a melhoria
já não é tão evidente de N = 400 para N = 1600 e de N = 1600 para N = 6400 na
prática não há nenhuma melhoria.
O comportamento dos estimadores dos parâmetros das variáveis explicativas é ainda
mais notável, mais uma vez há dois casos a considerar, variáveis explicativas com
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distribuição simétrica e variáveis explicativas com distribuição assimétrica. No caso
simétrico, quando a dimensão da amostra passa de N = 100 para N = 400 o
enviesamento relativo diminui sensivelmente em todos os casos mas, na presença de
heaping , a melhoria já não é tão evidente de N = 400 para N = 1600 e no caso da
variável X2, normal, não há melhoria; de N = 1600 para N = 6400 na prática não há
nenhuma melhoria, sobretudo para valores de heaping significativos (ver 50%).
No caso assimétrico, com apenas 10% de heaping , amostras maiores levam a maior
enviesamento relativo do estimador â3 o que é um fort́ıssimo sinal de inconsistência
do estimador em estudo.
No essencial estes resultados reforçam os obtidos por Augustin e Wolff (2003) fornecendo
evidência emṕırica da inconsistência dos estimadores de MV na presença de heaping
simétrico para modelos Weibull com dependência temporal negativa.
3.5 Dados censurados
Nesta secção estudaremos o impacto da censura no modelo estudado nas secções
precedentes.
Em dados de duração a censura aparece associada ao facto dos eventos estudados
nem sempre se completarem durante o decorrer do estudo. Neste tipo de censura as
durações maiores têm uma maior probabilidade de ser censuradas. Uma forma de
lidar com a censura na estimação (por MV) de modelos paramétricos é assumir que
durações completas e durações censuradas contribuem de forma diferenciada para a
verosimilhança do modelo 8 . No software usado, R, tal facto é facilmente acomodado
atribuindo o status = 1, para durações completas e o status = 0, para durações
censuradas.
As durações, Ti, serão geradas, tal com até aqui, seguindo uma distribuição Weibull
de parâmetros α ∈ {0.5, 1, 2} e λ ∈ {e0.4X1 , e0.4X2 , e0.4X3}; onde X1 é uma variável
8No primeiro caso conhecemos f(ti) e no segundo S(ti)
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dummy com 50% de 1′s, X2 ∼ N(0, 1) e X3 ∼ χ2(2) .
Na modelação da censura seguiremos a proposta de Horowitz e Neuman (1989); a
variável indicadora de censura, W , seguirá uma distribuição uniforme de mı́nimo m =
10−6 e máximo M , com M escolhido caso a caso para gerar a percentagem de censura
pretendida em cada situação estudada 9. As durações ”observadas”serão então T ∗ =
min{T,W}.
Pretendendo isolar os efeitos da censura em cada um dos tipos de variável explicativa
as subsecções seguintes serão indexadas a X1, X2 e X3 respectivamente. A censura
será num primeiro caso fraca, 10% de observações censuradas, num segundo caso
moderada, 30% de observações censuradas e finalmente num terceiro caso severa, 50%
de observações censuradas.
Os resultados obtidos estão resumidos e comentados nas subsecções que se seguem,
entre parêntesis curvos uma estimativa do desvio padrão dos estimadores e entre
parêntesis rectos uma estimativa do enviesamento relativo dos estimadores .
3.5.1 Dummy como variável explicativa
Nesta subsecção, λ = exp(0.4X1), os resultados das três tabelas que se seguem serão
comparados com os da parte inferior das tabelas das páginas 28, 32 e 35 10.
9Como as durações censuradas têm de ser estritamente positivas m não pode tomar o valor 0, a
escolha de 10−6 serve esse propósito.
10Variável X1, heaping ignorado com α = 0.5, α = 1 e α = 2, respectivamente.

































































Tabela 3.14: Simulação para durações Weibull, λ = exp(0.4X1) e 10 % de observações
censuradas
A influência de censura fraca não tem uma interpretação óbvia sobre a estimação quer
de α quer de a1 mas tendemos a aceitar que as pequenas diferenças de desempenho
se devam a causas aleatórias, i. é, a presença de censura fraca não afecta a perfor-
mance dos estimadores de MV quando comparados com os estimadores equivalentes
na ausência de censura. Contudo os resultados que se seguem não reforçam esta
interpretação.

































































Tabela 3.15: Simulação para durações Weibull, λ = exp(0.4X1) e 30 % de observações
censuradas
Esta tabela começa a revelar um padrão curioso, por um lado o enviesamento relativo
do estimador de α aumenta (relativamente à situação de ausência de censura) mas o
enviesamento relativo do estimador de a1 diminui.

































































Tabela 3.16: Simulação para durações Weibull, λ = exp(0.4X1) e 50 % de observações
censuradas
Esta tabela reforça de forma evidente o padrão observado na anterior, repare-se que
o enviesamento relativo do estimador de α aumenta mas, mesmo no caso de 50% de
observações amontoadas, o enviesamento relativo de â1 é quase nulo.
Verifiquemos o que ocorre no caso da variável simétrica.
3.5.2 Variável simétrica como variável explicativa
Nesta subsecção, λ = exp(0.4X2). Os resultados das três tabelas que se seguem serão
comparados com os da parte inferior das tabelas das páginas 29, 33 e 36 11.
11Variável X2, heaping ignorado com α = 0.5, α = 1 e α = 2, respectivamente.

































































Tabela 3.17: Simulação para durações Weibull, λ = exp(0.4X2) e 10 % de observações
censuradas
A influência de censura fraca também não parece ter uma interpretação óbvia sobre a
estimação quer de α quer de a2 mas atendendo ao padrão observado para a variável
dummy 12 é de notar que o enviesamento relativo na estimação de α = 0.5, quando 50%
das observações são amontoadas, passa de 12.4% sem censura para 17.5% na presença
de 10% de observações censuradas, enquanto o enviesamento relativo do estimador de
a2 se reduz de 7% para 4.5%. Os resultados que se seguem reforçam esta interpretação.
12Que também é simétrica!

































































Tabela 3.18: Simulação para durações Weibull, λ = exp(0.4X2) e 30 % de observações
censuradas
Esta tabela reforça o padrão já observado, censura, mesmo moderada, aumenta o en-
viesamento relativo do estimador de α e diminui o enviesamento relativo do estimador
do parâmetro da variável explicativa simétrica. Repare-se nos valores estimados para
50% de observações amontoadas, enviesamentos relativos de 12.4% vs. 20.7%, na
estimação de α e 7% vs. 4%, na estimação de a2.

































































Tabela 3.19: Simulação para durações Weibull, λ = exp(0.4X2) e 50 % de observações
censuradas
Censura severa vem reforçar de forma bem evidente o padrão observado em todos os
casos anteriores, repare-se uma vez mais nos valores estimados para 50% de observações
amontoadas, enviesamentos relativos de 12.4% vs. 32.8% na estimação de α = 0.5 e
7% vs. 1.1% na estimação de a2. Este padrão não é obviamente tão evidente nos casos
de α = 1 e α = 2, uma vez que por um lado, os enviesamentos relativos são muito
menos pronunciados e por outro lado, estimadores de MV são em geral enviesados e o
desempenho destes estimadores é razoável ou mesmo bom no caso de parâmetros da
dependências temporal elevados.
Verifiquemos se este padrão também é observado no caso da variável assimétrica
(assimetria positiva) X3.
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3.5.3 Variável assimétrica como variável explicativa
Nesta subsecção, λ = exp(0.4X3). Os resultados das três tabelas que se seguem serão

































































Tabela 3.20: Simulação para durações Weibull, λ = exp(0.4X3) e 10 % de observações
censuradas
Censura fraca não parece ter influência significativa sobre a estimação de a3, os valores
desta tabela reproduzem os das tabelas correspondentes ao estudo de dados não
censurados. Nota-se contudo, uma pior performance do estimador de α, sobretudo no
caso de 50% de observações amontoadas, o enviesamento relativo aumenta de 15.9%
para 20.4%. O padrão do enviesamento relativo é o mesmo e os seus valores muito
semelhantes.
13Variável X3, heaping ignorado com α = 0.5, α = 1 e α = 2, respectivamente.

































































Tabela 3.21: Simulação para durações Weibull, λ = exp(0.4X3) e 30 % de observações
censuradas
Na estimação de a3 censura moderada também não conduz a resultados significati-
vamente diferentes dos obtidos para dados não censurados. No caso da estimação de
α pelo contrário, com 50% de heaping , o enviesamento relativo aumenta, em valor
absoluto; se α = 1, aumenta de 6.5% para 11.6% e se α = 0.5, aumenta de 15.9% para
31.7%.
Note-se que censura moderada combinada com heaping mesmo que moderado e padrão
de dependência temporal negativo conduziu em 2.6% dos casos à não convergência dos
algoritmos implementados neste estudo.

































































Tabela 3.22: Simulação para durações Weibull, λ = exp(0.4X3) e 50 % de observações
censuradas
Censura severa parece confirmar o padrão observado até aqui para o caso desta
variável, a saber:
- Pouca influência da censura no enviesamento relativo do estimador de a3. Ainda
assim o enviesamento relativo cresce ligeiramente com o aumento do número de
observações censuradas.
- Aumenta o enviesamento relativo do estimador de α. No caso mais extremado
(50% de heaping ) o enviesamento relativo aumenta de 15.9% para 45.8%.
- Heaping é o factor dominante para censura fraca e moderada.
- Problemas de convergência quando associada a heaping moderado ou severo.
Tivemos até 7.1% de simulações em que os algoritmos não convergiram.
Caṕıtulo 4
Conclusões
No contexto das aplicações emṕıricas de modelos de duração é frequente os inves-
tigadores fazerem pressupostos simplificadores, como por exemplo ignorarem a ex-
istência de efeito de heaping nos dados. Neste estudo, pretendeu-se, através de um
conjunto de simulações de Monte Carlo, responder a uma questão pouco estudada na
literatura:
A partir de que quantidade de heaping é de facto desaconselhável ignorar o heaping ?
Estudámos o desempenho dos estimadores de máxima verosimilhança, MV, para
percentagens de heaping crescentes, 0%,10%, 20%, 30%, 40% e 50%, para um modelo
de hazard proporcional, Weibull, com três tipos de dependência temporal: negativa ,
ausência de dependência e dependência temporal positiva. Para variáveis explicativas
escolhemos X1, variável dummy com 50% de 1
′s, X2 com distribuição normal standard
e X3, com uma distribuição qui-quadrado com dois graus de liberdade. Em todos os
casos os resultados diferem entre as variáveis com distribuições simétricas, (X1 e X2)
e X3 que tem uma distribuição assimétrica positiva. Mais heaping leva sempre a
enviesamentos crescentes, em valor absoluto, nos estimadores, no caso assimétrico de
uma forma sempre mais pronunciada do que do caso simétrico. Quanto ao efeito
da escolha de diferentes dependências temporais, o modelo é tanto mais insenśıvel ao
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heaping quanto maior for α 1, i. é, o heaping enviesa tanto mais os estimadores quanto
mais negativa for a dependência temporal. No caso de α = 0.5, dependencia negativa,
o enviesamento é positivo na estimação do parâmetro temporal e dos coeficiente da
variáveis explicativa simétricas mas negativo no caso da variável assimétrica. O caso
α = 1, durações com distribuição exponencial, é semelhante ao de α = 0.5 mas os
enviesamentos são bastante menores (em termos absolutos). No caso exponencial
se os regressores seguirem distribuições simétricas o heaping não parece afectar o
enviesamento dos estimadores em estudo, o que está em linha com os resultados
deduzidos por Augustin e Wolff (2003). No caso de α = 2, dependência positiva, não
se pode concluir que enviesamento dos estimadores dos parâmetros do modelo variam
em função de quantidades de heaping crescentes. Com o padrão de heaping escolhido
neste estudo este praticamente não interfere com a estimação, pode até dizer-se que,
nalguns casos ”melhora”a qualidade dos estimadores, reduzindo-lhes o enviesamento!
Mais uma vez, respondendo à questão formulada originalmente: Ignorar o heaping
não conduz forçosamente a uma degradação da performance dos estimadores. A
performance está sobretudo dependente da dimensão de α, quanto maior for, menor
será o impacto do heaping e tipo de distribuição dos regressores do modelo.
Quanto à esperada inconsistência dos estimadores que ignoram o heaping (näıves, na
literatura) encontrámos evidência emṕırica dessa inconsistência mesmo com heaping
simétrico e para percentagens de heaping pequenas; em linha com os resultados obtidos
por Augustin e Wolff (2003), com particular realce para a forte evidência no caso de
dependência temporal negativa em que o enviesamento estimado do estimador do
parâmetro da variável assimétrica aumenta com o tamanho da amostra em vez de
diminuir.
Finalmente estudámos o impacto da censura à direita na performance dos estimadores
de MV e comparámos esses resultados com os obtidos para dados não censurados.
Como era de esperar, os resultados diferem para dois casos considerados: variáveis
simétricas vs. variáveis assimétricas. No caso simétrico, percentagens crescentes de
censura fazem aumentar o enviesamento do estimador de α (relativamente à situação
1Parâmetro temporal da distribuição Weibull
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de ausência de censura) mas o enviesamento do estimador do coeficiente da variável
dummy diminui. A presença de censura pode representar um ganho de qualidade
(relativa) na estimação dos parâmetros associados aos regressores com distribuições
simétricas. No caso da variável explicativa assimétrica, censura crescente leva ao
aumenta do enviesamento do estimador de α e praticamente não interfere com a
estimação do parâmetro do regressor; a presença de censura não tem qualquer tipo de
vantagem para um modelo com este tipo de regressores assimétricos .
Para futuras linhas de investigação sugerimos:
A generalização dos resultados a outros modelos, em particular a uma generalização
natural do modelo Weibull, a Gamma generalizada, que esboçámos mas cujos re-
sultados não apresentamos neste trabalho por não termos superado, nalguns casos,
problemas de convergência dos algoritmos implementados.
O estudo das propriedades dos estimadores que generalizam os que estudámos e
modelam o heaping .
A melhoria do enquadramento teórico para que os resultados recebam um suporte
conveniente e não passem de mais o resultado de um estudo por simulação com pouco
valor na modelação de dados amontoados.
Aos estat́ısticos que procuram modelar dados reais afectados por heaping , após
terem deduzido de alguma forma o seu padrão, a facilidade de implementação dos
métodos descritos encoraja a um estudo prévio, por simulação de Monte Carlo, antes
de implementar um modelo que ignore o heaping .
Para concluir, uma nota de agradecimento aos mentores e colaboradores do The R
Project for Statistical Computing, software livre, intuitivo e versátil que nos poupou à
árdua e entediante tarefa de programar os algoritmos de estimação.
Apêndice A
Heaping ignorado
Segue-se os resultados completos da estimação para o parâmetro temporal α = 0.5,
de seguida α = 1 e finalmente α = 2. Entre parênteses curvos uma estimativa do
desvio padrão e entre parênteses rectos uma estimativa do enviesamento relativo:
A.1 α = 0.5
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APÊNDICE A. HEAPING IGNORADO 60
A.2 α = 1 (Exponencial)













































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































APÊNDICE A. HEAPING IGNORADO 64
A.3 α = 2
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