Abstract. We describe a computationally efficient scheme to perform model selection while simultaneously segmenting a short video stream into an unknown number of detachable objects. Detachable objects are regions of space bounded by surfaces that are surrounded by the medium other than for their region of support, and the region of support changes over time. These include humans walking, vehicles moving, etc. We exploit recent work on occlusion detection to bootstrap an energy minimization approach that is solved with linear programming. The energy integrates both appearance and motion statistics, and can be used to seed layer segmentation approaches that integrate temporal information on long timescales.
Introduction
A detached object [1] is "a layout of surfaces completely surrounded by the medium." Being detached is a functionally important property of objects as it gives them "typical affordances like graspability".
In practice, most objects in a scene are attached to something, rather than floating in mid-air. So, rather than assuming that they are completely surrounded by the medium, one may require that their point of contact with other objects (e.g., the ground plane) change over time. The pedestrian in Fig. 3 illustrates this concept. Such objects have been called "detachable" in the sense that they could be detached or moved if sufficient force were applied. Of course, to ascertain whether an object is detachable, sufficiently informative data has to be provided. For instance, a mug resting on a table is qualitatively different than a tree resting on the ground plane, but there is no way to ascertain whether the former is "detachable" (and not glued to the table instead) until someone actually moves it to a different location. In this paper, therefore, we focus more simply on detecting objects that generate occlusions when either they or the viewer moves. This would include both a mug and a tree. For simplicity, however, we refer to both of these objects as "detachable."
Detecting such objects can be thought of as a segmentation problem, in the sense that our goal is to, eventually, classify the domain of the image into a number of regions, each representing the projection of a different object in the scene. However, it is not the segmentation of a single image, since it is not possible to determine in a single image whether the object is surrounded by the medium or simply "painted" on a surface (see, e.g., the girl painted on the road surface in Fig. 4 , which is clearly not "detachable"). So, multiple views are necessary. Once multiple views are available, the presence of detachable objects is primed by the presence of an occlusion boundary. But in order to determine the presence of an occlusion boundary, we must first determine the motion field that maps the domain of an image onto (a portion of) the domain of a temporally adjacent one. Occluded regions are precisely those where the motion field is not defined, for there exists no motion that carries the domain of one image onto another. Therefore, detachable object detection is not just a motion segmentation task, whereby one seeks for discontinuities of the motion field, or of the optical flow that approximates it.
Instead, given a sequence of images, detachable object detection entails simultaneously solving for the (unknown) regions of the image where the motion field is defined -so the regions are co-visible in adjacent images -for an (unknown) number of objects in the scene. So, our work relates most closely to "layer segmentation" approaches to video coding [2] , and in particular variational formulations, the first of which was [3, 4] . Here we show that, by using local occlusion detection, we can turn a computationally complex problem into one that can be solved by means of linear programming. Our work is motivated by recent results on occlusion detection [5] .
Related work and key idea
As we have already indicated, the outcome of our procedure is a "segmentation" in the sense that it provides pixel-level classification and class-membership information. As such, this paper relates to a vast literature on object segmentation, for instance [6] [7] [8] [9] and references therein. We find that such segmentation approaches work well provided that there are few independently moving objects and a reasonable initialization. This is increasingly difficult to obtain as the scene becomes more cluttered. Furthermore, those approaches are computationally complex, and typically assume that the number of objects (or layers) is known a-priori.
Our work leverages on recent work on occlusion detection [10, 5] . Using the occluded regions as "seeds," it has been shown in [11] that the problem of detachable object detection can be cast as a supervised segmentation scheme [12, 8, 13] , and solved with linear programming for a known number of layers in the scene.
The main contribution of this manuscript is the introduction of a novel scheme for automatic model selection that respects the computational infrastructure of supervised segmentation. However, it does not require any user input, other than the setting of one free parameter that trades off complexity and fidelity as customary in any model selection scheme. Our approach is consistent with the general methodology of minimum description length [14] and instantiates a particularly simple rendition that has also been explored in the field of robust control [15] . The use of minimum-description length (MDL) has a long history in vision, specifically in image segmentation, going back to [16] . However, until recently, description length minimization problems has not been addressed by combinatorial algorithms that can guarantee performance bounds [17, 18] or convex optimization techniques [19] for solving their relaxations.
We focus on short baseline video, indeed as short as three temporally adjacent frames. The results can be used to seed more global (but also more computationally expensive) batch schemes [3, 4, [20] [21] [22] [23] . Other methods for layered motion segmentation [24] [25] [26] also take occlusions into account, but use more restrictive parametric motion models, and typically assume a fixed number of layers, or do not scale well as the number of object increases beyond few. Similarly, [27, 28] use occlusion boundaries inferred using appearance, motion and depth cues [29, 30] or T-junctions [31] to segment image sequences. However, due to their using of graph-cuts [32] and normalized-cuts [33] , they require the number of segments to be known a priori. There is also some interest in inference of depth map from a single image by analysis of T-junctions: [34] proposes a nonlinear iterative filter to achieve depth synthesis, while [35] infers depth by solving a hinge-loss regularized quadratic minimization problem given the T-junctions and segmentation of the image.
2 Background: from local occlusion ordering to global consistency
be a grayscale time-varying image sequence defined on a domain D. Under the assumption of Lambertian reflection, constant illumination and co-visibility, I t (x) is related to its (forward and backward) neighbors I t+dt (x), I t−dt (x) by the usual brightness-constancy equation
where v +t and v −t are the forward and backward motion fields and the additive residual n lumps together all unmodeled phenomena. Schemes such as [10, 5] provide an estimate of the motion field v, in the co-visible region D\Ω, as well as of the occluded region Ω. From this point on, therefore, we will assume that we are given, at each time instant t, both the forward (occlusion) and backward (un-occlusion) time-varying regions Ω + (t), Ω − (t), possibly up to some errors. From now on we drop the subscript ± for simplicity. The local complement of Ω, i.e. a subset of D\Ω in a neighborhood of Ω, is indicated by Ω c and can easily be obtained by inflation, Fig. 1a .
It is important to note that these regions are in general multiply-connected, so Ω = ∪ K k=1 Ω k , and each connected component Ω k may correspond to a different occluded region. However, occlusion detection is a binary classification problem because each region of an image is either co-visible (visible in an adjacent image) or not, regardless of how many detachable objects populate the scene. In order to arrive at detachable object detection we must aggregate local depth-ordering information (from knowledge of occlusion and optical flow) into a global depthordering model. To this end, one can define a label field c : D×R + → Z + ; (x, t) → c(x, t) that maps each pixel x at time t to an integer indicating the depth order. For each connected component k of an occluded region Ω, we have that if x ∈ Ω k and y ∈ Ω c k , then c(x, t) < c(y, t). If x and y belong to the same object, then c(x, t) = c(y, t). To enforce label consistency one can minimize |c(x, t) − c(y, t)|, by integrating it against a data-dependent measure that allows it to be violated across object boundaries, for instance dµ(x, y) = K(x, y)dxdy where
where identifies the neighborhood, and α and β are the coefficients that weight the intensity and motion components of the measure. We then havê
and x − y 2 < . It has been shown in [11] that for a known number of layers, this problem can be translated into integer programming, by quantizing D into an M × N grid-graph G = (V, E) with the vertex (node) set V (pixels), and the edge set E ⊆ V × V encoding adjacency of two nodes i and j ∈ V via i ∼ j. Then the depth ordering is c i = c(x i , t), c j = c(x j , t), and the measure dµ(x i , x j ) becomes a symmetric positive-definite matrix w ij = K(x i , x j ) that measures the affinity between two nodes i, j. The problem (3) then becomes the search for the discrete-valued function c :
Automatic Model Selection: Formulation
The problem above, for the case of L = 2 objects (e.g., foreground/background), can be interpreted as binary graph cut [32, 36] . Unfortunately, for L > 2 this is an NP-hard problem. As customary, one can relax it by dropping the integer constraint and instead allowing c : V → R + , thereby turning (4) into a convex minimization problem. Therefore, we can reach to the optimal solution efficiently as long as the number of layers L is known. However, guessing the number of layers can have undesired consequences, as Fig. 2 illustrates. Therefore, here we introduce a novel approach to perform model selection that preserves the desirable computational properties of the relaxed version of (4).
A natural criterion for model selection is to introduce a complexity cost, and then trading off complexity of the model, and fidelity to the data, in a minimum-description length (MDL) setting [14] . In our case, because we have introduced a label field c, the obvious complexity cost is the largest value of c in the domain D, that is the infinity-norm of c: c ∞ .
. This leads to the straightforward modification of the problem (4) into
with 1 ≤ c i where γ is the cost for addition of each new layer. While this problem preserves the convexity properties of the original model, it is not amenable to being solved using linear programming (LP). Therefore, we propose a modification of the problem above, obtained by introducing auxiliary variables {u ij |i ∼ j} and σ, so that (5) can be written as min uij ,ci,σ i∼j
The addition of the auxiliary variables changes the structure of the original problem, and makes it amenable to deployment of a vast arsenal of efficient numerical methods.
Automatic Model Selection: Implementation
So far we have taken the result of whatever occlusion detection method as "correct". Clearly, this is not realistic. So, to allow for the possibility of errors in the occlusion detection stage, we introduce slack variables {ξ k } K k=1 to relax the hard constraints; this yields min uij ,ci,σ i∼j
where λ is the penalty for violating the ordering constraints.
Clearly, the choice of γ affects the final outcome of our algorithm. Like any model selection approach, our scheme has a free parameter that trades off complexity and fidelity. The effect of different choices of γ is illustrated in Fig. 1 .
Once we have the (forward-backward) occluded regions, Ω ± (t), from [5] , we can bootstrap the process and solve this linear program using [37] . Note that layers obtained may consist of multiple objects. In our implementation, we have separated each layer into distinct objects by finding the connected components at each depth level on c. Fig. 1 : Effect of the increasing layer cost γ on the final outcome given (a) the occlusion cues Ω (red) and Ω c (yellow). The number of regionsσ is estimated as (b) 4 (background, hand-arm, body and pivot leg, swinging leg), (c) 3 (background, body, and swinging arm) and (d) 2 (whole body) respectively. Note that the pivot foot is attached to the ground, and is therefore classified as such. For a longer sequence, where the pivot foot eventually changes, both feet would be lumped with the rest of the body and classified as detachable.
One may object to our "separation" of the problem of detachable object detection into a sequence of steps: First occlusion detection, then aggregation into layers. Also, one could object that the short-baseline does not enable enforcing long-term temporal consistency, so the pivot foot of the hiker in Fig. 1 is attributed to the ground.
Indeed, one could, in principle, just write a global cost functional to go from the raw data (the images) straight to the pixel-wise classification of layer depths. This, however, would not be amenable to being solved using efficient computational schemes. We are aware that such a divide-et-impera approach comes at the cost of overall optimality, but we feel this is a suitable price to pay to reduce the problem to a linear program. As already shown in [11] , simple sequential optimization using the estimate from two adjacent images to initialize the third already enables agglomerating all components of a detached object as in Fig. 3 . To achieve that, we simply use the results of (7) at each instant as initialization to the optimization at the subsequent time, using the field v −(t) . To incorporate the previous layer estimate, similar to [38] , we redefine the measure such that (8) where
and κ is a forgetting factor.
Experiments
In our experiments, rather than solving (7) on the pixel grid, we over-segment the domain to N non-overlapping superpixels [29] . This is not strictly necessary, but enables simple low-level integration of color and texture cues. As in [11] , the edge weight w ij between two neighbors is given by (10) whereĪ(s) = 1
where P b : D → [0, 1] is the probability of a location to be on an edge and ∂s is the boundary of the region s ⊂ D. The edge map is acquired using a multi cue edge detector [39] . Note that the edge features are incorporated into the computation of the weights since the superpixels are constructed based on P b.
In our experiments, we have assigned the parameters α, β and τ to 0.25, 0.5 and 0.25 respectively. We have used the CMU Occlusion/Object Boundary Dataset 1 [29] to evaluate our approach qualitatively and quantitatively. It includes 16 test sequences with a variety of indoor and outdoor scenes and some noise and compression artifacts. It provides ground truth object segmentation for a single reference frame in each sequence.
Qualitative performance
Representative examples of successful detection are shown in Fig. 2 and Fig. 5 . In particular, the experiments show that our approach achieves qualitatively the same performance as [11] when the latter is given the correct number of layers. However, when the number of layers fed to [11] is patently wrong, then our approach outperforms it in qualitatively significant ways, Fig. 2 .
The sequence in Fig. 2 , from [29] , is too short to capture an entire walking cycle, so the person cannot be positively identified as detachable, unlike the n & Conclusion ontinues over whether high-level reasoning, e.g. gnition, should precede figure-ground percepr if purely bottom-up, local reasoning can achis process [16, 25] . Our work takes the more perspective, since knowledge of specific objects ired (unlike [18] ), but our use of matting inmore powerful, semi-global reasoning as comurely-local methods. Our experiments indicate intaining "soft" reasoning throughout, and by multiple, individually-imperfect sources of inn the form of fragmented boundary hypotheses ertain mattes, our novel method for addressing entation yields promising results for use in subrk on unsupervised object discovery or scene un-. While here we have evaluated our affinities in s compared to existing methods, it is certainly at combining multiple types of affinities would r improvement. oundaries and mattes as described simultaneies the grouping and separation of super-pixels e or opposite sides of a given boundary, reWe performed preliminary experiments with ue described in [33] to incorporate separately tion" and "repulsion" evidence via spectral clus- p: A typical graph of segmentation efficiency vs. cona set of desired consistency levels. Our method is able milar object segmentation consistency with fewer segom: The corresponding input data (first row) and the mentations at two consistency levels (2 nd , 3 rd rows), by c d = {0.70, 0.80} to the left of each row. For high-probability boundary fragments used by our aphown, using a different color for each fragment. For , the individual segments corresponding to the object, ed to compute the c and e values displayed below tation, have been colored with a red-yellow colormap, round segments are colored blue-green. ethod requires at each consistency level and the uired by the other methods. We would like to r method often requires significantly fewer seghieve the same consistency. Certainly, there are er" objects for which the choice of segmentation y not matter, so we would also expect to find that regularly performs only as well as other methe also must ensure that we do better much more orse. Furthermore, we expect the potential benpproach to be most obvious within a reasonable sired consistency: all methods will tend to perly well at low consistencies, and all methods will equally often at very high consistencies. ); the third column shows the results of [11] when the number of objects is given as L = 2 for Walking Legs and L = 5 for Squirrel4. Observe that in the case that wrong number of layers provided to [11] , the detected regions have errors, e.g. misclassified regions around the hand of the hiker and tail of the squirrel. However, our approach (fourth column) does not require knowledge of the number of layers, and automatically selects the best tradeoff between complexity and fidelity, modulated by the parameter γ.
squirrel. Using longer video sequences, however (Fig. 3) , shows that we can successfully aggregate the entire person into one segment, and therefore positively detect him as a detachable object. The sequence in Fig. 4 is taken in West Vancouver where the figure of a child is painted on the road. Unlike a real pedestrian or a car, this is not a detachable object, and is therefore not detected as such by our algorithm. Instead, the nearby car is correctly identified as one.
Failure modes
The failure modes of our algorithms are attributed to four classes of phenomena. The first is associated to failure of the occlusion detection module. If an occlusion region is present, but it is not detected, our "pseudo-supervised" approach fails, just like [11] . This is the price to pay for having the problem decomposed into a sequence of steps.
The second failure mode is common to all model selection work. Unless there is a "true" model, and the true model belongs to the class chosen for inference, there is no guarantee that the solution is unique and independent of the regularization parameter γ. Therefore, it is to be expected that our algorithm will behave in a way that is dependent on the value of γ chosen, although the hope is that for sufficiently exciting data sequence the scheme will be relatively insensitive to the choice of γ.
The third failure model is precisely connected to the absence of sufficiently exciting conditions. Like all model identification approaches, in order to achieve Fig. 3 : Improvement in the segmentation from considering extended temporal observations. The first segmentation based on short-baseline motion (left) fails to detect the leg, since it is not moving and attached to the ground. However, integrating on longer temporal frames, during which the pivot leg is tilting forward, results in an enlargement of the detected region (center) until it covers the entire object (a person in this case) the moment the pivot is transferred and the right foot is detached from the ground. Even after the pivot is transferred and the other leg becomes grounded (right), accurate region detection is maintained under the extended temporal observations. a sensible outcome one has to ensure that the data stream is "sufficiently exciting" in the sense of eliciting all the modes of the system. In our context this means that (a) there is sufficient motion (either of the camera or of the object) that sufficient occlusion occurs. Clearly, if we have a detached object but we make an infinitesimal motion, so two adjacent images are essentially identical, we cannot determine that object is detached. However, at the more global level, to distinguish between truly detachable objects (e.g. a mug) and those that are planted (e.g. a tree) we would have to (b) have sufficiently exciting data that include moving the point-of-contact. Example of (a) is visible in Fig. 5 , where the closest box is not detected as a detachable. Examples of (b) include the pivot foot of the hiker in Fig. 2 .
The last class of failures is due to violation of the model underlying the motion field estimation, that is Lambertian reflection and constant illumination. An example, the shiny bowl behind the chair, is visible in Fig. 5 .
Quantitative assessment
Our quantitative evaluation follows the lines of [40] . The covering score of a set of ground truth segments S by a set of segments S can be defined as
Note that comparing our approach to [27] is not straightforward, and possibly unfair, since the latter is an over-segmentation method where the number of seg-ments are predetermined; our algorithm, on the other hand, performs automatic model selection. To be fair to [27] , we have selected the cases where their algorithm yields a single segment, discarding all others that would negatively bias their outcome. [27] reports segmentation covering scores of 0.72 for the pedestrian, 0.84 for the tissue box and 0.71 for the squirrel which are depicted in red in Fig 2. By comparison, our algorithm achieves superior scores 0.90, 0.95 and 0.90 respectively.
We have also compared our method to normalized cut [33] , as the superpixel graphs depicted at Fig. 4 can be partitioned using this technique. However, normalized cut also requires the number of segments to be known a priori, therefore, in our experiments, we have used self-tuning spectral clustering proposed by [41] which addresses this limitation. Our performance on the whole dataset considering all the ground truth objects is shown in Table 1 , which shows that our algorithm outperforms [41] in most of the sequences.
As seen in Table 1 , comparison with [11] yields comparable results when the correct number of layers L is given as input to their algorithm. However, when the incorrect number of layers is used, our algorithm performs substantially better, at a comparable computational cost. Additional samples from the CMU dataset (first column), ground truth objects on these sequences (second column), results of [11] given the correct number of layers (third column), and detected objects with our algorithm which does not require such supervision (fourth column). Observe that comparison yields to comparable results. Note that color coding does not represent the layers rather the distinct components on the layer map. Failures are related to small motion and miss detection of occluded regions.
In terms of running time, once occluded regions are detected, it takes 6.3 seconds for CVX [37] to solve the linear program (7) with 310 depth ordering constraints on a frame over-segmented to 4012 superpixels. Table 1 : Performance of our approach on the CMU dataset computed based on the covering score (12) and compared to [41] , [11] in case the correct number of layers is provided and [11] when L is set to 2.
Discussion
We have presented a method for performing automatic model selection in detachable object detection. It builds on prior work [11] that aggregates local occlusion information into a global ordering akin to a layer decomposition. We have shown that automatic model selection can be performed by imposing complexity constraints in an energy minimization framework, by minimizing the maximum number of depth layers. While this problem is convex, it is not amenable to solution via linear programming. We have shown that the introduction of suitable auxiliary variables can turn this problem into a linear one that can be solved using computationally efficient schemes.
We have shown the qualitative properties of our scheme, and compared it against competing schemes that, however, assume the number of layers to be known. Our scheme compares favorably in that it achieves comparable performance, at comparable computational cost, when the competing approaches are given the correct model complexity. However, it outperforms them when the given number of models is wrong. Thus our scheme is significantly more flexible at a modest increase of computational complexity.
Our approach shares the same limitations of any model selection schemes, in that in general there is no "right" tradeoff between complexity and fidelity and one can expect to have different behavior of the algorithm depending on the choice of layer cost. It also shares the limitation of all schemes that break down the original problem (detached object detection, in our case) into a number of sequential steps, whereby failure of the early stages of processing cause failure of the entire pipeline. The benefit that comes with this predicament is the ability to solve an otherwise very complex computational problem using efficient numerical schemes from linear programming.
