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Abstract

Rapid advances in networking technologies and the explosive growth of the Internet
in recent years have increasingly raised the heterogeneity issue (in end-users processing capabilities and access bandwidth) for transmission of visual information. The
traditional approach of providing multiple bitstreams, each tailored for one class of
decoding requirements to address the heterogeneity issue is very inefficient and only
covers very limited classes of end-users. Scalable coding that generates a bitstream
which consists of a set of embedded parts that offer increasingly better signal-tonoise ratio (SNR) and/or spatial and/or temporal resolution, is widely considered as
a promising coding approach for image/video transmission in heterogeneous environments.
This thesis presents a family of highly scalable wavelet-based image and video coding systems based on the powerful set partitioning in hierarchical trees (SPIHT) algorithm. A framework for highly scalable SPIHT (HS-SPIHT) coding is first introduced. The main idea is to separately encode each level of the spatial resolution subbands in the wavelet decomposed image to achieve spatial scalability, while
benefiting from the tree structure and the efficient set partitioning rule defined by
SPIHT to preserve the compression efficiency. In this framework two novel algorithms, HS-SPIHT-I and HS-SPIHT-II, are proposed. Both algorithms fully support
SNR and spatial scalability for image coding and output flexible bitstreams that are
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easily parsable (reorderable) for providing full embedded subbitstreams for lower
resolutions. It is shown that the HS-SPIHT approach does not sacrifice compression
efficiency for providing scalability features.
The HS-SPIHT coding approach is extended to 3-D (3DHS-SPIHT) to provide combined SNR, spatial and temporal scalability support for video coding. An accurate
motion compensation temporal filtering (MCTF) scheme is employed in the proposed
highly scalable video coding system to achieve not only more efficient compression
but also to produce clear, blur-free sequence for lower temporal resolutions. Simulation results prove the compression efficiency and full scalability support of the
proposed video coding system.
An object-based modification of HS-SPIHT (OBHS-SPIHT) for highly scalable texture coding of arbitrarily shaped image objects is also presented. It effectively encodes only the decomposed object texture, while it keeps the full scalability functionality of the HS-SPIHT. A non expansive shape adaptive discrete wavelet transform (SA-DWT) is utilized for decomposing the texture information of the object.
The OBHS-SPIHT is also extended to 3-D for video object coding. The compression efficiency of the OBHS-SPIHT approach in comparison to the state-of-the-art
object-based coding algorithms, as well as its full scalability feature, are shown in
the simulation results.
Full scalability support and object-based functionality of the proposed highly scalable image and video coding approaches with their compression efficiency and low
complexity (which makes them very convenient for software implementation), make
them attractive for many multimedia applications. This is especially so for multicasting visual information over heterogenous networks and object-based visual information storage, processing and retrieval systems.
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Chapter 1
Introduction
1.1 Context and Motivation
Image and video are distinct sources of information and play significant roles in
almost all multimedia applications. The explosive growth of multimedia productions
in conjunction with the continuous development and spread of telecommunications
systems and, especially, the Internet in recent years, have provided vast and very
diverse sorts of multimedia applications accessible to a large number of users all
around the world.
A digital image is usually represented as a matrix of pixels with a dimension (the
number of rows by the number of columns) that could change over a wide range
from tens by tens to thousands by thousands pixels depending on the application. A
sequence of successive digital images in a period of time composes a digital video,
also known as an image sequence. In raw format, digital image and video require
considerable storage capacity and transmission bandwidth. Table 1.1 illustrates the
raw data bit rates required for some common digital image and video applications.
Efficient compression of the raw image and video data is the first requirement for
all image and video coding systems. Without having a coding algorithm with a high
1
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Table 1.1 Raw bit rates required for some digital image and video applications.

Picture size bits/pixel frames/sec
Bit rate
Common application
(pixels)
600  800
24
11.52 Mbits
Screen images
1200  1600
24
46.08 Mbits
2 Mega pixels digital photos
2048  2560
24
125.83 Mbits
High quality images
96  128
24
7.5
2.21 Mbits/sec
Videophony
288  352
24
30
72.99 Mbits/sec
Videoconferencing
480  720
24
30
248.83 Mbits/sec
Standard TV
1080  1920
24
30
1.49 Gbits/sec
High-definition TV

compression ratio, transmission of visual information over common transmission
channels and also storage of them on common existing digital storage media are very
inefficient and almost useless. For example, downloading an uncompressed high
quality 2048  2560 colour image from the web via a 28.8 kbps dial up Internet connection will take about 73 minutes. With the same connection it will take more than
42 hours to download one minute of an uncompressed colour CIF video sequence
(288

 352 pixels/frame  30 frames/sec  bits/pixel) and a CD-ROM can only

store about 75 seconds of such a raw video CIF sequence.
By exploiting the high correlations that exist among the pixels in natural images
(spatial correlation) and videos (spatial and temporal correlations), compression from
lossless to a wide range of lossy is achievable. In lossless compression the recovered
image/video is exactly identical to the original image/video while in lossy approaches
the recovered image/video is an approximation of the original one. Fortunately the
human eye is not sensitive to small distortions in visual information which are caused
by lossy coding. Previous attempts at image and video coding/compression have
resulted in several international standards such as: JPEG (for lossy image coding),
JPEG-LS (for lossless image coding) and JPEG2000 (the newest standard for lossy
to lossless image coding), MPEG-1,2,4 and H.26x for video coding.
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Due to the explosive growth of the Internet and networking technology, nowadays
a huge number of users with different capabilities of processing and network access
bandwidth can access and transfer data easily. In this heterogenous structure, low
performance users are only able to receive low quality and/or low resolution images
and videos, while higher performance users need to be provided with higher quality
and/or resolution of visual information. Providing efficient compression itself is not
sufficient for transmission of image/video on such a heterogenous network. The main
challenge here is how a single flexible bitstream can be provided to optimally service
each user according to the individual bandwidth and computing capabilities. To overcome this challenge some sort of scalability functionalities need to be provided by
the coders. Scalability in the image and video coding context, refers to a potential
in the coded bitstream, which allows the decoder to usefully decode from only parts
of the bitstream in order to meet certain requirements such as quality, spatial resolution and temporal resolution (for video coding cases). A scalable coded bitstream
consists of a set of embedded parts that offer increasingly better signal-to-noise ratio
(SNR), greater spatial resolution, or higher frame rates (for the case of video) [1].
Thus various types of scalability in image and video coding are as follows:



SNR (signal-to-noise ratio) scalability
SNR scalability (also know as quality scalability), is a feature in the encoded
bitstream that allows decoders to decode the image in the same spatial resolution but with different fidelity. Figure 1.1 shows the concept of SNR scalability.
The bitstream in this figure supports three levels of SNR scalability, therefore,
the decoder has a choice to decode one of the three different qualities offered
by the bitstream. A low quality version of the image is achievable by decoding
the first part (S3 ) of the bitstream only, while by adding the other parts (S2
and S1 ) two higher quality versions can be obtained. A fully SNR scalable bit-

4
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A SNR scalable bitstream
S1

S2

S3

PSNR2

PSNR 3

PSNR 1

Figure 1.1 SNR (quality) scalability concept (PSNR3 < PSNR2 < PSNR1).

stream, also known as rate-embedded bitstream, supports coding granularity
at bit level. Such bitstream can be truncated at any point to achieve the best
possible reconstruction for the number of bits received.



Spatial scalability
Spatial scalability is a feature in the encoded bitstream that allows decoders
to decode the image with different spatial resolutions. Figure 1.2 shows the
concept of spatial scalability. In this figure the bitstream supports three levels
of spatial scalability, and a scalable decoder would be able to reconstruct the
image in any of these three spatial resolutions. The first part of the bitstream
(R3 ) is needed for decoding a low resolution version of the original image. By
adding the part R2 and

R1

to the first part two higher resolution levels of the

image are achievable by the decoder.



Temporal scalability
This scalability feature is only defined for video coding and it is a feature in the
coded bitstream which allows parts of the main coded bitstream to be decoded

5
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A spatial scalable bitstream
R3

Level 3

R2

R1

Level 2

Level 1

Figure 1.2 Spatial (resolution) scalability concept (3 levels).

for reconstructing the video sequence in lower frame rates.



Combined (hybrid) scalability
This refers to the cases where the bitstream supports a combination of SNR,
spatial and temporal scalability features. For example, in a combined SNR
and spatial scalable bitstream, each part of the bitstream which is related to
a specific quality/resolution consists of separable subparts relating to different resolutions/qualities. The decoder in this case can decode different spatial
resolutions, each resolution at different quality levels, offered by the bitstream.

Scalability is an important functionality for progressive coding systems. It is an attractive feature when visual information is transmitted over a communication channel. For applications such as image and video databases, World Wide Web browsing,
or low-bandwidth image communication systems such as telebrowsing and teleshop-
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ping, progressive coding enables the user to make a quick accept or reject decision.
The user also has control over the final quality and bit rate of the images [2]. Another
advantage of scalable coding becomes apparent when the compressed file has to be
decompressed several times and displayed with different resolutions. In this case the
decoder can stop the decompression when the image has reached the resolution of
the particular output device used. The other advantage of scalable compression is
that the target bit rate or reconstruction resolution need not be known at the time of
compression [3]. Moreover, scalability supports better error protection mechanism.
This is due to the fact that partitioning of the information into different parts makes
it possible to provide better protection for the more important parts.
Although the main objective of the traditional image and video coding systems is
to optimize image and video quality at given bit rates, to benefit from the aforementioned scalability functionalities, some sort of scalability have been provided by
them in a layer-based approach (Section 4.3). Such an approach can only supply
a limited number of bitstream layers which incrementally enhance the image/video
signal recovered from the previous layers in quality and/or resolution. The number
of scalable layers and the quality/resolution associated with each layer need to be
determined at the time of encoding. This condition cannot be satisfied for visual
information over heterogenous networks due to the variable bandwidth accessible
by the users. Another drawback of this approach is that by increasing each layer,
the coding complexity and the compression loss will also increase. Moreover such
layered scalability approach is faced with the drift problem due to the error feedback loop that exists in hybrid video coding standards such as MPEG-2,4 and H.263
(Section 4.3.1).
Due to the multiresolution signal representation, offered by wavelet transform, waveletbased coding schemes (Section 2.2 for image coding and Section 4.5.2 for video cod-
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ing) have the potential to support SNR, spatial and temporal scalability. Over the past
decade wavelet-based image/video compression schemes have become increasingly
important and gained widespread acceptance. An example is the new JPEG2000 still
image compression standard [4,5]. Among the wavelet-based image coding the class
of so called embedded wavelet image coding (will be reviewed in the next chapter) provides complete SNR scalability feature. In this class, the embedded zerotree
wavelet (EZW) coding algorithm introduced by Shapiro [6] is well known for its
good compression efficiency, full rate-embedded bitstream and low complexity. The
EZW was further developed by Said and Pearlman in their work called set partitioning in hierarchical trees (SPIHT) [7] and achieved better compression efficiency.
SPIHT now is known as a benchmark for embedded wavelet image coding. Due to
the success of embedded zerotree-based coding for image coding various attempts
have been done to extend this framework for 3-D wavelet video coding. A review of
3-D embedded video coding will come in Section 4.5.2. Although the embeddedness
property of the bitstream provided by embedded wavelet image/video coding algorithms guarantees the full SNR scalability support, spatial and temporal scalability as
well as combined scalability are not provided by most of the codec (detailed review
is provided in Sections 3.1 and 4.5).

1.2 Research Objectives
Motivated by the distinct role of scalability in the image and video coding applications, especially for transmission over heterogeneous networks, and the success of
zerotree-based coding approaches, such as EZW and SPIHT in embedded wavelet
coding, this research proposes highly scalable wavelet-based image and video coding systems in the framework of embedded zerotree coding. The main objectives of
the research can be listed as follows:
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High scalability: the proposed algorithm should provide combined SNR and
spatial scalability for image coding. For video coding, temporal scalability
should be added as well.



Efficient compression: to be able to efficiently encode the visual information,
compression performance of the proposed scalable coding should be comparable to the state-of-the-art image/video coding algorithms. In other words,
providing high scalability functionalities should not result in serious loss of
compression efficiency. Moreover, the coding should cover a wide range of
applications from very low to high bit rates.



Parsable bitstream: based on the scenario of encoding once, decoding multiple times, which is required for multicasting visual information over heterogeneous networks, a highly scalable bitstream needs to be easily reorderable
to be able to provide various subbitstreams associated with different quality
and/or resolution for different users. The parsing (reordering) process should
be possible without need to decode any part of the main scalable bitstream and
should be so simple as to be performed by any node or clients in the network.



Object-based support: coding of arbitrarily shaped visual objects is a very
important feature of the new generation of visual coding standards such as
MPEG-4. It facilitates object interactivity; a function which is highly demanded in new multimedia applications. Providing high scalability features
for texture coding of arbitrarily shaped still and video objects is another objective of this research.
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1.3 Thesis Outline
This thesis consists of seven chapters including this introductory chapter. The remainder of the thesis is organized as follows:



Chapter 2 provides essential background on scalable wavelet image coding. It
starts with a brief explanation of wavelet-based image coding in the context of
transform coding paradigm and its advantages over conventional DCT-based
coding. Then two main approaches for providing SNR scalability, successive
approximation quantization and bitplane coding, that facilitate progressive image coding are introduced. Embedded wavelet image coding, which is the
main focus of this chapter, is then explained. The embedded wavelet coding
in the current literature are classified into two main groups, sequential bitplane
coding and hierarchical set partitioning coding, and reviewed.



Chapter 3 presents the proposed highly scalable set partitioning in hierarchical trees (HS-SPIHT) coding approach. Initially a review of related work and
highlights of the main goals of the HS-SPIHT are presented. After a short
explanation of the SPIHT algorithm [7], the main concepts of the HS-SPIHT
are introduced. Based on these concepts two highly scalable image coding
algorithms called HS-SPIHT algorithm I (HS-SPIHT-I) and HS-SPIHT algorithm II (HS-SPIHT-II) that support full combined SNR and spatial scalabilities are presented in detail. The structure of the bitstreams generated by the
HS-SPIHT algorithms and the bitstream parsing method required for multirate
and/or multiresolution decoding based on the scenario of encoding once, decoding multiple times are then explained. After that the HS-SPIHT decoding
algorithm is also presented in detail. To evaluate the compression performance
and scalability functionality of the proposed algorithms, objective and subjec-
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tive results for a wide range of bit rates and spatial resolutions are presented
and discussed.



Chapter 4 looks into video coding scalability. After a short explanation of
video scalability requirements and common video scaling scenarios for video
transmission, it introduces the layer-based scalability approach used in conventional hybrid video coding systems and points out its major limitations and
drawbacks. An improvement of scalability functionality on the framework of
layered-based coding, called the fine granular scalability (FGS) scheme is discussed. The family of embedded wavelet video coding in the current literature,
with focus on 3-D wavelet video coding, is reviewed and a proposal for a fully
scalable 3-D wavelet video coding based on the HS-SPIHT algorithm is introduced. This chapter is actually an introduction for the next chapter, Chapter 5,
which presents the HS-SPIHT video coding system.



Chapter 5 presents a motion compensated, highly scalable, 3-D wavelet video
coding system. The core coding algorithm of this system, which is a 3-D extension of the 2-D HS-SPIHT algorithm, is presented in detail in this chapter. An
efficient motion compensation temporal filtering (MCTF) scheme with halfpixel accuracy employed for temporal decomposition, in combination with
the 3DHS-SPIHT coding algorithm, makes the proposed motion compensated
3DHS-SPIHT coding system (referred to as MC3DHS-SPIHT) efficient in
compression while it provides SNR, spatial and temporal scalability features
all together. The hierarchy of the MC3DHS-SPIHT bitstream and the bitstream
scaling for multirate and/or multiresolution (spatial and/or temporal resolution)
are explained and comprehensive results are presented to show the coding efficiency and, more importantly, to evaluate the scalability features of the proposed video codec.
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Chapter 6 covers object-based coding and presents modifications of HS-SPIHT
for texture coding of arbitrarily shaped still and video objects. After giving
brief fundamental information on object-based coding, the relevant works in
recent literature on wavelet-based texture coding of arbitrarily shaped visual
objects are reviewed. The review includes shape adaptive discrete wavelet
transform (SA-DWT), a necessary tool for object-based wavelet coding systems, and wavelet-based object coding algorithms, discussing their scalability support features. The modifications required to convert HS-SPIHT to an
object-based HS-SPIHT (OBHS-SPIHT) are explained in detail. The OBHSSPIHT effectively excludes the coefficients that are located outside the object
boundary during the coding process, while preserving the SNR, spatial and
temporal (for video objects) scalability features. Various simulation results are
provided to show the compression efficiency of the OBHS-SPIHT in comparison to other state-of-the-art object-based texture codings in the literature and
its scalability features.



Chapter 7 concludes the thesis and gives some directions for future research.

1.4 Contributions
The major contributions of this thesis are summarized and classified below. They
are presented according to the order they appear in the thesis. The section where the
work is first discussed in the thesis is shown in parentheses.



A framework for highly scalable image coding based on the set partitioning in
hierarchical trees (SPIHT) [7] approach is introduced (Section 3.3). In this
framework two novel algorithms called highly scalable SPIHT algorithm I
(HS-SPIHT-I) (Section 3.4) and HS-SPIHT algorithm II (HS-SPIHT-II) (Sec-
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tion 3.5), are presented. Both of these algorithms support combined SNR and
spatial scalability and provide easily (without need to decoding) parsable bitstreams for multirate and/or multiresolution decoding while keeping the compression efficiency of the original SPIHT algorithm.



A highly scalable 3-D wavelet video coding system (MC3DHS-SPIHT) that
supports full SNR, spatial and temporal scalability features as well as provides high compression performance over a wide range of bit rates is proposed
(Chapter 5). An accurate motion compensated temporal filtering is used and
a 3-D extension of the HS-SPIHT approach called 3DHS-SPIHT algorithm is
presented to be used as the core coding algorithm of the proposed video coding
system.



A highly scalable object-based texture coding system (OBHS-SPIHT) is presented (Chapter 6). The OBHS-SPIHT coding algorithm is extended from HSSPIHT to efficiently encode only the texture information belonging to an object
with any arbitrary shape and to keep scalability features of the HS-SPIHT. The
highly scalable object-based coding is presented for texture coding of both still
and video objects.

1.5 Publications
The following papers have emanated from the thesis work:



H. Danyali and A. Mertins, “A flexible, highly scalable wavelet image compression algorithm based on SPIHT for network applications,” submitted to
IEE Vision, Image & Signal Processing journal.



H. Danyali and A. Mertins, “Object-based image compression with simulta-
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neous spatial and SNR scalability support for multicasting over heterogeneous
networks,” in Proc. 7th International Symposium on Digital Signal Processing for Communication Systems (DSPCS’2003), Gold Coast, Australia, Dec.
2003, pp. 77-81.



H. Danyali and A. Mertins, “A fully SNR, spatial and temporal scalable
3DSPIHT-based video coding algorithm for video streaming over heterogeneous networks,” in Proc. IEEE Region Ten Conference, TENCON’2003, Bangalore, India, Oct. 2003, vol. 4, pp. 1445-1450.



H. Danyali and A. Mertins, “Fully spatial and SNR scalable, SPIHT-based image coding for transmission over heterogenous networks,” Journal of Telecommunications and Information Technology, no. 2, pp. 92-98, 2003.



H. Danyali and A. Mertins, “Fully scalable texture coding of arbitrarily shaped
video objects,” in Proc. IEEE Int. Conf. Acoust., Speech, Signal Processing
(ICASSP’2003), Hong Kong, Apr. 2003, vol. 3, pp. 393-396. (Due to the cancellation of ICASSP’2003 because of the SARS crisis, this paper was presented
at IEEE ICIP’2003, Barcelona, Spain, Sept. 2003)



H. Danyali, A. Mertins, “Fully scalable wavelet-based image coding for transmission over heterogeneous networks,” in Proc. The 1st Workshop on the Internet, Telecommunications and Signal Processing (WITSP’2002), Wollongong,
Australia, Dec. 2002, pp. 173-178.



H. Danyali, A. Mertins, “Highly scalable image compression based on SPIHT
for network applications,” in Proc. IEEE International Conference on Image
Processing (ICIP’2002), Rochester, New York, USA, Sep. 2002, vol. 1, pp.
217-220.
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H. Danyali and A. Mertins, “A 3-D virtual SPIHT for scalable very low bit
rate embedded video compression,” in Proc. 6th International Symposium on
Digital Signal Processing for Communication Systems (DSPCS’2002), Sydney, Australia, Jan. 2002, pp. 123-127.

Chapter 2
Background of Scalable Wavelet
Image Coding
2.1 Introduction
This chapter presents the fundamentals of scalable wavelet-based image coding to
provide the basic knowledge and background for the proposed highly scalable approach which is presented in the next chapter. It begins with a brief review of the
importance of wavelet transform in image coding and the advantages of waveletbased image coding in Section 2.2. The approaches mainly used to provide SNR
scalability for progressive image coding are explained in Section 2.3. Finally in Section 2.4 a scalable family of wavelet coding, called embedded wavelet coding, will
be introduced and the coders belonging to this family will be classified and reviewed.

2.2 Wavelet-Based Image Coding
2.2.1 Transform Coding Paradigm
The class of wavelet-based image coding belongs to a large family of image coding
techniques called transform image coding [8–10]. Traditional transform image cod-
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Figure 2.1 Block diagram of a general transform image coding system.

ing systems as depicted in Figure 2.1, consist of three steps: transforming, quantizing
and entropy coding. In the first step, a linear transform is applied to the image signal
to convert it to a new representation (transform domain) where most of the energy is
compacted in a few coefficients. Quantizing the transform coefficients is the second
step, where the number of bits needed to code the transform coefficients is reduced
simply by reducing the precision of those values. This is a many-to-one mapping,
and consequently a lossy process, which provides the main source of compression.
In the third step, called entropy coding, quantized coefficients are further compressed
(usually lossless) to provide a better overall compression. The decoder follows the
inverse processes of these three steps.
The basic idea behind using a linear transform in an image coding system is that the
task of compressing in the transform domain is more efficient than direct coding in
the spatial domain. This is due to a common characteristic of most natural image signals, that there is a strong correlation between neighboring pixels. A good transform
should be able to decorrelate the image pixels, and provide good energy compaction
in the transform domain so that very few quantized nonzero coefficients have to be
encoded. It is also desirable for the transform to be orthogonal so that the energy
is conserved from spatial domain to the transform domain, and the distortion in the
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spatial domain introduced by quantization of transform coefficients can be directly
examined in the transform domain [1, 11].

2.2.2 Discrete Wavelet Transform (DWT)
Wavelets are functions defined over a finite interval and having an average value of
zero. The basic idea of the wavelet transform is to represent any arbitrary function
f (t)

as a superposition of a set of such wavelets or basis functions. Such superpo-

sition decomposes

f (t)

into different scale levels, where each level is then further

decomposed with a resolution adapted to the level. The basis functions are obtained
from a single prototype wavelet called the mother wavelet, by dilations (scaling) and
translations (shifts).
Wavelet transform can be assumed as a special case of subband transforms. The
analysis of subband decomposition is typically focused on the frequency domain,
whereas in wavelet transform both spatial and frequency features of the signal need
to be considered [12]. Wavelet transform is a type of localized time-frequency analysis [9]. The transform coefficients thus reflect the energy distribution of the source
signal in both space and frequency domain. The wavelet bases offers elements having good frequency resolution at lower frequency while simultaneously offering elements that have good time resolution at higher frequency (see Figure 2.2). Wavelet
representation is particularly well suited to capture both the transient high frequency
phenomena such as edges (using the tall and skinny tiles) as well as long-spatialduration low frequency phenomena such as image backgrounds (the short and fat
tiles).
Wavelet transform offers a multiresolutional [13, 14] representation of an image. It
decomposes an image into a hierarchy of resolution levels, in which the lowest subband is a smoothed low resolution version of the image, and the high frequency
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Figure 2.2 Wavelet bases and time-frequency tiling diagram associated with a wavelet expansion.

subbands in each level contain detailed information required for reconstructing the
next finer resolution of the image.
The practical and fast way of implementing wavelet transform is using a filterbank
structure. The link between wavelet transform and filterbank was first discovered by
Daubechies [15]. Figure 2.3(a) illustrates how one level of wavelet decomposition is
applied to an image signal in two separate stages of 1-D analysis. An analysis filterbank first decomposes the pixels in all rows of the image into low-pass and high-pass
components. These components are then downsampled by a factor of 2 so that the
total number of low-pass and high-pass coefficients is the same as the total number
of pixels in the input image. After completion of the row-wise operation a similar
operation is applied column-wise to both the low-pass and high-pass components.
The order of operation for rows and columns can be swapped. The final output of
the analysis system for an

N



M

image is a set of four

N=2



M=2

subimages

called: LL (low low), LH (low high), HL (high low), and HH (high high) subbands
which correspond to different frequency bands in the image. The total number of
coefficients in the four subbands is equal to the original number of pixels in the image,

N



M

. The LL subband is a low resolution (coarse) version of the original

image, and the LH, HL, and HH subbands respectively contain details with vertical,
horizontal and diagonal orientations. The synthesis operation for reconstructing the
original image from its subband elements is shown in Figure 2.3(b).
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Figure 2.3 One level of a 2-D DWT by filterbanks (a) analysis part (b) synthesis part.

There are several ways for decomposing a signal by wavelet transform into various subbands. A non-uniform band splitting method called dyadic decomposition
(octave-band decomposition) that decomposes the lower frequency part into narrower bands and leaves the high frequency band at each level without any further
decomposition is most widely used in image compression.
Figure 2.4(a) demonstrates the decomposed Barbara image after applying three levels of dyadic wavelet decomposition by 9/7 [16] taps biorthogonal filterbanks. The
corresponding frequency partition (subbands) is shown in Figure 2.4(b).
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Figure 2.4 Three levels dyadic wavelet decomposition of 512  512 Barbara image (a) decomposed Barbara (the LL3 subband is scaled down by 8) (b) subband ordering.

2.2.3 DWT-Based Coding Versus DCT-Based Coding
Most of the traditional transform image and video coding systems, use Discrete Cosine Transform (DCT) [17, 18] for decorrelating spatial information of image and
video signals. In such systems, efficient compression rate can be achieved by coding
the lower frequency information of the DCT coefficients and discarding the higher
frequency information, which are considered to be less important. JPEG [19,20], one
of the popular still image standards and most of the current video standards such as
H.261 [21], H.263 [22, 23], MPEG-1 [24] and MPEG-2 [25] are DCT-based coding
systems.
Despite some advantages of DCT-based image coding systems such as: simplicity,
satisfactory performance, and availability of special purpose hardware for implementation, they suffer from blocking effects. Since the input image needs to be blocked,
correlation across the block boundaries is not considered and it results in a visible
discontinuities along block boundaries which is called blocking artifacts. The blocking artifacts impact on the quality of the decompressed image, particularly at low bit
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rates and often limit the maximum compression ratio that can be achieved. Moreover, the Human Visual System (HVS) is sensitive to the effect of blocking artifacts
on image quality.
Over the past several years, the wavelet transform has gained widespread acceptance
in signal processing in general, and in image compression research in particular. In
many applications wavelet-based schemes show significant improvement over the
DCT-based coding schemes.
Wavelet coding schemes have several important properties for image coding [9, 11,
13, 14]:



There is no need to block the input image, and their basis functions have variable length, therefore at higher compression ratios there are no blocking artifacts.



They offer a flexible multiresolution representation with localization in both
space and frequency which provides a very convenient base for scalable coding.



They facilitate progressive transmission of images.



They are more robust against transmission and decoding errors.



They are better matched to the HVS characteristics.

Because of their multiresolution nature, wavelet-based coding schemes are especially
suitable for applications where spatial scalability is important. JPEG-2000 [4, 5], the
new standard for coding of still images is a wavelet-based coding scheme.
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Figure 2.5 (a) Single-stage coding (b) Successive approximation quantization for multi-stage
coding.

2.3 Progressive Image Coding Approaches
2.3.1 Successive Approximation Quantization
Traditional sequential coding applies a single quantization stage to the transformed
image and represent each quantized sample by one codeword as depicted in Figure 2.5(a). This method is not suitable for SNR scalable coding. For such coding system a multistage coarse-to-fine quantization method is required to provide a
multi-precision description of the source (transformed coefficients). Such a quantization scheme is called successive approximation quantization (SAQ) [6, 10]. As
depicted in Figure 2.5(b) at the beginning stage, the transform coefficients are quantized by a relatively coarse quantizer. The residual signal from each quantization
stage is then quantized by a finer quantizer in the next stage. The refinements stage is
repeated until the number of required precision levels is achieved. A multi-rate progressive coding is achieved by coding the output information of each quantization
stage separately.
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Figure 2.6 Block diagram of a bitplane coding system.

2.3.2 Bitplane Coding Scheme
A bitwise approach to the SAQ, is commonly known as bitplane coding [7, 26]. Bitplane coding is a crucial part of most of the SNR scalable image coding and is explained in this section.
Figure 2.6 shows the block diagram of a generic wavelet bitplane image coding system. In the encoder side a forward discrete wavelet transform (DWT) is first applied to the input image signal. The transform coefficients are then encoded by a
bitplane encoder. We assume the image signal as a set
coefficients as a set

(i; j )

(i; j )

where

p(i; j )

are the image pixel or transform coefficient

coordinates. The transform coefficients can be expressed as:
where bn

2 f0 1g and
;

nmax

and the transform

(i; j ) =

P

max
min

n

n=n

n

bn 2

and nmin are respectively the maximum and the mini-

mum bitplanes needed for the bitplane coding of the wavelet coefficients. The value
of nmax depends to the maximum absolute value in the transform image and is calculated as:

nmax

=

blog (maxf

g fj

(i;j )

2

jg) , while

(i; j )

nmin

depends to the final

precision (2nmin ) which is needed by the encoder.
If we assume bnmax bnmax 1



+1 bnmin to be the binary representation of (i; j ),

bnmin

by coding each additional bit the uncertainty interval for is halved. We call bn , the
th significant bit of and n, the nth bitplane level.

n

As illustrated in Figure 2.7, in a bitplane coding, the wavelet coefficients

(i; j )

are
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Figure 2.7 Illustration of wavelet coefficient representation and transmission order in a bitplane coding scheme.

first represented in sign-magnitude form

(i; j ) =

sgn(

j

j, where sgn()

(i; j )) (i; j )

returns the sign of the input coefficient. The encoder starts coding from the most
significant bitplane level (nmax ) and processes one bitplane after another toward the
least significant bitplane level (nmin ). In each bitplane coding process the coefficients
are scanned in a pre-defined order (as illustrated in Figure 2.7). A coefficient is called
significant in the bitplane level n if

(i; j )

2

n

, otherwise it is called insignificant.

The sign bit of a coefficient is usually coded immediately after its most significant
bit when it is recognized significant for the first time. All the wavelet coefficients
are progressively refined from bitplane to bitplane. The coding process, can be interrupted at any position at any bitplane once the given bit budget has been exhausted
or the desirable precision has been reached.
Bitplane coding provides the SNR scalability at bit level which is the finest granularity for SNR scalability. It means that the number of different quality levels supported
by the bitstream is equal to the number of bits in the bitstream. In other words, every
additional bit improves the quality of the reconstructed image at the decoder.
The basic bitplane coding scheme explained in this section does not directly deal
with the compression, which is the first aim of coding. The main question therefore
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is how an efficient compression ratio can be achieved without losing the full SNR
scalability. A class of image coding methods known as embedded wavelet coding
responds to this request.

2.4 Embedded Wavelet Image Coding
Embedded coding refers to encoding a source signal into a bitstream which contains
all of its lower-rate codes as subsets at the very front so that a lower coder can be obtained by simple truncation of the original full-rate bitstream [27]. Shapiro [6] in his
pioneered embedded coding defined two conditions for an embedded coding. These
were: (1) When coding the same image with two different rates, the bitstream related
to the lower rate must be reproduced exactly in the beginning of the bitstream related
to the higher rate. In other words, the coded bitstream for a given data rate contains
all the representation for smaller data rates. (2) Obtaining the best image quality for
a given bit rate. The first condition conveys the main idea of embedding while the
second condition guards against excessive generalization. In fact, without the second
condition, almost any coding method can be called embedded, but possibly with dismal performance at the intermediary rates. Unfortunately, now the literature is filled
with methods using the expression embedded coding incorrectly. Sometimes image
pyramids are called “embedded wavelets,” so that any coding method using them is
also referred to as being embedded [28].
Full rate-embedded algorithms have granularity at the bit level. Their bitstreams
can be truncated at any desirable point to achieve the best quality for the requested
rate [29]. An SNR scalable algorithm refers to similar properties, regardless of the
granularity of the embedding. A rate-embedded coder allows progressive encoding
from lossy to purely lossless reconstruction when the filters map integers from the
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image domain to integers in the transform domain.
Besides presenting improved efficiency, embedded coding is better suited for several
applications where the possibility of dynamically choosing the rate or distortion is
a plus. An example is transmitting visual information from one source to several
destinations through a heterogeneous network, where each destination has a different
bandwidth to access to the source. Instead of encoding the source data multiple times
to provide different bitstreams for different requested bit rates, an embedded coder
would be able to encode the source information once, and all required bitstreams for
different bit rates could be obtained from this main bitstream.
Another example is remote browsing and downloading of an image database. In
this case, a user should be able to make a fast browsing to select the images before
actually downloading them completely. For this, the user must have a low-quality
version of each image available, but the best dimensioning of these previews depends
on the bandwidth available for the user to access to the server as well as the time
available to complete the job, and may vary from user to user. If the image files
are produced with non-embedded coding, the only choice is to have separate files
for the previews, which is inefficient; besides, there will be a fixed set of preview
resolutions. Using embedded coding, the viewers can select the data rate which best
suits them as a compromise between image quality and download time.
Embedded coding is also applicable for transmission over noisy channels in the sense
that arranging the bits in order of their importance naturally leads to prioritization for
the purpose of layered protection schemes.
The following subsections classify and review the dominant embedded wavelet coding approaches in the literature.
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2.4.1 Sequential Bitplane Coding
A group of embedded wavelet coders in the literature [3, 30–34] employs a bitplane
coding scheme in conventional sequential coding systems as an approach for SNR
scalable coding of wavelet coefficients. This class can be referred to as sequential bitplane coding. It provides SNR scalability by progressive quantization and
sample-by-sample or block-by-block coding of subband coefficients in a multilayer
sequence, representing progressively finer quantization step sizes. Each quantization
layer effectively corresponds to coding of a complete bitplane of quantized subband
coefficients in sign-magnitude form. In each bitplane pass, the bitplane data are encoded using context-dependent entropy coding sequentially, one by one following a
predefined scanning order. The success of this class in providing good compression
efficiency relies upon effective exploitation of subband correlation by conditional
entropy coding. The bitplane coding deals with two source symbols: 0 or 1 and
the sign of the coefficients is a binary event too, therefore a binary entropy coding
scheme [35, 36] is used which is simpler and faster than the entropy coder for nonbinary data. By using a sophisticated context modelling for arithmetic coding, some
of the best PSNR performance for compression of natural images have been demonstrated by this class of coders [31, 32]. EBCOT [3], the core compression algorithm
of the emerging JPEG2000 international standard belongs to this class.
Since the coders of this class process wavelet coefficients one by one following a
predefined scanning order, raster scan for instance, these coders typically need to
process all subband/wavelet coefficients at least once to finish coding of a full bitplane, hence with an implied higher computational cost [37].
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2.4.2 Hierarchical Set Partitioning Coding
Wavelet decomposition offers space-frequency representation of the images, i.e., low
frequency coefficients have large spatial support (good for representing large image
background regions), whereas high frequency coefficients have small spatial support (good for representing spatially local phenomena such as edges). The wavelet
representation, therefore, calls for new quantization and coding strategies that go
beyond traditional transform coding techniques (Section 2.2.1) to exploit this underlying space-frequency image characterization [38].
Due to the energy compaction nature of the wavelet transform, most of the image
energy is compacted in the coarsest (lowest) level of wavelet decomposition. The absolute value of the coefficients in the lowest frequency band is high and needs more
bits in their binary representation than the coefficients in the other bands. Furthermore, the magnitude of the coefficients decrease when we move from a frequency
band level to the next finer level. This means that in a bitplane coding manner (Section 2.3.2), which is widely used in embedded wavelet coding at the early bitplane
levels, most of the coefficients are insignificant against the threshold related to that
bitplane (2n where n is the bitplane level number). A class of hierarchical set partitioning coding are particularly known for their efficient extraction of the significant
coefficients and efficient coding of insignificant coefficients. The main idea behind a
hierarchical set partition coder is to consider a large number of insignificant coefficients as a set and compactly code them together only as an insignificant set symbol,
instead of coding each insignificant coefficient individually. It also needs to define
a partitioning rule to divide a given significant set into smaller subsets to efficiently
extract the significant coefficients.
In a wavelet bitplane coding, the quantization threshold for the significant test is
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scaled down by a factor of two from each bitplane to the next bitplane. In a set
partitioning coder, large areas of insignificant coefficients existing in the leading bitplane coding, can be represented efficiently by zero sets (insignificant sets). In each
bitplane coding pass, all the insignificant sets from the past bitplane coding passes
are individually tested for significance. When all members of a set are insignificant
according to the test threshold for the current bitplane, it remains as a zero set, otherwise it is known as a significant set. Whenever a given set is known as significant,
it is partitioned into its subsets and each subset is then tested against the threshold.
Those subsets which are significant, are further partitioned in a similar manner. The
partitioning of the significant subsets is recursively continued until the given subsets
finally contain only one member. In this way, significant coefficients can be found
after a few partitioning steps, while the majority of the insignificant coefficients still
remain grouped in the zero subsets. Interestingly the decoder can follow the same set
partitioning by receiving the coded binary results (true or false) of the significance
tests.
Based on the way that hierarchical set partitioning coders define their sets, they
can be classified into two main groups: zerotree-based and zeroblock-based coders.
Zerotree-based coding considers a group of related coefficients in different wavelet
subbands as a set called a tree, while zeroblock-based coding usually groups all coefficients belonging to a wavelet subband into a set called a block. When all of
the coefficients belong to a tree or a block are insignificant with respect to the test
threshold, it is called a zerotree or a zeroblock respectively. The following subsections explain these schemes.
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2.4.2.1 Zerotree-Based Framework Coding
In a wavelet pyramid of an image, there is a strong correlation between subbands in
different scales. Due to the time-frequency analysis offered by the wavelet transform
some image features, such as edges, appear at the same spatial location throughout
all resolution scales (see Figure 2.4). With the exception of the highest frequency
subbands, every coefficient at a given scale can be related to a set of coefficients at
the next finer scale orientation. This property for constructing a tree-structure was
first used by Lewis and Knowles [39] for efficient representation of zero wavelet
coefficients in a wavelet image compression. Shapiro combined this idea with a successive approximation quantization scheme (bitplane scheme as a special case) in his
pioneered work called embedded zerotree wavelet (EZW) coding [6]. The tree structure proposed by Shapiro [6] is shown in Figure 2.8. The coefficients located in the
coarsest scale (top level of the wavelet pyramid) are called parents. Each parent has
four children, which are located at the same location at the next finer scale, except for
the coefficients of the coarsest subband. In this subband, each coefficient has three
children which are located at the same position in the high frequency bands at the
same scale. The parent-children dependencies are shown by arrows in Figure 2.8.
For a given parent, a set of related coefficients at all finer scales of similar orientation, corresponding to the same location is called descendants. Descending from the
top level of the image pyramid (coarsest scale) to the lowest level (finest scale), the
magnitude of the coefficients are mostly decaying.
The zerotree approach is based on the hypothesis that if a parent is insignificant with
respect to a given threshold, all its descendants are very likely to be insignificant.
Empirical evidence suggests that this hypothesis is often true [6]. A tree consists
of a tree root (the pixel at the top of the tree) and all its descendants, denoted by
the gray region in Figure 2.8. When a tree is insignificant against the threshold, the
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Figure 2.8 Parent-children dependency in EZW

insignificant information of all of its members can be efficiently coded by a single
symbol. This symbol is called the zerotree-root (ZTR) [6]. The total number of
coefficients in a zerotree grows exponentially with the tree depth. Once a tree is
tested significant, it is partitioned into four subtrees.
The EZW has good coding performance, provides fully embedded bitstreams and
is easy to implement. Moreover, it was the first time that coding scalability (full
SNR scalability) was actually realized. Since then intensive research efforts have
continued to improve this framework [7, 40–50]. Most of these efforts are mainly
focused on improvement of the compression efficiency of the original EZW [7,40,43,
44, 46–48, 50]. In some of these methods [44, 48], a better compression performance
is obtained by sacrificing the embeddedness property of the bitstream which is the
most desirable feature of the coder for progressive transmission. A fast version of
the algorithm by parallel implementation of the EZW is reported in [42]. A robust
version of the algorithm that is more tractable to channel error is presented in [41].
Some of the research in this framework refers to using the zerotree concept for video
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coding [44–46, 48, 49].
The most important development of the EZW, called Set Partitioning in Hierarchical Trees (SPIHT), was presented by Said and Pearlman [7]. It improves the EZW
through the introduction of a new zerotree structure named spatial orientation tree
and an efficient set partitioning tree algorithm. SPIHT outperforms EZW in both
compression efficiency and speed. Even without arithmetic coding it is more efficient than EZW whose compression efficiency is to some extent due to the use of
arithmetic coding. SPIHT supports full rate-embedded coding, and since its introduction, has become a standard benchmark in image compression [51]. Due to the
excellent performance and low complexity of the SPIHT in embedded wavelet coding, it has become a major coding algorithm in the zerotree framework and has been
intensively studied by researchers [52–62]. A detail explanation of the SPIHT is presented in Section 3.2 to provide a foundation for the research presented in this thesis
which is fully based on this algorithm.
An attractive feature of the zerotree coding algorithms lies in its inherent spatial
selectivity in data construction, because all subband coefficients from a zerotree are
approximately related to the same input image area. Hence it is particularly efficient
for providing some useful functionalities in the spatial domain such as random access
to the image region, image tiling, region of interest coding and memory-constraint
image coding.
The research by Davis and Chawla [43] for finding the optimal tree structures (set
partitioning rules) for different transformations, shows that the variation found among
different trees can be fairly small, thus the tree-based algorithms are by nature quite
robust.
An interesting thing to note in zerotree coding schemes is that they are computation-
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ally low complex, while their performance is comparable to the best-known image
coding algorithms. These coding schemes seem to have provided a breathing space in
the world of simultaneously increasing efficiency and reducing computational complexity.
2.4.2.2 Zeroblock-Based Framework Coding
Instead of grouping the wavelet coefficients across subbands by a tree structure as is
the case in zerotree coding, the class of zeroblock coding [51, 63–66], groups a set of
contiguous coefficients within subbands into blocks and partition them to exploit significant coefficients in a straightforward hierarchical set partitioning algorithm. The
main idea here is to exploit the clustering of the energy in frequency and space in
hierarchical structures of transformed image. In set partitioning, each block is tested
against the given threshold, whenever it tests significant, it is partitioned into four
equal subdivision. This operation is known as quadtree splitting. The quadtree splitting operation is recursively performed on the significant subsets (subblocks) until all
the significant coefficients for the current quantization stage are extracted. Figure 2.9
illustrates this operation. This set partitioning allows for the high energy regions to
be zoomed fast while large areas of zero coefficients are compactly represented by
large zeroblocks. A single zeroblock symbol contains all the insignificant coefficients
from a square set region. Like in the zerotree set partitioning case, the decoder in this
case can duplicate the same quadtree splitting steps as the encoder by following the
received significance information.
Some block-based wavelet coders such as AGP [67] and SWEET [68] use similar
types of hierarchical block partitioning and can loosely be considered in this class.
The AGP algorithm is a block entropy coder employing Quadtree partitioning but
the SWEET uses octave-band partitioning to exploit the pyramidal structure of the
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Figure 2.9 An illustration of block partitioning in a 16  16 block region. The significance
test follows the Z-scan order for every 2  2 vector. The bit ”1” indicate further partitioning
of a given block/subblock.

wavelet image. Both of these coders are efficient but they do not possess the embeddedness property and cannot be used for progressive image transmission. The
Set Partitioning Embedded Block coder (SPECK) introduced by Islam and Pearlman [63] employs the octave-band block partitioning of the SWEET while it uses
the significant map schemes of EZW and SPIHT to code the image tranform progressively in decreasing bitplane order. This makes SPECK an efficient block-based
embedded image coding scheme, however as the results in [63] show still its compression efficiency is less than SPIHT. A higher complexity variant of SPECK, called
EZBC (Embedded Zeroblock Coding), is reported by Hsiang and Woods [64]. It uses
the SPECK algorithm to produce the significant map, magnitude refinement and sign
bits, but then uses the context-based adaptive arithmetic coding of EBCOT to encode these bits. EZBC slightly outperforms SPIHT on the average of several natural
images as reported in [64] but this is achieved by the complicated context in its arithmetic coding. However, the application will dictate whether the increase in coding
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Chapter 3
Highly Scalable Set Partitioning in
Hierarchical Trees (HS-SPIHT)
3.1 Introduction
3.1.1 Related Work
The class of embedded wavelet image coding which we reviewed in the previous
chapter (Section 2.4), provides SNR scalability while most of the coders belonging to
this class do not support spatial scalability. Zeroblock-based coding methods such as
[63–66] consider a block of adjacent pixels in each individual subband of the wavelet
image as a set. In their set partitioning procedure, they test each block against the
current threshold and whenever it tests significant, it is partitioned into its four equal
sub-divisions. These coders have a potential to provide spatial scalability, simply by
separating codes belonging to each subband in the output bitstream. By this, the self
similarity property that exists between different scales of wavelet image is neglected.
In most cases not applying an extra entropy coding to the binary codes, their coding
efficiency would be lower than zerotree-based coding such as SPIHT [7].
On the other hand, the embedded zerotree-based coders, such as EZW [6], and
SPIHT [7], which consider a set of coefficients in different subbands of the wavelet
36
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image as a tree, lose spatial scalability. This is because they process and partition the
whole tree only to find the significant coefficients in their bitplane coding method,
regardless of the fact that to provide spatial scalability, the coefficients, belonging
to each subband level of the wavelet image, have to be coded together, and need
to be distinguishable from the codeparts of the other subband levels in the output
bitstream.
Since the introduction of Shapiro’s embedded zerotree wavelet (EZW) [6], many
researchers have worked on this algorithm to achieve further improvements [7, 44–
46, 48, 69, 70]. Almost all of these improvements are about compression efficiency.
However, for the new generation of image coding, compression efficiency itself is not
sufficient and there is a great demand for combined SNR and spatial scalability to facilitate progressive (by quality and/or resolution) image transmission. A modified
version of the EZW algorithm that uses an improved symbol set for zerotree encoding, and proper syntax and markers for the compressed bitstream to allow extraction
of various qualities and resolutions was reported in [70]. However the decoder needs
some additional side information to decode the bitstream. Tham et al. [71] introduced a new zerotree structure called tri-zerotree and used a layered coding strategy
with the concept of embedded resolution block coding to achieve a high degree of
scalability for video coding. The superior success of the set partitioning in hierarchical trees (SPIHT) algorithm [7] in compression efficiency and simplicity, makes
it well known as one of the best algorithms in the EZW framework (SPIHT will
be explained in Section 3.2.). Further improvements to SPIHT have been reported
in [52,53,57–59,61]. Although the SPIHT coder is fully SNR scalable with excellent
compression properties, it does not support spatial scalability and does not provide a
bitstream that can be parsed easily, according to the resolution and rate desired by a
decoder.
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A multiresolutional encoding and decoding scheme based on the SPIHT algorithm
was reported in [54, 57]. In order to achieve multiresolutional decoding from a single bitstream, this method partitions the encoded bitstream into portions according
to subbands. This is done by putting flags in the bitstream during the process of decoding, where the whole bitstream is scanned and only the portions that correspond
to the spatial locations defined by the decoder’s desired resolution are marked and
decoded. Although this multiresolutional decoding scheme saves the decoding time
for lower resolutions, the whole bitstream of the full resolution has to be received,
even for decoding the lower resolutions. For multiresolutional encoding, the coder
in [54, 57] offers a layered bitstream. The information bits (e.g., signs bits and refinement bits) corresponding to different resolutions, which are interleaved in the
original SPIHT bitstream, are separated and put in the different layers of the scalable
bitstream. The coder puts all the bits needed to decode a low resolution image in the
first (low resolution) layer, and in the second layer (higher resolution), those to be
added to the first layer for decoding a higher resolution image and so on. The major
drawback of this multiresolutional encoding is that all the bits spent on finding out the
significant coefficients during sorting pass of the SPIHT are put into the lowest resolution layer, because the algorithm has no mechanism for separating them according
to the subbands. This imposes a high amount of unnecessary bits to the lowest resolution layer, which are actually not required for decoding that resolution, and causes
a very high rate (bit per pixel) for the entire coding of the lowest resolution supported
by the encoder. Moreover, only the lowest resolution layer of the bitstream is rateembedded and the bitstream is not parsable to obtain the rate-embedded bitstreams
for any desired resolution.

3.1.2 The Proposed Approach
The main goals for a full scalable SPIHT-based image coder are as follows:
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Providing combined spatial and SNR scalability.



No sacrifice of compression efficiency of the SPIHT. This means that the compression efficiency of the scalable coder should be comparable to the SPIHT
for the full resolution image decoding.



Providing a flexible and parsable bitstream consisting of some reorderable
parts which offer different qualities and resolutions. This feature makes it possible to obtain various subbitstreams for decoding different resolutions and/or
qualities of the original image, all from a single bitstream, and is necessary for
multicasting image information over heterogeneous networks.



The subbitstream that is provided for lower spatial resolutions by parsing the
original scalable bitstream, should retain the rate-embeddedness property.



The portions of data belonging to any spatial resolution should only carry the
necessary information for that resolution. In other words, the scalable coder
should completely separate the information required for decoding any resolution and should not impose any overhead to any resolution codepart.

To achieve the above goals, a Highly Scalable SPIHT (HS-SPIHT) framework is proposed in this chapter. In this framework two modifications of the SPIHT algorithm
called HS-SPIHT-I and HS-SPIHT-II are presented. The remainder of this chapter is
organized as follows. Section 3.2 will explain the SPIHT coding scheme in detail. In
Section 3.3, the concepts of the HS-SPIHT will be introduced. Sections 3.4 and 3.5
will explain the HS-SPIHT-I and HS-SPIHT-II algorithms in detail. The bitstream
structure and parsing procedure are explained in Section 3.6, followed by the HSSPIHT decoding procedure in Section 3.7. Experimental results for evaluating the
proposed HS-SPIHT algorithms will be given in Section 3.8 and finally Section 3.9
concludes the chapter.
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3.2 Set Partitioning in Hierarchical Trees (SPIHT) Algorithm
SPIHT [7] was designed for optimal progressive transmission, as well as for compression. The main aim in progressive transmission is to transmit the most important
image information first. This is the information that results in the largest reduction
of the distortion (the difference between the original and the reconstructed images).
SPIHT uses the mean square error (MSE) distortion measure.
Dmse (p

where
and

p

=

j

j

p
^

p
N

is the original image,

p
^(i; j )

location

p
^)

p
^

2

=

1

XX

2

(p(i; j )

N

i

p
^(i; j ))

(3.1)

j

is the reconstructed image in the decoder,

p(i; j )

are the pixels of the original and reconstructed images respectively at

(i; j ),

and N is the total number of the pixels in the image. An important

consideration in the design of SPIHT is the fact that the MSE measure is invariant to
the wavelet transform , so the Eq. (3.1) can be rewritten as:
Dmse (p

where

p
^)

=

Dmse (

j
^) =

j

^2
N

=

is the wavelet transform image and

^

1
N

XX

( (i; j )

i

2

^(i; j ))

(3.2)

j

the reconstructed version of the

at

the decoder. It should be noted that the above equation is only true for orthogonal
wavelets.
Eq. (3.2) shows that the MSE decreases by
the transform coefficient

(i; j ).

j(

i; j )

j

2

=N

when the decoder receives

This means that the coefficients with larger magni-

tude should be transmitted to the decoder first, because they have a larger content of
information. Moreover, the value of each coefficient (j

j) can be ranked accord-

(i; j )

ing to its binary representation, and the most significant bits should be transmitted
first. This is actually the idea of bitplane coding for progressive transmission. The
SPIHT incorporates these two concepts: ordering the coefficients by magnitude and
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transmitting the most significant bits first.
The crucial parts of the SPIHT coding process is the way the subsets of wavelet
coefficients are partitioned and the significant information is conveyed.

3.2.1 Set Partitioning Sorting Algorithm
One of the main features of the SPIHT algorithm is that the ordering data is not
explicitly transmitted to the decoder. Instead, it uses the fact that if the encoder and
the decoder have the same sorting algorithm, the decoder can duplicate the encoder’s
execution path if it receives the binary results of the magnitude comparisons, and the
ordering information can be recovered from the execution path.
The design of the sorting algorithm of SPIHT is based on the realization that there is
no need to sort all the coefficients. The main task of the sorting pass in each bitplane
processing is to select those coefficients that satisfy 2n
is the bitplane level. If j

j(

i; j )

j

<

2n+1 ,

where n

j  2 , the coefficient is called significant; otherwise
n

(i; j )

it is called insignificant. The sorting algorithm partitions all the coefficients into a
number of sets Tm , and performs the significance test

fj (
2m

max

(i;j )

T

jg  2

i; j )

n

?

(3.3)

on each set. The result may be either ”no” (the set is insignificant) or ”yes” (the set
is significant). This result is transmitted to the decoder. If the set is significant, a
certain rule shared by the encoder and the decoder is used to partition the

Tm

into

new subsets Tm;l and the same significance test is performed on all the new subsets.
This set partitioning process is repeated until all the significant subsets are reduced
to size one (i.e., they contain one coefficient and this coefficient is significant). The
function
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Sn (T

8
>< 1
)=
>: 0

;
;

If max(i;j )2T fj

jg  2

(i; j )

n

;

(3.4)

otherwise

is used to indicate the significance of a set

T

. The significance result,

Sn (T )

is a

single bit that should be transmitted to the decoder. To reduce the number of significance tests and, consequently, the number of significance test bits in the bitstream,
SPIHT defines a set partitioning rule that uses an expected ordering in the hierarchy
defined by the subband pyramid. The objective of this set partitioning rule is to create
new partitions such that subsets expected to be insignificant contain a large number
of elements, and subsets expected to be significant contain only one element.

3.2.2 Spatial Orientation Trees
The SPIHT defines and partitions sets using a special data structure called spatial orientation tree. A spatial orientation tree is a group of wavelet coefficients organized
into a tree rooted in the lowest frequency (coarsest scale) subband with offspring in
several generations along the same spatial orientation in the higher frequency subbands. This structure is defined such that it exploits the spatial relationships between
the wavelet coefficients in the different levels of the subband pyramid. Figure 3.1
shows a spatial orientation tree and the parent-children dependency defined by the
SPIHT algorithm across subbands in the wavelet image. Each node of the tree corresponds to a pixel and is identified by the pixel coordinate. The tree is defined in such
a way that each node has either no offspring (the leaves) or four offspring at the same
spatial location in the next finer level. The pixels in the coarsest level of the pyramid
are the tree roots. They are grouped into blocks of 2  2 adjacent pixels, and in each
block one of them which is marked by  in Figure 3.1 has no descendants.
SPIHT uses the following sets:
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*
LL3 HL3

HL2

LH3 HH3

HL1

HH2

LH2

A set
created by a tree structure

LH1
HH1

Figure 3.1 Parent-children dependency and spatial orientation trees across wavelet subbands
in SPIHT.



O (i; j )

: set of coordinates of all offspring of node (i; j );

O (i; j )

=

f(2

i;

g, except for the

2j ); (2i; 2j + 1); (2i + 1; 2j ); (2i + 1; 2j + 1)

nodes at the highest and lowest pyramid levels.




D (i; j )

: set of coordinates of all descendants of node (i; j ).

H

: set of coordinates of all coefficients in the coarsest level of wavelet pyra-

mid.



L(i; j )

: set of coordinates of all leaves of node

(i; j ).

L(i; j )

=

D (i; j )

O (i; j )

.

The SPIHT set partitioning rules are as follows:
1. The initial sets are formed with (i; j ) and D (i; j ), for all (i; j ) 2 H .
2. If set

D (i; j )

is significant, it is partitioned into

element sets with the four offspring of (i; j ).

L(i; j )

plus the four single-
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3. If L(i; j ) is significant, it is partitioned into the four sets D (k; l), where (k; l)
are the offspring of (i; j ).

3.2.3 SPIHT Coding Algorithm
The SPIHT algorithm uses three ordered lists to store the test sets for significance in
the same way for the encoder and decoder: the list of insignificant sets (LIS), the list
of insignificant pixels (LIP), and the list of significant pixels (LSP). These are lists of
coordinates (i; j ) that in the LIP and LSP represent individual coefficients and in the
LIS represent a set D (i; j ) (marked as an entry of type A) or a set of L(i; j ) (marked
as an entry of type B). The algorithm consists of three stages: initialization, sorting and refinement. At the initialization stage, SPIHT first calculates the maximum
bitplane level required for the coding due to the maximum value in the wavelet coefficients pyramid, and sets the start threshold for the maximum bitplane level coding,
then sets the LSP as an empty list and puts the coordinates of all coefficients in the
coarsest level of the wavelet pyramid (i.e., the lowest frequency band; LL band) into
the LIP and those which have descendants also into the LIS. In the sorting pass, the
algorithm first sorts the elements of the LIP and then the sets with roots in the LIS.
For each pixel in the LIP, it performs a significance test against the current threshold
and outputs the test result to the output bitstream. As all the test results are encoded
as either 0 or 1, depending on the test outcome, the SPIHT algorithm directly produces a binary bitstream. If a coefficient is significant, its sign is coded and then its
coordinate is moved to the LSP. During the sorting pass of LIS, the SPIHT encoder
carries out the significance test for each set in the LIS and outputs the significance
information. If a set is significant, it is partitioned to its subsets according to the set
partitioning rules mentioned in the previous subsection. Sorting and partitioning are
carried out until all significant coefficients have been found and stored in the LSP.
After the sorting pass for all elements in the LIP and LIS, SPIHT performs a refine-
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ment pass with the current threshold for all entries in the LSP, except those which
have been moved to the LSP during the last sorting pass. Then the current threshold
is divided by two and the sorting and refinement stages are continued until a predefined bit-budget is exhausted. The details of the SPIHT algorithm are presented
in [7].

3.3 Highly Scalable SPIHT (HS-SPIHT) Concepts
In general, applying N levels of wavelet decomposition to an image allows at most
N

+1

levels of spatial resolution. To distinguish between different resolution levels,

we denote the lowest spatial resolution level as level

N

+ 1.

The full image then

becomes resolution level 1. Thus the actual spatial resolution related to level
1=2k

1

k

is

of the resolution of the original image. The three subbands (HLk , LHk , HHk )

that need to be added to increase the spatial resolution from Level k + 1 to Level k
are called spatial subband set level k and referred to as Bk (see Figure. 3.2).
The wavelet pyramid of the image as illustrated in Figure 3.3 can be considered as a
combination of various bitplanes which offer SNR scalability and various spatial subband sets which offer spatial resolution scalability. An algorithm that provides full
spatial scalability would encode the different levels of spatial subband set separately,
allowing a transcoder or the decoder to directly access the data needed to reconstruct
a desired spatial resolution. The original SPIHT algorithm, however, processes the
entire wavelet tree in each bitplane coding level without any regard for separating the
information belonging to different spatial resolution levels. It produces a bitstream
that contains the information of the different spatial resolutions in no particular order.
For the purposes of adding spatial scalability to the SPIHT algorithm, we define the
following concepts:
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Spatial subband set LL3
level 4 (B4)
Spatial subband set
level 3 (B3)
Spatial subband set
level 2 (B2)

Spatial subband set
level 1 (B1)

HL3

LH3 HH3

HL2
HL1
HH2

LH2

LH1

HH1

Figure 3.2 Different levels of spatial subband set that need to be coded separately for providing spatial scalability.

Increasing
spatial resolution

Maximum bitplane level

Increasing
pixel precision

Minimum bitplane level

Figure 3.3 Scalability structure in a bitplane wavelet image coding.
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1. All coding information related to a given level of spatial subband set (see Figure 3.2), in a given bitplane level must be distinguishable in the output bitstream.
2. The tree structure that is distributed among different resolution subbands in
the wavelet image, must be kept in the same way as for SPIHT to keep the
compression efficiency of SPIHT.
3. The proposed algorithm must be reversible, such that there will be no need to
send extra information to the decoder to recognize each coding part.

The first concept is to have a flexible bitstream which allows reordering for various
quality and spatial resolution, while the second and third concepts keep the compression efficiency of the original SPIHT algorithm.
Based on these concepts, two methods to modify the SPIHT algorithm to handle
combined spatial and SNR scalability are proposed. The first method, called highly
scalable SPIHT algorithm I (HS-SPIHT-I), follows progression by resolution as illustrated in Figure 3.4 (a). It starts coding from the coarsest level (highest level of spatial
subband set) of the wavelet coefficients and encodes each level of spatial subband set
(Bk ) completely from the maximum bitplane level to the minimum bitplane level,
then proceeds to encode the next spatial resolution level. The second method, called
highly scalable SPIHT algorithm II (HS-SPIHT-II), modifies the SPIHT algorithm to
provide a bitstream which is progressive by precision (similar to the original SPIHT),
as illustrated in Figure 3.4 (b). It encodes bitplane by bitplane and in each bitplane
coding process, encodes all spatial subband sets separately. In the two following
sections the HS-SPIHT-I and HS-SPIHT-II algorithms are explained in detail.
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Bitplane
Level

Bitplane
Level

Spatial
resolution

(a)

Spatial
resolution

(b)

Figure 3.4 Progression orders for spatial and SNR scalable image coding. (a) Progressive by
spatial resolution (b) progressive by precision (quality).

3.4 Highly Scalable SPIHT Algorithm I
(HS-SPIHT-I)
3.4.1 Description
The HS-SPIHT algorithm I solves the spatial scalability problem through the introduction of one additional list (compared to SPIHT) and a resolution-dependent sorting pass. The new list is called the list of delayed insignificant sets (LDIS). The main
reason behind adding this list is to be able to distinguish the sets for which, all members are outside of a given spatial resolution from those sets that need to be processed
for this spatial resolution, during the sorting pass of the LIS entries. Depending on
the type of a set, if all of its descendants (for set type A), or all of its leaves (for set
type B), do not belong to the subbands that are required for reconstructing the current
spatial resolution which is being coded, then it is not necessary to process this set and
it is removed from the LIS and saved in the LDIS list. Figure 3.5 shows an example
of different sets which should be processed or moved to the LDIS. In this example
T1

and T2 are two descendants sets (type A) and T3 is a set of leaves (type B). All the

members of T1 and

T3

are outside the specified resolution, therefore the coordinate
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roots of the sets

T1 (type A)

T2 (type A)

T3 (type B)
Figure 3.5 An example of different sets which should be differently processed in the
resolution-dependent sorting pass. Set T2 is partly inside the specified resolution subbands
and has to be processed, while sets T1 and T3 are completely outside the resolution and have
to be moved to the LDIS.

root of these sets have to be moved to the LDIS, while some of the members of T2
fall inside that resolution, therefore this set needs to be considered and processed for
this resolution coding.
The HS-SPIHT-I encoder first encodes all bitplanes for a given (low) resolution and
then moves to the next higher resolution. Sets encountered during the sorting pass
that lie outside the current spatial resolution are temporarily stored in the LDIS. They
are moved back from the LDIS into the LIS when they are required for encoding
the next higher resolution. According to the magnitude of the coefficients in the
wavelet pyramid, coding of the lower levels of spatial subband set (Bk ) which are
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associated with the higher resolutions and located at the lower levels of the wavelet
pyramid, usually start from lower bitplanes. Therefore, during the encoding process
of resolution level k , the encoder records the number of sets that went to the LDIS
in each level of bitplane processing. After finishing the encoding process for all
bitplanes of spatial resolution level k , the encoder knows which entries in the LDIS
belong to which bitplane. To encode the spatial subband set level
increase the resolution from level

k

to level

k

1,

k

1

(Bk 1 ) to

in each bitplane coding it only

moves the related entries of the LDIS that belong to that bitplane to the LIS and
carries out the sorting of LIS with the same procedure as before. Altogether, the total
number of bits belonging to a particular bitplane remains the same for SPIHT and
HS-SPIHT-I, but HS-SPIHT-I distributes them among the different spatial resolution
levels.

3.4.2 Coding Algorithm
To give a complete description of the HS-SPIHT algorithm I, the sets and symbols
required for HS-SPIHT-I are first defined and then the coding procedure is presented
in detail.
Definitions:



(i; j ):



O (i; j )

wavelet transformed coefficient at coordinate (i; j ).
: set of coordinates of all offspring of node (i; j ) (the same as for SPIHT,

see Figure 3.1).



D (i; j )



L(i; j )

: set of coordinates of all descendants of node (i; j ).

: set of coordinates of all leaves of node

O (i; j )

.

(i; j ).

L(i; j )

=

D (i; j )
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H

: set of coordinates of all nodes in the coarsest level of wavelet coefficients

pyramid.



: significance test of a set of coordinates f(i; j )g at bitplane n.

Sn (i; j )

Sn (i; j



8
>< 1
)=
>: 0

If maxf(i;j )g fj

jg  2

n

(i; j )

otherwise

Type A sets: for sets of type A the significance tests are to be applied to all
descendants D (i; j ).



Type B sets: for sets of type B the significance tests are to be applied only to
the leaves L(i; j ).



LIP: list of insignificant pixels.



LSP: list of significant pixels.



LIS: list of insignificant sets.



LDIS: list of delayed insignificant sets.



kmax

: maximum level of spatial scalability to be supported by the bitstream

(1  kmax



N

+ 1),

where N is the number of wavelet decomposition levels

applied to the image.



Bk

: spatial subband set level k .

8>
<f
=
>: f

LLk

Bk

1

g

H Lk ; LHk ; H Hk



Rk

g

1

=

N

 
k

+1
N

: a set of subbands in the decomposition image which belong to spatial

resolution level k (1  k
Rk

If k

=

f



kmax

BN +1 ; BN ; : : : ; Bk +1 ; Bk

) of the image.

g
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HS-SPIHT Algorithm I Coding Steps

1. Initialization



n

b

= log2 (maxf(i;j )g

fj (



LSP = ;;



LIP = f(i; j )g,



LIS = f(i; j )g as type A,



LDIS = ;;



k

=

kmax

jg) ; and output it;

i; j )

8(

2

i; j )

H

;

8(

i; j )

2

H

which have descendants;

;

2. Resolution-Dependent Sorting Pass



SortLIP-Enc1(n);



SortLIS-Enc1(n; k );

3. Refinement Pass



RefineLSP-Enc1(n);

4. Quantization-Step Update



if (n > 0)
–

n

=




n

if (k

1;
=

kmax )

, then go to step 2;

else go to step 5?;

5. Resolution Scale and Lists Update



if (k
–

>

k

1)

=

k

1;
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– set the LIS, LIP and LSP as empty lists;
– set

n

with the maximum quantization level related to the first en-

try that was moved from the LIS to the LDIS during resolutiondependent sorting pass for resolution level k + 1;
5?

- move back all entries in the LDIS that were moved to the LDIS during quantization level n of the sorting pass for resolution level k + 1,
to the LIS;
– go to step 2;



else, end of coding;

Pseudo Code
SortLIP-Enc1(n)f



for each entry (i; j ) in the LIP do:
– output Sn (i; j );
– if (Sn (i; j ) = 1), then move (i; j ) to the LSP, output the sign of

(i; j );

g
SortLIS-Enc1(n; k )f
for each entry (i; j ) in the LIS



if the entry is of type A
– if (8(x; y ) 2 D (i; j ) : (x; y ) 2
= Rk ), then move (i; j ) to LDIS as type A;
– else
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output Sn (D (i; j ));
if (Sn (D (i; j )) = 1) then for each (p; q ) 2 O (i; j )






output Sn (p; q );
if (Sn (p; q ) = 1), add (p; q ) to the LSP, output the sign of

(p; q );

else, add (p; q ) to the end of the LIP;

if (L(i; j ) 6= ;), move (i; j ) to the end of the LIS as an entry of type
B;




else, remove entry (i; j ) from the LIS;

if the entry is of type B
= Rk ), then move (i; j ) to LDIS as type B;
– if (8(x; y ) 2 L(i; j ) : (x; y ) 2

– else




output Sn (L(i; j ));
if (Sn (L(i; j )) = 1)



add each (p; q ) 2 O (i; j ) to the end of the LIS as an entry of type
A;



remove (i; j ) from the LIS.

g
RefineLSP-Enc1(n; k )f



for each entry

(i; j )

in the LSP, except those included in the last sorting pass

(i.e., the ones with the same n), output the nth most significant bit of j

g

j.

(i; j )
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The HS-SPIHT-I can be used for full rate-embedded encoding of any desired resolution level of an image. This is an important feature for image transmission applications that do not want to use transcoding. In such applications, the encoder provides
various bitstreams directly from the original image, for different resolutions and bit
rates requested by the decoders. In this case, the encoder does not need to provide
different resolution versions of the original image separately. The encoder applies
wavelet decomposition to the original image only once, then the wavelet image is
used for coding of the various requested spatial resolutions of the image. During
encoding, only the sets and the pixels that fall inside the requested spatial resolution
will be coded. Those sets that are moved to the LDIS according to the HS-SPIHT-I
algorithm will be neglected.

3.5 Highly Scalable SPIHT Algorithm II
(HS-SPIHT-II)
3.5.1 Description
The HS-SPIHT algorithm II, proposed in this section, solves the spatial scalability problem through the introduction of multiple resolution-dependent lists and a
resolution-dependent sorting pass. For each spatial subband set, Bk (see Figure 3.2),
a set of LIP, LSP and LIS lists is defined, therefore there are LIPk , LSPk , and LISk
for k

=

kmax ; kmax

1; : : : ; 1

where kmax is the maximum number of spatial resolu-

tion levels supported by the encoder. In each bitplane, the HS-SPIHT-II coder starts
encoding from the maximum resolution level (kmax ) and proceeds to the lowest level
(level 1). For the resolution-dependent sorting pass of the lists that belong to level k ,
the algorithm first does the sorting pass for the coefficients in the LIPk in the same
way as SPIHT and then processes the LISk list. During processing the LISk , sets
that lie outside the resolution level k are moved to the LISk 1 . After the algorithm
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finishes the sorting and refinement passes for level k it will do the same procedure
for the lists related to level

k

1.

According to the magnitude of the coefficients

in the wavelet pyramid, coding of higher resolution bands usually starts from lower
bitplanes. The total number of bits belonging to a particular bitplane is the same for
SPIHT and HS-SPIHT-II, but HS-SPIHT-II arranges them according to their spatial
resolution dependency.
In the following, the sets and symbols required for HS-SPIHT-II are defined and the
entire coding algorithm is listed.

3.5.2 Coding Algorithm
Definitions:



(i; j ):



O (i; j )

wavelet transformed coefficient at coordinate (i; j ).
: set of coordinates of all offspring of node (i; j ) (the same as for SPIHT,

see Figure 3.1).



D (i; j )



L(i; j )

: set of coordinates of all descendants of node (i; j ).

: set of coordinates of all leaves of node

(i; j ).

L(i; j )

=

D (i; j )

O (i; j )

.



H

: set of coordinates of all nodes in the coarsest level of wavelet coefficients

pyramid.



: significance test of a set of coordinates f(i; j )g at bitplane n.

Sn (i; j )

Sn (i; j

8
>< 1
)=
>: 0

If maxf(i;j )g fj
otherwise

jg  2

(i; j )

n
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Type A sets: for sets of type A the significance tests are to be applied to all
descendants D (i; j ).



Type B sets: for sets of type B the significance tests are to be applied only to
the leaves L(i; j ).



kmax

: maximum level of spatial scalability to be supported by the bitstream

(1  kmax



+ 1),

N

where N is the number of wavelet decomposition levels

applied to the image.



Bk

: Spatial subband set level k .

8
>< f
=
>: f

LLk

Bk

1

g

If k

H Lk ; LHk ; H Hk



Rk

1

N

 
k

+1
N

: A set of subbands in the decomposition image which belong to spatial

resolution level k (1  k
Rk

g

=

=



kmax

f

BN +1 ; BN ; : : : ; Bk +1 ; Bk

) of the image.

g



LIPk : list of insignificant pixels belonging to Bk .



LSPk : list of significant pixels belonging to Bk .



LISk : list of insignificant sets which need to be processed during coding of Bk
in each bitplane.

HS-SPIHT algorithm II Coding Steps

1. Initialization




n

b

= log2 (maxf(i;j )g

LSPk

=

;, 8

k;

1

fj (

jg) ; and output it;

i; j )

 
k

kmax

;
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LIPk

8
>< ;
=
>: f( )g 8(



LISk



LISkmax



k

=

;, 8

=

=

kmax

i; j

;

1



k;

f(

for
i; j )

2

k < kmax

H

g as type A, 8(

i; j )

;



SortLIP-Enc2(n; k );



SortLIS-Enc2(n; k );

3. Refinement Pass
RefineLSP-Enc2(n; k );

4. Resolution Scale Update



if (k
–

>

k

1)

=

k

1;

– go to step 2;



else, k

=

kmax ;

5. Quantization-Step Update



if (n > 0)
–

n

=

n

1;

– go to step 2;



else, end of coding.

=



k < kmax

kmax

;

2. Resolution-Dependent Sorting Pass



k

1

i; j )

2

H

which have descendants;
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Pseudo Code
SortLIP-Enc2(k; n)f



for each entry (i; j ) in the LIPk do:
– output Sn (i; j );
– if

(Sn (i; j ) = 1),

then move

(i; j )

to the LSPk , output the sign of

(i; j );

g
SortLIS-Enc2(n; k )f
for each entry (i; j ) in the LISk



if the entry is of type A
– if (8(x; y )

2

D (i; j )

: (x; y )

2

= Rk )

, then move (i; j ) to LISk

1

as

type A;
– else




output Sn (D (i; j ));
if (Sn (D (i; j )) = 1) then for each (p; q ) 2 O (i; j )




output Sn (p; q );
if (Sn (p; q ) = 1), add (p; q ) to the LSPk , output the sign of
(p; q );




else, add (p; q ) to the end of the LIPk ;

if (L(i; j )
of type B;

6= ;), move (

i; j )

to the end of the LISk as an entry
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else, remove entry (i; j ) from the LISk ;

if the entry is of type B
– if (8(x; y )

2

L(i; j )

: (x; y )

2

= Rk )

, then move (i; j ) to LISk

1

as

type B;
– else




output Sn (L(i; j ));
if (Sn (L(i; j )) = 1)



add each (p; q ) 2 O (i; j ) to the end of the LISk as an entry
of type A;



remove (i; j ) from the LISk .

g
RefineLSP-Enc2(n; k )f



for each entry (i; j ) in the LSPk , except those included in the last sorting
pass (i.e., the ones with the same n), output the nth most significant bit
of j

j.

(i; j )

g
To support bitstream parsing for multicasting image information for a group of users
with different capabilities which need different resolution and/or quality of the original image, some markers are required to be put into the bitstream to identify the parts
of the bitstream that belong to the different spatial resolution levels and bitplanes.
This additional information is only required for parsing and does not need to be sent
to the decoder in any way.
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Figure 3.6 Structure of the HS-SPIHT-I encoder bitstream which is progressive by resolution.
n
P
is related to the codepart of spatial subband set level k (Bk ) at bitplane level n.
k

3.6 Bitstream Formation and Parsing
3.6.1 HS-SPIHT-I Bitstream Structure
Figure 3.6 shows the structure of the HS-SPIHT-I encoder bitstream. The bitstream is
constructed of different parts according to the different spatial resolution. Pk denotes
the codepart obtained for complete coding of the spatial subband set level

k

(Bk )

for all bitplane levels. The first resolution codepart (Pkmax ) belongs to the lowestresolution image (maximum spatial resolution level), and each further part carries
the additional information required to reconstruct the next higher resolution image.
Inside each resolution codepart (Pk ), the bits that belong to the different bitplanes are
separable.

n

Pk

denotes the part of the bitstream obtained for coding

Bk

in bitplane

level n.
A header at the beginning of the bitstream identifies the number of spatial resolution
levels supported by the encoder, as well as information such as the image dimension,
number of wavelet decomposition levels, and the maximum bitplane level required
for coding. At the beginning of each resolution codepart (Pk ), there is an additional
header that provides the information required to identify each bitplane. The number
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Figure 3.7 Structure of the HS-SPIHT-II encoder bitstream which is progressive by quality.
n
P
is related to the codepart of spatial subband set level k (Bk ) at bitplane level n.
k

of required bitplane levels in the different resolution codeparts of the bitstream are
not the same. Due to the energy compaction property of the wavelet transform, the
highest spatial subband set, Bkmax , which is located at the top of the wavelet pyramid,
typically needs the maximum number of bitplane levels, while the lowest spatial
subband set, B1 (located at the lower levest of the wavelet pyramid), usually needs a
minimum number of bitplane levels. Therefore the codepart of some lower levels of
spatial subband sets would be empty at the high bitplane levels.

3.6.2 HS-SPIHT-II Bitstream Structure
The structure of the bitstream generated by the HS-SPIHT-II encoder is shown in
Figure 3.7. The order of the codeparts in this bitstream is different from the order of the codeparts in the HS-SPIHT-I bitstream. The bitstream is constructed of
different parts according to the different bitplane levels (P n ). Inside each bitplane
codepart, the bits that belong to the different spatial subband sets, Pkn are separable.
The header at the beginning of the bitstream is the same as the header of the HSSPIHT-I bitstream. At the beginning of each bitplane there is an additional header
that provides the information required to identify each resolution level.
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3.6.3 Bitstream Parsing
The HS-SPIHT-I bitstream is progressive by resolution, while the bitstream of the
HS-SPIHT-II is progressive by quality (the same as the original SPIHT bitstream).
Even without any reordering and only by removing the headers (except the beginning header), each bitstream can be decoded by a decoder which follows the same
procedure as its encoder. In this case, the bitstream of algorithm I is not optimum for
all rates except for the lowest spatial resolution, and the bitstream of the algorithm
II is not optimum for all resolution except for maximum spatial resolution (original
image).
As is mentioned in Section 3.3, one of the objectives of the HS-SPIHT coding was
to provide a reorderable bitstream such that by a simple parsing method, different
bitstreams, which are optimum for any desirable resolution and bit rate, can be obtained. This feature is necessary for visual information transmission, especially over
a heterogeneous network where visual information needs to be multicasted to a variety of different users with different capabilities and network bandwidth access. This
scenario is illustrated in Figure 3.8. In such cases, first, the original image is encoded
by the scalable encoders at a high bit rate. The bitstream is then stored on an image
server. Different users with different requirements send their request to the server,
and the server or a transcoder within the network, provides them with a properly tailored bitstream that is easily obtained by selecting the related parts of the original
bitstream and ordering them in such a way that the user request is fulfilled.
There are two principal ways of manipulating the bitstreams of the HS-SPIHT encoders, by the image server or transcoder to meet the user requests:

1. The bitstreams are simply truncated according to the requested bit rate
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Decoder 1
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Input image

Decoder 2
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Encoder

Image
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Parser

...
Decoder N

Figure 3.8 An example of an image server and a parser in a network for providing various
bitstreams for different resolutions and/or quality levels requested by different users.

without reordering the codeparts. The HS-SPIHT-I bitstream is truncated
to the required resolution level and, in addition, some of the lower bitplanes may be removed. This yields a bitstream which is progressive by
resolution, but it is only rate-embedded for the lowest spatial resolution.
Similarly, the HS-SPIHT-II bitstream can be truncated to the required bit
rate. This yields a rate-embedded bitstream only for the highest spatial
resolution.
2. The bitstreams of both HS-SPIHT algorithm I and II, are reordered bitplane by bitplane for the requested resolution level. This form of reordering results in a fully rate-embedded bitstream for the desired spatial resolution. Figure 3.9 shows an example of a reordered bitstream
for spatial resolution level r . In each bitplane only the parts that belong to the spatial resolution levels greater or equal to the requested level
are kept and the other parts are removed. This bitstream is completely
rate-embedded. All header information at the beginning of each spatial
resolution subbands level codepart Pk in the HS-SPIHT-I bitstream, and
at the beginning of each bitplane codepart (P n ) in the HS-SPIHT-II bitstream, are solely used by the image parser and do not need to be sent to
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Figure 3.9 Reordered HS-SPIHT bitstream for spatial resolution level r .

the decoder. Only the header at the beginning of the bitstream is needed,
because it tells the decoder about the general information of the image
as well as the maximum number of spatial resolution levels supported by
the original bitstream.

For all resolutions and bit rates, the parsed bitstreams, which are obtained from HSSPIHT encoder I and II bitstreams by using the second parsing, are exactly the same,
therefore only one scalable decoder is required. The next section gives details about
the HS-SPIHT decoding.

3.7 HS-SPIHT Decoding
The decoders required for the above-mentioned parsing methods are different. For
the first method, the decoder directly follows the related encoder, with the output command replaced by an input command, similar to the original SPIHT algorithm. The decoder for the second parsing method needs to keep track of the various
resolution-dependent lists LIPk , LSPk , and LISk for k
r

=

kmax ; kmax

1; : : : ; r

where

is the required resolution level and kmax is the maximum number of resolution lev-

els supported by the encoder. These are the same lists as we introduced for the HS-
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SPIHT-II encoder. In this case, the decoder does not need to use the LDIS, which is
introduced by the HS-SPIHT-I encoder, because at a given resolution level k , the list
LISk

1

1),

(i.e., the LIS for spatial subband set level k

would do the same job as

the LDIS does in the algorithm I. Note that the total storage requirement for all lists
LIPk , LSPk , and LISk for k
as (for k

= 1)

=

1; : : : ; r

kmax ; kmax

is less (for r

>

1)

or the same

for the LIS, LIP, and LSP used by the SPIHT encoder. The complete

decoding algorithm for the bitstreams obtained from the second parsing method is
listed below.
HS-SPIHT Decoding Steps

1. Initialization



input n and kmax ;



set

to the required spatial level used by the decoder (1

r

kmax

LSPk



LIPk

8; , 8   ;
>< ;
=
>: f( )g 8( ) 2
=

k; r

k

i; j



LISk



LISkmax
k

=

r

);





 

=

;, 8
=

kmax

;



k; r

f(

kmax

i; j

k < kmax

H

k

g as type A, 8(

i; j )

2. Resolution-Dependent Sorting Pass



SortLIP-Dec2(n; k );



SortLIS-Dec2(n; k );

r

=



k < kmax

kmax

;

;

3. Refinement Pass

for

i; j )

2

H

which have descendants;
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RefineLSP-Dec2(n; k );

4. Resolution Scale Update



if (k
–

> r)

k

=

k

1;

– go to step 2;



else, k

=

kmax ;

5. Quantization-Step Update



if (n > 0)
–

n

=

n

1;

– go to step 2;



else, end of coding.

Pseudo Code
SortLIP-Dec2(k; n)f



for each entry (i; j ) in the LIPk do:
– input Sn (i; j );
– if (Sn (i; j ) = 1)





move (i; j ) to the LSPk ;
input the sign of

(i; j );

update the value of the coefficient in the wavelet pyramid of the
image;
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g
SortLIS-Dec2(n; k )f
for each entry (i; j ) in the LISk



if the entry is of type A
= R k ),
– if (8(x; y ) 2 D (i; j ) : (x; y ) 2




if(k

> r)

, then move (i; j ) to LISk

1

as type A;

else, remove (i; j ) from LISk ;

– else




input Sn (D (i; j ));
if (Sn (D (i; j )) = 1) then for each (p; q ) 2 O (i; j )




input Sn (p; q );
if

(Sn (p; q ) = 1),then

sign of

add

(p; q )

to the LSPk ; input the

(p; q ) and update the value of the coefficient in the

wavelet pyramid of the image;




else, add (p; q ) to the end of the LIPk ;

if (L(i; j )

6= ;), move (

i; j )

to the end of the LISk as an entry

of type B;




else, remove entry (i; j ) from the LISk ;

if the entry is of type B
– if (8(x; y )
type B;
– else

2

L(i; j )

: (x; y )

2

= Rk )

, then move (i; j ) to LISk

1

as
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input Sn (L(i; j ));
if (Sn (L(i; j )) = 1)



add each (p; q ) 2 O (i; j ) to the end of the LISk as an entry
of type A;



remove (i; j ) from the LISk .

g
RefineLSP-Dec2(n; k )f



for each entry (i; j ) in the LSPk , except those included in the last sorting
pass (i.e. the ones with the same n), input the nth most significant bit of

j j and update the value of the coefficients in the wavelet pyramid of
i;j

the image.

g
3.8 Experimental Results
In this section some information on simulation of the proposed coding systems is provided initially, then comprehensive numerical and visual results for the HS-SPIHT
coders are presented.
All necessary parts for the HS-SPIHT as well as the original SPIHT coding systems were fully implemented in software. This implementation consists of: 2DDWT analysis and synthesis modules, HS-SPIHT encoders for algorithm I and II,
HS-SPIHT decoder, parsers for both HS-SPIHT-I and HS-SPIHT-II bitstreams and
SPIHT encoder and decoder. The popular 8 bits per pixel, grayscale test images,
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Lena, Barbara and Goldhill were utilized in the simulation. The original resolution
of these images is

512

 512 pixels and were obtained from [72].

We adopted the

Daubechies 9/7 filterbanks [16] with symmetric extension at the image boundaries
for wavelet analysis/synthesis of the images. Five levels of wavelet decomposition
are first applied to each test image, then the HS-SPIHT-I and HS-SPIHT-II encoders
were set to encode the entire wavelet images from bitplane maximum to bitplane
0

with the maximum number of spatial scalability levels (with 5 levels of wavelet

decomposition, the maximum spatial scalability levels is 6).
Before the comparison for PSNR results of SPIHT and HS-SPIHT for different spatial resolutions and bit rates is presented, it would be helpful to realize the position of
SPIHT in terms of compression efficiency among some other imoprtant embedded
image coders. Table 3.1 shows a PSNR comparison for some state-of-the-art image
coding methods in the literature. All the results in this table are obtained for full
resolution image decoding. The results for EZW, SPECK and EZBC are obtained
from [6], [63] and [64] respectively. The results for JPEG-2000 is obtained by running the JJ2000 software (version 4.1) [73]. This software is introduced by the JPEG
group in the JPEG-2000 official web page [74] as an accepted implementation of the
JPEG-2000 coding method. The functionalities supported by this codec are compliant with the JPEG-2000 part 1 (core coding system, Document ISO/IEC 15444-1)
algorithm as it is described in the Final Draft International Standard. This software
has been extensively tested and multiple codestreams exchanges have been done with
the Verification Model software (VM8.6) and some other known implementations of
JPEG 2000 part 1.
All of the EZW, SPECK, EZBC and JPEG-2000 coding, employ their own entropy
coding. To provide a fair comparison in Table 3.1, for the SPIHT results the executable code of the codec downloaded from SPIHT home page [75] was run. This
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Table 3.1
PSNR comparison (in dB) of the state-of-the-art embedded image coding in the literature.

Coding
method

0.0625 bpp

SPIHT
EZW
SPECK
EZBC
JJ2000

28.38
27.54
27.75

SPIHT
EZW
SPECK
EZBC
JJ2000

23.35
23.10
23.20

SPIHT
EZW
SPECK
EZBC
JJ2000

26.73
26.52

PSNR (dB)
0.125 bpp 0.25 bpp
Lena (512  512)
31.10
34.12
30.23
33.17
34.03
34.35
30.71
33.80
Barbara (512  512)
24.86
27.58
24.03
26.77
27.76
28.25
25.24
28.26
Goldhill (512  512)
28.48
30.56
30.31
30.50
30.74
28.31
30.37

0.5 bpp

1 bpp

2 bpp

37.22
36.28
37.10
37.47
36.81

40.42
39.55
40.25
40.62
39.53

45.07
42.95

31.40
30.53
31.54
32.15
32.05

36.41
35.15
36.49
37.28
36.61

42.65
41.78

33.13
32.87
33.03
33.47
33.00

36.55
36.20
36.36
36.90
36.11

42.02
40.78

code has a feature for adding an extra arithmetic coding to the binary bitstream of
the SPIHT for further improvement of the compression efficiency. Except for the
result in this table, all the results that will be reported for SPIHT are without arithmetic coding and obtained from our implementation of the algorithm. Also all the
results for HS-SPIHT were obtained by decoding the binary bitstreams. It should
not be forgotten that the main objective of the HS-SPIHT is to provide a high degree of combined spatial and SNR scalability, therefore there is no intend to focus
on arithmetic coding at this stage. However, as shown in [7], an improved coding
performance (about 0.3-0.6 dB) for SPIHT and, consequently, for HS-SPIHT can be
achieved by further compressing the binary bitstreams with an arithmetic coder.
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To provide numerical results for multiresolution decoding, the HS-SPIHT bitstreams,
generated by the HS-SPIHT encoder I and II, were fed into their proper parsers to
produce progressive (by quality) bitstreams for different spatial resolutions. This is
the second type of the parsing methods described in Section 3.6. The bitstream for
each spatial resolution was decoded by the HS-SPIHT decoder at different rates and
the fidelity was measured by the peak signal-to-noise ratio defined as
PSNR = 10 log10

PEAK2
MSE

dB

where MSE is the mean squared error between the original and the reconstructed
image, and PEAK is the maximum possible magnitude for a pixel inside the image.
The PEAK value is 255 for an 8 bpp original image (level 1) and
resolution level k . This is due to the fact that resolution level
the original image after applying

k

filters having a DC amplification of

p

k

255

2

k

1

for

is obtained from

1

levels of 2-D wavelet decomposition with

2.

The bit rates for all levels were calculated

according to the number of pixels in the original full size image. This enables us not
only to compare the results obtained for a given resolution at different bit rates but
also to compare the results related to different spatial resolutions at a given coding
budget.
All the numerical and visual results for all spatial resolutions related to the SPIHT
and HS-SPIHT are generated by decoding the related bitstreams at the exact assigned
coding bit rates. As mentioned earlier in this chapter, the spatial resolution level k
refers to the spatial resolution of

1=2k

in both row and column directions of the

original image.
Figures 3.10, 3.11, and 3.12 compare rate-distortion results obtained by the HSSPIHT and SPIHT decoders for Lena, Goldhill and Barbara test images respectively.
Each figure shows the results for three spatial resolution levels, levels 1 to 3. The
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results for spatial resolution level 1 (original image) clearly show that the HS-SPIHT
retains the compression efficiency and the rate-embeddedness property of the SPIHT
algorithm. The small deviations in compression efficiency between HS-SPIHT and
SPIHT in some bit rates in this level are due to different scanning orders of coefficients within the SPIHT and HS-SPIHT bitstreams. For resolution levels 2 and 3,
the HS-SPIHT decoder obtained the proper bitstreams tailored by the parser for each
resolution level while for the SPIHT case, the whole image was first decoded at each
bit rate, and then the requested spatial resolutions of the reconstructed and original
images were compared. All bits in the reordered HS-SPIHT bitstream for a particular resolution belong only to that resolution, while in the SPIHT bitstream, the bits
that belong to the different resolution levels are interwoven. Therefore, as expected,
the performance of HS-SPIHT is much better than for SPIHT for resolution levels
greater than one. As the resolution level increases, the difference between HS-SPIHT
and SPIHT becomes more and more significant. The HS-SPIHT PSNR saturation for
Lena at level 3 (3.10, bottom) means that the rate covers codeparts of all bitplanes.
Note that only positive bitplanes ( from bitplane maximum to bitplane 0) were coded
by the encoder.

74

Highly Scalable Set Partitioning in Hierarchical Trees (HS-SPIHT)

44
42
40

PSNR (dB)

38
36
34
32
30
28
26
SPIHT
HS−SPIHT
24

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

Rate (bpp)

50

PSNR (dB)

45

40

35

30

SPIHT
HS−SPIHT

25
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Rate (bpp)

70

65

60

PSNR (bpp)

55

50

45

40

35

30
SPIHT
HS−SPIHT

25
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

Rate (bpp)

Figure 3.10 Comparison of the rate-distortion results obtained by SPIHT and HS-SPIHT
decoders for the Lena test image at different spatial resolution levels. Top: level 1 (original
image size 512  512); middle: level 2 (256  256); bottom: level 3 (128  128).
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Figure 3.11 Comparison of the rate-distortion results obtained by SPIHT and HS-SPIHT
decoders for the Goldhill test image at different spatial resolution levels. Top: level 1 (original
image size 512  512); middle: level 2 (256  256); bottom: level 3 (128  128).
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Figure 3.12 Comparison of the rate-distortion results obtained by SPIHT and HS-SPIHT
decoders for the Barbara test image at different spatial resolution levels. Top: level 1 (original
image size 512  512); middle: level 2 (256  256); bottom: level 3 (128  128).
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Table 3.2
PSNR results obtained by the HS-SPIHT decoder for reconstructing the test images at different spatial resolutions and bit rates.

Bit rate
(bpp-full)
0.0625
0.125
0.25
0.5
1
0.0625
0.125
0.25
0.5
1
0.0625
0.125
0.25
0.5
1

Resolution 1/8
45.29
68.18
76.36 (0.143 bpp)
42.90
66.41
76.48 (0.150 bpp)
44.5
68.10
76.41 (0.145 bpp)
-

HS-SPIHT PSNR (dB)
Resolution 1/4 Resolution 1/2
Lena
32.38
28.74
40.03
32.35
50.75
37.45
69.70 (0.448 bpp)
43.88
53.26
Barbara
30.85
25.94
36.56
28.42
47.34
32.67
70.06 (0.486 bpp)
39.28
50.13
Goldhill
31.48
27.80
37.14
30.82
47.97
33.85
70.11 (0.478 bpp)
38.86
49.98

Resolution Full
27.60
30.38
33.34
36.57
39.94
22.98
24.13
26.70
30.55
35.35
26.28
28.03
30.12
32.42
35.71

Table 3.2 summarizes parts of the HS-SPIHT PSNR results given in Figures 3.10
-3.12 for different spatial resolutions of the test images. As expected, and the results
confirm, for a given bit rate, the PSNR will be increased by decreasing the spatial
resolution. Having a limitation in bandwidth and consequently bit budget in many
image transmission applications, this feature enables the decoder to decode a lower
resolution of the original image at high quality, instead of decoding the high resolution of the image at low quality. Moreover HS-SPIHT, in combination with a simple
parser, not only provides any desirable resolution and bit rate for the scalable decoder,
but also introduces another kind of scalability which is called complexity scalability.
To realize the complexity scalability, Table 3.3, compares the times consumed by
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Table 3.3
Time spent by HS-SPIHT decoder for decoding the Lena (512  512) image at different
spatial resolutions and bit rates. The values are calculated in ratio to the spent time for
decoding of the full resolution image at 1 bpp.

Bit rate
(bpp-full)
0.0625
0.125
0.25
0.5
1

Resolution 1/8
0.0241
0.0299
-

Decoding time ratio
Resolution 1/4 Resolution 1/2
0.0326
0.0456
0.0482
0.0663
0.0784
0.1098
0.2710
0.9417

Resolution Full
0.1155
0.1343
0.1867
0.3199
1

the HS-SPIHT decoder for decoding different resolution levels and bit rates of Lena.
This table shows the time ratio based on the time which is needed for decoding of
the original resolution (level 1) at bit rate 1 bit per pixel.
Table 3.4 shows the number of bits spent for coding of each spatial resolution codepart at each bitplane (Pkn ) for the Lena image. As expected, at high bitplane levels,
the codeparts of low spatial subband set levels are empty. This means that at the
beginning bitplanes, most of the coding bits are spent for coding of the low spatial
resolution (high spatial subband set levels). By decreasing the bitplane level, the bits
spent for coding of the low spatial subband set levels are rapidly increasing, while
the bits needed for the high resolution subbands levels are mostly spent for coefficients refinement and remain constant. Due to the energy compaction of the wavelet
transform, the bit rate (bpp) needed for entire (from bitplane level maximum to 0)
coding of the higher spatial subband set levels (located at the higher levels of the
wavelet pyramid) is more than the bit rate required for the coding of the lower spatial
subband set levels. The total number of bytes spent for different spatial resolutions
of the test images are shown in Table 3.5. As the information of this table shows,
a small percentage of the whole bitstream is needed for decoding the low resolution
images. This motivates using the HS-SPIHT for image transmission applications
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Table 3.4
Number of bits spent by HS-SPIHT-I and II encoders for each resolution codepart at each
bitplane (Pkn ) of Lena image.

Bitplane
level (n)
12
11
10
9
8
7
6
5
4
3
2
1
0
Total
bpp

6
386
363
275
256
256
256
256
256
256
256
256
256
256
3584
14

5
192
192
229
471
700
798
863
868
871
820
793
779
778
8354
10.88

Resolution level (k )
4
3
2
0
0
0
0
0
0
7
0
0
177
14
0
893
320
34
2064
2279
591
2525
4869
4143
3001
7297
10868
3296
9648
19854
3558 12863 34853
3446 15156 60398
3274 14260 61727
3174 13427 57144
25415 80133 249612
8.27
6.52
5.08

1
0
0
0
0
1
38
487
4496
17549
52817
159911
248249
245190
728738
3.71

Total
578
555
511
918
2204
6026
13143
26786
51474
105167
239960
328545
319969
1095836
4.18

where bandwidth and decoding time is limited. In such cases instead of transmitting the full resolution image, sending a lower resolution of the image can save both
bandwidth and decoding time.
Table 3.6, provides the number of bytes in the HS-SPIHT-I and HS-SPIHT-II bitstreams spent for coding of different resolutions of Lena image at bit rates 0.1, 0.5
and 1 respectively. For comparison, the results for multiresolutional SPIHT by Xiong
et al. [54] are also included. For spatial resolution lower than the original resolution,
their codec is obviously inefficient, in comparison with the HS-SPIHT-II coder. This
is because in this multiresolutional encoding method, during the low resolution coding, the sorting information associated with (unused) higher resolution levels has not
been removed, while using the resolution dependent lists, in conjunction with the
resolution dependent sorting pass in the HS-SPIHT-II, enables the algorithm to only
encode the necessary information for each resolution level. Remember that the HS-

Highly Scalable Set Partitioning in Hierarchical Trees (HS-SPIHT)

80

Table 3.5
Byte layouts for full coding (from the maximum bitplane to bitplane zero) of the test images
at different spatial resolutions. The entry reads as (accumulated bytes, average bit rate in
bpp) for each given resolution level.

Image
Lena

Barbara

Goldhill

Spatial
resolution
Full
1/2
1/4
1/8
1/16
1/32
Full
1/2
1/4
1/8
1/16
1/32
Full
1/2
1/4
1/8
1/16
1/32

bytes
136979
45887
14686
4669
1492
448
154107
51174
15936
4898
1527
448
158447
51281
15672
4738
1475
448

HS-SPIHT-I (II)
bpp
percentage
4.18
100%
5.60
33.5%
7.17
10.72%
9.12
3.41%
11.66
1.1%
14
0.33%
4.70
100%
6.27
33.21%
7.78
10.34%
9.57
3.18%
11.93
0.99%
14
0.29%
4.84
100%
6.26
32.36%
7.65
9.89%
9.25
2.99%
11.38
0.93%
14
0.28%

SPIHT-I bitstream is resolution progressive, and results in this table should not be
compared with the results of the other two encoders which provide rate progressive
bitstreams. The HS-SPIHT-I spends the coding budget to entirely encode the low
resolution first, then proceeds to the next higher resolution. At a specific bit rate
when a resolution is entirely coded, then for all higher bit rates the codpart of that
resolution remains constant and the extra budget is spent for coding the next higher
resolution.
Figures 3.13 to 3.15 give some visual results for scalable decoding. Four different
spatial resolutions (levels 1 to 4) of the Barbara image, reconstructed by the HSSPIHT decoder, at different bit rates are shown in these figures. The original version
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Table 3.6
Number of bytes spent for coding of different resolutions of Lena (512  512) by scalable
encoders at different bit rates.

Encoder

HS-SPIHT-I

HS-SPIHT-II
SPIHT
[54]

Bit rate
(bpp-full)
0.1
0.5
1
0.1
0.5
1
0.1
1

1/32
448
448
448
288
352
384
2478
22893

1/16
1492
1492
1492
827
1103
1234
2625
23272

Spatial resolution
1/8
1/4
3276
3276
4669 14686
4669 14686
1679
2615
3043
7704
3605 10160
2865
3136
24198 26137

1/2
3276
16384
32768
3211
13563
23345
3275
29460

Full
3276
16384
32768
3276
16384
32768
3276
32768

of the image at these four resolutions is shown in Figure 3.16. At low bit rates (e.g.,
Figures 3.13) where it is not possible to receive the high resolution image at a good
quality, the user can switch to the lower resolutions while at higher bit rates (e.g.,
Figures 3.15) the user can receive the image at a higher resolution and good quality.

3.9 Summary and Conclusions
In this chapter, a highly scalable coding framework for combined spatial and SNR
scalable image coding based on the SPIHT algorithm was presented. In this framework, two modifications of the SPIHT algorithm, HS-SPIHT-I and HS-SPIHT-II
were presented. Both algorithms benefit from the SPIHT efficient spatial orientation tree structure and the set partitioning algorithm. They provide spatial scalability
whilst retaining the full SNR embeddedness of the original SPIHT algorithm. Algorithm I introduces one additional list, called LDIS, to the SPIHT lists and modifies the sorting pass of the SPIHT to be resolution-dependent. It provides a bitstream which is progressive by resolution. The HS-SPIHT algorithm II uses a set
of resolution-dependent lists with a resolution-dependent sorting pass to provide a
bitstream which is progressive by quality, like the original SPIHT bitstream, while

Highly Scalable Set Partitioning in Hierarchical Trees (HS-SPIHT)

82

it supports spatial scalability. Both algorithms produce a flexible bitstream which
can be easily reordered to provide an embedded bitstream for any spatial resolution
supported by the bitstreams. The parsing process of the original bitstreams could be
done by an image server, or by a network node without the need for decoding any
part of the encoded bitstreams. The reordered bitstream is so fine granular, that almost each additional bit improves the quality. The bitstream can be stopped at any
point to meet a bit budget during the coding or decoding process. The experimental
results show that for the full resolution decoding, the HS-SPIHT method is mostly
equivalent to the original SPIHT algorithm, which means that our scalable algorithms
do not sacrifice the compression efficiency for achieving combined spatial and SNR
scalability, while offering the opportunity to reorder the main bitstream for decoding
lower resolution versions of the image with improved quality. The proposed multiresolutional image codec is a good candidate for multimedia applications such as
image storage and retrieval systems, progressive web browsing and multimedia information transmission, especially over heterogenous networks where a wide variety
of users need to be differently serviced according to their network access and data
processing capabilities.
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Figure 3.13 Reconstructed spatial resolution levels 4 to 1 (from top to bottom) of Barbara at
0.0625 bpp by HS-SPIHT decoder.
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Figure 3.14 Reconstructed spatial resolution levels 4 to 1 (from top to bottom) of Barbara at
0.125 bpp by HS-SPIHT decoder.
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Figure 3.15 Reconstructed spatial resolution levels 4 to 1 (from top to bottom) of Barbara at
0.25 bpp by HS-SPIHT decoder.
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Figure 3.16 Original Barbara image at spatial resolution levels 4 to 1 from top to bottom
respectively.

Chapter 4
Scalable Video Coding: A Review
4.1 Introduction
The main objective of traditional video coding systems is to optimize video quality at
a given bit rate. The optimization process is done according to the available knowledge at the encoding time about the end-user application and bit rate required for
coding. Heterogeneous networks such as the Internet have variable network traffic
and include a very diverse range of end-user processing and network access capabilities. For video transmission over such networks, the video coding system needs to
provide a bitstream which can be partially decodable to reconstruct the video signal
with optimized quality at various bit rates, spatial resolutions and frame rates. In
this context, only a fully scalable video coding system would be able to fulfil these
requirements.
This chapter reviews the scalable video coding in the literature and can be considered
as an introduction for the next chapter which presents the proposed highly scalable
video coding system. It is organized as follows: Section 4.2 discusses various video
scalability features and different scaling scenarios for video transmission. Scalability in traditional hybrid video coding will be discussed in Section 4.3. Section 4.4
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deals with fine granular scalability (FGS) in layer-based video coding. 3-D scalable
wavelet video coding will be reviewed in Section 4.5, and finally, a proposal for a
highly scalable video coding system will be introduced.

4.2 Video Scalability
Video scalability in our context mainly refers to a coding format that enables encoding video streams only once, while being able to manipulate the encoded bitstream
and extract multiple representations of the same source by decoding only parts or all
of the bitstream. Such a capability is obviously very important for many multimedia
applications, specially where detailed knowledge of the potential disparate end-users
is not available at the time of encoding.

4.2.1 Desirable Features for Video Scalability
Digital video as a multidimensional signal, allows many possible specifications such
as picture quality, spatial and temporal resolution and colour depth. The most desirable scalability features for a video bitstream are as follows:



SNR (quality) scalability: for providing different levels of video quality.



Spatial scalability: for providing different spatial resolutions of the video
sequence.



Temporal scalability: for offering different frame rates of the video sequence.



Object-based scalability: This feature is associated with object-based
coding that will be discussed in Chapter 6. It allows adding, manipulating and removing objects during encoding or after the compressed
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video has been generated.



Complexity scalability: This scalability feature is the consequence of
the abovementioned features. It allows end-users (clients) with different
hardware complexity to coexist and all to be served by one bitstream.

The ability to choose different combinations of these scalability features is crucial for
simultaneous distribution to disparate end-users. In this case, low performance users
have an opportunity to receive a low spatial resolution and/or frame rate version of
the transmitted video sequence over their low bit rate access channels. At the same
time, the high performance users can access the high resolution and/or frame rate
and/or quality of the video sequence.

4.2.2 Video Scaling Scenarios for Video Transmission
The aforementioned video scalability features focus on the bitstream scaling after
encoding. Although this is the most desirable and applicable case, in general, the
scaling process can actually be carried out in either one or a combination of the
following three stages: (i) during the encoding by the encoder; (ii) after encoding by
a parser at the transmission network; or (iii) during the decoding by the decoder.
In the first video scaling scenario relating to stage (i), the encoder needs to know
some prior knowledge about the requirements of a particular end-user, before encoding the video source. The video encoder can target a specific bit rate and/or a
requested spatial and temporal resolution at the time of encoding to meet the decoder
required specifications. This approach is ideal for a unicast (point-o-point) transmission case where the encoder serves each end-user (decoder) independently. The
drawback is a need to encode and transmit as many times as the number of different
decoders. This need causes network overloading.
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In the second and most desirable video scaling scenario, the encoder provides a scalable bitstream without any prior knowledge about the end-users. The bitstream consists of various parts which can be reordered or discarded by a parser in the network
that provides tailored bitstream for various end-users with different requirements.
This scenario is specially important for point-to-multipoint and also multipoint-tomultipoint video transmission. Another important feature of this scenario is the
capability to prioritize the video information (packets) in such a manner that the
network will automatically discard low-priority information in the face of network
congestion.
In the third video scaling scenario, the scalability is performed at the decoder side.
The decoder receives the whole bitstream but has a chance to decode only a portion
of that which fulfills its requirements. This is a sort of downscaling bit rate and/or
resolution which may be motivated by a number of factors at the decoder side, such
as constraint on CPU processing power and display resolution. However, it is clear
that in this scenario a considerable level of network bandwidth will be consumed for
transmitting the whole bitstream to the decoder. As the whole bitstream is usually
not used by the decoder, this results in bandwidth wastage.

4.3 Scalability in Hybrid Video Coding
The structure of a conventional hybrid video coding system, for example MPEG1 [24], MPEG-2 [25], H.261 [21] and H.263 [22], is illustrated in Figure 4.1. It
uses a motion estimation and compensation algorithm to reduce temporal redundancy
that exists between video frames. In this scheme, the previous frame is utilized to
predict the current frame after motion compensation. The resulting displaced frame
difference (DFD), which usually has much lower energy than the source signal, is
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Figure 4.1 Block diagram of a conventional hybrid video coding system. (a) Encoder. (b)
Decoder.

then transformed by DCT and coded.
Scalability in hybrid video coding systems is usually achieved by using a layered
coding approach. This approach was originally proposed by Ghanbari [76] to increase the robustness of video codecs against packet loss in asynchronous transfer
mode (ATM) networks. Generally, in a layered coding, a base layer contains information that represents a low quality, spatial or temporal resolution of the original
source video. A certain number of successive enhancement layers are then added
to improve quality, spatial or temporal resolution corresponding to SNR, spatial or
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Figure 4.2 Block diagram of a two-layer SNR scalable video encoder.

temporal scalability, respectively.

4.3.1 SNR Scalability
Figure 4.2 illustrates the block diagram of a two-layer, SNR scalable video encoder.
First the input video is coded at a low bit rate (low image quality), to generate the
base layer bitstream. The difference between the input video and the decoded output
of the based layer is encoded by a second encoder with a higher precision to generate
the enhancement layer bitstream. These bitstreams can be multiplexed for transmission over the channel. Two levels of SNR scalability are provided in this case by
having one base layer and one enhancement layer. MPEG-2, MPEG-4, and the second version of the H.263 [23] standards, support some scalability functionalities in
such a layer-based manner.
The major drawback of the layer-based SNR scalability approach appears during the
decoding of the base layer bitstream at the decoder. In the absence of the enhancement layer information, which is used in the motion prediction loop (see Figure 4.1)
in the encoder, there will be an accumulation of discrepancies between the decoder
and the encoder due to different versions of the reconstructed reference frames used
for prediction. This is known as the drift problem which was investigated in [77]. To
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avoid the drift problem for scalable coding in the version 2 of H.263 standard, the
base layer picture is predicted using its prior base layer picture in the encoder. The
current picture in the enhancement layer can be predicted either by the temporarily
simultaneous lower layer picture, by the prior picture of the same layer, or by a combination of the two. Therefore, the encoder and the decoder utilize the data available
up to the current layer. However, a loss in compression performance compared to
single layer coding, is a major concern for both MPEG-2 and H.263 SNR scalable
coding [77, 78]. In [78], as a coarse estimate, a loss of 1.0-1.5 dB per layer is mentioned. Moreover, the number of layers is restricted (three in practice) due to the
extra overhead and coding complexity.

4.3.2 Spatial and Temporal Scalability
A general block diagram of the layer-based approach for providing spatial scalability
in traditional hybrid coding systems is illustrated in Figure 4.3. The base layer is
obtained by coding of the spatially downsampled source video. The reconstructed
base layer picture in the encoder is upsampled to form the prediction for the high
resolution picture in the enhancement layer. Both MPEG-2 and MPEG-4 standards
include a coarse spatial scalability as a way of adapting the special resolution of the
sequence. In these standards, by spending a lower bit rate, the base-layer can be
decoded at the lower resolution (e.g., QCIF), while by increasing the bit rate, the
residual signal between the higher resolution (e.g., CIF) and the base-layer coded in
the enhancement-layer bitstream can be received and decoded to reconstruct the full
spatial resolution of the sequence.
A similar structure for providing temporal scalability in the layer-based framework
is shown in Figure 4.4. The input video frames are partitioned between the base
and enhancement layers by a simple temporal demultiplexer. The lower temporal
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Figure 4.3 General block diagram of a two-layer spatial scalable video encoder.
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Figure 4.4 General block diagram of a two-layer temporal scalable video encoder.

resolution frames are encoded at the base layer to create a base layer bitstream, which
can be decoded independently from the enhancement layer, hence free from the drift
problem. The enhancement layer provides the missing frames to form a video with a
higher frame rate. It may use prediction from the base layer frames. The B frames in
MPEG-2 and H.263 provide a very simple temporal scalability that is encoded and
decoded along the I and P frames. Usually I and P frames are regarded as the base
layer and B frames become the enhancement layer.
Similar concerns about efficiency and complexity as mentioned for the SNR scalability for both spatial and temporal scalability exist. When compared with non-scalable
methods, a disadvantage of scalable compression offered by this structure is its inferior coding efficiency. A PSNR drop between 0.47-1.38 dB is reported in [79] for
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providing multiresolution rate constrained video coding. On the other hand, in order
to increase coding efficiency, layer-based scalable coding approaches rely on complex structures [80]. It is also important to notice that in the layer-based structure for
spatial and temporal scalability, the bit rates for the base and enhancement layers are
chosen at encoding time. This structure is not adequate and applicable to video coding for transmission over heterogeneous networks applications, where the bit rates
do vary widely and they are unknown at encoding time. Another disadvantage of this
scalability is that only a very limited set of bit rates can be covered while for network
applications, a wide range of bit rates should be satisfied [81].
Despite satisfactory compression efficiency provided by coding algorithms in the
framework of hybrid video coding, this framework is not inherently suitable for scalable coding applications.

4.4 Fine Granular Scalability
A common characteristic of the layered scalable coding technique mentioned in the
previous section is that the enhancement layer is either entirely transmitted/received/
decoded or it does not provide any enhancement at all. At any bit rate lower than
the bit rate required for the enhancement layer, the decoder would not be able to
improve the quality of the decoded sequence from the base layer quality. Only when
the bit rate passes the rate required for the enhancement layer, the enhancement layer
improvement can be achieved. The major difference between fine granular scalability
(FGS) [80, 82–85] and the layered scalable coding techniques is that, although the
FGS coding technique also codes a video sequence into two layers, the enhancement
bitstream can be truncated into any number of bit parts within each frame to provide
partial enhancement proportional to the number of bits decoded for each frame [85].
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Therefore, FGS improves the level of SNR scalability for the enhancement layer.
In MPEG-4, SNR FGS is identified as a desired functionality especially for streaming
video applications. To achieve a continuous performance improvement with increasing bit rate, the FGS video coding technique in the amendment of MPEG-4 [86] has
been introduced. The reconstruction error of the base layer is encoded in the enhancement layer using a bitplane representation of the DCT coefficients [26, 87]. MPEG-4
FGS is defined only for rectangular (not for arbitrarily shaped) video objects. The
FGS framework that is adapted in MPEG-4 does include quality (i.e., SNR), temporal and combined SNR-temporal scalabilities. However, in the current framework no
resolution (i.e., spatial) scalability is included. Hence, each FGS stream can support
just one resolution, for instance, QCIF or CIF.

4.5 Scalable Wavelet Video Coding
Wavelet-based video coding in the literature can be roughly divided into two main
classes based on the way they reduce the temporal redundancy of the video sequence
and the coding scheme they follow. The first class called hybrid wavelet coding
[48, 53, 59, 88, 89] uses the same structure as conventional hybrid coding (illustrated
in Figure 4.1). Instead of using DCT, which is widely used in conventional hybrid
video coding, for spatially decomposing the DFD (displaced frame difference), they
apply a 2-D DWT and utilize a wavelet-based coding algorithm to code the wavelet
coefficients of the decomposed frames. The second class of wavelet video coding,
referred to as 3-D wavelet coding [52, 57, 71, 90–96] uses the structure depicted in
Figure 4.5. It applies a 3-D wavelet transform (1-D temporal + 2-D spatial) to a group
of frames (GOF) to create a spatiotemporal decomposition, and then encodes the
wavelet coefficients in the spatiotemporal subbands by an appropriate 3-D wavelet
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Figure 4.5 General structure of a 3-D wavelet video coding system.

coding algorithm. The 1-D temporal decomposition (filtering) can be done with or
without motion compensation. In the following subsections some of the wavelet
video coding of these two classes in the literature will be reviewed, with the emphasis
on the coding scalability features.

4.5.1 Embedded Hybrid Wavelet Coding
Due to the success of embedded zerotree wavelet coding [6] for still images some
efforts have been made to use this concept for video coding in a hybrid wavelet coding structure. Martucci et al. [48] proposed a hybrid motion compensated wavelet
transform coder for encoding video at very low bit rates. Their coder uses the overlapping block motion compensation in combination with a DWT, followed by an
adaptive quantization and zerotree entropy coding, plus rate control. Karlekar and
Desai [53] proposed another hybrid video coder by using SPIHT in conjunction
with an extra adaptive arithmetic coding to encode motion compensated frames.
Khan and Ghanbari [59] proposed a modification of SPIHT called virtual SPIHT
(VSPIHT) and used it in a H.263 compatible hybrid coding for very low bit rate coding. VSPIHT provides a better compression performance than SPIHT especially at
very low bit rates. These coders provide good compression efficiency and possess
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the rate-embeddedness property for their bitstream which results in full SNR scalability, however, they do not provide spatial and temporal scalability. Moreover, due
to their hybrid structure, adding spatial and temporal scalability to these coders will
be restricted with the drift problem.
Highly scalable coding imposes an important restriction on the encoder. Specifically,
as earlier mentioned in this chapter, it must operate with no prior knowledge of the
bit rate at which the compressed video will be reconstructed. For this reason the predictive feedback paradigm inherent in traditional motion compensated hybrid video
coding systems is fundamentally incompatible with highly scalable coding structures. Instead, the preferred paradigm is feed-forward coding, in which a spatiotemporal transform is followed by quantization and coding [97].

4.5.2 3-D Embedded Wavelet Video Coding
The framework of 3-D subband coding (SBC) was first introduced by Karlsson and
Vetterli [90]. A short 2-tap Haar filter associated with frame average and difference
were used for temporal filtering to avoid large coding delay and memory usage. However, such simple temporal filtering straight along the temporal axis is not an effective
way for removing temporal redundancy in the video sequence. Using the same 3-D
subband decomposition scheme, Podilchuk et al. [92] employed adaptive differential
pulse code modulation (ADPCM) and vector quantization to compensate the absence
of motion compensation in temporal filtering. A significant step in this framework
was taken by Ohm [91] by proposing a 3-D subband video coding with motion compensation. In this work, temporal filtering was performed along the motion trajectory
and special care was given to the connected/unconnected pixels to ensure the invertibility of the temporal filtering with full pixel accurate motion compensation. This
motion compensated temporal filtering approach was later improved by Choi and
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Woods [93, 94] and was utilized in their motion compensated 3-D subband coding
(MC-3DSBC). An invertible 3-D analysis/synthesis system with half-pixel motion
compensation accuracy for video coding is reported in [95]. However all of these
works, which are mainly designed for medium or high bit rates coding, have focused
on compression efficiency, and they have not dealt with coding scalability.
Unlike the hybrid coding structure, the 3-D wavelet coding provides a convenient
multiresolution structure and offers a great potential for providing different sorts of
scalability. In recent years, several embedded 3-D wavelet video coding schemes
have been proposed [45, 52, 57, 71, 98, 99]. Inspired by success of embedded zerotree wavelet coding [6], this method has been extended for video coding by some
researchers. Chen and Pearlman [45] employed a 3-D subband transform and used a
3-D improved embedded zerotree wavelet (IEZW [40]) for coding of spatiotemporal
transform coefficients. The bitstream supports full SNR scalability. Since there is
no motion compensation in this method, it is computationally simple, but it results
in loss of compression. Another 3-D zerotree coding by using a modified version
of EZW for the 3-D case has been reported in [98] for compression of volumetric
images.
Tham et al. [71] introduced a highly scalable video coding for low bit rate applications. They used a motion compensated 3-D wavelet decomposition and a new
zerotree coding algorithm called tri-zerotree. To achieve a high degree of video scalability they combined the layered/progressive coding strategy with the concept of
embedded resolution block coding. Their coding results are visually comparable but
numerically slightly minor than H.263 standard. The main drawback of this method
is that the temporal analysis/synthesis system is not perfectly reconstructible, therefore it is not suitable for high quality video coding applications. An efficient embedded 3-D wavelet video coder using invertible motion compensation and a 3-D exten-
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sion of the embedded zeroblock coding [37,64] has been proposed in [96]. The coder
supports SNR scalability and has shown very good performance in terms of compression efficiency so that it outperforms nonscalable MPEG-2 over a broad range of bit
rates. However, the coder does not provide temporal and spatial scalability.
As was mentioned earlier (Chapter 3), among the state-of-the-art embedded wavelet
still image coding algorithms, SPIHT [7] is well known for its excellent rate-distortion
performance, simplicity and its scalable nature. These interesting features have made
SPIHT an attractive coding strategy also for video coding. A 3-D extension of SPIHT
for video coding has been proposed by Kim and Pearlman in [52, 57]. They applied
a 3-D wavelet transform to a group of video frames (GOF) and coded the wavelet
coefficients by the 3D-SPIHT algorithm. As reported in [52], even without motion
estimation and compensation this method performs measurably and visually better
than MPEG-2, which employs complicated means of motion estimation and compensation. Although the 3D-SPIHT bitstream is tailored for full SNR scalability and
provides progressive (by quality) video coding, it does not support spatial and temporal scalability and does not provide a bitstream that can be reordered according to
desired spatiotemporal resolutions and fidelity.

4.6 The Proposed System for Highly Scalable Video
Coding
The class of 3-D embedded wavelet video coding, as reviewed in the previous section, not only provides efficient compression, but also has great potential to support
SNR, spatial and temporal scalability. This is due to the multiresolution signal representation offered by the 3-D wavelet transform, however, to provide full coding
scalability, the transform itself is not the only issue. It is particularly important how
the various spatiotemporal subbands are encoded.
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To fulfil the full scalability requirements for video coding, a highly scalable 3-D
wavelet video coding system is proposed. The coding algorithm, called 3-D highly
scalable set partitioning in hierarchical trees (3DHS-SPIHT), is an extension of the
highly scalable SPIHT algorithm (HS-SPIHT) [100–102] for still image coding, presented in Chapter 3. An accurate invertible motion compensated temporal filtering
is employed to exploit temporal redundancy that exists between the adjacent frames.
The proposed video coder is presented in detail in the next chapter.

Chapter 5
Highly Scalable Video Coding by
3DHS-SPIHT
5.1 Introduction
A highly scalable 3-D wavelet video coding system is presented in this chapter. The
coding core of this system, 3DHS-SPIHT, is an extension of the HS-SPIHT presented
in Chapter 3. The accurate motion compensation temporal filtering scheme employed
in the 3-D wavelet decomposition in combination with the highly scalable coding
engine make the proposed motion compensated 3DHS-SPIHT (MC3DHS-SPIHT)
coding system efficient in compression while it supports SNR, spatial and temporal
scalability features.
This chapter is organized as follows: Section 5.2 gives an overview of the video coding system. The temporal filtering scheme with and without motion compensation is
briefly explained in Section 5.3. Section 5.4 describes the highly scalable video coding algorithm, 3DHS-SPIHT, in detail. The bitstream formation and parsing process
are discussed in Section 5.5. In Section 5.6, some experimental results are shown
to evaluate the coding efficiency and scalability of the proposed coder, and finally,
Section 5.7 summarizes and concludes the chapter.
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Decoding

MV
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Bitstream
Separating

Figure 5.1 Block diagram of the proposed scalable video coding system.

5.2 Overview of the Video Coding System
Figure 5.1 shows the structure of the proposed video coding system for video transmission over heterogenous networks. On the encoder side, the input video sequence
is divided into separate groups of frames (GOF). A 1-D temporal filtering is first applied to each GOF. The temporal analysis can be done with or without using a motion
compensation scheme. A 2-D spatial wavelet transform is then applied to all frames
in the temporally decomposed GOF to construct a 3-D wavelet decomposition of the
GOF. The number of temporal decomposition levels can be different from the number of spatial decomposition levels. The decomposed GOF is then encoded by the
proposed 3-D highly scalable SPIHT (3DHS-SPIHT) encoder to provide a fully scalable bitstream. The encoded bitstream can be saved on a video server which provides
services for local and network clients (decoders).
On the decoder side, the decoder receives a reordered bitstream for each GOF. This
bitstream is obtained from the original encoder bitstream by a parsing (reordering)
process (see Section 5.5) to fulfill the spatiotemporal resolution and quality requested
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by the client (decoder). The reordered bitstream is decoded by the 3DHS-SPIHT
decoder and the inverse spatial and temporal wavelet decomposition are respectively
applied to the decoded spatiotemporal subbands to create a reconstructed version of
the GOF at the requested spatiotemporal resolution and quality.

5.3 Temporal Analysis
The main aim of temporal analysis is to reduce the temporal redundancy that naturally exists between adjacent frames in a GOF, and to compact most of the GOF’s
energy into the low frequency frames in the decomposed GOF. In the proposed video
codec, the 1-D temporal analysis process can be done with or without motion compensation.

5.3.1 Temporal Filtering Without Motion Compensation
For temporal analysis without motion compensation, the most widely adopted temporal filtering approach to 3-D wavelet coding in the literature, is employed. Frames
in a GOF are first grouped into pairs. Each pair is temporally filtered by a pair of
two-tap Haar filters straight along the temporal axis to create one low frequency (L)
and one high frequency (H) frame. The filter coefficients are [1=
pass and [1=

p

2;

p

1=

2℄

p

p

2; 1=

2℄

for low-

for highpass, associated with frame average and difference

respectively. Using the short tap filter avoids coding delay and memory usage. The
resulting L frames are further decomposed for greater coding efficiency, leading to a
pyramidal decomposition structure as illustrated in Figure 5.2 for 3 levels of temporal
decomposition of a group of 16 frames.
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GOF

t-L1

t-L2

t-L3

t-H1

t-H2

t-H3

Figure 5.2 Three levels of an octave based temporal decomposition of a group of 16 frames.
The four temporal subbands are t-L3 , t-H3 , t-H2 , t-H1 .

5.3.2 Motion Compensated Temporal Filtering (MCTF)
When high motion exists in the video sequence, the above strategy of straight filtering
along the temporal axis creates blurred low frequency images that are unacceptable
as lower frame-rate versions of the video in temporal scalable coding applications.
Moreover, the high magnitude value pixels that exist in the high frequency subbands
in this case results in a loss in compression efficiency. To overcome these problems,
temporal filtering between adjacent frames should be performed along the motion
trajectory. The latter can be achieved by utilizing the motion compensated temporal
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filtering (MCTF) scheme proposed by Ohm in [91] and further developed in [94].
Figure 5.3 illustrates this method. The MCTF schemes is inherently limited by the
quality of the matches provided by the motion estimation algorithm. Also a large
source of inefficiency comes from the presence of unconnected pixels which are
related to the uncovered area. For motion estimation, a hierarchical variable size
block matching (HVSBM) [94] algorithm is utilized to provide a good estimate of
motion, which results in better matching between pixels in the adjacent frames after
motion compensation and reduces the number of unconnected pixels. The motion
estimation is necessary for every other frame when two-tap filters (e.g., Haar) are
used. The total number of motion estimations in this case remains the same as that
of the motion compensated predictive (MCP) coding in the hybrid structure. For
longer tap filters, the motion estimation would be necessary for every frame, which
results in more complexity and side information. Furthermore, as found in [30, 91],
the additional coding gain obtained by using longer tap filters is quite small.

5.4 3-D Highly Scalable SPIHT (3DHS-SPIHT)
This section presents the main contribution of this chapter which is the 3-D highly
scalable SPIHT (3DHS-SPIHT) coding algorithm. This scalable coding algorithm
is a direct 3-D extension of the HS-SPIHT algorithm II proposed in Chapter 3 for
highly scalable image coding and plays a key role in the proposed scalable video
coding system. A part of this work has been published in [103].

5.4.1 Spatiotemporal Resolutions
The 3-D (1-D temporal + 2-D spatial) wavelet decomposition of a GOF provides a
multiresolution structure that consists of different spatiotemporal subbands. Figure
5.4 shows an example of this structure in which three levels of temporal decompo-
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A: previous frame
B: current frame

: connected pixel
: unconnected pixel

(b-a)/ 2
2a/ 2

x

A

(b-a)/ 2

(b+a)/ 2

y
t

t-L t-H

B

(b)

(a)

Figure 5.3 Motion compensated temporal filtering analysis scheme [94]. (a) A pair of adjacent frames (b) decomposed low frequency (t-L) and high frequency (t-H) frames. (a: pixels
in the previous frame, b: pixels in the current frame).

sition followed by two levels of spatial decompositions result in
subbands (4 temporal subbands
general, by applying

Nt

28

 7 spatial subbands) in a group of 16 frames.

levels of 1-D temporal decomposition and

D spatial decomposition, Nt

spatiotemporal

+1

Ns

In

levels of 2-

levels of temporal resolution and Ns + 1 levels of

spatial resolution are achievable. The total number of spatiotemporal resolutions in
this case is (Ns + 1)  (Nt + 1). To distinguish between different resolution levels,
spatiotemporal resolution level (k; l) is used to denote the spatial resolution level k
and temporal resolution level l. The actual spatial and temporal resolutions related to
the level (k; l) are respectively 1=2k

1

and 1=2l

1

of the spatial and temporal resolu-

tions of the original sequence. Thus the lowest spatiotemporal resolution (the lowest
spatiotemporal frequency subband in the decomposed GOF) is referred to as level
(Ns + 1; Nt + 1).

The full spatiotemporal resolution (the original sequence) then

becomes resolution level (1; 1).
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s-LL2

s-HL2
s-HL1

s-LH2

s-HH2

1

t-H
s-HH1

t-H

2

s-LH1

3

t-H
t-L

3

Figure 5.4 3-D wavelet decomposition of a GOF with 3 levels of temporal decomposition
and 2 levels of spatial decomposition (28 spatiotemporal subbbands).

5.4.2 Spatiotemporal Subband Sets
A set of three spatial subbands, fs-HLk , s-LHk , s-HHk g in temporal subband level l
that improve spatial resolution of that temporal subband from level k + 1 to level k is
defined as spatiotemporal subband set level (k; l) and is referred to as Bk;l (see Figure 5.5). Note that for the maximum spatial resolution level (i.e., k

=

Ns

+ 1),

Bk;l

only contains one subband, which is the lowest spatial frequency subband (LLNs )
for all temporal subband levels. Figure 5.6 illustrates the different achievable spatiotemporal resolution levels (marked by * in the figure) and different spatiotemporal
subband sets (Bk;l ) in a 3-D decomposed GOF by 3 levels of temporal filtering and 2
levels of spatial decomposition. The total number of spatiotemporal resolution levels in this case is 12. To improve spatiotemporal resolution from level

(k1 ; l1 )

to

level (k2 ; l2 ), all the spatiotemporal subband sets that are located between these two
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B3, 2 (spatiotemporal
subband set level (3,2))

s-LL2
s-HL2

B2, 2 (spatiotemporal
subband set level (2,2))

s-LH2

B1, 2 (spatiotemporal
subband set level (1,2))

s-HH2

s-HL1

s-HH1

s-LH1

2

t-H

Figure 5.5 An example of different levels of spatiotemporal subband set in temporal subband
level 2 (t-H2) in Figure 5.4.

resolutions need to be added. These are Bk;l for k2



k < k1

and l2



l < l1

.

5.4.3 Coding Description
To add full spatial and temporal scalability features to the 3D-SPIHT, the spatiotemporal subband sets in the decomposed GOF need to be coded separately. The proposed 3-D highly scalable SPIHT (3DHS-SPIHT) fulfills this requirement through
the introduction of multiple resolution-dependent lists and a resolution-dependent
sorting pass. It defines a set of LIP, LSP and LIS lists for each
there will be LIPk;l , LSPk;l , and LISk;l for
lmax ; lmax

1; : : : ; 1

where kmax and

lmax

k

=

kmax ; kmax

Bk;l

, therefore

1; : : : ; 1

and

l

=

are the maximum number of spatial and

temporal resolution levels respectively, supported by the encoder.
3DHS-SPIHT encoder transmits bitplane by bitplane and defines the same parentoffspring dependency between the coefficients in the 3-D wavelet pyramid as 3DSPIHT (see Figure 5.7). In each bitplane, the coder starts encoding from Bkmax ;lmax
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Temporal Resolution Level (l)

4
Spatial Resolution Level (k)

B3, 4

3

B3, 3

*
B2, 4

2

*

B2, 2

B2, 1

*

*

*
B1, 3

*

B3, 1

*

*

*

1

B3, 2

B2, 3

B1, 4

1

2

3

B1, 2

B1, 1

Full Spatio-temporal
Resolution (Level (1,1))

*

*

*

Figure 5.6 An illustration of different spatiotemporal resolution levels and spatiotemporal
subband sets (Bk;l ) in a 3-D decomposed GOF by 3 levels of 1-D temporal filtering and
2 levels of 2-D spatial decomposition. The 12 different spatiotemporal resolution levels
achievable in this case are marked by *.

s-LL2

s-HL2
s-HL1
s-HH2

t-H

1
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t
x

2

s-HH1
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2

y

t-L

Figure 5.7 Parent-offspring relationship between the wavelet coefficients in a 3-D wavelet
pyramid assumed by 3DHS-SPIHT.
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and proceeds to B1;1 . In the resolution-dependent sorting pass of the lists that belong
to the Bk;l , the algorithm first does the sorting pass for the coefficients in the LIPk;l
to find the significance bits of all list entries and then processes the LISk;l . During
processing the LISk;l , sets that lie outside the spatiotemporal resolution level

(k; l)

are moved to their appropriate LIS related to the next higher level of spatiotemporal
subband sets (i.e. LISk

1;l

or LISk;l

1

or LISk

1;l

1

). After the algorithm finishes

the sorting and refinement passes for resolution level (k; l), it will do the same procedure for all other remaining lists related to other spatial and temporal levels. The
resolution dependent lists can be scanned in such a way that first all temporal resolution will be completed, then spatial resolutions or vice versa. According to the
magnitude of the coefficients in the decomposed GOF, coding of the spatiotemporal subband sets related to the higher spatiotemporal resolution usually starts from
lower bitplanes. The 3DHS-SPIHT manages its multiple lists during its resolutiondependent sorting pass in an efficient way such that the total number of bits spent in
a particular bitplane is the same as for 3D-SPIHT, but 3DHS-SPIHT arranges them
according to their spatiotemporal resolution dependency in the bitstream.
Note that the total storage requirement for the LIPk;l , LSPk;l , and LISk;l for all resolutions is the same as for the LIS, LIP, and LSP, used by the 3D-SPIHT algorithm.

5.4.4 Coding Algorithm
Definitions:



(i; j; t):



O (i; j; t)

coefficient at coordinate (i; j; t) in the decomposed GOF.
: set of coordinates of all offspring of node

(i; j; t)

ure 5.7).



D (i; j; t)

: set of coordinates of all descendants of node (i; j; t).

(see Fig-
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L(i; j; t)

: set of coordinates of all leaves of node

D (i; j; t)



H

(i; j; t).

L(i; j; t)

=

O (i; j; t)

.

: set of the coordinates of all nodes in the coarsest spatiotemporal sub-

band.



: significance of a set of coordinates f(i; j; t)g at bitplabe n.

Sn (i; j; t)

8
>< 1
)=
>: 0

If maxf(i;j;t)g fj

Sn (i; j; t



jg  2

(i; j; t)

n

otherwise

Type A sets: for sets of type A the significance tests are to be applied to
all descendants D (i; j; t).



Type B sets: for sets of type B the significance tests are to be applied
only to the leaves L(i; j; t).



kmax

: maximum level of spatial scalability to be supported by the bit-

stream.
1



kmax



Ns

+ 1,

where

Ns

is the number of 2-D spatial wavelet

decomposition levels applied to each frame in the GOF.



lmax

: maximum level of temporal scalability to be supported by the bit-

stream.
1



lmax



Nt

+ 1,

where

Nt

is the number of 1-D temporal filtering

levels applied to the GOF.



Bk;l

: spatiotemporal subband set level (k; l)
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Bk;l

8>
>> f(s-LL t-L )g
>< f(s-LL t-H )g
=
>> f(s-HL t-H ) (s-H
>>
: (s-HL t-H )g
k

1;

l

k

1;

l

k;



Rk;l

;

l

k;

1

Lk ;

If k

=

kmax

and l

=

If k

=

kmax

and l

< lmax

lmax

t-Hl );
1

l



k < kmax

and 1  l

< lmax

: a set of spatiotemporal subbands in the decomposition GOF which

are belong to spatiotemporal resolution level (k; l), where 1  k
and 1  l



lmax

Rk;l



kmax

.

=

f

Bkmax ;lmax ; Bkmax ;lmax

Bkmax

1;lmax ; Bkmax

: : : ; Bk;lmax ; Bk;lmax

1 ; : : : ; Bkmax ;l ;

1;lmax

1 ; : : : ; Bkmax

1 ; : : : ; Bk;l

1;l ;

g



LIPk;l : list of insignificant pixels belong to Bk;l .



LSPk;l : list of significant pixels belong to Bk;l .



LISk;l : list of insignificant sets need to be processed during coding of
Bk;l

in each biplane.

3DHS-SPIHT Coding Steps

1. Initialization




n

b

= log2 (maxf(i;j;t)g

for all (k; l); 1  k
– LSPk;l
– LIPk;l
– LISk;l

;;
= ;;
= ;;
=

fj (

jg) , and output it;

i; j; t)

< kmax

and 1  l

< lmax

:
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=

for k

kmax

–



k

=

=

;;
LIP = f(
LIS = f(
dantsg;

– LSPk;l
–

and l

lmax

=

j8(

2 g;
) type A j8(

k;l

i; j; t)

k;l

i; j; t

kmax

;l

:

=

lmax

i; j; t)

;

2. Resolution-Dependent Sorting Pass



SortLIP-3DEnc(n; k; l);



SortLIS-3DEnc(n; k; l);

3. Refinement Pass



RefineLSP-3DEnc(n; k; l);

4. Temporal Resolution Scale Update



if (l
–

1)

>

l

=

1;

l

– go to step 2;



else, l

=

lmax ;

5. Spatial Resolution Scale Update



if (k
–

>

k

1)

=

k

1;

– go to step 2;



else, k

=

kmax ;

H

i; j; t)

2

H

which has descen-
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6. Quantization-Step Update



if (n > 0)
–

n

=

n

1;

– go to step 2;



else, end of coding.

Pseudo Code
SortLIP-3DEnc(n; k; l)f



for each entry (i; j; t) in the LIPk;l do:
– output Sn (i; j; t);
– if (Sn (i; j; t)

= 1),

then move (i; j; t) to the LSPk;l , output the sign

(i; j; t);

of

g
SortLIS-3DEnc(n; k; l)f
for each entry (i; j; t) in the LISk;l



if the entry is of type A
– if D (i; j; t) is completely located outside Rk;l , then



if any part of D (i; j; t) is located inside Bk;l 1 , then move (i; j; t)
to LISk;l



else

1

as type A;
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if any part of D (i; j; t) is located inside Bk
(i; j; t)



to LISk

1;l

1;l

, then move

as type A;

else, move (i; j; t) to LISk

1;l

1

as type A;

– else




output Sn (D (i; j; t));
if (Sn (D (i; j; t)) = 1) then for each (p; q; r ) 2 O (i; j; t)




output Sn (p; q; r );
if (Sn (p; q; r ) = 1), based on the location of (p; q; r ) which
can be in Bk;l or Bk;l

1

or Bk

1;l

add (p; q; r ) to the end of

its related LSP list (i.e. LSPk;l or LSPk;l

1

or Bk

1;l

),

add (p; q; r ) to the end of its related LIP

list (i.e. LIPk;l or LIPk;l
if

1;l

else, based on the location of (p; q; r ) which can be in Bk;l
or Bk;l



or LSPk

(p; q; r );

and output the sign of



1

1

6 ;), move (

(L(i; j; t) =

or LIPk

i; j; t)

1;l

);

to the end of the LISk;l as an

entry of type B;




else, remove entry (i; j; t) from the LISk;l ;

if the entry is of type B
– if L(i; j; t) is completely located outside Rk;l , then



if any part of L(i; j; t) is located inside Bk;l 1 , then move (i; j; t)
to LISk;l



1

as type B;

else



if any part of L(i; j; t) is located inside Bk
(i; j; t)



to LISk

1;l

as type B;

else, move (i; j; t) to LISk

1;l

1

as type B;

1;l

, then move
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– else




output Sn (L(i; j; t));
if (Sn (L(i; j; t)) = 1)



for each (p; q; r ) 2 O (i; j; t) based on the location of O (p; q; r )
which can be in one of Bk;l or Bk;l

1

or Bk

1;l

add (p; q; r )

to the end of its related LIS list (i.e. LISk;l or LISk;l
LISk



1;l

1

or

) as an entry of type A;

remove (i; j; t) from LISk;l .

g
RefineLSP-3DEnc(n; k; l)f



for each entry (i; j; t) in the LSPk;l , except those included in the last sorting pass (i.e. the ones with the same n), output the nth most significant
bit of j

j.

(i; j; t)

g
5.5 Bitstream Organization and Parsing
This section explains the structure of the compressed video bitstream created by the
proposed video coder and shows how the bitstream can be reordered (scaled) to obtain various optimum rate-embedded subbitstreams for different spatitemporal resolutions.
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5.5.1 Bitstream Hierarchy
The hierarchical structure of the bitstream generated by the proposed highly scalable
video coding system for a video sequence is depicted in Figure 5.8. Since the coder
divides the input video sequence into individual groups of frames (GOF) and processes them separately. At the top of the hierarchy, the compressed bitstream for the
video sequence is consisted of separate units, each belonging to a GOF. Each GOF
bitstream consists of two individual codeparts,

P

MV

;P

C

, for motion vectors code

and colour code respectively. The colour codepart is composed of three subparts,
P

Y

;P

U

;P

V

related to Y, U, V colour components respectively.

For the case that the coder applies a simple temporal filtering without motion compensation, the motion vector codepart (P M V ) does not exist. When a motion compensated temporal filtering is employed by the coder, motion vectors related to each temporal resolution level are encoded separately, therefore as shown in Figure 5.8, motion bitstream P M V is composed of subbitstreams fPlM V jl
where

lmax

=

lmax ; lmax

g

1; : : : ; 1

, as defined in the 3DHS-SPIHT definition, is the maximum temporal

resolution level supported by the encoder.
Since the encoder encodes the 3-D wavelet coefficients in a bitplane manner, the
bitstream of each colour component (i.e., P Y ; P U ; P V ) consists of different bitplane
codeparts. In Figure 5.8, the bitplane codepart P Y ;n denotes all bit codes obtained for
the Y component at bitplane coding process level n. Inside each bitplane codepart,
the bits that belong to different spatial subband sets are separable, and similarly,
inside each spatial subband set codepart, the bits belonging to different temporal
subband sets come in order. The smallest codepart unit in the bitstream is referred to
as

Y;n

Pk;l

in Figure 5.8. It is the codepart that belongs to spatiotemporal subband set

level (k; l) (i.e., Bk;l ) at bitplane level n for the Y component.
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Figure 5.8 Hierarchical structure of the video bitstream created by 3DHS-SPIHT video coding system, made up of different quality, spatial and temporal resolution parts.

The progression of the 3DHS-SPIHT bitstream (Figure 5.8) for each colour component is first in temporal resolution order then in spatial resolution order and after that
in precision order. However, the encoder can be easily set to create bitstreams with
any other possible progression order.
To support bitstream parsing (transcoding), in each level of the bitstream hierarchy
some markers are required to be put into the bitstream to identify the different codeparts of that level.
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5.5.2 Bitstream Scaling
The flexible hierarchical structure of the 3DHS-SPIHT bitstream allows parsing of
the bitstream of each colour component to easily generate different subbitstreams for
different reduced spatiotemporal resolutions and qualities all from a single high bit
rate, full resolution bitstream. The parsing process for each spatiotemporal resolution is a simple scale reducing task in which only the related codeparts of the main
bitstream that belong to the requested resolution are selected and ordered. To carry
out the parsing process, a parser does not need to decode any parts of the bitstream.
Figure 5.9 shows the codeparts of the bitstream that is scaled for spatiotemporal resolution level (k0 ; l0 ). In each bitplane codepart (P Y ;n ), only the codeparts of the spatial
subband sets that are located inside the spatial resolution level k0 are kept, and similarly, in each selected spatial part only the temporal parts that fall inside the requested
temporal resolution level (l0 ) are kept and all other parts are removed. Therefore, the
selected codeparts in bitpalne level

n

are

f

P

Y ;n
k;l

j  
k0

k

kmax ; l0

 
l

lmax

g.

Note that all markers in the bitstream that are required for identifying the individual
bitplanes and resolution levels are only used by the parser and do not need to be sent
to the decoder. As a distinct feature, the reordered bitstreams for all spatiotemporal
resolutions are completely fine granular at bit level and can be truncated at any point
to support any desirable bit rate limited to the maximum bit rate spent for coding.
The idea of encoding a video sequence once and scaling the single bitstream multiple times for various resolution and quality requirements is completely supported
by the 3DHS-SPIHT. Figure 5.10 illustrates an example of multicasting video information encoded by the 3DHS-SPIHT encoder for providing services for different
clients (end systems) in a server-clients base. The encoded video bitstream with
high spatiotemporal resolution and quality support is stored in a video server. The
bitstream for each client, according to its resolution requirements and its access band-
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Figure 5.9 Reordered bitstream for spatiotemporal level (k0 ; l0 ).

width is obtained from the main video bitstream by the parsing process and is sent to
the client. The client decodes the received bitstream to obtain a reconstruction of the
video sequence in the requested resolution and bit rate. For decoding of the reordered
bitstream, the 3DHS-SPIHT decoder (client) exactly follows the encoder, similar to
the original 3D-SPIHT algorithm. It needs to keep track of the various lists only for
the spatiotemporal subband set levels belonging to the required resolution level.

5.6 Experimental Results
5.6.1 Simulation Details
The proposed 3DHS-SPIHT, as well as the 3D-SPIHT, have been fully implemented
in software. Four test video sequences Flower Garden, Mobile Calendar, Foreman
and Coastguard were used in the experiments. These sequences are among the sequences which are selected as test sequences by the MPEG-4 adhoc group on interframe wavelet video coding and were obtained from [104]. The sequences are in
CIF resolution (progressively scanned 352  288) with subsampled format 4:2:0 in
which the resolution of each chrominance component (i.e., U or V) is half of the res-
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Figure 5.10 An illustration of the bitstream scaling for video multicasting.

olution of the luminance component (Y) in both horizontal and vertical directions.
Therefore, the resolution of each chrominance components of each frame is QCIF
(176  144). The original frame rate of the test sequences is 30 frames per second
(fps). The GOF size used in the coding is 16. For 3-D wavelet decomposing of each
GOF, 3 levels of 1-D temporal decomposition by 2-tap Haar filters, followed by 4
levels of 2-D spatial decomposition by 9/7-tap biorthogonal filters [16] were applied.
In 3D-SPIHT and, consequently, in 3DHS-SPIHT coding, the spatial and temporal
dimensions of the lowest spatiotemporal frequency subband in the 3-D wavelet pyramid need to be even numbers to be able to group the coefficients of this subband in
2

 2  2 groups and put only seven coefficients in each group of eight coefficients,

which has descendants in the LIS in the initialization stage (see Section 5.4.4). By
applying 4 levels of spatial decomposition to each frame, the spatial dimensions of
the lowest spatiotemporal frequency subband is 22  18 for the Y component, but for
U and V components it is 11  9 and cannot be grouped in 2  2  2 groups. To solve
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this problem in our implementation, the roots of initial trees for U and V components coding, which are set in the initialization stage, are considered to be in the next
higher frequency subbands (i.e., s-HL4 , s-LH4 and s-HH4 ). This causes a small coding performance loss especially at low bit rates for U and V components, however,
from the coding point of view, the chrominance components are not as important as
the luminance component.
Both 3DHS-SPIHT and 3D-SPIHT encoders were set to encode 160 frames (10
GOFs) of each sequence at 2 Mbps. The 3DHS-SPIHT was set to provide 5 levels of spatial resolution and 4 levels of temporal resolution (total 20 spatiotemporal
resolutions), which are the maximum possible resolution levels accessible by the
abovementioned 3-D decomposition.
For the motion compensated temporal filtering case, a hierarchical variable size block
matching (HVSBM) [94] motion compensation algorithm with half pixel accuracy
is implemented. The size of the motion blocks ranges from 4  4 to

64

 64. The

motion estimation was only applied to the Y component of the test sequences. For
U and V components, the motion vectors obtained for the Y component were scaled
down by a factor 2 in both the horizontal and vertical directions. By applying 3 levels
of temporal decomposition, there are three groups of motion vectors each belonging
to a temporal decomposition level. With GOF = 16, in the first group belonging
to level 1 of the temporal decomposition, there are motion vectors obtained from
motion estimation between 8 pairs of frames. Similarly, in the second and the third
levels, there are motion vectors for motion estimation of 4 and 2 pairs of frames,
respectively. Each group of motion vectors was coded separately by an arithmetic
coder.
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5.6.2 Comparison to 3D-SPIHT
The 3D-SPIHT algorithm is well known as an efficient, fast and low complexity 3-D
wavelet video coding scheme in the literature. As reported in [52], in test with SIF
(352

 240) monochrome 30Hz sequences, even without motion estimation and com-

pensation, the 3D-SPIHT performs measurably and visually better than MPEG-2,
which employs a complicated means of motion estimation and compensation. Moreover according to the results reported in [57], the 3D-SPIHT achieves very competitive results (measurably and visually) to H.263 for low bit rate video coding, while
its bitstream supports the full rate-embeddedness feature. In this section, the 3DHSSPIHT coding results will be compared to the 3D-SPIHT coding in order to show
that the compression efficiency and the rate-embeddedness feature of the original
3D-SPIHT is retained by the 3DHS-SPIHT.
The 3DHS-SPIHT encoder as well as the 3D-SPIHT encoder were first set to encode
160 frames (10 GOFs) of the test sequences at 2Mbps. The 3DHS-SPIHT bitstream
was fed to the parser to obtain a bitstream for full spatial and temporal resolution
(i.e., the same resolution as the original sequences resolution). The only task needed
to be done by the parser in this case was to remove all the markers from the bitstream.
The 3D-SPIHT bitstream and the parsed 3DHS-SPIHT bitstream were then decoded
at various lower bit rates.
Table 5.1 provides a comparison of PSNR results for 3D-SPIHT and 3DHS-SPIHT
with and without motion compensation. As the results show, 3DHS-SPIHT provides
quite comparable results to 3D-SPIHT. This means that adding spatial and temporal scalability in 3DHS-SPIHT is achieved without sacrificing the compression efficiency of the original algorithm. Moreover, as the results for 256kbps in Table 5.1
illustrate, for all test sequences, the 3DHS-SPIHT shows a small improvement over
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3D-SPIHT. This is due to the fact that, in each bitplane, the 3DHS-SPIHT coder
performs the refinement pass for pixels that are already known as significant and
belonging to the current spatiotemporal resolution, before the sorting pass for the
insignificant sets that fall outside the current resolution. Each bit spent during the
refinement pass of the significant pixels improves the magnitude of the related coefficient in the reconstructed wavelet pyramid and, consequently, improves the PSNR.
The bits spent during sorting pass of the insignificant sets are mostly used for partitioning the sets to find the significant pixels in the 3-D wavelet pyramid. Therefore,
for low bit rates, when the coding only covers early bitplanes, and, especially, when
the bitstream stops at the refinement pass of a spatiotemporal resolution in a bitplane, the 3DHS-SPIHT is more efficient than the 3D-SPIHT. In this case, the PSNR
improvement for U and V components, which are more correlated than the Y component, is more than the improvement for the Y component. This is also true for the
sequences with lower motion as the results for Foreman and Coastguards prove. For
higher bit rates, the 3D-SPIHT coder, which codes regardless of the spatialtemporal
resolutions, codes the information related to the significant coefficients in the higher
frequency bands in each bitplane sooner than the 3DHS-SPIHT and demonstrates a
slightly better performance. However, in these cases, the decoder stops in the lower
bitplanes and, consequently, the PSNR is not sensitive to the order of the bits in the
bitstream as it is for the low bit rate cases.
For 3DHS-SPIHT with motion compensation, the PSNR results in Table 5.1 show
significant improvement for 640kbps and 1200kbps. For Flower Garden and Mobile
Calendar sequences that contain more motion, which can be effectively removed by
the motion compensation process, the PSNR improvements are better than for the
two other sequences. Also, as the results show, by decreasing the coding bit rate,
improvements in the MC3DHS-SPIHT decrease. This is due to the effect of the
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Table 5.1
Average PSNR of 160 frames of 30HZ CIF test sequences at full spatial and temporal resolutions obtained by 3D-SPIHT and 3DHS-SPIHT with and without motion compensation.

Coder

256 kbps
Y
U
V

3D-SPIHT
19.79 26.62 31.13
3DHS-SPIHT
19.85 26.82 31.20
MC3DHS-SPIHT 20.23 26.12 30.63
3D-SPIHT
20.42 28.17 27.96
3DHS-SPIHT
20.47 28.47 28.35
MC3DHS-SPIHT 21.29 27.41 27.20
3D-SPIHT
29.93 38.25 39.43
3DHS-SPIHT
30.09 38.43 39.65
MC3DHS-SPIHT 29.87 37.56 38.28
3D-SPIHT
27.19 41.89 43.39
3DHS-SPIHT
27.28 43.11 44.14
MC3DHS-SPIHT 27.91 42.64 44.52

640 kbps
Y
U
V
Flower Garden
21.99 28.47 32.20
21.83 28.45 32.19
25.30 30.22 32.72
Mobile Calendar
22.16 30.11 30.05
22.08 30.21 30.15
25.71 31.62 31.53
Foreman
33.42 40.37 42.28
33.35 40.31 42.25
34.34 40.51 42.05
Coastguard
29.51 43.87 44.97
29.50 44.23 45.32
31.15 44.82 46.20

1200 kbps
Y
U
V
23.98 30.01 33.28
23.88 29.94 33.25
28.99 33.43 35.41
23.96 31.84 31.80
23.87 31.78 31.70
29.16 35.02 34.95
35.82 41.88 44.04
35.90 42.05 44.27
37.11 42.67 44.43
31.52 44.94 46.26
31.31 44.87 46.25
33.53 46.09 47.50

side information of motion information. In very low bit rates, where a considerable
part of the coding budget is consumed for motion information, there is not enough
budget left for wavelet coefficients coding, therefore, the motion compensation has a
negative impact. The result for the Foreman sequence at 256kbps in Table 5.1 is an
example of this case. Figure 5.11 compares frame by frame PSNR results obtained
by 3DHS-SPIHT with and without motion compensation for the Y component of 160
frames of the Mobile Calendar sequence at bit rate 640 kbps.
The results reported for 3DHS-SPIHT in this section were obtained for the case when
the encoder was set to provide a full spatial-temporal-SNR scalable bitstream that
supports the maximum number of possible spatiotemporal scalability levels. It is
the case when the maximum requested spatial and temporal scalability levels (kmax
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Figure 5.11 Frame by frame PSNR of Y component for 160 frames of Mobile Calendar
sequence at 640 kbps obtained by 3DHS-SPIHT with and without motion compensation.

and

lmax

) were set to

Ns

+ 1

and

Nt

+ 1,

respectively, in the initialization stage

of the algorithm. However, for applications where spatiotemporal scalability is not
required,

kmax

and

lmax

could be set to 1. This setting makes the 3DHS-SPIHT

exactly the same as the 3D-SPIHT and results in a bitstream that only supports SNR
scalability. Further from the compression efficiency point of view it is fair to expect a
slightly lower efficiency for a scalable coder compared to a non scalable one. Despite
this fact, the proposed highly scalable video coding does not show any noticeable loss
in compression efficiency with the test sequences as the results in this section have
proved.
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5.6.3 Results for Multiresolution Decoding
To show the full scalability support of the 3DHS-SPIHT bitstream, this section presents
the simulation results for multiresolution decoding of the test sequences at a wide
range of bit rates. This is based on the scenario of one-time-encoding and multipletimes-decoding, as illustrated in Figure 5.10 in Section 5.5.2. The 3DHS-SPIHT with
motion compensation is used for this experiment. The main reason is that, temporal
filtering without motion compensation results in blurring effects in the lower temporal scales that would be used as references for lower temporal resolution sequences.
Figure 5.12 shows the first frame of low and high frequency band frames after applying different levels of temporal filtering without motion compensation to the first
GOF of the Flower Garden sequence. As this figure shows, by applying more temporal decomposition levels, the blurring effects in the low frequency frames increase
and more information appears in the high frequency frames. Moreover, the blurring
effect, is closely related to the amount of motion in the sequence. With more motion
in a sequence, the blurring effects in the low frequency frames are stronger. Temporal
filtering with motion compensation (see Figure 5.13) solves the blurring effect problem and leads to clear low frequency frames, which are acceptable as lower temporal
resolution versions of the original sequence. Also, it reduces the amount of information in the high frequency bands, leading to more efficient compression, especially
for high bit rates, where coding budget is enough and will not be seriously affected
by the side information required for motion codes as mentioned in the previous subsection.
After encoding the test sequences at a bit rate of 2Mbps, the MC3DHS-SPIHT bitstream was fed into a parser to produce appropriate bitstreams for different spatial
and temporal resolutions. For the test sequences with the aforementioned simulation details, the proposed scalable coding system can support scalable decoding at
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Figure 5.12 First GOF of Flower Garden sequence at temporal decomposition stage 1 to 3
(from top to bottom) using Haar filters without motion compensation. Left: First frame of
the lowpass band. Right: first frame of the highpass band
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Figure 5.13 First GOF of Flower Garden sequence at temporal decomposition stage 1 to 3
(from top to bottom) using motion compensation (with half pixel accuracy) temporal filtering.
Left: First frame of the lowpass band. Right: first frame of the highpass band
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5 levels of spatial resolution, and 4 levels of temporal resolution, altogether 20 spatiotemporal resolution levels in combination with very fine granular SNR scalability
(bit rate/quality scalability). Levels 1 to 5 of spatial resolution accessible by the decoder are: CIF (352  288), QCIF (176  144), 14 QCIF (88  72),
and

1
64

1
16

QCIF (44  36)

QCIF (22  18) respectively. The 4 temporal resolutions referred to as level

1 to 4 are: 30fps, 15fps, 7.5fps and 3.75fps respectively. The bitstream obtained
for each spatiotemporal resolution is fully SNR scalable and can be decoded at any
lower bit rates.
Tables 5.2 and 5.3 show the average PSNR results obtained for the Y, U and V components of the test sequences decoded at various spatiotemporal resolutions and bit
rates. The results reflect the full scalability features of the proposed codec. It covers a
wide range of resolutions and bit rates required for different applications. Reference
frames for lower resolutions were defined by taking the lowest frequency subband
frames after applying appropriate levels of temporal and spatial wavelet decomposition to the original sequences. Figure 5.14 shows the first frame of the reference
sequences created for the Flower Garden sequence at various spatiotemporal resolutions used in Table 5.2. As an example of subjective results, Figure 5.15 shows
the first frame of the decoded sequences at various spatiotemporal resolutions of Table 5.2 for the Flower Garden sequence.
When the bit rate is not sufficient to receive the high resolution video at an acceptable
quality, the decoder can simply switch to a lower spatial and/or temporal resolution
to achieve better quality. Figures 5.16 and 5.17 show the first frame of the Flower
Garden sequence decoded at CIF and QCIF resolutions for different frame rates at
120kbps and 48kbps, respectively.
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Table 5.2
Average PSNR results obtained by decoding of 160 frames of CIF, 30 HZ Flower Garden and
Mobile Calendar test sequences at different spatiotemporal resolutions and bit rates by the
MC3DHS-SPIHT decoder. Bitstream for different resolutions are all created from the single
bitstream by parsing.

Spatial
resolution
CIF

(288  352 pixels)
QCIF
(144  176 pixels)
1
4

QCIF
(72  88 pixels)
1
QCIF
16
(36  44 pixels)
Spatial
resolution
CIF

(288  352 pixels)
QCIF
(144  176 pixels)
1
4

QCIF
(72  88 pixels)
1
QCIF
16
(36  44 pixels)

Flower Garden
Temporal
Bit rate
resolution (fps)
kbps
bpp
30
1536 0.505
15
768
0.505
7.5
384
0.505
3.75
192
0.505
15
384
1.01
7.5
192
1.01
3.75
96
1.01
7.5
96
2.02
3.75
48
2.02
3.75
24
4.04

Average PSNR (dB)
Y
U
V
30.30 35.23 36.60
27.48 31.61 33.71
24.24 28.65 31.57
22.04 27.15 31.06
27.40 33.70 35.48
25.03 29.39 32.76
23.06 27.33 32.03
28.49 31.93 35.06
25.36 28.69 32.21
26.76 28.58 30.93

Mobile Calendar
Temporal
Bit rate
resolution (fps)
kbps
bpp
30
1536 0.505
15
768
0.505
7.5
384
0.505
3.75
192
0.505
15
384
1.01
7.5
192
1.01
3.75
96
1.01
7.5
96
2.02
3.75
48
2.02
3.75
24
4.04

Average PSNR (dB)
Y
U
V
30.49 36.64 36.62
27.65 33.05 32.96
24.53 30.01 29.95
22.58 28.39 28.24
28.55 34.00 33.90
25.79 29.76 29.68
23.71 27.87 27.52
27.88 30.65 30.30
24.90 27.70 27.23
24.93 28.11 27.36
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Table 5.3
Average PSNR results obtained by decoding of 160 frames of CIF, 30 HZ Foreman and
Coastguard test sequences at different spatiotemporal resolutions and bit rates by the
MC3DHS-SPIHT decoder. Bitstream for different resolutions are all created from the single
bitstream by parsing.

Spatial
resolution
CIF

(288  352 pixels)
QCIF
(144  176 pixels)
1
4

QCIF
(72  88 pixels)
1
QCIF
16
(36  44 pixels)
Spatial
resolution
CIF

(288  352 pixels)
QCIF
(144  176 pixels)
1
4

QCIF
(72  88 pixels)
1
QCIF
16
(36  44 pixels)

Foreman
Temporal
Bit rate
resolution (fps)
kbps
bpp
30
1536 0.505
15
768
0.505
7.5
384
0.505
3.75
192
0.505
15
384
1.01
7.5
192
1.01
3.75
96
1.01
7.5
96
2.02
3.75
48
2.02
3.75
24
4.04

Average PSNR (dB)
Y
U
V
38.00 43.63 45.31
36.31 41.84 43.27
34.54 40.29 41.66
34.13 39.61 41.40
37.14 42.51 43.68
34.85 40.06 41.22
32.69 38.44 39.86
34.26 39.70 40.28
30.51 37.71 37.63
27.66 31.32 30.69

Coasguard
Temporal
Bit rate
resolution (fps)
kbps
bpp
30
1536 0.505
15
768
0.505
7.5
384
0.505
3.75
192
0.505
15
384
1.01
7.5
192
1.01
3.75
96
1.01
7.5
96
2.02
3.75
48
2.02
3.75
24
4.04

Average PSNR (dB)
Y
U
V
34.71 46.60 47.93
32.63 45.38 46.77
30.94 44.11 45.53
30.52 43.14 44.82
34.14 46.72 47.93
32.59 44.69 46.13
30.79 41.88 43.80
35.81 44.28 45.69
31.97 42.36 42.10
30.85 34.87 34.06
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Figure 5.14 First frame of the reference sequences for the 10 different spatiotemporal resolutions of Flower Garden sequence used in Table 5.2. References for the lower spatiotemporal
resolutions, are generated by taking the lowest frequency band of the decomposed GOF after
applying required levels of 1-D MCTF followed by 2-D spatial wavelet decomposition. Rij
at the top-right corner of each shape refers to the spatiotemporal level (i; j ), where level (1,1)
refers to the full spatiotemporal resolution (CIF, 30fps).
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Figure 5.15 First frame of the decoded sequences by the MC3DHS-SPIHT decoder for the
10 different spatiotemporal resolutions of Flower Garden sequence in Table 5.2. Rij at the
top-right corner of each shape refers to the spatiotemporal level (i; j ), where level (1,1) refers
to the full spatiotemporal resolution (CIF, 30fps).
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Figure 5.16 First frame of the decoded sequences by the MC3DHS-SPIHT decoder for CIF
resolution of Flower Garden at different frame rate all at 128kbps. (top-left) 30fps (top-right)
15fps (bottom-left) 7.5fps (bottom-right) 3.75fps.

Figure 5.17 First frame of the decoded sequences by the MC3DHS-SPIHT decoder for QCIF
resolution of Flower Garden at different frame rate all at 48kbps. (left) 15fps (middle) 7.5fps
(right) 3.75fps.
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5.7 Conclusions
A highly scalable 3-D wavelet video coding system, called MC3DHS-SPIHT, was
proposed in this chapter. The chapter started by presenting a brief explanation on
the video scalability requirements and then reviewed scalable video coding in the
literature with a focus on 3-D wavelet video coding. A 3-D extension of highly
scalable set partitioning in hierarchical trees algorithm presented in Chapter 3 was
then introduced as the core of the proposed scalable video coding.
The proposed 3DHS-SPIHT coding algorithm produces a bitstream which supports
all combinations of spatial, temporal and SNR scalability. The encoder bitstream can
be easily reordered (without need to decode any part of it) to obtain a rate-embedded
bitstream for any desirable spatiotemporal resolution supported by the encoder. In
comparison to the original 3D-SPIHT for full spatiotemporal decoding, the simulation results show that the 3DHS-SPIHT not only does not sacrifice the compression
efficiency but also shows slightly better performance for low bit rates.
As a necessary part of a scalable video coding system, a motion compensation temporal filtering scheme was developed based on the HVSBM algorithm to achieve not
only more efficient compression but also to produce a clear blur free lower temporal
resolution sequences. Simulation results show the efficiency of the 3DHS-SPIHT
with motion compensation, especially for medium and high bit rates. Moreover, for
multiresolution decoding, objective results over a wide range of bit rates and various
spatiotemporal resolutions, as well as subjective results, prove the efficiency of the
proposed codec for full scalable applications in a server-client video transmission
scenario based on the idea of encoding once, decoding multiple times.
Full scalability support as well as compression efficiency of the proposed video codec
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make it a good candidate for many multimedia applications such as video information
storage and retrieval systems, and video streaming over heterogenous networks.

Chapter 6
Object-Based HS-SPIHT
6.1 Introduction
In traditional image and video coding systems a picture is represented and processed
as a rectangular frame of pixels. Such a structure is able to provide only frame-based
functionalities. By contrast, a new generation of image and video coding called
content-based coding deals with a video scene as a composition of video objects and
processes each object individually. As a key advantage, this object-based representation can facilitate object interactivity functionality such as placing an object at any
spatial and/or temporal locations, removing some objects from the scene, creating
new objects from the database or by joining and manipulating existing objects, displaying objects at different resolutions, getting more information about objects and
interacting with objects by following hyperlinks, etc. MPEG-4 [105], the emerging
standard for audio-visual information coding has addressed object-based coding. The
main aim of MPEG-4 video is to provide tools and algorithms for efficient storage,
transmission and manipulation of video data in multimedia environments [106].
Motivated by a great demand for a fully scalable object-based coding algorithm as an
important tool in object-based coding systems, this chapter presents an object-based
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extension of the HS-SPIHT coding algorithm proposed in the previous chapters. In
addition to the spatial, temporal (for video coding cases) and SNR scalability features supported by HS-SPIHT, object-based HS-SPIHT (OBHS-SPIHT) introduces
a new scalability feature referred to as object scalability. The rest of this chapter
is organized as follows: Section 6.2 provides a brief overview of object-based coding. In Section 6.3, the related work in the recent literature on wavelet-based texture
coding of arbitrarily shaped visual objects are reviewed. The proposed object-based
HS-SPIHT (OBHS-SPIHT) coding system is presented in Section 6.4. Section 6.5
provides various simulation results to show the compression efficiency of the OBHSSPIHT in comparison to other state-of-the-art object-based texture codings in the
literature and its scalability features. Finally, Section 6.6 concludes this chapter.

6.2 Fundamentals of Object-Based Coding
6.2.1 Video Object Plane
In object-based coding, a video object refers to an entity within a scene that a user is
allowed to access (e.g., browse, seek) and manipulate (e.g., cut and paste). A sample
of a video object at a given time is referred to as a video object plane (VOP). A
video frame thus consists of all VOPs of the objects in the scene at a given time, and
can be defined in terms of layers of video object planes. Figure 6.1 shows a video
frame which is composed of three VOPs. In this figure, the two objects of interest,
the balloon and the aeroplane, are represented by VOP1 and VOP2 respectively. The
remaining part of the video frame is regarded as background and represented by
VOP0 .
Each VOP is made up of its shape and its texture (i.e., Y, U and V colour components). The shape is usually a binary mask that simply indicates pixels belonging to
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Figure 6.1 (a) A video object frame composed of (b) balloon VOP1 , (c) aeroplane VOP2 and
(d) the background VOP0 [107].

the object by ’1’ (i.e., completely opaque pixels) and those pixels that do not belong
to the object by ’0’ (i.e., completely transparent pixels). The binary shape information is usually defined in a segmentation process. Figure 6.2 shows the binary shapes
of the balloon and aeroplane objects in Figure 6.1. In MPEG-4 video [105], shape
information is referred to as alpha plane. An 8 bit grayscale alpha plane allows up to
256 degrees of transparency for composing video objects in a video frame. A binary
shape is therefore known as a binary alpha plane.
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(a)

(b)

Figure 6.2 Binary shape of objects: (a) balloon. (b) aeroplane [107].

6.2.2 Video Object Coding
Figure 6.3 illustrates a general block diagram of an object-based video coding system. The video object planes in the input video scene are first defined (formed),
then they are encoded individually and their bitstreams are multiplexed to construct
a single output bitstream. At the decoder, the bitstreams related to the desired VOPs
are extracted from the original bitstream and decoded. The reconstructed VOPs are
then composed to form the output video scene. By considering the whole scene as
a single VOP, the object-based coding simply becomes the same as a frame-based
system, therefore frame-based coding is a special case of object-based coding and is
supported by all object-based coding systems.
The VOP encoder mainly consists of two parts: shape coding and texture coding.
The shape information are in the form of binary (2-level transparency) or grayscale
(up to 256 levels of transparency) alpha planes as mentioned in the previous subsection. Binary alpha planes can be directly coded by common shape coding algorithms,
while for a grayscale alpha coding, a regular shape coding is needed to code its support signal mask (i.e., mask region) and a texture coding is needed to code the alpha
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Figure 6.3 General block diagram of an object-based coding system.

values inside the object.
The two main families of binary shape coding methods are bitmap-based and contourbased coding methods. In the bitmap-based method [108, 109], a bounding box (BB)
is first defined to fully cover the VOP. The binary bitmap indicating opacity of individual pixels within the bounding box is then entropy coded. This method is adapted
in MPEG-4 by partitioning the BB to smaller blocks of 16  16 pixels called binary
alpha blocks (BABs) (see Figure 6.4) and using a modified context arithmetic encoding (CAE) algorithm [105, 108] for entropy coding of the symbols associated with
the transparency of the BABs inside the BB. In the contour-based method [110–112],
the object boundaries are represented by a closed contour. All boundary pixels are
traced along the contour and the relative changes from each pixel to the next are en-
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Figure 6.4 An illustration of a binary alpha plane and its corresponding bounding box (BB)
and binary alpha blocks (BAB).

coded. The chain code terminates when the starting point is revisited. If the VOP
contains several closed contours, then they are coded separately following the number of regions.
Analogous to the image coding applications, shape coding can be lossy or lossless.
In lossy shape coding, the accuracy of the reconstructed VOP shape is allowed to
be traded for a reduced bit cost. More information about lossy shape coding can be
followed in [113–115].
In an interframe video object coding system, an object-based motion estimation and
compensation tool can be employed by the encoder to extract the temporal redundancy that exists between subsequent VOPs, resulting in better coding performance.
For object-based motion estimation, conventional block matching motion estimation algorithms can be used with special treatment on the boundary blocks (i.e.,
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blocks that are not completely inside the object) as adopted in the MPEG-4 standard [116, 117]. The motion information of each object is coded separately from its
shape and its texture information and added to the VOP bitstream. More information
about object-based motion estimation and compensation can be found in [118, 119].

6.3 Review of Wavelet-Based Texture Coding of Video
Objects
This section gives a review of work in recent literature on wavelet-based texture
coding of arbitrarily shaped video objects. This is the related work to the proposed
algorithm for scalable object-based texture coding that will be presented in the next
section.

6.3.1 Shape Adaptive Discrete Wavelet Transform (SA-DWT)
A necessary tool for all transform-based texture coding systems which deal with
arbitrarily shaped visual objects is a shape-adaptive (SA) transform. Since the objects
describing a scene may have any arbitrary shape, the transform needs to be able
to operate with any arbitrarily shaped region of support. A shape adaptive DCT
(SA-DCT) technique was presented in [120] and adapted in the MPEG-4 standard.
In this block-based approach, the interior blocks of the object are transformed by
using the standard 2-D DCT, while the boundary blocks are processed in a shape
adaptive manner. Although this method is non-expansive (i.e., the number of DCT
coefficients in the decomposed image which need to be coded is the same as the
number of pixels belonging to the object), simple and computationally efficient, it
suffers from blocking artifacts, especially for low bit rate coding which is the major
drawback of DCT-based coding schemes. Due to the success of DWT in frame-based
coding and its multiresolutional nature which makes it attractive for scalable coding,
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some work [50, 121–125] has been done to present modified versions of DWT for
object-based coding applications. Some researches in this area used the same idea as
for rectangular image decomposition. They define a bounding box for an arbitrarily
shaped object, then pad values for the pixels outside the object and use conventional
DWT for all pixels belonging to the object and the pixels padded inside the bounding
box together. This is an expansive method (i.e., the number of the decomposed pixels
that need to be coded, is more than the number of the object pixels), and the redundant
information results in a negative impact on the compression performance. Moreover,
the padding values usually cause blurring effects at the boundaries of the object.
In an object-based DWT method proposed by Egger et al. [124], all pixels in a row
of the arbitrarily shaped object are first aligned next to each other, then the aligned
pixels are decomposed by a 1-D DWT in the horizontal direction. The horizontal
decomposition is then followed by a vertical decomposition in the same way. Due
to the elimination of the gaps between the pixels inside the object, the unexpected
edges are generated within the object, that makes this method inefficient for further
decomposition. Another method is called region-based wavelet transform (RWT),
proposed in [50, 125]. In this method, before applying 1-D wavelet transform in the
horizontal direction, every two pixels in a row are examined to determine whether
they belong to the object or not. If at least one of them belongs to the object, both
of them are included in the extended object region, then the wavelet transform is
applied to the extended region. This method avoids some distortion between pixels
and keeps self-similarity of the object in each subband, which is important for further
decomposition. However, it is an expansive method because of the region extension.
A considerable amount of research on object-based DWT has taken place which is
based on preservative 1-D decomposition of rows and columns by using linear phase
filters and reflection techniques at the boundaries [116, 126–132]. A particular prob-
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lem in shape-adaptive DWT (SA-DWT) is that the decomposition in one dimension
should introduce a minimum amount of distortion in the second dimension. For the
interior of a region, this can be accomplished by using different subsampling phases
for rows (columns) that start at even or odd positions [130, 133]. In the boundary
regions, the distortion depends on the outline of the region and the boundary process.
With odd-length, biorthogonal, linear phase filters, a non expansive transform is easily achieved by using symmetric reflection at the boundaries [128,129,133,134]. This
approach is used in the region-based DWT adapted by MPEG-4 [134] for waveletbased visual texture coding. The reflection principle works for any arbitrary signal
with length larger than one. However, for single-length signals, a special strategy is
needed. Figure 6.5 illustrates a decomposition of an arbitrarily shaped 2-D object
according to the region-based DWT of MPEG-4. In MPEG-4, the single samples
independent of their position are multiplied with the DC amplification of the analysis lowpass and copied into the lowpass band. An advantage of the scheme is that
an object containing a constant dc value will result in a decomposed image where
a constant value occurs in the LL band, while all other bands contain zeros. A
SA-DWT scheme with even-length, biorthogonal, linear phase filters with boundary filtering optimization has been reported in [130]. Li et al. proposed a novel
SA-DWT [128, 131, 132]. This non-expansive method keeps the spatial correlation,
locality and self similarity across subbands. Moreover, for a rectangular region the
SA-DWT is identical to a conventional wavelet transform. A comprehensive description of this method for three different types of wavelet filters namely, orthogonal filters, odd symmetric biorthogonal filters and even symmetric biorthogonal filters are
presented in [132].
Keeping the number of wavelet coefficients the same as the number of pixels is a
necessary condition for an efficient coding method. On the other hand, lossy shape
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Figure 6.5 An illustration of the 2-D region-based wavelet decomposition with odd length,
linear-phase filters according to MPEG-4 [134]. (a) the pixels belong to the object (shown
in gray). (b) the decomposed object after horizontal filtering (c) the decomposed object
after vertical filtering applied to the horizontally decomposed object. The letters “e” and “o”
indicate the position (even or odd) of a pixel in the horizontal and vertical dimensions.

coding may reduce the number of pixels to be coded at the expense of shape quality.
If a lossy shape coding method is used for shape coding, instead of the original
shape, the reconstructed shape (which is the same as the shape would be decoded at
the decoder side) should be used by the encoder for the SA-DWT [132].

6.3.2 Wavelet-Based Object Coding Algorithms
Motivated by the success of embedded zerotree wavelet [6] coding in frame-based
coding, some researchers have extended this framework for coding of arbitrarily
shaped objects [48,128,130,131,135]. These works employ a SA-DWT approach for
decomposing the object texture followed by a modified version of a zerotree based
method which only codes the wavelet coefficients that belong to the decomposed object. A shape-adaptive extension of the EZW coding techniques was proposed by Li,
et al. in [131]. A modification of ZTE [48] for texture coding of still object was reported in [128]. A SA-DWT with an even length filters and an extension of EZW for
coding of arbitrarily shaped still textures was presented by Mertins and Singh [130].
Yuan and Chan [135] used an object-based DWT and a modified SPIHT called Par-
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tial SPIHT for coding of arbitrarily shaped still objects. All of these still objects
coding methods provide embedded bitstreams and support SNR scalability but do
not provide any sort of spatial scalability.
Some wavelet-based approaches for video object coding have also been reported in
the literature [99, 136–139]. Han and Wood [136] introduced an object-based 3-D
(spatiotemporal) subband/wavelet coding scheme (called OB-3DSBC) for very low
bit rate applications. In this scheme, the image sequence is first segmented into
objects, based on motion and colour, and then the objects are independently decomposed in both the temporal and spatial domains. Each object’s subband/wavelet coefficients are then quantized according to a bit allocation scheme based on the generalized BFOS [140] algorithm. The main contribution of this scheme is that the
temporal subband analysis is performed along motion trajectories within each object. Although the OB-3DSBC allows the flexibility for temporal scalability, no sort
of scalability is actually provided in this work.
In other work, Han and Wood [137] proposed an adaptive coding for moving objects at very low bit rates. In this coding scheme, moving objects in a video are
extracted by means of a joint motion estimation and segmentation algorithm based
on the Markov random field (MRF). By using an adaptive coding scheme, objects
that can be described well by the motion are encoded by motion compensated predictive (MCP) coding, and those that cannot, are encoded in ”intra” mode. Although
this codec provides more efficient compression of arbitrarily shaped visual objects
than their previous work [136], it belongs to the hybrid class of video coding and is
not convenient for applications that need a high degree of scalability. Xu, et al. [99]
presented an object-based coding scheme using three-dimensional shape adaptive
discrete wavelet transform (3D SA-DWT). They proposed a novel way to track the
video object motion to perform efficient temporal wavelet decomposition and used a
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3-D entropy coding algorithm called motion-based embedded subband coding with
optimized truncation (ESCOT) to code the wavelet coefficients. The ESCOT algorithm is very similar to the EBCOT [3] algorithm adapted in JPEG 2000 [5, 141]. It
encodes each subband independently and has good potential for spatial and temporal
scalabilities, however, the main focus of this work is on compression efficiency.
Minami et al. [138, 139] proposed a 3-D wavelet coding of video with arbitrary regions of support (AROS) using the 3D-SPIHT [52, 57] coding. The temporal decomposition is done without motion compensation. The output bitstream is fully
embedded and supports SNR scalability and is suitable for progressive transmission, however, there are no spatial and temporal scalability features supported in this
codec.

6.4 Scalable Object-Based Coding Using HS-SPIHT
In this section, the proposed HS-SPIHT coding algorithm in Chapter 3 will be further
developed for efficient highly scalable texture coding of arbitrarily shaped visual
objects. The developed algorithm, called object-based HS-SPIHT (OBHS-SPIHT),
can also be extended for video object texture coding. In this section an overview
of the OBHS-SPIHT coding system will be given, and the OBHS-SPIHT will be
explained.

6.4.1 System Overview
The proposed OB-HSSPIHT video object plane (VOP) coding system is depicted
in Figure 6.6. The input of the system is a VOP that may come directly from a
bank of already known objects existing in some applications or, is extracted by a
segmentation algorithm from a rectangular image scene. The shape information of
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Figure 6.6 Block diagram of the OBHS-SPIHT VOP coding system.

the object is assumed to be a binary alpha plane (mask) so that each input pixel is
considered either inside or outside the object.
On the encoder side (Figure 6.6(a)), the shape mask and the object texture are decomposed by a shape adaptive DWT approach. The decomposed texture coefficients
w and the decomposed shape mask m are then consigned to the OBHS-SPIHT encoding block. The OBHS-SPIHT texture encoder, only encodes the coefficients that
belong to the decomposed object. To recognize these coefficients it uses the decomposed shape mask. Any of shape coding algorithms introduced in Section 6.2.2
can be utilized to code the shape information. If a lossy shape coding is used, the
reconstructed shape must be used in the SA-DWT and the OBHS-SPIHT coding algorithm. The bitstreams from shape coding and texture coding are assembled in the
bitstream organizer to generate the final output bitstream for the VOP.
On the decoder side (Figure 6.6(b)), the bitstream separator first extracts the shape
and the texture bitstreams from the received VOP bitstream. The shape mask is then
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reconstructed by decoding the shape bitstream. The decomposed mask, which is
required by the OBHS-SPIHT decoder, is provided by applying the same level of
mask decomposition as used by the encoder to the shape mask. The OBHS-SPIHT
decoder, then decodes the texture bitstream and the inverse SA-DWT will be applied
to the decoded wavelet coefficients to reconstruct the VOP texture.

6.4.2 Object-Based HS-SPIHT (OBHS-SPIHT) Algorithm
Recall that the HS-SPIHT algorithm maintains three lists (LIS (list of insignificant
sets), LIP (list of insignificant pixels), and LSP (list of significant pixels)) for each
spatial subband set in its process of bit plane coding. Similar to SPIHT, it outputs
three types of bits: significance bits, sign bits, and refinement bits, but it carefully
manages the lists in its resolution-dependent sorting pass and refinement pass such
that the coding information of each resolution in the output bitstream can be easily
separated and reordered for various lower resolution decoding.
The aim of the object-based HS-SPIHT (OBHS-SPIHT) coding algorithm is to modify the HS-SPIHT algorithm to code only the wavelet coefficients that belong to the
decomposed object. The object is assumed to have any arbitrary shape. It is also
assumed that the shape information of the object is available to both the encoder and
decoder. The modifications that need to be done to turn the HS-SPIHT algorithm
II (presented in Chapter 3, Section 3.5) into an object-based one (OBHS-SPIHT)
are listed below. Note that similar changes can be easily applied on the HS-SPIHT
algorithm I.

1. Modification of the initialization stage



Only the coordinates of the coefficients that are located inside the
decomposed mask (see Figure 6.7) in the lowest frequency band are
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Figure 6.7 Orientation of a wavelet decomposed mask of an arbitrarily shaped object, and
three different sets across wavelet subbands. Set S1 is completely outside the decomposed
mask, while set S2 is entirely within the object, and set S3 is partly inside the region. All the
set roots are located in the lowest frequency band.

put into the LIPkmax (the LIP related to the maximum level of spatial
subband set).



Only the root of those sets that are not entirely outside the decomposed mask (e.g.,

S2

and

S3

sets in Figure 6.7) are put into the

LISkmax (the LIS related to the maximum level of spatial subband
sets). Note that the coefficients in the lowest frequency band are
grouped into 2  2 pixels, and one of them, which is marked by *
in Figure 6.7, does not have any descendants, therefore cannot be
assumed as a set root.
2. Modification of the sorting pass
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In the sorting pass of LISk , the significance test needs to be carried
out for the sets that at least partly belong to the decomposed mask.



If the related set to an entry of type A in the LISk is partly within the
decomposed mask (e.g. set S2 in Figure 6.7), and it is known to be
significant, those offspring of the set root which are located outside
the decomposed mask will be discarded.



If the related set to an entry of type B in the LISk belongs to the
decomposed mask, and is known to be significant, only those offspring of the set root which are located inside the decomposed mask
are considered as new set roots, and added to the end of LISk .

The aforementioned modifications guarantee that all entries in the LIPk and LSPk
for all k (1



k



kmax

) are located inside the decomposed mask, therefore no

modifications for the LIP sorting pass and LSP refinement pass are required.
The bitstream structure is the same as the one explained in Section 3.6.2, therefore
the same parsing method introduced in Section 3.6.3 can be used for providing full
embedded bitstreams for multiresolution decoding.
Having the shape information and the resulting decomposed shape mask, the decoder
is able to take the same steps as the encoder without requiring any kind of overhead
information.

6.5 Simulation Details and Experimental Results
6.5.1 Still Object Coding
The OBHS-SPIHT encoder and decoder algorithms were fully implemented in software. An efficient, non-expansive SA-DWT approach based on the method intro-
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duced in [132] was also implemented. For the filtering process in the SA-DWT, the
9/7-tap filters [16] were employed and symmetric extension at the boundary of the
objects was applied. The first frames of two MPEG-4 CIF colour (in YUV format)
test sequences, Akiyo and Foreman, were used for the test. These sequences, with
their appropriate shape/segmentation masks supplied by MPEG, were downloaded
from [142]. Only the foreground objects of the test images were considered for coding. Figure 6.8 shows the test images and their masks.
On the encoder side, four levels of decomposition by the SA-DWT were first applied
to the input object. The OBHS-SPIHT encoder was then set to progressively encode
the decomposed object from the maximum required bitplane to bitplane zero with
five levels of spatial scalability support. After encoding, the OBHS-SPIHT bitstream
was fed into a parser to produce embedded (by quality) bitstreams for different spatial
resolutions requested by the decoder. This is based on the scaling scenario illustrated
in Figure 6.9 for coding once, scaling multiple times, for multiresolution decoding.
The OBHS-SPIHT decoder uses the reordered bitstream to decode only the required
spatial subbands which are necessary for reconstructing the requested spatial resolution of the object. The inverse SA-DWT is then applied to the decoded spatial
subbands to create a reconstructed version of the object in the requested resolutions.
Reference images for lower resolutions were defined by taking the lowest frequency
subband after applying appropriate levels of SA-DWT to the original objects. The
fidelity was measured by the peak signal-to-noise ratio (PSNR). The bit rates for all
levels were calculated according to the number of pixels in the foreground of the
original full resolution image. The bit costs are only for texture coding.
Tables 6.1 and 6.2 compare PSNR results of OBHS-SPIHT and OB-SPIHT obtained
for the all colour components (i.e., Y, U and V) of the test objects at various spatial
resolutions and bit rates. The OB-SPIHT results refer to our implementation of the

156

Object-Based HS-SPIHT

(a)

(b)
Figure 6.8 Test images and their respective mask (a) First frame of Akiyo CIF sequence (b)
First frame of Foreman CIF sequence.

157

Object-Based HS-SPIHT

Input object
OBHS-SPIHT
Encoder

Decoder 1
Decoder 2
Parser

...
Decoder N

Figure 6.9 An illustration of parsing a single OBHS-SPIHT bitstream for decoding at different qualities and resolutions.

original SPIHT for object-based coding, similar to [135, 139]. The results for spatial
resolution level 1 clearly show that the OBHS-SPIHT does not sacrifice the compression efficiency of the OB-SPIHT. The small deviation between OBHS-SPIHT
and OB-SPIHT is due to the different scanning order used by these algorithms in
their coding of the wavelet coefficients.
For resolution levels 2 and 3, as the results show, the performance of OBHS-SPIHT
is much better than OB-SPIHT. For these resolutions, the OBHS-SPIHT decoder decodes the bitstreams that were properly tailored by the parser for the given resolution
level. For the OB-SPIHT case, there is no possibility of reordering the bitstreams for
the requested resolution level. Therefore, the bitstreams were first decoded to obtain
the coefficients in the wavelet pyramid for all subbands at the given bit rate. Then the
requested spatial resolution was reconstructed by applying the inverse SA-DWT only
to the required subbands for that resolution level. The reason for the superior performance of OBHS-SPIHT over OB-SPIHT for resolution levels higher than level 1 is
clear. In the transcoded OBHS-SPIHT bitstream for a particular resolution, all bits
belong to that resolution, while in the OB-SPIHT bitstream, some portion of bits are
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Table 6.1
PSNR results for foreground object of Akiyo still image (the first frame of MPEG-4 CIF
Akiyo sequence) at different spatial resolutions and bit rates.

Spatial
resolution
Full

Half

Quarter

Rate
bpp
bits
0.25
9446
0.50 18892
1
37783
0.125 4723
0.25
9446
0.5
18892
1
37783
0.0625 2361
0.125 4723
0.25
9446
0.5
18892

Akiyo Object
OB-SPIHT
Y
U
V
27.59 38.26 37.44
32.16 40.39 39.54
37.77 42.99 42.88
24.79 34.57 32.48
29.70 39.04 38.25
35.41 42.57 42.01
41.42 48.48 48.50
21.78 20.91 23.81
27.83 35.15 32.92
32.30 41.11 40.39
38.25 48.94 49.10

OBHS-SPIHT
Y
U
V
27.51 38.26 37.44
31.98 40.39 39.48
37.71 43.13 42.94
24.97 35.40 36.14
30.06 39.04 38.25
37.08 42.76 42.32
47.11 48.83 48.84
22.52 30.53 31.31
28.13 36.00 37.04
38.01 42.40 41.47
54.18 53.54 53.87

Table 6.2
PSNR results for foreground object of Foreman still image (the first frame of MPEG-4 CIF
Foreman sequence) at different spatial resolutions and bit rates.

Spatial
resolution
Full

Half

Quarter

Rate
bpp
bits
0.25
8930
0.50 17860
1
35720
0.125 4465
0.25
8930
0.5
17860
1
35720
0.0625 2232
0.125 4465
0.25
8930
0.5
17860

Foreman Object
OB-SPIHT
Y
U
V
32.16 37.98 36.58
37.72 41.73 41.12
43.23 45.65 45.75
27.59 31.70 30.38
33.36 39.32 38.05
40.01 44.35 43.59
46.94 50.24 50.04
21.31 20.31 21.17
28.92 32.03 30.82
36.43 41.79 41.11
42.50 51.06 48.69

OBHS-SPIHT
Y
U
V
32.21 38.46 36.91
37.62 41.73 41.09
42.94 45.61 45.70
27.78 35.35 33.41
34.10 39.79 38.52
41.57 44.34 43.68
50.90 51.82 52.14
22.95 23.05 23.12
29.34 35.96 34.21
39.34 41.90 41.90
55.63 55.35 55.49
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wasted because they belong to the subbands which are located outside the requested
resolution.
For the Y component, which is the most important component and consumes most
of the coding budget, the results show more improvement than for the U and V components. The reason is that the U and V components are more correlated than Y and
most of their energy (high coefficients in the wavelet decomposed image) are located
in the lowest frequency band in the decomposed image. Only a few coefficients are,
therefore, considered out of the required resolutions (level 2 and level 3) during the
resolution-dependent sorting pass of the OBHS-SPIHT. However, the coding performance for these components (i.e., U and V) are high enough, even for low bit
rates for both OB-SPIHT and OBHS-SPIHT. As the resolution level increases, the
difference between OBHS-SPIHT and OB-SPIHT results becomes more and more
significant. Moreover, for spatial resolutions lower than the full resolution, by increasing the bit rate, the OBHS-SPIHT shows more improvement. This is due to the
fact that at higher bit rates, the bitplane coding reaches the low bitplane levels where
the significance test threshold is decreased. As a consequence, more coefficients
become significant, therefore, more information in the OB-SPIHT bitstream can be
found that are not related to the required resolution, while the parsed OBHS-SPIHT
bitstream only includes the information that belongs to the resolution. Figures 6.10
and 6.11 show some subjective results of multiresolutional decoding of Akiyo and
Foreman objects at three bit rates (0.125 bpp, 0.25 bpp and 0.5 bpp) obtained by the
OBHS-SPIHT decoder.
Table 6.3 compares the compression efficiency of the OBHS-SPIHT with some stateof-the-art object-based coding algorithms for coding the foreground of the first frame
of the Akiyo CIF sequence. The OB-SPECK coder [143] is an extension of a binary
version of SPECK [63]. The SA-ZTE and SA-DCT, respectively, based upon SA-
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(a)

(b)

(c)
Figure 6.10 Luminance of the decoded Akiyo still object by OBHS-SPIHT at full (left), half
(middle) and quarter (right) spatial resolutions and (a) 0.125 bpp, (b) 0.25 bpp and (c) 0.5
bpp.
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(a)

(b)

(c)
Figure 6.11 Luminance of the decoded Foreman still object by OBHS-SPIHT at full (left),
half (middle) and quarter (right) spatial resolutions and (a) 0.125 bpp, (b) 0.25 bpp and (c)
0.5 bpp.
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Table 6.3
PSNR comparison for foreground object of the first frame of Akiyo CIF sequences at full
spatial resolution.

Coding Algorithm

Rate (bpp)

OBHS-SPIHT
OB-SPIHT
OB-SPECK [143]
MPEG-4 SA-ZTE [132]
SA-DCT [132]
Egger’s SAWT [144]
OWT [123]

1
1
1
0.9538
1.0042
1.0065
0.875

PSNR (dB)
Y
U
V
37.71 43.16 42.94
37.77 42.99 42.88
37.55 42.55 42.25
38.06 43.43 43.25
37.09 42.14 42.36
36.40 42.53 42.40
34.13
-

DWT and SA-DCT, are implemented in the MPEG-4 verification model reference
software [132]. Egger’s codec [144] uses a shape-adaptive wavelet transform and
employs EZW [6]. The results for OB-SPIHT is obtained from our implementation of an extended version of the original SPIHT for object-based coding. Both the
OB-SPIHT and OSHS-SPIHT results in this table are obtained from decoding the
binary bitstreams without applying extra arithmetic coding. In addition to providing efficient compression performance, the OBHS-SPIHT fully supports resolution
scalability, while the other coders reported in this table are not resolution scalable.
Figure 6.12 compares the PSNR performance of the object-based HS-SPIHT (OBHSSPIHT) with the frame-based HS-SPIHT for decoding full spatial resolution of the
Akiyo object over a wide range of bit rates. The results for the frame-based HSSPIHT are generated by encoding the rectangular region covering the foreground
image objects with the background pixels inside the bounding region set to zero.
Since in this method the decoder does not need to have the shape information of the
object for decoding, the bit cost for shape coding is taken into account for the results of OBHS-SPIHT to provide a fair comparison. The shape information is coded
by chain coding [119] and consumes 827 bits or 0.0221 bpp. As is expected the

163

Object-Based HS-SPIHT

50

45

PSNR (dB)

40

35

30

25

Frame−based HS−SPIHT
Object−based HS−SPIHT
20

0

0.2

0.4

0.6

0.8

1
rate (bpp)

1.2

1.4

1.6

1.8

2

Figure 6.12 Comparison of the luminance PSNR results obtained by object-based HS-SPIHT
and frame-based HS-SPIHT for Akiyo object.

OBHS-SPIHT significantly outperforms the frame-based HS-SPIHT.

6.5.2 Video Object Coding
Following the same concept used for extending the HS-SPIHT to 3DHS-SPIHT presented in Section 5.4, the OBHS-SPIHT algorithm was extended to 3-D (referred to
as 3DOBHS-SPIHT) for scalable texture coding of video objects. This section initially provides some information on the simulation setup and the tests performed to
show the 3DOBHS-SPIHT full scalability features. It then presents some objective
PSNR results for different spatial and temporal resolutions and bit rates.
The 3DOBHS-SPIHT encoding and decoding algorithm was fully implemented in
software. Two MPEG-4 colour CIF test sequences, Akiyo and Foreman mentioned
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previously were selected for the test. These sequences come in YUV format with a
frame rate of 30 frames per second. Only the foreground video objects (Akiyo and
Foreman objects) were considered for coding. On the encoder side, the input video
object sequence was divided into separate groups of object frames (GOF) of size 16.
Firstly three levels of 1-D object-based temporal filtering by Haar filters is applied
to each GOF; followed by four levels of 2-D spatial SA-DWT by 9/7-tap filters [16]
with symmetric extension at the boundary of the objects. For temporal filtering of
each frame pair, the isolated pixels in the previous and current frames were scaled by

p

2

and

1=

p

2

respectively and remained in their positions. This makes the tempo-

ral filtering non expansive. The 3DOBHS-SPIHT encoder was set to progressively
encode the decomposed GOF from the lowest (coarsest) spatiotemporal subband to
the highest (finest) subband and to support five levels of spatial and four levels of
temporal scalability, resulting in 20 spatiotemporal scalability levels.
After encoding 160 frames (10 GOFs) of the texture of the video object sequence,
based on the same scaling scenario as illustrated in Figure 6.9, the 3DOBHS-SPIHT
bitstream was fed into a parser to produce progressive (by quality) bitstreams for different spatial and temporal resolutions. The user (decoder) has the option to decode
any spatiotemporal resolution from the 20 different resolutions at any desirable bit
rate. The 3DOBHS-SPIHT decoder uses the received bitstream to decode only the
required spatiotemporal subbands for the requested resolution. The inverse spatial
and temporal SA-DWTs are then applied to the decoded spatiotemporal subbands
to create a reconstructed version of the video object sequence in the requested resolutions. Reference frames for lower resolutions were defined by taking the lowest
frequency subband frames after applying appropriate levels of temporal and spatial
wavelet decomposition to the original sequence. Fidelity was measured by PSNR.
Tables 6.4 and 6.5 show the average PSNR results obtained for the decoded Akiyo
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Table 6.4
PSNR results for 160 frames of 30HZ CIF Akiyo foreground decoded at different spatial and
temporal resolutions and bit rates by 3DOBHS-SPIHT decoder.

Spatial
resolution

CIF

QCIF

1
4

QCIF

Akiyo Object
Temporal
Rate
Average PSNR (dB)
resolution
(kbps)
Y
U
V
30
256
40.19
45.45
45.55
15
128
35.34
42.62
41.98
7.5
64
30.57
39.75
39.16
3.75
32
27.94
36.83
36.73
15
128
41.36
45.86
45.70
7.5
64
35.13
41.81
41.04
7.5
32
28.45
37.17
37.10
3.75
32
30.76
37.29
37.22
7.5
64
42.53
48.14
48.06
7.5
32
33.92
40.20
39.54
3.75
32
38.86
42.35
42.14
3.75
16
29.26
36.86
36.15

and Foreman object sequences at various spatiotemporal resolutions and bit rates,
respectively. As the results show, high-SNR bitstreams can be easily generated at
low bit rates with reduced spatiotemporal resolution.
It should be mentioned that by extending the motion compensated temporal filtering scheme previously used to an object-based one, without any modification to the
3DOBHS-SPIHT algorithm, better PSNR results at the same rates can be achieved
spatially for medium and high rates (where the budget is high enough to cover the
side information of the motion codes), as reported for the frame-based video (see
Section 5.6).

6.6 Summary and Conclusions
This chapter presented an object-based version of the HS-SPIHT algorithm for highly
scalable texture coding of arbitrarily shaped video object planes. The pixels outside
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Table 6.5
PSNR results for 160 frames of 30HZ CIF Foreman foreground decoded at different spatial
and temporal resolutions and bit rates by 3DOBHS-SPIHT decoder.

Spatial
resolution

CIF

QCIF

1
4

QCIF

Foreman Object
Temporal
Rate
Average PSNR (dB)
resolution
(kbps)
Y
U
V
30
256
34.02
40.03
40.01
15
128
34.07
39.83
39.49
7.5
64
34.44
39.74
39.15
3.75
32
34.92
39.01
38.92
15
128
36.39
41.07
40.73
7.5
64
36.49
40.53
40.29
7.5
32
30.31
36.62
35.88
3.75
32
36.99
40.39
40.35
7.5
64
40.32
43.12
43.05
7.5
32
31.90
37.45
36.85
3.75
32
41.29
42.97
42.77
3.75
16
32.06
34.85
34.78

the object boundaries were effectively excluded in the coding process. By combining
a non expansive shape adaptive DWT (SA-DWT) and the object-based HS-SPIHT
(OBHS-SPIHT), a highly scalable texture coding tool is proposed which can be utilized in an object-based visual coding system. The OBHS-SPIHT keeps the full
scalability features of the HS-SPIHT. The bitstreams for individual objects can be
independently scaled in spatial resolution and coding bit rate. The simulation results
show that the OBHS-SPIHT provides efficient compression efficiency in comparison
to the state-of-the-art object-based coding algorithms in the literature. It also possesses full resolution scalability features as well as the full embeddedness property
for progressive transmission and very low complexity, which are inherited from the
original SPIHT algorithm. Furthermore, to provide a highly scalable texture coding
tool for video object coding, the OBHS-SPIHT was extended to 3-D and some experimental results were provided to demonstrate its performance and combined SNR,
spatial and temporal scalability features.

Chapter 7
Conclusions and Future Research

This chapter concludes the thesis by summarizing the contributions and offers some
directions for future research.

7.1 Conclusions
This thesis addressed high scalability features in image and video coding required
for new multimedia applications, especially in heterogenous environments. A framework for combined spatial and SNR scalable image coding based on the set partitioning in hierarchical trees (SPIHT) algorithm [7] was proposed. The motivation
behind choosing SPIHT is that this coding approach is well known as a benchmark
among the zerotree-based embedded wavelet image coding approaches for its compression efficiency, full SNR scalability support and very low complexity. The main
aim of the proposed framework is to add spatial scalability to the SPIHT algorithm
while retaining its other important features. To achieve this, each level of resolution
subbands in the wavelet decomposed image are coded separately without imposing
any extra information from other resolution levels, while the spatial orientation tree
structure and the set partitioning algorithm of the original SPIHT are maintained.
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In the proposed framework, two new algorithms, called highly scalable SPIHT algorithm I (HS-SPIHT-I) and highly scalable SPIHT algorithm II (HS-SPIHT-II) were
presented. HS-SPIHT-I adds spatial scalability to the SPIHT algorithm by introducing one additional list, called LDIS (list of delayed insignificant sets), to the
SPIHT lists and modifying the sorting pass of the SPIHT algorithm to be resolutiondependent. It progressively encodes the wavelet decomposed image from the lowest
resolution level to the highest level. It encodes all bitplanes for a resolution before progressing on to the next finer resolution. This creates a bitstream in which
the codeparts of different resolutions are separable. HS-SPIHT-II introduces a set
of resolution-dependent lists with a resolution-dependant sorting pass. It follows
the same coding progression order as the SPIHT and provides a bitstream which is
progressive by quality. In each bitplane coding it effectively separates the codepart
related to each spatial resolution level.
The flexible and fully scalable binary bitstreams of the HS-SPIHT encoders can
be easily parsed (reordered) to provide fully SNR scalable (rate-embedded) subbitstreams for multiresolution decoding. The parsing process is done without any need
to decode the main bitstreams. All markers that are put into the bitstream during
the encoding process to separate different codeparts from each other are only used
in the parsing process. The HS-SPIHT decoder does not need them for decoding.
The experimental results provided in Chapter 3 proved that the HS-SPIHT approach
does not sacrifice compression efficiency for providing spatial scalability. The full
scalability features of the proposed algorithms were also demonstrated by the comprehensive results provided for a scenario of encoding once, with multiple decodings
for different spatial resolutions and qualities.
A highly scalable 3-D wavelet video coding system MC3DHS-SPIHT was proposed.
The HS-SPIHT coding approach was extended to 3-D (3DHS-SPIHT) to provide
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combined SNR, spatial and temporal scalability support for video coding. An accurate motion compensation temporal filtering (MCTF) scheme, which employs the hierarchical variable size block matching (HVSBM) algorithm [94] for motion estimation and Haar filters for temporal filtering, was developed to be used in the proposed
highly scalable video coding system to achieve not only more efficient compression
but also produce clear, blur-free lower temporal resolution sequences. Objective and
subjective results obtained for the proposed video codec in Chapter 5 clearly prove
the compression efficiency and full scalability support of the proposed video coding system. These features, in addition, to the low complexity of the 3DHS-SPIHT
algorithm, make it an attractive video coding candidate for video streaming over heterogenous networks where a wide variety of users need to be differently serviced
according to their network access bandwidth and data processing capabilities. Video
information storage and retrieval systems can also benefit from the full scalability of
this video coding system.
The proposed HS-SPIHT algorithm was further modified to be used for highly scalable texture coding of arbitrarily shaped image objects. A non expansive shape adaptive DWT (SA-DWT) was utilized for decomposing the texture information of the
object. The object-based HS-SPIHT (OBHS-SPIHT) effectively encodes only the
decomposed wavelet coefficients which belong to the object (i.e., fall inside the decomposed object binary shape (mask)), while it keeps the full scalability functionality of HS-SPIHT. The simulation results presented in Chapter 6 showed that the
OBHS-SPIHT provides efficient compression when compared to the state-of-the-art
object-based coding algorithms in the literature, while it supports the full resolution
scalability features. It also possesses the full embeddedness property for progressive transmission and very low complexity, which are inherited from the original
SPIHT algorithm. Furthermore, the OBHS-SPIHT was extended to 3-D (3DOBHS-
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SPIHT) for video object coding and experimental results were provided to show its
performance and combined SNR, spatial and temporal scalability features. The full
scalability features combined with the object-based functionality of OBHS-SPIHT
make it as an attractive coding algorithm for object-based image and video coding
systems.

7.2 Directions for Future Research
The proposed highly scalable image and video coding systems could play a key role
in the new generation of multimedia applications. Some suggestions for future work
in this framework are given below:



Adding robustness for transmission in error prone media: In the HSSPIHT bitstream, the codeparts of different resolutions in each bit plane
(quality) level are separated, therefore, it makes it possible to provide
better protection against channel errors for those parts of the bitstreams
which are more important. It is expected that the codeparts belonging to
the lower resolutions and higher bitplane levels need more protection.



Extending to lossless still image and object coding: By employing integer wavelets which map image pixels to integer wavelet coefficients, the
HS-SPIHT image coding system can be easily applied for highly scalable
lossless image compression. For multiresolution lossless image decoding applications, the HS-SPIHT is expected to show better improvement
over SPIHT than for the lossy case, especially at low resolutions. This is
due to the fact that the coding information of all bitplanes for each resolution needs to be received in the lossless case, therefore, more bits can
be found in the SPIHT bitstream which are not related to the resolution,
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while HS-SPIHT efficiently excludes unrelated information.



Full scalable motion vector coding: The motion code in the MC3DHSSPIHT coding system only supports temporal scalability. Further development is required to add spatial scalability to the motion code.



Scalable shape coding for object-based coding: In the object based coding system which is presented in Chapter 6, the main focus was on highly
scalable texture coding. For a complete, fully scalable object-based coding system, scalable shape coding is also required and needs to be investigated as a research topic.



Memory reduction in the implementation: Instead of coding the whole
wavelet image at once by SPIHT, which may consume high memory especially for large image coding, it is possible to group spatial orientation
trees with adjacent roots and code each group apart from other groups
and then reorganize the individual bitstreams to form an embedded final
bitstream [55]. Such implementation can be extended to HS-SPIHT with
spatial care for resolution scalability during the reorganizing process of
the subbitstreams.



Object MCTF: To be able to efficiently extract the temporal redundancy
that exists between objects in adjacent frames, an object-based motion
compensated temporal filtering is needed. This is similar to the MCTF
for frame-based coding but special consideration for unconnected pixels
is required such that the total number of coefficients in the temporally
filtered video objects remains the same as the total number of pixels in
the original video objects.



Complexity: As with the original SPIHT, the proposed HS-SPIHT algo-
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rithms for image and video coding only need bitwise operations, thus the
level of complexity is very low and, therefore, the method is very attractive for software implementation. Research conducted by Pearlman [29]
showed a very significant complexity reduction of SPIHT over JPEG2000. Applying extra arithmetic coding to the binary codes of SPIHT and
HS-SPIHT would increase the complexity but results in improvement in
coding performance. The issue of complexity-performance needs to be
investigated and compared among the state-of-the-art embedded wavelet
image/video coding algorithms. Comparisons of decoding time can be
considered as good indicators of relative speed and complexity of the algorithms. In this context, for a fair comparison, the decoders need to be
implemented in the same framework.
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