The algorithmic small-world phenomenon, empirically established by Milgram's letter forwarding experiments from the 60s [60] , was theoretically explained by Kleinberg in 2000 [47]. However, from today's perspective his model has several severe shortcomings that limit the applicability to real-world networks. In order to give a more convincing explanation of the algorithmic small-world phenomenon, we study decentralized greedy routing in a more flexible random graph model (geometric inhomogeneous random graphs) which overcomes all previous shortcomings. Apart from exhibiting good properties in theory, it has also been extensively experimentally validated that this model reasonably captures real-world networks.
INTRODUCTION
The idea that everyone is connected to everybody else through six degrees of separation, also known as the small world phenomenon, was empirically established by the classic experiments of Milgram [60, 71] . Several random people were given a target person's name and address, and asked to send a letter to the target person by forwarding it to a personal acquaintance who is more likely to know the target person, iterating this process until the letter reached the target (or was lost). Among the more than 20% successful trials, Milgram reported an average distance of about 6. This showed not only that very short paths exist between two typical persons, but also that people are able to find them without global knowledge of the network, by greedily routing the letter.
In the last 50 years, this phenomenon inspired researchers in various disciplines such as sociology, physics, and experimental and theoretical computer science to study networks with smallworld properties. The first theoretical explanation of the algorithmic small-world phenomenon was the seminal work of Kleinberg [47] who showed that greedy routing succeeds in O (log 2 n) steps on certain random graphs. However, as we will discuss in Section 1.1, his model has several severe shortcomings, that have not been resolved simultaneously in subsequent work [21, 33, 37, 58, 59] : routing succeeds only if a perfect lattice structure is contained in the network, the result is fragile with respect to small changes in the model, and the graph model is unrealistically homogeneous.
In order to give a more cogent theoretical explanation for Milgram's result, we study greedy routing in a more flexible and more convincing graph model: In geometric inhomogeneous random graphs (GIRGs) [17] , every vertex draws independently a random position in a geometric space and a positive weight according to a power law which represents the node's influence. Two nodes are then more likely to connect if they have larger weights and if they are geometrically close. 1 We picked this model for the following reasons.
(i) GIRGs are a natural extension of Kleinberg's model that overcome its three main shortcomings.
(ii) Among the random graph models that have been proposed to model real-world networks, the GIRG model stands out because it not only theoretically reproduces structural properties of social, economical, and technological networks, but a special case of GIRGs (hyperbolic random graphs [11] ) has also been extensively experimentally validated [11, 40, 56, 63, 69, 74] . E.g., Boguñá et al. [11] computed and studied a (heuristic) maximum likelihood fit of the internet graph into the hyperbolic random graph model, based on ideas from [49] .
(iii) In general it is unclear how greedy routing generalizes to inhomogeneous geometric graphs. An ideal neighbor should optimize two objectives: being close to the target, and having large weight. Many possibilities have been suggested to resolve this conflict (e.g., in the physics community [44, 70] ). Since GIRGs have a specific connection probability for each pair of vertices, there is a natural interpretation of Milgram's instruction to route to an "acquaintance who is more likely than you to know the target person" [71] : pick the neighbor most likely being adjacent to the target. Thus, Milgram's experiment has a natural analogon on GIRGs.
(iv) In the digital age, the area of routing protocols plays a more and more important role. Krioukov et al. [52] identified as a major open problem in this area "whether we can devise routing protocols for the internet that, having no full view of the network topology, can still efficiently route messages". This question stimulated further research on the embeddings from [11, 49] , and by now routing on such graphs is experimentally well-studied [8-10, 24, 53, 54, 62, 63] . It turned out that greedy routing works experimentally surprisingly well on hyperbolic random graphs and GIRGs [53, 54, 62] . For example, the resulting greedy paths are only marginally longer than shortest paths in the network. Explaining these experimental findings theoretically was a driving question for many researchers in the theory community [16, 17, 20, 30, 39, 41, 46, 65] , but it remained open.
We thus believe that studying greedy routing in GIRGs, in each step maximizing the connection probability to the target, gives a convincing theoretical explanation for Milgram's experiments, and addresses at the same time the question of Krioukov et al. We obtain the following results for any fixed source s and target t (for exact statements see Section 3).
• Greedy routing succeeds with probability Ω(1). This is already surprising, as incorporating noisy positions in Kleinberg's model results in a tiny success probability, as we discuss in Section 1.1 below. The result is also best possible, as in GIRGs the target node is isolated with constant probability.
• A.a.s. 2 , the stretch 3 of greedy routing in case of success is 1 + o(1). Hence, greedy routing is asymptotically optimal. In particular, since the average distance in the giant component of the GIRG model is ultra-small, i.e., Θ(log log n), so are the lengths of the greedy paths.
Arguably, Θ(log log n) is closer to six degrees of separation than Kleinberg's O (log 2 n), and average distances in modern networks are even smaller [4, 6] . All previous analyses of greedy routing in small-world models yielded at least Ω(log n) steps, e.g. [34, 47] .
• Our results are robust in the model parameters, i.e., they hold for all parameter choices of the model, in particular for any power law exponents in the natural range (2, 3), cf. Section 1.1. Moreover, we show that nodes do not need to know exact weights and positions of their neighbors, but rather rough approximations suffice for all results.
Since constant success probability is too low for technical application, it is natural to ask whether there are patching methods that use backtracking to enforce success (if source and target are in the same component). We give an affirmative answer in a very strong sense:
• Every patching method that satisfies three natural criteria has success probability 1 (conditional on s and t being in the same component), and still has a.a.s. stretch 1 + o(1).
This result gives (in our model) a strongly affirmative answer to Krioukov et al. 's question. Crucially, each node only needs to know the positions and weights of its direct neighbors and the geometric position of t, which we assume to be part of the message. Note that the greedy routing protocol is distributed and highly energy efficient since only one node needs to be awake at a time. Perhaps surprisingly, the same can be achieved for the patching protocols, so we can at the same time guarantee success and maintain the benefits of local protocols, with negligible additional costs. Finally, our results explain many findings of the extensive experimental work which has been done on greedy routing in GIRGs. We postpone the discussion to Section 4.
Related Work and Choice of Model
Kleinberg. Kleinberg's model starts from an n × n lattice graph, i.e., we embed node v = (i, j) ∈ [n] × [n] at position x v = (i/n, j/n) in the unit square and connect any two nodes u, v in Manhattan distance ∥x u − x v ∥ ≤ 1/n by an edge. Then we add for each node u a constant number of additional long-range edges, where the other endpoint v is chosen proportional to ∥x u − x v ∥ −α ·2 with decay parameter α. This model has several shortcomings that limit the applicability to real-world networks and that are also present in subsequent work [21, 33, 37, 48, 58, 59] :
• Fragile Exponent: As shown by Kleinberg [47] , his model is very fragile with respect to the decay parameter in exponent of the long-range probability distribution, since changing this distribution to ∥x u − x v ∥ −α ·2 for any α 1 increases the expected number of steps to n Ω(1) . This is reasonable for α < 1, since in this regime most neighbors of most vertices lie very 2 We say that an event holds a.a.s. if it holds with probability 1 − o (1) with n → ∞. 3 The stretch is the ratio of the lengths of the greedy path and the shortest path between source and target. far and thus we cannot expect greedy routing to utilize locality. However, for α > 1 there is no intuitive argument ruling out greedy routing in general. In particular, investigations of trajectories of bank notes in main cites of the USA suggest a value of α = 1.59 ± 0.02 [19] .
• Perfect Lattice: Kleinberg's model assumes an underlying perfect lattice substrate. In this way, every vertex knows a priori a path to the target, which is an unrealistically strong assumption. In a more realistic model each vertex might choose a random position x v in some geometric space, representing real-world coordinates, but also interests and occupation, followed by the same edge sampling procedure as in Kleinberg's model. It can be shown that in this adapted model with high probability greedy routing does not reach the target, essentially since in each step the current vertex has constant probability not to have any neighbor with smaller distance to the target. Thus, the unnatural assumption of a perfect lattice (or a similar globally known structure) is crucial for Kleinberg's result.
• Homogeneity: Kleinberg's graphs are homogeneous, i.e., all vertices have the same degree. In contrast, most real-world networks have been found to be scale-free, meaning that their degree distribution follows a power law p(k ) ∼ k −β , typically with power law exponent β in the range (2, 3) [3, 27] (or at least a closely related distribution [61] ).
Despite some effort to remove these shortcomings (see related work below) there is still no model which avoids all of them. Moreover, while the corresponding extensions of Kleinberg's model were developed in the context of routing protocols, GIRGs have been introduced as a model for real-world networks. Thus there is a much larger body of evidence (theoretical and experimental) that GIRGs resemble real-world networks than there is for any other graph model in this area.
Geometric Inhomogeneous Random Graphs (GIRGs). We now substantiate claims (i) and (ii) on page 2. Thereby, we further explain our reasons for picking the GIRG model. (i) Let us first informally define GIRGs, a full definition is given below in Section 2.1. In a GIRG, each node v is equipped with a random position x v in an underlying geometry (for technical simplicity, we fix the d-dimensional torus) and with a weight w v which is drawn according to a power law p(w ) ∼ w −β and represents the (expected) degree of vertex v and thus its "connectedness". After drawing the positions and weights, all edges are picked independently. For two nodes u and v, the probability p uv for the edge {u, v} is increasing in the weights w u and w v , and decreasing in ∥x u − x v ∥. More precisely, for fixed weights p uv is proportional to Kleinberg's distribution ∥x u − x v ∥ −α ·d , where we want to choose α > 1. In this sense, the GIRG model is a natural scale-free variant of Kleinberg's model that removes the implausible assumption of a perfect grid. As our results do not depend on the concrete choice of α, we also overcome the problem of fragile exponents.
(ii) A large portion of the theoretical random graph literature of the last 10 years (e.g. [2, 5, 11, 13-17, 20, 25, 26, 29, 30, 39, 41, 43, 45, 46] ) deals with the design and analysis of random graphs that have more and more of the experimentally observed properties of social, technological, and other real-world networks, e.g., sparsity, scale-freeness, small diameter, and high clustering. Most of these modern models come equipped with an underlying geometry, since locality naturally yields high clustering and, more generally, local community structure. This makes them candidates for analyzing geometric routing or other variants of greedy routing.
Since there are no comparative studies, it is hard to judge which of the proposed models is most realistic. However, GIRGs and their special case, hyperbolic random graphs, stand out, because this model has not only attracted theoretical research but has also been experimentally validated. On the theory side, it was proven for GIRGs and hyperbolic random graphs that they are sparse and scalefree [16, 30, 41] , have constant clustering coefficient [17, 20, 41] , a giant component and polylogarithmic diameter [16, 39, 46] , and average distance 2±o (1) | log(β −2) | log log n, where β is the power law exponent [16] . Furthermore, these graphs have entropy O (n) [17] , which coincides with the low entropy of the web graph [12] . Recently, researchers have started to design algorithms that run fast on hyperbolic random graphs [7, 38] . In terms of practical validation, Boguñá et al. [11] computed a (heuristic) maximum likelihood fit of the internet graph into the hyperbolic random graph model and demonstrated its quality by showing that greedy routing in the underlying geometry of the fit finds near-optimal shortest paths. This successful embedding of a real-world network validates the model experimentally, and was repeated and extended in [8, 63] .
Further Related Work. For psychological work related to Milgram's experiments we refer to the survey by Schnettler [68] . The enormous amount of experimental and non-rigorous work on routing in real-world networks and random graphs is surveyed by Huang et al. [44] . Regarding theoretical work, a monograph by Watts summarizes the early work [72] . Let us highlight a few more recent theory papers on greedy routing and related decentralized routing schemes: Watts et al. [73] and Kleinberg [48] studied hierarchical network models that are well motivated by sociological principles. Alternatively, Fraigniaud et al. [35] augmented Kleinberg's model with long-range edges according to a power law. These approaches make the model somewhat more realistic, however, they still suffer from similar shortcomings as Kleinberg's original model, e.g., they either assume a perfect b-ary tree structure or a perfect lattice. On the other hand, after a long line of research [1, 28, 31, 32, 36, 55, 57] Fraigniaud et al. [34] replaced the lattice structure in Kleinberg's model with arbitrary connected base networks. They showed how these base networks can be augmented with long-range edges to make them navigable, which in the most general case means that variants of greedy routing succeed with a subpolynomial number of steps, provided that all nodes know the base network. Note that this available information is much less local than in our model, where each node only needs information about its direct neighbors. In particular, since every node knows in advance a path to the target, greedy routing succeeds with probability one. Arguably, all these networks were designed specifically for studying greedy routing, while our approach is rather to study greedy routing on a preexisting model for real-world networks. Also, none of the previous theoretical work showed ultra-small routing distance or considered patching strategies. In this paper we study greedy routing in Geometric Inhomogenous Random Graphs (GIRGs), which is a model inspired by the classic Chung-Lu random graphs [22, 23] . A GIRG is a graph G = (V , E) where both the set of vertices V and the set of edges E are random. Informally speaking, each vertex v has a random position x v in a geometric space T d and a random weight w v ∈ R + , where the distribution of the weights follows a power law. For each pair of vertices we flip an independent coin to determine whether they are connected by an edge, where the probability to be connected increases with the weights and decreases with the distance of the vertices. We now give the formal definition of the model, following [51] .
Geometric space: Let d ∈ N be some (constant) parameter. As our geometric space we use the d-dimensional torus T d = R d /Z d , which can be described as the d-dimensional cube [0, 1] d where opposite boundaries are identified with each other. As distance function we use the ∞-norm on T d . The choice of the geometric space is in the spirit of the classical random geometric graphs [64] . We prefer the torus to the hyper-cube for technical simplicity, as it yields symmetry. However, it is not hard to replace T d by [0, 1] d . Similarly, we may replace the ∞-norm by any other norm and obtain the same model since we allow constant factor deviations in the definition (EP) below. 4 The set of vertices V is then given by a Poisson point process on T d with intensity n. 5 In particular, the expected number of vertices is n, and the positions of all vertices are uniformly at random in T d .
Weights: Let 2 < β < 3 and w min > 0 be fixed constants. Then for each vertex v ∈ V independently we draw a weight according to a power law, i.e., with probability density function
for w ≥ w min and f (w ) = 0 for w < w min . Note that the probability that a random vertex has weight at least w is proportional to w 1−β . The choice of the power law parameter (2 < β < 3 ) is standard [27] .
Edges: Given the vertex set V and all positions and weights, we connect vertices u v independently with probability p uv , which depends on the weights w u , w v and on the distance ∥x u − x v ∥. We require for some constant α > 1 the following edge probability condition:
In particular, there exists a constant c 1 > 0 such that p uv = Θ(1) if u and v are very close to each other, i.e.,
n . 4 Note that when embedding a real world network into the GIRG model, e.g., as in [11] , the real world coordinates do not necessarily resemble the coordinates in the geometric space. It rather resembles an ambient space which additionally includes more parameters such as hobbies. 5 A very similar model is obtained by placing n points uniformly at random in T d , e.g. [17] . We prefer the Poisson point process since then the number of vertices in disjoint regions of T d is independent. Also, all results are still valid for a non-uniform distribution, as long as the intensity fluctuates at most by constant factors.
The parameter α determines how fast the connection probability decays with increasing distance of the nodes. We also allow the threshold case α = ∞, cf. [51] . The formula (EP) is chosen such that the expected degree of a vertex of weight w is Θ(w ). Moreover, for two vertices u and v of fixed weights, but with random positions, the connection probability is
as in the classic Chung-Lu random graphs.
Summarizing, the free parameters of the model are the intensity (i.e., the expected number of vertices) n, the minimum weight w min , the power law parameter 2 < β < 3, the dimension d ∈ N, the decay parameter α > 1, and the actual probability functions p uv which satisfy (EP ).
Greedy routing
Routing protocol: We will evaluate the performance of greedy routing in a GIRG, which is the following process. A message m should be sent from a starting vertex s (source) to a target vertex t.
The address of every vertex v is the pair (x v , w v ). Then the routing proceeds in rounds and in every hop, the packet is sent from the current vertex v to a neighbor u which maximizes a given objective function ϕ, cf. below. When a dead end is reached, the process stops and the packet is dropped. If u = t, then we say that the routing was successful. A pseudocode description is given with Algorithm 1 below. if s == t then deliver message m 3:
Algorithm 1 Greedy Routing Algorithm
else return failure Objective function: It is natural and in spirit of Milgram's experiments [60, 71] that in every round the packet is sent to the neighbor v which maximizes p vt . Note that maximizing p vt is equivalent to maximizing the objective function
We observe that the target vertex t globally maximizes ϕ, which is a necessary condition for any reasonable objective function. In particular, if {s, t } ∈ E, then the routing will send the packet directly to the target. We emphasize that each vertex only needs to know the positions and weights of its direct neighbors, and the geometric position of t (which we assume to be part of the message). This goes in line with Milgram's experiment, where participants knew geometric positions and professions of their acquaintances and made their choices accordingly [60, 71] . 
RESULTS
We assume source s and target t to be random, but all results also hold if we condition on specific values for x s , x t , w s , w t . Proof sketches and intuitive reasons can be found in Section 6, for the formal proofs we defer to the full version [18] .
Success Probability. As our first result we show that greedy routing from s to t succeeds with constant probability. Theorem 3.1. Greedy routing succeeds with probability Ω(1). Θ(1) is in general the best possible success probability. Indeed, since in (EP) we allow any connection probability Θ(1) even if two vertices are very close, greedy routing may end in a vertex which is extremely close to t but is not adjacent to t. If we assume connection probability 1 in such cases, then we get a better success probability. More precisely, assume that there is a constant c 1 > 0 such that the following condition holds:
Then the failure probability decays exponentially with w min . 6 Theorem 3.2. Suppose that (EP*) holds in addition to the model assumptions. Then:
(i) Greedy routing succeeds with probability 1 − O e −w Ω(1) min , where the hidden constants do not depend on w min . (ii) If w s = ω (1) and w t = ω (1), then greedy routing succeeds a.a.s.
The first part of this theorem is also almost-optimal. Indeed, the degree of a vertex v ∈ V is distributed as a Poisson random variable with mean Θ(w v ), therefore v is isolated with probability O (e −Θ(w v ) ). If for example the weight of the target node is in the order of the minimum degree, i.e., w t = Θ(w min ), then the success probability cannot be higher than 1 − O (e −Θ(w min ) ).
Stretch. One of the most crucial efficiency measures for routing protocols is the stretch, i.e., the ratio of the routing path's length compared to the length of a shortest path. Clearly, routing can only succeed if the source s and the target t are in the same component. In [16] it was proven that a.a.s. a GIRG possesses a giant connected component of linear size in which the average distance is 2±o (1) | log(β −2) | log log n. We show that the number of steps of the greedy routing algorithm (until either the target is found or the routing stops) is a.a.s. equal to shortest path, up to a stretch of 1 + o(1). Theorem 3.3. A.a.s. the number of steps needed by the greedy routing is at most
Note that Theorems 3.1 and 3.3 together imply that even if we condition on greedy routing being successful, then still a.a.s. greedy routing needs at most 2+o (1) | log(β −2) | log log n steps. Since this agrees with the average distance in the giant component, it is optimal. In particular, for two random vertices s, t, if greedy routing between s and t is successful then a.a.s. the stretch is 1 + o(1). 7
Patching. As outlined in the introduction, greedy routing may have practical applications. For these applications, it is not acceptable that the algorithm simply fails if it enters a local maximum. Therefore, several patching methods have been proposed. We show that any patching algorithm A is efficient if it satisfies the following three basic conditions. For further discussions, see Section 5. (P1) (Greedy choices.) If A is at a vertex v and visits an unexplored neighbor then it must choose the unexplored neighbor of largest objective. If A visits a vertex v for the first time, and v has a neighbor of larger objective, then A proceeds to the neighbor of v with largest objective.
(P2) (Poly-time exploration.) If A has explored k vertices, and at least one of these vertices has an unexplored neighbor, then A visits an unexplored vertex in at most k O (1) steps.
(P3) (Poly-time exhaustive search.) Assume that A visits a vertex v that has larger objective than all previously visited vertices, and let S be the connected component of v in G[V ≥ϕ (v ) ], i.e., S is the set of all vertices that can be reached from v without touching vertices of worse objective than v. Then for all 1 ≤ k ≤ |S |, A visits at least k vertices in S in the next k O (1) steps (or finds t in one of these steps).
If ϕ (s) = Ω(1) then there exists a sufficiently slowly falling Relaxations. So far we assumed that the objective ϕ can be computed exactly, which may be unrealistic in practice. For example, in the Milgram experiment the participants can only estimate the objective values of their neighbors. Hence, we also study an approximate version of greedy routing, where the greedy algorithm uses an objective functionφ which is only an approximation of ϕ. This adds quite some flexibility: for any of the best min{w v , ϕ (v) −1 } o (1) neighbors of a vertex v, there is a "good enough" approximationφ which puts this vertex to the top. In particular, it is not necessary to compute the optimal neighbor w.r.t. ϕ, which may be costly. Moreover, the routing process is also very robust: for example, it is no problem if some of the edges fail during execution of the routing, since the current vertex can send the message to any other good neighbor instead. | log(β −2)| log log n. This statement is not explicitly formulated as a lemma in [16] , but is in the proof of Theorem 5.9 in [16] . 8 That is, the a.a.s. statement holds conditioned on the event that s and t are in the same connected component.
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A consequence of Theorem 3.5 is that the results of this paper also hold for variations of the model. For example, most of the experimental work uses slightly different objective functions, e.g., they consider geometric routing on hyperbolic random graphs (see Section 4 for details). In [17] it was proven that one-dimensional GIRGs (d = 1) contain the model of hyperbolic random graphs as a special case, but still geometric routing in hyperbolic space is not exactly the same as greedy routing in our sense. Theorem 3.5 shows that the differences are negligible. Formally, geometric routing on hyperbolic random graphs induces an objective function ϕ H on the corresponding GIRG, which falls into the class of objective functions considered in Theorem 3.5. Corollary 3.6. All results about success probability, path length, and patching algorithms also hold for geometric greedy routing in hyperbolic random graphs.
COMPARISON WITH EXPERIMENTAL RESULTS
There are several recent papers which experimentally study 'greedy processes' in graphs with hidden metric spaces [9-11, 24, 53, 62] . In these papers, either GIRGs are sampled for various parameter combinations, sometimes under different names; or real networks (e.g., the internet graph) are embedded into the space
where W is the space of weights (mostly in the case d = 1, where T d × W can be interpreted as hyperbolic disc [17, Theorem 7 .3], cf. Corollary 3.6). Afterwards, in both settings, greedy routing algorithms are experimentally studied on these graphs. Thus our paper gives theoretical explanations for the observed effects, as we discuss in detail below. In contrast, [9] and [10] study geometric greedy processes, i.e., the routing is degree-agnostic and uses only the distance in an homogeneous and isotropic space. It turns out that this geometric type of routing still works in some settings, but is far less efficient and robust (e.g., it completely fails for some values of β ∈ [2, 3] ). This suggests that greedy routing as considered in this paper is superior to geometric routing. It remains for future work to compare both methods theoretically.
Success Probability:
As the main contribution the aforementioned papers observe a large success probability of greedy routing for most studied combinations of parameters. This is explained by Theorem 3.1, which gives a general lower bound Ω(1) on the success probability. Often, the experimentally observed success probability is surprisingly large (i.e., larger than 97% in [11] ). We believe that the reason for this observation is in Theorem 3.2 (i), where we show that the failure probability drops exponentially with the parameter w min controlling the minimum expected degree. Thus, even with very moderate values of w min it is not surprising to obtain large success probabilities.
Trajectory of a Greedy Path:
In the experiments in [11, 53, 54, 62] a successful greedy path starting at a small degree node will first visit nodes of larger degrees and continue along this path until it reaches the core of the network; afterwards, the greedy path leaves the core towards nodes with smaller degrees but with much closer geometric distance to the target until it reaches its destination. When proving our main results, we confirm this observation formally and thus characterize accurately the trajectory of the routing path.
Stretch:
Besides the success probability, the stretch of a greedy path, i.e., the quotient of a greedy paths length vs. the length of a shortest path, is an important measure to evaluate the usefulness of greedy routing in applications. Experiments revealed a surprisingly small stretch close to 1, both for embedded real graphs [11] and for sampled random graphs [53, 54, 62] . In Theorem 3.3 we prove formally that successful greedy routing has a stretch of 1 + o(1) in the case of success.
Patching: Patching has been experimentally found to be highly efficient, and to maintain an average stretch close to 1 [24, 44, 53, 54, 62] . However, most experiments in sampled models have been performed with a small number of vertices (e.g., n = 1000). Also, not all methods guarantee successful routing if s and t are in the same component. Interestingly, the gravity-pressure method considered in [24] shows good results, although it does not fall into our class of patching algorithms, and it suffers from the problems described in Section 5. So it remains open whether this algorithm is also theoretically efficient, or whether the good results were simulation artifacts (see also [67] ).
As Theorem 3.4 shows, a broad class of natural patching algorithms are highly efficient, even if they boost the success probability to 100% for vertices in the same component. Most notably, we prove in Theorem 3.4 that a stretch of 1 + o(1) is not only achievable, but that it is guaranteed under the weak and natural assumptions (P1)-(P3).
PATCHING ALGORITHMS: DISCUSSION AND EXAMPLES
The naïve greedy protocol gets stuck if it enters a local optimum, which is not acceptable for technical applications. Several patching strategies have been suggested to overcome this issue, and experimental results showed that many of them work quite well in practice [24, 44, 53, 54, 62, 67] . We formally prove that in fact any patching strategy works well if it satisfies some basic conditions, namely (P1) greedy choices, (P2) poly-time exploration, and (P3) poly-time exhaustive search. Note that all three conditions are natural: the first one is that the algorithm makes greedy choices whenever there is an obvious decision to be made. Note that still there are many choices left to the algorithm. For example, if it enters a local optimum, then it is free to decide if and how much it backtracks before continuing exploration. The second condition ensures that A never gets stuck (or only for polynomial time). Finally, the third condition (P3) forces the algorithm to search exhaustively a connected set of "good" candidates in reasonable time before turning to less promising candidates. The second part of (P3) is concerned with the exceptional case ϕ (s) = Ω(1) (for random s and t this only happens with probability O (1/n)) and is necessary to avoid trivialities: if ϕ (s) = Ω(1) then there may be no (or only few) vertices of better objective than s, and Session 8 PODC'17, July 25-27, 2017, Washington, DC, USA the precondition of the first part of (P3) may never be fufillled. We remark that the requirement that ϕ 0 is "sufficiently slowly falling" can be specified to ϕ 0 = (log log n) −o (1) .
The last condition (P3) does exclude some algorithms like the gravity-pressure algorithm introduced in [62] . This algorithm always visits the best neighbor v ′ of the current search point v, even if ϕ (v ′ ) < ϕ (v), and thus does not satisfy (P3). E.g., assume that the algorithm visits two consecutive vertices v 1 , v 2 of increasing objective, and assume further that v 2 has exactly one more neighbor u of very bad objective (ϕ (u) ≪ ϕ (v 1 )), while v 1 has other neighbors of better objective. Then continuing the search from u before exploring the other neighbors of v 1 may be a bad strategy, and this is what (P3) rules out. For example, the gravity-pressure algorithm will prefer to visit any unexplored vertex over returning to v 1 . So if v 1 lies on the only path to t (which happens with probability Ω(1)), then the algorithm may potentially explore large parts of the giant before returning to v 1 , and thus before finding t. This may explain that the algorithm is especially vulnerable in sparse networks [67] .
Generally, there are two relevant types of algorithms if the global structure is unknown to the vertices: either information about the routing history is stored in the message (e.g., the protocol SMTP for emails [66] ); or for every message a small amount of information is stored in each vertex, yielding rather exploration than classical routing (e.g., flooding algorithms like [42, 50] , the gravity pressure algorithm [62] , or tree-based approaches [67] ). In both cases, it is very easy to design a distributed routing algorithm that satisfies conditions (P1)-(P3), as we outline in the following.
For the first case, we may simply store the list of visited vertices in the message, and for each vertex v we additionally store the objective of the best unexplored incident edge in the message (i.e., the objective of the best neighbor u of v for which the algorithm did not traverse the edge uv). Compared to SMTP this only increases the required memory by a single value per visited node. With this information, a trivial way to satisfy conditions (P1)-(P3) is to use the greedy algorithm if possible (i.e., if we are not in a local optimum), and otherwise explore the best unexplored edge that goes out from any visited vertex.
For the second case, a variant of depth-first search satisfies condition (P1)-(P3), in which the message and each visited vertex only need to store a constant number of pointers and objective values. More precisely, for a vertex v ∈ V and a value Φ ∈ R + consider a greedy depth first search on the subgraph G[V ≥Φ ] of vertices which have objective at least Φ, starting in v. "Greedy" here means that if there are several unexplored edges going out from a vertex, then the DFS algorithm picks the edge that leads to the vertex of highest objective. We call this algorithm (greedy) Φ-DFS for short. Note that since G[V ≥Φ ] does not need to be connected, the Φ-DFS does not necessarily visit all vertices in G[V ≥Φ ].
The idea is now the following. Whenever we encounter a vertex v which has strictly larger objective than all previously visited vertices, then we start a ϕ (v)-DFS at v. We do this recursively, so when in this ϕ (v)-DFS we encounter another vertex v ′ which has larger objective than all previously visited vertices (including the vertices visited during the ϕ (v)-DFS), then we pause the ϕ (v)-DFS, and start a ϕ (v ′ )-DFS in v ′ . It may happen that the ϕ (v ′ )-DFS is completed without success, i.e., that we return to v ′ after recursively exploring all its better neighbors without finding t. In this case, we simply discard the ϕ (v ′ )-DFS and resume the paused ϕ (v)-DFS. Note that we treat all vertices visited during the ϕ (v ′ )-DFS as unvisited for the resumed ϕ (v)-DFS. However, we do store the best objective value that we have ever seen (regardless in which DFS we have seen them) in the message. This algorithm is distributed, i.e, there is no shared global memory, and no global stack of function calls is required to execute the algorithm. Moreover, at each time only one vertex is active, and each vertex only needs to know positions and weights of its direct neighbors.
PROOF SKETCHES AND THE TYPICAL TRAJECTORY OF A GREEDY PATH
In this section we describe the evolution of the basic greedy process and give a very rough outline of the proof ideas. At the same time, we describe the trajectory of a typical greedy path, which is also depicted in Figure 1 below. In this extended abstract we only describe the case where both the source s and the target t have constant weight and ∥x s − x t ∥ = Ω(1). This case occurs with constant probability close to 1 and can be considered as the "typical" situation.
Mean field analysis and typical trajectories: If s has small weight, then a.a.s. all its neighbors (if any) have relatively small weight as well and are located in a ball of small geometric distance around x s , which we call "region of influence" for illustrative purposes. Since the region of influence of s is small and far away from t, all points in this region have the same distance from t, up to factors (1 + o(1)). In particular, all neighbors of s have the same distance from t, up to factors (1 + o(1) ). On the other hand, the weights of the neighbors fluctuate by non-negligible constant factors. (So do the distances from s, but they do not influence the objective values.) Therefore, the fluctuations of the weights dominate the fluctuations of the distances from t, and consequently, routing proceeds to a neighbor of s with higher weight. Let w be a given weight. By (1) , the expected number of neighbors of s with weight at least w is
Hence, setting w = w 1/(β −2) s we can expect that s has a neighbor of weight roughly w. We repeat the argument and observe that the routing exhibits a first phase in which the weight of the current node increases by an exponent ≈ 1/(β − 2) > 1 within every step. This phase stops when a node v with ϕ (v) ≳ w −1/(β −2) v is reached. Since the weight increases by an exponent of 1/(β − 2) with every hop, this first phase needs only ≈ log log n/| log(β − 2)| steps.
Once the routing reaches a node v such that ϕ (v) ≳ w −1/(β −2) v , the relation between the current weight and the current objective changes, since now the region of influence of v contains t. That does not mean that v is adjacent to t (in fact, this is very unlikely), but v does have neighbors which are significantly closer to t. These neighbors typically have smaller weight than v, but the gain in distance is enough to have higher objective ϕ. More precisely, let 
. . . Figure 1 : A typical greedy path. Starting at s, the routing visits one vertex per layer. In the first phase, the weight increases exponentially, whereas in the second phase, the objective ϕ increases exponentially until a constant objective ϕ 0 is reached. The two phases are given by the layers A 1,i resp. A 2,i , and both phases consist of 1+o (1)
| log(β −2) | log log n steps.
δ := (ϕ (v) 1−β n −1 ) 1/d and observe that by the definition of ϕ
We claim that with constant probability, v has a neighbor in A(v). By the Poisson point process, the expected number of vertices located in the ball of radius δ around t is δ d . It follows that the expected number of vertices in the set A(v) is
and it remains to verify that vertices in A(v) are connected to v with constant probability. Let u ∈ A(v). By the triangle inequality we obtain
Then by (EP), indeed v is connected to u with constant probability and it follows that with constant probability, v has a neighbor in A(v). Finally, every node u ∈ A(v) has significantly larger objective, i.e., it satisfies
and in this way we can hope for a neighbor u of objective ≈ ϕ (v) β −2 .
(Note that ϕ (v) < 1, so indeed the objective increases.) Moreover, it can be shown that the best neighbor u ′ again satisfies the relation
, so the argument can be repeated. Thus in this second phase, within every step the objective increases by the same exponent.
After ≈ log log n/| log(β − 2)| rounds, this second phase reaches a node v of objective ϕ (v) = Ω (1) . At this point, in the case α < ∞, we have p vt ≥ (ϕ (v)w t ) α = Ω(1), so v connects directly to t with probability Ω(1). This sketch gives an idea why greedy routing succeeds with probability Ω(1) (Theorem 3.1), and why it only needs 2+o (1) | log(β −2) | log log n steps (Theorem 3.3). It also yields a typical trajectory of the greedy path, i.e., the routing consists of a first phase in which it merely increases weights and of a second phase in which the objective significantly increases and the distance to the target decreases.
Main difficulties: In the formal proofs of our statements we show that with sufficiently high probability, the routing does not deviate too much from the trajectory described above. For a single node v it is not difficult, yet technical, to calculate the weight w u and the objective ϕ (u) of its best neighbor u. However, there is a major difficulty: the greedy algorithm only proceeds to u when u is the best neighbor of v. So if we want to compute the probability that the best neighbor of u is again what we expect, then we need to compute a conditional probability, namely conditioned on v having no better neighbor. Unfortunately, this introduces dependencies which are impossible to handle directly.
The main technical contribution of this paper is in overcoming these dependencies. The basic idea is to uncover the nodes by increasing objective. However, note that the greedy path P ϕ in the graph G ≤ϕ induced by nodes of objective at most ϕ does not need to coincide with the greedy path P in G, since the nodes in P ϕ may have a neighbor of objective larger than ϕ, thus shortcutting the rest of P ϕ . Unfortunately, the number of nodes which lie on a greedy path in some G ≤ϕ is so large that many of them have undesired properties. Thus we can not prove iteratively that all nodes on the temporary greedy paths have good properties, because they do not.
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Layer technique: Instead of looking at individual nodes, we define carefully crafted layers A 1,i for the first phase (defined via weights) and layers A 2,i for the second phase (defined via objectives) such that the typical trajectory contains at most one node per layer. Then we consider the greedy path P i induced by the first i layers and prove that with sufficiently high probability either P i has no node in the i-th layer or the first node v ∈ P i in the i-th layer has a neighbor u outside the first i layers with better objective than all neighbors inside the first i layers (which we already have uncovered). Note that this is an event where we do not suffer from dependencies: the node v is defined only in terms of the first i layers, so we can determine v without uncovering any parts of the remaining graph. At the same time, this approach deals with the problem of shortcuts because we only need to consider one vertex in each layer, rather than all vertices on the temporary greedy paths. Moreover, this vertex v is allowed to have shortcuts to higher layers, which helps us again to avoid dependencies.
Due to the independence, the number of neighbors of v in larger layers is Poisson distributed, and it suffices to show that its expectation is large. It is not hard to see that the above events together imply that greedy routing succeeds throughout all layers, and that it visits no layer twice. So we may apply a union bound over all layers, and obtain that the routing algorithms succeeds with probability Ω(1) and visits at most one node per layer. Note that we do not necessarily visit every layer, but since a.a.s. the stretch is 1 + o(1), we visit a.a.s. a (1 − o(1))-fraction of all layers. This proves Theorem 3.1. A more careful analysis along the same lines gives the relaxation result, Theorem 3.5. All other theorems also rely heavily on the layer technique, but require more tricks to handle the start and the end phase.
Start and end phases: It turns out that the failure probability of greedy routing is dominated by the first few steps (when the weight is still constant) and the last few steps (when the objective is constant). In each of these steps the algorithm has probability Ω(1) to fail. For example, in the typical case that s has a constant weight, there is a constant probability that s has no neighbors at all. However, the number of neighbors of s is Poisson distributed with mean Θ(w s ), so the probability to have no neighbor decays exponentially with w s . Similar considerations apply for the number of neighbors with better objective. For this reason the failure probability decays exponentially with w min (Theorem 3.2). The actual proof is much more tricky and is omitted in this extended abstract.
Patching: Finally, to prove the patching result (Theorem 3.4) we show three intermediate results.
(i) If we have explored k nodes, starting from s, then with probability 1 − exp{−k Ω(1) } at least one of these nodes is adjacent to a node of weight at least k Ω(1) . By condition (P2) it takes only k O (1) steps to explore k nodes, so after a short exploration phase of o(log log n) steps, a.a.s. we find a node of weight ω (1).
(ii) As in the purely greedy case, starting from a node of weight ω (1) a.a.s. we follow a typical trajectory of the greedy algorithm as described above, until we find a node v with almost constant objective (say, with objective ϕ (v) ≈ (log log log n) −1 ). This middle phase is purely greedy and does not require patching. In particular, v has better objective than any previously visited nodes.
(iii) We study the graph G ≥ϕ (v ) and find that a.a.s. it contains at most O (ϕ (v) −1 ) nodes and a giant component, which contains both the nodes t and v. Thus by (P3) the algorithm explores the giant component of G ≥ϕ (v ) and finds t in additional o(log log n) steps.
