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Feature selection is one of the important data preprocessing steps in data mining.
The feature selection problem involves finding a feature subset such that a classification
model built only with this subset would have better predictive accuracy than model built
with a complete set of features. In this study, we propose two hybrid methods for feature
selection. The best features are selected through either the hybrid methods or existing
feature selection methods. Next, the reduced dataset is used to build classification models
using five classifiers. The classification accuracy was evaluated in terms of the area under
the Receiver Operating Characteristic (ROC) curve (AUC) performance metric. The
proposed methods have been shown empirically to improve the performance of existing
feature selection methods.
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1. INTRODUCTION

The world is surrounded by an abundance of information, and large scale data is
collected every day. In this case, it wastes too much time and energy to review all
information. Data mining was developed based on filtering the useful information for
people’s needs. Basically, data mining tries to collect information and analyze it in order
to predict the future. The quality of data is an important research issue in data mining, as
it may affect classification model performance.
One major topic of data mining is how to find useful information for effective
prediction model construction in terms of knowledge discovery in databases (KDD) [1].
KDD has been generated for categorizing information in order to gain useful data. KDD
includes application, data mining techniques, challenges, and current and future
researches. Data mining methods include classification, regression, clustering,
summarization, dependency modeling, change detection, and deviation detection [2].
Data preprocessing plays an important role in data mining. It includes data cleaning,
integration, transformation, reduction, discretization, normalization, feature extraction,
and data selection [3].
In this study, we focus on identifying irrelevant and redundant features (attributes),
which can then be discarded from the feature analysis. Feature selection is an essential
data cleaning procedure prior to any modeling process. We studied two filter-based
feature ranking methods, the mutual information (MI), and the minimum redundancy and
maximum relevance feature selection (mRMR) by selecting the top k features from the
ranking list. In addition, we applied two feature subset selection techniques, the heuristic
search (HS), and the automatic hybrid search (AHS) to generate feature subset. Moreover,
1

three sampling approaches would be utilized to adjust class distributions. Sampling
approaches include the synthetic minority over-sampling technique (SMOTE), random
undersampling (RUS), and random oversampling (ROS). We propose two hybrid
methods in this study. One is feature ranking and feature subset selection (FR&FS)
hybrid method. Another one is sampling and feature ranking (S&FR) hybrid method.
In this study, we built classification models using five classifiers, including naïve
bayes (NB), k-nearest neighbours (KNN), multilayer perceptron (MLP), logistic
regression (LR), and decision tree (Id3). Each classification model is assessed with the
area under the Receiver Operating Characteristic (ROC) curve (AUC) performance
metric. The experimental result demonstrates that the hybrid methods performed better
overall than the existing feature selection methods.
The remainder of the thesis is organized as follows. Chapter 2 provides an
overview of related work. Chapter 3 presents detailed information about filter-based
feature ranking, feature subset selection, sampling techniques, hybrid methods, learners,
and performance metric. The experimental results and analysis is provided in Chapter 4.
Finally, a conclusion and a summary of future work are discussed in Chapter 5.
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2. RELATED WORK

Feature selection has been applied in many data mining and machine learning
applications. The main goal of feature selection is to select a subset of features that
minimizes the prediction errors of classifiers. Feature selection can be broadly classified
as feature ranking and feature subset selection. Feature ranking ranks features according
to their individual predictive power, while feature subset selection finds subset of
attributes that collectively have good predictive power.
Guyon et al. [4] outlined that feature selection methods can be used to reduce
training and consumption time, assist data visualization and data understanding, and
reduce the dimensionality to advance prediction performances. Wang et al. [5] presented
an empirical study of six commonly used filter-based rankers and a proposed ensemble
method using rank ordering of the features. They applied feature selection methods to
three large software projects using five learners. Lin et al. [6] presented a feature
selection framework with the exhaustive search (ES), heuristic search (HS), probabilistic
search (PS), and automatic hybrid search (AHS) algorithms to get approximate outcomes
for the results of analysis.
Hall and Smith [7] presented the correlation-based feature selection by utilizing
search algorithms to determine the effectiveness of features. Ding et al. [9] introduced the
minimum redundancy and maximum relevance feature selection (mRMR) method which
is computed by the mutual information (MI). The mRMR criteria measure the correlation
of features for removing redundancy data and saving relevant data. The MI method and
the mRMR method generated feature ranking lists. Acid et al. [22] illustrated an
experimental comparison between the mRMR and RPDMB techniques. RPDMB is a
3

score-based approach for learning Markov boundaries. The research tried to find a
balanced relationship between features to features and features to class.
Chawla et al. [10] accomplished the better outcomes by presenting the synthetic
minority over-sampling technique (SMOTE) and undersampling combined approach. The
approach is created by under-sampling the majority class and over-sampling the minority
class. They utilized C4.5 decision tree, Ripper, and naïve bayes (NB) classifiers to
perform their experiments for classifiers’ accuracy improvement. The area under the
receiver operating characteristic curve (AUC) and the receiver operating characteristic
(ROC) convex hull strategy are used to evaluate their methods. Martín-Félez et al. [21]
showed that the most effective combined technique was the joint use of resampling and
feature reduction techniques. They implemented the SMOTE for oversampling and
random undersampling (RUS) for undersampling the training set in order to define a twoclass imbalance problem. Smith et al. [18] presented the effect of RUS on derived
parameters for CS DCE-MRI and CS DSC-MRI. It may have a predictable level of result
by compressive sensing (CS) accelerated quantitative magnetic resonance imaging (MRI)
despite the RUS schemes. Tang et al. [19] proposed an optimized undersampling method
in order to improve the recovery accuracy. They fixed the dictionary with the curvelet
transform and reduced the necessary number of samples for helping sparsity-promoting
recovery. Cao et al. [20] proposed to employ zero-norm sparse optimization and use a
piecewise random sampling method for seismic data restoration. The piecewise random
sampling method can keep the randomness of sampling and organize the sampling gap.
The result of restoration based on the piecewise random sampling is performed better
than random sub-sampling.
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3. METHODOLOGY

3.1 Filter-based Feature Ranking Techniques
Filter-based feature ranking method (ranker) rank features independently without
involving any learning algorithm (learner or classifier), and then the best features are
selected from the ranking list. Researchers have developed a large number of rankers to
rank features. In this study, we compared performance of two filter-based feature ranking
methods, the mutual information (MI) and the minimum redundancy and maximum
relevance feature selection (mRMR) techniques.
The calculation of the mutual information
probabilistic distribution

is defined from the joint

[9] and the probability p of the variables x and y.

Executing one variable from dataset values as x, another variable from class values as y
for the MI calculation [9].
(1)
The MI method displayed the relationship of relevance values on the attribute
ranking list.
The mRMR technique [8] distinguished target subsets based on the MI
computation. Features are selected based on the maximal relevance criterion (MaxRelevance). The class value of the dataset was set as h, and the feature value of the
dataset was set as i. Let S be the number of feature subset. The calculation of the
maximum relevance would be the approximate value from the mean value.
(2)
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The idea of minimum redundancy (Min-Redundancy) is to find the maximum
irrelevant relationship for features. The variable i and j denote the feature in the dataset.
(3)
The mRMR technique will generate a ranking list using the above two criteria.

3.2 Feature Subset Selection Techniques
Feature subset selection finds subsets of attributes that collectively have good
predictive power. All feature subsets will be selected by utilizing searching algorithms. In
this research, we studied two feature subset selection methods, the heuristic search (HS)
and automatic hybrid search (AHS) algorithms.
The HS algorithm [6] is one of the existing feature selection algorithms. A
heuristic method was generated for discovering an approximate solution in reasonable
time. In the computer science area, the heuristic search algorithm has been utilized for
achieving an optimal solution and shortening executed time effectively.
The AHS algorithm was proposed by Lin [6]. This technique improved the
accuracy with the highest consistent rate calculation. It also implemented data
dimensionality reduction for decreasing running time. The purpose of the AHS algorithm
is to be utilized in conjunction with optimization algorithms in order to improve their
computing efficiency.

3.3 Sampling
Data sampling modifies the input data by removing majority-class instances or
adding minority-class instances to reduce the class imbalance. Data sampling techniques
6

are frequently used to cope with the class imbalance problem. The three data sampling
techniques used in this study are the synthetic minority over-sampling technique
(SMOTE), random undersampling (RUS), and random oversampling (ROS).
Algorithm SMOTE [10] is one of the oversampling techniques. It has been
implemented by adding artificial minority samples. In some cases, if classification
categories are not represented equally, then an imbalanced dataset will be generated. This
approach can overcome the imbalanced issue in the class distribution.
For the RUS technique, the majority class is under-sampled by discarding samples
from the majority class. For the ROS technique, the minority class is over-sampled by
adding samples from the minority class. Both of the techniques are used to revise the
class distribution via the sample size modification.

3.4 Proposed Hybrid Methods
Traditional feature selection techniques use a single approach to select feature
subsets. However, using a single method for feature selection may generate local optima.
In this study, we proposed two hybrid approaches, including (1) the feature ranking and
feature subset selection (FR&FS) hybrid method and (2) the sampling and feature ranking
(S&FR) hybrid method.
The FR&FS hybrid approach is a combination of feature ranking and feature
subset selection methods. There are two steps for generating feature subset. First, a
feature ranking list is generated using corresponding filter-based rankers and input into
the next step. Second, the top k features from the ranking list are selected and then the
feature subset selection method is applied to the reduced dataset.

7

FR&FS Hybrid Method
FOR each ranking technique
rank features
select the top k features from the ranking list
FOR each feature subset selection technique
select a feature subset
END FOR
END FOR

Figure 1. FR&FS hybrid method

S&FR Hybrid Method
FOR each sampling technique
set sample size
apply sampling technique
FOR each ranking technique
rank features on sample dataset
select the top k features from the ranking list
END FOR
END FOR

Figure 2. S&FR hybrid method
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The S&FR hybrid approach is a combination of sampling and feature ranking
methods. Through sampling methods, class distributions are updated by utilizing different
sample sizes, and then ranking list is created by using corresponding rankers. After that,
the top k features are selected.

3.5 Classifiers
Classification models are built using five classifier algorithms including the naïve
bayes (NB), k-nearest neighbours (KNN), multilayer perceptron (MLP), logistic
regression (LR), and decision tree (Id3). These were selected because of their common
use in data mining and machine learning applications.
The naïve bayes (NB) [16] classifier is the simplest form in the Bayesian network
for the probability model. For machine learning, the classifier is one of the most effective
inductive learning algorithms. In addition, the classifier utilized estimator classes with
training data for classification and prediction.
The k-nearest neighbours (KNN) [17] classifier, also known as IBk which was
implemented under the category of lazy learners, is defined for classifying objects based
on distance metrics. A commonly used metric is represented by the Euclidean distance.
The value k means the number of neighbours. The outcome is the average of distance
weighting. The KNN classifier performed the majority vote for classification. K is set to
5 in this study.
The multilayer perceptron (MLP) [13] classifier is defined as a neural network.
The network contains one input layer, one output layer, and multiple hidden layers with
multiple nodes. Basically, each node in one layer connects to every node in the next layer.
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Data flows from the input layer to the output layer in one direction. Furthermore, the
MLP classifier trained a neural network by the backpropagation learning algorithm. The
classifier has been utilized for pattern classification, recognition, prediction, and
approximation.
The logistic regression (LR) [14] classifier is used to predict class probabilities
with quantitative variables for conditional probabilities modeling. In addition, the LR
classifier constructed the multinomial logistic regression model with a ridge estimator.
This is one of the most commonly used classifiers for discrete data analysis.
The decision tree (Id3) [15] classifier is to classify data utilizing upside down
decision trees based on the Id3 algorithm. Technically, the algorithm is implemented
from computing the entropy of attributes from datasets. Then the node with minimum
entropy value will be chosen as the terminal node. The subset construction is continuing
until leaf nodes are homogeneous with zero entropy.

3.6 Performance Metric
Traditional performance measures such as accuracy or error rate are inappropriate
when dealing with the classification of imbalanced data. In this study, we use the area
under the ROC (Receiver Operating Characteristic) curve (AUC) to evaluate
classification model performance. AUC has been widely utilized for medical research in
clinical chemistry, pharmacology, and physiology. Recently, it has been popular to use
the area under the ROC curve to evaluate model performances in machine learning and
pattern recognition [12]. The area under the ROC curve has been defined via the true
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positive rate (TPR) and the false positive rate (FPR) in a two-class classification problem
[11].
A two-class classification problem, also known as binary classification, has four
possible results. If a prediction result is labeled as positive, and an actual value is positive,
then it is named the true positive (TP). If an actual value is negative, then it is a false
positive (FP). Alternatively, the true negative (TN) means that a prediction result and an
actual value are negative. If a prediction result is negative, and an actual value is positive,
then it is the false negative (FN).

Actual Value
Positive Negative
Positive

TP

FP

Negative

FN

TN

Prediction Result

Figure 3. A two-class classification problem

The TPR is computed as TP/ (TP+FN). The FPR is computed as FP/ (FP+TN).
Evaluation metrics are derived by the TPR against the FPR in a diagnostic test. A perfect
classifier provides an AUC that equals 1.
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4. EXPERIMENT

4.1 Dataset
Experiments conducted in this study used the original Single Proton Emission
Computed Tomography (SPECT) Heart dataset. The original owners, Krzysztof J. Cios,
Lukasz A. Kurgan, and Lucy S. Goodenday provided this dataset on the online resources
of the UCI Machine Learning Repository. This dataset illustrates SPECT-Heart images
diagnosing and it has been classified into normal and abnormal categories. The SPECTHeart dataset has 22 attributes plus one class attribute with 187 instances. Table 1 lists the
characteristics of the imbalanced dataset utilized in this work.

Table 1. SPECT-Heart dataset
Dataset
Name

Number of
Instances

Number of
Attributes

Number of
Classes

Class Distribution

SPECT-Heart

187

23

2

Normal - 172
Abnormal - 15

4.2 Experimental Design
In this experiment, we first used feature selection methods to select the subsets of
attributes. These feature selection methods include (1) two rankers, MI and mRMR, (2)
two feature subset selection methods, HS and AHS, (3) a hybrid method (FR&FS) that
we proposed, a combination of rankers and feature subset selection methods, and (4)
another hybrid method (S&FR) we proposed, a combination of sampling approaches and
rankers. Subsequently, the selected features were used to build classification models
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using five different classifiers, including NB, KNN, MLP, LR, and Id3. The AUC
performance metric was used to evaluate classification model performance.
The experiments were conducted to discover the impact of (1) four kinds of
different feature selection methods; (2) five different learners; and (3) the size of feature
subsets. Java was used to implement feature selection methods. WEKA was used for the
classification model building and testing process. In the experiments, three-fold crossvalidation was performed. The three results from the three folds then were combined to
produce a single estimation.

4.3 Experiments and Results Analysis
The classification models are evaluated in terms of the AUC performance metric.
We performed one case study for each kind of feature selection method. All results are
reported in Tables 2 through 6. In each of these tables, the best model for each dataset is
indicated by boldface print, while the worst performance is in italic. Note that each value
presented in the tables is the average over the three-fold cross-validation outcomes. All
these results are mapped into figures as shown in Figures 4 through 8.

1. Case Study I
We first built the classification models on an original SPECT-Heart dataset using
five classifiers, NB, KNN, MLP, LR, and Id3. We utilized the AUC performance metric
to evaluate models. According to the results in Table 2 and Figure 4, the AUC value of
NB, KNN, and MLP classifiers do not have significant differences. And the value of LR
and Id3 classifiers are quite similar. The AUC value of performance metrics displays that
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the highest value with KNN classifier would be the best option for the classification
model built. LR performed worst. We utilized the results as the base for comparison.

Table 2. Performance of classification models, original dataset
Classifier
NB
KNN
MLP
LR
Id3

AUC
0.819
0.837
0.83
0.718
0.733

AUC
0.85
0.8
0.75

AUC

0.7
0.65
NB

KNN (k=5)

MLP

LR

Id3

Figure 4. Performance of classification models, original dataset

We used two rankers (MI and mRMR) to rank features and then selected the top 5,
10, and 15 features according to their respective scores. In total, we built 90 (2 rankers ×
3 feature subsets × 3 folds × 5 learners) classification models using reduced datasets. The
results are shown in Table 3 and Figures 5 and 6. We also calculated the average
performance of different classifiers.
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From Table 3 and Figures 5 and 6, we can observe the following facts:
(1) Among the five classifiers, NB performed best and Id3 performed worst.
(2) MI performed best for feature subset size 10 when using the NB and MLP
classifiers but worst when using the Id3 classifier with ten features. This
demonstrates that the performance of the rankers is influenced by the selected
classifier.
(3) In most cases, mRMR perform better than MI.
(4) Among the three feature subset sizes, the results show that the size of 10 is
enough to build classification models.
From Table 2 and Table 3, we can observe that the performance of models built
with feature subsets selected by rankers is better than models built with an original
dataset.
Table 3. Performance of classification models, feature ranking
Method

Classifier
Feature
Subset

Top 5
MI
Top10
Top15
Top 5
mRMR
Top10
Top15
Average

NB
0.816
0.868
0.849
0.832
0.863
0.853
0.8467

KNN
(k=5)
0.747
0.832
0.841
0.757
0.811
0.851
0.8067

15

MLP

LR

Id3

0.779
0.842
0.828
0.835
0.836
0.821
0.824

0.765
0.765
0.716
0.799
0.798
0.725
0.761

0.743
0.712
0.73
0.786
0.737
0.699
0.735

1
0.95
0.9
0.85
0.8

NB

0.75

KNN (k=5)

0.7

MLP

0.65

LR

0.6

Id3

0.55
0.5

Figure 5. Performance of classification models, feature ranking

AUC
0.81
0.805
0.8
0.795
AUC

0.79
0.785
0.78
0.775
size 5

size 10

size 15

Figure 6. Performance of classification models, feature ranking with different feature
subset size
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2. Case Study II
We evaluated two feature subset selection approaches, HS and AHS. These two
algorithms are implemented in Java. In the implementation, the HS approach directly
showed the list of better feature subsets. The AHS approach shows one or more groups
(feature subsets) selected. In order to compare the experiment results, we calculate the
average model performance using the subset selected by the AHS approach. For instance,
group one has attributes 14, 10, 22, 21, 12, 7, 19, 3, and 1. Group two has attributes 14,
10, 22, 21, 12, 19, 18, 3, and 1. And group three has attributes 10, 22, 21, 12, 7, 19, 18, 3,
and 1. The average model using feature subsets from three groups will be presented as the
AUC value.
Table 4 and Figure 5 demonstrate that the AHS approach performed better than
HS when AHS using the NB, LR, and Id3 classifiers, and the HS approach performed
better than AHS when HS using the KNN and MLP classifiers. Among the five
classifiers, the LR and Id3 classifiers performed worst. Most feature subsets have been
selected in terms of HS algorithm. The results also demonstrate that models built with
feature subsets selected by the HS or AHS approach are similar or better than models
built with an original dataset.

Table 4. Performance of classification models, feature subset selection
Classifier
Method

HS
AHS
Average

NB KNN (k=5) MLP LR
Id3
0.819
0.837
0.83 0.718 0.733
0.802
0.788 0.763 0.738
0.823
0.821
0.820
0.809 0.741 0.736
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0.86
0.84
0.82
0.8
0.78
0.76

HS

0.74

AHS

0.72
0.7
0.68
0.66
0.64
NB

KNN (k=5)

MLP

LR

Id3

Figure 7. Performance of classification models, feature subset selection

3. Case Study III
As we mentioned previously, we have two rankers, MI and mRMR, and two
feature subset selection techniques, HS and AHS. We are going to use the above
techniques to create novel hybrid models for the accuracy improved. Results are reported
in Table 5. The bottom line of Table 5 shows model performance on original dataset. The
experimental results show that the top five features of the MI and mRMR techniques
performed worst than other manners. The number of selected features is not enough to
analyze the characteristic of values. The top ten and top fifteen feature subset sizes would
be better for evaluation. For the MI technique, the top ten features performed better than
the top fifteen features although the values are quite similar between each other. For
mRMR technique, the result is obviously indicated that the top ten features are performed
better than the top fifteen features.
To summarize, the top ten features in terms of performance metrics for FR&FS
hybrid method can perform better. The table and figure displayed that the value 0.869 is
18

the highest value. It means that the top ten features of mRMR with the AHS algorithm
are assessed as the best result.

Table 5. Performance of classification models, FR&FS hybrid method
Classifier
Method

MI (top 5)
MI (top 10)
MI (top 15)
mRMR (top 5)
mRMR (top 10)
mRMR (top 15)
Base Line

NB
HS
0.654
0.867
0.849
0.654
0.863
0.843
0.788

AHS
0.67
0.837
0.811
0.67
0.863
0.802
0.776

KNN (k=5)
HS
0.654
0.837
0.841
0.654
0.811
0.847
0.774

AHS
0.67
0.798
0.765
0.67
0.86
0.81
0.762

MLP
HS
0.654
0.82
0.828
0.654
0.836
0.809
0.7667

AHS
0.67
0.767
0.724
0.67
0.869
0.76
0.743

LR
HS
0.654
0.75
0.716
0.654
0.798
0.752
0.721

AHS
0.67
0.784
0.784
0.67
0.807
0.79
0.751

Id3
HS
0.654
0.712
0.73
0.654
0.737
0.703
0.698

AHS
0.67
0.739
0.806
0.67
0.786
0.743
0.736

If we compare the top ten features of MI and mRMR, the better results are
observed on mRMR as we mentioned previously. The table displays that the AHS
algorithm is performed better than the HS algorithm at mRMR top ten by the KNN, MLP,
LR, and Id3 classifiers. The best model was built using a hybrid method (the top ten
features of mRMR with the AHS algorithm) utilizing the MLP classifier. In addition, it
can be observed that models built with feature subsets selected by the hybrid method is
better than models built with an original dataset, and reduced datasets with feature
subsets selected by individual rankers or feature subset selection methods.
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0.9
0.85
0.8
0.75
0.7
0.65
0.6
0.55
0.5

0.9
0.85
0.8
0.75
0.7
0.65
0.6
0.55
0.5

HS
AHS

0.85
0.8
0.75
0.7
0.65
0.6
0.55
0.5

HS
AHS

(d) LR

(c) MLP
0.85
0.8
0.75
0.7
0.65
0.6
0.55
0.5

AHS

(b) KNN

(a) NB
0.9
0.85
0.8
0.75
0.7
0.65
0.6
0.55
0.5

HS

HS
AHS

(e) Id3
Figure 8. Performance of classification models, FR&FS hybrid method
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HS
AHS

4. Case Study IV
Because of class imbalance problems, we selected features using sampling
datasets. Three data sampling techniques, including the synthetic minority over-sampling
technique (SMOTE), random undersampling (RUS), and random oversampling (ROS),
are used in the study. We set the sample size percent as 120%, 135%, 150%, 165%, and
180% for the SMOTE method. The sample size was set as 20%, 35%, 50%, 65%, and
80% for the RUS method. 120%, 135%, 150%, 165%, and 180% were set for the ROS
method. The number of instances and the class distribution of datasets would be changed
according to the different sample sizes.
In this study, we proposed another hybrid method which is the combination of
sampling and feature ranking method. Combined techniques include three sampling
methods, SMOTE, RUS, and ROS, and two rankers, MI and mRMR. We first generate
sampling datasets and then rank features, after the top ten features are selected from
ranking lists.
For the SMOTE method, Table 6 demonstrates that the Id3 classifier performed
worst than other classifiers for the overall situation. The NB classifier performed better
than other classifiers. The table also displays that SMOTE 180% performed better than
120%, 135%, 150%, and 165%. In addition, MI performed better than mRMR based on
the average value.
For the RUS method, results show that RUS 35% performed obviously worse
than 20%, 50%, 65%, and 80% for the overall situation. RUS 20% performed better than
other sampling sizes. MI performed better than mRMR according to their average value.
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For the ROS method, Table 6 indicates that ROS 165% performed absolutely
better than 120%, 135%, 150%, and 180% for the overall situation. Moreover, mRMR
performed better than MI based on their average value. Table 6 displays that the KNN
classifier performed worse than other classifiers.
To summarize the result, the outcome of MI features performed better than
mRMR features based on their average value. RUS 35% performed worse than other
sampling methods with different sample sizes. The results also show that the highest
value is 0.985. The value is observed on a combination of RUS 20% and MI top ten by
the KNN classifier in terms of the performance metric for the S&FR hybrid method.

5. Summary
In summary, the hybrid method with two different combination methods, FR&FS
and S&FR, compared to each individual ranker and feature subset selection methods,
consistently performed very well, similar or superior to the other methods. In addition,
we can observe that the hybrid methods were more stable than the other individual
technique. Results also demonstrate that the reduced feature subset can have better
prediction performance compared to the original set of attributes.
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Table 6. Performance of classification models, S&FR hybrid method
Classifier
Method

NB

KNN

MLP

LR

Id3

MI mRMR MI mRMR MI mRMR MI mRMR MI mRMR

SMOTE 120% 0.937 0.931 0.901 0.893 0.891 0.887

0.9

0.891 0.845 0.859

SMOTE 135% 0.937 0.94 0.912 0.914 0.914 0.906

0.9

0.896 0.874 0.843

SMOTE 150% 0.936 0.94 0.909 0.909 0.905 0.916 0.902 0.911 0.883 0.87
SMOTE 165% 0.945 0.941 0.922 0.92 0.915 0.915 0.909 0.895 0.864 0.872
SMOTE 180% 0.949 0.948 0.922 0.927 0.923 0.937 0.92 0.925 0.878 0.883
RUS 20%

0.961 0.912 0.985 0.936 0.971 0.912 0.971 0.912 0.941 0.804

RUS 35%

0.84 0.689 0.885 0.643 0.75 0.607 0.547 0.461 0.459 0.451

RUS 50%

0.867 0.81 0.887 0.716 0.72

RUS 65%

0.911 0.84

RUS 80%

0.878 0.818 0.855 0.724 0.796 0.796 0.757 0.728 0.792 0.803

ROS 120%

0.868 0.862 0.835 0.848 0.846 0.838 0.816 0.773 0.835 0.831

ROS 135%

0.876 0.874 0.821 0.825 0.859 0.892 0.835 0.863 0.847 0.847

ROS 150%

0.865 0.871 0.798 0.805 0.833 0.895 0.834 0.879 0.847 0.846

ROS 165%

0.893 0.891 0.859 0.86 0.889

ROS 180%

0.868 0.864 0.827 0.848 0.883 0.901 0.852 0.866 0.899 0.894

Average

0.902 0.875 0.882 0.833 0.868 0.863 0.837 0.830 0.829 0.819

0.77 0.703 0.701 0.753 0.78

0.91 0.726 0.922 0.877 0.806 0.851 0.808 0.789
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0.9

0.896 0.886 0.91 0.909

5. CONCLUSIONS AND FUTURE WORK

Feature selection is an important technique in data mining. This technique is
applied to create reduced datasets. In this research, we summarized model performance in
terms of feature selection techniques. This study has presented detailed experiments
utilizing our proposed hybrid methods with two rankers, two feature subset selection
methods, and three sampling methods. We implemented feature selection methods to
generate reduced datasets. This research compared the performance of models built with
reduced datasets to models built with original datasets. The thesis verified effectiveness
of experimental outcomes by building different types of classification models.
Classification models are constructed with reduced datasets using NB, KNN, MLP, LR,
and Id3 classifiers. Models are evaluated in terms of the AUC performance metric. The
experimental results show that the S&FR hybrid method performed best, followed by the
FR&FS hybrid methods.
Future work may include additional experiments using different datasets from
other data mining application domains. More researches of hybrid methods of feature
selection techniques and their effect on classification will be included in our future work.
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