In this paper, we consider a family of feasible generalised double k-class estimators in a linear regression model with non-spherical disturbances. We derive the large sample asymptotic distribution of the proposed family of estimators and compare its performance with the feasible generalized least squares and Stein-rule estimators using the mean squared error matrix and risk under quadratic loss criteria. A Monte-Carlo experiment investigates the finite sample behaviour of the proposed family of estimators.
INTRODUCTION
There is now a substantial body of literature on estimators which fall outside the tradition of linear unbiased estimation. Much of this literature is documented by Bock (1978, 1983) and Judge et al. (1985) . Often, it is found that biased estimators may be superior in mean squared error (MSE) terms when compared to the unbiased least squares rule. One example of such biased estimators is the double k-class (KK) estimator due to Ullah and Ullah (1978) . The KK estimator is characterized by two arbitrary scalars, k 1 and k 2 , and includes the ordinary least squares (OLS) and Stein-rule (SR) estimators as special cases. Ullah (1978, 1981) derive the exact and large non-centrality parameter approximations of the bias, MSE matrix and risk of the KK estimator when k 1 >0 and 0 k 2 1, and establish a sufficient condition on k 1 for the dominance of the KK estimator over the OLS estimator with respect to the criterion of risk under a quadratic loss structure. Following the results of Ullah (1978, 1981) , Vinod (1980) and Carter (1981) discuss optimal values of k 1 and k 2 which minimize the risk of the KK estimator; Menjoge (1984) corrobates some of the results of Ullah and Ullah (1978) ; and Srivastava and Chaturvedi (1986) derive a necessary and sufficient condition for the risk dominance of the KK estimator over OLS permitting k 2 to be negative. Carter et al. (1993) examine the dominance of the KK estimator over the SR estimator, and provide guidance in choosing k 1 and k 2 based on the dominance conditions. More recently, Vinod and Srivastava (1995) consider large sample asymptotic properties of the KK estimator. Other extensions include Carter (1985) , who considers the use of the KK estimator for three or more linear combination of regression coefficients; and Ohtani (2000) , where a pre-test strategy involving the KK estimator is explored.
It is interesting to note that virtually all of the aforementioned studies assume that the model's disturbances are spherical. Often, the spherical assumption concerning the disturbances is merely a matter of convenience rather than a representation of all cases. As far as we are aware, the properties of the KK estimator have not been discussed in the context of models with non-spherical disturbances. This gap in the literature is remedied in this article. In Section 2, we discuss a family of feasible generalised double k-class (FGKK) estimators for models with non-spherical disturbances. In Section 3, we derive the large sample asymptotic distribution of the proposed family of estimators and conditions for the dominance of the proposed family of estimators over the feasible generalised least squares (FGLS) and the feasible generalised Stein-rule (FGSR) estimators with respect to the criteria of MSE matrix and risk under a qudratic loss function. We also consider the choice of k 1 and k 2 such that the FGKK estimator will improve upon both the FGLS and FGSR estimators. Section 4 reports the results of a MonteCarlo experiment which investigates the behaviour of the proposed family of estimators in small samples. Some concluding remarks are given in Section 5.
NOTATIONS AND ESTIMATORS
Let us postulate the general linear regression model, y=X;+=, (2.1) where y is a T_1 vector of observations on the dependent variable, X is a T_p matrix of observations on p weakly exogenous variables with full column rank, ; is a p_1 vector of regression coefficients, and = is a T_1 vector of disturbances following the Normal distribution N(0, _ 2 0 &1 ). For the case of 0 &1 =I, Ullah and Ullah (1978) propose the following family of double k-class estimators,
where ; =(X$X ) &1 X$y is the OLS estimator for estimating ;. Various members of the KK family arise from varying the values of k 1 and k 2 in (2.2). For instance, upon setting k 1 =0, the KK estimator reduces to the OLS estimator, and for the value k 2 =1, the KK estimator becomes the Stein-rule (Stein, 1956 , and James and Stein, 1961) estimator. Furthermore, the choice of k 1 =1Â(T&p) and k 2 =1&k 1 characterize Farebrother's (1975) adaptive version of Theil's (1971) minimum mean squared error estimator, and if k 1 =pÂ(T&p) and k 2 =1&k 1 , we obtain Ohtani's (1996a) adjusted (for degrees of freedom) feasible minimum mean squared error estimator.
Early studies by Ullah (1978, 1981) , Vinod (1980) , and Carter (1981) on the KK family emphasize small disturbance asymptotic properties of the estimators. Ullah and Ullah (1978) also provide exact results but the most significant work of this nature is due to Menjoge (1984) , who shows that the dominance condition of the KK estimator over the OLS estimator obtained by the former authors is also valid for large _ values. Following on from these studies, several authors have explored the properties of the KK family of estimators in various contexts of interest. Of particular relevance here are the results of Carter et al. (1993) and Vinod and Srivastava (1995) . Carter et al. (1993) show that under the quadratic loss structure,
where Q is loss function's weighting matrix, assumed to be symmetric and positive definite, and ; is any estimator of ;, the estimator ; kk has lower risk than both the OLS and SR estimators provided that _ is small,
where d=(tr(Q(X$X) &1 )Â* 1 ) and * 1 is the maximum eigenvalue of Q(X$X)
&1
. They also show that the values of k 1 and k 2 that minimise the risk of the KK estimator depend on unknown parameters, but for the case of Q=(X$X), a set of feasible, nearly optimal values of k 1 and k 2 are k 1 =( p&2)Â(T&p+2) and k 2 =1&k 1 . Vinod and Srivastava (1995) demonstrate that estimators of the KK family are asymptotically equivalent if
, where j is any positive number and k 1 * is a fixed scalar independent of T. The authors work out the large sample asymptotic properties of the KK family for the case of k 1 =k 1 *Â(T&p+2) for normal and non-normal disturbances, and show that the KK estimator dominates both the OLS and SR estimators in terms of risk under a quadratic loss structure with Q=(X$X )ÂT when
where %=;$X$X;Â(T_ 2 ). They further show that the nearly optimal values of k 1 and k 2 are k 1 *=2p&4.1 and k 2 =1&%( p&0.1)Âp, respectively, and discuss mechanisms of obtaining feasible k 2 values. Now, suppose that 0 &1 {I. Also, the elements of 0#0( ) are assumed to be a function of an unknown parameter vector , which belongs to an open subset of a q dimensional Euclidean space. Let be a consistent estimator of and 0 #0( ). The FGLS estimator of ; is given by
If we follow Vinod and Srivastava (1995) by writing k 1 =k 1 * Â(T&p+2), then a natural generalisation of ; kk in (2.2), in a form analogous to the FGLS estimator, is the following family of feasible generalised double-k class (FGKK) estimator,
which may be equivalently written as 8) where "=( y&X; )$ 0 ( y&X; ). Next, we consider the asymptotic distribution of the general form of the estimators given in (2.7).
ASYMPTOTIC DISTRIBUTION, DOMINANCE CONDITIONS, AND OPTIMAL CHOICE OF PARAMETERS
The approach used to derive the asymptotic distribution of ; kk is similar to that adopted by Rothenberg (1984) and Chaturvedi and Shukla (1990) . If we assume k 1 to be of order O(T &1 ), then k 1 * is of order O(1). For all j, k=1, 2, ..., q, let us define
, and
Furthermore, the set of matrices (or vectors) having the same number of indices is denoted by boldface letters subscripted in brackets by that number. For instance, A (3) denotes the set of matrices [A jkl ; j, k, l=1, 2, 3, ..., q]. Now, in order for the Edgeworth expansion of the distribution to be valid, we require the following regularity conditions (see Rothenberg, 1984 ):
(C 1 ) As T Ä , the matrix A approaches to a non-singular finite matrix; (C 2 ) Each matrix in the sets A (1) , A (2) , ..., A (5) and covariance matrix of each vector in : (1) , : (2) , ..., : (5) converges to a finite matrix as T Ä ; (C 3 ) X$C 2 XÂT is bounded and tends to infinity for all C in 0 (6) ; (C 4 ) has a stochastic expansion of the form,
where the asymptotic distribution of e is normal with mean vector of order O(T &1Â2 ) and covariance matrix 4+O(T &1 ). In addition, the third order cumulants of : 11 , ..., : pp are of order O(T &1Â2 ) and higher order cumulants are of order O(T &1 ). Further, we write
;, and
where * jk is the (i, k) th element of the matrix 4.
, is normal with mean vector + and covariance matrix !.
Proof. Following Chaturvedi and Shukla (1990), up to order
where
and e i is the i th element of e. We can easily verify that for all j and k, P j X=P jk X=0 and
Further,
Notice that in the expression (3.
, # kk can be written as
Denoting the cumulant generating function of # kk by K(h), where h is a p_1 vector, up to order O(T &1 ), we obtain
Noting that
Hence,
which is the cumulant generating function of a normal distribution N(+, !). Hence Theorem 1 follows.
Notice that setting k 1 *=0 in (3.11) gives the asymptotic distribution of T 1Â2 A 1Â2 ( ; &;)Â_ as derived by Rothenberg (1984) while putting k 2 =1 provides the corresponding expression for the FGSR estimator given in Chaturvedi and Shukla (1990) . The latter authors also provide expressions for the bias, MSE matrix and risk function of the FGSR estimator, which are special cases of some of the results that follow. Corollary 1. The large sample asymptotic expansion of the bias of the FGKK estimator, up to order O(T &1 ), is given by
Substituting k 1 *=0 and k 2 =1 leads to, respectively, the bias expressions of the FGLS and FGSR estimators. Comparing the FGKK estimator's bias with that of the FGSR estimator, we observe that, up to the order of our approximation, the FGKK estimator is less biased in magnitude than the FGSR estimator as long as k 2 <1.
Corollary 2. The large sample asymptotic expansion of the MSE matrix of the FGKK estimator, up to order O(T &2 ), is given by
Making use of Corollary 2, we find that the MSE matrix of the FGLS and FGSR estimators are given by
and
respectively, by substituting k 1 *=0 and k 2 =1 in (3.13). Now, for the comparisons of the MSE matrices of the FGKK, FGLS, and FGSR estimators, we make use of the following lemmas taken from Rao and Toutenburg (1995, pp. 303 304): Lemma 1. If G is any non-singular and positive definite matrix of order p_p and g is any vector of order p_1, then the matrix (G &1 &gg$) is non-negative definite if and only if g$Gg 1.
Lemma 2. The matrix ( gg$&G &1 ) cannot be non-negative definite except in the trivial case p=1, where G and g are defined as in Lemma 1. Now, we observe that
which is a non-negative definite matrix by virtue of Lemma 1 if and only if
This provides a necessary and sufficient condition on the characterizing scalars k 1 * and k 2 for the dominance of the FGKK estimator over the FGLS estimator with respect to the criterion of mean squared error matrix to order O(T &2 ). On the other hand, it is observed from an application of Lemma 2 that the FGLS estimator cannot dominate the FGKK estimator (and hence FGSR estimator) except in the trivial case of p=1. Furthermore, using (3.18) and putting k 2 =1, we see that there exists no admissible value of k 1 * so that the condition is satisfied. In other words, the FGSR estimator cannot dominate the FGLS estimator in terms of the criterion of mean squared error matrix. Now, subtracting (3.13) from (3.15), we obtain
which cannot be non-negative definite, by virtue of Lemma 2, except when p=1. Thus, the FGKK estimator does not dominate the FGSR estimator except when p=1 which is not an interesting case. On the other hand, using Lemma 1, the FGSR estimator dominates the FGKK estimator if and only if
which cannot be satisfied by any non-negative value of k 1 * . This implies that the FGSR estimator cannot dominate the FGKK estimator in terms of MSE matrix. Now, the question arises whether some weaker but still acceptable criterion can lead to dominance conditions of the FGKK estimator over the FGSR estimator, or vice versa. In what follows, we compare the performance of the estimators in terms of risk under a weighted quadratic loss structure.
Corollary 3. The large sample asymptotic expansion of the risk function of the FGKK estimator, up to order O(T &2 ), is given by
Upon setting k 1 *=0, we obtain the risk of the FGLS estimator, up to order O(T &2 ), as 22) so that to the order of our approximation, 
Therefore, the difference between the risk of the feasible generalised Stein-rule estimator and that of the feasible generalised double k-class estimator is
Thus If we let Á be the minimum characteristic root of A &1 Q, then a sufficient condition that the FGKK estimator dominates the FGSR estimator is
For Q=A, the condition (3.30) becomes
Hence for the choice of Q=A, the FGKK estimator dominates both the FGSR and the FGLS estimators with respect to risk under a quadratic loss function whenever
If we choose k 1 *=p&2, which is the optimal value of k 1 * for the FGSR estimator (see Chaturvedi and Shukla, 1990) , then it satisfies the upper bound of the inequality (3.32) for all values of ,. This value of k 1 * also satisfies the lower bound of (3.32) provided that 0<(1&k 2 )<4,Â( p&2).
(3.33)
Hence the range of (1&k 2 ) in which the FGKK estimator dominates the FGSR estimator depends upon the parameter ,=;$A;Â_ 2 . However, the range widens as p decreases.
From the dominance condition (3.33), we also observe that as , Ä 0, the FGKK estimator dominates the FGSR and FGLS estimators as long as 2( p&2)<k 1 *< , (3.34) and as , Ä , the FGKK estimator dominates the FGSR and FGLS estimators whenever
Therefore, one should choose k 1 * to be close to 2( p&2) for the FGKK estimator to dominate both the FGLS and FGSR estimator in a wide range of the parameter space. For choosing the value of k 2 , one can follow the approach of Vinod and Srivastava (1995) by differentiating the risk function (3.22) and setting the first order condition to zero, leading to where is a guess or estimated value of the population multiple correlation coefficient. It is worth noting that it is not possible to obtain optimal values of k 1 * and k 2 by minimizing the risk function (3.21) simultaneously with respect to both k 1 * and k 2 , as the first order conditions obtained upon differentiating (3.21) with respect to k 1 * and k 2 cannot be equal to zero simultaneously. For this purpose one can, alternatively, adopt an approach which leads to values of k 1 * and k 2 similar to those suggested by Carter et al. (1993) . By differentiating (3.21) with respect to k 1 * we observe that the risk function is a decreasing function of k 1 * as long as k 1 *<( p&2)+p(1&k 2 )Â,, and an increasing function of k 1 * as long as k 1 *>( p&2)+p(1&k 2 )Â,. Thus, for k 1 * p&2, the risk function decreases with increasing k 1 * for all values of ,. We may select k 1 *=p&2 as an approximation to the optimal value of k 1 * . Even for this choice of k 1 * , it is not possible to determine an operational value of k 2 which does not depend on the unknown parameter ,. If, like Carter et al.
(1993), we choose the value of k 2 as k 2 =1&k 1 *Â(T&p+2), then we get an estimator which provides a positive shrinkage factor. We now turn to the Monte-Carlo experiment as a basis for assessing the risk performance of these estimators in finite samples.
MONTE-CARLO RESULTS
Our Monte-Carlo study was conducted using the SHAZAM econometric package. We adopt the approach of Vinod and Srivastava (1995) by first reparameterizing (2.1) as y=Z{+=,
where Z=XG=H6 1Â2 , H is a T_p matrix such that H$H=I, 6 is a diagonal matrix of characteristic roots of X$X, G is an orthogonal matrix containing the corresponding characteristic vectors, and G$G=I. For the error process, we consider the case of AR(1) disturbances, i.e., = t =\= t&1 +u t , where | \| <1 and u t tIN(0, _s 2 u ). We let Q=A be the loss function's weighting matrix and values of T=20, 60, p=4, 10, and \=&0.8, &0.4, 0.0, 0.4, 0.8 are considered. Also, following Judge (1987, 1990 ) and Vinod and Srivastava (1995), we consider four cases of configurations for the characteristic roots of X$X, which are employed to examine the effects of multicollinearity. These are shown in Table I which defines the cases studied here. In the simulation experiments, the parameter vector ; is chosen such that ;$;=L, where L is a scalar representing the length of the parameter vector. We choose L=1, 1.53, 2.06, ..., 27.5, 28.03, resulting in 52 values of L, and is calculated using (3.28) with the error variance _ 2 set to unity. These result in 4160 experimental settings and each part of the experiment is based on 5000 replications. Vinod and Srivastava, 1995) . The FGKK-C version generalises the optimal KK estimator suggested by Carter et al. (1993) , while the FGMMSE and AFGMMSE estimators generalise, respectively, the feasible generalised minimum mean squared error estimator due to Farebrother (1975) (see also Ohtani, 1996 Ohtani, , 1997 ) and the adjusted feasible minimum mean squared error estimator proposed by Ohtani (1996a) . For comparison purposes, we also consider a positive-part feasible generalised Stein-rule (PFGSR) estimator defined as
The overall relative performance of the estimators is best seen by considering Tables II IV. Table II shows that the FGLS estimator is often the worst estimator in terms of risk performance in a wide range of experimental settings. To some extent, this result reflects the analytical findings reported earlier, that the FGLS estimator is dominated by the FGKK estimator over a large range of parametric values. It is, however, interesting that in some range of parameter space, the FGLS estimator can have marginally smaller risk than the AFGMMSE, FGKK-R, FGKK-L, FGKK-LL and FGKK-C estimators. On the other hand, the FGSR, PFGSR and FGMMSE estimators dominate the FGLS estimator for all experimental settings that we have considered. If the FGLS estimator is excluded, then it is found that FGMMSE estimator frequently has the largest risk, as illustrated in Table  III . If one decides to choose an estimator with the least number of cases such that the estimator's risk is the largest, or an estimator that has the smallest risk in the largest proportion of situations, then it is clear from Table III that the FGKK-L estimator is the preferred estimator under both criteria. On the other hand, if one considers also the magnitude of risk reduction, then some of the other estimators are found to be superior to the FGKK-L estimator. Table IV gives the percentage of cases where the estimators' risks are less than 95, 80, 60, and 50 0 the risk of the FGLS estimator. It can be seen from the table that the PFGSR, FGKK-LL, and AFGMMSE estimators enjoy larger risk reductions more frequently than the FGKK-L estimator. It is also interesting that while the FGMMSE estimator dominates the FGLS estimator over the entire range of values considered, there is often no discernible difference between its risk and the risk of the FGLS estimator. On the contrary, the AFGMMSE estimator can be the worst estimator in a large proportion of cases, but there are also more situations where this estimator results in risk reduction of a substantial magnitude than any of the other estimators. Over the range of parametric values considered, the AFGMMSE's risk is at most 20 larger than the risk of the best estimator in cases where the AFGMMSE estimator is the worst estimator. Table III indicates that there can be situations where more than one estimator is the bestÂworst estimator. Next, we examine the risk performance of the estimators under varying degrees of autocorrelation and multicollinearity. The risk of the FGLS estimator is scaled to 1 in Tables V VIII to give a frame of reference for comparisons. Consider case 1 where the characteristic roots are all equal to one. Table V Much of above features persist as we increase the degrees of collinearity in the regressors' design matrix. For case 2, where there is just one very small root, the FGKK-C estimator can be dominated uniformly by the other FGKK and PFGSR estimators. This latter feature is also observed for case 4, where the characteristic roots are grouped into three tiers. For case 3, where there are near exact linear dependencies in the regressors' matrix, the results are similar to those observed under case 1. Whatever the degrees of multicollinearity, it is found that the FGSR estimator is uniformly dominated by the PFGSR estimator, and the FGSR, PFGSR, and FGMMSE estimators dominate the FGLS estimator over the entire range of the parameter space. Finally, Carter et al. (1993) show that for the case of spherical disturbances, the KK estimator corresponding to k 1 *=p&2 and k 2 =1& k 1 *Â(T&p+2) is generally superior to the Stein-rule estimator, which somehow contrasts the results obtained here. This can be easily explained by the fact that Carter et al. (1993) only consider values of >0.7 (i.e., L>22 (approx.)) in their simulations. Over this range of the parameter space, we have also found that the FGKK-C estimator has risk smaller than the FGSR estimator in a wide range of situations. However, in other regions, the latter estimator dominates the former almost uniformly.
CONCLUSIONS
We have examined the properties of the double k-class estimator in regression models with non-spherical distrubances. In particular, we have derived the large sample asymptotic distribution of the FGKK estimator and investigated the conditions under which the FGKK estimator dominates the feasible generalised least squares and Stein-rule estimators in large samples under a quadratic loss function. Further, we have considered the performance of the estimators in finite samples and examined the effects of varying degrees of autocorrelation and multicollinearity on the properties of the estimators. Broadly, we find that autocorrelation complicates the risk properties of the estimator more so than does multicollinearity, and the FGKK estimators are quite robust to the choice of design matrices. Of the FGKK estimators considered, we tend to favour the AFGMMSE estimator. In a typical situation, this estimator improves substantially over the FLGS estimator for small to moderate values of L. In a wide range of situations, it is superior to or as good as the positive-part feasible generalised Stein-rule estimator. More generally, the AFGMMSE estimator is robust to the presence of serial correlations in the model's disturbances. Work in progress considers the properties of the KK estimators in the context of seemingly unrelated regression equations, and the robustness of the established results to departures from quadratic loss.
