Abstract. We classify completely, up to a real change of variables, all differential equations L[u] := Auxx + 2Buxy + Cuyy + Dux + Euy -XnU, which have centrally symmetric orthogonal polynomial solutions.
where A ~ E are polynomials in x and y. Krall and Sheffer [5] classified equations (1.1), up to a complex linear change of variables, which have orthogonal polynomials as solutions. However, complex linear change of variables does not preserve the positivedefiniteness of orthogonality and the type of the equation (1.1) . In this respect, we classify completely, up to a real change of variables, the equations (1.1) which have centrally symmetric orthogonal polynomials as solutions together with explicit representations of orthogonal polynomial solutions.
For any integer n > 0, let Vn be the space of real polynomials in two variables of (total) degree < n and V = Un>o^-^ a polynomial system(PS), we mean a sequence of polynomials {</>mn}m,n=o suc^ that deg(</> mn ) = m + n for m and n > 0 and {0n-jj}j=o are linearly independent modulo Vn-i for n > 0 (V-i -{0}). A PS {^mn}m,n=0 is Sai<^ to ^ monic if
Pmn(x,y) = x m y n modulo Vm+n-i, rn and n > 0.
A linear mapping a : V -> E is called a moment functional, whose action on a polynomial (j) £ V is denoted by (cr, 0). For any moment functional cr, we define the partial derivatives a x and a y of a by (<Tx,<f>) '= -faM, {°yA) '= -(cr,<t>y) ttCP), and the multiplication ipa for ip G V by (I/HT, (j)) := (a, ipcf)). DEFINITION where A n = x$ n := y$n n-2 = A n $ n+ i + 5 n $ n + C n $ n _i + ^^n^fe
Note that since {$n}£Lo is a PS ' rank^ = n + 2, n > 0. If we set 5 n := (a,x n ), n > 0 (5_i = 5_2 = 0) then we may rewrite (1.6) as
where
Here, /" is the n x n identity matrix and Proof See the proof of Theorem 2 in [9] (see also [4] ). D Proof [Proof of Theorem 2.5] Consider the equation (2.1) where a ^ g. We may assume that the equation (2.1) is of the form (2.3) . Let {P n }£L 0 be the unique monic PS of solutions to the equation (2.3) and a the canonical moment functional of {P n }£L 0 . Then by Lemma 2.4, {Pn}£Lo is a WOPS relative to a so that it suffices to show the rank condition (1.4) holds for {r n }%L 0 . We set P n (x) = E^=o A k xk^ n > 0 -Then we have Al = J n+ i, A2_i = ^n-s = • • • = 0 and (A n -An-2)^_2 = f2D
T , n > 2. We also have
where A nj = Ml C nj = ^_ 2 M^_ 2 -M^t}, n > 1 (Al, = 0) and 3 = 1,2. Hence
where t n = A n -A n _2, n > 1 (A_i = 0). Note that
Hence, rankC n i = rank^n^+i^-1^) = n,n > 1 since aA:
Similarly, rankC n 2 = n, n > 1. In particular, rankC n = rank(i n f n+ i/ 2 _1 C n ) = n + l,n > 1 since the first n + 1 columns of tntn+if^Cn are linearly independent. Conversely, assume that the equation (1.5) has a centrally symmetric OPS {^n}^L 0 as solutions. Then the equation (1.5) must be of the form (2.1) and A ^ 0. Furthermore, we may assume that the equation (2.1) is of the form (2.3). Let {P n }^L 0 be the normalization of {$ n }^L 0 and a the canonical moment functional of {P n }^0. Then {P n }^_ 0 is a WOPS relative to cr, which is quasi-definite and we have (2.5) and (2.6). We now assume a = g = 1. Then By Propositions 2.7 and 2.8, the equations (2.7) ~ (2.10) and (2.12) cannot have positive-definite OPS's as solutions. The equation (2.13) has a positive-definite OPS {II n -k(x)Hk(y)}k=o™=o as solutions, where {iJ n (a:)}^= 0 are Hermite polynomials. It is well known that the equation (2.11) has a positive-definite OPS, called the circle polynomials, as solutions for g > 1. We now claim that the equation (2.11) has a positive-definite OPS as solutions only when g > l(but has a quasi-definite OPS as solutions for g ^ 1,0, -1, • • •). Assume that the equation (2.11) has a positive-definite OPS as solutions. Then, by Propositions 2.7 and 2.8, g > 0. We now let a be the
