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Abstract– In this paper, new pairs of binary sequences with three
cross correlation values are presented. The cross correlation values are
shown to be low. Finally we present some numerical results and some
open problems.
Index terms– Binary sequence, Correlation distribution, Linearized
polynomial, Rank
1 Introduction
Sequences with low cross correlations have wide applications in many different
communication systems. Let u = (ut)
n−1
t=0 and v = (vt)
n−1
t=0 be two binary sequences
with length n. The cross correlation function of a and b with shift τ is defined by
Cτ (u, v) =
n−1∑
t=0
(−1)ut+τ+vt . (1)
The multiset {Cτ (u, v) | 0 ≤ τ ≤ n− 1} is called cross correlation distribution of
the sequences u and v. For several decades, sequences with low cross correlations
have attracted special interests from different aspects. In many cases the sequence
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v is a decimated sequence of u with some decimation d, that is, vt = u(dt) for
0 ≤ t ≤ n− 1 where the subscript (dt) takes on the smallest non-negative integer
equalling dt module n. If d and n are coprime, then v will have the same length
as u and both these two sequences are called m-sequences of length n. For cross
correlation of two binarym-sequences, together with a survey on historical results,
the readers are referred to
In general the decimation d may be not comprime to n. Then the length
of v will become n′ = n/ gcd(n, d) which is a factor of n. In this case we can
consider the cross correlation function of a and b in a similar way as (1). In ,
Ness and Helleseth studied the cross correlation between a m-sequence (ut) of
length 2m − 1 and its decimated sequence (vt) = (v(dt)) of length 2
m/2 − 1 with
d = (2m/2 + 1)2/3 (here m ≡ 2 (mod 4)). Later, the result is generalized to the
case d = (2(m+2)/4 − 1)(2m/2 + 1) (see ). In , they propose a conjecture that all
three-valued cross correlation between two m-sequences of lengths 2m − 1 and
2m/2 − 1 are characterized.
In this paper we will consider the cross correlation between two m-sequences
of length 2m − 1 and 3(2m/2 − 1) with m ≡ 2 (mod 4). The cross correlation is
proven to be three-valued. Our result does not violate this conjecture since the
second sequence has length 3(2m/2 − 1), not 2m/2 − 1. Our result reveals that
if the length of the second sequence b is more flexible, there maybe exist more
sequences with three-valued cross correlation.
Precisely, let k, l be odd integers coprime to each other. Let m = 2k, q =
2m and g be a primitive element of GF(q). We will study cross correlation of
sequences
u = (Trm(g
t))q−2t=0 (2)
and its decimated sequence
v = (Trm(g
dt))q−2t=0 (3)
with decimation d = (2lk+1)/(2l+1). Then by (1), the cross correlation function
with shift τ is
Cτ (u, v) =
n−1∑
t=0
(−1)Trm(g
t+τ+gdt) =
∑
x∈GF(q)∗
(−1)Trm(x
d+ax) (4)
with a = gτ . Our main result is depicted in the sequel.
Theorem 1. The cross correlation distribution Cd(τ) when τ runs from 0 to q−2
is as follows.
2
values frequencies
−1 (2
k+1)(7·2k+8)
9
−1 + 2k+1 (2
k+1)2
9
−1− 2k+1 (2
k+1)(2k−2)
9
. 
This paper is organized as follows. In Section II we will present some pre-
liminaries which is needed to study the sequences, and also we will develop con-
nections among the cross correlation function and two kinds of exponential sums
T (a, b) and S(a, b). In Section III we will study T (a, b) which is a kind of ex-
ponential sums from binary quadratic forms. In Section IV we will prove our
main result. Finally in Section V we make some conclusions and also some open
problems will be proposed.
2 Preliminaries
The following notations are fixed through the rest of the paper except for specific
statements.
• Let k and l be two odd integers with 0 < l < k and gcd(l, k) = 1. Let
d = 2
lk+1
2l+1
.
• Let m = 2k, q = 2m. For positive integer i, let GF(2i) be the finite field
with cardinality 2i.
• Let g be a fixed primitive element of GF(q) and r = g2
k−1.
• For j|i, let Tri/j : GF(2
i) → GF(2j) be the trace mapping defined by
Tri/j(x) = x + x
2j + x2
2j
+ · · · + x2
i−j
. In particular, we use the notation
Tri to replace Tri/1 for abbreviation.
If we regard GF(q) as a vector space over GF(2) with dimension m, then
Q(x) = Trm
(∑
i
aix
pi+1
)
is a binary quadratic form of m variables. It is well-
known that Q(x) is equivalent to one of the following three standard forms(see
[15], Theorem ):
(Type I): x1x2 + x3x4 + · · ·+ x2v−1x2v;
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(Type II): x1x2 + x3x4 + · · ·+ x2v−1x2v + x
2
2v+1;
(Type III): x1x2 + x3x4 + · · ·+ x2v−1x2v + x
2
2v−1 + x
2
2v
where 2v is codimension of GF(2)-vector space Vm which is defined by
Vm = {x ∈ GF(q) |Q(x+ y) +Q(x) +Q(y) = 0 for all y ∈ GF(q)} .
Then
∑
x∈GF(2)m
(−1)Q(x) can be evaluated if we know which standard form Q(x)
lies in.
Lemma 1.
∑
x∈GF(2)m
(−1)Q(x) =


2m−v, if Q(x) belongs to Type I;
0, if Q(x) belongs to Type II;
−2m−v, if Q(x) belongs to Type III.
Proof. If Q(x) belongs to Type I, then
∑
x∈GF(2)m
(−1)Q(x) = 2m−2v
v∏
i=1
1∑
x2i−1,x2i=0
(−1)x2i−1x2i = 2m−2v · 2v = 2m−v.
If Q(x) belongs to Type II, then
∑
x∈GF(2)m
(−1)Q(x) = 2m−2v−1
v∏
i=1
1∑
x2i−1,x2i=0
(−1)x2i−1x2i
1∑
x2v+1=0
(−1)x
2
2v+1 = 0
since the last summation equals to zero.
If Q(x) belongs to Type III, then
∑
x∈GF(2)m
(−1)Q(x) = 2m−2v
v−1∏
i=1
1∑
x2i−1,x2i=0
(−1)x2i−1x2i
1∑
x2v−1,x2v=0
(−1)x2v−1x2v+x
2
2v−1+x
2
2v = −2m−v
since the last summation equals to −1.
Recall that r = g2
k−1 and define δ = rd.
Lemma 2. The element δ is primitive in GF(4), that is, δ2 = δ + 1 = δ−1.
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Proof. We can calculate δ2
l+1 = g(2
k−1)(2lk+1) = g
(22k−1)· 2
lk+1
2k+1 = 1. By gcd(2l +
1, 22k − 1) = 3 we can deduce δ3 = 1.
It remains to show that δ 6= 1. Otherwise, by δ = g
(2k−1) 2
lk+1
2l+1 = 1 we have
22k − 1 | (2k − 1)
2lk + 1
2l + 1
which implies
2k + 1 |
2lk + 1
2l + 1
.
So we can deduce
(2k + 1)(2l + 1) | 2lk + 1. (5)
Denote by v3(n) the highest power of 3 dividing n, that is, n = 3
v3(n)n′ with
n′ coprime to 3. For n coprime to a, define
ordn(a) = min{s > 0|a
s ≡ 1 (modn)}.
Then ord9(2) = 6.
Then for odd f , we have v3(2
f + 1) ≥ 1 and then
v3(2
3f + 1) = v3((2
f + 1)(22f − 2f + 1))
= v3(2
f + 1) + v3((2
f + 1)2 − 3 · 2f) = v3(2
f + 1) + 1
where the last equality from v3((2
f + 1)2) ≥ 2 and v3(3 · 2
f) = 1. Then by
induction we obtain
v3(2
f + 1) = v3(2
3v3(f)f ′ + 1) = v3(f) + v3(2
f ′ + 1). (6)
Since odd f ′ is not divisible by 3, then we can deduce 2f
′
+ 1 6≡ 0 (mod 9).
Otherwise 22f
′
≡ 1 (mod 9) which implies 6 | 2f ′ and 3 | f ′. It is a contradiction.
Therefore v3(2
f ′ + 1) = 1 and then by (6) we have v3(2
f + 1) = v3(f) + 1. Then
by (5) we obtain v3((2
k + 1)(2l + 1)) = 1 + v3(k) + 1 + v3(l) ≤ v3(2
lk + 1) =
1 + v3(lk) = 1 + v3(l) + v3(k) which leads to a contradiction.
As a result, we can deduce δ ∈ GF(4)\{0, 1} and then the result follows.
By (4) we obtain that
Cτ (u, v) = S(a)− 1 (7)
5
with a = gτ ∈ GF(q)∗ and
S(a) =
∑
x∈GF(q)
(−1)Trm(x
d+ax). (8)
Then we turn to study the binary exponential sum S(a). Firstly we observe
that gcd(2l + 1, 2m − 1) = 3 and (2l + 1)d = 2lk + 1 ≡ 2k + 1 (mod 2m − 1).
Since r = g2
k−1 is a noncube in GF(q), then images of the mappings x 7→ x2
l+1,
x 7→ rx2
l+1 and x 7→ r−1x2
l+1 (all the three maps are from GF(q) to GF(q))
covers each element of GF(q) exactly three times when x runs through GF(q).
Therefore
3S(a) =
∑
x∈GF(q)
(−1)
Trm
(
x2
k+1+ax2
l+1
)
+
∑
x∈GF(q)
(−1)
Trm
(
δx2
k+1+rax2
l+1
)
+
∑
x∈GF(q)
(−1)
Trm
(
δ−1x2
k+1+r−1ax2
l+1
)
(9)
where δ = rd.
We observe that x2
k+1 ∈ GF(2k) and δ + δ2
k
= 1. Hence Trm(x
2k+1) = 0 and
Trm(δx
2k+1) = Trk((δ+δ
2k)x2
k+1) = Trk(x
2k+1). In the same way Trm(δ
−1x2
k+1) =
Trk(x
2k+1). It follows from (9) that
3S(a) = T (a, 0) + T (ra, δ) + +T (r−1a, δ) (10)
where
T (a, b) =
∑
x∈GF(q)
(−1)
Trm
(
ax2
l+1+bx2
k+1
)
. (11)
In order to evaluate T (a, b), it is sufficient to study quadratic form
Qa,b(x) := Trm
(
ax2
l+1 + bx2
k+1
)
. (12)
Define
La,b(x) = a
22k−2lx2
2k−2l
+ (b2
2k−l
+ b2
k−l
)x2
k−l
+ a2k−lx (13)
and
Vm(a, b) = {x ∈ GF(q) |Qa,b(x+ y) +Qa,b(x) +Qa,b(y) = 0 for all y ∈ GF(q)} .
(14)
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Now we turn to study Vm(a, b) which can be formulated as follows.
dimGF(2) Vm(a, b) = m− 2v ⇐⇒ for all y ∈ GF(q), Qa,b(x+ y) +Qa,b(x) +Qa,b(y) = 0
has 2m−2v common solutions x ∈ GF(q)
⇐⇒ for all y ∈ GF(q),Trm(ax
2ly + axy2
l
+ bx2
k
y + bxy2
k
) = 0 has 2m−2r
common solutions x ∈ GF(q)
⇐⇒ for all y ∈ GF(q),Trm
(
y2
2k−l
(a2k−lx+ a2
2k−2l
x2
2k−2l
+ (b2
2k−l
+ b2
k−l
)x2
k−l
)
)
= 0
has 2m−2v common solutions x ∈ GF(q)
⇐⇒ La,b(x) = a
22k−2lx2
2k−2l
+ (b2
2k−l
+ b2
k−l
)x2
k−l
+ a2k−lx = 0
has 2m−2v solutions x ∈ GF(q).
Therefore
Vm(a, b) = {x ∈ GF(q) |La,b(x) = 0} .
Note that gcd(k−l, m) = 2 and Vm(a, b) is also a GF(2
m)∩GF(2e) = GF(4)-linear
space. Then we can determine the possible dimensions of Vm(a, b).
Lemma 3. For any a ∈ GF(q)∗, the dimension of GF(4)-linear space Vm(a, b) is
at most 2.
Proof. Fix an algebraic closure GF(2∞) of GF(2), since the degree of GF(4)-
linearized polynomial La,b(x) is 2
2e and La,b(x) = 0 has no multiple roots in
GF(2∞), then the zeroes of La,b(x) in GF(p
∞), say V∞(a, b), form an GF(2
e)-
vector space of dimension 2. Note that gcd(e,m) = 2. Then Vm(a, b) = V∞(a, b)∩
GF(2m) is a vector space on GF(2gcd(e,m)) = GF(4) with dimension at most 2 since
any elements in GF(2m) which are linear independent over GF(4) are also linear
independent over GF(2e).
The following binary exponential sum will be useful(see [15], [16]).
Lemma 4. For h | 2k + 1, we have
∑
x∈GF(q)
(−1)Trm(ax
h) =
{
(h− 1)2k, if a = ghi for some i,
−2k, otherwise. 
Now we introduce some moment identities to determine the occurrences of all
possible values of S(a).
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Lemma 5. For S(a) defined in (8), we have
(i).
∑
a∈GF(q)∗
S(a) = 2
k+1
3
· 2k+1.
(ii).
∑
a∈GF(q)∗
S(a)2 = 2
2k+2(2k+1)(2k+1−1)
9
.
Proof. (i). We calculate∑
a∈GF(q)∗
S(a) =
∑
x∈GF(q)
(−1)Trm(x
d) ∑
a∈GF(q)∗
(−1)Trm(ax)
= 22k − 1−
∑
x∈GF(q)∗
(−1)Trm(x
d)
= 22k − 1−
((
2k+1
3
− 1
)
2k − 1
)
= 2
k+1
3
· 2k+1.
(ii). We obtain∑
a∈GF(q)∗
S(a)2 =
∑
x,y∈GF(q)
(−1)Trm(x
d+yd) ∑
a∈GF(q)∗
(−1)Trm(a(x+y))
=
(
22k − 1
) ∑
x=y
(−1)Trm(x
d+yd) −
∑
x 6=y
(−1)Trm(x
d+yd).
Denote by A =
∑
x=y
(−1)Trm(x
d+yd) and B =
∑
x 6=y
(−1)Trm(x
d+yd). Then A = 22k and
A+B =
∑
x,y
(−1)Trm(x
d+yd) =

 ∑
x∈GF(q)
(−1)Trm(x
d)


2
=
22k(2k − 2)2
9
.
Therefore B = 22k(2k − 5)(2k + 1)/9 and∑
a∈GF(q)∗
S(a)2 = 22k
(
22k − 1
)
−
22k(2k − 5)(2k + 1)
9
=
22k+2(2k + 1)(2k+1 − 1)
9
.
3 On binary exponential sum T (a, b)
For any x ∈ GF(q)∗ and 0 ≤ i ≤ 2, it is easy to see (δix)2
l+1 = x2
l+1 and
(δix)2
k+1 = x2
k+1. Hence
Trm
(
a(δix)2
l+1 + b(δix)2
k+1
)
= Trm
(
ax2
l+1 + bx2
k+1
)
.
As a consequence,
8
Lemma 6. For any a, b ∈ GF(q), we have T (a, b) ≡ 1 (mod 3).
Proof. Let D be a set of coset representatives of GF(q)∗
/
GF(4)∗. Then
T (a, b) = 1 +
∑
x∈D
2∑
i=0
(−1)Trm(a(δ
ix)2
l+1+b(δix)2
k+1)
= 1 + 3 ·
∑
x∈D
(−1)Trm(ax
2l+1+bx2
k+1) ≡ 1 (mod 3).
Now we can decide the possible values of T (a, b).
Lemma 7. The exponential sum
T (a, b) =


−2k, if dimGF(4) Vm(a, b) = 0,
2k+1, if dimGF(4) Vm(a, b) = 1,
−2k+2, if dimGF(4) Vm(a, b) = 2.
Proof. If dimGF(4) Vm(a, b) = 0, then m− 2v = 0 and v = k. Hence by Lemma 1
we obtain T (a, b) = ±2k. Combining Lemma 6 we can deduce T (a, b) = −2k.
If dimGF(4) Vm(a, b) = 1, then dimGF(2) Vm(a, b) = 2 and m − 2v = 2 which
yields v = k− 1. Hence by Lemma 1 we obtain T (a, b) = ±2k+1 or 0. Combining
Lemma 6 we obtain T (a, b) = 2k+1.
Similarly, if dimGF(4) Vm(a, b) = 2, then T (a, b) = −2
k+2.
To evaluate S(a), we need to deal with T (a, 0), T (ra, δ) and T (r−1a, δ−1)
simultaneously.
Lemma 8. For a ∈ GF(q)∗, we have
T (a, 0) =
{
2k+1, if a is a cubic,
−2k, if a is not a cubic.
Proof. In this case, La,0(x) = a
22ex2
2e
+a2
k+e
x = 0 has nonzero solution in GF(q)
if and only if
x2
2e−1 =
(
a2
l−1
)22e
.
Since gcd(22e − 1, q − 1) = 3 and gcd(2l − 1, q − 1) = 1, this equation has
nonzero solution if and only if a is a cubic in GF(q)∗. In this case, it has exactly
three nonzero solutions. Taking the solution x = 0 into account, we obtain that
La,0(x) = 0 has four or one solutions in GF(q) depending on a in cubic in GF(q)
∗
or not. Therefore the result follows from Lemma 7.
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Lemma 9. If a is a nonzero cubic in GF(q)∗, then
T (ra, δ) = T (r−1a, δ−1) = −2k or 2k+1.
Proof. Firstly we show that T (ra, δ) = T (r−1a, δ−1). Note that δ2
k
= δ2 = δ−1
and δ + δ2 = 1. We can reformulate
T (ra, δ) =
∑
x∈GF(q)
(−1)
Trm
(
rax2
l+1
)
+Trk
(
x2
k+1
)
and
T (r−1a, δ) =
∑
x∈GF(q)
(−1)
Trm
(
r−1ax2
l+1
)
+Trk
(
x2
k+1
)
.
Since a is a nonzero cubic in GF(q), we assume a = g3s for some integer s. It is
easy to see that gcd((2k − 1)(2l + 1), 2k + 1) = 3. Hence there exists integers i
and j satisfying
(2k − 1)(2l + 1)i+ (2k + 1)j = 3s.
By substituting x = g−(2
k−1)iy, we obtain ax2
l+1 = g3s−(2
k−1)(2l+1)iy2
l+1 = g(2
k+1)jy2
l+1
and x2
k+1 = y2
k+1. Denote by b = g(2
k+1)j ∈ GF(2k)∗. Then T (ra, δ) = T (rb, δ)
and T (r−1a, δ) = T (r−1b, δ). Moreover
T (rb, δ) =
∑
x∈GF(q)
(−1)
Trm
(
(rbx2
l+1)2
k
)
+Trk
(
x2
k+1
)
=
∑
x∈GF(q)
(−1)
Trm
(
r−1bx2
k(2l+1)
)
+Trk
(
x2
k+1
)
= T (r−1b, δ).
Therefore T (ra, δ) = T (rb, δ) = T (r−1b, δ) = T (r−1a, δ). From now on we may
assume a ∈ GF(2k).
Secondly we show that T (ra, δ) 6= −2k+2 which is equivalent to saying that
dimGF(4) Vra,δ 6= 2. Assume, on the contrary, that dimGF(4) Vra,δ = 2. Then there
exists x1, x2 with x1 6= x2, δx2, δ
2x2. Thereafter
(ra)2
2e
x2
2e
1 + x
2e
1 + (ra)
2k+ex1 = (ra)
22ex2
2e
2 + x
2e
2 + (ra)
2k+ex2 = 0
which yields(
(ra)2
2e
x2
2e
1 + (ra)
2k+ex1
)
x2
e
2 =
(
(ra)2
2e
x2
2e
2 + (ra)
2k+ex2
)
x2
e
1 .
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A routine calculation implies that
a2
e(2e−1)
(
x2
e
1 x2 + x1x
2e
2
)1−2e
= r2
e(2e+1).
The left hand side is a cubic in GF(q). But the right hand side is not since r =
g2
k−1 and 3 ∤ gcd((2k−1)(2e+1), q−1) = 2k−1. It leads to a contradiction.
In the sequel we will consider T (ra, δ) and T (r−1a, δ) in the case a is noncubic.
Lemma 10. If a is a noncubic, then at least one of T (ra, δ) and T (r−1a, δ) is
equal to −2k.
Proof. It suffices to show that at least one of Lra,δ(x) = 0 and Lr−1a,δ(x) = 0 has
only one solution x = 0 in GF(q). Indeed, assume there exist x1, x2 ∈ GF(q)
∗
such that
(ra)2
2e
x2
2e
1 + x
2e
1 + (ra)
2k+ex1 = (r
−1a)2
2e
x2
2e
2 + x
2e
2 + (r
−1a)2
k+e
x2 = 0
which implies that(
(ra)2
2e
x2
2e
1 + (ra)
2k+ex1
)
x2
e
2 =
(
(r−1a)2
2e
x2
2e
2 + (r
−1a)2
k+e
x2
)
x2
e
1 .
It can be transformed to(
r−2
e
x2
e
1 x2 + r
2ex1x
2e
2
)2e−1
= a2
2e(2l−1).
Note that gcd(2e − 1, q − 1) = 3 and gcd(2l − 1, q − 1) = 1. Then a must be a
cubic which is a contradiction.
4 Proof of main result
Now we are ready to give all the possible values of S(a) for a ∈ GF(q)∗.
Lemma 11. For a ∈ GF(q)∗, the possible values of S(a) are 0, 2k+1,−2k+1 and
−2k. Precisely,
Case I: if a is nonzero cubic, then S(a) = 0 or 2k+1;
Case II: if a is noncubic, then S(a) = 0,−2k or −2k+1.
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Proof. If a is a nonzero cubic, then T (a) = 2k+1. From Lemma 9 we have
T (ra, δ) = T (r−1a, δ) = −2k or 2k+1. As a consequence, S(a) =
(
2k+1 − 2k − 2k
)
/3 =
0 or S(a) =
(
2k+1 + 2k+1 + 2k+1
)
/3 = 2k+1.
If a is a noncubic, then T (a) = −2k. By Lemma 10 we obtain S(a) =(
−2k − 2k − 2k
)
/3 = −2k or S(a) =
(
−2k − 2k + 2k+1
)
/3 = 0 or S(a) =(
−2k − 2k − 2k+2
)
/3 = −2k+1.
When a runs through GF(q)∗, suppose S(a) takes on the value zero N0 times,
−2k is taken on N1 times, 2
k+1 is taken on N2 times and −2
k+1 is taken on N3
times. Since 2k+1 only occurs in Case I (see Lemma 11), then N2 can be calculated
directly.
Lemma 12.
N2 =
(2k + 1)2
9
.
Proof.
2k+1N2 =
∑
anonzero cubic
∑
x∈GF(q)
(−1)Trm(x
d+ax)
=
1
3
∑
x∈GF(q)
(−1)Trm(x
d)
∑
b∈GF(q)∗
(−1)Trm(b
3x)
=
1
3
(
q − 1 + (2k+1 − 1)
∑
xnonzero cubic
(−1)Trm(x
d) + (−2k − 1)
∑
xnon cubic
(−1)Trm(x
d)
)
=
1
3
(
q − 1 + (2k+1 − 1) · A+ (−2k − 1) · B
)
(15)
where A =
∑
x nonzero cubic
(−1)Trm(x
d) and B =
∑
xnon cubic
(−1)Trm(x
d).
Since when x runs through GF(q)∗, x2
l+1 runs through each nonzero cubic in
GF(q) exactly three times, then we can calculate
A =
1
3
∑
y∈GF(q)∗
(−1)
Trm
(
y2
k+1
)
=
q − 1
3
and
A+B =
∑
x∈GF(q)∗
(−1)Trm(x
d) =
∑
x∈GF(q)∗
(−1)
Trm
(
x(2
k+1)/3
)
= 2k(2k − 2)/3− 1.
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Substituting A and B into (15), we obtain
N2 =
(2k + 1)2
9
. (16)
Now we are ready to determine the cross correlation of the sequences u defined
in (2) and v defined in (3).
Proof of Theorem 1: Recall the definitions of Ni (0 ≤ i ≤ 2) and the value of
N2 in (16). Then we have
N0 +N1 +N3 = 2
2k − 1−N2 =
(2k + 1)(2k+3 − 10)
9
. (17)
From Lemma 5 we obtain
N1 + 2N3 =
2(2k + 1)(2k − 2)
9
(18)
N1 + 4N3 =
4(2k + 1)(2k − 2)
9
. (19)
Solving the system equations consisting of (17)-(19), we can calculate
N0 =
(2k + 1)(7 · 2k + 8)
9
, N1 = 0, N3 =
(2k + 1)(2k − 2)
9
. 
Combing Lemma (16) we complete the proof of Theorem 1.
5 Conclusion
In this paper, we studied the cross correlation between one m-sequence of
length 22k − 1 and its decimated sequence of length 3(2k − 1). The cross corre-
lation has three possible values: 0, 2k+1, −2k+1. Moreover, the cross correlation
distribution is also determined.
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