This paper considers the twin problems of testing for ARCH and GARCH disturbances in the linear regression model. A feature of these testing problems, ignored by the standard Lagrange multiplier test, is that they are one-sided in nature.
INTRODUCTION
There has been considerable interest in conditionally heteroscedastic disturbance processes since Engle (1982) introduced the autoregressive conditional heteroscedasticity (ARCH) disturbance model. The ARCH model and its various derivatives, especially the generalized ARCH (GARCH) model introduced by Bollerslev (1986) , have been particularly popular and useful in modelling the disturbance behaviour of regression models of monetary and financial variables. These models provide an attractive alternative to the difficult process of modelling timevarying disturbance variances using exogenous variables. They also recognize that disturbance variances can evolve over time based on past information. This gives rise to conditional heteroscedasticity as opposed to unconditional heteroscedasticity. Extensive surveys of this literature are given by Engle and Bollerslev (1986) and Bollerslev, Chou, Jayaraman and Kroner (1990) .
To date there has been comparatively little emphasis in this literature on testing for the presence of ARCH and GARCH disturbances. Engle (1982) recommended the use of the Lagrange multiplier (LM) test for ARCH disturbances. Bollerslev (1986) observed that a difficulty with constructing the LM test for GARCH disturbances is that the block of the information matrixwhose inverse is required, is singular. Lee (1990) shows how this difficulty can be by-passed and finds that the LM tests for GARCH and ARCH disturbances are identical. Although, as we shall see, both testing problems are one-sided in nature, the LM test fails to exploit this and therefore may lack power. One way to make use of the one-sided nature of the problem would be to derive the KuhnTucker test which is a one-sided version of the LM test introduced by Gourieroux, Holly and Monfort (1982) . Unfortunately, the asymptotic distribution of the Kuhn-Tucker test under the null hypothesis is a probability mixture of chi-squared distributions and the degenerate distribution at zero which makes it a very unattractive test to apply.
Recently, SenGupta and Vermeire (1986) introduced the class of locally most mean powerful (LMMP) unbiased tests for multiparameter testing problems. These tests maximize the mean slope of the power hypersurface in the neighbourhood of the null hypothesis. King and Wu (1990) derived LMMP tests for one-sided multiparameter testing problems. The test statistic is based on the sum of scores and, as King and Wu point out, suggests an alternative form of the LM or score test for one-sided testing problems.
The aim of this paper is to derive an LMMP-based score (LBS) test 
in which tilt is the information set available at time t, xt is a kxl vector of observations on lagged endogenous and exogenous variables included in /4-1' and b and a are unknown parameter vectors. The con-2 ditional variance of the disturbance term, et, is T t which is a function of past squared disturbance terms up to a lag of q. To ensure that the conditional variance is strictly positive for all realizations of e t' (3) requires that the parameter space be restricted to a > 0 and 0 a. 0 for i = 1,...,q. A further requirement for finite unconditional variance is that
The GARCH regression model is given by (1) and (2), with the conditional variance equation (3) Breusch and Pagan's (1979) LM test for heteroscedasticity in the disturbances of (1). Lee (1990) has demonstrated that it is also the LM test of H 02 against H a2' • i.e., it can be viewed as the LM test against both ARCH and GARCH disturbances.
Under normality, which is assumed here, it can be shown that plim f0f0/(n-q) = 2. Thus an asymptotically equivalent statistic is
where R 2 is the squared multiple correlation between f° and W which is 2 the R 2 from the regression of e t on an intercept and q consecutive lagged values of e 2 t . Both test statistics have an asymptotic chisquared distribution with q degrees of freedom under H0.
The LM test is applied as an asymptotic test. Its small-sample properties against ARCH disturbances have been investigated by Engle, Hendry and Trumble (1985) , Luukkonen, Saikkonen and Terasvirta (1988) , Bollerslev and Wooldridge (1988) , Diebold and Pauly (1989) and Gregory (1989) . The typical finding of these studies is that the actual size of the LM test is generally less than its nominal size. This is consistent with results reported by Breusch and Pagan (1979) and Godfrey (1978) for the LM test for disturbance heteroscedasticity which is a function of exogenous variables. In other words, the nominal size of the test tends to overestimate the true probability of a Type I error in finite samples. The small-sample power of the test is not unreasonable, but as already noted, the LM test fails to take into account the one-sided nature of the testing problem. An LM-type test which uses this information may result in a significant improvement in small-sample power.
When q = 1 in the ARCH model, Engle, Hendry and Trumble (1985) have noted that such a test can be based on the square-root of (5) or (6) with an appropriate choice of sign. Based on Lee (1990) , this test is also a one-sided LM test for GARCH(1,1) disturbances.
We shall now consider a LMMP-based generalization for q 2, namely the LBS test.
Suppose we wish to test no : 0 = 0 based on x, which is an nx1 random vector with probability density function f(x10), where 0 is a px1 vector of unknown parameters. When p = 1, it is well-known (see for example Ferguson (1967) or Cox and Hinkley (1974) ) that the locally best test of H against H a : 0 > 0 has critical regions of the form 0
where c 1 is a suitably chosen constant. Observe that the LHS of (7) is the score evaluated at R This result gives a power justification to 0' the LM or score test (see for example, Cox and Hinkley (1974) and King and Hillier (1985) The form of (8) for testing an ARCH(q) process, namely testing Hol against Hal, in the context of (1), (2) and (3) 
The information matrix is block diagonal. We only need be concerned with that block associated with a which we denote by j ace. One can show that under the restricted estimates, which in this case are the OLS estimates, We now turn our attention to testing against a GARCH(p,q) process, namely testing H 02 against H a2 in the context of (1), (2) and (4).
The log likelihood function for this model is similar to (9), but the conditional variance is now given by (4) which can be written as
where z' is defined as above,
Thescoreassociatedwithm.is equivalent to (10) 
-2 where Gi and cr are defined as above and 0 is the (p+q) x 1 vector of zeros.
When (12) is evaluated at 0 = ê under H02, its value is zero. Therefore ;, the sum of the scores evaluated at 0 = 8, is precisely that for the LBS test against an ARCH(q) process. The final step is to derive the asymptotic variance of under H 02. Because H 01 and H 02 are equivalent, it follows that the required asymptotic variance is that of A s for the test against an ARCH(q) process. This implies that the LBS test against a GARCH(p,q) process is equivalent to the LBS test against an ARCH(q) process, i.e. based on (11). This result is similar to that for the LM test as shown by Lee (1990) . It is not surprising since both the LM and LBS tests are based on locally optimal testing principles.
Finally, it is straightforward to show that the LBS test against GARCH(1,1) disturbances is identical to the one-sided LM test for ARCH(1) disturbances based on the square root of (5) with an appropriate choice of sign.
MONTE CARLO EXPERIMENTS

Experimental Design
A Monte Carlo study was conducted to investigate and compare the small-sample size and power properties of the LBS test and both versions of the LM test in the context of (1), (2) and (3), as well as in the context of (1), (2) and (4). We shall use LM1 and LM2 to denote the LM test based on (5) and (6) X7: (k = 3). X6 augmented by adding the CPI lagged one quarter.
The disturbance term, et, in the linear regression model, (1), whose conditional -variance -is time-varying -according to either an ARCH process or a GARCH process can be written as
where nt is i.i.d. with E(T1) = 0 and Var(lit) = 1. We used (13) to generate the disturbances for the Monte Carlo study.
• As both tests are based on OLS residuals from (1), they are invariant to the value of b. They are also invariant to a Without loss of 0' generality, ao and bi, i = 1,...,k, were set equal to one. For testing white noise disturbances against ARCH disturbances, the sizes and powers of both tests were estimated using the Monte Carlo method with y t generated by (1), (2) and (3) The ARCH(2) disturbances were generated using (13) by and n is the same as when testing against ARCH disturbances. The GARCH(1,1) disturbances can be generated using (13) are not presented except when they fall on the boundary.
One thousand replications were used throughout. Where required, pseudo-random N(0,1) variates were generated using the uniform random number generator intrinsic RAN on a VAX11-780 computer and then transforming to N(0,1) using Ripley's (1987) Baillie and Bollerslev (1989) and Baillie and DeGennaro (1990) ). We therefore investigated the robustness of the tests to non-normality by repeating the whole experiment with pseudo-random values of e t generated from a symmetric distribution with a kurtosis of six. In other words, leptokurtic disturbances. These disturbances were generated using Schmeiser's (1972,1974) algorithm, namely
where r(p) is the generated pseudo-random variate, p is a uniform pseudo-random variate, Ai is a location parameter, A2 is a scale para- We see that all estimated sizes are less than the nominal size when the disturbances are normal. These results for the LM test are consistent with results reported by Engle, Hendry and Trumble (1985) and Bollerslev and Wooldridge (1988) . As might be expected, the estimated sizes of the LBS test are similar to those for the LM tests.
However, it does appear that when n = 100, the LBS test has sizes closer to the nominal size than do the LM tests. We shall now discuss the estimated powers of the three tests based on empirically derived critical values against ARCH(2) disturbances.
Results for the X1 and X5 design matrices are presented in Tables 2 and   3 , respectively. Those for the remaining design matrices show reason-ably similar patterns and so are not given. They are available from the authors.
The powers of all three tests increase as a 1 and a 2 move away from H 01 and also as n increases, ceteris paribus. The LM1 test based on (5) is almost always more powerful than the LM2 test which uses the more approximate (n-q)R 2 formula. Exceptions are rare for normal disturbances and occur on three occasions when n = 50 for a 1 = 0.2 and a 2 = 0.0, 0.2. As might be expected, differences appear to decline as n increases. There are more exceptions for leptokurtic errors. These occur only when n = 100 and typically when al = 0.2.
The most powerful test is almost always the LBS test A comparison of the powers for normal disturbances with those for leptokurtic disturbances reveals that all tests typically have lower powers under leptokurtic disturbances. This finding is consistent with the results of Bollerslev and Wooldridge (1988) . It is noticeable that for larger samples, the typical decline in power going from normal to leptokurtic disturbances is much greater for the LM tests than the LBS test. This suggests that the LBS test is more robust to departures from normality in large samples.
With respect to the estimated powers of the three tests based on asymptotic critical values against ARCH(2) disturbances, the results for X5 are presented in Table 4 . Those for the remaining design matrices show reasonably similar patterns and are available from the authors.
In most cases, the LBS test is more powerful than the LM tests, especially away from Hol, away from the boundary a2 = 0.0 and when n is large. This is true for both normal and leptokurtic disturbances. On the other hand, when n is small, the powers of the LM tests dominate those of the LBS test along a2 = 0.0 and close to H01. Also, the power of the LM1 test, in the case of large n and leptokurtic disturbances, appears to be competitive relative to the LBS test. This is easily explained by the higher than nominal sizes of the LM1 test. It serves as a reminder that care is needed in interpreting these results.
We now turn to the results for testing against GARCH(1,1) disturbances. Table 5 reports the estimated sizes of the three tests when asymptotic critical values at the five per cent level are used. The reported sizes are applicable when testing against GARCH(1,1) or ARCH(1) disturbances.
Again we find that all estimated sizes are less than the nominal size when the disturbances are normal. In this case, the estimated sizes of the LBS test are almost always closer to 0.05 than those of the LM tests. This is also true for leptokurtic errors when n = 20 and n = 50. For n = 80 and n = 100, the change from normal to leptokurtic errors appears to have no effect on the estimated sizes of the LM2 tests while increasing those of the LM1 and LBS tests.
We shall now discuss the estimated powers of the three tests against GARCH(1,1) disturbances based on empirically derived critical values.
Results for X4 and X6 are presented in Tables 6 and 7, respectively. Those for the remaining design matrices are available from the authors.
The powers of all three tests almost always increase as al increases and as n increases, ceteris paribus. But the powers of these tests are hardly affected by increasing gi. In fact, there typically is a drop in power as gi increases to 0.9, ceteris paribus. Otherwise, for fixed n, X and a l' powers seem reasonably constant as 131 changes although for n = 100 it does seem that powers increase with g 1. These results are true regardless of whether the disturbances are normal or leptokurtic. They suggest that the power of each of the tests comes from detecting a non-zero value of al. This is not surprising given that each of the tests can be derived as a test for ARCH(1) disturbances.
The LM1 test is typically more powerful than the LM2 test.
Exceptions are less frequent as a2 increases, as n increases and when normal errors are replaced by leptokurtic errors. The most powerful test is almost always the LBS test, particularly for larger samples and also for leptokurtic errors. A large number of exceptions occur when n = 20 and for normal distributions. In these circumstances, they only occur when al = 0.05 or 0.10 and typically when gib = 0.9 although there is a greater frequency of exceptions for the X4 and X6 design matrices.
Overall, the results -show that usingthe LBS-test almost always results in an improvement in power, particularly over the LM2 test, when n 50.
Finally, we briefly consider the estimated powers against GARCH(1,1) disturbances based on asymptotic critical values at the five per cent level. Table 8 reports these results for X3. It is notice-able that the LBS test, with a few minor exceptions when n = 20, is always more powerful than the LM tests. This is partly because it has higher size than the LM tests and partly because of its typically better power. Another feature is that the estimated powers of the LM tests and frequently those of the LBS test are always below the nominal size when a 1 = 0.05, 0.1 and n = 20.
AN ILLUSTRATIVE EXAMPLE
This section reports the application of the LBS test to an empirical example discussed by Watson and Engle (1985) . They focussed on the problem of testing for a varying regression coefficient in a model for weekly gold and silver prices. The underlying model is
where R t is the one period holding yield on the metal and r t is the risk-free rate of return assumed known by the agents at the beginning of the period. Using 208 weekly observations on gold and silver prices over the period [1975] [1976] [1977] [1978] [1979] and the return on 90-day U.S. Treasury bills with one week remaining until maturity as rt, their test rejected constancy of b2 for gold prices but not for silver prices. An identical result was obtained by King (1987) using an alternative test.
We focus on Watson and Engle's estimated model for silver prices which is R t = 0.6 + 0.75r t +e . (51.5) (9.3)
The standard errors, given in parentheses, indicate a poor fit which may be due to conditional heteroscedasticity of some form. When the LM test for ARCH(2) (or equivalently GARCH(1,2) or GARCH(2,2)) disturbances is applied using the popular form (6) heteroscedasticity of some form in the disturbances of (14).
CONCLUDING REMARKS _
This paper considered the twin problems of testing for ARCH and GARCH disturbances in the linear regression model. A feature of these testing problems is that they are one-sided in nature. This aspect is ignored by the standard LM test for ARCH disturbances proposed by Engle (1982) . We took up the suggestion of King and Wu (1990) 
