In this paper, the problem of solving linear algebraic equations of the form Ax = b among multi agents is considered. It is assumed that the interconnection graphs over which the agents communicate are random. It is assumed that each agent only knows a subset of rows of the partitioned matrix [A, b]. The problem is formulated such that this formulation does not require distribution dependency of random communication graphs. The random Krasnoselskii-Mann iterative algorithm is applied for almost sure convergence to a solution of the problem for any matrices A and b and any initial conditions of agents' states. The algorithm converges almost surely independently from the distribution and, therefore, is amenable to completely asynchronous operations withot Bconnectivity assumption.Based on initial conditions of agents' states, we show that the limit point of the sequence generated by the algorithm is determined by the unique solution of a convex optimization problem independent from the distribution of random communication graphs.
I. INTRODUCTION
Linear algebraic equations arise in modeling of many natural phenomena such as forecasting and estimation [1] . Since the processors are physically separated from each others, distributed computations to solve linear algebraic equations are important and useful. We consider the linear algebraic equation of the form Ax = b that is solved simultaneously by m agents assumed to know only a subset of the rows of the partitioned matrix [A, b], by using local information exchange from their neighbors; indeed, each agent only knows A i x i = b i , i = 1, 2, ..., m, where the goal of all agents is to achieve a consensus x 1 = x 2 = ... = x m =x wherẽ x ∈ {x|x = arg min
Several authors have proposed algorithms for solving the problem over non-random networks [2] - [26] . This problem can also be solved by subgradient algorithm proposed in [27] . Other distributed algorithms for solving linear algebraic equations have been proposed by some investigators [28] - [36] that the problems they consider are not the same as the problem considered in this paper. Some approaches propose cooperative solution methods that exploit the matrix A interconnectivity and have each node in charge of one single solution variable or a dual variable [28] - [29] .
In practice, because of packet drops or links' failures, random graphs are suitable models for the underlying graph This work was supported by National Science Foundation under Grant CCF-1320643, Grant CNS-1239319, and AFOSR Grant FA 9550-15-1-0119.. The work has been done while N. Elia was at Iowa State University. The proofs and extensions of this paper appear in [44] .
S. Sh over which agents communicate. Therefore, solving linear algebraic equations over random networks is very important and useful. As mentioned above, each agent i wishes to solve Ax = b by using its own private equation A i x i = b i in presence of random communication with its neighbors. One view of the problem is to formulate it as a constrained consensus problem over random networks and use the result in [37] ; nevertheless, the result in [37] needs each agent to use projection onto its constraint set with some probability at each time and also needs weighted matrix of the graph to be independent at each time. Another view of the problem is to formulate it as a distributed convex optimization problem over random networks and use the results in [38] - [41] . Nevertheless, the results in [38] - [41] are based on subgradient descent or diminishing step size that have slow convergence as an optimal solution is approached. Furthermore, the results in [38] - [41] need weighted matrix of the graph to be independent and identically distributed (i.i.d.). Contribution: In this paper, we consider the problem of solving linear algebraic equations of the form Ax = b over a network of m agents where each agent only knows a subset of the rows of the partitioned matrix [A, b] in presence of random interconnection graphs. Several authors in the literature have considered solving linear algebraic equations over switching networks with B-connectivity 1 assumption such as [18] . Nevertheless, B-connectivity assumption is not guaranteed to be satisfied for random networks. We formulate this problem such that this formulation does not need the distribution dependency of random interconnection graphs if the weighted matrix of the graph is doubly stochastic. Also, this framework allows random communication topologies to be dependent on each other or time. Wireless sensor networks motivates this framework since interference among the sensors communication correlates the links' failures over probability space or time. We assume that the set S = {x| min x Ax − b = 0} is non-empty. We apply the random Krasnoselskii-Mann iteration for almost sure convergence to a solution of the problem for any matrices A and b and any initial conditions. Moreover, based on initial conditions of agents' states, we show that the limit point to which the agents' states converge is determined by the unique solution of a feasible convex optimization problem regardless of the distribution of random interconnection graphs. The proposed algorithm, like those of [2] - [17] and [19] - [25] , requires that whole solution vector is computed and exchanged by each node over a network. We mention that the structure of the algorithm proposed in this paper is not similar to those proposed in the literature.
The paper is organized as follows. In section II, some preliminaries are given. In section III, formulations of the problem are presented. In section IV, the main results of this paper are presented.
Notations: denotes the set of all real numbers. We use 2-norm for vectors and induced 2-norm for matrices, i.e., for any vector z ∈ n , z = z 2 = √ z T z, and for any matrix Z ∈ n×n , Z = Z 2 = λ max (Z T Z) = σ max (Z) where T represents the transpose of matrix Z, λ max represents maximum eigenvalue, and σ max represents largest singular value. For any matrix Z ∈ n×n with
Sorted in an increasing order with respect to real parts, λ 2 (Z) represents the second eigenvalue of a matrix Z. Re(r) represents the real part of the complex number r. I n represents Identity matrix of size n×n for some n ∈ N where N denotes the set of all natural numbers. ⊗ denotes the Kronecker product. ∅ represents the empty set.
II. PRELIMINARIES AND PROBLEM FORMULATION

A. Preliminaries
A vector v ∈ n is said to be a stochastic vector when its components v i , i = 1, 2, ..., n, are non-negative and their sum is equal to 1; a square n × n matrix V is said to be a stochastic matrix when each row of V is a stochastic vector. A square n × n matrix V is said to be doubly stochastic matrix when both V and V T are stochastic matrices.
Let X be a real Hilbert space with norm . and inner product < ., . >. Let C be a nonempty subset of the Hilbert space X and H : C −→ X. The pointx is called a fixed point of H ifx = H(x). The set of fixed points of H is represented by F ix(H).
Let (Ω * , σ) be a measurable space (σ-sigma algebra) and C be a nonempty subset of a Hilbert space X. A mapping
Let ω * and ω denote elements in the sets Ω * and Ω, repectively.
Definition 1 [42]- [43] : A pointx ∈ X is a fixed value point of a random map T ifx = T (ω * ,x) for all ω * ∈ Ω * , and F V P (T ) represents the set of all fixed value points of T .
Definition 2: Let C be a nonempty subset of a Hilbert space X and T : Ω * × C −→ C be a random map. The map T is said to be non-expansive random operator if for each ω * ∈ Ω * and for arbitrary x, y ∈ C we have T (ω * , x) − T (ω * , y) ≤ x − y .
Definition 3: Let C be a nonempty subset of a Hilbert space X and H : C −→ C be a map. The map H is said to be non-expansive if for arbitrary x, y ∈ C we have H(x) − H(y) ≤ x − y .
Remark 1 [42] - [43] : Let C be a closed convex subset of a Hilbert space X. The set of fixed value points of a nonexpansive random operator T : Ω * × C −→ C is closed and convex.
Definition 4: A sequence of random variables x n is said to converge almost surely to x if there exists a set A such that P r(A) = 0, and for every ω / ∈ A, lim
Proposition 1 [46] : is a closed set. Definition 6 [47] : A set C ⊆ n is affine if the line through any two distinct points in C lies in C, i.e., if for any z, y ∈ C and α ∈ , we have αz
Moreover, every firmly nonexpansive mapping is nonexpansive by Cauchy-Schwarz inequality.
Then the random sequence generated by
where each element of {1, ...,Ñ } appears in the sequence {r(0), r(1), ...} an infinite number of times, converges to some point in ∩Ñ i=1 F ix(φ i ).
B. Problem Formulation
Now, we define the problem, considered in this paper, of solving linear algebraic equations over a random network. We adopt the following paragraph from [42] .
A network of m nodes labeled by the set V = {1, 2, ..., m} is considered. The topology of the interconnections among nodes is not fixed but defined by a set of graphs G(ω * ) = (V, E(ω * )) where E(ω * ) is the ordered edge set E(ω * ) ⊆ V × V and ω * ∈ Ω * where Ω * is the set of all possible communication graphs, i.e., Ω * = {G 1 , G 2 , ..., GN }. We assume that (Ω * , σ) is a measurable space where σ is the σalgebra on Ω * . We write N in i (ω * )/N out i (ω * ) for the labels of agent i's in/out neighbors at graph G(ω * ) so that there is an arc in G(ω * ) from vertex j/i to vertex i/j only if agent i receives/sends information from/to agent j. We write N i (ω * ) when N in i (ω * ) = N out i (ω * ). We assume that there are no self-looped arcs in the communication graphs.
The agents want to solve the problem min
where each agent merely knows a subset of the rows of the partitioned matrix [A, b]; precisely, each agent knows a private equation
We also assume that there is no communication delay or noise in delivering a message from agent j to agent i.
Similar to [42] , we define the weighted graph matrix W(ω * ) = [W ij (ω * )] as W ij (ω * ) = a ij (ω * ) for j ∈ N in i (ω * )∪{i} and W ij (ω * ) = 0 otherwise, where a ij (ω * ) > 0 is the scalar constant weight that agent i assigns to the information x j received from agent j. We impose the following assumption on the weights.
Assumption 1 [42] : The weighted graph matrix W(ω * ) is doubly stochastic for each ω * ∈ Ω * , i.e., i) j∈N in i (ω * )∪{i} W ij (ω * ) = 1, i = 1, 2, ..., m, ii) j∈N out i (ω * )∪{i} W ij (ω * ) = 1, i = 1, 2, ..., m. Remark 3: It is shown in [42] that Assumption 1 allows us to remove distribution dependency of interconnection graphs.
The objective of each agent is to collaboratively seek the solution of the following optimization problem using local information in presence of random interconnection graphs:
where x ∈ q . Now we impose the following assumption on the underlying graph.
Assumption 2 [42] : The union of all of the graphs in Ω * is strongly connected, i.e., Re[λ 2 ( ω * ∈Ω * (I m − W(ω * )))] > 0.
Remark 4: The statement of Assumption 2 is a necessary and sufficient condition (see [42] ).
Assumption 2 ensures that the information sent from each node will be finally obtained by every other node through a directed path. Next we formulate the above problem by using the proposed framework in [42] - [43] as the following problem.
Then the above problem under Assumptions 1 and 2 can be formulated as follows:
where x = [x 1 , ..., x m ] T , x i ∈ q , i = 1, 2, ..., m.
From Assumption 1 and Lemma 1, the random operator T (ω * , x) = W (ω * )x is nonexpansive [42] . Therefore, according to [42] , the distribution of random links' failures is not needed. Furthermore, F V P (T ) is a convex set (see Remark 1), and Problem 1 is a convex optimization problem.
Definition 7 [42] : Given a weighted graph matrix W(ω * ), T (ω * , x) := W (ω * )x, ∀ω * ∈ Ω * , is said to be weighted random operator of the graph. Similarly, for non-random case, T (x) := W x is said to be weighted operator of the graph.
Remark 5: The set C = {x ∈ mq |x i = x j , 1 ≤ i, j ≤ m, x i ∈ q } is known as consensus subspace. Consensus subspace is in fact the fixed value points set of weighted random operator of the graph with Assumption 2 [42] .
III. MAIN RESULTS
Before presenting our main results, we impose the following assumption on the equation Ax = b.
Assumption 3: The linear algebraic equation Ax = b has a solution, namely S = ∅.
Problem 1 with Assumption 3 can be reformulated as finding
and
The solution set of (3) is equal to the solution set of the following equation:
wherẽ
and θ i ∈ (0, 2 λmax(AiA T i ) ), i = 1, 2, ..., m. Due to space limitation, the proofs of lemmas are omitted and appear elsewhere. Now Problem 1 with Assumption 3 reduces to the following problem.
Problem 2: Consider Problem 1 with Assumption 3. Let H(x) :=Ãx +b, whereÃ andb are defined in (6)- (7) , and let T (ω * , x) be defined in Problem 1. The problem is to find
A Krasnoselskii-Mann iteration [52] - [53] with constant step size for finding a fixed point of a nonexpansive operator Γ(x) is x n+1 = 1 2 x n + 1 2 Γ(x n ). We show in Lemma 7 that
, β ∈ (0, 1). Also we show in Lemma 8 that the random operator D(ω * , x) is nonexpansive. Thus the random Krasnoselskii-Mann iterative algorithm for solving Problem 2 reduces to the following algorithm:
where β ∈ (0, 1). Now let (Ω * , σ) be a measurable space where Ω * and σ are defined in Section II.B. Consider a probability measure µ defined on the space (Ω, F) where Ω = Ω * × Ω * × Ω * × ...
such that (Ω, F, µ) forms a probability space. We denote a realization in this probability space by ω ∈ Ω.
Assumption 4 [42] : There exists a nonempty subset K ⊆ Ω * such that F V P (T ) = {z|z ∈ X,z = W (ω)z, ∀ω ∈ K}. Moreover,ω ∈ K occurs infinitely often almost surely.
Remark 6 [42] : If the sequence {ω * n } ∞ n=0 , P r(ω * ) > 0, is independent and identically distributed, then according to Borel-Cantelli lemma, Assumption 4 is satisfied. Moreover, any ergodic stationary sequences {ω * n } ∞ n=0 , P r(ω) > 0, satisfy Assumption 4 (see proof of Lemma 1 in [54] ). Consequently, any time-invariant Markov chain with its unique stationary distribution as the initial distribution satisfy Assumption 4 (see [54] ). Now we give our main theorem in this paper. Theorem 1: Consider Problem 2 with Assumption 4. Then starting from any initial condition, the sequence generated by (8) converges almost surely to x * which is the unique solution of the following convex optimization problem:
(9) Remark 7: Quadratic Lyapunov functions have been useful to analyze stability of linear dynamical systems. Nevertheless, quadratic Lyapunov functions may not exist for stability analysis of consensus problems in networked systems [55] . Furthermore, quadratic Lyapunov functions may not exist for stability analysis of switched linear systems [56] - [58] . Moreover, other difficulties mentioned in [59] may arise in using Lyapunov's direct method to analyze stability of dynamical systems. Also, LaSalle-type theorem for discrete-time stochastic systems (see [60] and references therein) needs {ω * n } ∞ n=0 to be independent. Therefore, we do not try Lyapunov's and LaSalle's approaches to analyze the stability of the dynamical system (8) in this paper.
Before we give the proof of Theorem 1, we should give some lemmas needed in the proof. 
where ω * ∈ Ω * , β ∈ (0, 1). Then F V P (D) = F ix(H) ∩ F V P (T ). Lemma 8: The random operator D(ω * , x) defined in Lemma 7 is nonexpansive.
Lemma 9: Let D(ω * , x), ω * ∈ Ω * , be defined in Lemma 7. Then F V P (D) is a closed convex nonempty set.
Lemma 10: Let T (ω * , x), ω * ∈ Ω * , be defined in Problem 1, and
where β ∈ (0, 1). Then F V P (S) is nonempty, closed, and convex. Lemma 11: Assume that the linear algebraic equation Ax = b does not have the unique solution, i.e., S is not a singleton. Let S(ω * , x) be defined in (11) . Then F V P (S) is a closed affine subspace.
Lemma 12: Let
Then Q 1 (ω * , x) and Q 2 (ω * , x) are nonexpansive and F V P (Q 1 ) = F V P (D) and F V P (Q 2 ) = F V P (S). Moreover, Q 1 (ω * , x) is firmly nonexpansive for each ω * ∈ Ω * . Proof of Theorem 1: From Lemmas 7 and 12, we can write (8) as
Consider ac ∈ F V P (D) = F V P (Q 1 ). From Lemma 12, we havec = Q 1 (ω * ,c). Hence, for all ω ∈ Ω, we have
implies that the sequence {x n } is Fejér monotone with respect to F V P (D) (see Definition 5 and Lemma 9). Therefore, the sequence is bounded by Lemma 2 for all ω ∈ Ω. Since m ∈ N ,N is finite, we obtain from (14) , Lemma 4, and Assumption 4 that {x n } ∞ n=0 converges almost surely to a random variable supported by F V P (Q 1 ) = F V P (D) for any initial condition.
It remains to prove that {x n } ∞ n=0 converges almost surely to the unique solution x * . If Problem 2 has a unique solution, then x * is the only feasible point of the optimization (9); otherwise, F V P (S) is a closed affine subspace by Lemma 11. Consider a fixedỹ ∈ F V P (D) = F V P (Q 1 ). Thus y = 1 2ỹ + 1 2 D(ω * ,ỹ) and D(ω * ,ỹ) =ỹ, ∀ω * ∈ Ω * . We obtain from these facts and (8) that
Now consider ac ∈ F V P (S) = F V P (Q 2 ). From (15) we obtain
which by nonexpansivity property of Q 2 (ω * , x) (see Lemma 12) implies
Since F V P (S) = F V P (Q 2 ) (by Lemma 12) is nonempty, closed, and convex (see Lemma 10), the sequence {x n − y} ∞ n=0 is Fejér monotone with respect to F V P (Q 2 ) = F V P (S) for all ω ∈ Ω. Moreover, F V P (S) = F V P (Q 2 ) (by Lemma 12) is a closed affine subspace by Lemma 11. Therefore, according to Lemma 3, we obtain lim n−→∞ x n −ỹ = P F V P (S) (x 0 −ỹ).
As a matter of fact, x * = z * +ỹ where z * = P F V P (S) (x 0 − y). Indeed, z * can be considered as the solution of the following convex optimization problem: 
Substituting (20) for (18) yields (9) . Because of strict convexity of 2-norm . , the convex optimization problem (9) has the unique solution. Thus the proof of Theorem 1 is complete.
IV. CONCLUSIONS
In this paper, the problem of solving a linear algebraic equation Ax = b which is solved by m agents has been considered where each agent only knows a subset of rows of the partitioned matrix [A, b] in presence of random communication topologies. We have formulated the problem in a way that the distribution of random communication graphs has not been required if the weighted matrix of the graph is doubly stochastic. We have applied the random Krasnoselskii-Mann iterative algorithm for almost sure convergence to a solution of the problem for any matrices A and b and any initial conditions of agents' states if a solution exists. We have shown that the limit point to which all agents' states converge is determined by the unique solution of a convex optimization problem.
