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Consider a one-dimensional series YN = (y1, . . . , yN) of length
N. Mapping this series into a sequence of lagged vectors with
size L, X1, . . . , XK, with Xi = (y1, . . ., yi+L1)
T e RL provides
the trajectory matrix X ¼ ðxi;jÞL;Ki;j¼1, where L(2 6 L 6 N/2) is
the window length and K= N  L+ 1;X ¼ ½X1; . . . ;XK ¼ ðxi;jÞL;Ki;j¼1 ¼
y1 y2 . . . yK
y2 y3 . . . yKþ1
..
. ..
. . .
. ..
.
yL yLþ1 . . . yN
2
66664
3
77775
:
The trajectory matrix X is a Hankel matrix as has equal ele-
ments on the antidiagonals i+ j= const. The importance of
X and its corresponding singular values can be seen in different
areas including time series analysis [1,2], biomedical signal pro-
cessing [3,4], mathematics [5], econometrics [6] and physics [7].
However, the distribution of eigenvalues/singular values and
their closed form has not been studied adequately [8]. For
recent work on the generalized eigenvalues of Hankel random
matrices see Naronic article [9]. For the eigenvalue distribu-
tions of beta-Wishart matrices which is a special case of ran-
dom matrix see Edelman and Plamen study [10].
926 H. Hassani et al.Furthermore, such Hankel matrix X naturally appears in
multivariate analysis and signal processing, particularly in Sin-
gular Spectrum Analysis, where each of it column represents
the L-lagged vector of observations in RL [11,12]. Accordingly,
the aim was to determine the accurate dimension of the system,
that is the smallest dimension with which the ﬁltered series is
reconstructed from a noisy signal. In this case, the main anal-
ysis is based on the study of the eigenvalues and corresponding
eigenvectors. If the signal component dominates the noise
component, then the eigenvalues of the random matrix X have
a few large eigenvalues and many small ones, suggesting that
the variations in the data takes place mainly in the eigenspace
corresponding to these few large eigenvalues. Note that the
number of correct singular values, r, for ﬁltering and noise
reduction, is increased with the increased L which makes the
comparison among different choices (L, r) more difﬁcult. Fur-
thermore, despite the fact that several approaches have been
proposed to identify the values of r [13], due to a lack of sub-
stantial theoretical results, none of them consider the distribu-
tion of singular values of X. Here, we study the empirical
distribution of singular values of X for different situations con-
sidering various criteria. Accordingly, the theoretical results on
the eigenvalues of XXT divided by its trace with a new view is
considered in Main results. The empirical results using simu-
lated data are presented in The empirical distribution of fi.
Some conclusions and recommendations for future research
are drawn in Conclusion.
Main results
The singular values of X are the square root of the eigenvalues
of the L by Lmatrix XXT, where XT is the conjugate transpose.
For a ﬁxed value of L and a series with length N, the trace of
matrix XXT, trðXXTÞ ¼ kXk2F ¼
PL
i¼1ki, where kkF denotes the
Frobenius norm, and kiði ¼ 1; . . . ;LÞ are the eigenvalues of
XXT. Note that the increase of sample size N leads to the
increase of ki which makes the situation more complex. To
overcome this issue, we divide XXT by its trace
ðXXT=PLi¼1kiÞ, which provides the following properties.
Proposition 1. Let f1, . . . , fL denote eigenvalues of the matrix
ðXXT=PLi¼1kiÞ, where X is a Hankel trajectory matrix with L
rows, and kiði ¼ 1; . . . ;LÞ are the eigenvalues of XXT. Thus, we
have the following properties:1. 0 6 fL 6 . . . 6 f1 6 1,
2.
PL
i¼1fi ¼ 1,
3. f1P 1/L,
4. fL 6 1/L.Proof. The ﬁrst two properties are simply obtained from
matrix algebra and thus not provided here. The outermost
inequalities are attained as equalities when, for example,
yi = 1 for all i. To prove the third property, the ﬁrst two
properties are used as follows. The second part conﬁrms
f1 + f2 + . . . + fL = 1. Thus, using the ﬁrst property, f1P fi
(i= 2, . . . , L), we obtain f1 + f1 + . . . + f1 = Lf1
P 1) f1P 1/L. Similarly, for the fourth property, it is
straightforward to show that fL + fL + . . . + fL = LfL
6 1) fL 6 1/L, since fL 6 fi(i= 1, 2, . . . , L  1), andP
fi = 1. Note also that if yL = 1 and yi = 0 for i „ L then
f1 = . . ., fL = 1/L. Rational number theory can also aid us to
provide more informative inequalities (for more information
see [14]). h
Let us now evaluate the empirical distribution of fi. In
doing so, a series of length N from different distributions, is
generated m times. For consistency and comparability of the
results, a ﬁxed value of L, here 10, is used for all examples
and case studies throughout the paper. For point estimation
and comparing the mean value of eigenvalues, the average of
each eigenvalue in m runs is used; fi as deﬁned before,
i= 1, . . . , L, and m is the number of the simulated series. Here
we consider eight different cases that can be seen in real life
examples:
(a) White Noise; WN.
(b) Uniform distribution with mean zero; U(a, a).
(c) Uniform distribution; U(0, a).
(d) Exponential distribution; Exp(a).
(e) b+ Exp(a).
(f) b+ t.
(g) Sine wave series; sin(u).
(h) b+ sin(u) + sin(#),
where a= 1, b= 2, u= 2pt/12, # = 2pt/5, and t is the time
which is used to generate the linear trend series.
The effect of N
In this section, we consider the effect of the sample size, N on
fi. Fig. 1 demonstrates fi for different values of N for cases
((a)–(c)) considered in this study. In Fig. 1, fi has a decreasing
pattern for different values of N. It can be seen that, for a large
N, fi ﬁ 1/10 for cases (a) and (b). Thus, increasing N clearly
affects the values of fi for the white noise (a) and uniform dis-
tribution (b). However, there is no obvious effect on fi for
other cases. For example, for case (c), f1 is approximately
equal to 0.8 for different values of N, and fi–1 is less than
1/10 (see Fig. 1 (right)).
Although the pattern of fi for the uniform distribution (c) is
similar to exponential case (d), but for case (c), f1 is greater
than f1 comparing to the case (d), whilst other fi are smaller.
It has been observed that fi has similar patterns for cases
((c), . . . , (f)). The values of fi for cases (a) and (b), where YN
generated from a symmetric distribution, are approximately
the same. The results clearly indicate that increasing N does
not have a signiﬁcant inﬂuence on the mean of fi for all cases
except (a) and (b). As a result, if YN is generated from WN or
U(1,1), then increasing N will affect the value of fi
signiﬁcantly.
The patterns of fi
Let us now consider the patterns of fi for N= 10
5. For the
white noise distribution (a) and trend series (f), fi has different
pattern. It is obvious that, for the white noise series, fi con-
verges asymptotically to 1/10, whilst for the trend series f1 is
approximately equal to 1, and fi–1 tends to zero. Similar
results were obtained for the uniform distributions, cases (b)
and (c), respectively.
Fig. 1 The plot of fi, (i= 1, . . . , 10) for different values of N for cases ((a)–(c)).
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similar patterns for fi. However, it is noticed that adding an
intercept b to the exponential distribution, increases the value
of f1 and decreases other fi. The results indicate that f1  0:6
and f2  0:4, whilst, other fi  zero for sine wave (g). It also
indicates that, for sine case (h), fi(i= 1, . . . , 5) are not zero,
whereas other fi tend to zero. It was noticed that the value
of f1 for sine wave (h) is greater than its value for sine case
(g), whilst the value of f2 is less.
The empirical distribution of fi
The distribution of fi was assessed for different values of L. It
was observed that the histograms of fi are similar for different
values of L (the results are not presented here). Therefore, for
graphical aspect, and visualization purpose, L= 10 is consid-
ered here. The results are provided only for f1, f5 and f10, for
the cases ((a), . . . , (d)), as similar results are observed for other
fi. Fig. 2 shows histogram of fi(i= 1, 5, 10) for L= 10, and
m= 5000 simulations. It appears that the histogram of f1, is
skewed to the right for samples taken from WN (a) and uni-
form distributions (b), whilst for the data generated from the
uniform (c) and exponential (d) distributions, might be sym-
metric. For the middle fi, the histogram might be symmetric
for the four cases (the results only provided for f5), whilst
the distribution of f10, is skewed to the left.
For cases, exponential distribution (e), trend series (f), and
sine wave series (g) and complex series (h), we have standard-
ized fi to have conveying information about their distributions.
Fig. 3 shows the density of fi (i= 1, 2, 3, 5, 6, 10) for those
cases. It is clear that f1 has different histogram for these cases,
and also different from what was achieved for the white noiseFig. 2 The histograms of f1, f5,and uniform distributions with zero mean. Remember that, if
YN generated from a symmetric distribution, like case (a)
and (b), f1 has a right skewed distribution. Moreover, it is
interesting that f10 has a negative skewed distribution for all
cases except the trend series and sine cases ((g) and (h)).
Additionally, it should be noted that, for sine series (g),
both f1 and f2 have similar distributions, whereas other fi have
right skewed distributions. It is obvious that the distribution of
fi for sine series (h) becomes skewed to the right for fi
(i= 6, . . . , 10). Remember that the sine wave (h) was gener-
ated from an intercept and two pure sine waves. This means
that the components related to the ﬁrst ﬁve eigenvalues create
the sine series (h). The results conﬁrm that adding even an
intercept alone will change the pattern of fi. Note that an inter-
cept can be considered as a trend in time series analysis.
Generally, if we add more non stochastic components to the
noise series, for instance trend, harmonic and cyclical compo-
nents, then the ﬁrst few eigenvalues are related to those com-
ponents and as soon as we reach the noise level the pattern of
eigenvalues will be similar to those found for the noise series.
Usually every harmonic component with a different fre-
quency produces two close eigenvalues (except for frequency
0.5 which provides one eigenvalues). It will be clearer if N,
L, and K are sufﬁciently large [15]. In practice, the eigenvalues
of a harmonic series are often close to each other, and this fact
simpliﬁes the visual identiﬁcation of the harmonic components
[15]. Thus, the results obtained here are very important for sig-
nal processing and time series techniques where noise reduc-
tion and ﬁltering matter.
Generally, it is not easy to judge visually if fi has a symmet-
ric distribution, thus it is necessarily to consider other criteria
like statistical test. We calculate the coefﬁcient of skewnessand f10 for cases ((a), . . . , (d)).
Fig. 3 The density of fi, i= 1, . . . , 6, 10 for cases ((e), . . . , (h)).
Table 1 The coefﬁcient of skewness for fi, (i= 1, . . . , 10), for all cases.
Coeﬃcient of Skewness of fi, i= 1, . . . , 10
WN U(1,1) U(0,1) Exp(1) 2 + Exp(1) sin(u) 2 + sin(u) + sin(#) 2 + t
f1 0.991 0.450 0.005 0.003 0.126 0.186 0.764 0.466
f2 0.692 0.733 0.428 0.330 0.230 0.186 0.273 0.544
f3 0.461 0.502 0.224 0.280 0.154 0.691 0.025 0.995
f4 0.401 0.234 0.075 0.092 0.154 0.623 0.096 0.781
f5 0.099 0.021 0.055 0.077 0.153 0.624 0.045 0.915
f6 0.140 0.130 0.001 0.071 0.154 0.649 0.775 0.835
f7 0.37 0.230 0.041 0.102 0.145 0.690 0.632 1.020
f8 0.503 0.460 0.033 0.139 0.110 0.855 0.716 1.135
f9 0.577 0.520 0.162 0.226 0.021 1.970 1.020 1.484
f10 0.810 0.790 0.371 0.480 0.036 1.880 1.459 2.030
928 H. Hassani et al.which is a measure for the degree of symmetry in the distribu-
tion of a variable. Table 1 represents the coefﬁcient of skew-
ness for fi for all cases. Bulmer [16] suggests that; if
skewness is less than 1 or greater than +1, the distribution
is highly skewed; if skewness is between 1 and 1/2 or
between +1/2 and +1, the distribution is moderately skewed,
and ﬁnally if skewness is between 1/2 and +1/2, the distribu-
tions approximately symmetric. Therefore, we can say that,
for instance, the distribution of f1 for cases ((c), . . . , (f)), and
f5 for all cases might be symmetric.
D’Agostino–Pearson normality test [17] is applied here to
evaluate this issue properly. It is also known as the omnibus
test because it uses the test statistics for both the skewness
and kurtosis to come up with a single p-value and quantify
how far from Gaussian the distribution is in terms of asymme-
try and shape. The p-value of D’Agostin test was signiﬁcant,
greater than 0.05 for f1, for cases ((c), . . . , (f)), whereas, it is less
than 0.05 for other cases ((a), (b), (g), (h)). Therefore, we
accept the null hypothesis that the data of f1 for cases
((c), . . . , (f)) are not skewed and as a result are symmetric.
Moreover, f5 has a symmetric distribution for all cases, except
the trend series and sine waves. The distribution of fi(i= 2, 4),
for the exponential case (d) is symmetric, whereas skewed for
the exponential case with intercept (e).
In terms of the distribution of fi for the trend series and sine
wave (g), the distributions of fi=1,2 are totally different to the
distributions of other fi, which becomes skewed distribution.
Note that the distribution of fi (i= 1, 2) for the trend series
is symmetric, whilst skewed for sine wave (g). For sine series
(h), the distribution of fi (i= 1, . . . , 5) is different from the
distribution of fi (i= 6, . . . , 10). It is obvious from the ﬁgure
that fi (i= 6, . . . , 10) has a right skewed distribution.Conclusions
The pattern of the eigenvalues of the matrix XXT=
PL
i¼1ki, gen-
erated from different distributions was studied, and several
properties were introduced. We have considered symmetric,
nonsymmetric distributions, trend and sine wave series. The
results indicate that for a large sample size N, fi; Nﬁ 1/L
for the symmetric distributions (the white noise and the uni-
form distributions with zero mean), whilst this convergence
has not been observed for other cases. The results also indicate
that, for the symmetric cases, the pattern of the ﬁrst eigenvalue
is skewed, whilst it can be symmetric for the trend and non-
symmetrical distributions. Furthermore, for all cases under
this study, the distribution of the middle fi, for L= 10, can
be symmetric except the pattern of f5 for the trend case and
both sine series. It is found that the last eigenvalue has a posi-
tive skewed distribution, for all cases except the trend series
and sine waves. For future research, the theoretical distribu-
tion of the matrix XXT=
PL
i¼1ki is of our interest.
Furthermore, we aim to evaluate the applicability of the
results found here for noise reduction of the chaotic series.
Additionally, we are applying the properties obtained here as
extra criteria for ﬁltering series with complex structure. We
may also consider a test to evaluate the k largest eigenvalues,
to decide whether the distribution of the eigenvalues can
resemble the particular distribution of the eigenvalues. In addi-
tion, the distribution of the smallest eigenvalue is as well of
great interest, for example, because its behavior is used to
prove its convergence to the circular law. Accordingly, the
study of the local properties of the spectrum as well as the
related distribution is of interest.
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