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Abstract
Let G be a finite abelian group and A a G-graded algebra over a field of characteristic zero. This paper is
devoted to a quantitative study of the graded polynomial identities satisfied by A. We study the asymptotic
behavior of cGn (A), n = 1,2, . . . , the sequence of graded codimensions of A and we prove that if A satisfies
an ordinary polynomial identity, limn→∞ n
√
cGn (A) exists and is an integer. We give an explicit way of
computing such integer by proving that it equals the dimension of a suitable finite dimension semisimple
G× Z2-graded algebra related to A.
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1. Introduction
Let A be an algebra over a field F of characteristic zero. It is well known that the study
of the polynomial identities satisfied by A is equivalent to the study of the multilinear ones
and in this setting an effective way to measure such identities is through the sequence of codi-
mensions cn(A), n = 1,2, . . . , of A. Recall that if Pn is the space of multilinear polynomials
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cn(A) = dimPn/(Pn ∩ Id(A)).
The asymptotic behavior of this sequence has been extensively studied in recent years leading
to classification results of several varieties of algebras. The key result in this area says that the
sequence of codimensions of a PI-algebra (algebra satisfying a non-trivial polynomial identity)
is exponentially bounded and its exponential rate of growth is an integer (see [14]).
When A is endowed with a structure of graded algebra the objects to study are the graded
polynomial identities satisfied by A and one defines a corresponding sequence of graded codi-
mensions. It is well known that such sequence is exponentially bounded in case of PI-algebras
[10] and the link between the two sequences (ordinary and graded) is an interesting object of
study. Some of the questions arising in this context are the following: can one compute the ex-
ponential rate of growth of this sequence? Is it an integer? What are the values it can assume?
How is it related to the exponential rate of growth of the (ordinary) codimensions? Here we shall
answer these questions when A is graded by a finite abelian group.
Throughout A will be an associative algebra over a field F of characteristic zero satisfying
an ordinary polynomial identity. Assume that A is graded by a finite abelian group G and let
A =⊕g∈G Ag be the decomposition of A into the sum of its homogeneous components Ag .
Recall that a G-graded polynomial identity for A is a polynomial in non-commuting variables
xi,g , i  1, g ∈ G, labeled by the group G, vanishing under any graded evaluation in A. Since
the study of the G-graded identities in characteristic zero can be reduced to the study of the
multilinear ones, for every n  1, we define PGn to be the space of multilinear polynomials in
the variables xi,g , 1 i  n,g ∈ G. Let IdG(A) be the ideal of G-graded polynomial identities
satisfied by A, and define cGn (A) = dimPGn /(PGn ∩ IdG(A)), the nth graded codimension of A.
The ordinary polynomial identities and corresponding codimensions are obtained by consid-
ering the trivial grading on A (or G = {e}). Since A is a PI-algebra, by [18] the sequence cn(A),
and so, cGn (A), n = 1,2, . . . , is exponentially bounded. Moreover in [11] and [12] it was shown
that limn→∞ n
√
cn(A) = exp(A) exists and is an integer called the PI-exponent of the algebra A.
Such integral scale gives a way to measure the varieties of algebras and it had lead to many
results including the classification of the so-called minimal varieties [3,7,13].
Our aim in this paper is to determine the exponential rate of growth of the sequence of
graded codimensions. We shall prove that if A is any G-graded algebra satisfying an ordinary
polynomial identity, the graded exponent expG(A) = limn→∞ n
√
cGn (A) exists and is an integer.
Moreover we shall produce an explicit way of computing the graded exponent by proving that
expG(A) equals the dimension of a suitable finite dimensional G × Z2-graded algebra related
to A. In case A is a G-graded finite dimensional algebra, the existence of the graded exponent
was proved in [2] (when G = Z2 this was proved in [5]). The main result in [2] is rediscovered
here as a special case. Nevertheless, a key tool used here is the existence of certain multialternat-
ing central polynomials constructed in [2].
The exponential growth of the codimensions and the integrality of the exponent for associative
graded algebras is quite surprising. In fact for Lie algebras or for general non-associative algebras
the situation is much more involved. For non-associative PI-algebras, the sequence of codimen-
sions is not always exponentially bounded [17]. Moreover, even in case the codimensions are
exponentially bounded, the exponential rate of growth can be non-integer. In fact in [9] the au-
thors constructed for any real number α > 1 an algebra whose codimensions are exponentially
bounded and their exponential rate of growth is equal to α.
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it was shown that the PI-exponent of a finite dimensional Lie algebra exists and is an integer.
Nevertheless in [22] an example was given of a Lie algebra whose PI-exponent is not an integer.
The starting point of this paper is a result recently proved independently by Aljadeff and
Belov [1] and Sviridova [20] asserting that the ideal of graded identities of a G-graded PI-algebra
coincides with the graded identities of the Grassmann envelope of a finite dimensional G × Z2-
graded algebra.
The main techniques employed in this paper are methods of representation theory of the
symmetric group [15] and computations of the asymptotics for the degrees of the irreducible
Sn-representations [6].
2. Preliminaries
Throughout the paper F will denote a field of characteristic zero and A an associative F -
algebra satisfying a non-trivial polynomial identity (PI-algebra). Let F 〈X〉 be the free associative
algebra on a countable set X = {x1, x2, . . .} and Id(A) = {f ∈ F 〈X〉 | f ≡ 0 in A} the T-ideal
of (ordinary) polynomial identities of A. For every n  1 we denote by Pn = {xσ(1) · · ·xσ(n) |
σ ∈ Sn} the space of multilinear polynomials in x1, . . . , xn and Pn(A) = Pn/(Pn ∩ Id(A)). The
integer cn(A) = dimPn(A) is called the nth codimension of A. In [18] it was proved that
the sequence of codimensions is exponentially bounded and in [11] and [12] it was proved
that
exp(A) = lim
n→∞
n
√
cn(A)
exists and is a non-negative integer called the PI-exponent of the algebra A.
Now assume that the algebra A is graded by a finite abelian group G. Let G = {g1 =
1, g2, . . . , gs} and let A = ⊕si=1 Agi be the decomposition of A into its homogeneous com-
ponents. Hence AgiAgj ⊆ Agigj , for all i, j = 1, . . . , s.
We denote by F 〈X ,G〉 the free associative G-graded algebra of countable rank over F . Here
the set X decomposes as X = ⋃si=1 Xgi , where the sets Xgi = {x1,gi , x2,gi , . . .} are disjoint,
and the elements of Xgi have homogeneous degree gi . The algebra F 〈X ,G〉 has a natural G-
grading F 〈X ,G〉 =⊕g∈G Fg , where Fg is the subspace of F 〈X ,G〉 spanned by the monomials
xi1,gj1
· · ·xit ,gjt of homogeneous degree g = gj1 · · ·gjt .
Recall that an element f of F 〈X ,G〉 is called a graded polynomial. Also, f is a graded
(polynomial) identity of the algebra A, and we write f ≡ 0, in case f vanishes under all graded
substitutions xi,g → ag ∈ Ag .
Let IdG(A) = {f ∈ F 〈X ,G〉 | f ≡ 0 on A} be the ideal of graded identities of A. It is easily
checked that IdG(A) is invariant under all graded endomorphisms of F 〈X ,G〉.
Notice that if for i  1 we set xi = xi,g1 + · · · + xi,gs , then the free algebra F 〈X〉 is naturally
embedded in F 〈X ,G〉 and we can regard the (ordinary) identities of A as a special kind of graded
identities.
Since charF = 0, the multilinear polynomials of IdG(A) determine all of IdG(A). Hence for
n 1 define
PGn = spanF {xσ(1),g · · ·xσ(n),g | σ ∈ Sn, gi , . . . , gin ∈ G}iσ (1) iσ (n) 1
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Hence the ideal IdG(A) is determined by the sequence of subspaces PGn ∩ IdG(A), n = 1,2, . . . ,
and we construct the quotient spaces PGn (A) = P
G
n
PGn ∩ IdG(A)
. The non-negative integer
cGn (A) = dimF PGn (A), n 1,
is called the nth G-graded codimension of A.
The purpose of this paper is to study the asymptotic behavior of the sequence cGn (A), n =
1,2, . . . , comparing it with that of the (ordinary) codimensions cn(A), n = 1,2, . . . .
In general it is easy to see that, for every n, cn(A) cGn (A) and, since A is a PI-algebra, by
[10] we get that
cGn (A) |G|ncn(A), n 1. (1)
Hence the sequence of G-codimensions is exponentially bounded and by [11] and [12] we im-
mediately get that
exp(A) lim inf
n→∞
n
√
cGn (A) lim sup
n→∞
n
√
cGn (A) |G| exp(A).
Here we shall prove that limn→∞ n
√
cGn (A) exists and we shall compute its exact value by proving
that it is equal to the dimension of a suitable semisimple subalgebra of a certain finite dimen-
sional G × Z2-algebra whose Grassmann envelope satisfies the same graded identities as A (the
Grassmann envelope is introduced in the sequel).
Next we are going to reduce the study of PGn (A) to that of smaller spaces. Let n  1 and
write n = n1 + · · · + ns a sum of non-negative integers. Define Pn1,...,ns ⊆ PGn to be the space
of multilinear graded polynomials in which the first n1 variables have homogeneous degree g1,
the next n2 variables have homogeneous degree n2 and so on. Notice that given such n1, . . . , ns ,
there are
( n
n1,...,ns
)
subspaces isomorphic with Pn1,...,ns , where
( n
n1,...,ns
) = n!
n1!···ns ! denotes the
multinomial coefficient. It is clear that PGn is the direct sum of such subspaces with n1 + · · · +
ns = n. Moreover such decomposition is inherited by Pn1,...,ns ∩ IdG(A). At the light of these
observations, one defines
Pn1,...,ns (A) =
Pn1,...,ns
Pn1,...,ns ∩ IdG(A)
and
cn1,...,ns (A) = dimPn1,...,ns (A).
Therefore, by checking dimensions we easily get that
cGn (A) =
∑ ( n
n1, . . . , ns
)
cn1,...,ns (A). (2)n1+···+ns=n
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bounds for cn1,...,ns (A) and then use (2).
The space Pn1,...,ns (A) is naturally endowed with a structure of Sn1 × · · · × Sns -module in the
following way. The group Sn1 ×· · ·×Sns acts on the left on Pn1,...,ns by permuting the variables of
the same homogeneous degree; hence Sn1 permutes the variables of homogeneous degree g1, Sn2
those of homogeneous degree g2, etc. Since IdG(A) is invariant under this action, Pn1,...,ns (A)
inherits a structure of Sn1 × · · · × Sns -module and we denote by χn1,...,ns (A) its character.
If λ is a partition of n, we write λ  n. It is well known that there is a one-to-one corre-
spondence between partitions of n and irreducible Sn-characters. Hence if λ  n, we denote by
χλ the corresponding irreducible Sn-character. Now, if λ(1)  n1, . . . , λ(s)  ns , are partitions,
then we write 〈λ〉 = (λ(1), . . . , λ(s))  (n1, . . . , ns) and we say that 〈λ〉 is a multipartition of
n = n1 + · · · + ns .
Since charF = 0, by complete reducibility χn1,...,ns (A) can be written as a sum of irreducible
characters and let
χn1,...,ns (A) =
∑
〈λ〉n
m〈λ〉χλ(1) ⊗ · · · ⊗ χλ(s), (3)
where 〈λ〉 = (λ(1), . . . , λ(s))  (n1, . . . , ns) is a multipartition of n = n1 +· · ·+ns and m〈λ〉  0
is the multiplicity of χλ(1) ⊗ · · · ⊗ χλ(s) in χn1,...,ns (A). We call χn1,...,ns (A) the (n1, . . . , ns)th
cocharacter of A.
A basic fact that we shall need in what follows is that the multiplicities m〈λ〉 in (3) are poly-
nomially bounded.
Remark 1. (See [2, Remark 1].) There exist constants C,k such that for all n 1, m〈λ〉  Cnk
in (3).
Next we recall some basic facts about the representation theory of Sn. Let λ  n and let Tλ be
a Young tableau of shape λ. Let RTλ and CTλ be the subgroups of Sn stabilizing the rows and the
columns of Tλ, respectively. Then, if we define R+Tλ =
∑
σ∈RTλ σ and C
−
Tλ
=∑τ∈CTλ (sgn τ)τ ,
the element eTλ = R+TλC−Tλ is an essential idempotent of FSn generating an irreducible Sn-module
whose character is χλ.
Now, let 〈λ〉 = (λ(1), . . . , λ(s))  (n1, . . . , ns) be a multipartition of n and for every i =
1, . . . , s, let Tλ(i) be a tableau of shape λ(i) and eTλ(i) the corresponding essential idempo-
tent of FSni . Let us write T〈λ〉 = (Tλ(1), . . . , Tλ(s)) for the multitableau on 〈λ〉 and let eT〈λ〉 =
eTλ(1) · · · eTλ(s) be the corresponding essential idempotent of F(Sn1 × · · · × Sns ).
Lemma 1. Let M be an Sn1 × · · · × Sns -module and eT〈λ〉u = 0 for some u ∈ M .
1. For any j and any subgroup H of CTλ(j) , (
∑
σ∈H (sgnσ)σ )eT〈λ〉u = 0.
2. For any j and any subgroup H of RTλ(j) , (
∑
σ∈H σ)(C
−
Tλ(1)
· · ·C−Tλ(s) )eT〈λ〉u = 0.
Proof. Since eT〈λ〉u = 0, for any j , eTλ(j)u = 0 and the result follows as in the proof of [14,
Lemma 2.5.1]. Property 2 is proved similarly. 
Let 〈λ〉 = (λ(1), . . . , λ(s))  (n1, . . . , ns) and T〈λ〉 = (Tλ(1), . . . , Tλ(s)) a multitableau associ-
ated to 〈λ〉. We make the following
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polynomial f0 ∈ Pn1,...,ns .
Given integers d, l, t  0 we define the partition
h(d, l, t) = ( l + t, . . . , l + t︸ ︷︷ ︸
d
, l, . . . , l︸ ︷︷ ︸
t
).
Hence h(d, l, t) has a hook shaped diagram as shown in the picture below
We also define an infinite hook H(d, l) as follows
H(d, l) =
⋃
n1
{
λ = (λ1, . . . , λr )  n | λd+1  l
}
.
If λ = (λ1, λ2, . . .)  n and μ = (μ1,μ2, . . .)  m are two partitions, we write λ μ if λi 
μi , for every i  1 (the diagram of λ is contained in the diagram of μ). Accordingly, if 〈λ〉 =
(λ(1), . . . , λ(s)) and 〈μ〉 = (μ(1), . . . ,μ(s)) are two multipartitions, we write 〈λ〉  〈μ〉 if for
all i = 1, . . . , s, λ(i) μ(i).
Recall that for a partition λ  n, dλ = χλ(1) is the degree of the irreducible Sn-character
associated to λ. Here we record two results that we shall need in what follows.
Lemma 2. (See [14, Lemma 6.2.4].) Let λ  n,μ  n′ be such that μ  λ. If n − n′  c then
n−2cdμ  dλ  ncdμ. Hence dμ  dλ.
Lemma 3. (See [6].) For some constants C, r > 0 the following inequality holds
∑
λn
λ∈H(d,l)
dλ  Cnr(d + l)n.
In the following two lemmas we exploit the symmetry and skew-symmetry of the polynomials
corresponding to a multitableau. If f ∈ F 〈X ,G〉 is a polynomial in the variables of the finite sets
Xg , . . . ,Xgs of homogeneous degree g1, . . . , gs , respectively, we write f = f (Xg , . . . ,Xgs ).1 1
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f (Xg1, . . . ,Xgs ) a non-zero polynomial corresponding to a multitableau T〈λ〉 = (Tλ(1), . . . , Tλ(s)).
Suppose that there exists j such that λ(j)  h(d, l, t), for some d, l, t . Then we can find a
subset Ygj of Xgj , which can be partitioned into a disjoint union
Ygj = Y 1 ∪ · · · ∪ Yd,
|Y 1| = · · · = |Yd | = l + t , with the property that for some r ∈ F(Sn1 × · · ·× Sns ), rf = 0 and rf
is symmetric on Y i , for all 1 i  d .
Moreover we can write rf = f1 + f2 + · · · and, for every fi , i  1, there is a partition of Ygj
Ygj = W 1 ∪ · · · ∪Wl+t ,
|W 1| = · · · = |Wl+t | = d , such that fi is alternating on Wm, 1m l + t .
Proof. Let Tj be the rectangular tableau with d rows and t + l columns lying in the upper
left corner of Tλ(j). For i = 1, . . . , d , let Ni be the set of integers in the ith row of Tj and set
N = N1 ∪ · · · ∪ Nd . Also, for k = 1, . . . , l + t , let Mk be the set of integers contained in the
kth column of Tj . Set H = {σ ∈ RTλ(j) | σ(i) = i for any i /∈ N}, and r = (
∑
σ∈H σ)C
−
Tλ(j)
. Let
Y i = {xk,gj | k ∈ Ni}, Zi = {xk,gj | k ∈ Mi}.
By Lemma 1, rf = 0. Moreover, rf is symmetric on Y i for each i. On the other hand, the
polynomial C−Tλ(j)f is alternating on Z
i
, therefore for any σ ∈ H , σC−Tλ(j)f is alternating in
the variables of each Wi = σ(Zi), 1 i  l + t . Hence, rf is the required multilinear polyno-
mial. 
By exchanging the role of rows and columns and their properties, we can easily get the fol-
lowing
Lemma 5. Under the hypotheses of the previous lemma, there exists a subset Ygj of Xgj , which
can be partitioned into a disjoint union
Ygj = Y 1 ∪ · · · ∪ Y l,
|Y 1| = · · · = |Y l | = d + t with the property that for some r ∈ F(Sn1 × · · · × Sns ), rf = 0 and rf
is alternating on Y i , for all 1 i  l.
Moreover rf = f1 + f2 + · · · and, for every fi , i  1, there is a partition of Ygj
Ygj = W 1 ∪ · · · ∪Wd+t ,
|W 1| = · · · = |Wd+t | = l, such that fi is symmetric on Wm, 1m d + t .
866 A. Giambruno, D. La Mattina / Advances in Mathematics 225 (2010) 859–8813. Guessing expG(A)
Let B =⊕(g,i)∈G×Z2 B(g,i) be a G×Z2-graded algebra. Then B has an induced Z2-grading,
B = B0 ⊕B1, where B0 =⊕g∈G B(g,0) and B1 =⊕g∈G B(g,1), and an induced G-grading B =⊕
g∈G Bg where, for all g ∈ G, Bg = B(g,0) ⊕B(g,1).
Let E = 〈e1, e2, . . . | eiej = −ej ei〉 be the infinite dimensional Grassmann algebra over F and
let E = E0⊕E1 be its standard Z2-grading. Here E0 (resp. E1) is the span of all monomials in the
ei ’s of even (resp. odd) length. Then, the Grassmann envelope of B , E(B) = (B0 ⊗E0)⊕ (B1 ⊗
E1) has a natural G-grading induced from the G-grading of B given by E(B) =⊕g∈G E(B)g ,
where E(B)g = (B(g,0) ⊗ E0)⊕ (B(g,1) ⊗E1).
In order to compute the exponential rate of growth of the graded codimensions of a G-graded
algebra we need to apply a result, proved independently in [1] and [20], which extends an im-
portant theorem of Kemer [16, Theorem 2.3] to the graded case. The result is the following: let
G be a finite abelian group and A a G-graded PI-algebra over a field of characteristic zero. Then
there exists a finite dimensional G × Z2-graded algebra B such that IdG(A) = IdG(E(B)). It is
worth noticing that by [1] such result still holds if the group G is not abelian.
We fix the notation throughout the paper: G = {g1, . . . , gs} is a finite abelian group and A is
a finite dimensional G×Z2-graded algebra over an algebraically closed field F of characteristic
zero.
Now, by the Wedderburn–Malcev theorem [8], we can write
A = B + J
where B is a maximal semisimple subalgebra of A and J = J (A) is its Jacobson radical. It
is well known that J is a graded ideal, moreover by [21] we assume, as we may, that B is a
G× Z2-graded subalgebra of A. Hence we can write
B = B1 ⊕ · · · ⊕Bk
where B1, . . . ,Bk are G× Z2-graded simple algebras. We start by making a definition.
Definition 2. We say that a semisimple subalgebra C = C1 ⊕ · · · ⊕ Ch, where C1, . . . ,Ch ∈
{B1, . . . ,Bk} are distinct, is admissible if C1JC2J · · ·JCh = 0.
Then we define
p = p(A) = max(dimC) (4)
where C runs over all admissible subalgebras of B .
In Theorem 1 below we shall prove that p(A) coincides with limn→∞ n
√
cGn (E(A)).
We shall make use of (2) in order to deduce an upper and lower bounds for cGn (E(A)) from
an upper and lower bounds for cn1,...,ns (E(A)).
4. Computing an upper bound for the G-codimensions
In this section we shall prove that the nth G-codimension of E(A) is bounded from above by
Cntpn, for some constants C, t , where p is the integer defined in (4).
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{g1, . . . , gs} and if B is a G × Z2-graded algebra, then B inherits a structure of G-graded al-
gebra B =⊕sj=1 Bgj where Bgj = B(gj ,0) ⊕B(gj ,1).
Lemma 6. Let A = B + J be a finite dimensional G×Z2-graded algebra, dimA = m, with B a
maximal G × Z2-graded semisimple subalgebra. Let 〈λ〉 = (λ(1), . . . , λ(s)) be a multipartition
of n and suppose that for some j , 1 j  s,
λ(j) h(d, l, t),
where d + l > dimBgj and t > (d + l)m + m. Then any multilinear G-graded polynomial f =
eT〈λ〉f0 corresponding to a multitableau T〈λ〉 vanishes in E(A).
Proof. Write B = C1 ⊕ · · · ⊕ Ck a sum of G × Z2-graded simple algebras and fix a basis A of
G × Z2-homogeneous elements of A which is the union of corresponding bases of C1, . . . ,Ck
and J , respectively. In what follows all evaluations of A will be made in A.
Let p0 = dimB(gj ,0) and p1 = dimB(gj ,1). Since d + l > dimBgj = dimB(gj ,0) + dimB(gj ,1)
then either d > dimB(gj ,0) or l > dimB(gj ,1). Let T〈λ〉 be a multitableau corresponding to 〈λ〉
and let f = eT〈λ〉f0 be a non-zero corresponding polynomial. Write f = f (Xg1, . . . ,Xgs ).
Suppose first that d > dimB(gj ,0). By Lemma 4, there exists a subset Ygj of Xgj , such that
Ygj = Y 1 ∪ · · · ∪ Yd, (5)
|Y 1| = · · · = |Yd | = l + t , and, for some r ∈ F(Sn1 × · · · × Sns ), rf = 0 is symmetric on Y i , for
all 1 i  d .
Notice that, since f generates an irreducible left Sn1 × · · · × Sns -module,
F(Sn1 × · · · × Sns )f = F(Sn1 × · · · × Sns )rf
and, in order to prove that f ∈ IdG(E(A)), it is enough to prove that rf ∈ IdG(E(A)).
By Lemma 4, we write rf = f1 + f2 + · · · where each fi is alternating on suitable disjoint
subsets of Ygj . Suppose that there exists some substitution of the variables such that the corre-
sponding evaluation of rf gives a non-zero value in E(A). Then at least one of the summands fi
should have a non-zero evaluation. Let it be f1 /∈ IdG(E(A)). Then Ygj decomposes as
Ygj = W 1 ∪ · · · ∪Wl+t ,
where |Wi | = d and f1 is alternating on Wi , for every 1 i  l + t .
Notice that since f1 is alternating on each set Wi , and our evaluations are in A ⊗ E, in order
to get a non-zero value, no two variables of Wi can be evaluated into elements of the type a ⊗ e1
and a⊗e2 with a ∈ B(gj ,0), e1, e2 ∈ E0. Thus, since dimB(gj ,0)  d−1, and |Wi | = d , it follows
that in order to get a non-zero value we must evaluate f1 and, so rf , into at least l + t elements
of the type a ⊗ e where a ∈ B(gj ,1) ∪ J , e ∈ E1 or a ∈ J , e ∈ E0.
If J q = 0, where q is the index of nilpotence of J , then at least l + t − q + 1 variables must
be evaluated into elements of the type a ⊗ e with a ∈ B(g ,1), e ∈ E1.j
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since dimA = m q (this is seen by considering the left regular representation of A). Therefore
l + t − q + 1 > dm and by looking at the decomposition (5), since |Y 1| = · · · = |Yd |, we get
that there exists Y i containing m + 1 variables that must be evaluated into elements of the type
a ⊗ e with a ∈ B(gj ,1), e ∈ E1. Since m+ 1 > dimB(gj ,1) it follows that at least two variables in
Y i take value c ⊗ e1 and c ⊗ e2, where c ∈ B(gj ,1) ∩ A, e1, e2 ∈ E1. But rf is symmetric on Y i .
Hence, the corresponding value will be zero, a contradiction.
Now assume that l > dimB(gj ,1).
By Lemma 5, the set Ygj decomposes as
Ygj = Y 1 ∪ · · · ∪ Y l,
|Y 1| = · · · = |Y l | = d + t and for some r ′ ∈ F(Sn1 × · · · × Sns ), r ′f is alternating on Y i , for all
1 i  l. Moreover r ′f = f1 + f2 + · · · , and each fi is symmetric on suitable disjoint subsets
of Ygj .
Suppose that r ′f /∈ IdG(E(A)). In particular, there exists a summand with non-zero evalua-
tion. Let it be f1. Then Ygj decomposes as
Ygj = W 1 ∪ · · · ∪ Wd+t ,
where |Wi | = l and f1 is symmetric on Wi , 1 i  d + t .
Since f1 is symmetric on each Wi , in order to get a non-zero evaluation, no two variables
of the same Wi can be evaluated into a ⊗ e1, a ⊗ e2, a ∈ B(gj ,1) ∩ A, e1, e2 ∈ E1. Thus, since
dimB(gj ,1)  l − 1 and |Wi | = l, in order to get a non-zero value, we must evaluate f1 into at
least d + t elements of the type a ⊗ e where a ∈ (B(gj ,0) ∪ J )∩ A, e ∈ E0 or a ∈ J ∩ A, e ∈ E1.
Since J q = 0, we have to replace at least d + t − q + 1 > lm variables of Ygj with elements of
the type a ⊗ e, with a ∈ B(gj ,0) ∩ A, e ∈ E0.
Since dimB(gj ,0) m, we should replace at least two variables of the same alternating set Y i
with tensors c ⊗ e1, c ⊗ e2 where e1, e2 ∈ E0 and c ∈ B(gj ,0) ∩ A. But in this case r ′f will take
a zero value and the proof is complete. 
A consequence of the above lemma is the following.
Corollary 1. Let A = B +J be as in the previous lemma, dimA = m. Let 〈λ〉 = (λ(1), . . . , λ(s))
be such that, for some j , 1 j  s,
λ(j) h
(
d, l, (m+ 1)2),
with d + l = dimBgj + 1. Then any multilinear G-graded polynomial corresponding to a multi-
tableau T〈λ〉 vanishes in E(A).
Proof. Since d + l = dimBgj + 1 and m  dimBgj , we get (m + 1)2 > (m + 1)m + m 
(dimBgj + 1)m + m = (d + l)m + m and the result follows from the previous lemma with
t = (m + 1)2. 
We are now in a position to determine a useful upper bound for cG(E(A)).n
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in (4). Then there exist constants C1, r1 such that cGn (E(A)) C1nr1pn.
Proof. If A is a nilpotent algebra the conclusion of the lemma is clearly true. Hence we may
assume that A = B + J , B = 0 and B = B1 ⊕ · · · ⊕ Bk , where B1, . . . ,Bk are G × Z2-graded
simple algebras. Fix a basis A of G × Z2-homogeneous elements of A which is the union of
corresponding bases of B1, . . . ,Bk and J , respectively. In what follows all evaluations of A will
be made in A.
Let J q = 0 and consider any n > q . For a multipartition 〈λ〉 = (λ(1), . . . , λ(s))  (n1, . . . , ns)
of n, let χn1,...,ns (E(A)) be the (n1, . . . , ns)th cocharacter of E(A) and write
χn1,...,ns
(
E(A)
)= ∑
〈λ〉n
m〈λ〉χλ(1) ⊗ · · · ⊗ χλ(s). (6)
Let f = eT〈λ〉f0 be a polynomial corresponding to 〈λ〉 and suppose that f /∈ IdG(E(A)). Let
a1, . . . , ar ∈ A be such that f (a1 ⊗ e1, . . . , ar ⊗ er) = 0, for suitable e1, . . . , er ∈ E. Consider
the simple components Bi containing at least one of these elements. Suppose for simplicity that
they are B1, . . . ,Br . Let B ′ = B1 ⊕ · · · ⊕ Br and set A′ = B ′ + J . Since n > q , B ′ = 0. Now,
any monomial of f belongs to Bi1J · · ·JBir = 0, for some permutation
( 1 ··· r
i1 ··· ir
)
. It follows that
f /∈ IdG(E(A′)). Also, by the definition of p, dim(B ′)  p. Hence, if we set pj = dimB ′gj ,
1 j  s, we have that
∑
j pj  p. Let dimA′ = m. Now, if for some j ∈ {1, . . . , s}, λ(j) 
h(d, l, t), where d + l = pj + 1 and t = (m + 1)2, by the previous corollary we get that f ∈
IdG(E(A′)), a contradiction.
We claim that for every j ∈ {1, . . . , s}, λ(j) is contained in H(d,pj − d)∪ (su), the union of
an infinite hook H(d,pj − d), d  0, and a rectangular diagram (su) where s = (m+ 1)2 +m−
pj + d and u = (m+ 1)2 +m− d . In other words λ(j)H(d,pj − d)∪ (su) where
H(d,pj − d)∪
(
su
)= ⋃
n1
{
λ = (λ1, . . . , λr )  n
∣∣ λd+1  pj − d + s, λd+u+1  pj − d}.
In fact, write λ(j) = (λ1, λ2, . . .) and suppose that for some i, λi > (m + 1)2 + m. Let k be the
integer such that λk > (m + 1)2 + m and λk+1  (m + 1)2 + m. If k > pj , then λ  h(pj +
1,0, (m+ 1)2) and we reach a contradiction by Corollary 1. Thus k  pj .
Set (m+ 1)2 +m+ 1 = t . If λt  pj − k + 1, then λ(j) μ where μ = (μ1, . . . ,μt ) is such
that μ1 = · · · = μk = t and μk+1 = · · · = μt = pj − k + 1, i.e., μ = (tk, (pj − k + 1)t−k).
Since (m+ 1)2 +m+ 1− (pj − k+ 1) (m+ 1)2 and (m+ 1)2 +m+ 1− k  (m+ 1)2, we
see that μ h(k,pj − k + 1, (m+ 1)2). Hence λ(j) h(k,pj − k + 1, (m+ 1)2) and again we
get a contradiction by Corollary 1. Thus λt  pj −k and λ(j) is contained in H(k,pj −k)∪ (su)
as wished.
Therefore we may assume that λ1  (m + 1)2 + m. Clearly λt  pj since otherwise λ(j)
h(0,pj +1, (m+1)2), contrary to Corollary 1. This says that λ(j) is contained in H(0,pj )∪(su)
and the claim is proved.
The claim just proved implies that for all j ∈ {1, . . . , s}, λ(j) contains a subpartition μ(j)
such that μ(j)  H(d,pj − d) and, if λ(j)  nj , μ(j)  n′j we have that nj − n′j  Tj = su.
By Lemma 2, dλ(j)  n
Tj
dμ(j).j
870 A. Giambruno, D. La Mattina / Advances in Mathematics 225 (2010) 859–881The property just proved says that if m〈λ〉 = 0, there exists a multipartition 〈μ〉 = (μ(1), . . . ,
μ(s))  (n′1, . . . n′s), n′1 + · · · + n′s = n′, such that λ(j) μ(j), μ(j)H(d,pj − d), for some
d , and dλ(j)  nTj dμ(j)  nT dμ(j), for 1 i  s where T = (m+ 1)6.
For n = n1 + · · · + ns , define
S = Sn1,...,ns =
{〈λ〉 = (λ(1), . . . , λ(s))  (n1, . . . , ns) ∣∣m〈λ〉 = 0 in (6)}.
By Remark 1, the multiplicities in (6) are polynomially bounded, hence there exists a constant
k > 0 such that m〈λ〉  nk , for all 〈λ〉 ∈ S. By using Lemmas 2 and 3 we obtain
cn1,...,ns
(
E(A)
)= ∑
〈λ〉∈S
〈λ〉=(λ(1),...,λ(s))
m〈λ〉dλ(1) · · ·dλ(s)
 nknsT
s∑
j=1
pj∑
ij=0
∑
μ(j)n′jnj
μ(j)∈H(ij ,pj−ij )
dμ(1) · · ·dμ(s)  C1napn11 · · ·pnss ,
for some constants C1, a. By the multinomial theorem we obtain
cGn
(
E(A)
)= ∑
n1+···+ns=n
(
n
n1, . . . , ns
)
cn1,...,ns
(
E(A)
)
 C1na
∑
n1+···+ns=n
(
n
n1, . . . , ns
)
p
n1
1 · · ·pnss  C1na(p1 + · · · + ps)n = C1napn
and the proof is complete. 
5. G×Z2-graded simple algebras
We introduce the notion of multialternating polynomial that will be an essential tool through-
out the paper.
Let t > 0 be an integer and let
X
j
gi =
{
x
j
1,gi , . . . , x
j
mi,gi
}⊆ Xgi , 1 j  t, 1 i  s,
be ts distinct sets of homogeneous variables, |Xjgi | = mi . Let also W ⊆
⋃s
i=1 Xgi be another set
of homogeneous variables disjoint from the previous sets.
Let f = f (X1g1 , . . . ,X1gs , . . . ,Xtg1, . . . ,Xtgs ,W) ∈ F 〈X ,G〉 be a multilinear graded polyno-
mial in the variables of the sets Xjgi and W , 1 i  s and 1 j  t .
Definition 3. If f is alternating in the indeterminates of each set Xjgi , then we say that f is t-fold
(m1, . . . ,ms)-alternating. In case t = 1 we simply say that f is (m1, . . . ,ms)-alternating.
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write xi,(g,0) = yi,g and xi,(g,1) = zi,g , for g ∈ G and i  1. Accordingly for homogeneous sets
of variables we shall write X(g,0) = Yg and X(g,1) = Zg .
In case a polynomial f is t-fold (m1, . . . ,ms)-alternating on variables of homogeneous degree
(g,0), g ∈ G, i.e., variables of the sets Y jgi , we say that f is t-fold (m1, . . . ,ms)-alternating on
Y . Similarly we define polynomials t-fold (m1, . . . ,ms)-alternating on Z.
Let f ∈ F 〈X ,G × Z2〉 be a multilinear polynomial and write f in the form
f =
∑
σ∈Sm
W=(w0,w1,...,wm)
ασ,Ww0zσ(1)w1 · · ·wm−1zσ(m)wm
where z1, . . . , zm are variables of homogeneous degree (g,1), g ∈ G, w0,w1, . . . ,wm are mono-
mials in variables of homogeneous degree (g,0), g ∈ G and ασ,W ∈ F . Then define
f˜ =
∑
σ∈Sm
W=(w0,w1,...,wm)
(sgnσ)ασ,Ww0zσ(1)w1 · · ·wm−1zσ(m)wm.
Recall that according to [14], the map ˜ has the following basic properties:
1) f is a G× Z2-graded identity of E(A) if and only if f˜ is a G× Z2-graded identity of A;
2) ˜˜f = f ;
3) for any subset of variables Z′ of {z1, . . . , zm}, f is alternating on Z′ if and only if f˜ is
symmetric on Z′.
Lemma 8. Let B be a G × Z2-graded algebra over F and let di = dimB(gi,0), li = dimB(gi ,1),
1  i  s = |G|. Let t, r  0 be integers and suppose that f ∈ F 〈X ,G × Z2〉 is a multilinear
polynomial t-fold (d1, . . . , ds)-alternating on Y and r-fold (l1, . . . , ls)-symmetric on Z. If f /∈
IdG×Z2(E(B)), then there exist multipartitions 〈λ〉 = ((td1), . . . , (tds )), 〈μ〉 = ((l1r ), . . . , (ls r )),
and corresponding multitableaux T〈λ〉, T〈μ〉 such that eT〈λ〉eT〈μ〉f /∈ IdG×Z2(E(B)).
Proof. Let n = degf and Pn the space of multilinear polynomials spanned only by all monomi-
als in the variables appearing in f . For a fixed i, 1 i  s, we let the symmetric group Sdi t act
on Pn by permuting the variables in Y 1gi ∪ · · · ∪ Y tgi . We consider FSdi tf , the left Sdi t -module
generated by f , and its decomposition into irreducibles. Since f /∈ IdG×Z2(E(B)), there exists a
partition λ(i) = (λ1, . . . , λu)  dit and a Young tableau Tλ(i), such that eTλ(i)f /∈ IdG×Z2(E(B)).
We claim that λ1  t and u di , i.e., the first row and the first column of Tλ(i) are bounded
by t and di , respectively.
In fact, if λ1  t + 1 then eTλ(i)f is symmetric on at least t + 1 variables of the set Y 1gi ∪
· · · ∪ Y tgi . But f is alternating on each of the disjoint sets Y jgi . Therefore eTλ(i)f = 0 is the zero
polynomial being simultaneously symmetric and alternating in at least two variables.
Now suppose that u  di + 1 and write eTλ(i) = R+Tλ(i)C−Tλ(i) . Since u  di + 1, the polyno-
mial C−Tλ(i)f is alternating on some di + 1 variables of the set Y 1gi ∪ · · · ∪ Y tgi . But then also the
polynomial C− f˜ is alternating on the same variables. Since di = dimB(g ,0) it follows thatTλ(i) i
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above, we get that e˜Tλ(i) f˜ = eTλ(i)f ∈ IdG×Z2(E(B)). This proves the claim.
As an outcome we get that λ(i) = (tdi ) is a rectangle with di rows and t columns. Now,
since for 1  i < j  s, the groups Sdi t and Sdj t act on disjoint sets of variables appearing in
the monomials of Pn, we deduce that there exists a multipartition 〈λ〉 = ((td1), . . . , (tds )) and
corresponding multitableaux T〈λ〉 such that eT〈λ〉f /∈ IdG×Z2(E(B)).
Now we let the symmetric group Slir act on Pn by permuting the variables in Z1gi ∪ · · · ∪Zrgi .
Let ϕ = eT〈λ〉f and, as above we let FSlirϕ be the left Slir -module generated by ϕ, and consider
its decomposition into irreducibles. Since ϕ /∈ IdG×Z2(E(B)), there exists a partition μ(i) =
(μ1, . . . ,μv)  lir and a Young tableau Tμ(i), such that eTμ(i)ϕ /∈ IdG×Z2(E(B)).
We claim that μ1  li and v  r . Suppose first that μ1  li + 1. Then the polynomial eTμ(i)ϕ
is symmetric on li + 1 variables belonging to the set Z1gi ∪ · · · ∪ Zrgi . By the properties of the
map ,˜ the polynomial e˜Tμ(i)ϕ is alternating on the same li + 1 graded variables and, since li =
dimB(gi ,1), it follows that e˜Tμ(i)ϕ ∈ IdG×Z2(B). But then by applying the map ˜ again we deduce
that eTμ(i)ϕ = e˜Tμ(i)ϕ ∈ IdG×Z2(E(B)).
Now let v  r +1. Then the polynomial C−Tμ(i)ϕ is alternating on at least r +1 variables of the
set Z1gi ∪ · · · ∪ Zrgi . But ϕ is symmetric on each of the r disjoint sets Zjgi . Therefore C−Tμ(i)ϕ = 0
is the zero polynomial being simultaneously symmetric and alternating in at least two variables.
Therefore also eTμ(i)ϕ = 0. This proves the claim and we get that μ(i) = (lri ) is a rectangle with
r rows and li columns.
As above we deduce that there exists a multipartition 〈μ〉 = ((l1r ), . . . , (ls r )), and corre-
sponding multitableaux T〈μ〉 such that eT〈μ〉ϕ = eT〈λ〉eT〈μ〉f /∈ IdG×Z2(E(B)). This completes the
proof. 
Lemma 9. Let B be a finite dimensional G × Z2-graded simple algebra over an algebraically
closed field F . Let dimB(gi,0) = pi , dimB(gi,1) = qi , 1 i  s. Then, for any positive integer t ,
there exist a multipartition 〈λ〉 = (λ(1), . . . , λ(s)) with
h(pi, qi,2t − dimB) λ(i) h(pi, qi,2t),
1 i  s, and a multitableau T〈λ〉 such that E(B) does not satisfy any G-graded identity corre-
sponding to T〈λ〉.
Proof. According to [2, Lemma 18], for every t  1, there exists a 2t-fold (p1, q1, . . . , ps, qs)-
alternating polynomial
ϕ = ϕ(Y 1g1,Z1g1 , . . . , Y 1gs ,Z1gs , . . . , Y 2tg1 ,Z2tg1, . . . , Y 2tgs ,Z2tgs ),
|Y jgi | = pi, |Zjgi | = qi , 1  i  s, 1  j  2t , which is not a G × Z2-graded identity of B and
takes an invertible central value in B . By the basic properties of the map ˜, the polynomial ϕ˜ is
2t-fold (p1, . . . , ps)-alternating and 2t-fold (q1, . . . , qs)-symmetric. Moreover ϕ˜ is not a G×Z2-
graded identity of E(B).
By Lemma 8 there exist multipartitions 〈λ〉 = (((2t)p1), . . . , ((2t)ps )), 〈μ〉 = ((q1(2t)), . . . ,
(qs
(2t))), and corresponding multitableaux T〈λ〉, T〈μ〉 such that
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(
E(B)
)
.
Let Wn the space of multilinear polynomials spanned by the monomials in the 2t (p1 + · · · +
ps + q1 + · · · + qs) variables appearing in ψ . For any i, 1 i  s, we let the symmetric groups
S2tpi and S2tqi act on Wn by permuting the variables in Y 1gi ∪ · · · ∪ Y 2tgi and Z1gi ∪ · · · ∪ Z2tgi ,
respectively. Let M be the S2tp1 × S2tq1 × · · · × S2tps × S2tqs -module generated by ψ and let
M¯ = M ↑S2t (p1+q1)×···×S2t (ps+qs )
be the induced module. Notice that since M  IdG×Z2(E(B)), then M¯  IdG×Z2(E(B)).
We consider the decomposition M¯ = M¯1 ⊕ · · · ⊕ M¯r where M¯1, . . . , M¯r are irreducible
S2t (p1+q1) × · · ·× S2t (ps+qs)-submodules. According to the Littlewood–Richardson rule [15] ap-
plied to every symmetric group, each M¯j is associated to a multipartition ν = (ν(1), . . . , ν(s))
such that for every i = 1, . . . , s,
h(pi, qi,2t − si) ν(i) h(pi, qi,2t)
where si = max{pi, qi}. Hence ν(i) h(pi, qi,2t − dimB).
Since M¯  IdG×Z2(E(B)) it follows that for some multilinear u ∈ M¯ and some multitableau
T〈ν〉, we must have that eT〈ν〉u is not a G×Z2-graded identity of E(B). If we now rename the sets
of variables Y jgi ∪ Zjgi = Xjgi , 1 i  s, 1 j  2t , then the corresponding polynomial eT〈ν〉u is
not a G-graded identity of E(B) and the proof is complete. 
6. Computing the lower bound
Let B be a finite dimensional G×Z2-graded simple algebra over an algebraically closed field
F . Then, according to [4] B has the following structure: there exist a subgroup H of G×Z2, a 2-
cocycle f : H ×H → F ∗ where the action of H on F is trivial, an integer k and a k-tuple (a1 =
1, a2, . . . , ak) ∈ (G × Z2)k such that B is G × Z2-graded isomorphic to C = FfH ⊗ Mk(F)
where Ca = spanF {bh ⊗ eij : a = a−1i haj }. Here bh ∈ FfH is a representative of h ∈ H and the
eij ’s are the matrix units of Mk(F).
Lemma 10. If B is a finite dimensional G × Z2-graded simple algebra over an algebraically
closed field F , then for any non-zero homogeneous elements b1, b2 ∈ B there exist homogeneous
elements c1, c2 ∈ B such that c1b1c2 = b2.
Proof. If b1 = bh1 ⊗ eij and b2 = bh2 ⊗ ekl , we can take c1 = bh1−1 ⊗ eki and c2 =
f (h1
−1, h1)−1f (1,1)−1bh2 ⊗ ejl , where f : H ×H → F ∗ is the above 2-cocycle. 
Lemma 11. Let A = B1 ⊕ · · · ⊕ Bk + J be a finite dimensional G × Z2-graded algebra over
an algebraically closed field F and suppose that B1JB2J · · ·JBr = 0, for some distinct G ×
Z2-graded simple algebras B1, . . . ,Br . Let f1, . . . , fr be multilinear G-graded polynomials on
distinct sets of variables such that for every i = 1, . . . , r , fi /∈ IdG(E(Bi)). Then the multilinear
polynomial
u1f1v1w1u2f2v2w2 · · ·wr−1urfrvr , (7)
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of E(A).
Proof. Since by hypothesis B1JB2J · · ·JBr = 0, there exist homogeneous elements (in the G×
Z2-grading) b1 ∈ B1, . . . , br ∈ Br , j1, . . . , jr−1 ∈ J such that
b1j1b2j2 · · · jr−1br = 0. (8)
Let fi = fi(xi1, . . . , xini ). Since fi is not a G-graded identity of E(Bi), there exist homogeneous
elements in the G×Z2-grading x¯i1, . . . , x¯ini ∈ Bi , ei1, . . . , eini ∈ E such that fi(x¯i1 ⊗ ei1, . . . , x¯ini ⊗
eini ) = 0.
Now, for t = 1, . . . , ni , if for some g ∈ G, x¯it ∈ (Bi)(g,0) (resp. x¯it ∈ (Bi)(g,1)), we set xit = yit
(resp. xit = zit ), a variable of homogeneous degree (g,0) (resp. (g,1)). In this way we can regard
fi as a G× Z2-graded polynomial and, by the property of ˜, we can write
fi
(
x¯i1 ⊗ ei1, . . . , x¯ini ⊗ eini
)= f˜i(x¯i1, . . . , x¯ini )⊗ ei1 · · · eini .
It is obvious that f˜i (x¯i1, . . . , x¯
i
ni
) = b′i = 0, for some homogeneous (in the G × Z2-grading)
element b′i ∈ Bi . By Lemma 10 one can choose homogeneous elements ai, ci ∈ Bi such that
aib
′
ici = bi . Therefore the polynomial uif˜ivi takes the value bi by evaluating ui, xi1, . . . , xini , vi
in ai, x¯i1, . . . , x¯
i
ni
, ci , respectively. Let hi, h′i , ti be elements of E of the same homogeneous de-
gree (in the Z2-grading) as ai, ci, ji , respectively. Then for i = 1, . . . , r − 1, we get
(ai ⊗ hi)fi
(
x¯i1 ⊗ ei1, . . . , x¯ini ⊗ eini
)(
ci ⊗ h′i
)
(ji ⊗ ti )
= ai f˜i
(
x¯i1, . . . , x¯ni
)
ciji ⊗ hiei1 · · · eini h′i ti = biji ⊗ hiei1 · · · eini h′i ti .
For i = r similarly we get
(ar ⊗ hr)fr
(
x¯r1 ⊗ er1, . . . , x¯rnr ⊗ ernr
)(
cr ⊗ h′r
)= br ⊗ hrer1 · · · ernr h′r .
Since E is the infinite dimensional Grassmann algebra, we can choose homogeneous elements
hi, h
′
i , ti , e
j
i in E such that
h1e
1
1 · · · e1n1h′1t1h2e21 · · · e2n2h′2t2 · · · tr−1hrer1 · · · ernr h′r = 0. (9)
Hence, by (8) and (9) the polynomial u1f1v1w1u2f2v2w2 · · ·wr−1urfrvr takes a non-zero value
and the proof of the lemma is complete. 
A main tool in what follows is a technique of gluing Young tableaux given in [12] that we
now describe.
Let λ1  n1, . . . , λk  nk be partitions with the property that for every i = 1, . . . , k,
h(di, li , ti − si) λi  h(di, li , ti), (10)
and, for every i = 1, . . . , k − 1,
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where di, li , ti , si , 1 i  k, are fixed integers.
As usual we identify a partition with the corresponding Young diagram. Then, by the above
relations, we can glue the 1st row of λi+1 to the (di + 1)th row of λi , the 2nd row of λi+1 to
the (di + 2)th row of λi and so on. In this way we get a new partition λi 
 λi+1 of the integer
ni + ni+1.
For instance the picture below illustrates the gluing λ1 
 λ2 of the partitions λ1 and λ2.
Notice that, if μ = λ1 
 · · · 
 λk denotes the partition obtained by gluing together λ1, . . . , λk
as above, then
h(d, l, tk − sk) μ h(d, l, t)
where d = d1 + · · · + dk , l = l1 + · · · + lk and t max{t1 + l1 − l, t1 + d1 − d}.
We can also glue Young tableaux in a similar way: let Tλ1, . . . , Tλk be Young tableaux cor-
responding to the partitions λ1, . . . , λk , respectively. Define new tableaux by the following rule:
set T ′
λ1
= Tλ1 and, for i = 2, . . . , k, let T ′λi be the Young tableau obtained from Tλi by adding the
integer n1 + · · · + ni−1 to all entries of Tλi . Then we denote by
Tμ = T ′λ1 
 · · · 
 T ′λk
the Young tableau obtained by gluing together the tableaux T ′
λ1
, . . . , T ′
λk
(we glue the correspond-
ing diagrams by the above procedure and we insert the integers of the tableaux T ′
λ1
, . . . , T ′
λk
). It
is clear that the tableau so obtained is in the distinct entries 1,2, . . . , n, where n = n1 + · · · + nk .
Moreover, by [12, Lemma 14],
eTμ = eT ′
λ1
· · · eT ′
λk
+ b (12)
where b ∈ span{σ ∈ Sn | σ(Ni)  Ni for some 1 i  k}, where Ni denotes the set of integers
in the tableau T ′i .λ
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〈
λj
〉= (λj (1), . . . , λj (s))  (nj (1), . . . , nj (s)),
with 1  j  r . Suppose that for each i = 1, . . . , s, the partitions λ1(i), . . . , λr (i) satisfy con-
ditions (10) and (11) above. Then we can glue these partitions obtaining in this way a new
multipartition 〈μ〉 = (μ(1), . . . ,μ(s)), where μ(i) = λ1(i) 
 · · · 
 λr(i), 1 i  s.
We denote n0 = 0, n0(i) = 0 and ni = n1(i) + · · · + nr(i), 1  i  s, and let T〈λj 〉 =
(Tλj (1), . . . , Tλj (s)), 1  j  r , be a multitableau corresponding to the multipartition 〈λj 〉. If
we add n0 + n1 + · · · + ni−1 + n0(i) + n1(i) + · · · + nj−1(i) to all entries of Tλj (i), 1 i  s,
1 j  r , we get new multitableaux which we denote by T ′〈λj 〉 = (T ′λj (1), . . . , T ′λj (s)).
Then we define
T〈μ〉 = T ′〈λ1〉 
 · · · 
 T ′〈λr 〉 =
(
T ′
λ1(1) 
 · · · 
 T ′λr (1), . . . , T ′λ1(s) 
 · · · 
 T ′λr (s)
)
,
and for 1 j  r , 1 i  s, set
Nj(i) = {n0 + · · · + ni−1 + n0(i) + · · · + nj−1(i) + 1, . . . , n0 + · · · + ni−1
+ n0(i) + · · · + nj (i)}.
Also, set
N(i) = N1(i) ∪ · · · ∪Nr(i) = {n0 + · · · + ni−1 + 1, . . . , n0 + · · · + ni}.
Notice that Nj(i) is the set of integers filling up the tableau T ′
λj (i)
, 1 j  r , 1 i  s.
An obvious application of (12), gives the following.
Lemma 12. Let 〈λj 〉 = (λj (1), . . . , λj (s)), 1  j  r , be multipartitions and suppose that for
every i, 1  i  s, the partitions λ1(i), . . . , λr (i) satisfy conditions (10) and (11). Also, let
T〈λj 〉 = (Tλj (1), . . . , Tλj (s)) be multitableaux corresponding to 〈λj 〉. If T〈μ〉 = T ′〈λ1〉 
 · · · 
 T ′〈λr 〉
then
eT〈μ〉 = eT ′
λ1(1)
· · · eT ′
λr (1)
· · · eT ′
λ1(s)
· · · eT ′
λr (s)
+ γ
where γ ∈ span{σ ∈ Sn1 × · · · × Sns | σ(Nj (i))  Nj(i), for some 1 i  s, 1 j  r}.
In the next lemma we apply the above gluing technique in order to construct a special non-
identity of E(A).
Lemma 13. Let A be a finite dimensional G × Z2-graded algebra over an algebraically
closed field F . Let B1, . . . ,Br be distinct G × Z2-graded simple subalgebras of A such that
B1JB2J · · ·JBr = 0. Set di = dim(B1 ⊕· · ·⊕Br)(gi ,0), li = dim(B1 ⊕· · ·⊕Br)(gi ,1), 1 i  s.
Then for any positive integer t  2r dimA there exist an integer n, a multipartition
〈λ〉 = (λ(1), . . . , λ(s))
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h(di, li ,2t − 4 dimA) λ(i) h(di, li ,2t),
1 i  s, and a multitableau T〈λ〉, such that eT〈λ〉f /∈ IdG(E(A)), for some multilinear polyno-
mial f with degf  n+ 3 dimA.
Proof. For 1 j  r , 1 i  s, define pji = dim(Bj )(gi ,0) and qji = dim(Bj )(gi ,1) so that
di = p1i + · · · + pri and li = q1i + · · · + qri .
By Lemma 9, for any integer tj  1 there exists a multipartition 〈λj 〉 = (λj (1), . . . , λj (s)) 
(nj (1), . . . , nj (s)) such that
h
(
p
j
i , q
j
i ,2tj − uj
)
 λj (i) h
(
p
j
i , q
j
i ,2tj
)
, 1 i  s,
where uj = dimBj , and a multitableau T〈λj 〉 = (Tλj (1), . . . , Tλj (s)) such that gj /∈ IdG(E(Bj ))
for any multilinear polynomial gj corresponding to T〈λj 〉.
Let t1 = t  2r dimA be an arbitrary integer. For 2 l  r , define
rl = ul−1 + max
{
pl1, . . . , p
l
s, q
l
1, . . . , q
l
s
}
.
Also set r ′l = rl if rl is even and r ′l = rl + 1 if rl is odd. Then define
2tl+1 = 2tl − r ′l+1, 1 l  r − 1.
Hence, for 1 l  r , we have
2tl − ul = 2tl+1 + r ′l+1 − ul  2tl+1 + rl+1 − ul
= 2tl+1 + max
{
pl+11 , . . . , p
l+1
s , q
l+1
1 , . . . , q
l+1
s
}
.
Since (10) and (11) are satisfied, for each i, 1  i  s, it is possible to glue the partitions
λ1(i), . . . , λr (i). In this way we obtain a multipartition 〈μ〉 = (μ(1), . . . ,μ(s)), where, for 1
i  s,
h(di, li ,2tr − ur) μ(i) h(di, li , vi), (13)
for every vi max{2t1 + p1i − di,2t1 + q1i − li}.
Now we compute
2t1 − 2tr =
r−1∑
j=1
(2tj − 2tj+1) =
r−1∑
j=1
r ′j+1  r +
r−1∑
j=1
rj+1
= r +
r−1∑
j=1
(
uj + max
{
p
j+1
1 , . . . , p
j+1
s , q
j+1
1 , . . . , q
j+1
s
})
 r + 2 dimA 3 dimA.
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2tr − ur  2t1 − 3 dimA− ur  2t1 − 4 dimA.
Thus, recalling that t1 = t , the inclusions given in (13), become
h(di,pi,2t − 4 dimA) μ(i) h(di,pi,2t), 1 i  s.
Let T〈μ〉 = (T ′λ1(1) 
 · · · 
 T ′λr (1), . . . , T ′λ1(s) 
 · · · 
 T ′λr (s)), where T ′λj (i) is obtained, as above, by
adding n0 +n1 +· · ·+ni−1 +n0(i)+n1(i)+· · ·+nj−1(i) to all entries of Tλj (i), for 1 i  s,
1 j  r , where n0 = 0, n0(i) = 0 and ni = n1(i) + · · · + nr(i).
For every j = 1, . . . , r , denote by fj a multilinear polynomial corresponding to the multi-
tableau T〈λj 〉, written in the new set of variables {xi,gl | i ∈ Nj(k),1  k  s}, where Nj(k) =
{n0 + · · · + nk−1 + n0(k) + · · · + nj−1(k) + 1, . . . , n0 + · · · + nk−1 + n0(k) + · · · + nj (k)} (fj
corresponds to T ′〈λj 〉). By Lemma 11, the polynomial
f = u1f1v1w1u2f2v2w2 · · ·wr−1urfrvr ,
where ui, vi,wi are new G-graded variables, is not a G-graded identity of E(A). Moreover,
degf = n + 3r − 1 n+ 3 dimA, where n = n1 + · · · + ns .
Therefore, in order to complete the proof, it is enough to show that eT〈μ〉f /∈ IdG(E(A)).
Let θ be an evaluation of f giving a non-zero value and let θ(ui) = u¯i ∈ Bi ⊗E. By Lemma 12
θ(eT〈μ〉f ) = θ(eTμ(1) · · · eTμ(s)f ) = θ(eT ′
λ1(1)
· · · eT ′
λr (1)
· · · eT ′
λ1(s)
· · · eT ′
λr (s)
f )+ θ(γf ),
where γ ∈ span{σ ∈ Sn1 × · · · × Sns | σ(Nj (i))  Nj(i), for some 1 i  s, 1 j  r}.
Since e2
T ′
λj (i)
= μji eT ′
λj (i)
, for some non-zero integer μji , and fi = eT ′
λi (1)
· · · eT ′
λi (s)
f ′i , we get
that eT ′
λi (1)
· · · eT ′
λi (s)
fi = μi1 · · ·μisfi .
Hence
θ(eT ′
λ1(1)
· · · eT ′
λr (1)
· · · eT ′
λ1(s)
· · · eT ′
λr (s)
f ) = μ11 · · ·μ1s · · ·μr1 · · ·μrsθ(f ) = 0.
Now, in order to complete the proof we show that every summand in θ(γf ) is equal to zero
in E(A).
In fact, let σ ∈ Sn1 × · · · × Sns be such that σ(Nj (i))  Nj(i) for some j and i, 1 j  r ,
1  i  s. Then σ(k) ∈ Nq(i) for some k ∈ Nj(i), q = j ; this says that θ(σfj ) belongs to
E(Bq). But then, since u¯j θ(σfj ) ∈ E(Bj )E(Bq) ⊆ BjBq ⊗E = 0, we have
θ(σf ) = u¯1θ(σf1)v¯1w¯1 · · · θ(σfk)v¯k = 0.
Therefore θ(γf ) = 0 and the proof is complete. 
As a corollary of the previous result we get
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field F of characteristic zero and let p  0 be defined as in (4). Then there exist constants C1, r1,
depending only on dimA with C1 = 0, such that
cGn
(
E(A)
)
 C1nr1pn.
Proof. Recall that A = B + J where B is a maximal G × Z2-graded semisimple subalgebra
of A. Now, let B1, . . . ,Br be distinct G× Z2-graded simple subalgebras of B such that
B1JB2J · · ·Br−1JBr = 0
and dim(B1 ⊕ · · · ⊕Br) = p = p(A).
Let m = dimA, di = dim(B1 ⊕ · · · ⊕Br)(gi ,0) and li = dim(B1 ⊕ · · · ⊕Br)(gi ,1), 1 i  s.
Let N be any integer such that N > (4 + s)rm2 + 5m. If we divide N − r(d1l1 + · · · +
dsls)− 3m by 2p, we can write N = 2pt + r(d1l1 + · · · + dsls)+ 3m+ v for some t  2rm and
0 v < 2p. By Lemma 13, there exist an integer n, a multipartition
〈λ〉 = (λ(1), . . . , λ(s))  (n1, . . . , ns)
of n with the property that
h(di, li ,2t − 4m) λ(i) h(di, li ,2t),
1 i  s, and a multitableau T〈λ〉, such that eT〈λ〉f /∈ IdG(E(A)), for some multilinear polyno-
mial f with n c = degf  n + 3 dimA. Notice that n < N .
We construct a polynomial f ′ = f xc+1 · · ·xN , where xc+1, . . . , xN are new G-graded vari-
ables distinct from the ones appearing in f . It is easy to see that still eT〈λ〉f ′ /∈ IdG(E(A)). Now,
by the branching theorem (see [15]), it follows that there exists a multipartition
〈μ〉 = (μ(1), . . . ,μ(s))  (N1, . . . ,Ns)
of N with N1  n1, . . . , Ns  ns , i.e., 〈μ〉 〈λ〉, and a multitableau T〈μ〉 such that FSNeT〈μ〉f ′ /∈
IdG(E(A)).
Since for 1 i  s, |h(di, li ,2t − 4m)| = dili + 2(di + li )t − 4(di + li )m, we have
N −
s∑
i=1
∣∣h(di, li ,2t − 4m)∣∣= 2pt + r
(
s∑
i=1
dili
)
+ 3m+ v −
s∑
i=1
dili − 2pt + 4pm
 (r − 1)
(
s∑
i=1
dili
)
+ 3m+ 2p + 4pm = K,
and K is a constant depending only on the structure of A. Since for all i, 1 i  s, we have that
Ni  ni  |h(di, li ,2t−4m)|, it follows that Ni −|h(di, li ,2t−4m)|K , a constant. Therefore,
since μ(i)  Ni , by Lemma 2
dμ(i) N−2Kdh(d ,l ,2t−4m), 1 i  s.i i i
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We can now get an estimate of cGN1,...,Ns (E(A)). In fact, by the above,
cGN1,...,Ns
(
E(A)
)
 dμ(1) · · ·dμ(s) N−2K1 dh(d1,l1,2t−4m) · · ·N−2Ks dh(ds ,ls ,2t−4m)
 αNK11 (d1 + l1)r1 · · ·NKss (ds + ls)rs
Nu(d1 + l1)2t (d1+l1)−4m(d1+l1) · · · (ds + ls)2t (ds+ls )−4m(ds+ls ),
for some constants α,K1, . . . ,Ks,u.
Let pi = di + li , 1 i  s. Then, since Ni  (2t − 4m)pi , we get
N !
N1! · · ·Ns ! 
((2t − 4m)p1 + · · · + (2t − 4m)ps)!
((2t − 4m)p1)! · · · ((2t − 4m)ps)! .
Thus
cGN
(
E(A)
)

(
N
N1, . . . ,Ns
)
cGN1,...,Ns
(
E(A)
)
Nu ((2t − 4m)p1 + · · · + (2t − 4m)ps)!
((2t − 4m)p1)! · · · ((2t − 4m)ps)! p
(2t−4m)p1
1 · · ·p(2t−4m)pss .
Now recall Stirling formula (see [19]):
n! = √2πn
(
n
e
)n
e
θn
12n ,
for some 0 θn  1. Then we get
cGN
(
E(A)
)
Nu ((2t − 4m)p1 + · · · + (2t − 4m)ps)
((2t−4m)p1+···+(2t−4m)ps)
((2t − 4m)p1)((2t−4m)p1) · · · ((2t − 4m)ps)((2t−4m)ps) p
(2t−4m)p1
1 · · ·p(2t−4m)pss
= Nu(p1 + · · · + ps)(2t−4m)p1+···+(2t−4m)ps = aNα(p1 + · · · + ps)N = aNαpN,
with constants a and α. 
Putting together Lemma 7 and Lemma 14 we get
Theorem 1. Let A be a finite dimensional G× Z2-graded algebra over an algebraically closed
field of characteristic zero. Then there exist constants C1 > 0, C2, k1, k2 such that
C1n
k1pn  cGn
(
E(A)
)
 C2nk2pn,
where p equals the dimension of a suitable semisimple G× Z2-graded subalgebra of A.
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exist constants C1 > 0, C2, k1, k2 such that
C1n
k1pn  cGn (A) C2nk2pn.
Hence expG(A) = limn→∞ n
√
cGn (A) exists and is an integer.
Proof. If K is an extension field of F then it is not difficult to prove that cGn (A) = cGn (A⊗F K)
(see [14]). Therefore we may assume that F is algebraically closed. By [20] there exists a finite
dimensional G×Z2-graded algebra B over F such that IdG(A) = IdG(E(B)); hence the conclu-
sion now follows from Theorem 1 since C1nk1pn  cGn (E(B))  C2nk2pn, for some constants
C1, C2, k1, k2 and expG(E(B)) = p. 
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