PH model in survival analysis by Miklová, Žaneta
VSˇB – Technicka´ univerzita Ostrava
Fakulta elektrotechniky a informatiky
Katedra aplikovane´ matematiky
PH model v analy´ze prˇezˇitı´
PH model in survival analysis
2014 Bc. Zˇaneta Miklova´



Prohlasˇuji, zˇe jsem tuto diplomovou pra´ci vypracovala samostatneˇ. Uvedla jsem vsˇechny
litera´rnı´ prameny a publikace, ze ktery´ch jsem cˇerpala.
V Ostraveˇ 7. kveˇtna 2014 . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Ra´da bych na tomto mı´steˇ podeˇkovala prof. Ing. Radimu Brisˇovi, CSc., ktery´ meˇ v me´
pra´ci vedl a nasmeˇroval meˇ vzˇdy spra´vny´m smeˇrem, zameˇstnancu˚m Fakultnı´ nemocnice
v Ostraveˇ, bez jejichzˇ spolupra´ce by tato diplomova´ pra´ce nemohla vzniknout, a sve´
rodineˇ, ktera´ meˇ beˇhem cele´ho studia podporovala.

Abstrakt
Tato pra´ce se veˇnuje Coxovu proporciona´lnı´mu hazardnı´mu modelu a jeho aplikaci na
data pacientu˚ po operaci kolorekta, ktera´ poskytla Fakultnı´ nemocnice v Ostraveˇ (FNO).
Cı´lem je sestavit vhodny´ Coxu˚v proporciona´lnı´ hazardnı´ model a vytvorˇit program, ktery´
bude realizovat kroky k urcˇenı´ tohoto modelu. Prˇi zpracova´nı´ byly vyuzˇity programy
SPSS 20, R 3.0.2, RStudio 0.97.551.
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Abstract
This work is about the Cox proportional hazard model and its application. The data of
patients after colorectal surgery was provided by FNO. The goal is to study basics of
survival analysis, fit the Cox proportional hazard model and create the program which
will use the software R to construct themodel. Other softwares thatwe use: SPSS, RStudio.
Keywords: survival analysis, AFT models, PHmodels, Cox proportional hazard model,
partial likelihood function, approximation of partial likelihood function, estimate of base-
line hazard function

Seznam pouzˇity´ch zkratek a symbolu˚
AR – arytmie
AFT – Accelerated Failure Time
FNO – Fakultnı´ nemocnice Ostrava
GR – grading
MLE – Maximum Likelihood Estimation
PH model – Proportional Hazards model
ST – stadium
csv – Comma-separated values
html – HyperText Markup Language
f(t) – hustota pravdeˇpodobnosti
h(t) – hazardnı´ funkce
hˆ(t) – odhad hazardnı´ funkce
h0(t) – za´kladnı´ hazardnı´ funkce
ℓ(Θ|x) – veˇrohodnostnı´ funkce
D(t(j)) – skupina jedincu˚, kterˇı´ zemrˇeli v cˇase t(j)
DX – rozptyl na´hodne´ velicˇiny X
EX – strˇednı´ hodnota na´hodne´ velicˇiny X
F (t) – distribucˇnı´ funkce
H(t) – kumulativnı´ hazardnı´ funkce
H0(t) – za´kladnı´ kumulativnı´ hazardnı´ funkce
L(Θ|x) – logaritmus veˇrohodnostnı´ funkce
P (X < t) – pravdeˇpodobnost, zˇe na´hodna´ velicˇina X je mensˇı´ nezˇ t
R(t(j)) – rizikova´ skupina v cˇase t(j)
S(t) – funkce prˇezˇitı´
Sˆ(t) – odhad funkce prˇezˇitı´
S0(t) – za´kladnı´ funkce prˇezˇitı´
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71 U´vod
Cı´lem pra´ce je se blı´zˇe sezna´mit s metodami pouzˇı´vany´mi v analy´ze prˇezˇitı´. Popsat
s jaky´m typem dat se v analy´ze prˇezˇitı´ setka´va´me, prˇedstavit si nejpouzˇı´vaneˇjsˇı´ modely
a popsat modely typu AFT a PH.
Hlavnı´m bodem pak je podrobneˇji rozebrat Coxu˚v proporciona´lnı´ model, kde na´s
konkre´tneˇ bude zajı´mat princip cˇa´stecˇne´ veˇrohodnostnı´ funkce, jejı´ odvozenı´, aproximace,
odhad jejich regresnı´ch koeficientu˚. Da´le bychom se chteˇli sezna´mit s metodami, ktere´
urcˇujı´ vy´znamnost teˇchto koeficientu˚ v modelu. Take´ bychom se ra´di podı´vali na to, co
jsou to hazardnı´ pomeˇry a jak lze prˇı´padneˇ odhadnout za´kladnı´ hazardnı´ funkci.
V neposlednı´ rˇadeˇ bychom chteˇli aplikovat zı´skane´ poznatky na datech pacientu˚ po
operaci kolorekta, ktere´ na´m poskytla Fakultnı´ nemocnice v Ostraveˇ. Pro data ty´kajı´cı´ se
doby do pooperacˇnı´ch komplikacı´ bychom chteˇli sestavit Coxu˚v proporciona´lnı´ hazardnı´
model a na jeho za´kladeˇ oveˇrˇit domneˇnku, zˇe by laparoskopicka´ metoda meˇla by´t pro
pacienta me´neˇ rizikoveˇjsˇı´, co se ty´ka´ pooperacˇnı´ch komplikacı´, nezˇ metoda otevrˇena´.
V ra´mci pra´ce bychom chteˇli analy´zu poskytnuty´ch dat podporˇit programem, ktery´
bymeˇl samostatneˇ sestavit Coxu˚v proporciona´lnı´ model (tedy vyrˇesˇit proble´m s vy´beˇrem
vhodny´ch vysveˇtlujı´cı´ch promeˇnny´ch do modelu) a na za´kladeˇ takto zı´skane´ho modelu
pak prove´st vyhodnocenı´ dat v uzˇivatelsky vhodne´m forma´tu.
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92 Analy´za prˇezˇitı´
Analy´za prˇezˇitı´ je rozsa´hle´ odveˇtvı´ statistiky, ktere´ se zaby´va´ analy´zou doby trva´nı´ do
vy´skytu jedne´ nebo vı´ce uda´lostı´. Vyuzˇı´va´ se te´meˇrˇ ve vsˇech mozˇny´ch oborech a v ra´mci
nich se upravuje i jejı´ terminologie. Proto naprˇ. v mechanice cˇi ekonomii ji zna´me pod
pojmem teorie spolehlivosti, v sociologii zase jako analy´zu historie. Nejcˇasteˇji ji ovsˇem
uplatnˇujeme v le´karˇske´m oboru, kde mu˚zˇeme sledovat naprˇ. dobu do u´mrtı´ u onkologic-
ky´ch pacientu˚ nebo dobu do vy´skytu pooperacˇnı´ch komplikacı´, cozˇ je zrovna na´sˇ prˇı´pad.
Dı´ky nı´ mu˚zˇeme naprˇ. urcˇit, ktere´ sledovane´ hodnoty u pacientu˚ nejvı´ce ovlivnˇujı´ vznik
pooperacˇnı´ch komplikacı´ a na za´kladeˇ teˇchto znalostı´ pak minimalizovat riziko jejich
vzniku u novy´ch pacientu˚.
2.1 S jaky´m typem dat pracujeme
V praxi se cˇasto setka´va´me s tzv. neu´plny´mi daty, ktere´ take´ oznacˇujeme jako cenzoro-
vana´ data. Jak uzˇ na´zev napovı´da´, jedna´ se o typ dat, u ktery´ch prˇı´mo nepozorujeme
dobu do pooperacˇnı´ch komplikacı´, ale pozorujeme u´daj, ktery´ je neu´plny´/cenzorovany´.
Cenzorova´nı´ jsou na´sledujı´cı´ch typu˚:
• Cenzorova´nı´ cˇasem (cenzorova´nı´ 1. typu)
Ke ztra´teˇ dat docha´zı´ z toho du˚vodu, zˇe doba do pooperacˇnı´ch komplikacı´ u neˇk-
tery´ch pacientu˚ prˇekrocˇı´ dobu experimentu (studie). Doba experimentu T je stano-
vena prˇedem a oznacˇujeme ji jako cˇasovy´ cenzor. Vy´sledkem je prvnı´ch r hodnot
porˇa´dkovy´ch statistik X(1) ≤ X(2) ≤ · · · ≤ X(r) ≤ T a fakt, zˇe X(r+1) > T , kde X
znacˇı´ na´hodnou velicˇinu reprezentujı´cı´ dobu do pooperacˇnı´ch komplikacı´.
• Cenzorova´nı´ vy´skytem uda´losti (cenzorova´nı´ 2. typu)
Zde je studie ukoncˇena pocˇtem pacientu˚ u nichzˇ dojde k pooperacˇnı´m komplikacı´m
(r). Tento pocˇet stanovujeme na zacˇa´tku a to tak, aby r ≤ n, kde n je pocˇet pacientu˚
vstupujı´cı´ch do studie. Pozorova´nı´ zaha´jı´me v cˇase t = 0 a ukoncˇı´me v okamzˇiku,
kdy dojde k pooperacˇnı´m komplikacı´m r-te´ho pacienta. Vy´sledkem je pak prvnı´ch
r hodnot porˇa´dkovy´ch statistik X(1) ≤ X(2) ≤ · · · ≤ X(r). Doba trva´nı´ studie (doba
do pooperacˇnı´ch komplikacı´ r-te´ho pacienta) je na´hodna´ velicˇina X(r).
• Na´hodne´ cenzorova´nı´
Pokud se cˇasove´ cenzory u jednotlivy´ch pacientu˚ lisˇı´ (ukoncˇova´nı´ pozorova´nı´ u jed-
notlivy´ch pacientu˚ je na´hodne´), mluvı´me o na´hodne´m cenzorova´nı´.
Necht’X je na´hodna´ velicˇina reprezentujı´cı´ dobu do pooperacˇnı´ch komplikacı´ a T je
na´hodna´ velicˇina reprezentujı´cı´ cˇasovy´ cenzor. U kazˇde´ho pacienta pozorujeme bud’
X nebo T podle toho, zda drˇı´ve dosˇlo k pooperacˇnı´m komplikacı´m nebo zda drˇı´ve
bylo sledova´nı´ pacienta ukoncˇeno. Vy´sledkem je pak n dvojic (W1, I1), . . . , (Wn, In),
kdeWi = min(Xi, Ti) a Ii = 1pokudnedosˇlo k cenzorova´nı´ (Wi = Xi), Ii = 0pokud
dosˇlo k cenzorova´nı´ (Wi = Ti).
U´daje by´vajı´ cenzorovane´ z ru˚zny´ch du˚vodu˚ naprˇ. cˇasovy´ch nebo ekonomicky´ch
(financˇneˇ na´rocˇna´ studie), pacient nemusı´ by´t ochoten da´le spolupracovat (odsteˇhuje se,
mu˚zˇe dojı´t k uda´losti z jiny´ch nezˇ sledovany´ch prˇı´cˇin). [2]
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Obra´zek 1: Sche´ma cˇasu studie osmi pacientu˚
Obra´zek 2: Sche´ma cˇasu pacientu˚
Obra´zek 1 zachycuje sche´ma vstupu osmi pacientu˚ do studie. Vidı´me, zˇe ne vsˇichni
pacienti vstupujı´ do studie ve stejny´ cˇas. U pacientu˚ 1,4,5 a 8 dosˇlo k uda´losti (U), pacienti
2 a 7 byli ze studie vyrˇazeni - cenzorova´nı´ (C), u pacientu˚ 3 a 6 nedosˇlo k sledovane´
uda´losti - konec studie (N). U pacientu˚ 3 a 6 dosˇlo tedy take´ k cenzorova´nı´, i kdyzˇ z jiny´ch
prˇı´cˇin nezˇ u pacientu˚ 2 a 7.
Prˇestozˇe pacienti vstupujı´ do studie v ru˚zny´ch cˇasech (ru˚zna´ kalenda´rˇnı´ obdobı´),
vnı´mame jejich vstup stejneˇ a to v cˇase t0. Tuto skutecˇnost zachycuje obra´zek 2.[3]
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2.2 Za´kladnı´ funkce pro popis dat
Doba do pooperacˇnı´ch komplikacı´
Tı´mto termı´nem oznacˇujeme na´hodnou velicˇinu T reprezentujı´cı´ dobu, ktera´ uplyne od
zacˇa´tku sledova´nı´ pacienta do vy´skytu pooperacˇnı´ch komplikacı´.
Prˇedpokla´da´me, zˇe doba do pooperacˇnı´ch komplikacı´ je neza´porna´ na´hodna´ velicˇina
se standardneˇ definovanou distribucˇnı´ funkcı´ F (t). Tato funkce je neklesajı´cı´ funkcı´ cˇasu
a vyjadrˇuje pravdeˇpodobnost, zˇe v intervalu (0, t) dojde k pooperacˇnı´m komplikacı´m.
V prˇı´padeˇ, zˇe je distribucˇnı´ funkce spojita´, mu˚zˇeme obdobneˇ zadefinovat i hustotu prav-
deˇpodobnosti f(t).
Funkce prˇezˇitı´
S distribucˇnı´ funkcı´ u´zce souvisı´ pojem funkce prˇezˇitı´, ktera´ vyjadrˇuje pravdeˇpodobnost,
zˇe v intervalu (0, t) nedojde ke sledovane´ uda´losti (naprˇ. u´mrtı´, pooperacˇnı´ komplikace).
Definujeme ji jako
S(t) = P (T ≥ t) = 1− F (t).
Na rozdı´l od distribucˇnı´ funkce je S(t) nerostoucı´ funkcı´ cˇasu.
Hazardnı´ funkce
Pro dobu do pooperacˇnı´ch komplikacı´ T se spojity´m rozdeˇlenı´m popsany´m distribucˇnı´
funkcı´ F (t) a hustotou pravdeˇpodobnosti f(t) definujeme hazardnı´ funkci
h(t) = lim
∆t→0+
P (t ≤ T < t+∆t|T ≥ t)
∆t
=
f(t)
S(t)
=
f(t)
1− F (t) , pro F (t) ̸= 1 (2.1)
Mluvı´me-li o hazardnı´ funkci, musı´me si uveˇdomit, zˇe se nejedna´ o pravdeˇpodobnost,
ale o pomeˇr hustoty pravdeˇpodobnosti a funkce prˇezˇitı´. Pravdeˇpodobnost, zˇe dojde
k pooperacˇnı´ komplikaci v na´sledujı´cı´m kra´tke´m u´seku de´lky∆t za prˇedpokladu, zˇe k nı´
do cˇasu t nedosˇlo, je prˇiblizˇneˇ h(t) ·∆t.
Kumulativnı´ hazardnı´ funkce
Mu˚zˇeme se setkat i s pojmem kumulativnı´ hazardnı´ funkce, ktera´ je definovana´
H(t) =
t
0
h(u)du = −ln(S(t)) + ln(S(0)) = −ln(S(t)) (2.2)
Mezi f(t), F (t), S(t), h(t) existujı´ vza´jemne´ prˇevodnı´ vztahy (Tabulka 1). Naprˇı´klad
z vy´razu (2.1) snadno odvodı´me
h(t) =
f(t)
S(t)
=
dF (t)
dt
· 1
S(t)
=
d(1− S(t))
dt
· 1
S(t)
= −dS(t)
dt
· 1
S(t)
= −dlnS(t)
dt
(2.3)
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S vyuzˇitı´m zrˇejme´ vlastnosti, zˇeS(0) = 1 [pozn. plyne ze vztahuS(t) = 1−F (t),F (0) = 0]
dostaneme vztah
S(t) = e
−
t
0
h(u)du
(2.4)
A hustota pravdeˇpodobnosti
f(t) = h(t) · e
−
t
0
h(u)du
(2.5)
[12]
S(t) F (t) f(t) h(t)
S(t) 1− F (t) 1−
t
0
f(u)du e

−
t
0
h(u)du

F (t) 1− S(t)
t
0
f(u)du 1− e

−
t
0
h(u)du

f(t) −dS(t)dt dF (t)dt h(t) · e

−
t
0
h(u)du

h(t) −dlnS(t)dt −dln(1−F (t))dt f(t)

1−
t
0
f(u)du
−1
Tabulka 1: Matematicke´ prˇevodnı´ vztahy [2]
Veˇrohodnostnı´ funkce
Veˇrohodnostnı´ funkce je pro na´s v tuto chvı´li jedna z nejdu˚lezˇiteˇjsˇı´ch funkcı´ vu˚bec, a to
hlavneˇ proto, zˇe se kolem nı´ tocˇı´ cely´ za´klad teorie Coxova proporciona´lnı´ho hazardnı´ho
modelu, s ktery´m se v ra´mci te´to pra´ce chceme dopodrobna sezna´mit.
Definice 2.1 Necht’X = (X1, . . . , Xn) je na´hodny´ vy´beˇr a x = (x1, . . . , xn) je jeho realizace.
Necht’ je da´le popsa´na populace pomocı´ regula´rnı´ hustoty f(x,Θ), kde Θ je nezna´my´ parametr.
Potom funkci
ℓ(Θ|x) = ℓ(Θ|x1, . . . , xn) = f(x1,Θ)f(x2,Θ) . . . f(xn,Θ) =
n
i=1
f(xi,Θ) (2.6)
budeme nazy´vat veˇrohodnostnı´ funkcı´. [13]
Pojem regula´rnı´ hustota je zadefinova´n v [2]. Pokud mluvı´me o rozdeˇlenı´, povazˇujeme
parametr za fixnı´ a pozorova´nı´ se meˇnı´. Pokud mluvı´me o veˇrohodnosti, pak jsou pozo-
rova´nı´ fixnı´ a parametr se mu˚zˇe meˇnit. Veˇrohodnostnı´ funkci mu˚zˇeme interpretovat jako
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pravdeˇpodobnost toho, zˇe prˇi dane´m parametruΘ opeˇt nameˇrˇı´me stejne´ hodnoty. ℓ(Θ|x)
je za´kladem MLE (metoda maxima´lnı´ veˇrohodnosti), ktera´ se vyuzˇı´va´ v PH modelu.
Zdu˚raznı´m, zˇe pokud X1, X2, . . . , Xn je mnozˇina neza´visly´ch na´hodny´ch velicˇin z roz-
deˇlenı´ s hustotami fi(xi,Θ), i = 1, . . . , n, pak veˇrohodnostnı´ funkce mu˚zˇe by´t zı´ska´na
jako soucˇin teˇchto hustot.
Zpravidla nepouzˇı´va´me prˇı´mo veˇrohodnostnı´ funkci, ale pracujeme s jejı´m logarit-
mem (2.7), protozˇe jsou s nı´m vy´pocˇty jednodusˇsˇı´, jak si uka´zˇeme pozdeˇji.
L(Θ|x) =
n
i=1
ln(f(xi,Θ)) (2.7)
2.3 Dalsˇı´ charakteristiky a pouzˇı´vane´ pojmy
Strˇednı´ doba do pooperacˇnı´ch komplikacı´
Strˇednı´ doba do pooperacˇnı´ch komplikacı´ se definuje jako strˇednı´ hodnota na´hodne´
velicˇiny, tj. doby do pooperacˇnı´ch komplikacı´ T
ET =
∞
0
tf(t)dt (2.8)
Strˇednı´ dobu do pooperacˇnı´ch komplikacı´ lze spocˇı´tat z funkce prˇezˇitı´ S(t), a to dı´ky
vlastnosti: Necht’neza´porna´ na´hodna´ velicˇina T ma´ funkci prˇezˇitı´ S(t). Necht’ET k < +∞,
kde k je prˇirozene´ cˇı´slo (existujı´ konecˇne´ obecne´ momenty vsˇech rˇa´du˚). Pak
ET k = k
∞
0
tk−1S(t)dt (2.9)
Pro strˇednı´ dobu do pooperacˇnı´ch komplikacı´ (k = 1) pak dosta´va´me
ET =
∞
0
S(t)dt (2.10)
Pro rozptyl doby do pooperacˇnı´ch komplikacı´ platı´
DT = ET 2 − (ET )2 = 2
∞
0
tS(t)dt−
 ∞
0
S(t)dt
2 (2.11)
Rizikova´ skupina
Protozˇe se cˇasto budeme setka´vat s pojmem rizikove´ skupiny, podı´va´me se, co se pod
tı´mto na´zvem ukry´va´.
Necht’ma´me na´sledujı´cı´ pozorovane´ cˇasy do pooperacˇnı´ch komplikacı´ t1 < t2 < · · · <
tm. Do rizikove´ skupiny v cˇase tj , j = 1, . . . ,m, kterou oznacˇujeme jako R(tj), patrˇı´ ti
jedinci, jejichzˇ cˇasy jsou rovny nebo veˇtsˇı´ nezˇ tj . Pocˇet jedincu˚ v te´to skupineˇ znacˇı´me nj .
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Prˇı´klad 2.1
Meˇjme u osmi pacientu˚ zaznamenane´ tyto cˇasy do sledovane´ uda´losti (sledovanou uda´-
lostı´ mu˚zˇe by´t naprˇ. u´mrtı´, pooperacˇnı´ komplikace aj.): 3, 5, 5+, 7, 9+, 10, 11, 15+. Kde +
znacˇı´ cenzorovany´ u´daj, ktery´ cha´peme tak, zˇe doba do pooperacˇnı´ch komplikacı´ u da-
ne´ho pacienta je veˇtsˇı´ nezˇ tento zaznamenany´ cˇas.
Do rizikove´ skupiny v cˇase tj = 5 budou patrˇit pacienti s na´sledujı´cı´mi cˇasy do
vy´skytu uda´losti
R(5) = {5, 5+, 7, 9+, 10, 11, 15+}
n5 = 7
Nama´tkou dalsˇı´ skupiny budou naprˇ.
R(7) = {7, 9+, 10, 11, 15+}
n7 = 5
R(10) = {10, 11, 15+}
n10 = 3
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3 Modely v analy´ze prˇezˇitı´
U´plneˇ v nejjednodusˇsˇı´m prˇı´padeˇ mu˚zˇeme vytvorˇit studii, v ra´mci ktere´ budeme sledo-
vat pouze doby do pooperacˇnı´ch komplikacı´. Charakter te´to na´hodne´ velicˇiny (dobu do
pooperacˇnı´ch komplikacı´) se pak budeme snazˇit zachytit pomocı´ neˇjake´ho modelu. Na
vy´beˇr ma´me ru˚zne´ prˇı´stupy k tomuto proble´mu. Pokud jsme naprˇı´klad podobnou studii
uzˇ realizovali v minulosti, mu˚zˇeme jizˇ mı´t prˇedstavu o tom, jak se tato na´hodna´ velicˇina
chova´. Takovou informaci na´sledneˇ mu˚zˇeme vyuzˇı´t prˇi sestavova´nı´ modelu. Hovorˇı´me
o tzv. parametricky´ch modelech, ktere´ jsou zalozˇene´ na prˇedpokladu, zˇe uzˇ neˇco vı´me
o rozdeˇlenı´ dane´ na´hodne´ velicˇiny. Veˇtsˇinou takove´ sˇteˇstı´ ale nema´me a musı´me se spo-
lehnout na tzv. neparametricke´ modely, ktere´ vycha´zejı´ pouze z nameˇrˇeny´ch hodnot
a nemusejı´ by´t tak prˇesne´. A aby to nebylo prˇı´lisˇ jednoduche´, existujı´ jesˇteˇ tzv. semipa-
rametricke´modely, ktere´ jsou kombinacı´ dvou prˇedchozı´ch prˇı´stupu˚, a ktere´ na´s budou
nejvı´ce zajı´mat, protozˇe do te´to skupiny rˇadı´me jizˇ zmı´neˇny´ Coxu˚v model, ktery´ budeme
chtı´t podrobneˇji rozebrat.
Intuitivneˇ sledovat pouze dobu do pooperacˇnı´ch komplikacı´ nebude u´plneˇ dostacˇu-
jı´cı´. Svu˚j vliv budou mı´t urcˇiteˇ i jine´ faktory. Naprˇ. pacient v pokrocˇile´m sta´diu nemoci
bude mı´t nejspı´sˇe mensˇı´ sˇanci na hladky´ pru˚beˇh le´cˇby nezˇ pacient, ktery´ je na tom zdra-
votneˇ le´pe.Regresnı´ model na´m umozˇnı´ pra´veˇ domodelu takove´to u´daje zane´st. Existujı´
dva mozˇne´ prˇı´stupy, jak model vytvorˇit. Hovorˇı´me tak pak bud’ o AFT modelu (Accele-
rated Failure Time) nebo o PH modelu (Proportional Hazard). Zatı´mco prvnı´ reflektuje vliv
vstupnı´ch promeˇnny´ch jako modifikaci cˇasu, druhy´ tento vliv reflektuje jako modifikaci
rizika. Co to znamena´ si nynı´ uka´zˇeme.
3.1 AFT modely
Necht’u i-te´ho pacienta ma´me nameˇrˇene´ hodnoty (ti, ci, x1, . . . , xp), i = 1, . . . , n, kde ti je
zaznamenana´ doba do pooperacˇnı´ch komplikacı´, ci da´va´ informaci o tom, zda-li se jedna´
o cenzorovany´ u´daj cˇi nikoliv, x1, . . . , xp jsou vysveˇtlujı´cı´ promeˇnne´ (naprˇ. va´ha, vy´sˇka,
tlak aj.), ktere´ by mohly mı´t vliv na dobu do pooperacˇnı´ch komplikacı´. AFT modely
definujı´ model pro dobu do pooperacˇnı´ch komplikacı´ T na´sledovneˇ
Y = ln(T ) = β0 + β
′x+ σϵ,
T = eβ0+β
′x+σϵ = eβ0+σϵ · eβ′x (3.1)
kde β0 je absolutnı´ cˇlen, β = (β1, . . . , βp) je vektor nezna´my´ch koeficientu˚, x = (x1, . . . , xp)
je vektor vysveˇtlujı´cı´ch promeˇnny´ch a ϵ je chybova´ slozˇka, ktera´ ma´ prˇı´slusˇne´ log-
rozdeˇlenı´ (naprˇ. jedna´-li se o exponenciona´lnı´ rozdeˇlenı´ma´ log-exponenciona´lnı´ rozdeˇlenı´
a σ = 1).
U pacientu˚ s vektorem vysveˇtlujı´cı´ch promeˇnny´ch x = 0 definujeme tzv. referencˇnı´
dobu do pooperacˇnı´ch komplikacı´
T0 = e
β0+σϵ.
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Dosadı´me-li tento vztah do (3.1) mu˚zˇeme vyja´drˇit
T = T0 · eβ′x. (3.2)
Vidı´me tedy, zˇe vliv vysveˇtlujı´cı´ch promeˇnny´ch je v modelu zahrnut jako modifikace
referencˇnı´ doby do pooperacˇnı´ch komplikacı´.
Jesˇteˇ vy´stizˇneˇjimu˚zˇemevysveˇtlit podstatuAFTmodelu˚, pokud sepodı´va´mena funkci
prˇezˇitı´.
S(t, x) = P (T > t|x) = P (T0eβ′x > t) = P (T0 > te−β′x) = S0(te−β′x), (3.3)
kde S0(t) = P (T0 > t) se oznacˇuje jako za´kladnı´ funkce prˇezˇitı´. Vidı´me, zˇe pravdeˇ-
podobnost toho, zˇe pacient s nameˇrˇeny´mi hodnotami x nebude mı´t v intervalu (0, t)
pooperacˇnı´ komplikace, je stejna´ jako pravdeˇpodobnost, zˇe pacient z referencˇnı´ skupiny
(pacient s nameˇrˇeny´mi hodnotami x = 0) nebude mı´t pooperacˇnı´ komplikace v intervalu
(0, te−β′x).
Konkre´tneˇ pokud budeme mı´t prˇı´pad s pouze jednou vysveˇtlujı´cı´ promeˇnnou, ktera´
mu˚zˇe naby´vat hodnoty bud’ x = 0 nebo x = 1 a bude-li hodnota koeficientu β = ln(2),
pak S(t, x = 1) = S0(t · 2). Cozˇ mu˚zˇeme slovneˇ interpretovat, zˇe pravdeˇpodobnost toho,
zˇe pacient s nameˇrˇenou hodnotou x = 1 nebude mı´t do cˇasu t pooperacˇnı´ komplikace
je stejna´, jako pravdeˇpodobnost, zˇe pacient z referencˇnı´ skupiny nebude mı´t pooperacˇnı´
komplikace po dobu dvakra´t delsˇı´. [24]
3.2 PH modely
Dalsˇı´ skupinou modelu˚ jsou proporciona´lneˇ hazardnı´ modely. PH modely respektujı´
hazardnı´ funkci, jejichzˇ podobu da´le ovlivnˇujı´ vysveˇtlujı´cı´ promeˇnne´. Naprˇ. uzˇı´va´nı´ le´ku
mu˚zˇe snı´zˇit mı´ru rizika ce´vnı´ mozkove´ prˇı´hody na polovinu, nebo zmeˇna materia´lu, ze
ktere´ho je vyrobena soucˇa´stka, mu˚zˇe zdvojna´sobit riziko selha´nı´.
Prˇı´tomnost cenzorovany´ch cˇasu˚ v datech deˇla´ analy´zu prˇezˇitı´ zajı´maveˇjsˇı´, bohuzˇel
nelze na analy´zu teˇchto dat vyuzˇı´t klasicke´ statisticke´ metody a je trˇeba sa´hnout po
sofistikovaneˇjsˇı´chmodelech, ktere´ doka´zˇou tyto neu´plna´ data zohlednit. Jeden z takovy´ch
modelu˚ je Coxu˚v model proporciona´lnı´ho rizika (da´le zkra´ceneˇ Coxu˚v model cˇi se
pro neˇj uzˇı´va´ prˇı´mo vy´razu PH model). Abychom zcela pochopili princip PH modelu˚,
zacˇneme od nejtrivia´lneˇjsˇı´ch faktu˚.
Funkce, ktera´ charakterizuje cˇas prˇezˇitı´ a nejle´pe doka´zˇe zachytit proces sta´rnutı´, je
hazardnı´ funkce h(t). V nejjednodusˇsˇı´m prˇı´padeˇ mu˚zˇe by´t h(t) konstantnı´
h(t) = Θ0. (3.4)
Odhadparametru lzeprove´st snadneˇji, pokudumozˇnı´me, abynaby´val libovolne´ hodnoty.
Avsˇak v prˇı´padeˇ (3.4) musı´ by´t parametr veˇtsˇı´ nebo roven nule, protozˇe hazardnı´ funkce
je striktneˇ pozitivnı´.
Jednı´m mozˇny´m zpu˚sobem, jak zachovat obeˇ pozˇadovane´ vlastnosti (h(t) > 0 a Θ0 ∈
⟨−∞,+∞⟩), je parametrizovat hazardnı´ funkci na´sledovneˇ
h(t) = eβ0 , (3.5)
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kde β0 = ln(Θ0) a je tedy neomezene´. Prˇirozeny´m zpu˚sobem, jak zahrnout i promeˇnne´,
je jejich ponecha´nı´ v logaritmicke´m meˇrˇı´tku. Specia´lneˇ pro promeˇnnou x je log-hazardnı´
funkce
ln [h(t)] = β0 + β1x, (3.6)
resp. pokud ma´me p vysveˇtlujı´cı´ch promeˇnny´ch x = (x1, . . . , xp) a p prˇı´slusˇny´ch nezna´-
my´ch koeficientu˚ β = (β1, · · · , βp)
ln [h(t)] = β0 + β
′x
a hazardnı´ funkce
h(t) = eβ0+β1x, resp. h(t) = eβ0+β
′x. (3.7)
Skutecˇnost, zˇe hazardnı´ funkce (3.7) neobsahuje cˇasovou promeˇnnou, nemusı´ by´t v neˇk-
tery´ch situacı´ch idea´lnı´. Naprˇ. lidsky´ zˇivot se rˇı´dı´ Weibullovy´m rozdeˇlenı´m (”vanova´
krˇivka”). Je ale mozˇne´ charakterizovat hazard jako explicitnı´ funkcı´ cˇasu i vstupnı´ch
promeˇnny´ch. V podstateˇ plneˇ parametrizovana´ hazardnı´ funkce dosahuje dvou cı´lu sou-
cˇasneˇ:
(1) Popisuje za´kladnı´ distribuci cˇasu prˇezˇitı´ (chybova´ cˇa´st).
(2) Charakterizuje, jak se zmeˇnı´ distribuce jako funkce promeˇnny´ch (systematicka´ cˇa´st).
Jeden mozˇny´ tvar regresnı´ho modelu hazardnı´ funkce je tedy
h(t, x, β) = h0(t)r(x, β). (3.8)
V prˇı´padeˇ (3.8) je hazardnı´ funkce vy´sledkem soucˇinu dvou funkcı´:
• h0(t) - popisuje, jak se hazardnı´ funkce meˇnı´ v cˇase
• r(x, β) - popisuje, jak se hazardnı´ funkcemeˇnı´ v za´vislosti na vstupnı´ch promeˇnny´ch
Tyto funkce musı´ by´t zvoleny tak, aby bylo splneˇno h(t, x, β) > 0. Pokud r(x, β) = 1, pak
h0(t) je hazardnı´ funkcı´. V prˇı´padeˇ, zˇe r(x, β) je parametrizova´na tak, zˇe r(x = 0, β) = 1,
nazy´va´me h0(t) za´kladnı´ hazardnı´ funkcı´. Na za´kladeˇ modelu (3.8) je pomeˇr hazardnı´ch
funkcı´ HR (z angl. Hazard Ratio) dvou jedincu˚ se vstupnı´mi promeˇnny´mi oznacˇeny´mi
jako x1 a x0 da´n vztahem
HR(t, x1, x0) =
h(t, x1, β)
h(t, x0, β)
HR(t, x1, x0) =
h0(t)r(x1, β)
h0(t)r(x0, β)
=
r(x1, β)
r(x0, β)
(3.9)
Vidı´me, zˇe hazardnı´ pomeˇr za´visı´ pouze na funkci r(x, β). PokudHR(t, x1, x0)ma´ jasnou
klinickou interpretaci, nenı´ tvar za´kladnı´ hazardnı´ funkce h0(t) tak du˚lezˇity´. Toto je ta
podstatna´ vlastnost semiparametricky´ch modelu˚. Nenı´ trˇeba specifikovat h0(t). Za´rovenˇ
18
si vsˇimneˇme, zˇe hazardnı´ pomeˇr se v cˇase nemeˇnı´, je konstantnı´. Tento fakt je zna´m jako
podmı´nka proporcionality rizik. Jednodusˇe riziko pooperacˇnı´ch komplikacı´ jednoho
pacienta je konstantnı´m na´sobkem rizika pooperacˇnı´ch komplikacı´ druhe´ho pacienta.
Cox (1972) byl prvnı´, ktery´ navrhnul model (3.9), kde pouzˇil funkci r(x, β) = eβ
′x.
Takto parametrizovana´ hazardnı´ funkce, pak ma´ tvar
h(t, x, β) = h0(t)e
β′x (3.10)
a hazardnı´ pomeˇr je
HR(t, x1, x0) = e
β′(x1−x0) (3.11)
Dalsˇı´ ota´zkou je, jak vypada´ funkce prˇezˇitı´ jednak obecneˇ pro PH model a jednak
pro Coxu˚v model (3.10). Na za´kladeˇ vztahu˚ z tabulky (1) a kumulativnı´ hazardnı´ funkce
mu˚zˇeme psa´t
S(t, x, β) = e−H(t,x,β) (3.12)
V prˇı´padeˇ, zˇe je doba prˇezˇitı´ absolutneˇ spojita´, mu˚zˇeme psa´t
H(t, x, β) =
t
0
h(u, x, β)du
= r(x, β)
t
0
h0(u)du
= r(x, β)H0(t). (3.13)
Po dosazenı´ vztahu (3.13) do vztahu (3.12) dosta´va´me
S(t, x, β) = e−r(x,β)H0(t)
S(t, x, β) =

e−H0(t)
r(x,β)
= [S0(t)]
r(x,β) , (3.14)
kde S0(t) = e−H0(t) nazy´va´me za´kladnı´ funkci prˇezˇitı´.
Pro Coxu˚v model ma´ pak funkce prˇezˇitı´ tvar
S(t, x, β) = [S0(t)]
eβ
′x
(3.15)
[10]
3.3 Parametricke´ modely
Jak uzˇ jsme naznacˇili, parametricke´ modely vycha´zı´ z prˇedpokladu, zˇe vı´me, jake´mu roz-
deˇlenı´ podle´hajı´ zpracova´vana´ data.Mu˚zˇeme tak vytvorˇit naprˇ. exponenciona´lnı´ regresnı´
model, Weibullu˚v regresnı´ model aj. Neˇktere´ modely lze zapsat jak ve tvaru odpovı´da-
jı´cı´mu AFT modelu, tak ve tvaru odpovı´dajı´cı´mu PH modelu. A naopak u neˇktery´ch
modelu˚ lze zı´skat pouze jeden ze zmı´neˇny´ch za´pisu˚. Co tı´m myslı´me, si uka´zˇeme nynı´.
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Exponenciona´lnı´ regresnı´ model
Prˇedpokla´dejme, zˇe na´hodna´ velicˇina T (doba do pooperacˇnı´ch komplikacı´) se rˇı´dı´ expo-
nenciona´lnı´m rozdeˇlenı´m E(λ). Vı´me, zˇe funkce prˇezˇitı´ a odpovı´dajı´cı´ hazardnı´ funkce
exponenciona´lnı´ho rozdeˇlenı´ E(λ) jsou da´ny vztahy
S(t) = e−λt, h(t) = λ. (3.16)
Nezna´my´ parametr λ mu˚zˇeme vyja´drˇit jako funkci p vysveˇtlujı´cı´ch promeˇnny´ch λ =
e−(β0+β1x+···+βpxp). V prˇı´padeˇ jedne´ vysveˇtlujı´cı´ promeˇnne´ budeλ = e−(β0+β1x). Pro jedno-
duchost bez u´jmy na obecnosti prˇedpokla´dejme, zˇe pracujeme pouze s jednou vysveˇtlujı´cı´
promeˇnnou. Funkci prˇezˇitı´ S(t) a za´kladnı´ funkci prˇezˇitı´ S0(t) lze prˇepsat do tvaru
S(t) = e−te
−(β0+β1x)
, S0(t) = e
−te−β0 . (3.17)
Prˇı´slusˇna´ hazardnı´ a za´kladnı´ hazardnı´ funkce
h(t) = e−(β0+β1x), h0(t) = e−β0 , (3.18)
cozˇ odpovı´da´ skutecˇnosti, zˇe hazardnı´ funkce exponenciona´lnı´ho rozdeˇlenı´ je v cˇase
konstantnı´.
Tvar funkce prˇezˇitı´ S(t), ktery´ je da´n vztahem (3.16), mu˚zˇeme prˇepsat do podoby
odpovı´dajı´cı´ AFT modelu˚m nebo do podoby odpovı´dajı´cı´ PH modelu˚m.
AFT tvar funkce prˇezˇitı´
S vyuzˇitı´m vztahu˚ (3.17) dosta´va´me
S(t) = e−te
−(β0+β1x)
= e−(te
−β1x)·(e−β0 ) = S0(te−β1x),
cozˇ odpovı´da´ prˇedpisu AFT modelu.
PH tvar funkce prˇezˇitı´
Obecneˇ jsme odvodili, zˇe pro funkci prˇezˇitı´ platı´ vztah (3.14). Uveˇdomı´me-li si, zˇe na
za´kladeˇ (3.18) mu˚zˇeme hazardnı´ funkci vyja´drˇit jako
h(t) = e−(β0+β1x) = e−β0e−β1x = h0(t)e−β1x,
je jasne´, zˇe nasˇı´ funkcı´ r(x, β) je pra´veˇ e−β1x. Cozˇ plneˇ odpovı´da´ odvozenı´ PH tvaru
funkce prˇezˇitı´
S(t) = e−te
−(β0+β1x)
= e−te
−β0e−β1x =

e−te
−β0
e−β1x
= (S0(t))
e−β1x
Weibullu˚v regresnı´ model
Prˇedpokla´dejme, zˇe na´hodna´ velicˇina T (doba do pooperacˇnı´ch komplikacı´) se rˇı´dı´ Wei-
bullovy´m rozdeˇlenı´mW (Θ, α). Funkce prˇezˇitı´ a odpovı´dajı´cı´ hazardnı´ funkceWeibullova
rozdeˇlenı´W (Θ, α), kde Θ = 1/λ se nazy´va´ parametr meˇrˇı´tka a α parametr tvaru, jsou
S(t) = e−(λt)
α
, h(t) = αλαtα−1 (3.19)
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Parametr λ mu˚zˇeme opeˇt vyja´drˇit jako funkci vysveˇtlujı´cı´ch promeˇnny´ch a v prˇı´padeˇ
jedne´ vysveˇtlujı´cı´ promeˇnne´ x tak dosta´va´me
S(t) = e−(te
−(β0+β1x))α , S0(t) = e
−(te−β0 )α = e−t
αe−β0α (3.20)
a hazardnı´ funkce
h(t) =
αtα−1
(eβ0+β1x)α
h0(t) =
αtα−1
eβ0α
(3.21)
Zatı´mco v exponenciona´lnı´m regresnı´m modelu platı´, zˇe σ = 1, vztah mezi parametrem
α a parametrem σ ve Weibullove´m regresnı´m modelu je α = 1/σ.
AFT tvar funkce prˇezˇitı´
S(t) = e−(te
−(β0+β1x))α = e−t
αe−β0αe−β1xα = S0(te
−β1x),
cozˇ odpovı´da´ prˇedpisu AFT modelu.
PH tvar funkce prˇezˇitı´
Uveˇdomı´me-li si, zˇe mu˚zˇeme hazardnı´ funkci vyja´drˇit jako
h(t) =
αtα−1
(eβ0+β1x)α
= h0(t)e
−β1xα
je jasne´, zˇe nasˇı´ funkcı´ r(x, β) je pra´veˇ e−β1xα. Cozˇ plneˇ odpovı´da´ odvozenı´ PH tvaru
funkce prˇezˇitı´
S(t) = e−(te
−(β0+β1x))α = e−t
αe−β0αe−β1xα = (S0(t))
e−β1xα
Log-norma´lnı´ regresnı´ model
Prˇedpokla´dejme, zˇe na´hodna´ velicˇina T (doba do pooperacˇnı´ch komplikacı´) se rˇı´dı´ log-
norma´lnı´m rozdeˇlenı´m LN(µ, σ). Chybova´ slozˇka regresnı´ho modelu se bude rˇı´dit nor-
ma´lnı´m rozdeˇlenı´mN(0, σ). Protozˇe hazardnı´ funkce log-norma´lnı´ho rozdeˇlenı´ ma´ velmi
specificky´ tvar, nenı´ splneˇn prˇedpoklad proporcionality rizik a hazardnı´ pomeˇr proto
nebude konstantnı´ pro vsˇechny doby do pooperacˇnı´ch komplikacı´. Jsme tedy schopni
vytvorˇit pouze AFT model tohoto rozdeˇlenı´. Vı´me, zˇe funkce prˇezˇitı´ je da´na vztahem
S(t) = 1− Φ

ln(t)− µ
σ

, (3.22)
kde Φ je distribucˇnı´ funkce normovane´ho norma´lnı´ho rozdeˇlenı´. Pokud ma´me pro jed-
noduchost jednu vysveˇtlujı´cı´ promeˇnnou a vyja´drˇı´me parametr µ jako µ = β0 + β1x,
dostaneme
S(t) = 1− Φ

ln(t)− (β0 + β1x)
σ

, S0(t) = 1− Φ

ln(t)− β0
σ

(3.23)
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AFT tvar funkce prˇezˇitı´
S(t) = 1− Φ

ln(t)− (β0 + β1x)
σ

= 1− Φ

ln(te−β1x)− β0
σ

= S0(te
−β1x),
cozˇ odpovı´da´ prˇedpisu AFT modelu.
Dalsˇı´ model, pro ktery´ doka´zˇeme vytvorˇit pouze AFT, je naprˇ. zobecneˇny´ gamma
regresnı´ model. Vı´ce k tomuto modelu lze nale´zt v [24], [25].
3.4 Neparametricke´ modely
Neparametricke´ modely veˇtsˇinou pouzˇijeme tehdy, pokud nevı´me nic o rozdeˇlenı´ ze
ktere´ho pocha´zejı´ data. Na uka´zku si prˇedstavı´me dveˇ metody: prvnı´ na´m umozˇnı´ od-
hadnout funkci prˇezˇitı´, druha´ pak hazardnı´ funkci. Tyto dveˇ metody v sobeˇ nezahrnujı´
vliv vysveˇtlujı´cı´ch promeˇnny´ch. Odhad se prova´dı´ na za´kladeˇ pozorovany´ch dob do
pooperacˇnı´ch komplikacı´.
3.4.1 Kaplan-Meieru˚v odhad funkce prˇezˇitı´
Kaplan-Meieru˚v odhad na´m umozˇnˇuje na za´kladeˇ pozorovany´ch dat odhadnout funkci
prˇezˇitı´. Nenı´ my´m za´meˇrem odvozovat dopodrobna konstrukci tohoto odhadu, a proto
prˇejdu rovnounaprakticky´ prˇı´klad, ktery´ objasnı´, jakmu˚zˇeme z cenzorovany´chdat zı´skat
odhad funkce prˇezˇitı´ Sˆ(t).
Prˇı´klad 3.1
Proved’te Kaplan-Meieru˚v odhad, pokud pozorovane´ cˇasy do pooperacˇnı´ch komplikacı´
byly 1, 2, 2, 2+, 3, 3+, 4, 4+, 5+, 6, 7, 8, 9, 9, 10.
Prvneˇ si vsˇimneme, zˇe ma´me data jizˇ usporˇa´dana´. Celkovy´ pocˇet jedincu˚ ve studii
n = 15. Da´le musı´me urcˇit pozorovane´ odlisˇne´ necenzorovane´ cˇasy t(1) < t(2) < · · · <
t(m), ktere´ jsou v nasˇem prˇı´padeˇ {1, 2, 3, 4, 6, 7, 8, 9, 10}, m = 9. Pro vy´pocˇet pouzˇijeme
vzorec
Sˆ(t(k)) =
k
j=1

nj − dj
nj

,
kde nj je pocˇet jedincu˚ v rizikove´ skupineˇ R(t(j)) a dj je pocˇet jedincu˚ ve skupineˇD(t(j)),
ktera´ oznacˇuje jedince, kterˇı´ majı´ cˇasy pooperacˇnı´ch komplikacı´ rovny cˇasu t(j). Spocˇı´-
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tejme prvnı´ch pa´r hodnot:
Sˆ(1) =

15− 1
15

= 0.933
Sˆ(2) = Sˆ(1) ·

14− 2
14

= 0.8
Sˆ(3) = Sˆ(2) ·

11− 1
11

= 0.727
Sˆ(4) = Sˆ(3) ·

9− 1
9

= 0.646
Sˆ(6) = Sˆ(4) ·

6− 1
6

= 0.539
V tabulce 2mu˚zˇeme videˇt, jake´ vy´sledky da´va´ statisticky´ softwareR. Prˇı´slusˇny´ odhad
funkce prˇezˇitı´ Sˆ(t) je pak graficky zna´zorneˇn na obra´zku 3.
cˇas t pocˇet v ohrozˇenı´ pocˇet uda´lostı´ Sˆ(t)
1 15 1 0.933
2 14 2 0.800
3 11 1 0.727
4 9 1 0.646
6 6 1 0.539
7 5 1 0.431
8 4 1 0.323
9 3 2 0.108
10 1 1 0.000
Tabulka 2: Kaplan-Meieru˚v odhad (vy´stupnı´ tabulka v softwaru R)
Kromeˇ Kaplan-Meierova odhadu funkce prˇezˇitı´, ktery´ patrˇı´ mezi nejzna´meˇjsˇı´, lze pro
odhad funkce prˇezˇitı´ pouzˇı´t metodu Life-table [10] nebo Nelson-Aalenu˚v odhad, ktery´
je velmi dobrˇe popsa´n v [3] v kapitole 2.1.3.
3.4.2 Kaplan-Meieru˚v odhad hazardnı´ funkce
Intuitivneˇ mu˚zˇeme ze zı´skany´ch dat odhadnout hazardnı´ funkci jako podı´l pocˇtu poo-
peracˇnı´ch komplikacı´ v dane´m cˇase ku pocˇtu jedincu˚ v rizikove´ skupineˇ v dane´m cˇase.
Pokud prˇedpokla´da´me, zˇe je hazardnı´ funkce mezi jednotlivy´mi pozorovany´mi cˇasy po-
operacˇnı´ch komplikacı´ konstantnı´, mu˚zˇeme zı´skat hazard za jednotku cˇasu, jestlizˇe dany´
vy´raz navı´c podeˇlı´me de´lkou cˇasove´ho intervalu. Takzˇe pokud si oznacˇı´me dj pocˇet po-
operacˇnı´ch komplikacı´ v cˇase t(j), j = 1, 2, . . . ,m a nj pocˇet jedincu˚ v rizikove´ skupineˇ
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Obra´zek 3: Kaplan-Meieru˚v odhad funkce prˇezˇitı´ prˇ. 3.1
R(t(j)), mu˚zˇeme hazardnı´ funkci v intervalu t(j) a t(j+1) odhadnout jako
hˆ(t) =
dj
njτj
, (3.24)
pro t(j) ≤ t < t(j+1) a τj = t(j+1) − t(j). Je jasne´, zˇe nenı´ mozˇne´ v intervalu, ktery´
zacˇı´na´ v poslednı´m nejveˇtsˇı´m pozorovane´m cˇase pooperacˇnı´ch komplikacı´ t(m), pouzˇı´t
pro odhad hazardu vztah (3.24), protozˇe tento interval je otevrˇeny´.
Odhad (3.24) se nazy´va´ Kaplan-Meieru˚v, protozˇe funkce prˇezˇitı´ z neˇj odvozena´ odpo-
vı´da´ pra´veˇ Kaplan-Meierovu odhadu. Lehce to zdu˚vodnı´me, pokud si uveˇdomı´me, zˇe
hˆ(t), t(j) ≤ t < t(j+1) je odhad rizika pooperacˇnı´ch komplikacı´ za jednotku cˇasu v j-te´m
intervalu. Pravdeˇpodobnost pooperacˇnı´ch komplikacı´ v tomto intervalu je tedy hˆ(t)τj ,
cozˇ je dj/nj . Proto odhad odpovı´dajı´cı´ pravdeˇpodobnosti prˇezˇitı´ v dane´m intervalu bude
1− (dj/nj) a odhad funkce prˇezˇitı´ bude stejny´ jako v kapitole (3.4.1).
3.5 Semiparametricke´ modely
Jak uzˇ bylo zmı´neˇno drˇı´ve, semiparametricke´ modely jsou kombinacı´ parametricke´ho
a neparametricke´ho prˇı´stupu. Jejich nejveˇtsˇı´ vy´hodou je, zˇe nemusı´me zna´t tvar za´kladnı´
hazardnı´ funkce. Mezi nejzna´meˇjsˇı´ semiparametricky´ model patrˇı´ Coxu˚v model propor-
ciona´lnı´ch rizik, ktery´ ma´ tvar
h(t) = h0(t)e
β′x,
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kde β je vektor koeficientu˚ β = (β1, . . . , βp) a x je vektor vysveˇtlujı´cı´ch promeˇnny´ch
x = (x1, . . . , xp).
3.6 Za´kladnı´ metody pouzˇı´vane´ v modelova´nı´
Nezˇprˇistoupı´mekekapitole, ktera´ se budepodrobneˇji veˇnovatCoxovuproporciona´lnı´mu
modelu, sezna´mı´me se pro prˇehled s neˇktery´mi metodami, ktere´ vyuzˇı´va´me v analy´ze
prˇezˇitı´.
3.6.1 Metoda maxima´lnı´ veˇrohodnosti
Prˇirozeny´m zpu˚sobem, jak odhadnout nezna´my´ parametr Θ, je maximalizovat veˇrohod-
nostnı´ funkci. Avsˇak pouzˇı´t k te´to maximalizaci prˇı´mo veˇrohodnostnı´ funkci se ukazuje
neprakticke´. Je jednodusˇsˇı´ maximalizovat logaritmus te´to funkce. Obeˇ funkce, veˇrohod-
nostnı´ ℓ(Θ|x) i jejı´ logaritmus L(Θ|x), dosahujı´ maxima v te´mzˇe bodeˇ, takzˇe tato u´prava
ma´ smysl.
Ukazˇme si podstatu MLE na jednoduche´m diskre´tnı´m prˇı´padeˇ.
Prˇı´klad 3.2
Necht’ma´me vy´beˇr (X1, X2, X3, X4) z alternativnı´ho rozdeˇlenı´ s nezna´my´m parametrem
p (tj. P (X = 1) = p, P (X = 0) = 1 − p). Zalozˇme odhad parametru p na nameˇrˇeny´ch
datech, a ty jsou (0, 0, 1, 0). Pro jednoduchost prˇedpokla´dejme, zˇe parametr pma´ hodnotu
bud’ p = 0.2 nebo p = 0.8. Pro pravdeˇpodobnost pozorovany´ch dat z alternativnı´ho
rozdeˇlenı´ platı´:
P (X1 = 0, X2 = 0, X3 = 1, X4 = 0) = p(1− p)3,
cozˇ se pro p = 0.2 rovna´ hodnoteˇ 0.1024, pro p = 0.8 pak 0.0064. Metoda MLE spocˇı´va´
v tom, zˇe za odhad parametru p vezmeme tu hodnotu, pro kterou je pravdeˇpodobnost
takto nameˇrˇeny´ch dat nejveˇtsˇı´, tedy p = 0.2.
Na dalsˇı´m prˇı´kladeˇ si uka´zˇeme typicke´ pouzˇitı´ MLE.
Prˇı´klad 3.3
Odhadneˇte metodoumaxima´lnı´ veˇrohodnosti parametr µ norma´lnı´ho rozdeˇlenı´N(µ, σ2)
s distribucˇnı´ funkcı´
f(x, µ, σ2) =
1√
2πσ
exp

−(x− µ)
2
2σ2

,
kde parametr σ2 zna´me. Nezna´my´m parametrem Θ je v tomto prˇı´padeˇ µ. Pro metodu
maxima´lnı´ veˇrohodnosti tak dosta´va´me
L(µ|X1, X2, . . . , Xn) = ln
n
i=1
1√
2πσ
exp

−(Xi − µ)
2
2σ2

, tedy
L(µ|X1, X2, . . . , Xn) = −n
2
ln(2π)− n
2
ln(σ2)− 1
σ2
n
i=1
(Xi − µ)2 (3.25)
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Da´le budemehledatmaximum funkce (3.25) - zderivujeme ji podle nezna´me´hoparametru
µ a polozˇı´me rovno 0.
∂L(Θ|X1, X2, . . . , Xn)
∂µ
=
1
σ2
n
i=1
(Xi − µ) = 0
µˆ =
1
n
n
i=1
Xi
µˆ = X¯
Zjistili jsme, zˇeMLEodhadem strˇednı´ hodnoty norma´lnı´ho rozdeˇlenı´ je vy´beˇrovy´ pru˚meˇr.
V prˇı´padeˇ, zˇe nebudeme zna´t ani parametr σ2, budeme logaritmus veˇrohodnostnı´ funkce
L(Θ|x) derivovat jednak podle promeˇnne´ µ, tak i podle promeˇnne´ σ2. Obeˇ rovnice po-
lozˇı´me rovny 0 a vyrˇesˇı´me soustavu dvou rovnic o dvou nezna´my´ch. [2]
3.6.2 Srovna´nı´ prˇezˇitı´ dvou skupin pomocı´ Log-rank testu
Nejjednodusˇsˇı´m zpu˚sobem, jak srovnat prˇezˇitı´ dvou skupin, je vykreslit si odpovı´dajı´cı´
funkce prˇezˇitı´ teˇchto skupin do jednoho grafu. Odtud pakmu˚zˇeme zı´skat potrˇebne´ infor-
mace. Bohuzˇel na´m ale takovy´ postup neda´ odpoveˇd’ na ota´zku, jestli jsou rozdı´ly mezi
dveˇma skupinami vy´znamne´ cˇi nikoliv. Proto zde prˇedstavı´m Log-rank test, ktery´ tento
proble´m rˇesˇı´ velmi elegantnı´m zpu˚sobem.
Existuje mnoho variacı´ tohoto testu, avsˇak vsˇechny jsou zalozˇene´ na kontingencˇnı´
tabulce 3, ktera´ se konstruuje pro kazˇdy´ dany´ cˇas prˇezˇitı´ t(j).
Uda´lost/Skupina 1 2 Celkem
Pocˇet u´mrtı´ d1j d2j dj
Pocˇet prˇezˇitı´ n1j − d1j n2j − d2j nj − dj
Pocˇet v rizikove´ sk. n1j n2j nj
Tabulka 3: Kontingencˇnı´ tabulka pro dveˇ porovna´vane´ skupiny v cˇase prˇezˇitı´ t(j)
V dane´ tabulce oznacˇuje n1j pocˇet jedincu˚ v riziku v cˇase t(j) v ra´mci prvnı´ skupiny
a n2j pocˇet jedincu˚ v riziku v cˇase t(j) v ra´mci druhe´ skupiny. Da´le d1j oznacˇuje pocˇet
uda´lostı´ (naprˇ. u´mrtı´, pooperacˇnı´ch komplikacı´) v cˇase t(j) v prvnı´ skupineˇ a d2j pocˇet
uda´lostı´ v cˇase t(j) v druhe´ skupineˇ. Celkovy´ pocˇet jedincu˚ v riziku v cˇase t(j) je nj =
n1j + n2j a celkovy´ pocˇet uda´lostı´ v cˇase t(j) je dj = d1j + d2j .
Za prˇedpokladunulove´ hypote´zy, zˇe funkceprˇezˇitı´ jsou voboudvou skupina´ch stejne´,
mu˚zˇeme d1j povazˇovat za na´hodnou promeˇnnou. Ve skutecˇnosti d1j ma´ hypergeometricke´
rozdeˇlenı´, na za´kladeˇ neˇhozˇ mu˚zˇeme spocˇı´tat pravdeˇpodobnost, zˇe na´hodna´ promeˇnna´
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bude mı´t hodnotu pra´veˇ d1j jako
dj
d1j

nj − dj
n1j − d1j


nj
n1j

Da´le strˇednı´ hodnota hypergeometricke´ na´hodne´ promeˇnne´ d1j je rovna
e1j =
n1jdj
nj
.
Tuto hodnotu oznacˇujeme jako ocˇeka´vany´ pocˇet uda´lostı´ v cˇase t(j).
Nynı´ spocˇı´ta´me rozdı´l mezi ocˇeka´vanou hodnotou a skutecˇnou v kazˇde´m cˇase t(j).
Zı´ska´me tak statistiku
UL =
m
j=1
(d1j − e1j)
Tato statistika budemı´t nulovou strˇednı´ hodnotu, pokudE(d1j) = e1j . Navı´c jestlizˇe cˇasy
uda´lostı´ jsou neza´visle´, pak rozptyl statistiky UL je roven soucˇtu rozptylu˚ d1j . A protozˇe
d1j se rˇı´dı´ hypergeometricky´m rozdeˇlenı´m, je rozptyl d1j roven
v1j =
n1jn2jdj(nj − dj)
n2j (nj − 1)
.
Takzˇe rozptyl UL je
DUL =
m
j=1
v1j = VL.
Lze uka´zat, zˇe pokud ma´me dostatek pozorovany´ch cˇasu˚ uda´lostı´, mu˚zˇeme UL aproxi-
movat norma´lnı´m rozdeˇlenı´m. Tedy
UL√
VL
∼ N(0, 1), nebo U
2
L
VL
∼ χ21.
Tento postup byl odvozen Mantelem a Haenszelem (1959) a je zna´m jako Mantel-
Haenszelova procedura. Ve skutecˇnosti ma´ tento test ru˚zne´ na´zvy naprˇ. Mantel-Cox, cˇi
Peto-Mantel-Haenszel, ale nejvı´c se pro neˇj vzˇil termı´n Log-rank test. Kromeˇ tohoto testu lze
pouzˇı´t ke srovna´nı´ dvou skupin Wilcoxonu˚v test, ktery´ je take´ zna´my´ jako Breslowu˚v
test, da´le existuje Taron-Wareu˚v test nebo Peto-Prenticeu˚v test. Vı´ce k nim lze nale´zt
v [3], [10].
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4 Coxu˚v proporciona´lnı´ hazardnı´ model
h(t) = h0(t)e
β′x (4.1)
4.1 Odhad parametru˚ PH modelu
Prˇi rˇesˇenı´ proble´mu, jak odhadnout parametry modelu (4.1), se veˇtsˇinou nejprve zamys-
lı´me, jestli bychom nemohli vyuzˇı´t metody maxima´lnı´ veˇrohodnosti MLE.
Prˇedpokla´dejme, zˇe ma´me n neza´visly´ch pozorova´nı´, kde kazˇde´ obsahuje informaci
o dobeˇ dopooperacˇnı´ch komplikacı´, jestli se jedna´ o cˇas cenzorovany´ cˇi nikoli a promeˇnne´,
ktere´ byly urcˇeny na zacˇa´tku studie a v pru˚beˇhu te´to studie se nemeˇnı´. [pozn. V praxi
je opravdu beˇzˇne´, zˇe se hodnoty nameˇrˇı´ na zacˇa´tku a da´le zu˚sta´vajı´ stejne´. Prˇesto mu˚zˇe
nastat situace, zˇe se promeˇnne´ v pru˚beˇhu cˇasu meˇnit budou. Takove´ promeˇnne´ mohou
by´t jednodusˇe prˇizpu˚sobeny. Vı´ce k tomuto proble´mu se lze docˇı´st v [10] Kapitola VII.]
Bez u´jmy na obecnosti budeme pro jednoduchost pracovat pouze s jednou vysveˇtlujı´cı´
promeˇnnou. Oznacˇme si trojici pozorovane´ho cˇasu, promeˇnne´ a informaci o cenzorova´nı´
(ti, xi, ci), i = 1, 2, . . . , n.
Prvnı´m krokem je sestavenı´ veˇrohodnostnı´ funkce. S tou jsme se jizˇ setkali a rˇekli jsme,
zˇe na ni mu˚zˇeme pohlı´zˇet jako na pravdeˇpodobnost toho, zˇe nameˇrˇı´me opeˇt stejna´ data.
Prˇı´klad 4.1
Doba do pooperacˇnı´ch komplikacı´ je spojita´ na´hodna´ velicˇina pocha´zejı´cı´ z rozdeˇlenı´
s hustotoupravdeˇpodobnosti f(t, β, x). Pokud jsmenameˇrˇili hodnoty (10, 45, 1), (11, 40, 0),
(15, 39, 0) a (18, 25, 1), pak veˇrohodnostnı´ funkce bude da´na jako
ℓ(β) = f(10, β, 45) · S(11, β, 40) · S(15, β, 39) · f(18, β, 25).
Z prˇı´kladu (4.1) vidı´me, zˇe obecneˇ mu˚zˇeme veˇrohodnostnı´ funkci zapsat
ℓ(β) =
n
i=1

[f(ti, β, xi)]
ci · [S(ti, β, xi)]1−ci

. (4.2)
Le´pe se na´m bude pracovat s logaritmem veˇrohodnostnı´ funkce
L(β) =
n
i=1
{ciln [f(ti, β, xi)] + (1− ci) ln [S(ti, β, xi)]} . (4.3)
Postup nalezenı´ MLE odhadu spocˇı´va´ v derivova´nı´ L(β) podle nezna´me´ho parametru β,
polozˇenı´ te´to derivace rovno nule a vyrˇesˇenı´ pro β.
Ze vztahu (2.1) si mu˚zˇeme vyja´drˇit hustotu pravdeˇpodobnosti f(t, x, β) jako soucˇin
hazardnı´ funkce h(t, x, β) a funkce prˇezˇitı´ S(t, x, β). Tento vztah mu˚zˇeme dosadit do (4.3)
a vyuzˇitı´m (3.10) a (3.12) po u´prava´ch dostaneme
L(β) =
n
i=1

ciln [h0(ti)] + cixiβ + e
xiβln [S0(ti)]

. (4.4)
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Plna´ maximalizace veˇrohodnostnı´ funkce vyzˇaduje, abychommaximalizovali vy´raz (4.4)
s ohledem na parametr β, ktery´ na´s zajı´ma´, na blı´zˇe nespecifikovane´ za´kladnı´ hazardnı´
funkci a funkci prˇezˇitı´. Kalbfleisch a Prentice [12] uka´zali, zˇe k tomu nenı´ mozˇne´ pouzˇı´t
log-veˇrohodnostnı´ funkci (4.4).
Cox (1972) navrhl vztah, ktery´ nazy´va´me cˇa´stecˇnou veˇrohodnostnı´ funkcı´. Tato
funkce za´visı´ pouze na parametrech β, ktere´ na´s zajı´majı´. Prˇedpokla´dal, zˇe vy´sledne´
odhady parametru˚ z cˇa´stecˇne´ veˇrohodnostnı´ funkce budou mı´t stejne´ rozdeˇlenı´ pravdeˇ-
podobnosti jako plneˇ maximalizovane´ veˇrohodnostnı´ odhady. Du˚kaz te´to domneˇnky lze
najı´t v [10], resp. na´stin mysˇlenky nalezneme v [26].
Cˇa´stecˇna´ veˇrohodnostnı´ funkce je da´na vztahem
ℓp(β) =
n
i=1
 exiβ
j∈R(ti)
exjβ

ci
, (4.5)
kde sumace ve jmenovateli jde prˇes vsˇechny jednotlivce, kterˇı´ jsou v cˇase ti v rizikove´
skupineˇ, kterou oznacˇujeme jako R(ti).
Je trˇeba zdu˚raznit, zˇe vztah (4.5) je zalozˇen na prˇedpokladu, zˇe se v datech neopakujı´
pozorovane´ cˇasy. Vy´raz (4.5) lze da´le upravit tak, abychom vyloucˇili cˇleny u ktery´ch
ci = 0.
ℓp(β) =
m
i=1
ex(i)β
j∈R(t(i))
exjβ
(4.6)
Log-cˇa´stecˇna´ veˇrohodnostnı´ funkce je
Lp(β) =
m
i=1
x(i)β − ln
 
j∈R(t(i))
exjβ
 (4.7)
Hleda´me maximum te´to funkce, proto ji zderivujeme podle β a polozˇı´me rovno nule.
Takto nalezeny´ odhad znacˇı´me βˆ.
∂Lp(β)
∂β
=
m
i=1
x(i) −

j∈R(t(i))
xje
xjβ

j∈R(t(i))
exjβ

=
m
i=1
x(i) − 
j∈R(t(i))
wij(β)xj

=
m
i=1

x(i) − x¯wi

, (4.8)
kde
wij =
exjβ
l∈R(t(i))
exlβ
, x¯wi =

j∈R(t(i))
wij(β)xj .
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Odhad rozptylu a standardnı´ chyby odhadu koeficientu˚ jsou da´ny vztahy
Dˆβˆ = I(βˆ)−1, SˆE(βˆ) =

Dˆβˆ (4.9)
kde I(β) se nazy´va´ pozorovana´ informace a je da´na vztahem
I(β) = −∂
2Lp(β)
∂β2
, (4.10)
kde druhou derivaci z cˇa´stecˇne´ veˇrohodnostnı´ funkce mu˚zˇeme zkra´ceneˇ po u´prava´ch
zapsat
∂2Lp(β)
∂β2
= −
m
i=1

j∈R(t(i))
wij(β)(xj − x¯wi)2. (4.11)
V prˇı´padeˇ, zˇe ma´me vı´ce nezˇ jednu promeˇnnou naprˇ. p vysveˇtlujı´cı´ch promeˇnny´ch, ho-
vorˇı´me o I(βˆ) jako o pozorovane´ informacˇnı´ matici jejı´zˇ prvky jsou druhe´ derivace
Ii,j(β) =
∂2L(β)
∂βiβj
, i = 1, . . . , p; j = 1, . . . , p.
Odmocniny diagona´lnı´ch prvku˚ inverze te´to matice jsou standardnı´ chyby SE odhado-
vany´ch parametru˚ β1, β2, . . . , βp.
4.2 Odvozenı´ cˇa´stecˇne´ veˇrohodnostnı´ funkce
Vrat’me se k cˇa´stecˇne´ veˇrohodnostnı´ funkci (4.5) a pokusme se ji odvodit [3].
Jizˇ drˇı´ve jsem se zmı´nila, co je to veˇrohodnostnı´ funkce, a jak vypada´ pro na´sˇ Coxu˚v
model. Za´kladnı´ argument pouzˇı´vany´ prˇi konstrukci veˇrohodnostnı´ funkce proporcio-
na´lnı´ho hazardnı´homodelu je, zˇe intervalymezi po sobeˇ jdoucı´mi uda´lostmi (pooperacˇnı´
komplikace) neposkytujı´ informaci o vlivu vysveˇtlujı´cı´ch promeˇnny´ch na riziko poope-
racˇnı´ch komplikacı´. Je to protozˇe za´kladnı´ hazardnı´ funkce ma´ libovolny´ tvar, a tak je
mozˇne´, zˇe h0(t) (a proto i h(t)) je v teˇchto cˇasovy´ch intervalech, kde se nevyskytujı´ po-
operacˇnı´ komplikace, nulova´. Tı´m se zkra´tka myslı´, zˇe tyto intervaly neposkytujı´ zˇa´dne´
informace o hodnota´ch parametru˚ β. Proto uvazˇujeme pravdeˇpodobnost, zˇe i-ty´ jedinec
bude mı´t pooperacˇnı´ komplikace v neˇktere´m cˇase t(j) za podmı´nky, zˇe t(j) je jedno z po-
zorovany´ch cˇasu˚ pooperacˇnı´ch komplikacı´ t(1), t(2), . . . , t(m). Pokud u jedince, ktery´ meˇl
v cˇase t(j) pooperacˇnı´ komplikace, jsou vysveˇtlujı´cı´ promeˇnne´ da´ny vektorem x(j), pak je
tato pravdeˇpodobnost
P (jedinec s prom. x(j) bude mı´t komplikace v t(j)|v t(j) dosˇlo ke komplikacı´m). (4.12)
Nynı´ mu˚zˇeme vyuzˇı´t vztahu
P (A|B) = P (A ∩B)
P (B)
.
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Protozˇe v tomto prˇı´padeˇ A ⊂ B, pravdeˇpodobnost ze vztahu (4.12) prˇejde do tvaru
P (jedinec s promeˇnny´mi x(j) bude mı´t pooperacˇnı´ komplikace v cˇase t(j))
P (v cˇase t(j) dosˇlo k pooperacˇnı´m komplikacı´m)
. (4.13)
A protozˇe prˇedpokla´da´me, zˇe cˇasy pooperacˇnı´ch komplikacı´ jsou na sobeˇ neza´visle´,
mu˚zˇeme jmenovatele ve vztahu(4.13) napsat jako sumu pravdeˇpodobnostı´ pooperacˇnı´ch
komplikacı´ v cˇase t(j) prˇes vsˇechny jedince, kterˇı´ jsou v tomto cˇase v rizikove´ skupineˇ
R(t(j)).
P (jedinec s promeˇnny´mi x(j) bude mı´t pooperacˇnı´ komplikace v cˇase t(j))
l∈R(t(j))
P (jedinec l bude mı´t pooperacˇnı´ komplikace v cˇase t(j))
. (4.14)
Abychommohli prˇejı´t od pravdeˇpodobnosti k hazardnı´ funkci, pravdeˇpodobnost poope-
racˇnı´ch komplikacı´ v cˇase t(j) ve vztahu (4.14) nahradı´me pravdeˇpodobnostı´ pooperacˇ-
nı´ch komplikacı´ v intervalu (t(j), t(j)+δt) a podeˇlı´me cˇitatele i jmenovatele δt. Dostaneme
P (jedinec s promeˇnny´mi x(j) bude mı´t pooperacˇnı´ komplikace v cˇase (t(j), t(j) + δt))/δt
l∈R(t(j))
P (jedinec l bude mı´t pooperacˇnı´ komplikace v cˇase (t(j), t(j) + δt))/δt
.
Pu˚jdeme-li v tomto vy´razu limitneˇ s δt→ 0, dostaneme tak vlastneˇ podı´l (4.14), ale za´ro-
venˇ vı´me, zˇe takto definovana´ limita odpovı´da´ riziku, zˇe v cˇase t(j) dojde k pooperacˇnı´m
komplikacı´m (hazardnı´ funkce). Takzˇe mu˚zˇeme psa´t
Riziko pooperacˇnı´ komplikace v cˇase t(j) u jedince s promeˇnny´mi x(j)
l∈R(t(j))
(Riziko pooperacˇnı´ komplikace v cˇase t(j) u jedince l)
(4.15)
Pokud v cˇase t(j) bude mı´t pooperacˇnı´ komplikace i-ty´ jedinec, mu˚zˇeme hazardnı´ funkci
v cˇitateli zapsat jakohi(t(j)). Podobneˇ ve jmenovateli jakohl(t(j)). Tak prˇejdeme od vy´razu
(4.12)k vy´razu
hi(t(j))
l∈R(t(j))
hl(t(j))
(4.16)
Do vztahu (4.16) dosadı´me (3.10). Za´kladnı´ hazardnı´ funkce h0(t) se pokra´tı´ a dosta´va´me
e(β
′x(j))
l∈R(t(j))
e(β
′x(l))
(4.17)
A nakonec soucˇin (4.17) prˇes vsˇechny pozorovane´ cˇasy m na´m da´ cˇa´stecˇnou veˇrohod-
nostnı´ funkci (4.5).
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4.3 Opakujı´cı´ se pozorovane´ cˇasy v datech
Cˇa´stecˇnou veˇrohodnostnı´ funkci (4.5) jsme zalozˇili na prˇedpokladu, zˇe se v datech ne-
vyskytujı´ opakovana´ pozorova´nı´ cˇasu uda´lostı´. V prˇı´padeˇ, zˇe chceme podchytit tyto tzv.
tied data, musı´me cˇa´stecˇnou veˇrohodnostnı´ funkci modifikovat. Popı´sˇeme si cˇtyrˇi metody,
ktere´ tuto modifikaci realizujı´.
Pro usnadneˇnı´ vyjdeme u vsˇech zmı´neˇny´ch metod z na´sledujı´cı´ho konkre´tnı´ho prˇı´-
kladu pozorovany´ch dat:
i xi ci ti
1 5 1 2
2 4 1 2
3 6 0 3
4 2 1 4
5 2 1 5
Vidı´me, zˇe v prvnı´m a druhe´m prˇı´padeˇ ma´me stejna´ pozorova´nı´ cˇasu uda´lostı´. V da-
tech se tedy vyskytujı´ trˇi ru˚zna´ pozorova´nı´ cˇasu uda´lostı´ (t1, t4, t5). Cˇa´stecˇnou veˇrohod-
nostnı´ funkci mu˚zˇeme proto zapsat jako
ℓ(β) =
3
j=1
ℓj(β) = ℓ1(β)ℓ2(β)ℓ3(β).
Protozˇe se cˇasy t4 a t5 v datech neopakuji, mu˚zˇeme komponenty cˇa´stecˇne´ veˇrohodnostnı´
funkce ℓ2(β) a ℓ3(β) vypocˇı´tat standardnı´m zpu˚sobem
ℓ2(β) =
ex4β
ex4β + ex5β
, a ℓ3(β) = 1.
Co na´s tedy bude ve skutecˇnosti zajı´mat je komponenta ℓ1(β).
Prˇesna´ metoda
Je zalozˇena na prˇedpokladu, zˇe cˇas uda´losti je spojita´ na´hodna´ velicˇina a zˇe cˇasy t1 a t2
jsou ve skutecˇnosti ru˚zne´. Vlivem zaokrouhlovacı´ch chyb (naprˇ. na dny, meˇsı´ce, roky) se
na´m tak urcˇita´ informace o cˇasu uda´losti ztratila.
Protozˇe ale nevı´me, ktery´ cˇas prˇedcha´zel jake´mu, uvazˇujeme vsˇechnymozˇnosti, ktere´
by mohly nastat. V nasˇem prˇı´padeˇ to je 2! = 2. Oznacˇme A1 prˇı´pad, ve ktere´m t1 < t2
a A2 prˇı´pad, ve ktere´m t2 < t1. Pak
ℓ1(β) = P (v cˇase t1 dojde ke dveˇma u´mrtı´m) = P (A1 ∪A2) = P (A1) + P (A2),
kde P (A1) a P (A2) spocˇı´ta´me obvykly´m zpu˚sobem:
P (A1) =
ex1β
ex1β + ex2β + ex3β + ex4β + ex5β
· e
x2β
ex2β + ex3β + ex4β + ex5β
P (A2) =
ex2β
ex2β + ex1β + ex3β + ex4β + ex5β
· e
x1β
ex1β + ex3β + ex4β + ex5β
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Tato metoda mu˚zˇe by´t bohuzˇel vy´pocˇetneˇ velmi na´rocˇna´, a proto se ve softwarovy´ch
balı´cˇcı´ch cˇasto vyuzˇı´va´ spı´sˇe aproximace prˇesne´ cˇa´stecˇne´ veˇrohodnostnı´ funkce.
[27]
Breslowova aproximace
U nasˇeho prˇı´kladu mu˚zˇeme prove´st aproximaci na´sledovneˇ
ex2β
ex2β + ex3β + ex4β + ex5β
≈ e
x2β
ex1β + ex2β + ex3β + ex4β + ex5β
ex1β
ex1β + ex3β + ex4β + ex5β
≈ e
x1β
ex1β + ex2β + ex3β + ex4β + ex5β
Pak P (A1) i P (A2) a tudı´zˇ i ℓ1(β)mu˚zˇe by´t aproximova´no jako
ex1β
ex1β + ex2β + ex3β + ex4β + ex5β
· e
x2β
ex1β + ex2β + ex3β + ex4β + ex5β
=
e(x1+x2)β
5
l=1
exlβ
2
Jestlizˇe v j−te´m odlisˇne´m pozorovane´m cˇase nastane dj stejny´ch pozorovany´ch cˇasu˚, pak
obecny´ za´pis ℓj(β) komponenty je
ℓj(β) ≈
exp

β

l∈D(t(j))
xl

 
l∈R(t(j))
exp(xlβ)
dj ,
kde R(t(j)) je rizikova´ skupina v cˇase t(j) a D(t(j)) je skupina jedincu˚, jejichzˇ cˇasy prˇezˇitı´
jsou rovny t(j). Pro cˇa´stecˇnou veˇrohodnostnı´ funkci platı´
ℓ(β) =
m
j=1
ℓj(β) ≈
m
j=1
exp

β

l∈D(t(j))
xl

 
l∈R(t(j))
exp(xlβ)
dj , (4.18)
kde m je celkovy´ pocˇet odlisˇny´ch pozorovany´ch cˇasu prˇezˇitı´. Aproximaci (4.18) navrhl
Breslow (1974).
Pokud bude dj male´ a pocˇet jedincu˚ v rizikove´ skupineˇnj bude velke´ (tedy podı´l dj/nj
bude maly´), pak bude Breslowova aproximace fungovat dobrˇe (aproximace bude blı´zka´
prˇesne´ cˇa´stecˇne´ veˇrohodnostnı´ funkci). Pokud ale tyto podmı´nky nebudou splneˇny, pak
tato aproximace nebude prˇı´lisˇ vhodna´. Proto Efron (1977) navrhl jiny´ postup.
[27]
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Efronova aproximace
Co se ty´ka´ nasˇeho prˇı´kladu, mu˚zˇeme prˇesnou cˇa´stecˇnou veˇrohodnostnı´ funkci zapsat
schematicky
ℓ1(β) =
bc
a(a− b) +
bc
a(a− c) ,
cozˇ mu˚zˇeme aproximovat vztahem
ℓ1(β) ≈ 2bc
a(a− (b+ c)/2) .
Tato aproximace je za´kladnı´ mysˇlenkou Efronovy aproximace
ℓ(β) ≈
m
j=1
exp

β

l∈D(t(j))
xl

dj
k=1
 
l∈R(t(j))
exlβ − k−1dj

l∈D(t(j))
exlβ
 (4.19)
[27]
Coxova aproximace
Tato aproximace nenı´ v softwarovy´ch balı´cˇcı´ch tak beˇzˇna´, prˇesto jsem se rozhodla ji sem
zarˇadit. Byla navrzˇena Coxem (1972).
ℓ(β) ≈
m
j=1
exp

β

l∈D(t(j))
xl


allD(t(j))
exp

β

k∈D(t(j))
xk
 (4.20)
Vztah (4.20) je zalozˇen na modelu, ktery´ odpovı´da´ situaci s diskre´tnı´ cˇasovou sˇka´lou.
[pozn. Jsou tedy prˇı´pustne´ opakova´nı´ pozorovany´ch cˇasu˚ v datech.] Diskre´tnı´ tvar pro-
porciona´lnı´ho hazardnı´ho modelu (3.10) je
h(t)
1− h(t) =
h0(t)
1− h0(t)e
xβ,
jehozˇ veˇrohodnostnı´ funkce je da´na pra´veˇ vztahem (4.20). Pokud velikost diskre´tnı´ho
cˇasove´ho intervalu pu˚jde limitneˇ k nule, bude se blı´zˇit k proporciona´lnı´mumodelu (3.10).
Pokud v datech nejsou zˇa´dne´ opakujı´cı´ se pozorovane´ cˇasy, tedy dj = 1 pro j =
1, 2, . . . ,m, pak aproximace (4.18), (4.19) a (4.20) odpovı´dajı´ veˇrohodnostnı´ funkci (4.6).
[3]
34
4.4 Newton-Raphsonova metoda
Kmaximalizaci cˇa´stecˇne´ veˇrohodnostnı´ funkce se cˇastopouzˇı´va´ iteracˇnı´Newton-Rhapsonova
metoda.
Necht’β oznacˇuje vektor nezna´my´ch parametru˚, tedy β = (β1, β2, . . . , βp) a u(β) je
p× 1 vektor prvnı´ch derivacı´ logaritmu cˇa´stecˇne´ veˇrohodnostnı´ funkce
u(β) =

∂L(β)
∂β1
,
∂L(β)
∂β2
, . . . ,
∂L(β)
∂βp
T
.
Da´le oznacˇme I(β) informacˇnı´ matici p× p, o ktere´ jsem se jizˇ zmı´nila drˇı´ve. Zopakuji, zˇe
(i, j)-ta´ slozˇka matice I(β) je
− ∂
2L(β)
∂βi∂βj
.
Odhad vektoru parametru˚ β je da´n iteracˇnı´m vztahem
βˆk+1 = βˆk + I
−1(βˆk)u(βˆk) (4.21)
Metodu mu˚zˇeme zaha´jit s aproximacı´ βˆ0 = 0. Proces ukoncˇı´me pokud zmeˇna L(β) bude
mala´ nebo pokud maximum z absolutnı´ho rozdı´lu |βˆk+1 − βˆk| bude male´.
Pokud bude iteracˇnı´ metoda konvergovat, mu˚zˇe by´t kovariancˇnı´ matice odhado-
vany´ch parametru˚ aproximova´na inverznı´ maticı´ I(βˆ)−1. Odmocnina z diagona´ly te´to
matice je pak standardnı´ chybou SE odhadovany´ch hodnot parametru˚ β1, β2, . . . , βp. [3]
4.5 Intervaly spolehlivosti a testy hypote´z pro parametry β
K urcˇenı´ aproximacı´ intervalu˚ spolehlivosti nezna´my´ch parametru˚ β1, β2, . . . , βp vyuzˇı´-
va´me standardnı´ chyby odhadnuty´ch parametru˚. Interval spolehlivosti pro k-ty´ parametr
je da´n vztahem 
βˆk − zα/2SE(βˆk); βˆk + zα/2SE(βˆk)

,
kde βˆ je odhad parametru β a zα/2 je α2 kvantil normovane´ho norma´lnı´ho rozdeˇlenı´.
Prˇı´klad 4.2
Ma´me-li urcˇit95%-nı´ intervaly spolehlivosti proparametryβ1 aβ2, kdyzˇ βˆ1 = −0.659, βˆ2 =
0.097, SE(βˆ1) = 0.2153, SE(βˆ2) = 0.2841, pak dostaneme dle vztahu
βˆk − z0.025SE(βˆk); βˆk + z0.025SE(βˆk)

βˆ1 : ⟨−0.659− 1.96 · 0.2153;−0.659 + 1.96 · 0.2153⟩ = ⟨−1.081;−0.237⟩
βˆ2 : ⟨0.097− 1.96 · 0.2841; 0.097 + 1.96 · 0.2841⟩ = ⟨−0.460; 0.654⟩
Pokud interval neobsahuje nulu, je to signa´l, zˇe takovy´ parametr nebude nulovy´ (bude
zahrnut v modelu).
Co se ty´ka´ testova´nı´ hypote´z k posouzenı´ vy´znamnosti parametru˚ β, existujı´ trˇi beˇzˇneˇ
pouzˇı´vane´ testy.
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Test pomeˇru cˇa´stecˇne´ veˇrohodnostnı´ funkce
Tento test, oznacˇovany´ pı´smenem G, je da´n vztahem
G = 2

L(βˆ)− L(0)

, (4.22)
kde βˆ je vektor odhadnuty´ch parametru˚ (βˆ1, . . . , βˆp) a L(0) je log-cˇa´stecˇna´ veˇrohodnostnı´
funkce s nulovy´m vektorem parametru˚ β, tedy
L(0) = −
m
i=1
ln(ni),
kde ni oznacˇuje pocˇet jedincu˚ v rizikove´ skupineˇ v cˇase t(i).
StatistikaG se rˇı´dı´ χ2 rozdeˇlenı´m s p stupni volnosti (za kazˇdy´ odhadovany´ parametr
jeden stupenˇ volnosti). Testujeme nulovou hypote´zu
H0 : β1 = β2 = · · · = βp = 0
HA : Asponˇ jeden z koeficientu˚ je ru˚zny´ od nuly.
Potom p-hodnota pro tento test je da´na jako
P

χ2(p) ≥ 2

L(βˆ)− L(0)

.
Waldova statistika
Necht’ β je vektor parametru˚ (β1, . . . , βp). Waldovu statistiku mu˚zˇeme spocˇı´tat dveˇma
zpu˚soby. Ve statisticky´ch programech se beˇzˇneˇ pouzˇı´va´ postup, kdy se zvla´sˇt’pro kazˇdy´
odhadovany´ parametr βk stanovı´ Waldova statistika. Testuje se hypote´za
H0 : βk = 0 v prˇı´padeˇ, zˇe jsou v modelu obsazˇeny vsˇechny ostatnı´ parametry.
HA : βk ̸= 0 v prˇı´padeˇ, zˇe jsou v modelu obsazˇeny vsˇechny ostatnı´ parametry.
Testujeme na za´kladeˇ vypocˇtene´ hodnoty statistiky
z =
βˆk
SE(βˆk)
,
ktera´ se rˇı´dı´ normovany´m norma´lnı´m rozdeˇlenı´m. p-hodnota je pak rovna P (|z| >
βˆk/SE(βˆk)). V programech, jako je naprˇ. SPSS, se statistika zmodifikuje tak, zˇe se umocnı´
na druhou. Tato upravena´ statistika se pak rˇı´dı´ χ2 rozdeˇlenı´m s 1 stupneˇm volnosti.
V druhe´m prˇı´padeˇ si oznacˇı´me vektor prvnı´ch derivacı´ log-cˇa´stecˇneˇ veˇrohodnostnı´
funkce jako u(β). Na za´kladeˇ hypote´zy H0
vektor u(0) = u(β)|β=0 se rˇı´dı´ multivariacˇnı´m norma´lnı´m rozdeˇlenı´m s vektorem
strˇednı´chhodnot rovennule akovariancˇnı´maticı´ danou informacˇnı´maticı´ I(0) = I(β)|β=0.
Waldova statistika je pak da´na vztahem
βˆ′I(βˆ)βˆ,
a asymptoticky se rˇı´dı´ χ2 rozdeˇlenı´m s p stupni volnosti.
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H0 : β1 = β2 = · · · = βp = 0
HA : Asponˇ jeden z parametru˚ je ru˚zny´ od nuly.
Sko´re test
Poslednı´m testem je sko´re test, na ktery´ lze take´ nahlı´zˇet dveˇma zpu˚soby. V prvnı´m
prˇı´padeˇ se pro kazˇdy´ parametr βk stanovı´ sko´re zvla´sˇt’(stejneˇ jako uWaldovy statistiky).
H0 : βk = 0 v prˇı´padeˇ, zˇe jsou v modelu obsazˇeny vsˇechny ostatnı´ parametry.
HA : βk ̸= 0 v prˇı´padeˇ, zˇe jsou v modelu obsazˇeny vsˇechny ostatnı´ parametry.
Testovanou statistikou je
z∗ =
∂L(βk)/∂βk
I(βk)

βk=0
,
ktera´ se rˇı´dı´ normovany´m norma´lnı´m rozdeˇlenı´m. Opeˇt lze statistiku umocnit na druhou.
Pak se bude rˇı´dit obdobneˇ jako uWaldovy statistiky χ2 rozdeˇlenı´m s 1 stupneˇm volnosti.
V druhe´m prˇı´padeˇ bude hypote´za opeˇt stejna´ jako u Waldovy statistiky.
H0 : β1 = β2 = · · · = βp = 0
HA : Asponˇ jeden z parametru˚ je ru˚zny´ od nuly.
Statistika sko´re testu je pak da´na vztahem
u′(0) [I(0)]−1 u(0) (4.23)
a rˇı´dı´ se χ2 rozdeˇlenı´m s p stupni volnosti.
4.6 Odhad hazardnı´ funkce a funkce prˇezˇitı´
Prˇedpokla´dejme, zˇe proporciona´lnı´ hazardnı´ model obsahuje p vysveˇtlujı´cı´ch promeˇn-
ny´chX1, X2, . . . , Xp. Prˇı´slusˇne´ odhady koeficientu˚ teˇchto promeˇnny´ch jsou β1, β2, . . . , βp.
Odhadovana´ hazardnı´ funkce i-te´ho jedince z celkove´ho pocˇtu n jedincu˚ je da´na vztahem
hˆi(t) = exp(βˆ
′xi)hˆ0(t), (4.24)
kde xi je vektor vysveˇtlujı´cı´ch promeˇnny´ch i-te´ho jedince, i = 1, 2, . . . , n, βˆ je vektor
odhadovany´ch koeficientu˚ a hˆ0(t) je odhad za´kladnı´ hazardnı´ funkce. Hazardnı´ funkci
jedince mu˚zˇeme tedy odhadnout, jakmile najdeme odhad za´kladnı´ hazardnı´ funkce.
Odhad za´kladnı´ hazardnı´ funkce byl odvozen Kalbfeischem a Prenticem (1973).
Prˇedpokla´dejme, zˇema´mem serˇazeny´ch odlisˇny´ch necenzorovany´ch pozorovany´ch cˇasu˚
u´mrtı´ t(1) < t(2) < · · · < t(m), da´le dj oznacˇuje pocˇet u´mrtı´ v cˇase t(j) a nj oznacˇuje pocˇet
jedincu˚ v rizikove´ skupineˇ v cˇase t(j). Odhad za´kladnı´ hazardnı´ funkce v cˇase t(j) je da´n
vztahem
hˆ0(t) = 1− ξˆj , (4.25)
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kde ξˆj je rˇesˇenı´m rovnice
l∈D(t(j))
exp(βˆ′xl)
1− ξˆexp(βˆ′xl)j
=

l∈R(t(j))
exp(βˆ′xl) (4.26)
pro j = 1, 2, . . . ,m. V rovnici (4.26) oznacˇuje D(t(j)) skupinu dj jedincu˚, kterˇı´ zemrˇeli
v cˇase t(j) a R(t(j)) oznacˇuje skupinu nj jedincu˚, kterˇı´ jsou v cˇase t(j) v rizikove´ skupineˇ.
V konkre´tnı´m prˇı´padeˇ, ve ktere´m se nevyskytujı´ opakovana´ pozorova´nı´ cˇasu u´mrtı´
(nejsou v datech prˇı´tomny tzv. tied data a tedy dj = 1 pro vsˇechna j = 1, 2, . . . ,m), suma
na leve´ straneˇ rovnice (4.26) bude obsahovat pouze jeden cˇlen a ξˆj se spocˇte jako
ξˆj =
1− exp(βˆ′x(j))
l∈R(t(t))
exp(βˆ′xl)

exp(βˆ′x(j))
, (4.27)
kde x(j) je vektor vysveˇtlujı´cı´ch promeˇnny´ch jedince, ktery´ zemrˇel v cˇase t(j).
V prˇı´padeˇ, zˇe se v datech neˇjake´ pozorovane´ cˇasy opakujı´, nelze vyrˇesˇit rovnici (4.26)
explicitneˇ a je trˇeba vyuzˇı´t neˇktery´ch iteracˇnı´ch postupu˚.
Prˇedpokla´dejme, zˇe hazardnı´ funkce je mezi sousednı´mi pozorovany´mi cˇasy u´mrtı´
konstantnı´. Vhodny´ odhad za´kladnı´ hazardnı´ funkce v takove´mto intervalu pak zı´ska´me,
pokud podeˇlı´me (4.25) cˇasovy´m intervalem. Dostaneme
hˆ0(t) =
1− ξˆj
t(j+1) − t(j)
, (4.28)
kde t(j) ≤ t < t(j+1), j = 1, 2, . . . ,m− 1 a hˆ0(t) = 0 pro t < t(1).
Na ξˆj mu˚zˇeme nahlı´zˇet jako na pravdeˇpodobnost, zˇe jedinec prˇezˇije prˇes interval
t(j), t(j+1)

. Za´kladnı´ funkci prˇezˇitı´ lze pak tedy odhadnout jako
Sˆ0(t) =
k
j=1
ξˆj , (4.29)
pro t(k) ≤ t < t(k+1), k = 1, 2, . . . ,m − 1. Odhad za´kladnı´ funkce prˇezˇitı´ je roven jedne´
pokud t < t(1) a nule pokud t ≥ t(m) za prˇedpokladu, zˇe se v datech nevyskytujı´ cenzo-
rovane´ cˇasy, ktere´ by byly veˇtsˇı´ nezˇ t(m). Jinak se za Sˆ0(t) vezme hodnota Sˆ0(t(m)), a to
azˇ do nejveˇtsˇı´ho cenzorovane´ho cˇasu, avsˇak odhad funkce prˇezˇitı´ nenı´ po tomto cˇase jizˇ
definova´n.
Za´kladnı´ kumulativnı´ hazardnı´ funkce se pak zı´ska´ jako
Hˆ0(t) = −lnSˆ0(t) = −
k
j=1
lnξˆj , (4.30)
pro t(k) ≤ t < t(k+1), k = 1, 2, . . . ,m− 1 a Hˆ0(t) = 0 pro t < t(1).
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Na za´kladeˇ odhadu˚ za´kladnı´ hazardnı´ funkce, za´kladnı´ funkce prˇezˇitı´ a za´kladnı´ ku-
mulativnı´ hazardnı´ funkce v rovnicı´ch (4.28), (4.29), a (4.30) mu˚zˇeme odhadnout hazardnı´
funkci i-te´ho jedince s vektorem vysveˇtlujı´cı´ch promeˇnny´ch xi, a to dı´ky vztahu (4.24).
Pokud obeˇ strany tohoto vztahu zintegrujeme, zı´ska´me vztah pro kumulativnı´ hazardnı´
funkci i-te´ho jedince [pozn. dle vztahu (2.2)]
Hˆi(t) = exp(βˆ
′xi)Hˆ0(t). (4.31)
Pokud levou i pravou stranu rovnice (4.31) vyna´sobı´me−1 a pouzˇijeme exponenciona´lnı´
funkci, dostaneme vztah odhadu funkce prˇezˇitı´ i-te´ho jedince
Sˆi(t) =

Sˆ0(t)
exp(βˆ′xi)
, (4.32)
pro t(k) ≤ t < t(k+1), k = 1, 2, . . . ,m− 1.
V prˇı´padeˇ, zˇe v datech nejsou zˇa´dne´ vysveˇtlujı´cı´ promeˇnne´ (ma´me jen cˇasy prˇezˇitı´),
rovnice (4.26) prˇejde do tvaru
dj
1− ξˆj
= nj ,
ze ktere´ho vyja´drˇı´me ξˆj
ξˆj =
nj − dj
nj
Pak odhad za´kladnı´ hazardnı´ funkce v cˇase t(j) je 1 − ξˆj , cozˇ je dj/nj . A odhad funkce
prˇezˇitı´ po dosazenı´ vztahu (4.29) do vztahu (4.32) a na´sledne´ nahrazenı´ ξˆj vy´sˇe uvedeny´m
vztahem na´m da´
Sˆi(t) =
k
j=1

nj − dj
nj

,
cozˇ odpovı´da´ jizˇ drˇı´ve zmı´neˇne´mu Kaplan-Meierovu odhadu funkce prˇezˇitı´. Uka´zali
jsme, zˇe odhad funkce prˇezˇitı´ ve vztahu (4.32) je zobecneˇnı´m Kaplan-Meierova odhadu
pro prˇı´pady, kdy hazardnı´ funkce za´visı´ na vysveˇtlujı´cı´ch promeˇnny´ch.
Jak uzˇ jsem se zmı´nila, v prˇı´padeˇ, zˇe se v datech vyskytujı´ opakovana´ pozorova´nı´ cˇasu
prˇezˇitı´, odhad za´kladnı´ hazardnı´ funkce lze spocˇı´tat pomocı´ iteracˇnı´ch metod. Tomuto
postupu se mu˚zˇeme vyhnout, pokud vyuzˇijeme aproximace sumy na leve´ straneˇ rovnice
(4.26). Tyto aproximace lze najı´t v [3] v kapitole 3.8.2.
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5 Analy´za dat
Dalsˇı´ cˇa´st te´to pra´ce se zaby´va´ aplikacı´ nastudovany´ch metod na konkre´tnı´ data. Roze-
bereme, s jaky´mi daty budeme pracovat, sestavı´me Coxu˚v proporciona´lnı´ model a vy-
tvorˇı´me jednoduchy´ program, jehozˇ u´kolem bude vybrat vhodne´ vysveˇtlujı´cı´ promeˇnne´,
navrhnout model a odhadnout za´kladnı´ hazardnı´ funkci.
5.1 Sezna´menı´ s daty
Dı´ky spolupra´ci s FNO ma´me k dispozici data zaznamena´vajı´cı´ dobu do pooperacˇnı´ch
komplikacı´ pacientu˚ po operaci kolorekta. U kazˇde´ho pacienta byly sledova´ny na´sledujı´cı´
promeˇnne´:
• doba do pooperacˇnı´ch komplikacı´ (uvedeno ve dnech)
• cenzorovany´ u´daj (0-cenzorovany´, 1-necenzorovany´)
• skupina (odpovı´da´ druhu operace, 0-otevrˇena´, 1-laparoskopicka´)
• veˇk
• pohlavı´ (0-muzˇ, 1-zˇena)
• diagno´za (0-c18, 1-c19, 2-c20)
• BMI (Body Mass Index)
• ASA (American Society of Anaesthesiology Classification, ko´dova´no hodnotami 1-4)
• ICHS (0-ne, 1-ano)
• arytmie (0-ne, 1-ano)
• hypertenze (0-ne, 1-ano)
• cebrovaskula´rnı´ (0-ne, 1-ano)
• pulmona´lnı´ (0-ne, 1-ano)
• DM (0-ne, 1-ano)
• rena´lnı´ (0-ne, 1-ano)
• jaternı´ (0-ne, 1-ano)
• prˇedchozı´ operace (0-ne, 1-ano)
• de´lka operace (v minuta´ch)
• perop. komplikace (0-ne, 1-ano)
40
• konverze (ko´dova´no hodnotami 0-2)
• krevnı´ ztra´ta (v ml)
• sta´dium (ko´dova´no hodnotami 1-4)
• grading (ko´dova´no hodnotami 0-2)
U pacienta je sledova´no daleko vı´ce promeˇnny´ch. Z nich jsme vybraly pouze ty, ktere´
le´karˇi urcˇili na za´kladeˇ zkusˇenostı´ jako mozˇne´ promeˇnne´, ktere´ by mohly ovlivnˇovat
hazardnı´ funkci pacienta.
n V procentech
Necenzorovane´ cˇasy c = 1 426 54.3%
Cenzorovane´ cˇasy c = 0 359 45.7%
Celkem 785 100.0%
Tabulka 4: Cˇetnosti cenzorovany´ch/necenzorovany´ch u´daju˚
Z tabulky 4 vidı´me, zˇe ve studii je celkem n = 785 pacientu˚, z nichzˇ 426ma´ necenzo-
rovanou dobu do pooperacˇnı´ch komplikacı´ a 359 cenzorovanou.
5.2 Sestavenı´ modelu
Vidı´me, zˇe je zde mnoho potenciona´lnı´ch vysveˇtlujı´cı´ch promeˇnny´ch, ktere´ by mohly
mı´t vliv na mı´ru rizika u jednotlivy´ch pacientu˚. Prˇi sestavova´nı´ modelu je vhodny´ vy´beˇr
teˇchto promeˇnny´ch jeden z nejdu˚lezˇiteˇjsˇı´ch kroku˚. Existuje rˇada mechanicky´ch postupu˚,
jak do modelu vybrat ty spra´vne´ promeˇnne´, ale ani jeden z nich nenı´ dokonaly´. Collet
v [3] popisuje mechanicke´ postupy doprˇednı´ho vy´beˇru, zpeˇtne´ eliminace resp. jejich
kombinaci. Za´rovenˇ doporucˇuje drzˇet se obecneˇjsˇı´ strategie vy´beˇru promeˇnny´ch. Tuto
strategii vyuzˇijeme.
Za´kladem je statistika zalozˇena´ na testu pomeˇru cˇa´stecˇne´ veˇrohodnostnı´ funkce
(kapitola 4.5), ktera´ se oznacˇuje jako−2ln(ℓ(βˆ)). Kdyzˇ si uveˇdomı´me, zˇe hodnota cˇa´stecˇne´
veˇrohodnostnı´ funkce ℓ(βˆ) je z intervalu (0, 1), pak poznatek, zˇe cˇı´m je ℓ(βˆ) veˇtsˇı´, tı´m je
model lepsˇı´, volneˇ prˇejde na fakt, zˇe cˇı´m je −2lnℓ(βˆ) mensˇı´, tı´m je model lepsˇı´. Navı´c je
zrˇejme´, zˇe tato hodnota bude vzˇdy kladna´.
Pokud chceme urcˇit, zda-li je zmeˇna statisticky vy´znamna´, pouzˇijeme princip testu
pomeˇru cˇa´stecˇne´ veˇrohodnostnı´ funkce. Nemusı´me ovsˇem sledovat pouze rozdı´l mezi
novy´m modelem a nulovy´m modelem, jak je tomu v kapitole 4.5, ale mu˚zˇeme sledovat
rozdı´l mezi dveˇma modely, kde jeden od druhe´ho se lisˇı´ prˇida´nı´m resp. odebra´nı´m jedne´
cˇi vı´ce vysveˇtlujı´cı´ch promeˇnny´ch.
Strategie
1) Pokudma´me pvysveˇtlujı´cı´ch promeˇnny´ch, sestavı´me pmodelu˚, kde kazˇdy´ bude za-
hrnovat pouze jednu vysveˇtlujı´cı´ promeˇnnou. Porovna´me hodnoty−2lnℓ(βˆ) teˇchto
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modelu˚ s hodnotou nulove´ho modelu a urcˇı´me, ktere´ promeˇnne´ vy´znamneˇ snizˇujı´
hodnotu te´to statistiky.
2) Sestavı´me model (oznacˇı´me hoM1), ktery´ zahrnuje vsˇechny promeˇnne´, ktere´ jsme
na za´kladeˇ kroku 1) urcˇili jako statisticky vy´znamne´. Spocˇı´ta´me prˇı´slusˇnou hodnotu
−2lnℓ(βˆ) tohoto modelu. Protozˇe se promeˇnne´ v prˇı´tomnosti jiny´ch mu˚zˇou zda´t ji-
nak statisticky vy´znamne´ nezˇ v prˇı´padeˇ, kdy je zahrnujeme samostatneˇ, budeme
nynı´ sestavovat modely, ktere´ vzniknou z modelu M1 odebra´nı´m vzˇdy jedne´ pro-
meˇnne´. Ty promeˇnne´, u nichzˇ po jejich odebra´nı´ dosˇlo k statisticky vy´znamne´mu
na´ru˚stu statistiky −2lnℓ(βˆ), budou v modelu zachova´ny.
Pokud jsme neˇjake´ promeˇnne´ na za´kladeˇ tohoto kroku odebrali, musı´me postup
znovaopakovat.Ma´me tedynynı´modelM2, ktery´ vznikl zM1 odebra´nı´mneˇktery´ch
promeˇnny´ a na tento model znovu aplikujeme postup z kroku 2). Dokud budeme
model redukovat, budeme opakovat i krok 2). Dojdeme kmodelu, ktery´ si oznacˇı´me
Mn.
3) Promeˇnne´, ktere´ nebyly na za´kladeˇ kroku 1) urcˇeny jako statisticky vy´znamne´,
mohou by´t vy´znamne´ v prˇı´tomnosti jiny´ch promeˇnny´ch. Proto sestavı´me modely,
ktere´ vzniknou zmodeluMn vzˇdy prˇida´nı´m jedne´ takove´ promeˇnne´. Ty promeˇnne´,
u nichzˇ dosˇlo k vy´znamne´mu poklesu statistiky −2lnℓ(βˆ), budou do modelu Mn
prˇida´ny. Vznikne model, ktery´ oznacˇı´me jakoMm.
4) V poslednı´m kroku se ujistı´me, zˇe jizˇ zˇa´dna´ z promeˇnny´ch modeluMm nemu˚zˇe by´t
odstraneˇna. Pokud,poodstraneˇnı´ neˇjake´ promeˇnne´, statistickyvy´znamneˇnenaroste
hodnota −2lnℓ(βˆ), tuto promeˇnnou z modelu vyloucˇı´me.
Pokud ma´me v souboru neˇjakou prima´rnı´ vysveˇtlujı´cı´ promeˇnnou (naprˇ. efekt le´-
cˇebne´ metody, jestli je laparoskopicka´ metoda lepsˇı´ nezˇ otevrˇena´ apod.), budeme vy´sˇe
uvedenou strategiı´ sestavovat model, u neˇhozˇ nebudeme tuto promeˇnnou bra´t v potaz.
Azˇ dojdeme k modeluMm, prˇida´me do modelu prima´rnı´ promeˇnnou.
Model
K sestavenı´ modelu vyuzˇijeme statisticke´ho softwaru SPSS Version 20.
Nezˇ zacˇneme model sestavovat musı´me si uveˇdomit, zˇe je rozdı´l pracovat s cˇı´selnou
promeˇnnou jako je naprˇ. veˇk, BMI apod. nebo pracovat s promeˇnnou, ktera´ je kategoria´lnı´
jako naprˇ.ASA, grading apod. Prˇicˇemzˇ pokud se jedna´ o dichotomickoupromeˇnnou (naprˇ.
pohlavı´: 0-muzˇ, 1-zˇena), mu˚zˇeme na ni nahlı´zˇet stejneˇ jako na cˇı´selne´ promeˇnne´, avsˇak
pokud ma´me vı´ce hodnot (naprˇ. ASA: 1-4), musı´me kazˇdou u´rovenˇ prˇeko´dovat pomocı´
nul a jednicˇky.
ASA pak nebude v modelu zastoupena jako jedna promeˇnna´, ale rozpadne se na trˇi
promeˇnne´ oznacˇene´ v tabulce 5 jako ASA1, ASA2, ASA3. U pacienta, ktery´ ma´ naprˇ.
zaznamenanou hodnotu ASA = 2, dosadı´me do modelu ASA1 = 1, ASA2 = 0, ASA3 =
0. Podobneˇ to bude i s jiny´mi kategoria´lnı´mi promeˇnny´mi. Vı´ce v [3].
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u´rovenˇ ASA1 ASA2 ASA3
ASA 1 0 0 0
2 1 0 0
3 0 1 0
4 0 0 1
Tabulka 5: Ko´dova´nı´ kategoria´lnı´ promeˇnne´
Musı´me si uveˇdomit, zˇe prˇi sestavova´nı´ modelu budeme naprˇ. za promeˇnnou ASA
prˇida´vat ve skutecˇnosti 3 promeˇnne´, a tedy testova´nı´ rozdı´lu statistik −2lnℓ(βˆ) nebude
s jednı´m stupneˇm volnosti df , ale se trˇemi.
Prvnı´ krok
Sestavı´memodely, ktere´ budou obsahovat vzˇdy jednu promeˇnnou a budeme sledovat
statistiku −2lnℓ(βˆ). Vy´sledky jsou uvedene´ v tabulce 6.
V tabulce se nacha´zı´ hodnota nulove´ho modelu −2ln(ℓ(0)), s ktery´m porovna´va´me
noveˇ sestavene´ modely. Na za´kladeˇ p-hodnoty vidı´me, zˇe na hladineˇ vy´znamnosti α =
0.05 jsou v tuto chvı´li statisticky vy´znamne´ vysveˇtlujı´cı´ promeˇnne´ stadium, ASA, veˇk,
ICHS, grading, DM, BMI, de´lka operace, arytmie a hypertenze.
Druhy´ krok
Sestavı´me model, ktery´ bude obsahovat vsˇechny promeˇnne´, ktere´ jsme v prvnı´m
kroku identifikovali jako statisticky vy´znamne´. Z neˇj sestavı´me modely, ktere´ vzniknout
odebra´nı´m jedne´ vysveˇtlujı´cı´ promeˇnne´. Vy´sledky jsou uvedeny v tabulce 7.
Pro potrˇeby tabulky jsou pouzˇity zkratky ST=stadium, GR=grading, DO=de´lka operace,
AR=arytmie a HP=hypertenze.
Z tabulky 7 vidı´me, zˇe se jako statisticky vy´znamne´ jevı´ vysveˇtlujı´cı´ promeˇnne´ stadium,
grading, veˇk a arytmie. Proto si tyto promeˇnne´ ponecha´me a ostatnı´ z modelu vyloucˇı´me.
Trˇetı´ krok
Protozˇe jsme vyloucˇili neˇktere´ promeˇnne´. Musı´me postup z druhe´ho kroku zopako-
vat. Sestavı´me model, ktery´ bude obsahovat promeˇnne´ stadium, grading, veˇk a arytmie.
Z neˇj vzˇdy vyloucˇı´me jednu promeˇnnou a budeme sledovat na´ru˚st statistiky −2lnℓ(βˆ).
Vy´sledky jsou uvedeny v tabulce 8.
Vidı´me, zˇe nynı´ se jevı´ vsˇechny promeˇnne´ statisticky vy´znamne´, a proto je v modelu
ponecha´me.
Cˇtvrty´ krok
Nynı´ budeme sestavovat modely, ktere´ vzniknou tak, zˇe do modelu obsahujı´cı´ pro-
meˇnne´ stadium, veˇk, grading a arytmie prˇida´me vzˇdy jednu promeˇnnou, ktera´ se v prv-
nı´m kroku zda´la jako statisticky nevy´znamna´. Pokud se ted’ bude v prˇı´tomnosti teˇchto
promeˇnny´ch jevit statisticky vy´znamna´, prˇida´me ji do modelu. Vy´sledky jsou uvedeny
v tabulce 9.
Vidı´me (Tab. 9), zˇe v prˇı´tomnosti dany´ch promeˇnny´ch se na hladineˇ vy´znamnosti
α = 0.05 nejevı´ zˇa´dna´ prˇidana´ promeˇnna´ statisticky vy´znamneˇ. Proto model ponecha´me
v pu˚vodnı´m tvaru a nebude nic prˇida´vat.
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Model −2lnℓ(βˆ) Pokles df p-hodnota
nulovy´ 5279.443
stadium 5005.904 273.539 3 0
ASA 5256.695 22.748 3 < 0.001
veˇk 5262.062 17.381 1 < 0.001
ICHS 5262.593 16.850 1 < 0.001
DM 5268.932 10.511 1 0.001
grading 5266.918 12.525 2 0.002
BMI 5270.970 8.473 1 0.004
de´lka operace 5272.351 7.092 1 0.008
arytmie 5272.443 7.000 1 0.008
hypertenze 5275.212 4.231 1 0.040
cebrovaskula´rnı´ 5275.896 3.547 1 0.060
krevnı´ ztra´ta 5276.217 3.226 1 0.072
perop. komplikace 5277.006 2.437 1 0.119
pulmona´lnı´ 5278.181 1.262 1 0.261
konverze 5276.963 2.480 2 0.289
rena´lnı´ 5278.341 1.102 1 0.294
prˇedchozı´ operace 5278.779 0.664 1 0.415
pohlavı´ 5278.983 0.460 1 0.498
diagno´za 5278.439 1.004 2 0.605
jaternı´ 5279.334 0.109 1 0.741
Tabulka 6: Modely sestavene´ v prvnı´m kroku
Model −2lnℓ(βˆ) Na´ru˚st df p-hodnota
ST+ASA+veˇk+ICHS+GR+DM+BMI+DO+AR+HP 4927.636
-stadium (ST) 5217.911 290.275 3 0
-grading (GR) 4938.122 10.486 2 0.005
-veˇk 4934.398 6.762 1 0.009
-arytmie (AR) 4934.188 6.552 1 0.010
-BMI 4931.449 3.813 1 0.051
-de´lka operace (DO) 4930.506 2.870 1 0.090
-ASA 4933.654 6.018 3 0.111
-DM 4929.679 2.043 1 0.153
-hypertenze (HP) 4928.223 0.587 1 0.444
-ICHS 4927.846 0.210 1 0.647
Tabulka 7: Modely sestavene´ v druhe´m kroku
Pa´ty´ krok
V pa´te´m kroku se ujistı´me, zˇe zˇa´dna´ promeˇnna´ v modelu, ktery´ obsahuje promeˇnne´
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Model −2lnℓ(βˆ) Na´ru˚st df p-hodnota
stadium+grading+veˇk+arytmie 4947.392
-stadium 5245.556 298.164 3 0
-veˇk 4972.797 25.405 1 < 0.001
-arytmie 4958.492 11.100 1 0.001
-grading 4957.265 9.873 2 0.007
Tabulka 8: Modely sestavene´ ve trˇetı´m kroku
Model −2lnℓ(βˆ) Pokles df p-hodnota
stadium+veˇk+grading+arytmie 4947.392
krevnı´ ztra´ta 4943.805 3.587 1 0.058
cebrovaskula´rnı´ 4943.798 3.594 1 0.058
pulmona´lnı´ 4945.087 2.305 1 0.129
perop. komplikace 4945.610 1.782 1 0.182
diagno´za 4944.176 3.216 2 0.200
jaternı´ 4945.854 1.538 1 0.215
konverze 4944.638 2.754 2 0.252
rena´lnı´ 4946.844 0.548 1 0.459
prˇedchozı´ operace 4947.191 0.201 1 0.654
pohlavı´ 4947.304 0.088 1 0.767
Tabulka 9: Modely sestavene´ ve cˇtvrte´m kroku
stadium, veˇk, grading a arytmie, se neda´ vyloucˇit. Vzhledem k tomu, zˇe se jedna´ o stejnou
situaci jako v tabulce 8, zˇa´dna´ promeˇnna´ se jizˇ neda´ vyloucˇit.
Sˇesty´ krok
V poslednı´m kroku zahrneme do modelu prima´rnı´ promeˇnnou skupina, ktera´ urcˇuje,
zda byl pacient operova´n otevrˇeneˇ cˇi laparoskopicky. Vy´sledek je uveden v tabulce 10.
Vidı´me, zˇe vysveˇtlujı´cı´ promeˇnna´ skupina nevysˇla statisticky vy´znamneˇ. Dle modelu
to, zda byl pacient operova´n otevrˇeneˇ nebo laparoskopicky, nema´ vliv na hazardnı´ funkci
dane´ho pacienta. Nepotvrdila se na´m tedy domneˇnka, zˇe by laparoskopicka´ operace byla
pro pacienta statisticky lepsˇı´ nezˇ operace otevrˇena´.
Model −2lnℓ(βˆ) Pokles df p-hodnota
stadium+veˇk+grading+arytmie 4947.392
skupina 4945.889 1.503 1 0.220
Tabulka 10: Modely sestavene´ v sˇeste´m kroku
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To, ktere´ promeˇnne´ budouzahrnutydomodelu, za´visı´ znacˇneˇ navolbeˇ strategie.Naprˇ.
pokud bychom zvolili metodu doprˇednı´ho vy´beˇru, pak by vy´sledny´ model zahrnoval
promeˇnne´ stadium, veˇk, arytmie, grading, ASA, krevnı´ ztra´ta a de´lka operace.
5.3 Za´veˇry vyply´vajı´cı´ z modelu
Pro model obsahujı´cı´ vysveˇtlujı´cı´ promeˇnne´ stadium, arytmie, grading a veˇk dostaneme
na´sledujı´cı´ odhady koeficientu˚ β
95% CI pro eβˆ
βˆ SE(βˆ) eβˆ dolnı´ hornı´
stadium1 0.472 0.208 1.603 1.066 2.410
stadium2 1.180 0.198 3.254 2.207 4.798
stadium3 2.560 0.199 12.936 8.754 19.106
veˇk 0.026 0.005 1.026 1.016 1.036
arytmie 0.517 0.147 1.676 1.256 2.237
grading1 -0.183 0.109 0.833 0.673 1.031
grading2 0.278 0.159 1.321 0.969 1.801
Vy´sledny´ model ma´ tvar
h(t) = h0(t)e
0.472ST1+1.180ST2+2.560ST3+0.517AR+0.026vek−0.183GR1+0.278GR2 ,
kde ST reprezentuje stadium, AR arytmii a GR grading.
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Obra´zek 4: Odhad za´kladnı´ kumulativnı´ hazardnı´ funkce Hˆ0(t)
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Obra´zek 4 zachycuje odhad za´kladnı´ hazardnı´ funce hˆ0(t). Povsˇimneme si, zˇe vsˇechny
koeficienty βˆ vy´jma koeficientu promeˇnne´ grading1 jsou kladne´. To znamena´, zˇe v prˇı´-
tomnosti odpovı´dajı´cı´ch promeˇnny´ch se riziko pooperacˇnı´ch komplikacı´ v porovna´nı´ se
za´kladnı´ hazardnı´ funkcı´ zvysˇuje.
Hodnota eβˆ ma´ take´ svoji interpretaci. Uda´va´, kolikra´t se zvy´sˇı´ riziko pooperacˇnı´ch
komplikacı´ oproti riziku dane´m za´kladnı´ hazardnı´ funkcı´, jestlizˇe danou promeˇnnou na-
vy´sˇı´me o jendotku. Jedna´ se vlastneˇ o hazardnı´ pomeˇr. Naprˇ. pro stadium3 v porovna´nı´ se
za´kladnı´ hazardnı´ funkcı´ (odpovı´da´ pacientu˚m z referencˇnı´ skupiny - vsˇechny nameˇrˇene´
hodnoty jsou rovny nule) dostaneme
h1(t)
h0(t)
=
h0(t)e
0.472·0+1.180·0+2.560·1+0.517·0+0.026·0−0.183·0+0.278·0
h0(t)
= e2.560 = 12.936
Statisticky´ software SPSS umozˇnˇuje zı´skat grafy funkce prˇezˇitı´ a kumulativnı´ ha-
zardnı´ funkce vycˇı´slene´ v hodnota´ch odpovı´dajı´cı´m strˇednı´m hodnota´m jednotlivy´ch
vysveˇtlujı´cı´ch promeˇnny´ch. Neposkytuje sice prˇı´mo graficky´ vy´stup za´kladnı´ hazardnı´
funkce, na druhou stranu asponˇ umozˇnˇuje vyexportovat do excelu hodnoty za´kladnı´
kumulativnı´ hazardnı´ funkce H0(t). Jedna´-li se o kategoria´lnı´ promeˇnnou, lze vykreslit
grafy funkce prˇezˇitı´ a kumulativnı´ hazardnı´ funkce v za´vislosti na jednotlivy´ch faktorech.
stadium1 stadium2 stadium3 veˇk arytmie grading1 grading2
Pru˚meˇr 0.284 0.311 0.234 65.403 0.116 0.582 0.102
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Obra´zek 5: Funkce prˇezˇitı´ vycˇı´slena´ v pru˚meˇrech vysveˇtlujı´cı´ch promeˇnny´ch
At’uzˇ se jedna´ o statisticky´ softwareSPSSneboR, oba vycˇı´slujı´ nikoliv za´kladnı´ funkci
prˇezˇitı´ (resp. za´kladnı´ kumulativnı´ hazardnı´ funkci), ale vycˇı´slujı´ funkci prˇezˇitı´ (resp.
kumulativnı´ hazardnı´ funkci) ve strˇednı´ch hodnota´ch (vy´beˇrovy´ pru˚meˇr) vysveˇtlujı´cı´ch
promeˇnny´ch. V nasˇem prˇı´padeˇ obra´zek 5 a 6.
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Obra´zek 6: Kumulativnı´ haz. funkce vycˇı´slena´ v pru˚meˇrech vysveˇtlujı´cı´ch promeˇnny´ch
Vliv jednotlivy´ch vysveˇtlujı´cı´ch promeˇnny´ch
Kdyzˇ uzˇ sledujeme funkci prˇezˇitı´ resp. kumulativnı´ hazardnı´ funkci ve strˇednı´ch hod-
nota´ch, je zajı´mave´ zkoumat samostatny´ vliv jednotlivy´ch vysveˇtlujı´cı´ch promeˇnny´ch na
tyto funkce.
Stadium
Na obra´zcı´ch 7 a 8 vidı´me grafy funkce prˇezˇitı´ a kumulativnı´ hazardnı´ funkce. Vy-
sveˇtlujı´cı´ promeˇnna´ stadium odpovı´da´ ohodnocenı´ stadia onemocneˇnı´ pacienta na stup-
nici 1−4, kde 4 znacˇı´ velmi va´zˇne´ stadium.Vy´sledek vyply´vajı´cı´ zmodelu je ocˇeka´vatelny´.
S horsˇı´m stadiem se riziko pooperacˇnı´ch komplikacı´ zvysˇuje. Pacienti ve cˇtvrte´m sta´diu
majı´ nejveˇtsˇı´ riziko pooperacˇnı´ch komplikacı´.
Pokud na´s za´jı´ma´ o kolik se riziko pooperacˇnı´ch komplikacı´ u pacientu˚ ve cˇtvrte´m
sta´diu zvy´sˇı´ oproti pacientu˚m v prvnı´m sta´diu, stacˇı´ spocˇı´tat hazardnı´ pomeˇr mezi ha-
zardnı´mi fukcemi vzoru 4 a vzoru 1. Dostaneme pakHR(t) = e2.56 = 12.936. Tedy riziko
pooperacˇnı´ch komplikacı´ u pacienta ve cˇtvrte´m sta´diu bude te´meˇrˇ trˇina´ctkra´t veˇtsˇı´ nezˇ
u pacienta v prvnı´m sta´diu.
Arytmie
Na obra´zku 9 a 10 vidı´me grafy funkce prˇezˇitı´ a kumulativnı´ hazardnı´ funkce. Z grafu˚
cˇi z tabulky s odhadnuty´mi koeficienty βˆ mu˚zˇeme vycˇı´st, zˇe u pacientu˚ s arytmii je riziko
pooperacˇnı´ch komplikacı´ 1.676 kra´t veˇtsˇı´ nezˇ u pacientu˚ bez arytmie.
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Vzor
Pru˚meˇr 1 2 3 4
stadium1 0.284 0.000 1.000 0.000 0.000
stadium2 0.311 0.000 0.000 1.000 0.000
stadium3 0.234 0.000 0.000 0.000 1.000
veˇk 65.403 65.403 65.403 65.403 65.403
arytmie 0.116 0.116 0.116 0.116 0.116
grading1 0.582 0.582 0.582 0.582 0.582
grading2 0.102 0.102 0.102 0.102 0.102
Tabulka 11: Hodnoty vstupnı´ch vysveˇtlujı´cı´ch promeˇnny´ch - Stadium
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Obra´zek 7: Funkce prˇezˇitı´ - stadium
Grading
Zde vy´sledky nesplnˇujı´ nasˇe ocˇeka´va´nı´. Vysveˇtlujı´cı´ promeˇnna´ grading totizˇ odpovı´da´
ohodnocenı´mı´ry rozsˇı´rˇenı´ onemocneˇnı´. Cˇekali bychom, zˇe se zvysˇujı´cı´m se ohodnocenı´m
grading bude riziko pooperacˇnı´ch komplikacı´ naru˚stat, avsˇak na za´kladeˇ modelumusı´me
konstatovat, zˇe riziko pooperacˇnı´ch komplikacı´ u pacientu˚ s gradingem 1 je oproti paci-
entu˚m s gradingem 0mensˇı´ a riziko pooperacˇnı´ch komplikacı´ u pacientu˚ s gradingem 2 je
1.321 kra´t veˇtsˇı´ nezˇ u pacientu˚ s gradingem 0. Graficky tuto skutecˇnost zachycujı´ obra´zky
11 a 12.
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Obra´zek 8: Kumulativnı´ hazardnı´ funkce - stadium
Vzor
Pru˚meˇr 0 1
stadium1 0.284 0.284 0.284
stadium2 0.311 0.311 0.311
stadium3 0.234 0.234 0.234
veˇk 65.403 65.403 65.403
arytmie 0.116 0 1
grading1 0.582 0.582 0.582
grading2 0.102 0.102 0.102
Tabulka 12: Hodnoty vstupnı´ch vysveˇtlujı´cı´ch promeˇnny´ch - Arytmie
Veˇk
Poslednı´ vysvteˇlujı´cı´ promeˇnnou, o ktere´ jsme zatı´m nemluvili, je veˇk. K te´to pro-
meˇnne´ nebudeme ukazovat grafy funkce prˇezˇitı´ ani kumulativnı´ hazardnı´ funkce, pro-
tozˇe navy´sˇı´me-li danou promeˇnnou o jednotku, zvy´sˇı´ se riziko pooperacˇnı´ch komplikacı´
1.026 kra´t, cozˇ bude mı´t za na´sledek, zˇe takto dane´ grafy budou te´meˇrˇ totozˇne´. Vidı´me,
zˇe u pacienta o rok starsˇı´ho nebude zmeˇna rizika pooperacˇnı´ch komplikacı´ tak vy´razna´.
Zajı´maveˇjsˇı´ bude sledovat, jak se zmeˇnı´ riziko pooperacˇnı´ch komplikacı´ u pacienta o 10
let starsˇı´ho. V takove´m prˇı´padeˇ dostaneme hazardnı´ pomeˇr
HR(t) = e0.026·10 = 1.3
Upacienta o deset let starsˇı´ho bude riziko pooperacˇnı´ch komplikacı´ 1.3 kra´t veˇtsˇı´. Veˇkovy´
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Obra´zek 9: Funkce prˇezˇitı´ - arytmie
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Obra´zek 10: Kumulativnı´ hazardnı´ funkce - arytmie
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Vzor
Pru˚meˇr 0 1 2
stadium1 0.284 0.284 0.284 0.284
stadium2 0.311 0.311 0.311 0.311
stadium3 0.234 0.234 0.234 0.234
veˇk 65.403 65.403 65.403 65.403
arytmie 0.116 0.116 0.116 0.116
grading1 0.582 0.000 1.000 0.000
grading2 0.102 0.000 0.000 1.000
Tabulka 13: Hodnoty vstupnı´ch vysveˇtlujı´cı´ch promeˇnny´ch - Grading
t
40003000200010000
Fu
nk
ce
 p
ře
ži
tí 
S(
t)
1,0
0,8
0,6
0,4
0,2
2
1
0
Grading
Page 1
Obra´zek 11: Funkce prˇezˇitı´ - grading
rozdı´l 30 let pak zpu˚sobı´, zˇe u takto starsˇı´hopacienta bude rizikopoopearcˇnı´ch komplikacı´
dokonce 2.18 kra´t veˇtsˇı´.
5.4 Oveˇrˇenı´ adekva´tnosti modelu
Jekmile sestavı´me model, musı´me oveˇrˇit, jestli je tento model adekva´tnı´. Existuje rˇada
metod, ktere´ realizujı´ postup oveˇrˇova´nı´. Ty nejpouzˇı´vaneˇjsˇı´ jsou zalozˇeny na reziduı´ch.
Martingalova rezidua zvy´raznˇujı´ ty jedince, jejichzˇ cˇasy prˇezˇitı´ nebylymodelem prˇı´lisˇ
dobrˇe zachyceny. Pro na´sˇ datovy´ soubor, kde pacienti byli serˇazeni podle cˇasu poopera-
cˇnı´ch komplikacı´, jsou martingalova rezidua graficky zna´zorneˇna na obra´zku 13.
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Obra´zek 12: Kumulativnı´ hazardnı´ funkce - grading
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Obra´zek 13: Martingalova rezidua
Jestlizˇe u pacienta je vypocˇtena velka´ za´porna´ hodnota rezidua, znamena´ to, zˇe u neˇj
dosˇlo k pooperacˇnı´m komplikacı´m daleko pozdeˇji, nezˇ bychom mu na za´kladeˇ modelu
predikovali. Naopak pokud je reziduum blı´zke´ jednicˇce, znamena´ to, zˇe u pacienta dosˇlo
k pooperacˇnı´m komplikacı´m podstatneˇ drˇı´ve, nezˇ bychom na za´kladeˇ modelu urcˇili.
V prˇı´padeˇ, zˇe absolutnı´ hodnota rezidua je neobvykle velka´, bude muset by´t prˇı´slusˇny´
subjekt podroben dalsˇı´ analy´ze.
Z obra´zku 13 vidı´me, zˇe si na´sˇ model nevede sˇpatneˇ, ale prˇesto je tu dle me´ho na´zoru
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prostor pro vylepsˇenı´. Hodnoty, u nichzˇ bychompredikovali kratsˇı´ dobu do pooperacˇnı´ch
komplikacı´ nezˇ ve skutecˇnosti byla, nejsou tak cˇaste´, ale naopak je tu znacˇne´ mnozˇstvı´
hodnot blı´zke´ jednicˇce, ktere´ zachycujı´ pacienty u nichzˇ bychom predikovali delsˇı´ dobu
do pooperacˇnı´ch komplikacı´ nezˇ ve skutecˇnosti byla.
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Obra´zek 14: Deviantnı´ rezidua
Podobnou interpretaci jako prˇedchozı´ rezidua majı´ i rezidua deviantnı´, ktera´ jsou
graficky zna´zorneˇna na obra´zku 14. Autorˇi cˇasto oznacˇujı´ tento typ reziduı´ za vı´ce syme-
tricka´ kolem nuly (prˇedchozı´ rezidua nemusejı´ by´t symetricka´ kolem nuly ani v prˇı´padeˇ,
zˇe je model adekva´tnı´), a tedy vhodneˇjsˇı´ k posouzenı´ adekva´tnosti modelu.
V nasˇem prˇı´padeˇ musı´me bohuzˇel konstatovat, zˇe na za´kladeˇ deviantnı´ch reziduı´,
bychom meˇli hledat adekva´tneˇjsˇı´ model, protozˇe deviance D, ktera´ je da´na jako sou-
cˇet druhy´ch mocnin deviantnı´ch reziduı´, je prˇı´lisˇ velka´ (D = 1031.422), cozˇ naznacˇuje
nevhodnost modelu. Vı´ce k teorii reziduı´ lze nale´zt v [3], [10] nebo [14].
5.5 Program
Cı´lem pra´ce je take´ vytvorˇit funkcˇnı´ program, ktery´ sestavı´ Coxu˚v proporciona´lnı´ ha-
zardnı´model a vygeneruje vyhodnocenı´modelu na za´kladeˇ prˇı´slusˇny´ch dat. Pro program
byl zvolen statisticky´ software R a prostrˇedı´ RStudia.
R version 3.0.2
Platform 32-bit
R studion version 0.97.551
Aby byla zarucˇena funkcˇnost programu, je trˇeba mı´t nainstalovane´ na´sledujı´cı´ do-
plnˇujı´cı´ knihovny:
• survival - knihovna smetodami pro analy´zu prˇezˇitı´ (Kaplna-Meieru˚v odhad,Coxu˚v
proporciona´lnı´ hazardnı´ model)
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• R2HTML - knihovna podporujı´cı´ generova´nı´ vy´stupu do forma´tu html
• stringr - knihovna usnadnˇujı´cı´ pra´ci s rˇeteˇzci
Dalsˇı´ pouzˇite´ knihovny: datasets, graphics, grDevices, methods, stats a utils.
V programu je pouzˇitaEfronova aproximace cˇa´stecˇne´ veˇrohodnostnı´ funkce ametoda
doprˇedne´ho vy´beˇru vysveˇtlujı´cı´ch promeˇnny´ch.
Data vstupujı´cı´ do programu musı´ by´t ve forma´tu .csv, ktery´ pouzˇı´va´ strˇednı´k jako
oddeˇlovacˇ. Dany´ soubormu˚zˇe obsahovat pouze jeden list, ktery´ ukla´da´ odpovı´dajı´cı´ data.
Ostatnı´ nadbytecˇne´ listy/za´lozˇky musı´ by´t ze souboru odstraneˇny. Prˇedpokla´da´ se, zˇe
vstupujı´cı´ soubor zachova´va´ pu˚vodnı´ na´zvy datovy´ch sloupcu˚. Prˇestozˇe pu˚vodnı´ soubor
obsahuje daleko vı´ce promeˇnny´ch nezˇ je uvedeno v seznamu v kapitole 5.1, program
pracuje pouze s teˇmito vybrany´mi vysveˇtlujı´cı´mi promeˇnny´mi.
Hlavnı´m vy´stupem je soubor PH model - vyhodnocenı´ main.html, ktery´ zahrnuje za´-
kladnı´ popis dat, Coxu˚v proporciona´lnı´ hazardnı´ model (odhady koeficientu˚, hazardnı´
pomeˇry), odhad za´kladnı´ kumulativnı´ hazardnı´ funkce a za´kladnı´ funkce prˇezˇitı´ (grafy),
vliv jednotlivy´ch vysveˇtlujı´cı´ch promeˇnny´ch na za´kladnı´ kumulativnı´ hazardnı´ funkci
resp. za´kladnı´ funkci prˇezˇitı´, graficke´ porovna´nı´ za´kladnı´ funkce prˇezˇitı´ a funkce prˇezˇitı´
zı´skanou Kaplan-Meierovy´m odhadem bez vlivu vysveˇtlujı´cı´ch promeˇnny´ch.
Uka´zka vy´stupu z programu je na obra´zku 15. Dalsˇı´ lze nale´zt v prˇı´loze A.
Obra´zek 15: Uka´zka vy´stupu z programu
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6 Za´veˇr
V ra´mci pra´ce jsme se sezna´mili s nejpouzˇı´vaneˇjsˇı´mi metodami v analy´ze prˇezˇitı´. Uka´zali
jsme si ru˚zne´ parametricke´ i neparametricke´ modely a vysveˇtlili jsme si rozdı´l mezi AFT
a PHmodely. Na´sledneˇ jsme pozornost veˇnovali Coxovu proporciona´lnı´mu hazardnı´mu
modelu, ktery´ rˇadı´me mezi PH modely. Odvodili jsme cˇa´stecˇnou veˇrohodnostnı´ funkci
a uka´zali jsme si jejı´ aproximace v prˇı´padeˇ opakovany´ch pozorovany´ch cˇasu˚ uda´lostı´
(Breslowova aproximace, Efronova aproximace). Da´le byla prˇedstavena MLE metoda
odhadu koeficientu˚ v cˇa´stecˇne´ veˇrohodnostnı´ funkci, metody pro vyhodnocenı´ vy´znam-
nosti odhadnuty´ch koeficientu˚ v modelu (test pomeˇru cˇa´stecˇne´ veˇrohodnostnı´ funkce,
Waldova statistika, Sko´re test) a v neposlednı´ rˇadeˇ, prˇestozˇe beˇzˇneˇ nepotrˇebujeme zna´t
za´kladnı´ hazardnı´ funkci, byl uka´za´n i jejı´ odhad.
V prakticke´ cˇa´sti jsme pakmeˇli mozˇnost nastı´nit strategie vy´beˇru vhodny´ch vysveˇtlu-
jı´cı´ch promeˇnny´ch do modelu a vyhodnotit poskytnuta´ data. Uka´zalo se, zˇe ne vsˇechny
promeˇnne´ majı´ statisticky vy´znamny´ vliv na hazardnı´ funkci pacienta. Jako nejvy´znam-
neˇjsˇı´ se uka´zaly vysveˇtlujı´cı´ promeˇnne´ stadium, arytmie, grading a veˇk. Prˇicˇemzˇ nejvı´ce ha-
zardnı´ funkci pacienta ovlivnˇuje promeˇnna´ stadium a to tak, zˇe mu˚zˇe riziko pooperacˇnı´ch
komplikacı´ navy´sˇit u dane´ho pacienta azˇ trˇina´ctkra´t. Prˇedpoklad, zˇe by laparoskopicka´
metoda meˇla by´t pro pacienta me´neˇ rizikoveˇjsˇı´ nezˇ metoda otevrˇena´, se na´m nepotvrdil.
Na za´kladeˇ dat musı´me konstatovat, zˇe promeˇnna´ skupina nema´ statisticky vy´znamny´
vliv na zmeˇnu hazardnı´ funkce pacienta. Avsˇak je tu sta´le prostor pro nalezenı´ adekva´t-
neˇjsˇı´ho modelu. Toho bychom mohli docı´lit naprˇ. zmeˇnou strategie vy´beˇru vhodny´ch
vysveˇtlujı´cı´ch promeˇnny´ch do modelu.
Vytvorˇili jsme take´ program ve statisticke´m softwaru R, ktery´ doka´zˇe sestavit Coxu˚v
proporciona´lnı´ hazardnı´ model pomocı´ metody doprˇedne´ho vy´beˇru na za´kladeˇ testu
pomeˇru cˇa´stecˇne´ veˇrohodnostnı´ funkce. Program uzˇivateli vygeneruje html soubor s vy-
hodnocenı´m poskytnuty´ch dat. V programu je zahrnuty´ za´kladnı´ popis dat, vy´stupnı´
tabulka modelu (odhady koeficientu˚, jejich chyby, hazardnı´ pomeˇry) a grafy vlivu jed-
notlivy´ch vysveˇtlujı´cı´ch promeˇnny´ch na funkci prˇezˇitı´ a kumulativnı´ hazardnı´ funkci.
Te´ma Coxova proporciona´lnı´ho hazardnı´ho modelu nabı´zı´ sta´le prostor pro dalsˇı´ stu-
dium.Do budoucna bych se chteˇla zameˇrˇit na postupy, ktere´ umozˇnı´ sestavit adekva´tneˇjsˇı´
model nezˇ ten, ktery´ byl odvozen v ra´mci te´to prace. Proble´m nalezenı´ nejlepsˇı´homodelu
nenı´ trivia´lnı´. Tato dovednost se velmi cenı´ a je naprosto beˇzˇne´, zˇe se statistici prˇedha´neˇjı´
v tom, kdo prˇijde s modelem, ktery´ nejle´pe zachycuje danou situaci a doka´zˇe pomeˇrneˇ
velmi prˇesneˇ predikovat.
Zˇaneta Miklova´
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