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ABSTRACT
When there is debonding at a bone-implant interface, the diﬀerence in stiﬀness between the
implant and the bone can result in micromotion, allowing existing gaps to open further or new
gaps to be created during physiological loading. It has been suggested that periprosthetic ﬂuid
ﬂow and high pressure may play an important role in osteolysis development in the proximity
of these gaps. It has also been suggested that the periprosthetic ﬂow may facilitate migration
of wear polyethylene particles to the periprosthetic bone, which can also cause osteolysis.
To explain these phenomena, the concepts of ’eﬀective joint space’ and ’pumping stem’ have
been cited in many studies. However, there is no clear understanding of the factors causing,
or contributing to these mechanisms.
It is likely that capsular pressure, gap dimensions and micromotion of the gap during
cyclic loading of an implant as well as factors such as biological osteolysis threshold, the
rate of wear generation and the degree of particle clogging in the periprosthetic tissue, play
deﬁning roles in periprosthetic ﬂow, particle migration and osteolysis generation. In order to
obtain a better understanding of the above mechanisms and factors, steady state and transient
2D computational ﬂuid dynamic models of the lateral side of a stem-femur system including
the joint capsule, a gap in communication with the capsule and the surrounding bone were
studied. First, ﬂuid velocities and pressures in the periprosthetic tissue were investigated.
Then, particles were introduced to the continuum ﬂuid at the gap entrance as a discrete
phase and their migration to the bone was analysed. Lastly, the models were further reﬁned
by introducing algorithms and factors developed to simulate particle clogging and permeability
variation caused by the ﬁbrous tissue generation in osteolytic lesion and particle clogging in
the periprosthetic tissue throughout postoperative periods.
Simulations without particles showed that high capsular pressure may be the main driving
force for high ﬂuid pressure and ﬂow in the bone surrounding the gap, while micromotion of
only very long and narrow gaps can cause signiﬁcant pressure and ﬂow in the bone. At low
capsular pressure, micromotion induced large ﬂows in the gap region; however, the ﬂow in the
bone tissue was almost unaﬀected. The results also revealed the existence of high velocity
spikes in the bone region at the bottom of the gap. These velocity spikes can exert excessive
ﬂuid shear stress on the bone cells and disturb the local biological balance of the surround-
ing interstitial ﬂuid which can result in osteolysis development. High capsular pressure was
observed to be the main cause of these velocity spikes whereas, at low capsular pressure, gapmicromotion of only very long and narrow gaps generated signiﬁcant velocity spikes in the
bone at the bottom of the gaps.
Simulations with particles also showed that capsular pressure is the main driving force
for particle migration to periprosthetic tissue. In contrast to common belief, the models
showed that implant micromotion pumped out, rather than sucked in the particles to the
interfacial gaps, except in long gaps in which, even at low pressure, particles that made it to
the bottom region migrate to the bone tissue as a result of micromotion. Particles entered the
periprosthetic tissue along the entire length of the gap with higher concentration at proximal
and distal regions. However, particles mainly accumulated with an increasing concentration
at the bottom of the gap because of the presence of the ﬂuid spikes in this region. Therefore,
focal osteolysis is more likely to develop in the gap bottom region, whereas linear osteolysis,
which requires less particle concentration, is more likely to develop along the entire gap length.
It was also shown that risk of osteolysis development was higher for shorter gaps since they
experience higher particle concentration. In addition, the models showed that for osteolysis
to develop, a constant supply of particles, as well as an access route to the endosteal bone
must be available.
When a particle clogging model was included, it was shown that the depth of particle
penetration into the surrounding tissue reduced, leading to increased particle concentrations.
Particle clogging and accumulation initially occurred at distal and proximal gap regions in the
stem proximity. However, as time elapsed, this accumulation extended along the entire inter-
face. The rate of particle accumulation was a function of particle wear generation. Accumula-
tion of particles at the interface caused changes in the tissue permeability and periprosthetic
ﬂows. Partial clogging and particle accumulation in the gap bottom region caused increases
in ﬂuid spikes in that region. Once this region was completely clogged, the magnitude of
ﬂuid spikes reduced. In addition, there was a complementary relationship between particle
concentration and the reduction of permeability; regions with lower permeability tended to
experience higher particle accumulation.
Models developed to simulate ﬁbrous tissue generation in osteolytic lesions, presented this
tissue by regions with increased permeability. It was showed that, as time elapses, particle
concentrations become higher than the osteolytic threshold which leads to increased peripros-
thetic tissue permeability. In general, for lower osteolysis thresholds, regions with increased
permeability progresses faster at the bottom of the gap. This results in increased permeability
having a linear pattern along the interface and a focal pattern at the bottom of an interfacial
gap. Higher osteolysis thresholds, generally, result in only a linear pattern of increased per-
meability along the gap except for the cases with high wear generation rates in which a focal
pattern at the bottom of the gap can still be seen.Contents
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Anastomosis Recoonection or branching oﬀ of two or more blood ves-
sels.
Arthritis Inﬂammation of a joint, usually accompanied by pain,
swelling, and stiﬀness resulting from infection, trauma,
degenerative changes, metabolic disturbances, or other
causes.
Aseptic loosening Loosening of prosthesis in absence of osteolysis and in-
fection, with the proviso that bacteria may be present.
Avascular necrosis Is a disease where there is cellular death (necrosis) of
bone components due to interruption of the blood sup-
ply.
Bone cement Usually an acrylic compound used in fracture repair and
positioning of bone pins.
Cancellous bone Otherwise known as trabecular bone, which is made of
a network interconnected bony rods and plates known
as trabeculae.
Cartilage Firm, rubbery tissue that cushions bones at joints.
Cortex Outer portion of an organ.
Cortical Having to do with the cortex.
Cortical bone Otherwise known as compact bone, is the dense and
solid bone that constitutes the outer layer of all bones
as well as the shaft of the long bones.
Finite Element Analysis
or Method
Numerical technique for ﬁnding approximate solutions
of partial diﬀerential equations (PDE) as well as of in-
tegral equations.
xviiiMicromotion Amplitude of the cyclic relative implant-bone displace-
ment for a load cycle.
Periprosthetic Associated with regions around a prosthesis.
Osseointegration Growth action of bone tissue, as it assimilates surgically
implanted devices or prostheses to be used as either re-
placement parts or anchors.
Osteoarthritis Degenerative joint disease abnormalities involving
degradation of joints, including articular cartilage and
subchondral bone.
Radiolucency Regions with greater transparency in radiographs which
may indicate the presence of soft tissue .
Rheumatoid arthritis Is an autoimmune disease that causes chronic inﬂamma-
tion of the joints.
Stress shielding Osteopenia (reduction in bone density) occurring in
bone as the result of removal of normal stress from the
bone by an implant.
Synovial ﬂuid A clear, viscid lubricating ﬂuid secreted by membranes
in joint cavities, sheaths of tendons, and bursae.
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Nomenclature
CAD Computer Aided Design
CFD Computational Fluid Dynamics
CT Computerised or Computed Tomography
DPM Discrete Phase Model
HA Hip Arthroplasty
FEM Finite Element Method
NHS National Heath Services
OA Osteoarthritis
ODE Ordinary diﬀerential equation
RA Rheumatoid arthritis
SEM Scanning Electron Microscopy
SIMPLE Semi-Implicit Method for Pressure-Linked Equations
THR Total Hip Replacement
List of Symbols:
p Capsular pressure (kPa)
l Gap length (mm)
w Gap width (µm)
d Gap displacement (µm)
k Intrinsic permeability (m2)
ϕ Porosity
Npf Final number of particles after a particular postopera-
tive year
Npd Desired number of particles in a postoperative year
Npinj Total number of particles injected to the model
cf Clogging factor (%)
sf Scaling factor (years)
pd Degree of the scaling factor
os Osteolysis threshold (number of particles per gram of
tissue)Chapter 1
Introduction
1.1 Background
Joint problems can aﬀect the quality of life signiﬁcantly as they limit the level of activity
in patients. Millions of people suﬀer from joint complications and therefore treatments
that can oﬀer functional restoration and pain elimination can signiﬁcantly improve the
quality of life of those suﬀering. One of the widely used procedures is Hip Arthroplasty
(HA). In this procedure the damaged bearing surfaces of a hip joint are replaced with
artiﬁcial ones. Over 65,000 primary hip replacement procedures undertaken in England
and Wales 2009 compared to around 30,000 between 2003 and 2004. The number
of procedures is increasing every year according to the National Joint Registry [1].
The demand for hip joint replacement is increasing as the age population of patients
undergoing this procedure is decreasing. This means that the long term performance
of the implants in younger patients is now expected to be suﬃciently high to avoid
revision surgery during their life time. Revision surgery is indeed a diﬃcult and costly
procedure with inferior results. More than 7,000 revision procedures were performed
alone in 2009 in England and Wales, which places a considerable ﬁnancial burden on
the National Health Service (NHS) [1]. Cementless implants were introduced to reduce
the revision rates due to bone loss around the implants, otherwise known as osteolysis.
Nevertheless, clinical observations show that osteolysis still occurs, sometimes at higher
rates, in this type of implant, indicating that there is a need to better understand the
mechanisms of failure in cementless implants.
Despite much research to investigate the causes of osteolysis, the factors involved
in its initiation and progression has not been completely understood. The most com-
monly accepted explanations for the causes of osteolysis are adverse tissue reaction to
wear particles and bone resorption due to high periprosthetic ﬂuid pressures and/or
velocities. However, mechanisms involved in high ﬂuid pressure/velocity generation at
the bone-implant interface and transport of particles to the periprosthetic tissue are
1not clearly understood and there is a lack of studies investigating these mechanisms
in the literature. Information gained by such studies can be used to improve future
implant designs.
The research questions to be addressed in the current work are: "what are the main
contributors to facilitate ﬂuid ﬂow and wear particle migration leading to osteolysis in
the periprosthetic tissue?" and "what is the extent of the inﬂuence of each contributing
factor?" The hypothesis is that joint capsular pressure, interface gap micromotion,
ﬁbrous tissue generation, patient sensitivity to wear particles and the rate of wear
generation may contribute to the periprosthetic ﬂuid ﬂow and wear particle migration,
which inﬂuence osteolysis generation.
1.2 Aims and objectives
While signiﬁcant research is being undertaken to investigate the causes of osteolysis,
computational models can also provide a powerful means to investigate osteolysis gen-
eration. The aim of the current study is to develop computational models which can
be used to simulate periprosthetic ﬂuid ﬂow, particle migration and the potential for
osteolysis generation. Such models may provide insights into the role played by dif-
ferent parameters involved in osteolysis. The advantage of these models is that they
provide a tool to simulate and measure in vivo conditions which are experimentally
diﬃcult to perform. To achieve this aim, the objectives of the current study are:
• To devise computational models to simulate periprosthetic ﬂuid ﬂows.
• To study the eﬀect of capsular pressure, gap dimensions and micromotion of the
gap during cyclic loading of an implant on periprosthetic ﬂows.
• To simulate particle migration to the periprosthetic tissue by the joint ﬂuid.
• To simulate the eﬀect of particle clogging at the bone-implant interface on peripros-
thetic ﬂow and particle accumulation in long postoperative periods.
• To simulate osteolysis generation and to study the eﬀect of diﬀerent parameters
on its progression.
In should be noted that the new models presented in this thesis are intended to
provide general insights into the problem and do not represent patient-speciﬁc models
and data.
21.3 Outline of the thesis
In Chapter 2 an overview of hip anatomy and physiology and an introduction to the
total hip replacement (THR) is given. This introduction reviews failure of THRs and
explains the role played by wear particles and high ﬂuid pressure/velocity in causing
periprosthetic osteolysis. In addition, likely causes of high ﬂuid pressure/velocity gen-
eration and particle migration are discussed. A detailed review on periprosthetic bone
tissue, its properties and ﬂuid ﬂow within its constituents is also presented. Chapter
3 describes methodologies to develop the models and presents the veriﬁcation stud-
ies. This chapter also includes additional methods and models developed to deﬁne a
permeability value for the periprosthetic tissue based on available experimental data
in the literature. Chapter 4 includes the study of periprosthetic ﬂuid ﬂows. In this
chapter the ﬂuid ﬂows and pressures as a result of high capsular pressure and implant
micromotion are studied in detail during a gait cycle. Chapter 5 includes the models
simulating particle migration to the periprosthetic bone as a result of high capsular
pressure and implant micromotion in a short term represented by 50 gait cycles. In
Chapter 6, the particle migration models are reﬁned by including mechanisms to induce
particle clogging at the interface tissue to model long postoperative periods. In addi-
tion, permeability increase because of high particle concentrations to represent ﬁbrous
tissue ﬁlling the osteolytic lesions, is simulated. This may demonstrate osteolysis gen-
eration and progression in the periprosthetic tissue. Chapter 7 presents the conclusions
and contributions of the this study and suggestions for future work.
3Chapter 2
Literature review
2.1 Hip joint anatomy and physiology
The hip is an articulating multi-axial ball and socket joint that anchors the bony pelvis
to the proximal end of the femur or thigh bone. The hip joint transfers the upper body
weight to the lower limb and facilities body motion. It consists of acetabulum, femur
and the surrounding soft tissues that create the joint capsule.
2.1.1 Acetabulum
The articulation surface on the pelvic side of the hip joint is a large cup-shaped region
where the three components of the pubis, the ilium and the ischium, fuse to create
the acetabulum (c.f. Figure 2.1). The acetabulum provides stability for the joint by
almost accommodating the entire articular surface of the femoral head. The surface
of the acetabulum consists of articular and nonarticular parts. The nonarticular part,
called the acetabular fossa, is a rough depression situated in the central and inferior
region of the cup. The articular surface of the acetabulum, called the lunate surface, is
a crescent-shaped hyaline cartilage that surrounds the acetabular fossa. It is broadest
in the superior region of the cup where most of the body weight is transmitted from
the bony pelvis to the femur.
2.1.2 Femur
The femur is the longest bone in the body which consists of a long cylindrical shaft
(diaphysis) that is joined to the distal cartilage-covered bone (epiphysis) through a
cone-shaped shaft just beneath the growth plate (metaphysis) (c.f. Figure 2.2). The
cartilage-covered bearing surface of the femoral head is approximately spherical and
articulates against the acetabulum . Its proximal region consists of the femoral neck and
the greater and lesser trochanters. The femoral neck is a superomedial projection that
4Figure 2.1: The acetabulum.1
connects the femoral shaft to the head. The femoral neck and its orientation provide
more space between the shaft and head and therefore a greater range of movement in
the hip joint. The greater and lesser trochanters are projections between the femoral
shaft and neck that provide regions for muscle and ligament attachments around the hip
joint [2]. The diaphysis consists of cortical bone whereas the epiphyses and metaphyses
contain mostly cancellous bone that is covered with a thin layer of cortical bone. The
subchondral bone near the joint is covered by hyaline cartilage. The outer layer of the
femur is covered by periosteum, a tight and stiﬀ connective ﬁbrous tissue.
Figure 2.2: The Femur.2
1Constructed from Anatomy TV (www.anatomy.tv)
2Constructed from Anatomy TV (www.anatomy.tv)
52.1.3 Synovial membrane and the joint capsule
The synovial membrane originates from the margins of the articular surfaces of the
femoral head and acetabulum. From its attachment to the rim of the articular surface
of the femoral head, the synovial membrane extends distally to cover the femoral neck
(c.f. Figure 2.3). It folds back at the end of the neck and extends to the margin of
the acetabulum. It also forms a tubular covering around the ligament of the head of
the femur. The synovial membrane blocks any access of the joint ﬂuid to bone tissue
[3]. External to the synovial membrane there is a strong and generally thick ﬁbrous
membrane that encloses the hip joint and seals the joint capsule from its surroundings.
The joint is further stabilised by three other ligaments that reinforce the external
surface of the ﬁbrous membrane. The ﬁbres of these ligaments are oriented in a spiral
pattern around the hip capsule providing more resistance and tightness when the joint
is extended. Joint capsule is the combination of these soft tissues surrounding the
hip joint. The joint space accommodates synovial ﬂuid and facilitates its access to the
bearing surfaces of the joint for lubrication and nutrition, with iliopectineal bursa acting
as the ﬂuid reservoir (c.f. Figure 2.3). Under high loads, when the pressure within the
joint is excessive, the synovial ﬂuid egress from the joint space to this reservoir [4].
When the pressure within the joint falls below that of reservoir the ﬂow is reversed.
This mechanism maintains the pressure approximately constant in normal and healthy
joints during physical activity. In healthy joints the pressure is considered low and
it only rises less than a few kPa above the atmospheric pressure [5]. However, high
pressure, which is experienced in some problematic joints, is considered as a pressure
above the normal pressure and can reach up to 69 kPa in some cases [6].
Figure 2.3: Joint capsule (right) and its cross-sectional view (left) showing the capsular
space, the surrounding bone and soft tissue in healthy joints. Figure shows regions ﬁlled
with synovial ﬂuid and iliopectineal bursa which acts as a ﬂuid reservoir for this ﬂuid.3
3Left image from: www.ohsu.edu. Last checked May 2012 . Right image constructed from
Anatomy TV (www.anatomy.tv)
62.1.4 Kinematics of the hip
The organisation of the ligaments around the hip joint as well as the shape of the
joint provides a structure that requires minimum muscle force to facilitate standing
and joint movement. Movement of the hip joint include ﬂexion, extension, abduction,
adduction, internal and external rotations and circumduction which is a combination
of all the other motions (c.f Figure 2.4). This range of motion can be impaired for
patients with joint problems.
Figure 2.4: Hip range of motion.4
2.2 Total hip replacements
2.2.1 Introduction
Replacing a malfunctioning part of the body to restore function has always been sought
by physicians since modern science has emerged. Some of the attempts culminated with
astonishing outcomes. An exemplary of this success is the THR or in a more general
term, hip arthroplasty, in which the diseased and dysfunctional hip joint is replaced
with an artiﬁcial one. The joint complications which require THR for treatment and
their prevalence are shown in Table 2.1 . The main diagnosis is osteoarthritis which
involves degeneration of the joint including articular cartilage and the subchondral
bone adjacent to it.
4Image from: http://dwd.wisconsin.gov/dwd/publications/wc/wkc-7761-p.htm. Last checked
May 2012.
7Table 2.1: Number of primary THRs per diagnosis. [7]
Diagnosis Share (%)
Primary osteoarthritis 77.7
Fracture 11.1
Inﬂammatory arthritis 4.0
Idiopathic femoral head necrosis 2.8
Childhood disease 1.8
Secundary osteoarthritis 0.7
Tumor 0.5
2.2.2 A brief history
This surgical procedure has gone through a long journey to reach its current state. Ini-
tially, reduction of pain rather than functional restoration in the diseased joint was the
primary objective of the treatment [8]. Early attempts included bone fusion (arthrode-
sis), bone resection (osteotomy), nerve division and joint debridement which could
successfully oﬀer pain reduction but at the expense of immobility [9]. In order to re-
store mechanical functionality of the joint, physicians and surgeons employed many
biocompatible materials ranging from muscles, fat, chromatised pig bladder to glasses,
gold, ivory, magnesium and zinc which all resulted in failure in terms of restoring
functionality. Jean and Robert Judet were the ﬁrst to design a practical prosthesis to
resurface the femoral head using an acrylic ball which provided a smooth surface on
the articulating components (c.f. Figure 2.5 a). However, their design was not able to
cope with the intensive mechanical loads within the hip joint tended to fail soon after
replacement.
Frederick R. Thompson and Austin T. Moore developed mechanically stronger pros-
theses consisting of a metallic Vitallium stem with a distinctive ﬂared collar which was
inserted into the femoral cavity connected to a metal ball (c.f. Figure 2.5 b). Their
device did not replace the diseased acetabulum and, therefore, articulation of the metal
surface against the cartilage resulted in arthritic destruction of the socket. The ﬁrst
THR in which the acetabular articulating surface was also replaced was introduced
by Philip Wiles using metal-on-metal ball and socket stainless steel components which
were ﬁxed to the bone of the femur and acetabulum with screws and bolts. However,
the results were not completely satisfactory because of the lack of stability of these
prostheses. To overcome the problem of instability and ﬁxation, Edward J. Haboush
and Kenneth McKee suggested dental acrylic cement for prosthetic ﬁxation [9]. How-
ever, the success of hip replacement did not reach its climax until Sir John Charnley,
an innovative surgeon from England, ﬁxed both femoral and acetabulum components
into the surrounding bone tissue using a polymeric material, polymethylmethacrylate
(PMMA, or bone cement). He ﬁrst used Teﬂon for the articulating surfaces, which
8(a) (b) (c)
Figure 2.5: a) Judet acrylic femoral prosthesis b) Thompson prosthesis c) Charnley
polyethylene cup THR.5
was not successful. Subsequently, he used polyethylene against the metallic bearing
surface which is still the gold standard for current joint arthroplasties. By 1961, Charn-
ley was performing hip replacement procedures successfully with predictable long-term
outcomes. Despite the great success of THR, there are still complications associated
with this course of treatment meaning that not all the THRs serve the patient with
satisfactory long-term results. A problematic THR often requires revision surgery to
replace the failed implants with new ones. This is a diﬃcult procedure with inferior
outcomes compared to the primary hip replacement. Currently, hip arthroplasty is
carried out around the world and the number of procedures carried out increases every
year. In the next section diﬀerent types of HA currently used are introduced.
2.2.3 Types of hip joint replacements
Since the introduction of this procedure, diﬀerent implant designs have been pioneered
to overcome the complications. As a result, diﬀerent designs of hip implants are cat-
egorised according to the type of ﬁxation and the biomaterial used. Implants, ﬁxed
into the bone using PMMA or bone cement, are called cemented implants (c.f. Figure
2.6a). It is currently one of the most common procedures carried out by surgeons with
good long term results, particularly for older patients. The Swedish Hip Registry [10]
shows that the majority of patients undergoing cemented procedures were above the
age of 70.
5Images taken from: a) www.maitriseorthop.com, b) www.bone-implants.com and c)
www.totaljoints.info. Last checked June 2011
9Bone cement is liquid at the time of surgery when it is inserted into the bone. After
implant insertion the polymeric chain reaction starts resulting in a solid but brittle
substance providing a bed for the implant. The quality of bone cement depends on
many factors including method of manufacture and mixing of the powder and liquid
components [11], the cure time [12], method of insertion [13], surgeon skills, the thick-
ness of the cement between bone and implant [14]. There are, however, complications
with regard to cemented prostheses. The polymerisation of PMMA is accompanied
by heat generation and volumetric shrinkage that may, respectively, cause tissue dam-
age at the time of implant insertion or establish residual stresses within the cement.
The accumulated damage, crack and debris generation under cyclic loading have been
recognised as the main shortcomings of cemented implants [15].
To eradicate these shortcomings, surgeons turned towards designs that relied on
bone growth on the surface of the implant rather using bone cement to facilitate ﬁxa-
tion. These types of implant are called cementless or uncemented implants (c.f. Figure
2.6b). They consist of entirely or partially roughened or porous surfaces on which
the bone tissue can ingrow. Partially porous implants have porous surfaces either on
the proximal region circumferentially or they have patches of porous surface at the
proximal region leaving the rest of the implant with a smooth surface. In some de-
signs a bioactive coating called hydroxyapatite is applied on the porous surface to
promote bone generating cells to migrate to the implant-bone interface and deposit
bone to achieve faster and stronger bone-implant interlock. These type of implants are
becoming more popular particularly for younger patients with better bone quality to
ingrow and higher physical activity which may cause accumulative damage and failure
in otherwise cemented implants.
In England and Wales, compared with previous years, there has been a reduction in
the percentage use of cemented THR procedures and corresponding increase in the use
of cementless interventions. Cemented procedures dropped from 53% in 2004 to 38%
in 2008, while cementless surgeries rose from 21% in 2004 to 33% in 2008 [1]. Despite
improvements in cementless design the rate of failure has not improved in comparison
with cemented implants, which means more in-depth research is required to investigate
the causes of failure in this type of implants [16].
As mentioned earlier, revision surgery for failed implants is a diﬃcult procedure with
inferior results. Implants often become loose and sometimes painful and need to be
replaced because there is loss in the surrounding bone to support the implant. This lack
of bone to ﬁx and secure the new implant in place is one of the main problems associated
with revision surgery. To overcome this problem, surgeons and orthopaedic engineers
pioneered the concept of hip resurfacing (c.f Figure 2.6c). In this procedure, at the
femoral site, only the proximal cartilaginous surface of the femoral head is removed
10and replaced by an artiﬁcial metallic one. The rational is to conserve the bone stock
in the proximal femur for the later probable total hip replacement revision. This will
considerably increase the success rate of the revision surgery as well as increasing the
time that a patient can have a functional joint after revision [17]. One of the downsides
of this procedure is the high risk of femoral neck fracture [18]. 8% of hip arthroplasties
performed in England and Wales in 2008 were hip resurfacing [1].
(a) (b) (c)
Figure 2.6: a) cemented b) uncemented hip replacement c) hip resurfacing.6
It is also a common practise amongst the surgeons to use diﬀerent ﬁxation tech-
niques in a joint to secure the implant in the acetabular and femoral sites. This type of
implantation is called hybrid arthroplasty. This is because diﬀerent designs, cemented
or uncemented, perform diﬀerently in the acetabulum and femur. This has encour-
aged surgeons to use a cemented component in one part along with an uncemented
component in another. The choice of component combination depends on surgeons ex-
perience, the brand and history of the prostheses and manufacturer recommendation.
According to the Swedish Hip Registry [7], procedures using cemented components in
both acetabulum and femur represent a decreasing proportion of the total number of
THR. From 2001 to 2006 , the relative proportion decreased from 91.7% to 80.3%.
2.2.4 Failure of total hip replacement
The current designs of THR do not generally last for the life time of patients particularly
in the younger population who undergo this procedure. Table 2.2 shows that the most
common causes of failure in hip arthroplasty is aseptic loosening [7]. Aseptic loosening
is diagnosed when one or two components of an implant become loose in the absence
of infection. This can result in pain and loss of mobility and has always been the main
6Images taken from: a) http://www.the-health-pages.com, b) http://www.the-health-pages.com
c) www.eorthopod.com. Last checked June 2011
11cause of implant revision since Charnley’s implants. In England and Wales, in 2008,
54% of cases underwent revision surgery because of aseptic loosening [1]. Despite all the
new designs and modiﬁcations the chance of failure due to aseptic loosening becomes
higher as postoperative years increase. Even for recent implant designs (implanted
after 1995) more than 5% of the THRs require a revision surgery (c.f. Figure 2.7) [7].
Table 2.2: Causes of THR revisions and their distribution [7].
Causes of revision surgery Share (%)
Aseptic loosening 59
Deep infection 10
Dislocation 14
Fracture 8
Technical error 2
Others 7
Figure 2.7: Percentage of revised THRs at 13 (red), 16 (yellow), 21 (green), 25 (blue)
and 29 (pink) years, postoperatively [7].
High prevalence of aseptic loosening has resulted in enormous eﬀort to understand
this phenomenon. Aseptic loosening has been described as a multi-factorial and cumu-
lative damaging process that proliferates to disrupt the bonding between the bone and
implant which eventually results in gross loosening [19]. The main causes of aseptic
loosening are associated with osteolysis in the periprosthetic tissue [10]. However, the
percentage of failure due to osteolysis in unknown and aseptic loosening is not always
due to osteolysis. Other proposed mechanical causes for aseptic loosening include stress
12shielding, interface debonding as a result of fatigue or accumulated damage [19, 20].
These causes are not independent from each other and they may occur sequentially.
The main hypotheses explaining the origins of osteolysis are particle reaction and high
ﬂuid pressure and/or velocity. A particle based theory postulates that wear debris gen-
erated from bearing and other interacting surfaces are responsible for bone resorption
due to adverse biological reaction to the debris. A high ﬂuid pressure/velocity theory
considers adverse tissue reaction due to elevated high pressures/velocities experienced
in the replaced joint during physical activities as the main cause of osteolysis. These
theories will be reviewed in depth in section 2.3 while other causes of aseptic loosening
will be reviewed brieﬂy in this section.
2.2.4.1 Implant bone debonding
Suﬃcient tissue ingrowth, osseointegration and biological bonding at the implant sur-
face are essential prerequisites to establish the ﬁxation of a cementless implant. If
the initial bonding and ﬁxation is not achieved gaps at the interface between implant
and bone will result in implant loosening. Even after the initial bonding is achieved
debonding may occur as a result of fatigue at later postoperative stages. It is an
established fact in engineering practice that repetitive loading may cause mechanical
damage to the structure under load even when the loads are less than those to cause
failure in a single load application. Implants, and in particular the interface between
bone and cement are not an exception to this fact. In the case of uncemented pros-
theses the damage to the implant-bone interface depends strongly on the nature of
the bone-implant interlock, bone tissue and its growth to the surface of the implant.
The detailed mechanism of fatigue damage to the cement in cemented implants is not
discussed here since it is outside the scope of the present study. In the case of unce-
mented implants the local stresses may exceed the strength of the bone-implant bond
throughout repetitive loading. Once this damage accumulates in diﬀerent regions of
the bone-implant interface, the micromotion of the implant in the bone cavity starts
to occur. This leads to more damage and subsequent increased micromotion and even-
tually the formation of ﬁbrous tissue and gaps at the interface. The pattern and the
nature of the stresses generated at the interface are very important in determining the
mechanism of interface gap generation and fatigue or accumulative damage. The stress
patterns associated with load transfer in hip prostheses depend on mechanical factors,
such as stem shape and material properties, interface bonding characteristics, bone me-
chanical properties and hip-joint loading [19]. In addition, the diﬀerence between bone
and implant stiﬀness results in diﬀerent degrees of deformation in these two materials
when the stem is under mechanical loading. This may consequently lead to interface
gap generation and opening during physical activity.
132.2.4.2 Stress shielding
Stress shielding is a phenomenon that occurs when the normal pattern of load trans-
mission in bone is distorted. Bone resorption as a result of stress shielding takes place
in the femoral component where load-shearing between bone and implant depends on
the implant shape and especially relative stiﬀness of the bone and implant. A stiﬀer-
than-bone stem tends to take a higher share of the load and transmit it to the distal
portion of the stem, whereas a more compliant stem will take a lower share of the load
and will concentrate it in the proximal region of the femur or metaphysis. According to
Wolﬀ’s law which states bone remodels and adapt itself to the applied loads and strains
[21], the portion of the bone that is experiencing less than normal stresses undergoes
bone resorption. However, it should be noted that bone resorption caused by stress
shielding is diﬀerent in nature from that of osteolysis in which inﬂammatory response
plays a great role.
In most currently used implants with higher stiﬀness than bone, loss of bone sub-
stance is evident in the proximal femur. Stress shielding was recognised by Oh and
Harris [22] using strain gauges mounted on the cortex of implanted cadaver femora.
They showed that the pattern of strain in the proximal part of the femur was reversed
compared to that of an intact femur. The maximum strain occurred around the tip
of the prosthesis accompanied by a massive decrease in stress in the proximal femur.
Considering this phenomenon, which is usually evident in radiographs after two years
postoperatively [23] (c.f. Figure 2.8), as a sign or mechanism of initiation of failure
is debatable. There are patients who experience stress shielding, but they have no
symptoms of loosening [20]. Nevertheless, it may be considered as an initiating process
for loosening or osteolysis by weakening the support for the stem which can resulting
in earlier implant-bone debonding or reducing periprosthetic tissue permeability for
easier wear particles migration. Stress shielding has also an impact on revision surgery
and may result in a lack of bone stock to secure the new implant. It is more pro-
nounced in cementless prostheses where there is no soft bed of bone cement and there
is sharp change in stiﬀness at the bone-implant interface. The extent of bone density
loss varies with diﬀerent implant designs but can reach levels of 30% or more in certain
periprosthetic regions [24]. To overcome this problem, new designs attempt to trans-
mit the load to the cortex near the metaphysis by conﬁning the porous ingrowth to
the proximal part the implant leaving the distal portion relatively smooth as opposed
to coating the entire implant. In addition, inadequate proximal ﬁt, as the result of
over-reaming of the bone, the use of an undersized stem or subsidence of the stem into
the bone medullary, may transmit the load to the distal region and cause proximal
bone loss [19].
14Figure 2.8: Radiographs showing bone immediately after surgery (left) and decrease
in bone substance because of stress shielding (right) at the time of the death of the
patient [23].
2.3 Osteolysis
In radiographs, osteolytic lesions can appear as focal scallop shaped radiolucencies at
parts of the interface or as linear radiolucencies that extend along the edge of an implant
[25] as shown in Figure 2.9. In hystological examination linear osteolysis appears as
a connective tissue layer between the implant and bone that can be sometimes up to
5-6 mm thick [26]. Focal osteolysis is accompanied by aggressive granulomatosis which
is a condition of localised, tumour-like bone resorption appearing on the radiograph
as ovoid cysts around the stem, in the deﬁnite absence of infection [27]. Linder et
al. [26] described osteolysis progression as a soft tissue front that moves from the
interface outward. To better explain the periprosthetic environment in which osteolysis
is generated, the concept of the eﬀective joint space, introduced in the next section,
has been proposed.
2.3.1 The concept of eﬀective joint space
The environment around a THR is diﬀerent from that of a normal joint. Due to tissue
sectioning and scars left from the surgical procedure the joint capsules takes a new
shape and the ﬂuid in the capsule has access to the regions that were previously sealed
from its access. To describe this situation the concept of the eﬀective joint space (c.f.
Figure 2.10), which includes all periprosthetic spaces and tissues in communication
15Figure 2.9: linear and focal osteolysis.7
with the joint ﬂuid has been proposed [28]. The limits of the eﬀective joint space are
determined by the intimacy of the contact between the prosthesis and the bone and
the variability of bone-implant contact within a given reconstruction. This variability
determines the access routes for the joint ﬂuid and particles, to and along various
interfaces as well as the periprosthetic bone and soft tissues. In this eﬀective space,
joint ﬂuid ﬂows into the path of least resistance according to the associated pressure
gradients.
Figure 2.10: Diagram showing the access of joint ﬂuid to the eﬀective joint space [28].
7Image from: www.radiologyassistant.nl. Last checked April 2011
162.3.2 Temporal characteristics of osteolysis development
To understand osteolysis development it is important to gain insight into its temporal
progression. Tanzer et al. [29] followed twenty patients who developed femoral osteol-
ysis after a none-circumferentially porous cementless THR. Osteolysis was deﬁned as
endosteal erosion along the component that was not identiﬁable on the immediate post-
operative radiograghs. They observed that osteolysis was ﬁrst noted radiographically
at twelve to sixty-six months in loose femoral components and between twenty-four
and sixty-six months in stable implants. Implants were considered stable if there was
no evidence of migration (subsidence of the stem into femoral cavity) or loosening at
the time of surgery. The stability of an implant may indicate that the micromotion
experience at the interface is less than that of loose implants. Osteolysis was more
severe in cases in which the components were loose than those in which it was stable.
However, they did not mention the rate and extent of the progression in their studies.
In addition, they found no relationship between the detection of the onset of osteolysis
and the onset of femoral loosening. Donnelly et al. [30] also showed that osteolysis
appears after twenty four months in implants with smooth surfaces. Maloney et al. [31]
showed that osteolysis in association with stable cemented implants appears after forty
months. Comparing their ﬁndings with Tanzer er al. [29] shows that, in general, the
onset and progression of osteolysis is earlier and faster in cementless prostheses than
cemented ones. Similarly, Zicat et al. [32], in a study investigating the patterns of oste-
olysis in both cemented and uncemented implants, showed that the rate and frequency
of osteolysis was greater in cementless implants. The above clinical observations sug-
gest that it takes at least twelve to twenty months for osteolysis to be observable in
clinical examination.
2.3.3 Regional characteristics of osteolysis
It is a common practise to evaluate the location of osteolysis around a femoral stem by
dividing the bone around it into seven zones, as described by Gruen et al. [33]. These
zones are shown in Figure 2.11 and the same regional deﬁnition is used in the current
study. Tanzer et al. [29], who studied stems with non-circumferential coating (only
patches of proximal porous coating), reported that osteolysis occurred more frequently
in distal regions and the medial and lateral regions were involved almost twice as often
as the anterior and posterior regions (c.f Figure 2.11 a). They observed that osteolysis
was in form of a single focal, multifocal or linear lesions. As can be seen in Figure 2.11
a, zone three and ﬁve were the most frequently involved, and zone one and seven were
rarely aﬀected by osteolysis. They reported that no lesion initiated from zone four and
those lesions seen in this region were an extension from zone two or ﬁve. Maloney et al.
[34] also suggested that in cementless implants with non-circumferential porous coating,
17osteolysis often occurred in distal regions. However, Zicat et al. [32] demonstrated that
a circumferential porous coating is able to prevent osteolysis generation in the distal
regions. They observed that in these implants, instead of distal regions, osteolysis
developed in the bone adjacent to the capsule beneath the collar of the prosthesis (upper
zone seven), behind the shoulder of the prosthesis (upper zone one) and in greater the
trochanteric region (c.f. Figure 2.11 b). The size of the lesions they observed ranged
between 0.7 to 3.3 cm and focal lesions tended to develop more frequently in younger
patients. They also reported that osteolysis appears to extend away from the bone-
implant interface. Willert et al [35] also reported that in the presence of bone cement,
which creates a seal at the proximal interface, osteolysis mainly began in the sections
neighbouring the joint cavity including the greater or lesser trochanter. Donnelly et al.
[30] studied the appearance of osteolysis in radiographs in diﬀerent types of cementless
implants. They compared implants which had proximal smooth and ridge surfaces,
to those with proximal hydroxyapatite coating. They showed that the incidence of
linear osteolysis was signiﬁcantly higher for the implants with smooth surfaces after
ﬁve postoperative years. High incidence of focal osteolysis was seen in implants with
smooth surfaces after two postoperative years, whereas there was no focal osteolysis in
stems with hydroxyapatite coating. Their results show that osteolysis, particularly in
focal form, occurs more frequently in distal regions far from the joint capsule in smooth
implants in which there may not be an intimate contact between the bone and implant
(c.f. Figure. 2.11 c). However, in the presence of a strong contact generated by the HA
coating, no osteolysis appears at the interface (c.f. Figure. 2.11 d). In summary, the
above clinical observation suggests that, when there is not an intimate contact between
the stem and the bone, such as those seen in smooth implants, osteolysis tend to occur
in distal regions remote from the joint capsule.
2.3.4 High pressure theory
There are studies in the literature suggesting that ﬂuid pressure and ﬂow play a key
role in periprosthetic osteolysis. Van Der Vis et al. [36], used an experimental implant
model, in which high ﬂuid pressure could be exerted on a sealed surface of rabbit tibia
bone by means of an expander ﬁlled with saline. They exerted a constant ﬂuid pressure
of 20 kPa on the bone for two weeks and observed that osteolysis similar to that of
clinical prosthetic loosening occurred in all animals exposed to high ﬂuid pressure. A
similar experiment [37] was carried out with pressure oscillating between 9.3 kPa and
20 kPa with a frequency of 0.1 Hz exerted two hours per day for two weeks. In this
experiment, which more realistically represents the in-vivo situation, osteolysis was
seen to still occur even during short periods of oscillating pressure. However, in these
two animal experiments, external nonphysiological saline solutions were used to induce
18Figure 2.11: Frequency of linear and focal osteolysis occurrence gathered from diﬀerent
sources in the literature. a) It can be seen that frequency of osteolysis is higher in distal
regions when the porous coating only consists of local patches leaving other proximal
regions smooth [29]. b) It can be seen that when the entire proximal region is coated,
osteolysis tend to occur in proximal periprosthetic tissue [32] c) It can be seen that a
shot-blast smooth surface cannot prevent osteolysis generation at distal regions. The
blue and red line show the frequency of focal and linear osteolysis, respectively. It can
be seen that the frequency of osteolysis is higher at distal regions [30]. d) It can be
seen that a strong bone contact caused by hydroxyapatite coating prevents osteolysis
in both distal and proximal regions [30].
19high pressure on the bone tissue. In theory, this could cause osteolysis by altering
the chemical environment regardless of the pressure. To circumvent this shortcoming,
Skripitz and Aspenberg [38] devised an experiment in which the hydrostatic pressure
was exerted on the bone through body ﬂuids. To do so, they designed an implant
which allowed generation of a soft tissue membrane containing body ﬂuid on rat tibia
in a sealed environment. The soft tissue was then compressed by applying load via
a piston located over it (c.f. Figure 2.12). Cyclic pressure of 600 kPa was applied
to this tissue by twenty cycles twice a day with a frequency of 0.17 Hz for ﬁve days.
They observed dramatic osteolytic lesions in pressurised bones. However, the load
used in this study is signiﬁcantly higher than what has been clinically observed and it
is applied to a biphasic material. Therefore, the exact value of ﬂuid pressure, which
depends on the poroelastic properties of the soft tissue covering the bone is unknown
in this study. In addition, it is unclear if the resorption was caused by pressure changes
or the resulting ﬂuid ﬂow in the bone (i.e high ﬂuid velocity generated due to high
pressure). Fahlgren et al. [39] conducted the same rat experiment to describe the three-
dimensional distribution of osteolytic lesions, in order to elucidate the roles of pressure
and ﬂow. They used a pressure transducer to measure the actual ﬂuid pressure beneath
the ﬁbrous tissue. This pressure was recorded to be approximately 93 kPa, which is
a more clinically relevant magnitude. They observed that there was a correlation
between bone resorption and pressures recorded; as bone was resorbed, the pressure
decreased. After 14 days of pressurisation there was 52% decrease in bone volume
fraction. They estimated the ﬂuid velocity to be 26 mm/s initially, 23 mm/s after ﬁve
days of pressurisation and 19 mm/s after 14 days of pressurisation. Once a pathway was
opened to the marrow cavity beneath the cortical bone, the pressure was levelled out
and decreased signiﬁcantly. They also used tracer particles to detect ﬂuid displacement
during a 10-min pressure cycle in the controls. Most of the particles were found in
cavities and canals within the bone at the periphery of the pressurised area, which
are likely to have high ﬂuid ﬂow velocity, but somewhat less ﬂuid pressure than the
directly pressurised area under the piston. Osteolysis generation started in these areas,
which may suggest that velocity of ﬂuid ﬂow, in addition to pressure, may be a crucial
causative factor in osteolysis generation.
High ﬂuid pressure responsible for bone resorption is also seen in joints without
implants. Landells et al. [40] was the ﬁrst to suggest that osteolytic bone cysts can form
by intrusion of synovial ﬂuid under pressure into the substance of the bone. However,
it was suggested that exposure of the bone to pressurised synovial ﬂuid has to be long
enough to cause bone resorption. This observation was not on periprosthetic tissue with
particles present, but on subchondral bone tissue, which was in communication with the
joint ﬂuid as a result of cartilage loss. Later, Jayson et al. [41] were able to correlate
larger cysts with high ﬂuid pressure by showing that larger bone loss was found in
20Figure 2.12: Schematic of the pressure chamber developed by Skripitz and Aspenberg
[38] to exert pressure on rat bone via a piston. a) shows a soft tissue layer between
piston and bone at the beginning of the experiment. b) shows bone resorption after
applying hydrostatic pressure.
those individuals generating higher pressures in their joint by doing the hardest manual
work. They supported their hypothesis experimentally by simultaneously measuring
the pressure inside the cyst using an inserted needle and the intracapsular pressure. The
pressure in the cyst and joint capsule were the same and increased identically during
a movement. Not only did the pressure not drop to its original level after removing
the load, but further manoeuvres would result in higher pressure accumulation. In
a parallel study on the healthy joints of dogs they showed that the pressure in the
subchondral tissue did not change with pressure changes in the joint space during
joint movement when there was no communication between the cysts and the capsular
cavity.
The relationship between high ﬂuid pressure and osteolysis can also be established
by the relation between thigh pain and high capsular pressure. Well-localised thigh
pain corresponding exactly to the sites of osteolytic lesions has been reported [42].
Haversian canals and bone marrow trabeculae are innervated [43] and it is possible
that the high pressure exerted to the endosteal surface of the bone produces pain by
stimulating nociceptors [37]. Thigh pain is reported to appear when the ﬂuid pressure
is high in the joint capsule [6]. This shows that high ﬂuid pressure in the joint has
direct inﬂuence on osteolytic lesions.
Diﬀerent theories explaining the causes of osteolysis have been postulated. Van Der
Vis et al. [37] suggested that ﬂuid pressure can induce osteolysis by causing bone cell
death. Cell death can be caused by the high pressure/velocity interference with the
vascular supply or by the ﬂow disturbing the local composition of the interstitial ﬂuid.
In addition, it is generally accepted that ﬂuid ﬂow within the bone matrix plays an
important role in a strain sensing mechanism involved in bone adaptation response,
21otherwise known as mechanosensation. In this mechanism, the ﬂuid ﬂow is sensed
by osteocytes, which signal the bone cells to increase bone formation [44]. High ﬂuid
pressure, or the resultant high velocities, may disturb this mechanism by prohibiting
bone formation or encouraging bone resorption [45].
Johansson et al. [46] developed a computational model to simulate the osteolysis
generation because of high ﬂuid pressures and velocity in bone tissue. Their model
which was based on the experimental setup developed by Fahlgren et al. [39] showed
that ﬂuid velocity is a more likely cause for osteolysis generation.
2.3.5 Particle theory
2.3.5.1 Particles and their relation to osteolysis
In cementless THRs which have a polyethylene acetabular cup, both metallic and
polyethylene wear particles can be found in the tissue. The majority of the metallic
particles are generated from the relative motion between the stem and the bone. In
addition to these particles, cement debris can also be found in cemented implants. The
association between particles and osteolysis can also be demonstrated by histological
examination of the periprosthetic tissue retrieved from revision surgeries or autopsies.
Schmalzried et al. [47] carried out histological examination on periprosthetic tissues
obtained from revision surgery and autopsy of thirty four cemented and uncemented
hips which had developed linear or focal osteolysis. In all cases, wear debris were
found inside or outside the macrophages in osteolytic regions. Polyethylene particles
were present in all hips and were dispersed widely in the eﬀective joint space. The de-
gree of bone resorption had a direct relationship to microphages that were laden with
polyethylene debris. Similarly, Maloney et al. [34] observed the presence of polyethy-
lene in areas of osteolytic lesions in patients undergoing revision surgery. Willert et
al. [35] found large amounts of polyethylene debris in areas of massive bone resorption
around the femoral stem, whereas metallic and cement particles were either completely
absent or occurred in only very small amounts. Their study showed that metal and
cement debris were not phagocytised at all or were stored in granulomas in only very
small amounts. The ﬁndings of these studies suggests that, amongst particulate debris
found in the periprosthetic tissue, polyethylene particles may play the primary role in
causing bone resorption. In the above studies, the polyethylene cup was considerably
worn due to extensive surface abrasion, which indicates the relationship between the
degree of wear rate and the severity of osteolysis. This relationship is discussed in the
following section.
222.3.5.2 The rate of wear generation and osteolysis
The amount of wear and the number of particles released into the joint capsule is indeed
related to the number of loading cycles that a hip implant experiences. Schmalzried
et al. [48] estimated that an implant experiences around 1 million loading cycles on
average each year and in extreme cases active patients can subject it to about 3.2
million cycles per year. Wear from the bearing surfaces can be measured by either
depth of penetration of the stem ball into the polyethylene cup (linear wear), or the
volume of material loss from the polyethylene cup (volumetric wear). Jasty et al. [49]
and Sychterz et al. [50] measured mean annual rates of wear of 35 mm3 and 39.8 mm3,
respectively, for well functioning THRs. Orishimo et al. [51] conﬁrmed that both linear
and volumetric wear rates signiﬁcantly aﬀected the prevalence and risk of osteolysis.
Their analysis revealed that increases in linear and volumetric wear rates escalates the
prevalence of osteolysis. They also observed that each 40 mm3 per year increase in
volumetric wear raised the risk of osteolysis by about three times. Dowd et al. [52]
also showed an overall relationship between the rate of polyethylene wear generation
and the prevalence of osteolysis. However, details of this relationship describing the
extent of osteolysis as a function of the wear rate was not presented.
2.3.5.3 Particle concentration and osteolysis threshold
It has been shown that the mere presence of particles within the bone tissue is not
a suﬃcient cause for osteolysis development. More importantly, the concentration
of particles plays a key role for osteolytic lesion initiation and progression. Revell
et al. [53] showed that polyethylene particle concentration retrieved from diﬀerent
periprosthetic sites ranged between 5.2×108 and 9.17×1010 particles per gram of tissue.
Sites containing more than the critical value of approximately 1×1010 particles per gram
of tissue had developed focal osteolysis. This critical threshold was also conﬁrmed by
Kobayashi et al. [54]. However, Elﬁck et al. [55] reported a lower threshold of 1×109
particles per gram of tissue for osteolysis generation. Koseki et al. [56] showed, by
counting particles in retrieved tissues from 35 patients undergoing revision surgery
with an average of 16.4 years of implant in service, that the particle concentration
in the focal osteolytic lesions (lesions greater than 5 mm in radiographs) was 2.10
×109 particles per gram of tissue, and in linear lesions (lesions less than 5 mm in
radiographs) was 2.91 ×108 particles per gram of tissue. The concentration in focal
lesions was signiﬁcantly greater than the linear ones. However, there are patients with
high wear generation rates who did not develop osteolysis [49]. This may suggest that
the biological threshold for osteolysis generation may be patient speciﬁc. Ise et al.
[57] observed a correlation between the ratio of osteolysis in radiographic images and
patient sensitivity to polyethylene particles. They showed that the point at which
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speed of progression was faster for patients who were more sensitive to polyethylene
particles.
2.3.5.4 Particle size and osteolysis
Green et al. [58], who cultured murine microphages in the presence of polyethylene
particles, showed that not only the concentration, but the size of the particles is a
critical factor for macrophage activation, with the most biologically active particle size
range being 0.3 to 10 m. They showed that both the smallest (0.21 ± 0.07 m) and
the largest (88 ± 29 m) particles did not stimulate the macrophages to produce bone
damaging cytokines. This phenomenon is evident in retrieved studies in which most
of the particles found in osteolytic regions were in the biologically active range. It has
been shown that approximately 90% of the particles in cells from total hip replacement
patients were less than 1 m with mean diameter of 0.83 ± 0.45 m [59, 56, 53].
Similarly Schmalzried et al. [47] observed polyethylene particles ranging from 100 m
to less than one micrometre with a majority of particles in the submicron range.
2.3.5.5 Periprosthetic particle distribution
The presence of particles in periprosthetic tissue has been described by many authors.
However, there is a lack of descriptive detail on the extent of particle penetration into
and their distribution pattern in the periprosthetic tissue. Large amount of particles
have been observed to ﬁnd their way deep into the bone adjacent to an implant [53]
and remote osteolytic lesions containing particles, in some cases as far as 10 cm below
the tip of the implant, have been reported [47]. Willert et al. [35] also observed that
particles and granulomatous tissue inﬁltrated the marrow cavities of cancellous bone
as well as the Haversian canals of cortical bone. Particles projected from the interface
border deep into the bone canals and marrow spaces of the femur, partially extending
into its outer periosteal surface. Bauer et al. [20] mentioned that biopsies obtained
several millimetres away from the implant showed the presence of particles in close
proximity to vessels or perivascular spaces. The presence of particles at the interface
and the bone marrow adjacent to it after four weeks has also been observed by Lalor
et al. [60] who injected polyethylne particles into implanted rabbit joints
A study by Massin et al. [61] on cemented implants showed that particles are more
prone to accumulate in the cancellous bone in the metaphysis region as well as in the
distal extremity of the stem. Particles were present in the bone marrow of cancellous
bone, between the trabeculae and, to a lesser extent, in Haversian canals of the cortical
bone. Table 2.3 shows the average number of particles they recorded per 0.6 mm2 of
interface tissue in 50 m thick sections of the femur at proximal metaphysis, distal
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around stem is higher in distal and proximal regions. They performed their analysis
on three femoral cemented stems retrieved from autopsy with no sign of loosening.
Therefore, the number of particle in the bone tissue recorded by them is not comparable
to those studies mentioned earlier in which particle concentration was presented by the
number of particles per gram of tissue in loose and osteolystic implants. Unfortunately,
such a study describing wear distribution in the tissue around stem does not exist for
cementless prostheses.
Table 2.3: Average number of particles per 0.6 mm2 at diﬀerent cross-sectional regions
along the femoral stems of well-functioning implants after nine postoperative years [61].
Interface section Average number of particles at cement-
bone interface
Proximal metaphysis 324
Distal metaphysis 541
Diaphysis 198
Distal femur 695
2.3.5.6 Periprosthetic particle migration
Particle migration to the periprosthetic tissue is evident. However, it has not yet
been completely understood how the particles migrate to the periprosthetic bone and
osteolytic lesions and what factors inﬂuence such migration and transportation. Two
possible transport mechanisms of diﬀusion (i.e hydraulic transfer) and cellular transport
have been suggested by Elﬁck et al [55]. In the former, particles are carried with the
ﬂuid ﬂow in the bone as the result of hydrodynamic forces generated by pressure
diﬀerences. In the latter, macrophages act to remove foreign bodies by transporting
them to lymphatic system for disposal.
If diﬀusion is the main driving force for particles, it is possible to assume that parti-
cles ﬂow through the path of least resistance. In smooth surfaces of non-circumferentially
coated stems where there is no interlock between the bone/ﬁbrous tissue and the metal
surface of the implant, or in regions where there is a debonding because of mechanical
failure, gaps are created and opened during physical activity. These gaps may serve as
a path of least resistance to facilitate particle migration to the interface bone.
Bobyn et al. [62] observed that polyethylene debris (1 ×108 particles twice a week)
injected in the joint migrated easily along the smooth surfaces of cylindrical implants
implanted into the distal femur and proximal tibia of dogs. Such migration was not
observed along porous surfaces which had an intimate interlock with the surrounding
bone. They characterised the gaps by a distinguishable space between the bone and
implant measuring as much as 50 micron in thickness that was ﬁlled with ﬁbrous tis-
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osteolytic lesions, some of which were expansile and 1.5 mm wide, appearing as rediolu-
cencies along smooth surfaces of implants in radiographs. They observed that during
this time particles penetrated the intratrabecular spaces up to approximately 2 mm.
Although they proposed that ﬁbrous tissue provided the pathway of least resistance as
a ready conduit for the migration of particles, it is more likely that the lack of interlock
between the ﬁbrous tissue and the smooth implant surface had resulted in generation
of gaps when the joint was deformed and/or capsular pressure raised under physiolog-
ical loading. The incapability of ﬁbrous tissue to transport particles has been already
shown by Yuan et al. [63] who developed an FE model of ﬁbrous tissue between bone
and implant. They demonstrated that particles hardly penetrate the ﬁbrous tissue.
The ﬁndings of Von Knoch et al. [64] show that the path of least resistance for
distal migration is provided by the interfacial gaps and not through the porosity of
the bone and ﬁbrous tissues. They demonstrated that in cementless prostheses with
wear rate above 100 mm3 per year, adequate proximal interlock between the femoral
stem and bone could prevent distal migration of polyethylene wear debris along the
bone implant interface in both bone grown and ﬁbrous-encapsulated implants. In these
cases of sealed interface, they observed osteolytic lesions in the greater trochanter above
the shoulder of the prostheses and in the upper Gruen zone one and seven that did
not progress distally. However, with incomplete or non-circumferential porous surface
femoral stems, in which an interlock between tissue and stem is not achieved and an
interfacial gap may exist, osteolytic lesions could be seen in the proximal-stem, middle-
stem and distal-stem levels. They also showed that ﬁbrous tissue ingrowth to the porous
surface appeared adequate to prevent distal particle migration, despite the lack of solid
bone ﬁxation. The importance of seal interface has also been emphasised by Coathup
et al [65] who conﬁrmed this fact by showing that if the interface is suﬃciently sealed
from the joint capsule, using hydroxyapatite coating on a porous stem, osteolysis did
not occur in sheep joints even in continuous generation and high concentrations of
submicron polyethylene wear particles. A similar observation has been made by Zicat
et al. [32] who demonstrated that a circumferential porous coating is able to prevent
osteolysis generation in distal regions. Histological examination of distal regions of
these implants failed to demonstrate particle presence in these regions. In summary,
the above clinical observations show that for particles to migrate to distal regions there
must be a gap in communication with the joint ﬂuid.
2.3.5.7 The eﬀect of particle size in their migration
Elﬁck et al. [55] suggested that the ability of particles to migrate away from their point
of origin to be inversely proportional to their size. However, they did not present any
evidence for this claim. However, there are a few other studies suggesting that the size
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joint capsule. Mabrey et al. [66] showed that polyethylene particles from the capsular
tissue were diﬀerent in terms of their size and shape from those in the synovial ﬂuid
and the interface tissue adjacent to stem. Particles taken from interface at femoral
bone tissue tended to have a smaller size (0.697 ± 0.009 m) and more globular shape
(decreasing elongation) compared to particles taken from the hip capsule. Although
the particles from the femoral tissue were smaller compared to those from the synovial
ﬂuid, this diﬀerence was not statistically signiﬁcant. Revell et al. [53] also reported that
only smaller particles which tended to be rounder could be found in the surrounding
tissue. The observation by Zolotarevova et al. [67] that smaller wear particles (ranging
between 0.1 to 10 m in size) were more evenly distributed between the granuloma and
the surrounding periprosthetic tissue than larger particles (>10 m) can also support
the hypothesis of easier migration of small particles than large ones. Certainly, more
studies are required to establish the deﬁnitive size and shape distributions at diﬀerent
anatomical sites. However, the above clinical observations may suggest that, in the
presence of an interfacial gap, the majority of biologically active particles ﬂow distally
to the interface, which in turn, leads to higher probability of osteolysis generation at
the interface tissue rather than in the proximal periprosthetic tissue in the vicinity of
the capsule.
2.3.5.8 Particle supply and clearance
The existence of a biological threshold for osteolysis in terms of particle numbers implies
that for an osteolytic lesion to initiate and progress, suﬃcient concentration of particles
has to be maintained for a long enough period of time. For such a condition to occur a
continuous and suﬃcient wear generation, a permanent route for migration of generated
wear to a particular site and an insuﬃcient drainage system for particle elimination
from that site is required. Kim et al. [68] demonstrated the importance of wear
generation continuity and dosage dependence of osteolysis development. Their in-vivo
rat knee model showed that only a continuous injection of 8 ×105 of polyethylene
particles per day over a period of four weeks and longer could cause inﬂammation and
osteolysis. In fact, a study carried out by Massin et al [61] shows that the periprosthetic
tissue particle drainage is an insuﬃcient mechanism in THRs. They studied tissues
retrieved from autopsy of a patient who died for unrelated reasons three months after
a revision surgery. In these tissue samples they could still observe particles remained
from the ﬁrst implantation, which suggest that clearance of particles is rather a slow
process and is incapable of clearing particles in the period of three months. In another
study, investigating the leakage of radioactively labelled particles from synovial joints
of rabbits, Nobel et al [69] showed that the mean leakage from the joint for inert
carbonised microspheres of size 10 and 15 m, the phytate collide (average size, 0.7
27m), and gold collide (0.03 m) were 0.3 ± 0.05, 0.08 ± 0.09, 1.21 ± 0.20 and 2.02
± 1.49 per cent of the injected dose after twenty four hours, respectively. The overall
trend suggested that the leakage is reduced as particle size increases. This study also
shows a very low rate of drainage of particles from the joint capsule even for very small
particles. In a replaced joint, where particles are constantly being released to the joint
capsule, this means a high rate of accumulation of particles in the eﬀective joint space.
It is possible to assume that, since large particles have a lower rate of drainage, they
may reside in the periprosthetic tissue and clog the path of smaller particles and reduce
the drainage rate even further.
Despite the slow rate of the drainage system, there exists evidence for the dissemi-
nation of wear debris to the lymph nodes, liver and spleen. This suggests that one way
for wear debris transportation may be via the lymphatic system [70]. However, the
sites, routes and eﬃciency of this drainage mechanism is not clearly known. Jell et al.
[71] showed the presence of lymphatic capillaries in the whole periprosthetic tissue in
six out of ten patients undergoing revision surgery. However, in the close proximity of
the bone-implant interface, there were relatively few lymphatic vessels (3.4% of total
vessels). They observed that, in those who still had lymphatic vessels at the inter-
face, these vessels could provide a route for particle dissemination to distal regions.
However, in the majority of cases, as the concentration of particles increased in a site,
no lymphatic vessel could be observed. This suggests that high particle concentration
may impair generation of lymphatic vessels and reduce the particle and interstitial
ﬂuid drainage rate even further. Potentially, growth factors generated by macrophages
may impair the generation of lymphatic vessels. This, in turn, may perpetuate in-
ﬂammation and bone resorption by inhibiting removal of interstitial ﬂuid. Impairment
in interstitial ﬂuid drainage from a bone-implant interface may also increase the hy-
drostatic pressure which has been shown to cause bone resorption [38]. They also
suggested that wear particles may block the lymphatic capillaries and impair further
generation. In another study, Edwards et al. [72], using speciﬁc markers to detect lym-
phatics in periprosthetic tissue obtained from 26 patients undergoing revision surgery,
showed that lymphatics were only present in the hip capsule after arthroplasty and not
in the femoral bone-implant interface. This ﬁnding indicates that particles cannot be
completely cleared from the interface via the lymphatic circulation which may lead to
rapid accumulation of particles at this site.
2.3.6 Synergistic eﬀect of particles and high ﬂuid pressure/velocity
Despite the fact that the potential roles of particles and high ﬂuid pressure/velocity in
generating osteolysis is hypothesised, it is not clearly understood how the combination
of these factors may inﬂuence the periprosthetic tissue. Aspenberg and Herbertsson
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section 2.3.4, demonstrated that ﬂuid pressure/velocity was the prime cause of bone
loss while presence of particles at the interface only preserved the osteolysis that has
been previously generated by a ﬂuid pressure/velocity. However, De Man et al. [74]
improved the animal experimental model of Skripitz and Aspenberg [38] to a more
realistic loading condition which could generate both tension and compression in the
ﬁbrous tissue. Their model produced micromotion and high ﬂuid pressure in the bone
while particles were administered. In contrast to Aspenberg and Herbertsson [73], their
model showed that there was no synergistic eﬀect and both stimuli could cause bone
resorption by ﬁbrous and cartilaginous tissue generation.
2.4 Mechanisms involved in high pressure/velocity gen-
eration and particles migration
So far, the potential causes of osteolysis have been discussed. It has been established
that particles and high ﬂuid pressure/velocity may play an important role in osteolysis
generation. However, mechanisms involved in generating high ﬂuid pressures/velocities
and transporting particles into the periprosthetic tissue have not been described in
detail. Both high pressure/velocity generation and particle migration are dependent
on periprosthetic ﬂow. In other words, periprosthetic conditions can distribute high
pressures/velocities to the periprosthetic tissue, or can facilitate particle migration to
it. A postulated source for periprosthetic ﬂows at the interface is the elevated capsular
ﬂuid pressure during physical activity [6, 3, 75]. Another postulated source is the
interface gap micromotion which acts as a pump to cause periprosthetic ﬂow [76].
However, how this mechanism are involved in generating periprosthetic ﬂow and the
extent of the role played by each mechanism are not clearly understood. Simulations in
this study attempt to elucidate the eﬀect of these mechanisms on periprosthetic ﬂow.
These mechanisms are discussed in detail in the following sections and are investigated
in detail in Chapters 4 and 5, respectively.
2.4.1 Capsular pressure
2.4.1.1 Joint capsule and pressure in healthy joints
As mentioned in section 2.1.3, the hip joint is sealed from the surrounding tissue. This
results in an isolated space where there is a direct relationship between the volume
and the pressure. Wingstrand et al. [5] showed that in healthy joints pressure hardly
changes within the normal range of passive rotation. However, there is no study mea-
suring capsular pressure in healthy hips when it is under load during physical activity.
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shown that during a gait cycle ﬂuid pressure drops to subatmospheric pressure of 2.6
kPa with the foot on the ground (foot-stance phase in a gait cycle) and it only rises less
than 0.5 kPa above atmospheric pressure when the foot is not on the ground (swing
phase). The authors showed that the drop to subatmospheric pressure in the joint was
due to quadriceps muscle contraction in the foot-stance phase. At this phase the soft
tissue appeared sucked in between the tendon bands. This contraction enlarged the
joint spaces and creates negative pressure. The slight subatmospheric pressures in the
hip at passive rotation could also be seen in the results obtained by Wingstrand et
al. [5]. It seems, in addition to the surrounding muscles and ligaments, subatmosperic
pressure is an important mechanism to stabilise synovial joints. It is possible to assume
that in normal hips, similar to the knee joint, pressure does not increase signiﬁcantly
under physiological loading.
The vascular supply of the proximal femur is unique in that its vessels travel along
the length of the femoral neck between the bone and the capsule. Therefore, any high
capsular pressure maintained for long enough could result in blood supply blockage
to the femoral bone and cause necrosis. Therefore, it is possible to assume that in
healthy joints capsular pressure does not rise above the local blood pressure which is
approximately 5 kPa (c.f. section 2.5.2) for that otherwise it would create bone tissue
necrosis.
2.4.1.2 Joint capsule and pressure in THR
The hip joint capsule in a normal hip is very elastic and can be stretched up to 55%
without any plastic deformation [77]. The prerequisite for this is the hyperboloid shape
of the capsule that allows volumetric changes in the capsule to maintain appropriate
intracapsular pressures (c.f. Figure 2.13). If this hyperboloid shape is distorted toward
a more cylindrical shape due to any kind of pathological changes, the intracapsular
pressure may be altered. After THR, despite incision and resection of bone and soft
tissue during THR surgery, an articular space or so-called pseudo-capsule space ﬁlled
with ﬂuid still exists. However, its properties are signiﬁcantly diﬀerent from those of
a normal joint. Arthrograghs studied by Cone et al. [78] clearly demonstrated the
existence of an articular closed space. However, they showed that the volume of this
cavity varies for individual patients depending on the degree of scarring around the
prosthesis.
However, it was shown that in problematic joints and THRs diagnosed for revision
the joint pressure can be higher than the normal situation and it can even increase
dramatically during joint movement and physical activities. Goddard and Gosling [79]
measured a mean value of 5.76 kPa at resting position for 50 hips before undergoing
THR surgery diagnosed with osteoarthritis and rheumatoid arthritis. They showed
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in extension (c.f. Figure 2.4 for hip range of motions), and that it decreased slightly
in mid-abduction and at about 20◦of ﬂexion. They also found that resting pressure
was higher in young patients with osteoarthritis with more mobile and painful hips.
Robertsson et al. [75] demonstrated that intracapsular pressure is usually elevated
in a hip joint with loose prosthetic components at diﬀerent positions of the hip in
the supine position. However, they did not measure pressure changes during physical
activities. Their measurements are shown in Table 2.4. Hendrix et al. [6] were the
only ones to measure hip joint pressures in THRs during diﬀerent physical activities
using a catheter connected to the hip capsule in patients who were asked to perform
diﬀerent manoeuvres while the pressure was measured. The patients had symptoms of
loosening and underwent revision surgery after the experiment. Their results, shown in
Table 2.4, show strikingly high pressures up to 69 kPa in stair climbing and standing up
manoeuvres. High pressures also occur in other problematic body joints. Jayson et al.
[41] showed that, in rheumatic knee joints, muscle contraction in quadriceps setting, a
manoeuvre in which the lying patient with legs straight tightens the quadriceps muscle
and pushes the back of the knee to the bed, can rise the intracapsular pressure from
rest at 4.7 kPa to up to 52 kPa.
Figure 2.13: Shape of the joint capsule when it is relaxed (right) and when it is tightened
(left) [79].
There is no study indicating how long the increased pressures are maintained if
the hip is immobilised in a position. However, Vegter et al. [80] showed that high
pressure generated in the capsule does not fall after ﬁve minutes of holding the position
that caused high pressure. This may demonstrate the ineﬃciency of the surrounding
31ﬂuid drainage mechanism in the body to drain the excess joint ﬂuid causing the high
pressure, at least within the short period of ﬁve minutes.
Table 2.4: The summary of the intracapsular pressure measurements (kPa). Presented
by the mean values and the range of measurements which are shown in parenthesis.
Position Hendrix et al.
[6]
Robertsson et al.
[75]
Cone et al. [78]
Standing 13.7 (0 -16)
Sudden changes in di-
rection
48 (21-96.5)
Stair climbing, sitting
down, or standing up
from a sitting position
69 (48 - 103.4)
Extension in supine
position
3 (0-8)
Extension and inward
rotation in supine po-
sition
21.2 (3.2-37.3)
Extension and out-
ward rotation in
supine position
4 (0.4 - 8.9)
At rest 0.96 (0.5 - 1.6)
2.4.1.3 Causes of high capsular pressure
Lloyd-Robers [81] showed that, in patients with osteoarthritis, synovial membrane and
the capsule tissue undergo progressive ﬁbrosis and thickening and in some cases short-
ening and calciﬁcation which results in loss of tissue elasticity and compliance. They
also discovered that the hip capsule became taut in positions of extension with slight in-
ternal rotation which correlate with positions in which intracapsular pressure increases
to its maximum as mentioned previously. Capsular tissue ﬁbrosis and thickening which
leads to loss of elasticity may continue to exist even after a THR procedure. Roberts-
son et al. [75] were able to demonstrate that there is a positive correlation between
the increase in intracapsular pressure in extension and inward rotation and the extent
of thickening of the capsular tissue. Despite the small amount of joint ﬂuid in these
joints, the pressure could still be as high as 37 kPa. The above ﬁndings suggest that the
loss of elasticity in the capsular tissue is an important factor in increasing the capsular
pressure. Inﬂammatory reaction to wear particles can also cause loss of elasticity in the
capsular tissue. Joint capsule thickening of several centimetres as a result of excessive
32wear was observed by Willert et al. [35].
Excessive eﬀusion, which is commonly seen in loose THRs [6], may be another
factor inﬂuencing the ﬂuid pressure within the joint. Wingstrand et al. [5], by using
cadaver hip specimens mounted in a test rig, showed that excessive eﬀusion plays an
important role in high capsular pressure generation. In normal hips, in which there
was no increase in intracapsular pressure within the normal range of rotation, injection
of 36 ml of saline to mimic in vivo eﬀusion, increased the pressure up to approximately
6.6 kPa. However, the signiﬁcance of joint eﬀusion becomes apparent when a joint is
in motion. It was shown that under this eﬀusion, joint rotation as small as 25◦could
increase the pressure up to approximately 53 kPa. At lower amounts of saline injections
the jump in pressure as a result of joint rotation was smaller. These ﬁndings suggest
that excessive eﬀusion stretches the spirally oriented capsular tissue wrapped around
the joint and, therefore, limits the elastic range of joint deformation. As a result, the
capacity for volumetric change in the capsule is reduced and any small joint deformation
leads to high pressure build-up.
While loss of capsular tissue elasticity and excessive joint eﬀusion can both alter the
intracapsular pressure, the presence of both in a hip joint can exacerbate the situation.
Tarasevicius et al. [82] showed that, in 31 patients diagnosed for hip arthroplasty, as
capsular elasticity decreased, smaller amounts of ﬂuid eﬀusion were needed to cause
high capsular pressure (c.f Figure 2.14). In very stiﬀ hips, ﬂuid eﬀusion as small as one
ml could cause high pressures of up to 41 kPa. Soto-Hall et al. [83] showed that in
patients with problematic hips only 12 to 15 ml of ﬂuid could be introduced into the
hip joint before the pressure increased signiﬁcantly, while, by contrast, in apparently
normal cadaver hips, as much as 35 to 40 ml of ﬂuid could be injected into the joint
with a syringe, using moderate force before pressure raised signiﬁcantly. These ﬁndings
show how the loss of capsular elasticity results in stronger eﬀects for joint eﬀusion.
In summary, the literature suggests that properties of the hip joint capsule including
elasticity of the capsule and joint eﬀusion are the factors causing high capsular pressure.
2.4.1.4 Hydrostatic communication between capsular pressure and oste-
olytic regions
It is important to know whether high capsular pressures are transmitted to other
regions of the eﬀective joint space. Jayson et al. [41] observed that, in the knee and
wrist joints at rest, the pressure in the osteolytic regions is identical to that of the
joint capsule and it rises identically during muscle contraction in both the capsule and
the osteolytic lesion. Anthony et al [84] observed that contrast agent for arthrograms
injected to the capsule had penetrated to the osteolytic regions in Gruen zone six after
a patient had walked for 45 minutes after injection, which suggests the existence of
fast communication between the capsule and the osteolytic lesions. The existence of
33Figure 2.14: Each line of data in the graph represents a patient (n=31). The graph
shows that in capsules with lower complacency even a small amount of ﬂuid injection
(as low as 1 ml) can result in high pressure generation during hip motion [82].
this communication route was also observed during the revision surgery. In another
case they also observed that as little as 15◦of passive ﬂexion and extention of the hip
was associated with immediate ﬂuctuations of up to 26 kPa in ﬂuid pressure in the
osteolytic lesion. They suggested that the forces involved in generating these pressure
changes in vivo under physiological loading could be much higher than those associated
with gentle passive movement of the hip. Cone et al. [78] showed that for the injected
contrast agent to the capsule to ﬂow to the an osteolytic defect, at least a mean value of
24 kPa pressure was required. This suggests that a high capsular pressure is necessary
for the joint ﬂuid to ﬂow to interfacial spaces in the eﬀective joint space.
In summary, the above clinical observations suggest that, in problematic THRs, the
capsular pressure can rise up to an average value of 60 kPa when the joint is under
physiological loading. The excess of joint ﬂuid and the low compliance of the capsule
may subject the bone-implant interface to extreme hydraulic pressures.
2.4.2 Micromotion of interfacial gaps
As mentioned previously, gaps may be generated at the bone implant interface. When
a stem is under physiological loading, the diﬀerence between bone and metal stiﬀness
causes diﬀerent degrees of deformation in these two materials, which in turn leads to
micromotion at the interface. This micromotion may cause the interfacial gaps to open
or close during physical activity, which may pump the joint ﬂuid into and out of the
34gap region. In order to understand and describe gap micromotion, the forces exerted
to a stem are described in the next section. Then, the likely links between applied
force and gap motion are described.
2.4.2.1 Forces in the hip joint
Forces directly acting on an implant stem are complex since they are resultants of forces
from the patient’s weight and diﬀerent muscles groups, each acting at a diﬀerent point
with diﬀerent directions. Bergmann et al. [85] established the physiological loads acting
on the head of a femoral stem by telemtric measurements for daily activities such as
walking and stair climbing. Hip contact forces with magnitude F and the components
Fx, Fy and Fz were measured (c.f. Figure 2.15). The force F causes implant moments
Mx, My and Mz around the insertion point of shaft and neck axes of the implant.
Figure 2.16 shows the magnitude of these forces as a percentage of body weight for
a gait cycle which lasts approximately one second. The plot showing the magnitude
of moments is similar to that of forces for the same activity. Fast walking or stair
climbing generated the highest forces and moments in the hip joint.
Figure 2.15: Schematic diagram showing forces acting on the hip joint.8
Muscle forces acting on a hip implant in these activities have been estimated by
numerical models [86]. In this study, the muscles acting on the proximal femur were
simpliﬁed to groups of abductor and adductor, ilio-tibial tract, tensor fascia latae and
vastus muscle groups. Figure 2.17 shows for these muscle groups and their point of
action on the femur. While muscles act on P1, P2 and P3 locations, the hip contact
force acts on P0. Table 2.5 shows the maximum value of the hip contact and muscle
forces acting on these points at the proximal femur during walking. The instances of
maximum loading during walking and stair climbing are characterised by the strong
activity of the abductors group and the quadriceps muscles (not shown in Figure 2.17
8Image from: www.dwd.state.wi.us/.../wc/images. Last checked April 2011
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Figure 2.16: Forces acting on the hip joint during a normal walking gait [85].
because they have no attachment to the proximal femur). However, during these
instances of maximum loading, hip contact force is still higher and more dominant
than muscle forces (c.f. Table 2.5). The resultant of hip contact and muscle forces
acting on an implant is an important factor inﬂuencing micromotion experienced at
the interface. For instance, the momentum My acting around the implant insertion
point, generated by the hip contact force Fz, causes an implant rotation (c.f Figure
2.15) which may lead to implant bone detachment and gap opening at the lateral
interface, whereas the abductor and adductor muscle groups may tend to close the gap
at the same time. The eﬀect of these forces are discussed in section 2.4.2.4.
Table 2.5: Forces acting on the hip joint in percentage of body weight [86]
Force (%BW) x y z Acts at point
Hip contact -54.0 -32.8 -229.2 P0
Abductor group 58.0 4.3 86.5 P1
Tensor fascia latae, proximal part 4.2 11.6 13.2 P1
Tensor fascia latae, distal part -0.5 -0.7 -19.0 P1
Vastus lateralis -0.9 18.5 -92.9 P2
2.4.2.2 The dimension of interfacial gaps
There is no study in the literature measuring the length and width of interfacial gaps.
However, it is possible to estimate the length of interfacial gaps by studying the range
in which radiolucent lines are seen along the femoral stem in radiographs [87]. These
radiolucent lines are observed to extend to proximal regions (representing short gaps)
36Figure 2.17: Muscle groups acting on the femur. The point of action for these muscle
are shown by P. P0 is where hip contact force acts [86].
or to regions near the tip of the stem (representing long gaps).
There is no direct measurement of the gap width in the literature. Howard et al.
[88] used CT images to show that only 43.6% to 57.7% of the femoral stem was in
direct contact with the surrounding bone after implantation. This demonstrates the
high probability for the existence of gaps in communication with the joint capsule in the
proximal region. They chose a threshold of 500 µm to detect the existence of interfacial
gaps using Computer Tomography (CT) scans. However, they did not present a range
or distribution frequency for the width of the gaps, neither had they reported on the
smaller gaps that may exist at the interface. In addition, the study by Park et al. [89]
indicated that choosing a gap threshold larger than 500 µm (for instance 1000 µm) for
gap detection would result in detection of no gap at the interface. This indirectly shows
that there is a lower chance of having larger than 500 µm gaps at the interface. This
may establish an upper limit for the width of the interfacial gap. However, there is no
study in the literature reporting on the dimension of very narrow gaps to establish a
lower limit for gap width.
2.4.2.3 The temporal and regional development of interfacial gaps
It is important to understand when and where, in the life of the implant, these pathways
(gaps) become functionally available. Park et al. [89], using composite bones under
cyclic loading showed that an average of 67% of the stem was in contact with the bone,
37and interfacial gaps were mostly present on the proximal lateral side of the stem after
implantation. Howard et al. [88] also showed that interfacial gaps were mainly located
and largest in proximal lateral aspects in diﬀerent stem designs. Interfacial gaps may
also appear at the interface of implants long after implantation as the result of fatigue
and bone resorption [19].
2.4.2.4 Interface micromotion
There is no direct measurement of gap opening and closing experimentally and com-
putationally. However, it is possible to correlate micromotion measurements at bone-
implant interface to interfacial gap generation. Gap opening and closing at proximal
posterior and anterior aspects of the stem has been demonstrated by Glyn-Jones et al.
[90] using a ﬁnite element (FE) model including hip contact and major muscle forces
shown in Figure 2.17. Abdul-Kadir et al. [91] demonstrated that in a loading condition
in which hip contact and abductor forces as well as the complacency of the cancellous
bone at the trochanter region were included, micromotion occurred in proximal lateral
regions for diﬀerent implant designs in both stair climbing and walking activities. In
FE micromotion studies, micromotion is deﬁned as the displacement of the stem rela-
tive to the endosteal surface of the bone. This displacement is the resultant of implant
sliding into the bone cavity and implant separation from the endosteal bone. In the
proximal region, however, as demonstrated by Bruke et al. [92] who included both
abductor muscle group force and hip contact forces in their in vitro study of micro-
motion in cementless implants, there is no signiﬁcant sliding micromotion occurring in
the proximal region and the micromotion in that region is thus of a separation (gap
generating) nature. They reported a micromotion range between 13 µm to 280 µm
in the proximal region during stair climbing. Harman et al. [93] applied 700 N load
to the stem head in an interior to posterior direction to assess the primary stability
of cementless prostheses. The applied load created a moment about the femoral axis
and internal rotation of the axis. An extensometer was used to measure interface mi-
cromotion between the proximal medial stem and femur. They measured micromotion
ranging between 88 to 366 µm. The same phenomenon has been observed in FE models
developed in our research group that have not yet been published. These observations
conﬁrm that gaps in the proximal lateral region still open during physical activity even
when the abductor load, which tends to close the gap, is taken into account. The same
can be concluded from studies measuring in vivo hip contact forces using telemetric hip
stems. In such measurements hip contact forces are measured while the abductor load
eﬀects are in place [85]. Under such a condition, it can still be seen that hip contact
force acting on the stem head in the superior-inferior direction (Fz) and a moment
acting on the stem around the anterior-posterior direction (My) are the dominant force
and moment in vivo throughout a walking cycle (c.f Figure 2.16 and Table 2.5 in section
382.4.2.1). Fz and My both cause the gaps in the posterior lateral direction to open.
2.4.2.5 High ﬂuid pressures and ﬂows caused by interface micromotion
It has been suggested that micromotion of the femoral stem may act a pumping mech-
anism to transport particles to distant sites and generate high ﬂuid pressure/velocities
at the interface [84]. Bartlett et al [76] developed a new in vitro model of a smooth
surface stem imbedded in bone cement and measured interface ﬂuid pressures under dy-
namic sinusoidal stem loading. Their experimental model contained a chamber around
the implant ﬁlled with vegetable oil acting as the synovial ﬂuid. Pressure transducers
were placed in diﬀerent regions around the stem surface to measure the ﬂuid pressure.
They observed that the application of dynamic loads to the stems gave rise to a signif-
icant pressure response, cycling above and below resting values at all regions along the
interface. The average pressure values under the combined loading condition varied
between diﬀerent regions from 5 kPa to 17 kPa. The peak negative pressure occurred
at or near either the start or end of the cycle for pure axial loading, when the axial
load was at a minimum. Under this loading, pressure developed ﬁrst near the tip and
creating a ﬂuid ﬂow in the proximal direction as axial load approached the maximum
value. This ﬂow reversed as the axial load decreased. Their model was able to show
that under physiological loads micromotion of the stem can act as a pump generating
substantial pressures in the ﬂuid layer present at the interface.
2.5 Bone tissue and its ﬂuid ﬂow
As discussed in section 2.2, after THR the periprosthetic bone may come into direct
contact with the joint ﬂuid where there is an interfacial gap. As bone is a porous mate-
rial, the joint ﬂuid may ﬂow into its matrix and transport wear particles and transmit
high pressures and ﬂows generated as a result of high capsular pressure and/or implant
micromotion. To simulate such ﬂows in the periprosthetic tissue, an understanding of
ﬂuid ﬂows in the bone tissue is necessary. In the following sections, the porous nature
of bone tissue and the mechanical properties inﬂuencing the ﬂow of ﬂuid through it are
explained.
2.5.1 Bone tissue: solid phase
Bone is a hard and rigid tissue that is composed of both ﬂuid and solid phases. Its solid
phase consists of 65% minerals and 35% organic matrix, cells and water. 90% of the
organic matrix is collagen ﬁbres and the remaining 10% consists of a large variety of
non-collagenous proteins. The organic ﬁbres are embedded in minerals and inorganic
salts. The hard and rigid structure of bone enables it to support the weight and
39maintain the shape of the body as well as providing a framework on which the muscles
act to facilitate body movement. It also accommodates the bone marrow within its
cancellous and medullar cavities [94].
Bone has the ability to repair and revitalise itself by constantly resorbing and re-
generating new bone matrix. Bone generation and resorption is sensitive and adaptive
to the surrounding mechanical environment (mechanosensation) as well as the bio-
chemical agents such as cytokines and growth factors. This mechanical and biological
adaptation leads to an optimised structure for mineral crystals that serves the function
of the bone in a particular region [95].
There are two types of bone in the body: cortical and cancellous. Cortical or
compact bone, which contributes 80% of the solid skeletal mass, is the dense bone
that provides protection and support for the body. It constitutes the outer layer of all
bones as well as the shaft of the long bones such as the femur. In proximal femur the
thickness of the cortical shell in metaphysis and epiphysis regions is approximately 1.5
mm and in diaphysis (femoral shaft) region is approximately 4 mm [61].
Cortical bone is an organised structure consisting of 3-7 m lamellae. Each lamella
contains ﬁne ﬁbres that are aligned in the same direction (c.f. Figure 2.18). These
lamellae are mainly organized in concentric circular rings around a vertical channel
through which nerves, blood vessels and lymphatics pass. This cylindrical system
is known as an osteon or Harversian system. A typical osteon is a cylinder with a
diameter of 200 to 250 m. Each osteon is made of 20 to 30 concentric lamellae with
the thickness of approximately 70 to 100 m. Around each osteon, there is a 1 to 2 m
thick mineralised matrix with no collagen ﬁbres known as the cement line. Within the
lamellae, there are small cavities known as lacunae that accommodate the bone cells
known as osteocytes. Lacunae are connected to each other through several canaliculi,
which are small tubular canals ﬁlled with long osteocyte processes and interstitial ﬂuid.
Osteocyte cells communicate with the adjacent osteocytes as well as the bone lining
cells, progenitors, Haversian channels and vasculature through gap junctions at the
end of their processes. The Haversian canals are connected to each other vertically by
Volkmann’s canals. Canaliculi that are open to Haversian and Volkmann’s channels
and the bone surface provide a root for extracellular ﬂuid transportation.
The remaining 20% of the mass of solid bone in the body is the cancellous bone,
otherwise known as trabecular bone, which is made of a network interconnected bony
rods and plates known as trabeculae (c.f. Figure 2.19). Cancellous bone ﬁlls the end
of long bones beneath the cortical shell and its trabeculae are oriented in directions to
provide the best mechanical support and load distribution throughout the tissue. The
trabeculae consist of parallel sheets of lamellae separated by cement lines, preferentially
aligned with the orientation of trabeculae. The epiphysis and metaphysis regions of the
femur consist of cancellous bone. When a hip stem is placed in the femur its proximal
40Figure 2.18: Osteon Structure.9
region comes into contact with cancellous bone while its distal region is in contact with
cortical bone.
2.5.2 Blood supply and lymphatic circulation in the femoral
bone
Bone tissue in the femur is highly vascularised. However, the source of blood supply
is not the same for diﬀerent regions of femur. The diaphysis region is mainly supplied
by an artery commonly known as the ’principle nutrient artery’ that penetrates the
femoral shaft distally and branches oﬀ in the endosteal cavity [96] (c.f. Figure 2.20).
This region is also supplied, but to a lesser extent particularly in younger people, by
smaller, but many, periosteal arteries penetrating its outer surface. Epiphysial and
metaphyseal regions of the femur are supplied by a great number of small blood vessels
encircling and penetrating the external surface of the bone in these regions (c.f. Figure
2.20). Before they reach the bone they must travel almost the entire length of the neck
within the capsule. In the capsular region these vessels are covered by loose folds of
svnovial membrane which leaves them exposed to the capsular pressure [83]. Churchill
and Brooks [97] demonstrated that arterial vessels enter these regions from medial,
lateral and superior surfaces. Anastomosis between these penetrating arteries provide
9Image from: http://en.wikipedia.org/wiki/File:Illu-compact-spongy-bone.jpg. Last checked on
August 2011
41Figure 2.19: Trabecular bone.10
a rich vascular network within the cancellous bone in these regions. There is no clear
border between the regions supplied by diﬀerent blood supplies and they often merge
with each other by anastomosis. In addition, one source can extend to supply other
regions when there is impairment to another. This is indeed the case for an implanted
femur in which the femoral cavity is ﬁlled with the implant stem. It has been shown
that two thirds of the total supply to the bone surrounding the implant is supplied by
periosteal, epiphyseal and metaphyseal arteries [98].
Blood is drained from the femur by veins leaving the bone in various locations.
It has been suggested that the greater portion of blood in diaphysis is drained from
the periosteal surface rather than endosteal [99]. This is supported by the observation
that intravascular pressure drops from about 8 kPa to around 2 kPa from endosteum
to periosteum surfaces [96]. Blood in epiphyseal and metaphyseal regions drain from
numerous veins leaving the bone tissue from its outer surface similar to arterial supply
shown in Figure 2.20. This drainage is facilitated by the very thin wall of venous
sinuses of bone marrow that provides the ease of ﬂuid exchange between the bone ﬂuid
and the vascular system.
As mentioned in section 2.3.5.8, the existence of lymphatic vessels in the bone and
bone marrow around an implant is controversial. While Jell et al. [71]were able to
demonstrate the existence of lymphatic capillaries in the majority of periprosthetic
tissues, Edwards et al. [72] showed that lymphatics were only present in the hip
capsule after arthroplasty and not in the femoral bone-implant interface. Whether
lymphatic pathways exist in the femoral bone is signiﬁcant because they would provide
10Image from: http://www.answersingenesis.org/articles/am/v4/n4/architects. Last checked on
August 2011
42Figure 2.20: Femoral bone blood supply (manually created)
an important mechanism by which wear particles can be transported to diﬀerent regions
or out of the periprosthetic tissue.
2.5.3 Bone tissue: ﬂuid phase
Bone tissue also contains ﬂuid constituents which occupy the porous solid components.
Apart from blood which ﬂows in the bone vascular system, other ﬂuids in the bone
tissue are interstitial ﬂuid, which is mainly found in cortical bone, and the more viscous
bone marrow within cancellous bone.
Interstitial ﬂuid, also known as tissue ﬂuid, ﬁlls, and ﬂows within, the spaces of
bone mineral matrix and can be considered as the intermediate medium between bone
tissue and cells, and the vascular system. It plays an important role in physiological
and biological process such as metabolism, growth, repair and adaptation. Its ﬂow
within the bone matrix is also important in mechanosensation of bone cells responsible
for bone resorption and formation. These cells can detect their surrounding mechanical
environment by the hydrostatic and shear stresses imposed on them by the ﬂow of this
ﬂuid [100]. Interstitial ﬂuid has ionic composition similar to that of plasma which be-
haves like a Newtonian ﬂuid [101]. In mathematical modelling of bone as a poroelastic
material, interstitial ﬂuid is often modelled with properties of salt water [102].
Bone marrow is usually found to be red or yellow [103]. In the proximal femur which
is of the interest in this study, bone marrow is red and highly vascularised (c.f. Figure
2.21). In red marrow, the small vessels are thin walled sinusoids with minimal hindrance
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times the size of the ordinary capillaries. In the literature, bone marrow is referred
to as the whole substance ﬁlling the medullar and cancellous cavities. However, this
substance is composed of non-ﬂuid constituents including blood vessels, marrow and
fat cells and a loose connective framework which maintains the mechanical integrity
of the tissue [103] (c.f. Figure 2.21). While the ﬂuid compartment of the marrow
may ﬂow in the bone, non-ﬂuid constituents may be stationary and exert resistance
to the ﬂow of ﬂuid. In experiments to measure bone marrow viscosity performed by
Bryant et al. [103], ﬁve bovine samples from sites at the proximal and distal ends
of the marrow cavity immediately adjacent to the cancellous bone were obtained. In
order to measure bone marrow viscosity, samples were ‘broken up’ using a glass rod,
wormed until liquid, and then ﬁltered through a ﬁne square mesh with aperture size
of 0.5 × 0.5 µm. The amount of marrow obtained in liquid form after ﬁltration of the
proximal marrow weighed approximately 70% of the weight of the original mixture.
The obtained liquid after ﬁltration was opaque. To remove cell debris, blood and other
granular material, this opaque liquid was centrifuged which resulted in a clear yellowish
liquid. Viscosity measurements were carried out on both the opaque and clear liquids.
Their measurement for bone marrow viscosity at in vivo temperature assuming it as
a Newtonian ﬂuid was approximately 0.05 kgm−1s−1 for both liquids. The fact that
they had to break up the samples and ﬁlter them to obtain marrow in liquid form may
conﬁrm the existence of non-ﬂuid constituents in marrow, which can exert resistance
to any ﬂuid ﬂowing in the system.
Figure 2.21: Vasculature of the bone marrow. Arterioles and sinusoid branches occu-
pying the space in the marrow tissue [104].
442.5.4 Porosity levels in bone tissue
There are four levels of porosity within the bone tissue to which the mentioned ﬂu-
ids may ﬂow: vascular porosity, the lacunar-canalicular porosity, the collagen apatite
porosity and intertrabecular space porosity. Vascular porosity with typical size of 20
µm refers to the cylindrical passageways (osteonal or Volkmann canals) containing vas-
culature where bone interstitial ﬂuid can freely be exchanged with vascular ﬂuid. The
lacunar-canalicular porosity has a much smaller porosity (0.1 µm) and its residing ﬂuid
has higher pressure than vascular porosity. Lacunar-canalicular porosity is ﬁlled with
bone interstitial ﬂuid and glycocalyx which functions as a gel. The intertrabecular
porosity is associated with cancellous bone and may be considered as the largest one
with pore size up to 1 mm. The pore size, however, decreases at load-bearing surfaces
such as the femoral head. In descending order of length scale, the marrow cavity, the
vascular porosity and the lacunar-canalicular porosity are all well connected to each
other to form a hierarchical system of pore ﬂuid space [105].
Any extra-osseous ﬂuid such as joint ﬂuid that ﬁnds its way to the bone tissue ﬂows
through this complex system if suﬃcient pressure gradient is provided and is ﬁnally
drained out of the system by the lymphatic and venous draining vasculature which
leaves the bone tissue mostly from periosteal surfaces [97, 98]. To deﬁne this ﬂow, a
material property called ‘permeability’ can be used. Permeability deﬁnes the ability
of a porous medium to conduct ﬂuid. The permeability of bone tissue for cortical and
cancellous bone has been measured and is discussed in the following sections.
2.5.5 Permeability and Darcy’s law
Darcy’s law describes the ﬂow of ﬂuid through porous media. The original Darcy’s
equation (Eqn. 2.1) describes the relationship between the averaged volumetric ﬂow
rate per unit cross-sectional area (QA) of a ﬂuid to a medium, and the pressure gradient
necessary to induce such a ﬂow (∇p), as a function of a constant known as ‘hydraulic
permeability’, K (ms−1). Hydraulic permeability is a parameter dependent on both
the ﬂuid and porous medium properties.
QA = K
∆P
∆L
. (2.1)
However, a more appropriate and generally accepted form of Darcy’s permeability
is
K =
k
µ
, (2.2)
where, k (m2) is the ‘intrinsic permeability’ of the porous medium and µ (kg.m−1.s−1)
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is that it is a parameter independent of ﬂuid properties and a function of the porous
meduim only. Therefore, the Darcy’s equation in vector form can be written as
QA =
1
µ
k∇p (2.3)
The permeability values for bone presented in the literature are the intrinsic per-
meabilities. The permeabilities used in the simulations in the current study are also
the intrinsic permeabilities. Thus, from this point intrinsic permeability is referred to
as permeability only.
2.5.6 Permeability of cancellous bone
Cancellous bone displays a wide range of porosity even when porosity is measured
within a single skeletal (proximal femur) site. The reported permeability values mea-
sured for femoral cancellous bone are shown in Table 2.6. Histological examination
in these studies show that cancellous bone exhibits no void shape consistency when
samples are excised from diﬀerent anatomical sites. It can be seen that available data
for permeability of cancellous bone range over three orders of magnitude and depends
on porosity and the anatomical direction of measurements. It has been shown that
permeability can vary, even at ﬁxed porosity, by one order of magnitude depending on
how aligned the ﬂow direction is with the trabeculae [102].
In all these measurements Darcy’s law was utilised to measure the permeability.
The specimens were mounted in a chamber and volumetric ﬂow rates as the result of
pressure diﬀerences from one surface to the opposite were measured while it was ensured
that ﬂow remained in a Darcian region (Re <1). All the permeability measurements
for cancellous bone, including the ones cited here in Table 2.6, have been performed
after removing the bone marrow from the bone tissue which has a considerable eﬀect
on the measurements.
Other factors may also contribute to the large variation in data seen Table 2.6.
Most of the measurements are carried out using water or saline which are Newotonian
ﬂuids. In these measurements the reported permeability is, therefore, independent of
the viscosity of the ﬂuid. However, Grimm et al. [106] used linseed oil, which is a non-
Newotonian ﬂuid, for their measurements. Since, in non-Newtonian ﬂuids viscosity of
the ﬂuid is not constant at diﬀerent velocities, their permeability value is not entirely a
function of the porous medium. In addition, specimens used by Thompson et al [107]
were from osteoarthritic bone which may have diﬀerent porous structural properties
than normal bone.
46Table 2.6: Reported values of cancellous bone permeability for various anatomical sites
and ﬂow directions.
Reference Anatomic site Orientation Permeability
(×10−10 m2)
Porosity
Nauman et
al. [108]
Human proximal
femur
Longitudinal 20.76 ± 19.1 0.73 ± 0.06
Nauman et
al. [108]
Human proximal
femur
Transverse 1.2 ± 1.1 0.73 ± 0.02
Nauman et
al. [108]
Bovine proximal
tibia
Longitudinal 31.7 ± 10.2 0.75 ± 0.06
Nauman et
al. [108]
Bovine proximal
tibia
Transverse 7.4 ± 8.3 0.75 ± 0.07
Hui et al.
[109]
Porcine proxi-
mal Femur
Transverse 0.1 - 0.48 0.28 - 0.65
Hui et al.
[109]
Porcine proxi-
mal Femur
Longitudinal 0.1 - 12 0.28 - 0.65
Thompson
et al. [107]
Human proximal
Femur
Longitudinal 1.155 ± 1.2 0.28 ± 0.076
Kohles et
al. [110]
Bovine distal Fe-
mur
Transverse 2.33 ± 0.5 0.65 ± 0.09
Kohles et
al. [110]
Bovine distal Fe-
mur
Longitudinal 4.65 ± 1.2 0.65 ± 0.09
Pakula et
al. [111]
Human proximal
Femur
NA 0.08 - 10.15 0.67 - 0.96
472.5.7 Permeability of cortical bone
Cortical bone has much more compact structure compared to cancellous bone and
contains two levels of vascular and lacunar-canalicular porosity, as mentioned in section
2.5.3. Because of its compact nature, which makes experimental measurements diﬃcult,
most of the porosity and permeability values for cortical bone are based on theoretical
calculations rather than direct experimental measurements. However, there are also a
few experimental studies measuring cortical bone permeability.
Li et al. [112] measured the permeability of cortical bone in canine tibia. They
demonstrated that the tibial cortex is impermeable in the presence of the 0.5-1 mm
thick periosteal tissue. Periosteal tissue consists of collagenous ﬁbres, ﬁbroblasts in
the outer layers and multiple layers of bone cells in the inner layer [102]. Once this
dense compact layer is removed, a pressure gradient across the bone would result in
ﬂuid ﬂow, primarily in the Haversian and Volkmann’s canal, and secondarily in the
lacunar-canalicular spaces. This hypothesis is consistent with observations by Smith
et al. [113] that the bone ﬂuid mainly drains into the Haversian canals. They reported
a mean permeability of 5.0 ×10−15 m2. This permeability corresponds to the vascular
level porosity since this porosity provides the path of least resistance for the ﬂuid to
ﬂow within the tissue.
Assuming that the permeability of cortical bone is isotropic and can be estimated
from ideally closed packed arrays of annularly shaped Haversian system of inner radius
of 25 µm and outer radius of 125 µ m, Zhang et al. [105] calculated the porosity of 0.04
for cortical bone, which is the square of inner-to-outer radius ratio of the Haversian
system. However, this porosity contains blood vessels (15 µm in diameter) and nervous
ﬁbres which are considered as immobile soft tissue. Assuming the central part of the
vascular porosity is occupied by this immobile soft tissue, they estimated the eﬀective
porosity to be 0.018. Using a model consisting of parallel tubes, they evaluated the
bone permeability at vascular level to be k = 6.35 × 10−13 m2. They also estimated
the permeability of a porous medium consisting of only the lacunar-canalicular to be
k = 1.47 × 10−20 m2. A summary of the measured and estimated values for cortical
permeability are presented in Table 2.7. When considering cortical bone tissue at
large scale, the role of smaller lacunar-canalicular pore spaces is minimised in their
contribution to hydraulic ﬂuid ﬂow due to the extreme diﬀerence in their relative
permeabilities.
2.5.8 Porosity-permeability relation for bone tissue
Various models are used in the literature to describe the porosity-permeability rela-
tionship for diﬀerent porous media. One of them is a hydraulic radius-based capillaric
model in which the porous medium is assumed to be hydraulically equivalent to a bed
48Table 2.7: Reported values of cortical bone permeability.
Reference Vascular
permeability
(×10−14 m2)
Vascular
porosity
lacunar-
canalicular
Permeability
(×10−20 m2)
lacunar-
canalicular
porosity
Zhang et al. [105] 63.5 0.04 1.47 0.05
Li et al. [112] 0.5 - - -
of thin tubes. The most commonly accepted form of radius-based model is called the
Kozeny model in which the tubes are assumed to be straight. However, in reality, not
all the porous media, including cancellous bone, can be represented by straight tubes.
An extension of this model introduces a tortuosity factor that accounts for bends in
tubes. Later this model was improved and named the Kozeny-Carmen model to rep-
resent media with random pore structure similar to that of cancellous bone. Arramon
and Nauman [101] employed this model to obtain a good ﬁt to cancellous bone. They
presented the ﬁt in the form of the following equation:
k =
cϕ
Sv(ϕ)2, (2.4)
where k is the permeability, ϕ is the porosity, c and α are correlation coeﬃcients, and
Sv(ϕ) is the bone speciﬁc surface function. The functional form of the speciﬁc surface
is a ﬁfth order polynomial in terms of the porosity, ϕ, and was empirically determined
from a wide variety of species over a large range of porosity. The appropriate speciﬁc
surface Sv for bone is given by
Sv(ϕ) = 323.ϕ − 939.ϕ
2 + 1340.ϕ
3 − 1010.ϕ
4 + 288.ϕ
5 (1/cm) (2.5)
The ﬁt constants for permeability-porosity experimental data obtained by Arramon
and Nauman [101] are c = 2.592 × 10−2 and α = 4.668. This permeability-porosity
relationship is shown in Figure 2.22.
2.5.9 Hydraulic resistance of the whole bone structure
As mentioned in previous sections, the porous medium surrounding the interfacial gap is
a complex system including bone marrow conﬁned in the trabeculae of cancellous bone,
the soft tissue consisting of vasculature, cells and a loose connective framework which
maintains the mechanical and functional integrity of the marrow, porous cancellous
bone, the cortex of cortical bone and the relatively impermeable layer of periosteum
tissue. Therefore, the resistance to ﬂow in this system is a function of local organization
of hard and soft tissue. All permeability measurements in the literature are carried
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Figure 2.22: The best ﬁt empirical Kozeny-Carmen model relating permeability and
porosity for human, bovine and porcine cancellous bone at diﬀerent anatomical sites
obtained by Arramon and Nauman [101].
out on individual specimens from cancellous bone without marrow or from specimens
of cortical bone without the periosteal layer. There is not a realistic value in the
literature for the hydraulic resistance of this system. However, there is one study from
Simkin et al. [114] in which the hydrostatic resistance in such a system is established
by recording the hydrostatic pressure response to transchondral injections of saline
into the cancellous region of canine humerus when the cortical cortex was and was
not in place. In their experiment, a hole was drilled into the humeral head and then
a 14 gauge aspiration needle was inserted at the same site to a depth of 9 mm. The
injection liquid was coloured with blue dye to facilitate detection of possible leakage
through the needle track as well as detection of drainage paths. A pump was connected
to the needle which was run to establish a level intraosseous pressure response to each
individual ﬂow rate. The pressure was then recorded for each saline ﬂow rate. After
completion of this experiment, the needle was left in place and the surrounding bone
was removed creating four vertical cuts at right angles to each other and 5 mm away
from the injection needle. The needle was left in this rectangular block of trabecular
bone and then a horizontal cut was made 7 mm beneath the tip of the needle. Another
series of pressure-ﬂow measurements was carried out for these cubes. They calculated
the hydraulic resistance of the injection site as the slope of pressure against ﬂow rate
plots. The average value for the pressure-ﬂow measurements and their slope for fourteen
specimens of whole humerus and humeral cubes are shown in Figure 2.23 in appropriate
units for the current study. The hydraulic resistance values presented here are used to
calculate permeability of the bone-marrow system in the next chapter.
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Figure 2.23: Mean hydraulic resistance represented as the slope of pressure vs. mass
ﬂow rate in bone of canine humerus before and after ’cubing‘ by removal of surrounding
bone [114].
2.6 Summary
In this chapter, the potential causes of osteolysis in THRs, including high ﬂuid pres-
sure/velocity and wear particles, were addressed. It was mentioned that periprosthetic
ﬂow, distributing high ﬂuid pressure/velocity and particles in the eﬀective joint space,
may originate from high capsular pressure and/or interfacial gap micromotion. How-
ever, there is no clear understanding on how these mechanisms cause or aﬀect the
periprosthetic ﬂow. In the following chapters, it is attempted to shed a light on how
capsular pressure and gap micromotion contribute to periprosthetic ﬂow and particle
migration to the interface tissue using computational simulations. In addition, the
eﬀect of particle clogging and ﬁbrous tissue generation due to high particle concentra-
tions and their implication on osteolysis generation and progression are addressed in
the simulations.
51Chapter 3
Modelling methodology and
veriﬁcation studies
3.1 Introduction
Having established the key elements contributing to the periprosthetic ﬂow, this chap-
ter describes the development and veriﬁcation process for the primary computational
models that can be employed to simulate the periprosthetic ﬂow, particle migration,
particle clogging and changes in local permeability due to high particle concentrations
representing the ﬁbrous tissue present in osteolytic lesions.
3.2 Model construction
3.2.1 The geometry
The geometry constructed for simulations was obtained from a cross-sectional cut of a
developed realistic 3D model of an implanted femur and the surrounding joint capsule.
To develop the 3D model, all solid body operations were carried out in Solidworks (Das-
sault Systèmes, Vélizy, France), which included positioning a commonly used cement-
less femoral stem (Summit stem, DePuy, Warsaw USA) in the femur (reconstructed
from computerised tomography (CT) scans) (c.f. Figure 3.1). The joint capsule was
created by extruding a solid wall from the proximal cut surface on the femur to the
edges of the acetabular component.
To obtain the 2D geometry, a cross-sectional cut was made on the coronal plane,
passing through the symmetric axis of the implant (c.f. Figure 3.2), and then this
was transferred to the geometry modelling and meshing software GAMBIT (version
2.4.6, Ansys INC, Canonsburg, PA). A user speciﬁc code was developed in GAMBIT
to automatically create gaps with the desired length (l) and width (w) between the
bone and implant, and to separate capsule, gap and bone regions from each other. The
52Figure 3.1: Anatomically derived 3D model of an implanted femur and the surrounding
joint capsule.
schematic of a generated interfacial gap in communication with the joint capsule, and
its interface with the periprosthetic bone can be seen Figure 3.2.
3.2.1.1 Gap dimensions
The choice of gap lengths in the current work was designed to cover the range in which
radiolucent lines are seen along the femoral stem in radiographs [87] as discussed in
section 2.4.2.2. Proximal gaps are represented by a short 5 mm gap and long gaps are
represented by a 80 mm gap that nearly reaches the tip of the stem.
For the gap width, the upper limit of 500 µm was deﬁned based on the study by
Howard et al. [88] in which the threshold of 500 µm was chosen to detect the existence
of interfacial gaps using Computer Tomography (CT) scans. The lower limit of 30
µm was ﬁxed based on technical diﬃculties associated with the meshing process. Any
narrower gap would result in very large aspect ratios between the length and width of
the gap and, consequently, excessively large number of cells would be required. The
computational cost of such models was particularly high when dynamic meshing was
included to simulate implant motion.
3.2.2 Meshing the model
Another code was also written to mesh the generated models automatically. The gap
region was meshed by structured quadrilateral cells whereas the rest of the model was
meshed by unstructured quadrilateral cells using the ’pave’ meshing scheme. Meshing
the model required speciﬁcation of many meshing parameters because of the very high
53Figure 3.2: Cross-sectional cut of the 3D geometry that was employed to generate
the 2D model. A gap in communication the joint capsule and its interface with the
periprosthetic bone can be seen. The model boundary conditions as the capsule pres-
sure inlet (in green) and periosteal and endosteal pressure outlets (in blue) can be
seen.
54aspect ratio between length, l, and width, w, as well as the dimensions of the gap itself
with respect to the size of the entire model. All the implant walls and the ﬂuid-porous
interface were covered with boundary layer meshes. The meshed geometry of one of
the models is shown in Figure 3.3. Details of the meshing process is further discussed
in the model veriﬁcation section (c.f. section 3.3).
Figure 3.3: The meshed geometry for a 5mm length and 30 µm width gap to demon-
strate an example of a meshed geometry. Models with diﬀerent lengths and widths are
meshed in the same manner. It can be seen that mesh resolution is much higher in the
gap region and its surrounding bone where there are large ﬂow gradients in the model.
3.2.3 Model constituents and their governing equations
The meshes were imported to the commercial CFD software Fluent (version 12.1.4,
Ansys INC, Canonsburg, PA) in which the capsule and gap regions were modelled as
ﬂuid continua, the bone was represented as a porous medium and the implant wall was
described as a moving rigid wall. The ﬂuid ﬂowing in the capsule, gap and the bone
was modelled with the properties of liquid water with constant viscosity and density
of 0.001 kg/ms and 998.2 kg/m3, respectively. Based on arthrographic studies [78, 6]
mentioned in section 2.4.1.4, it was observed that the contrast agent injected to the
joint capsule immediately ﬁnds its way to the interfacial gaps and osteolytic lesions in
communication with them. Therefore, it was assumed that the synovial ﬂuid occupies
the interfacial gaps and it can easily ﬂow to the interface. It was not possible to model
the situation in which the bone and implant are in contact, i.e. a completely closed
gap. There always had to be an initial mesh for the gap at the interface to start the
simulation. Laminar viscous ﬂow was assumed to solve the Navier-Stokes equations
55in these regions. The periprosthetic bone was described as a simple porous medium
in which the ﬂuid momentum loss was deﬁned by Darcy’s equation. This momentum
loss, determined by the intrinsic permeability constant described in section 2.5.5, was
added as a sink term to the Navier-Stokes equations:
ρ[
∂v
∂t
+ v.∇v] = −∇P + ∇.(µ∇v) − (
µ
k
)v (3.1)
where, v is the ﬂuid velocity (m/s), ρ is the ﬂuid density (kg/m3), t is time (s), P is
the ﬂuid pressure (Pa), µ is the dynamic ﬂuid viscosity (kg/m.s) and k is the porous
medium permeability (m2).
The approach to calculate the intrinsic permeability of the periprosthetic bone is
described in section 3.2.5.
3.2.4 Solver setups in Fluent
Table 3.1 shows the setup for the simulations. The default Fluent under-relaxation
factors for convergence were used. The pressure-based solver uses a solution algorithm
where the governing equations are solved sequentially. Because the governing equa-
tions are nonlinear and coupled, the solution loop must be carried out iteratively in
order to obtain a converged numerical solution. Second order discretization was used
for momentum for more accurate solutions and Standard pressure discretization was
employed since it is the method recommended by Fluent for models with porous media
[115]. Pressure-velocity coupling was achieved by the SIMPLE algorithm which uses
a relationship between velocity and pressure corrections to enforce mass conservation
and to obtain the pressure ﬁeld.
Table 3.1: Simulation and solver setups in Fluent.
Simulation Methods Scheme
Solver Pressure based
Pressure-velocity coupling SIMPLE
Spatial discretization (gradient) Least square cell based
Spatial discretization (pressure) Standard
Spatial discretization (momentum) Second order upwind
Viscous model Laminar
3.2.5 Eﬀective permeability of the periprosthetic tissue
As mentioned in section 2.5.9, the hydraulic resistance of the whole bone system sur-
rounding a gap cannot be represented by permeability measurements in the literature
mentioned in section 2.5.3 since they are carried out only on individual specimens
56from cancellous bone without marrow and the local soft tissue or from specimens of
cortical bone without the periosteal layer. However, there is one study from Simkin
et al. [114] in which a hydrostatic resistance in a whole bone system is established
by injecting saline into a intact humerus as well as a cube of cancellous bone with
marrow in place which was cut out from the humerus. This experiment presents the
hydrostatic resistance of the system as the slope of a graph plotting injection pressure
against ﬂuid ﬂow rate into the system. However, this hydrostatic resistance does not
have the same deﬁnition of the permeability deﬁned in the literature and used in the
Fluent CFD software employed here. To obtain a realistic value, a simple 3D CFD
model was developed resembling a part of Simkin et al. [114] experiment in which they
injected saline into a cube of cancellous bone with marrow in place (c.f. section 2.5.9).
The geometry and the boundary conditions of the model are shown in Figure 3.4.
Since the geometry is symmetric only one fourth of it was modelled. The dimensions
are taken from [114] and pressure boundaries were deﬁned as those in the experiment;
an inlet pressure at the tip of the needle and outlet pressures on the outer surfaces of the
surrounding bone except the top side which is covered by chondral bone. This chondral
bone and the needle wall are represented by solid walls. A mesh convergence study
based on ﬂuid velocity was carried out to establish an appropriate mesh with suﬃcient
resolution in areas of high velocity gradient. This mesh consisted of unstructured
hexahedral cells. The needle solid wall was covered by boundary layers and the mesh
near the inlet, where high velocity gradients were observed, had a higher resolution (c.f.
Figure 3.4). The solid wall at end of the needle, where pressure inlet was deﬁned, had
a curved interface with the surrounding porous bone for easier meshing. A veriﬁcation
study showed no more than 5% variation in ﬂuid velocity around near the inlet for
ﬁner meshes (c.f. Figure 3.4).
The model was run with diﬀerent permeability values ranging from 1 × 10−8 to 1
× 10−18 m2. For each permeability value the mass ﬂow rate from the needle to the
model was recorded at diﬀerent pressures similarly to the experimental procedures and
compared to the experimental values presented in Figure 2.23.
Figure 3.6 shows hydraulic resistance, calculated as the slope of pressure vs. mass
ﬂow rate, for experiments on humeral cube and whole humerus (c.f. Figure 3.4),
and computed values at diﬀerent permeabilities. The ﬁgure shows only the computed
values for permeabilities that were close to the experimental values. It can be seen
that, while the permeability value of α = 7.12×10−14 m2 yields similar results for the
humeral cube, the permeability, α = 1.00×10−14 m2, represent the increased hydraulic
resistance in the whole humerus caused by the presence of the cortical shell. Therefore,
the value of α = 1.00×10−14 m2 was deemed to be a suitable representative value to use
for further simulations. This value is between the lower and upper limits of reported
permeabilities mentioned in section 2.5.3 and accounts for the extra resistance that
57Figure 3.4: 3D model constructed based on the Simkin et al. [114] model. The mesh
and the boundary conditions of the model are shown. Since the geometry is symmetric
only one fourth of it (shown inside the box representing the whole cube) was modelled
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Figure 3.5: Plot of velocity at a proﬁle line located around near the inlet region where
velocity gradient is large. The ﬁgure shows that there is less than 5% variation in
velocity between 1200k and 800k meshes.
58bone marrow (the residing soft tissue) and the cortical shell may exert on the ﬂow.
This value was further veriﬁed by carrying out simulations on the models used in the
current study with permeabilities ranging from 1×10−8 m2 to 1×10−20 m2. It was seen
that with a permeability of 1×10−14 m2 ﬂuid velocities in the bone ranged from a few
µm/s to a few mm/s depending on gap dimensions and capsular pressure. The scale of
ﬂuid velocities obtained seemed the most plausible relative to those obtained at other
permeability values when compared with velocities of blood ﬂow in the vasculature of
long bones, ranging from 1.5 mm/s in arterioles to 100 µm/s in venules [116]. Since
a major route for the ﬂuid to drain out of the system is the vascular system leaving
the bone from the periosteal surface [97, 98], these values provide a reasonable base
for comparison. However, validation of this value is not possible since no studies
have been found in the literature that directly measure ﬂuid velocities within the bone
under ﬂuid pressure. This permeability value was also veriﬁed by models with particles
developed in Chapter 5. In this veriﬁcation study, particles were tracked in the bone
with diﬀerent permeability values. In these models it was observed that permeability
outside the range of 0.5 × 10−14 m2 and 5 × 10−15 m2 results in unrealistic ﬂow and
accumulation of particles in the bone and gap region. For example, permeabilities
of 1 × 10−13 m2 and larger result in penetration of particles to the periosteal surface
before they even reach the bottom of a short gap of 5 mm. Also, permeability values
of 5 × 10−15 m2 and smaller result in no penetration of particles into the bone. Both
of these cases seem unrealistic since the literature shows that particles can migrate to
the bottom of the gaps at distal regions through interfacial gaps [47, 53] and they also
penetrate into the bone tissue even several millimetres away from the interface [61].
3.2.6 Boundary conditions
As mentioned in section 2.4.1.3, high pressures in the joint capsule are generated as a
result of joint motion or physical loadings in the presence of excessive ﬂuid eﬀusion to
the capsule and/or synovitis. Joint motion or physical loadings may increase the pres-
sure by causing volumetric changes in the capsule as a result of tension and stretching
in the capsular wall [77]. However, there is a lack of detail in the literature concerning
capsular volumetric changes and its relation to the pressure and it was decided to ex-
clude this factor form the models. As a ﬁrst attempt to model capsular pressure, ﬂuid
pressure inside the capsule was generated by a pressure inlet boundary deﬁned on the
soft tissue wall of the capsule (c.f. Figure 3.2). This assumption limits the model in
predicting the volumetric changes in the capsule and any ﬂow that it may cause within
the capsule. However, it should be noted that in both cases of excessive eﬀusion, where
the capsule wall is stretched to its maximum elastic length, and synovitis where the
capsule wall lacks ﬂexibility, the volumetric change may be small and negligible. In
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Figure 3.6: Hydraulic resistance represented as the slope of pressure vs. mass ﬂow rate
for experimental values obtained from Simkin et al. [114] and computed values from
a model resembling their experiment. It can be seen that the permeability value of
α = 7.12×10−14 m2 produces similar results for the humeral cube and the permeability
value of α = 1.00 × 10−14 m2 can represent the increased hydraulic resistance in the
whole humerus caused by presence of the cortical shell.
light of the ﬁndings described in section 2.4.1.2, high and low capsular pressures are
deﬁned as 60 and 1 kPa, respectively. The high pressure corresponds to capsular pres-
sures at loading conditions such as stair climbing and the low pressure of 1 kPa was
assumed to represent the case of a non-problematic replaced joint in which capsular
pressure does not change during physical activity.
The pressure over the porous bone region was assumed to be zero with respect
to the capsule (i.e. 0 kPa). This was achieved by deﬁning a pressure outlet on the
endosteal and periosteal surfaces of the bone (c.f. Figure 3.2). Zero pressure on the
surface of the bone has also been used in other studies [95, 46]. In reality, these surfaces
are not entirely open to the ﬂuid ﬂow. The ﬂow may leave the bone only from oriﬁces
penetrated by the vascular and lymphatic systems. To investigate the inﬂuence of this
fact on our model, case studies were setup in which endosteal and periosteal walls were
divided into very small sections. Simulations in which only a speciﬁc number of these
sections allowed ﬂuid drainage were carried out. However no signiﬁcant diﬀerences
were observed in the behaviour of the model in all cases.
603.2.7 Implant motion
The displacements of the gap in the proximal lateral region were based on micromotion
studies mentioned in section 2.4.2.4. It was shown that the proximal micromotion
results in separation between the implant and bone and, therefore, leads to gap opening.
Based on those studies a range between 30 µm to 300 µm was chosen for gap opening.
As mentioned in section 2.4.2.1 a gait cycle lasts for approximately 1 second. However,
dominant axial forces acting on the stem of an implant during a gait cycle reach their
maximum value in approximately 0.1s at the beginning of the cycle, and then, after
a period of small variation, drop to their original value in around 0.2 s at the end of
the cycle [85]. In the current study, the implant motion was displacement-driven and
it was assumed that an interfacial gap opens in the ﬁrst 0.1s, when dominant forces
reach their maximum value, and closes in the last 0.1s of the gait cycle when forces
are removed from the implant. Therefore, the gait cycle was truncated and simpliﬁed
to a cosine wave (c.f. Figure 3.7) with a period of T = 0.2 s representing only the
instances in which dominant axial forces act upon the implant to open and close the
gap. To describe this motion in Fluent, the entire wall representing the implant and
its adjacent boundary layer in the model was set to an angular motion pivoting around
the bottom of the gap (c.f. Figure 3.8) using a user deﬁned function (UDF) written in
C. The angular velocity (rads/s) was deﬁned by
ω = Ωsin(
2π
T
t) (3.2)
where, Ω is the function amplitude that was adjusted every time for gaps with diﬀering
lengths l to generate the desired displacement d at the gap entrance, and T was the
truncated gate period. Figure 3.7 shows the velocity and displacement proﬁles of the
implant at the gap entrance when Ω was adjusted for a 300 µm gap opening. Since
there is a very large aspect ratio between the gap opening d, and gap length l, the
displacement in the y direction can be neglected.
3.3 Veriﬁcation studies
A veriﬁcation analysis has been carried out to ensure the solutions are accurate. Pre-
liminary models showed that large variation in the ﬂow velocity occurs in the gap
region and its surrounding bone, which are the regions of interest for the current work.
For this reason, the mesh reﬁnement studies were focused in these regions. However,
because of the large aspect ratios between the width and length of the gap the number
of cells in the gap region can be large, particularly for a long gap of 80 mm in which
the aspect ratio can be more than 1:2500. Any mesh reﬁnement in these regions, which
extend along the entire length of the gap, results in an exponential increase in the total
61Figure 3.7: Transitional velocity and displacement of the implant in the x direction as
a result of the angular motion around the tip of the gap for 300 µm opening. It can
be seen that when velocity reaches zero, the gap is open to its maximum displacement
and closes as the velocity turns negative.
Figure 3.8: Schematic of the implant angular motion around the pivot point at the
bottom of the gap (not to scale). The displacement and the size of the gap are exag-
gerated for demonstration purposes. l and w are the gap length and width respectively,
d is the amount of gap opening at the entrance and ω is the angular velocity of the
implant.
62number of cells. This imposes a computational and memory usage limit on the mesh
reﬁnement of the models. Therefore, it was not possible to verify whether further in-
crease in mesh resolution in the gap region could result in a more adequately accurate
solution in a full-size model. For this reason, a reduced-size model which only included
a small region of the gap at the entrance (30 µm × 1 mm) and its surrounding bone
(1 mm × 1 mm), where maximum ﬂuid velocity occurs, was generated (c.f. Figure
3.9). This enabled the mesh to be reﬁned further than what is possible in the full size
models. The reduced-sized model also eased the process of varying meshing parameters
such as core mesh size and boundary layer size without the need of adjusting the entire
model for such variations, which was a complex and time consuming process.
The boundary conditions for this reduced-size model were pressure proﬁles taken
from the full size model with the ﬁnest possible mesh resolution at the cut surfaces,
where it was isolated from the full size model (c.f. Figure 3.9). For a model to be con-
sidered converged the momentum and mass residuals had to reach a constant average
level.
Figure 3.9: Reduced-size model isolated from the full size model. The pressure proﬁle
of the surrounding region was used as the boundary condition for the reduced-sized
model.
3.3.1 Full-size model mesh veriﬁcation
For the complete model, the following mesh parameters were varied to determine the
aﬀect on the solution: boundary layer resolution on the implant wall in the capsule
and gap regions, boundary layer resolution at gap-bone and capsule-bone interfaces on
both ﬂuid (capsule and gap) and porous (bone) sides, and the resolution of the core
63mesh in capsule, gap and bone regions. The strategy adopted to reﬁne meshes was to
approximately increase mesh resolution for each of these parameters in each reﬁnement
step to obtain an adequate resolution. This resulted in four mesh resolutions of 76 k,
149 k, 305 k and 1000 k for a geometry consisting of a 30 µm wide and 20 mm long
gap.
All the convergence tests were based on velocity proﬁles at various regions of the
model since velocity was the ﬂow variable that showed the largest variation. These
proﬁles included three vertical lines covering the width of the gap from the implant
wall to the interface positioned at the entrance, middle and bottom of the gap (gap-
ent, gap-mid and gap-bot proﬁle lines, respectively), a vertical line extending from the
interface 1.5 µm deep into the bone region (bone-int proﬁle line), and ﬁxed lines in
the capsule and bone regions away from the gap region (capsule-line and bone-line,
respectively) (c.f. Figure 3.10).
Figure 3.10: Proﬁle line where the velocity measurements for mesh convergence studies
are carried out. The schematic is not to scale and only approximate positions of the
proﬁle lines are demonstrated.
Velocities were only marginally sensitive to the mesh resolution along the length of
the gap as shown in Figure 3.11. Velocity also varied slightly by changing the boundary
layers and core mesh resolution in the gap region. Figure 3.12 shows the velocity
proﬁles at the gap-ent proﬁle line for full size model with diﬀerent mesh resolutions.
As can be seen, velocity is only slightly sensitive the mesh resolution along the width
64of the gap. The same was observed for the proﬁle lines gap-mid and gap-bot. The
velocity measured at proﬁle lines distant from the gap region (capsule-line and bone-
line) showed no sensitivity to mesh resolution in those regions.
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Figure 3.11: Velocity measurement at gap-along-line for the full size model with dif-
ferent mesh resolutions.
However, it was seen that the ﬂuid velocity at the interface in the bone side varied
signiﬁcantly as the mesh resolution changed in this region (c.f. Figure 3.13). The
width of the boundary layers in that region had a signiﬁcant eﬀect on the velocity
measured on the proﬁle line bone-int. Figure 3.13 shows that this change in velocity
is not signiﬁcant from the 305 k mesh to the 1000 k mesh. However, this was checked
further using the reduced-size model with ﬁner meshes.
3.3.2 Reduced-size model mesh veriﬁcation
To verify the adequacy of the mesh further and to ensure that a higher resolution
of mesh does not change the solution, the reduced size model was used to produce
very ﬁne meshes at both the gap and the bone region with varying core and boundary
layer resolutions. For the reduced-size model, the following parameters were varied
to determine the eﬀects on the obtained solutions: the core mesh size of the gap and
bone regions, boundary layer resolution at the interface on both bone and gap sides as
well as the boundary layer on the implant wall. The ﬁndings from the full size model
were conﬁrmed by this model and it was shown that the resolution of the boundary
layer at the interface in the bone region was the most inﬂuential parameter and the
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Figure 3.12: Velocity measurement at proﬁle line gap-ent for the full size model with
diﬀerent mesh resolutions.
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Figure 3.13: Velocity measurement at proﬁle line bonr-int for the full size model with
diﬀerent mesh resolutions.
66resolution of the core mesh in the gap and bone region did not change the solution,
neither varying the resolution of the boundary layer at the interface on the gap side.
The parameter to change the mesh resolution at the interface on the bone side was
the depth of the ﬁrst layer of cells. The rate of growth of boundary layer cell size
was kept constant at 1.2, thus, any change on the ﬁrst cell layer would be reﬂected on
other cell layers. Therefore, the mesh resolution imposed by boundary layer was only a
function of the ﬁrst layer cell depth. As can be seen in Figure 3.14, further reﬁnement of
the boundary layer in the reduced-sized model slightly changes the velocity proﬁle and
the change is not signiﬁcant at boundary layer depth of 0.03 µm and below. Therefore,
the mesh resolution imposed by ﬁrst cell layer depth of 0.03 µm was chosen as an
appropriate mesh resolution for the interface on the bone side and this cell depth was
used in the full-size models.
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Figure 3.14: Velocity measurement at proﬁle line bone-int for the reduced-size model
with diﬀerent mesh resolutions at the interface boundary layer. The legends show the
depth of the ﬁrst boundary layer. The growth rate was kept constant for all the meshes
3.4 The chosen mesh resolution
Mesh convergence studies from full size and reduced-sized models demonstrates that
the 305 k mesh with an improved boundary layer resolution, corresponding to that
of 0.03 µm depth for the ﬁrst layer, shows less than 5% variation in ﬂuid velocity
in regions of high ﬂow gradient. Therefore, meshing parameters for this mesh were
deemed appropriate to produce adequate resolution for this study. All the selected
67meshing parameters were scaled accordingly for geometries with diﬀerent gap lengths
and widths. Depending on the size of the gap, the number of cells ranged from 42,386
to 600,327.
3.5 Temporal convergence
The models incorporating the implant micromotion as a rigid body motion are transient
and has to be solved through time. In Fluent, the rigid body is moved in each time-step
and the magnitude of this movement is a function the time-step size. For example, if a
gap has to open 30 µm within 0.1s (half a gait cycle), a time-step size of 0.002s opens
the gap in 50 steps (0.1/0.002 = 50) while a time-step size of 0.01s opens the gap in
only 10 steps (0.1/0.01 = 10). In this context, the time step has to be small enough to
capture ﬂow variation in time without increasing excessively computational costs. The
solution and computational cost of models solved with time-step sizes of 0.01 s, 0.004 s,
0.002 s and 0.0002 s were studied. The residuals of mass and momentum had to reach
1e-7 in each time step for the solution to be considered converged. As an example, the
computational times to run a model with a mesh resolution of 42k (gap width = 30
µm and gap length = 5 mm) for one gait cycle (gap opening of 300 µm) with diﬀerent
time-step sizes are shown in Table 3.2. To verify the eﬀect of the time-step size on the
solution, the corresponding velocity measurement after t = 0.05s (by this time the gap
has opened 150 µm and has reached its maximum opening velocity) along gap-ent-line
for each time-step size is shown in Figure 3.15. Table 3.2 shows that the computational
cost is considerably less for time-step sizes of 0.002s, 0.004s and 0.01s in comparison to
time-step size of 0.0002s. However, Figure 3.15 shows that the solutions for time-step
sizes of 0.004s and 0.01s are less accurate than those of 0.002s and 0.0002s. Considering
the accuracy of the results and the computational cost, the time step of 0.002 s showed
suﬃcient accuracy (less than 5% variation compared to smaller time step of 0.0002 s)
and minimum computational costs. The same phenomena were observed for other gap
dimensions and displacements. This time step size is also appropriate for studies in
which particles are injected to the models in each time step (c.f. Chapter 5). Therefore,
it is the chosen time step for the models.
68Table 3.2: Computational time to run a model with short gap for one gait cycle with
a mesh resolution of 42k on a machine with Intel Xenon 2.00 GHz CPU and 8 GB of
RAM.
Time-step (s) Computational time (min)
0.0002 156
0.002 31
0.004 27
0.01 23
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Figure 3.15: Velocity measurement at proﬁle line gap-ent-line for diﬀerent time steps
when the gap is opening with maximum velocity. This ﬁgure shows the eﬀect of time-
step size on the solution after the model is run for t = 0.05 s.
69Chapter 4
Periprosthetic ﬂow modelling
4.1 Introduction
As mentioned in section 2.4, despite references to the ‘pumping mechanism’ and ‘ef-
fective joint space’ in the literature, there is no clear understanding of how capsular
pressure, micromotion, gap location and dimensions or other additional factors may
contribute to these mechanisms. Using the model developed in the previous chapter,
this chapter investigates how these factors inﬂuence periprosthetic ﬂow.
It is hypothesised that capsular pressure, gap dimensions, and the opening and clos-
ing motion of the gap during cyclic loadings of an implant can play a role in generating
high ﬂuid velocities and pressures as well as particle migration in both the gap region
and its surrounding bone. The extent of the inﬂuence of each of these parameters on
generating high ﬂuid pressures and velocities in the gap and the surrounding bone is
presented. It is important to emphasise that this work adopts a single ﬂuid (with the
adjacent bone having a single value of permeability which was calculated based on
Simkin et al. experiment [114] in previous chapter) for simulating ﬂow in the system.
Although this is a gross approximation, simulations of this kind have not been per-
formed before, and they provide the foundations for developing a better understanding
of the causes of osteolysis.
4.2 Methods
The parameters varied in this study were capsular pressure p, gap width w, gap length
l and gap displacement d. A parametric study of 16 models including extreme cases
for these parameters was set up (Table1 4.1).
All simulations were ﬁrst run in steady-state mode with no moving boundary and
the steady-state solutions were then used to initiate the transient model with the mov-
ing implant boundary. Models were analysed by comparing the steady-state solutions
70Table 4.1: Parameter deﬁnitions and ranges.
Varying parameter Minimum Maximum
Capsular pressure p (kPa) 1 60
gap length l (mm) 5 80
gap width w (µm) 30 500
gap displacement d (µm) 30 300
and transient solutions at times corresponding to fully closed gap (t = 0.0s), opening
with maximum velocity (t = 0.05s), fully opened (t = 0.1), and closing with maximum
velocity (t = 0.15), respectively (c.f. Figure 3.7). In each cycle, the model was solved
in a hundred time steps of 0.002s (∆t) and the transient analysis was performed for
two cycles. It was ensured that there was no change in the solution as the models were
run for further cycles.
In the discussion that follows, the models are named according to the gap dimension
and displacement in the following manner: Length l (mm), width w (µm) and displace-
ment d (µm). For instance, a model named 80L-30W-300D is a model with dimensions
of length 80 (mm), width 30 (µm) that experiences 300 (µm) of gap opening, where L,
W and D denote gap length, width and displacement, respectively. Indeed, for steady
state models where there is no gap displacement the third digit is replaced by zero, for
instance 80L-30W-0D. All velocity and pressure measurements were carried out along
’bone’, ’gap’ and ’top-gap’ proﬁle lines shown in Figure 4.1. The proﬁle line in the gap
is situated in the middle of the gap width and extends from the entrance to the bottom
of the gap. The proﬁle line in the bone is situated in the bone adjacent to the gap
region (1 µm away) and extends along the gap, terminating 5 mm below the bottom of
the gap. Finally, the top-gap proﬁle line is situated at the gap entrance along its width.
Measurements were taken in the Cartesian coordinate system with x and y directions
taking positive values in leftward and upward directions, respectively. The proﬁle lines
gap and top-gap, which are located in the gap region, are repositioned as the gap un-
dergoes micromotion. The top-line extends and shrinks as the gap opens and closes,
respectively, to cover the entire gap entrance. The upper end of the proﬁle line gap
moves in a manner that its position is always in middle of the gap width at the gap
entrance while its bottom end is ﬁxed in the middle of the gap width at the gap bottom.
This ensures that this proﬁle line is always located in the middle of the gap despite
the micromotion. It is important to measure shear stresses at the gap-bone interface.
However, Fluent does not provide capability to monitor shear stresses in regions other
than solid walls. Therefore, in order to measure interface shear stresses, two proﬁle
lines parallel to the interface, one in the ﬂuid side (gap region) and the other in the
porous side (bone region) were generated and ﬂuid velocities were recorded on these
lines. Then, the shear stress in the direction of interest is calculated by the following
71equation which deﬁnes shear stress:
τn =
µ(ufn − upn)
d
, (4.1)
where, n is the numbering of the points along the proﬁle lines where velocities are mea-
sured, d is the distance between the proﬁle lines and ufn and upn are the corresponding
ﬂuid velocities at each point in the ﬂuid and porous sides, respectively.
Figure 4.1: Schematic showing the bone, gap, and top-gap proﬁle lines, along which
the velocity and pressure measurements are taken.
Since all the variables were measured along the length of the gap, for easy com-
parison, the length of the gap is normalised for all the plots. It should be emphasised
that since the bone proﬁle line always extended 5 mm below the bottom of the gap
regardless of the gap’s length. Therefore, when it is normalised for a 80 mm length
gap, the bottom of the gap is located at a normalised value of approximately 0.95,
whereas for a 5 mm length gap the bottom of the gap is at the normalised value of 0.5.
For easier interpretation of the ﬁgures, the top and bottom of the gap are marked on
the x-axis.
4.3 Results
4.3.1 Steady state solutions
In general, in steady state, the pressure experienced in the gap and the surrounding
bone is similar to the capsular pressure. Figure 4.2 illustrates this in the steady state
72pressure contour for the 80L-500W-0D model (no micromotion included), where it
can be seen that capsular pressure extends down the gap and into the surrounding
bone. The only exception is the 80L-30W-0D model (the longest and narrowest gap)
in which the capsular pressure does not penetrate the entire length of the gap and drops
to approximately one ﬁfth of the capsular pressure by the time the ﬂuid reaches the
bottom of the gap (c.f. Figure 4.3). In the same ﬁgure, a small drop in the pressure
in the 5L-30W-0D model can also be seen. This drop in the pressure, which starts
immediately at the entrance of the gap, seems to be mainly inﬂuenced by the gap
width. The narrower the gap, the more resistance is exerted on the ﬂuid ﬂow. The
pressure drop results in a corresponding increase in ﬂuid velocity as seen in Figure 4.4.
Figure 4.2: This ﬁgure shows pressure contour (left) along the gap and the correspond-
ing ﬂuid velocity contour (right) for the magniﬁed region at the gap entrance for steady
state solution of the 80L-500W-0D model at 60 kPa pressure. The extension of high
capsular pressure down the gap and the ﬂow of ﬂuid to the gap region can be seen.
Reducing the capsular pressure from 60 kPa to 1 kPa induces a 60 fold decrease
in ﬂuid velocities and pressures measured along bone, gap and top-gap proﬁle lines.
Gap dimensions l and w, also inﬂuence the ﬂow variables, although to a lesser extent.
Figure 4.4 shows the eﬀect of gap dimensions on ﬂuid velocity on the gap proﬁle line.
Fluid ﬂows into the gap in the negative y direction with maximum velocity occurring
at the gap entrance (c.f. Figures 4.2 and 4.4). This high velocity then decreases as
the ﬂuid approaches the bottom of the gap. In the bone, as the ﬂuid passes across the
bone-gap interface, there is a shift towards the medial lateral direction in the ﬂow and
a signiﬁcant decrease in velocity. In this region the velocity is of the order of a few
73Figure 4.3: Pressure measurement along the bone proﬁle line. Pressure drops up to ﬁve
times from the capsular level for the longest and narrowest gap (80L-30W-0D) while
it stays unchanged for all other models. Only four models are demonstrated here.
74mm/s to µm/s depending on the gap dimensions and the capsular pressure. However,
in all the models, as ﬂuid crosses the gap-bone interface, there is always a sudden
spike in ﬂuid velocity (c.f. Figure 4.9 and 4.10) in the bone at the proximity of the
bottom of the gap which, in some cases could be up to ten times larger than the ﬂuid
velocity in the neighbouring bone region. Along the gap-bone interface, relatively small
amounts of the ﬂuid ﬂowing down the gap is driven to the bone by pressure gradients
and diﬀusion eﬀects, whereas at the gap bottom, the ﬂuid is driven to the bone by the
ﬂuid momentum as there is no longer a path of least resistance for the ﬂuid to ﬂow to.
This may explain the reason for the velocity spikes observed in the bone at the bottom
of the gap. Notably, these velocity spikes are not aﬀected as signiﬁcantly by changes
in gap dimensions in comparison to the capsular pressure and are primarily a function
of capsular pressure. Figure 4.5 shows that three models with diﬀerent gap dimensions
at high capsular pressure and one model at low capsular pressure. At high pressure,
the ﬂuid spikes have the similar values for the 5L-30W-0D and 80L-500W-0D model
and the magnitude of the ﬂuid spike for the 5L-500W-0D model is still in the same
order of magnitude as the 5L-30W-0D and 80L-500W-0D models. However, the ﬁgure
shows that there is a signiﬁcant decrease in the magnitude of the ﬂuid spike when the
pressure is reduced from 60 kPa to 1 kPa.
Figure 4.4: y velocity measured for diﬀerent gap dimensions at gap proﬁle line at steady
state. It can be seen that changing gap dimension can induce over 16 times increase
in ﬂuid velocity in to the gap.
75Figure 4.5: y velocity measured for diﬀerent gap dimensions and pressures at gap proﬁle
line at steady state. It can be seen that, at high capsular pressure, the magnitude of
ﬂuid spikes remain in the same order of magnitude when gap dimension is changed
while reducing the capsular pressure results in two orders of magnitude reduction in
the velocity spikes.
4.3.2 Transient solution
In general, a pumping action of ﬂuid being sucked in and pushed out of the gap is ob-
served as the gap opens and closes during a cycle. Larger displacements cause higher
ﬂuid velocity in the gap region. In the low pressure models, where the ﬂow to the gap
region is small, a gap displacement causes considerable increases in ﬂuid velocity com-
pared to a constant gap, ranging from three to four orders of magnitude. This increase
in ﬂow velocity due to gap displacement in high pressure models, where the ﬂuid is
already pushed to the gap with high velocity as a result of high capsular pressure, is
less pronounced (one to two orders of magnitude). This implies that the additive eﬀect
of micromotion in causing ﬂuid pumping at high pressure is less signiﬁcant compared
to that at low pressure. It should be noted that despite the very large percentage in-
crease in velocities, they still remain of the order of mm/s. While micromotion creates
a pumping mechanism by generating signiﬁcant ﬂuid ﬂow to the gap, it does not cause
an increase in ﬂuid pressure except for the very long and narrow gaps (80L-30W-30D
and 80L-30W-300D models) in which micromotion as small as 30 µm can cause sig-
niﬁcant high ﬂuid pressure ﬂuctuations between 40 kPa and -40 kPa in opening and
closing motions, respectively (c.f. Figure 4.6). This change in pressure is added to the
already existing capsular pressure in both low and high pressure cases.
76Figure 4.6: Gap displacement usually has no eﬀect on the ﬂuid pressure experienced
by the bone adjacent to the gap. However, for the longest and narrowest gap even a
small displacement as shown in this ﬁgure can cause pressure ﬂuctuation up to 80 kPa.
In addition to hydrostatic pressure, the interfacial tissue is also subjected to shear
stress caused by the ﬂuid ﬂowing in the gap region. However, Figure 4.7 show that
shear stress on the interface along the gap is considerably less than the hydrostatic
pressure experienced in that region. This is also the case for the a long and narrow
gap in which ﬂuid velocities are higher that other gap dimensions and displacements
(c.f. Figure 4.8). This ﬁgure shows that shear stresses along the gap do not exceed a
few Pascals.
Velocity spikes are only aﬀected by gap displacement in the 80L-30W-30D and
80L-30W-300D models. At low pressures, these combinations of gap dimensions and
displacement can increase the maximum velocity at the spikes by up to two orders of
magnitude (c.f. Figure 4.9). Additionally, the ﬂow direction in the spikes changes to
positive for these models as the gap opens, which implies ﬂuid suction from the bone
tissue to the gap. In the high pressure models, the same behaviour is also observed.
However, as seen in ﬁgure 4.10, only the 80L-30W-30D model creates a suction of ﬂuid
at the tip of the gap.
At low pressure, as the gap closes at t = 0.15s, almost all the ﬂuid in the gap
region changes direction and ﬂows towards the top of the gap in all models apart from
the 80L-30W-30D and 80L-30W-300D models. However, at high pressure (and in the
77Figure 4.7: Shear stress along the gap at the gap-bone interface for the 5L-30W-
30D model. It can be seen that the the shear stress experienced at the interface is
considerably smaller than that of hydrostatic pressure.
Figure 4.8: Shear stress along the gap at the gap-bone interface for the 80L-30W-30D
model. Shear stress experienced at the interface is considerably smaller than that of
hydrostatic pressure even for a very long and narrow gap in which interface tangential
velocities are higher than other gap dimensions and displacements.
78Figure 4.9: Very large velocity spikes caused by gap displacement in the 80L-30W-30D
and 80L-30-300D models. All other models show no signiﬁcant change in the velocity
spike. Fluid spikes are located at bottom of the gap where ﬂuid is pushed to the bone
region by ﬂuid momentum. For short gaps the bottom of the gap, and therefore, the
ﬂuid spike is at normalised location of 0.5, whereas for long gaps it is at normalised
location of 0.95
79Figure 4.10: Velocity plot at bone proﬁle line. It can be seen that 80L-30W-30D
model shows suction of ﬂuid from the bone to the gap as the spike is in the positive
direction.For short gaps the bottom of the gap, and therefore, the ﬂuid spike is at
normalised location of 0.5, whereas for long gaps it is at normalised location of 0.95
8080L-30W-30D and 80L-30W-300D low pressure models) the ﬂow at the lower part of
the gap does not change direction as the gap closes. In these regions, the ﬂuid direction
remains downwards. This generates a constant pumping of ﬂuid to the lower part of
the gap. This phenomenon is shown in Figure 4.11, where it can be seen that even at
t=0.15s the velocities at the lower part of the gap are negative.
Figure 4.11: Velocity of ﬂuid in the gap for the longest and narrowest gap with smallest
displacement (80L-30W-30D) at diﬀerent times during one cycle. It can be seen that
even at t=0.15 when the gap is closing the velocity value is still negative meaning the
ﬂuid still ﬂow down the gap.
4.4 Discussion
It has been hypothesised that high capsular pressure and/or implant micromotion can
produce high pressure at the bone-implant interface and create a pumping mecha-
nism that facilitates ﬂuid transportation and wear particles migration into this region.
However, the existence of such a mechanism is not directly evidenced in the literature,
particularly for cementless implants.
The results of the current work have implications for each of the aseptic loosening
theories. If high ﬂuid velocity in the bone is assumed to be a crucial causative factor
for osteolysis as suggested by Fahlgren et al. [39], then at high capsular pressure, the
bone at the bottom of the gap is more prone to developing osteolytic lesions. However,
as has been demonstrated, very long and narrow gaps are also capable of creating high
81velocity ﬂow in the bone along the length of the gap as well as its bottom even at
low capsular pressure. The suction of ﬂuid from the bone to the gap in these long
and narrow gaps may also alter the composition of the local interstitial ﬂuid. It has
been shown that disturbance in the extracellular environment can aﬀect osteoblast and
osteoclast activities and result in bone resorption [45].
If high ﬂuid pressure is assumed to play a key role in osteolysis development, then
high capsular pressure in itself as well as micromotion of long and narrow gaps can
be problematic since they can cause pressure ﬂuctuations up to 80 kPa (c.f. Figure
4.6). McEvoy et al. [117], using cultured microphages, showed that pressures of 35
kPa can be biologically signiﬁcant and result in production of cytokines which are
involved in osteolysis generation. This threshold can be even lower (i.e., 17 kPa) in the
presence of particles. In addition to hydrostatic pressure, shear stress may also play
an important role in signalling bone cells for maintenance of bone structure. There
is no study in the literature relating shear stress to osteolysis generation. However, it
has been shown that osteocytes appear particularly sensitive to ﬂuid shear stress. In
vitro experiments show that shear stress of 0.2-6 Pa may alter osteocytes activities in
producing cytokines which are involved in bone resorption and generation [44]. The
shear stresses obtain in the current study are also in this range and may inﬂuence bone
resorption and generation at the gap-bone interface, particularly at the bottom of the
gap where ﬂuid spikes are generation.
Assuming that the particles are the main cause of osteolysis, the models here suggest
that they are more likely to accumulate in the bone at the bottom of the gap where
the mass ﬂow rate to the bone is higher than other regions because of the observed
velocity spikes. Figure 4.11 also suggests that, at high capsular pressure, particles that
reach the lower part of the gap are trapped in this region since the direction of the ﬂow
is always towards the bottom of the gap even when the gap closes, leaving this area
more prone to particle-induced osteolysis. This may suggest that focal osteolytic lesions
which contain large numbers of particles may develop at the bottom of interfacial gaps.
This phenomenon can be supported by the fact that in radiographs, focal osteolytic
lesions have always been observed to be contiguous with linear osteolytic lesions [87],
which can facilitate a path for ﬂuid and particles ﬂow.
Robertsson et al. [75] suggested that capsular pressure is usually elevated with
problematic hips. According to this statement, the ﬁndings of the current study may
be able to explain that high capsular pressure could be the reason for the focal osteolysis
that has been observed by Maloney et al. [34] in stable cementless femoral components
in the absence of foreign material. It is reasonable to assume that the focal lesions that
were located distally had developed at the end of gaps where high velocity ﬂuid can
be generated. This phenomenon can also be supported by the radiograph observations
described above that focal osteolytic lesions are always contiguous with linear osteolytic
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The results suggest that the entire bone adjacent to the capsule and gap experiences
high ﬂuid pressure when the capsule is pressurised. The results show that in the absence
of high capsular pressure when a very long and narrow gap undergoes displacement,
most of the bone along the gap and particularly the lower region experience high ﬂuid
pressure (cf. Figure 4.6). Assuming high ﬂuid pressure can cause bone resorption, this
observation can explain the origins of linear osteolysis observed around many cementless
implants. However, in vivo, high capsular pressure only rises in problematic replaced
hips in which there is excessive ﬂuid infusion or the joint capsule has lost its compliancy.
Even in these problematic hips, high pressure is not usually sustained for a long period
of time during a physical activity and it decreases as the loads are removed from the
joint. This may reduce the likelihood of high-pressure-caused osteolysis. However, bone
resorption in the greater trochanter region, in which our simulations show exposure to
the high pressures, is not rare and there are many examples in the literature describing
the existence of such osteolytic lesions [34, 35, 47, 32].
In the absence of the evidence in the literature regarding in vivo measurements of
periprosthetic ﬂuid pressure and ﬂow, there was no direct validation for the models
presented here. However, a ﬂuid velocity of 17 mm/s in the pressurised bone in the
model here is very close to the value of 20 mm/s estimated by Fahlgren et al. in rat
bone pressurised to 90 kPa. The current model also exhibits the phenomenon observed
by Bartlett et al. [76] , that the stem pump generates both negative and positive
signiﬁcant pressures under sinusoidal axial and torsional forces in a gait cycle. In
addition, mean pressures of up 17 kPa generated at the implant-cement interface in
their experiment was reasonably close to the high pressures generated as a result of gap
micromotion here. It should be noted that the ﬂuid used in their study was vegetable
oil with a diﬀerent viscosity than water and the gap micromotion was against the hard
surface of the cement rather that of porous bone. Anthony et al. [84] showed that
osteolytic lesions occurred in locations where there was a defect in the cement, and
the joint ﬂuid had access to the endosteal surface bone tissue. Pressure measurements
in these periprosthetic lesions showed that 15◦ of passive ﬂexion and extension could
cause ﬂuctuations in pressure up to 26 kPa. The pressure elevation could be a lot
higher during physical activity. The current model also captures this periprosthetic
pressure elevation as a result of high capsular pressure or micromotion.
Jayson et al. [41] showed that changes in intra-articular pressure were directly com-
municated to the cystic erosions in the bone space which suggest hydrostatic continuity
with the joint space. This hydrostatic continuity was also observed here where high
capsular pressure extended to the bone-implant interface.
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The models were developed in 2D as a ﬁrst approximation and only the ﬂow in gaps
seen in radiographs of the coronal plane were of interest at this stage. In addition, it is
believed that the dominant forces occur in the axial direction along the vertical axis of
the stem which makes the coronal plane of more interest. Moreover, because of the high
aspect ratio between the width and length of the gap, a 3D model would result in a very
large number of computational cells that would be considerably more computationally
expensive to handle in terms of both mesh generation and simulations. Nevertheless,
as the gap shape and implant micromotion become more complex, the ﬂow in other
directions may become important, necessitating a 3D model for further investigation.
Bone was modeled as a porous material, but in reality bone is poroelastic meaning that
deformation of the bone can itself cause ﬂuid ﬂow in the tissue. However, it has been
shown that in a poroelastic model of the bone under physiological loading the velocity
generated even in a ‘ﬁbrous tissue with great amount of bone’, is approximately 0.2
µm/s [95] which is at least ten times smaller than the smallest velocity measured in
the bone in the vicinity of the gap in any of the models here. Therefore, it seems
reasonable to neglect the deformation-induced ﬂows in the current work.
The boundary conditions of the model were set as pressure inlet and outlet implying
that the ﬂow rate into and out of the model was adjusted to keep the pressure diﬀerence
between the capsule and the bone tissue at the required level. Despite the fact that in
reality infusion and drainage of ﬂuid in the capsule and bone through the vascular and
lymphatic systems is complex, the overall behaviour can still be represented by this set
of boundary conditions. Moreover, in reality, pressure is elevated by excessive eﬀusion
of synovial ﬂuid to the capsule and/or loss of capsule elasticity due to ﬁbrosis [75].
Pressure can be elevated even further when the surrounding muscles and ligaments
tighten the capsular cavity during physical activity [80]. Therefore, in the in vivo
situation, high pressure can also be generated by a decrease in the volume of the
capsule [82] rather than ﬂow of ﬂuid to the capsule. Any pressure increase due to
volumetric shrinkage may relax to its initial value when the capsular volume returns to
its original shape. This may create a mechanism that sucks back some of the ﬂuid that
has been transported to the bone and the interface gap. The current model does not
have the capability to simulate this phenomenon. However, it can represent the case
where high pressure is generated because of a rigid capsular wall or the case in which
the capsule has been stretched to its maximum elastic volume because of the excessive
infusion. Fluid drainage was modelled by a simple pressure outlet on the periosteal
and endosteal surface of the bone. It seems that setting the pressure to zero at the
outer surface of the bone in other studies [95, 46] has produced reasonable results and
can still represent the overall behaviour of the complex biological drainage system.
84It is arguable that gaps around an implant may be ﬁlled with ﬁbrous tissue rather
than synovial ﬂuid. However it has been shown that micromotion-induced ﬂows in
ﬁbrous tissue are incapable of pumping particles very far into the interface [63] and if
migration of particles through this mechanism exists, it must be extremely slow [84].
The migration of particles to remote locations away from the joint capsule, where they
are generated, suggest a path of least resistance along the interface for access of joint
ﬂuid. In addition, it has been observed that ﬂuoroscopic contrast media is able to
extend throughout the implant-bone interface immediately after its injection to the
joint capsule in both cemented [6] and cementless [47] prostheses. Von Knoch et al.
[64], studying successful implants from autopsy, also showed that ﬁbrous tissue in-
growth to the porous surface appeared adequate to prevent distal particle migration,
despite the lack of solid bony ﬁxation. This evidence justiﬁes the assumption that gaps
may be ﬁlled with synovial ﬂuid. Furthermore, there is no periprosthetic ﬁbrous tissue
in the gaps at early post-operative stages.
Lastly, the above model is incapable of modelling the situation in which an inter-
facial gap is completely closed. However, it is not unreasonable to suggest that very
narrow gaps of 30 µm can reasonably represent this situation.
4.6 Conclusions
The model conﬁrms the existence of a pumping mechanism originating from high capsu-
lar pressure and micromotion. The ﬁndings of this study suggest that capsular pressure
may be the main driving force for high ﬂuid pressure and ﬂow in the bone surrounding
the gap, while micromotion of only very long and narrow gaps can cause signiﬁcant
pressure and ﬂow in the bone.
The results suggest the existence of velocity spikes in the bone region at the bottom
of the gap. High capsular pressure is observed to be the main cause of these velocity
spikes whereas, at low pressure, gap micromotion of only very long and narrow gaps
can generate signiﬁcant velocity spikes.
To conclude, the statement by Schmalzried et al. [3] that ‘the primary factor in
development of osteolysis is the access of joint ﬂuid to bone’ has to be re-emphasized.
It is suggested that maximum attachment and contact between the bone and implant
has to be achieved to eliminate the eﬀects of both capsular pressure and micromotion.
Large areas of detachment may lead to long and narrow gaps which can be problematic
even for very small micromotion and in the absence of high capsular pressure.
In this chapter, only periprosthetic ﬂuid ﬂows were the focus of the study and
wear particle migration caused by such ﬂows was not considered. In the next chapter,
particles are added to the continuum ﬂow and the factors inﬂuencing their migration
and distribution in the periprosthetic tissue are investigated.
85Chapter 5
Periprosthetic particle migration and
distribution
5.1 Intoduction
Periprosthetic ﬂow, as described in chapter 4, is not the only likely cause of osteolysis.
Particles released from bearing surfaces to the eﬀective joint space are also a likely
cause of osteolysis. Therefore, it is of interest to investigate how particles penetrate
and are distributed in the periprosthetic bone. In the current chapter, particles with
a deﬁned mass are introduced to the continuum system to study their migration. The
geometry and the mesh are similar to those described in chapter 4. In addition to
those models, a 40 mm gap is constructed to include a mid-range gap that terminates
in Gruen zone 6 (c.f. Fig. 2.11). This provides a more deﬁnitive particle distribution
around the stem, which facilitates a better comparison with clinical data.
5.2 Methods
5.2.1 Particle modelling
In these set of models particles are introduced by utilising the Discrete Phase Model
(DPM) capability of the Fluent software. The DPM adds a second discrete phase to
the continuous phase consisting of dispersed spherical particles. The volume fraction
of the discrete phase is neglected and the motion of particles is simulated by solving
equations of motion for particles as a discrete second phase in a Lagrangian reference
frame of references. As the continuum ﬂuid phase is treated by solving the standard
Navier-Stokes equation, the particles are tracked through the calculated ﬂow ﬁeld by
integrating Eqn. 5.1, which equates the force balance on the particle with the particle
inertia:
86dup
dt
=
18µ
ρpd2
p
CDRe
24
(u − up), (5.1)
where, u is the ﬂuid velocity in the continuum phase, up is the particle velocity, µ is
the ﬂuid viscosity, ρp is the particle material density, dp is the particle diameter, Re is
the particle relative Reynolds number and CD is the drag coeﬃcient.
Since the DPM model is described by an ordinary diﬀerential equation (ODE)
(as opposed to the partial diﬀerential equations of continuous ﬂow), Fluent utilises
a separate numerical and discretization scheme to solve the OED every time particle
positions are updated after each time step or ﬂow iteration. Once the particle velocities
are calculated from equation 5.1, the particle location is predicted by:
dx
dt
= up (5.2)
5.2.1.1 Particle drag forces
In the simulations developed in this chapter, it is assumed that there are no particle-
to-particle interactions and the presence of the particles does not change the basic ﬂow
pattern. Therefore, when a particle is introduced to a stream of ﬂuid the response of
the particle depends only on the relative velocity of the particle and the ﬂuid. This
relative velocity in turn depends on the drag, which is the sole force acting on a particle.
In Fluent the drag coeﬃcient CD for smooth spherical particles is calculated based on
a study by Morsi and Alexander [118] who presented the following empirical formula
that describes the drag coeﬃcient for a particle at diﬀerent Reynolds numbers (c.f.
Figure 5.1).
CD =
K1
Re
+
K2
Re2 + K3, (5.3)
where, K1, K2 and K3 are constants applied over several ranges of Re. However, since
in the current study the ﬂow velocity is small and laminar, and the particle Reynolds
number is small, Eqn. 5.3 simpliﬁes to Eqn. 5.4, as shown by the dashed line in Figure
5.1.
CD =
24
Re
(5.4)
5.2.2 Particle modelling in Fluent
The quantity exchanged between the continuum and discrete phases throughout the
calculation is momentum. Momentum is transferred to particles as they pass through
each control volume, and the eﬀect of particles on the continuum is incorporated in
87Figure 5.1: Drag coeﬃcient for spherical particles against Reynolds number taken from
Morsi et al. [118].
the model by a two-way coupling algorithm. This is achieved by alternately solving
the discrete and continuous phase equations until the solutions in both phases have
converged.
Particles are tracked unsteadily along with the continuous phase ﬂuid ﬂow. Discrete
and continuous phase solutions are obtained in the following manner. The continuous
phase ﬂow ﬁeld is solved prior to the introduction of the discrete phase, and then the
discrete phase is introduced by calculating the particle trajectories for each discrete
phase entity. Next, using the interphase exchange of momentum determined during
the previous particle calculation, the continuous phase ﬂow is recalculated and then the
discrete phase trajectories in the modiﬁed continuous phase ﬂow ﬁeld are calculated.
The latter steps are repeated until a converged solution is achieved in both phases.
Once the converged solution is achieved, particle trajectories are calculated from Eqn.
5.1 and 5.2 and the particles are advanced to their new positions in the ﬂow ﬁeld at
the end of a time step.
Fluent provides two parameter to control the accuracy of particle tracking integra-
tion. These parameters are ‘tolerance factor’ and ‘maximum number of integration
reﬁnements’. Tolerance is the maximum relative error which has to be achieved by the
tracking procedure and the maximum number of reﬁnements is the maximum number
of step size reﬁnements in one single integration step. If this number is exceeded the
integration is conducted with the last reﬁned integration step size. In the current study,
veriﬁcation tests showed that the tolerance value below 1e-5 and the max number of
reﬁnement of above 20 did not alter particle positions and therefore these values were
deemed appropriate to produce adequate accuracy for particle position in the domain.
It is computationally very expensive to track each individual particle in a particle
88ﬂow system. In order to reduce the computational time and memory usage, Fluent
introduces particles into the model in packs of particles called ‘parcels’. Each parcel
contains a number of particles with the same properties including diameter, velocity
and position. Instead of tracking each particle, Fluent tracks parcels. The behaviour
of each parcel is determined by the behaviour of the particles inside.
5.2.3 Particle injections to the continuous ﬁeld: location and
the number per parcel
To reduce the computational cost of tracking particles, it was decided to introduce
particles only at the gap entrance since the fate of particles in the capsule is not of
interest in this study. Trial cases with particles present in the entire capsular region
were carried out and it was observed that particles located remotely from the gap
entrance hardly reached the gap and tracking them in the capsule would only lead to
unnecessary computational cost. It was assumed that particles were evenly distributed
throughout the synovial ﬂuid and, therefore, any addition to the number of particles
from bearing surfaces would result in new particles introduced at the gap entrance.
In other words, particles are always available at the gap entrance. To simulate this
situation and provide a continuous supply of particles to the model, particles were
introduced to the continuous ﬂow by means of injection points located at the gap
entrance. New particles were injected to the ﬂow in each time step.
A simple calculation on the result of an in vitro wear simulation on polyethylene-on-
metal bearings by Shorez et al. [119] indicated that approximately 56,000 polyethylene
particles are released to the joint capsule in each walking cycle, which results in ap-
proximately 6.7 × 1010 particles per year. Based on this ﬁgure, 560 particles were
injected to the model in each time step which results in 56,000 particles for one cycle
consisting of 100 time steps.
There are diﬀerent ways to deﬁne injections in Fluent. The applicable injection
options for the current study can be deﬁned as either mesh dependent or mesh inde-
pendent entities. While mesh independent injections provide ﬂexibility over the loca-
tion and the number of injection points, they are incapable of moving along with the
dynamic meshing technique employed here. Mesh dependent injections can move and
deform along with the dynamic mesh. However, the number and location of the injec-
tion points is deﬁned by the mesh cell centroids. Consequently, this limits the number
of injection points to the local mesh resolution. Once the mesh dependent injection
is chosen, one way to increase the number of injection points in a location, which will
be termed ‘injection resolution‘ from this point, is to increase the local mesh resolu-
tion. However, for dynamic meshing to work in Fluent, the mesh at the gap and its
entrance has to be a structured mesh, which means any change in the mesh resolution
89at the gap entrance is reﬂected on the entire gap region. This signiﬁcantly increases
the total number of cells for the model and consequently the computational cost and,
therefore, it is not a practical strategy to increase injection resolution. Another way to
achieve a higher injection resolution is to increase the mesh area in which the injection
points are located. It can be seen in Figure 5.2 that injection points can be deﬁned
on a line (entrance-line-1) resulting in 14 injection points, or on a surface (entrance-
surface-1) resulting in 56 injection points or on two surfaces (entrance-surface-1 and
entrance-surface-2) resulting in 112 injection points.
For ease of comparison and consistency between models, the total number of parti-
cles has to be constant. Therefore, as the injection resolution is increased, the number
of particles in each parcel has to be decreased. To achieve the target value of 560
particles per time step, 14, 56 and 112 injection resolutions have to contain 40, 10 and
5 particles per parcel, respectively. Increasing the injection resolution from 14 to 56
and 112 leads to a signiﬁcant increase in computational time and memory usage. A
sensitivity analysis to injection resolution is carried out in section 5.3.3.
Figure 5.2: Mesh dependant injection points at the gap entrance. Injection can be
deﬁned on entrance-line-1, entrance-surface-1 and entrance-surface-2 resulting in 14.
56 and 112 densities, respectively.
5.2.4 Data processing
Postprocessing capabilities of Fluent are not adequate to produce the desired plots and
data required for the current study. The region around the gap has to be discretised
into equally spaced regions in which particles can be counted. Fluent is only capable
90of producing contour plots of mass concentration of the discrete phase for each cell
volume. These plots are highly dependent on the computational cell volumes which
vary signiﬁcantly around gap regions. To discretise periprosthetic bone into equally
spaced regions, particle positions are exported from Fluent and postprocessing is carried
out in MATLAB. User speciﬁc codes were written in MATLAB for data processing.
Particles located in the bone region were separated from the rest and the space in the
bone region was divided into 50 µm squares (c.f. Figure 5.5). These areas are termed
‘measuring areas’. The number of particles were counted in each of these measuring
areas. In addition, the gap length was normalised. However, this leads to distorted
aspect ratios when the results are visualised, particularly for very long gaps with 80
mm length, in which the 50 µm squares appear elongated along the width of the gap.
To better visualise the number of particles in these measuring areas (i.e. particle
concentration) the results are presented in the shape of coloured 3D contour plots in
which the y and x axes show particles position in the bone along the length and the
width of the gap, respectively, and the z vertical axis shows the number of particles
per 50 µm × 50 µm area. Figure 5.3 shows an example for a 3D plot generated for the
5L-30W-30D model ran at high capsular pressure.
As can be seen in Figure 5.3, the 3D contour plots contain many data points of
regional concentration, which makes comparison between models diﬃcult. To circum-
vent this problem, data is also presented in another form of plots called ‘regional plots’,
an example of which is shown in Figure 5.4. In these plots the bone region contain-
ing particles along the gap is divided into ﬁve sub-regions (c.f. Figure 5.5). In each
of these, the mean for particle concentrations obtained from the 3D contour plots is
calculated. These mean values are depicted by square markers and the minimum and
maximum concentrations occurring in each region are deﬁned by the bottom and top
edges of the boxes containing each of the data sets. On each box, the central line is the
median of the data set. The diﬀerence between median and the mean value indicates
how disperse that data set is.
However, by taking the mean value, important information about the presence of
measuring areas with exceptionally high concentration values may be lost. To retain
this information, when necessary, the number of measuring areas per region that are
above the 90th percentile of the data set, as a fraction of the total number of the mea-
suring areas in that region is shown above each bar. The 90th percentile is calculated
for the whole data set of the measuring areas in the bone surrounding the gap and
then, the number of measuring areas that have a value above the established 90th per-
centile for a speciﬁc model is calculated for each region. For example, in Figure 5.4,
the fractional value of 66/326 shown above the box in region one shows that 66 of the
total 326 measuring areas in region one have a mean concentration value above the
90th percentile of the data set.
91Figure 5.3: 3D contour plots from diﬀerent views showing particle numbers per 50 ×
50 µm2 area and their penetration into the bone along width and length of the gap in
the 5L-30W-30D model with high pressure and 56 injection points. High concentration
at proximal and distal regions can be seen.
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Figure 5.4: Regional plot of the particle concentration at diﬀerent regions in the bone
along the gap for the high pressure 5L-30W-30D model with 56 injections. The 90th
percentile is calculated based on the total particle number per measuring in the entire
model. The mean value as well as the number of measuring areas above the 90th per-
centile as a fraction of total number of measuring areas are shown above each box. The
upper and lower edges of each box show the maximum and minimum concentrations.
Regional plots not only make it possible to compare particle concentration between
diﬀerent regions of a gap (for example distal and proximal regions), but they also
make it possible to compare gaps with diﬀerent dimensions and displacements. To
establish whether two regions are signiﬁcantly diﬀerent, statistical analysis was car-
ried out. The data comparison between diﬀerent regions and models were performed
using Kruskal-Wallis and multicomparison statistical tests [120]. Kruskal-Wallis tests,
a nonparametric version of the classical one-way analysis of variance (ANOVA), were
used since the data obtained for diﬀerent regions did not fall into a normal distribu-
tion and, therefore, were not parametric. The statistical information obtained from
the Kruskal-Wallis test was then used to perform a multicomparison test for pairwise
comparison between diﬀerent regions and models. Regions were signiﬁcantly diﬀerent
if the p value was less than 0.05, i.e. a 95% conﬁdence interval for the true diﬀerence
of the medians. When the groups to be compared are more than two, applying an
ordinary one to one test in which the alpha value, p, would apply to each compari-
son, the chance of incorrectly ﬁnding a signiﬁcant diﬀerence would increase with the
number of comparisons. The advantage of using a multiple comparison procedure over
performing a test for one group against another is to provide an upper bound on the
probability that any comparison is incorrectly found to be signiﬁcant.
93Figure 5.5: Regional division of the periprosthetic bone. The bone containing particles
is divided into 5 equal regions which are used in regional plots. This ﬁgure also shows
the ‘measuring area’ in which the particles are counted. This particle concentration is
used for 3D contour plots
945.2.5 Simulation set-up
The parameters varied in the simulations in this chapter are show in Table 5.1. All
the models were run for 50 gait cycles except the 5L-30D-30D model with 14 injections
which was run for 200 cycles to study the temporal changes in particle distribution for
longer periods. Because of high computational cost, only the 5L-3W-30D, 40L-3W-30D
and 80L-3W-30D models were run with 56 injection points. A constant particle size of
1 µm was used in this study.
Table 5.1: Parameter deﬁnitions.
Varying parameter Values tested
Capsular pressure p (kPa) 1 and 60
Gap length l (mm) 5, 40 and 80
Gap width w (µm) 30 and 500
Gap displacement d (µm) 30 and 300
Injection density 14, 56 and 112
5.3 Results
5.3.1 General observation
The models show that the particles injected to the ﬂuid domain ﬂow with the sur-
rounding ﬂuid. Their trajectories depend on the implant displacement and the initial
locations of injections. Depending on gap dimensions and displacement, some parti-
cles ﬂow into the gap and enter the surrounding bone at diﬀerent regions along the
gap and some are pushed away to the capsular region. An overview of the models
shows that particle distribution and concentration in the bone region is inﬂuenced by
injection resolution (i.e. the spacial coverage of injection points along the width of the
gap), capsular pressure, gap dimensions and displacement. In the following sections
the eﬀect of each parameter is presented.
5.3.2 The eﬀects of capsular pressure
Eight models with diﬀerent gap dimensions and displacements explained in chapters
3 and 4 were run with particles at high (60 kPa) and low (1 kPa) capsular pressures.
The percentage of particle accumulation in diﬀerent regions of the model is presented
in Table 5.2. At low pressure, no particles enter the bone region in models with short 5
mm gaps while in models with long 80 mm gaps, only up to 1.3 % of the total number
of injected particles enter the bone at proximal regions. In contrast, at high pressure,
depending on the gap dimension and displacement, up to 95% of particles accumulate
95in the bone region which shows that capsular pressure is the main driving force that
transports particles to the bone region.
Particles reside either in the gap, gap entrance, which is an extension of the joint
capsule, or bone regions. Figure 5.6 shows how particles accumulate in these regions
at low and high capsular pressures in the 5L-30W-3D model. At low pressure, as
the number of cycles increases, particles number only increases in the gap entrance
region and remains zero in other regions whereas, at high pressure, particles number
increases signiﬁcantly in the bone region and it remains constant in the gap and the
entrance regions. In other words, this ﬁgure shows that, at low pressure, the majority
of particles remain in the capsular region while at high pressure, the majority of them
accumulate in periprosthetic bone. Despite the fact that particles do not enter the
bone at low pressure, in some cases a large number of particles (for example, 23% for
the low pressure 80L-30W-30D model) may still end up in the gap region.
Table 5.2 also shows that, at low pressure, the gap displacement does not generate
enough driving force to transport particles into the bone region. In fact, large implant
micromotion reduces particle accumulation in the bone region. Detailed analysis of
particle accumulation and the eﬀect of gap displacement are discussed in sections 5.3.5
and 5.3.7.
Table 5.2: Percentage of particle accumulation in the gap and periprosthetic bone
regions at high and low capsular pressure.
Model name Bone region Gap region
Low High Low High
5L-30W-30D 0% 95% 0.004% 3%
5L-30W-300D 0% 56% 0.05% 4%
5L-500W-30D 0% 49% 0% 40%
5L-500W-300D 0% 41% 12% 30%
80L-30W-30D 1.3% 94% 23% 5%
80L-30W-300D 0.4% 36% 0.45% 0.9%
80L-500W-30D 0% 58% 16% 40%
80L-500W-300D 0% 27% 6% 14%
5.3.3 Injection studies
Once injected, parcels destined to accumulate in the bone travel down the gap. In the
meantime, because of high pressure and implant motion, they drift towards the gap-
bone interface until they come into contact with it and enter the bone. A close look at
the gap-bone interface shows that particles enter the bone regions at discrete intervals of
deﬁned trajectories. The number of entrance trajectories to the bone is proportional to
the spacial resolution of injection points along the gap width (c.f. Figure. 5.7). Since
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Figure 5.6: The plot showing particles number in the entrance, gap and bone regions
of the 5L-30W-3D model as the number of cycles increases.
the number of particles in each parcel is diﬀerent and inversely proportional to the
number of injection points (parcels in models with smaller number of injection points
contain larger number of particles), ‘a clustering eﬀect’ is created. This phenomenon
is demonstrated in Figure 5.7. It can be seen that the interface area covered by the
trajectories of the injection points contains the same number of particles. However,
the particle number in each measuring area (or the particle concentration) is smaller
for a model with larger number of injection points. As a result, the higher the injection
resolution, the more even is the particle distribution in the bone.
The distance between parcel trajectories at the gap-bone interface shown in Figure
5.7 is proportional to the gap length. In other words, parcels are distributed over a
larger interface area in longer gaps and, therefore, the clustering eﬀect is more pro-
nounced for longer gaps. This manifests itself as high peak irregularities in associated
3D contour plots for longer gaps. Figure 5.8, which is a sectional view of the 3D plot
shows how increasing the injection resolution can result in smoother distribution of
parcels along the gap.
To verify the sensitivity of the results to the injection resolution, the 5L-30W-30D
and 80L-30W-30D models were run with 14, 56 and 112 injections points. Figures 5.9
and 5.10 show how mean and maximum particle concentration is aﬀected by changing
the injection resolution. It can be seen that in both models the mean and maximum
particle concentration are larger for 14 injections points. This diﬀerence is, however,
less pronounced for mean values. Maximum concentration at diﬀerent regions in the
bone, particularly at proximal and distal regions (regions one and ﬁve) with 14 injec-
97Figure 5.7: Schematic of particle trajectories for diﬀerent injection densities. For the
same interface area covered by the injected particles, particle concentration is diﬀerent,
whereas the total number of particles is the same. This results in the ‘clustering
eﬀects’ explained in the test. The trajectories are shown in this ﬁgure by simple
curves for demonstration purposes. These trajectories have more complex curves in
the simulations.
Figure 5.8: Manifestation of clustering eﬀects in 3D contour plots for diﬀerent injec-
tions.
98tion points can be twice as large as those with 56 and 112 injections. This diﬀerence is
likely to results from the clustering eﬀect explained in Figure 5.7. Mean and maximum
particle concentrations for 56 and 112 injection points appear to be similar in these
ﬁgures. To conﬁrm this, multicomparison statistical tests are performed to compare
data for each bone region. The tests reveal that the models with 56 and 112 injec-
tions produce similar results. However, while results from models with 14 injections
are quantitatively diﬀerent from the models with 56 and 112 injections, they are not
qualitatively diﬀerent from the models with 56 and 112 injections. In all the models
with diﬀerent injections points the overall pattern of particle distribution throughout
the bone, gap and capsule regions is similar. This means that while models with 14
injections may overestimate particle concentration, they still can represent qualitative
results predicting the overall particle distribution in the bone.
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Figure 5.9: Regional plot of the particle concentration at diﬀerent regions in the bone
along the gap for the high pressure 5L-30W-30D model with 14, 56 and 112 injections.
5.3.4 Temporal variation in particle distribution in bone
Figure 5.11 demonstrates how the mean and maximum particle distribution changes for
the 5L-30W-30D model in diﬀerent bone regions as the model is run up to 200 cycles.
Most notably, the mean value and maximum particle concentration in bone regions four
and ﬁve signiﬁcantly increase as the model is run up to 200 cycles. In addition, the rate
of particle accumulation is higher in bone region ﬁve in comparison with region four.
This suggests that if the model was run for further cycles, the diﬀerence in particle
concentration between proximal and distal regions of the gap may increase even further.
A similar phenomenon is observed for the model with a long gap; however, the rate
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Figure 5.10: Regional plot of the particle concentration at diﬀerent regions in the bone
along the gap for the high pressure 80L-30W-30D model with 14, 56 and 112 injections.
of particle accumulation at the bottom of the gap (region ﬁve) is lower than the short
gap shown in Figure 5.11.
5.3.5 Regional accumulation of particles
3D contour plots of particle concentration for the high pressure 5L-30W-30D model
with 56 injection points after 50 cycles is shown with diﬀerent views for ease of inter-
pretations in Figure 5.12. It can be seen that particle concentration is considerably
larger at the top and bottom of the gap. The y-x view shows that not only is the
particle concentration large at the bottom of the gap, but the depth of particle pene-
tration is also larger in this region creating a balloon shape distribution at the bottom
of the gap resembling that of osteolytic lesions seen in radiographs. The regional plot
corresponding to this 3D contour plot is shown in Figure 5.13. The mean values of
particle concentration at distal and proximal regions are approximately 37% larger
than the mid-gap region. However, in these regions there are a number of measuring
areas with excessively high concentrations which may have a clinical signiﬁcance for
causing conditions for osteolysis generation. To assess the extent by which each bone
region is inﬂuenced by these high concentration regions, the number of any measuring
areas that contain more particles than the 90th percentile value as a fraction of the
total number of measuring areas in each bone region is shown above each box. Despite
similar mean and maximum concentrations between region one and ﬁve, the number of
high concentration measuring areas above the 90th percentile is larger in bone region
ﬁve. The number of high concentration measuring areas above the 90th percentile is
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Figure 5.11: Regional plots of the particle concentration at diﬀerent regions in the
bone along the gap for the high pressure 5L-30W-30D model with 14 injection points
after 10, 15, 30, 40, 50 and 200 cycles. Signiﬁcant increase of particle concentration
can be seen at region ﬁve (gap bottom) after 200 cycles while in other regions particle
concentration remains approximately constant.
minimal in the mid gap region.
Quantitatively, the 3D contour plot and regional plot of the 40L-30W-30D model,
which are shown in Appendix B (Figure B.1 and B.2) demonstrate similar particle
distribution to the 5L-30W-30D throughout the bone. The corresponding regional plot
shows that a number of high concentration measuring areas above the 90th percentile
also occur in regions ﬁve. However, the mean particle concentration value is only
approximately 23% higher than that of the mid region. Figure 5.14 shows that, in
a very long gap (80 mm), maximum penetration of particles into the bone occurs in
the mid gap region and is approximately 0.6 mm deep (this is in contrast to the 5
mm and 40 mm gaps in which maximum particle penetration occurs in distal regions
with values of 1 mm and 1.18 mm, respectively). The corresponding regional plot (c.f.
Figure 5.15) shows that the mean value of particle concentration at the bottom of the
gap is higher than that of top of the gap by 15% percent. Figure 5.15 also shows that
peak concentrations which are above the 90th percentile still exist and its higher for
region ﬁve.
In summary, the results show that particle concentration is higher in distal and
proximal regions of periprosthetic tissue after 50 cycles. However, proximal regions
contain more measuring areas with excessively high concentrations.
101Figure 5.12: 3D contour plots from diﬀerent views showing particles number per 50 ×
50 µm2 area and their penetration into the bone along width and length of the gap
in the 5L-30D-30D model with high pressure and 56 injections. High concentration at
proximal and distal regions can be seen.
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Figure 5.13: Regional plot of the particle concentration at diﬀerent regions in the
bone along the gap for the high pressure 5L-30W-30D model 56 injections. The 90th
percentile is calculated based on the total particle number per measuring in the entire
model. The mean value as well as the number of measuring areas above the 90th
percentile as a fraction of total number of measuring areas are shown above each box.
5.3.6 The eﬀect of gap dimensions
The regional plots for 5L-30W-30D, 40L-30W-30D and 80L-30W-30D are shown in
Figure 5.16. The concentration of particles in the bone surrounding a shorter gap is
generally higher than a longer gap. Mean concentration for the 5 mm gap is approx-
imately six and ten times larger than the 40 mm and 80 mm gaps, respectively. The
width of the gap also inﬂuences the particle concentration in the bone regions. For
example, in the 5L-500W-30D model, the total number of particles in the bone region
is half of that in the 5L-30W-30D model (c.f. Table 5.2), possibly as a result of a slower
ﬂow rate of ﬂuid to the bone and the larger volume of the gap accommodating more
particles than a narrower gap.
5.3.7 The eﬀect of gap displacement
Gap displacement has a considerable inﬂuence on the regional distribution of the par-
ticles. Figure 5.17 shows the 3D contour plot of particles for the 5L-30W-300D model
with high capsular pressure. It can be seen that high particle concentrations are no
longer present at the bottom of the gap. This can be interpreted more easily in the
corresponding regional plot in which the 5L-30W-30D and 5L-30W-300D models are
compared (c.f. Figure 5.18). A large gap micromotion of 300 µm causes an average
reduction of approximately 50% in the mean value of particle concentration. Qualita-
103Figure 5.14: Particle numbers per 50 × 50 µm2 area and their penetration into the
bone along width and length of the gap in the 80L-30D-30D model with high pressure
and 56 injections. High concentration at proximal and distal regions can be seen.
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Figure 5.15: Regional plot of the particle concentration at diﬀerent regions in the bone
along the gap for the high pressure 80L-30W-30D model with 56 injections. The 90th
percentile is calculated based on the total particle number per measuring in the entire
model
104Region 1                            Region 2                            Region 3                            Region 4                            Region 5                           
0
500
1000
1500
2000
2500
3000
3500
4000
4500
5000
N
u
m
b
e
r
 
o
f
 
p
a
r
t
i
c
l
e
s
 
p
e
r
 
5
0
 
×
 
5
0
 
µ
m
2
5L
5L
5L
5L
5L
40L
40L 40L 40L 40L
80L
80L
80L
80L
80L
 
 
Mean value
Figure 5.16: Regional plot of the particle concentration at diﬀerent regions in the
bone along the gap for the high pressure 5L-30W-30D, 40L-30W-30D and 80L-30W-
30D models with 56 injections. Particle concentration decreases as the gap length
increases.
tively, a similar displacement eﬀect is observed for the longer and wider gaps (5L-500W-
300D and 80L-30W-300D models). Observations on models with large gap micromotion
shows that gap displacement pumps the particles out of the gap region. In other words,
gap displacement generates a pumping-out rather than a sucking-in action. This sub-
sequently reduces the number of particles accumulating in the bone. This pumping
action is more pronounce for long 80 mm gaps. Table 5.2 shows that a 300 µm gap
displacement causes a 39% reduction in the total number of particles in the bone in
a short gap, while the same gap micromotion causes a 58% reduction in a long gap.
The pumped-out particles ﬂow to the capsular region. Since the force pumping out
the particles is greater in the long gaps, they travel a longer distance in the capsule
and some particles may reach regions in the capsule far from their injection points.
Although micromotion reduces the particle concentrations in the bone, the distance
that the particles penetrate into the bone is not aﬀected and penetration distance is
still primarily a function of capsular pressure.
At low pressure, the eﬀect of displacement is not clear because the models are not
run for long enough for the particles to reach the bottom of the gap. To accelerate the
process, particles were injected directly at the bottom of the gap. When compared to
the particles in higher regions in the gap, it was seen that particles enter the surround-
ing bone at the bottom of the long gap. This particle accumulation is considerably
lower compared to high pressure models and therefore can be neglected. At low pres-
sures, implant motion pumps the majority of the particles injected at the gap entrance
105out of the gap region to the capsular region and, therefore, induces minimal particle
penetration into the gap region.
Figure 5.17: Particles number per 50 × 50 µm2 area and their penetration into the
bone along width and length of the gap in the 5L-30D-300D model with high pressure
and 14 injections. A considerable reduction in the particle concentration at the bottom
of the gap as a result of large micromotion can be seen.
5.4 Discussion
How polyethylene particles migrate away from a joint capsule is poorly understood.
Models developed in the current study provide a means to better understand this phe-
nomenon. Eight models described in chapters 3 and 4 in addition to the 40L-30W-30D
model were run at low and high pressures with particles injected at the gap entrance.
Since postprocessing capabilities in Fluent are not appropriate for analysing the results,
postprocessing tools were developed in MATLAB to better interpret and understand
the mechanisms inﬂuencing particle migration in periprosthetic tissue. These tools
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Figure 5.18: Regional plot of the particle concentration at diﬀerent regions in the bone
along the gap for the high pressure 5L-30W-30D and 3L-30W-300D models with 14
injections. Particle concentration decreases as a result of large implant micromotion.
include 3D contour and regional plots. The former counts particles in equally spaced
regions of the periprosthetic bone and the latter uses the data obtained from 3D con-
tours to facilitate means by which diﬀerent models and bone regions could be analysed
and compared. The eﬀect of parameters including capsular pressure, injection res-
olution, gap dimensions and micromotion on periprosthetic particle migration were
studied.
Injection points
For ease of comparison, the models were set up in a manner that the total number of
particles injected to the system would always remain the same, which means a lower
injection resolutions contains higher numbers of particles and vice versa. While this
keeps the total number of particles constant, it inﬂuences particle concentration in the
bone since the dispersion of particles in the bone region is a function of injection reso-
lution. This phenomenon was termed the ‘clustering eﬀect’ and is shown schematically
in Figure 5.7. It was described that injection resolution could be increased only within
allowable limits imposed by the number of mesh cells at the gap entrance. The results
show that there is no signiﬁcant diﬀerence between 56 and 112 injection locations. This
is due to the fact that particles injected at entrance surface 2 follow approximately the
same trajectory as those injected at entrance surface 1 (c.f. Figure 5.2) since their
injection points are approximately located on the same vertical line. Therefore, they
migrate to the same region in the bone. Also, the measuring areas are not small enough
107to capture any diﬀerence in the position of particles injected from diﬀerent injection
surfaces. In other words, particles released from entrance surface 1 and entrance surface
2 end up very close to each other and they fall in the same measuring area in the bone.
Therefore, 56 injection points results in the lowest achievable dispersion of particles
and is used for the studies in Chapter 6. However, changes in injection resolution, at
least in the range used here (14, 56 and 112), do not aﬀect the qualitative behaviour
of the particles. Therefore, models run with lower resolution of 14 injection points
can still provide reasonable results for qualitative comparison at a lower computational
cost.
Continuity of particle release
Particles were released in each time step at the gap entrance, just above where the gap
starts. This ensured the availability of new particles at the gap entrance continuously
throughout a gait cycle. This injection strategy was based on the assumption that a
large number of particles have already been released to and evenly distributed in the
joint ﬂuid after a suﬃcient period of time, postoperatively. Although the postoperative
time for suﬃcient numbers of particles to be generated depends on many parameters
such as the rate of wear generation, it has been shown that osteolysis commonly appears
at twelve to sixty six months [29], postoperatively. This period can be considered as
the time when the particle concentration in the joint ﬂuid is adequate to cause bone
resorption through a constant supply of particles to the interface bone. The models
developed in the current study attempt to represent this situation.
Gap communication with the joint capsule
Hydraulic communication between the interface and the joint capsule is demonstrated
by Anthony et al. [84] who showed that arthroscopy contrast material injected to the
hip capsule penetrates into the interfacial lytic lesions after 45 minutes of walking.
This leakage of the joint ﬂuid to the lesions was also conﬁrmed during revision surgery.
Similar communication between interfacial gap and joint capsule is demonstrated by
Cone et al. and Hendrix et al. [78, 6]. Schmalzried et al. [47] also showed that in
some of the problematic cementless implants in which torque-testing had shown that
the prosthesis was rigidly ﬁxed and histological examination revealed ingrowth of bone,
the contrast medium ﬂowed rapidly and extensively in the bone-metal interface. The
above clinical observations support the assumptions that joint ﬂuid has access to the
bone-implant interface.
The assumption is also that joint ﬂuid is the carrier of particles to the endosteal
bone through interfacial gaps. However, another explanation for particle migration
is transportation through the interfacial ﬁbrous tissue, a constituent of periprosthetic
108tissue in THRs that is not present in the current study. However, it has been shown
that when the interface is surrounded by a stable ﬁbrous tissue, the implant may
still function perfectly [121] and particles do not penetrate to the distal regions of the
interface [64]. In addition, it has been shown that micromotion-induced ﬂows in ﬁbrous
tissue are incapable of pumping particles very far into the interface [63] and if migration
of particles through this mechanism exists, it must be extremely slow [84]. Including
ﬁbrous tissue at the interface in the models as a material with a higher permeability
than bone, particles can migrate the interface at a much slower rate, but probably not
at a suﬃcient rate to create conditions for osteolysis.
Capsular pressure
During physiological loading, interfacial gaps are subject to extreme hydraulic capsular
pressures [78]. In natural hips, when the joint is under load, the joint capsules deforms
and increases its volume to accommodate elevated pressure caused by the physiological
loading and the excess of synovial ﬂuid is driven to the iliopsoas bursa. However in
THRs these mechanisms are not often present. Tarasevicius et al. [82] has shown that
high pressures are associated with low capsular elasticity which means joint ﬂuid has
nowhere to ﬂow other than to interface gaps. The models in the current study show
that high capsular pressures may be the main driving force for pumping particles into
the bone region. It is shown that, in the presence of hydraulic communication between
the capsule and the endosteal surface, up to 95% of the available particles at the gap
entrance ﬁnd their way into the periprosthetic bone tissue. Indeed, lower capsular
pressure results in a lower rate of particle accumulation in the bone. Clinically, it has
been shown by Hendrix et al. [6] that a signiﬁcant relationship exists between implant
loosening and the penetration of contrast material, equivalent to particle laden synovial
ﬂuid, into the interface because of high capsular pressure. This relationship is likely
to be the result of capsular pressure pumping wear particles to the interface, as shown
in the models here. Robertsson et al. [75] also suggested that it is very likely that
capsular pressure functions as a pump that distributes particle-containing joint ﬂuid
through the path of least resistance of an interfacial gap. Flow of tracer particles to the
bone under ﬂuid pressure for 10 minutes, which is a relatively comparable time frame
to the period of time represented by 50 cycles here, has also been observed by Fahlgren
et al. [39]. The models show that at low (neutral) pressure, particles hardly enter the
bone region although displacement of very long and narrow gaps (80L-30W-30D and
80L-30W-30D models) results in a small percentage of particle penetration into the
bone. The eﬀect of displacement in these models is discussed later in this section.
The signiﬁcance of capsular pressure in osteolysis generation may also be conﬁrmed
by the clinical observation that focal osteolysis occurs more frequently in younger
patients [32]. Indeed, younger patients are more active, and as a result, high pressures
109may be more frequently generated in their joint capsule. Consequently, more particles
may be pumped into the interface which leads to a higher prevalence of osteolysis.
Zicat et al. [32] demonstrated that focal and larger lesions tend to develop in younger
patients and Goddard and Gosling [79] showed that capsular pressure my be higher in
young patients with problematic joints.
Despite the fact that, at low pressure, particles do not penetrate the bone signiﬁ-
cantly, up to 23% of available particles at the entrance ﬁnd their way in the gap region
in long gaps with small displacement (c.f. Table 5.2). These particles are located adja-
cent to the interfacial bone and may be transported to the bone by other means such
as cellular or lymphatic transportation and trigger long term bone resorption. They
also may cause production of cytokines that induce bone resorption.
The models here show that, under constant 60 kPa pressure, particles penetrate
into the bone region up to a depth 1.5 mm after 50 cycles. However, it should be noted
that high pressure does not normally remain constantly high and varies in physiological
conditions. While constant high pressure helps to accelerate the process of particle
migration in an aﬀordable computational time, it may overestimate particle penetration
during 50 cycles. Pressure variation may also lead to a phase diﬀerence between cyclic
capsular pressure and the micromotion of the gap. Additional studies which included
phases diﬀerences of 
2, π and 3
2 between a varying pressure (0 to 60 kPa during a
gait cycle) and gap micromotion, showed that the phase diﬀerence did not change
particle concentration and distribution signiﬁcantly since capsular pressure was still
the dominant driving force for particle penetration into the bone. Since ﬂow remained
laminar for a model run with cyclic pressure, including a pressure variation only reduced
particle penetration into the bone and the overall behaviour of the model remained
unchanged. In addition, the eﬀect of the physical presence of the bone matrix solid
phase which may lead to particle clogging at the interface is not included. These
may explain why particle penetration is overestimated here. In fact, the next chapter
includes these eﬀect in the simulations.
Another factor to be considered is the phase diﬀerence between
Particle migration
In the current study, models produce results that may be comparable to clinical obser-
vations. Penetration of particles deep into the periprosthetic bone has been observed.
Bauer et al. [20] mentioned that biopsies obtained several millimetres away from the
implant membrane contain particles. Willert et al. [35] also observed that particles
entered the interface and inﬁltrate marrow cavities of cancellous bone as well as the
Haversian canals of cortical bone. The depth of particle penetration seen in the mod-
els is comparable to the ﬁnding of Bobyn et al. [122] who observed that the injected
polyethylene debris (1 × 108 particles twice a week) penetrated the intratrabecular
110spaces approximately 2 mm after 10 weeks of injection followed by 10 weeks of rest.
Lalor et al. [60] also observed migration of particles to the periprosthetic bone marrow
at a comparable time of 4 weeks when polyethylene particles were injected into an
implanted rabbit joint. However, capsular pressure, micromotion and the number of
cycles are not known in these studies.
Despite the predominant downward ﬂow in the gap region, the results show that par-
ticles constantly enter the bone along the entire gap-bone interface and ﬂow in lateral
direction. This correlates well with clinical observations in radiographic examination
in which osteolytic radiolucent lines extend along the edges of the stem. Histological
examination of such cases demonstrate the existence of polyethylene particles along the
stem in these regions [56, 122, 64, 29]. Also, Zicat et al. [32] has shown that osteolysis
caused by particles appears to extend away from the bone-implant interface which is
agreement with the lateral direction of particle ﬂow seen here.
The distal direction of particle ﬂow in the gap shows that it is only in the presence
of an interfacial gap that particles ﬂow to the distal regions, which is a common ob-
servation in cementless implants with smooth surfaces. It has been shown that in the
absence of access to the bone along the edge of a stem, particles do not tend to accu-
mulate along the interface or migrate to distal regions [65, 122]. Another indication
for the necessity of an interfacial gap for distal particle migration is evident in stable
cemented prosthesis, in which the interface is sealed by the bone cement. It has been
shown that, in these implants, osteolysis appears only as small and focal lesions along
the interface where there is a defect in the cement [123]. This shows that in the absence
of interfacial gaps particles do not accumulate at the interface. Furthermore, particle
concentration is signiﬁcantly higher at the interface in cementless implants, which are
more prone to develop interfacial gaps, compared to those that are cemented as shown
by Hirakawa et al. [124].
Particle distribution and osteolysis
Despite the fact that particles enter the bone along the entire gap, simulations here show
that the penetration is generally larger at the gap bottom, which creates a balloon shape
distribution at the gap bottom resembling focal osteolysis seen in radiographs (c.f.
Figure 5.19). The results also show that particle concentration in periprosthetic bone
in proximal and distal regions is higher than other regions after 50 cycles. However,
the number of measuring areas with high concentration is more at the bottom of the
gap. In addition, while high concentration reaches a quasi steady state in the proximal
region after 30 cycles, particle concentration constantly increases at the bottom of the
gap. This phenomenon was conﬁrmed by running some of the models up to 200 cycles.
The reason for this may lie in the presence of high velocity spikes at the bottom of the
gaps described in the previous chapter (c.f section 4.3.1), which generates a velocity
111gradient across the bone in this region. As particles enter the bone, their velocity
decreases signiﬁcantly. Then, they travel through the porous bone with approximately
a constant velocity. Since particle velocity is relatively constant, the number of particles
entering and leaving a measuring area is the same. This results in a constant number
of particles in a measuring area at any instance in time. However, this phenomenon
does not occur in the bone around the bottom of the gap due to the presence of the
velocity spikes. The number of particles entering the measuring areas at the bottom
of the gap is more than the number of particles leaving these regions because of the
velocity gradient across the bone in the vicinity of the gap bottom. This results in
particle accumulation at this region.
Figure 5.19: Particle distribution obtained from the 40L-30W-30D model superimposed
on a radiograph of a linear-focal osteolytic lesion obtained by Zicat et al. [32].
The presence of polyethylene particles in periprosthetic bone has been reported
in many studies [34, 35, 47, 84, 53, 61]. However, there is no study in the literature
describing the pattern of particle distribution around the interface, particularly around
interfacial gaps. The models here suggest that particles are mainly distributed and
accumulate at distal regions around a gap. These regions, therefore, may be exposed
to a higher risk of osteolysis generation because of increasing particle concentrations.
The bottom of the gaps with lengths of 5 mm, 40 mm and 80 mm are located in Gruen
zone one(seven), two(six) and three(ﬁve), respectively. The likelihood of osteolysis in
these regions is shown in Figure 2.11 where it can be seen that in the presence of a
route for particle migration at the interface (smooth surfaces of the stem), osteolysis
is more likely to develop in lower zones of two(six) and three(ﬁve) (c.f. Figure 2.11).
This may be in accordance with the observation here that particles accumulate at the
distal regions of the gap. In the absence of interface access, as shown by Von Knoch
et al. [64], osteolytic lesions may only develop in grater trochanter above the shoulder
of the prostheses and/or in the upper Gruen zone one and seven which are represented
by the short gaps in the current study.
112The results show that in the long gaps the particle concentration is not as high is
shorter gaps. However, it has been shown that particle concentration at the bottom of
the gap increases as the model is run for more cycles. It is possible that in long gaps
the particle concentration reaches the critical threshold for osteolysis at the bottom of
the gap after more cycles, which is a very likely scenario considering the fact that an
implant experiences millions of cycles through its lifespan. As mentioned earlier, the
eﬀect of porosity is not included. Having these eﬀects included, higher concentrations
may have been reached in the longer gaps, which may exceed the critical threshold
of osteolysis. It is also shown that the concentration of particles is approximately
14% higher in focal osteolysis compared to linear osteolysis [53]. The models show
similar results for the 80 mm long gap in which the mean concentration of particles is
15% higher at the bottom of the gap, where focal osteolysis is likely to occur. This
diﬀerence in mean concentration between the gap bottom and mid-gap regions increases
to 23% and 37% for 40 mm and 5 mm gaps, respectively. Assuming that the particle
concentration reaches the critical threshold at some postoperative time, these values
show that for all gap lengths, linear osteolysis may develop along the gap while bottom
regions may turn to focal ostelysis. This process may be faster and more pronounced
for shorter gaps due to higher particle concentrations. In addition, measuring areas
with concentration above the 90th percentile are greater in number in long 40 mm and
80 mm gaps. These may also lead to conditions for very small regions of osteolysis to
develop along the implant edge that may join one another over a long period of time
to form linear osteolysis.
Gap micromotion
Contrary to the general belief that implant micromotion can act as a pumping mecha-
nism to transport particles to the bone-implant interface [76], the models in the current
study show that micromotion appears to push the particles out of the interfacial gaps.
This eﬀect is more pronounced for longer gaps. It can be seen in Table 5.2 that, at
high pressure, there is a 41% and 62% reduction in the total number of particles in
the bone in the 5L-30W-300D and 80L-30W-300D models, respectively, as a result of
a large micromotion of 300 µm. This may be caused by the fact that larger implant
displacement exerts a larger force on the ﬂuid in the gap region to overcome the force
generated by the capsular pressure. At low pressure, as the gap opens, particles are
drawn to the gap. As the gap closes, the majority of particles are pushed to the capsu-
lar region. However, some particles remain in the gap region and travel further down
the gap as the implant undergoes further gait cycles. The particle that migrate towards
the bottom of the gap are no longer pushed out by the implant micromotion. They are
rather pushed further down the gap and to the bone region. This is shown in Figure
4.11 in the previous chapter, where it can be seen that in the lower gap regions the
113ﬂuid continuously ﬂows down the gap and into the bone even when the gap is closing.
However, an implant undergoes millions of cycles during its time in vivo so, long and
narrow gaps may lead to particle accumulation at the bottom of the gap at low cap-
sular pressure. This may cause the appearance of osteolysis even in joints that do not
experience high pressures. However, the rate of particle accumulation is much lower in
these cases.
5.5 Limitations
There are certain limitations associated with this 2D study that have to be considered
while interpreting the results. In 3D, interfacial gaps have more complex geometries
and displacements. For instance, a wedge shaped interfacial gap with its tip pointing
distally may be signiﬁcantly more eﬃcient to transport particles to the gap bottom.
Linear osteolysis may not appear in the these gaps because of the large surface area
along which the particles may disperse whereas focal osteolysis may appear rapidly. As
mentioned earlier, the presence of bone matrix as an obstacle to particle ﬂow is not in-
cluded in these set of models. In addition, as bone is resorbed, a larger space which may
be ﬁlled with ﬂuid or ﬁbrous tissue is produced, encouraging more joint ﬂuid and wear
particles to ﬂow into that location, which fuels additional bone resorption. This may
change the pattern of particle distribution and osteolysis in the periprosthetic bone.
Particle clogging in the solid matrix and increases in periprosthetic tissue permeability
because of osteolysis are incorporated in the simulations in the next chapter.
Particles are modelled as spherical and inert with a constant size. In reality, how-
ever, wear particles have a variety of shapes and sizes. Considering these parameters is
outside the scope of the current work. Further analysis is required to study the eﬀect
of these parameters on the ﬂow of joint ﬂuid and periprosthetic particle distribution.
5.6 Conclusions
It has been shown that capsular pressure is the main driving force for particle migration
to periprosthetic tissue. Although cellular transport of particles has not been consid-
ered, hydraulic transfer appears to play an important role in particle migration to the
bone. Implant micromotion acts to pump out particles rather than sucking them into
the interfacial gaps, except in long gaps in which, even at low pressure, particles that
made it to the bottom region migrate to the bone tissue as a result of micromotion.
The models show that the type and degree of potential osteolysis sites depends on the
initial dimension of the interfacial gaps. Focal osteolysis is more likely to develop at
the bottom of the gaps where particle concentration is generally higher. In contrast,
the potential for linear osteolysis to develop is higher along the gaps. It was also shown
114that particle concentration is higher in shorter gaps leading to conditions for earlier de-
velopment of osteolysis along them. Finally, for osteolysis to develop in distal regions,
a constant supply of particles, as well as an access route to the endosteal bone must
be available.
115Chapter 6
Periprosthetic particle clogging and
tissue permeability variation
6.1 Introduction
In the previous chapter, the migration of wear particles to periprosthetic tissue at the
gap interface was studied. However, particle entrapment and clogging in the peripros-
thetic tissue were not considered. Data from the literature indicates the existence of
such mechanisms. Based on autopsy studies, it has been shown that particles from the
primary implantation stayed in the tissue for up to three months after revision [61].
This indicates that particles do not ﬂow continuously with the ﬂuid phase, but become
trapped in the periprosthetic tissue. From a clinical perspective, the eﬀect of particle
clogging and entrapment in the periprosthetic tissue may become signiﬁcant in long
term, when the number of accumulated particles in the tissue becomes large enough to
reduce tissue porosity resulting in a change in local tissue permeability, and osteolysis
generation.
The ﬁrst aim of this chapter is to devise methods to simulate particle clogging in
long postoperative periods and to investigate the parameters inﬂuencing the resultant
particle distribution and concentration. The second aim is to simulate permeability
increases, representing ﬁbrous tissue occupying the osteolytic lesions, in the peripros-
thetic tissue due to high particle concentration and to investigate parameters inﬂuenc-
ing its development. Increase in tissue permeability representing the generation of the
ﬁbrous tissue and its eﬀect on the periprosthetic ﬂuid ﬂow may provide a means to
better understand osteolysis generation and progression throughout time.
1166.2 Methods
6.2.1 Clinical parameters
6.2.1.1 The rate of wear generation and the degree of particle access to
the interface
The rate of wear generation depends on many parameters such as patient activity,
the femoral head size, relative position between the head and cup etc. Dowd et al.
[52] observed a forty-fold variability in wear rates between patients. By measuring the
penetration of the stem head into the acetabular cup, they observed that the rate of
wear generation during ten years, was linear for most of the cases. However, they also
observed cases with bimodal wear rates consisting of two apparent linear segments (c.f.
Fig. 6.1). These nonlinear cases were usually accompanied by the presence of non-
polyethylene particles, otherwise known as third-body wear particles, released from
the implant porous bed to the joint capsule. The release of these third-body particles
is more likely for cementless implants which have a porous surface for ﬁxation. The
mechanical failure of this porous surface leads to wear debris release to the system.
Third body particles may enter the space between the bearing surfaces, cause scratches
and increase the surface roughness of the femoral head. Increased roughness of the
femoral head may dramatically accelerate the rate of wear generation [125]. Damage
to the femoral head is common and was found on 89% of ﬁfty-four cobalt-chromium
alloy heads after postoperative periods ranging from eight months to nineteen years
[126]. Similarly, in an analysis of retrieved Charnley femoral components, 76% of
seventy-one stainless steel heads had an average surface roughness greater than that of
the time of implantation.
The rate of wear measured by the head penetration into the cup may overesti-
mate wear generation in early postoperative periods because much of the initial head
penetration is due to creep rather than the actual wear of the bearing material [28].
This may question the linearity in wear rate observed by Dowd et al. [52], who based
their observation on the head penetration. Additionally, there is an initial conformity
between bearing surfaces, which leads to lower contact stresses and consequently a
lower rate of wear in early postoperative years [127]. At the later postoperative stage
this conformity may disappear by inconsistent wearing of the cup, which may result in
higher rates of wear.
Apart from the rate of release of particles to the system, the degree of particle
access to the interface tissue through a gap also plays an important role. Some gaps
may exist from the early postoperative stages and widen to provide a greater access at
later stages, or some may appear some time after the implantation for various reasons
including mechanical failure or fatigue at the interface and become larger as time
117Figure 6.1: Rate of wear in 10 postoperative years. Wear release into the system can
be linear or nonlinear [52]
elapses.
The above explanation may show that the rate of wear generation or its access to
the tissue may vary for individual. To present this variation, diﬀerent rates of particle
release into the models are employed. This is explained in section 6.2.2.
6.2.1.2 Osteolysis threshold
A detailed explanation about the biological threshold for the onset of osteolysis in
terms of the particle number was given in section 2.3.5.3. In the following sections
the osteolysis threshold is referred to as ost. The deﬁned osteolysis thresholds in the
literature have to be converted to an appropriate parameter that can be used in the
current simulations.
In studies in which the particles in the ﬁbrous tissue, occupying osteolytic lesions,
are counted and the osteolysis threshold is established, the data is presented in terms
of the particle number per gram of tissue. The wet weight of the tissue is measured
ﬁrst and the specimen containing the particles is digested in a solution. The particles
in the suspension are then ﬁltered and counted under Scanning Electron Microscopy
(SEM). The results are then presented as particle concentration with units of number
of particles per 1 gram of tissue. To make this value appropriate for the current study,
the particle concentration has to be presented in terms of tissue volume. For example,
for a threshold value of ost = 1 × 109, one gram of periprosthetic tissue contains one
billion particles. Assuming a consistent particle distribution throughout the tissue and
a density of 1500 kg/m3 for periprosthetic tissue, 1 g of periprosthetic tissue consists of
a cube with a volume of 6.667 ×10−7 m3 and dimensions of approximately 8.7 × 8.7 ×
8.7 mm in which the one billion particles are evenly distributed. However, it is possible
to calculate the threshold for smaller volumes of tissue using linear interpolation. For
example, this threshold reduces to 750 particles for a cube with dimensions of 10 × 10
× 50 µm as shown in Figure 6.2.
By assuming a depth of 50 µm for the model (same dimension as the measuring areas
described in the previous chapter), it is possible to use linear interpolation to calculate
118the corresponding osteolysis threshold for each of the cell volumes in the model. This
is achieved by developing a user deﬁned function (UDF) which was incorporated in
the simulations. If the number of particles in a volume cell rises above the speciﬁed
threshold deﬁned by ost then the UDF instructs Fluent to assign a permeability value
of ﬁbrous tissue (1 × 10−11 m2 [95]) to that computational cell, thus simulating the
eﬀect of osteolysis.
Figure 6.2: Particle concentration in the bone
6.2.2 Scaling factor to simulate long term postoperative peri-
ods
As mentioned earlier, billions of particles are released from bearing surfaces and ac-
cumulate in periprosthetic tissue during postoperative years. It has been shown that
this large number of particles can accumulate over years in small regions containing
only one gram of tissue [54]. The number of particles released during ten seconds of
simulation time in the models developed for the previous chapter is signiﬁcantly less
than that which is released in the eﬀective joint space during postoperative years. For
instance, for a normally functioning implant, approximately 6.67 billion particles are
released into the system during each postoperative year while during the simulation
time of 10 seconds only 2.8 million particles (280000 parcels) in total are injected in a
model. Injecting such a large number of particles to simulate long term postoperative
periods is beyond the current computational capabilities. To circumvent this problem,
a parameter called ‘scaling factor’ (sfy) is implemented to artiﬁcially multiply the num-
ber of particles that are released in the model during the practical simulation time of
ten seconds to a target number appropriate for a particular postoperative year. The
subscript y in sfy shows the intended postoperative year to be simulated where y can
be 1, 2, 3 ... 16. For example, sf1 indicates that the number of particles is scaled for
the period of one postoperative year. Using this approach, it is possible to mimic a
119long period of postoperative time using a practical simulation time of 10 seconds. This
is demonstrated in Figure 6.3 where it can be seen how the real number of injected
particles in the model is scaled to a desired number of particles during a simulation.
Figure 6.3: Example shows scaling factor, sf1, scales the real number of particles in
the model to the desired number of particles. Lower x axis shows the simulation time
and the upper x axis shows the postoperative time.
It was shown in Chapter 5 that at least 30 cycles are required to reach a quasi-state
equilibrium for particle distribution and concentration in the bone. Ideally, every time
the number of particles is scaled by the scaling factor sfy, the models should run until
a new equilibrium is reached before the particle number is scaled again. However, this
requires a signiﬁcant computational time which is beyond the capabilities available for
the current study. However, to circumvent this problem, particles number is scaled in
small intervals of simulation time step (∆t = 0.02s) throughout a simulation. Although
equilibrium is not achieved every time particles number is scaled by using this approach,
the models can still provide a ﬁrst approximation for the overall eﬀect of particles on
clogging the periprosthetic tissue and ﬁbrous tissue generation.
If it is assumed that ten seconds of simulation time represents a period between
implantation and a particular postoperative time, the number of particles has to be
scaled according to the postoperative time that is represented by the simulation time at
each instance. In addition, the rate of wear generation may change over postoperative
time and is not necessarily linear. To represent these phenomena mathematically, sfy is
deﬁned as a polynomial function of the simulation time and its power degree represents
120the degree of wear generation nonlinearity (c.f. Figure 6.4). If the desired number of
particles at a particular postoperative time (t) is deﬁned by Npd(t), the real number
of particles that has been injected to the model by that time by Npinj(t), the ﬁnal
desirable number of particles that has to be achieved by the end of simulation by Npf,
the scaling factor by sfy(t) and the degree of the scaling factor by pd then,
Npd(t) = sfy(t)
pd.Npinj(t). (6.1)
Since the practical run time for the simulations in this study is ten seconds, the
boundaries for the above function has to be set such that the total number of particles
after scaling reaches the ﬁnal target value. Therefore, the following criteria has to be
satisﬁed:
Npf =
∫ 10s
0
Npinj(t).sfy(t)
pddt (6.2)
The realisation of the above equations is shown in Figures 6.4 and 6.5 which are
plotted for the case of ten years of postoperative time. Figure 6.4 shows how the
polynomial degree (pd) aﬀects the linearity of wear generation in the models. Regardless
of the degree of the polynomial, the ﬁnal number of particles in the model reached by
the tenth year is always the same and set by the value of Npf. Figure 6.5 shows
the instantaneous scaling number during the simulation time for diﬀerent polynomial
degrees. For linear wear generation (pd = 1) the scaling number is constant form
the beginning of the simulation. For larger values of pd it increases from zero to the
desired number. pd values greater than one produce a relatively slow rate of increase
in particles number at ﬁrst, which then increases by the end of simulation. In other
words, the plots showing cases with pd larger than one in Figure 6.4, have a smaller
slope at the beginning of a simulation which increases by time. Throughout the text,
pd = 1 is referred to as higher wear generation rates and pd = 2 and 4 represent slower
rates, respectively.
In summary, the above approach can be used to induce diﬀerent wear generation
rates representative of a realistic postoperative time.
6.2.3 Particle clogging model and clogging factor (cf)
Flow of particles through a porous medium is a complex phenomenon because of various
mechanisms involved. Two types of particle clogging have been deﬁned. Mechanical
clogging for large particles (diameter > 30 µm), and a physicochemical ﬁltration for
small particles (diameter about 1 µm). For mean particle size (1 µm < diameter <
30 µm), which is the focus of the current study, both mechanical and physicochemical
phenomena [128] are in eﬀect. When particles ﬂow through a porous medium, they are
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122brought into contact with possible retention sites; they stop there or are carried away by
the stream. The following scenarios may occur in this process: contact of particles with
the retention sites; ﬁxing of particles on the sites, and eventually, the breaking away
of previously retained particles. In the case of periprosthetic tissue, it is possible to
consider diﬀerent parameters which describe the elementary processes of clogging and
de-clogging. Retention sites that may stop particles include periprosthetic immobile
soft tissue and trabecular bone crevices and surfaces. These sites may be smaller
smaller than the size of the particles. There may also be retention forces. The ﬂuid
pressure may hold an immobilised particle against a porous opening. Particles may also
remain in place by friction. Surface forces including the Van der Waals forces, which are
always attractive, the electrical forces (electrostatic or electrokinetic) which are either
attractive or repulsive according to the physicochemical conditions of the suspension
may also play a role. In addition, it is known that giant cells tend to accommodate
and immobilise a large number of particles inside them [67], which may be considered
as another clogging mechanism. Some of the entrapped particles may also be captured
by the ﬂow shear stress and start migrating again or they may be carried away by the
vascular drainage system. This creates a scenario in which particles are continuously
deposited on and broken away from periprosthetic tissue (c.f Figure. 6.6).
Figure 6.6: Schematic representing particle clogging in a porous medium. Some par-
ticles are deposited on the solid matrix of the porous medium while some previously
deposited particles are broken away from the solid matrix and carried away by the ﬂow.
Simulating each of the above mechanisms is not possible because of the complex-
ity and the fact that there is no data available in the literature describing them for
periprosthetic tissue. However, it is possible to represent their overall eﬀects by a
clogging parameter. This parameter may deﬁne the degree or the probability of the
particles being trapped or stopped in the periprosthetic tissue.
There are two restrictions in deﬁning and implementing such a parameter in the
models in the current study. Firstly, such a parameter deﬁning particle deposition
123in porous media cannot be incorporated in the currently available theoretical models
in Fluent. Secondly, there is no data deﬁning particle clogging or similar properties
for periprosthetic tissue. To circumvent the ﬁrst restriction, a code was written in C
and incorporated to Fluent as a UDF. In this code Fluent is instructed to tag particle
parcels by a randomly generated number between zero and one in each time step as the
particles are injected to the continuum ﬁeld. This provides an identiﬁcation number for
each parcel. Then Fluent is instructed to loop through all the parcels and detect those
particles in the bone region and assign a zero velocity to those particles that have been
assigned a tag in a certain range. For instance, it is possible to instruct Fluent to stop
particles which are tagged with a number less than 0.9 in each time step. This means
that throughout the simulation, 90% of the particle are stopped in the bone region in
each time step. This forced zero velocity simulates the entrapment of particles in porous
obstacles. This approach makes it possible to control the percentage of particles that
clog the bone region. The parameter that deﬁnes the percentage of stopped particles
is called clogging factor (cf). cf values can range from 0% (no clogging) to 100% (a
complete blockage to particles). A sensitivity analysis for cf values is carried out in
section 6.3.2.
To circumvent the second restriction, an empirical approach is adopted. In this
approach the clinical observation of particle distribution pattern at the interface is
used as a criteria for choosing an appropriate clogging factor. Bobyn et al. [122]
described such a distribution by stating that particles were conﬁned almost entirely to
the membrane adjacent to the implant when there is a continuous supply of particles.
The largest particle quantities are located in the membrane adjacent to the implant
and extend along the entire interface and the smaller quantities of particles are located
further from this membrane in trabecular spaces. No particles are observed within
intratrabecular spaces in regions further than approximately 2 mm away from the
implant. In other retrieval studies in which periprosthetic particles were analysed
and counted, the specimens containing billions of particles were taken from regions
just adjacent to the implant [124, 129]. These observations show that the majority
of particles have a tendency to accumulate in close proximity of the interface. On
the other hand, particles are also observed several millimetres away from the bone
implant interface [53], which indicates that, despite the existence of obstacles, a small
number of particles may still ﬁnd their way deep into the periprosthetic tissue. Linear
radiolucent lines, which indicate the presence of osteolysis and particles, normally do
not extend more than 4 mm [130] which shows that migration of particles into the tissue
is limited. All the above observations indicate that particle concentration is highest
in close proximity of the interface and decreases further from the interface. Such
a phenomenon is also seen in particle ﬁltration studies in geological material [131].
Many studies have been reported in the literature addressing particle entrapment in
124the soil and other material [128]. However, applicability of these studies is limited to
particular cases considered. There is no such a study relevant to the bone-marrow
system surrounding an implant. In summary, the clinical observation of higher particle
concentration and accumulation in close proximity to the interface and lower particle
concentration and accumulation at distant regions from the interface is used as a criteria
to choose an appropriate value for cf. The process of choosing the appropriate cf for
the current study is discussed section 6.3.2.2.
6.2.4 Particle-porosity relationship
As particles clog and accumulate in periprosthetic tissue over numerous postoperative
years the tissue porosity and, therefore, its permeability tends to reduce. Thus, changes
caused to the local permeability in regions containing particles becomes a function of
the number of residing particles in that region. As explained in section 2.5.8, bone per-
meability k can be described as a function of its porosity, ϕ. For bone, this relationship
is described by the Kozeny-Carmen model.
Porosity is the ratio between the void volume and the entire volume of a continuum
element. As particles enter and clog the pores of periprosthetic tissue, the porosity
and permeability of the material are reduced. Therefore, the new porosity, ϕnew, as
the result of particle accumulation is a function of initial porosity ϕ0 and the volume
occupied by the instantaneous number of particles Vp in a cell volume, cv:
ϕnew = ϕ0 −
Vp
cv
. (6.3)
In the above equation, the total volume of particles is eﬀectively subtracted from
the void volume and a new value for the porosity is calculated. Therefore, a new
permeability can be calculated based on the new porosity, ϕnew, using the Kozeny-
Carmen model described in section 2.5.8:
knew =
cϕ
new
Sv(ϕnew)2, (6.4)
where c and α are correlation coeﬃcients, and Sv(ϕnew) is the bone speciﬁc surface
function [101].
To simulate this phenomenon in Fluent, a UDF was written to identify those cells
in the bone region containing particles, and to implement changes in the permeability
in each cell volume at each time step using the above equations.
6.2.5 Varying parameters in simulations
To simulate particle clogging in long term postoperative periods and to investigate how
the clinical parameters inﬂuencing the resultant particle distribution and concentration,
125the parameters shown in Table 6.1 were varied in the speciﬁed ranges. The main focus
is on models run with sf10 since ten years is the postoperative time intended to be
simulated in this chapter. However, some simulations were run with sfy representative
of postoperative periods other than ten years to establish sensitivity of the results to
the length of the simulated postoperative period. To reduce the computational costs
and also to only focus on the eﬀect of the mentioned parameters, only the 5L-30W-
30D high pressure model is used in this chapter. The simulations are transient and the
boundary conditions and gap displacement are similar to that described in Chapter
3. The injection of particles and the number of cycles (56 injection points and 10s of
simulation time consisting of 50 cycles) are similar to that described in the Chapter 5.
Table 6.1: Parameter deﬁnitions and ranges.
Varying parameter Minimum Maximum
Scaling factor (sfy) y = 1 y = 16
Polynomial degree of scaling factor (pd) 1 4
Clogging factor (cf) (%) 0 90
Osteolysis threshold (ost) (particles number
per gram of tissue)
5 × 108 1 × 1012
6.3 Results
6.3.1 General observation
In general, the results discussed in details below show that particle distribution and
concentration in periprosthetic tissue is signiﬁcantly inﬂuenced by the value of clogging
factor (cf). An approach has been adapted to determine the value of clogging factor
(cf) for a given scaling factor (sfy) such that the distribution of particles closely repre-
sent clinical observations. The rate of wear generation represented by the polynomial
degree of sfy also has an eﬀect on particle distribution in the periprosthetic tissue. In
the models simulating permeability increase representative of ﬁbrous tissue generation,
osteolysis threshold (ost) and the polynomial degree (pd) (also referred to as the rate of
wear generation) play a combined role in determining the extent and onset of perme-
ability increase (also termed as ﬁbrous tissue generation) in postoperative years. For
the ease of comparison in the following sections, the particle concentrations are repre-
sented by the actual number of particles in the model and not the number of particles
after scaling.
1266.3.2 Sensitivity to clogging factor (cf)
6.3.2.1 The sole eﬀect of cf
The clogging factor (cf) determines the percentage of particles that are stopped by
the periprosthetic tissue solid phase (c.f. section 6.2.3). To investigate the eﬀect
of cf, models with cf values of 0%, 30%, 50%, 70% and 90% were run. Figure 6.7
shows that this parameter (when no permeability change is included) only aﬀects the
depth of penetration and concentration. However, the overall particle distribution
which is characterised by relatively high particle concentration at the gap entrance
and bottom remains unchanged. As cf increases from 0% to 90% there is a linear
reduction in particle penetration depth, approximately. However, Figure 6.8 shows
that particle concentration in all ﬁve interface regions increases exponentially as cf
increases from 0% to 90%. An inspection on particle positions along the interface shows
that, as the depth of penetration decreases, particles are packed more closely to each
other resulting in higher concentrations. This increase in particle concentration may
aﬀect the periprosthetic ﬂow and the particle distribution when changes in permeability
during postoperative periods are included in the models. This phenomenon is discussed
in the next section.
Figure 6.7: Contour plots showing particle concentration for models run with cf values
of 0% 30%, 50% and 90% when no permeability change is included. cf inﬂuences the
depth of penetration and subsequently the particle concentration in the periprosthetic
tissue.
6.3.2.2 The combined eﬀect of cf and sfy
As mentioned earlier, there is no data available in the literature describing particle
clogging (in terms of its probability or rate) in periprosthetic tissue. Therefore, the
criteria to choose an appropriate cf was based on clinical observations, which is referred
to as ‘clinical criteria’ in the following text. Models with scaling factors representing
one to sixteen years in conjunction with diﬀerent values of cf were run. The results
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Figure 6.8: Regional plot of the particle concentration in diﬀerent regions in the bone
along the gap for models run with cf values of 0% 30%, 50% and 90% when there
no permeability change is included. Increasing the value of cf causes an exponential
increase in the mean particle concentration in all periprosthetic tissue regions. The
maximum particle concentration also increases accordingly.
show that for a given sfy (y = 1,2 ... 16), cf plays a deﬁning role in determining
the periprosthetic particle distribution. The overall observation is that, for a given
postoperative year represented by y, for the particle distribution at the interface tissue
to satisfy the clinical criteria, the value of cf has to be empirically adjusted for that
particular postoperative period. The overall trend is that, as y decreases, the cf must
increase for the models to be conﬁned within the clinical criteria. For instance, for
particle distribution to resemble clinical observation, a higher value of cf is required
for y = 1, when compared to a model run with y = 10. A detailed analysis for the
relationship between sfy and cf for the case of y = 10 is presented here since the
purpose of this chapter is to model a postoperative time up to ten years.
The contour plots of particle concentration and distribution for the models with cf
values of 0%, 30%, 50%, 70% and 90% and sf10 are shown in Figure 6.9. For cf > 50%,
particle penetration is eﬀectively blocked and a few particles penetrate the bone beyond
50 µm from the interface. In other words, particles only accumulate at the gap interface.
On the other hand, for cf < 50% deep particle penetration into the bone is possible.
However, particle concentration throughout the tissue for most of the regions remains
unchanged (c.f. 0% and 30% cases in Figure 6.9). In other words, there is no particle
accumulation at close proximity of the interface in these cases. To better demonstrate
this, plots showing particle concentration along a proﬁle line located in the mid-gap
128region perpendicular to the interface for cf values of 0%, 30% and 50% are shown
in Figure 6.10. The plots for cf values of 70%, 90% are not shown since there is no
signiﬁcant particle penetration to be measured for these values. This ﬁgure shows that,
it is only when the value of cf = 50% that a gradual decrease in particle concentration
occurs. Lower values produce an approximately constant particle concentration along
this proﬁle line. Therefore, it is possible to conclude that the cf value of 50% may be
able simulate the aforementioned clinical criteria for the postoperative period of ten
years. This value was thus employed for the rest of the simulations in this chapter.
Figure 6.9: Contour plots showing particle concentration and distribution for cf values
of 0% 30%, 50% and 90% when the simulation intends to represent a postoperative
time of ten years.The clinical criteria is best presented by the cf value of 50%.
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Figure 6.10: Particle concentration along a proﬁle line which is located in the mid-
gap region. This proﬁle line is perpendicular to the interface and extends to up to the
regions of farthest particle penetration. For ease of comparison its length is normalised.
A gradual decrease in particle concentration occurs for cf = 50%.
1296.3.3 The eﬀect of the scaling factor (sfy) polynomial degree
(pd) on periprosthetic particle distribution and ﬂow
6.3.3.1 Interfacial permeability change due to particle clogging
As particles clog the interface tissue during postoperative years, they may reduce the
local permeability of the tissue. How this reduction occurs, depends on the rate of wear
and the degree of particle access to an interfacial gap. The rate of wear generation or
the degree of particle access can be presented by the sacling factor polynomial degree
pd. Figure 6.11 a, b and c show how changes in permeability evolves for pd values of one,
two and four, respectively. In the ﬁrst postoperative year only polynomial degree of one
results in noticeable reduction in permeability of the interface tissue. This reduction
can be up to three orders of magnitude. However, the regions aﬀected only extend to
a small depth. As the model is run further in time, Figure 6.11 (a) shows that per-
meability reduction is always more pronounced in regions closer to the interface. This
is also the case for pd = 2 and pd = 4 in those postoperative years in which a reduc-
tion in the permeability starts appearing. For pd = 2, the permeability change starts
appearing between the second and third postoperative years. This change, however,
only occurs at the bottom of the gap initially and it is only at later postoperative years
(between years six and eight) that it develops along the interface. By the tenth year
a signiﬁcant reduction in permeability along the interface with further development at
the bottom of the gap can be seen. For polynomial degree of four, reduction in per-
meability similarly occurs at the gap bottom initially, but at later postoperative stage
(sixth year). It then develops along the entire interface. For the polynomial degree
of four, however, regions experiencing permeability reduction are located deeper into
the periprosthetic tissue by the tenth year. This is more pronounced at the bottom of
the gap in particular. Comparing the three polynomial degree cases presented here, it
can be seen that a constant scaling number, which is induced by pd = 1 (c.f. Figure
6.5) results in a greater and an earlier permeability reduction. The eﬀects of these pat-
terns of permeability change on periprosthetic particle concentration and distribution
is presented in the following section.
6.3.3.2 Interfacial particle distribution after particle clogging
Figure 6.12 a, b and c show the variation of particle distribution and concentration
for pd = 1,2 and 4. In the early postoperative years, there is no signiﬁcant diﬀerence
between these cases. At later stages, however, this ﬁgure shows that as the polynomial
degree increases, the depth of particle penetration also increases. This means that
higher initial rates of wear generation clog the interface at early stages and inhibits
the following particles from penetrating deeper into the bone. At a constant wear
130Figure 6.11: Contour plots showing permeability change at the interface tissue for
pd = 1,2 and 4. The plots show how reduction in permeability progresses into the
interface tissue as time elapses.
131generation (pd = 1) particle concentration is higher at the bottom of the gap in the
early postoperative years (until the sixth year). However, at later stages, particle
accumulation becomes pronounced also in other interfacial regions.
Figure 6.12 b and c show that particle concentration remains higher at the gap
entrance and bottom during all the postoperative years. This is more clearly evident in
Figure 6.13 where regional plots for particle concentration at the tenth postoperative
year are shown. However, for the case of pd = 2, it can be seen that, by the tenth
postoperative year high concentration is about to appear along the entire interface
similar to that of observed in the case of pd = 1 in the tenth year (c.f. Figure 6.12 a).
Running the model with pd = 2 for further time conﬁrmed this trend. The average
concentration is higher in all the regions for pd = 1, whereas it remains approximately
the same for the pd = 2 and pd = 4 (c.f. Figure 6.13).
A common feature seen in all the simulations is the signiﬁcantly higher number of
particles in regions adjacent to the gap bottom. This is also evident in Figure 6.13
where maximum concentrations are signiﬁcantly higher in region ﬁve. Signiﬁcantly,
the location of this highly concentrated measuring area coincides with regions where
ﬂuid spikes were observed in Chapter 4.
6.3.3.3 Interfacial ﬂuid velocity and pressure
The presence of particles and the subsequent reduction in permeability aﬀect the ﬂuid
velocity in the gap and periprosthetic tissue adjacent to the gap. However, change in
pressure is not signiﬁcant in these regions. Figures 6.14, 6.15 and 6.16 show velocity
measurements along the gap and bone proﬁle lines, described in Chapter 4, throughout
the simulation time for the case run with pd = 1. Figure 6.14 shows that there is
no signiﬁcant change in the ﬂuid velocities in the gap up to the third postoperative
year except for regions experiencing negative velocity (downward ﬂow) during gap
closing motion (shown with square legend). It can be seen that the region located
below zero at early postoperative years is shifted above zero (upward ﬂow). This shift
to velocities above zero indicates that part of the ﬂuid which was previously (early
postoperative years) ﬂowing into the bone even during gap closing motion no longer
enters the bone. In other words, in late postoperative years, when the interface tissue
is clogged signiﬁcantly, most of particle carrying ﬂuid which enters the gap region
leaves this region without ﬂowing signiﬁcantly to the bone into. In addition, between
the sixth and tenth postoperative years, there is a signiﬁcant reduction in velocity
magnitudes at instances in which the gap is not in motion (fully open and closed).
These reductions in velocity between zero and ten postoperative years are 90% and
91% for open and closed gap, respectively. However, the change is 25% reduction and
24% increase when the gap is opening and closing, respectively. Similar phenomenon
can be seen in the x direction in Figure 6.15. This ﬁgure shows that by the eighth
132Figure 6.12: Contour plots showing particle concentrations for models with pd = 1,2
and 4. Plots show the changes in particle distribution and concentration as the simu-
lations progress in time.
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Figure 6.13: Regional plots showing the mean and maximum particle concentrations
for a model representing ten postoperative year with pd = 1,2 and 4. High rare of wear
generation cause an increase in both mean and maximum particle concentrations in
the periprosthetic tissue. There is no signiﬁcant change between cases run with pd = 1
and 2.
postoperative year when the interface tissue is signiﬁcantly clogged, ﬂuid velocities
are also similar in the x direction along the gap in both opening and closing motions.
This observation indicates that, in long postoperative time, despite the fact that ﬂuid
velocities generated by micromotion remain high, the overall eﬀect of micromotion in
pumping particles into the periprosthetic tissue is not signiﬁcant since most of the ﬂuid
carrying particles leaves the gap regions when gap closes. The mentioned eﬀects are
less pronounced for other cases of polynomial degree of two and four (no plot presented
here). For pd = 2, the reduction in velocity between zero and the tenth postoperative
years is 39% and 43% for open and closed positions, respectively. This reduction for the
time when gap is opening is only 11%. For pd = 4, the reduction in velocity between
zero and the tenth postoperative year is 26% and 28% for open and closed positions,
respectively. This reduction for the time when gap is opening is only 7%. There is
almost no change in velocity for gap closing instances for both pd value of two and four.
These changes in ﬂuid velocity in the gap region have direct eﬀects on the ﬂow in the
periprosthetic tissue. Figure 6.16 shows a signiﬁcant change in the magnitude of ﬂuid
spikes. The ﬂuid spike increases 254% by the third postoperative year in comparison
to its initial value at zero postoperative year. There is a reduction in the sixth year
and again an increase in the eighth year. The velocity spike ﬁnally reduces to 60% of
its initial value at the zero postoperative year by the tenth postoperative year. These
changes in the magnitude of velocity spikes can be explained by a close inspection at
the local particle distribution and permeability at the bottom of the gap. Signiﬁcant
134Figure 6.14: Velocity plots for the gap proﬁle line in diﬀerent postoperative periods.
The eﬀect of particle clogging on the these velocities can be observed. The ﬁgure
shows that there is no signiﬁcant change in the ﬂuid velocities in the gap initially
except for regions experiencing negative velocity (downward ﬂow) during gap closing
motion (shown with square legend). However, at later stages, there is a signiﬁcant
reduction in velocity magnitudes at instances in which the gap is not in motion.
135Figure 6.15: Velocity plots in the x direction for the gap proﬁle line in diﬀerent postop-
erative periods. The eﬀect of particle clogging on the these velocities can be observed.
The ﬁgure shows that there is no signiﬁcant change in the ﬂuid velocities in the gap
initially expect appearance of ﬂuctuations caused by particles clogging reducing the
permeability at the discrete regions of their entrance to the bone. The velocities are
also larger when the gap is opening. However, at later stages, ﬂuid velocity in the x
direction are similar when the gap is in closing and opening motion.
136increases in the ﬂuid spikes occurs when the gap bottom is only partially clogged by
particles. This partial clogging and reduction in permeability leaves local regions and
paths with least resistance into which ﬂuid ﬂows with higher velocities. As particles are
constantly ﬂowing and as the stopping mechanism is random, the area of the clogged
region may vary over time, as does the magnitude of the ﬂuid spikes. However, it can
be seen that by the tenth year the entire gap bottom is evenly clogged and, therefore,
there is a signiﬁcant reduction (60%) in the velocity spike. The same can be observed
for polynomial degrees of two and four. However, increase in spikes appears after the
sixth postoperative year and remains until the tenth year since the bottom region is
not fully and evenly clogged.
6.3.4 Permeability increase simulations
The results in this section show that the model is capable of simulating bone replace-
ment by ﬁbrous tissue (represented by permeability increase) as a function of parti-
cle concentration at the periprosthetic tissue. Simulations with osteolysis threshold
ranging between 5 × 108 and 1 × 1012 particles per gram of tissue were run for ten
postoperative years with diﬀerent wear generation rates (pd = 1, 2 and 4).
6.3.4.1 The eﬀect of osteolysis threshold (ost)
Figure 6.17 demonstrates periprosthetic regions experiencing increased permeability.
These regions are referred to as ﬁbrous tissue in this ﬁgure, which appear to have
a grain-shaped pattern. This feature is due to particle injection resolution and the
fact that particle enter the bone through discrete and distinguishable paths. This
ﬁgure shows the threshold for osteolysis has a direct impact on the extent of ﬁbrous
tissue expansion. Lower values of ost result in a greater area of bone experiencing
increased permeability (ﬁbrous tissue). In cases run with ost = 5 × 108 and 1 × 109
particles per gram of tissue, permeability increase is not signiﬁcant in the ﬁrst operative
year (not shown here). The increase in permeability stars appearing from the second
postoperative year and then it progresses through bone tissue as time elapses. By the
tenth postoperative year, it has penetrated the bone approximately 0.6 mm in regions
located along the gap and approximately 1.5 mm in regions located at the bottom of
the gap (c.f. Figures 6.17 a and b). The most pronounced feature of these cases is the
excessive expansion of increased permeability (ﬁbrous tissue) at the bottom of the gap
which may resemble focal osteolysis observed clinically. Comparing its expansion along
the interface with that of the bottom of the gap throughout time, indicates that its
the rate of progression is greater at the bottom of the gap compared to other regions
For ost = 1×1010 particles per gram of tissue, increase in tissue permeability around
the gap is not observed until the third postoperative year. By the sixth year, only
137Figure 6.16: Velocity plots for bone proﬁle line. It can be seen that velocity spikes still
occur at the bottom of the gap. However, their magnitudes vary over time.
138small regions of bone located at the gap entrance and bottom experience an increase
in permeability. It is only by the tenth year that distinctive regions with increased
permeability (ﬁbrous tissue) are observed. The pattern of permeability increase tends
to be linear in this case. As ost increases to 5×1010 particles per gram of tissue and any
value above, no increase in permeability occurs in the model and only a permeability
reduction is observed a a result of particle clogging the periprosthetic tissue.
In summary, the results show that there is a relationship between the osteolysis
threshold and the temporal and regional development ﬁbrous tissue.
The periprosthetic ﬁbrous tissue generation has a direct impact on particle trans-
port. Contour plots of particle concentration and distribution for four ost values are
shown in Figure 6.18 for a model with pd = 2. Comparing this ﬁgure with Figure 6.17,
shows that regions in which bone is replaced by ﬁbrous tissue there is an excessive
particle penetration. Particles penetrate further into the bone through distinguishable
paths of least resistance generated by the ﬁbrous tissue. Since particles are distributed
over a larger area, the concentration of particles is, in general, lower than the cases in
which permeability increase is not included. As the rate of ﬁbrous tissue generation is,
generally, faster at the bottom of the gap, the rate of particles entering this region is
also faster compared to other regions.
6.3.4.2 The eﬀect of wear generation rates (pd)
Figure 6.19 shows regions with increased permeability in the tenth postoperative year
for diﬀerent combinations of wear generation rates (pd = 1, 2 and 4) and osteolysis
thresholds (ost = 1×109 and 1×1010 particles per gram of tissue). It can be seen that
for a lower ost value, permeability increase occurs in all wear generation rates and it
has a focal shape at the bottom of the gap. However, the rate of wear generation has
a more signiﬁcant eﬀect for the higher value of ost. pd = 1 leads to an expanded region
with increased permeability at the bottom of the gap while wear generations of pd =
2 and 4, which represent initial lower rates, lead to a linear pattern of permeability
increase along the gap.
Inspecting the temporal development of each case presented in Figure 6.19, shows
that, similar to the case for pd = 2, increase in permeability starts developing by the
second postoperative year for pd = 1. However, there is no sign of permeability increase
until the eighth postoperative year for the case with pd = 4. For this case, an increase
in wear generation rate towards the end of simulation leads to a rapid increase in
permeability at the interface which has a linear pattern. These ﬁndings demonstrate
that the rate of wear generation and the ost play a synergistic role in temporal and
regional increase in permeability.
The corresponding particle concentration and distribution for diﬀerent combina-
tions of wear generation rates and osteolysis thresholds is shown in Figure 6.20. This
139Figure 6.17: Permeability plots which represent ﬁbrous tissue generation at the in-
terface for diﬀerent values of ost. Regions with permeability of ﬁbrous tissue (k =
1×10−11) and permeability of bone (k > 1×10−14) are shown. Fibrous tissue patterns
tend to take a focal shape for a lower ost and tend to be more linear for higher ost.
140Figure 6.18: Particle concentration and distribution in models simulating osteolysis
generation with diﬀerent values of ost. Particles penetrate further into the bone through
distinguishable paths of least resistance generated by the ﬁbrous tissue.
141ﬁgure shows that particle penetration is larger at the bottom of the gap for all cases run
with ost=1 × 109 particles per gram of tissue and for the case of high wear generation
rates (pd = 1) and ost=1 × 1010 particles per gram of tissue. Despite the fact that the
region experiencing increased permeability at the bottom of the gap is smaller for the
case of high wear generation rates (pd = 1) and ost=1 × 1010 compared to the cases
with ost=1×109, it can be seen that particles still penetrate farther into tissue at the
bottom of the gap in this case, although the depth of penetration is smaller compared
to cases presented in Figure 6.20 a.
Figure 6.19: Permeability plots which represent ﬁbrous tissue generation at the in-
terface for diﬀerent values of pd and ost. Regions with permeability of ﬁbrous tissue
(k = 1 × 10−11) and permeability of bone (k > 1 × 10−14) are shown.
142Figure 6.20: Particle concentration and distribution in models simulating osteolysis
generation with values of ost = 1 × 109 and 1 × 1010 and pd = 1,2 and 4 in the tenth
postoperative year.
6.3.4.3 Fluid velocity and ﬂow in osteolytic tissue
Despite generation of ﬁbrous tissue along and at the bottom of the gap, the velocity
plots along the bone proﬁle line (shown in Appendix B Figure B.3) demonstrate the
presence of ﬂuid spikes at the bottom of the gap. However, the magnitude of the ﬂuid
spike reduces 50% in early postoperative years (until the sixth year) and increase up to
100% at later postoperative years. The important observation is that the ﬂuid spikes
which appears to act as a pump, still exist at the bottom of a gap surrounded by regions
with increased permeability. The increase in its magnitude at late postoperative stages
may lead to a more pronounced pumping action.
1436.4 Discussion
The eﬀect of particle clogging on particle accumulation and ﬁbrous tissue generation
in the periprosthetic tissue may be not be signiﬁcant in short-term periods such as
those modelled in chapter 5. Therefore, the focus of this chapter has been on long-
term postoperative periods. The high capsular pressure 5L-30W-30D model was run
with settings developed to simulate particle clogging and increase in permeability (rep-
resenting ﬁbrous tissue) in the periprosthetic tissue along an interfacial gap. Such
simulations have not been carried out before.
Realistic simulation of particle clogging in a porous medium is beyond the current
capabilities of the CFD Fluent software. Therefore, the following parameters and
settings were developed and incorporated within the Fluent software in the form of user
deﬁned functions (UDF). (i) Scaling factor (sf) which artiﬁcially increases the number
of particles during the transient simulation time to a desired number representative
of a particular postoperative year, (ii) Polynomial degree of the scaling factor (pd)
which describes the rate (or linearity) of wear generation during postoperative years,
(iii) Clogging factor (cf) which determines the appropriate percentage of particle being
stopped at each time step and (iv) Osteolysis threshold (ost) that determines the
particle concentration in which the periprosthetic tissue turns into ﬁbrous tissue. A
UDF was also developed that was capable of changing the porous medium permeability
in each volume cell according the instantaneous number of particles residing in that
cell. This UDF, counted the number of particles after scaling and used the Carmen-
Kozeny model to calculate the changes in tissue permeability because of the porosity
change caused by particle accumulation. The UDF also changed the cell permeability
to that of ﬁbrous tissue once particle concentration was above the osteolysis threshold.
The focus of the case studies presented in this chapter was based on ten postoperative
years since this was the period in which osteolysis is observed in the majority of failed
cementless implants.
Particle number scaling and clogging
The physical eﬀect of sf10 in the model is on the volume of particles occupying the
periprosthetic tissue porosity. A sensitivity analysis showed that the values of cf and
sfy are interrelated. In other words, depending on the postoperative period represented
by sfy, the value of cf has to be empirically adjusted for the model to behave realistically
to generate regions of high particle accumulation in the proximity of the implant akin
to clinically observed data and shapes of osteolysis. Basing the adjustment of cf on
clinical observations was the only available option for determining cf due to the lack
of data in the literature and limited access to the discrete phase model (DPM) solver
in Fluent. The clinical criteria considered in the current work is also observed in other
144porous materials. It has been shown that particle concentration and permeability
reduction are pronounced at the inlet interface of a porous medium and they diminish
by moving away from it [131].
It was shown that the appropriate value for cf to simulate ten year postoperative
period was 50%. The correlation between cf and sfy may be explained by the time
period presented within each time step for diﬀerent postoperative periods presented
by of sf10. The percentage of particles being stopped in each time step is determined
by cf and the duration of the real postoperative time compressed in each time steps is
determined by the length of time presented by sfy. For example, in a simulation for
sf10, compressed in the transient simulation time of ten seconds (discretised into 5000
time steps), each time step represents 0.71 days (17 hours). This means that particles
are stopped and the permeability changes are calculated and implemented every 17
postoperative hour. However, for sf1, simulated in transient time of ten seconds, the
particles are stopped and the permeability change is calculated and implemented every
1.7 hours (365 days divided by 5000 time steps). This shows that for shorter periods
represented by sfy, the eﬀect of cf remains in place for a shorter postoperative time.
To compensate for this, a larger value of cf maybe required to induce a permeabil-
ity reduction more frequently to obtain a particle distribution that fulﬁls the clinical
criteria.
Particle distribution and wear rate
The results show that there is a complementary relationship between particle con-
centration and the reduction of permeability. An increase in particle concentration
leads to a reduction in the permeability of a region, which in turn stops more particles
as they ﬂow into that region. In other words, those regions experiencing more pro-
nounced reduction in permeability tend to accommodate increasingly more particles
as time elapses. This phenomenon is particularly evident at the bottom of the gap,
where a reduction in permeability initially starts. This leads to a common feature in
all models; the existence of measuring areas adjacent to the gap bottom which contains
signiﬁcantly higher numbers of particles. An inspection on the models shows that the
location of these measuring areas corresponds to those regions at the bottom of the
gap where the reduction in permeability ﬁrst start to appear in early postoperative
stages. Fluid spikes are also located in those regions. Although small in area, this
highly particle laden region may become a frontier for accelerated osteolysis progres-
sion and generation. After the appearance of ﬁbrous tissue with high permeability
in this region, the ﬂuid spikes, which appeared to have a larger magnitude in regions
with increased permeability, may pump more particles to the region causing more ex-
tensive permeability increase. In addition, high concentrations of particles in these or
any other interfacial region, may impair the drainage system by blocking the blood or
145lymphatic vessels and exacerbate the situation further. It has been suggested that high
concentration of wear particle may cause blockage of lymphatic capillaries. This block-
age may also be a cause for edema and inﬂammatory conditions leading to osteolysis
[71].
The results representing particle clogging only, show that particles may have higher
concentration at the gap entrance and bottom initially. However, mean particle concen-
tration along the entire interface may increase to approximately the same level as those
at the entrance and a the bottom eventually as particles clog the entire interface. This
occurs earlier for higher initial wear generation rates (pd = 1) compared to lower initial
generation rates (pd = 2 and 4). The overall particle distribution is also aﬀected by the
rate of wear generation in the joint during ten postoperative years. Despite the fact
that the ﬁnal number of particles reached by the end of simulation is the same, faster
initial wear generation rates (pd = 1) results in higher particle concentration. This may
be a result of earlier clogging of the interface tissue which creates conditions for further
particle accumulation and subsequently higher concentration at regions closer to the
interface. The results indicate that, at slower initial wear generation rates, it is more
likely to ﬁnd particles in the deeper interfacial tissues. Deeper penetration means that
particles are distributed over a larger area. Due to lower concentrations these regions
may be less prone to experience osteolysis generation. Although the total number of
particles entering the system is the same for all wear generation rates in the current
study, the results show that the likelihood of conditions leading to osteolysis is less
for larger values of pd. In fact, models that include permeability increase to represent
ﬁbrous tissue generation in the osteolytic lesions, show that the regions with increased
permeability expand into periprosthetic tissue to a lesser degree for pd = 4.
The instantaneous scaling number, determined by the polynomial degree of the
scaling factor, magniﬁes the volumetric eﬀect of particles in each parcel throughout
the simulation time. The degree of magniﬁcation is particularly high from the begin-
ning of the simulation for the cases run with pd = 1. This means that each parcel
entering the periprosthetic tissue at each instance contains a large number of particles.
However, in reality, particles entrance and deposition at the interface tissue is a gradual
process. Therefore, changes in tissue permeability is also a gradual process and may
be insigniﬁcant initially. This leaves a higher chance for particles entering the tissue at
early stages to penetrate deeper into the tissue. For this reason, the depth of particle
penetration may be underestimated in the current work. This magniﬁcation may be
most inﬂuential for higher wear generation rates (pd = 1) in which the scaling num-
ber is high from the beginning of the simulation, and least inﬂuential for lowest wear
generation rate (pd = 4) in which the scaling number is low at ﬁrst and then gradually
starts increasing.
146Fluid velocity
Velocity measurements in the gap and bone regions show that ﬂuid velocity in these
regions is eﬀected by particle accumulation in the tissue. This eﬀect is more pronounced
when the gap is in motionless state and the capsular pressure is the only eﬀective ﬂuid
pumping force. This observation indicates that, in long postoperative time, despite
the fact that micromotion still generates high velocities in the gap region, it generates
insigniﬁcant particle pumping into into the periprosthetic tissue since most of the
ﬂuid that enters the gap region during opening motion leaves this region when gap
closes. However, as shown in Figure 6.15, when particles signiﬁcantly clog the interface
tissue, micromotion still generates large velocities in positive x direction (towards the
interface) at the gap entrance This may generate a mechanism which pushes particles
into the bone more pronouncedly at the gap entrance when the eﬀect of capsular
pressure is reduces because of clogging. In fact, the model with sf10 and pd = 1 was run
for 100 more cycles and it was seen that particle concentration became increasingly high
at the gap entrance where the inﬂuence of gap micromotion on the ﬂuid ﬂow in the bone
is the most. The clinical implication for this observation is that if osteolysis threshold
is high for an individual, the excessive particle accumulation at the gap entrance may
lead to osteolysis generation at the gap entrance ﬁrst rather than at the gap bottom.
However, the more likely scenario is that osteolysis has already been generated before
such phenomena occur. It was also shown that particle accumulation may increase the
magnitude of ﬂuid spikes at the bottom of the gap. If ﬂuid velocity inﬂuences osteolysis,
then particle accumulation may indirectly facilitate osteolysis generation, particularly
at earlier postoperative years when the tissue is not yet signiﬁcantly clogged. This may
place the bottom region of the gap at a higher risk of osteolysis generation.
Permeability increase: representative of osteolytic ﬁbrous tissue
The models show how progressive increase in tissue permeability may provide a pathway
for particles to penetrate deep into the tissue, and how, in turn, a constant supply of
particles causes further expansion of regions with increased permeability representative
of the ﬁbrous tissue in osteolytic lesions. As particles enter a region, clogging and
permeability reduction occurs. This leads to further particle entrapment in that region
resulting in high particle concentrations. Once the osteolysis threshold is reached,
tissue permeability increases to that of ﬁbrous tissue causing more particles to ﬂow to
that region. The ﬂow of particles leads to particle clogging and high concentrations
in that region again until the osteolysis threshold is reached. This loop is repeated as
regions with increased permeability (ﬁbrous tissue) penetrate into periprosthetic bone.
The pattern of ﬁbrous tissue observed in the this chapter is in agreement with
the prediction of the results from Chapter 5 in that linear ﬁbrous tissue occupying
147osteolytic lesions potentially occurs along the interface gaps while osteolytic ﬁbrous
tissue expansion occurs at the bottom of the gap. The higher rate of ﬁbrous tissue
expansion at the bottom of the gap indicates the signiﬁcance of the ﬂuid spikes in
pumping increasing number of particles to the lower regions of the gap.
The pattern of particle penetration seen in the current study is similar to that de-
scribed by Schmalzried et al. [47]. They observed that ﬁbrous tissue stroma running
like a stream through the periprosthetic tissues providing channels or routes for particle
penetration which leads to expansion of the eﬀective joint space. They suggested that
the diﬀerence between focal and linear osteolysis may be related to the concentration
and distribution of particles in the periprosthetic tissue. This phenomenon is observed
in the models in the current study. The permeability increase seen in the current
simulation is similar to that observed by Willert et al. [35]. They observed that the
ﬁbrous connective tissue around the stem was completely occupied by foreign body
giant cells and polyethylene fragments. This ﬁbrous tissue inﬁltrated the marrow cav-
ities of cancellous bone in addition to the haversian canals of the cortical bone. They
stated that the presence of osteolysis in a region was directly related to the amount
of particles in that region. Furthermore, the models here show that conditions for
osteolysis generally start to appear between the second and third postoperative years.
This temporal prediction is in accordance with clinical appearance time of osteolysis
as explained in section 2.3.2. The critical osteolysis threshold values have been de-
scribed to be between 1 ×109 [55] and 1 ×1010 [54] per gram of tissue. The results also
show that the conditions for osteolysis progression changes in the vicinity of the these
thresholds. This behaviour in the model can be considered as one possible explanation
of the model following clinical data.
Osteolysis threshold and wear generation rates
It has been shown that there is a relationship between the rate of wear generation
- indicated by the penetration of the stem head into the acetabular cup - and the
occurrence of osteolysis [52]. However, there is no study showing a detailed temporal
and regional relationship between osteolysis and changes in wear rate in postoperative
years. The current work may provide insight for temporal and regional characteristics
of particle distribution and permeability increase (leading to osteolysis) in terms of wear
generation rates. As described before in section 2.3.5.3, there are patients with high
rates of wear generation who show no signs of osteolysis. One possible explanation
for this phenomenon is that their biological sensitivity to particles in these patients
is less, i.e. higher osteolysis threshold. This implies that osteolysis thresholds may
vary for individuals. In fact, Ise et al. [57] observed a correlation between the ratio
of osteolysis in radiographic images and patient sensitivity to polyethylene particles.
They showed that, the point at which osteolysis occurs and the speed of its development
148varied in each individual. The speed of progression was faster for patients who were
more sensitive to polyethylene particles. The results also show that ost, which may
represent the degree of biological sensitivity, plays an important role on the temporal
and regional progression of osteolysis.
For cases with ost < 1 × 1010 particles per gram of tissue, regions experiencing
increased permeability produce a focal pattern at the gap bottom for all wear generation
rates. For cases with ost = 1 × 1010, lower wear generation rates (pd = 2 and 4)
lead to linear pattern of permeability increase while higher wear generation rates (pd
=1) still causes a focal expansion of increased permeability at the bottom of the gap.
Regardless of wear generation rates, the extent of penetration of the regions with
increased permeability (representative of ﬁbrous tissue thickness) is smaller for ost =
1 × 1010 compared to lower value of ost. At values larger than 5 ×1010 particles per
gram of tissue, no increase in permeability is induced. These observations suggest that
there is synergistic eﬀect between osteolysis threshold and the rate of wear generation
and may explain why there is only linear osteolysis in some patients while in others,
focal osteolysis is also observed if particles are account for the main cause of osteolysis.
The number of particles generated considered in the current work is for a normal
functioning implant, which is at a lower limit of wear generation. Not all the generated
particles enter or have access to interfacial gaps. Estimating the exact number of
particles ﬂowing into an interfacial gap, which depends on many factors such as the
number of gaps, the extent and volume of the eﬀective joint space etc, is diﬃcult. It
is possible that, in reality, less particles than generated have access to a gap. On the
other hand, it has been shown that the wear generation in problematic THRs can be
seventy fold more than normally functioning implants [52], which sets the upper limit
of wear generation. Therefore, it is possible to assume that the number of particles
injected into the gap region in the current work is in the realistic range of particle
access to the interface between the lower and the upper limits. The number of particles
that have access to the interface may inﬂuence the temporal characteristics of particle
clogging and the extent of permeability increase, but it does not inﬂuence the results
qualitatively.
6.5 Limitations
The results of the current model should be interpreted taking into consideration that
long term postoperative periods are compressed to a short transient simulation time.
This implies that ﬂow conditions in the system are assumed to be unchanging dur-
ing the postoperative period. In other words, the transient changes in each cycle in
periprosthetic ﬂows and pressures are neglected. Each particle parcel injected and
micromotion experienced in each computational cycle are representative of many par-
149ticles and gait cycles experienced by an implant in reality. However, with the current
computational power it is diﬃcult to include more micromotion cycles in the model.
As mentioned in section 2.3.5.8, there are drainage mechanisms to clear some of the
particles from the periprosthetic tissue. However, no drainage mechanism is included
in the current work. Despite the existence of such mechanisms, a large number of
particles accumulate at the interface. This shows the insuﬃciency of this mechanism
to clear signiﬁcant number of particles from the tissue. Therefore, models run without
such mechanisms may still represent the in vivo conditions.
Particles are modelled with a constant size. In reality, however, there is a distribu-
tion of particle size in the eﬀective joint space. Considering this parameters is outside
the scope of the current work and further analysis is required to study its eﬀect on
periprosthetic particle clogging and distribution.
The case studies presented in this chapter only include short gaps with small dis-
placement. As particle mean concentration is less for longer gaps (as shown in Chapter
5), tissue clogging and permeability reduction may be less. Therefore, conditions for
osteolysis development may be generated later compared to shorter gaps. Also, large
gap displacements are not included in the simulations in this chapter. However, in
Chapter 5, it was shown that for large gap displacements, a large portion of injected
particles do not ﬂow to the interface gap and particle concentration remains lower in
the bottom region compared to the gap entrance regions. This may show that in these
gaps conditions for ﬁbrous tissue generation may develop at later stages and it may
initiate from the gap entrance.
6.6 Conclusions
It has been shown that the permeability of interface tissue is reduced by particle clog-
ging. This reduction in permeability causes increased particle accumulation in the
tissues in the stem proximity, which in turn leads to reduction in ﬂuid ﬂow velocities in
the region. As time elapses, particle concentrations become higher than the osteolytic
threshold, which leads to an increase in tissue permeability (to that of ﬁbrous tissue)
in regions with high particle concentrations.
In general, for lower osteolysis thresholds increase in permeability progresses faster
at the bottom of the gap which results in regions with increased permeability taking a
linear pattern along the interface and a focal pattern at the bottom of an interfacial gap.
Higher osteolysis thresholds, generally, result in linear pattern of increased permeability
except for the cases with high wear generation rates in which a focal pattern at the
bottom of the gap can still be seen.
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Conclusions and future work
7.1 Conclusions
In Chapter 2, the causes of implant failure were discussed and it was shown that,
periprosthetic bone loss, otherwise known as osteolysis, played an important role in im-
plant failure. It was shown that high pressures/velocities and the presence of polyethy-
lene particles in the periprosthetic tissue are considered as the main causes of osteolysis
generation, and capsular pressure and implant micromotion are postulated as the main
contributors to cause high pressure/velocity generation and particles migration in the
periprosthetic tissue. It was also shown that, the existence of gaps at the bone-implant
interface may facilitate high pressure/velocity transmission and particle migration to
the interface tissue. However, these mechanisms are only postulated theories in the
literature. No reported study has been found in the literature that investigates how
capsular pressure, micromotion or gap dimensions contribute to high pressure/velocity
generation, particle migration and osteolysis generation in periprosthetic tissue. Also
no study has been found showing the extent of the role played by each of these mecha-
nisms, or of the inﬂuence of other parameters. The current study attempts to elucidate
the factors causing or inﬂuencing periprosthetic ﬂows of ﬂuid and particles and the sub-
sequent osteolysis generation by means of computational methods.
The main contributions of this thesis are:
• A mathematical model has been setup and veriﬁed for the modelling of:
– Periprosthetic ﬂuid ﬂow in interfacial gaps and the adjacent tissue.
– Particle migration to periprosthetic tissue.
– Particle clogging in periprosthetic tissue in long postoperative periods.
– Increase in periprosthetic tissue permeability representative of ﬁbrous tissue
residing in osteolytic lesions.
151• Simulations conﬁrm the existence of a pumping mechanism and show high joint
capsular pressure may be:
– The main driving force for high ﬂuid pressure and ﬂow in the gap and the
surrounding bone.
– The main factor inﬂuencing the magnitude of velocity spikes observed in the
bone region at the bottom of the gap.
– The main driving force for particle migration to the periprosthetic tissue.
• Simulations show the existence of velocity spikes in the bone region at the bottom
of the gap. The velocity spikes:
– Are generated due to blockage to the ﬂuid ﬂow in the gap bottom region.
– Can be considered a potential cause for osteolysis caused by large ﬂuid
velocities.
– Appear to cause high particle concentrations at the bottom of an interfacial
gap by pumping more particles to that region.
– May cause faster expansion of ﬁbrous tissue at the bottom of the gap.
• Simulations show that implant micromotion may be secondary to the capsular
pressure in inﬂuencing periprosthetic ﬂow:
– Micromotion of only very long and narrow gaps can cause signiﬁcant pres-
sures in the bone and inﬂuence the magnitude of ﬂuid spikes.
– Implant micromotion pumps out, rather than sucks in the particles to the
interfacial gaps
• Simulations incorporating particle clogging show that:
– Wear particles in long term postoperative periods may clog the interface
tissue and reduce its permeability which, in turn, causes increasing particle
accumulation at the stem proximity, particularly in the bottom region.
• Simulations incorporating particle clogging and increased permeability to repre-
sent ﬁbrous tissue in osteolytic lesions show that:
– As periprosthetic tissue permeability is increased, a larger sink is produced,
encouraging more ﬂow into that region. Thus, more particles can penetrate
the bone leading to repeatedly progressive clogging and potential for further
expansion of ﬁbrous tissue.
152– The rate of expansion of ﬁbrous tissue is larger at the bottom of the gap at
high wear generation rates and/or low osteolysis thresholds which resembles
focal osteolytic lesions observed clinically.
– Higher osteolysis threshold in conjunction with lower rates of wear genera-
tion can lead to a linear pattern of ﬁbrous tissue generation in periprosthetic
tissue.
• Other contributions of the current study are:
– Establishment of a permeability value representing the whole bone-marrow
system surrounding an implant.
– Development of an algorithm that can be used to simulate particle clogging
and permeability change in Fluent.
7.2 Future work
The current study can be extended in various ways to gain a more in-depth insight into
periprosthetic ﬂows and particle migration. Extending the model into 3D will enable
the investigation of the eﬀect of diﬀerent gap shapes and geometries. It will also make
it possible to incorporate realistic loading mechanisms which include torques and slid-
ing motions. The periprosthetic tissue can be presented as a poroelastic material which
can simulate the eﬀect of bone tissue deformation and pressure build-up when the cap-
sular pressure and physiological loadings are applied. The joint capsule can also be
represented by a deformable body in which the eﬀect of volumetric changes in causing
joint ﬂuid ﬂows and high pressures could be incorporated. The drainage mechanisms
can be incorporated as a mechanism that removes particles from the system. This
could prove to be a powerful tool to study the eﬀect of the degree of particle drainage
on the temporal and regional particle accumulation and osteolysis development. Many
patients who have THR, experience osteoporosis, which is a condition in which bone
mineral density is reduced and bone microarchitecture deteriorates, or stress shielding
(see section 2.2.4.2) at some time after implantation. In these conditions, periprosthetic
permeability may increase signiﬁcantly. This may have an inﬂuence on wear accumula-
tion and osteolysis generation. In the future models, implementing these porosity and
permeability variations may provide a better understanding of osteolysis generation in
patients with these conditions.
The simulations carried out in this Chapter 6 are based on an adapted constant
cf value for a constant scaling number representative of ten postoperative years. For
nonlinear wear generations rates in which the scaling number is varying in time, a
more appropriate cf which is a function of the instantaneous scaling number may
153better simulate the clogging mechanism. In addition, using such a cf, it is possible to
carry out detailed analysis exploring the eﬀect of varying the period of time represented
by the scaling factor within a particular simulation time. Further analysis could be
carried out to establish a time varying cf.
In the current study, a constant particle size is employed, whereas in reality there is
a distribution of particle sizes dispersed in the eﬀective joint space. The future models
could study the eﬀect of a heterogeneous particle size distribution on tissue clogging and
ﬁbrous tissue generation with consideration of biologically active size ranges described
in section 2.3.5.3.
In addition to ﬁbrous tissue generated by particles, the simulations can also include
models which deﬁne osteolysis generation as a function of ﬂuid velocity and pressure.
These models have already been developed in the literature [46]. This provides a
more in-depth insight on the synergistic eﬀect of ﬂuid pressure and particles in causing
osteolysis. The osteolysis simulation methods developed in the current study may be
used in conjunction with models of diﬀerent implant designs to establish likely regions
for osteolysis development for that particular design. This could be a powerful tool to
predict the long term performance of a particular design.
Finally, there is a lack of information on the regional pattern and extent of oste-
olysis and particle distribution in periprosthetic tissue in the literature. Information
gained from clinical and retrieval studies is necessary to better understand the nature
of osteolysis generation and progression, and subsequent implant loosening and failure.
In addition, experimental methods can be used to validate the simulations developed
for the current study. The experimental tools may consist of a chamber of pressurised
ﬂuid and an implanted cadaveric or animal bone with a gap at the interface. Such a
system could be mounted on a hip motion simulating or mechanical testing machine.
Then, it may be possible to track particles and record ﬂuid velocities and pressures in
such a system using transducers and particle tracking velocimetry methods. Until such
information and tools are available, the methods and simulations developed in the cur-
rent work, and those improvements suggested in this section, provide a powerful tool
to better understand the nature of osteolysis and implant loosening.
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List of Publications
• Alidousti, H. and Taylor, M. and Bressloﬀ, N.W. Do Capsular Pressure and Im-
plant Motion Interact to Cause High Pressure in the Periprosthetic Bone in Total
Hip Replacement? Journal of Biomechanical Engineering, 133:121001, 2011.
• Alidousti, H. and Taylor, M. and Bressloﬀ, N.W. Do Capsular Pressure and
Implant Motion Interact to Cause High Pressure in the Periprosthetic Bone in
Total Hip Replacement? Orthopaedic Research Society (ORS) Annual Meeting.
February 2012, San Francisco.
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Results not shown in the main text
Figure B.1: 3D contour plots from diﬀerent views showing particles number per 50 ×
50 µm2 area and their penetration into the bone along width and length of the gap in
the 40L-30D-30D model with high pressure and 56 injections. High concentration at
proximal and distal regions can be seen.
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Figure B.2: Regional plot of the particle concentration at diﬀerent regions in the
bone along the gap for the high pressure 40L-30W-30D model 56 injections. The 90th
percentile is calculated based on the total particle number per measuring in the entire
model. The mean value as well as the number of measuring areas above the 90th
percentile as a fraction of total number of measuring areas are shown above each box.
157Figure B.3: Velocity plots for the bone proﬁle line in diﬀerent postoperative periods.
The eﬀect of particle clogging and increase in permeability due to ﬁbrous tissue gen-
eration on the these velocities can be observed. The ﬁgure shows that velocity spikes
still occur at the bottom of the gap. However, their magnitudes vary over time.
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