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Abstract
The gravitational interaction, in spite of being one of the fundamental interactions
of nature, is still lacking a satisfactory quantum description. The most accurate theory
that we know to describe the gravitational phenomena is general relativity. But this is
a classical theory, and there exist situations in which its predictions are not reliable,
like e.g. the cosmological big bang singularity or the spacetime singularity of a black
hole.
One of the most promising candidates to combine general relativity with quan-
tum mechanics is known as loop quantum gravity. It consists in a non-perturbative,
background independent, canonical quantization of general relativity. Although consid-
erable progress has been done in establishing the kinematical arena and partially the
physical sector of this theory, the quantization program is not finished yet.
In order to understand the underlying problems preventing the completion of such
a quantization program, a common procedure is to discuss the quantization of related
simpler models which at least encode some of the properties of the complete theo-
ry. This is the purpose of loop quantum cosmology. The aim is twofold: on the one
hand, as we have mentioned, one can learn how to deal with the obstacles found in
the quantization of gravity; on the other hand, one can derive new phenomenology in
high energy physics, in situations in which the quantum nature of gravity is expect-
ed to emerge. This is the case of homogeneous and isotropic scenarios for the early
universe, whose quantization in the context of loop quantum cosmology predicts that
the classical singularity is indeed replaced by a quantum bounce. The simplest model
studied in this context is a Friedamnn-Lemaître-Robertson-Walker (FLRW) spacetime
coupled to a massless scalar field. In spite of the outstanding role played by the model
within loop quantum cosmology, there still remain some aspects of its quantization
which deserve a special attention. The list of questions include a suitable removal of
the classical singularity, an adequate procedure to modify the densitization weight of
the Hamiltonian constraint in a rigorous manner, the way in which the discretization
of the geometry encoded in the superselection sectors of the theory can be simplified
while preserving the relevant physical properties, and a complete understanding of the
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Wheeler-deWitt limit of the theory in those sectors. In particular, in this thesis we
revisit the main characteristics of this cosmological model. We present a new prescrip-
tion for the quantization of the Hamiltonian constraint that allows us to answer all the
questions mentioned above. Actually, our proposal decouples the zero volume state,
so that all considerations can be restricted to its orthogonal complement. There, one
can establish a bijection between the solutions of the Hamiltonian constraint and the
ones of its densitized version. This constraint, together with the physical observables,
superselects sectors. On them, the elementary observables that capture the information
about the discreteness of the geometry are functions of the physical volume with sup-
port in discrete semilattices, formed by points that are separated by a constant step in
the real half-line. The solutions to the constraint possess optimal physical properties:
they emerge out of a minimum non-vanishing volume, and extend in the large volume
regime to reach a well-defined asymptotic limit of exact standing waves. This property
allows one to prove that any state constructed out of the basic bricks for the geometry
must irremediably show a quantum bounce, replacing the classical singularity.
There are several non-equivalent proposals providing a quantization of the FLRW
model with a massless scalar field. Here, we study, analytically and numerically, the
discrepancies among the proposal by Ashtekar, Pawªowski and Singh; a simplified and
explicitly solvable version of that one suggested by Ashtekar, Corichi and Singh; the
prescription proposed in this thesis; and its simplified version, which shares the good
properties of the second and third proposals. We confront this problem in different
ways. On the one hand, in a suitable representation, the gravitational counterpart
of the Hamiltonian constraint can be written as a second order differential equation
subject to a given potential, whose multiplicative constant partially characterizes the
specific prescription. Besides, we compare the superselection sectors that emerge in
each case, and which affect the physical Hilbert space structure. On the other hand, the
solutions to the constraint built with one of the proposals are not solutions, in general,
to those of another realization of the constraint. We therefore compare them, and the
expectation values and dispersions they provide for some interesting observables in
cosmology, detecting discrepancies among prescriptions, and proving that the physical
picture they supply is actually different. Moreover, the prescriptions analyzed here
show considerably different numerical efficiencies.
In order to increase the complexity of the studied cosmological systems and bring
them closer to realistic scenarios, it is necessary the inclusion of local degrees of freedom,
usually described by fields. Since we lack a genuine and trustworthy quantization of
these entities adopting loop quantization techniques, an appealing alternative is to
apply a standard Fock description to them. Even in this favorable situation, there exists
an infinite ambiguity in the choice of representation for the canonical commutation
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relations, undermining the significance of the quantum predictions. This problem can
be solved by invoking the symmetries of the background spacetime in which the fields
propagate. But, if the symmetries are not sufficient to remove the ambiguity, additional
requirements must be included. Fortunately, in the case of nonstationary spacetimes
with compact spatial sections, the conditions of invariance under the spatial isometries
and a unitary implementation of the dynamics turn out to pick up a unique equivalence
class of unitarily equivalent Fock representations.
These uniqueness criteria had been applied in the literature to situations in which
either the background spacetime has a specific compact spatial section of a certain
topology and/or one accepts as fundamental a particular description (or parametriza-
tion) of the fields that are to be represented as quantum operators. In this thesis, we
review these criteria for the unique Fock quantization of a scalar field subject to a
time-dependent quadratic potential propagating in a static spacetime with compact
spatial sections with the topology of three-spheres. Then, we deal with the extension
of the range of applicability of these criteria, considering different descriptions for this
field theory related by means of time-dependent linear canonical transformations which
consist of a scaling of the original field by a function of time, the inverse scaling of its
conjugate momentum and the addition to it of a contribution which is linear in the
field and proportional to another time-dependent function. We show that this type of
transformations is forbidden by our criteria, except in the trivial case of a constant
transformation. Additionally, we further generalize the validity of the uniqueness re-
sults by including the case of a scalar field propagating in spacetimes with compact
spatial sections that are now allowed to have an arbitrary topology, in any spatial di-
mension d ≤ 3. If such sections possess a group of symmetries (isometries, in general),
the requirement of invariance of the vacuum state under this group of transforma-
tions and a unitary implementation of the dynamics allows one to select a unique Fock
quantization for the field (up to unitary changes). Moreover, we also consider time-
dependent linear canonical transformations, as mentioned above for the three-sphere,
but now for any compact spatial section in three or less dimensions, regardless of its
topology. This kind of transformations leads to a new field description, with a different
dynamics. We are able to prove that any non-constant scaling of the field is incom-
patible with a unitary implementation of the new dynamics. Besides, we show that
for spatial sections with dimension d = 2, 3, no additional term linear in the field is
acceptable in the transformed momentum. But for compact sections in one dimension,
this type of time-dependent contribution of the field in the redefined momentum is
compatible with a unitary implementation of the dynamics. However, it does not lead
to any new Fock quantization that is not equivalent to the originally considered one,
therefore respecting the uniqueness.
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The main aim of this thesis is to carry out the quantization of an inflationary
universe with small inhomogeneities. This kind of cosmological scenarios can provide
a natural explanation for the evolution of our universe from the hot big bang to its
present state. In this thesis, we study one of the simplest models capturing the most
relevant aspects of inflation: a massive scalar field propagating in a closed homogeneous
and isotropic spacetime with small inhomogeneities. We start with a homogeneous and
isotropic situation in which we include small inhomogeneities as perturbations. These
perturbations are described by constrained local degrees of freedom. In order to remove
the unphysical ones, we adopt a gauge fixing, followed by a suitable, complete canonical
transformation. The reduced system is described by a scalar field propagating in a
FLRW spacetime minimally coupled to a homogeneous massive scalar field. We prove
that the criteria of invariance under the spatial isometries and a unitary implementation
of the dynamics select a unique Fock representation for the local degrees of freedom.
Moreover, repeating our quantization program for an alternative gauge fixing, we reach
(qualitatively) identical conclusions. We also adopt two other Fock descriptions, one of
them in terms of gauge invariant Bardeen potentials, and both unitarily equivalent to
the previous ones.
Finally, we complete our study by including the interaction of the perturbations
and the background spacetime, both treated quantum mechanically. In doing so, we
combine a quantization of the background spacetime by means of loop techniques with
the Fock description of the inhomogeneities explained above. We first show that, for
the purely homogeneous spacetime, we can completely characterize the solutions to the
Hamiltonian constraint, constructed out of their data on the minimum volume section
(allowed by the intrinsic discretization of the geometry). We then endow this space
of initial data with a suitable inner product, providing a Hilbert space structure that
determines the physical states of the system. When inhomogeneities are included, a
suitable combination of the standard Fock representation and the nonstandard loop
quantum one allows us to quantize to completion the model. Again, we prove that the
solution to the full (homogeneous plus inhomogeneous) constraint can be determined
out of the data on the minimum volume section, and construct the physical Hilbert
space by selecting an adequate inner product for these data.
Introducción
Estatus general y planteamiento de los problemas
La interacción gravitatoria, a pesar de haber sido la primera fuerza fundamental
en ser formulada en el lenguaje de la física newtoniana, y posteriormente haber sido
extendida por Einstein a lo que ahora conocemos como relatividad general, sigue te-
niendo una descripción puramente clásica. Si bien la relatividad general ha permitido
profundizar, por ejemplo, en el entendimiento del colapso de estrellas y los procesos
por los que pueden formarse agujeros negros, e incluso ha aportado una visión sobre
el origen del universo, esta teoría pierde su capacidad de predicción en aquellas situa-
ciones en las que la gravedad se hace suficientemente intensa, como ocurre en torno a
la singularidad espaciotemporal asociada a un agujero negro o a la singularidad inicial
de la gran explosión (o en inglés big bang) de la que surgió el universo.
Una posible respuesta a estas cuestiones es que, al tratarse de una teoría clásica,
uno debería en realidad incluir correcciones de naturaleza cuántica en todos aquellos
fenómenos de altas densidades de energía o curvaturas extremas. Aunque aún care-
cemos de una teoría cuántica completa para la gravedad, sí que existen candidatos
firmes a este respecto. Uno de ellos es la denominada gravedad cuántica de lazos [14],
en la que está basada parte de esta tesis. Se trata de una cuantización canónica de
la relatividad general, no perturbativa e independiente de estructuras de fondo. Da-
do que la relatividad general es una teoría invariante bajo difeomorfismos espaciales y
reparametrizaciones temporales, irremediablemente conduce a una teoría con ligaduras.
Para cuantizar sistemas con ligaduras, el programa de cuantización de Dirac [5] sirve
de punto de partida. En él, uno comienza ignorando las ligaduras, representa un ál-
gebra de operadores, construida a partir del espacio de fases clásico, en un espacio
vectorial complejo. A partir de estos operadores, se construyen los correspondientes
a las ligaduras y se determina el kernel de los mismos. En general, el kernel de las
ligaduras proporciona un espacio vectorial no trivial que, al dotarlo de estructura de
espacio de Hilbert, incluye las soluciones físicas del sistema (aquellos estados que re-
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sultan ser normalizables). En este marco, la gravedad cuántica de lazos ha tenido un
éxito considerable, ya que las ligaduras asociadas a los difeomorfismos espaciales per-
miten determinar de manera unívoca la representación del álgebra de los operadores
fundamentales (holonomías y flujos) [68], lo que dota de consistencia y robustez a la
descripción cuántica. Desafortunadamente, la ligadura hamiltoniana identificada con
la dinámica aún no ha podido ser incluida consistentemente en la teoría, aunque exis-
ten propuestas alternativas en las que se puede llegar a una cuantización satisfactoria
si se admite la presencia de cierto contenido material específico [911].
Una manera en la que se pueden entender cuáles son los problemas subyacentes que
impiden alcanzar una teoría cuántica aceptable es abordar la cuantización de mode-
los gravitacionales más simples que de una forma u otra comparten aspectos con la
teoría completa. Es aquí donde entra en juego la cosmología cuántica de lazos [1217].
Este campo de investigación, que trata sobre la cuantización de sistemas cosmológicos
(usualmente tras imponer una reducción por simetría en el nivel clásico) emplean-
do el programa de la gravedad cuántica de lazos, pretende hacer frente a dos cues-
tiones: por un lado, desarrollar nuevos métodos que puedan ser aplicados a la teoría
completa, y, por otro, empezar a indagar posibles predicciones de la teoría cuántica,
que pueden servir no sólo como prueba de su consistencia, sino también para poner
de manifiesto fenómenos físicos de altas energías a los que aún no se tiene acceso.
Los primeros trabajos que sirvieron de germen de esta rama de la cosmología cuán-
tica se deben a Bojowald [1821]. En ellos, se presentó un estudio parcial de cómo
se pueden adaptar las técnicas de cuantización de la gravedad de lazos a un espa-
ciotiempo homogéneo e isótropo de Friedmann-Lemaître-Robertson-Walker (FLRW)
con secciones espaciales planas. Tras establecer rigurosamente su estructura cinemáti-
ca [22], se comenzó a analizar la dinámica cuántica del sistema acoplado a un campo
escalar sin masa [23, 24]. Después de un estudio exhaustivo de la dinámica, llevado a
cabo en la Ref. [25], se pudieron diferenciar claramente los regímenes genuinamente
cuánticos de los semiclásicos. Éstos últimos describían con gran precisión la dinámica
clásica, mientras que los primeros eran responsables de un rebote cuántico que conecta
determinísticamente dos universos semiclásicos, uno en expansión y otro en contrac-
ción. Este fenómeno, que reemplaza a la singularidad clásica inicial correspondiente
a la gran explosión, se conoce como gran rebote (o big bounce en inglés). Un estu-
dio posterior más detallado [26], en el que se propone una prescripción nueva para la
cuantización de este escenario cosmológico introduciendo ciertas simplificaciones res-
pecto a la de la Ref. [25], permitió generalizar el concepto de rebote cuántico al probar
que es una propiedad general de todos los estados físicos del sistema, siempre y cuan-
do se restrinja el estudio a una discretización particular de la geometría. A pesar de
que estos estudios han resultado ser fundamentales dentro de la cosmología cuánti-
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ca de lazos, existen cuestiones técnicas y físicas que aún deben ser respondidas con
claridad. Entre ellas se encuentra el procedimiento comúnmente conocido como densi-
tización de la ligadura escalar. Este procedimiento permite alcanzar una descripción
más adecuada del sistema, ya que posibilita una separación explícita entre la parte
material y la geométrica mediante un cambio de densitización adecuado en la ligadura
hamiltoniana. Los procedimientos empleados en las Refs. [2527] no resultan del todo
satisfactorios, bien porque implican redefiniciones de la ligadura que en situaciones con
menos simetría podrían ser inabordables, o bien porque se introduce una densitización
en el nivel clásico que en este sistema en concreto no resulta ser problemática, pero
que, en un escenario más general, podría conllevar serias dificultades [1]. Otra cuestión
que nos llama poderosamente la atención es la manera en la que la discretización de la
geometría codificada en los sectores de superselección que emergen en el modelo puede
ser simplificada considerablemente mientras se mantienen sus buenas propiedades físi-
cas. Además, nos gustaría entender cómo se podrían generalizar los resultados de la
Ref. [26] para deducir si realmente el rebote cuántico es una característica general del
modelo, independiente también de los sectores de superselección. Finalmente, dado
que existen diferentes prescripciones para cuantizar este sistema cosmológico dentro
del contexto de la cosmología cuántica de lazos, sería interesante investigar cuáles son
las diferencias tanto cualitativas como cuantitativas que surgen entre ellas.
La descripción que proporcionan las cosmologías homogéneas e isótropas propor-
ciona una buena aproximación al comportamiento del universo a gran escala, pero, si
uno quiere tratar con un escenario más realista que incluya inhomogeneidades, se debe
dar un paso más en la complejidad de los sistemas que se consideran. Las inhomogenei-
dades se pueden incluir utilizando una descripción en términos de campos con grados
de libertad locales. Actualmente, se carece de una descripción cuántica genuinamente
geométrica de las mismas (siguiendo el programa de la gravedad cuántica de lazos).
Pero, en principio, es razonable asumir que una descripción estándar de tipo Fock [28]
dé cuenta de muchos de los fenómenos cuánticos que puedan aparecer a primer orden,
y podría abrir la puerta a una cuantización de lazos o polimérica1 para estos campos.
A diferencia de lo que ocurre en mecánica cuántica estándar, existen obstáculos impor-
tantes para dotar de robustez a una cuantización de un sistema con infinitos grados de
libertad. Uno de los problemas fundamentales que se debe afrontar aparece al repre-
sentar cuánticamente las relaciones canónicas de conmutación, puesto que diferentes
representaciones resultan ser en general físicamente inequivalentes. Para elegir de en-
tre todas ellas una representación privilegiada, en principio, uno debe invocar a las
simetrías clásicas, si las hay. En el caso de espaciotiempos con suficiente simetría por
1Se denomina así a este tipo de descripciones cuánticas debido, esencialmente, a que los grados de
libertad, en el contexto de la gravedad de lazos, están codificados a lo largo de aristas unidimensionales.
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ejemplo uno de tipo Minkowski, con la simetría de Poincaré, el grupo de simetrías per-
mite seleccionar una cuantización privilegiada, siempre que ésta tenga un único vacío
invariante bajo dicho grupo [28] (salvo transformaciones de equivalencia unitaria). Pero
en situaciones más generales, como es el caso de campos propagándose en espaciotiem-
pos curvos menos simétricos, no hay un criterio general que permita seleccionar un
único representante de entre todos los vacíos posibles. Afortunadamente, estudios re-
cientes sobre la cuantización de cosmologías de Gowdy [29,30], y que presentan ciertos
criterios de unicidad [31, 32], sugieren que es posible escoger una clase de equivalencia
unitaria de representaciones de Fock para campos que se propagan en espaciotiempos
o circunstancias más generales. En particular, en las Refs. [31, 32] se probó que un
campo escalar que se propague en un espaciotiempo estático con secciones espaciales
de topología isomorfa a un círculo o una dos-esfera, pero sujeto un potencial cuadrático
dependiente del tiempo de un tipo específico, admite en realidad una cuantización de
Fock única si ésta es invariante bajo las isometrías espaciales y además la dinámica
es implementable en ella como una transformación unitaria. Es más, en el caso de un
potencial cuadrático dependiente del tiempo arbitrario, en el círculo [33] o en la tres-
esfera [34], se llegaron a conclusiones análogas. La cuestión que nos gustaría responder
es si es posible extender la aplicación de estos criterios de unicidad a espaciotiempos
con secciones espaciales de topología compacta arbitraria. Más aún, otra cuestión que
resulta de especial interés a la hora de cuantizar campos en espaciotiempos no esta-
cionarios se refiere a la elección inicial de variables canónicas para el campo, ya que, en
general, diferentes elecciones dan lugar a cuantizaciones inequivalentes. Una práctica
común en cosmología consiste en re-escalar el campo con funciones del espaciotiempo
de fondo, dependientes del tiempo, con la intención de alcanzar una descripción más
conveniente. En principio, los resultados de unicidad mencionados son válidos para un
campo que satisface una ecuación de ondas en un espaciotiempo estático con un po-
tencial cuadrático variable en el tiempo. La pregunta que uno se puede hacer es si, al
considerar una cuantización en términos de otras variables de campo relacionadas con
las iniciales por medio de una transformación canónica dependiente del tiempo, existe
una representación de Fock para ellas que satisfaga también los criterios de invariancia
bajo simetrías espaciales y unitariedad de la dinámica, y si la consiguiente teoría cuán-
tica es equivalente o no a la inicial. En la Ref. [35] se probó, para el caso de Gowdy
en el tres-toro, que una transformación canónica dependiente del tiempo en la que se
re-escala el campo por una función dada, su momento por el inverso de esta función y
se añade al mismo una contribución lineal en el campo, con un factor de proporcionali-
dad que es asimismo otra función dependiente del tiempo, resulta ser incompatible con
una dinámica unitaria a menos que el re-escalado del campo sea constante. Pero, en el
caso de sistemas más generales, por ejemplo al considerar una ecuación de ondas con
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un potencial cuadrático dependiente del tiempo pero por lo demás arbitrario, o para
secciones espaciales con una topología compacta arbitraria, es necesario comprobar si
descripciones de campo alternativas, correspondientes a otra elección de par canónico,
son o no admisibles.
Si somos capaces de contestar a las preguntas que hemos formulado en los párra-
fos anteriores, podemos enfrentarnos al estudio de un modelo cosmológico realista.
Para empezar, nuestro universo es esencialmente homogéneo a gran escala, presentan-
do pequeñas inhomogeneidades que, como hemos anticipado, se pueden describir en
términos de campos propagándose en ese espaciotiempo homogéneo de fondo. Uno de
los formalismos que provee una descripción satisfactoria es el de teoría de perturba-
ciones cosmológicas [36,37]. El primero en considerar perturbaciones alrededor de una
métrica de tipo FLRW fue Lifschitz [38]. Pronto se vio que, en este tipo de escenarios,
ciertas transformaciones de coordenadas (transformaciones de gauge) dificultan una in-
terpretación precisa de las perturbaciones que allí aparecen, al modificarlas y afectar su
identificación. En las últimas décadas han surgido diferentes propuestas para abordar
el estudio de esta clase de situaciones, desde los primeros intentos de formalismo co-
variante independiente de las transformaciones de gauge introducidos por Hawking [39]
al formalismo de Bardeen [40] en términos de potenciales invariantes de gauge. Pero
la teoría de perturbaciones sola no es capaz de explicar satisfactoriamente el origen
de las estructuras que observamos en el cosmos. Es aquí donde entran en juego los
modelos inflacionarios, junto con el paradigma de la gran explosión, como la opción
más plausible para explicar la evolución del universo desde esos instantes iniciales a su
estado actual [41]. Este tipo de modelos establecen que el universo, en algún momen-
to de su evolución, sufre un periodo de rápida expansión, como el que produce, por
ejemplo, un hipotético campo escalar con masa. Es más, es posible probar que las fluc-
tuaciones cuánticas de este campo son suficientes para engendrar las inhomogeneidades
que observamos actualmente [42]. Ignorando por el momento posibles efectos cuánticos
provenientes de la geometría, las perturbaciones que se propagan en un espaciotiempo
de fondo no estacionario deberían de admitir, en un régimen apropiado, una descripción
semiclásica. Una cuestión interesante es si la cuantización de estas perturbaciones se
ajusta a los criterios de unicidad mencionados en el párrafo anterior, ya que, en caso
afirmativo, esto nos permitiría adoptar una descripción cuántica privilegiada y con-
sistente (con las simetrías y la dinámica). Asimismo, sería conveniente ver qué papel
desempeñan en esa cuantización los potenciales invariantes de Bardeen, y cómo se los
podría incluir convenientemente en el modelo semiclásico, para asegurar la indepen-
dencia de gauge y robustez de las posibles predicciones físicas que se pudieran deducir
de la cuantización. Además, nos gustaría estudiar la interacción de las perturbaciones
cuánticas con una geometría de fondo también cuántica. En este sentido, la cosmología
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cuántica de lazos es un candidato sólido para introducir los efectos cuánticos en la geo-
metría, y en particular permite reemplazar la singularidad clásica inicial por un rebote
cuántico. Para los grados de libertad homogéneos que describen un espaciotiempo de
FLRW acoplado a un campo escalar masivo existen estudios en relación a una hipotéti-
ca, pero bien motivada, dinámica efectiva [43], que entre otras cosas permite afirmar
que la mayoría de las trayectorias clásicas siempre producen la inflación necesaria, a
diferencia de lo que ocurre en relatividad general. Pero se trata de una descripción
semiclásica, y que no está sustentada por una descripción cuántica genuina dentro de
la cosmología cuántica de lazos. También se ha estudiado la evolución de perturba-
ciones cosmológicas en un escenario efectivo como el mencionado anteriormente, pero
en esos casos sólo se ha contemplado la interacción de los campos con el espaciotiempo
de fondo a primer orden en las (hipotéticas) correcciones cuánticas, y un estudio sin
tales limitaciones parece necesario.
Estructura de la tesis y objetivos
Esta tesis está estructurada en tres partes y tiene un total de siete capítulos.
Además, hemos añadido cinco apéndices en los que se detallan cuestiones técnicas,
empleadas en el análisis que vamos a presentar. En los tres primeros capítulos se
tratan ciertos aspectos relacionados con la cosmología cuántica de lazos por medio
de un estudio analítico, así como de un análisis numérico complementario, realizado
para determinar algunos de los detalles más refinados. En los dos capítulos siguientes
revisamos y ampliamos una propuesta de criterios de unicidad para la cuantización de
campos que se propagan en espaciotiempos no estacionarios. Y en los dos últimos capí-
tulos aplicamos todos esos resultados previos a un modelo cosmológico inflacionario con
pequeñas inhomogeneidades, con el objetivo de proporcionar una descripción cuántica
del mismo consistente y lo más elaborada posible.
Parte 1: Cosmología cuántica de lazos.
 En el Capítulo 1 estudiamos un universo homogéneo e isótropo plano de tipo
FLRW acoplado a un campo escalar sin masa. Realizamos una descripción
clásica y su posterior cuantización de tipo polimérica, siguiendo las pautas
establecidas en la cosmología cuántica de lazos. Explicamos las propiedades
generales que comparten todas las prescripciones de cuantización de lazos,
como el espacio de Hilbert cinemático sobre el que definimos nuestros ope-
radores, la construcción de la ligadura hamiltoniana y sus características,
que incluyen los sectores de superselección o el espacio de Hilbert físico.
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Finalmente, damos una descripción de la nueva perspectiva física que pro-
porcionan, como por ejemplo la resolución de la singularidad clásica, que es
reemplazada por un rebote cuántico.
 En el Capítulo 2 proporcionamos una nueva prescripción para la cuanti-
zación de este tipo de escenarios. Presentamos una ligadura hamiltoniana en
la que se tiene en cuenta la orientación de la tríada a la hora de representar-
la por un operador cuántico. Las ventajas de esta prescripción son conside-
rables: permite eliminar la singularidad clásica sin necesidad de apelar real-
mente a la dinámica; incluye un método natural y riguroso para llevar a cabo
una densitización satisfactoria de la ligadura hamiltoniana; y simplifica con-
siderablemente los sectores de superselección, que codifican la discretización
de la geometría, y consecuentemente el espacio de Hilbert físico. Además,
estas propiedades permiten establecer el concepto de rebote cuántico co-
mo una propiedad genérica del modelo, independiente de la discretización
particular de la geometría y del estado concreto del universo.
 Las diferentes prescripciones que se han venido proponiendo para cuanti-
zar este modelo cosmológico se comparan en el Capítulo 3, con el ánimo
de establecer cuantitativamente las ventajas e inconvenientes que presen-
tan cada una de ellas. En concreto, consideramos cuatro prescripciones: la
inicialmente propuesta por Ashtekar, Pawªowski y Singh [23]; una versión
explícitamente resoluble sugerida por Ashtekar, Corichi y Singh [26]; una
nueva prescripción introducida por nosotros [44], y que vamos a explicar en
el Capítulo 2; y una versión que comparte todas las ventajas de esta última
junto con las de la segunda propuesta. En particular, analizaremos la efi-
ciencia numérica que presenta cada una de estas prescripciones, junto con
las diferencias físicas que emergen tanto en el espacio de Hilbert físico como
en los valores esperados de ciertos observables.
Parte 2: Resultados de unicidad.
 En el Capítulo 4, por un lado, vamos a revisar los criterios de unicidad
propuestos recientemente para la cuantización de un campo escalar que se
propaga en un espaciotiempo estático de secciones espaciales isomorfas a una
tres-esfera y sujeto a un potencial cuadrático dependiente del tiempo. Estos
criterios consisten en el requerimiento de invariancia del estado de vacío de
la teoría cuántica respecto a las isometrías de las secciones espaciales, junto
con una implementación unitaria de la dinámica. Vamos a demostrar que
estas dos condiciones son suficientes para seleccionar únicamente una repre-
sentación de Fock, salvo equivalencia unitaria. Por otro lado, si permitimos
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una descripción alternativa de las variables de campo, obtenida a partir de
una transformación canónica dependiente del tiempo en la que se escale di-
cho campo, vamos a probar que, esencialmente, no hay una representación
invariante que soporte una implementación unitaria de la dinámica para
esas nuevas variables. Por tanto, los criterios de unicidad fijan no solamente
la representación cuántica de las relaciones canónicas de conmutación, sino
también la elección de variables canónicas para describir el modelo cuando
se permiten re-escalados por funciones variables en el tiempo.
 Con el ánimo de generalizar los resultados anteriores, en el Capítulo 5 vamos
a extenderlos a campos con soporte en espacios de topología compacta arbi-
traria (como mucho de dimensión d = 3). Primero aplicamos los criterios de
invariancia bajo las isometrías de las secciones espaciales y unitariedad de
la dinámica para seleccionar una única representación de Fock para un cam-
po escalar en un espaciotiempo estático con secciones espaciales compactas
arbitrarias, sujeto a un potencial cuadrático dependiente del tiempo. Des-
pués, estudiaremos si es posible encontrar una cuantización así en términos
de un campo re-escalado, obtenido mediante una transformación canónica
dependiente del tiempo. Vamos a ver que esta transformación debe ser tri-
vial (esencialmente la identidad), salvo en topologías de dimensión d = 1,
donde son posibles ciertas redefiniciones del momento del campo, en las que
aparecen funciones dependientes del tiempo. Pero tales redefiniciones no in-
troducen ambigüedades en realidad, sino que conducen a una teoría cuántica
equivalente, y por tanto nuestros criterios de unicidad siguen siendo válidos
para seleccionar la cuantización.
Parte 3: Inflación.
 El Capítulo 6 contiene un estudio detallado de un universo inflacionario
con pequeñas inhomogeneidades. Se trata de un campo escalar acoplado a
gravedad donde una imposición preliminar de homogeneidad e isotropía pro-
porciona un modelo cosmológico inflacionario. Después incluimos pequeñas
inhomogeneidades de naturaleza escalar alrededor de estas soluciones isótro-
pas por medio de perturbaciones cosmológicas. Debido a la presencia de
grados libertad no dinámicos, procedemos a la fijación de gauge. En con-
creto, estudiamos dos fijaciones diferentes. En ambas, el sistema reducido
está descrito por la perturbación material. En los dos casos, aplicamos una
transformación canónica que esencialmente consiste en un re-escalado de
Mukhanov. Para alcanzar una descripción cuántica de esas perturbaciones,
aplicamos con éxito los criterios de unicidad del Capítulo 4 (invariancia bajo
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las simetrías espaciales y unitariedad de la dinámica), lo que nos permite es-
coger una cuantización de Fock de forma única (salvo equivalencia unitaria)
para la perturbación material. Además, discutimos otras cuantizaciones de
Fock alternativas, unitariamente equivalentes a la original. Una de ellas re-
sulta que se construye a partir de un par canónico que está descrito en
términos de potenciales invariantes de gauge (o potenciales de Bardeen).
 Por último, en el Capítulo 7 proporcionamos una cuantización completa de
un universo con inhomogeneidades basándonos en todos los resultados ante-
riores, completándose así los objetivos principales de esta tesis. Empezamos
aplicando una cuantización polimérica a un espaciotiempo de FLRW ce-
rrado y acoplado a un campo escalar sin masa. Para la geometría, elegimos
la prescripción presentada en el Capítulo 2, adaptada a una topología con
curvatura positiva. Caracterizamos las soluciones a la ligadura hamiltoniana
y las dotamos de estructura de espacio de Hilbert. Siguiendo el procedimien-
to del Capítulo 6, introducimos inhomogeneidades de naturaleza puramente
escalar, fijamos el gauge y aplicamos una transformación canónica, para
así adoptar la cuantización de Fock allí propuesta para las perturbaciones,
que combinamos con la cuantización polimérica de los grados de libertad
homogéneos. Las soluciones a la única ligadura global que queda por im-
poner (la hamiltoniana) son caracterizadas completamente, y equipadas con
un producto interno unívocamente determinado, lo que permite construir el
espacio de Hilbert físico del sistema.

Cosmología cuántica de lazos
homogénea e isótropa
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Capítulo 1
Revisión de la cosmología cuántica de
lazos homogénea e isótropa
La cosmología cuántica de lazos [1217] ha proporcionado una cuantización satis-
factoria de un gran número de sistemas cosmológicos, destacando en todos ellos la
aparición de un rebote cuántico que reemplaza la singularidad clásica inicial. El primer
sistema que se describió satisfactoriamente con este formalismo fue un escenario ho-
mogéneo e isótropo con secciones planas acoplado a un campo escalar sin masa [25].
Otros tipos de cosmologías de FLRW con curvatura positiva [45,46] o negativa [47,48]
también han sido descritos en este contexto. Asimismo, existen estudios de modelos
isótropos con constante cosmológica [4951]. Aunque no va a ser objeto de estudio en
esta tesis, también cabe mencionar la cuantización de escenarios anisótropos como las
cosmologías de Bianchi [52] con diferentes curvaturas espaciales [5357].
En este capítulo, a modo de introducción, vamos a revisar todas las propiedades que
comparten las prescripciones que se han propuesto para la cuantización de un universo
de tipo FLRW plano acoplado a un campo escalar sin masa [25,26,44,58]. Estudiaremos
la evolución del modelo cuántico en términos de una función de tiempo adecuada, y
cómo los efectos de la cuantización, entre otras cosas, acaban por detener el colapso
de un universo como el nuestro hacia la singularidad clásica al remontarnos al pasado,
haciendo que éste rebote y evolucione hacia un universo en expansión.
1.1. Descripción clásica
Para proceder a la cuantización de lazos, vamos a considerar espaciotiempos M
globalmente hiperbólicos, que admiten una descomposición 3+1 o, equivalentemente,
admiten una función global de tiempo t que permite foliar el espaciotiempo en una
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serie de secciones espaciales Σ [5961]. El vector de flujo temporal tµ = Nnµ + Nµ es
el vector más general que satisface ∂tt = tµ∇µt = 1,1 siendo nµ el vector normal a la
hipersuperficie Σ, N la función lapso, Nµ el vector (espacial) de desplazamiento y ∇ la
conexión (o derivada covariante) asociada a la métrica espaciotemporal gµν . Es posible
ver que el elemento de línea asociado a esta métrica admite la siguiente descomposición:
ds2 = −N2dt2 + (dxa +Nadt)(dxb +N bdt)hab. (1.1.1)
El tensor hab representa la métrica espacial inducida en Σ.2 Una cantidad geométri-
ca adicional, definida en las secciones espaciales y que codifica la información de la
geometría del espaciotiempo, es la curvatura extrínseca Kab = Lnhab, donde Ln corres-
ponde a la derivada de Lie en la dirección del vector normal nµ. Explícitamente,
Kab =
1
2N
(
− Lthab +DaNb +DbNa
)
, (1.1.2)
donde D es la derivada covariante correspondiente a la métrica inducida en la secciones
espaciales. Este paso previo de descomposición 3+1 nos va a permitir, entre otras cosas,
alcanzar una formulación canónica de la relatividad general.
Partiendo de la acción de Hilbert-Einstein (completada con términos de superficie
adecuados al problema variacional que se considere), se puede construir un momen-
to Πab canónicamente conjugado a la métrica espacial, y que está íntimamente rela-
cionado con la derivada en la dirección del flujo temporal de hab contenida en Kab. La
acción es cuadrática en el momento, tiene una dependencia funcional altamente no tri-
vial respecto a la métrica espacial, y además presenta cuatro ligaduras de primera clase.
Una es la ligadura escalar o hamiltoniana (que llamaremos C), cuyo multiplicador de
Lagrange es la función lapso N , y las otras tres son ligaduras de momentos o difeomor-
fismos (designadas por Ca) con el vector de desplazamiento Na como multiplicador de
Lagrange. Las ligaduras de momentos generan traslaciones en las secciones espaciales,
mientras que la ligadura escalar además revierte en reparametrizaciones temporales.
Desafortunadamente, esta formulación de la relatividad general no es el escenario
más propicio para una cuantización canónica de la gravedad [62, 63], debido en parte
a la gran complejidad que adquiere el modelo descrito en términos de los operadores
fundamentales (hˆab, Πˆcd). Más aún, una cuantización estándar aplicada a modelos re-
ducidos por simetría (sistemas cosmológicos) conocida como geometrodinámica cuán-
tica o cuantización de Wheeler-DeWitt (WDW) [63] no permite curar de manera
satisfactoria la singularidad inicial, popularmente conocida como singularidad del big
bang.
1De ahora en adelante seguiremos el criterio de sumación de Einstein para índices repetidos.
2Las letras griegas µ, ν, etc. etiquetan índices espaciotemporales, mientras que las letras latinas a,
b, ..., etiquetan índices definidos en las secciones espaciales.
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Por ello, una manera de abordar una posible descripción cuántica de la gravedad
pasa primero por tratar de formularla de una forma más sencilla, lo que se consiguió
en gran parte gracias a las variables introducidas por Ashtekar [64]. Además, esta re-
formulación abría las puertas a una cuantización de la gravedad a partir de técnicas no
perturbativas [65], como las que se utilizan habitualmente en cromodinámica cuántica.
Aunque no se ha podido proporcionar una cuantización no perturbativa satisfactoria
para este último tipo de interacciones, debido en gran parte a dependencias de estruc-
turas de fondo de la teoría, esta nueva formulación de la gravedad sí es independiente de
las mismas, dado que es la propia estructura de fondo la que propaga la interacción. Al
consiguiente programa de cuantización se le denomina comúnmente gravedad cuántica
de lazos [14]. Nosotros vamos a concentrarnos en la aplicación de estas técnicas de
cuantización a modelos cosmológicos [1217]. Por ello, sólo daremos los detalles clave
sobre la cuantización de lazos de la gravedad que vayamos a necesitar, empezando
por formular la relatividad general en términos de conexiones gauge y sus variables
canónicamente conjugadas (tríadas densitizadas) [64].
1.1.1. Variables de Ashtekar-Barbero
Describamos pues nuestro sistema en términos de las (así denominadas) variables
de Ashtekar-Barbero [66]. Se trata de una conexión su(2) y una tríada densitizada,
que de ahora en adelante designaremos por Aia y E
a
i , respectivamente. Estas variables
se pueden relacionar con la métrica hab y la curvatura extrínseca Kab de la siguiente
manera. Introduzcamos en primer lugar una co-tríada eia, donde los índices internos i,
j, ..., son índices en SU(2). La relación entre la métrica espacial y la co-tríada está
dada por
hab = δije
i
ae
j
b, (1.1.3)
donde δij es la métrica euclídea, que es la unidad si i = j y cero en caso contrario.
Es obvio que, al pasar de métricas a co-tríadas, hemos introducido grados de libertad
adicionales. Veremos enseguida que estos grados de libertad van acompañados de ciertas
ligaduras de primera clase, de manera que el cómputo total de grados de libertad queda
inalterado. La tríada densitizada de peso unidad se define como
Eai =
√
heai , (1.1.4)
donde h representa el determinante de la métrica espacial, que a su vez se puede
expresar directamente en términos del determinante de la co-triada. A partir de Eai
podemos construir una conexión compatible con ella a través de la condición
DaEbi + ijkΓjaEbk = 0, (1.1.5)
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que conduce a
Γia = −
1
2
ijkEjb(∂aE
b
k +
hΓbcaE
c
k). (1.1.6)
Aquí, Ejb es la inversa de la tríada densitizada,
hΓbca son los símbolos de Christoffel
asociados a la derivada covariante D inducida en las secciones espaciales Σ [61], y ijk
es el tensor totalmente antisimétrico.
Haciendo uso de la curvatura extrínseca en forma triádica Kia = Kabe
bj, podemos
finalmente construir una conexión [66] canónicamente conjugada a la tríada densitizada
Aia = Γ
i
a + γK
i
a, (1.1.7)
siendo γ ∈ R+ el llamado parámetro de Immirzi.3
Este par canónico define un espacio de fases Γgrav dotado con una estructura sim-
pléctica
Ω(δ1, δ2) =
1
8piGγ
∫
Σ
d3x(δ1A
i
aδ2E
a
i − δ1Eai δ2Aia), (1.1.8)
donde el símbolo δ representa un vector tangente a Γgrav.
Dado que nuestro espacio de fases es mayor que el espacio de fases original en
términos de las variables (hab,Πcd), deben aparecer nuevas ligaduras que permitan
eliminar los grados de libertad adicionales, y que sean compatibles con las ligaduras
escalar y de momentos originarias de la formulación métrica. En efecto, es fácil (aunque
tedioso) probar que si la condición
Gi = ∂aE
a
i + ijkΓ
j
aE
ak = 0 (1.1.9)
se satisface, ambas formulaciones son equivalentes [1]. Dada la analogía existente entre
(1.1.9) y la ecuación de Gauss para el campo eléctrico en vacío, a la ligadura Gi se
la conoce comúnmente como ligadura de Gauss. Esta ligadura, junto con las ligaduras
usuales de la formulación 3+1 de la relatividad general (reformuladas en términos de
Aia y E
a
i ),
Ca = F
i
abE
b
i , (1.1.10)
C =
1√|E|ijk [F iab − (1 + γ2)imnKma Knb ]EajEbk, (1.1.11)
forman un conjunto de ligaduras de primera clase. El símbolo |E| representa el valor
absoluto del determinante de la tríada densitizada y F iab el tensor de curvatura de la
conexión de Ashtekar-Barbero
F iab = ∂aA
i
b − ∂bAia + ijkAjaAkb . (1.1.12)
3Aunque los trabajos pioneros [67, 68] indicaban que γ = ±i era la elección más razonable, se
descartó esa elección debido a las dificultades técnicas que entrañaba en la teoría cuántica.
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1.1.2. Sector homogéneo e isótropo
Puesto que la finalidad de este capítulo es presentar una revisión del modelo de
FLRW plano dentro del marco de la cosmología cuántica de lazos [1217], vamos a
congelar aquellos grados de libertad de la teoría clásica que representan las inhomo-
geneidades, restringiéndonos únicamente al sector homogéneo e isótropo del espacio de
fases Γisograv. En este subespacio, la conexión y la tríada
Aia = c˜
0eia, E
a
i = p˜
√
0h 0eai , (1.1.13)
respectivamente, quedan determinadas por dos funciones c˜ y p˜ homogéneas e isótropas
en cada sección espacial Σ.4 Además, hemos introducido por conveniencia una co-tríada
auxiliar 0eia (también llamada fiducial) que está bien adaptada al grupo de traslaciones
T 3 en el espacio plano R3 (aspecto que es también aplicable a 0eai y 0hab).
Debemos notar que las secciones espaciales no son compactas y las integrales sobre
las mismas divergen, como es el caso de (1.1.8), por ejemplo. Por otro lado, nuestra
elección del espacio de fases introduce cierta ambigüedad proveniente del hecho de que
un re-escalado por una constante 0hab → ς2 0hab hace que c˜ → ς−1c˜ y p˜ → ς−2p˜,
quedando en duda su interpretación física. Una forma de resolver estos dos proble-
mas [22] es restringiendo todas las integrales a una celda fiducial V de volumen fiducial
V0, e introducir la siguiente redefinición5
Aia = cV
−1/3
0
0eia, E
a
i = pV
−2/3
0
√
0h 0eai . (1.1.14)
Con esta elección, cantidades como la estructura simpléctica o, equivalentemente, los
corchetes de Poisson
{c, p} = 8piGγ
3
(1.1.15)
están unívocamente determinados, viéndose inalterados por este tipo de transforma-
ciones. Las nuevas funciones c y p también son invariantes bajo esos re-escalados, por
lo que se recupera su interpretación física, como es el caso de la potencia V = |p|3/2,
que representa el volumen físico de la celda V .
En cuanto a las ligaduras, debido a la isotropía y a la elección que hemos hecho
para las variables en (1.1.14), tanto Ca como la ligadura de Gauss son idénticamente
nulas. La única ligadura que sobrevive es la ligadura escalar, que se reduce a
Cgrav = −γ−2
∫
V
d3x
1√|E|ijkF iabEajEbk = − 6γ2 c2√|p|. (1.1.16)
4La variable p˜ y el factor de escala a de un universo de FLRW se relacionan mediante |p˜| = a2.
5Es fácil ver que V0 → ς3V0 bajo la transformación 0hab → ς2 0hab.
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Un modelo de estas características en ausencia de materia sólo tiene soluciones
triviales p = cte. Por ello, debemos incluir algún tipo de contenido material. La manera
más simple de proceder es incluir un campo escalar sin masa, φ, mínimamente acoplado.
Este campo material se puede utilizar como tiempo interno del sistema, como veremos
más adelante. Si identificamos pφ como el momento canónicamente conjugado a φ, su
contribución a la ligadura escalar es
Cmat = 8piG
∫
V
d3x
1√|E|p2φ = 8piG p
2
φ
|p|3/2 . (1.1.17)
La dinámica clásica está regida por el hamiltoniano del sistema H = NC/(16piG),
donde
C = − 6
γ2
c2
√
|p|+ 8piG p
2
φ
|p|3/2 , (1.1.18)
y N es la función lapso (homogénea). Debido a que φ no aparece en el hamiltoniano,
pφ es una constante del movimiento. La combinación de las ecuaciones de movimiento
con la ligadura nos permite deducir entonces que las trayectorias clásicas vienen dadas
por
φ = ±
√
3
16piG
ln |p|+ cte. (1.1.19)
Figura 1.1: Figura ilustrativa con las soluciones correspondientes a un universo en
expansión y otro en contracción, ambos con condiciones iniciales p0 = 1 y φ(p0) = 0.
1.2. Modelo cuántico
El siguiente paso en nuestro análisis introductorio será establecer el marco cuántico
que vamos a utilizar para describir un sistema cosmológico de estas características. En
primer lugar, para el contenido material seguiremos un procedimiento de cuantización
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estándar y que no necesitará una descripción exhaustiva, mientras que dedicaremos una
mayor atención a la geometría, dado que vamos a emplear técnicas de cuantización (no
estándar) poliméricas, similares a las empleadas en gravedad de lazos.
1.2.1. Representación cuántica del campo escalar
Clásicamente, y dentro del formalismo canónico, el contenido material está descrito,
en el nivel cinemático, por las variables φ y pφ. Aunque existen trabajos en los que
un campo escalar es cuantizado poliméricamente [69], en esta tesis emplearemos una
cuantización meramente estándar para los campos materiales, dejando la representación
polimérica para los grados de libertad que describen la geometría.
Vamos a utilizar una representación de tipo Schrödinger donde los operadores φˆ
y pˆφ = −i~∂φ actúan por multiplicación y derivación, respectivamente. Un dominio
de definición para estos operadores es el formado por el subespacio de funciones con-
tinuas de soporte compacto y que está contenido densamente en el espacio de Hilbert
L2(R, dφ), formado por las funciones de cuadrado integrable con la medida de Lebesgue
que comúnmente se asocia a la recta real. Usaremos la notación |φ) para los autoestados
generalizados de φˆ que proporcionan una base ortonormal generalizada (normalizable
a la delta de Dirac) en L2(R, dφ).
1.2.2. Geometría cuántica
Como ya hemos venido adelantando, vamos a adaptar las técnicas de cuantización de
la gravedad de lazos para representar el sector homogéneo de la geometría. En la teoría
completa, el álgebra que se pretende representar no se corresponde exactamente con el
que proporcionan Aia y E
a
i , si no que las variables que se toman como fundamentales
son las holonomías de la conexión a lo largo de aristas e,
he(A) = P exp
{∫
e
dxaAia(x)τi
}
, (1.2.1)
donde P es el operador ordenación de camino y τi los elementos de su(2) que satisfacen
[τi, τj] = ijkτ
k, y los flujos de la tríada densitizada a través de superficies S
E(S, f) =
∫
S
f iEai abcdx
bdxc, (1.2.2)
donde f i son funciones auxiliares que toman valores en su(2) y que permiten suavizar
los flujos a través de S [3].
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Dado que las conexiones Aia son 1-formas y el dual de la tríada abcE
c
i una 2-
forma, su integración sobre caminos y superficies, respectivamente, es natural desde
un punto de vista geométrico y su definición no requiere ningún tipo de estructura
de fondo. Además, estos elementos geométricos son invariantes bajo difeomorfismos y
tienen propiedades de transformación adecuadas. Otra característica relevante de la
holonomía (1.2.1) es que codifica toda la información sobre el transporte paralelo de
espinores a lo largo de la arista considerada.6
Vamos a restringirnos a partir de ahora al sector cosmológico. Para empezar, susti-
tuimos en (1.2.1) la conexión dada en (1.1.14). Además, teniendo en cuenta que la
topología espacial es plana, vamos a considerar aristas e orientadas en la dirección
fiducial i y con una longitud fiducial correspondiente igual a µV 1/30 , donde µ es un
parámetro real, en principio arbitrario. Estas aristas son suficientes para diferenciar
conexiones distintas. Es fácil ver entonces que la holonomía de la conexión c a lo largo
de la arista e es [22]
hµi (c) = e
µcτi = cos
(µc
2
)
I+ 2 sin
(µc
2
)
τi, (1.2.3)
donde I es la matriz identidad.
Como nos va a interesar el álgebra de configuración formada por combinaciones li-
neales finitas de los elementos de matriz de las holonomías, los elementos fundamentales
que debemos considerar son
Nµ(c) = e i2µc. (1.2.4)
El álgebra de configuración puede tomarse entonces como el de las funciones cuasi-
periódicas de c, que llamaremos de ahora en adelante CylS [3, 22].7
Por otra parte, si introducimos la tríada densitizada que aparece en (1.1.14) y
calculamos el flujo correspondiente a través de (1.2.2), obtenemos
E(S, f) = pV
−2/3
0 AS,f , (1.2.5)
donde AS,f es un factor que depende del área fiducial de S y de las funciones de
prueba f i. De esta forma, vemos que los flujos están esencialmente caracterizados por
6En la cuantización de lazos, uno puede generalizar el espacio de conexiones al conocido como
espacio de conexiones generalizadas, con conexiones que sólo están definidas a lo largo de aristas (y
no en toda la variedad Σ). Cuando uno considera esta álgebra de configuración (extendida) junto con
los flujos y exige invariancia bajo difeomorfismos, la única representación posible es tal que no alberga
un operador cuántico bien definido para la conexión. Esta propiedad hace que la cuantización de lazos
sea radicalmente distinta a una cuantización estándar.
7En cosmología cuántica de lazos se identifica el álgebra de funciones cuasi-periódicas con el espacio
de las funciones cilíndricas (cylindric functions en inglés) definidas sobre las conexiones simétricas
(CylS).
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la variable p recordemos que su potencia |p|3/2 se identifica clásicamente como el
volumen de V.
Así, concluimos que el espacio de fases en cosmología cuántica de lazos puede des-
cribirse por las variables Nµ(c) y p, cuyo corchete de Poisson es
{Nµ(c), p} = i4piGγ
3
µNµ(c). (1.2.6)
Éste será nuestro punto de partida: buscamos una representación del álgebra de
configuración que a su vez proporcione una representación fiel de los flujos, y sobre
la que exigiremos ciertas propiedades de simetría, siguiendo la misma estrategia que
en la gravedad cuántica de lazos [6, 7, 7074]. Para ello, empleamos que el álgebra de
configuración es un álgebra de tipo C∗ (obtenida al completar CylS con la norma del
supremo), y aplicamos los resultados de teoría de Gel'fand que nos permiten identificar
estas álgebras como álgebras de funciones continuas sobre un cierto espacio compacto,
llamado espectro de Gel'fand [1,75]. En el caso considerado, el espectro resultante es un
espacio conocido como la compactificación de Bohr de la recta real, que designaremos
como R¯. Esta compactificación se puede entender como una extensión del espacio de
configuración clásico la recta real, que queda densamente embebido en R¯ [22,75]. El
espacio R¯ forma un grupo conmutativo, que al ser compacto está equipado con una
medida natural, invariante bajo la operación de grupo (medida de Haar). De ahora en
adelante llamaremos dµB a esta medida. Más aún, la única representación del álgebra
de configuración invariante bajo la simetría dada por este grupo de transformaciones
es la que tiene como espacio de Hilbert L2(R¯, dµB), esto es, el espacio formado por las
funciones en R¯ cuya norma compleja al cuadrado es sumable con la medida dµB. En
este espacio de Hilbert podemos encontrar una base de autoestados de los operadores
Nˆµ(c), que designaremos por los vectores o kets |c〉, tales que
Nˆµ(c)|c′〉 = e i2µc′ |c′〉. (1.2.7)
Por su parte, la actuación de pˆ se define por derivación sobre esta base de autoestados,
de forma que se satisface la regla de cuantización de Dirac [Nˆµ(c), pˆ] = i~ ̂{Nµ(c), p},
donde ~ es la constante de Planck.
Por conveniencia, nos resultará más cómodo utilizar la base de autoestados |µ〉 del
espacio de momentos. Se trata de una base ortonormal
〈µ|µ′〉 = δµµ′ , µ, µ′ ∈ R, (1.2.8)
cuyos elementos no se pueden numerar. Por tanto, queda claro que el espacio de Hilbert
no es separable. La acción de pˆ puede definirse ahora por multiplicación
pˆ|µ〉 = 4piG~γ
3
µ|µ〉, (1.2.9)
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de lo que se deduce que el espectro del operador pˆ es discreto lo que indica que la
geometría cuántica es intrínsecamente discreta. Las exponenciales complejas de la
conexión producen desplazamientos finitos
Nˆµ(c)|µ′〉 = |µ+ µ′〉. (1.2.10)
Como esperábamos, es evidente que existen diferencias insalvables entre la repre-
sentación construida y la que uno se encuentra en mecánica cuántica estándar, por lo
que ambas no son equivalentes. Este hecho contrasta aparentemente con las implica-
ciones del teorema de Stone-von Neumann [76, 77], que parece asegurar la unicidad
de la representación. La tensión queda resulta al percatarse de que, en el caso de la
representación que estamos considerando, el requerimiento de continuidad fuerte no se
satisface [78], contraviniendo así las hipótesis del teorema.
Finalmente (y para no complicar la notación en exceso), en el resto de la tesis
usaremos la longitud de Planck lPl =
√
G~, los operadores Nˆµ(c) serán designados
simplemente por Nˆµ, y definiremos Hgrkin = L2(R¯, dµB) como el sector geométrico del
espacio de Hilbert cinemático, puesto que es el escenario (de partida) auxiliar en el
que introduciremos los operadores cuánticos geométricos de nuestro modelo cosmológi-
co. Del mismo modo, llamaremos sector material del espacio de Hilbert cinemático a
Hmatkin = L2(R, dφ), y al producto tensorial de ambos Hkin = Hgrkin ⊗ Hmatkin espacio de
Hilbert cinemático.
1.2.3. Operador ligadura escalar y dinámica mejorada
Vamos a centrarnos primero en la contribución material (1.1.17) de la ligadura
escalar. Clásicamente, este operador implica potencias inversas de la tríada, en parti-
cular V −1 = |p|−3/2. Debido a que el espectro del operador pˆ es discreto, y que el
estado |µ = 0〉 es un autoestado de autovalor nulo, no podemos aplicar el teorema
espectral para definir potencias negativas de pˆ en Hgrkin. Afortunadamente, en gravedad
de lazos se recurre a una versión regularizada para este tipo de funciones, empleando
una combinación adecuada de tríadas densitizadas y holonomías, procedimiento que es
conocido como el truco de Thiemann [79,80]debido al nombre de su autor. Basta con
darse cuenta de la identidad clásica
sgn(p)
|p|1−ζ =
1
4piγζG
1
µ
tr
(∑
i
τ ihµi (c)
{
[hµi (c)]
−1, |p|ζ
})
, (1.2.11)
donde tr designa la traza y ζ es cualquier número real entre 0 y 1, 0 < ζ < 1. Esta
identidad puede promoverse a operador cuántico, reemplazando los corchetes de Poisson
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por los conmutadores correspondientes. Como resultado obtenemos
̂[
1√|p|
]
= − i
2piγl2Pl
√
∆
ŝgn(p)
√̂
|p|tr
(∑
i
τ iĥµ¯i
[
(ĥµ¯i )
−1,
√̂
|p|])
=
3
4piγl2Pl
√
∆
ŝgn(p)
√̂
|p|
(
Nˆ−µ¯
√̂
|p|Nˆµ¯ − Nˆµ¯
√̂
|p|Nˆ−µ¯
)
. (1.2.12)
Aquí, hemos elegido ζ = 1/2 por simplicidad. Este operador es diagonal en la base de es-
tados |µ〉, y su espectro converge rápidamente al de pˆ−1/2 para estados
con µ >> 1. Además, no sólo es regular sobre el estado |µ = 0〉, sino que de hecho lo
aniquila.
Teniendo en cuenta la representación cuántica introducida en la Sección 1.2.1, una
forma natural de representar la parte material de la ligadura es a través del operador
Ĉmat = 8piG
[̂
1
V
]
⊗ pˆ2φ, (1.2.13)
donde [̂
1
V
]
=
̂[
1√|p|
]3
(1.2.14)
será, de ahora en adelante, el operador inverso del volumen. Por su parte, el símbolo ⊗
nos indica que cada operador actúa en el espacio de Hilbert donde ha sido definido. Pero
debido a que en la literatura se han usado otras prescripciones para representar Cmat
como operador cuántico [25, 26, 44, 58], resultará más conveniente usar una notación
genérica
Ĉmat = 8piG B̂(v)⊗ pˆ2φ, (1.2.15)
donde B̂(v) proporcionará la contrapartida del operador inverso del volumen en algunas
otras situaciones.
El siguiente paso es proporcionar un operador cuántico para la parte gravitacional
de la ligadura. Debemos notar, en primer lugar, que esta contribución involucra cone-
xiones a través del tensor de curvatura F iab, las cuales no tienen un operador cuántico
asociado bien definido [22]. Pero sabemos que las holonomías de las conexiones sí, por
ello debemos primero encontrar la relación clásica existente entre éstas y el tensor
de curvatura, y después seleccionar el operador cuántico que mejor se ajusta a la
descripción física deseada [25].
Los trabajos pioneros [2224], en analogía con la gravedad cuántica de lazos, es-
tablecen que el operador de curvatura se puede construir tomando un circuito cerrado
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y cuadrado de holonomías, bien adaptado al modelo que se está estudiando. De esta
forma, definimos
hµij = h
µ
i h
µ
j (h
µ
i )
−1(hµj )
−1. (1.2.16)
El circuito considerado encierra un área fiducial no nula S = µ2V
2/3
0 . En el límite de
área cero, tenemos que
F iabτi = l´ım
S→0
(
hµij − δij
S
)
oeia
oejb, (1.2.17)
lo que nos permite recuperar el tensor de curvatura. Por otro lado, la contribución
asociada a las tríadas densitizadas, o flujos, se puede reescribir clásicamente como
[79,80]
ijkτ
iEajEbk√|E| = −∑
k
sgn(p)
4piγGV
1/3
0
1
µ0
0ekc
0abc hµ0k
{
(hµ0k )
−1, V
}
, ∀µ0 ∈ R. (1.2.18)
Esta identidad se satisface siempre, independientemente del valor que tome el parámetro
fiducial µ0. En esta tesis vamos a asumir que esta ambigüedad en la selección de µ0 no
es relevante, mientras que su análogo en la expresión (1.2.17) sí desempeñará un papel
fundamental, como veremos enseguida, así que simplemente identificaremos µ0 con µ.
Sólo nos queda agrupar todas las contribuciones y tomar su traza, lo que conduce a
Cgr = − 1
2piγ3µ3G
∑
ijk
ijktr
(
hµi h
µ
j (h
µ
i )
−1 (hµj )
−1 hµk
{
(hµk)
−1, V
})
. (1.2.19)
Puede verse que, en el límite µ → 0, esta expresión coincide con (1.1.16). Como ya
hemos venido anticipando, ese límite no está bien definido en la teoría cuántica, puesto
que las conexiones no lo están.8 Así que µ deberá tomar un valor mínimo distinto de
cero. La elección de ese valor es una cuestión no trivial, y es aún motivo de controver-
sia en la comunidad científica. Motivados principalmente por los resultados obtenidos
en [25], donde se observó que una elección adecuada para el parámetro µ era necesaria
ya que, de lo contrario, aparecen fenómenos cuánticos importantes en regiones típi-
camente clásicas [23, 24], nosotros seguiremos el esquema de dinámica mejorada, lo
que implica tomar un parámetro µ dependiente del estado que se analice o, en otras
palabras, que varíe con el estado. La elección que haremos consiste en imponer que
el área fiducial S (determinada por la longitud fiducial mínima µ¯V
1/3
0 ) correspon-
da a un área física µ¯2p = ∆, donde ∆ es un área constante del orden de l2Pl y que
8En la teoría completa este problema puede sortearse tomando el límite en el espacio de Hilbert
de estados invariantes bajo difeomorfismos, donde resulta estar bien definido [1]. Esto no es posible
en nuestro modelo, puesto que la ligadura correspondiente ha sido ya fijada en el nivel clásico.
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está fijada por el valor mínimo no nulo permitido para el área en el espectro de su
operador geométrico, dentro de la gravedad cuántica de lazos [25, 55]. Esta forma de
elegir el parámetro µ¯ proporciona un límite de bajas energías consistente, con buenas
propiedades al re-escalar las estructuras fiduciales empleadas en la construcción, junto
con un comportamiento adecuado en el régimen cuántico [81].
Como consecuencia de la dinámica mejorada, los operadores correspondientes a
los elementos de matriz de las holonomías Nˆµ¯, al actuar sobre la base |µ〉, ya no
producen saltos constantes en su etiqueta, sino que los saltos dependen del esta-
do sobre el que actúen. Por ello, conviene introducir un re-etiquetado de la base y
un operador Nˆµ¯ bien adaptado a la nueva etiqueta. Empecemos por introducir un
parámetro afín que satisface µ¯(µ)∂µ = ∂v. Es sencillo ver que el parámetro buscado
es v(µ) = (2piγl2Pl
√
∆)−1sgn(µ)|µ|3/2. Así, podemos reorganizar los estados |µ〉 de for-
ma unívoca, designándolos con el nuevo parámetro, y pasar a considerar que la base
está formada por estados |v〉. El operador multiplicación que está bien adaptado a la
etiqueta de esta base es justamente el operador volumen
Vˆ |v〉 = sgn(p)pˆ3/2|v〉 = 2piγl2Pl
√
∆v|v〉. (1.2.20)
La variable canónicamente conjugada a v es β = ~µ¯c/2, cuyo corchete de Poisson
es {β, v} = 1. Por tanto, para Nµ¯ = eiµ¯c/2, podemos definir la acción del operador
correspondiente Nˆµ¯ = êiβ/~ sobre los estados |v〉 como
Nˆµ¯|v〉 = |v + 1〉. (1.2.21)
Esta pareja de operadores son los elementos fundamentales con los que construiremos
los operadores cuánticos que vamos a estudiar en esta tesis.9
Pasemos ahora a representar la parte gravitacional de la ligadura como un operador
cuántico. Uno de los problemas que surge (además bien conocido en mecánica cuántica)
es que este operador involucra productos de operadores que no conmutan, y por lo tanto,
surge una ambigüedad en el orden de factores. A lo largo de la literatura, se han ido
proporcionando diferentes operadores Cˆgrav que se pueden diferenciar precisamente en el
orden de factores que se emplea a la hora de representarlos enHgrkin [25,26,44,58]. Debido
a esto, y a que en el Capítulo 3 vamos a hacer un análisis exhaustivo de las propuestas
más relevantes que se han hecho sobre esta clase de operadores, a continuación vamos
a tratar una situación genérica, dejando los detalles particulares de cada prescripción
para más adelante.
9Aunque estos operadores podrían haber sido introducidos mucho antes en este capítulo, es preferi-
ble seguir una estructura que se asemeje al orden cronológico de los trabajos [2225] que dieron lugar
a esta elección de operadores fundamentales.
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Consideremos la parte gravitacional de la ligadura (1.2.19). Hacemos la sustitución
{ ,̂ } → − i
~
[ˆ, ˆ]. (1.2.22)
Además, introducimos
1̂
µ¯
=
√
|pˆ|
∆
(1.2.23)
y tenemos en cuenta que las holonomías están representadas por
(ĥµ¯i )
±1 =
̂
cos
( µ¯c
2
)
I± 2 ̂sin
( µ¯c
2
)
τi, (1.2.24)
con
̂
cos
( µ¯c
2
)
=
Nˆµ¯ + Nˆ−µ¯
2
,
̂
sin
( µ¯c
2
)
=
Nˆµ¯ − Nˆ−µ¯
2i
. (1.2.25)
Simetrizando los productos de operadores que no conmutan, al final llegamos a un
operador en Hgrkin de la forma
Ĉ = Ĉgr ⊗ I+ 8piG Bˆ(v)⊗ pˆ2φ. (1.2.26)
Aquí, I es el operador identidad.
Es preferible trabajar con una versión equivalente de este operador, que no sólo
preserva toda la información física relevante, sino que tiene la ventaja de presentar
explícitamente una forma separable (en la contribución material de la geométrica)
Cˆ = 8piG(−~2Θˆ⊗ I+ I⊗ pˆ2φ). (1.2.27)
Ambas ligaduras están relacionadas a través de un proceso comúnmente llamado
cambio de densitización. Existen diferentes formas, más o menos naturales, de llevarlo
a cabo [26, 27, 44, 54]. En el siguiente capítulo presentaremos un procedimiento bien
definido y completamente riguroso para llevar a cabo esta transformación, así que
dejaremos los detalles concretos de cada propuesta para más adelante.
Centrémonos ahora en el operador Θˆ que aparece en la ligadura densitizada Cˆ. Este
operador tiene el espacio CylS, denso en Hgrkin, por dominio invariante
Θˆ = −Nˆ2µ¯f(vˆ)Nˆ2µ¯ − Nˆ−2µ¯f(vˆ)Nˆ−2µ¯ + fo(vˆ), (1.2.28)
donde hemos definido vˆ|v〉 = v|v〉. Las funciones tienen una forma general
f(v) =
3piG
4
(v2 − 2− α) +O(v−2), (1.2.29a)
fo(v) =
3piG
2
(v2 − α) +O(v−2). (1.2.29b)
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Aquí, α es una constante que depende de la simetrización particular adoptada en cada
prescripción. La acción del operador Θˆ sobre un estado |v〉 es
Θˆ|v〉 = −f(v + 2)|v + 4〉 − f(v − 2)|v − 4〉+ fo(v)|v〉, (1.2.30)
lo que nos indica a primera vista que sólo relaciona estados con soporte en redes con un
paso constante de cuatro unidades en el parámetro v. Los subespacios de estados con
soporte en una de estas redes permanecen invariantes bajo la acción de Θˆ. Es más, si
la función f(v) se anula para determinados valores de v, es posible, como veremos más
adelante, que los subespacios invariantes puedan reducirse aún más, pasando a estar
formados por aquellos estados con soporte en semirredes de paso cuatro. En cualquier
caso, para los operadores que vamos a considerar en esta tesis, identificaremos estos
subespacios de Hgrkin como los formados a partir de las redes (o semirredes) Lε, donde
ε ∈ (0, 4] es un parámetro continuo que etiqueta cada sector y que proporciona el
volumen mínimo permitido por la discretización de la geometría. Como el operador Θˆ
y cualquier otro de relevancia física que vaya a ser considerado dejan invariante estos
subespacios, se pueden interpretar como sectores de superselección, ya que cualquiera
de ellos contiene toda la información relevante sobre la geometría. De ahora en adelante
los designaremos por Hε. Aunque el espacio de Hilbert Hgrkin no es separable, es posible
descomponerlo como una suma directa de subespacios separables: Hgrkin =
⊕
εHε. Sin
pérdida de generalidad, restringiremos el estudio a cualquiera de estos sectores de
superselección.
Siguiendo los análisis de la Ref. [82], uno puede demostrar rigurosamente que la
restricción de Θˆ a cualquiera de esos sectores es un operador esencialmente autoadjunto,
y que las partes absolutamente continua y esencial del espectro son positivas. Respecto
a las partes del espectro discreto y singular, estudios numéricos evidencian que son
vacías [25]. La degeneración de su espectro depende de a qué sector de superselección ε
nos restrinjamos y de la prescripción que se está utilizando. A lo sumo, la degeneración
es doble. La descomposición espectral de Θˆ introduce una base de estados generalizados,
que llamaremos (eεk|, y que son soluciones a la ecuación
[Θˆeεk](v) = 12piGk
2eεk(v), k
2 ∈ R+, (1.2.31)
donde eεk(v) = (e
ε
k|v〉. Esta base de autoestados está normalizada a la delta de Dirac
(eεk|eεk′) = δ(k′ − k), (1.2.32)
donde la delta está definida en un dominio R que, dependiendo de la degeneración
del espectro de Θˆ, puede ser R ó R+. Dado que en el Capítulo 3 vamos a describir
detalladamente la manera en que se puede construir la base de autoestados generaliza-
dos (eεk|, aquí sólo vamos a mencionar las propiedades más relevantes. En primer lugar,
36 CAPÍTULO 1. REVISIÓN DE LA COSMOLOGÍA CUÁNTICA DE LAZOS
los coeficientes eεk(v) pueden elegirse siempre de modo que e
ε
k(−v) = eεk(v).10 Además,
siempre es posible encontrar una familia de autofunciones que, de forma exacta o en
buena aproximación, se comporte en el límite v →∞ como
eεk(v)
|k|>>1→ 2[eiφεk ek(v) + e−iφ
ε
k e−k(v)], (1.2.33)
donde φεk es una fase compleja y los coeficientes e±k(v) son las autofunciones gene-
ralizadas del operador en geometrodinámica o cuantización de WDW análogo a Θˆ
(véase el Apéndice A sobre los detalles de la cuantización de WDW). Estas funciones
están amortiguadas exponencialmente en k para v < k.
1.2.4. Soluciones físicas: dinámica cuántica
Finalmente, partiendo del operador Cˆ con dominio invariante denso contenido en
cada sector Hε ⊗ Hmatkin , y teniendo en cuenta que es un operador esencialmente au-
toadjunto en cada uno de estos sectores, uno puede construir el espacio de Hilbert
físico, por ejemplo, utilizando las técnicas de promedio sobre grupos [8387]. Alter-
nativamente, puede llevarse a cabo una deparametrización del sistema seleccionando
a φ como un tiempo o reloj interno [23, 24]. En tal caso, pueden tomarse familias de
observables que evolucionen en función de este tiempo. Dada la forma de la ligadura,
este procedimiento de deparametrización nos conduce a identificar dos sectores, que
se corresponden con los sectores de frecuencias positivas y negativas (como en el caso
de un campo de Klein-Gordon). Ambos contienen información física equivalente. Uno
puede ver que las soluciones físicas son de la forma
Ψ±(v, φ) =
∫
k∈R
dkΨ˜(k)eεk(v)e
±iω(k)φ, (1.2.34)
donde ω(k)2 = 12piGk2 es el autovalor del operador −∂2φ y eεk(v) son los coeficientes de
las autofunciones del operador Θˆ. El espacio de Hilbert físico Hphy se puede identificar
entonces como el de funciones de onda Ψ˜ ∈ L2(R, dk).
Dado que esta deparametrización introduce la noción de evolución dinámica, pode-
mos considerar las traslaciones temporales
Ψ±φo(v) 7→ Ψ±φ (v) = U±(φ− φ0)Ψφo(v), U±(φ− φ0) = e±i
√
|Θˆ|(φ−φo), (1.2.35)
donde U±(φ − φ0) es un operador unitario, cuyo generador es el operador
√
|Θˆ| que
está definido a través de la descomposición espectral de Θˆ.
10La restricción al sector simétrico (invariante bajo la transformación v → −v) contiene la misma
información de la geometría que el antisimétrico.
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Mediante este concepto de evolución, podemos introducir familias de operadores
físicos relacionados por la dinámica, y construidos a partir de aquéllos definidos en el
espacio de Hilbert cinemático. De forma análoga a la teoría clásica, donde por ejemplo
la función cinemática O tiene sentido físico bien definido una vez que ha sido evaluada
sobre trayectorias clásicas, en la teoría cuántica podemos introducir el observable físico
Oˆφ a partir del cinemático Oˆ a través de
[OˆφΨ](v, φ) = e
i
√
|Θˆ|(φ−φo)
[
OˆΨ(v, φ)
]∣∣∣
φo
. (1.2.36)
En esta situación, los operadores ln ˆ|v|φ0 y pˆφ = −i~∂φ forman un conjunto completo
de observables de Dirac o físicos.
Es fácil ver que tanto los observables físicos como el producto interno físico preservan
los subespacios de frecuencia positiva y negativa. Esto nos permite identificar una
nueva superselección y, consecuentemente, restringir el estudio al sector de frecuencias
positivas, por ejemplo.
1.2.5. Rebote cuántico o big bounce
El trabajo que por primera vez permitió una discusión profunda y sólida de las
implicaciones físicas de la cosmología cuántica de lazos [25] concentró sus esfuerzos en
el estudio de los estados de mayor interés físico: estados que están fuertemente picados
a lo largo de trayectorias clásicas a tiempos tardíos. En concreto, los estados físicos
estudiados consistían en perfiles gaussianos del tipo
Ψ˜+(k) = e
− (k−k∗)2
2σ2 e−iω(k)φ
∗
. (1.2.37)
Se consideraron perfiles picados en k = k∗ << −1, lo que permitía aproximar los
estados físicos por
Ψ+(v, φ) =
∫ 0
−∞
dk e−
(k−k∗)2
2σ2 e
(s)
−|k|(v)e
iω(k)(φ−φ∗), (1.2.38)
despreciando así la contribución de e(s)|k| (v). Por medio de un estudio numérico exhausti-
vo se pudieron computar las autofunciones e(s)−|k|(v), para después evaluar esta integral.
El resultado al que se llegó estudiando los valores esperados y dispersiones del opera-
dor |̂v|φo es que ninguno de ellos se anula y que las ramas alcanzadas en los límites
φ = ±∞ están conectadas por un rebote de origen puramente cuántico que aparece
cuando la densidad material alcanza un valor crítico que es aproximadamente 0.41 ve-
ces la densidad de Planck. El nombre que se dio a este fenómeno fue rebote cuántico o
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gran rebote (big bounce en inglés). Además, se observó que las dispersiones de ciertos
observables, como |̂v|φo o la densidad de energía, presentan un mínimo en su dispersión
justo cuando se alcanza el máximo en la densidad de energía, lo que sugiere que en
ese instante la teoría puede comportarse de una forma marcadamente determinista,
en contra de lo que uno inicialmente esperaría. En resumen, la cosmología cuántica
de lazos proporciona la visión de que un universo en expansión proviene de otro en
contracción de las mismas características, conectados por un rebote determinista y de
origen puramente cuántico.
Capítulo 2
Una nueva perspectiva en cosmología
cuántica de lazos homogénea e
isótropa
En vista de la importancia alcanzada por los resultados de la cosmología cuántica de
lazos aplicada a un sistema tan sencillo [23,24], mejorados con la implementación poste-
rior de la dinámica de forma adecuada [25], era claramente necesario realizar un análisis
más profundo del sistema para consolidar las predicciones. Por ejemplo, la necesidad
de estudiar analíticamente este modelo [26], permitió entender que el paradigma del
rebote cuántico resulta ser independiente del estado físico que se está considerando
cuando se tiene en cuenta una discretización particular de la geometría, o lo que es lo
mismo, cuando uno se restringe a un sector de superselección particular del espacio de
Hilbert cinemático. A pesar de la relevancia de estos estudios, ha sido imprescindible
ir todavía más lejos para poder llegar a entender ciertos aspectos que no quedaban
totalmente claros. Entre ellos se encuentra, por ejemplo, un procedimiento natural y
riguroso que permita realizar un cambio de densitización a nivel cuántico de la ligadura
hamiltoniana, lo que en este modelo en particular resulta muy ventajoso. Además, otro
aspecto importante para motivar un análisis más profundo es saber hasta qué punto los
sectores de superselección que emergen en esta teoría, y que codifican la discretización
intrínseca de la geometría, pueden ser simplificados al máximo preservando a la vez
todas las propiedades físicas óptimas.
En este sentido, hemos sido capaces de aplicar las ideas aprendidas de la Ref. [54],
donde se estudió un universo vacío, anisótropo y homogéneo de Bianchi I, al paradig-
mático espaciotiempo plano de FLRW acoplado a un campo escalar sin masa [44],
cuya parte geométrica corresponde al sector isótropo de un modelo de Bianchi I. En
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este capítulo, vamos a proponer una nueva prescripción para el operador Θˆ que permite
abordar con éxito las cuestiones anteriormente mencionadas respecto al cambio de den-
sitización y a la simplificación de los sectores de superselección. Entre otras cosas, nos
va a permitir generalizar el concepto de rebote cuántico, extendiendo los resultados
obtenidos previamente en la Ref. [26] a cualquier sector de superselección. Además,
veremos cómo esta nueva perspectiva puede arrojar luz en modelos cosmológicos más
complejos.
2.1. Nueva prescripción
Nuestro punto de partida es el modelo de Bianchi I estudiado en la Ref. [54]. Este
sistema cosmológico involucra tres factores de expansión, uno para cada dirección es-
pacial. Su formulación en términos de variables de Ashtekar-Barbero involucra una
ligadura escalar que se puede factorizar en productos cruzados de factores del tipo
Λi = sgn(pi)
√
pici, i = 1, 2, 3. (2.1.1)
A la hora de representar estas cantidades clásicas como operadores cuánticos, las fun-
ciones sgn(pi) deben ser tenidas en cuenta. Este punto resultó esencial para entender
cómo optimizar los sectores de superselección, tanto por consistencia matemática como
desde un punto de vista físico.
2.1.1. Ligadura escalar: resolución de la singularidad y cambio
de densitización
Para desvelar la relevancia que podría desempeñar esa función signo en una situación
de isotropía, vamos a transvasar al sector isótropo la ligadura del modelo de Bianchi I
acoplado a un campo escalar sin masa. Tras escribir las funciones Λi en términos de
holonomías dentro del esquema de la dinámica mejorada, podemos ver que sus análogos
cuánticos, una vez identificadas las tres direcciones espaciales, se corresponden con el
operador
Ω̂ =
1
4i
√
∆
|̂V |1/3
[̂
1
V
]−1/6 [(
Nˆ2µ¯ − Nˆ−2µ¯
)
ŝgn(V ) + ŝgn(V )
(
Nˆ2µ¯ − Nˆ−2µ¯
)]
×
[̂
1
V
]−1/6
|̂V |1/3, (2.1.2)
donde hemos introducido el operador inverso del volumen, que ya se definió en (1.2.14).
La razón de haberlo incluido en la definición del operador Ω̂ no es otra que preservar
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el paralelismo con sus análogos Θˆi definidos en la Ref. [54]. Pero esta elección no
desempeña un papel fundamental en este análisis, y en principio podría tomarse la
prescripción |̂V |1/3 [̂1/V ]−1/6 ' |̂V |1/2.1
Para la ligadura hamiltoniana utilizamos la siguiente simetrización
Ĉ = − 6
γ2
[̂
1
V
]1/2
Ω̂2
[̂
1
V
]1/2
⊗ I+ 8piG
[̂
1
V
]
⊗ pˆ2φ. (2.1.3)
Este operador cuántico presenta ciertas propiedades de relevancia. En primer lugar
la acción de Ĉ restringida a Hgrkin aniquila al estado de volumen nulo |v = 0〉, debido
a la manera en que aparecen las potencias del inverso del volumen. Además, la acción
de este operador sobre cualquier otro estado del espacio de Hilbert gravitacional nunca
involucra contribuciones del estado de volumen nulo. Por tanto, el subespacio que
compone el complemento ortogonal de |v = 0〉 permanece invariante bajo la acción
de Ĉ (en Hgrkin). De esta manera, podemos restringir el estudio a ese complemento
ortogonal, que de ahora en adelante llamaremos H˜grkin. Así, Hgrkin = H˜grkin ∪ |v = 0〉. El
espacio de Hilbert H˜grkin será el punto de partida para estudiar la parte geométrica de las
soluciones no triviales a la ligadura. Es importante enfatizar que, siguiendo las líneas
de los trabajos [54,8890], el estado cuántico correspondiente a la singularidad clásica
queda eliminado de la teoría en este preciso instante.
Este paso es fundamental para poder introducir un cambio de densitización en la
ligadura cuántica. Consideremos pues la familia de estados (ψ| que son aniquilados por
la ligadura y que en general no son normalizables en el espacio de Hilbert cinemático.
Un espacio natural donde estos estados se pueden definir es en el dual de un conjunto
denso en H˜kin, como es el subespacio C˜yl
∗
S ⊃ Cyl∗S (tal que C˜ylS ∩ |v = 0〉 = ∅, y
con C˜yl
∗
S igual al dual de C˜ylS) multiplicado tensorialmente por un espacio adecuado
para los grados de libertad del campo escalar. El operador [̂1/V ] definido en H˜grkin tiene
espectro discreto y su kernel es el conjunto vacío, así que se puede definir su inverso sin
problemas a través del teorema espectral. De hecho, utilizaremos este operador para
definir una biyección que actúa como la identidad sobre la contribución material
entre las soluciones (ψ| de la ligadura escalar Ĉ y las soluciones (ψ′| = (ψ|[1̂/V ]1/2 de
su contrapartida densitizada
Cˆ = − 6
γ2
Ω̂2 ⊗ I+ 8piG I⊗ pˆ2φ. (2.1.4)
La ventaja que tiene esta versión densitizada de la ligadura es que presenta una sepa-
ración explícita entre geometría y contenido material, y es más sencilla de imponer
1Una situación análoga se encuentra al comparar las prescripciones de las Refs. [25] y [26], que se
diferencian esencialmente en una simplificación de este estilo.
42 CAPÍTULO 2. NUEVA PERSPECTIVA EN COSMOLOGÍA DE LAZOS
cuánticamente, ya que tanto Ω̂2 como pˆ2φ son dos observables de Dirac que conmutan.
Comparando con la expresión (1.2.27) del capítulo anterior, podemos definir
ΘˆMMO =
3
4piGγ2~2
Ω̂2, (2.1.5)
donde el subíndice se ha introducido convenientemente debido a las iniciales de los
autores [44].
2.1.2. Propiedades del operador Ω̂2
Ahora sólo nos queda realizar un análisis exhaustivo del operador Ω̂2 antes de
caracterizar las soluciones a la ligadura Cˆ. En cuanto a la contribución material, se
trata de un operador bien conocido y merece menos atención. En esta sección vamos
a determinar los sectores de superselección del modelo y haremos un análisis espectral
del operador en cada uno de ellos. Además, estudiaremos sus autofunciones, cuyas
propiedades únicas nos van a permitir alcanzar un entendimiento profundo respecto al
rebote cuántico. En particular, veremos que estas autofunciones están unívocamente
determinadas a partir de la sección de volumen mínimo, sin necesidad de imponer
ninguna condición de frontera, y que se convierten en una combinación lineal de dos
autofunciones de WDW con idéntica contribución en el límite v →∞.
Sectores de superselección
Los sectores de superselección se pueden deducir de forma directa analizando la
acción del operador Ω̂2 sobre los estados |v〉 de H˜grkin. El resultado es
Ω̂2|v〉 = −f+(v)f+(v + 2)|v + 4〉+
[
f 2+(v) + f
2
−(v)
] |v〉
− f−(v)f−(v − 2)|v − 4〉, (2.1.6)
donde
f±(v) =
piγl2Pl
3
g(v ± 2)s±(v)g(v), (2.1.7)
s±(v) = sgn(v ± 2) + sgn(v), (2.1.8)
g(v) =

∣∣∣∣∣1 + 1v ∣∣ 13 − ∣∣1− 1v ∣∣ 13 ∣∣∣− 12 si v 6= 0,
0 si v = 0.
(2.1.9)
De acuerdo con lo explicado en el Capítulo 1, se trata de un operador en diferencias que
sólo relaciona estados con soporte en redes de paso cuatro en la etiqueta v. Además las
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funciones s±(v) que aparecen en f±(v) hacen que f−(v)f−(v − 2) sea cero si v ∈ (0, 4]
y que f+(v)f+(v + 2) se anule cuando v ∈ [−4, 0). Si trasladamos esto a la ecuación
en diferencias (2.1.6), concluimos que la acción del operador Ω̂2 nunca va a relacionar
estados con soporte en v > 0 con los que tienen soporte en v < 0. En este sentido,
podemos afirmar que la parte gravitacional de la ligadura desacopla diferentes orienta-
ciones de la tríada (o del volumen orientado). En efecto, el operador Ω̂2 sólo relaciona
estados con soporte en semirredes L±ε = {v = ±(ε + 4n), n ∈ N}, donde ε ∈ (0, 4]
es el parámetro que etiqueta cada sector y que ya fue introducido en el Capítulo 1.
Debemos notar que, aunque el espacio de Hilbert H˜gravkin inicial no era separable, sí
que se puede expresar como una suma directa de subespacios separables de la forma
H˜gravkin =
⊕
ε(H+ε ⊕H−ε ). Cabe notar que cada subespacio H±ε se puede obtener a través
de la compleción de Cauchy de Cyl±ε = span{|v〉, v ∈ L±ε } respecto al producto interno
discreto introducido en 1.2.2, y que cada conjunto Cyl±ε proporciona un dominio de
definición para Ω̂2 en el correspondiente subespacio H±ε .
También debemos darnos cuenta de que los subespacios del tipo H±ε ⊗ Hmatkin per-
manecen invariantes bajo la acción de Cˆ. Además, los operadores de relevancia física
que vamos a considerar en este estudio mantienen esa propiedad. Por tanto, podemos
interpretar que cada uno de esos subespacios es superseleccionado por nuestro modelo,
y la restricción a cualquiera de ellos proporciona la misma información física. Sin pér-
dida de generalidad, de ahora en adelante limitaremos nuestro análisis al subespacio
(separable) H+ε ⊗Hmatkin .
Respecto a los estudios previos que se han hecho sobre este modelo en el contexto de
la cosmología cuántica de lazos [2227, 91], es importante enfatizar que una diferencia
esencial entre los sectores de superselección que allí surgían y los que hemos descrito
aquí (salvo pequeñas excepciones que serán detalladas en el Capítulo 3) es que en
general sólo estos últimos desacoplan orientaciones opuestas del volumen.
2.1.3. Autoadjunción y análisis espectral
Aunque sabemos que, en el sector de superselección considerado, el operador Ω̂2 ha
sido definido como un operador simétrico con dominio de definición Cyl+ε (en la com-
ponente geométrica del espacio de Hilbert), aún no hemos demostrado si este operador
admite una única extensión autoadjunta. Afortunadamente, en la Ref. [82] se probó
que el operador Θˆ de las Refs. [25, 26] era un operador esencialmente autoadjunto. A
continuación, haciendo uso del teorema de Kato-Rellich [92], vamos a probar a partir
de esos resultados de autoadjunción que la restricción de Ω̂2 a H+ε sí es esencialmente
autoadjunta.
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En la Ref. [82] se demostró que la clase de equivalencia formada por los operadores Θˆ
parametrizados por α [véase la expresión (1.2.28)], y allí llamados H ′APS, restringidos
a un sector de superselección del tipo H+ε ⊕ H−4−ε (si ε 6= 4), admiten una única
extensión autoadjunta: el operador Θˆ es esencialmente autoadjunto (para cada valor de
la constante α). En nuestro caso, empecemos restringiendo ΘˆMMO [véase la Ec. (2.1.5)]
a esos sectores del espacio de Hilbert cinemático. Podemos ver que la diferencia
Θˆ− ΘˆMMO = −Nˆ2µ¯h(vˆ)Nˆ2µ¯ − Nˆ−2µ¯h(vˆ)Nˆ−2µ¯ + ho(vˆ), (2.1.10)
donde
h(v) =
3piG
4
(
5
3
− α
)
+O(v−2), (2.1.11)
ho(v) =
3piG
2
(
5
3
− α
)
+O(v−2), (2.1.12)
resulta ser un operador simétrico y de clase traza si elegimos α = 5/3. Por otro lado, el
teorema de Kato-Rellich nos asegura que, si a un operador esencialmente autoadjunto
le añadimos un operador simétrico de clase traza, el operador resultante sigue siendo
esencialmente autoadjunto. Así que, con esto, concluimos que ΘˆMMO, y en consecuen-
cia Ω̂2, es esencialmente autoadjunto en cada espacio de Hilbert de la forma H+ε ⊕H−4−ε
con ε 6= 4.
Para el caso ε = 4 debemos considerar la restricción a H+4 ⊕ H−4 junto con una
definición de la acción sobre el estado |v = 0〉, que será, por ejemplo, que el operador
aniquila ese estado. Aplicando los mismos argumentos de antes, llegamos a idéntica
conclusión sobre la autoadjunción de Ω̂2, pero ahora restringido a este subespacio de
Hilbert específico.
Ahora sólo nos queda probar que la restricción de Ω̂2 aH+ε es también esencialmente
autoadjunta. Para ello haremos uso del hecho de que, si Â es un operador simétrico
definido en cierto espacio de Hilbert H, y ρ es cualquier número complejo, entonces el
operador es esencialmente autoadjunto si y sólo si no existen soluciones normalizables
en H a la ecuación Â†|φ〉 = ρ|φ〉 (también conocida como ecuación de índices de
defecto) [93, 94]. Supongamos entonces que la restricción de Ω̂2 a H+ε resultara ser
un operador que no es esencialmente autoadjunto. Esto significaría que existe una
solución no trivial a su ecuación de indices de defecto, que pertenecerá a H+ε . Esto es
equivalente a decir que Ω̂2 contiene una solución de esas características en el espacio de
HilbertH+ε ⊕H−4−ε, cuya proyección enH−4−ε sería idénticamente nula. Pero la existencia
de una solución así entra en contradicción con que Ω̂2 es un operador esencialmente
autoadjunto en H+ε ⊕ H−4−ε. De forma análoga, estos resultados se aplican en el caso
en que se parta de Ω̂2 sobre H+4 ⊕ H−4 . En conclusión, Ω̂2 resulta ser esencialmente
autoadjunto en H+ε , ∀ε ∈ (0, 4].
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Únicamente nos resta hacer el análisis espectral de Ω̂2 antes de estudiar sus auto-
funciones generalizadas. En primer lugar, en la Ref. [82] se demostró que las partes
esencial y absolutamente continua del espectro de la familia de operadores Θˆ (recorde-
mos de nuevo que en la Ref. [82] se los llama H ′APS) son ambas iguales a [0,∞). Estos
resultados, junto con los teoremas Weyl-von Neumann y Kato-Birman [92], nos per-
miten llegar a resultados análogos para Ω̂2 (o equivalentemente para ΘˆMMO), definido
en cada H±ε . El primero de los teoremas nos asegura que si un operador autoadjunto
le añadimos otro autoadjunto y compacto, la parte esencial de su espectro se preserva;
el segundo nos permite afirmar que, si a un operador autoadjunto le añadimos un ope-
rador de clase traza, la parte absolutamente continua de su espectro es unitariamente
equivalente a la del operador original. Ahora bien, si recordamos, la diferencia de los
operadores (Θˆ − ΘˆMMO) es un operador simétrico de clase traza, tomando α = 5/3.
Teniendo en cuenta la simetría f±(−v) = −f∓(v) del operador Ω̂2 bajo la transforma-
ción v → −v, y asumiendo la independencia del espectro en la etiqueta ε, concluimos
que el operador Ω̂2 definido en H+ε tiene también espectros absolutamente continuo y
esencial iguales a [0,∞).
Además, en la Sección 2.2 veremos que las autofunciones generalizadas de Ω̂2 con-
vergen a una combinación lineal las autofunciones de su operador análogo en la cuan-
tización estándar geometrodinámica de WDW para valores grandes de v. Si añadimos
la continuidad del espectro en geometrodinámica cuántica, esto es consistente con que
los espectros discreto y singular sean vacíos.
En conclusión, el operador Ω̂2 definido en H+ε es un operador definido positivo y
esencialmente autoadjunto con espectro absolutamente continuo que coincide con R+.
2.2. Autofunciones generalizadas
Para determinar las autofunciones de Ω̂2 en el sector de superselección H+ε consi-
derado, partimos de la expansión de estas autofunciones (eελ|, que vendrán dadas por
estados generalizados, en la base de autoestados del volumen: (eελ| =
∑
v∈L+ε e
ε
λ(v)〈v|,
donde eελ(v) = (e
ε
λ|v〉 y λ ∈ [0,∞) según hemos visto. La ecuación de autovalores
[Ω̂2eελ](v) = λe
ε
λ(v) se traduce en
f+(v−4)f+(v−2)eελ(v−4)−
[
f 2+(v) + f
2
−(v)− λ
]
eελ(v)+f−(v+4)f−(v+2)e
ε
λ(v+4) = 0.
(2.2.1)
Teniendo en cuenta que v ∈ L+ε , la primera relación de consistencia que se satisface es
eελ(ε+ 4) =
[
f 2+(ε) + f
2
−(ε)− λ
]
f−(ε+ 4)f−(ε+ 2)
eελ(ε), (2.2.2)
46 CAPÍTULO 2. NUEVA PERSPECTIVA EN COSMOLOGÍA DE LAZOS
Utilizando la ecuación de autovalores de manera recursiva, y reordenando las contribu-
ciones adecuadamente, es posible llegar a la siguiente expresión para los coeficientes de
las autofunciones
eελ(ε+ 4n) = e
ε
λ(ε)
∏n−1
i=0 Fi(λ, ε)
G1,2n(ε)
1 + M∑
t=1
n−2t∑
i1,...,it=0
i1≤...≤it
t∏
k=1
Pik+2(k−1)(λ, ε)
 , (2.2.3)
donde M = n/2 si n es par y M = (n− 1)/2 si n es impar, y además
Gi,j(ε) =
j∏
n=i
f−(ε+ 2n), Fi(λ, ε) = f 2+(ε+ 4i) + f
2
−(ε+ 4i)− λ, (2.2.4)
Pi(λ, ε) =− [G2i+2,2i+3(ε)]
2
Fi(λ, ε)Fi+1(λ, ε)
. (2.2.5)
En la relación anterior, las cantidades Pi(λ, ε) pueden ocasionar problemas cuando su
denominador se anula. Pero el productorio que aparece al principio de la expresión
(2.2.3) cancela cualquier posible inconsistencia. Además, debe tenerse en cuenta que
f+(v) = f−(v + 2).
Para esta base de autofunciones generalizadas, (eελ| elegimos la condición de norma-
lización
(eελ|eελ′) = δ(λ− λ′), (2.2.6)
donde, como consecuencia directa de la continuidad del espectro de Ω̂2, δ(x) es la delta
de Dirac en R+. Por tanto, podemos obtener una resolución espectral de la identidad
en el espacio H+ε mediante esta base:
I =
∫
R+
dλ|eελ)(eελ|. (2.2.7)
Es importante recalcar ciertos aspectos que podrían pasar desapercibidos. El primero
es el hecho de que, antes de proceder a su normalización, podemos determinar cada
autofunción completamente a partir de su dato inicial eελ(ε). Esto nos permite concluir,
entre otras cosas, que el espectro de Ω̂2 no es degenerado: cada autovalor está asociado
a una única autofunción. En segundo lugar, la condición (2.2.6) fija el dato inicial
eελ(ε) salvo una fase global irrelevante que eliminaremos introduciendo la condición
eελ(ε) > 0. De este modo concluimos que los coeficientes e
ε
λ(v) son todos reales (ya
que las funciones f±(v) lo son). Estas propiedades de las autofunciones son la clave
para probar los resultados en relación al rebote cuántico y su carácter genérico, y que
explicaremos al final de este capítulo.
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2.2.1. Límite asintótico o de WDW
El comportamiento asintótico de las autofunciones va a tener un papel fundamen-
tal para comprender el paradigma de rebote cuántico. Por esto, debemos prestar cier-
ta atención a ese límite en el que la cuantización de lazos comparte muchas de las
propiedades de una cuantización de tipo WDW. A parte del Apéndice A, vamos a
utilizar los métodos aplicados en las Refs. [50,91].
La cuestión que tenemos intención de probar es que las autofunciones eελ(v) conver-
gen a una combinación lineal de autofunciones del operador Ω̂
2
de la teoría de WDW
para v suficientemente grande. Para ello nos basaremos en el método propuesto en las
Refs. [50, 91] y que hace uso de matrices de transferencia. En primer lugar, vamos a
introducir la siguiente notación
~e ελ (v) =
(
eελ(v)
eελ(v − 4)
)
, (2.2.8)
que nos permite escribir la ecuación de las autofunciones en forma matricial, mediante
una matriz de transferencia A(v), es decir,
~e ελ (v+ 4) = A(v)~e
ε
λ (v) =
(
f2+(v)+f
2
−(v)−λ
f−(v+4)f−(v+2)
− f+(v−4)f+(v−2)
f−(v+4)f−(v+2)
1 0
)(
eελ(v)
eελ(v − 4)
)
. (2.2.9)
Por otro lado, las autofunciones (reales) eελ(v) siempre admiten la siguiente descom-
posición ~e ελ (v) = B(v)~ψ(v), con
B(v) =
(
ek(v) e−k(v)
ek(v − 4) e−k(v − 4)
)
, y ~ψk(v) =
(
ψk(v)
ψ∗k(v)
)
, (2.2.10)
y donde ψk(v) es un número complejo (aquí, el símbolo ∗ indica conjugación com-
pleja) que codifica el ritmo de convergencia de los coeficientes eελ(v) a sus análogos
en la teoría de WDW. Por tanto, se asume que este número varía más lentamente
que e±k(v) en el límite v → ∞.2 Con todo esto, podemos pasar desde el estudio de
la matriz de transferencia A(v) de los coeficientes ~e ελ (v) a la matriz de transferencia
M (v) = B−1(v+ 4)A(v)B(v) de los coeficientes ~ψk(v). Es posible ver que esta matriz
de transferencia tiene el límite asintótico [50,91]
M (v) = I+O(v−3), (2.2.11)
2Recordemos que las autofunciones de WDW son esencialmente ondas planas en el logaritmo del
volumen, e±k(v) = 1√
2pi|v|e
±ik ln |v|.
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donde el símbolo O denota el siguiente orden en la expansión asintótica. Por tanto
existe un límite bien definido
ψk = l´ım
v→∞
ψk(v). (2.2.12)
En conclusión
eελ(v)
v1−−→ ψk eω(v) + ψ∗k e−ω(v), (2.2.13)
donde ψk se puede escribir en términos de su módulo r (independiente de k), que
hace las veces de constante de normalización, y de su fase φε(k). Se ha comprobado
numéricamente que [91]
φε(k) = T (|k|) + cε +Rε(|k|), (2.2.14)
donde T es una función sólo de |k|, cε es una constante y l´ımk→0Rε(|k|) = 0.
La conclusión de este análisis asintótico es que cada autofunción de Ω̂2, en el límite
v → ∞, es una combinación lineal de las dos autofunciones de WDW, cada una de
ellas con el mismo peso.
2.3. Espacio de Hilbert físico
Finalmente, podemos completar la cuantización proporcionando el espacio de Hilbert
físico y un conjunto completo de observables de Dirac. En la Sección 1.2.4 se determinó
el espacio de Hilbert físico a partir de las soluciones a la ligadura, identificando los sec-
tores de frecuencias positivas y negativas naturalmente asociados al tiempo interno φ.
Aquí vamos a ver una manera alternativa, pero equivalente, de especificar el espacio
de estados físicos aplicando las técnicas de promedio sobre el grupo [8387].
En primer lugar, la contribución material está representada por el operador esen-
cialmente autoadjunto pˆ2φ, que tiene un espectro positivo y doblemente degenerado, y
cuyos autovalores llamaremos ~2ω2, con ω ∈ R. Partimos de un cierto dominio denso
D(C) de definición para Ĉ, invariante bajo su acción y que nos va a permitir encontrar
una extensión autoadjunta del operador ligadura. Un posible candidato para D(C) es
el producto tensorial de Cyl+ε con el subespacio de funciones continuas de φ de soporte
compacto. Tomemos un estado ψ ∈ D(C), y designemos por Ĉ la extensión autoadjunta
de la ligadura. Los estados físicos (Ψ| se obtienen mediante el promedio
(Ψ| =
∫
R
dteitĈ
∑
v∈L+ε
∫
R
dφ Ψ(v, φ)〈v| ⊗ (φ|. (2.3.1)
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Utilizando la resolución espectral de la identidad en el espacio de Hilbert cinemático
que proporcionan las autofunciones de Ω̂2 y pˆ2φ, obtenemos
(Ψ| =
∫ ∞
0
dλ
∫
R
dω
∫
R
dt eit(−6λ/γ
2+8piG~2ω2)Ψ(λ, ω)(eελ| ⊗ (ω|. (2.3.2)
Integrando en t y ω, y recordando que (φ|ω) = eiωφ, al final llegamos al resultado
buscado
Ψ(v, φ) =
∫ ∞
0
dλ
ω(λ)
eελ(v) {Ψ+(λ) exp [iω(λ)φ] + Ψ−(λ) exp [−iω(λ)φ]} , (2.3.3)
donde Ψ+(λ) y Ψ−(λ) pertenecen al espacio de Hilbert físico Hphy = L2(R+, ω−1(λ)dλ)
y ω(λ) =
√
3λ/(4piγ2l2Pl~). Si interpretamos φ como un tiempo interno del sistema, es
admisible una descomposición en frecuencias positivas y negativas, donde cada compo-
nente
Ψ±(v, φ) =
∫ ∞
0
dλ
ω(λ)
eελ(v)Ψ±(λ)e
±iω(λ)φ (2.3.4)
ha sido evolucionada desde el dato inicial Ψ±(v, φ0) a través del operador de evolución
unitario Ψ±(v, φ) = U±(φ− φ0)Ψ±(v, φ0), y, como ya habíamos comentado,
U±(φ− φ0) = exp
±i
√
3Ω̂2
4piγ2l2Pl~
(φ− φ0)
. (2.3.5)
Finalmente, introduciendo un conjunto completo de observables, podemos interpre-
tar el sistema en una imagen de evolución. Este conjunto estaría dado, por ejemplo, por
la constante de movimiento pˆφ y el observable relacional ln |vˆ|φ0 (consúltese la Sección
1.2.4 para más detalles). Estos observables preservan los sectores de frecuencias positi-
vas y negativas, lo que nos permite restringirnos, por ejemplo, al sector de frecuencias
positivas dado por Ψ+(v, φ).
2.4. Consecuencias físicas y novedades
Hasta este momento hemos sido capaces, al menos, de completar la cuantización,
pero no hemos discutido las consecuencias físicas que se pueden deducir de nuestra
prescripción.
En primer lugar, en la Sección 2.2.1 dedujimos el comportamiento asintótico de las
autofunciones (eελ| del operador Ω̂2. Utilizando los métodos propuestos en las Refs. [50,
91], hemos visto que los coeficientes eελ(v) en el límite v →∞ tienden a una onda esta-
cionaria de tipo WDW, donde cada una de las autofunciones e±k(v) contribuye exacta-
mente con el mismo peso. Además, los coeficientes eελ(v) tienen soporte en semirredes
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del tipo v = ε + 4n, con ínfimo dado por ε. Esto se traduce inmediatamente en que
cualquier estado físico Ψ+(v, φ) emerge, sin ningún tipo de condición de frontera, a
partir de la sección de volumen mínimo v = ε, y se extiende hacia v →∞. Pero no lo
hace de cualquier manera. Basta con fijarse en que cada componente de WDW, e±k(v),
se puede identificar con un universo en expansión o en contracción. Estas dos com-
ponentes contribuyen de forma equiparable en eελ(v), y en consecuencia en Ψ+(v, φ).
La conclusión que alcanzamos es que cualquier universo en contracción proveniente de
φ → −∞ evolucionará de forma irremediable hacia un universo en expansión φ → ∞
(si bien sólo ciertos estados estarán picados en trayectorias clásicas en estas dos re-
giones asintóticas). Dado que todos estos resultados son propiedades intrínsecas de las
autofunciones eελ(v), y que son independientes de λ y de ε, deducimos que la única
posibilidad permitida para cualquier estado físico con soporte en cualquier sector de
superselección es un escenario de rebote.
Podemos ir más lejos aún. Hemos visto que Ω̂2 implica una ecuación en diferencias
que se puede interpretar como una ecuación de evolución en el parámetro v. Pero esta
ecuación en diferencias no extiende su dominio de definición a toda la recta real, como
ocurre con el operador correspondiente de las Refs. [2426]. Gracias a que en nuestro
modelo se ha tenido en cuenta la orientación de la tríada como parte fundamental
en el proceso de cuantización, algunos de los coeficientes del operador en diferencias
se anulan y su dominio de definición se puede reducir a un solo semieje de la recta
real. La consecuencia directa es que cualquier solución a esa ecuación en diferencias,
por consistencia, va a estar completa y unívocamente determinada, por ejemplo, por
sus dados iniciales (salvo un factor de proporcionalidad) definidos en la sección de
volumen mínimo v = . Como veremos más adelante, este hecho abre las puertas a la
cuantización (o resolución) de un sinfín de modelos cosmológicos (o sistemas físicos en
general).
2.5. Discusión y conclusiones
El modelo de FLRW plano acoplado a un campo escalar sin masa ha sido estudiado
detalladamente en el contexto de cosmología cuántica de lazos. Los trabajos en los
que se establecieron las bases de su teoría [22, 27, 82] se vieron luego completados y
superados por otros en los que se han desvelado las propiedades físicas del modelo
cuántico [23, 24]; aunque el punto de inflexión lo marcó un estudio cuidadoso de la
dinámica [25], junto con un análisis analítico del modelo [26].
Motivados por el hecho de entender todavía en mayor profundidad la verdadera
naturaleza del rebote cuántico, junto con el ánimo de resolver ciertos aspectos técnicos,
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como definir un procedimiento riguroso para introducir un cambio de densitización, o
simplificar los sectores de superselección preservando sus buenas propiedades físicas,
hemos propuesto una prescripción cuántica alternativa [44], que no sólo resuelve todas
esas cuestiones de una manera sencilla, sino que también hereda todas las propiedades
físicas buenas del los modelos elaborados hasta el momento [25,26].
Es momento, pues, de desgranar las razones por las que nuestra propuesta ha con-
seguido ir más allá que las precursoras de esta rama de la cosmología cuántica. En
primer lugar, el proceso de densitización que daba lugar al operador Θˆ originalmente
introducido en las Refs. [24, 25] no era satisfactorio, ya que dicho operador tenía una
actuación mal definida sobre el estado |v = 0〉. Un refinamiento posterior de este proce-
so, que se llevó a cabo en [27], todavía carecía de una rigurosidad completa. Nosotros,
en cambio, hemos seguido el proceso de densitización introducido originalmente en [54]
y lo hemos adaptado a una situación de isotropía [44, 90]. En un primer paso, la li-
gadura hamiltoniana que hemos propuesto permite desacoplar el estado |v = 0〉 que
corresponde a la singularidad clásica, lo que interpretamos como una resolución de la
misma. Hemos establecido entonces una biyección entre las soluciones de la ligadura
y las soluciones de su versión densitizada, pudiendo restringir el análisis a esta últi-
ma. Este método dota a la teoría de consistencia y rigurosidad de una forma simple
y natural. Además, al menos en principio, el procedimiento que sugerimos puede ser
extendido a modelos de complejidad superior de manera análoga.
Por otra parte, hemos visto que esta ligadura introduce sectores de superselección,
todos ellos con soporte en semirredes de paso cuatro en el volumen, mientras que los
sectores de superselección de las prescripciones de las Refs. [25, 26] tienen soporte en
redes enteras de paso cuatro, estando las dos orientaciones de la tríada acopladas entre
sí. En esta situación, si uno quiere restringir el estudio a uno de los semiejes de la
tríada imponiendo, por ejemplo, una simetría consistente en una transformación bajo
paridad (v → −v), el resultado es que uno se ve forzado a mezclar (en general) dos
sectores de superselección de la forma H+ε ⊕H−4−ε, aspecto que complica el análisis de
este tipo de prescripciones, salvo en aquellas situaciones en las que los propios sectores
de superselección ya son simétricos (ε = 2, 4), y uno puede restringirse sin mayor
complicación a cualquiera de ellos.3
Junto con los resultados de las Refs. [25, 50, 82, 91], hemos sido capaces además
de probar que Ω̂2 es un operador esencialmente autoadjunto, positivo y con espectro
no degenerado, a diferencia de las otras prescripciones donde el espectro, en general,
resulta ser doblemente degenerado. La simplicidad de los sectores de superselección hace
3Esto es lo que se asume en [26], donde todo el análisis se restringe al sector que corresponde justo
a ε = 4.
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que las autofunciones de Ω̂2 puedan determinarse sin ambigüedades, y con un límite
asintótico idóneo de onda estacionaria de WDW exacta. En cambio, en las Refs. [25,26]
(y dentro de una situación general), ese comportamiento de onda estacionaria sólo se
alcanza de forma aproximada, y a costa de mezclar dos sectores de superselección, lo
que da lugar a una pérdida sobre el control de la continuidad de las autofunciones en
ese límite asintótico, aunque sin consecuencias físicas apreciables.
Las propiedades excepcionales de Ω̂2 permiten caracterizar las soluciones y propor-
cionar el espacio de Hilbert físico, donde cada solución está definida hasta (o a partir
de) la sección con v = , y es una combinación lineal de ondas planas (en ln |v|) en-
trantes y salientes, ambas con una contribución de exactamente el mismo peso. Estas
propiedades extraordinarias nos permiten afirmar que el único resultado posible es que
todo el flujo entrante (universo en contracción) evolucione a flujo saliente (universo en
expansión). Más aún, esto sucede independientemente del estado físico que se tenga en
consideración, y del sector de superselección al que se restrinja el estudio, por lo que
el paradigma de rebote cuántico está garantizado. En las prescripciones precedentes
es la restricción a estados semiclásicos picados alrededor de trayectorias clásicas [25]
o a sectores de superselección muy concretos [26] lo que permite la aparición de un
escenario de rebote cuántico.
Con el ánimo de comparar nuestra propuesta con las alternativas existentes en
la literatura, en el siguiente capítulo vamos a desglosar y detallar las ventajas e in-
convenientes de las diferentes prescripciones, respecto a sus propiedades analíticas, la
eficiencia que presentan desde un punto de vista numérico y las posibles discrepancias
físicas, desde las más evidentes debidas a la diferencia en el orden de factores de los
operadores implicados, a las menos obvias que podrían emerger de la distinción entre
los sectores de superselección que aparecen en cada prescripción y sus consecuencias al
construir el espacio de Hilbert físico.
Capítulo 3
Estudio numérico de las diferencias
entre las prescripciones más relevantes
En los capítulos anteriores hemos analizado las propiedades más generales que com-
parten las prescripciones más relevantes en cosmología cuántica de lazos (Capítulo 1),
junto con un estudio detallado de una de ellas propuesta por nosotros (véanse el Capí-
tulo 2 y la Ref. [44]), haciendo una comparativa general con las prescripciones de las
referencias [25] y [26]. Aunque todas ellas proporcionan una visión del modelo simi-
lar al menos para aquellos estados que admiten una época en la que el universo es
semiclásico, es necesario estudiar los detalles finos de cada una y comparar aspectos
tales como los resultados físicos que proporcionan.
En particular, vamos a estudiar cuatro prescripciones que han sido propuestas en los
últimos años, basándonos en los resultados de [58]. La primera de ellas es la considerada
en la Ref. [25], conocida como prescripción APS debido a las iniciales de los apellidos
de sus autores, y que fue donde se discutió por primera vez en profundidad el papel
de la dinámica para los estados físicos en cosmología cuántica de lazos. Otra de las
prescripciones que vamos a considerar es una versión simplificada de la prescripción
APS, y que fue introducida por primera vez en la Ref. [26] con el ánimo de alcanzar un
nivel resolutivo analítico del modelo; nos referiremos a ella como prescripción sLQC,
debido a las siglas (en inglés) de cosmología cuántica de lazos simplificada o resoluble.
Además de estas dos prescripciones, incluiremos la prescripción originalmente estu-
diada en la Ref. [44], y que ha sido detallada en el Capítulo 2. Esta prescripción, que
llamaremos a partir de ahora MMO, de acuerdo a las iniciales de sus autores, permite
ampliar el nivel resolutivo para este tipo de sistemas, garantizando el paradigma de
rebote cuántico. Por último, vamos a incluir una versión simplificada del mismo y que
comparte las mismas propiedades que la prescripción MMO (véanse las Refs. [17,58]).
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A esta versión la identificaremos como prescripción sMMO.
Nuestra intención es llevar a cabo una comparativa tanto numérica como analítica
de cada una de estas prescripciones, y discutir cómo las predicciones físicas se ven
afectadas por cada propuesta. Estudiaremos principalmente estados físicos que no estén
fuertemente picados en trayectorias clásicas, puesto que es donde se espera que las
diferencias sean más acentuadas. Veremos que existen distinciones sustanciales entre
ellas en cuestiones físicas, aunque los valores esperados de los observables físicos más
comúnmente estudiados no se vean afectados significativamente. En consecuencia, la
dinámica efectiva que cada una de las prescripciones predice puede verse influida, por
lo que los efectos deben ser tenidos en cuenta.
3.1. Prescripciones
En esta sección vamos a detallar los puntos esenciales en los que se basa cada una de
las prescripciones que vamos a estudiar. El primero consiste en la elección inicial que se
realiza, ya en el nivel clásico, de la ligadura que va a ser promovida a operador cuántico.
A veces, de manera no completamente rigurosa, esta libertad se describe mediante una
elección correspondiente de la función lapso. Por ejemplo, clásicamente tenemos cierta
libertad para elegir entre la función lapso N0 que está naturalmente asociada a la
ligadura escalar C, o podemos tomar una función lapso nueva N˜0 asociada a C (la
versión densitizada de C), ambas relacionadas mediante N0 = N˜0V . En la práctica,
se está así declarando qué función del espacio de fases se considera que proporciona
la ligadura fundamental del sistema. Esta elección no tiene especial relevancia en el
sistema clásico que estamos considerando, aunque es bien sabido que su aplicación a
una situación general presenta serias dificultades [1].
Otro de los aspectos que se debe tener presente es la expresión específica de la
ligadura que se va a promover a operador cuántico en términos de holonomías y flujos.
La presencia de productos de operadores que no conmutan introduce cierta ambigüedad
que evidencia la libertad que se tiene para elegir el orden de factores. Un ejemplo son
los productos de operadores del tipo (V̂ [̂1/V ]), donde [̂1/V ] es una versión regularizada
del operador inverso de V̂ , y cuyo producto con él no es la identidad.
Todas estas ambigüedades han dado lugar a diferentes prescripciones para la cuan-
tización de un espaciotiempo de FLRW acoplado a un campo escalar sin masa. A
continuación vamos a detallar la construcción que da lugar a cada una de ellas, y las
propiedades más relevantes que las caracterizan, empezando por la prescripción APS
(AshtekarPawªowskiSingh) que aparece en la Ref. [25] seguida de su versión reso-
luble o simplificada sLQC [26]. Dado que la prescripción MMO (Martín BenitoMena
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MarugánOlmedo) ya fue detallada en el Capítulo 2, sólo daremos los detalles más
relevantes para pasar a su versión simplificada sMMO, y que ha sido incluida en las
Refs. [17, 58].
3.1.1. Prescripción APS
Esta prescripción fue la que se consideró inicialmente en la Ref. [25], y que dio
rigor, completitud y empuje a la cosmología cuántica de lazos. Algunos de los aspectos
técnicos de esta prescripción, elaborados posteriormente, se pueden encontrar en la
Ref. [27].
A continuación vamos a detallar la prescripción que se sigue para llegar a la ligadura
hamiltoniana cuántica:
(i) La densitización de la ligadura coincide con la estándar utilizada en la teoría
completa de gravedad de lazos, eligiendo el lapso N0 = 1.
(ii) Al pasar de la formulación clásica en términos de conexiones a la cuántica usando
holonomías, uno elige un orden de factores algebraicamente simple
Ĉgr ∝ −(Nˆ2µ¯ − Nˆ−2µ¯) Vˆ (Nˆ2µ¯ − Nˆ−2µ¯). (3.1.1)
Para dar la ligadura en una forma más conveniente (1.2.27), vamos a utilizar el
operador Bˆ de autovalores
B(v) =
27
8
|v|∣∣|v + 1|1/3 − |v − 1|1/3∣∣3. (3.1.2)
Pero uno debe tener cuidado, puesto que este operador no es invertible en Hgrkin, ya
que su kernel coincide con el estado de norma finita |v = 0〉. La manera de solucionar
este problema es redefinir la acción del operador Θˆ resultante, restringida al sector
simétrico de la teoría, del siguiente modo. Definimos sus coeficientes como [véanse las
Ecs. (1.2.28) y (1.2.29)]
f(v) = [β(v + 2)]1/2f˜(v)[β(v − 2)]1/2, (3.1.3a)
fo(v) = β(v)[(1− δv,−4)f˜(v + 2) + (1− δv,4)f˜(v − 2)], (3.1.3b)
donde
f˜(v) =
3piG
8
|v|∣∣|v + 1| − |v − 1|∣∣, (3.1.4a)
β(v) =
[B(v)]−1, v 6= 0,0, v = 0. (3.1.4b)
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Para el sector antisimétrico en v, uno puede obtener expresiones similares, pero en ese
caso los términos δv,±4 no van a contribuir.
Puede verse que el operador evolución de esta prescripción, que llamaremos ΘˆAPS, y
cuyos coeficientes están dados en la Ec. (3.1.3), está bien definido. Además, la ligadura
densitizada construida a partir suyo da esencialmente la misma descripción física que
su versión sin densitizar. Los estados físicos en ambos casos están caracterizados, entre
otras cosas, por la condición
Ψ(0, φ) = 0. (3.1.5)
El modo en que hemos presentado esta prescripción no involucra un desacoplo del
estado |v = 0〉 en las primeras instancias del proceso de resolución del modelo. Pero al
final no habrá contribución suya alguna en el espacio de estados físicos.
El comportamiento asintótico de sus coeficientes (3.1.3) es tal que las contribuciones
subdominantes de los mismos están caracterizadas por [véanse las Ecs. (1.2.29)]
α = αAPS =
5
9
. (3.1.6)
Como dijimos en el Capítulo 1, la estructura del espacio de Hilbert físico está ligada
a los sectores de superselección de cada prescripción. Para esta prescripción, podemos
distinguir dos casos:
(i) Para ε = 2, 4 (y teniendo presente la restricción a los sectores simétrico/antisimé-
trico de la teoría), los subdominios v > 0 y v < 0 están desacoplados, y por tanto
la restricción de ΘˆAPS a cualquiera de estos subespacios tiene un espectro no
degenerado. En consecuencia, el espacio de Hilbert es Hε=2,4phy = L2(R+, dk). De
ahora en adelante, a estos casos tan especiales los denominaremos sectores de su-
perselección excepcionales o sencillamente excepcionales (siguiendo los convenios
de la Ref. [24]).
(ii) Si ε 6= 2, 4, las dos orientaciones de la tríada están ligadas a través de la acción
del operador ΘˆAPS, y cada uno de sus espacios propios tiene dimensión 2. El
espacio de Hilbert físico en estos casos es Hεphy = L2(R, dk). Como ésta es la
situación habitual que uno encuentra en esta prescripción, nos referiremos a estos
subespacios como sectores de superselección genéricos o simplemente genéricos.
Esta dicotomía afecta, en particular, a los sectores de superselección simétricos
de la teoría, y en consecuencia a los estados físicos que ellos proporcionan. Para los
casos excepcionales uno siempre puede restringir el estudio a funciones de soporte en
semirredes
L±ε = {±(ε+ 4n), n ∈ N} (3.1.7)
3.1. PRESCRIPCIONES 57
y extenderlas después a un dominio que sea invariante bajo cambio de paridad.
Sin embargo, los sectores de superselección genéricos tienen soporte en redes enteras
del tipo Lε = {ε+ 4n, n ∈ Z}. Estas redes no son invariantes si son reflejadas respecto
a v = 0 y uno no tiene más remedio que trabajar uniendo dos redes, Lε ∪ L4−ε,
primero construyendo el estado en Lε y después extendiéndolo por paridad. Como
veremos, esto nos va a obligar a utilizar una metodología diferente a la hora de construir
numéricamente las autofunciones simétricas eεk(v).
Desafortunadamente, el espacio de Hilbert físico que se deduce a partir de las situa-
ciones genéricas que presenta esta prescripción es dos veces mayor que en los casos
excepcionales. Para los casos de interés físico (universos semiclásicos en expansión a
tiempos tardíos), los estudios se restringen en la práctica a una de las mitades del
espacio de Hilbert físico, que está asociado a una mitad de la base de autofunciones.
Como veremos en la Sección 3.3.1, uno elige este subespacio de tal modo que el com-
portamiento de las autofunciones se ajuste lo más posible a los elementos de la base
de los casos excepcionales. Este comportamiento hará que las autofunciones tengan
condiciones adicionales en su límite WDW. La otra mitad de la base se puede definir
como una compleción ortogonal de la base de autofunciones, respecto a los elementos
ya construidos.
3.1.2. Prescripción sLQC
Esta prescripción fue introducida por primera vez en la Ref. [26]. La intención
era simplificar el operador evolución ΘˆAPS al máximo, adaptándolo de tal modo que se
pudiera llevar a cabo una resolución analítica del modelo. Esta prescripción consiste en:
(i) La ligadura se define como una densidad escalar de peso unidad. Formalmente,
esto corresponde a elegir la función lapso N0 = V .
(ii) En cuanto a la parte gravitacional de la ligadura de esta prescripción, se elige el
orden de operadores
ΘˆsLQC ∝ −Vˆ [Nˆ2µ¯ − Nˆ−2µ¯]2 Vˆ . (3.1.8)
El hecho de promover la versión densitizada de la ligadura directamente a operador
cuántico no afecta a los resultados físicos en este modelo en particular. Pero debemos
recordar que, en la teoría completa, da lugar a ciertas inconsistencias [1].
Los coeficientes del operador ΘˆsLQC resultantes son
f(v) =
3piG
4
√
|v + 2||v|
√
|v − 2|, (3.1.9a)
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fo(v) =
3piG
2
v2, (3.1.9b)
y por tanto son más simples que los de la prescripción APS desde el punto de vista
algebraico. Además, podemos ver que los términos subdominantes (1.2.29) en el límite
asintótico se identifican con
α = αsLQC = 0. (3.1.10)
Esta elección proporciona un operador para el que se puede tomar como dominio in-
variante el complemento ortogonal de |v = 0〉, por lo que las soluciones a la ligadura
escalar densitizada, construidas mediante la actuación del operador de evolución tras
deparametrizar el sistema, no tendrán contribución alguna del estado mencionado. No
obstante, es importante destacar que, a diferencia de la ligadura (2.1.3) que presen-
tamos en el Capítulo 2, ésta no aniquila al estado de volumen nulo, debido a que la
contribución material [véase la Ec. (1.2.27)] actúa como la identidad sobre él.
Una de las ventajas que presenta esta prescripción es que permite construir el
operador densidad de energía como
ρˆ = − 3
32piG∆γ2
(Nˆ2µ¯ − Nˆ−2µ¯)2. (3.1.11)
Es posible demostrar que el espectro de este operador ρˆ viene dado por el intervalo
[0, ρc], donde
ρc =
3
8piG∆γ2
. (3.1.12)
Este valor máximo de la densidad de energía se suele llamar densidad de energía críti-
ca [25].
Otra propiedad interesante de esta prescripción es que es posible encontrar una
representación [véanse las Ecs. (3.16) y (3.17) de la Ref. [26]] en la que el operador
evolución queda reducido a ΘˆsLQC = −∂2x¯, donde
x¯ =
1
12piG
ln
(
tan
µ¯c
2
)
. (3.1.13)
La estructura del espacio de Hilbert físico es exactamente la misma que para la pres-
cripción APS. De nuevo, uno encuentra los dos casos: i) las situaciones excepcionales
con ε = 2, 4, donde diferentes orientaciones de la tríada o bien están intrínsecamente
desacopladas o la restricción al sector simétrico, de forma natural, permite eliminar
la degeneración del espectro del operador evolución, y ii) el caso genérico (resto de
valores de ε). El espacio de Hilbert físico es Hεphy = L2(R, dk), donde R puede ser R+
ó R, dependiendo de la degeneración del espectro del operador ΘˆsLQC (aunque en la
práctica vamos a restringir el estudio a uno de los semiejes de la recta real, debido al
tipo de estados que vamos a considerar, como ya hemos comentado).
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3.1.3. MMO
Esta prescripción ya ha sido explicada en detalle en el Capítulo 2. De todos modos,
vamos a resumir los principales aspectos que la caracterizan. Recordemos, en primer
lugar, que esta propuesta está motivada por los estudios realizados en cosmologías
anisótropas del tipo de Bianchi I [54], donde la orientación de la tríada sgn(v) toma un
papel fundamental. Su aplicación a un caso de isotropía [44] se caracteriza por:
(i) La cuantización comienza a partir de la ligadura escalar con una densitización
similar a la de la teoría completa.
(ii) La parte gravitacional de la ligadura se define a partir del modelo de Bianchi I,
tras identificar las tres direcciones de anisotropía.
El operador que resulta fue descrito en la Sección 2.1.1. Allí vimos que era posible
establecer un cambio de densitización tal que el nuevo operador presenta una separación
explícita entre la geometría y el contenido material. Este cambio de densitización se
lleva a cabo a través de un proceso riguroso y a la vez natural. Los coeficientes del
operador ΘˆMMO son [véanse las Ecs. (2.1.5) y (2.1.6)]
f(v) =
piG
12
g(v + 2)g(v − 2)g2(v)s+(v)s−(v), (3.1.14a)
fo(v) =
piG
12
g2(v)
{
[g(v + 2)s+(v)]
2 + [g(v − 2)s−(v)]2
}
, (3.1.14b)
donde s±(v) y g(v) son las mismas funciones que aparecen en las Ecs. (2.1.8) y (2.1.9),
respectivamente.
Ya vimos que este operador tiene varias propiedades de considerable interés. Entre
ellas están:
(i) Se puede escribir como el cuadrado de otro operador, ΘˆMMO ∝ Ωˆ2, donde Ωˆ es un
operador en diferencias de segundo orden (consúltese la Ec. (7) de la Ref. [44]).
(ii) Los coeficientes f(v) y fo(v) se anulan en todo el intervalo v ∈ [−2, 2].
Esto último implica que los estados con soporte en diferentes orientaciones de la tríada
no están ligados a través de la acción de ΘˆMMO. Además, puede comprobarse que los
sectores de superselección asociados a este operador tienen soporte en semirredes de
paso cuatro (véase la Sección 2.1.2), y la restricción de ΘˆMMO a cada uno de ellos
es un operador esencialmente autoadjunto, positivo y con un espectro absolutamente
continuo no degenerado (como se vio en la Sección 2.1.3). En conclusión, todos y cada
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uno de los sectores de superselección (sin ninguna salvedad) tienen la misma estruc-
tura que los sectores de superselección excepcionales de las prescripciones presentadas
anteriormente.
Otra propiedad interesante es que todos los elementos de la base de autoestados
convergen en el límite de v grande a ondas estacionarias de WDW exactas. Este com-
portamiento es una característica general de esta prescripción, y coincide con el de
los casos excepcionales ε = 2, 4 de las dos prescripciones anteriores. Recordemos, no
obstante, que esas dos propuestas presentan, además, sectores en los que el límite ante-
rior contiene inevitablemente una pequeña desviación (amortiguada exponencialmente
como función de k) no nula del comportamiento de onda estacionaria, similar al efecto
túnel en una barrera de potencial.
Como vimos en la Sección 2.3, no sólo la estructura del espacio de Hilbert Hεphy
es la misma en todos los casos, independientemente del sector de superselección consi-
derado, si no que desde el punto de vista técnico la descripción adopta una simplicidad
cualitativamente mayor (como se discutirá en detalle en la Sección 3.3).
Finalmente, las expansiones asintóticas de f(v) y fo(v) para v →∞ conducen a
α = αMMO =
5
3
. (3.1.15)
3.1.4. sMMO
Esta prescripción ha sido estudiada recientemente en la literatura [17,58]. Presenta
propiedades heredadas de las prescripciones sLQC y MMO:
(i) De los procesos de densitización explicados anteriormente, y siendo fieles a la
teoría completa, utilizaremos la densitización de la prescripción MMO.
(ii) La parte gravitacional se deduce de manera análoga a como se hace para MMO.
De nuevo, la función sgn(v) desempeña un papel relevante en esta prescripción. La
diferencia esencial respecto a MMO es que definiremos los coeficientes del operador
ΘˆsMMO de la forma más sencilla posible. Con estas elecciones, el operador correspon-
diente está determinado por:
f(v) =
3piG
16
√
|v + 2||v|
√
|v − 2|s+(v)s−(v), (3.1.16a)
fo(v) =
3piG
16
|v| [|v + 2|s2+(v) + |v − 2|s2−(v)] , (3.1.16b)
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con las funciones s±(v) dadas por la Ec. (2.1.8). El comportamiento asintótico de estos
coeficientes da lugar a
α = αsMMO = 0. (3.1.17)
Esta prescripción comparte todas las propiedades cualitativas del operador MMO:
el espectro, el desacoplo del estado |v = 0〉, el hecho de que diferentes orientaciones
de la tríada no estén vinculadas en ninguno de los sectores de superselección, y todas
las demás propiedades que se derivan de éstas (véase la Sección 3.1.3 y el Capítulo 2).
Además, el operador evolución resultante tras la deparametrización se diferencia del de
la prescripción sLQC en un operador diagonal de soporte compacto v ∈ (−4, 4) \ {0}.
En el caso del sector de superselección ε = 4, dicha diferencia es nula. Esto nos permite
concluir que la prescripción sMMO, además, admite el mismo análisis analítico de la
Ref. [26], que se realizó originalmente para la prescripción sLQC.
3.2. Medición de las diferencias entre prescripciones
Una vez que hemos detallado las prescripciones que van a ser comparadas, vamos
a describir el procedimiento con el que pretendemos determinar físicamente las dife-
rencias existentes entre ellas. Por un lado, sabemos que el orden de factores elegido en
cada prescripción es distinto, lo que por supuesto debe poder ser detectado. Además, los
sectores físicos en cada caso son diferentes. Este hecho será estudiado en la Sección 3.2.1.
Como veremos en la Sección 3.3.2, el módulo de las funciones de onda de diferentes
prescripciones presenta diferencias cualitativas, que en principio podrían ser detectadas.
Por otro lado, en la Sección 3.3.3 realizaremos un análisis detallado de los valores
esperados de ciertos observables, tales como funciones del volumen, la densidad de
energía o el parámetro de Hubble. Este análisis proporcionará una noción de cómo de
diferentes son las prescripciones.
3.2.1. Operador diferencia: intensidad del potencial
En primer lugar vamos a dotar de significado físico a la constante α que caracteriza
en parte cada prescripción. Uno puede separar convenientemente el operador evolución
del siguiente modo
Θˆ = Θˆo + δ̂Θ, (3.2.1)
donde δ̂Θ es un operador compacto que contiene todos los términos O(v−2) que se
despreciaron en las Ecs. (1.2.29). Además, el operador Θˆo se puede escribir de una forma
alternativa si se expresa en términos de v y el momento canónicamente conjugado b
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que satisface {v, b} = 4. Si introducimos la transformación
[Fψ](b) =
∑
v∈Lε
eivb/4ψ(v) (3.2.2)
y hacemos el cambio de coordenadas x = ln[tan(b/4)]/2, podemos llegar a [82]
Θˆo = −12piG
[
α + 1
4 cosh2(2x)
+ ∂2x
]
. (3.2.3)
Podemos ver que la constante α adquiere un significado inmediato: determina la inten-
sidad del potencial al que están sometidas las soluciones de esta ecuación diferencial
(en la Ref. [82] pueden encontrarse más detalles al respecto).
Claramente, van a existir observables que pueden detectar diferencias entre pres-
cripciones, incluso aunque no sean observables de gran interés físico en cosmología.
Un observable de este tipo es la propia ligadura densitizada Cˆ. En realidad, dada una
prescripción A que puede ser APS, sLQC, MMO, o sMMO, la ligadura asociada CˆA (o
más precisamente su adjunto, ya que los estados físicos no son elementos del espacio de
Hilbert cinemático) obviamente aniquila todos los estados físicos |ΨA〉 ∈ HAphy, mientras
que no lo hace en general con los estados físicos de otra prescripción B 6= A. Esto se
traduce en
∀A 6= B,
∀χ ∈ Hkin : (ΨA|CˆA|χ〉 = 0,∃χ ∈ Hkin : (ΨA|CˆB|χ〉 6= 0. (3.2.4)
Para que la expresión anterior tenga completo sentido, las funciones de onda físicas
ΨA(v, φ) se extienden a todo el espacio de configuración de tal modo que son idén-
ticamente nulas fuera del soporte (que dependerá de cada prescripción) donde están
definidas.
La diferencia entre dos ligaduras es de la forma
CˆA − CˆB = ∆̂ΘAB ⊗ I, ∆̂ΘAB = ΘˆA − ΘˆB, (3.2.5)
siendo ∆̂ΘAB un observable cinemático bien definido en Hgrkin. A partir de él podemos
definir la familia de observables ∆̂ΘAB|φ siguiendo el procedimiento explicado en la
Sección 1.2.4, lo que nos permite no sólo detectar diferencias entre prescripciones, si
no también ver cómo varían con la evolución.
Para entender la naturaleza de estas diferencias, notamos que podemos descomponer
el operador ∆̂ΘAB como hicimos en la Ec. (3.2.1), lo que da como resultado en la
representación (de momentos) b:
∆̂ΘAB = 3piG
αB − αA
cosh2(2x)
+ δ̂ΘA − δ̂ΘB. (3.2.6)
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El término compacto δ̂ΘA− δ̂ΘB se puede despreciar frente a la contribución gene-
rada por el término del potencial de la Ec. (3.2.6) [véase también la Ec. (3.2.1)]. Dada la
forma del potencial, cabe esperar que la diferencia máxima aparecerá cerca del rebote,
que correspondería a x = 0.
3.2.2. Observables
Además del observable que hemos introducido en la sección anterior, hemos selec-
cionado un conjunto de observables que son utilizados con frecuencia en cosmología: la
función del volumen ln |vˆ|φ,1 el operador densidad de energía ρˆφ, obtenido a partir de
ρˆ =
[
1̂
V
]2
⊗ pˆ2φ =
~2
2
[
1̂
V
]
Θˆ
[
1̂
V
]
⊗ I, (3.2.7)
y el parámetro de Hubble definido en Hgrkin como
Hˆ = − 1
4iγ
√
∆
(Nˆ4µ¯ − Nˆ−4µ¯). (3.2.8)
Obviamente, la elección de los operadores ρˆ y Hˆ para representar la densidad de
energía y el parámetro de Hubble no está libre de ambigüedades (por ejemplo del tipo
de orden de factores). En el caso de la densidad de energía, las ambigüedades existentes
se pueden fijar parcialmente al introducir el operador Θˆ para su definición. En cambio,
para el parámetro de Hubble, simplemente tomamos una definición bien adaptada al
modelo cuántico que estamos analizando. Por otra parte, hacemos ver que todos ellos
dejan los espacios de Hilbert Hε invariantes.
Estos operadores serán analizados en la Sección 3.3.3 donde, para cierto tipo de
estados, compararemos las diferencias de sus valores esperados y dispersiones, y enten-
deremos que las diferencias entre los valores esperados son relevantes si son al menos
del orden de las dispersiones de esos mismos observables.
3.3. Estudio numérico
Las diferentes propiedades de las prescripciones que hemos considerado nos obli-
gan a utilizar diferentes métodos numéricos en nuestro análisis. Los constituyentes
1Este operador puede ser definido por medio de la descomposición espectral de vˆ en tanto en
cuanto el cero no pertenezca a su espectro discreto, lo que en realidad ocurre en muchos de los casos
aquí analizados. Para el resto de situaciones, si v = 0 está incluido, uno puede introducir métodos
adecuados para definir este operador, como por ejemplo los que aparecen en el Apéndice A de la
Ref. [27].
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elementales a partir de los cuales vamos a construir los estados físicos van a ser las
autofunciones del operador Θˆ, las cuáles proporcionan una base ortonormal para la
parte gravitacional del espacio de Hilbert cinemático. En la Sección 3.3.1 empezare-
mos detallando el procedimiento que se ha de seguir para construir esta base. Después,
pasaremos a estudiar (en la Sección 3.3.2) la construcción de los estados físicos, para
posteriormente evaluar los valores esperados y las dispersiones de los observables en la
Sección 3.3.3. Finalmente, en la Sección 3.3.4 discutiremos y compararemos la eficien-
cia y la precisión de los métodos utilizados en diferentes regímenes. En este estudio
numérico, fijamos el parámetro de Immirzi γ = 0.2375 a través de la entropía de agu-
jeros negros [95,96] y ∆ = 4
√
3piγl2Pl (véanse las Refs. [12,55]). Una buena parte de los
detalles de nuestro análisis se basan en los utilizados en las Refs. [24, 25, 44]. En esta
tesis vamos a concentrarnos sobre todo en aquellos aspectos que, o bien son nuevos, o
no pudieron ser explorados con detalle anteriormente.
3.3.1. Construcción de la base de autofunciones
Como ya hemos comentado, el operador Θˆ tiene un espectro continuo, de forma
que admite una base de autoestados generalizados [soluciones a la Ec. (1.2.31) no
normalizables en el espacio de Hilbert cinemático]. Dependiendo de la degeneración del
espectro, los elementos de la base tendrán soporte en semirredes (caso no degenerado)
o en redes (caso degenerado). Cada situación nos obligará a utilizar métodos diferentes
para la evaluación numérica de las autofunciones.
Autofunciones con soporte en semirredes
Ésta es la situación más simple que uno puede encontrar desde un punto de vista
técnico. Se da para los sectores de superselección excepcionales ε = 2, 4 de las prescrip-
ciones APS y sLQC, y para todos los sectores de las prescripciones MMO y sMMO. En
todos los casos, la forma particular del operador estudiado permite resolver completa y
únicamente las autofunciones (delta-)normalizadas (eεk| (donde k ∈ R+) a partir de su
valor inicial eεk(ε). La única ambigüedad (irrelevante físicamente) es que podría apare-
cer una fase que eliminaremos pidiendo que el valor inicial de las mismas sea positivo.
En cuanto uno evalúa la función en el semieje v > 0, se puede extender por simetría al
semieje negativo, simplemente identificando eεk(−v) = eεk(v).
Vamos a detallar el procedimiento que hemos seguido para evaluar numéricamente
eεk(v) para v > 0. Lo primero que debemos recordar (véanse también, por ejemplo, las
Refs. [58, 91]) es que el límite asintótico de eεk(v) es de la forma
eεk(v)→ r[eiφ
ε
k ek(v) + e
−iφεk e−k(v)], (3.3.1)
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donde φεk es una fase (número real módulo 2pi), r es un número real positivo, y e±k(v)
son las autofunciones generalizadas del operador WDW análogo a Θˆ (ver Apéndice A).
Dado que e±k(v) están normalizadas a la función delta de Dirac, la condición de nor-
malización (1.2.32) nos permite afirmar que r = 2 (ver Apéndice A.2 de la Ref. [91]).
Pero en la práctica, uno no sabe cuál es la relación entre el valor inicial eεk(ε) y el factor
de normalización r. Sin embargo, sí es posible establecer la relación una vez que se ha
evaluado (el límite v → ∞ de) la autofunción. Para abordar este problema, vamos a
dividir la evaluación de la autofunción en varias fases:
(i) Evaluación de una autofunción auxiliar ψk cuya norma se desconoce.
(ii) Estudiar su límite WDW con el que se puede determinar su norma ‖ψk‖ relativa
a la condición (1.2.32).
(iii) Dividir dicha autofunción auxiliar por su norma, recuperando el elemento de la
base deseado: ψk(v) 7→ eεk(v) = ‖ψk‖−1ψk(v).
En el primer paso, construimos ψk tomando como dato inicial ψk(ε) = 1. Mediante la
Ec. (1.2.31) evaluamos la autofunción a través de un proceso iterativo para un dominio
L+ε ∩ I donde I = [ε, vM ]. Elegimos vM  k, lo que nos asegura que alcanzamos so-
bradamente el régimen donde las correcciones al comportamiento asintótico (3.3.1) son
pequeñas. En las simulaciones que hemos realizado, siguiendo estimaciones numéricas,
fijamos
vM ≈ 4 ·mı´n[107,ma´x{100 · k, exp(3pi/k)}] . (3.3.2)
Esta elección asegura además que, para valores de k pequeños, el intervalo seleccionado
contiene una oscilación de un periodo.
El segundo paso se completa utilizando un método similar a la técnica de matrices
de transferencia que explicamos en la Sección 2.2.1 (véase además la Ref. [91]). En otras
palabras, el valor de la autofunción en un par de puntos consecutivos de su dominio de
definición se representa como una combinación lineal de funciones de la base de WDW,
adoptando la forma
ψk(v) =
√
2
piv
r˜k(v) cos[kx+ φk(v)], (3.3.3)
donde x = ln v. Los coeficientes r˜k(v) y φk(v) son funciones que varían lentamente
con v en el límite v → ∞, convergiendo, de acuerdo con la Ec. (3.3.1), a sus límites
correspondientes r˜k y φ
ε
k, a un ritmo
r˜k(v) = r˜

k
[
1 +O
(
k2
v2
)]
, (3.3.4a)
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φk(v) = φ
ε
k
[
1 +O
(
k2
v2
)]
. (3.3.4b)
La normalización se determina por medio de la identidad r˜εk = 2||ψk||. Pero aún no
hemos determinado cómo extraer dicho límite r˜εk. El procedimiento es simple. Lo único
que necesitamos es una secuencia de puntos {(v−1n , r˜nk )} con n ∈ N y extrapolar numéri-
camente el límite deseado v−1 → 0 (ver Apéndice B de la Ref. [24]), usando un método
de extrapolación polinómica (en nuestro caso el método de Neville). En la práctica,
elegimos la secuencia de puntos vn tal que siga aproximadamente el comportamiento
vn ≈ 2−nv0. La forma específica de evaluar r˜nk depende del valor de k:
1. Si (k xM) > 2pi (k grande), con xM = ln vM , el límite WDW (de onda estaciona-
ria) tiene una longitud de onda pequeña, por lo que ha podido oscilar varias
veces dentro del dominio elegido. Extrayendo la información de los máximos y
mínimos de esas oscilaciones construimos el conjunto de pares {(v−1n , r˜nk )}. Con
esto, introducimos el siguiente algoritmo:
a) buscamos un extremo de ψk(v), es decir, un punto vn ∈ L+ε ∩ I donde
|ψk(vn)| > |ψk(vn + 4)| y |ψk(vn)| > |ψk(vn − 4)|; inicialmente, empezamos
la búsqueda cerca de xM ;
b) hacemos una extensión analítica de ψk al intervalo [vn−4, vn+4] por medio de
una interpolación polinómica de segundo orden (en x); la función resultante
tendrá la forma (3.3.3) salvo correcciones de cuarto orden;
c) a partir de la función interpolada determinamos el par {(v−1n , r˜nk )} que corres-
ponde a su extremo;
d) seguimos el proceso, buscando el siguiente extremo cerca del punto xn− ln 2;
repetimos el proceso iterativamente hasta que obtenemos una secuencia de
cinco puntos, o hasta que entramos en la región donde las correcciones de
la cuantización polimérica se vuelven significativas (v . k).
2. Si (k xM) < 2pi (k pequeño), la longitud de onda de las oscilaciones es más
grande que xM , por lo que para el dominio elegido no obtendremos un número
suficiente de extremos. En consecuencia, modificamos el proceso anterior de la
siguiente manera: para cada valor de vn, con xn = ln vn, en vez de buscar un
extremo, consideramos pares de puntos consecutivos (vn, vn + 4m) y resolvemos
algebraicamente la Ec. (3.3.3) para encontrar (rk(v), φk(v)). En la práctica, hemos
elegido el valor del entero m de tal modo que vn + 4m ≈ 1,01vn.
De nuevo, una vez que la secuencia {(v−1n , r˜nk )} ha sido obtenida, el límite r˜nk se
determina utilizando una extrapolación polinómica (método de Neville) en v−1 = 0.
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El procedimiento utilizado para valores pequeños de k es más simple, ya que ni
implica la identificación de extremos ni la consiguiente interpolación, pero a costa de
una pérdida de precisión (asumible) con respecto al método empleado para k grande. La
ventaja que tiene, a parte de su sencillez, es que aún nos permite extraer la información
asintótica de las autofunciones sin pagar a cambio un alto coste en recursos numéricos,
donde el uso del método alternativo (para k grande) resultaría excesivamente costoso.
Esta diferenciación entre k grande y pequeño no se hizo en los estudios numéricos
iniciales [25] debido esencialmente a que la clase de estados allí estudiados requerían
valores de k elevados. Sin embargo, la necesidad de estudiar estados con valores de k
suficientemente bajos nos llevó a introducir un método complementario [58].
Autofunciones asociadas a un espectro degenerado
Esta es la situación general (sectores de superselección genéricos) que uno encuentra
en las prescripciones APS y sLQC. Para construir la base de autofunciones, seguiremos
(con ciertas mejoras) el procedimiento inicialmente propuesto en las Refs. [24,25]. Como
ya hemos mencionado, en estos casos cada espacio propio está doblemente degenerado,
aunque uno puede construir la mitad de la base, y después en principio definir la
otra mitad por medio de una compleción ortogonal. En general, las autofunciones son
soluciones de una ecuación en diferencias de segundo orden que requiere, por ejemplo,
dos datos iniciales en puntos consecutivos de su dominio de definición. Una vez evaluada
completamente una autofunción con dominio en una red, podemos extenderla a una
autofunción simétrica (invariante bajo una transformación de paridad v → −v) sin
introducir condiciones adicionales en los datos iniciales que determinan la autofunción
original en una red Lε. En primer lugar, la transformación de paridad mapea una red Lε
en su complementaria L4−ε. En segundo lugar, bastará con identificar los coeficientes
eεk(v) con v ∈ L4−ε con los coeficientes eεk(−v) en la red original v ∈ Lε.
Teniendo esto en cuenta, determinamos la (mitad de la) base de autofunciones del
siguiente modo:
(i) Primero construimos en Lε una pareja de autofunciones auxiliares ψ±k (v) obvia-
mente soluciones de la Ec. (1.2.31) pero que converjan a los elementos de la base
de WDW e−|k|(v) en los límites v → ∓∞, respectivamente.
(ii) Entonces, re-escalamos las componentes adecuadamente, sumamos cada una de
ellas y normalizamos el resultado a la delta de Dirac.
El primer paso en este algoritmo es elegir el dominio I = Lε∩ [−vM , vM ], donde vM
se selecciona como se hizo en la Ec. (3.3.2). Los datos iniciales para ψ±(v) se identifican
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del modo
ψ+(−vM) = e−|k|(−vM), ψ+(−vM + 4) = e−|k|(−vM + 4),
ψ−(vM) = e−|k|(vM), ψ
−(vM − 4) = e−|k|(vM − 4). (3.3.5)
Aunque esta construcción no coincide exactamente con (i), en la práctica aproxima
esta condición con una precisión suficiente debido a la rápida convergencia de las auto-
funciones ψ±(v) a sus correspondientes límites WDW.
Una vez que las autofunciones auxiliares son evaluadas, pasamos a determinar su
límite WDW en la dirección opuesta respecto a sus datos iniciales. Dado que éstos son
complejos, sus límites no corresponden en general a ondas estacionarias de tipo WDW,
sino que toman la forma más general
ψ±k (v) = a
±
ε e
iα±ε ek(v) + b
±
ε e
iβ±ε e−k(v), (3.3.6)
donde a±ε , b
±
ε ∈ R+, mientras que α±ε , β±ε ∈ [0, 2pi). Todas ellas son funciones de k,
pero vamos a omitir esta etiqueta en la notación para evitar sobrecargarla. El análisis
numérico muestra que la amplitud de los coeficientes a±ε y b
±
ε crece de manera exponen-
cial con k (aproximadamente). Además, la autoadjunción de Θˆ nos permite asegurar
que |a±ε |2 − |b±ε |2 = 1 (esto último fue confirmado numéricamente en las Refs. [24,25])
Para evaluar estos coeficientes, es más conveniente separar ψ± en parte real e imagi-
naria, partes que designaremos de ahora en adelante por < y =, respectivamente. Dado
que cada una de estas componentes converge separadamente a una onda estacionaria
de WDW (se trata de dos autofunciones reales), podemos aplicar el procedimiento para
el caso no degenerado de la Sección 3.3.1 a cada una de ellas. La única complicación
añadida es que, a parte de determinar las amplitudes r˜εk de cada una de ellas, es
necesario estimar las fases φεk [véanse las Ecs. (3.3.4a) y (3.3.4b)]. Para ello, construimos
secuencias {(v−1n , φnk)}, análogas de {(v−1n , r˜nk )}, y evaluamos su límite cuando v−1 → 0.
Como antes, los valores de φnk están determinados para k grande por la posición de los
extremos, mientras que para k pequeño los evaluamos algebraicamente.
Una vez que conocemos los límites de los coeficientes de las cuatro componentes
<[ψ±] y =[ψ±], los coeficientes a±ε , b±ε , α±ε y β±ε pueden ser calculados fácilmente en
función de ellos, y con esto podemos proporcionar la combinación lineal deseada de las
dos componentes ψ±. Esto involucra dos aspectos: (i) normalización, y (ii) rotación.
Respecto a la normalización, re-escalaremos la función teniendo en cuenta que
‖ψ±k ‖2 =
1
4
(|a±ε |2 + |b±ε |2 + 1). (3.3.7)
Esto asegura que cada una de las componentes consideradas contribuye con el mismo
peso al elemento final de la base. El resultado final para ambos límites v → ±∞ es
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que la autofunción tenderá (aproximadamente) a una onda estacionaria de WDW, con
la misma amplitud en ambas direcciones, asemejándose a las autofunciones estudiadas
en la Sección 3.3.1, pero estarán rotadas por una fase compleja global que se puede
compensar introduciendo la rotación opuesta para ψ± en el plano complejo determina-
da por
χ±ε = −
1
2
(α±ε + β
±
ε ). (3.3.8)
Este paso nos va a permitir mejorar las propiedades semiclásicas de los estados físicos
construidos a partir de los elementos de la base que estamos evaluando en este trabajo.
Este procedimiento es nuevo respecto a los algoritmos utilizados en las Refs. [24, 25].
El resultado al que llegamos es que las dos componentes originales han sido mani-
puladas convenientemente para dar lugar a
ψ˜±k (v) = e
iχ±ε ‖ψ±k ‖−1ψ±k (v). (3.3.9)
Es posible comprobar que cada una de ellas, en los límites correspondientes v → ±∞,
se comporta similarmente a la Ec. (3.3.1) salvo correcciones del orden de (a+ε )
−1, lo
que resulta ser una muy buena aproximación para k  1 (recordemos que tanto a+ε
como b+ε crecen exponencialmente con k).
Finalmente, sumamos ambas componentes y normalizamos el resultado, logrando
e˜εk(v) =
1√
2
ψ˜+k (v) + ψ˜
−
k (v)√
1 + <[zk]
, (3.3.10)
donde
zk =
a−ε e
i(φ−ε −χ+ε ) + a+ε e
−i(φ+ε −χ−ε )
‖ψ+k ‖ ‖ψ−k ‖
. (3.3.11)
Esta última contribución viene del producto escalar entre ψ˜+k y ψ˜
−
k . Además, en el
régimen k  1 es del orden de (a+ε )−1. Consecuentemente, puede ser despreciada para
estados de interés físico, con k grande. Dentro de esta aproximación uno recupera el
comportamiento e˜εk mostrado en la Ec. (3.3.1).
El paso final para construir la base de autoestados es imponer que la autofunción
(eεk| sea simétrica, lo que involucra extenderla al dominio Lε ∪ L4−ε:
(eεk| =
1√
2
[∑
v∈Lε
e˜εk(v)〈v|+
∑
v′∈L4−ε
e˜εk(−v′)〈v′|
]
. (3.3.12)
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3.3.2. Estados físicos
En los análisis numéricos que se realizaron en las Refs. [24, 25], los estados físicos
consistían en una familia biparamétrica de distribuciones gaussianas
Ψ˜(k) = ΨG(k) =
1
(2pi)1/4
√
σ
e−(k−k0)
2/(4σ2), k ∈ R. (3.3.13)
Los parámetros k0 y σ están relacionados con el valor esperado 〈pˆφ〉 y la dispersión
〈∆pˆφ〉 del momento del campo escalar
〈pˆφ〉 =
√
12piG ~k0,
〈∆pˆφ〉
〈pˆφ〉 =
σ
k0
. (3.3.14)
En principio, un perfil espectral gaussiano tiene soporte en toda la recta real, por lo
que encuentra aplicación directa sólo en los casos en los que la base de autoestados
cubre todo el conjunto k ∈ R, como ocurre en la situación genérica, donde el espec-
tro del operador Θˆ está doblemente degenerado (en la práctica, esto conlleva que la
construcción de la base descrita en la Sección 3.3.1 debe completarse introduciendo su
complemento ortogonal). Pero en el resto de casos en los que el espectro del operador Θˆ
no es degenerado, los perfiles gaussianos no son los más naturales, debido a que habría
que restringirlos a la semirrecta k ∈ [0,∞). Únicamente en aquellas circunstancias en
las que el perfil está picado en un valor de k0 mucho mayor que σ se puede proceder
de forma aproximada con un verdadero perfil gaussiano.
Dado que estamos interesados en el estudio de estados físicos más generales, en
los que los efectos de las diferencias entre prescripciones podrían amplificarse, dando
lugar, en principio, a diferentes predicciones cuánticas, vamos a introducir otra familia
de perfiles que resultan ser más convenientes y que están igual de bien adaptados tanto
en presencia o ausencia de degeneración del espectro. En particular, la clase de estados
que vamos a considerar son distribuciones normales logarítmicas del tipo
ΨL(k) =
1
(2pi)1/4
√
σk
e−[ln(k/k0)]
2/(4σ2), (3.3.15)
con k ∈ R+. Los parámetros positivos k0 y σ están relacionados con 〈pˆφ〉 y ∆pˆφ mediante
〈pˆφ〉 =
√
12piG ~k0eσ
2/2,
〈∆pˆφ〉
〈pˆφ〉 =
√
eσ2 − 1. (3.3.16)
Esta familia biparamétrica de estados físicos es uno de nuestros puntos de partida para
estudiar las discrepancias entre prescripciones en el régimen cuántico en el que 〈pˆφ〉 y
〈∆pˆφ〉 son del mismo orden.2
2Los estados semiclásicos que se estudiaron en [25] estaban sujetos a la condición 〈pˆφ〉  〈∆pˆφ〉.
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La función de ondas Ψ(v, φ) que corresponde a un perfil dado Ψ˜(k) puede ser eva-
luada directamente computando la integral (1.2.34). Desde un punto de vista numérico,
obviamente, debemos primero discretizar la integral y restringirla a un dominio com-
pacto D en k. Para los propósitos que tenemos en mente, es suficiente elegir D como
D = [k0e−sσ, k0esσ], con s ∈ N+. (3.3.17)
En tanto tengamos s > 7, es posible ver que el error relativo en la integración debido
a la contribución despreciada k ∈ R \ D es menor que 10−12. En las simulaciones que
hemos realizado para esta tesis, hemos elegido s = 10.
Para la integración numérica de la Ec. (1.2.34) en D, hemos utilizado el método
de Romberg (consúltese, por ejemplo, la Ref. [97]). Este método es especialmente con-
veniente si la discretización de la integral (número de intervalos en que se divide la
misma para su cómputo numérico) está fuertemente restringida, como ocurre en este
caso, debido a que cada intervalo lleva asociado una autofunción que es justamente el
elemento de nuestro algoritmo que más recursos numéricos consume. La idea general
subyacente en el método de Romberg es realizar sucesivas estimaciones de la integral, de
manera que en cada estimación se refina la discretización de la integral en un factor 2.
Utilizando el conjunto de estimaciones, se puede hacer una extrapolación utilizando el
algoritmo de Neville para dar una estimación del valor final de la integral en el límite
continuo de la discretización. Para controlar la precisión en la integración, requerimos
que la diferencia entre dos integraciones de orden l y l+1 en la extrapolación polinómica
satisfagan
‖Ψ(l+1)φ −Ψ(l)φ ‖phy < δ ‖Ψ(l+1)φ ‖phy, (3.3.18)
donde la cota δ varía entre 10−6 y 10−10, dependiendo de la simulación, y es el parámetro
que controla el error de la integración. Para evitar un coste excesivo en el tiempo de
computación, hemos restringido el número máximo de intervalos en la discretización
de la integral a 212.
3.3.3. Valores esperados
Vamos a calcular los valores esperados y dispersiones de observables sobre los es-
tados representados por las funciones de onda construidas en la sección previa. Con-
sideraremos dos tipos de observables: los que introdujimos en la Sección 3.2.2 y que
codifican información de interés en cosmología, como son ln |vˆ|φ, Hˆφ y ρˆφ, y los ob-
servables definidos en la Sección 3.2.1, que están construidos para detectar diferencias
entre el orden de factores de las prescripciones estudiadas en esta tesis.
La información dinámica se extrae adoptando la imagen de Schrödinger, donde la
evolución de un estado es vista como una transformación unitaria definida por (1.2.35)
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desde los datos iniciales a un tiempo φ0 dado hasta la función de onda a un tiempo pos-
terior φ. En esta imagen, la acción de un observable físico se obtiene de su contrapartida
cinemática en una sección inicial de tiempo adecuada (véase la Sección 3.2.2).
Este método fue inicialmente empleado en los estudios numéricos que se llevaron a
cabo en la Ref. [25]. En nuestro caso, y en la representación de volumen v, todos los
operadores geométricos de interés o bien actúan por multiplicación o son combinaciones
de operadores de ese tipo por otros que producen desplazamientos en la etiqueta v. Por
ello será sencillo evaluar la acción de los operadores ln |vˆ|φ, Hˆφ, ρˆφ y ∆̂Θ sobre los
estados Ψ(v, φ).
Los valores esperados se evaluarán por medio del producto interno
〈Ψφ|Φφ〉 =
∑
v∈L∩J
Ψ¯φ(v)Φφ(v) . (3.3.19)
Debido a las limitaciones que introduce el cómputo numérico, restringimos la suma
a una región compacta J = [−vm′ , vm′ ], en el caso en que hay degeneración, y en
caso contrario J = [0, vm′ ] (situaciones excepcionales). En nuestras simulaciones hemos
elegido la cota vm′ dentro del intervalo [104, 4·106], y de forma diferente dependiendo de
la simulación específica. Esta elección asegura que el error introducido por la truncación
sea siempre de segundo orden en comparación con los errores que emergen en otros
subprocesos de nuestro algoritmo numérico.
Para mantener bajo control la principal fuente de error, que proviene de la evalua-
ción de la base de autofunciones y de la integración de la función de onda Ψ en cada
sección de tiempo, hemos introducido un filtro para Ψφ(v) dentro del producto interno
(3.3.19) de tal modo que si
|Ψφ(v)| < α sup |Ψφ|, (3.3.20)
el valor de Ψφ(v) se hace idénticamente cero. Esto previene que este tipo de error
pueda alcanzar niveles inadmisibles a la hora de computar los valores esperados (y
dispersiones). En las simulaciones que hemos realizado elegimos la cota relativa de
modo que α ∈ [10−6, 10−8].
En cuanto a las dispersiones, hemos utilizado la expresión estándar
〈∆Oˆ〉2 = 〈Oˆ2〉 − 〈Oˆ〉2 (3.3.21)
para cada observable Oˆ.
3.3.4. Eficiencia numérica
Analizaremos ahora los algoritmos numéricos que introdujimos en las secciones pre-
vias centrándonos en su precisión y eficiencia numérica. Las computaciones numéricas
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que se necesitan para llegar a los resultados que se exponen en esta tesis son varias:
(i) evaluación de los elementos de la base (eεk|, que fueron discutidos ampliamente en
la Sección 3.3.1, (ii) integración de los perfiles espectrales para determinar la función
de onda para cada valor constante de φ (véase la Sección 3.3.2), y (iii) cómputo de la
acción de los observables, sus valores esperados y dispersiones (véase la Sección 3.3.3).
Cada uno de estos subprocesos introduce su propio error numérico, y además poseen
una eficiencia distinta.
Vamos a comenzar con el primero de ellos: la evaluación de los elementos de la base.
Las comparaciones durante las simulaciones han mostrado que éste es el proceso que
conlleva mayor coste numérico y requiere más recursos. Por ello es la parte crítica desde
un punto de vista de la eficiencia numérica. Como discutimos en la Sección 3.3.1, los
propios algoritmos y el coste numérico dependen de la degeneración de la base, y por
tanto varían según el sector de superselección en donde se están realizando los cálculos
y la prescripción adoptada.
En una situación en que no hay degeneración (véase la Sección 3.3.1), el cálculo
involucra dos pasos: la determinación de autofunciones ψk que en general no tienen la
norma adecuada y la estimación de sus normas computando, a través de una extrapo-
lación adecuada, su límite WDW. La precisión de este cálculo depende del tamaño del
dominio de evaluación elegido para cada autofunción y del número de onda k [véase la
Ec. (1.2.34)]. En particular, observamos que hay dos efectos que compiten entre sí: da-
do que las autofunciones se evalúan por medio de métodos iterativos, la precisión de la
misma disminuye con el tamaño del dominio, mientras que la precisión para determinar
su límite WDW aumenta con él. Respecto a ello, la elección del tamaño del dominio
dado por la Ec. (3.3.2) proporciona un balance aceptable entre estas dos fuentes de
error. También debemos recordar que gracias al convenio eεk(ε) > 0, la ambigüedad
debida a una fase compleja global para cada autofunción desaparece.
En los casos con degeneración vistos en la Sección 3.3.1, el algoritmo es conside-
rablemente más complicado. En primer lugar, el procedimiento aplicado a casos no
degenerados es solamente el preludio en la evaluación de las autofunciones. Además, el
error numérico introducido en este caso es aún mayor debido a que el dominio para el
cómputo de ψk es ahora dos veces mayor, y por tanto la evaluación de las autofunciones
requiere al menos el doble de iteraciones. Como consecuencia tenemos un aumento
significativo del coste necesario para evaluar el par de autofunciones ψ±k y, además,
ambas funciones ψ±k son ahora autofunciones de coeficientes complejos. En total, los
tres aspectos que hemos comentado producen un incremento del coste computacional
por un factor 8 respecto al caso no degenerado.
Más aún, el siguiente paso, que es tomar la combinación lineal apropiada de las
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autofunciones ψ± para conseguir los elementos de la base deseados, tiene un coste
intrínseco asociado (y que es lineal en el tamaño del dominio). A parte de esto, las
autofunciones ψ± sufren un cambio de fase global (3.3.8) que introduce complicaciones
adicionales, ya que la propia fase sólo se puede determinar módulo pi. La identificación
de la misma no es trivial, y además uno puede comprobar que dicha fase es una función
de k cuya contribución dominante es k ln |k|. Consecuentemente, este paso (ineludible)
introduce error numérico adicional.
La integración de la función de onda, más específicamente la de los perfiles espec-
trales junto con las autofunciones [paso (ii) de arriba], involucra el método de Romberg,
que nos permite restringir el cómputo a un número manejable de elementos de la base
que hay que evaluar, mientras conservamos una alta precisión numérica. Este método,
junto con una elección adecuada del dominio de integración, introduce un error que
estará muy por debajo del error introducido en el paso (i) anterior. Además, utilizamos
el mismo algoritmo tanto para los sectores de superselección excepcionales como para
los genéricos. Pero desde un punto de vista de eficiencia, en presencia de degeneración
se necesitan aproximadamente 3 veces más recursos numéricos, debido principalmente
a dos razones: (a) las autofunciones eεk(v) son complejas en este caso, y (b) la fun-
ción de onda tiene que ser calculada en un dominio dos veces mayor que en los casos
excepcionales.
Los efectos y dependencia del error numérico total introducido en los pasos ante-
riores (i) y (ii) se pueden observar en la Figura 3.1. Para los estados estudiados en
esta tesis el error permanece a un nivel 10−12 en las situaciones excepcionales. Las
complicaciones añadidas que implican los casos degenerados producen un error de 2 a
3 órdenes de magnitud mayor en comparación. Sin embargo, todos los perfiles de las
funciones de onda pueden ser integrados con un error relativo que no excede la cota
de 10−8.
El paso final (iii) de nuestra computación numérica involucra algoritmos que no
son comunes tanto para el caso no degenerado como en una situación de degeneración.
Dado que el error numérico es mayor en los casos genéricos, visible en la Figura 3.1, no
hemos tenido otro remedio que aumentar convenientemente la cota relativa α asociada
al filtro (véase la Sección 3.3.3). Esto hace que el error relativo en el cómputo de valores
esperados y dispersiones se vea afectado de una manera similar.
3.4. Discusión de los resultados
Hemos aplicado los métodos explicados en la sección anterior para llevar a cabo un
análisis numérico por medio de una familia de estados que corresponden a distribu-
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ciones normales logarítmicas (3.3.13), dentro del rango determinado por los siguientes
intervalos de valores esperados y dispersiones relativas
30~ ≤ 〈pˆφ〉 ≤ 500~, 0.05 ≤ 〈∆pˆφ〉〈pˆφ〉 ≤ 0.25 . (3.4.1)
El análisis de estos estados ha sido realizado dentro de cada una de las cuatro
prescripciones que hemos considerado en este capítulo. Además, hemos tomado 25
valores diferentes del parámetro ε, lo que nos ha permitido estudiar un número suficiente
de sectores de superselección. Los resultados de nuestro estudio se resumen en las
Figs. 3.1-3.6. Existen diferentes niveles de comparación en los que se pueden distinguir
numerosos aspectos.
En primer lugar, puede realizarse una comparación preliminar a partir de la función
de onda. Centrémonos en la amplitud de probabilidad el valor |Ψ(v, φ)| escalado por
la raíz cuadrada de la medida del producto interno en Hgr para la función de onda que
representa el mismo estado físico en las diferentes prescripciones [en otras palabras, el
perfil espectral Ψ˜(k)]. Lejos del rebote [véase la Figura 3.1(b)], no se observan dife-
rencias significativas. Sin embargo, la situación se vuelve más complicada cuando se
produce el rebote [Figura 3.1(a)]. En general, la forma de la función de onda en ambos
casos tiene similitudes, como, por ejemplo, la posición del pico principal o la manera en
que decae hacia v → ∞. En cambio, se pueden observar propiedades que en realidad
revelan la existencia de diferencias sustanciales, y que resultan de la interacción entre
las ramas en contracción y expansión, presentes en el patrón de interferencia que se
observa en la Figura 3.1(a) en el lado de la función de onda que decae hacia v grande.
Allí aparece una dependencia clara en la prescripción, ya que los máximos y mínimos
en cada caso están desplazados unos de otros. No obstante, el desplazamiento específico
de esos extremos locales no sólo depende de la prescripción, si no también del estado
concreto que se esté estudiando y del sector de superselección que se considera. En
consecuencia, no es posible utilizar (o al menos no es obvio cómo) dicha diferencia de
una manera sistemática para identificar prescripciones
Otro de los aspectos físicos relevantes en nuestra comparación es la que se deduce
al incluir los observables cosmológicos ln |vˆ|φ, Hˆφ y ρˆφ. Los resultados se encuentran
en las Figuras 3.2-3.5. Analizando el mismo estado en diferentes prescripciones hemos
sido capaces de detectar diferencias entre los valores esperados de los tres observables
[Figuras 3.3, 3.4 y 3.5]. Estas diferencias se acentúan en el rebote, y decaen rápidamente
cuando la función de onda alcanza el régimen de baja densidad de energía. Sin embargo,
para los estados analizados en este trabajo y que están dentro del rango mencionado en
la Ec. (3.4.1), las diferencias entre valores esperados de diferentes prescripciones están
varios órdenes de magnitud por debajo de las dispersiones correspondientes a lo largo
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de toda la evolución. Estas diferencias dependen de la degeneración del operador Θˆ, de
la definición de los propios observables y del estado que se esté considerando.
La situación en la que se observan mayores diferencias es cuando se comparan los
valores esperados del operador densidad de energía en estados con un valor del momento
〈pˆφ〉 bajo. En este caso, las diferencias están uno o dos órdenes de magnitud por debajo
de las dispersiones durante toda la evolución. En el resto de casos, las diferencias son
incluso menores cuando se comparan con las dispersiones.
De entre los resultados presentados anteriormente, el caso de la densidad de ener-
gía ρˆφ merece especial atención. Para todas las prescripciones, el espectro esencial de
este operador es el intervalo [0, ρc] donde ρc ≈ 0.41ρPl es la densidad de energía crítica
(véase la Sección 3.1.2). Este hecho se refleja en el comportamiento de 〈∆ρˆφ〉. Es decir,
para los estados analizados aquí y para los casos no degenerados (Sección 3.3.1), el va-
lor esperado 〈ρˆφ〉 alcanza la densidad de energía crítica ρc en el rebote, y su dispersión
disminuye significativamente allí (y llega incluso a ser nula salvo error numérico para
estados picados en valores grandes de 〈pˆφ〉). En este sentido, los estados con un perfil
espectral de la forma (3.3.15) son estados coherentes. En el caso en el que el espectro
del operador evolución está degenerado, la situación es diferente: podemos observar
que 〈∆ρˆφ〉 decrece cerca del rebote, pero alcanza un valor mínimo positivo significati-
vamente mayor que en ausencia de degeneración. Esta propiedad distingue claramente
las prescripciones APS y sLQC de las prescripciones MMO y sMMO, al menos para
los sectores de superselección ε 6= 2, 4. Aunque, por otro lado, dicha diferencia podría
emerger de la construcción de la base en el caso degenerado.
Otro aspecto físico considerado en nuestros análisis numéricos se refiere a los valo-
res esperados de los observables (∆̂ΘAB)2, construidos especialmente para detectar
discrepancias entre diferentes prescripciones. Los resultados se resumen en la Figu-
ra 3.6. Como podemos ver, los valores esperados no son nulos. Esto pone claramente
en evidencia que las prescripciones son diferentes, y que las diferencias entre ellas son
cuantificables. Hemos comprobado que las diferencias más claras se observan cerca del
rebote, y decaen exponencialmente lejos de él. Esto se puede deducir analíticamente a
través del hecho de que el potencial (3.2.3) de cada prescripción (caracterizado por α)
se hace máximo justamente en el rebote. Un ejemplo de este fenómeno está presente
en la Figura 3.6(a). En el caso de las prescripciones sLQC y sMMO [Figura 3.6(b)], la
diferencia es muchos órdenes de magnitud menor (más de 16 en el caso mostrado en
esta tesis), debido a que el potencial que caracteriza (en parte) a cada prescripción es
el mismo, y la única diferencia entre ellas es un operador compacto, que tiene soporte
en 3 puntos de la red alrededor de v = 0.
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3.5. Conclusiones
En este capítulo hemos visto cómo las ambigüedades que aparecen a la hora de pro-
mover un sistema clásico a su contrapartida cuántica, como ocurre con la especificación
de la ligadura hamiltoniana, pueden proporcionar diferentes visiones físicas del mismo
modelo. En particular, nosotros hemos estudiado diferentes prescripciones propuestas
a lo largo de la literatura en cosmología cuántica de lazos, que son: la prescripción APS
inicialmente introducida en las Refs. [23, 24] adoptando la dinámica mejorada [25], su
versión simplificada sLQC [26], y la prescripción MMO [44]. Además de estas prescrip-
ciones, hemos incluido la que se podría entender como la versión simplificada de MMO,
la prescripción sMMO [17,58], que combina la propiedades buenas tanto de sLQC como
de MMO.
Esencialmente, diferentes prescripciones dan lugar a pequeñas diferencias al cons-
truir el operador Θˆ, generador de la dinámica en el tiempo interno φ. En particular, la
estructura matemática del espacio de Hilbert físico es diferente según la prescripción
que se tenga en cuenta. En realidad, para sectores de superselección genéricos de las
prescripciones APS y sLQC, la estructura adquiere mayor complejidad debido a que el
espectro de Θˆ está doblemente degenerado, mientras que en las prescripciones MMO y
sMMO el operador tiene un espectro sin degeneración, proporcionando una estructura
más simple. Este hecho influye sustancialmente en la eficiencia de las técnicas numéri-
cas empleadas en el estudio de la dinámica del sistema, que varía considerablemente
del primer par de prescripciones al segundo. Como se discutió en la Sección 3.3, la
construcción y el posterior análisis de los estados físicos en los casos con degeneración
requiere métodos más complicados, lo que incrementa el coste computacional y el error
numérico. Afortunadamente, este error está lejos de ser crítico en las simulaciones que
hemos realizado, ya que, en esos casos con degeneración, el error relativo está en torno
a 10−9, frente a 10−12 para los sectores sin degeneración. En relación al consumo de
tiempo, en la Sección 3.3.1 vimos que el proceso responsable de la mayor parte del
consumo de los recursos numéricos es la construcción de la base, cuya comparación
entre ambas situaciones (ausencia o no de degeneración) era de al menos un factor 8
en favor de las prescripciones MMO y sMMO frente a APS y sLQC. Desde el punto
de vista numérico son pues las situaciones excepcionales (casos sin degeneración) las
que proporcionan una mayor eficiencia. Esto puede ser crucial a la hora de estudiar
sistemas cosmológicos más complejos, como por ejemplo cosmologías anisótropas de
tipo Bianchi.
Hemos visto cuáles son las ventajas técnicas que presenta cada prescripción, pero
un propósito principal de este estudio es la búsqueda y detección de posibles diferencias
a un nivel físico entre las prescripciones consideradas. Para eso, hemos analizado una
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familia biparamétrica de estados físicos con un perfil espectral de distribución normal
logarítmica [véase la Ec. (3.3.15)], sin restringirnos a estados semiclásicos. Nos hemos
concentrado en estados que proporcionan valores del momento del campo escalar bajos:
〈pˆφ〉 < 500~, puesto que en este régimen es más sencillo desvelar las posibles diferencias
que puedan existir. Para estos estados, hemos sido capaces de detectar diferencias entre
varias prescripciones tan sólo observando el patrón de interferencia en la cola del paque-
te de onda en el instante en que se produce el rebote cuántico. Para los mismos perfiles
espectrales, las funciones de onda construidas con diferentes prescripciones muestran
una clara diferencia en tanto en cuanto los patrones de interferencia se ven desplazados
relativamente, confirmándose en una primera instancia que existen discrepancias entre
las prescripciones. Sin embargo, esto no permite deducir directamente qué prescripción
específica ha sido empleada, dado que el desplazamiento comentado es dependiente de
otros factores, como del sector de superselección en el que se ha construido el estado y
del propio perfil espectral del estado.
Para atacar el problema de una forma sistemática, hemos abierto dos frentes. Por
un lado, hemos estudiado los valores esperados y dispersiones de ciertos observables de
interés en cosmología. Por otro lado, hemos introducido ciertos operadores cuánticos
que presentan una elevada sensibilidad frente a un cambio de prescripción.
En relación con el primero de lo casos, hemos elegido tres observables comúnmente
utilizados en cosmología, que son el logaritmo del volumen, el parámetro de Hubble
y la densidad de energía del contenido material (campo escalar). Hemos comparado
las trayectorias cuánticas de estos operadores para la familia de estados especifica-
da. Hemos computado las diferencias de los valores esperados de cada prescripción, y
hemos visto que dichas diferencias están varios órdenes de magnitud por debajo de sus
respectivas dispersiones. Hemos deducido por tanto que, aunque las diferencias están
presentes, son difícilmente detectables dado que están enmascaradas por la incertidum-
bre intrínseca del modelo cuántico.
Para el otro tipo de observables que han sido considerados, hemos computado los
valores esperados de los operadores (∆̂ΘAB)2 definidos en la Ec. (3.2.5), que esencial-
mente codifican las diferencias entre las ligaduras hamiltonianas correspondientes a
diferentes prescripciones. Estos valores esperados no son nulos, alcanzando un máximo
en el momento del rebote y decayendo exponencialmente lejos de él. Hemos sido ca-
paces de entender la naturaleza de estas diferencias físicas entre prescripciones (véase
la Sección 3.2.1), que son producidas principalmente por las discrepancias en el po-
tencial que caracteriza al operador Θˆ en cada caso. Pero también sabemos que existen
contribuciones a órdenes más bajos, lo que explica las pequeñas diferencias entre las
prescripciones sLQC y sMMO.
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Podemos concluir que existen distinciones no triviales que hacen a cada prescripción
verdaderamente diferente. Este hecho, junto con las ventajas mostradas por algunas
de las prescripciones frente a otras, por ejemplo en simplicidad de las descripciones
analíticas y en eficiencia numérica, señala que, al explotar la ambigüedad existente
a la hora de promover el sistema clásico a cuántico, podemos optimizar el análisis
del modelo en sí. Como veremos en el Capítulo 7, gracias a esta ambigüedad vamos
a alcanzar un nivel resolutivo satisfactorio para un universo inflacionario, incluso en
presencia de inhomogeneidades.
Pero, antes de sumergirnos por completo en ese tipo de modelos, debemos detallar
el programa de cuantización que vamos a seguir si queremos incluir inhomogeneidades
en nuestro sistema. Dado que se trata de campos (sistemas con infinitos grados de
libertad), su descripción a nivel cuántico, incluso utilizando técnicas estándar, no es
ni mucho menos trivial y es un problema abierto en física moderna. Todo esto lo
estudiaremos detalladamente en la siguiente parte de esta tesis.
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(a)
(b)
Figura 3.1: Amplitud |Ψφ(v)| de una función de onda correspondiente a un estado
físico del tipo distribución normal logarítmica. Se ha incluido la amplitud para dife-
rentes prescripciones tanto en el momento del rebote (a) como lejos de él (b). Los
parámetros del perfil Ψ˜ de este estado están fijados por las condiciones 〈pˆφ〉 = 100~ y
〈∆pˆφ〉/〈pˆφ〉 = 0.1. Lejos del rebote, las amplitudes son indistinguibles salvo por su error
numérico, mientras que, cuando se alcanza el rebote, surgen las diferencias en el patrón
de interferencia (las oscilaciones amortiguadas aparecen desfasadas). El nivel del ruido
depende de las técnicas usadas, que son diferentes dependiendo de si el espectro de Θˆ
es degenerado o no.
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(a)
(b)
Figura 3.2: Trayectorias dinámicas de Hˆφ (a) y ρˆφ (b), dadas por los valores esperados
de estos observables sobre el estado de la Figura 3.1 con ε = 1 en la prescripción APS.
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(a)
(b)
Figura 3.3: (a) Trayectoria cuántica de ln |vˆ|φ para el mismo estado y la misma pres-
cripción que en la Figura 3.2. (b) Incertidumbre en ln |vˆ|φ para el mismo estado y
prescripción, comparada con la diferencia entre los valores esperados correspondientes
calculados en las prescripciones APS y MMO.
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(a)
(b)
Figura 3.4: Dispersiones absolutas (a) y relativas (b) de Hˆφ para el estado considerado
en la Figura 3.1, comparadas con las diferencias correspondientes entre los valores
esperados de Hˆφ en las prescripciones APS y MMO. Para cada valor relativo, se puede
observar un pico en el momento del rebote (φ = 0) debido a que 〈Hˆφ〉 se anula; sin
embargo, el pico en el caso de las diferencias es muy abrupto y sobrepasa la resolución
numérica del eje φ, por lo que no aparece.
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(a)
(b)
Figura 3.5: (a) Dispersión relativa de ρˆφ para el mismo estado que en las figuras previas,
comparada con las diferencias relativas entre los valores esperados correspondientes en
las prescripciones APS y MMO. (b) Comparación entre las dispersiones relativas de ρˆφ
en las prescripciones APS y MMO para un sector de superselección genérico. Se observa
que en el caso de la prescripción MMO la coherencia es cualitativamente mayor.
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(a)
(b)
Figura 3.6: Los valores esperados del observable (∆̂ΘAB)2|φ para: (a) A = APS y
B = MMO; (b) A = sLQC y B = sMMO. En todos los casos hemos utilizado ε = 1,
y el observable ha sido evaluado en un estado con una distribución normal logarítmica
determinada por 〈pˆφ〉 = 100~ y 〈∆pˆφ〉/〈pˆφ〉 = 0.1. El estado ha sido construido dentro
de la prescripción MMO en el caso (a), y dentro de sMMO para el caso (b). La diferencia
alcanza su máximo en el rebote, y decae exponencialmente lejos de él. Además, la
diferencia entre las prescripciones de sLQC y sMMO es varios órdenes de magnitud
más pequeña que la diferencia de cualquier otro par de prescripciones.

Resultados de unicidad
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Introducción y motivación
Para añadir inhomogeneidades a nuestro sistema y tratar con magnitudes físicas
que varían de punto a punto, tenemos que recurrir a métodos de teoría de campos.
Un campo contiene infinitos grados de libertad, lo que representa un salto cualitativo
en comparación con aquellos sistemas descritos por un número finito de los mismos,
por muy grande que sea su número [98]. Además, a nosotros nos interesan los fenó-
menos cuánticos que puedan surgir por la presencia de campos cuando se propagan
en escenarios cosmológicos, pero teniendo siempre presente que, para su descripción,
no poseemos aún una teoría cuántica completa de la gravedad [13], por lo que no
vamos a abordar una cuantización definitiva dentro del marco de una teoría de esas
características. La situación que nos resulta de interés es aquélla en la que, tanto los
fenómenos cuánticos asociados a los campos (lineales), como los efectos asociados a
la curvatura del espaciotiempo, son ambos relevantes y deben ser tenidos en cuenta.
Existen situaciones de este tipo ampliamente estudiadas en la comunidad científica,
como es el caso de la radiación de Hawking [99], el efecto Unruh [100] o la teoría de
perturbaciones cosmológicas [36, 37, 101]. En este tipo de tratamiento, se asume una
descripción cuántica estándar de tipo Fock para los campos, mientras que los efectos
debidos al campo gravitatorio son descritos por una teoría (efectiva o no) clásica [28].
Este marco, comúnmente conocido con el nombre de teoría cuántica de campos en
espaciotiempos curvos, será el campo de estudio de los dos próximos capítulos.
Antes de pasar a los detalles de la investigación que ha dado lugar a parte de esta
tesis, es conveniente revisar algunos resultados referentes a la cuantización de campos
lineales. Como hemos dicho, existe una diferencia insalvable entre un sistema con un
número finito de grados de libertad y aquél descrito por campos. A la hora de dar
una descripción cuántica, si tratamos con sistemas que tienen un espacio de fases li-
neal, en el primer caso disponemos de una herramienta que dota a la teoría de una
consistencia considerable: el teorema de Stone-von Neumann [76, 77]. Asumiendo que
caracterizamos el sistema clásico mediante el álgebra de Weyl [102] correspondiente a
sus variables de posición y momento (exponenciadas convenientemente y dotadas de
la operación proporcionada por los corchetes de Poisson), el procedimiento para cuan-
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tizarlo consiste en buscar una representación del álgebra mediante operadores lineales
sobre un espacio de Hilbert. El teorema de Stone-von Neumann [103] nos garantiza
que todas las representaciones existentes que sean irreducibles, unitarias y fuertemente
continuas son en realidad unitariamente equivalentes entre sí, por lo que la descripción
cuántica que proporcionan es la misma desde el punto de vista físico. En el caso de
una teoría cuántica de campos, la situación es mucho más fascinante, debido a que el
espacio de fases asociado tiene dimensión infinita, por lo que el teorema anterior deja
de aplicarse [28]. Surge entonces una tremenda ambigüedad en la cuantización, porque
se dispone de infinitas representaciones cuánticas no equivalentes, incluso restringiendo
la atención a cuantizaciones sobre espacios de Fock [104]. En estos casos, la estrategia
consiste en incorporar las simetrías clásicas de una forma adecuada en la teoría cuán-
tica, con objeto no sólo de darles un papel relevante en la física cuántica del sistema,
sino de conseguir además que estas simetrías seleccionen una clase privilegiada de re-
presentaciones de entre todas las disponibles. Existen muchas situaciones de este tipo,
como por ejemplo cuando se trata con campos que se propagan en un espaciotiempo
de Minkowski, invariante bajo las transformaciones del grupo de Poincaré. Dado que
esta simetría desempeña un papel fundamental en tales circunstancias, es natural exigir
que la descripción física que hagamos (cuántica o no) la respete. Más que un incon-
veniente, este requerimiento se presenta como una ventaja, ya que la forma habitual
de implementarlo, exigiendo que el estado de vacío de la teoría sea invariante bajo la
acción de dicho grupo (adaptado a la dinámica del sistema) escoge una única familia
de representaciones de Fock, todas ellas unitariamente equivalentes entre sí.
Otro ejemplo bien estudiado es el caso de campos que se propagan en un espa-
ciotiempo de tipo de Sitter [105], y que tiene asociado el grupo de simetrías O(1, 4)
(o grupo de de Sitter). De nuevo, para el tipo de campos usualmente considerados,
es posible probar [106] que sólo existe una representación de Fock (salvo equivalen-
cia unitaria) que posee un vacío invariante bajo dicho grupo (también conocido como
vacío de Bunch-Davies [107]). Estudios posteriores alternativos [108] aseguran además
la existencia de una solución invariante gaussiana a una ecuación de Schrödinger regu-
larizada para este tipo de espaciotiempos. Otra situación de interés en situaciones con
menos simetría es el caso de campos en un espaciotiempo estacionario por lo demás
genérico [109111], en los que la presencia de un vector de Killing temporal, junto con
ciertas consideraciones respecto a la energía que permite definir, sirven para seleccionar
una cuantización de tipo Fock privilegiada.
Aunque todos estos resultados son de especial importancia, su robustez se basa
en la existencia de un alto grado de simetría en relación al espaciotiempo sobre el
que se propagan los campos. En el caso de espaciotiempos cosmológicos homogéneos e
isótropos, donde todavía hay presente una gran simetría, la pérdida de estacionariedad
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(y por supuesto estaticidad) resulta en una insuficiencia para seleccionar un estado
de vacío privilegiado si uno invoca únicamente las isometrías espaciales. Afortunada-
mente, estudios recientes sugieren que una posibilidad para solventar este problema es
incluir de forma natural un conjunto de transformaciones presentes en el sistema: las
correspondientes a su evolución dinámica.
Los primeros estudios en los que se propusieron los criterios de unicidad que va-
mos a analizar en esta tesis [3135, 112118] están basados en una propuesta para la
cuantización de un espaciotiempo de Gowdy [29, 30] con la topología espacial de un
tres-toro, T 3. Se trata de espaciotiempos que incluyen dos vectores de Killing espa-
ciales y donde las secciones espaciales son compactas. Gowdy demostró que, forzosa-
mente, las secciones espaciales deben ser homeomorfas a un tres-toro, una tres-esfera
(S3) o una tres-asa (S1 × S2). Este modelo consiste esencialmente en un universo de
Bianchi [52,119] con contenido de ondas gravitacionales. En el caso de ondas linealmente
polarizadas, el modelo puede ser tratado en realidad como un campo escalar que se
propaga en un espacio tiempo homogéneo, pero con soporte en secciones espaciales efec-
tivas de menor dimensionalidad. En la Ref. [120] se consideró un modelo de Gowdy con
secciones espaciales cuya topología era la de un tres-toro, junto con una cuantización
de Fock específica del campo escalar, pero dicha cuantización resultó insatisfactoria de-
bido a que la teoría no admitía una implementación unitaria de la dinámica [121,122].
Las razones por las que no se podía alcanzar la unitariedad fueron estudiadas en la
Ref. [116], de donde se dedujo que una transformación canónica adecuada en el sistema
clásico permitía llegar a una descripción de campos que admitía una cuantización de
Fock, ahora sí, con una dinámica unitariamente implementable [117,118]. Más aún, el
modelo mencionado incluye una ligadura global asociada a traslaciones en el círculo S1,
que actúa como espacio efectivo para la propagación tras una reducción dimensional.
Imponer cuánticamente la simetría conduce de manera natural a restringirse a cuan-
tizaciones de Fock invariantes bajo la misma. Lo que resulta más interesante, si cabe,
es que en la Ref. [31] se demostró que todas las cuantizaciones de Fock invariantes
bajo las traslaciones en el círculo y que admiten una implementación unitaria de la
dinámica son unitariamente equivalentes entre sí. Otros aspectos como la introducción
de un operador de evolución o una formulación equivalente en la representación de
Schrödinger fueron discutidos en las Refs. [123] y [124], respectivamente. Para el caso
de topologías diferentes a las de un tres-toro, existen también resultados de unicidad
para la cuantización [32,125].
Estos resultados han sido el germen para obtener una generalización válida en situa-
ciones de especial interés en cosmología. Por ejemplo, en la Ref. [33] se demostró que
un campo escalar definido en el círculo y que satisface una ecuación de ondas sujeto
a un potencial cuadrático dependiente del tiempo, pero por lo demás arbitrario (salvo
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ciertas condiciones poco restrictivas), admite una familia de cuantizaciones de Fock
unitariamente equivalentes que son invariantes bajo las traslaciones en el círculo y per-
miten una implementación unitaria de la dinámica. Estos resultados se extendieron en
la Ref. [34] a una situación con aplicación directa en cosmología, en la que las secciones
espaciales tienen la topología de una tres-esfera. La primera parte del Capítulo 4 está
dedicada a una revisión de dichos resultados. Finalmente, como veremos en el Capítu-
lo 5, en la Ref. [115] se consiguieron generalizar los criterios de unicidad (invariancia y
unitariedad) al caso de topologías compactas arbitrarias.
Todos los resultados mencionados están sujetos a una elección de partida de cuáles
son los campos canónicos que posteriormente se promueven a operadores cuánticos.
Cuando uno compara las representaciones elegidas en [120] y [116], ambas están rela-
cionadas por una transformación canónica dependiente del tiempo, que obviamente
modifica la dinámica, y provoca una pérdida de unitariedad. Por ello, en la Ref. [35]
se decidió estudiar si existían diferentes descripciones de campo que pudieran dar lu-
gar a una cuantización de Fock inequivalente a la original, manteniendo el requisito
de que fuera invariante bajo el grupo de traslaciones en S1 y que admitiera una im-
plementación unitaria de la dinámica. Con este fin, se introdujo una transformación
canónica que consistía en un re-escalado del campo por una función dependiente del
tiempo arbitraria (sujeta a condiciones muy poco restrictivas y muy razonables), el re-
escalado inverso de su momento y una contribución adicional en éste que era lineal en
el campo, y que iba multiplicada por otra función dependiente del tiempo. Fue posible
probar que los criterios de unicidad no se pueden aplicar en ninguna nueva descripción
de este tipo si el re-escalado del campo no es por una función constante, esencialmente
porque la nueva dinámica no admite una implementación cuántica unitaria. Del mismo
modo, como veremos en el Capítulo 4, estos resultados de unicidad relativos a redefini-
ciones de los campos canónicos por medio de transformaciones dependientes del tiempo
se extendieron en las Refs. [113, 114] al caso de la topología de una tres-esfera. Se vio
que la única posibilidad compatible con los criterios de unicidad es que la transfor-
mación canónica introducida sea independiente del tiempo. Finalmente, los resultados
mencionados se han logrado generalizar a espaciotiempos con secciones espaciales de
topología compacta arbitraria. Estos resultados serán objeto de análisis al final del
Capítulo 5 de esta tesis.
Capítulo 4
Criterios de unicidad para la
cuantización de campos en
espaciotiempos no estacionarios
En este capítulo estudiaremos los criterios de unicidad para un campo escalar sujeto
a un potencial cuadrático con una dependencia arbitraria del tiempo, que se propaga
por un espaciotiempo estático con secciones espaciales isomorfas a tres-esferas. Más
concretamente, el sistema clásico será descrito en la Sección 4.1, y en la Sección 4.2
daremos una posible descripción cuántica satisfactoria. En la Sección 4.3 repasare-
mos los criterios de unicidad, que permiten demostrar que cualquier cuantización de
Fock invariante bajo las isometrías espaciales pertenece a una clase única de equivalen-
cia unitaria si admite una implementación de la dinámica que respete la unitariedad.
En la Sección 4.4 introduciremos una transformación canónica lineal dependiente del
tiempo, que consistirá en un re-escalado del campo junto con una redefinición de su
momento canónicamente conjugado, y probaremos que, a menos que dicha transfor-
mación sea constante, no se puede encontrar una representación invariante que admita
una dinámica unitaria. Las principales conclusiones y aplicaciones de los resultados
deducidos aparecen en la Sección 4.5.
4.1. Sistema clásico: campo escalar bajo un potencial
dependiente del tiempo en la tres-esfera
Vamos a empezar nuestro estudio considerando un campo escalar φ que se propaga
en un espaciotiempo globalmente hiperbólico (ya que admite una descomposición 3 + 1
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y una función global de tiempo t), estático y cuyas secciones espaciales son hiperesferas
(o tres-esferas) S3. Estas variedades espaciales están naturalmente equipadas con una
métrica estática Ω¯ab que tiene la forma
Ω¯abdx
adxb = dχ2 + sin2 χdθ2 + sin2 χ sin2 θdσ2, (4.1.1)
donde x representa las coordenadas hiperesféricas sobre la tres-esfera, x = (χ, θ, σ),
con χ, θ ∈ (0, pi] y σ ∈ (0, 2pi]. Así pues, nuestro espaciotiempo tendrá una topología
I × S3, donde I es cierto intervalo (conexo) de la recta real en el que está definida
la coordenada temporal, t ∈ I, y sobre el que no imponemos ninguna condición. La
métrica espaciotemporal toma pues la forma
ds2 = −dt2 + Ω¯abdxadxb. (4.1.2)
Vamos a asumir que el campo escalar φ satisface una ecuación de ondas lineal sujeto a
un potencial dependiente del tiempo de la forma V (φ) = s(t)φ2/2, donde s(t) es una
función arbitraria con soporte en I, y a la que exigiremos solamente ciertas propiedades
muy generales más adelante. La ecuación de campo es pues
φ¨−∆φ+ s(t)φ = 0, (4.1.3)
donde ∆ es el operador de Laplace-Beltrami asociado a Ω¯ab y el punto significa derivación
respecto del tiempo t. Admitiremos que el espacio de fases canónico Γ está formado
por el espacio de datos iniciales {(φ, Pφ)} = {(φ|t0 ,
√
Ω¯φ˙|t0)} para un tiempo fijo t0, y
donde Ω¯ = sin2(θ) sin4(χ) es el determinante de la métrica espacial en la sección S3.
Este espacio de fases está equipado con una estructura simpléctica independiente del
tiempo dada por
Ω[δ1, δ2] =
∫
S3
d3x (δ2φδ1Pφ − δ1φδ2Pφ), (4.1.4)
donde δi (con i = 1, 2) representa un vector tangente a Γ. Los corchetes de Poisson
están entonces dados por
{φ(x), Pφ(x′)} = δ(x− x′). (4.1.5)
La función δ(x) es la delta de Dirac sobre S3.
En la formulación canónica, las ecuaciones de Hamilton son
P˙φ =
√
Ω¯ [∆φ− s(t)φ] , φ˙ = 1√
Ω¯
Pφ, (4.1.6)
que, combinadas adecuadamente, conducen a la Ec. (4.1.3).
Las secciones espaciales tienen asociadas un grupo natural de isometrías: el grupo
SO(4) (esto es, el grupo especial ortogonal de orden 4). Los elementos de este grupo
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pueden entenderse como las rotaciones alrededor de un punto fijo en un espacio euclídeo
en cuatro dimensiones. Claramente, la ecuación de ondas (4.1.3) que satisface φ es
invariante bajo dicho grupo de rotaciones SO(4), ya que la métrica y, consecuentemente,
el operador ∆ son invariantes bajo su acción. Por tanto, nuestra ecuación de movimiento
posee un grupo de simetrías, que dejan invariante la dinámica del campo.
4.1.1. Descomposición en modos sobre la tres-esfera
Vamos a adoptar una descripción del campo en términos de su expansión en mo-
dos del operador Laplace-Beltrami, ∆. Dada la forma de la ecuación de campo, esta
expansión nos permitirá eliminar la dependencia espacial de la misma, a cambio de
descomponerla en una serie de ecuaciones de movimiento para infinitos grados de li-
bertad que, no obstante, resultan desacoplarse. Es bien sabido que, en el espacio de
funciones de cuadrado integrable con el elemento de volumen construido con Ω¯, el ope-
rador de Laplace-Beltrami tiene una base de autofunciones formada por los armónicos
esféricos en S3 (véase el Apéndice B), de manera que podemos expresar en términos
suyos los campos definidos sobre la tres-esfera [38,42,126128]. Cada armónico Qn`m(x)
está etiquetado por tres números enteros, donde n = 1, 2, . . . está relacionado con el
autovalor del operador de Laplace-Beltrami cambiado de signo, ω2n = n
2 − 1, y donde
` = 0, . . . , n− 1 y m = −`, . . . , `. El campo admite una descomposición de la forma
φ(t, x) =
∞∑
n=1
n−1∑
`=0
∑`
m=−`
An`m(t)Qn`m(x), (4.1.7)
donde los coeficientes An`m son funciones que sólo dependen del tiempo para cada valor
del triplete (n, `,m).
Vamos a restringir nuestro estudio a campos escalares reales. Por ello, será conve-
niente reescribir la expansión (4.1.7) como
φ =
∞∑
n=1
n−1∑
`=0
qn`0Qn`0 +
√
2
∞∑
n=1
n−1∑
`=0
∑`
m=1
qn`m<[Qn`m] + qn`−m=[Qn`m]. (4.1.8)
Los coeficientes qn`m ∈ R. De ahora en adelante, utilizaremos la notación
φ =
∞∑
n=1
n−1∑
`=0
∑`
m=−`
qn`mQ˜n`m, (4.1.9)
donde Q˜n`m es una base de armónicos reales.
A través de esta descomposición en modos, hemos podido etiquetar todos los grados
de libertad que componen el campo real φ. Es importante resaltar que, efectivamente,
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todos ellos satisfacen ecuaciones de movimiento desacopladas. Esto se puede ver ha-
ciendo uso de la Ec. (4.1.3) y las propiedades de ortonormalidad de Q˜n`m. En resumen,
la ecuación de movimiento para cada modo es
q¨n`m +
(
ω2n + s
)
qn`m = 0. (4.1.10)
Además, de esta relación deducimos que todos aquellos modos con el mismo valor de n
satisfacen la misma ecuación de movimiento.
De ahora en adelante vamos a llamar Qn al subespacio (lineal) de configuración que
contiene todos los modos etiquetados con un mismo n. La dimensión de este subespacio
es gn = n2; para comprobarlo basta con realizar un conteo del número de armónicos
que hay con diferentes etiquetas ` y m para un valor de n dado. Los subespacios Qn
son invariantes bajo la actuación del grupo SO(4), porque el operador de Laplace-
Beltrami, del que son espacios propios, lo es. Es más, cada subespacio Qn proporciona
en realidad una representación irreducible del grupo, ya que las rotaciones mezclan
todos los modos con idéntico autovalor ω2n.
Del mismo modo que el campo escalar admite una descomposición en modos, su
momento canónicamente conjugado puede descomponerse en una combinación lineal de
armónicos esféricos convenientemente densitizados. Un cálculo muy sencillo nos permite
ver que los coeficientes de la expansión, pn`m, satisfacen la ecuación pn`m = q˙n`m.
Además, a través de los corchetes de Poisson (4.1.5) y de las relaciones de ortonorma-
lidad de los armónicos, se puede probar que qn`m y pn`m forman un conjunto canónico
de variables, con corchetes nulos salvo
{qn`m, pn′`′m′} = δnn′δ``′δmm′ . (4.1.11)
Tomando entonces el espacio de momentos Pn correspondiente a Qn, podemos descom-
poner el espacio de fases como Γ =
⊕
n Γn con Γn = Qn ⊕ Pn. Asimismo, al igual que
Qn, el espacio Pn proporciona una representación irreducible del grupo SO(4), también
de dimensión n2 y que obviamente coincide con la asociada al espacio de configuración.
4.1.2. Dinámica clásica
La dinámica clásica va a desempeñar un papel fundamental en nuestro estudio
(junto con las simetrías de la ecuación de campo), por lo que merece especial atención.
Consideremos el conjunto (infinito) de ecuaciones diferenciales ordinarias de segundo
orden que satisfacen los modos {qn`m} del campo, dadas en la Ec. (4.1.10). Como la
función s(t) es arbitraria, en general no podemos obtener explícitamente las soluciones,
salvo de forma aproximada. Pondremos especial atención al comportamiento asintótico
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de la solución para autovalores grandes del operador de Laplace-Beltrami, n → ∞.
Sin pérdida de generalidad, reescribimos las soluciones reales de la ecuación diferencial
(4.1.10) de la forma
qn(t) = An exp[ωnΘn(t)] + A
∗
n exp[ωnΘ
∗
n(t)], (4.1.12)
donde hemos introducido el símbolo n para codificar en uno solo los tres índices n, ` y
m, con objeto de compactificar la notación, aunque cuando sea necesario para mantener
la claridad en la discusión usaremos los tres enteros originales. Los coeficientes An son
constantes complejas que hacen las veces de datos iniciales, y las funciones Θn dependen
del tiempo y satisfacen la ecuación diferencial de segundo orden
ωnΘ¨n + ω
2
nΘ˙
2
n + ω
2
n + s = 0, (4.1.13)
que se deduce fácilmente introduciendo la Ec. (4.1.12) en (4.1.10).
La Ec. (4.1.13) depende sólo de Θ˙n y de su derivada temporal. De hecho, es posible
reescribirla como una ecuación diferencial de Riccati en Θ˙n. Por tanto, las funciones Θn
están determinadas salvo una constante aditiva, que elegimos de modo que se cumpla
la condición inicial Θn(t0) = 0. Por otra parte, puede verse que la Ec. (4.1.12) establece
una relación unívoca entre las soluciones de las Ecs. (4.1.10) y (4.1.13) si las partes real
e imaginarias de Θ˙n son funcionalmente independientes. Una manera de garantizarlo
es tomar la condición inicial Θ˙n(t0) = −i. Una motivación para esta elección es que se
satisface no ya a tiempo inicial, sino a todo tiempo, en el caso de que el campo escalar
no posea masa [s(t) = 0 ∀t ∈ I].
Por conveniencia, vamos a reescribir Θ˙n de la forma
Θ˙n = −i+ Wn
ωn
, (4.1.14)
lo que equivale a
Θn = −i(t− t0) +
∫ t
t0
dt¯
Wn(t¯)
ωn
, (4.1.15)
una vez que hemos exigido que Θn(t0) = 0. La nueva función Wn satisface la ecuación
W˙n = 2iωnWn −W 2n − s, (4.1.16)
con condiciones iniciales Wn(t0) = 0 (deducidas de las condiciones iniciales de Θ˙n).
Vamos a estudiar las soluciones a esta ecuación en el régimen asintótico n → ∞. En
ese régimen, el término cuadrático W 2n en la Ec. (4.1.16) resulta ser despreciable frente
al lineal Wn, cuyo coeficiente crece con n. En nuestro análisis asintótico, podemos
empezar entonces despreciando ese término cuadrático, lo que conduce a la ecuación
diferencial
˙¯Wn = 2iωnW¯n − s. (4.1.17)
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Esta ecuación es lineal en W¯n, y sus soluciones, con la condición inicial W¯n(t0) = 0,
son
W¯n(t) = −e2iωnt
∫ t
t0
dt¯ s(t¯)e−2iωn t¯, (4.1.18)
o, integrando por partes,
W¯n(t) = −is(t)
2ωn
+
is(t0) e
2iωn(t−t0)
2ωn
− e
2iωnt
2iωn
∫ t
t0
dt¯ s˙(t¯)e−2iωn t¯. (4.1.19)
El valor absoluto del último término en esta ecuación está acotado por
∫ t
t0
dt¯ |s˙|/(2ωn).
Así que podemos concluir que existirá una función s˜(t), independiente de n, tal que el
valor absoluto de las soluciones (4.1.18) está acotado por s˜(t)/(2ωn). Para alcanzar esta
conclusión, es necesario que la derivada de la función s(t) exista y que sea integrable
en cada intervalo cerrado [t0, t] (o [t, t0]) de I.
Retomemos la ecuación original (4.1.16) e introduzcamos la expresión (4.1.19). El
término W¯ 2n va a estar acotado en valor absoluto por s˜(t)
2/(4ω2n). En el límite n→∞
este término es efectivamente despreciable frente al lineal W¯n. Para hallar las soluciones
completas a la Ec. (4.1.16), podemos aproximar W 2n por W¯
2
n , despreciando contribu-
ciones asintóticas subdominantes. Esto nos lleva a una nueva ecuación de la forma
(4.1.17), pero con un término adicional que equivale a sustituir la función s(t) original
por s(t) − W¯ 2n(t). Aplicando este procedimiento de forma recursiva, se puede obtener
una serie asintótica para la solución buscada de la Ec. (4.1.16).
Como veremos más adelante, en nuestro estudio sólo nos va a hacer falta el término
dominante de Wn(t), es decir, las soluciones dadas por la Ec. (4.1.19) y que son del
orden 1/ωn.
Descripción canónica de la dinámica
Puesto que en la siguiente sección vamos a estudiar la descripción cuántica del
sistema por medio de una cuantización de Fock estándar, vamos a reemplazar nues-
tras variables originales en el espacio de fases (qn`m, pn`m) por el par de variables de
destrucción y creación
an`m =
1√
2ωn
(ωnqn`m + ipn`m) , a
∗
n`m =
1√
2ωn
(ωnqn`m − ipn`m) , n = 2, 3, . . .
(4.1.20)
Debemos notar que el modo n = 1 no está incluido. Para nuestro estudio, aislar un
grado de libertad del resto no altera el comportamiento del sistema desde el punto
de vista de teoría de campos. La cuantización de este modo se abordaría de forma
independiente, siguiendo métodos de mecánica cuántica, no por qué convencionales (por
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ejemplo, podrían adoptarse técnicas poliméricas si la física del sistema lo requiriera,
como podría ocurrir si la masa del modo fuera negativa). Así pues, de ahora en adelante
nos centraremos en los modos n ≥ 2.
Una consecuencia directa del desacoplo entre grados de libertad correspondientes a
diferentes modos es que las transformaciones finitas generadas por la dinámica, que son
transformaciones lineales simplécticas, pueden ser descompuestas en una descripción
matricial en bloques 2 × 2, cada bloque asociado a un par (an, a∗n). Esto nos permite
concluir que la evolución clásica de las variables de creación y destrucción desde un
tiempo t0 a un tiempo t está totalmente determinada por un conjunto numerable de
matrices Un(t, t0) de dimensión 2× 2,(
an(t)
a∗n(t)
)
= Un(t, t0)
(
an(t0)
a∗n(t0)
)
, (4.1.21)
Un(t, t0) =
(
αn(t, t0) βn(t, t0)
β∗n(t, t0) α
∗
n(t, t0)
)
. (4.1.22)
Las funciones αn(t, t0) y βn(t, t0) son los coeficientes de la transformación simpléctica
(o transformación de Bogoliubov) que define la evolución. Por ello, los coeficientes deben
satisfacer, para cualquier valor de t0, t ∈ I y ∀n, que
|αn(t, t0)|2 − |βn(t, t0)|2 = 1. (4.1.23)
Los coeficientes de Bogoliubov αn(t, t0) y βn(t, t0) pueden determinarse en función
de la solución Θn(t) de la Ec. (4.1.13). En primer lugar, las constantes An se pueden
escribir en términos de los datos iniciales en el espacio de fases qn(t0) y pn(t0) = q˙n(t0).
Una vez que se conocen estos datos iniciales, es fácil escribir las matrices de evolución
desde un tiempo t0 a un tiempo t para el par canónico (qn, pn), en las que aparecen
las funciones Θn introducidas en la Ec. (4.1.12). Utilizando la relación (4.1.20) para
pasar de este par canónico a las variables de creación y destrucción, concluimos que
los coeficientes de Bogoliubov vienen dados por
αn(t, t0) = αn(t, t0) =
1
2
eωnΘn(t)
[
1 + i Θ˙n(t)
]
, (4.1.24)
βn(t, t0) = βn(t, t0) =
1
2
eωnΘ
∗
n(t)
[
1 + i Θ˙∗n(t)
]
. (4.1.25)
En particular, vemos de manera explícita que los coeficientes de las matrices de evolu-
ción sólo dependen del valor de n, y no de las etiquetas ` y m del modo. Las matri-
ces de evolución quedan por tanto determinadas por las funciones Θn, soluciones a la
Ec. (4.1.13). Como cabía esperar, en el límite ultravioleta (ωn →∞), el comportamien-
to de estos coeficientes es
αn(t, t0) = e
−iωn(t−t0) +O(ω−1n ), (4.1.26)
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βn(t, t0) = O(ω
−2
n ), (4.1.27)
donde el símbolo O indica que las contribuciones son del orden subdominante indicado
en la expansión asintótica. Las relaciones (4.1.24) y (4.1.25) nos indican que, salvo
correcciones del tipo O(ω−1n ), la evolución es idéntica a la de un campo escalar sin
masa.
4.2. Representación cuántica: cuantización de Fock y
evolución unitaria
Pasemos ahora a la descripción cuántica del sistema. Como hemos dicho ya, el
modo n = 1 no será considerado en nuestro estudio. Introducimos una representación
de Schrödinger de las reglas de conmutación canónicas que se siguen a partir de
los corchetes de Poisson (4.1.5) en el espacio de Hilbert H = L2(Q, µ) de funciones
complejas en el espacio lineal de dimensión infinita Q = ⊕nQn y cuyo módulo al
cuadrado es integrable con la medida gaussiana µ que detallamos a continuación. Esta
medida en Q se obtiene como producto de medidas gaussianas unidimensionales, una
para cada grado de libertad, definidas para cada frecuencia ωn. Explícitamente, la
medida es
dµ =
∏
n,`,m
(√
ωn
pi
e−ωnq
2
n`m dqn`m
)
. (4.2.1)
Los operadores básicos de configuración y momento compatibles con esta medida
son, respectivamente
qˆn`mΨ = qn`mΨ, pˆn`mΨ = −i ∂
∂qn`m
Ψ + iωnqn`mΨ, (4.2.2)
donde Ψ es un estado arbitrario del espacio de Hilbert H. Esta representación está
naturalmente asociada a la representación de un campo escalar sin masa.
Esta construcción es totalmente análoga a la que proporciona el espacio de Hilbert
construido a partir de la compleción del espacio de fases canónico Γ (o, equivalente-
mente, del espacio de soluciones) con el producto interno natural que se puede definir
mediante la estructura simpléctica y una cierta estructura compleja j0. Recordamos
que una estructura compleja J es:
(i) Una transformación simpléctica [Ω(J ·, J ·) = Ω(·, ·)] cuyo cuadrado es menos la
identidad, J2 = −I.
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(ii) Compatible con la estructura simpléctica, lo que permite definir un producto
interno definido positivo:
µ(·, ·) = [Ω(J ·, ·)− iΩ(·, ·)]/2. (4.2.3)
La estructura compleja introduce una separación natural de frecuencias positivas
y negativas, siendo la pieza de nuestra teoría que codifica la ambigüedad a la hora de
elegir una representación particular de las relaciones canónicas de conmutación. Para
más detalles véanse, por ejemplo, las Refs. [28,124].
La compleción del espacio de fases con el producto interno (ii) proporciona el espacio
de Hilbert de una partícula. Tomando el producto tensorial simetrizado de k copias
de este espacio, y la suma directa de los espacios resultantes, llegamos a un espacio de
Hilbert de tipo Fock (véase la Ref. [124]).
Este espacio de Fock es unitariamente equivalente al espacio de Hilbert asociado a
la medida gaussiana (4.2.1) si se elige como estructura compleja la que resulta natural
en el caso de masa nula:
j0
(
ϕ
P
)
=
(
0 −(−Ω¯∆)−1/2
(−Ω¯∆)1/2 0
)(
ϕ
P
)
. (4.2.4)
Esta estructura compleja es obviamente invariante bajo la acción del grupo SO(4), ya
que está construida a partir de la métrica y del operador de Laplace-Beltrami. Esta
invariancia conduce de forma inmediata a una implementación unitaria de ese grupo
de transformaciones en la teoría cuántica. Además, j0 es independiente del tiempo, lo
que aseguraría la implementación unitaria de la dinámica si la masa se anulara (o, en
realidad, si fuera constante), aunque ése no es nuestro caso en general. De hecho, no es
de esperar que exista ninguna estructura compleja invariante bajo la dinámica, debido
a que la ecuación (4.1.10) incluye el término variable en el tiempo s(t).
A pesar de eso, es totalmente legítimo preguntarse si la dinámica puede ser imple-
mentada unitariamente respecto a la representación que define j0. Para ello, es más
conveniente trabajar en la base de operadores de creación y destrucción que intro-
dujimos en la Ec. (4.1.20). La estructura compleja, una vez que se ha realizado una
expansión en modos, tiene una forma particularmente sencilla
j0
(
an
a∗n
)
=
(
i 0
0 −i
)(
an
a∗n
)
. (4.2.5)
Utilizando las relaciones lineales (4.1.20), podemos construir los operadores aˆn a
partir de los observables qˆn y pˆn definidos en (4.2.2).
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En imagen de Heisenberg, la evolución temporal en la teoría cuántica es representa-
da por la transformación de Bogoliubov definida por las Ecs. (4.1.21) y (4.1.22), donde
los operadores aˆn y aˆ†n a un tiempo inicial t0 evolucionan a los operadores aˆn(t) y aˆ
†
n(t)
a un tiempo t, respectivamente, siguiendo la misma transformación:(
aˆn(t)
aˆ†n(t)
)
=
(
αn(t, t0) βn(t, t0)
β∗n(t, t0) α
∗
n(t, t0)
) (
aˆn
aˆ†n
)
. (4.2.6)
La cuestión que queremos responder es si esta transformación completa, es decir, con-
siderando todos los tripletes n (incluidos todos los valores posibles de ` y m), se puede
representar en la teoría cuántica de manera unitaria; o en otras palabras, si se corres-
ponde con una transformación unitaria U(t, t0) en el espacio de Hilbert H.
Para ello, podemos hacer uso de los resultados de las Refs. [129,130]. Éstos afirman
que, si tenemos una representación de Fock de las relaciones canónicas de conmutación
determinadas por una estructura compleja J , la transformación canónica T admite
una implementación unitaria en esa representación si y sólo si la parte antilineal de T ,
es decir (T + JTJ)/2, es un operador del tipo Hilbert-Schmidt. Un operador R en
un espacio de Hilbert se dice que es Hilbert-Schmidt si la traza de R†R es finita,
siendo R† el operador adjunto correspondiente. Obviamente, en sistemas con un número
infinito de grados de libertad, una transformación canónica no tiene porqué satisfacer
este requerimiento, por lo que no todas las transformaciones canónicas tienen una
implementación cuántica unitaria.
En nuestro caso, para la familia de transformaciones simplécticas definida por la
dinámica clásica, la condición de Hilbert-Schmidt en la representación de j0 es equiva-
lente a requerir que los coeficientes de Bogoliubov βn`m, correspondientes a las matrices
Un`m(t, t0) [véanse las Ecs. (4.1.22) y (4.1.25)], sean de cuadrado sumable, es decir, que
∞∑
n=2
n−1∑
`=0
∑`
m=−`
|βn`m(t, t0)|2 <∞ ∀t ∈ I. (4.2.7)
Pero, según la Ec. (4.1.25), estos coeficientes son independientes de las etiquetas ` y
m, por lo que podemos sumar inmediatamente sobre ellos introduciendo el factor de
degeneración gn = n2 (dimensión de los subespacios Qn):
∞∑
n=2
n−1∑
`=0
∑`
m=−`
|βn`m(t, t0)|2 =
∞∑
n=2
gn|βn(t, t0)|2. (4.2.8)
Por tanto, la condición de implementación unitaria equivale a pedir que la secuencia
{nβn(t, t0)} sea de cuadrado sumable. Ahora bien, esta propiedad depende únicamente
del comportamiento asintótico de los coeficientes cuando n → ∞. En la Sección 4.1.2
4.3. UNICIDAD DE LA REPRESENTACIÓN 103
pudimos ver, a través de la Ec. (4.1.27), que en el régimen n → ∞ la contribución
dominante de βn(t, t0) es del orden 1/n2. Esto nos garantiza que la secuencia {nβn(t, t0)}
es de cuadrado sumable, es decir, que
∞∑
n=2
n2|βn(t, t0)|2 <∞, ∀t ∈ I. (4.2.9)
Por tanto, la dinámica admite una implementación unitaria en la representación cuánti-
ca que proporciona j0. Claramente, esta conclusión es independiente del valor escogido
para el tiempo de referencia t0 ∈ I.
En resumen, hemos visto que la forma natural de implementar las simetrías clásicas
en la teoría cuántica es requiriendo que las estructuras que definen la cuantización
sean invariantes bajo el grupo de transformaciones asociado. Si esto no es posible,
lo siguiente que uno pide, de forma natural, es que al menos esas transformaciones
se puedan implementar unitariamente en el modelo cuántico. Dado que hemos sido
capaces de identificar una estructura compleja que es invariante bajo el grupo SO(4),
estas transformaciones pueden ser implementadas de forma inmediata como un grupo
de transformaciones unitarias. En cuanto al conjunto de transformaciones que define
la dinámica en el espacio de fases, sabemos que no es posible exigir invariancia en la
evolución a las estructuras que definen nuestro modelo cuántico, así que lo que hemos
hecho es comprobar que, al menos, esas transformaciones admiten una implementación
unitaria en la teoría cuántica. En efecto, la representación asociada a la estructura
compleja j0 permite implementar la dinámica unitariamente.
Motivados por estos logros, en este capítulo sólo vamos a considerar aquellas estruc-
turas complejas que son invariantes bajo el grupo SO(4), lo que nos garantizará una
implementación unitaria de dichas simetrías. En cuanto a las transformaciones canóni-
cas generadas por la dinámica, exigiremos que la representación de Fock proporcione
una implementación unitaria de las mismas. Ésta será la estrategia que seguiremos en
esta tesis. Veremos que nos permitirá alcanzar los resultados de unicidad de la cuanti-
zación deseados.
4.3. Unicidad de la representación: invariancia SO(4)
y dinámica unitaria
En esta sección vamos a ver cómo caracterizar la familia de representaciones que
son invariantes bajo el grupo de transformaciones SO(4). Veremos que las estructuras
complejas correspondientes están relacionadas unas con otras por medio de una familia
particular de transformaciones simplécticas. Por el momento hemos sido capaces de
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encontrar una representación invariante SO(4) que admite una evolución unitaria. La
cuestión que queremos responder es si existe otra representación con las mismas ca-
racterísticas (de invariancia y unitariedad) y que sea unitariamente inequivalente a la
representación inicial j0. Veremos que la respuesta es negativa. Aunque existen infini-
tas representaciones invariantes que no son unitariamente equivalentes, aquéllas que
admiten una evolución unitaria pertenecen a una misma clase de equivalencia unitaria.
4.3.1. Estructuras complejas invariantes SO(4)
Una estructura compleja J es invariante bajo un grupo G si todos los elemen-
tos g ∈ G en una representación adecuada T conmutan con ella. En otras palabras,
T (g)−1JT (g) = J , ∀g ∈ G. En el caso particular que estamos considerando, existe un
grupo natural de simetrías: el grupo SO(4).
Estamos interesados en caracterizar todas aquellas estructuras complejas que son
invariantes bajo la acción del grupo SO(4). Afortunadamente, podemos hacer uso del
lema de Schur (ver Refs. [131] y [125]) para llegar a tal fin. En primer lugar, hemos
visto que nuestro espacio de fases Γ se puede descomponer como la suma directa de los
subespacios Γn = Qn ⊕ Pn (véase la Sección 4.1.1), y que tanto Qn como Pn proveen
una representación irreducible del grupo de rotaciones. Una simple aplicación del lema
de Schur nos permite concluir entonces que cualquier J invariante bajo el grupo SO(4)
debe ser diagonal por bloques en esa descomposición, es decir
J =
⊕
n
Jn, (4.3.1)
donde Jn : Γn → Γn son estructuras complejas invariantes bajo el grupo SO(4) cua-
lesquiera. Podemos refinar aún más la forma de cada una de las componentes Jn con-
siderando la base que proporcionan qn`m y su momento pn`m. En ella, cada estructura
compleja Jn se divide en cuatro bloques: Jqqn , J
qp
n , J
pq
n y J
pp
n , los cuales relacionan res-
pectivamente Qn consigo mismo, Qn con Pn, Pn con Qn, y Pn con él mismo. En esta
descomposición por bloques, la invariancia se traduce en
T qn(g)J
qq
n =J
qq
n T
q
n(g), T
p
n(g)J
pq
n = J
pq
n T
q
n(g),
T qn(g)J
qp
n =J
qp
n T
p
n(g), T
p
n(g)J
pp
n = J
pp
n T
p
n(g), (4.3.2)
donde T qn(g) es la matriz correspondiente al elemento g ∈ SO(4) en la representación
irreducible del grupo SO(4) en el espacio de configuración. Igualmente, para el espa-
cio de momentos, utilizamos la notación T pn(g). En realidad ambas matrices T
q
n(g) y
T pn(g) coinciden, puesto que están asociadas a la misma representación irreducible de
dimensión n2 de SO(4).
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De nuevo, el lema de Schur nos asegura que las matrices Jqqn , J
qp
n , J
pq
n y J
pp
n deben
ser proporcionales a la matriz identidad de dimensión n2, In, es decir, Jqqn = anIn, Jpqn =
bnIn, Jqpn = cnIn y Jppn = dnIn. Las constantes an, bn, cn y dn son números reales, ya que
las estructuras complejas son aplicaciones lineales reales y estamos describiéndolas en
una base de coordenadas reales, formada por las variables de configuración y momento
de los modos.
Ahora que ya sabemos cómo caracterizar estructuras complejas invariantes SO(4),
será conveniente deducir cuál es la relación entre éstas y la estructura compleja de
partida, j0, que caracteriza la representación (4.2.2).
Los subespacios Γn pueden descomponerse como
Γn =
⊕
`m
Γn`m, (4.3.3)
donde cada Γn`m es un espacio de fases bidimensional asociado al par canónico qn`m y
pn`m. Del mismo modo, cada bloque Jn de las estructuras complejas invariantes admite
una descomposición similar, es decir
Jn =
⊕
`m
Jn`m, (4.3.4)
donde todas las Jn`m coinciden para un mismo n (son independientes de ` y m).
Para poder comparar con los bloques correspondientes de j0, pasamos de la base
real (qn, pn) a la base compleja definida por an y a∗n, en la que teníamos expresada la
estructura compleja de partida [véase la Ec. (4.1.20)]. La estructura compleja invariante
J diagonal por bloques Jn, tras expresarla en la nueva base, pasará a llamarse j, también
diagonal por bloques, cada uno designado por jn. Es decir
j =
⊕
n
jn. (4.3.5)
La correspondencia entre j y j0 vendrá dada por una transformación simpléctica K, de
manera que
j = Kj0K−1. (4.3.6)
Dado que ambas estructuras complejas j y j0 son diagonales por bloques [véanse las
Ecs. (4.3.5) y (4.2.5)], las transformaciones K adoptan también una forma diagonal por
bloques:
K =
⊕
n
Kn. (4.3.7)
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Puesto que Kn es una transformación simpléctica, podemos concluir que su forma más
general será
Kn =
(
κn λn
λ∗n κ
∗
n
)
, (4.3.8)
con
|κn|2 − |λn|2 = 1, ∀n. (4.3.9)
Ahora bien, como vimos en la Sección 4.2 (al estudiar la transformación simpléctica
que induce la dinámica clásica), la condición para que una transformación de este tipo
admita una implementación unitaria respecto a j0 es que su parte antilineal sea Hilbert-
Schmidt. En el caso de las transformaciones K esto se traduce en
∞∑
n=2
n−1∑
`=0
∑`
m=−`
|λn|2 =
∞∑
n=2
gn|λn|2 <∞, (4.3.10)
donde hemos introducido de nuevo el factor de degeneración gn = n2.
En resumen, cualquier estructura compleja J invariante bajo SO(4) puede rela-
cionarse con j0 a través de una transformación simpléctica K que debe ser diagonal
por bloques respecto de la descomposición (4.3.3), donde los bloques Kn sólo dependen
de n (no de ` ni de m), y cada uno de ellos tiene una expresión general dada por la
Ec. (4.3.8). Así pues, la familia de transformaciones K codifica toda la información
acerca de las estructuras complejas invariantes bajo el grupo SO(4).
4.3.2. Condiciones para la unitariedad de la dinámica en una
representación invariante SO(4) arbitraria
Hemos visto que la evolución se puede identificar con una transformación simpléc-
tica diagonal por bloques y que está determinada por el conjunto de las matrices de
evolución {Un} dadas por la Ec. (4.1.22). Ya sabemos que esta transformación admite
una implementación unitaria respecto de j0. Pero lo que queremos es comparar dife-
rentes representaciones (cualquiera dada por una estructura compleja invariante j con
la inicial j0). Para ello, podemos hacer uso del hecho de que una transformación simpléc-
tica R admite una implementación unitaria respecto de j si la transformación K−1RK
admite una implementación así en la representación determinada por j0. Para el caso
en que tomamos como transformación R la propia evolución, esto equivale a decir que
la transformación asociada al conjunto de matrices {K−1n UnKn} puede implementarse
de manera unitaria respecto de j0.
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Puesto que Un y Kn son independientes de los índices ` y m, las nuevas matrices
de evolución son también independientes de ellos. Asimismo, tienen una forma similar
a la transformación de Bogoliubov (4.1.22), pero con nuevos coeficientes αjn(t, t0) y
βjn(t, t0). Un cálculo muy sencillo nos permite expresarlos en términos de los originales
αn(t, t0) y βn(t, t0):
αjn(t, t0) = |κn|2αn(t, t0)− |λn|2α∗n(t, t0) + 2i=[κ∗nλ∗nβn(t, t0)], (4.3.11)
βjn(t, t0) = (κ
∗
n)
2βn(t, t0)− λ2nβ∗n(t, t0) + 2iκ∗nλn=[αn(t, t0)], ∀t ∈ I. (4.3.12)
En resumen, la condición de que la evolución sea implementable unitariamente
respecto de la estructura compleja j = KjoK−1 equivale a que los coeficientes βjn(t, t0)
sean de cuadrado sumable, es decir
∞∑
n=2
n−1∑
`=0
∑`
m=−`
|βjn(t, t0)|2 =
∞∑
n=2
gn|βjn(t, t0)|2 <∞, ∀t ∈ I, (4.3.13)
con gn = n2. Como veremos en la siguiente sección, esta condición se satisface si y sólo
si la secuencia {nλn} es de cuadrado sumable, que es justamente el requerimiento nece-
sario para que las representaciones definidas por j y j0 sean unitariamente equivalentes
[véase la Ec. (4.3.10), tomando el valor n2 para el factor de degeneración] .
4.3.3. Prueba sobre la unicidad de la representación
La demostración comienza asumiendo que la secuencia {nβjn(t, t0)} es de cuadrado
sumable. Esta condición nos asegura la implementación unitaria de la evolución respec-
to de la estructura compleja j. Como |κn| ≥ 1 [véase la Ec. (4.3.9)], también son de
cuadrado sumable las secuencias
nβjn(t, t0)
(κ∗n)2
= nβn(t, t0)− nz2nβ∗n(t, t0) + 2inzn=[αn(t, t0)] (4.3.14)
con zn = λn/κ∗n. Además, la relación (4.3.9) nos dice que la secuencia {zn} está aco-
tada. Asimismo, sabemos ya que {nβn(t, t0)} es de cuadrado sumable. Con todo esto,
podemos garantizar que {
nβn(t, t0)− nz2nβ∗n(t, t0)
}
(4.3.15)
es una secuencia de cuadrado sumable ∀t ∈ I.
Dado que el conjunto de secuencias de cuadrado sumable es un espacio lineal,
llegamos a la conclusión de que
{n zn=[αn(t, t0)]} (4.3.16)
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es de cuadrado sumable ∀t ∈ I también el lado izquierdo de la Ec. (4.3.14) lo es por
hipótesis. Utilizando las Ecs. (4.1.24) y (4.1.15) para determinar el comportamiento
asintótico de =[αn] cuando n→∞, podemos ver que
n=[αn] = neωn<[Θn]
(
1− =[Wn]
2ωn
)
sin(ωn=[Θn]) + neωn<[Θn]<[Wn]
2ωn
cos(ωn=[Θn]).
(4.3.17)
Mediante las Ecs. (4.1.15) y (4.1.19) podemos obtener la forma asintótica de Θn. Si
además recordamos que {zn} está acotada y que las secuencias de cuadrado sumable
forman un espacio lineal, es fácil darse cuenta de que el único de los sumandos que
aparece en la secuencia (4.3.16) que no es directamente de cuadrado sumable es el
correspondiente a {
nzne
ωn<[Θn] sin(ωn=[Θn])
}
. (4.3.18)
Por otra parte, la secuencia formada por eωn<[Θn] está acotada, debido a que el com-
portamiento asintótico de ωn<[Θn] es al menos del orden de 1/n. Concluimos así que
la secuencia
{n zn sin(ωn=[Θn])} , (4.3.19)
debe ser de cuadrado sumable ∀t ∈ I si queremos la estructura compleja invariante j
admita una implementación unitaria de la dinámica.
El comportamiento asintótico de la función =[Θn] se puede determinar, siempre y
cuando la función s(t) tenga una segunda derivada integrable en cualquier intervalo
contenido en I. Para empezar, debemos recordar que Θn adopta la forma (4.1.15),
donde la función Wn viene dada por la relación (4.1.19) hasta orden 1/n2. El último
sumando, una vez ha sido integrado por partes y se han despreciando términos de orden
1/n2, está dado por
− s(t)
2ωn
+
s(t0)
2ωn
cos [2ωn(t− t0)]. (4.3.20)
Como ∫ t
t0
dt¯ cos [2ωn(t¯− t0)] = sin [2ωn(t− t0)]
2ωn
, (4.3.21)
es posible ver, utilizando la Ec. (4.1.15), que
=[ωnΘn(t, t0)] = −ωn(t0 − t)−
∫ t0
t
dt¯
s(t¯)
2ωn
+O
(
1
n2
)
. (4.3.22)
Consecuentemente, en el régimen de n suficientemente grande, obtenemos
sin(ωn=[Θn]) = − sin
[
ωn(t− t0) +
∫ t
t0
dt¯
s(t¯)
2ωn
]
+O
(
1
n2
)
, (4.3.23)
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donde O(1/n2) designa contribuciones de orden asintótico 1/n2. Después de multiplicar
por nzn, el último término da una contribución del orden de 1/n que es de cuadrado
sumable. La conclusión a la que llegamos es que la secuencia{
n zn sin
[
ωn(t− t0) +
∫ t
t0
dt¯
s(t¯)
2ωn
]}
(4.3.24)
debe ser de cuadrado sumable ∀t ∈ I.
Vamos a introducir por conveniencia la notación τ = t − t0, reescribiendo los tér-
minos de la secuencia anterior como
n zn sin
[
ωnτ +
∫ τ
0
dt¯
s(t¯+ t0)
2ωn
]
. (4.3.25)
Así pues, como consecuencia de la sumabilidad al cuadrado deducida, la función
Z(τ) = l´ım
M→∞
M∑
n=2
n2|zn|2 sin2
[
ωnτ +
∫ τ
0
dt¯
s(t¯+ t0)
2ωn
]
(4.3.26)
debe existir para todo τ ∈ I¯, donde I¯ se corresponde con el dominio I de t después de
introducir el desplazamiento apropiado, t0. En particular, Z(τ) está bien definida en
algún subintervalo cerrado de la forma I¯L = [a, a+L] ⊆ I¯ (para una elección conveniente
de a), donde L es un número positivo estrictamente menor que la longitud de I.
Tanto si la función Z(τ) es integrable como si no (se trata de una suma infinita de
funciones integrables) en el intervalo I¯L, el teorema de Luzin nos asegura que para cada
δ > 0 existe: i) un conjunto medible Eδ ⊂ I¯L tal que su complementario E¯δ respecto de
I¯L satisface
∫
E¯δ
dτ < δ, y ii) una función Fδ(τ) continua en I¯L que coincide con Z(τ)
en Eδ. En estas condiciones, vamos a demostrar que la secuencia {nzn} debe ser de
cuadrado sumable. En particular, si definimos Iδ =
∫
Eδ
Fδ(τ)dτ , que es un número real
finito, concluimos del teorema de Luzin que
M∑
n=2
n2|zn|2
∫
Eδ
sin2
[
ωnτ +
∫ τ
0
dt¯
s(t¯+ t0)
2ωn
]
dτ ≤
∫
Eδ
Z(τ)dτ = Iδ, ∀M ∈ N+,
(4.3.27)
con M ≥ 2.
Sólo nos resta probar que la integral sobre Eδ que aparece a la izquierda de la
desigualdad está acotada inferiormente por un número finito positivo para n > n0 ∈ N+
con n0 suficientemente grande. Esa integral puede reescribirse como∫
I¯L
sin2
[
ωnτ +
∫ τ
0
dt¯
s(t¯+ t0)
2ωn
]
dτ −
∫
E¯δ
sin2
[
ωnτ +
∫ τ
0
dt¯
s(t¯+ t0)
2ωn
]
dτ, (4.3.28)
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que es inmediato ver que es siempre mayor o igual que∫
I¯L
sin2
[
ωnτ +
∫ τ
0
dt¯
s(t¯+ t0)
2ωn
]
dτ − δ, ∀n. (4.3.29)
Para la integral sobre I¯L, tenemos que
∫
I¯L
sin2
[
ωnτ +
∫ τ
0
dt¯
s(t¯+ t0)
2ωn
]
dτ =
L
2
−
sin
[
2ωn(a+ L) +
∫ (a+L)
0
dt¯ s(t¯+t0)
ωn
]
4ωn +
2s(a+L+t0)
ωn
+
sin
[
2ωna+
∫ a
0
dt¯ s(t¯+t0)
ωn
]
4ωn +
2s(a+t0)
ωn
− 1
8ω3n
∫
I¯L
s′(τ + t0)[
1 + s(τ+t0)
2ω2n
]2 sin [2ωnτ + ∫ τ
0
dt¯
s(t¯+ t0)
ωn
]
dτ
≥ L
2
− ωn|4ω2n + 2s(a+ L+ t0)|
− ωn|4ω2n + 2s(a+ t0)|
− 1
8ω3n
∫
I¯L
|s′(τ + t0)|[
1 + s(τ+t0)
2ω2n
]2dτ,
donde ′ denota derivada respecto de τ . Vamos a restringirnos de ahora en adelante
a enteros n ≥ n0, donde n0 es un entero positivo dado tal que ω2n0 es mayor que el
máximo de la función |s(τ + t0)|/(2D) en el intervalo I¯L. Aquí, D es una constante
cualquiera sujeta sólo a la condición D < 1. Entonces, como ωn crece monótonamente
con n,∣∣∣∣1 + s(τ + t0)2ω2n
∣∣∣∣ ≥ 1− |s(τ + t0)|2ω2n ≥ 1− |s(τ + t0)|2ω2n0 ≥ 1−D, ∀τ ∈ I¯L, (4.3.30)
incluidos los puntos en los extremos del intervalo. En consecuencia se obtiene que, para
todo n ≥ n0,∫
I¯L
sin2
[
ωnτ +
∫ τ
0
dt¯
s(t¯+ t0)
2ωn
]
dτ ≥ L
2
− 1
2ωn0(1−D)
−
∫
I¯L
|s′(τ + t0)|dτ
8ω3n0(1−D)2
= Λn0 ,
donde asumimos que n0 se elije de tal forma que Λn0 > 0 (lo que siempre se puede
hacer ya que Λn0 tiende a L/2 cuando n0 →∞).
Introduciendo esto en la Ec. (4.3.29), obtenemos la cota∫
Eδ
sin2
[
ωnτ +
∫ τ
0
dt¯
s(t¯+ t0)
2ωn
]
dτ ≥ Λn0 − δ. (4.3.31)
La constante δ puede elegirse de forma tal que Λn0 > δ. Concluimos así de la Ec. (4.3.27)
que, para todo M ≥ n0,
M∑
n=n0
n2|zn|2 ≤ Iδ
Λn0 − δ
. (4.3.32)
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Puesto que n0 es un entero que se fijó previamente, este resultado es válido inde-
pendientemente de M , y en particular para valores suficientemente grandes. Esto nos
permite concluir que, efectivamente, {n2|zn|2} es sumable, como queríamos demostrar.
Si recordamos que zn = λn/κ∗n, esta condición de sumabilidad, junto con la relación
(4.3.9), permite deducir que λn debe tender a cero cuando n→∞. Entonces, |κn| tiende
a uno, por lo que la secuencia {κn} debe estar acotada. Esto nos permite concluir que la
secuencia {nλn} debe ser también de cuadrado sumable. Esta última condición equivale
a la Ec. (4.3.10), lo que nos garantiza que las representaciones que proporcionan las
estructuras complejas j y j0 son unitariamente equivalentes. Finalizamos así nuestra
demostración sobre la unicidad de la clase de equivalencia formada por las estructuras
complejas invariantes bajo el grupo SO(4) que admiten una implementación unitaria
de la dinámica.
4.4. Unicidad de la parametrización del campo
En el modelo que estamos estudiando se puede considerar un nuevo tipo de trans-
formación canónica de gran interés en el campo de la cosmología [36,37,101,126,132],
o incluso en teoría de cuerdas [133]: se trata de transformaciones en las que el campo
escalar es re-escalado por una función dependiente del tiempo. En aquellos escenarios
en los que un campo se propaga en un espaciotiempo no estacionario, suele ser posible
adoptar una descripción más asequible para la dinámica cambiando el campo original
por otro en el que parte de la dependencia temporal ha sido absorbida mediante un
re-escalado. Típicamente, el factor por el que se re-escala es una función de la geometría
de fondo en la que se propaga el campo. El re-escalado afecta por igual a todos y cada
uno de los modos del campo. Los ejemplos más claros son campos de prueba de tipo
Klein-Gordon que se propagan en un fondo cosmológico homogéneo e isótropo de tipo
FLRW. En este tipo de fondos, es común introducir un re-escalado utilizando exclu-
sivamente el factor de escala que caracteriza la métrica. Adoptando tiempo conforme,
el nuevo campo resulta satisfacer una ecuación de Klein-Gordon en un fondo estáti-
co, pero con masa dependiente del tiempo. Otro ejemplo lo proporciona la teoría de
Einstein-Maxwell (sin fuentes) en un espaciotiempo de FLRW, donde la descripción en
tiempo conforme y en el gauge de Lorentz del vector potencial convenientemente re-
escalado satisface una ecuación de ondas sin masa en un espaciotiempo estático [126].
Pero los sistemas que van a resultar de mayor interés en el desarrollo de esta tesis
son los que describen perturbaciones cosmológicas de universos homogéneos e isótro-
pos como el nuestro [36, 37, 40, 42, 101]. En particular, la perturbación invariante de
gauge asociada a la densidad de energía puede ser re-escalada adecuadamente por una
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función dependiente del tiempo (y en tiempo conforme) para dar lugar a una ecuación
de tipo Klein-Gordon en un espaciotiempo estático y con una masa dependiente del
tiempo [40]. El mismo tipo de ecuación se deduce al estudiar el régimen ultravioleta de
las perturbaciones de un campo escalar en un espaciotiempo de FLRW con curvatu-
ra positiva, después de realizar una fijación de gauge adecuada y tras un re-escalado
conveniente [42, 132]. De manera similar, las perturbaciones tensoriales en un espacio-
tiempo de FLRW, que describen el contenido de ondas gravitacionales, están sujetas a
una ecuación de esas características después de un re-escalado adecuado (y en tiempo
conforme) [40,42].
Como vemos, las situaciones en las que nuestros resultados de unicidad sobre la
cuantización de un campo de Klein-Gordon en la tres-esfera, con masa dependiente
del tiempo, encuentran aplicación engrosan una lista de sistemas cosmológicos conside-
rable, siempre y cuando se admita una redefinición de los campos que permita extraer
parte de su dependencia temporal, la cual puede deberse, por ejemplo, a la interacción
con el fondo no estacionario.
Lo que vamos a probar en esta sección es que nuestros criterios de unicidad sólo son
compatibles con una descripción de campo particular: aquélla dada por las relaciones
de la Ec. (4.1.6). Cualquier otro par de variables relacionadas por un re-escalado del
campo con funciones dependientes del tiempo no admite una dinámica unitaria respecto
a una representación invariante bajo el grupo SO(4).
4.4.1. Ambigüedad en la elección del campo: transformación
canónica dependiente del tiempo
Nuestro punto de partida es el modelo que hemos estudiado en la Sección 4.2.
Recordemos que hemos considerado un campo escalar φ que se propaga en un espacio-
tiempo estático, de secciones espaciales isomorfas a tres-esferas, y sujeto a un poten-
cial dependiente del tiempo. Su ecuación de movimiento es invariante bajo el grupo de
simetrías SO(4). Hemos introducido una base de armónicos, autofunciones del operador
de Laplace-Beltrami, en la que φ se puede descomponer en modos. Hemos estudiado su
dinámica clásica y hemos visto que se corresponde a la de un campo escalar sin masa,
salvo correcciones asintóticas del orden del inverso del autovalor de Laplace-Beltrami.
Hemos empleado entonces una cuantización estándar de tipo Fock, introduciendo la
representación naturalmente asociada al campo escalar sin masa. Esta representación
es invariante bajo el grupo SO(4), por lo que las simetrías clásicas admiten una imple-
mentación unitaria en la teoría cuántica. En cuanto a la dinámica, la representación
no es invariante bajo traslaciones en el tiempo, pero sí admite una implementación
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unitaria de la evolución. Además, hemos probado que cualquier otra representación in-
variante bajo el grupo de simetrías SO(4) que admite una implementación unitaria de la
dinámica es unitariamente equivalente a la representación del campo escalar sin masa.
Vamos a considerar ahora la siguiente transformación canónica lineal
ϕ = F (t)φ, Pϕ =
Pφ
F (t)
+G(t)
√
Ω¯φ, (4.4.1)
que se corresponde con un re-escalado del campo por una función dependiente del tiem-
po F (t), junto con el re-escalado inverso de su momento y la adición de una contribución
lineal del campo, multiplicada por otra función G(t) y densitizada correctamente con
la raíz cuadrada del determinante de la métrica espacial Ω¯. Para preservar la estructura
diferencial de nuestra teoría de campos y evitar posibles singularidades, asumiremos
que F y G son dos funciones reales diferenciables, y además que F es distinta de cero
para todo tiempo t ∈ I. Dado que F y G sólo dependen del tiempo, las simetrías SO(4)
de la ecuación de campo se preservan.
Por conveniencia, vamos a separar esta transformación en dos partes: i) una primera
transformación constante, que absorbe los valores iniciales F0 = F (t0) y G0 = G(t0), y
ii) una segunda parte que contiene toda la dependencia temporal, y que coincide con
la identidad al tiempo inicial t0. Más explícitamente, tendríamos una transformación
constante
ϕ˜ = F0ϕ, Pϕ˜ =
Pϕ
F0
+G0
√
Ω¯ϕ, (4.4.2)
y una transformación variable en el tiempo de la forma (4.4.1)
ϕ = f(t)φ, Pϕ =
Pφ
f(t)
+ g(t)
√
Ω¯φ, (4.4.3)
en donde las funciones f(t) y g(t) toman los valores iniciales f(t0) = 1 y g(t0) = 0.
La transformación lineal (4.4.2) no tiene un impacto significativo en nuestra dis-
cusión. Si para el par canónico (ϕ, Pϕ) somos capaces de encontrar una cuantización
invariante bajo el grupo SO(4) que admite una evolución unitaria, entonces uno ob-
tiene una cuantización con las mismas características para el par transformado (ϕ˜, Pϕ˜)
por simple linealidad. Por tanto, no se añade ambigüedad alguna con este tipo de
transformaciones. Así que vamos a concentrarnos en la familia de transformaciones
canónicas (4.4.3) con condiciones iniciales fijas. Vamos a demostrar que este tipo de
transformaciones, excepto la identidad, da lugar a una dinámica que no admite una
implementación unitaria respecto a ninguna representación invariante bajo el grupo
de transformaciones SO(4). En consecuencia, nuestros criterios de unicidad restringen
también la descripción de campo adoptada.
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4.4.2. Dinámica clásica
Recordemos que la transformación dada en la Ec. (4.4.3) preserva la invariancia
bajo el grupo SO(4) de las ecuaciones de campo, y que ambas funciones f(t) y g(t)
son diferenciables. Además f(t) es distinta de cero en todo momento, propiedad que
hereda de F (t). En consecuencia, el signo de f(t) es constante, y puesto que su valor
inicial ha sido elegido igual a la unidad, deducimos que f(t) > 0 ∀t ∈ I.
La transformación canónica (4.4.3) depende del tiempo, por lo que la dinámica
asociada al par canónico (ϕ, Pϕ) será diferente de la original relacionada con (φ, Pφ).
Para describir la dinámica, vamos a seguir el mismo procedimiento de la Sección 4.1.
Después de llevar a cabo una descomposición en modos armónicos en la tres-esfera
(véase el Apéndice B), y de introducir las variables de creación y destrucción a través de
las relaciones (4.1.20), puede verse que las matrices de evolución Un(t, t0) que aparecen
en la Ec. (4.1.22), de coeficientes (4.1.24) y (4.1.25), son reemplazadas por las nuevas
matrices 2× 2
U˜n(t, t0) = Tn(t)Un(t, t0), (4.4.4)
donde
Tn(t) = Tn(t) =
(
f+(t) + i
g(t)
2ωn
f−(t) + i
g(t)
2ωn
f−(t)− i g(t)2ωn f+(t)− i
g(t)
2ωn
)
(4.4.5)
es independiente de t0, de ` y de m, y donde 2f±(t) = f(t) ± 1/f(t). Un cálculo muy
sencillo nos permite obtener los nuevos coeficientes de Bogoliubov α˜n(t) y β˜n(t) de las
matrices de evolución U˜n(t, t0). Esos coeficientes están dados por
α˜n(t) = α˜n(t) = f+(t)αn(t) + f−(t)β∗n(t) + i
g(t)
2ωn
[αn(t) + β
∗
n(t)],
β˜n(t) = β˜n(t) =f+(t)βn(t) + f−(t)α∗n(t) + i
g(t)
2ωn
[α∗n(t) + βn(t)]. (4.4.6)
En esta última relación, resaltamos el hecho de que todas las cantidades son indepen-
dientes de las etiquetas ` y m. Por ello, de ahora en adelante, utilizaremos el subíndice
n en vez de n, a menos que sea necesario tener en cuenta el triplete de etiquetas.
4.4.3. Representaciones de Fock invariantes SO(4) y condiciones
de unitariedad
Según vimos en la Sección 4.3.1 haciendo uso de lema de Schur [131], todas las
estructuras complejas j invariantes SO(4) se relacionan con la estructura compleja
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asociada al caso sin masa, j0, mediante una identidad del tipo j = Kj0K−1 donde K
es un transformación simpléctica que es diagonal por bloques 2 × 2. Cada bloque Kn
[véase la Ec. (4.3.7)] está determinado por dos números complejos κn y λn, sujetos a
la condición |κ2n| − |λ2n| = 1. Recordamos también que las matrices Kn son las mismas
para todos los modos con el mismo valor de n.
Por otra parte, como discutimos en la Sección 4.3.2, una implementación unitaria
respecto de j de las transformaciones dinámicas descritas por U˜n(t, t0) implica que la
imagen inversa de dichas transformaciones bajo K admite una implementación unitaria
respecto de la estructura compleja j0. Haciendo uso de la transformación Tn(t) definida
en la Ec. (4.4.5) para obtener U˜n(t, t0), llegamos a las matrices
U˜ jn(t, t0) = KnU˜n(t, t0)K−1n , (4.4.7)
cuyos coeficientes de Bogoliubov son
α˜jn(t, t0) = |κn|2α˜n(t, t0)− |λn|2α˜∗n(t, t0) + 2i=[κ∗nλ∗nβ˜n(t, t0)], (4.4.8)
β˜jn(t, t0) = (κ
∗
n)
2β˜n(t, t0)− λ2nβ˜∗n(t, t0) + 2iκ∗nλn=[α˜n(t, t0)], ∀t ∈ I. (4.4.9)
Recordamos que α˜n(t, t0) y β˜n(t, t0) están dados en la Ec. (4.4.6) en términos de sus
análogos originales αn(t, t0) y βn(t, t0). Con ello, la condición necesaria y suficiente para
la implementación unitaria de la dinámica respecto de la representación determinada
por j es en nuestro caso
∞∑
n=2
n−1∑
`=0
∑`
m=−`
|β˜jn(t, t0)|2 =
∞∑
n=2
n2|β˜jn(t, t0)|2 <∞, ∀t ∈ I. (4.4.10)
Esto es, la secuencia {nβ˜jn(t, t0)} debe ser de cuadrado sumable para todo t ∈ I.
4.4.4. Demostración de la unicidad bajo reparametrizaciones
del campo
En esta sección vamos a demostrar que los criterios de unicidad presentados en esta
tesis no sólo seleccionan una clase de equivalencia para la representación de Fock de un
campo de Klein-Gordon con masa variable en el tiempo (véase Sección 4.3), sino que
además eliminan cualquier descripción alternativa del campo que pueda alcanzarse me-
diante una transformación canónica lineal dependiente del tiempo en la que se re-escale
dicho campo. En otras palabras, la única transformación canónica de la forma (4.4.3)
que es aceptable es la identidad.
Asumamos pues de ahora en adelante que la condición de unitariedad se satisface.
Consecuentemente, las secuencias {nβ˜jn(t, t0)} son de cuadrado sumable para todos los
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valores de t en el intervalo I considerado. En particular, esto requiere que los términos
nβ˜jn(t, t0) de estas secuencias tiendan a cero en el límite n → ∞.1 Como n y |κn| son
mayores que la unidad, los coeficientes β˜jn(t, t0)/(κ
∗
n)
2 también deben tender a cero
para n suficientemente grande. Teniendo en cuenta los comportamientos asintóticos de
los coeficientes de Bogoliubov αn(t, t0) y βn(t, t0), que aparecen en las Ecs. (4.1.26) y
(4.1.27), y recordando que zn = λn/κ∗n y τ = t− t0, concluimos que[
einτ − z2ne−inτ
]
f−(t)− 2izn sin(nτ)f+(t) (4.4.11)
debe de tener un límite nulo cuando n → ∞ para todos los valores de t ∈ I. En la
expresión anterior hemos empleado que ωn = n+O(n−1).
Separemos la parte real y la parte imaginaria de la Ec. (4.4.11). Esto nos proporciona
dos secuencias reales que deben tender a cero para n → ∞ y ∀t ∈ I. Explícitamente,
estas dos secuencias están formadas por los elementos(
2= [zn] f+(t)−=
[
z2n
]
f−(t)
)
sin(nτ) +
(
1−< [z2n]) f−(t) cos(nτ) (4.4.12)
y ({
1 + < [z2n]} f−(t)− 2< [zn] f+(t)) sin(nτ)−= [z2n] f−(t) cos(nτ). (4.4.13)
Demostración de la unicidad frente a re-escalados dependientes del tiempo
Podemos aplicar ahora los argumentos de las Refs. [35,113,114] y probar que, si es
cierto que las secuencias dadas en las Ecs. (4.4.12) y (4.4.13) tienden a cero para todos
los valores del tiempo, entonces no es posible que las dos secuencias
1−< [z2n] y = [z2n] (4.4.14)
tengan simultáneamente un límite nulo en cualquier subsecuencia (infinita) de números
enteros positivosM ⊂ N mayores que la unidad, o, lo que es lo mismo, para n ∈M ⊂ N
con n ≥ 2. Vamos a ver esto en más detalle.
Primero mostramos que (<[zn])2 tiende a la unidad si los dos términos en la
Ec. (4.4.14) tienden a cero. Esto se puede comprobar sumando el cuadrado de esos
dos términos, lo que resulta en
(1− |zn|2)2 + 4 (=[zn])2 . (4.4.15)
Según nuestra hipótesis, esta expresión tiende a cero en una subsecuencia dada M. Por
tanto, nos encontramos con que |zn| debe tender a la unidad y =[zn] a cero en esta
subsecuencia, lo que implica que el límite de (<[zn])2 es igual a 1.
1Este requisito es necesario pero no suficiente respecto a la sumabilidad de las secuencias
{n2|β˜jn(t, t0)|2}, aunque bastará para demostrar nuestro resultado.
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Supongamos entonces que realmente existe una secuencia particularM ⊂ N tal que
los términos (4.4.14) tienden a cero para todos los posibles valores del tiempo. Dado
que el factor
f−(t) cos(nτ), (4.4.16)
que multiplica a =[z2n] en la Ec. (4.4.13) está acotado para cualquier valor particular
de t, concluimos que ({
1 + < [z2n]} f−(t)− 2< [zn] f+(t)) sin(nτ) (4.4.17)
debe tener un límite nulo en M, ∀t ∈ I. Además, dado que por hipótesis 1 − < [z2n]
tiende a cero en M también, el resultado al que llegamos es que
(f−(t)−< [zn] f+(t)) sin(nτ) (4.4.18)
debe de tender a cero en M para cada posible valor del tiempo t.
Pero hemos visto que, con nuestras hipótesis, (<[zn])2 necesariamente tiende a la
unidad en M. Entonces, existe al menos una subsecuencia M′ ⊂M tal que <[zn] tiende
a 1 ó −1 en M′. En cualquiera de estos casos, como M′ es una subsecuencia de M, y
por tanto la Ec. (4.4.18) debe de tender a cero en M′, concluimos (haciendo uso de la
definición de f±) que bien
sin(nτ)f(t) ó
sin(nτ)
f(t)
(4.4.19)
(o ambas) tiene un límite nulo en la subsecuencia M′ ⊂ N, ∀t ∈ I. Como la función
f(t) es continua y distinta de cero para todo t, esto implica que sin(nτ) debe tender a
cero en M′ para todos los valores posibles de t ∈ I, o equivalentemente ∀τ ∈ I¯ (donde
I¯ es el dominio que se obtiene de desplazar I por la constante t0).
No obstante, haciendo uso de los resultados del Apéndice C, concluimos que la
función sin(nτ) no puede tender a cero en ninguna subsecuencia ∀t ∈ I. Por tanto,
podemos excluir la posibilidad de que las dos secuencias independientes del tiempo de
la Ec. (4.4.14) tiendan simultáneamente a cero en una subsecuencia M′ ⊂ N.
Vamos a hacer uso de este resultado para ver que la función f(t) necesariamente
debe ser una función constante (y, por ello, igual a la unidad, que es su valor ini-
cial). Consideremos las secuencias reales que aparecen en las Ecs. (4.4.12) y (4.4.13) y
recordemos que, según nuestra hipótesis de partida, ambas deben tener un límite nulo
cuando n→∞ para todos los valores posibles del tiempo t ∈ I.
Concentramos la atención en un subconjunto específico de valores del tiempo (des-
plazado) τ : todos los valores de la forma τ = 2piq/p donde q y p pueden tomar cualquier
valor entero positivo, exceptuando aquellos casos en los que el valor de τ cae fuera de
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su intervalo de definición I¯. Ahora, para cada valor de p, tomamos la subsecuencia de
enteros positivos
Mp = {n = kp > 1, k ∈ N+}. (4.4.20)
Entonces, una vez fijado p, los términos de (4.4.12) y (4.4.13) tienden a cero en la
subsecuenciaMp cuando n→∞ para todos los valores de τ que se obtienen al variar q.
Llegamos así a la conclusión de que
(
1−< [z2kp]) f−(t0 + 2piqp
)
(4.4.21)
y
= [z2kp] f−(t0 + 2piqp
)
(4.4.22)
deben de tender ambos a cero cuando k va a infinito. El límite debe ser nulo para todos
y cada uno de los valores posibles de p y q. Ahora bien, los factores que no dependen
del tiempo a la izquierda de esas expresiones son precisamente aquéllos que aparecen
en la Ec. (4.4.14), y que probamos que no podían tender a cero simultáneamente en
ninguna subsecuencia de enteros positivos, en particular en Mp para cada valor de p.
Consecuentemente, la única posibilidad que queda es que la función f−(t0 + 2piq/p)
sea cero para todos los valores posibles de q y p. Empleando que f(t) > 0 ∀t ∈ I, el
resultado anterior implica que
f
(
t0 +
2piq
p
)
= 1 ∀p, q. (4.4.23)
Dado que el subconjunto de valores del tiempo t ∈ {t0 + 2piq/p} es denso en I ⊂ R,
y que la función f(t) es continua, llegamos entonces a la conclusión de que f(t) es la
función unidad en todo su dominio.
Demostración de la unicidad frente a redefiniciones del momento
Falta por demostrar que la función g(t) en la transformación (4.4.3) debe anularse,
bajo las hipótesis de invariancia SO(4) y dinámica unitaria. Veamos primero que, una
vez tenemos en cuenta que necesariamente f(t) = 1, la secuencia {zn} debe tender a
cero cuando n→∞. Si introducimos f(t) = 1 en la Ec. (4.4.11), es posible comprobar
que las secuencias {zn sin(nτ)} deben tender a cero ∀τ ∈ I¯. De nuevo, haciendo uso
de los resultados del Apéndice C, podemos asegurar que la función sin(nτ) no puede
tender a cero en ninguna subsecuencia de enteros positivos para todos los valores de τ
en un intervalo compacto. La única posibilidad restante es que zn tenga un límite nulo.
Con esto y la relación |κn|2 = |λn|2 + 1, es sencillo probar que λn debe tender a cero
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y que 1/|κn|2 (y |κn|2) tienen un límite igual a 1 cuando n → ∞. En consecuencia, la
secuencia {κn} está acotada.
Nuestra demostración se puede completar considerando las secuencias {nβ˜jn(t, t0)},
particularizadas a f(t) = 1, lo que implica que f+(t) = 1 y f−(t) = 0. Empleando la
definición (4.4.9) de β˜jn(t, t0), puede comprobarse que los términos dominantes en este
coeficiente son
β˜jn(t, t0)
∼= βjn(t, t0) + i
g(t)
2ωn
[
(κ∗n)
2α∗n(t, t0) + λ
2
nαn(t, t0)
]
. (4.4.24)
Nuestra hipótesis de implementación unitaria de la dinámica requiere que la secuencia
formada por nβ˜jn(t, t0) tienda a cero en el límite n→∞ para todos los valores del tiem-
po, y lo mismo debe suceder con los términos nβ˜jn(t, t0)/(κ
∗
n)
2. Usando esta condición
y teniendo en cuenta los límites asintóticos (4.1.26) y (4.1.27), así como que λn tiende
a cero y n/ωn tiende a la unidad para n suficientemente grande, un cálculo muy simple
nos confirma que las secuencias
g(t)− 4nzn sin(nτ)e−inτ (4.4.25)
deben anularse en el límite n→∞, ∀t ∈ I. Consideremos la parte real e imaginaria de
estas secuencias, es decir
g(t)− 4n|zn| sin(nτ) cos(nτ − δn) (4.4.26)
y
4n|zn| sin(nτ) sin(nτ − δn), (4.4.27)
donde hemos separado los números complejos zn en su módulo y su fase:
zn = |zn|eiδn . (4.4.28)
Aunque sabemos que |zn| tiende a cero, el límite del producto n|zn| está todavía inde-
terminado.
Supongamos en primer lugar que la secuencia {n|zn|} tiende a cero. En este caso,
y recordando que las secuencias en la Ec. (4.4.26) deben tender a cero ∀t ∈ I, se sigue
inmediatamente que g(t) debe anularse en el dominio I, como queríamos demostrar.
Sólo nos resta probar que la posibilidad alternativa, en la que {n|zn|} no tiende a cero,
da lugar a una contradicción. Usemos ahora el hecho de que las secuencias formadas
por los términos (4.4.27) tienen un límite nulo ∀t. Si {n|zn|} no tiende a cero, debe
existir una subsecuenciaM de enteros positivos tal que la secuencia {n|zn|} está acotada
inferiormente en M. Entonces, en esa subsecuencia,
sin(nτ) sin(nτ − δn) (4.4.29)
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necesariamente debe tener un límite nulo ∀τ ∈ I. Pero, de nuevo, los resultados del
Apéndice C nos aseguran que esto es imposible. En consecuencia, el único escenario
permitido es que g(t) = 0.
Resumiendo, hemos sido capaces de probar que la única transformación canónica
del tipo (4.4.3) compatible con nuestros criterios de unicidad es la identidad. De este
modo, solamente existe una elección posible de par canónico para describir el sistema
una vez se aceptan los criterios de invariancia respecto del grupo de simetrías asocia-
das a las ecuaciones de movimiento que en nuestro caso es el grupo SO(4) y una
implementación unitaria de la dinámica.
4.5. Conclusiones
La carencia de criterios para seleccionar de forma única una descripción cuántica de
una teoría de campos en un espaciotiempo curvo introduce serias dudas sobre la validez
de sus predicciones. Si los espaciotiempos sobre los que se propagan los campos tienen
alguna simetría, es natural pensar que la teoría cuántica de campos la incorporará de
alguna forma. La manera en que se suele proceder es requerir la invariancia bajo esa
simetría de las estructuras matemáticas que definen la representación cuántica, siempre
y cuando esto se pueda llevar a cabo. En casos en que no sea posible exigir invariancia
respecto a un grupo de transformaciones que corresponden a cierta simetría, cabría
esperar al menos que tales transformaciones admitan una implementación unitaria
dentro de la teoría cuántica.
En nuestro caso, nos hemos interesado especialmente por campos que se propagan
en espaciotiempos no estacionarios, como ocurre por ejemplo en escenarios cosmológi-
cos. Allí, los espaciotiempos típicos suelen ser homogéneos e isótropos, y poseen un
grupo bien determinado de isometrías espaciales. Este tipo de teorías de campos en es-
paciotiempos no estacionarios usualmente admite una descripción, al menos en el nivel
clásico, en la que el campo (re-escalado adecuadamente) se propaga en un espaciotiem-
po estático sujeto a un potencial cuadrático dependiente del tiempo. En este capítulo
hemos revisando justamente la cuantización de un campo escalar de tipo Klein-Gordon
en un espaciotiempo estático con secciones espaciales compactas con la topología de una
tres-esfera, pero sujeto a un potencial dependiente del tiempo (véase la Sección 4.1). En
la Sección 4.1.1 hemos dado una descomposición del campo en modos, usando la base
de armónicos hiperesféricos. Hemos realizado un estudio de la dinámica clásica en la
Sección 4.1.2, centrándonos en su límite ultravioleta. En la Sección 4.2 hemos estudia-
do la representación asociada naturalmente al campo escalar sin masa, que justamente
proporciona una cuantización invariante bajo el grupo de transformaciones SO(4) (lo
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que permite implementarlo unitariamente de forma directa). Hemos visto también que,
aunque no es invariante bajo las transformaciones generadas por la dinámica clásica,
ese conjunto de transformaciones admite aun así una implementación unitaria en esta
representación cuántica. Además, en la Sección 4.3, hemos caracterizado el conjunto
de representaciones de Fock que son invariantes bajo las transformaciones asociadas al
grupo SO(4), y mostrado qué tipo de transformaciones simplécticas son las que nos
permiten relacionarlas con la representación de partida del campo escalar sin masa.
En esa sección repasamos la demostración de que cualquier representación invariante
bajo el grupo SO(4), y que admite una implementación unitaria de la dinámica, es
unitariamente equivalente a la representación de partida.
Estos resultados son robustos, pero se basan en una elección a priori de los cam-
pos canónicos φ y Pφ. Aún nos restaba por saber si, al utilizar otra descripción de
campo, como la que surge al introducir una transformación canónica dependiente del
tiempo en la que el campo se re-escala, la representación cuántica asociada admite los
mismos criterios de unicidad sobre invariancia y unitariedad, y si dicha descripción
cuántica es unitariamente equivalente o no a la original. En la Sección 4.4 hemos estu-
diado todas estas cuestiones. En más detalle, hemos considerado una transformación
canónica dependiente del tiempo que consiste en un re-escalado del campo, el inver-
so aplicado al momento canónicamente conjugado y adicionalmente una contribución
lineal del campo proporcional a una función de tiempo dada (véase la Sección 4.4.1).
Esta transformación modifica la dinámica de partida, como hemos comentado en la
Sección 4.4.2, pero preserva las simetrías del espaciotiempo, es decir, el conjunto de
transformaciones que se identifica con el grupo SO(4). Siguiendo los argumentos de
la Sección 4.1, nos hemos preguntado si existe alguna representación invariante bajo
esas transformaciones que admita una implementación unitaria de la dinámica (véase
la Sección 4.4.3). La conclusión a la que hemos llegado en la Sección 4.4.4 es que no. La
descripción de campo de partida es la única compatible con los criterios de invariancia
y unitariedad en la evolución, si se consideran redefiniciones en el espacio de fases por
medio de transformaciones canónicas puramente dependientes del tiempo y en las que
la configuración del campo se re-escala.
Para llegar a estos resultados de unicidad hemos requerido solamente que la función
de masa dependiente del tiempo s(t) que aparece en la ecuación de movimiento (4.1.3)
posea una primera derivada que sea integrable en cualquier subintervalo compacto de su
dominio de definición I. Dado lo poco restrictivo de estos requisitos, nuestros criterios
de unicidad tienen aplicación en una amplia gama de escenarios cosmológicos. En esos
casos, la situación general que uno encuentra es que, a la hora de cuantizar un campo
escalar en un espaciotiempo no estacionario siguiendo los criterios presentados en esta
tesis, se introduce en primer lugar un re-escalado del mismo que permite pasar a una
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descripción correspondiente un campo en un espaciotiempo estático auxiliar, aunque la
evolución queda sujeta a un potencial cuadrático dependiente de tiempo. Imaginemos
que nuestro campo original es ϕ, con una función de masa asociada dependiente del
tiempo s˜(t). En la ecuación de campo, además, aparecerá un término lineal en ϕ˙, que
se identifica con un amortiguamiento debido a la interacción del campo con el fondo
cosmológico, y que es proporcional a una cierta función r(t) dependiente del tiempo. Si
ahora introducimos un re-escalado por una función F (t) [véase la Ec. (4.4.1)], esto es,
φ = ϕ/F (t), un cálculo muy sencillo nos permite ver que el re-escalado, efectivamente,
absorbe el término de amortiguamiento si
F (t) = F0 exp
[
−
∫ t
t0
dτ
r(τ)
2
]
, (4.5.1)
y conduce a una nueva función de masa
s(t) = s˜(t)− [r
2(t) + 2r˙(t)]
4
. (4.5.2)
Por tanto, para que s(t) cumpla las condiciones que aseguran la aplicabilidad de nues-
tros criterios de unicidad basta, por ejemplo, que s˜(t) las satisfaga y además r(t) tenga
una derivada segunda que sea integrable en cualquier subintervalo compacto de su
dominio de definición.
Capítulo 5
Extensión de los resultados de
unicidad a topologías compactas
generales
Este capítulo es esencialmente una extensión de los resultados obtenidos en el Capí-
tulo 4 para aplicar los criterios de unicidad a campos escalares que se propagan en un
espaciotiempo estático de secciones espaciales con topología compacta arbitraria y con
una masa dependiente del tiempo genérica. En la Sección 5.1 estudiaremos la descrip-
ción clásica del sistema. Su representación cuántica será analizada en la Sección 5.2.
En las Secciones 5.3 y 5.4 discutiremos los criterios de unicidad y demostraremos que
sólo existe una elección de variables canónicas y una única representación de Fock para
ellas (salvo equivalencia unitaria) invariante bajo las isometrías espaciales en que la
dinámica es implementable unitariamente. En la Sección 5.5 discutimos los resultados,
y las consecuencias que de ellos se derivan.
5.1. Dinámica clásica y descomposición en modos
Vamos a considerar de nuevo un campo escalar real φ que se propaga en un espa-
ciotiempo estático globalmente hiperbólico, asumiendo que tiene una topología de la
forma I × Σ, con I de nuevo un intervalo temporal dado, y donde Σ es una variedad
riemanniana compacta arbitraria equipada con una métrica hab.
El campo satisface una ecuación de movimiento
φ¨−∆φ+ s(t)φ = 0, (5.1.1)
donde ∆ es el operador de Laplace-Beltrami asociado a las secciones espaciales Σ,
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correspondiente a la métrica hab, y s(t) es una función de masa dependiente del tiempo
por lo demás arbitraria (aunque sujeta a las condiciones que especificamos en el Capí-
tulo 4). La derivada respecto al tiempo t ∈ I se indica con un punto sobre la función
considerada.
El espacio de fases canónico del sistema Γ se determina a partir de los datos iniciales
(φ, Pφ) = (φ|t0 ,
√
hφ˙|t0) para un tiempo cualquiera t0, donde h es el determinante de hab.
Este espacio de fases está dotado con una forma simpléctica Ω que coincide formalmente
con la definición de la Ec. (4.1.4), pero realizando las integrales en las secciones Σ. De
ella se deducen los corchetes de Poisson
{φ(t0, x), Pφ(t0, y)} = δ(x− y), (5.1.2)
que no dependen de t0, y donde δ(x− y) es la delta de Dirac en Σ.
Las ecuaciones de Hamilton
P˙φ =
√
h [∆φ− s(t)φ] , φ˙ = 1√
h
Pφ, (5.1.3)
combinadas adecuadamente, son equivalentes a la Ec. (5.1.1). Asumimos que la ecuación
de movimiento (5.1.1) tiene asociado un grupo de simetrías G, de forma análoga a las
simetrías que aparecían en la tres-esfera y que formaban el grupo SO(4) (véase la
Sección 4.1).
Para estudiar este sistema, es muy conveniente realizar una expansión de los campos
φ y Pφ en modos del operador de Laplace-Beltrami. Las propiedades del operador ∆ en
topologías compactas [134,135] nos aseguran que existe un conjunto numerable {Ψn,l}
de autofunciones ortonormales reales del operador de Laplace-Beltrami que proporciona
una base del espacio de funciones en Σ con cuadrado integrable respecto del elemen-
to de volumen construido con la métrica hab. Estas autofunciones tienen autovalores
{−ω2n}, ordenados de forma que ω2n crece monótonamente con n, , donde n = 1, 2, . . .
es un número natural. Además, ω2n tiende a infinito cuando n→∞. En general, puede
existir cierta degeneración en cada autovalor, de modo que asumiremos que los espa-
cios propios del operador ∆ tienen una dimensión gn mayor o igual a la unidad (y
necesariamente finita). Esta degeneración la tiene en cuenta la etiqueta l = 1, ..., gn.1
Al descomponer cualquier función como combinación lineal de las autofunciones del
operador de Laplace-Beltrami, la suma debe contener también dicha etiqueta. En el
caso de nuestro campo escalar,
φ =
∞∑
n=1
gn∑
l=1
qn,lΨn,l. (5.1.4)
1En el caso de la tres-esfera, las etiquetas ` y m desempeñaban el mismo papel que ahora toma la
etiqueta l.
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De este modo, podemos identificar los grados de libertad del sistema con el conjunto
numerable de funciones reales qn,l, las cuales satisfacen un conjunto de ecuaciones
diferenciales de segundo orden desacopladas:
q¨n,l + [ω
2
n + s(t)]qn,l = 0. (5.1.5)
Vemos que todos los modos con el mismo n satisfacen la misma ecuación de movimiento,
independientemente de la etiqueta l.
El espacio de configuración Q adquiere la correspondiente descomposición como
suma directa:
Q =
∞⊕
n=1
Qn, Qn =
gn⊕
l=1
Qnl , (5.1.6)
donde cada subespacio Qn tiene dimensión gn, mientras que los subespacios Qnl son
unidimensionales.
En cuanto al momento canónicamente conjugado, admite una descomposición simi-
lar en modos, pero sin olvidar que se trata de una densidad escalar. Un cálculo sencillo
muestra que los coeficientes de la expansión satisfacen pnl = q˙nl. Asimismo, por medio
de las relaciones de ortonormalidad de los armónicos, los corchetes de Poisson (5.1.2)
equivalen a
{qn,l, pn′,l′} = δnn′δll′ , (5.1.7)
por lo que qn,l y pn,l forman un conjunto completo de variables canónicas. Del mismo
modo que Qn, su análogo en el espacio de momentos Pn admite una descomposición
Pn = ⊕gnl=1Pnl . En conclusión el espacio de fases se puede descomponer en la forma
Γ =
∞⊕
n=1
Γn, Γn = Qn ⊕ Pn. (5.1.8)
En cuanto a la dinámica del sistema, el análisis llevado a cabo en la Sección 4.1.2
para secciones espaciales isomorfas a tres-esferas se puede aplicar directamente al sis-
tema que estamos estudiando. Basta con sustituir ωn, que allí se correspondía con la
raíz cuadrada de n2 − 1, por la raíz cuadrada del correspondiente autovalor del ope-
rador (−∆) asociado a la variedad espacial Σ. Por ello, no vamos a repetir el estudio ya
realizado allí. Por otra parte, con la vista puesta en la cuantización de Fock (canónica)
que hemos adoptado en esta tesis, es conveniente de nuevo introducir las variables de
creación y destrucción
an,l =
1√
2ωn
(ωnqn,l + ipn,l) , a
∗
n,l =
1√
2ωn
(ωnqn,l − ipn,l) . (5.1.9)
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Esta elección no está bien definida para aquellos modos con autovalor ωn = 0 (cero-
modos). Pero en caso de que exista un espacio propio asociado a ese autovalor, su
dimensión siempre será finita, por lo que nuestro análisis sobre el comportamiento del
sistema en teoría de campos no se verá afectado si excluimos del mismo ese número
finito de grados de libertad. Por ello, simplemente, los omitiremos de ahora en ade-
lante, asumiendo que se cuantizan de forma separada mediante técnicas, no por qué
convencionales, de mecánica cuántica.
La dinámica clásica en esta formulación canónica está determinada por una trans-
formación de Bogoliubov similar a la que aparece en la Ec. (4.1.21) pero adaptada a
esta nueva situación. Dicha transformación se puede describir mediante matrices de
evolución 2× 2 de coeficientes αn,l(t, t0) y βn,l(t, t0), donde los operadores de destruc-
ción a tiempo t0 (para n y l dados) evolucionan a un tiempo t ∈ I a través de la
transformación
an,l(t) = αn,l(t, t0)an,l(t0) + βn,l(t, t0)a
∗
n,l(t0). (5.1.10)
Para los operadores de creación a∗n,l(t) se obtiene una relación equivalente tomando el
complejo conjugado de la expresión anterior [véanse las Ecs. (4.1.21) y (4.1.22)]. Los
coeficientes αn,l(t, t0) y βn,l(t, t0) sólo dependen de ωn, y no de la etiqueta l, al igual
que ocurre con las ecuaciones de movimiento (5.1.5). Además, por tratarse de una
transformación simpléctica, debe satisfacerse que |αn,l(t, t0)|2 = 1 + |βn,l(t, t0)|2 para
todo t, t0 ∈ I y para todo valor de las etiquetas n y l. En analogía con las Ecs. (4.1.24)
y (4.1.25), y empleando las Ecs. (4.1.14) y (4.1.15), nuestros coeficientes se pueden
escribir como
αn,l(t, t0) = αn(t, t0) =
[
1 + i
Wn(t)
2ωn
]
exp
{
− iωn(t− t0) +
∫ t
t0
dt¯Wn(t¯)
}
, (5.1.11)
βn,l(t, t0) = βn(t, t0) = i
W ∗n(t)
2ωn
exp
{
iωn(t− t0) +
∫ t
t0
dt¯W ∗n(t¯)
}
. (5.1.12)
Recordamos que la función Wn(t) es solución de la Ec. (4.1.16) con condición inicial
Wn(t0) = 0. Para nuestro análisis, sólo precisaremos conocer la contribución dominante
a esta solución en el régimen ωn →∞. Esta contribución es de la forma O(1/ωn), según
la Ec. (4.1.19).
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5.2. Representación de Fock de campo escalar sin masa
y evolución unitaria
Al igual que hicimos en la Sección 4.2, tomaremos la representación de Fock asociada
al campo escalar sin masa, que se identifica de forma natural con las variables de
destrucción y creación dadas por la Ec. (5.1.9), o equivalentemente con la estructura
compleja j0 definida a partir de
j0(an,l) = ian,l, j0(a
∗
n,l) = −ia∗n,l. (5.2.1)
En el capítulo anterior, donde la variedad Σ estaba particularizada al caso de
una tres-esfera, vimos que la estructura compleja j0 allí definida admitía una imple-
mentación unitaria del grupo de traslaciones SO(4), debido a que es invariante bajo la
acción de los elementos de ese grupo. En nuestro caso, asumiremos que existe un grupo
de simetrías G (en general, isometrías), bajo el cual el operador de Laplace-Beltrami es
invariante, lo que inmediatamente se traduce en que la estructura compleja j0, dada en
(5.2.1), conmuta con todos los elementos del grupo. El conjunto de transformaciones
asociadas a dicho grupo admite entonces una implementación unitaria respecto de la
representación determinada por j0.
Por otra parte, sabemos que la evolución no deja invariante la estructura comple-
ja j0. Para ver, no obstante, si las transformaciones dinámicas pueden implementarse
de forma unitaria en la representación escogida, debemos dilucidar si la parte antilineal
de dichas transformaciones es o no del tipo Hilbert-Schmidt (véase el Capítulo 4.2).
Esta condición equivale a que los coeficientes βn,l(t, t0) de las matrices de evolución
Un,l(t, t0) que determinan la dinámica deben ser de cuadrado sumable [130] en ambos
índices n y l, para un tiempo t0 de referencia dado. Es decir,
∞∑
n=1
gn∑
l=1
|βn,l(t, t0)|2 <∞, (5.2.2)
para todo t ∈ I. Puesto que βn,l(t, t0) = βn(t, t0) para cada n fijo, la condición anterior
se reescribe como
∞∑
n=1
gn∑
l=1
|βn,l(t, t0)|2 =
∞∑
n=1
gn|βn(t, t0)|2 <∞, (5.2.3)
donde gn es, de nuevo, la degeneración de cada uno de los valores propios del operador
de Laplace-Beltrami, esto es, la dimensión de cada uno de sus subespacios propios.
Esta condición equivale a exigir que la secuencia {√gnβn(t, t0)} sea de cuadra-
do sumable. Esta sumabilidad depende del comportamiento de βn(t, t0) en el límite
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asintótico ωn → ∞. Mediante la Ec. (5.1.12), y recordando que el comportamiento
asintótico de la función Wn(t) es del orden de 1/ωn, concluimos que la sumabilidad
estudiada se traduce en la condición
∞∑
n=1
gn
ω4n
<∞. (5.2.4)
Aunque no parezca inmediato, en realidad podemos afirmar que todas las variedades
riemannianas de dimensión d ≤ 3 satisfacen la condición anterior. Esto se puede de-
ducir, por ejemplo, a partir del comportamiento asintótico del espectro del operador de
Laplace-Beltrami [134, 135], para el que el número de autofunciones con autovalor (en
valor absoluto) menor o igual que cierta cota ω2 ∈ R+ no crece más rápido que ωd. En
el Apéndice D proporcionamos la demostración de que este comportamiento permite
asegurar que la secuencia {gn/ω4n} es sumable.
5.3. Criterios de unicidad de la representación para
topologías compactas
Hemos asumido que la ecuación de movimiento (5.1.5) es invariante bajo un cierto
grupo de simetrías, que hemos llamado G, ya que el operador ∆ lo es. Puesto que
vamos a aplicar los mismos criterios de invariancia y unitariedad que nos permitieron
llegar a los resultados de unicidad del capítulo anterior, en esta sección vamos a em-
pezar caracterizando las estructuras complejas invariantes bajo el grupo G. Veremos
que cualquiera de ellas se puede relacionar con la del campo escalar sin masa (véase la
Sección 5.2) a través de una familia de transformaciones simplécticas muy característi-
ca. Después, seguiremos las ideas principales de la demostración de la Sección 4.3 para
llegar a idénticos resultados de unicidad: toda representación de Fock cuyo estado de
vacío sea invariante bajo las isometrías espaciales y que admita una implementación
unitaria de la dinámica, pertenece a una misma clase de equivalencia de representa-
ciones de Fock, unitariamente relacionadas entre sí, y donde está incluida la asociada
al campo escalar sin masa.
5.3.1. Estructuras complejas invariantes
Restringiremos nuestro estudio a las representaciones invariantes bajo el grupo G,
ya que admiten una implementación unitaria de este grupo de simetrías. En particular,
la estructura compleja j0 de la sección anterior define una representación que pertenece
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a dicha clase, por estar definida a partir del operador de Laplace-Beltrami, invariante
bajo la acción de G.
Para determinar las estructuras complejas que nos interesan, basta con que haga-
mos uso del lema de Schur [31, 34, 125]. Restringimos primero la acción del grupo G
al espacio de configuración Q. La acción del grupo es unitaria respecto del produc-
to interno correspondiente al elemento de volumen que determina
√
h, que se asume
invariante bajo las simetrías consideradas. Entonces, cada espacio propio del opera-
dor de Laplace-Beltrami, ∆, proporciona una representación del grupo G, ya que el
grupo de transformaciones conmuta con este operador. Es claro que cada una de es-
tas representaciones (asociada a cada autovalor −ω2n) es bien irreducible o se puede
descomponer en representaciones irreducibles. Así que, a parte de la descomposición
natural del espacio de configuración de la forma Q = ⊕∞n=1Qn, con Qn = ⊕gnl=1Qnl ,
existe una descomposición similar, pero en términos de representaciones irreducibles,
de Qn. Llamaremos Qnm a cada una de dichas representaciones irreducibles, y designare-
mos su dimensión por gn,m, donde, para cada n dado, m es un entero que etiqueta las
representaciones irreducibles existentes. Es obvio que gn,m nunca puede ser mayor que
gn, y que la suma en m de gn,m debe ser igual a gn, la dimensión del espacio propio aso-
ciado a −ω2n. Puesto que las representaciones irreducibles tienen al menos dimensión 1,
tenemos que 1 ≤ gn,m ≤ gn.
En cuanto al espacio de momentos P , podemos realizar una descomposición similar
(recordando de nuevo que los momentos Pφ son densidades escalares de peso unidad).
Juntando ambas descomposiciones (espacio de configuración y de momentos), obtene-
mos
Γ =
∞⊕
n=1
Γn =
∞⊕
n=1
⊕
m
Γnm, Γ
n
m = Qnm ⊕ Pnm. (5.3.1)
Puesto que el grupo G actúa del mismo modo sobre las variables de configuración φ
y las de momento Pφ, es sencillo darse cuenta de que las representaciones irreducibles
asociadas a Qmn y a Pmn coinciden.
Una primera aplicación del lema de Schur [131] nos permite afirmar que cualquier
estructura compleja invariante bajo la acción deG debe ser diagonal por bloques respec-
to a la descomposición en representaciones irreducibles del grupo, o en otras palabras,
respecto de la descomposición dada en la Ec. (5.3.1), ya que transformaciones invarian-
tes no mezclan representaciones irreducibles. En consecuencia, cualquier estructura
compleja invariante bajo el grupo G se descompone de la forma
j =
∞⊕
n=1
⊕
m
jn,m, (5.3.2)
donde cada jn,m es una estructura compleja también invariante bajo G pero definida en
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el subespacio Γnm. Para cada uno de estos subespacios es siempre posible encontrar una
base de variables de configuración y sus correspondientes momentos, obtenidos a partir
de una elección adecuada de modos ortonormales del operador de Laplace-Beltrami,
como los que introducimos en la Ec. (5.1.4) para expandir el campo.2 Tomemos la
base {qn,l, pn,l} formada por la unión de todas las bases asociadas a cada subespacio
Γnm de Γ
n. Ahora, a cada estructura compleja jn,m le corresponde una matriz formada
por cuatro bloques: jqqn,m, j
qp
n,m, j
pq
n,m y j
pp
n,m. Cada uno de estos bloques conecta los
subespacios que indican los superíndices por ejemplo, jqpn,m conecta Qnm con Pnm. Las
condiciones de invariancia para estos bloques se traducen en condiciones de invariancia
para las matrices en la representación irreducible de G considerada. De nuevo, el lema
de Schur asegura que esas matrices deben ser proporcionales a la matriz identidad In,m
de dimensión gn,m × gn,m. Por tanto,
jqqn,m = an,mIn,m, jpqn,m = bn,mIn,m, jqpn,m = cn,mIn,m, jppn,m = dn,mIn,m. (5.3.3)
Aquí, an,m, bn,m, cn,m y dn,m son ciertos números reales (recordemos que la estructura
compleja es una aplicación lineal real).
En conclusión, las estructuras complejas invariantes se descomponen en cada sector
Γnm en matrices diagonales por bloques, donde cada bloque se identifica con una matriz
2×2 que sólo mezcla qn,l con pn,l, para cada valor de n y l fijos, y que varía, en general,
cuando n o m cambian.
Para proseguir nuestro estudio es conveniente pasar de la base {qn,l, pn,l} a la base de
variables de creación y destrucción {an,l, a∗n,l} [véase la Ec. (5.1.9)]. En esta nueva base,
vamos a determinar cuál es la relación entre cualquier estructura compleja j invariante
bajo el grupo G, y la estructura compleja de partida j0 asociada a la representación del
campo escalar sin masa. Esta relación viene dada por una transformación simpléctica
de la forma j = Kj0K−1. Es más, teniendo en cuenta la caracterización de estructuras
complejas invariantes que hemos discutido, K es diagonal por bloques:
K =
∞⊕
n=1
⊕
m
Kn,m. (5.3.4)
Las matrices Kn,m son matrices 2 × 2, idénticas en cada subespacio Γnm, y tienen la
forma
Kn,m =
(
κn,m λn,m
λ∗n,m κ
∗
n,m
)
, (5.3.5)
2En realidad, el análisis de esta subsección, basado en la aplicación del lema de Schur, es válido sólo
para representaciones complejas. Cualquier representación genuinamente compleja, no obstante, irá
acompañada de su compleja conjugada, y la dinámica de los modos asociados es la misma en ambos
casos, ya que las ecuaciones de campo son reales. Tratando este punto con el debido cuidado, puede
verse que las conclusiones del resto de nuestra discusión sigue siendo correctas.
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con |κn,m|2 − |λn,m|2 = 1 para todos los posibles valores de n y m, puesto que se trata
de una transformación simpléctica.
5.3.2. Condiciones de unitariedad de la dinámica
En la Sección 5.2 vimos que la estructura compleja j0, invariante bajo la acción del
grupo G, admite una implementación unitaria de la dinámica. Vamos a discutir ahora
qué implicaciones tiene la existencia de una implementación unitaria de la dinámica en
el caso de otras estructuras complejas j, también invariantes bajo el grupo G.
Recordamos que una transformación simplécticaR tiene implementación unitaria en
la representación determinada por j = Kj0K−1 si y sólo si la transformación K−1RK ad-
mite una implementación de ese estilo respecto a j0. Podemos aplicar esta condición al
caso en el que la transformación simpléctica es precisamente la dinámica. Esta transfor-
mación viene determinada por el conjunto de matrices Un,l(t, t0) = Un(t, t0), que tienen
una forma similar a las de la Ec. (4.1.22), pero con coeficientes αn,l(t, t0) = αn(t, t0) y
βn,l(t, t0) = βn(t, t0) dados por las Ecs. (5.1.11) y (5.1.12), respectivamente. Con esta
notación queremos enfatizar que esas matrices de evolución coinciden para todos los
modos en el mismo espacio propio del operador de Laplace-Beltrami, sin que importe
la etiqueta l de degeneración. La representación determinada por j admite pues una
implementación unitaria de la dinámica si la transformación que define el conjunto de
matrices
U jn,m(t, t0) = K−1n,mUn(t, t0)Kn,m (5.3.6)
es unitariamente implementable respecto de j0. Un simple cálculo muestra que los
coeficientes de U jn,m(t, t0) son
αjn,m(t, t0) = |κn,m|2αn(t, t0)− |λn,m|2α∗n(t, t0) + 2i=[κ∗n,mλ∗n,mβn(t, t0)], (5.3.7)
βjn,m(t, t0) = (κ
∗
n,m)
2βn(t, t0)− λ2n,mβ∗n(t, t0) + 2iκ∗n,mλn,m=[αn(t, t0)], ∀t ∈ I. (5.3.8)
A diferencia de los coeficientes dados por las Ecs. (4.3.11) y (4.3.12), que dependían
sólo del autovalor ωn, tanto αjn,m(t, t0) como β
j
n,m(t, t0) dependen ahora no sólo de éste,
sino también de la representación irreducible considerada (como indica la etiqueta m).3
En definitiva, todos los modos en una misma representación irreducible (n,m) de G,
evolucionan en el tiempo con los mismos coeficientes αjn,m(t, t0) y β
j
n,m(t, t0).
3Esto se debe a que, para el grupo SO(4), cada subespacio propio del operador de Laplace-Beltrami
es por sí mismo una representación irreducible.
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De nuestra discusión, se sigue entonces que la implementación unitaria de la dinámi-
ca respecto de j se traduce en la condición de sumabilidad∑
n,l
|βjn,l(t, t0)|2 =
∑
n,m
gn,m|βjn,m(t, t0)|2 <∞, ∀t ∈ I, (5.3.9)
donde hemos empleado que la dimensión de cada representación irreducible es justa-
mente gn,m.
5.3.3. Unicidad de la representación bajo los criterios de inva-
riancia y unitariedad
Vamos a demostrar que, si la condición (5.3.9) se satisface, entonces la secuencia
{√gn,mλn,m} debe ser de cuadrado sumable (respecto a n y a m),4 que es justamente
la condición que asegura la equivalencia unitaria de las representaciones asociadas a j
y j0.
Siguiendo los argumentos explicados al principio de la Sección 4.3.3, concluimos
que, si la secuencia {√gn,mβjn,m(t, t0)} es de cuadrado sumable, entonces
{√gn,mβjn,m(t, t0)/(κ∗n,m)2} (5.3.10)
también ha de serlo, ya que |κn,m|2 = 1 + |λn,m|2 ≥ 1. Analizando en detalle los
elementos de esta última secuencia, se ve que su sumabilidad al cuadrado implica la de{√
gn,m zn,m=[αn(t, t0)]
}
, (5.3.11)
con zn,m = λn,m/κ∗n,m (consúltese la Sección 4.3.3 para detalles adicionales). Empleando
el comportamiento asintótico (5.1.11), podemos comprobar que los elementos de la
anterior secuencia, salvo correcciones sumables, se corresponden con{√
gn,m zn,m sin
[
ωn(t− t0) +
∫ t
t0
dt¯
s(t¯)
2ωn
]}
, (5.3.12)
que, por tanto, debe ser también de cuadrado sumable ∀t ∈ I. Es conveniente introducir
el tiempo desplazado τ = t−t0, definido en el dominio I¯. Introduciéndolo en la expresión
(5.3.12), concluimos que la función
Z(τ) =
∞∑
n=1
∑
m
gn,m|zn,m|2 sin2
[
ωnτ +
∫ τ
0
dt¯
s(t¯+ t0)
2ωn
]
(5.3.13)
4En lo sucesivo, omitiremos a menudo la referencia a las etiquetas n y m cuando estudiemos la
sumabilidad de las secuencias, para aligerar en lo posible la discusión.
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debe estar bien definida ∀τ ∈ I¯.
En este punto, nos encontramos con dos posibilidades. La primera es que Z(τ) sea
una función integrable en cierto subintervalo de la forma I¯L = [a, a + L] ⊆ I¯ donde L
es un número positivo que es siempre menor o igual que la longitud de I, y donde a se
ha elegido convenientemente. En estas circunstancias, es posible ver que
IL =
∫
I¯L
dτ Z(τ) ≥
M∑
n=n0
∑
m
gn,m |zn,m|2
∫
I¯L
dτ sin2
[
ωnτ +
∫ τ
0
s(t¯+ t0)
2ωn
dt¯
]
≥ Λn0
M∑
n=n0
∑
m
gn,m |zn,m|2 , (5.3.14)
donde M es cualquier entero mayor que n0, y este otro entero fijo se ha escogido de tal
modo que las integrales sobre I¯L del segundo término de la desigualdad estén acotadas
inferiormente por un cierto número Λn0 > 0 (para todo n > n0). Esto siempre se puede
hacer debido a que, en el límite n → ∞, el último sumando en el argumento de la
función seno tiende a cero, y la integral toma el valor L/2 en el límite. Por tanto, la
secuencia {√gn,mzn,m} resulta ser de cuadrado sumable, ya que las sumas parciales de
sus cuadrados (en módulo) forman una secuencia no decreciente acotada superiormente.
La otra posibilidad es que la función Z(τ) no sea integrable. No obstante, sí es
una función medible, puesto que es el límite de una secuencia de sumas parciales de
funciones integrables (y en consecuencia medibles). En este caso, podemos hacer uso
del teorema de Luzin. Recordemos de la Sección 4.3.3 que dicho teorema asegura que,
para todo δ > 0, existe Eδ ⊂ I¯L tal que su complementario E¯δ respecto de I¯L satisface∫
E¯δ
dτ < δ y la restricción Z(τ) al intervalo Eδ es una función continua. Siguiendo los
mismo pasos que vimos en la Sección 4.3.3, podemos comprobar entonces que
Iδ =
∫
Eδ
dτ Z(τ) ≥
M∑
n=n0
∑
m
gn,m |zn,m|2
∫
Eδ
dτ sin2
[
ωnτ +
∫ τ
0
s(t¯+ t0)
2ωn
dt¯
]
≥ (Λn0 − δ) M∑
n=n0
∑
m
gn,m |zn,m|2 , (5.3.15)
donde la constante δ se elige de forma que Λn0 > δ.
En conclusión, tanto si Z(τ) es integrable como si no, es posible encontrar una cota
superior para las secuencias (crecientes) de sumas parciales de términos gn,m|zn,m|2, por
lo que
∞∑
n=1
∑
m
gn,m |zn,m|2 <∞. (5.3.16)
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En particular, esto implica que zn,m = λn,m/κ∗n,m debe tender a cero y, en conse-
cuencia, debe hacerlo λn,m, ya que |κn,m| ≥ 1. Aún más, como |κn,m|2 = 1 + |λn,m|2,
tenemos que |κn,m| ha de tender a la unidad. Así pues, tanto κn,m como 1/κn,m forman
secuencias acotadas. Empleando esto, es inmediato ver que
∞∑
n=1
gn∑
m=1
gn,m |λn,m|2 <∞. (5.3.17)
Esto concluye nuestra demostración de que las representaciones que proporcionan j
y j0 son unitariamente equivalentes.
En resumen, cualquier representación asociada a una estructura compleja j inva-
riante bajo el grupo de simetrías G y que admite una implementación unitaria de
la dinámica pertenece a la clase de equivalencia de representaciones unitariamente
equivalentes a la asociada al campo escalar sin masa, determinada por j0.
5.4. Unicidad de la parametrización del campo para
topologías compactas arbitrarias
La cuestión que surge ahora es la misma que ya nos preguntamos en la Sección 4.4.1.
Los resultados de unicidad anteriores son en principio válidos para una elección concreta
de par canónico φ y Pφ, para el que se cumplen unas ecuaciones dinámicas específi-
cas. Pero sabemos que hay situaciones donde los campos no tienen una interpretación
fundamental clara, como ocurre en muchos escenarios cosmológicos, donde es común
redefinirlos y re-escalarlos para llegar a una descripción más simple. Un ejemplo claro
es un campo escalar ϕ de prueba con masa m que se propaga en un espaciotiempo
de FLRW, con métrica ds2 = a2(η)[−dη2 + γabdxadxb], donde γab (a, b = 1, 2, 3) es la
métrica riemanniana bien de una tres-esfera, de una variedad plana tridimensional o
de un hiperboloide con dimensión d = 3. La ecuación de movimiento del campo es
ϕ¨+ 2
a˙
a
ϕ˙−∆ϕ+m2a2ϕ = 0. (5.4.1)
Aquí, la derivada respecto del tiempo conforme η se indica con un punto. Una descrip-
ción análoga se puede realizar por medio de un nuevo campo φ = aϕ, que satisface la
ecuación de movimiento
φ¨−∆φ+
(
m2a2 − a¨
a
)
φ = 0, (5.4.2)
correspondiente a un campo de Klein-Gordon en un espaciotiempo estático con métrica
ds2 = −dη2 + γabdxadxb, pero que está sujeto a un potencial dependiente del tiempo
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V (φ) = (m2a2 − a¨/a)φ2/2. Por ello, debemos ser cuidadosos y conocer qué es lo que
ocurre con nuestros criterios de unicidad al considerar re-escalados del campo como el
que acabamos de ver, muy comunes en cosmología. Tenemos pues que ampliar nuestro
análisis para tener en cuenta otras descripciones con pares canónicos de campos dife-
rentes que φ y Pφ, y asegurarnos de que no existen para ellos cuantizaciones de Fock con
las mismas propiedades de invariancia y unitariedad pero inequivalentes a la original.
5.4.1. Ambigüedad en la elección del campo: transformación
canónica dependiente del tiempo y dinámica clásica
Para estudiar esta nueva ambigüedad, vamos a introducir una transformación canóni-
ca que consiste en un re-escalado del campo, junto con el re-escalado inverso de su
momento y la adición al mismo de un término lineal en el campo convenientemente
densitizado, es decir
φ = f(t)ϕ, Pφ =
Pϕ
f(t)
+ g(t)
√
hϕ, (5.4.3)
que coincide con el ya introducido en (4.4.3), pero esta vez la métrica h considerada
es justamente la de una variedad riemanniana Σ con topología compacta arbitraria.
Las funciones f(t) y g(t) son funciones reales doblemente diferenciables, y f(t) difiere
de cero ∀t ∈ I. Estas propiedades garantizan que se preserva la estructura diferencial
de nuestra teoría clásica, a la vez que se evita introducir singularidades artificiales.
Además, asumimos que esas dos funciones satisfacen las condiciones iniciales f(t0) = 1
y g(t0) = 0 para cierto tiempo inicial t0. En principio, uno podría haber escogido
funciones con condiciones iniciales más generales, pero ya vimos en la Sección 4.4.1 que
esos datos iniciales se pueden redefinir en la práctica convenientemente.
Estudiemos la nueva dinámica del sistema, que da la evolución de la nueva elección
de variables. Como la transformación canónica introducida es dependiente del tiempo,
la dinámica correspondiente al par (ϕ, Pϕ) difiere de la que se discutió para (φ, Pφ).
Para comparar ambas, realizamos una descomposición en modos, como ya hicimos para
el campo φ [véase la Ec. (5.1.4)]. La transformación canónica dependiente del tiempo
afecta a todos lo modos por igual, así que la relación entre modos es similar a (5.4.3),
pero sustituyendo campos por modos. Si pasamos a la base de variables de creación
y destrucción de cada par canónico, cada una de las matrices de evolución U˜n,l(t, t0)
que determinan la dinámica de las nuevas variables está relacionada con las matrices
de la dinámica antigua mediante la relación U˜n,l(t, t0) = Tn,l(t)Un,l(t, t0), donde Tn,l(t)
es la matriz dada en la Ec. (4.4.5) [que coincide con la identidad en t = t0 debido a las
condiciones iniciales de f(t) y g(t)], eso sí, adaptada a la variedadΣ [o equivalentemente
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a la descomposición proporcionada por la base de autofunciones Ψnln ]. Los coeficientes
de Bogoliubov de la nueva matriz U˜n,l(t, t0) son
α˜n,l(t) = α˜n(t) = f+(t)αn(t) + f−(t)β∗n(t) + i
g(t)
2ωn
[αn(t) + β
∗
n(t)],
β˜n,l(t) = β˜n(t) =f+(t)βn(t) + f−(t)α∗n(t) + i
g(t)
2ωn
[α∗n(t) + βn(t)], (5.4.4)
donde resaltamos de nuevo la independencia en la etiqueta l.
5.4.2. Criterios de unicidad sobre la elección de las variables de
campo
Vamos a probar que una transformación canónica del tipo (5.4.3) es incompatible
con una implementación de la dinámica determinada por U˜n,l(t, t0) respecto a una
representación de Fock invariante bajo el grupo G de simetrías, salvo si la función f(t)
es la identidad. Elaboraremos una demostración considerablemente diferente a la que
se presentó en la Sección 4.4.1.
Empecemos escribiendo explícitamente la condición de implementación unitaria de
la dinámica. Partimos de una estructura compleja j invariante bajo el grupo G, pero
por lo demás arbitraria. Sabemos que esta estructura compleja está relacionada con la
asociada al caso del campo escalar sin masa, j0, mediante un simplectomorfismo K que
es diagonal por bloques, donde cada bloque Kn,m está determinado por dos números
complejos (κn,m, λn,m) que, para cada n fijo dado, dependen del entero m que etiqueta
la representación irreducible del grupo G en el subespacio Γn =
⊕
m Γ
n
m del espacio de
fases Γ. Recordamos también que Γnm = Qnm ⊕ Pnm.
La dinámica asociada al nuevo par (ϕ, Pϕ) admite una implementación unitaria
respecto de la representación asociada a j si y sólo si la transformación que determina
el conjunto de matrices K−1n,mU˜n(t, t0)Kn,m es implementable unitariamente respecto de
j0 o, en otras palabras, si la secuencia de elementos
√
gn,mβ˜
j
n,m(t, t0) es de cuadrado
sumable para todos los valores posibles de t, donde
β˜jn,m(t, t0) = (κ
∗
n,m)
2β˜n(t, t0)− λ2n,mβ˜∗n(t, t0) + 2iκ∗n,mλn,m=[α˜n(t, t0)]. (5.4.5)
Al asumir que la evolución es unitaria respecto de j en la nueva descripción de campo,
tenemos que
∞∑
n
∑
m
gn,m|β˜jn,m(t)|2 <∞,∀t ∈ I. (5.4.6)
Dado que cada uno de los términos de la suma es positivo, si tomamos un valor parti-
cularM de m para cada n, la secuencia {gn,M |β˜jn,M(t)|2} debe ser también sumable. Es
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importante resaltar que esto es cierto para cualquier elección de M que se haga. Como
tanto gn,M como |κn,M | son mayores que 1, la secuencia {β˜jn,M(t)/(κ∗n,M)2} también debe
ser de cuadrado sumable, para todo tiempo. Así, una condición que deben satisfacer los
elementos de esta secuencia, ∀t, es que deben tender a cero en el límite n → ∞. Para
ver las consecuencias de esta restricción, usaremos el comportamiento asintótico de
αn(t, t0) y βn(t, t0). Basta con introducir la Ec. (4.1.19) en las Ecs. (5.1.11) y (5.1.12),
y tomar los términos dominantes en el límite n → ∞, que resultan ser βn(t, t0) = 0
y αn(t, t0) = e−iωnτ . Si queremos que la condición (5.4.6) se satisfaga, entonces las
secuencias (
eiωnτ − z2n,Me−iωnτ
)
f−(t)− 2izn,M sin(ωnτ)f+(t) (5.4.7)
deben tender a cero ∀t en I.
Esto implica que tanto la parte real
An,M sin(ωnτ) +Bn,M cos(ωnτ) (5.4.8)
como la imaginaria
Cn,M sin(ωnτ) +Dn,M cos(ωnτ) (5.4.9)
deben de tender a cero en el límite n→∞, donde hemos introducido las definiciones
An,M = 2yn,M(f+ − xn,Mf−), Bn,M = (1 + y2n,M − x2n,M)f−,
Cn,M = (1 + x
2
n,M − y2n,M)f− − 2xn,Mf+, Dn,M = −2xn,Myn,Mf−, (5.4.10)
y xn,M e yn,M son la parte real e imaginaria de zn,M , es decir, zn,M = xn,M + iyn,M .
Además, hemos omitido la dependencia en t de f±(t) para no sobrecargar la notación.
El hecho de que las secuencias formadas por (5.4.8) y (5.4.9) deban tender a cero
nos permitirá demostrar que necesariamente ha de cumplirse que f(t) = 1 ∀t ∈ I.
Demostración de la no unitariedad de los re-escalados dependientes del
tiempo
Como |λn,M | ≤ |κn,M |, tenemos que
|zn,M |2 = |xn,M |2 + |yn,M |2 ≤ 1. (5.4.11)
En consecuencia, puede comprobarse que las secuencias formadas por An,M , Bn,M , Cn,M
y Dn,M están acotadas. Usando esto, y percatándose de que las Ecs. (5.4.8) y (5.4.9)
se asemejan a un sistema de ecuaciones homogéneo en el límite n → ∞, podemos
construir combinaciones lineales en las que los coeficientes son el determinante de la
matriz del sistema,
(An,MDn,M −Bn,MCn,M) sin(ωnτ), (5.4.12)
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(An,MDn,M −Bn,MCn,M) cos(ωnτ), (5.4.13)
y que deben también anularse en el límite considerado. Obviamente, esto es posible si
y sólo si la secuencia de coeficientes An,MDn,M −Bn,MCn,M tiende a cero. Un cálculo
sencillo muestra que
An,MDn,M−Bn,MCn,M = f− (x2n,M +y2n,M−1)[(1+x2n,M +y2n,M)f−−2xn,Mf+]. (5.4.14)
Vamos a probar que una condición necesaria para una implementación unitaria de
la dinámica es que la secuencia de elementos (x2n,M + y
2
n,M − 1) [uno de los factores
en la Ec. (5.4.14)] no tienda a cero. Veamos que, en caso contrario, llegamos a una
contradicción.
Si la secuencia {x2n,M + y2n,M − 1} tiende a cero, esto significa que (5.4.14) también
lo hace. Pero aún debemos comprobar que tanto (5.4.8) como (5.4.9) tienden a cero
para todos los valores de t en I, como habíamos mostrado que es necesario. Si sumamos
los cuadrados de esas expresiones, y hacemos uso de la hipótesis x2n,M + y
2
n,M → 1 para
n→∞, vemos entonces que
(f+ − xn,Mf−) sin(ωnτ) + yn,Mf− cos(ωnτ) (5.4.15)
debe tender a cero para todo valor del tiempo t. Llegados a este punto, existen dos
posibilidades. La primera es que los coeficientes yn,M → 0. Como hemos asumido que
x2n,M+y
2
n,M tiende a la unidad, deducimos inmediatamente que x
2
n,M → 1. Introduciendo
esto en la Ec. (5.4.15), concluimos que debe haber una subsecuencia de valores de n
tal que, o bien f sin(ωnτ), o bien sin(ωnτ)/f (o ambos), tiende a cero. En cualquiera
de los casos, recordando que f(t) es una función estrictamente positiva, sólo cabe la
conclusión de que sin(ωnτ) tienda a cero en alguna subsecuencia, para todo t. Pero esto
es imposible según los resultados del Apéndice C. Así pues, debemos considerar la otra
alternativa, que es que la secuencia formada por yn,M no tienda a cero. Tomemos de
nuevo la Ec. (5.4.15), e introduzcamos las siguientes definiciones
ρn,M cos(Θn,M) = f+ − xn,Mf− , ρn,M sin(Θn,M) = yn,Mf− , (5.4.16)
tal que
cot(Θn,M) =
1
yn,M
f+
f−
− xn,M
yn,M
, ρ2n,M = (f+ − xn,Mf−)2 + y2n,Mf 2− . (5.4.17)
Podemos ver que ρ2n,M forma una secuencia acotada inferiormente por (f+ − |f−|)2.
Además, como hemos asumido que yn,M no tiende a cero, existirá una subsecuencia S
de valores de n y un número  > 0 tal que |yn,M | >  en S. Para los valores de n en S,
obtenemos entonces que
ρ2n,M(t) ≥ (f+ − |f−|)2 + 2f 2− = %2(t). (5.4.18)
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Esta cota inferior es estrictamente positiva para todos los valores de t. En caso de que
f−(t) 6= 0 se tiene que %2 ≥ 2f 2−(t) > 0, mientras que si f−(t) = 0 se llega a %2 = 1 [ya
que f(t) y f+(t) son entonces iguales a la unidad].
Sustituyendo las definiciones (5.4.16) en la expresión (5.4.15), concluimos que la
secuencia formada por
ρn,M sin(ωnτ + Θn,M) (5.4.19)
debe de tender a cero en la subsecuencia S de n. Pero sabemos que ρn,M es una función
acotada inferiormente en esa subsecuencia, por lo que sin(ωnτ + Θn,M) debe de tender
a cero en ella para todo t. Vamos a ver, no obstante, que esto es imposible, utilizando
los resultados del Apéndice C. Para ello, empezamos analizando la primera y segunda
derivada de Θn,M(t):
Θ˙n,M =
yn,M
ρ2n,M
f˙
f
,
Θ¨n,M =
yn,M
ρ2n,Mf
(
f¨ − f˙
2
f
− 2f˙ f˙−
ρ2n,M
[(x2n,M + y
2
n,M)f− − xn,Mf+]
)
. (5.4.20)
Teniendo en cuenta que x2n,M + y
2
n,M ≤ 1 y que ρ2n,M(t) tiene una cota inferior %2(t) en
S, para cada valor de t tenemos que
|Θ˙n,m| ≤ 1
%2
|f˙ |
f
, (5.4.21)
|Θ¨n,m| ≤ 1
%2f
(
|f¨ |+ f˙
2
f
+
2|f˙ f˙−|
%2
[|f−|+ |f+|]
)
. (5.4.22)
Dado que f(t) y %2(t) son dos funciones continuas estrictamente positivas, el lado de
la derecha de ambas desigualdades (5.4.21) y (5.4.22) son funciones de t acotadas en
cualquier intervalo finito. En conclusión, para cualquier intervalo temporal [a, b] existen
dos números positivos X e Y tal que
|Θ˙n,M | < X, |Θ¨n,M | < Y. (5.4.23)
Así que la secuencia sin(ωnτ+Θn,M) satisface los requisitos del Apéndice C, y podemos
afirmar que no tiende a cero en ninguna subsecuencia S para todo t. De todo esto,
deducimos que la única posibilidad compatible con nuestras hipótesis es que la secuencia
{x2n,M +y2n,M −1} no tienda a cero en el límite de n grande, como habíamos anticipado.
Continuemos con nuestra demostración de que, a menos que la función f(t) sea igual
a la unidad, una implementación unitaria de la dinámica no es posible. Supongamos lo
contrario, que existen algunos valores de t tales que f(t) 6= 1. Veremos que esto conduce
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de nuevo a una contradicción. Recordemos que la función f(t) es estrictamente positiva
y continua. Esto implica, en particular, que f(t) 6= 1 si y sólo si f−(t) 6= 0. Restrinjamos
nuestra discusión a los valores de t mencionados, y volvamos a la expresión (5.4.14).
Una implementación unitaria de la dinámica requiere entonces que las secuencias de
elementos
(x2n,M + y
2
n,M − 1)[(1 + x2n,M + y2n,M)f− − 2xn,Mf+] (5.4.24)
tiendan a cero en todos los tiempos t considerados. Ya sabemos que las secuencias
formadas a partir de (x2n,M + y
2
n,M − 1) no pueden tender a cero para n → ∞. Por
tanto, existe un  > 0 y una subsecuencia de enteros en la que |x2n,M + y2n,M − 1| > .
Esto implica que el segundo factor en la Ec. (5.4.24) debe tender a cero en dicha
subsecuencia, lo que permite concluir el mismo comportamiento para
f 2(t)[(1− xn,M)2 + y2n,M ]− [(1 + xn,M)2 + y2n,M ]. (5.4.25)
Debido a ello, la función f(t) debe coincidir en todos los tiempos t que hemos conside-
rado, porque las secuencias independientes del tiempo formadas por (1−xn,M)2+y2n,M y
(1+xn,M)
2+y2n,M no pueden tender ambas a cero (en ninguna subsecuencia de enteros).
Concluimos que, irremediablemente, la función f(t) toma únicamente dos valores dife-
rentes, uno que es la unidad (lo que ocurre de hecho a tiempo t0) y otro distinto de 1.
Pero, como f(t) es una función continua, esta última afirmación es insostenible, lo que
da lugar a una contradicción, tal y como esperábamos.
En conclusión, la única posibilidad compatible con una dinámica unitaria es que la
función f(t) sea constante e igual a la unidad ∀t ∈ I, como queríamos demostrar.
Redefinición del momento
Para continuar con la discusión sobre los criterios de unicidad, una vez probado
que el único caso admisible es f(t) = 1, vamos a estudiar la parte de la transformación
canónica que consiste en una redefinición de la variable de momento
Pφ = Pϕ + g(t)
√
hϕ. (5.4.26)
Vamos a ver que, para variedades Σ con dimensión d < 4, aparecen dos situaciones
diferentes, caracterizadas por la sumabilidad o no de la secuencia formada por gn/ω2n.
En el caso de que dicha secuencia no sea sumable, la unitariedad de la dinámica exi-
ge que g(t) = 0. Por el contrario, cuando la secuencia es sumable (lo que ocurre en
general para variedades unidimensionales), la dinámica admite una implementación
unitaria respecto a j0 independientemente de la función g(t). En este caso, la transfor-
mación canónica (5.4.26) es implementable unitariamente y en realidad no introduce
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ambigüedad esencial alguna en la cuantización, por lo que nuestros resultados de uni-
cidad siguen siendo válidos. Pasamos a detallar estos puntos.
Volvamos de nuevo a la condición que garantiza una implementación unitaria de la
dinámica respecto de la representación asociada a la estructura compleja j, esto es, que
la secuencia {√gn,mβ˜jn,m(t)/(κ∗n,m)2} debe ser de cuadrado sumable (en n y m). Como
hemos dicho, particularizamos ya la discusión al caso f(t) = 1. Un cálculo directo
muestra que
β˜jn,m(t)
(κ∗n,m)2
= βn
(
1 +
ig(t)
2ωn
)
− z2n,m β∗n
(
1− ig(t)
2ωn
)
+ izn,m
g(t)
ωn
[<(βn) + <(αn)]
+i
g(t)
2ωn
α∗n + i
g(t)
2ωn
z2n,mαn + 2izn,m=(αn). (5.4.27)
Puesto que la secuencia {√gn,mβn} es de cuadrado sumable, y |zn,m| está acotada,
todos los términos proporcionales a βn son de cuadrado sumable. Dado que el con-
junto de secuencias de cuadrado sumable es un espacio lineal, concluimos que una
condición necesaria para una implementación unitaria de la dinámica es que la suma∑
n,m gn,m|Bn,m|2 sea finita, donde
Bn,m(t) = 2zn,m=(αn) + g(t)
2ωn
[
α∗n + z
2
n,mαn + 2zn,m<(αn)
]
(5.4.28)
es la contribución restante de β˜jn,m(t)/(κ
∗
n,m)
2 (dividida por i).
Podemos hacer uso ahora de los resultados empleados en el capítulo anterior, en
particular en la Sección 4.4.4 (véanse también las Refs. [113, 114]). Allí vimos que,
salvo correcciones del orden de 1/ωn, αn(t) ≈ e−iωnτ para valores de n suficientemente
grandes. Con ello, se puede ver fácilmente que una condición necesaria para una im-
plementación unitaria de la dinámica es que la secuencia
2
√
gn,m|zn,m|=(αn) +√gn,m g(t)
2ωn
[
ei(ωnτ−δn,m) + |zn,m|2e−i(ωnτ−δn,m) + 2|zn,m| cos(ωnτ)
]
(5.4.29)
sea de cuadrado sumable en n ym. Por conveniencia, hemos reescrito zn,m = |zn,m|eiδn,m .
Dado que ωn →∞, la secuencia anterior dividida por ωn será también de cuadrado
sumable. Además, el segundo término de la secuencia (5.4.29), una vez dividido por
ωn, resulta ser de cuadrado sumable, ya que sabemos que
√
gn,m/ω
2
n lo es (recordemos
que |zn,m| ≤ 1 para todo n y m). En conclusión, deducimos que la secuencia formada
por
√
gn,m|zn,m|=[αn(t)]/ωn debe ser de cuadrado sumable para cualquier valor del
tiempo t. Entonces, siguiendo los argumentos del final de la Sección 5.3.3, podemos
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concluir que {√gn,m|zn,m|/ωn} ha de ser necesariamente una secuencia de cuadrado
sumable.
Volvamos de nuevo a la secuencia de la Ec. (5.4.29). Los términos que constituyen
los dos últimos sumandos de dicha secuencia son claramente de cuadrado sumable, ya
que |zn,m|e−i(ωnτ−δn,m) + 2 cos(ωnτ) está acotado superiormente por 3, y acabamos de
ver la sumabilidad de los términos
√
gn,m|zn,m|/ωn al cuadrado.
De ello se sigue que los demás términos de (5.4.29) también proporcionan una
secuencia de cuadrado sumable a todo tiempo. En particular, la parte imaginaria debe
serlo, lo que nos permite deducir que
g(t)
ωn
√
gn,m sin(ωnτ − δn,m) (5.4.30)
debe formar también una secuencia de cuadrado sumable ∀t ∈ I.
Para ello, claramente, una posibilidad es que g(t) sea idénticamente nula. En caso
contrario, dado que la función g(t) es continua, existirá al menos un intervalo de tiempo
en el que es distinta de cero, y allí
√
gn,m sin(ωnτ − δn,m)/ωn debe proporcionar una
secuencia de cuadrado sumable, para todos los valores de t en dicho intervalo. Aplicando
de nuevo el tipo de argumentos del final de la Sección 5.3.3, llegamos a la conclusión
de que
√
gn,m/ωn debe ser de cuadrado sumable.
En caso de que la secuencia formada por gn,m/ω2n no sea sumable, llegamos a una
contradicción, por lo que la función g(t) debe ser idénticamente nula para todo tiempo t.
Ésta es la situación que ya fue estudiada en el capítulo anterior para una variedad Σ
con la topología de una tres-esfera.
Por otro lado, sabemos que existen situaciones en las que {gn,m/ω2n} es sumable,
como es el caso estudiado en la Ref. [35], donde la topología espacial es la del círculo S1.
Para ver en detalle las consecuencias que se deducen en estas situaciones, consideramos
otra vez la secuencia (5.4.29) y estudiamos la condición de que tenga cuadrado sumable.
Como hemos asumido que la secuencia de elementos gn,m/ω2n es sumable, recordando
nuestra discusión anterior llegamos a que la contribución que proviene del primer tér-
mino de la Ec. (5.4.29), es decir
√
gn,m|zn,m|=[αn(t)] (salvo un factor multiplicativo
irrelevante), es de cuadrado sumable para todos los valores de t en el intervalo dado.
Esto, junto con una ligera generalización de la discusión que aparece en la Sección 4.4.4,
nos permite concluir que
√
gn,m|zn,m| forma una secuencia de cuadrado sumable. Si
recordamos además que zn,m = λn,m/κ∗n,m y que |κn,m|2 = 1 + |λn,m|2, obtenemos que
1/κn,m forma una secuencia acotada inferiormente, ya que |zn,m| → 0 para n → ∞,
lo que implica que |λn,m| → 0. Esto lleva de forma inmediata a la conclusión de que
la secuencia {√gn,m|λn,m|} es de cuadrado sumable. Precisamente esta condición es la
que garantiza que ambas representaciones j y j0 sean unitariamente equivalentes. En
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este sentido, en los casos en los que {gn,m/ω2n} es sumable en n y m, una redefinición
del momento del campo escalar a través de la transformación canónica (5.4.26) no
introduce ambigüedad alguna en la cuantización.
Resumiendo los resultados de este apartado, si queremos una implementación uni-
taria de la dinámica después de introducir una transformación canónica del tipo (5.4.26),
o bien la función g(t) debe ser idénticamente nula (no se admiten transformaciones
canónicas de ese tipo), o se satisface la condición adicional de que la secuencia formada
por gn,m/ω2n sea sumable. En este último caso, la transformación canónica (5.4.26) es
aceptable, en el sentido de que la dinámica admite una implementación unitaria en una
representación invariante bajo el grupo de simetrías incluso con el cambio de momento,
pero dicha representación resulta ser siempre unitariamente equivalente a la asociada
al campo escalar sin masa, determinada por j0.
5.5. Conclusiones
Como hemos venido comentando a lo largo de esta tesis, la cuantización de cam-
pos está plagada de ambigüedades que conllevan una pérdida de significación de las
predicciones. En ausencia de observaciones que permitan acotar esa ambigüedad, tener
al alcance criterios que permitan elegir una única representación cuántica es esencial
si se pretende realizar un estudio teórico riguroso de sistemas que admiten una des-
cripción de campos. En el Capítulo 4 estudiamos la aplicación de unos criterios de
unicidad propuestos recientemente [3133, 35, 112, 116118] para la cuantización de
campos en espaciotiempos no estacionarios cuando se propagan en secciones espaciales
con la topología de S3 [34, 113, 114]. En la Sección 4.3 vimos que, si la representación
cuántica es invariante bajo el grupo de isometrías que en ese caso particular resulta
ser el grupo SO(4) y admite una implementación unitaria de la dinámica, entonces
pertenece a una única clase de equivalencia de representaciones relacionadas unitaria-
mente entre sí. Además, en la Sección 4.4.1 probamos que estos criterios de unicidad
son sólo válidos para una elección concreta de par canónico, no siendo posible realizar
un cambio mediante una transformación canónica dependiente del tiempo en la que se
re-escale el campo (salvo para re-escalados constantes). Todos estos resultados son de
profundo interés, ya que pueden aplicarse en una amplia gama de situaciones, descritas
por campos que se propagan en espaciotiempos, de fondo o auxiliares, con la topología
espacial de una tres-esfera.
Pero, volviendo a las situaciones estudiadas en cosmología, el modelo que describe el
comportamiento del universo [37,41] favorece, como resultado de diversas observaciones
realizadas [136], escenarios en los que las secciones espaciales tienen topología plana.
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Motivados en parte por esto, así como por la necesidad de generalizar los resultados del
Capítulo 4, en el presente capítulo hemos aplicado de nuevo los criterios de unicidad a
campos que se propagan en espaciotiempos curvos, genéricamente no estacionarios, pero
esta vez hemos considerado variedades espaciales con topología compacta arbitraria. Así
conseguimos dar generalidad a nuestros criterios de unicidad, y además aseguramos que
son válidos en situaciones de especial interés en cosmología, para secciones espaciales
con topología plana compacta (como es el caso del tres-toro).
En la Sección 5.1 hemos considerado como punto de partida un campo escalar
que satisface una ecuación de ondas en un espaciotiempo estático, con secciones espa-
ciales de topología compacta arbitraria, y sujeto a un potencial cuadrático dependiente
del tiempo. Hemos expandido el campo en modos empleando la base de autoestados
del operador de Laplace-Beltrami. Estos modos satisfacen ecuaciones desacopladas de
tipo oscilador armónico con una función de masa que varía en el tiempo. A través de
este conjunto de ecuaciones hemos determinado la dinámica del sistema. En la Sec-
ción 5.2, hemos estudiado una cuantización de Fock construida con la representación
que corresponde a un campo escalar sin masa. Hemos visto, además, que la transfor-
mación canónica que proporciona la dinámica admite una implementación unitaria en
esa representación. Asumiendo la existencia de un grupo G de simetrías espaciales, que
preserva la dinámica (porque el operador de Laplace-Beltrami conmuta con todos los
elementos del grupo), nos hemos concentrado en el estudio de representaciones en las
que el vacío es invariante. En particular, la representación considerada en la Sección 5.2
posee esa propiedad. Teniendo en cuenta el análisis del Capítulo 4, en la Sección 5.3.1
hemos identificado todas esas representaciones. Finalmente, en la Sección 5.3.3 hemos
probado que aquéllas que además admiten una implementación unitaria de la dinámica
son todas unitariamente equivalentes entre sí. Estos resultados dotan de robustez a la
teoría cuántica construida.
Aún más, en la Sección 5.4 hemos discutido la aplicabilidad de nuestros criterios
de invariancia y unitariedad en la dinámica para fijar las posibles redefiniciones del
par canónico para el campo de partida, motivadas por la consideración natural de
re-escalados del campo mediante funciones dependientes del tiempo, típicamente fun-
ciones de la geometría de fondo o auxiliar (véase la Sección 5.1). Esta ambigüedad
en la elección del par canónico, como vimos en la Sección 5.4.1, se puede concretar
mediante la libertad de realizar una transformación canónica lineal en el sistema que
consiste en un re-escalado de la configuración del campo por medio de una función de-
pendiente del tiempo, el re-escalado inverso de su momento canónicamente conjugado,
más una contribución al mismo que sea proporcional al campo escalar (correctamente
densitizado) y vaya multiplicada por otra función dependiente del tiempo. Este tipo
de transformaciones, en general, no tiene por qué admitir una implementación unitaria
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en la teoría cuántica. Además, estas transformaciones modifican la dinámica, aunque
preservan la linealidad y las simetrías espaciales de las ecuaciones de movimiento. La
cuestión que hemos investigado es si existe alguna otra cuantización invariante bajo
las simetrías espaciales y que admita una implementación unitaria de la dinámica de
las nuevas variables canónicas. Hemos visto en la Sección 5.4.2 que los re-escalados del
campo dependientes del tiempo no están permitidos en realidad, porque la dinámica
pierde su implementabilidad unitaria en la teoría cuántica. En cambio, en el caso de
redefiniciones del momento mediante la introducción de una contribución lineal en el
campo, se presentan dos posibilidades. Si la secuencia formada por gn,m/ω2n no es suma-
ble, no es admisible una redefinición de esas características, y el único par canónico
(salvo transformaciones lineales constantes) que es compatible con nuestros criterios es
el asociado a las ecuaciones de Hamilton (5.1.3). Este caso describe la situación general
encontrada en variedades con dimensión espacial d = 2, 3. En el caso contrario, es decir,
cuando {√gn,m/ωn} tiene cuadrado sumable en n y m, las redefiniciones del momento
mencionadas son admisibles, pero no introducen ambigüedades en la teoría cuántica,
en el sentido de que únicamente son viables representaciones de Fock unitariamente
equivalentes a la asociada al campo escalar sin masa. Esta situación se encuentra, por
ejemplo, para campos definidos sobre variedades espaciales unidimensionales (d = 1).
Estos resultados de unicidad son válidos para campos que se propagan en variedades
con cualquier tipo de topología, siempre y cuando ésta sea compacta. Como adelanta-
mos, un caso de especial interés es aquél en el que la topología es plana, como ocurre
para un tres-toro. En este escenario, los autovalores del operador de Laplace-Beltrami
están etiquetados por tripletes de enteros n1, n2 y n3, cada uno de ellos asociado a
una de las dimensiones espaciales, y el autovalor (cambiado de signo) está dado por
ω2n = n
2
1 + n
2
2 + n
2
3. En este caso, la degeneración gn de cada autoespacio no admite
una expresión explícita. El grupo de simetrías espaciales que aparece de forma natural
corresponde al producto de tres copias del grupo de traslaciones en el círculo. Cada
triplete (n1, n2, n3) proporciona una representación irreducible, aunque compleja, por
lo que en la demostración de la Sección 5.3.3 las matrices K se descomponen en matri-
ces 2× 2 etiquetadas por los tres enteros, Kn1n2n3 , salvo que se relacionan entre sí bajo
inversión del signo del triplete, al combinar dos representaciones complejas para alcan-
zar una real. Además, desde un punto de vista puramente técnico, las demostraciones
acerca de la redefinición del par canónico para el campo se aplican de forma inmediata
a esta situación.
En resumen, hemos proporcionado criterios naturales para la cuantización de cam-
pos en espaciotiempos no estacionarios, que permiten elegir una única representación
cuántica de entre todas las posibles, y compatibles con una elección específica de par
canónico (todo ello salvo equivalencia unitaria). En la siguiente parte de la tesis, vamos
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a aplicar las conclusiones de capítulos anteriores para alcanzar una cuantización com-
pleta y rigurosa de un universo inflacionario con pequeñas inhomogeneidades. Veremos
que nuestros resultados de unicidad van a desempeñar un papel fundamental, dotando
de robustez a nuestro análisis teórico.
Modelos inflacionarios
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Capítulo 6
Universo inflacionario con pequeñas
inhomogenidades: unicidad de la
cuantización
Uno de los paradigmas que ha desempeñado un papel fundamental en el entendimien-
to de la formación de estructuras en nuestro universo es la teoría de perturbaciones
cosmológicas. El primero en abordar este tema fue Lifschitz [38, 127], que analizó per-
turbaciones de la métrica en un escenario homogéneo e isótropo de tipo FLRW. Según
se fue profundizando en el estudio de estos sistemas, se tomó consciencia de que la
interpretación física de este tipo de perturbaciones quedaba oscurecida por la liber-
tad de realizar transformaciones de gauge, esto es, transformaciones infinitesimales de
coordenadas que preservan el espaciotiempo de fondo. Para afrontar esta cuestión se
propusieron dos posibilidades. Por una parte, Hawking [39] llevó a cabo los primeros
intentos de construir un formalismo puramente covariante, invariante bajo transforma-
ciones de gauge, que fue completado en la Ref. [137] para el caso de un fluido perfecto
isoentrópico con secciones espaciales de curvatura plana. Estos trabajos sirven como
punto de partida para la formulación covariante propuesta en la Ref. [138]. Por otra
parte, Bardeen [40] halló cómo combinar las perturbaciones geométricas con las mate-
riales para construir una familia de perturbaciones invariantes bajo ese tipo de trans-
formaciones. Un estudio extensivo sobre potenciales invariantes bajo transformaciones
de gauge puede encontrarse en las Refs. [36, 37,101].
A pesar de que la teoría de perturbaciones cosmológicas da cuenta de la evolución de
las inhomogeneidades que eventualmente han producido las estructuras a gran escala
del universo, por sí misma no explica satisfactoriamente el origen de estas perturba-
ciones. Es necesario incluir hipótesis adicionales. Una posibilidad consiste en admitir
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que el universo estuvo sujeto a una época inflacionaria o de rápida expansión en sus
orígenes. Este paradigma [41] proporciona un marco natural para la generación de pe-
queñas inhomogeneidades, y además permite resolver algunos conflictos del modelo de
gran explosión (o big bang), como los problemas de la planitud y el horizonte. Un esce-
nario inflacionario se puede alcanzar simplemente introduciendo un hipotético campo
escalar masivo como contenido material: el inflatón. Además, las fluctuaciones cuánticas
de este campo pueden explicar la aparición de las perturbaciones primordiales.
Para llegar a entender satisfactoriamente este mecanismo de formación de estruc-
turas, se necesita una descripción cuántica, o al menos semiclásica, de un escenario
inflacionario. Pero, en ausencia de una teoría completa de la gravedad, nos vemos
forzados, en una primera aproximación, a cuantizar las inhomogeneidades asumiendo
que el espaciotiempo de fondo por el que se propagan se puede describir clásicamente.
A pesar de tratarse de una simplificación importante, ya en esta situación uno tiene
que enfrentarse a problemas serios, como son las ambigüedades de las que está plagada
una teoría cuántica de campos en un espaciotiempo curvo. Estas ambigüedades están
presentes incluso en el caso de campos lineales para los que puede aplicarse una cuan-
tización de tipo Fock estándar. Para empezar, no está claro en absoluto cuáles son las
variables fundamentales que se deben adoptar en el momento en que uno separa las
perturbaciones respecto de los grados de libertad que describen el espaciotiempo de
fondo, que son tratados de manera diferente. Al proceder a esa elección, las perturba-
ciones se pueden re-escalar utilizando funciones construidas a partir de las variables
del fondo, dando lugar a una descripción alternativa que preserva el carácter lineal de
las perturbaciones y que, desde un punto de vista clásico, es en principio igualmente
válida. Incluso en el nivel cuántico, transformaciones de este estilo admiten una imple-
mentación unitaria si se aplican solamente a un número finito de grados de libertad. En
tales circunstancias, la física que predicen ambas descripciones cuánticas es equivalente.
Pero si la transformación afecta a un número infinito de grados de libertad, dos des-
cripciones relacionadas por una transformación así no son, en general, unitariamente
equivalentes (véanse las Secciones 4.4.1 y 5.4.1). Otra ambigüedad bien conocida al
tratar la cuantización de campos en espaciotiempos curvos es la relacionada con la elec-
ción de una representación de Fock de las relaciones canónicas de conmutación. Como
ya sabemos, esta libertad se puede codificar en una estructura compleja J . Recordemos
que esta estructura permite generalizar el concepto de frecuencias positivas y negativas
en teorías cuánticas de campos en espaciotiempos curvos. En los Capítulos 4 y 5, estu-
diamos ciertos criterios de unicidad para la cuantización de campos en espaciotiempos
no estacionarios, que pueden ser aplicados a una amplia gama de escenarios cosmológi-
cos, entre ellos el tipo de modelo que vamos a analizar en este capítulo. En particular,
allí vimos que una cuantización de tipo Fock cuyo estado de vacío sea invariante ba-
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jo las isometrías espaciales y que admita una implementación unitaria de la dinámica,
pertenece forzosamente a una única familia de cuantizaciones, todas ellas unitariamente
equivalentes entre sí. Y más aún, los criterios de invariancia espacial y evolución uni-
taria seleccionan un único par canónico para la descripción del campo, entre todos los
relacionados mediante re-escalados por funciones del fondo dependientes del tiempo.
Nuestra intención es demostrar que estos criterios son aplicables también a los campos
que describen las perturbaciones cosmológicas, que vamos a estudiar en este capítulo,
garantizando la unicidad de su cuantización de Fock y dotando a las predicciones de
esta teoría cuántica de solidez y rigor.
Con esta motivación, realizaremos una descripción parcial del modelo en la que de-
jaremos de lado los fenómenos relacionados con la geometría cuántica, que se estudiarán
en el Capítulo 7. Primero, en la Sección 6.1, daremos una descripción clásica del sis-
tema. Asumiremos que es esencialmente homogéneo e isótropo 6.1.1, pero con pequeñas
inhomogeneidades que serán tratadas como perturbaciones cosmológicas 6.1.2. En esta
tesis sólo consideraremos perturbaciones de origen escalar. Veremos que el sistema re-
sultante incorpora grados de libertad constreñidos (por la presencia de ligaduras), que
se pueden eliminar si se introduce una fijación de gauge. En este capítulo estudiaremos
dos de las posibles fijaciones: (i) la conocida como fijación de gauge longitudinal, y (ii)
una fijación en la que las secciones espaciales son puramente homogéneas e isótropas
(véanse las Secciones 6.2.1 y 6.2.2, respectivamente). El sistema resultante en ambos
casos está descrito por la perturbación asociada al campo material. Finalmente, para
cada fijación de gauge, incluiremos un re-escalado de dicha perturbación por el factor
de escala del modelo homogéneo a través de una transformación canónica completa en
el espacio de fases. Realizaremos un estudio detallado de la dinámica de la perturbación
en la Sección 6.3. En la Sección 6.4 demostraremos que los criterios de unicidad estu-
diados en los Capítulos 4 y 5 se pueden aplicar a este sistema. Finalmente, probaremos
que nuestra descripción es unitariamente equivalente a la proporcionada por ciertos
invariantes de gauge, dados por potenciales de Bardeen (véase la Sección 6.5).
6.1. Sistema clásico
Consideremos un espaciotiempo globalmente hiperbólico, que admite una descom-
posición 3 + 1 [60]. La métrica está determinada por la función lapso N , el vector
desplazamiento Na y una métrica espacial hab asociada a las secciones espaciales de
tiempo t constante [véase la Ec. (1.1.1)], y que por conveniencia consideraremos que
tienen la topología de una tres-esfera. Con esta descomposición de la geometría, la ac-
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ción de Hilbert-Einstein (con términos de superficie adecuados) toma la expresión [61]
Lg =
1
16piG
∫
d3xN
√
h
[
KabK
ab − (Kaa)2 + 3R
]
, (6.1.1)
donde h es el determinante de la métrica espacial, Kab es la curvatura extrínseca de las
secciones espaciales, definida en la Ec. (1.1.2), y 3R es el escalar de curvatura de esas
secciones.
El lagrangiano total del sistema es la suma de Lg y la contribución material, que
corresponderá a un campo escalar Φ de masa m˜. En términos de la descomposición
3 + 1, toma la forma [42]
Lm =
1
2
∫
d3x
√
h
N
[(
dΦ
dt
)2
− 2Na∂aΦdΦ
dt
− (N2hab −NaN b)∂aΦ∂bΦ−N2m˜2Φ2
]
,
(6.1.2)
donde ∂a es la derivada plana respecto a la coordenada espacial xa.
6.1.1. Escenario homogéneo e isótropo
Si imponemos homogeneidad e isotropía, el modelo de FLRW resultante queda
descrito por un lapso N que sólo depende del tiempo, un vector desplazamiento Na = 0,
y una métrica espacial hab = a2(t)Ω¯ab donde a(t) es el factor de escala y Ω¯ab es la métrica
espacial fiducial de una tres-esfera [y que coincide con el lado derecho de la Ec. (4.1.1) si
seleccionamos las coordenadas espaciales correspondientes]. Adoptando la notación de
la Ref. [42], introducimos la constante σ =
√
2G/3pi y reescribimos convenientemente el
lapso de la forma σN¯0, el factor de escala como σeα, y el campo escalar como ϕ/(
√
2 piσ),
con masa m˜ = m/σ. La dinámica del sistema está completamente determinada por la
ligadura hamiltoniana H0 = N¯0H0, con
H0 =
1
2
e−3α
(−pi2α + pi2ϕ + e6αm2ϕ2 − e4α) . (6.1.3)
Aquí, piα y piϕ son los momentos canónicamente conjugados a α y ϕ, respectivamente.
Las ecuaciones de movimiento están dadas por
α′ = −N¯0e−3αpiα, pi′α =
1
2
N¯0e
−α(− 3pi2α + 3pi2ϕ − 3e6αm2ϕ2 + e4α), (6.1.4)
ϕ′ = N¯0e−3αpiϕ, pi′ϕ = −N¯0e3αm2ϕ, C0 = 0. (6.1.5)
De aquí en adelante, el símbolo ′ indica la derivada con respecto al tiempo t.
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6.1.2. Perturbaciones
A la hora de introducir perturbaciones alrededor de las soluciones homogéneas
e isótropas, es conveniente expandirlas en modos utilizando la base de armónicos
Qn = Qn`m en la tres-esfera que ya utilizamos en el Capítulo 4, y que están definidos en
el Apéndice B (para más detalles véanse las Refs. [42, 126, 128]). Recordemos que son
autofunciones del operador de Laplace-Beltrami, con autovalor −ω2n, donde ω2n = n2−1,
con n = 1, 2, . . . Cada subespacio propio tiene una degeneración gn = n2, que está con-
templada en las etiquetas ` = 1, . . . , n−1 y−` ≤ m ≤ `. Como hicimos en el Capítulo 4,
vamos a introducir la etiqueta n para designar los tripletes formados por los tres índices
n, ` y m. Puesto que las perturbaciones son funciones reales, resulta aconsejable uti-
lizar una base de armónicos reales, que se obtiene de forma sencilla a partir de la parte
real e imaginaria de Qn, apropiadamente normalizadas. Para las funciones escalares
usaremos los armónicos Q˜n, para las vectoriales (P˜a)n y para la tensoriales (P˜ab)n,
donde los dos últimos se han obtenido a partir de combinaciones lineales adecuadas
de Q˜n, Ω¯ab y sus derivadas (consúltese el Apéndice B). Esta base de armónicos no es
completa en los espacios de campos vectoriales y tensoriales en la tres-esfera, ya que
existen otros armónicos vectoriales y tensoriales que no se pueden deducir de éstos. Sin
embargo, en esta tesis sólo vamos a considerar inhomogeneidades construidas a partir
de perturbaciones escalares (y sus derivadas). Se puede ver, a través de un análisis
completo [42], que tales perturbaciones están completamente desacopladas de las que
son genuinamente vectoriales y tensoriales, por lo que la restricción que estudiamos es
consistente.
El modo n = 1 se corresponde con los grados de libertad homogéneos. Para el resto
de modos tenemos que
hij = σ
2e2αΩ¯ij
(
1 + 2
√
2pi
∑
n
anQ˜
n
)
+ σ2e2α6
√
2 pi
∑
n
bn(P˜ij)
n, (6.1.6a)
N = σN¯0
(
1 +
√
2 pi
∑
n
gnQ˜
n
)
, Ni = σ
2eα
√
2 pi
∑
n
kn(P˜i)
n, (6.1.6b)
Φ =
1
σ
(
1√
2pi
ϕ+ 
∑
n
fnQ˜
n
)
, (6.1.6c)
donde  es un parámetro perturbativo. Todas estas sumas empiezan en n = 2, excepto
la contribución de la métrica con coeficientes bn, que empieza a partir de n = 3, ya
que el armónico tensorial correspondiente a n = 2 resulta ser proporcional a Ω¯ij. En
resumen, las funciones N¯0, α, y ϕ parametrizan el espacio de configuración homogéneo,
mientras que an, bn, gn, kn y fn describen las inhomogeneidades. Todas ellas son
funciones únicamente dependientes del tiempo. Asumiremos que las perturbaciones son
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suficientemente pequeñas como para justificar un análisis perturbativo hasta segundo
orden en el parámetro  (es decir, hasta segundo orden en las inhomogeneidades).
Si introducimos las expresiones (6.1.6) en las Ecs. (6.1.1) y (6.1.2), es posible deducir
el lagrangiano del sistema perturbado [42]. Aplicando una transformación de Legendre
respecto a las derivadas temporales de las variables de configuración, llegamos a un
hamiltoniano de la forma
H = N¯0
[
H0 + 
2
∑
n
(
Hn|2 + gnH
n
|1
)]
+ 2
∑
n
knH
n
_1 +O(
3), (6.1.7)
que es una combinación lineal de ligaduras, con N¯0, N¯0gn, y kn como multiplicadores de
Lagrange. Asimismo, Hn|1 y H
n
|2 son las ligaduras escalares (designadas por el símbolo |)
de orden  y 2 en las perturbaciones (como indica el subíndice), respectivamente,
y Hn_1 es la ligadura de momentos o difeomorfismos (_) de orden  en la expansión
perturbativa.
Si llamamos piq al momento canónicamente conjugado a la variable q,1 podemos ver
que H0 se corresponde con la expresión (6.1.3), mientras que el resto de ligaduras están
dadas por
Hn|2 =
1
2
e−3α
[(
1
2
a2n + 10
n2 − 4
n2 − 1b
2
n
)
pi2α +
(
15
2
a2n + 6
n2 − 4
n2 − 1b
2
n
)
pi2ϕ
− pi2an +
n2 − 1
n2 − 4pi
2
bn + (2anpian + 8bnpibn)piα + pi
2
fn − 6anpiϕpifn
− e4α
{
1
3
(
n2 − 5
2
)
a2n +
1
3
(
n2 − 7) n2 − 4
n2 − 1b
2
n +
2
3
(
n2 − 4) anbn − (n2 − 1) f 2n
}
+ e6αm2
(
3
2
ϕ2a2n − 6
n2 − 4
n2 − 1ϕ
2b2n + 6ϕanfn + f
2
n
)]
, (6.1.8)
Hn|1 =
1
2
e−3α
[
− anpi2α − 3anpi2ϕ − 2piαpian + 2piϕpifn −
2
3
e4α
[(
n2 + 1
2
)
an +
(
n2 − 4) bn]
+ e6αm2ϕ (3ϕan + 2fn)
]
, (6.1.9)
Hn_1 =
1
3
e−α
[(
an + 4
n2 − 4
n2 − 1bn
)
piα + 3fnpiϕ − pian + pibn
]
. (6.1.10)
1En el caso de las perturbaciones, los corchetes de Poisson entre los coeficientes de los modos
inhomogéneos y sus momentos se toman proporcionales a 1/2.
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6.2. Fijación de gauge y transformación canónica
La presencia de ligaduras indica la existencia de grados de libertad que no son
físicos. Una manera de eliminarlos es adoptando una fijación de gauge. En esta sección
vamos a presentar dos fijaciones de gauge diferentes: gauge longitudinal, muy utilizado
en el estudio de perturbaciones cosmológicas, y un gauge en el que las perturbaciones
de la métrica espacial se anulan. Además, por conveniencia y con la vista puesta en
los resultados de unicidad, vamos a introducir un re-escalado de las perturbaciones que
describen el sistema reducido por medio de una transformación canónica completa en
el sistema. Veremos que al final llegamos a los mismos resultados cualitativos en los
dos gauges considerados.
6.2.1. Gauge longitudinal
Más específicamente, vamos a eliminar la libertad asociada a los multiplicadores de
Lagrange gn y kn relacionados con las ligaduras Hn|1 = 0 y H
n
_1 = 0, respectivamente,
introduciendo las condiciones Ni = 0 y hij ∝ Ω¯ij. Una forma de hacerlo es exigiendo
bn = 0, Hn ≡ −anpiα − 3fnpiϕ + pian = 0. (6.2.1)
Se trata de condiciones buenas para fijar el gauge siempre que n > 2, porque sus
corchetes de Poisson con Hn_1 y H
n
|1 satisfacen
4 det
(
{bn, Hn_1} {Hn, Hn_1}
{bn, Hn|1} {Hn, Hn|1}
)
≈ 1
9
(n2 − 4) > 0. (6.2.2)
El símbolo ≈ indica que la identidad se satisface después de hacer uso de las ligaduras
y las condiciones de fijación de gauge (6.2.1). Esto además nos permite escribir an y
pibn en términos de fn, pifn y de las variables homogéneas. En particular
an ≈ 3(e
6αm2ϕ− 3piαpiϕ)fn + piϕpifn
9pi2ϕ + (n
2 − 4)e4α +O(
2), (6.2.3)
mientras que pibn = 0. Además, si las condiciones de fijación de gauge son dinámica-
mente estables, se debe cumplir
0 = {bn,H} ≈ 1
3
e−αkn +O(), 0 = {Hn,H} ≈ 1
3
(n2 − 4)N¯0eα(an + gn) +O().
(6.2.4)
Consecuentemente, deducimos que kn = 0 y gn = −an, salvo correcciones perturbativas
de orden superior.
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En el caso n = 2, las condiciones (6.2.1) no se pueden aplicar ya que, por construc-
ción, los coeficientes bn sólo existen para n > 2. En realidad, siempre es posible utilizar
la condición a2`m = f2`m = 0 para este modo, por lo que no aporta grados de libertad
físicos.
Una vez que hemos fijado esta condición de gauge, la métrica del espaciotiempo
toma la forma
ds2 = −σ2N¯20
(
1− 2
√
2pi
∑
n
anQ˜
n
)
dt2 (6.2.5)
+ σ2e2α¯Ω¯ij
(
1 + 2
√
2pi
∑
n
anQ˜
n
)
dxidxj +O(2).
A la hora de reducir el sistema, es más conveniente introducir coordenadas nuevas
en el espacio de fases, de tal modo que formen un conjunto de variables canónicamente
conjugadas con respecto a la estructura simpléctica del sistema reducido. Esta nueva
transformación dejará intactas piα, piϕ y fn, pero sus variables canónicas pasan a ser
α˜ = α +
2
2
∑
n
a2n, (6.2.6a)
ϕ˜ = ϕ+ 32
∑
n
anfn, (6.2.6b)
p˜ifn = pifn − 3anpiϕ. (6.2.6c)
En cuanto al hamiltoniano reducido, toma la forma
H˜ = N¯0
(
H˜0 + 
2
∑
n
H˜n|2
)
+O(3). (6.2.7)
Como vemos, las nuevas variables homogéneas se diferencian de las antiguas en un
término cuadrático en las perturbaciones, por lo que el hamiltoniano de orden cero no
se ve afectado por esta transformación y sigue correspondiéndose con el lado derecho
de la Ec. (6.1.3), pero reemplazando las antiguas variables por las nuevas, α˜ y ϕ˜. La
contribución de segundo orden en el hamiltoniano es de la forma
H˜n|2 =
1
2
e−α˜
(
E˜npipip˜i
2
fn + 2E˜
n
fpifnp˜ifn + E˜
n
fff
2
n
)
, (6.2.8)
donde hemos introducido la notación
E˜npipi = e
−2α˜
(
1− 3e
−4α˜
n2 − 4pi
2
ϕ
)
, (6.2.9a)
E˜nfpi =
3
n2 − 4e
−6α˜piϕ
(
3piαpiϕ − e6α˜m2ϕ˜
)
, (6.2.9b)
E˜nff = e
2α˜
(
n2 − 1)+ e4α˜m2 − 9e−2α˜pi2ϕ − 3n2 − 4e−6α˜ (3piαpiϕ − e6α˜m2ϕ˜)2 . (6.2.9c)
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Transformación canónica
Vamos a introducir una transformación canónica que nos va a permitir reformular
el sistema de una forma especialmente adecuada. En primer lugar, realizamos un re-
escalado de la perturbación material por el factor de escala del espaciotiempo de fondo:
fn 7→ eαfn. Esta transformación es conocida como re-escalado de Mukhanov (ver por
ejemplo la Ref. [37]) y suele ser adoptada frecuentemente, ya que permite simplificar
las ecuaciones de movimiento. Para introducir el re-escalado por medio de una transfor-
mación canónica, aplicamos el re-escalado inverso de su momento. Además, permitimos
que se añada al momento un término lineal en el campo. Este término nos va a per-
mitir eliminar una contribución a la acción no deseada, proporcional al producto de la
perturbación con su momento (al menos hasta órdenes subdominantes en el régimen
de n grande). Aparte de simplificar la descripción del sistema, lo adaptamos al estudio
sobre la aplicabilidad de los criterios de unicidad de su cuantización. En resumen, las
nuevas variables que vamos a introducir en el sistema, y que son canónicas bajo los
corchetes de Poisson hasta el orden perturbativo considerado, son
α¯ = α˜ +
2
2
∑
n
f 2n, p¯iα¯ = piα + 
2
∑
n
(−fnp˜ifn + piαf 2n) , (6.2.10a)
f¯n = e
α˜fn, p¯if¯n = e
−α˜ (p˜ifn − piαfn) , (6.2.10b)
mientras que ϕ˜ y piϕ permanecen inalteradas.
En términos de estas nuevas variables, el hamiltoniano tiene la misma estructura
que la de las Ecs. (6.2.7) y (6.2.8), y la forma funcional del hamiltoniano de orden cero
se preserva [véase la Ec. (6.1.3)]. Por otro lado, los coeficientes del hamiltoniano de
segundo orden en las perturbaciones del sistema reducido son ahora
E¯npipi = 1−
3
n2 − 4e
−4α¯pi2ϕ, (6.2.11a)
E¯nfpi =
3
n2 − 4e
−6α¯piϕ
(
2p¯iα¯piϕ − e6α¯m2ϕ˜
)
, (6.2.11b)
E¯nff = n
2 − 1
2
+
1
2
e2α¯m2(2− 3ϕ˜2)− 1
2
e−4α¯
(
p¯i2α¯ + 15pi
2
ϕ
)
− 3
n2 − 4e
−8α¯ (2p¯iα¯piϕ − e6α¯m2ϕ˜)2 . (6.2.11c)
De este modo hemos sido capaces de implementar el re-escalado de Mukhanov sin
introducir términos cruzados indeseables, de manera que E¯nfpi = O(n
−2), al igual que
E˜nfpi en la Ec. (6.2.9b).
Podemos incluso dar la expresión de an en función de estas nuevas variables
an =
3
n2 − 4
[
e−5α¯
(
e6α¯m2ϕ˜− 2p¯iα¯piϕ
)
f¯n + e
−3α¯piϕp¯if¯n
]
. (6.2.12)
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Teniendo esto en cuenta, la métrica espaciotemporal se puede calcular de manera sen-
cilla a través de la Ec. (6.2.5).
Finalmente, para completar el análisis clásico de este sistema reducido, podemos
calcular las ecuaciones de movimiento. Vamos a asumir tiempo conforme, η, definido
por N¯0dt = eαdη. Las derivadas respecto del mismo se designarán con un punto sobre
la función. El resultado es
˙¯α = −e−2α¯p¯iα¯ +O(2), ˙¯piα¯ = e
−2α¯
2
(
3pi2ϕ − 3p¯i2α¯ − 3e6α¯m2ϕ˜2 + e4α¯
)
+O(2) (6.2.13a)
˙˜ϕ = e−2αpiϕ +O(2), p˙iϕ = −e4αm2ϕ˜+O(2), (6.2.13b)
˙¯fn =
(
E¯npipip¯if¯n + E¯
n
fpif¯n
)
+O(), ˙¯pif¯n = −
(
E¯nfpip¯if¯n + E¯
n
ff f¯n
)
+O(). (6.2.13c)
Usando las Ecs. (6.2.13c), podemos despejar p¯if¯n y escribirlo como
p¯if¯n = (1 + pn)
˙¯fn + qnf¯n, (6.2.14)
despreciando correcciones perturbativas de orden superior al considerado, y donde
hemos introducido los coeficientes dependientes del tiempo
pn =
3pi2ϕ
(n2 − 4)e4α¯ − 3pi2ϕ
, qn = −3e−2α¯piϕ 2p¯iα¯piϕ − e
6α¯m2ϕ˜
(n2 − 4)e4α¯ − 3pi2ϕ
. (6.2.15)
Combinando estas ecuaciones, podemos deducir la ecuación de movimiento de segundo
orden para fn:(
˙¯Enpipi
E¯npipi
E¯nfpi − ˙¯Enfpi −
(
E¯nfpi
)2
+ E¯nff E¯
n
pipi
)
f¯n −
˙¯Enpipi
E¯npipi
˙¯fn +
¨¯fn = O(), (6.2.16)
que se puede reescribir (despreciando de nuevo correcciones de órdenes superiores)
como
¨¯fn + rn
˙¯fn + (ω
2
n + sn)f¯n = 0, (6.2.17)
donde
rn = 6e
−2α¯piϕ
2p¯iα¯piϕ − e6α¯m2ϕ˜
(n2 − 4)e4α¯ − 3pi2ϕ
, (6.2.18a)
sn =
1
2
+ e2α¯m2 − 1
2
e−4α¯
(
p¯i2α¯ + 21pi
2
ϕ + 3e
6α¯mϕ˜2
)
+O
(
n−2
)
. (6.2.18b)
6.2.2. Fijación de gauge alternativa
Otra fijación de gauge admisible es aquélla en la que las perturbaciones de la métrica
hab son nulas. En este caso, introducimos las condiciones
an = 0 = bn, (6.2.19)
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Para asegurarnos de que son aceptables, debemos de calcular sus corchetes de Poisson
con las ligaduras que se van a fijar, es decir Hn|1 y H
n
_1. El resultado es
4 det
(
{an, Hn_1} {bn, Hn_1}
{an, Hn|1} {bn, Hn|1}
)
=
1
3
e−4αpiα, (6.2.20)
que solamente se anula si piα = 0. En tanto en cuanto podamos eludir ese punto (o, más
correctamente, esa sección del espacio de fases Γ), la condición de gauge será admisible.
Debemos asegurarnos también de que esas condiciones son estables dinámicamente, lo
que introduce las condiciones adicionales
0 = {an,H} ≈ −N¯0e−3α
(
pian + gnpiα
)− 1
3
e−αkn +O(), (6.2.21a)
0 = {bn,H} ≈ N¯0e−3αn
2 − 1
n2 − 4pibn +
1
3
e−αkn +O(). (6.2.21b)
Estas ecuaciones se pueden resolver, fijando así los multiplicadores de Lagrange gn y kn.
Además, la imposición de las ligaduras Hn_1 y H
n
|1, junto con las condiciones (6.2.19),
permiten determinar pian y pibn . El resultado es
pian =
1
piα
(
piϕpifn + e
6αm2ϕfn
)
, pibn =
1
piα
[
piϕpifn −
(
3piαpiϕ − e6αm2ϕ
)
fn
]
.
(6.2.22)
Una vez que hemos reducido el sistema, el hamiltoniano tiene la misma estructura
que aparece en la Ec. (6.2.7). El hamiltoniano de orden cero sigue siendo el mismo
y está dado por la Ec. (6.1.3), mientras que el hamiltoniano de segundo orden en las
perturbaciones toma la forma (6.2.8) pero con coeficientes
Enpipi = e
−2α
(
1 +
3
n2 − 4
pi2ϕ
pi2α
)
, (6.2.23a)
Enfpi = −3e−2α
[
pi2ϕ
piα
+
1
n2 − 4
piϕ
pi2α
(
3piαpiϕ − e6αm2ϕ
)]
, (6.2.23b)
Enff = e
2α
(
n2 − 1)+ e−2α(9pi2ϕ − 6e6αm2ϕpiϕpiα
)
+ e4αm2
+
3e−2α
n2 − 4
1
pi2α
(
3piαpiϕ − e6αm2ϕ
)2
. (6.2.23c)
Transformación canónica
Vamos a introducir el re-escalado de Mukhanov, al igual que hicimos en la sección
anterior, mediante una transformación canónica en el espacio de fases completo. Las
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nuevas variables, hasta el orden perturbativo correcto, son
α¯ = α− 
2
2
(
3
pi2ϕ
pi2α
− 1
)∑
n
f 2n, (6.2.24a)
p¯iα¯ = piα + 
2
∑
n
[
− fnpifn +
(
3
pi2ϕ
piα
+ piα
)
f 2n
]
, (6.2.24b)
ϕ¯ = ϕ+ 32
piϕ
piα
∑
n
f 2n, (6.2.24c)
f¯n = e
αfn, p¯if¯n = e
−α
[
pifn −
(
3
pi2ϕ
piα
+ piα
)
fn
]
, (6.2.24d)
mientras que piϕ no varía. Esta transformación no modifica la estructura del hamilto-
niano reducido (6.2.7), y además absorbe la contribución dominante en el límite de n
grande del término cruzado que acopla la perturbación del campo con su momento
conjugado. Los nuevos coeficientes del hamiltoniano de segundo orden en las perturba-
ciones (6.2.8) son ahora
E¯npipi = 1 +
3
n2 − 4
pi2ϕ
p¯i2α¯
, (6.2.25a)
E¯nfpi =
3e−2α¯
n2 − 4
piϕ
p¯i2α¯
(
3
pi3ϕ
p¯iα¯
− 2p¯iα¯piϕ + e6α¯m2ϕ¯
)
, (6.2.25b)
E¯nff = n
2 − 1
2
+ e2α¯m2 − 3
2
pi2ϕ
p¯i2α¯
− 1
2
e−4α¯
(
p¯i2α¯ − 30pi2ϕ
)
(6.2.25c)
− 1
2
e−4α¯
{
27
pi4ϕ
p¯i2α¯
+ 3e6α¯m2ϕ¯
[
8
piϕ
p¯iα¯
− ϕ¯
(
3
pi2ϕ
p¯i2α¯
− 1
)]}
+
3
(n2 − 4)
e−4α¯
p¯i2α¯
(
3
pi3ϕ
p¯iα¯
− 2p¯iα¯piϕ + e6α¯m2ϕ¯
)2
.
mientras que el hamiltoniano de orden cero conserva la forma funcional (6.1.3). De las
ecuaciones de Hamilton en tiempo conforme es posible deducir que el momento p¯if¯n
sigue dado por la Ec. (6.2.14), pero ahora con
pn = −
3pi2ϕ
(n2 − 4)p¯i2α + 3pi2ϕ
, (6.2.26a)
qn = −3e−2α¯piϕ
3(pi3ϕ/p¯iα¯)− 2p¯iα¯piϕ + e6α¯m2ϕ¯
(n2 − 4)p¯i2α + 3pi2ϕ
. (6.2.26b)
Respecto a la ecuación de movimiento de f¯n, la Ec. (6.2.17) sigue siendo válida, sólo
que debemos redefinir sus coeficientes como
rn = 3e
−2αpiϕ
p¯iα¯
3pi3ϕ − 3p¯i2α¯piϕ + e6αm2ϕ¯(2p¯iα¯ − 3ϕ¯piϕ) + e4α¯piϕ
(n2 − 4)p¯i2α¯ + 3pi2ϕ
, (6.2.27a)
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sn =
1
2
+ e2α¯m2 +
3
2
pi2ϕ
p¯i2α¯
− 1
2
e−4α¯
(
p¯i2α¯ − 30pi2ϕ + 27
pi4ϕ
p¯i2α¯
)
(6.2.27b)
− 1
2
e−4α¯
[
24e6α¯m2ϕ¯
piϕ
p¯iα¯
− 3e6α¯m2ϕ¯2
(
3
pi2ϕ
p¯i2α¯
− 1
)]
+O(n−2).
Resaltamos que las expresiones para pn, qn, rn y sn en este gauge tienen el mismo
comportamiento asintótico que los correspondientes al gauge longitudinal visto en la
sección anterior.
6.3. Dinámica clásica
Como hemos visto, tras cualquiera de las dos fijaciones de gauge descritas anterior-
mente, la ecuación de movimiento que satisface la perturbación del campo mate-
rial 6.2.17 difiere de la de un campo escalar sujeto a un potencial dependiente del
tiempo en un espaciotiempo estático en las contribuciones rn y sn incluyendo las co-
rrecciones O(n−2), definidas en las Ecs. (6.2.18a)-(6.2.18b), y (6.2.27a)-(6.2.27b), para
cada fijación de gauge, respectivamente.
Para deducir el comportamiento asintótico de estas soluciones vamos a realizar
un estudio análogo al ya realizado en la Sección 4.1.2. Para ello, recordemos que las
soluciones reales a la Ec. 6.2.17 se pueden reexpresar de la forma
f¯n(η) = Ane
ωnΘn(η) + A∗ne
ωnΘ∗n(η), (6.3.1)
donde An es cierto número complejo que está determinado por las condiciones ini-
ciales de f¯n y su derivada. La función Θn se puede elegir satisfactoriamente de manera
que satisfaga las condiciones iniciales Θn(η0) = 0 y Θ˙n(η0) = −i. Estas condiciones
conducen a la siguiente relación con los datos iniciales:
An =
1
2ωn
[ωnf¯n(η0) + i
˙¯fn(η0)]. (6.3.2)
Conviene reescribir Θn como
Θn(η) = −i(η − η0) +
∫ η
η0
Wn(η¯)
ωn
dη¯. (6.3.3)
La función Wn satisface la condición Wn(η0) = 0. Si introducimos todo esto en la
Ec. (6.2.17), deducimos que la ecuación que cumple Wn es
W˙n = iωnrn − sn + (2iωn − rn)Wn −W 2n . (6.3.4)
Al igual que hicimos en la Sección 4.1.2, un análisis asintótico de esta ecuación en el
límite de n grande nos permite concluir que sus soluciones son, como mucho, de or-
den n−1. Si despreciamos aquellas correcciones de orden superior (entre ellas el término
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W 2n), la ecuación resultante es justo (4.1.17), pero con s(η) = l´ımn→∞ sn(η). Teniendo
en cuenta la condición inicial Wn(η0) = 0, las soluciones a esta ecuación están dadas
justamente por la Ec. (4.1.19). Asumiendo que la función s(η) es diferenciable y que su
derivada s˙(η) es integrable en cualquier subintervalo cerrado del intervalo de definición
del tiempo η, podemos comprobar que realmente la solución es del orden de n−1.
Con la vista puesta en un análisis de la dinámica dentro de una cuantización de
tipo Fock, introducimos las siguientes variables de creación y destrucción asociadas a
esta perturbación: (
af¯n
a∗¯
fn
)
=
1√
2ωn
(
ωn i
ωn −i
)(
f¯n
p¯if¯n
)
, (6.3.5)
Puesto que los modos satisfacen ecuaciones de movimiento desacopladas unas de otras,
la dinámica se codifica en una transformación canónica U diagonal por bloques, tal que(
af¯n(η)
a∗¯
fn
(η)
)
= Un(η, η0)
(
af¯n(η0)
a∗¯
fn
(η0)
)
. (6.3.6)
Aquí, η0 es un tiempo inicial dado. Las matrices Un sólo dependen de n, pero no de
los índices ` y m, del mismo modo que ocurría con 6.2.17. Puesto que U es una
transformación real, las matrices Un que la determinan tienen la forma (4.1.22), con
los coeficientes αn(η, η0) y βn(η, η0) dados por
αn(η, η0) =
1
1 + pn(η0)
{
eωnΘn(η)
[
1 +Dn(η)
][
1 +Bn(η0)
]− eωnΘ∗n(η)D∗n(η)B∗n(η0)},
(6.3.7a)
βn(η, η0) =
1
1 + pn(η0)
{
eωnΘn(η)
[
1 +Dn(η)
]
Bn(η0)− eωnΘ∗n(η)D∗n(η)
[
1 +B∗n(η0)
]}
,
(6.3.7b)
donde
Bn =
1
2
(
pn − i qn
ωn
)
, Dn = B
∗
n +
i
2
(1 + pn)
Wn
ωn
. (6.3.8)
Dependiendo de la fijación de gauge, las funciones pn y qn están dadas por la Ec. (6.2.15)
o por (6.2.26).
6.4. Unicidad de la cuantización de perturbaciones en
inflación
En primer lugar, consideramos la representación que está asociada a la elección de
variables de creación y destrucción definidas en la Ec. (6.3.5). Esta representación viene
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determinada por una estructura compleja j0 que satisface
j0
(
af¯n
a∗¯
fn
)
=
(
i 0
0 −i
)(
af¯n
a∗¯
fn
)
, (6.4.1)
que es precisamente la estructura compleja que correspondería de forma natural al
caso de un campo escalar sin masa (véase la Sección 4.2). Es invariante bajo el grupo
de isometrías espaciales SO(4), lo que nos asegura que dicho grupo se implementa
en la teoría cuántica de manera unitaria. Por otro lado, la evolución dinámica del
sistema desde el tiempo de referencia η0 a otro tiempo conforme η viene dada por la
transformación U(η, η0), que admite también una implementación unitaria si y sólo si
sus correspondientes coeficientes de Bogoliubov βn(η, η0) son de cuadrado sumable:∑
n
|βn(η, η0)|2 =
∑
n
gn|βn(η, η0)|2 <∞. (6.4.2)
Hemos utilizado que βn(η, η0) no depende ni del índice ` ni dem, sino sólo del autovalor
del operador de Laplace-Beltrami, etiquetado por el entero n, y la degeneración del
espacio propio correspondiente es gn. En consecuencia, la implementación unitaria de
la dinámica depende del comportamiento asintótico de los coeficientes de Bogoliubov
para n grande. Gracias al análisis asintótico que hicimos en la sección anterior, sabemos,
para cualquiera de los dos gauges considerados, que el coeficiente βn(η, η0) es de orden
n−2, por lo que la secuencia {gn|βn(η, η0)|2} es, efectivamente, sumable (recordemos
que gn = n2). Esto garantiza que la representación que define la estructura compleja j0
admite una implementación unitaria de la dinámica [además de ser invariante bajo el
grupo de simetrías SO(4)].
Equivalencia entre representaciones invariantes SO(4)
Queremos investigar ahora si existen otras estructuras complejas con las misma
propiedades de invariancia y unitariedad de la dinámica que no sean equivalentes a la
definida por j0. Vamos a ver que no. En otras palabras, nuestros criterios de unicidad
(véanse los Capítulos 4 y 5) seleccionan, una vez más, una única familia de repre-
sentaciones, todas relacionadas entre sí de manera unitaria. Para probar esto, debemos
recordar que, según la discusión de la Sección 4.3.1, el espacio de configuración F (y
el de momentos P) de nuestro sistema admite una descomposición en representaciones
irreducibles Fn (Pn) del grupo SO(4), proporcionadas por los modos pertenecientes
a cada uno de los espacios propios del operador de Laplace-Beltrami. Así pues, el es-
pacio de fases Γ se descompone de la forma Γn = Fn ⊕ Pn. Una primera aplicación
del lema de Schur nos permite afirmar que cualquier estructura compleja J : Γ → Γ
que conmuta con todos los elementos de SO(4) es diagonal por bloques, donde cada
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bloque Jn : Γn → Γn es invariante bajo la representación irreducible correspondiente
de SO(4). Cada uno de ellos consta a su vez de cuatro aplicaciones, que conectan Fn
consigo mismo, Fn con Pn, Pn con Fn y Pn consigo. De nuevo, si aplicamos el lema de
Schur a cada una de estas componentes de Jn, vemos que la única posibilidad permi-
tida es que sean proporcionales a la identidad. Concluimos de todo ello que cualquier
estructura compleja J invariante bajo el grupo SO(4) es diagonal por bloques, cada
uno dado por una matriz real Jn de dimensión 2×2 que sólo depende de la etiqueta n,
con la forma genérica
Jn =
(
an bn
cn dn
)
. (6.4.3)
Realizamos a continuación un cambio de coordenadas en el espacio de fases, pasando
de las variables de configuración y momento a las de creación y destrucción. Llamamos j
a la estructura compleja considerada, expresada en las nuevas variables. De nuestra
caracterización de las estructuras complejas invariantes bajo el grupo SO(4), sabemos
que j está relacionada con la estructura compleja asociada al caso sin masa, j0, por
medio de una transformación canónica K también diagonal por bloques Kn, cada uno
de ellos dado por una matriz 2× 2 de la forma
Kn =
(
κn λn
λ∗n κ
∗
n
)
. (6.4.4)
Por tratarse Kn en sí misma de una transformación simpléctica, debe cumplirse que
|κn|2 − |λn|2 = 1.
Nuestro siguiente paso es comprobar que todas las representaciones determinadas
por estructuras complejas invariantes en las que la dinámica admite una implementación
unitaria son unitariamente equivalentes a j0. Debemos recordar que la dinámica se im-
plementa unitariamente en la representación asociada a una estructura simpléctica
j = Kj0K−1 si y solamente si la transformación K−1UK admite una implementación
unitaria respecto de la representación que define j0. La transformación K−1UK se puede
descomponer por bloques
K−1n UnKn =
(
αJn(η, η0) β
J
n (η, η0)[
βJn (η, η0)
]∗ [
αJn(η, η0)
]∗) , (6.4.5)
donde [véanse las Ecs. (4.3.11) y (4.3.12)]
βJn (η, η0) =
(
κ∗n
)2
βn(η, η0)− λ2nβ∗n(η, η0) + 2iκ∗nλn=[αn(η, η0)]. (6.4.6)
La condición de unitariedad equivale a la sumabilidad de la secuencia {gn|βJn (η, η0)|2}
respeto de n, donde gn = n2 es el factor de degeneración. Vamos a ver que, si esta condi-
ción de sumabilidad se cumple, entonces la secuencia {√gnλn} debe ser de cuadrado
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sumable. Pero esta sumabilidad es justo la condición que asegura que la representación
determinada por la estructura compleja j es unitariamente equivalente a la de j0.
Consideremos pues una representación invariante con dinámica unitaria, de manera
que la secuencia formada por nβJn (η, η0) es de cuadrado sumable en un intervalo I de
tiempos alrededor del tiempo inicial η0, donde hemos reemplazado
√
gn por n. En-
tonces, la secuencia de elementos nβJn (η, η0)/(κ
∗
n)
2 lo será también, ya que |κn|2 ≥ 1.
Si excluimos los términos proporcionales a βn(η, η0) que sabemos que son de cuadra-
do sumable y sustituimos el término dominante de αn(η, η0), que se puede deducir a
partir de la Ec. (6.3.7a) después de introducir (4.1.19), (4.1.15) y (6.3.8) (donde debe-
mos recordar que esta última expresión depende de la elección de gauge), llegamos al
resultado de que la secuencia{
nzn sin
[
ωn(η − η0) +
∫ η
η0
s(η¯)
2ωn
dη¯
]}
(6.4.7)
debe ser de cuadrado sumable, con zn = λn/κ∗n. La suma de los cuadrados de los ele-
mentos de esta secuencia proporciona pues una función del tiempo bien definida ∀η ∈ I.
Empleando el teorema de Luzin como vimos en la Sección 4.3 podemos demostrar en-
tonces que las sumas parciales de elementos n|zn| al cuadrado tienen una cota superior.
En consecuencia, {n2|zn|2} es sumable. Con esto y la relación |κn|2−|λn|2 = 1, deduci-
mos que la secuencia de elementos {1/κn} está acotada inferiormente, lo que a su vez
nos permite concluir que la secuencia {nλn} es de cuadrado sumable, como queríamos
probar. En resumen, cualquier representación con un estado de vacío invariante bajo
el grupo SO(4) y que admite una implementación unitaria de la dinámica pertenece
a una única clase de equivalencia de representaciones cuánticas, todas ellas unitaria-
mente equivalentes entre sí. Las modificaciones que aparecen en la dinámica descrita
por las Ecs. (6.2.14) y (6.2.17) con respecto a las ecuaciones de movimiento (4.1.6)
(adecuadamente expandidas en modos) no alteran sustancialmente el límite asintótico
de la dinámica, por lo que se salvaguarda la capacidad de los criterios de invariancia y
evolución unitaria para garantizar la unicidad de la cuantización de Fock.
Unicidad respecto a re-escalados con funciones dependientes del tiempo
Hemos alcanzado una descripción cuántica satisfactoria para la perturbación del
campo escalar en términos de los modos f¯n y los momentos canónicamente conjugados.
La representación se caracteriza por su invariancia bajo el grupo SO(4) y una dinámi-
ca unitaria. En realidad, el par canónico que hemos escogido se ha obtenido después
de realizar un re-escalado del campo apropiado, con una función del espaciotiempo
de fondo dependiente del tiempo. La cuestión que surge ahora es si eligiendo algún
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otro re-escalado de nuestras variables fundamentales con una función dependiente del
tiempo podemos llegar a una cuantización diferente, no equivalente, pero que presente
las mismas propiedades de invariancia y unitariedad. Un re-escalado de las caracterís-
ticas mencionadas se puede completar en una transformación canónica re-escalando
el momento por el inverso de la función variable en el tiempo introducida. Además,
podemos permitir una contribución adicional lineal en el campo y proporcional a otra
función dependiente del tiempo. Esta clase de transformaciones canónicas respetan la
linealidad de sistema y las isometrías espaciales, pero al variar en el tiempo modifican
la dinámica. En esta sección, veremos que nuestros criterios de unicidad restringen
fuertemente la libertad existente inicialmente para llevar a cabo una transformación
así. De hecho, permiten únicamente transformaciones constantes en el tiempo.
Modo a modo, la transformación canónica que vamos a analizar tiene la forma:
f˘n(η) = F (η)f¯n(η), (6.4.8a)
p˘if˘n(η) =
1
F (η)
p¯if¯n(η) +G(η)f¯n(η). (6.4.8b)
Queremos llamar la atención sobre el hecho de que esta transformación lineal depen-
diente del tiempo afecta a todos los modos por igual, lo que nos asegura que se trata
de una transformación canónica local. Además, asumimos (sin pérdida de generalidad)
que las funciones F y G son reales, doblemente diferenciables y tales que F no se anula
en su dominio de definición. Así evitamos alterar la formulación diferencial del modelo
y no introducimos singularidades artificiales. En caso de que F y G sean constantes,
las representaciones asociadas a las variables originales y a las nuevas son equivalentes.
Esto nos permite elegir condiciones iniciales convenientes para dichas funciones. Con-
cretamente, elegimos dichas condiciones de forma tal que, a tiempo inicial η0, el par
canónico original y el transformado coincidan: F (η0) = 1 y G(η0) = 0.
Tomamos ahora las variables de creación y destrucción correspondiente al caso sin
masa [véase la Ec. (6.3.5)] para los pares transformados y sin transformar definidos en
las Ecs. (6.4.8). La evolución de los nuevos pares estará determinada por un conjunto
de matrices U˘n(η, η0) cuyos coeficientes α˘n(η, η0) y β˘n(η, η0) se relacionan con los de
las matrices Un(η, η0) del par original mediante
α˘n(η, η0) = F+(η)αn(η, η0) + F−(η)β∗n(η, η0) +
i
2ωn
G(η)[αn(η, η0) + β
∗
n(η, η0)],
(6.4.9a)
β˘n(η, η0) = F+(η)βn(η, η0) + F−(η)α∗n(η, η0) +
i
2ωn
G(η)[βn(η, η0) + α
∗
n(η, η0)],
(6.4.9b)
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donde 2F± = F ± 1/F . Es posible ver que la transformación dinámica U˘ no admite
una implementación unitaria respecto de la representación de Fock que proporciona j0.
Pero, siguiendo los resultados de la Sección 4.4, es posible ver que ni siquiera existe
una representación invariante SO(4) que admita una implementación unitaria de la
evolución, a menos que la función F sea la identidad y G se anule, esto es, que la
transformación canónica considerada sea trivial. Vamos a ver esto en mayor detalle (la
prueba completa se puede consultar en la sección que hemos mencionado).
Para probarlo, consideremos una estructura compleja invariante j, que se relaciona
con j0 a través de una transformación K. La dinámica asociada a la nueva descripción
de campo del sistema admite una implementación unitaria respecto a j si y sólo si
K−1U˘K lo hace respecto de j0. Esta última transformación es diagonal por bloques, ya
que tanto U˘ como K lo son, y no es difícil comprobar que los coeficientes de su parte
antilineal son
β˘Jn (η, η0) = (κ
∗
n)
2 β˘n(η, η0)− λ2nβ˘∗n(η, η0) + 2iκ∗nλn=[α˘n(η, η0)]. (6.4.10)
Así pues, si asumimos unitariedad de la dinámica, debemos tener que la secuencia
{nβ˘Jn (η, η0)} sea de cuadrado sumable para todo valor de η en el intervalo I.
En particular, como |κn| ≥ 1, la secuencia de elementos β˘Jn (η, η0)/(κ∗n)2 debe tener
un límite nulo cuando n → ∞. Introduciendo los límites asintóticos de αn(η, η0) y
βn(η, η0) en las expresiones (6.4.9), junto con ωn = n+O(n−1), ha de cumplirse que la
secuencia de elementos[
ein(η−η0) − z2ne−in(η−η0)
]
F−(η)− 2izn sin
[
n(η − η0)
]
F+(η) (6.4.11)
tienda a cero para n infinitamente grande. Centremos nuestra discusión en tiempos en
el intervalo I de la forma η = η0 + 2piq/p, con q y p dos enteros adecuados. Si elegimos
además n = kp > 1 (k ∈ N+), conseguimos simplificar la expresión anterior, cuyas
partes real e imaginaria [
1−<(z2kp)]F−(η0 + 2piqp
)
, (6.4.12a)
−=(z2kp)F−(η0 + 2piqp
)
, (6.4.12b)
respectivamente, forman secuencias que deben tender a cero en el límite k →∞ (lo
que equivale a n → ∞) para cada q y p. Pero esto último es sólo posible si se cumple
que F−(η0 + 2piq/p) = 0, ya que el resto de factores de dichas secuencias no pueden
tender a cero simultáneamente en ninguna subsecuenciaM′ de n (véase la Sección 4.4).
Como el conjunto de puntos η0 +2piq/p es denso en el intervalo I, y F (η) es una función
continua, con F (η0) = 1, forzosamente debe ser F (η) = 1 en todo el intervalo temporal.
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Identificando F (η) con la función unidad en (6.4.11), queda claro que zn ha de tender
a cero para n suficientemente grande (según el Apéndice C, la función seno no puede
hacerlo ∀η ∈ I). Del comportamiento asintótico de la secuencia {nβJn (η, η0)/(κ∗n)2}
podemos deducir entonces que los términos
G(η)− 4nzn sin
[
n(η − η0)
]
e−in(η−η0) (6.4.13)
tienen también un límite nulo. Separemos esta secuencia en su parte real e imaginaria.
De esta última podemos deducir que la secuencia {nzn} debe tender a cero (según
el Apéndice C, la función sin
[
n(η − η0)
]
sin
[
n(η − η0) + δn
]
no puede hacerlo para
todo η en I). Con ello, analizando la parte real de (6.4.13), deducimos que dicha
secuencia alcanza un límite nulo para n suficientemente grande si y sólo si la función G
es idénticamente nula. Esto último nos permite afirmar que la transformación (6.4.8)
debe ser la identidad si queremos que U˘ admita una implementación unitaria en una
representación de Fock con un vacío invariante bajo el grupo SO(4).
En resumen, hemos visto que cualquier otro re-escalado dependiente del tiempo
diferente del de Mukhanov, aplicado a la perturbación material, no permite implemen-
tar la dinámica unitariamente. Esto ocurre, por ejemplo, en la descripción de campo
adoptada en la Ref. [42].
6.4.1. Una cuantización equivalente
Cuando introdujimos el re-escalado de Mukhanov de la perturbación material por
medio de la transformación canónica dada en las Ecs. (6.2.10) y (6.2.24) para cada
fijación de gauge, pusimos especial cuidado en redefinir su momento canónicamente
conjugado introduciendo ciertas contribuciones proporcionales a la propia perturbación.
Esto nos permite asegurar que el término cruzado que aparece en el hamiltoniano, y que
está determinado por (6.2.11) o (6.2.25), dependiendo de la fijación de gauge, decrece
suficientemente rápido cuando n→∞. Por supuesto, vamos a ver que es posible realizar
una transformación canónica que elimina por completo dicha contribución, pero será a
costa de cambiar cada modo de forma diferente, por lo que la transformación no será
local. Para mantener la linealidad del sistema, sólo consideraremos transformaciones
del tipo (6.4.8), pero permitiendo que las funciones involucradas dependan ahora de
los modos. En particular, elegiremos, como contrapartida de la función F ,
Fn =
1√
E¯npipi
. (6.4.14)
La transformación correspondiente, válida para ambas fijaciones de gauge, permite
pasar a unas nuevas variables en las que la ecuación de movimiento (6.2.17) no tiene
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contribución de la primera derivada temporal, es decir rn = 0, mientras que sn sigue
estando dada por la Ec. (6.2.18b), salvo correcciones del orden de n−2. Esta transfor-
mación se puede completar, tomando la siguiente contrapartida de la función G:
Gn =
1√
E¯npipi
(
E¯nfpi −
1
2
˙¯Enpipi
E¯npipi
)
. (6.4.15)
Con ello, los nuevos momentos conjugados a la nueva perturbación satisfacen la ecuación
p˘if˘n =
˙˘
fn. De este modo, se consigue eliminar del nuevo hamiltoniano acoplos cruzados
de perturbación material y su momento canónicamente conjugado.
En esta situación, los resultados de unicidad para el caso de un campo escalar con
una masa dependiente del tiempo en la tres-esfera (véanse las Secciones 4.3 y 4.4) se
pueden aplicar de una manera inmediata. De acuerdo con ellos, sólo existe una clase
de equivalencia unitaria de cuantizaciones de Fock para las relaciones canónicas de
conmutación que poseen las propiedades deseadas de invariancia bajo las isometrías
y unitariedad de la dinámica. Partiendo de los operadores asociados a las variables
de configuración y sus momentos, podemos construir las correspondientes variables de
creación y destrucción. Las nuevas variables estarán relacionadas con las antiguas por
medio de una transformación simpléctica K diagonal por bloques Kn. Los coeficientes
que determinan la parte antilineal de esta transformación, y que permiten distinguir si
es unitariamente implementable o no, tienen la forma
λn =
1
2
(
Fn − 1
Fn
)
+
i
2ωn
Gn. (6.4.16)
Si recordamos que E¯npipi = 1 + O(n
−2) y que E¯nfpi decrece asintóticamente como n
−2,
de acuerdo con las Ecs. (6.2.11) y (6.2.25), es fácil darse cuenta de que la secuencia
{nλn} es de cuadrado sumable, para ambas fijaciones de gauge. Por tanto, K admite
una implementación unitaria respecto de la representación asociada a j0 y, como con-
secuencia, la nueva cuantización es unitariamente equivalente a la discutida en las
secciones previas.
6.5. Potenciales de Bardeen
A la hora de estudiar perturbaciones cosmológicas, se suelen emplear cantidades
conocidas como invariantes de gauge para describir la física de forma consistente, in-
dependiente de la identificación del espaciotiempo y su contenido material al permitir
difeomorfismos. En esta sección vamos a construir un par de variables invariantes de
gauge a partir de los potenciales de Bardeen [40], discutiremos su relación con el par
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de variables conjugadas que hemos venido utilizando en este capítulo y compararemos
la cuantización de Fock basada en dichos invariantes con la construida en las secciones
anteriores.
Consideremos una transformación de gauge del tipo xµ 7→ xµ+ξµ, donde ξµ repre-
senta un desplazamiento pequeño del mismo orden que las perturbaciones que estamos
estudiando (por lo que  es el mismo parámetro perturbativo que en la Sección 6.1.2).
El vector covariante correspondiente a ξµ se puede descomponer en armónicos esféricos
como
ξ0 =
√
2piσ2N¯0
∑
n
TnQ˜
n, ξi =
√
2piσ2eα
∑
n
Ln(P˜i)
n, (6.5.1)
donde Tn y Ln son funciones que sólo dependen del tiempo. No hemos incluido contribu-
ciones armónicas genuinamente vectoriales, que están desacopladas dinámicamente y
sólo afectan a las contribuciones vectoriales correspondientes de la métrica [40].
Entendemos que esta transformación no afecta al espaciotiempo de fondo, pero sí
induce un cambio en las distintas contribuciones perturbativas (6.1.6). Si sólo tenemos
en cuenta contribuciones hasta el orden de , entonces
an 7→ an + e−α
(
α˙Tn +
1
3
Ln
)
, (6.5.2a)
bn 7→ bn − 13e−αLn, (6.5.2b)
fn 7→ fn + e−αϕ˙ Tn, (6.5.2c)
gn 7→ gn + e−αT˙n, (6.5.2d)
kn 7→ kn − N¯0e−α
(
ω2nTn + L˙n − α˙Ln
)
. (6.5.2e)
Recordemos que el punto indica derivada respecto al tiempo conforme. Es sencillo
combinar las cantidades anteriores para construir invariantes de gauge hasta el orden
perturbativo mencionado. Dos ejemplos independientes son
Emn =
e−2α
E0
[
−ϕ˙2gn + ϕ˙f˙n + (3α˙ϕ˙+ e2αm2ϕ)fn
]
, (6.5.3a)
vsn =
1
ωn
[
ω2n
ϕ˙
fn +
(
kn
N¯0
− 3b˙n
)]
, (6.5.3b)
donde hemos introducido una función proporcional a la densidad de energía del campo
escalar de fondo
E0 =
1
2
(e−2αϕ˙2 +m2ϕ2). (6.5.4)
Las dos cantidades que hemos definido se corresponden con dos de los escalares in-
variantes de gauge introducidos por Bardeen: la densidad de energía y la velocidad de
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las perturbaciones materiales [40]. Obviamente, cualquier combinación de estas canti-
dades invariantes y las variables de fondo proporciona también un invariante de gauge.
En particular, vamos a definir el par de perturbaciones invariantes
Ψn =
1√
n2 − 4
e5α
piϕ
E0Emn , (6.5.5a)
ΠΨn = −
√
n2 − 4
n2 − 1e
−αpiϕvsn −
e−2α
piϕ
(2piαpiϕ − e6αm2ϕ)Ψn. (6.5.5b)
Es posible ver que estas dos variables satisfacen la relación Ψ˙n = ΠΨn + O(), que se
deduce de
d
dη
(
e3αE0Emn
) ≈ − n2 − 4√
n2 − 1e
−3αpi2ϕv
s
n +O(), (6.5.6)
y que se satisface para cualquier contenido material isótropo [40], como resulta ser
nuestro caso. Además de esta relación, para este tipo de fluidos también tenemos que
1√
n2 − 1e
−4αpi2ϕ
d
dη
(eαvsn) =
(
1− 3e
−4αpi2ϕ
n2 − 4
)
e3αE0Emn +O(). (6.5.7)
De aquí podemos deducir la correspondiente relación entre Π˙Ψn y Ψn, que resulta ser
Π˙Ψn = −
(
n2 − 4− 3e−4α¯pi2ϕ − χ˙− χ2
)
Ψn +O(), (6.5.8)
donde hemos definido
χ = −e
−2α¯
piϕ
(2p¯iα¯piϕ − e6α¯m2ϕ˜). (6.5.9)
Combinando Ψ˙n = ΠΨn con la Ec. (6.5.8), es posible ver que Ψn satisface una ecuación
similar a la de los modos de un campo escalar sujeto a un potencial cuadrático depen-
diente del tiempo,
Ψ¨n +
(
n2 − 4− 3e−4α¯pi2ϕ − χ˙− χ2
)
Ψn = O(). (6.5.10)
Así que podemos construir una cuantización de Fock con un vacío invariante bajo el
grupo de simetrías SO(4) y que admite una implementación unitaria de la dinámica.
Como sabemos, basta con adoptar la representación basada en la elección de variables
de creación y destrucción natural para el campo escalar sin masa (véase la Sección 4.2):(
aΨn
a∗Ψn
)
=
1√
2ωn
(
ωn i
ωn −i
)(
Ψn
ΠΨn
)
, (6.5.11)
con ω2n = n
2− 1.2 Según vimos en la Sección 4.3, esta representación debe ser unitaria-
mente equivalente a cualquier otra cuantización que comparta las mismas propiedades
2Alternativamente, podríamos haber reemplazado ωn por
√
n2 − 4, obteniendo una representación
equivalente.
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de invariancia y unitariedad. Ahora vamos a ver que esta representación y la que pro-
porcionan las variables f¯n y p¯if¯n , para cada gauge, son unitariamente equivalentes,
puesto que la transformación simpléctica que las relaciona en ambos casos admite una
implementación unitaria.
Gauge longitudinal
En el gauge longitudinal, haciendo uso de las variables (6.2.6) y de la transformación
(6.2.10), los invariantes de Bardeen (6.5.3) se pueden escribir como
Emn =
e−5α¯
E0
[
piϕp¯if¯n − e−2α¯
(
2p¯iα¯piϕ − e6α¯m2ϕ˜
)
f¯n
]
+O(2), (6.5.12a)
vsn =
√
n2 − 1 e
α¯
piϕ
f¯n +O(
2). (6.5.12b)
Utilizando estas relaciones y las Ecs. (6.5.5) llegamos a
Ψn =
1√
n2 − 4
(
p¯if¯n + χf¯n
)
+O(2), (6.5.13a)
ΠΨn =
χ√
n2 − 4(p¯if¯n + χf¯n)−
√
n2 − 4f¯n +O(2), (6.5.13b)
donde χ está definida en la Ec. (6.5.9). Utilizando estas relaciones, es posible ver que
Ψn y ΠΨn son realmente variables canónicamente conjugadas en el espacio de fases del
sistema reducido (incluyendo los grados de libertad homogéneos).
Ahora bien, la transformación canónica que relaciona (f¯n, p¯if¯n) con (Ψn,ΠΨn) es más
general que la considerada en la Sección 6.4.1, ya que las nuevas coordenadas contienen
contribuciones del momento original. Sin embargo, la transformación es lineal y preserva
las etiquetas n, `, y m, por lo que el simplectomorfismo K que conecta las dos bases
de variables de creación y destrucción es diagonal por bloques, con cada bloque Kn
del tipo (6.4.4). La parte antilineal de esta transformación está caracterizada por los
coeficientes
λn =
i
2
χ2 + 3√
n2 − 1√n2 − 4 . (6.5.14)
Por tanto, la transformación se puede implementar a través de un operador unitario
en la teoría cuántica, ya que la secuencia de elementos nλn (donde hemos sustituido
la degeneración de los espacios propios del operador de Laplace-Beltrami gn = n2) es
ciertamente de cuadrado sumable para todo tiempo η, siempre que piϕ no se anule, lo
que asegura que χ esté bien definida. En resumen, hemos visto que la perturbación
se puede describir cuánticamente en términos de las variables invariantes de gauge
(Ψn,ΠΨn), y que dicha descripción es físicamente equivalente a la descripción cuántica
de partida, unívocamente seleccionada al aplicar los criterios de invariancia bajo las
simetrías y unitariedad de la dinámica.
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Fijación de gauge alternatia
Para el otro gauge estudiado, en el que la métrica espacial es homogénea e isótropa,
las variables que resultan de la transformación (6.2.24) permiten reescribir los poten-
ciales de Bardeen (6.5.3) de la forma
Emn =
e−5α¯
E0
[
piϕp¯if¯n − e−2α¯
(
2p¯iα¯piϕ − e6α¯m2ϕ¯− 3
pi3ϕ
p¯iα¯
)
f¯n
]
+O(2), (6.5.15a)
vsn = −3
√
n2 − 1
n2 − 4
e−α¯
p¯iα¯
[
piϕp¯if¯n − e−2α¯
(
2p¯iα¯piϕ − e6α¯m2ϕ¯− 3
pi3ϕ
p¯iα¯
)
f¯n
]
+
√
n2 − 1 e
α¯
piϕ
f¯n +O(
2). (6.5.15b)
De nuevo, utilizando estas relaciones y las Ecs. (6.5.5), llegamos a una expresión equi-
valente a (6.5.13), pero sustituyendo la función χ en (6.5.9) por
χ¯ =
e−2α¯
piϕ
(
3
pi3ϕ
p¯iα¯
− 2p¯iα¯piϕ + e6α¯m2ϕ¯
)
. (6.5.16)
Al igual que antes, las variables Ψn y ΠΨn son canónicamente conjugadas en el espa-
cio de fases del sistema reducido. La transformación K que relaciona la variables de
creación y destrucción de (f¯n, p¯if¯n) con (Ψn,ΠΨn) es de nuevo diagonal por bloques,
con una parte antilineal caracterizada por coeficientes del tipo (6.5.14), pero de nuevo
sustituyendo la función χ por χ¯. Por tanto, siempre que piϕ y p¯iα¯ no se anulen, la im-
plementabilidad unitaria de la transformación K está garantizada para todo tiempo η
en I.
En conclusión, hemos visto que la cuantización que proporcionan Ψn y ΠΨn es
también unitariamente equivalente a la de f¯n y p¯if¯n para la fijación de gauge alternativa,
dotando de robustez a nuestros resultados.
6.6. Discusión y conclusiones
El análisis que hemos presentado en este capítulo es claramente un ejemplo en el
que los criterios de unicidad estudiados en los Capítulos 4 y 5 pueden aplicarse satis-
factoriamente. En este caso, hemos visto que incluso para un campo escalar con ciertas
correcciones adicionales en su ecuación de movimiento, que presentan no obstante un
comportamiento asintótico adecuado, se puede llegar a una descripción cuántica úni-
ca. En particular, hemos estudiado la cuantización de las perturbaciones de un campo
escalar con masa acoplado al campo gravitacional en un modelo de FLRW. Hemos
considerado un escenario con secciones espaciales compactas con la topología de una
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tres-esfera, lo que asegura la ausencia de divergencias infrarrojas. Debido a la existencia
de ciertas ligaduras, hemos eliminado algunos grados de libertad locales a través de dos
fijaciones de gauge diferentes: un gauge longitudinal, en el que el vector desplazamiento
es idénticamente nulo y en el que la métrica espacial es conforme a la de la tres-esfera,
y otro gauge en el que esta tres-métrica es homogénea e isótropa (igual que en FLRW).
Después de estas fijaciones de gauge, los grados de libertad dinámicos resultantes se
identifican con los de la perturbación del campo material.
Los resultados de unicidad de los Capítulos 4 y 5 (véanse las Refs. [113115, 139])
pueden ser aplicados y extendidos a los sistemas reducidos obtenidos con cada una
de estas fijaciones de gauge. Las modificaciones en las ecuaciones de campo asociadas
con términos disipativos y las correcciones en el potencial dependiente del tiempo, así
como las contribuciones presentes en la relación del momento con la derivada temporal
del campo, son en todos los casos del orden de n−2 o menores. Estas contribuciones
preservan el buen comportamiento ultravioleta de la dinámica del sistema, introducien-
do correcciones también O(n−2), precisamente el orden que se desprecia en nuestras
demostraciones sobre la unicidad en la cuantización de Fock del sistema, tanto para la
elección de representación como para la selección de un par canónico.
En dicha cuantización, los grados de libertad homogéneos han sido tratados clási-
camente, despreciando efectos cuánticos que puedan surgir de sus fluctuaciones. Uno
esperaría que esta aproximación estuviera justificada lejos del régimen de Planck. Gra-
cias al tratamiento perturbativo empleado, las inhomogeneidades están representadas
por campos escalares lineales que admiten una cuantización de Fock estándar. Hemos
restringido nuestro estudio a estructuras complejas que comparten la simetría SO(4)
del espaciotiempo de fondo (lo que conduce a una descripción cuántica con un esta-
do de vacío invariante bajo esas simetrías) y con una implementación unitaria de la
dinámica. Estas dos propiedades son suficientes para seleccionar una clase de equivalen-
cia unitaria de representaciones para una elección de las variables de campo adecuada.
Un representante de esta clase es la cuantización construida a partir de la estructura
compleja que uno adoptaría de forma natural en el caso de un campo escalar sin masa
en la tres-esfera.
Más aún, si uno explora otro tipo de descripciones de campo con pares canóni-
cos alternativos, construidos a partir de los primeros bajo un re-escalado del campo
puramente dependiente del tiempo y completado en una transformación canónica, no
es posible encontrar una representación de Fock que satisfaga ambos requerimientos
simultáneamente. La elección correcta de las variables de campo se ha implementado
en la Sección 6.2 como una transformación canónica en el espacio de fases completo
del sistema, incluyendo los grados de libertad homogéneos. Posteriormente, hemos con-
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siderado transformaciones canónicas lineales más generales que modifican cada modo
independientemente, lo que permite una reformulación tal que la ecuación de campo
resultante es justamente la de un campo escalar sujeto a un potencial cuadrático de-
pendiente del tiempo en la tres-esfera, sin correcciones subdominantes de por medio,
para la que los criterios de unicidad del Capítulo 4 son aplicables directamente. De este
modo hemos alcanzado dos descripciones cuánticas de tipo Fock nuevas para las pertur-
baciones. Una de estas formulaciones está construida a partir de cantidades invariantes
de gauge: las perturbaciones materiales asociadas a la densidad de energía y la veloci-
dad introducidas por Bardeen [40]. En particular, nuestro análisis nos ha conducido a
una descripción en la que ambos forman un par canónicamente conjugado. También
conviene mencionar que las variables que hemos introducido difieren de las utilizadas
en otros trabajos que han aparecido en la literatura [140,141]. Además, hemos probado
que las dos nuevas descripciones cuánticas son unitariamente equivalentes a la utilizada
inicialmente para describir las perturbaciones del campo material tras una fijación de
gauge.
Es importante resaltar que nuestro punto de partida son las perturbaciones del cam-
po material, y que sólo para este campo es natural considerar re-escalados dependientes
del tiempo que absorben parte de la variación temporal del fondo, a la vez que respetan
la localidad y la linealidad del sistema. Las transformaciones canónicas definidas modo
a modo, en general, no son locales. De esta forma, empezando con el campo escalar
masivo, podemos seleccionar un único re-escalado y escoger un par canónico privilegia-
do imponiendo nuestros criterios de invariancia y dinámica unitaria. Para las reglas de
conmutación canónicas correspondientes, los mismos criterios proporcionan una única
representación de Fock preferida. Y, a partir de esta cuantización única, una trans-
formación unitaria nos ha conducido a una cuantización alternativa, adaptada a un
par de invariantes de gauge dados por potenciales de Bardeen. La consistencia en la
aplicación de nuestros criterios para seleccionar la teoría cuántica resulta total, porque
hemos mostrado además que la cuantización de Fock determinada de esta manera es
precisamente la única que implementa la evolución de esos invariantes de gauge de
forma unitaria, a la vez que respeta la simetría SO(4). También destacamos que lo
que nos permite escoger exactamente este par canónico de potenciales de Bardeen y
no otro cualquiera es que hayamos empezado nuestra línea argumental a partir de la
cuantización del campo escalar masivo.
La robustez que estos resultados arrojan a la hora de cuantizar perturbaciones
cosmológicas es notable. Nos sirven de motivación para la descripción cuántica que
vamos a realizar en el próximo capítulo. Allí vamos a presentar una cuantización de un
universo inflacionario con inhomogeneidades en el contexto de la cosmología cuántica
de lazos, combinando una cuantización polimérica de los grados de libertad homogéneos
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(véanse los Capítulos 1, 2 y 3) con la descripción de tipo Fock de sus perturbaciones
que hemos construido en el presente capítulo. A este formalismo se lo conoce como
cuantización híbrida. Con este procedimiento, vamos a proporcionar una descripción
cuántica completa del modelo dentro del programa de cuantización de Dirac [5].
Capítulo 7
Cuantización de un universo
inflacionario en cosmología cuántica
de lazos
Hemos visto que se puede alcanzar una cuantización de las inhomogeneidades sobre
un fondo clásico de tipo FLRW en la que tanto la elección de variables canónicas para
los modos del modelo como la representación cuántica de las relaciones canónicas de
conmutación asociadas están determinadas de forma única. Una descripción de estas
características es aproximadamente válida siempre que se puedan ignorar los efectos
cuánticos sobre el espaciotiempo de fondo. En caso contrario, uno debe enfrentarse a
dos problemas: i) proporcionar una descripción del espaciotiempo de fondo más funda-
mental de la que se pueda deducir de una teoría semiclásica, y ii) tener en cuenta la
interacción de las inhomogeneidades (cuánticas) con el espaciotiempo de fondo fuera
del régimen semiclásico. Una respuesta a la primera cuestión se puede proporcionar
recurriendo a la cosmología cuántica de lazos. Sabemos que para el caso de un cam-
po escalar sin masa existen resultados satisfactorios [25, 26, 44], o incluso para otros
contenidos materiales [4951], por lo que parece razonable aplicar una cuantización de
estas características también a un espaciotiempo de FLRW acoplado a un campo es-
calar con masa. El caso de las inhomogeneidades es algo más sutil, dado que carecemos
de una descripción cuántica polimérica desarrollada plenamente. Además, esperamos
que exista un régimen en el que los efectos de geometría cuántica debidos genuina-
mente a la gravedad de lazos no sean demasiado importantes en las inhomogeneidades,
y que la descripción de Fock sea suficientemente correcta para analizar su posible
comportamiento cuántico, por lo que parece una buena aproximación partir de dicha
descripción. Para abordarla, contamos con los resultados de unicidad que explicamos en
los Caps. 4 y 5, y que fueron adaptados a este modelo en concreto en el Capítulo 6, que
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dotan de gran robustez al procedimiento de cuantización. Para poder combinar ade-
cuadamente la cuantización de lazos de los grados de libertad homogéneos con la de
Fock para las inhomogeneidades, haremos un tratamiento del sistema como un campo
cuántico que se propaga en un espaciotiempo también cuántico [142], y que fue aplicado
en el presente contexto por primera vez a una cosmología de Gowdy en el tres-toro [89].
Esta propuesta inicial derivó en una cuantización completa de ese tipo de escenarios,
que básicamente se reducen a un campo escalar en un espaciotiempo de Bianchi I, tanto
en vacío [143, 144] como con un contenido material consistente en otro campo escalar,
sin masa y mínimamente acoplado [145] (en este último caso, las inhomogeneidades,
tanto geométricas como materiales, resultan estar codificadas en dos campos escalares
formalmente idénticos). Nosotros vamos a aplicar un procedimiento similar, adaptado
a una cosmología inflacionaria inhomogénea como la que proporciona un campo escalar
con masa en un espaciotiempo de FLRW cerrado y con pequeñas inhomogeneidades
que se propagan en él. En primer lugar, en la Sección 7.1 proponemos una prescrip-
ción para la cuantización del sistema puramente homogéneo dentro de la cosmología
cuántica de lazos adaptando la presentada en el Capítulo 2 a un universo de FLRW
con curvatura positiva. En la Sección 7.1.1 empezaremos con la descripción clásica del
modelo. Estableceremos una cuantización del mismo en la Sección 7.1.2, en la que la
singularidad clásica se elimina y las soluciones a la ligadura hamiltoniana pueden ca-
racterizarse completamente, con lo que es posible construir el espacio de Hilbert físico
del sistema a partir de ellas. Después, introduciremos inhomogeneidades siguiendo los
argumentos estudiados en el Capítulo 6, es decir, haremos uso de la teoría de pertur-
baciones cosmológicas, y centraremos la discusión en inhomogeneidades de naturaleza
escalar. Aplicaremos dos fijaciones de gauge diferentes, junto con una transformación
canónica en la que la perturbación es re-escalada por el factor de escala que caracteriza
al modelo homogéneo, recuperando dos descripciones del modelo similares. El sistema
reducido consiste en un espaciotiempo de FLRW acoplado a un campo escalar masivo
con inhomogeneidades descritas por una teoría de campos. Debemos recordar que, en
el estudio presentado en el Capítulo 6, hicimos uso de unas variables homogéneas auxi-
liares asociadas al factor de escala y al campo escalar (y sus variables conjugadas), que
deben ser convenientemente identificadas con las variables empleadas en la Sección 7.1
(véase la Sección 7.2.1 para más detalles). En la Sección 7.2.2, propondremos una pres-
cripción para la cuantización del sistema combinando una cuantización polimérica no
estándar para los grados de libertad geométricos de las soluciones homogéneas con
una cuantización convencional para el resto de grados de libertad. Las propiedades de
la ligadura hamiltoniana resultante, para cada fijación de gauge, serán estudiadas en
la Sección 7.2.3. Finalmente, en la Sección 7.2.4 caracterizaremos las soluciones a la
ligadura y construiremos el espacio de Hilbert físico a partir de ellas. Las conclusiones
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obtenidas, junto con una discusión general, se pueden encontrar en la Sección 7.3.
7.1. Modelo homogéneo en cosmología cuántica de la-
zos
Vamos a considerar primero un campo escalar con masa mínimamente acoplado y
homogéneo que se propaga en un espaciotiempo de FLRW con secciones espaciales cuya
topología es la de una tres-esfera. Empezaremos con una descripción clásica, a partir
de la cual construiremos el modelo cuántico, en el que especificaremos las soluciones al
operador ligadura. Con ellas (y un producto escalar adecuado) obtendremos el espacio
de Hilbert físico. En cuanto a los aspectos técnicos relacionados con la cuantización de
la geometría, seguiremos principalmente el procedimiento propuesto en la Ref. [45].
7.1.1. Descripción clásica
El escenario homogéneo e isótropo consiste en un campo escalar con masa en un
espaciotiempo de FLRW cerrado. Éste admite una foliación en secciones espaciales,
isomorfas a tres-esferas. Sobre ellas, tomamos como estructuras fiduciales (una tría-
da 0eai para) la métrica estándar de radio unidad, Ω¯ab, y una celda de volumen fiducial
l30 = 2pi
2. Los grados de libertad sin tener en cuenta las ligaduras corresponden, en la
parte material, al campo escalar con masa φ y su momento pφ canónicamente conjuga-
do, mientras que la parte geométrica está descrita por la conexión de Ashtekar-Barbero
Aia = cl
−1
0
0eia y la tríada densitizada E
a
i = pl
−2
0
√
Ω¯ 0eai , donde i es el índice interno y a
el espacial, y ambos toman los valores 1, 2 y 3. La estructura simpléctica (1.1.8) nos
proporciona los corchetes de Poisson {c, p} = 8piGγ/3, donde G y γ son la constante
de Newton y el parámetro de Immirzi, respectivamente (véase la Sección (1.1.2) para
detalles adicionales).
Debido a la homogeneidad y a la isotropía, y a la elección de variables que hemos rea-
lizado, la única ligadura que no se anula idénticamente es la ligadura escalar
H(N) = N0C0/(16piG), donde
C0 = −
6
√
p
γ2
[(c− l0)2 + γ2l20] +
8piG
|p|3/2
(
p2φ + |p|3m˜2φ2
)
. (7.1.1)
7.1.2. Cuantización polimérica
La cuantización que vamos a aplicar al sistema homogéneo es esencialmente la mis-
ma que ya explicamos en los Capítulos 1 y 2. Resumidamente, vamos a adoptar una
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representación de Schrödinger estándar para el campo escalar 1.2.1, cuyo espacio de
Hilbert cinemático es Hmatkin = L2(R, dφ), mientras que para la geometría empleare-
mos una cuantización polimérica 1.2.2. Es decir, las variables básicas serán flujos de
tríadas densitizadas a través de superficies cuadradas encerradas por cuatro aristas
geodésicas que básicamente se reducen a p, y holonomías de la conexión a lo largo
de curvas integrales de las tríadas fiduciales, de longitud fiducial µl0. La parte gravi-
tacional del espacio de Hilbert cinemático es Hgravkin = L2(RBohr, dµBohr) donde RBohr es
la compactificación de Bohr de la recta real, y dµBohr es la medida de Haar natural
asociada. El espacio de Hilbert cinemático será el producto tensorial Hmatkin ⊗Hgravkin .
El siguiente paso en el programa de cuantización es identificar la parte gravitacional
de la ligadura con un operador cuántico definido en el espacio de Hilbert cinemático.
Para ello, seguiremos esencialmente el procedimiento de la Ref. [45]. Esta contribución
debe ser escrita primero en términos de flujos de las tríadas densitizadas y holonomías
de la conexión Aia. Esto permite regularizar el operador curvatura asociado a las cone-
xiones su(2). Una prescripción apropiada consiste en tomar un circuito cuadrado de
holonomías construido a partir de cuatro curvas integrales a lo largo de campos vec-
toriales invariantes por la izquierda y por la derecha alternados estos dos tipos de
campos vectoriales conmutan y que estén bien adaptados a las estructuras fiduciales.
Después de esto, el operador curvatura es reemplazado, esencialmente, por un cuadra-
do de holonomías que encierra un área no nula ∆, cuyo valor está determinado por
el espectro infrarrojo del operador área en gravedad cuántica de lazos [24, 55] en el
límite ∆→ 0 recuperaríamos el operador curvatura local. Al igual que en la Ref. [45],
vamos a adoptar el esquema de dinámica mejorada: µ¯ =
√
∆/p. Ya explicamos en
el Capítulo 1 que esta elección tiene un límite semiclásico aceptable desde un punto
de vista físico. Recordemos también que, en la representación triádica, una base de
estados normalizables en Hgravkin está dada por |v〉 (con v ∈ R), y donde la acción de
los elementos de matriz de las holonomías es Nˆµ¯|v〉 = |v + 1〉, y la de los flujos es
pˆ|v〉 = sign(v)(2piγG~√∆|v|)2/3|v〉.
Aunque hemos adoptado los principales aspectos de la prescripción presentada en
la Ref. [45] para la cuantización de un espaciotiempo de FLRW cerrado, la prescripción
final que vamos a considerar en esta tesis para la ligadura hamiltoniana cuántica seguirá
las pautas de la presentada en el Capítulo 2. En concreto, nuestra propuesta es
Cˆ0 =
[̂
1
V
]1/2[
8piG
(
pˆ2φ + m˜
2Vˆ 2φˆ2
)− 6
γ2
{
Ω̂2 + (1 + γ2)l20Vˆ
4/3 − Vˆ
2
∆
sin2(ˆ¯µl0)
}][̂
1
V
]1/2
.
(7.1.2)
Recordemos que [̂1/V ] es el operador inverso del volumen definido a través de las
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Ecs. (1.2.12) y (1.2.14), y donde
Ω̂ =
1
4i
√
∆
Vˆ 1/2
[
ŝgn(v)
(
e−i
ˆ¯µl0
2 Nˆ2µ¯e−i
ˆ¯µl0
2 − ei ˆ¯µl02 Nˆ−2µ¯ei
ˆ¯µl0
2
)
(7.1.3)
+
(
e−i
ˆ¯µl0
2 Nˆ2µ¯e−i
ˆ¯µl0
2 − ei ˆ¯µl02 Nˆ−2µ¯ei
ˆ¯µl0
2
)
ŝgn(v)
]
Vˆ 1/2.
Para no recargar la notación, de ahora en adelante debemos asumir que los operadores
de la parte geométrica y material actúan únicamente en sus respectivos espacios de
Hilbert cinemáticos.1
Propiedades de la ligadura hamiltoniana
El operador ligadura hamiltoniana definida en (7.1.2) comparte muchas propiedades
con el estudiado en el Capítulo 2. En primer lugar Cˆ0 aniquila al estado |v = 0〉 debido
a las potencias repartidas a derecha e izquierda del operador inverso del volumen, y
además deja el complemento ortogonal de ese estado invariante. Gracias a ello podemos
desacoplar dicho estado, eliminando el análogo cuántico a la singularidad clásica de
nuestra teoría, y restringir así nuestro análisis al complemento ortogonal de |v = 0〉,
que designaremos por H˜gravkin , y que es donde estará contenida la información relevante
de las soluciones no triviales a la ligadura.
El operador Ω̂2 es el único operador geométrico no diagonal presente en la ligadura
al actuar en H˜gravkin . Su actuación en un estado |v〉 ∈ H˜gravkin es
Ω̂2 = −F+(v + 2)F ∗−(v + 2)|v + 4〉 − F−(v − 2)F ∗+(v − 2)|v − 4〉 (7.1.4)
+ (|F+(v)|2 + |F−(v)|2)|v〉,
donde hemos introducido la notación
F±(v) =
piγl2Pl
2
|v ± 2|1/2|v|1/2 [sgn(v ± 2) + sgn(v)] exp {∓i[µ¯(v) + µ¯(v ± 2)]l0/2} ,
(7.1.5)
con µ¯(v) =
√
∆/(2piγl2Pl
√
∆v)1/3. A simple vista podemos deducir que el operador
Ω̂2 sólo relaciona estados con soporte en puntos discretos separados por un paso de
cuatro unidades constante en la etiqueta v. Además los productos F+(v + 2)F ∗−(v + 2)
y F−(v− 2)F ∗+(v− 2), al tener en cuenta la definición (7.1.5), se anulan si v ∈ [−4, 0) y
v ∈ (0, 4], respectivamente. Esto nos permite afirmar que diferentes orientaciones de la
tríada nunca estarán relacionadas bajo la acción de Ω̂2. En conclusión, este operador
sólo relaciona estados con soporte en semirredes de paso cuatro en la etiqueta v, es
1En los Capítulos 1, 2 y 3, definimos el producto de operadores geométricos y materiales como el
producto tensorial, y usamos una notación explícita que aquí obviaremos.
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decir, con v en L±ε = {±(ε + 4n), n ∈ N} donde ε ∈ (0, 4] es el mismo parámetro
continuo introducido en la Sección (1.2.3), proporcional al volumen mínimo permitido
por la discretización de la geometría. Estos subespacios son preservados por todos los
operadores de relevancia física en nuestra teoría, así que podemos interpretar que esos
sectores son superseleccionados. De ahora en adelante los denotaremos por Hε±. Sin
pérdida de generalidad, vamos a restringir nuestro estudio a Hε+.
Para facilitar la comparación de nuestra prescripción para cuantizar la parte gravi-
tacional de la ligadura con la utilizada en la Ref. [45], vamos a introducir una trans-
formación unitaria Uˆ = eil0hˆ(v) en Hε+, donde hˆ(v) está dada por la Ec. (E.4) del
Apéndice E. Esta transformación unitaria permite pasar de Ω̂2 a
Ω̂2sMMO = UˆΩ̂
2Uˆ−1, (7.1.6)
donde Ω̂sMMO es
Ω̂sMMO =
1
4i
√
∆
Vˆ 1/2
[
ŝgn(v)
(Nˆ2µ¯ − Nˆ−2µ¯)+ (Nˆ2µ¯ − Nˆ−2µ¯)ŝgn(v)]Vˆ 1/2, (7.1.7)
y se corresponde, salvo un factor de proporcionalidad, con el operador ΘˆsMMO definido
en la Sección 3.1.4, asociado a un modelo de FLRW plano.
La contribución geométrica al operador ligadura hamiltoniana está dada por
Cˆgrav = −8piG~2
[̂
1
V
]1/2
Θ̂
[̂
1
V
]1/2
. (7.1.8)
con
Θ̂ = ΘˆsMMO +
3
4piGγ2~2
{
(1 + γ2)l20Vˆ
4/3 − Vˆ
2
∆
sin2 ˆ¯µl0
}
. (7.1.9)
En cuanto a la descomposición espectral de Θ̂, aunque no hemos realizado un estudio
detallado, sí es de esperar que obtengamos resultados similares a los de las Refs. [45,46]
respecto a la autoadjunción y al análisis de su espectro. Allí se vio que la parte gravi-
tacional de la ligadura es un operador esencialmente autoadjunto, con un espectro
discreto que no incluye autovalores nulos y contenido en un semieje de la recta real.
Además, cada autoespacio es en general bidimensional, siempre que se restrinja el ope-
rador correspondiente a un sector de superselección con soporte en redes, aunque esta
degeneración desaparece al restringirlo al sector excepcional ε = 2, que es justamente
el subespacio con soporte en una semirred, para el que los espacios propios son unidi-
mensionales. Esta ausencia de degeneración es justo lo que cabe esperar para nuestra
prescripción, puesto que todos sus sectores de superselección tienen soporte en semirre-
des. En conclusión, resulta natural suponer (en analogía con [45]) que la restricción de
Θ̂ a Hε+ es un operador esencialmente autoadjunto, definido positivo y con un espectro
discreto no degenerado de autovalores estrictamente positivos.
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Soluciones a la ligadura y espacio de Hilbert físico
Por conveniencia, vamos a cambiar la densitización del operador Cˆ0. Si (ψ| es
cualquier solución de Cˆ0 (aquellas funciones aniquiladas por el adjunto de la ligadura),
es esperable que estén bien definidas en el dual de un subespacio denso en el espacio
de Hilbert Hmatkin ⊗Hε+. Allí, la biyección (ψ˜| = (ψ|[̂1/V ]
1/2
relaciona las soluciones de
Cˆ0 con las de su versión densitizada
Cˆ0 = 8piG
(− ~2Θ̂ + pˆ2φ + m˜2Vˆ 2φˆ2). (7.1.10)
Las soluciones de ésta se pueden escribir de forma general como
(Ψ| =
∑
v∈L+ε
∫
R
dφ Ψ(v, φ)〈v| ⊗ (φ|, (7.1.11)
donde los coeficientes Ψ(v, φ) = (Ψ|[|v〉 ⊗ |φ)] satisfacen la ecuación
f(v + 2)Ψ(v + 4, φ) + f(v − 2)Ψ(v − 4, φ) + ∂2φΨ(v, φ) (7.1.12)
=
[
fo(v) + 3piGv
2
{
(1 + γ2)l20
(
∆
Sγv
)2/3
− sin2
[
∆1/3l0
(Sγv)1/3
]}
+ ∆S2γ~−2m˜2v2
]
Ψ(v, φ).
Aquí, Sγ = 2piγl2Pl, y las funciones f(v) y f0(v) son los coeficientes del operador ΘˆsMMO
definidos en las Ecs. (3.1.16). Debido a que f(v − 2) se anula si v ∈ (0, 4], basta con
conocer la solución evaluada en la sección de volumen mínimo Ψ(ε, φ) para determinar
la solución en cualquier otra sección de volumen v = ε+ 4n. En este sentido, podemos
interpretar la Ec. (7.1.12) como una ecuación de evolución en el parámetro discreto v.
Nos falta aún dotar a las soluciones con una estructura de espacio de Hilbert. Gracias
a que éstas están determinadas a partir de sus datos iniciales en la sección de volumen
mínimo, podemos identificar las soluciones con dichos datos. El espacio vectorial que
definen esos datos se puede completar con un producto interno adecuado, siguiendo
los resultados de las Refs. [146, 147] (una aplicación ilustrativa de éstos se puede en-
contrar, por ejemplo, en la Ref. [148]). Basta con determinar un conjunto completo de
observables definidos en el espacio funcional de datos iniciales y exigirles condiciones
de realidad (autoadjunción). Estas condiciones seleccionan la medida de integración de
forma esencialmente única, fijando el producto interno. Es sencillo comprobar que el
par de operadores introducidos en la Sección (1.2.1), que son justamente φˆ y pˆφ, son
esencialmente autoadjuntos en L2(R, dφ) respecto de la medida de Lebesgue dφ con
la que está naturalmente equipada la recta real. Podemos así identificar el espacio de
Hilbert físico para los datos iniciales con
Hphys = L2(R, dφ). (7.1.13)
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Este procedimiento es equivalente al utilizado en las Secciones (2.3) y (1.2.4). Pero
dadas las particularidades del modelo en consideración, resulta más sencillo aplicar
este último método para proporcionar el espacio de Hilbert físico. Además, hemos
alcanzado ya un nivel de completitud razonable en esta tesis por el hecho de haber
incluido diferentes procedimientos para determinar las soluciones físicas de un sistema
cuántico.
7.2. Cuantización con inhomogeneidades: cuantización
híbrida
Una vez que hemos cuantizado por completo un escenario esencialmente homogéneo
e isótropo, pasamos a introducir inhomogeneidades de naturaleza escalar siguiendo
básicamente los pasos de las Secciones 6.1 y 6.2. Allí vimos, una vez asumido que éstas se
pueden incluir como perturbaciones, que el sistema resultante está determinado por un
universo de FLRW con un campo escalar masivo homogéneo y mínimamente acoplado
junto con contribuciones cuadráticas en las perturbaciones, descritas por tres variables
dinámicas de tipo campo (y sus momentos canónicamente conjugados). El modelo,
determinado por su hamiltoniano (6.1.7), presenta tres ligaduras: una ligadura escalar
compuesta por una parte homogénea (6.1.3) y otra cuadrática en las inhomogeneidades
(6.1.8) asociada al multiplicador de Lagrange N0 (función lapso homogénea), otra liga-
dura escalar lineal en las perturbaciones (6.1.9) y cuyo multiplicador se identificó con la
perturbación del lapso cuyos modos se correspondían con gn, y finalmente una ligadura
de difeomorfismos naturalmente asociada al vector desplazamiento 6.1.10 y cuyos mo-
dos se identificaron con kn. Los grados de libertad constreñidos por las ligaduras (6.1.9)
y (6.1.10) se pueden tratar por medio de un procedimiento de fijación de gauge. En
la Sección 6.2 propusimos dos fijaciones diferentes, la primera comúnmente conocida
como gauge longitudinal y que se introdujo en la Sección 6.2.1, y la segunda es un
gauge en el que la métrica espacial es homogénea y cuyos detalles se explicaron en la
Sección 6.2.2. Además, en ambos casos introdujimos una transformación canónica en el
sistema resultante tras la fijación de gauge, con el ánimo de adaptar la teoría de campos
a los criterios de unicidad del Capítulo 4, para alcanzar así una descripción cuántica
consistente y privilegiada de las perturbaciones, como se demostró en la Sección 6.4. En
la presente sección vamos a proporcionar una cuantización completa de este escenario
inflacionario con pequeñas inhomogeneidades.
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7.2.1. Variables de Ashtekar-Barbero
Las variables homogéneas introducidas por conveniencia en la Sección 6.1.1 deben
ser identificadas con las de la Sección 7.1, ya que son estas últimas las que están
bien adaptadas a una cuantización polimérica. En particular, debemos reescribir las
variables {α¯, p¯iα} = 1 en términos del par canónico {c, p} = 8piGγ/3. De manera
directa, podemos deducir la relación entre α¯ y p a través de la métrica espacial hab.
Ambas cantidades están relacionadas mediante |p| = l20σ2e2α¯ al orden perturbativo
correspondiente. Además, uno puede ver que c debe ser una función lineal de p¯iα.
Teniendo en cuenta esto, y que tras el cambio de variables se debe de recuperar la
Ec. (7.1.1) para la ligadura hamiltoniana homogénea, un cálculo sencillo da
c = l0(1− γe−2α¯p¯iα), |p| = l20σ2e2α¯, (7.2.1)
o equivalentemente
p¯iα = −p(c− l0)
γl30σ
2
, e2α¯ =
|p|
l20σ
2
. (7.2.2)
Junto con esta relación, debemos recordar que la función lapso es N0 = σN¯0. En cuanto
al campo material, una sencilla comprobación permite concluir que
ϕ¯ = l
3/2
0 σφ, p¯iϕ =
pφ
l
3/2
0 σ
. (7.2.3)
Recordamos que m = σm˜. Por último, llamaremos N0C0 y N0C˜n2 , respectivamente, a
N¯0H0 y N¯0H˜n|2 expresadas en términos de estas nuevas variables φ, pφ, p y c del sector
homogéneo y, además, multiplicadas por un factor 16piG = 12l30σ
2 para adoptar los
convenios usuales en cosmología cuántica de lazos.
7.2.2. Prescripción cuántica
Para promover el sistema clásico a un modelo cuántico, conviene establecer primero
un marco auxiliar o cinemático en el que definir los operadores que representan las
ligaduras. A partir del espacio de fases construiremos un espacio de Hilbert cinemático,
donde representar el álgebra de operadores fundamentales de la teoría.
Empecemos por considerar la misma representación explicada en las Secciones 1.2.1
y 1.2.2 para los grados de libertad homogéneos materiales y geométricos, respectiva-
mente. Recordemos que el espacio de Hilbert cinemático asociado es Hmatkin ⊗ Hgravkin .
En Hmatkin , el operador φˆ actúa por multiplicación, mientras que pˆφ es un operador dife-
rencial. En el sector gravitacional, las variables fundamentales son flujos y holonomías
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de conexiones su(2), esencialmente representados, respectivamente, por el operador
multiplicativo pˆ y los elementos de matriz de las holonomías Nˆµ¯ (incorporando ya la
dinámica mejorada), ambos con una acción bien definida enHgravkin [véanse las Ecs. (1.2.20)
y (1.2.21)].
Para las perturbaciones, en el Capítulo 6 obtuvimos una descripción de Fock privi-
legiada, que se construía a partir de las variables f¯n y p¯ifn . En un primer paso definimos
las variables de destrucción y creación (af¯n , a
∗¯
fn
) asociadas a cada modo y que están
bien adaptadas a la representación de campo escalar sin masa [véase la Ec. (6.3.5)]. Es-
tas variables pueden promoverse a los operadores cuánticos aˆf¯n y aˆ
†
f¯n
de tal modo que
[aˆf¯n , aˆ
†
f¯n′
] = δnn′δ``′δmm′ . Llamemos S al espacio vectorial formado por combinaciones
finitas de estados de M partículas
|M〉 = |M3,M4, ...〉,
∑
n
Mn <∞, (7.2.4)
con Mn ∈ N el número de partículas del modo n-ésimo. A partir de aquí, junto con el
producto escalar 〈M|M′〉 = δMM′ , podemos construir el espacio de Hilbert cinemático
de las inhomogeneidades como el espacio de Fock F , obtenido completando el espacio
vectorial S con la norma dada. Notamos que los estados de M partículas definen una
base ortonormal del espacio de Fock F . Además, hemos asumido que tanto aˆf¯n como aˆ†f¯n
actúan como la identidad en el sector homogéneo.
Podemos concluir que el espacio de Hilbert cinemático del modelo será el producto
tensorial del correspondiente al sector homogéneo con el de las inhomogeneidades, o lo
que es lo mismo
Hkin = Hkingrav ⊗Hkinmat ⊗F . (7.2.5)
Antes de construir el operador de ligadura, vamos a presentar una prescripción o
receta que nos va a permitir determinarlo de manera sistemática. En primer lugar, debe-
mos notar que la complicada dependencia algebraica presente en las expresiones (6.2.11)
y (6.2.25) para cada una de las fijaciones de gauge, respectivamente, contiene produc-
tos de variables que no conmutan. Este efecto se traduce cuánticamente en la llamada
ambigüedad de orden de operadores. En nuestro caso, no estamos exentos de ella (al
menos en la parte de la ligadura que contiene perturbaciones), pero podemos fijar
parcialmente esta libertad de la siguiente manera:
1. Todas las contribuciones del tipo φpφ van a representarse por (φˆpˆφ + pˆφφˆ)/2, que
es un operador simétrico en Hkinmat,
2. Cualquier potencia par [(c − l0)p]2k, con k ∈ Z, va a ser identificada con los
operadores Θ̂e(k) =
[
Ω̂2
]k
, construidos a partir del operador positivo Ω̂2 [véanse la
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Ec. (7.1.3) y la Sección 2.1.3] aplicando el teorema espectral (se pueden encontrar
más detalles en la Ref. [93]).
3. En caso de encontrar potencias impares del tipo [(c − l0)p]2k+1, la prescripción
que se va a seguir es
[(c− l0)p]2k+1 → Θ̂o(k) = |Ω̂|kΛ̂|Ω̂|k, (7.2.6)
con |Ω̂| =
√
Ω̂2 y
Λ̂ =
1
8i
√
∆
Vˆ 1/2
[
ŝgn(v)
(
e−i ˆ¯µl0Nˆ4µ¯e−i
ˆ¯µl0 − ei ˆ¯µl0Nˆ−4µ¯ei ˆ¯µl0
)
(7.2.7)
+
(
e−i ˆ¯µl0Nˆ4µ¯e−i
ˆ¯µl0 − ei ˆ¯µl0Nˆ−4µ¯ei ˆ¯µl0
)
ŝgn(v)
]
Vˆ 1/2.
Es fácil ver que el operador Λ̂ que acabamos de introducir es un operador en diferencias
que sólo vincula estados con soporte en semirredes de paso cuatro en la etiqueta v. De
este modo, cualquier potencia de (c − l0)p va a ser representada por un operador
cuántico que preserva los sectores de superselección en el volumen homogéneo (véase
la Sección 7.1.2).
7.2.3. Ligadura Hamiltoniana
Utilizando todos estos criterios, llegamos a la ligadura cuántica
Cˆ = Cˆ0 + 
2
∑
n
Cˆn2 , (7.2.8)
donde Cˆ0 es la ligadura homogénea definida en la Ec. (7.1.2), y
Cˆn2 = 6l
4
0σ
2
[̂
1
V
]1/6[
Nˆn
(
2ωn +
1
ωn
Fˆ n−
)
+
1
2ωn
(
Xˆn+Fˆ
n
+ +
3iωnσ
2
ω2n − 3
Xˆn−Gˆ
)][̂
1
V
]1/6
(7.2.9)
con
Nˆn = aˆ†fn aˆfn , Xˆ
n
± = (aˆ
†
fn
)2 ± aˆ2fn . (7.2.10)
Los operadores Fˆ n± y Gˆ están definidos en el sector homogéneo y son diferentes para
cada fijación de gauge.
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Gauge longitudinal
Para el gauge longitudinal, hemos introducido los operadores
Fˆ n± = −
σ2l0
2
[̂
1
V
]2/3(
15pˆ2φ + 3m˜
2pˆ3φˆ2 +
Θ̂e(1)
γ2l30σ
2
)[̂
1
V
]2/3
+
1
2
+
m˜2
l20
pˆ (7.2.11a)
− 3
n2 − 4
σ2
l0
[̂
1
V
]4/3(
2
γ
pˆφΘ̂
o
(0) + m˜
2pˆ3φˆ
)2[̂
1
V
]4/3
± 3σ2l0n
2 − 1
n2 − 4 pˆ
2
φ
[̂
1
V
]4/3
,
Gˆ = −
[̂
1
V
][
m˜2pˆ3(φˆpˆφ + pˆφφˆ) +
4
γ
pˆ2φΘ̂
o
(0)
][̂
1
V
]
. (7.2.11b)
Fijación de gauge alternativa
En el caso de la elección de gauge en la que la métrica espacial es homogénea e
isótropa, hemos definido los operadores
Fˆ n± = −
σ2l0
2
[
3m˜2pˆφˆ2 − 9
4
γ2σ2l30m˜
2(φˆpˆφ + pˆφφˆ)
2|pˆ|1/2Θ̂e(−1)|pˆ|1/2 + 3γ2l20pˆ2φΘ̂e(−1)
− 12γm˜2(φˆpˆφ + pˆφφˆ)|pˆ|1/2Θ̂o(−1)|pˆ|1/2
]
+
1
2
+
m˜2
l20
pˆ∓ 3σ2l30γ2
n2 − 1
n2 − 4 pˆ
2
φΘ̂
e
(−1)
+
3σ2l0
n2 − 4
[̂
1
V
]2/3(
2pˆφ + γm˜
2φˆ|pˆ|3/2Θ̂o(−1)|pˆ|3/2 − 3γ2σ2l30pˆ3φΘ̂e(−1)
)2[̂
1
V
]2/3
+
σ2l0
2
[̂
1
V
]2/3(
30pˆ2φ −
Θ̂e(1)
γ2l30σ
2
− 27γ2σ2l30pˆ4φΘ̂e(−1)
)[̂
1
V
]2/3
(7.2.12a)
Gˆ = 2γl20
[̂
1
V
]1/3[
γm˜2
2
(φˆpˆφ + pˆφφˆ)|pˆ|3/2Θ̂e(−1)|pˆ|3/2 − 3γ2σ2l30pˆ4φ|pˆ|1/2Θ̂o(−2)|pˆ|1/2
+ 2pˆ2φΘ̂
o
(−1)
][̂
1
V
]1/3
. (7.2.12b)
Como vimos en la Sección 6.2.2, esta fijación de gauge está bien definida en el
subespacio piα 6= 0, lo que equivale a p(c − l0) 6= 0. Pero, en la correspondiente teoría
cuántica, esta singularidad desaparece gracias a la prescripción que hemos adoptado,
junto con el hecho de que el equivalente cuántico a piα tiene un espectro continuo,
siendo posible invertirlo aplicando el teorema espectral [93]. Por tanto, las potencias
inversas de piα, codificadas en los operadores Θ̂o(−1), Θ̂
o
(−2) y Θ̂
e
(−1), están bien definidas,
dotando de consistencia a nuestra propuesta.
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Propiedades del operador ligadura
Antes de continuar, conviene resaltar que, para ambas fijaciones de gauge, cualquier
ambigüedad en el orden de factores que afecte a Cˆn2 , al elegir una prescripción para
cuantizar el modelo, produce únicamente contribuciones subdominantes a la geometría
cuántica en los términos perturbativos de la ligadura completa.
De nuevo, la ligadura Cˆ (para las dos fijaciones de gauge) aniquila el estado |v = 0〉
(producto tensorial con cualquier estado en Hkinmat ⊗ F), y deja invariante su comple-
mento ortogonal, H˜kin, al cuál podemos restringir nuestro estudio de ahora en adelante,
eliminando el estado cuántico análogo a la singularidad cosmológica. Además, como
hemos anticipado, el operador Cˆ preserva los sectores de superselección en el volu-
men homogéneo, es decir semirredes de paso cuatro en la etiqueta v, ya que todos los
operadores básicos que la constituyen preservan dichos sectores. De ahora en adelante,
restringiremos todas nuestras consideraciones a un sector de superselección del tipo Hε+
por simplicidad.
7.2.4. Soluciones y espacio de Hilbert físico
Finalmente, para completar el programa de cuantización que hemos presentado,
vamos a caracterizar las soluciones a la ligadura. Estas soluciones cumplen (ψ|Cˆ† = 0.
Asumiremos que existe una jerarquía perturbativa similar a la de la ligadura, es decir
(ψ| = (ψ|(0) + 2(ψ|(2), (7.2.13)
donde  es el parámetro perturbativo introducido en la Sección 6.1.2.
Por consistencia, cualquier solución debe satisfacer, a cada orden perturbativo, las
condiciones
(ψ|(0)Cˆ†0 = 0, (ψ|(2)Cˆ†0 + (ψ|(0)
∑
n
(Cˆn2 )
† = 0. (7.2.14)
La primera de ellas no es más que una solución a la ligadura del espaciotiempo de
fondo. Sabemos, por lo que vimos en la Sección 7.1.2, que estas funciones (ψ|(0) tienen
soporte en semirredes de paso cuatro y están completamente determinadas por los datos
iniciales en la sección de volumen mínimo. En cuanto a la segunda relación podemos
ver que, si nos olvidamos del segundo sumando, la contribución (ψ|(2) también sería
una solución asociada al fondo con las mismas propiedades. Al incluir el término de
interacción (ψ|(0)∑n(Cˆn2 )† de las perturbaciones con el estado (ψ|(0), la función (ψ|(2)
reflejará la manera en que el estado del universo cuántico de fondo interactúa con las
inhomogeneidades cuánticas. Ahora sólo nos falta comprobar que la contribución (ψ|(2)
se puede determinar a partir de sus datos iniciales definidos en la sección de volumen
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mínimo. Para ello, basta con darse cuenta de que tanto Cˆ0 como los operadores que
constituyen Cˆn2 para cada modo preservan los sectores de superselección, constituidos
por todos aquellos estados con soporte en semirredes de paso cuatro en v, y que la
ecuación en diferencias para (ψ|(2) puede resolverse sin mayores problemas. Esto último
se podría haber complicado sustancialmente debido a que Cˆn2 involucra operadores cuya
actuación no es local en la etiqueta v; pero este término actúa siempre sobre estados
determinados previamente, es decir sobre (ψ|(0).
En resumen, una vez proporcionado (ψ|(0) en la sección de volumen mínimo v = ε,
puede encontrarse (ψ|(0) en todas las secciones de volumen constante, y luego introducir
el resultado en la ecuación en diferencias para (ψ|(2), lo que, junto con sus correspon-
dientes datos iniciales, la determina totalmente. Así puede construirse la solución (ψ|
deseada.
Finalmente, debemos construir el espacio de Hilbert físico equipando las soluciones
con un producto interno adecuado. De nuevo, empleamos que el espacio de soluciones
a la ligadura puede identificarse con el espacio de datos iniciales en la sección de
volumen mínimo. Al igual que hicimos en la Sección 7.1.2, el producto escalar que
estamos buscando se puede determinar a partir de condiciones de realidad sobre un
conjunto completo de observables definidos en esos datos iniciales, como por ejemplo
el conjunto formado por φˆ, pˆφ, (aˆf¯n + aˆ
†
f¯n
) y i(aˆ†
f¯n
− aˆf¯n). No es difícil comprobar que
el espacio de Hilbert físico resultante es (unitariamente equivalente) a
Hphys = Hkinmat ⊗F . (7.2.15)
7.3. Conclusiones
El estudio que acabamos de presentar proporciona una cuantización completa de
un universo inflacionario con pequeñas inhomogeneidades. El contenido material está
representado por un campo escalar masivo mínimamente acoplado. En primer lugar,
hemos estudiado el sistema reducido tras imponer homogeneidad en la Sección 7.1.
Para poder llevar a cabo una cuantización polimérica del sector homogéneo de la geo-
metría, en la Sección 7.1.1 hemos parametrizado el correspondiente espacio de fases en
términos de una tríada densitizada y una conexión de Ashtekar-Barbero [45]. Para el
contenido material, sin embargo, hemos empleado una representación de Schrödinger
estándar. Para representar la ligadura hamiltoniana, hemos proporcionado un operador
que presenta buenas propiedades. Su parte geométrica es un operador en diferencias
que sólo relaciona estados con soporte en semirredes de paso constante en el volumen
físico. Estas semirredes se pueden clasificar por medio de un parámetro continuo no nulo
ε ∈ (0, 4], que es proporcional al volumen físico mínimo que permite la discretización de
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la geometría. Además, hemos argumentado que cualquier sector del espacio de Hilbert
cinemático con soporte en cualquiera de esas redes es superseleccionado. Cualquier
estado físico del sistema debe en principio ser aniquilado por la ligadura, por lo que
la restricción a un sector de superselección permite determinar cualquier solución de
la misma si se proporcionan sus datos iniciales en la sección de volumen mínimo. La
cuantización de este sistema se completa si equipamos el espacio de soluciones con un
producto interno adecuado. Este producto se puede seleccionar [146148] al requerir
condiciones de realidad a un conjunto completo de observables definidos en el espacio
de datos iniciales. El programa de cuantización presentado aquí no sólo nos permite
completar la cuantización de este sistema en particular, sino que puede ser extendido a
una gran variedad de escenarios cosmológicos en el contexto de la cosmología cuántica
de lazos. Además, nuestros análisis previos sugieren que, seleccionando datos iniciales
adecuados, es posible encontrar estados con un claro comportamiento semiclásico (en
la región de volumen físico grande) correspondiente a un universo en expansión y otro
en contracción, con un régimen cuántico prototípico descrito por un rebote cuántico
que conecta ambos universos determinísticamente. Todos estos resultados son muy
prometedores y deben ser estudiados cuidadosamente.
Por otro lado, sabemos que los universos inflacionarios proporcionan condiciones
adecuadas para el desarrollo de pequeñas inhomogeneidades que, basándonos en el
análisis semiclásico del Capítulo 6, son introducidas alrededor de las soluciones homo-
géneas por medio de perturbaciones cosmológicas. En particular, nuestro estudio se
centra en perturbaciones de naturaleza escalar, tanto por su importancia física [136]
como por las dificultades técnicas que entraña su implementación, puesto que involucra
grados de libertad constreñidos por ligaduras cuyo tratamiento no es trivial. En este
sentido, hemos considerado dos fijaciones de gauge diferentes. La primera es la conocida
como gauge longitudinal, y la segunda es un gauge en el que la métrica espacial se reduce
a una métrica homogénea e isótropa. En ambos casos hemos alcanzado una descrip-
ción de las inhomogeneidades del sistema reducido en términos de las perturbaciones
materiales, a las que hemos aplicado los resultados del Capítulo 6 sobre la adopción
de una representación de Fock privilegiada, que satisface los criterios de unicidad del
Capítulo 4. Con todo esto, hemos procedido a combinar la cuantización polimérica in-
troducida inicialmente en la Sección 7.1.2 con la descripción de Fock mencionada para
las inhomogeneidades. En la Sección 7.2.2 hemos presentado una prescripción para la
cuantización del modelo, fijando así la gran ambigüedad existente a la hora de promover
las cantidades clásicas a operadores cuánticos. Hemos sido capaces de construir un ope-
rador correspondiente a la ligadura hamiltoniana en la Sección 7.2.3, para cada una de
las fijaciones de gauge. El operador resultante, en ambos casos, respeta los sectores de
superselección asociados a la geometría del modelo homogéneo. Cualquier solución a
192 CAPÍTULO 7. CUANTIZACIÓN HÍBRIDA
la ligadura tiene soporte en semirredes de paso constante en el volumen (homogéneo)
físico, y se construye a partir de una sección de volumen mínimo. Además, hemos sido
capaces de probar que, si uno asume que las soluciones están sujetas a una jerarquía
perturbativa similar a la de la ligadura hamiltoniana, los estados físicos se dividen en
una solución naturalmente asociada al espaciotiempo de fondo más otra parte que con-
tiene la interacción de las inhomogeneidades con el estado cuántico del espaciotiempo
por el que se propagan, y dichos estados están completamente determinados por sus
datos iniciales, definidos en la sección de volumen mínimo v = ε. Finalmente, hemos
introducido un producto interno en el espacio de datos iniciales para completar la
cuantización, proporcionando así el espacio de Hilbert físico.
Conclusiones
En esta tesis hemos investigado la cuantización de diversos escenarios cosmológi-
cos. Hemos propuesto una prescripción satisfactoria para la cuantización de un modelo
de FLRW con un campo escalar sin masa en el contexto de la cosmología cuántica
de lazos. Para introducir inhomogeneidades y poder tratarlas cuánticamente de forma
consistente y robusta, hemos extendido ciertos resultados de unicidad sobre la cuan-
tización de Fock de campos escalares en espaciotiempos no estacionarios. Finalmente,
hemos combinado todos estos resultados para proporcionar una cuantización de un
universo inflacionario que incorpora pequeñas inhomogeneidades.
Resultados
Al cuantizar un modelo de FLRW plano acoplado a un campo escalar sin masa
en el contexto de la cosmología cuántica de lazos, hemos propuesto un operador
asociado a la ligadura hamiltoniana con un orden de factores alternativo al usual
en la literatura y en el que la orientación de la tríada toma un papel esencial. Las
ventajas que presenta esta nueva prescripción son:
1. El nuevo operador permite desacoplar los estados de volumen nulo, lo que
equivale a resolver la singularidad cosmológica inicial sin necesitad de de-
terminar exactamente las soluciones a la ligadura.
2. Al eliminar los estados de volumen nulo, podemos introducir un cambio de
densitización de la ligadura en el formalismo cuántico de un modo com-
pletamente riguroso, y cuyo procedimiento podría extenderse sin mayores
problemas a situaciones más generales.
3. Este operador además tiene un dominio de definición muy sencillo, ya que no
mezcla diferentes orientaciones de la tríada. De ello se deduce que los estados
físicos del sistema emergen a partir de la sección de volumen mínimo que la
discretización de la geometría permite.
Las propiedades óptimas de la prescripción que hemos presentado tienen conse-
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cuencias físicas de gran interés. Hemos demostrado que las autofunciones de la
parte gravitacional de la ligadura, en el régimen de volumen grande, se compor-
tan como ondas estacionarias exactas. Esto, junto con el hecho de que los estados
alcanzan un volumen mínimo no nulo, permite concluir que un rebote cuántico
es la única posibilidad viable, independientemente del estado que se considere.
Para establecer las similitudes y diferencias existentes entre distintas prescrip-
ciones, hemos realizado una comparativa tanto analítica como numérica. En
particular hemos considerado cuatro prescripciones: la propuesta de Ashtekar,
Pawªowski y Singh (APS) que aparece en la Ref. [25], su versión simplificada
(sLQC) [26], la prescripción (MMO) que proponemos en el Capítulo 2 (véase la
Ref. [44]), y finalmente su versión simplificada (sMMO), que ha sido incluida en
las Refs. [17,58].
1. En primer lugar, hemos hecho una comparativa analítica de las diferencias
existentes. Por un lado, los sectores de superselección asociados a APS y
sLQC coinciden, y son distintos en general de los que presentan las prescrip-
ciones MMO y sMMO. Éstos últimos resultan ser más simples. Por otro lado,
a cada prescripción se le puede asociar una constante α que identificamos con
la intensidad de un potencial y que se asocia a las contribuciones subdomi-
nantes de la ligadura gravitacional en el régimen de volumen grande. A este
respecto, las prescripciones sLQC y sMMO comparten la misma etiqueta α.
2. A cada estado físico se le puede asociar una función de onda construida a
partir de las autofunciones de la parte gravitacional de la ligadura. Hemos
visto que, para el caso de estados con una dispersión considerable y en
la región donde aparece el rebote cuántico, se pueden observar diferencias
cualitativas en el valor absoluto de la función de onda entre las prescripciones
APS y sLQC, y las propuestas MMO y sMMO.
3. Hemos calculado los valores esperados y las dispersiones de ciertos obser-
vables de interés en cosmología en cada prescripción, y los hemos comparado.
Hemos visto que las diferencias entre valores esperados son varios órdenes
de magnitud menores que las dispersiones. Por tanto, desde este punto de
vista las prescripciones son similares. Sí se han observado diferencias cuali-
tativas respecto a las dispersiones de la densidad de energía asociadas a las
prescripciones APS y sLQC, por un lado, y MMO y sMMO, por el otro,
siendo predominantes cerca del rebote cuántico.
Todos estos resultados han podido obtenerse gracias a una extensión de la li-
brería numérica originalmente desarrollada por Pawªowski. Hemos mejorado su
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eficiencia, poniendo especial atención en los algoritmos que se encargan de cal-
cular la base de autofunciones de la parte gravitacional de la ligadura, y que
resulta ser la que más recursos numéricos consume. Hemos creado un algoritmo
que permite comparar sistemáticamente diferentes prescripciones y que determi-
na las diferencias de los valores esperados de ciertos observables en las distintas
prescripciones.
Por último, son destacables las diferencias existentes en cuanto a la eficiencia
numérica se refiere. En particular, al generar la base de autofunciones, hemos
comprobado que las prescripciones APS y sLQC son alrededor de ocho veces
menos eficientes que las prescripciones MMO y sMMO, en relación al tiempo
de cálculo. Además, a la hora de construir las soluciones a la ligadura, hemos
visto también que las primeras necesitan un tiempo unas tres veces mayor que
las segundas.
Basándonos en los resultados existentes sobre la unicidad de una cuantización
de Fock para un campo escalar que satisface una ecuación de ondas sujeto a un
potencial cuadrático en un espaciotiempo estático con secciones espaciales cuya
topología es la de una tres-esfera, hemos realizado un estudio sobre la posible apli-
cabilidad al considerar redefiniciones del campo. En concreto, hemos introducido
una transformación canónica dependiente del tiempo y que consiste en un re-
escalado del campo, el re-escalado inverso de su momento más una contribución
a éste lineal en el campo y proporcional a otra función dependiente del tiempo.
Hemos demostrado que no existe ninguna cuantización de Fock invariante bajo
las simetrías asociadas a las secciones espaciales tal que admita una dinámica
unitaria, a menos que la transformación canónica anterior sea constante.
Además, hemos extendido los resultados de unicidad para la representación de
Fock bajo los criterios de invariancia respecto a las simetrías espaciales y uni-
tariedad de la dinámica, correspondientes a un campo escalar sujeto a un po-
tencial cuadrático dependiente del tiempo y que se propaga en un espaciotiempo
estático, al caso en el que las secciones espaciales tienen una topología compacta
arbitraria, y siempre que su dimensión sea d ≤ 3. Hemos visto que si las secciones
espaciales tienen asociado un grupo de simetrías, cualquier representación de las
relaciones canónicas de conmutación que sea invariante bajo dicho grupo y que
admita una implementación unitaria de la dinámica pertenece a una única clase
de cuantizaciones de Fock unitariamente equivalentes entre sí.
Es más, también en este caso de topología compacta arbitraria en tres o menos di-
mensiones espaciales, al considerar una redefinición del campo por medio de una
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transformación canónica dependiente del tiempo, como la mencionada anterior-
mente, que re-escala el campo por una función, su momento por el inverso de la
misma, y que incluye un término en este último lineal en el campo y multiplicado
por otra función dependiente del tiempo, hemos probado que los re-escalados del
campo no son compatibles con los criterios de invariancia y unitariedad a menos
que sean constantes. En cuanto al término que aparece en el momento canónico
del campo y que es proporcional a este último, hay dos posibilidades:
1. Si la secuencia {√gn/ωn} no es de cuadrado sumable, donde gn es la dimen-
sión de los espacios propios del operador de Laplace-Beltrami con autovalor
−ω2n, la función dependiente del tiempo que multiplica el término menciona-
do debe ser constante. Ésta es la situación general para secciones espaciales
de dimensión d = 2, 3.
2. En caso de que la secuencia {√gn/ωn} sea de cuadrado sumable, una con-
tribución así en el momento del campo es admisible, y no introduce am-
bigüedades en nuestra cuantización, por lo que respeta la unicidad. Éste es
el caso de secciones espaciales con topologías compactas unidimensionales.
Hemos considerado un escenario inflacionario en el que aplicar todos los resultados
anteriores. Se trata de un espaciotiempo de FLRW con curvatura positiva acopla-
do a un campo escalar con masa, y pequeñas inhomogeneidades propagándose en
él. En primer lugar, haciendo uso de la teoría de perturbaciones cosmológicas,
hemos introducido pequeñas inhomogeneidades, que están descritas por campos
lineales. Debido a las simetrías bajo difeomorfismos espaciotemporales, el modelo
presenta cierta ligaduras. Para eliminar los correspondientes grados de libertad no
dinámicos locales, hemos realizado dos fijaciones de gauge diferentes. El sistema
reducido está descrito por los grados de libertad (homogéneo+inhomogeneidades)
materiales, el factor de escala y sus momentos canónicamente conjugados, suje-
tos a una ligadura hamiltoniana global. Además, por conveniencia y con la vista
puesta en los resultados de unicidad para una cuantización de Fock de las inho-
mogeneidades, hemos introducido una transformación canónica completa en el
sistema (incluyendo los grados de libertad homogéneos) que es fundamentalmente
un re-escalado de la perturbación material por el factor de escala de la métrica
espacial de FLRW.
Admitiendo inicialmente que el espaciotiempo de fondo se puede describir clási-
camente, hemos aplicado una cuantización de Fock a la perturbación material en
el sistema reducido, y demostrado que los criterios de invariancia bajo simetrías
CONCLUSIONES 197
espaciales y unitariedad en la evolución son aplicables para garantizar la uni-
cidad: sólo existe una representación de Fock con esas propiedades. Además,
hemos introducido una cuantización en términos de un par canónico construido
con potenciales de Bardeen, invariantes de gauge, y probado que es unitariamente
equivalente a la inicial.
Para estudiar la manera en que las perturbaciones y el espaciotiempo de fon-
do interaccionan dentro de un escenario genuinamente cuántico, hemos aplicado
una cuantización polimérica a los grados de libertad geométricos homogéneos,
junto con una representación estándar para el contenido material. Si imponemos
isotropía y homogeneidad, somos capaces de construir las soluciones de la ligadu-
ra hamiltoniana a partir de sus datos iniciales en la sección de volumen mínimo
y de equiparlas con un producto interno, proporcionando el espacio de Hilbert
físico del sistema.
Al incluir inhomogeneidades, hemos adoptado una descripción de tipo Fock com-
patible con los criterios de unicidad mencionados, junto con la descripción anterior
para los grados de libertad homogéneos dentro del contexto de la cosmología cuán-
tica de lazos. Hemos diseñado una prescripción para la cuantización del sistema
completo que resulta ser satisfactoria. Con esta prescripción, finalmente, hemos
podido determinar las soluciones del operador ligadura hamiltoniana, además de
equiparlas con un producto interno y así construir el espacio de Hilbert físico.

Conclusions
In this thesis, we have studied the quantization of various cosmological scenarios.
We have proposed a satisfactory prescription for the quantization of an FLRW model
coupled to a massless scalar field in the context of loop quantum cosmology. With the
aim at introducing inhomogeneities and being able of treating then quantum mechan-
ically in a consistent and robust manner, we have extended certain uniqueness results
about the Fock quantization of scalar fields in non-stationary spacetimes. Finally, we
have combined all these results to provide a complete quantization of an inflationary
universe which incorporates small inhomogeneities.
Results
When quantizing a flat FLRW model coupled to a massless scalar field in the
context of loop quantum cosmology, we have proposed a new operator represent-
ing the Hamiltonian constraint with an alternative factor ordering with respect
to the usual one found in the literature, and in which the triad orientation plays
a fundamental role. The advantages of this new prescription are:
1. The new operator allows one to decouple the states of vanishing volume,
which amounts to removing the state corresponding to the classical cosmo-
logical singularity without requiring the exact determination of the solutions
to the constraint.
2. Once the states with vanishing volume have been removed, we can carry
out a change of densitization of the Hamiltonian constraint at the quantum
level in a fully rigorous way, following a natural procedure which could be
extended to more general situations without major difficulties.
3. Besides, this operator has a simple domain of definition, since it does not
mix different triad orientations. Owing to this fact, one can conclude that
the physical states of the system emerge out of the non-vanishing minimum
volume section allowed by the discretization of the geometry.
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The optimal properties of our prescription have interesting physical consequences.
We have proved that the eigenfunctions of the gravitational part of the constraint,
in the large volume regime, behave as exact standing waves. This, together with
the fact that the states reach a non-vanishing minimum volume, leads one to
conclude that the only viable possibility is a quantum bounce replacing the big
bang singularity, independently of the specific state considered.
In order to establish the similarities and differences among the existing quan-
tization prescriptions, we have carried out an analytic and numerical compari-
son. In particular, we have considered four prescriptions: the one proposed by
Ashtekar, Pawªowski and Singh (APS) presented in Ref. [25], its solvable version
(sLQC) [26], the prescription (MMO) proposed in Chapter 2 (see also Ref. [44]),
and finally its simplified version (sMMO), already included in Refs. [17, 58].
1. Firstly, we have carried out an analytic comparison of the existent differ-
ences. On the one hand, the superselection sectors associated with the pre-
scriptions APS and sLQC coincide, and are different in general from the
ones provided by MMO and sMMO, which turn out to be simpler. On the
other hand, each prescription can be related with a constant α interpretable
as the strength of a potential associated with subdominant contributions to
the gravitational constraint in the large volume regime. In this respect, the
sLQC and sMMO prescriptions share the same label α.
2. Each physical state can be associated with a wave function build out of the
eigenfunctions corresponding to the gravitational part of the constraint. We
have seen that, for states with a considerable dispersion and in the regime in
which the quantum bounce appears, one can observe qualitative differences
in the absolute value of the wave function when comparing the prescriptions
APS and sLQC with MMO and sMMO.
3. The expectation values and dispersions of certain observables of interest in
cosmology have been computed in each prescription, and they have been
compared. We have observed that the differences between the expectation
values are several orders of magnitude lower than the dispersions. There-
fore, from this point of view the prescriptions are similar. However, we have
observed qualitative discrepancies in the dispersions of the energy density
when comparing APS and sLQC, on the one hand, with MMO and sMMO,
on the other hand, being more relevant close to the quantum bounce.
It has been possible to obtain all these results thanks to the development of
the numerical library originally designed by Pawªowski. We have improved its
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efficiency, paying special attention to the algorithms responsible of the compu-
tation of the eigenfunctions of the gravitational part of the constraint operator,
which turns out to be the more expensive numerical process. Besides, we have
implemented an algorithm to systematically compare different prescriptions and
determine the differences of the expectation values of certain observables evalu-
ated in each proposal.
Finally, the differences regarding the numerical efficiency are remarkable. In par-
ticular, the calculation of the eigenfunction basis is around eight times more
expensive for the prescriptions APS and sLQC than for the proposals MMO and
sMMO, as far as the computation time is concerned. Moreover, in the generation
of the solutions to the constraint, the proposals MMO and sMMO are around
three times faster than the others.
Based on existing results about the uniqueness of the Fock quantization of a scalar
field fulfilling a wave equation in a static spacetime with spatial sections whose
topology is that of a three-sphere and subject to a quadratic time-dependent
potential, we have studied their possible applicability when considering field re-
definitions. Specifically, we have introduced a time-dependent canonical transfor-
mation which consists of a scaling of the field by a time-dependent function, the
inverse scaling of its momentum and the addition of a contribution to it which is
linear in the field and proportional to another function of time. We have proven
that there is no Fock quantization whose vacuum state is invariant under the
isometry group SO(4), associated with the spatial sections, and which admits a
unitary implementation of the dynamics, unless the canonical transformation is
constant.
Besides, we have extended the uniqueness results for the Fock representation
under the criteria of invariance under the spatial symmetries and unitarity of the
dynamics, corresponding to a scalar field subject to a time-dependent quadratic
potential and propagating in a static spacetime, to the case in which the spatial
sections have an arbitrary compact topology and provided that their dimension
is d ≤ 3. We have seen that, if the spatial sections possess a symmetry group,
any representation of the canonical commutation relations invariant under such
a group and which admits a unitary implementation of the dynamics, belongs to
a unique class of unitarily equivalent Fock quantizations.
Moreover, also in this case of arbitrary compact topology in three or less spatial
dimensions, if one considers new field descriptions reached by means of a time-
dependent canonical transformation like the previously mentioned one in which
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the original field is scaled by a time-dependent function, its conjugate momentum
by the inverse factor, and an additional term linear in the field and proportional
to another function of time is added to the momentum, we have proven that
the scaling of the field is actually incompatible with the criteria of invariance and
unitary evolution, unless it is a constant one. Concerning the additional term in
the momentum which is linear in the field, there are two possibilities:
1. If the sequence {√gn/ωn} is not square summable, with gn the dimension
of the eigenspaces of the Laplace-Beltrami operator with eigenvalue −ω2n,
the time-dependent function multiplying that term must be constant. This
is the general situation for compact spatial sections of dimension d = 2, 3.
2. In the case that the sequence {√gn/ωn} be square summable, such a contri-
bution in the momentum of the field is admissible, and does not introduce
any ambiguity in our quantization, so that it respects the uniqueness. This
is the case of unidimensional spatial compact topologies.
We have considered an inflationary scenario in which to apply all the above re-
sults. It consists of a closed FLRW spacetime coupled to a massive scalar field,
with small inhomogeneities propagating in it. Firstly, using cosmological pertur-
bation theory, we have introduced small inhomogeneities, represented by linear
scalar fields. Owing to the symmetries under spacetime diffeomorphisms, the
model possesses some constraints. In order to remove the local, non-dynamical
degrees of freedom we have performed two different gauge fixings. The reduced
system is described by the homogeneous, gravitational degrees of freedom coupled
to the matter content which includes the inhomogeneities, all of them subject to
a global Hamiltonian constraint. Besides, for convenience and with an eye in the
uniqueness results for a Fock quantization of the inhomogeneities, we have con-
veniently introduced a complete canonical transformation in the reduced system,
which essentially consists of a scaling of the matter perturbation by the scale
factor of the spatial metric.
Admitting initially that the background spacetime can be described classically,
we have applied a Fock quantization to the matter perturbations in the reduced
system, and proven that the criteria of invariance under the spatial symmetries
and unitary dynamics are applicable in order to guarantee the uniqueness: there
only exists a Fock representation with those properties. Moreover, we have con-
sidered another quantization in terms of Bardeen potentials, which are gauge
invariants, and demonstrated that it is unitarily equivalent to the original one.
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In order to understand the way in which the perturbations and the background
spacetime interact in a genuinely quantum setting, we have applied a polymeric
quantization to the homogeneous sector of the geometry, together with a standard
(Fock) quantization of the matter content, including the inhomogeneities. If we
require strict homogeneity and isotropy, we can construct the solutions to the
Hamiltonian constraint out of their inital data on the minimum volume section,
and endow them with a Hilbert space structure, providing the physical Hilbert
space of the system.
When inhomogeneities are included, a privileged Fock description can be adopted
by appealing to symmetry invariance and unitarity. Combining this representa-
tion for the perturbations with a quantization of the homogeneous sector within
loop quantum cosmology, we have designed a satisfactory prescription for the con-
struction of the constraint operator and provided a complete quantization of the
system. Finally, we have been able to determine the solutions to the Hamiltonian
constraint, equip them with an inner product, and thus construct the physical
Hilbert space.
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Apéndice A
Cuantización de Wheeler-deWitt:
geometrodinámica
En este apéndice vamos a describir una cuantización estándar para un espaciotiem-
po de FLRW acoplado a un campo escalar sin masa homogéneo. Esta cuantización
se conoce habitualmente como cuantización de Wheeler-deWitt (WDW) o geometro-
dinámica. Ha sido estudiada ampliamente en la literatura [62, 63], y nos va a ser útil
en tanto en cuanto el mismo modelo pero cuantizado en el marco de la cosmología
cuántica de lazos posee un límite de WDW bien definido.
En realidad, la construcción del modelo cuántico sigue líneas similares a las de
cosmología cuántica de lazos. La diferencia esencial es que los grados de libertad geo-
métricos se cuantizan con un procedimiento estándar, de Schrödinger, en el que la
conexión c admite un operador cuántico bien definido (éste no es el caso en cosmología
cuántica de lazos). El espacio de Hilbert cinemático está dado por el producto tensorial
Hkin = Hmatkin ⊗Hgrkin donde Hmatkin es el espacio de Hilbert definido en la Sección 1.2.1 y
la parte gravitacional del espacio de Hilbert cinemático es Hgrkin = L2(R, dv). En esta
representación, la tríada actúa por multiplicación:
pˆ|v) = sgn(v)(2piγl2Pl
√
∆|v|)2/3|v), (A.1)
mientras que la conexión se identifica con el operador
2i(2piγl2Pl)
1/3∆−1/3|v|1/6∂v|v|1/6. (A.2)
El operador análogo a Θˆ (con un orden de factores compatible con la anterior definición)
es
Θˆ = −12piG
√
|v|∂v|v|∂v
√
|v|. (A.3)
Este operador es esencialmente autoadjunto en Hgrkin. Su espectro es positivo, doble-
mente degenerado y absolutamente continuo. Orientaciones opuestas de la tríada (v > 0
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y v < 0) no se relacionan a través de la acción de Θˆ, así que, para restringirse al sector
simétrico, basta estudiar aquellos estados con soporte en v > 0 y luego extenderlos a
v < 0 por simetría. En el sector simétrico, existe una base ortonormal de autofunciones
generalizadas (ek| de Θˆ cuyos elementos son básicamente ondas planas amortiguadas
por cierta potencia de v:
e±k(v) = (e±k|v) =
1√
2piv
e±ik ln v, v ∈ R+. (A.4)
Los autovalores correspondientes son ω2 = 12piGk2. Estas autofunciones genera-
lizadas están normalizadas a la delta de Dirac
(ek|ek′) = δ(k − k′). (A.5)
El método de promedio sobre grupo se puede aplicar a este caso de una manera sencilla,
y proporciona el espacio de Hilbert de estados físicos Hphy = L2(R, dk) 3 Ψ˜, donde
Ψ(v, φ) =
∫
R
dkΨ˜(k)ek(v)e
iω(k)φ (A.6)
y ω(k) =
√
12piG|k|.
Apéndice B
Armónicos en la tres-esfera
En este apéndice vamos a resumir los aspectos más importantes de los armónicos
Qn`m sobre la tres-esfera, S3. Para empezar, Qn`m constituye una base completa de
funciones escalares respecto del producto interno naturalmente definido en la tres-esfera
por el elemento de volumen de la métrica estándar con radio unidad, Ω¯ab. Además, son
autofunciones del operador de Laplace-Beltrami correspondiente a esa métrica, que
tiene un espectro discreto y negativo determinado por los autovalores (cambiados de
signo) ω2n = n
2 − 1, donde n = 1, 2, . . . Cada uno de los espacios propios de este
operador está degenerado, y su dimensión es gn = n2. Las etiquetas ` y m pueden
tomar los valores ` = 0, . . . , n− 1 y m = −`, . . . , `, y codifican la degeneración de cada
espacio propio. En otras palabras,
(Qn`m)|a
|a = −(n2 − 1)Qn`m, n = 1, 2, 3, ... (B.1)
Aquí, el símbolo | indica derivación covariante respecto de la métrica Ω¯ab. Estas fun-
ciones, normalizadas con respecto al elemento de volumen en la tres-esfera, tienen la
forma
Qn`m(χ, θ, σ) = 2
`+ 1
2 (`!)
√
(n− `)!(n+ 1)
pi(n+ `+ 1)!
sin`(χ)C
(`+1)
n−` [cos(χ)]Y`m(θ, σ), (B.2)
donde Y`m son los armónicos esféricos usuales en la dos-esfera y C
(`+1)
n−` [cos(χ)] son los
polinomios de Gegenbauer [149, 150]. Para cada n, esta base de autofunciones forma
una representación irreducible del grupo SO(4) (véase, por ejemplo, la Ref. [126]).
Estas funciones son complejas, pero haciendo uso de las relaciones
Y ∗`m = (−1)mY`−m, (B.3)
que se traducen en
Q∗n`m = (−1)mQn`−m, (B.4)
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es posible construir de forma sencilla una base ortonormal de armónicos reales, que
llamaremos Q˜n. En lo sucesivo, n designa de forma compacta el triplete de índices
(n, `,m).
A partir de esta base de armónicos escalares reales, podemos construir una base de
armónicos vectoriales
P˜na =
1
n2 − 1Q˜
n
|a, n = 2, 3, 4, ... (B.5)
formados con las derivadas covariantes de los escalares, y que satisfacen
(P˜na )|b
|b
= −(n2 − 3)P˜na , (P˜na )|a = −Q˜n. (B.6)
Del mismo modo, podemos determinar una base de armónicos tensoriales escalares
Q˜nab =
1
3
Ω¯abQ˜
n, n = 1, 2, 3, ... (B.7)
y armónicos tensoriales sin traza
P˜nab =
1
n2 − 1Q˜
n
|ab +
1
3
Ω¯abQ˜
n, n = 2, 3, 4, ... (B.8)
que cumplen las condiciones
(P˜nab)
|b = −2
3
(n2 − 4)P˜na , (P˜nab)|c
|c
= −(n2 − 7)P˜nab,
(P˜nab)
|ab =
2
3
(n2 − 4)Q˜n. (B.9)
Finalmente, si designamos la medida de integración en la tres-esfera por dv, y recu-
peramos la notación con el triplete de índices mostrados explícitamente, los armónicos
esféricos anteriores satisfacen las condiciones de normalización∫
dvQ˜n`mQ˜n′`′m′ = δnn′δ``′δmm′ , (B.10)
y, a partir de ello, ∫
dv(P˜a)n`m(P˜
a)n′`′m′ =
1
n2 − 1δnn′δ``′δmm′ , (B.11)∫
dv(Q˜ab)n`m(Q˜
ab)n′`′m′ =
1
3
δnn′δ``′δmm′ , (B.12)∫
dv(P˜ab)n`m(P˜
ab)n′`′m′ =
2
3
n2 − 4
n2 − 1δnn′δ``′δmm′ . (B.13)
Apéndice C
Convergencia de las funciones
oscilatorias
En este apéndice vamos a demostrar un resultado que será de utilidad en buena
parte de las demostraciones sobre la unicidad de la cuantización de un campo escalar.
C.1. Secuencias de funciones oscilatorias
Queremos probar que las secuencias del tipo sin [wnτ + θn(t)] no pueden tender a
cero ∀τ ∈ [a, b] cuando n→∞, bajo ciertos requisitos suficientemente genéricos.
Llamemos τ = t− t0, con t ∈ I, donde I = [a, b] es un intervalo de la recta real con
medida de Lebesgue L = b− a. Además, asumimos que
W = {wn; n ∈ N+} (C.1.1)
es una secuencia monótona y divergente de números reales positivos, es decir, que
wn+1 > wn para todo n ∈ N+, con wn no acotado para n suficientemente grande. Por
otra parte, consideremos la secuencia
{θn(t);n ∈ N+} (C.1.2)
de fases (funciones que toman valores en la recta real módulo 2pi) doblemente derivables,
sujetas a la condición de que existan ciertos números positivos X e Y tales que
|θ˙n| < X, |θ¨n| < Y, (C.1.3)
para todo n (mayor que un entero no negativo n0) y en todo instante t ∈ [a+ t0, b+ t0].
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Con estas hipótesis, vamos a probar que
un(τ) = sin
2 [wnτ + θn(t)] (C.1.4)
no puede tender a cero ∀τ ∈ [a, b], lo que obviamente implica que tampoco sin(wnτ+θn)
puede tender a la función cero.
Las funciones un(τ) son claramente integrables, y un cálculo muy simple muestra
que ∫ b
a
un(τ)dτ =
L
2
− 1
2
∫ b
a
cos [2wnτ − 2θn(τ + t0)] dτ. (C.1.5)
Además,∫ b
a
cos [2wnτ − 2θn(τ + t0)] dτ = sin [2wnb− 2θn(b+ t0)]
2wn − 2θ˙n(b+ t0)
− sin [2wna− 2θn(a+ t0)]
2wn − 2θ˙n(a+ t0)
+ 2
∫ b
a
θ¨n(
2wn + 2θ˙n
)2 sin [2wnτ − 2θn(τ + t0)] dτ, (C.1.6)
y ∣∣∣∣ ∫ b
a
θ¨n(
2wn + 2θ˙n
)2 sin [2wnτ − 2θn(τ + t0)] dτ ∣∣∣∣ ≤ L ma´xI
∣∣∣∣ θ¨n(
2wn + 2θ˙n
)2 ∣∣∣∣. (C.1.7)
Como wn es una secuencia monótona divergente, es sencillo comprobar que las condi-
ciones (C.1.3) son suficientes para asegurar que la integral de cos [2wnτ − 2θn(τ + t0)]
sobre [a, b] tiende a cero cuando n tiende a infinito. Por tanto, la secuencia de integrales∫ b
a
un(τ)dτ converge a L/2.
Por último, supongamos que la secuencia de funciones un(τ) converge a la función
cero en el intervalo [a, b]. Como las funciones |un(τ)| están acotadas superiormente
por la función constante de valor unidad, podemos aplicar el teorema de la convergen-
cia dominada de Lebesgue [103]. Este teorema asegura que la secuencia de integrales∫ b
a
un(τ)dτ debe converger en realidad a la integral de la función cero, o lo que es lo
mismo, tiene límite nulo. Pero esto es incompatible con el hecho de que, como probamos
anteriormente,
∫ b
a
un(τ)dτ converge a L/2. Esta contradicción muestra que los valores
de un(τ) no pueden tender a cero para todos los valores de τ ∈ [a, b], lo que concluye
nuestra demostración.
C.2. Secuencias de productos
Vamos a probar ahora que secuencias del tipo sin(wnτ) sin[wnτ − δn] no pueden
tender a cero en el límite n → ∞, en cualquier subsecuencia de enteros positivos,
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∀τ ∈ I¯, con
D = {δn, n ∈ N+} (C.2.1)
una secuencia de fases (es decir, números reales modulo 2pi).
De nuevo, τ y W = {wn; n ∈ N+} son el parámetro temporal y la secuencia
monótona divergente de la sección anterior, respectivamente, y sea L > 0 un número
arbitrario positivo. Entonces, la secuencia de elementos
xn(τ) = sin(wnτ) sin(wnτ − δn) (C.2.2)
no puede tender a cero ∀τ ∈ [0, L].
Para demostrarlo, asumiremos desde el principio, sin pérdida de generalidad, que la
secuencia formada por cos(δn), con δn ∈ D, no tiende a cero cuando n tiende a infinito.
Un cálculo sencillo muestra que∫ L
0
xn(τ)dτ =
L
2
cos(δn)− cos(wnL− δn)sin(wnL)
2wn
. (C.2.3)
Teniendo en cuenta el rango de las funciones trigonométricas, conseguimos las
siguientes cotas, válidas para todos los enteros positivos n:
L
2
cos(δn) +
1
2wn
≥
∫ L
0
xn(τ)dτ ≥ L
2
cos(δn)− 1
2wn
. (C.2.4)
Dado que cos(δn) no tiende a cero, existe una subsecuencia M′′ ⊂ N+ y un número
∆ > 0 tal que | cos(δn)| ≥ ∆, ∀n ∈ M′′. Entonces, existe una subsecuencia M′ ⊂ M′′
tal que
cos(δn) ≥ ∆ ∀n ∈M′, (C.2.5)
o
cos(δn) ≤ −∆ ∀n ∈M′ (C.2.6)
(ambos tipos de secuencias pueden existir).
Consideremos la primera situación (C.2.5). Como la secuencia de números positivos
1/wn (con wn ∈ W) tiende a cero para n grande, uno siempre puede encontrar un
entero positivo n0 ∈ M′ tal que L∆ > 1/wn0 . Asimismo, dado que wn+1 > wn en W,
de la segunda igualdad en la Ec. (C.2.4) se obtiene que la integral considerada está
acotada inferiormente en la secuencia mencionada por un número positivo:∫ L
0
xn(τ)dτ ≥ L∆
2
− 1
2wn0
> 0, ∀n > n0, n ∈M′. (C.2.7)
Queda claro que la segunda posibilidad (la existencia de una secuencia M′ tal que
cos(δn) ≤ −∆) da lugar a una cota superior, por argumentos similares. Teniendo en
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cuenta ambas posibilidades, concluimos [si cos(δn) no tiende a cero] que existen números
positivos ∆, n0 ∈ N+ y M = L∆− 1/wn0 , además de una subsecuencia M ⊂ N+ tales
que ∣∣∣∣∫ L
0
xn(τ)dτ
∣∣∣∣ ≥ M2 ∀n ∈M. (C.2.8)
La secuencia M está formada por los elementos de M′ que cumplen n > n0.
Supongamos ahora que la secuencia de funciones xn(τ) converge a la función cero en
[0, L]. Dado que, como es obvio, las funciones |xn(τ)| están acotadas superiormente por
la unidad, podemos hacer uso del teorema de la convergencia dominada de Lebesgue
[103], que nos asegura que la secuencia de integrales
∫ L
0
xn(τ)dτ debe converger a la
integral de la función cero, y por tanto debe tener límite nulo. Pero esta conclusión es
incompatible con la cota que se dedujo en la Ec. (C.2.8). Debido a ello, no es posible
que la secuencia formada por xn(τ) converja a un límite nulo ∀τ ∈ [0, L].
Para concluir la prueba, sólo nos falta comprobar el caso cos(δn)→ 0 para n→∞.
En este caso, el límite nulo de xn(τ) implica que sin(2wnτ) debe tender a cero, y, por
tanto, también debe hacerlo sin2(2wnτ). Pero este caso ya está incluido en los resultados
de la sección anterior.
Apéndice D
Geometría espectral aplicada al
operador de Laplace-Beltrami
En este apéndice vamos a probar un resultado sobre el operador de Laplace-Beltrami
que hemos utilizado a lo largo de esta tesis: que en variedades riemannianas compactas
de tres o menos dimensiones, la suma S =
∑∞
n=1(gn/ω
4
n) es finita. Recordamos que
{ωn} es la secuencia, estrictamente creciente, formada por los autovalores del operador
de Laplace-Beltrami, cambiados de signo, y gn la degeneración correspondiente a cada
espacio propio.
Usaremos el resultado conocido en la literatura [134, 135] de que el número de
autofunciones con autovalor (en módulo) menor o igual que ω2n¯, esto es,
∑n¯
n=1 gn, no
crece más rápido que ωdn¯ cuando n¯ →∞. Específicamente, emplearemos que se puede
encontrar entonces un entero n0 a partir del cual el número de autofunciones toma la
expresión ωdn¯f(ωn¯) para alguna función f no creciente. La suma S0 =
∑n0
n=1(gn/ω
4
n),
para n desde 1 hasta n0, da una contribución finita, por lo que podemos ignorarla. Para
n > n0, por otra parte, tenemos que
0 < gn = ω
d
nf(ωn)− ωdn−1f(ωn−1) ≤ f(ωn−1)(ωdn − ωdn−1) ≤ f(ωn0)(ωdn − ωdn−1). (D.1)
Por tanto,
S = S0 +
∞∑
n=n0+1
gn
ω4n
≤ S0 + f(ωn0)
∞∑
n=n0+1
ωdn − ωdn−1
ω4n
. (D.2)
Es obvio que la última suma en esta expresión converge si d < 3. Veamos el caso
restante d = 3. Usamos que
ω3n − ω3n−1 = (ωn − ωn−1)[ω2n + ωnωn−1 + ω2n−1] ≤ 3ω2n(ωn − ωn−1). (D.3)
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Entonces, para d = 3, tenemos que
S ≤ S0 + 3f(ωn0)
∞∑
n=n0+1
ωn − ωn−1
ω2n
. (D.4)
A continuación, empleamos
1
ωn
− ωn−1
ω2n
≤ 1
ωn−1
− 1
ωn
, (D.5)
que puede reescribirse como
2 ≤ ωn
ωn−1
+
ωn−1
ωn
. (D.6)
Alternativamente, esta última desigualdad puede deducirse usando que la función
h(x) = x+(1/x) sobre el eje real positivo alcanza un mínimo en x = 1, con h(1) = 2, y
comparando ese mínimo con el valor en x = ωn/ωn−1. Con esta desigualdad, obtenemos
que S ≤ S0 + 3f(ωn0)S1 con
S1 =
∞∑
n=n0+1
[
1
ωn−1
− 1
ωn
]
. (D.7)
Las sumas parciales de los términos que proporcionan S1 (truncando la suma en n = n¯)
se pueden evaluar exactamente, y son iguales a (1/ωn0) − (1/ωn¯). La secuencia de
sumas parciales es estrictamente creciente y acotada superiormente por 1/ωn0 , así que
converge. Esto concluye nuestra demostración.
Apéndice E
Transformación unitaria en topologías
de curvatura positiva
En este apéndice vamos a construir una transformación unitaria que permite eli-
minar las fases complejas que aparecen en la definición del operador Ω̂2 construido a
partir de la Ec. (7.1.3). Puede verse que
Ω̂2 = −Nˆ2µ¯Fˆ+(v)Fˆ †−(v)Nˆ2µ¯ − Nˆ−2µ¯Fˆ−(v)Fˆ †+(v)Nˆ−2µ¯ + (|Fˆ+(v)|2 + |Fˆ−(v)|2), (E.1)
donde las funciones F±(v) están definidas en la Ec. (7.1.5). En primer lugar, introduci-
mos la siguiente exponenciación compleja de una función h(v)
Uˆ = eil0hˆ(v), (E.2)
donde l0 es la raíz cúbica del volumen fiducial de la celda considerada. Seguidamente,
calculamos el operador UˆΩ̂2Uˆ−1. Para ello, basta con centrarse en la transformación del
primer sumando de (E.1), puesto que el segundo es el adjunto del primero, y el término
diagonal permanece invariante bajo esa transformación. No es difícil comprobar que
las fases complejas se cancelan si
h(v + 2)− h(v − 2) = µ¯(v + 2)
2
+
µ¯(v − 2)
2
+ µ¯(v), ∀v. (E.3)
Si ahora cambiamos la etiqueta v → v + 2 y nos restringimos a un sector de superse-
lección Hε+, podemos obtener de forma explícita la función h(v) de manera recursiva:
h(ε) =
µ¯(ε)
2
,
h(ε+ 4) =
µ¯(ε+ 4)
2
+ µ¯(ε+ 2) +
µ¯(ε)
2
+ h(ε) =
µ¯(ε+ 4)
2
+ µ¯(ε+ 2) + µ¯(ε),
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h(ε+ 8) =
µ¯(ε+ 8)
2
+ µ¯(ε+ 6) +
µ¯(ε+ 4)
2
+ h(ε+ 4) =
=
µ¯(ε+ 8)
2
+ µ¯(ε+ 6) + µ¯(ε+ 4) + µ¯(ε+ 2) + µ¯(ε),
...
h(ε+ 4n) =
µ¯(ε+ 4n)
2
+
2n−1∑
j=0
µ¯(ε+ 2j) (n > 0). (E.4)
Por tanto, el operador Ω̂2 se transforma en Ω̂20 [véase la Ec. (7.1.7)]. Conviene comen-
tar que, cuando n → ∞, la suma que aparece en la Ec. (E.4) converge a la integral∫
dv v−1/3 ∼ v2/3, que es justamente la función empleada en la Ref. [45] para imple-
mentar la correspondiente transformación unitaria.
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