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ENDOSCOPIC CONGRUENCES MODULO ADJOINT L-VALUES FOR
GSp(4)
FRANCESCO LEMMA AND TADASHI OCHIAI
Abstract. We establish the existence of congruences between a fixed endoscopic, glob-
ally generic, cuspidal automorphic representation Π of GSp(4) of square-free conductor
and stable cuspidal automorphic representations of the same weight modulo certain prime
factors of the value at 1 of the adjoint L-function of Π normalized by a suitable period.
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1. Introduction
In modern number theory, the study of congruences modulo a prime number p between
automorphic forms plays a central role. It gives a basis of the theory of p-adic families of
automorphic forms and the theory of p-adic families of p-adic Galois representations and it
also gives us a deeper understanding of some important arithmetic objects. For example,
since the prime number 691 divides the numerator of the rational number ζ(12)
π12
, it divides
the constant term of the unique normalized Eisenstein series E12 of weight 12. This yields
a congruence modulo 691 between E12 and the Ramanujan cuspform ∆ of weight 12 and
the existence of such a congruence helps us to understand the action of Gal(Q(µ691)/Q)
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on the 691-part of the class group of Q(µ691) (see [Ri76]).
Instead of the Eisenstein series E12, we consider an automorphic representation Π of
GSp(4,A), where A denotes the ring of adeles of Q, which is cuspidal but whose functorial
lift to GL(4,A) is not cuspidal. Such an automorphic representation Π is called endoscopic.
In this article, we investigate congruences between Π and cuspidal automorphic representa-
tion Π′ of GSp(4,A) whose functorial lift to GL(4,A) remains cuspidal. Such automorphic
representations Π′ are called stable.
In [Hi81a], Hida considers a holomorphic cuspform f of GL(2,A) and establishes the
existence of congruences between f and other cuspforms of the same level and weight as f
modulo certain prime numbers dividing a value of the adjoint L-function of f , normalized by
a suitable period. Let us recall Hida’s theorem. For a primitive cuspform f ∈ Sκ(Γ1(M)),
Z(κ, f) denotes the product
Z(κ, f) =
∏
σ:E→C
L(κ,Sym2( σf)) =
∏
σ:E→C
L(1, π(σf),Ad)
where E denotes the number field generated by the Fourier coefficients of f , π(σf) denotes
the cuspidal automorphic representation of GL(2,A) attached to σf and L(s, π(σf),Ad)
denotes the imprimitive adjoint L-function attached to σf . Let c(f) denote the real number
defined as
(1) c(f) = ε(M)ρ((κ − 1)! · 2−(κ+2))ρ(Mϕ(M))ρ Z(κ, f)
u(f)π(κ+1)ρ
where ρ denotes [E : Q], where ε(M) = 12, 4 or 1 according as M = 1, 2 or ≥ 3 and where
u(f) denotes the period defined in [Hi81a, (6.6c)]. It follows from [Hi81a, Theorem 6.2]
that c(f)2 ∈ Z \{0}.
The following theorem is a particular case of the main theorem of [Hi81a] stated assuming
that the Nebentypus of f is trivial.
Theorem 1.1 (Hida). Let f ∈ Sκ(Γ1(M)) be a primitive cuspform, with κ ≥ 2 and with
trivial Nebentypus. Then, if a prime p such that p > κ− 2 and p ∤ 6M divides c(f)2, there
exists a congruence between f and another normalized eigen cuspform g ∈ Sκ(Γ1(M))
which is not conjugate to f modulo a prime ideal above p in Q.
As we announced earlier, we will prove an extension of Theorem 1.1 to congruences
between a fixed endoscopic, globally generic, cuspidal automorphic representation Π of
GSp(4) of square-free conductor and stable cuspidal automorphic representations. As we
need it in the proof of our main result, we use a variant of Theorem 1.1 proved by Ghate
[Gh02].
Let Γ(s,Ad(f)) denote the Γ-factor of L(s,Ad(f)) and letW (f) be the complex constant
that arises in the functional equation of the standard L-function attached to f (see [Gh02]
for the precise definitions).
Theorem 1.2 (Ghate). Let f ∈ Sκ(Γ1(M)) be a primitive cuspform, with κ ≥ 2 and with
trivial Nebentypus. Let K denote the number field which appears in [Gh02, Theorem 1].
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Let us fix a prime p of K over a prime p > κ − 2 and such that p ∤ 6M and let us denote
by O(p) the ring of integers of K localized at p. Let c′(f) ∈ O(p) be as follows
(2) c′(f) =W (f)Γ(1,Ad(f))
L(1, π(f),Ad)
ω(f,+)ω(f,−)
where ω(f,+), ω(f,−) ∈ C×/O×(p) are complex periods given in [Gh02]. Then, if p divides
c′(f), there exists a congruence between f and another normalized eigen cuspform g ∈
Sκ(Γ1(M)) different from f modulo p.
To state our result, let us consider a cuspidal automorphic representation Π ≃ Π∞⊗Πf
which satisfies the conditions (i)-(v) of Section 3. In particular Π∞ is a generic discrete
series of GSp(4,R) of Harish-Chandra parameter (k+3, k′+1) for two integers k ≥ k′ ≥ 0
and Π has square-free paramodular conductor N . The conditions on Π imply that Πf is
defined over its rationality field, which is a number field E(Πf ) of degree r over Q. Let us
fix a prime number p and assume that p /∈ SN,3 ∪ Sweight ∪ Stors ∪ S′tors where SN,3, Stors,
S′tors, Sweight are defined by (14), (15), (22) and (23) respectively. Considering the Betti
cohomology of Siegel threefolds, we define a free Z(p)-module L(Πf , Vλ,Z(p)) of finite rank
2r endowed with a natural bilinear form
〈 , 〉 : L(Πf , Vλ,Z(p))× L(Πf , Vλ,Z(p))→ Z(p)
and a period Ω(Πf ) ∈ R× /Z×(p) (see equation (33) and Remark 5.6). Let δ1, . . . , δ2r be a
Z(p)-basis of L(Πf , Vλ,Z(p)) and let d(Πf ) = det(〈δi, δj〉)1≤i,j≤2r be the discriminant of 〈 , 〉.
This is an element of Z(p) whose image in Z(p) /(Z
×
(p))
2 does not depend on the choice of the
basis δ1, . . . , δ2r. Let Ck,k′ be the rational number defined in Proposition 6.4. For x, y ∈ R
we write x ∼ y if there exists s ∈ (Z×(p))2 such that x = sy.
Theorem 1.3 (Theorem 6.7). Let Π ≃ Π∞⊗Πf be a cuspidal automorphic representation
given above. Then we have:
d(Πf ) ∼
(2k−k′+11Ck,k′π3k−k′+15
k + k′ + 5
)r
Ω(Πf )
−1 ∏
σ:E(Πf )→C
L(1, σΠ,Ad)
2 .
We shall prove Theorem 1.3 at the end of Section 6. A direct consequence of Theorem
1.3 is that the real number(2k−k′+11Ck,k′π3k−k′+15
k + k′ + 5
)r
Ω(Πf )
−1 ∏
σ:E(Πf )→C
L(1, σΠ,Ad)
2
is in fact a non-zero rational number which is a p-integer. Moreover, the assumption that
Π is endoscopic implies that it is obtained as a Weil lifting of two primitive classical elliptic
modular forms f1 and f2 of weights k1 = k+k
′+4 and k2 = k−k′+2 and level N1 and N2,
with N1N2 = N . Given a prime ideal P above p in Q and another cuspidal automorphic
representation Π′ of GSp(4,A), we write Π′ ≡ Π (mod P) if Π′ is congruent to Π modulo
P (see Definition 7.1).
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Theorem 1.4 (Theorem 7.2). In addition to the setting given above, assume further that
p is prime to N and is outside the finite set S′′tors which is defined by (25). Assume the
following conditions:
(a) the residual Gal(Q/Q)-representations ρf1 and ρf1 of f1 and f2 are irreducible,
(b) the prime p does not divide c′(f1) nor c′(f2) for any prime p above p in Q,
(c) the prime p divides(2k−k′+11Ck,k′π3k−k′+15
k + k′ + 5
)r
Ω(Πf )
−1 ∏
σ:E(Πf )→C
L(1, σΠ,Ad)
2 ,
Then, there exists a prime divisor P of p in Q and a cuspidal representation Π′ ≃⊗′v Π′v
of G(A) such that
(1) the non archimedean part Π′f of Π
′ satisfies (Π′f )
KN 6= 0,
(2) the representation Π′∞ is a discrete series with the same parameter as Π∞,
(3) the cuspidal representation Π′ is stable,
(4) we have Π′ 6≃ σΠ for all σ ∈ Aut(C),
(5) we have Π′ ≡ Π (mod P).
We shall prove Theorem 1.4 at the end of Section 7.
Note that by the work of Lan-Suh [LS13], the primes in Stors and S
′
tors can be shown to
be smaller than and explicit bound when the weight is sufficiently regular. On the other
hand S′′tors is a subset of the prime numbers dividing the torsion in the cohomology of the
boundary and hence is more delicate.
Before our work, Hida’s theorem has been extended to cuspforms of GL(2) over an
imaginary quadratic field by Urban [U95], to Hilbert modular cuspforms by Ghate [Gh02]
and Dimitrov [Di05], to cuspforms of GL(2) over an arbitrary number field by Namikawa
[N15] and to cuspforms of GL(n) over an arbitrary number filed by Balasubramanyam
and Raghuram [BaR17]. Congruences between holomorphic Yoshida lifts and stable cusp
forms on GSp(4) has also been considered in [BDSP12] and [AK13] but the methods of
these papers are entirely different from ours.
In the proof of Theorem 1.3, the work of Chen-Ichino [CI19, Theorem 1.1] relating the
Petersson norm of a suitably normalized cuspform ϕ ∈ Π to L(1,Π,Ad) plays an important
role ([CI19] is a refinement of an unpublished preprint [I08]). The assumptions (i)-(iv) on
Π stated above are all already present as hypothesis of loc. cit. Theorem 1.1, which also
covers the case where Π is stable. Assumption (v) says that Π is endoscopic.
One of our important contributions for Theorem 1.3 is to compute the discriminant
d(Πf ) in terms of the explicit constant Ck,k′, the period Ω(Πf ) and the Petersson norms of
the normalized cuspforms σϕ ∈ σΠ. Note that in [BaR17], the rational number analogous
to Ck,k′ is not explicitly computed as in the present work. It seems difficult to perform a
similar explicit computation for higher rank reductive groups. Furthermore, let us empha-
size that this work is the first application of Hida’s ideas to a reductive group different from
GL(n) and in particular to the study of endoscopic congruences. Moreover this is the first
work considering endoscopic congruences for generic, hence non-holomorphic, cuspforms
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on GSp(4).
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2. Notation and conventions
2.1. The algebraic group GSp(4) and its algebraic representations. Let I2 be the
identity matrix of size two and let J be the symplectic form whose matrix in the canonical
basis of Z4 is
J =
(
I2
−I2
)
.
The symplectic group GSp(4) is defined as
GSp(4) = {g ∈ GL(4) | tgJ g = ν(g)J , ν(g) ∈ Gm}.
This is a Z-group scheme that we will denote by G in what follows. Then ν : G→ Gm is a
character and the derived group of G is Sp(4) = Ker ν. We denote by T ⊂ G the diagonal
maximal torus defined as
T = {diag(α1, α2, α−11 ν, α−12 ν)|α1, α2, ν ∈ Gm}
and by B = TU the standard Borel subgroup of upper triangular matrices in G where U
is the unipotent radical
U =


1 x0
1
1
−x0 1


1 x1 x2
1 x2 x3
1
1

∣∣∣∣∣∣∣∣x0, x1, x2, x3 ∈ Ga

We identify the group X∗(T ) of algebraic characters of T to the subgroup of Z2 ⊕ Z of
triples (k, k′, c) such that k + k′ ≡ c (mod 2) via
λ(k, k′, c) : diag(α1, α2, α−11 ν, α
−1
2 ν) 7−→ αk1αk
′
2 ν
c−k−k′
2 .
Let ρ1 = λ(1,−1, 0) be the short simple root and ρ2 = λ(0, 2, 0) be the long simple root.
Then the set R ⊂ X∗(T ) of roots of T in G is
R = {±ρ1,±ρ2,±(ρ1 + ρ2),±(2ρ1 + ρ2)}
and the subset R+ ⊂ R of positive roots with respect to B is
R+ = {ρ1, ρ2, ρ1 + ρ2, 2ρ1 + ρ2}.
Then, the set of dominant weights is the set of λ(k, k′, c) such that k ≥ k′ ≥ 0. For
any dominant weight λ, there is an irreducible algebraic representation Vλ,Q of GQ in a
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finite dimensional Q-vector space, of highest weight λ, unique up to isomorphism, and all
isomorphism classes of irreducible algebraic representations of GQ are obtained in this way.
We will be interested in the specific realization of Vλ,Q obtained by Weyl’s construction
as follows. Let StdQ ≃ Vλ(1,0,1),Q be the standard 4-dimensional representation of GQ, let
λ = λ(k, k′, c) be a dominant weight, let d = k+ k′. If d ≥ 2, for two integers 1 ≤ p, q ≤ d,
let Ψp,q : Std
⊗d
Q → Std⊗(d−2)Q denote the map defined by
(3) Ψp,q : v1 ⊗ . . .⊗ vd 7→ tvpJ vqv1 ⊗ . . . ⊗ vˆp ⊗ . . . ⊗ vˆq ⊗ . . .⊗ vd
Let Std
〈d〉
Q ⊂ Std⊗dQ be the intersection of the kernels of all the Ψp,q. Let t = c−k−k
′
2 . Then
Vλ,Q =
(
Std
〈d〉
Q ∩ Sλ(StdQ)
)
⊗ ν⊗t
where Sλ(StdQ) ⊂ Std⊗dQ is the image of an explicit element cλ ∈ Z[Sd] acting on Std⊗dQ (see
[FH91, Theorem 17.11]). Here Sd denotes the symmetric group of order d!. By replacing
StdQ by the standard representation StdZ of G over Z, we obtain a free Z-module Vλ,Z
endowed with a linear action of G such that Vλ,Z ⊗Q = Vλ,Q.
2.2. Measures. Consider the unitary group U(2) = {g ∈ GL(2,C) | tgg = I2} where g
denotes the complex conjugate of g. The map κ : U(2) −→ Sp(4,R) defined by
g = A+ iB 7−→
(
A B
−B A
)
,
where A and B denote the real and imaginary parts of g, identifies U(2) with a maximal
compact subgroup K∞ of Sp(4,R). Let K ′∞ denote the subgroup R
×
+K∞ of G(R), where
R×+ denotes the connected component of the center of G(R). Let dk∞ be the unique
Haar measure on K∞ such that vol(K∞, dk∞) = 1. Let dµ be a left translation invariant
measure on G(R)+/K
′∞. Given a measurable function f : G(R)+/R
×
+ → C, the function
f : G(R)+/K
′∞ → C defined as
f(g∞) =
∫
K∞
f(g∞k)dk∞
where g∞ is a lift of g∞ by the canonical projection G(R)+/R
×
+ → G(R)+/K ′∞, is well
defined. We define the left translation invariant measure dg∞ on G(R)+/R×+ by the formula
(4)
∫
G(R)+/R
×
+
f(g∞)dg∞ =
∫
G(R)+/K ′∞
fdµ.
Let
H+ = {Z = X + iY ∈ gl2,C | tZ = Z, Y > 0} = G(R)+/K ′∞
be Siegel upper half-plane of genus 2.
Lemma 2.1. The following statements hold.
(1) The measure dXdY/det(Y )3 on H+ is left translation invariant by G(R)+.
(2) For any measure dµ on H+ which is left translation invariant by G(R)+, then there
exists c ∈ R×+ such that dµ = cdXdY/det(Y )3.
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Proof. The first statement is a particular case of [An87, Proposition 1.2.9]. Let us prove
the second statement. Let dµ be a measure on H+ = G(R)+/K ′∞ which is left translation
invariant by G(R)+. Let dν denote the measure dXdY/det(Y )
3. By the construction
(4) above, we associate to dµ and dν Haar measures dg∞,µ and dg∞,ν on the Lie group
G(R)+/R
×
+. There exists c ∈ R×+ such that dg∞,µ = cdg∞,ν . Let s : G(R)+/R×+ →
G(R)+/K
′∞ denote the canonical projection. By an easy computation we have s∗(dg∞,µ) =
vol(K∞, dk∞)dµ = dµ and similarly s∗(dg∞,ν) = dν. As a consequence dµ = cdν as
claimed. 
2.3. Representations of K∞ and discrete series classification. Let k and k′ denote
the Lie algebra of K∞ and K ′∞ respectively. Let kC and k′C denote their complexifications.
The differential of κ induces an isomorphism of Lie algebras dκ : gl2,C ≃ kC. Let sp4 denote
the Lie algebra of Sp(4,R) and by sp4,C its complexification. A compact Cartan subalgebra
of sp4 is defined as h = RT1 ⊕ RT2 where
T1 = dκ
((
i
))
=

1
−1
 ,
T2 = dκ
((
i
))
=
 1
−1
 .
Define a C-basis of h∗C by e1(T1) = i, e1(T2) = 0, e2(T1) = 0, e2(T2) = i. The root system
∆ of the pair (sp4,C, hC) is ∆ = {±2e1,±2e2,±(e1 ± e2)}. We denote by ∆c, respectively
∆nc, the set of compact, respectively non-compact roots in ∆. We have ∆c = {±(e1− e2)}
and ∆nc = ∆−∆c. We choose the set of positive roots as ∆+ = {e1− e2, 2e1, e1+ e2, 2e2}.
Then, the set of compact, respectively non-compact, positive roots is ∆+c = ∆c ∩ ∆+,
respectively ∆+nc = ∆nc ∩ ∆+. For each symmetric matrix Z ∈ gl2,C, define the element
p±(Z) of sp4 by
p±(Z) =
(
Z ±iZ
±iZ −Z
)
.
Let us consider the generator
p+
((
1
))
∧p+
((
1
1
))
∧p+
((
1
))
∧p−
((
1
))
∧p−
((
1
1
))
∧p−
((
1
))
of the one-dimensional C-vector space
∧6
sp4,C/kC. To this generator is associated a non-
zero left translation invariant measure dµ on Sp(4,R)/K∞ = G(R)+/K ′∞ in a standard
way. Let c ∈ R×+ be the constant given by the second point of Lemma 2.1. Let us denote
by 6
√
c the positive sixth root of c in R×+. Let X(α1,α2) ∈ sp4,C be defined as
X±(2,0) = 6
√
cp±
((
1
))
,X±(1,1) = 6
√
cp±
((
1
1
))
,X±(0,2) = 6
√
cp±
((
1
))
.
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It follows from an easy computation that X(α1,α2) is a root vector corresponding to the
non-compact root (α1, α2) = α1e1 + α2e2. If we set
(5) p± =
⊕
α∈∆+nc
CX±α,
we have the Cartan decomposition sp4,C = kC⊕p+⊕p−. Furthermore the inclusion sp4 C ⊂
gC induces a canonical isomorphism sp4 C/kC = gC/k
′′
C. In particular gC/k
′′
C = p
+ ⊕ p−.
Integral weights are defined as the (k, k′) = ke1 + k′e2 ∈ h∗C with k, k′ ∈ Z and an
integral weight is dominant for ∆+c if k ≥ k′. Assigning its highest weight to a finite
dimensional irreducible complex representation τ of K∞, we define a bijection between
isomorphism classes of finite-dimensional irreducible complex representations of K∞ and
dominant integral weights, whose inverse will be denoted by (k, k′) 7−→ τ(k,k′). Let (k, k′)
be a dominant integral weight and let d = k−k′. Then dimC τ(k,k′) = d+1. More precisely,
there exists a basis (vs)0≤s≤d of τ(k,k′), such that
τ(k,k′)
(
dκ
(
1
))
vs = (s+ k
′)vs,(6)
τ(k,k′)
(
dκ
(
1
))
vs = (−s+ k)vs,(7)
τ(k,k′)
(
dκ
(
1
))
vs = (s+ 1)vs+1,(8)
τ(k,k′)
(
dκ
(
1
))
vs = (d− s+ 1)vs−1(9)
which we call a standard basis of τ(k,k′). In the identities above, we agree to use the
convention v−1 = vd+1 = 0. Note that (Ad, p+) is equivalent to τ(2,0) and that (Ad, p−)
is equivalent to τ(0,−2). Under the identification (Ad, p+) ≃ τ(2,0), the basis (v2,v1,v0) =
(X(2,0),X(1,1),X(0,2)) is a standard basis and the under the identification (Ad, p
−) ≃ τ(0,−2),
the basis (v2,v1,v0) = (X(0,−2),−X(−1,−1),X(−2,0)) is a standard basis. As the weights
of
∧2
p+ ⊗C p− are the sums of two distinct weights of p+ and of a weight of p−, as
C[K∞]-modules we have
2∧
p+ ⊗C p− = τ(3,−1) ⊕ τ(2,0) ⊕ τ(1,1),
p+ ⊗C
2∧
p− = τ(1,−3) ⊕ τ(0,−2) ⊕ τ(−1,−1).
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Lemma 2.2. (1) The following is a standard basis of τ(3,−1) ⊂
∧2
p+ ⊗C p−:
w4 = X(2,0) ∧X(1,1) ⊗X(0,−2),
w3 = −X(2,0) ∧X(1,1) ⊗X(−1,−1) + 2X(2,0) ∧X(0,2) ⊗X(0,−2),
w2 = X(2,0) ∧X(1,1) ⊗X(−2,0) − 2X(2,0) ∧X(0,2) ⊗X(−1,−1) +X(1,1) ∧X(0,2) ⊗X(0,−2),
w1 = 2X(2,0) ∧X(0,2) ⊗X(−2,0) −X(1,1) ∧X(0,2) ⊗X(−1,−1),
w0 = X(1,1) ∧X(0,2) ⊗X(−2,0).
(1) The following is a standard basis of τ(2,0) ⊂
∧2
p+ ⊗C p−:
x2 = X(2,0) ∧X(1,1) ⊗X(−1,−1) + 2X(2,0) ∧X(0,2) ⊗X(0,−2),
x1 = −2X(2,0) ∧X(1,1) ⊗X(−2,0) + 2X(1,1) ∧X(0,2) ⊗X(0,−2),
x0 = −2X(2,0) ∧X(0,2) ⊗X(−2,0) −X(1,1) ∧X(0,2) ⊗X(−1,−1).
(1) The following is a standard basis of τ(1,1) ⊂
∧2 p+ ⊗C p−:
y0 = X(2,0) ∧X(1,1) ⊗X(−2,0) +X(2,0) ∧X(0,2) ⊗X(−1,−1) +X(1,1) ∧X(0,2) ⊗X(0,−2).
Lemma 2.3. In the basis
X(2,0) ∧X(1,1) ⊗X(0,−2), X(2,0) ∧X(1,1) ⊗X(−1,−1), X(2,0) ∧X(1,1) ⊗X(−2,0),
X(2,0) ∧X(0,2) ⊗X(0,−2), X(2,0) ∧X(0,2) ⊗X(−1,−1), X(2,0) ∧X(0,2) ⊗X(−2,0),
X(1,1) ∧X(0,2) ⊗X(0,−2), X(1,1) ∧X(0,2) ⊗X(−1,−1), X(1,1) ∧X(0,2) ⊗X(−2,0)
of
∧2 p+ ⊗C p− the matrix of the projection p : ∧2 p+ ⊗C p− → τ(3,−1) is
1 0 0 0 0 0 0 0 0
0 12 0 −14 0 0 0 0 0
0 0 16 0 −13 0 16 0 0
0 −1 0 12 0 0 0 0 0
0 0 −13 0 23 0 −13 0 0
0 0 0 0 0 12 0 −1 0
0 0 16 0 −13 0 16 0 0
0 0 0 0 0 −14 0 12 0
0 0 0 0 0 0 0 0 1

.
We will denote by WK∞ the Weyl group of (kC, hC). According to the classification
theorem [Kn86, Thm. 9.20], as WK∞ has 4 elements, we have:
Proposition 2.4. Let G(R)+ be the identity component of G(R), let ξ be a character of
R× and let (k, k′) ∈ h∗C be an integral weight. Assume k ≥ k′ ≥ 0. Then, there exist 4
isomorphism classes Π3,0∞ , Π2,1∞ , Π1,2∞ , Π0,3∞ of irreducible discrete series representations of
G(R)+ with Harish-Chandra parameter (k+2, k
′+1) and central character ξ. Furthermore,
the restrictions of these representations to K∞ contain as minimal K∞-types the irreducible
representations τ(k+3,k′+3), τ(k+3,−k′−1), τ(k′+1,−k−3), τ(−k′−3,−k−3) respectively and these
occur with multiplicity 1.
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In the proposition above, the discrete series Π3,0∞ is holomorphic, Π2,1∞ and Π1,2∞ are
generic, which means that they have a Whittaker model and Π0,3∞ is antiholomorphic. In
what follows, we will denote by ΠH∞ and ΠW∞ the discrete series of GSp(4,R) defined as
ΠH∞ = Ind
G(R)
G(R)+
Π3,0∞ = Ind
G(R)
G(R)+
Π0,3∞ ,
ΠW∞ = Ind
G(R)
G(R)+
Π2,1∞ = Ind
G(R)
G(R)+
Π1,2∞ .
In particular, we have
ΠH∞|G(R)+ = Π3,0∞ ⊕Π0,3∞ ,
ΠW∞ |G(R)+ = Π2,1∞ ⊕Π1,2∞ .
2.4. Hecke algebras. Let l be a prime number and let Kl ⊂ G(Ql) be a compact open
subgroup. Let HKll be the Hecke algebra of Z-valued compactly supported functions on
G(Ql), which are invariant by translation on the left and on the right by Kl, with product
given by the convolution product with respect to the Haar measure dxl on G(Ql) giving
measure 1 to the maximal compact subgroup G(Zl) of G(Ql). If K =
∏′
lKl ⊂ G(Af ) is a
compact open subgroup, we denote by HK the restricted tensor product HK = ⊗′lHKll .
For any ring R, we shall denote by HKR the R-algebra HK ⊗ R. Let Πl denote a smooth
admissible representation of G(Ql). Then Π
Kl
l is endowed with the action of HKlC as follows.
For f ∈ HKlC and χ ∈ VΠl a vector invariant by Kl, we define f.χ as
f.χ =
∫
G(Ql)
Πl(x)(χ)f(x)dxl.
Lemma 2.5. Let Kl ⊂ G(Ql) be a compact open subgroup. Then, for any g ∈ G(Ql) we
have
[Kl : gKlg
−1 ∩Kl] = [Kl : g−1Klg ∩Kl].
Proof. Let 1gKlg−1∩Kl and 1g−1Klg∩Kl denote the characteristic functions of the subgroups
gKlg
−1 ∩Kl and g−1Klg ∩Kl of Kl respectively. We have
vol(gKlg
−1 ∩Kl, dxl) =
∫
G(Ql)
1gKlg−1∩Kl(xl)dxl
=
∫
G(Ql)
1gKlg−1∩Kl(gxlg
−1)dxl
=
∫
G(Ql)
1g−1Klg∩Kl(xl)dxl
= vol(g−1Klg ∩Kl, dxl)
where the second equality follows the change of variable xl → g−1xlg and from the equality
d(gxlg
−1) = dxl which follows from the unimodularity of G(Ql) (see [R10, Proposition
V.5.4]). The conclusion follows. 
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Let dxTam denote the Tamagawa measure on G(A). Given two cusp forms ϕ1 and ϕ2 on
G(A) with trivial central character, let 〈ϕ1, ϕ2〉 denote the Petersson inner product
〈ϕ1, ϕ2〉 =
∫
Z(A)G(Q)\G(A)
ϕ1(x)ϕ2(x)dx
Tam.
Proposition 2.6. Assume that ϕ1 and ϕ2 have trivial central character and are invariant
by right translation by Kl. Let g ∈ G(Ql), let Tg ∈ HKl be the characteristic function of
KlgKl and let Tν(g)g−1 be the characteristic function of Klν(g)g
−1Kl. Then
〈Tgϕ1, ϕ2〉 = 〈ϕ2, Tν(g)g−1ϕ2〉.
Proof. Let n denote the integer
(10) n = [Kl : gKlg
−1 ∩Kl] = [Kl : g−1Klg ∩Kl]
where the second equality follows from Lemma 2.5. According to equality (10) and to
[DS05, Lemma 5.5.1 (c)] , there exists β1, . . . , βn ∈ G(Ql) such that
(11) KlgKl =
n⊔
j=1
βjKl =
n⊔
j=1
Klβj.
Note that [DS05, Lemma 5.5.1 (c)] is proved in a global situation and for SL2 but that the
proof is purely group theoretical and hence works when applied to our situation once Γ in
loc. cit. is replaced by G(Zl) and α in loc. cit. is replaced by g. Hence we have
〈Tgϕ1, ϕ2〉 =
∫
Z(A)G(Q)\G(A)
∫
G(Ql)
ϕ1(xhl)1KlgKl(hl)ϕ2(x)dhldx
Tam
=
∫
Z(A)G(Q)\G(A)
n∑
j=1
∫
Kl
ϕ1(xβjhl)ϕ2(x)dhldx
Tam
= vol(Kl, dhl)
∫
Z(A)G(Q)\G(A)
n∑
j=1
ϕ1(xβj)ϕ2(x)dx
Tam
= vol(Kl, dhl)
∫
Z(A)G(Q)\G(A)
n∑
j=1
ϕ1(x)ϕ2(xβ
−1
j )dx
Tam
=
∫
Z(A)G(Q)\G(A)
ϕ1(x)
n∑
j=1
∫
Kl
ϕ2(xβ
−1
j hl)dhldx
Tam
=
∫
Z(A)G(Q)\G(A)
ϕ1(x)
n∑
j=1
∫
Kl
ϕ2(xν(g)β
−1
j hl)dhldx
Tam
where the first equality is the definition of the action of Tg, the second follows from the
first equality in (11), the third follows from the fact that ϕ1 is right translation invariant
by Kl, the fourth follows from an obvious change of variable in the integral, the fifth is
similar as the third and the sixth follows from the fact that ϕ2 has trivial central character.
Note that (11) implies that Klν(g)g
−1Kl =
⊔n
j=1 ν(g)β
−1
j Kl. As a consequence
〈Tgϕ1, ϕ2〉 = 〈ϕ1, Tν(g)g−1ϕ2〉
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as claimed. 
3. Adjoint L-value and Petersson norm after Ichino
For the convenience of the reader, let us recall a particular case of the main result of
[CI19] expressing the value at 1 of the adjoint L-function of some cuspidal automorphic
representations of G(A) in terms of a Petersson norm.
Let k ≥ k′ ≥ 0 be two integers. Let Π be an irreducible cuspidal automorphic represen-
tation of G(A). Let us fix an isomorphism
(12) Π ≃
⊗
v
′
Πv.
We make the following assumptions on Π:
(i) the central character of Π is trivial,
(ii) Π is globally generic,
(iii) the paramodular conductor N ∈ Z>0 of Π (see [RoS07]) is square-free,
(iv) Π∞|G(R)+ = Π2,1∞ ⊕Π1,2∞ ,
where Π2,1∞ and Π1,2∞ are the discrete series representations with Harish-Chandra parameter
(k+ 2, k′ +1) and respective minimal K∞-types the irreducible representations τk+3,−k′−1
and τk′+1,−k−3 (see Proposition 2.4). According to [AS06], the automorphic representation
Π has a functorial lift Σ to GL(4,A) and we say that Π is endoscopic if Σ is not cuspidal.
From now on, we assume that
(v) Π is endoscopic.
Let η = ⊗vηv be the standard additive character of Q \A, so that η∞(x) = exp(2πix) for
x ∈ R. By abuse of notation, we denote again by η the character of U(Q)\U(A) → C×
defined by 
1 x0
1
1
−x0 1


1 x1 x2
1 x2 x3
1
1
 7→ η(−x0 − x3)
Let Π be an irreducible cuspidal automorphic representation of G(A). The Whittaker
function of a cusp form ψ ∈ Π is
Wψ(g) =
∫
U(Q)\U(A)
ψ(ug)η(u)du
for g ∈ G(A), where du is the Tamagawa measure on U(A). Let us consider the unique
element ϕ =
⊗′
v ϕv ∈ Π normalized as in [CI19, §1] in the following way:
(a) for every prime l not dividing N , the vector ϕl is invariant by G(Zl),
(b) for every prime l dividingN , the vector ϕl is invariant by the paramodular subgroup
Kl =
g ∈ G(Ql) | ν(g) ∈ Z×l , g ∈

Zl Zl l
−1 Zl Zl
lZl Zl Zl Zl
lZl lZl Zl lZl
lZl Zl Zl Zl


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of level l,
(c) the archimedean component ϕ∞ is a lowest weight vector of the minimal U(2)-type
of Π1,2∞ ,
(d) Wϕl(1) = 1 for any prime l,
(e) we have
Wϕ∞(1) = e
−2π
∫ c1+√−1∞
c1−
√−1∞
ds1
2π
√−1
∫ c2+√−1∞
c2−
√−1∞
ds2
2π
√−1(4π
3)(−s1+k+4)/2(4π)(−s2−k
′−1)/2
×Γ
(
s1 + s2 − 2k′ − 1
2
)
Γ
(
s1 + s2 + 1
2
)
Γ
(s1
2
)
Γ
(s2
2
)
where c1, c2 ∈ R satisfy c1 + c2 + 1 > 0 and c1 > 0 > c2.
Let 〈ϕ,ϕ〉 denote the Petersson norm
〈ϕ,ϕ〉 =
∫
Z(A)G(Q)\G(A)
|ϕ(x)|2dxTam.
The following statement is a particular case of Theorem 1.1 in [CI19].
Theorem 3.1. We have
〈ϕ,ϕ〉 = 270.2k−k′+11π3k−k′+12(k + k′ + 5)−1
∏
l|N
(l + l−1)−1L(1,Π,Ad).
4. Integral Betti cohomology of Siegel threefolds
4.1. Integral local systems on Siegel threefolds. Siegel threefolds are the Shimura va-
rieties associated to the group G. Let us briefly recall their definition. Let S = ResC/RGm,C
be the Deligne torus and let H be the G(R)-conjugacy class of the morphism h : S −→ GR
given on R-points by
x+ iy 7−→

x y
x y
−y x
−y x
 .
The pair (G,H) verifies the axioms of Deligne-Shimura (see [L05, Lemme 2.1]). Let KN
denote the compact open subgroup of G(Af ) defined as
KN =
∏
l∈S(N)
Kl ×
∏
l /∈S(N)
G(Zl).
In this work, we are interested in the level KN , but as KN is not neat we need to con-
sider smaller congruence subgroups. Let LZ ⊂ Q4 be a Z-lattice such that KN stabilizes
LZ ⊗ Ẑ and let KN (3) = {g ∈ KN | (g − 1)LZ ⊗ Ẑ ⊂ 3LZ ⊗ Ẑ}. Then KN (3) is a normal
compact open subgroup of KN which is neat. Let SKN (3) the Siegel threefold of level
KN (3). This is a smooth quasiprojective Q-scheme such that, as complex analytic va-
rieties, we have SKN (3) ≃ G(Q)\(H × G(Af )/KN (3)), and carrying a universal abelian
surface a : A→ SKN (3) whith a polarization of degree N2 and a principal level 3 structure.
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Let λ(k, k′, c) be a dominant weight. We associate to the representation Vλ,Z of G a
local system of Z-modules for the classical topology on SKN (3) as follows. To the standard
representation StdZ we associate the first relative homology group TZ = Hom(R1a∗ Z,Z)
of a. The polarization on A induces a pairing Ψ : TZ ⊗ TZ → Z. If d ≥ 2, let T 〈d〉Z ⊂ T ⊗dZ
be the intersection of the kernels of all the contractions T ⊗dZ → T ⊗d−2 defined anlogously
as the Ψp,q (3) using Ψ instead of J and let V˜λ,Z = T 〈d〉Z ∩ Sλ(TZ)⊗ (2πi)t Z, where Sλ(TZ)
denotes the image of cλ ∈ Z[Sd] acting on T ⊗dZ and where t = c−k−k
′
2 . Then V˜λ,Z is a local
system of Z-modules on SN . From now on the representation Vλ,Z and the local system
associated to it V˜λ,Z will be denoted by the same symbol Vλ,Z.
We are interested in the Betti cohomology H3(SKN (3), Vλ,Z), in the Betti cohomology
with compact support H3c (SKN (3), Vλ,Z) and in the inner cohomology H
3
! (SKN (3), Vλ,Z) de-
fined as
H3! (SKN (3), Vλ,Z) = Im(H
3
c (SKN (3), Vλ,Z)→ H3(SKN (3), Vλ,Z)).
These are finitely generated Z-modules. To prove that they are endowed with a natural ac-
tion of HKN (3), we shall make use of the formalism of Grothendieck’s functors (f∗, f∗f!, f !)
on the derived categories of sheaves of Z-modules on locally compact topological spaces
(see [Ay08], [Ay10] and [KaS94]).
4.2. Hecke action on integral cohomology. Let g ∈ G(Af ). Then we have the Hecke
correspondence
SKN (3)∩gKN (3)g−1
c2(g)
''PP
PP
PP
PP
PP
P
SKN (3)
ww
c1(g)
♦♦♦♦♦♦♦♦♦♦♦♦
SKN (3)
where c1(g) is induced by the inclusion KN (3)∩ gKN (3)g−1 ⊂ KN (3) and c2(g) is induced
by the morphism KN (3) ∩ gKN (3)g−1 →֒ KN (3) defined by k 7→ gkg−1. This diagram
depends only on the class of g in KN (3)\G(Af )/KN (3).
Lemma 4.1. There exists a canonical morphism
ϕ∗ : c1(g)∗Vλ,Z → c2(g)∗Vλ,Z.
Proof. It follows from the modular description of c1(g) and c2(g) which, in our case, is
similar to the one given at p. 9 of [L05] that we have an isogeny ϕ : c1(g)
∗A → c2(g)∗A
over SKN (3)∩gKN (3)g−1 . Taking homology, we obtain a morphism ϕ∗ : c1(g)
∗HZ → c2(g)∗HZ
which induces the morphism of the statement. 
Note that as ci(g) is finite and e´tale for i = 1, 2, we have canonical isomorphisms of
functors ci(g)! ≃ ci(g)∗ and ci(g)! ≃ ci(g)∗. Let us denote by • the topological space
reduced to a point and let pKN (3) : SKN (3) → • the canonical continuous map. Then
H∗(SKN (3), Vλ,Z) is the cohomology of the complex pKN (3)∗Vλ,Z and H
∗
c (SKN (3), Vλ,Z) is
the cohomology of the complex pKN (3)!Vλ,Z.
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Definition 4.2. The endomorphism
Tg : H
∗(SKN (3), Vλ,Z)→ H∗(SKN (3), Vλ,Z)
is defined as the endomorphism induced by the map
pKN (3) ∗Vλ,Z −→ pKN (3) ∗c1(g)∗c1(g)∗Vλ,Z −→ pKN (3) ∗c2(g)∗c1(g)∗Vλ,Z
ϕ∗−→ pKN (3) ∗c2(g)∗c2(g)∗Vλ,Z −→ pKN (3) ∗c2(g)!c2(g)!Vλ,Z −→ pKN (3) ∗Vλ,Z
in the derived category of Z-modules, where the first arrow is induced by the adjunction
morphism, the second arrow is induced by the isomorphism of functors
pKN (3) ∗c1(g)∗ ≃ (pKN (3) ◦ c1(g))∗ ≃ (pKN (3) ◦ c2(g))∗ ≃ pKN (3) ∗c2(g)∗,
the third arrow is induced by the canonical morphism ϕ∗ of Lemma 4.1, the fourth arrow
is induced by the isomorphism of functors c2(g)∗c2(g)∗ ≃ c2(g)!c2(g)! and the last arrow is
induced by trace map. The endomorphism
Tg,c : H
∗
c (SKN (3), Vλ,Z)→ H∗c (SKN (3), Vλ,Z)
is defined similarly as the endomorphism induced by
pKN (3) !Vλ,Z −→ pKN (3) !c1(g)∗c1(g)∗Vλ,Z −→ pKN (3) !c2(g)!c1(g)∗Vλ,Z
ϕ∗−→ pKN(3) !c2(g)!c2(g)∗Vλ,Z −→ pKN (3) !c2(g)!c2(g)!Vλ,Z −→ pKN (3) !Vλ,Z.
Proposition 4.3. For any g ∈ G(Af ) the diagram
H∗c (SKN (3), Vλ,Z) −−−−→ H∗(SKN (3), Vλ,Z)yTg,c yTg
H∗c (SKN (3), Vλ,Z) −−−−→ H∗(SKN (3), Vλ,Z)
where the maps are defined above is commutative and depends only on the double class
KN (3)gKN (3).
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Proof. The statement follows from the commutativity of the following diagram in the de-
rived category of Z-modules
pKN (3) !Vλ,Z −−−−→ pKN (3) ∗Vλ,Zy y
pKN (3) !c1(g)∗c1(g)
∗Vλ,Z −−−−→ pKN (3) ∗c1(g)∗c1(g)∗Vλ,Zy∼ y∼
pKN (3) !c2(g)!c1(g)
∗Vλ,Z −−−−→ pKN (3) ∗c2(g)∗c1(g)∗Vλ,Zyϕ∗ yϕ∗
pKN (3) !c2(g)!c2(g)
∗Vλ,Z −−−−→ pKN (3) ∗c2(g)∗c2(g)∗Vλ,Zy y
pKN (3) !c2(g)!c2(g)
!Vλ,Z −−−−→ pKN (3) ∗c2(g)!c2(g)!Vλ,Zy y
pKN (3) !Vλ,Z −−−−→ pKN (3) ∗Vλ,Z,
where the vertical lines are defined in Definition 4.2 and where the first, the second, the fifth
and the sixth horizontal arrows are induced by the morphism of functors pKN (3) ! → pKN (3) ∗
and the third and the fourth horizontal arrows are induced by the morphism of functors
pKN (3) !c2(g)! −−−−→ pKN (3) !c2(g)∗ −−−−→ pKN (3) ∗c2(g)∗.
The commutativity of all but the second square follows from functoriality. Let us prove the
commutativity of the second square. According to [Ay08, Proposition 1.7.3], the following
diagram of functors
pKN (3) !c1(g)! −−−−→ pKN (3) ∗c1(g)∗y∼ y∼
(pKN (3) ◦ c1(g))! −−−−→ (pKN (3) ◦ c1(g))∗
where the upper horizontal map is the composite
pKN (3) !c1(g)! −−−−→ pKN (3) !c1(g)∗ −−−−→ pKN (3) ∗c1(g)∗
is commutative. As the first map above is an equality, the diagram
pKN (3) !c1(g)∗ −−−−→ pKN (3) ∗c1(g)∗y∼ y∼
(pKN (3) ◦ c1(g))! −−−−→ (pKN (3) ◦ c1(g))∗
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is commutative. Furthermore, the diagram
(pKN (3) ◦ c1(g))! −−−−→ (pKN (3) ◦ c1(g))∗∥∥∥ ∥∥∥
(pKN (3) ◦ c2(g))! −−−−→ (pKN (3) ◦ c2(g))∗y∼ y∼
pKN (3) !c2(g)! −−−−→ pKN (3) ∗c2(g)∗
where the last horizontal map is defined as above, is commutative. By combining the
commutativity of the two previous diagrams, we complete the proof. 
As each function f ∈ HKN (3) is a finite linear combination with Z-coefficients of char-
acteristic functions of double cosets KN (3)gKN (3) with g ∈ G(Af ), by the previous result
we define a ring homomorphism
(13) HKN (3) → EndZ(H∗! (SKN (3), Vλ,Z))
by sending the characteristic function 1KN (3)gKN (3) to the endomorphism ofH
∗
! (SKN (3), Vλ,Z)
induced by Tg.
4.3. Isotypical component of cohomology. For any Z-algebra R let us denote by
Vλ,R the representation of GR deduced from Vλ by extending the scalars to R. By
abuse of notation, we will denote by the same symbol the local system of R-modules
on SKN (3) naturally associated to Vλ,R. By the universal coefficients theorem, we have
H∗! (SKN (3), Vλ,C) = H
∗
! (SKN (3), Vλ,Z)⊗ C. Let
P (Vλ,C) = {Π3,0∞ ,Π2,1∞ ,Π1,2∞ ,Π0,3∞ }
be the discrete series L-packet attached to the complex representation Vλ,C. If λ =
λ(k, k′, c) with k ≥ k′ ≥ 0 and c ≡ k + k′ (mod 2) then the set P (Vλ,C) is the set of
discrete series of G(R)+ with Harish-Chandra parameter (k + 2, k
′ + 1) and central char-
acter x 7→ x−c given by Proposition 2.4. Let us denote by m(Π) the cuspidal multiplicity
of an automorphic representation Π of G(A).
Proposition 4.4. There is a canonical isomorphism of HKN (3)C -modules
H3! (SKN (3), Vλ,C) =
⊕
Π=Π∞⊗Πf
H3(gC,K∞, Vλ,C ⊗Π∞)⊕m(Π) ⊗C ΠKN (3)f
where the sum is indexed by isomorphism classes of cuspidal automorphic representations
Π ≃ Π∞ ⊗Πf of G(A) such that Π∞|G(R)+ ∈ P (Vλ,C).
Proof. This is well known and follows for example from [Le17] (8) and (9). 
In order to avoid difficulties arising in the presence of torsion in the cohomology, we
are going to work with Z(p) coefficients instead of Z coefficients for sufficiently big prime
numbers p. Let
(14) SN,3 = {p prime, p|#KN/KN (3)}.
17
Let H3! (SKN (3), Vλ,Z)tors denote the torsion subgroup of H
3
! (SKN (3), Vλ,Z). Let
(15) Stors = {p prime, p|#H3! (SKN (3), Vλ,Z)tors}
and fix a prime number p such that p /∈ SN,3 ∪ Stors.
The finite group KN/KN (3) acts on SKN (3) by automorphisms and hence acts on the
cohomology H3! (SKN (3), Vλ,Z(p)). The action of HKN (3) on H3! (SKN (3), Vλ,Z(p)) induces an
action of HKN on the submodule H˜3! (SKN , Vλ,Z(p)) defined as
H˜3! (SKN , Vλ,Z(p)) = H
3
! (SKN (3), Vλ,Z(p))
KN/KN (3)
via the natural map HKN → (HKN (3))KN/KN (3). Note that the fact that p /∈ SN,3 implies
that H˜3! (SKN , Vλ,Z(p)) is a direct factor of H
3
! (SKN (3), Vλ,Z(p)). Let H˜
3
! (SKN , Vλ,C) denote
H˜3! (SKN , Vλ,Z(p))⊗Z(p)C. It follows from the decomposition of Proposition 4.4 that we have
a HKN -equivariant decomposition
(16) H˜3! (SN , Vλ,C) ≃
⊕
Πi=Πi,∞⊗Πi,f
H3(gC,K∞, Vλ,C ⊗Πi,∞)⊕m(Πi) ⊗C ΠKNi,f
indexed as above. We will denote by HKNZ(p) the subring of EndZ(p)(H˜3! (SN , Vλ,Z(p))) de-
fined as the image of the homomorphism defined above HKNZ(p) → EndZ(p)(H˜3! (SN , Vλ,Z(p))).
For any Z(p)-algebra R, we denote by HKNR the base change HKNZ(p) ⊗Z(p) R. Note that
as H˜3! (SN , Vλ,Z(p)) is torsion free, the Z(p)-algebra H
KN
Z(p)
is torsion free and hence HKNR is
canonically isomorphic to the image of HKNR in EndR(H˜3! (SN , Vλ,Z(p))⊗Z(p) R).
Let Π = Π∞ ⊗ Πf be the cuspidal automorphic representation of G(A) appearing in
the statement of Theorem 3.1. As Π∞|G(R)+ ∈ P (Vλ,C), the HKNC -module ΠKNf appears in
the decomposition (16). As N denotes the paramodular conductor of Π, the space of fixed
points ΠKNf is one-dimensional. Let E(Πf ) be the rationality field of Πf . By definition
E(Πf ) is a subfield of C and it follows from [BHR94, Theorem 3.2.2] that E(Πf ) is a
number field. Let θΠ : HKNZ(p) ⊂ H
KN
C → C the character giving the action of HKNZ(p) on
ΠKNf . As Π
KN
f is one-dimensional, it follows from [Wa85, Lemme I.1] that Πf is defined
over E(Πf ) and so, the character θΠ has values in E(Πf ).
Lemma 4.5. Let Π = Π∞ ⊗ Πf be a cuspidal automorphic representation of G(A) of
conductor N . Then for the character θΠ of HKNZ(p) , Im θΠ ⊗Z(p) Q is isomorphic to E(Πf ).
Proof. We consider the decomposition of the C-algebra HKNC =
∏HKNi,C corresponding to
the decomposition (16) of the HKNC -module H˜3! (SN , Vλ,C). Since Π has conductor N , the
component HKNi0,C corresponding to Π is isomorphic to C. Thus Im θΠ ⊗Z(p) Q must be a
number field because it is an artinian subalgebra of HKNC,i0 ∼= C. By the definition of the
coefficient field the number field E(Πf ), Im θΠ ⊗Z(p) Q is isomorphic to E(Πf ). 
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Let us denote by M(Πf , Vλ,Q) the finite dimensional Q-vector space
M(Πf , Vλ,Q) =
(
H˜3! (SKN , Vλ,Z(p))⊗HKN
Z(p)
HKNZ(p)/ ker θΠ
)
⊗Z(p) Q .
This is a direct factor of the Q-vector space H˜3! (SKN , Vλ,Q). Let
(17) pM : H˜
3
! (SKN , Vλ,Q)→M(Πf , Vλ,Q)
denote the projection and let M(Πf , Vλ,Z(p)) be defined as
(18) M(Πf , Vλ,Z(p)) = pM
(
H˜3! (SKN , Vλ,Z(p))
)
.
Let L(Πf , Vλ,Z(p)) denote the Z(p)-lattice of M(Πf , Vλ,Q) defined as
(19) L(Πf , Vλ,Z(p)) =M(Πf , Vλ,Q) ∩ H˜3! (SKN , Vλ,Z(p)).
It is clear that L(Πf , Vλ,Z(p)) is a sub Z(p)-module ofM(Πf , Vλ,Z(p)). For any Z(p)-algebra R,
we will denote by L(Πf , Vλ,R) the R-module L(Πf , Vλ,Z(p))⊗Z(p) R. According to Corollary
4.5, we have
L(Πf , Vλ,C) =M(Πf , Vλ,C) =
⊕
σ:E(Πf )→C
H˜3! (SKN , Vλ,Z(p))⊗θσΠ C
where for any embedding σ : E(Πf ) → C the character θσΠ : H
KN
Z(p)
→ C is the composite
θσΠ : H
KN
Z(p)
→ E(Πf ) σ→ C.
Theorem 4.6. Let Π = Π∞⊗Πf be an irreducible cuspidal automorphic representation of
G(A) with trivial central character and such that Π∞|G(R)+ ∈ P (Vλ,C). Then the following
statements hold for any σ ∈ Aut(C).
(1) There exists an irreducible cuspidal automorphic representation σΠ ≃ ⊗′v Πσ,v of
G(A) with trivial central character such that Πσ,∞|G(R)+ ∈ P (Vλ,C) and whose non-
archimedean component is equivalent to σΠf .
(2) If one assumes that Π is globally generic and endoscopic then so is σΠ.
Proof. Statement (1) follows from the proof of [GaR13, Proposition 2.4] combined with
the fact that for Siegel threefolds, L2-cohomology coincides with cuspidal cohomology (see
[MT02, Proposition 1] ). As PGSp(4) ≃ SO(5), statement (2) is a particular case of
[GaR13, Theorem 10.1 and Theorem 9.5] . 
The decomposition (16) and the remark at the end of section 2.4 imply that we have a
canonical isomorphism
(20)
L(Πf , Vλ,C) ≃
⊕
σ:E(Πf )→C
⊕
Π∞|G(R)+∈P (Vλ,C)
H3(gC,K∞, Vλ,C ⊗Π∞)⊕m(Π∞⊗σΠf ) ⊗C σΠKNf .
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Furthermore, for any r, s, the C-vector spaces H3(gC,K∞, Vλ,C⊗Πr,s∞ ) are one-dimensional
(see for example [Le17, Proposition 3.7]). As a consequence, we have
(21) dimC
(
L(Πf , Vλ,C)⊗Z(p) C
)
= 2
∑
σ:E(Πf )→C
m(ΠH∞ ⊗ σΠf ) +m(ΠW∞ ⊗ σΠf ).
Recall that we say that a globally generic cuspidal automorphic representation Π of G(A)
is endoscopic if its functorial lift to GL(4,A) is not cuspidal.
Proposition 4.7. Let Π = Π∞ ⊗ Πf be a globally generic irreducible unitary endoscopic
cuspidal automorphic representation of G(A). Then
(1) we have m(Π) = 1,
(2) we have m(ΠH∞ ⊗Πf ) = 0.
Proof. The first statement follows from the main result of [JSo07]. According to [AS06,
Proposition 2.2 (a)], Π is obtained as a Weil lifting from GSO(2, 2,A). As Π is assumed to
be globally generic, for every prime l the representation Πl has a Whittaker model. Hence,
applying [We09, Theorem 5.2 (4)] to Π we obtain
m(ΠH∞ ⊗Πf ) = m(ΠH∞ ⊗Πf ) =
1
2
(1 + (−1)ǫ∞)
where ǫ∞ = 0 or 1 if ΠH∞ has or has not a Whittaker model. But it is well known that ΠH∞
is the archimedean component of an automorphic representation associated to a cuspidal
Siegel modular form, which does not have a Whittaker model. As a consequence we obtain
m(ΠH∞ ⊗Πf ) = m(ΠH∞ ⊗Πf ) = 0. 
Corollary 4.8. Let the notation and assumptions be as in the previous result. Then
rkZ(p)L(Πf , Vλ,Z(p)) = 2[E(Πf ) : Q].
Proof. This follows from the fact that rkZ(p)L(Πf , Vλ,Z(p)) = dimC L(Πf , Vλ,C) and from
(21) combined with Theorem 4.6 and Proposition 4.7. 
4.4. Poincare´ duality. Let Vˇλ,Z(p) denote the dual local system Vˇλ,Z(p) = Hom(Vλ,Z(p) ,Z(p)).
Let us define
(22) S′tors = {p prime , p|#H4c (SKN (3), Vλ,Z)tors}.
Lemma 4.9. Assume that p /∈ S′tors. Then we have a canonical isomorphism
H3(SKN (3), Vˇλ,Z(p)) ≃ HomZ(p)(H3c (SKN (3), Vλ,Z(p)),Z(p)).
Proof. Recall that p3 : SKN (3) → • denotes the canonical continuous map from SKN (3) to
the topological space reduced to a point. According to [KaS94, Proposition 3.1.10] we have
a canonical isomorphism
RHom(Rp3 !Vλ,Z(p) ,Z(p)) ≃ Rp3 ∗RHom(Vλ,Z(p) , p!3 Z(p))
in the derived category of abelian groups. Hence, we have two spectral sequences
Ep,q2 = Ext
p
Z(p)
(H−qc (SKN (3), Vλ,Z(p)),Z(p)) =⇒ Ep+q∞ ,
E′2
p,q
= Hp(SKN (3),Ext
q(Vλ,Z(p) , p
!
3 Z(p))) =⇒ E′∞p+q
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where Ep+q∞ ≃ E′∞p+q. According to [KaS94, Proposition 3.3.2 (i)] , as SKN (3) is smooth of
real dimension 6, we have p!3 Z(p) = Z(p)[6]. As a consequence, using the fact that Vλ,Z(p)
is a sheaf of free Z(p)-modules of finite type, we have Ext
q(Vλ,Z(p) , p
!
3 Z(p)) = 0 for q 6= −6
and Ext−6(Vλ,Z(p) , p
!
3 Z(p)) = Vˇλ,Z(p) . This implies immediately E
′
2
3,−6 ≃ E′∞−3.
On the other hand, as Z(p) is a discrete valuation ring, we have E
p,q
2 = 0 for any p ≥ 2
and any q ∈ Z. Hence E0,−32 = E0,−3∞ and E2,−5∞ = E3,−6∞ = 0. The assumption that p is
outside S′tors implies that E
1,−4
2 = E
1,−4∞ = 0. Hence E0,−32 = E
−3∞ . As E−3∞ ≃ E′∞−3 we
have a canonical isomorphism E0,−32 ≃ E′23,−6 which proves the claim. 
By the previous Lemma, assuming that p /∈ S′tors, we have a non-degenerate pairing
〈 , 〉 : H3(SKN (3), Vˇλ,Z(p))×H3c (SKN (3), Vλ,Z(p))→ Z(p) .
By composing with the natural inclusion H3! (SKN (3), Vˇλ,Z(p)) →֒ H3(SKN (3), Vˇλ,Z(p)) on the
first factor, we obtain a pairing
〈 , 〉 : H3! (SKN (3), Vˇλ,Z(p))×H3c (SKN (3), Vλ,Z(p))→ Z(p) .
Lemma 4.10. For any x ∈ H3! (SKN (3), Vˇλ,Z(p)) and for any y ∈ ker(H3c (SKN (3), Vλ,Z(p))→
H3(SKN (3), Vλ,Z(p))) we have 〈x, y〉 = 0.
Proof. Let us denote by 〈 , 〉C : H3! (SKN (3), Vˇλ,C)×H3c (SKN (3), Vλ,C)→ C be the pairing ob-
tained from 〈 , 〉 by base change to C. Let xC denote the image of x in H3! (SKN (3), Vˇλ,C) and
let yC denote the image of y in H
3
c (SKN (3), Vλ,C). It is enough to prove that 〈xC, yC〉C = 0.
By the comparison isomorphism between Betti and de Rham cohomology and by compat-
ibility of the Poincare´ duality in Betti and de Rham cohomology, it is enough to prove the
following statement: for any x′C ∈ H3dR,!(SKN (3), Vˇλ) and any y′C ∈ ker(H3dR,c(SKN (3),Vλ)→
H3dR(SKN (3),Vλ)), we have 〈x′C, y′C〉dR,C = 0 where Vλ is the complex vector bundle associ-
ated with the local system Vλ,C, Vˇλ is the dual complex vector bundle and 〈 , 〉dR,C denotes
the Poincare´ duality pairing in de Rham cohomology. Let us abusively denote by x′C and
y′C closed differential forms in the cohomology class of x
′
C and y
′
C respectively. Because
x ∈ Im(H3c (SKN (3), Vˇλ,Z(p)) → H3(SKN (3), Vˇλ,Z(p))), there exists a compactly supported
closed differential 3-form x′′ and a differential 2-form u such that x′C = x
′′ + du and be-
cause y ∈ ker(H3c (SKN (3), Vλ,Z(p)) → H3(SKN (3), Vλ,Z(p))) there exists a differential 2-form
y′′ such that the compactly supported differential form y′C satisfies y
′
C = dy
′′. We need to
prove
∫
SKN (3)
x′C ∧ y′C = 0. But
x′C ∧ y′C = x′′ ∧ dy′′ + du ∧ y′C = d(−x′′ ∧ y′′ + u ∧ y′C).
As the differential form −x′′ ∧ y′′ + u ∧ y′C is compactly supported, the statement follows
from Stokes theorem. 
Lemma 4.11. Let λ = λ(k, k′, 0) be a dominant weight with trivial central character.
Assume that k + k′ + 3 ≤ p. Then, there exists a non-degenerate GZ(p)-equivariant pairing
[ , ] : Vλ,Z(p) × Vλ,Z(p) → Z(p)
where Vλ,Z(p) × Vλ,Z(p) is endowed with the diagonal action and Z(p) with the trivial action.
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Proof. Let us denote by Vλ,Fp , resp. Vˇλ,Fp the reduction modulo p of Vλ,Z(p) , resp. of Vˇλ,Z(p) .
It follows from the Lemma in section 1.9 of [PT02] that Vλ,Fp is irreducible. Furthermore as
isomorphism classes of irreducible representations of GFp are determined by their highest
weight, we have Vλ,Fp ≃ Vˇλ,Fp . Let r be the composition of the canonical projection
Vλ,Z(p) → Vλ,Fp and of the isomorphism Vλ,Fp ≃ Vˇλ,Fp . Let us fix v ∈ Vλ,Z(p) such that
r(v) 6= 0, let w ∈ Vˇλ,Z(p) be a lifting of r(v) and let i : Vλ,Z(p) → Vˇλ,Z(p) be the unique GZ(p)-
equivariant map sending v to w. This map i is well defined because Vλ,Z(p) is irreducible
by Nakayama’s lemma. The reduction modulo p of i is the isomorphism an isomorphism
Vλ,Fp ≃ Vˇλ,Fp considered above. Hence i is an isomorphism by Nakayama’s lemma. 
From now on, we fix a dominant weight λ = λ(k, k′, 0) with trivial central character.
Let Sweight denote the finite set
(23) Sweight = {p primes | p < k + k′ + 3}
and assume from now on that p /∈ Sweight. The non-degenerate bilinear form of the previous
lemma allows to identify Vλ,Z(p) and Vˇλ,Z(p) . According to Lemma 4.10, there exists a unique
pairing
〈 , 〉 : H3! (SKN (3), Vλ,Z(p))×H3! (SKN (3), Vλ,Z(p))→ Z(p) .
such that the diagram
(24)
H3! (SKN (3), Vλ,Z(p))×H3c (SKN (3), Vλ,Z(p))
〈 , 〉−−−−→ Z(p)∥∥∥ y ∥∥∥
H3! (SKN (3), Vλ,Z(p))×H3! (SKN (3), Vλ,Z(p))
〈 , 〉−−−−→ Z(p)
commutes. Let us define
(25) S′′tors = {p prime , p|#(H3(SKN (3), Vλ,Z)/H3! (SKN (3), Vλ,Z))tors}
Corollary 4.12. Let p /∈ Sweight ∪ S′tors ∪ S′′tors. Then the natural map
H3! (SKN (3), Vλ,Z(p))→ HomZ(p)(H3! (SKN (3), Vλ,Z(p)),Z(p))
induced by the pairing above is an isomorphism.
Proof. The commutative diagram (24) induces the commutative diagram
(26) H3(SKN (3), Vλ,Z(p))
∼ // HomZ(p)(H
3
c (SKN (3), Vλ,Z(p)),Z(p))
H3! (SKN (3), Vλ,Z(p))
?
OO
  // HomZ(p)(H
3
! (SKN (3), Vλ,Z(p)),Z(p))
?
OO
where the upper horizontal map is an isomorphism according to Lemma 4.9. In particular,
the lower horizontal map is injective. Let’s prove the surjectivity of this map. The diagram
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obtained by tensoring over Z(p) with Q the diagram above is
(27) H3(SKN (3), Vλ,Q)
∼ // HomQ(H3c (SKN (3), Vλ,Q),Q)
H3! (SKN (3), Vλ,Q)
?
OO
∼ // HomQ(H3! (SKN (3), Vλ,Q),Q).
?
OO
Note that the lower horizontal map is an isomorphism because it is an injection between two
Q-vector spaces of the same finite dimension. Let x ∈ HomZ(p)(H3! (SKN (3), Vλ,Z(p)),Z(p))
and let x′ ∈ H3(SKN (3), Vλ,Z(p)) denote the image of x by the composite of the right hand
vertical map and of the inverse of the upper horizontal map of (26). The image x′Q of x
′ in
H3(SKN (3), Vλ,Q) is in fact an element of H
3
! (SKN (3), Vλ,Q). As a consequence, the image
x′′ of x′ in H3(SKN (3), Vλ,Z(p))/H
3
! (SKN (3), Vλ,Z(p)) is torsion. By our assumption p /∈ S′′tors,
this implies x′′ = 0. Hence there exists y ∈ H3! (SKN (3), Vλ,Z(p)) which maps to x by the
lower horizontal map of (26). 
Recall that by definition we have H˜3! (SKN , Vλ,Z(p)) = H
3
! (SKN (3), Vλ,Z(p))
KN/KN (3).
Corollary 4.13. Let p /∈ SN,3 ∪ Sweight ∪ S′tors ∪ S′′tors. Then the Z(p)-bilinear map
(28) 〈 , 〉 : H˜3! (SKN , Vλ,Z(p))× H˜3! (SKN , Vλ,Z(p))→ Z(p)
obtained by restricting the bilinear map of the lower horizontal line of diagram (24) is
non-degenerate.
Proof. For any g ∈ KN/KN (3) and any x, y ∈ H3! (SKN (3), Vλ,Z(p)), we have 〈g∗x, g∗y〉 =
〈x, y〉 as g acts as an automorphism of the Q-scheme SKN (3) and hence is orientation
preserving. Let us prove that the map
(29) H˜3! (SKN , Vλ,Z(p))→ HomZ (p)(H˜3! (SKN , Vλ,Z(p)),Z(p))
defined as x 7→ (z 7→ 〈x, z〉) is injective. Let x ∈ H˜3! (SKN , Vλ,Z(p)) . Then, for any
g ∈ KN/KN (3) and any y ∈ H3! (SKN (3), Vλ,Z(p)), we have 〈x, y〉 = 〈g∗x, g∗y〉 = 〈x, g∗y〉. By
summing over all g ∈ KN/KN (3) and dividing by |KN/KN (3)|, we obtain
(30) 〈x, y〉 = |KN/KN (3)|−1〈x,
∑
g∈KN/KN (3)
g∗y〉.
Assume that 〈x, z〉 = 0 for any z ∈ H3! (SKN (3), Vλ,Z(p))KN/KN (3). Then for any y ∈
H3! (SKN (3), Vλ,Z(p)) we have 〈x, y〉 = |KN/KN (3)|−1〈x,
∑
g∈KN/KN (3) g
∗y〉 = 0 because∑
g∈KN/KN (3) g
∗y is an element of H˜3! (SKN , Vλ,Z(p)). According to Corollary 4.12 this im-
plies that x = 0. Hence (29) is injective.
To prove its surjectivity let χ ∈ HomZ (p)(H˜3! (SKN , Vλ,Z(p)),Z(p)). Let us denote by
χ′ ∈ HomZ (p)(H3! (SKN (3), Vλ,Z(p)),Z(p)) the element χ′ = χ ◦ ρ of where ρ is the projec-
tion H3! (SKN (3), Vλ,Z(p)) → H˜3! (SKN , Vλ,Z(p)). By Corollary 4.12 there exists an element
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x ∈ H3! (SKN (3), Vλ,Z(p)) such that 〈x, y〉 = χ′(y) for any y ∈ H3! (SKN (3), Vλ,Z(p)). In partic-
ular for any element z ∈ H˜3! (SKN , Vλ,Z(p)) we have 〈x, z〉 = χ′(z) = (χ ◦ ρ)(z) = χ(z). But
for any such z we have χ(z) = 〈x, z〉 = 〈ρ(x), z〉 by (30). Hence (29) is surjective. 
For g ∈ G(Af ), we introduced the Hecke operator Tg : H3(SKN (3), Vλ,Z)→ H3(SKN (3), Vλ,Z)
in definition 4.2. The dual Hecke operator T ∗g : H3c (SKN (3), Vλ,Z) → H3c (SKN (3), Vλ,Z) is
deduced from the sequence of maps defining Tg by applying the Verdier duality functor
D(X) = RHom(X, p!3 Z)
and using the fact that Df∗ = f!D and Df∗ = f !D. Let us denote again by Tg and T ∗g the
endomorphisms deduced after extending scalars to Z(p). Then we have 〈Tgx, y〉 = 〈x, T ∗g y〉
for any g ∈ G(Af ) and any x ∈ H3(SKN (3), Vλ,Z(p)), y ∈ H3c (SKN (3), Vλ,Z(p)).
Lemma 4.14. Assume that p /∈ SN,3∪Sweight∪Stors∪S′tors∪S′′tors where SKN/KN (3), Stors,
S′tors, Sweight and S′′tors are defined by (14), (15), (22), (23) and (25) respectively. Then we
have a Z(p)-linear pairing
(31) L(Πf , Vλ,Z(p))× L(Πf , Vλ,Z(p))→ Z(p) .
Proof. Recall that in particular, p does not divide the order of KN/KN (3), and so the
Z(p)-module H˜
3
! (SKN , Vλ,Z(p)) is a direct factor of H
3
! (SKN (3), Vλ,Z(p)). As L(Πf , Vλ,Z(p)) is
a Z(p)-torsion free quotient of H˜
3
! (SKN , Vλ,Z(p)) by definition, it is also a direct factor of
H3! (SKN (3), Vλ,Z(p)). Let Πˇf be the contragredient of Πf . Note that, as the representation
Vλ,Z(p) has trivial central character, the representation Πˇf contributes to the cohomology
with coefficients Vλ,Z(p) . Similarly as before, the Z(p)-module M(Πˇf , Vλ,Z(p)) is a direct
factor of H3! (SKN (3), Vλ,Z(p)). Hence the Z(p)-module L(Πf , Vλ,Z(p)) × L(Πˇf , Vλ,Z(p)) is a
direct factor of H3! (SKN (3), Vλ,Z(p))×H3! (SKN (3), Vλ,Z(p)) and by restricting the pairing (24)
we obtain a pairing L(Πf , Vλ,Z(p)) × L(Πˇf , Vλ,Z(p)) → Z(p) . One of the assumptions on Π
in section 3, is that the central character of Π is trivial. According to [We05, Lemma 1.1],
this implies that Π ≃ Πˇ where Πˇ is the contragredient of Π. This concludes the proof. 
The following results will be useful in the next section. Let T ′ be the maximal compact
subtorus of Sp(4,R) defined by
T ′ =


x y
x′ y′
−y x
−y′ x′
 | x2 + y2 = x′2 + y′2 = 1
 .
The Lie algebra of T ′ is the compact Cartan subalgebra of sp4 that we denoted by h in
section 2.3. Let R×+ be the identity component of the center of G(R). For integers n, n′, c
such that n + n′ ≡ c (mod 2), let λ′(n, n′, c) : R×+T ′ −→ C× denote the character defined
by 
x y
x′ y′
−y x
−y′ x′
 7−→ (x+ iy)n(x′ + iy′)n′(x2 + y2) c−n−n′2 ,
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and by λ′(n, n′) the restriction of λ′(n, n′, c) to T ′. Note that the simple root e1 − e2,
respectively 2e2, defined in section 2.3, coincides with the differential at the identity matrix
of the restriction to T ′ of the character λ′(1,−1, 0), respectively λ(0, 2, 0). Let J ∈ Sp(4,C)
be the matrix
J =
1√
2

1 i
1 i
i 1
i 1
 .
Lemma 4.15. Let w ∈ Vλ,C be a vector of weight λ(u, u′, c) for the action of the algebraic
torus T. For the action of the torus R×+ T ′, the vector v = Jw has weight λ′(u, u′, c) and
the vector v = Jw has weight λ′(−u,−u′, c).
Proof. The first statement follows from [Le17, Lemma 4.25]. The second statement follows
from the fact that
J
−1

x y
x′ y′
−y x
−y′ x′
J = J

x y
x′ y′
−y x
−y′ x′
J
=

x− iy
x′ − iy′
x+ iy
x′ + iy′

and hence
x y
x′ y′
−y x
−y′ x′
 Jw = J

x− iy
x′ − iy′
x+ iy
x′ + iy′
w
= (x− iy)−k(x′ − iy′)k′(x2 + y2) c+k−k
′
2 Jw
= (x+ iy)k(x′ + iy′)−k
′
(x2 + y2)
c−k+k′
2 Jw
= λ′(k,−k′, c)


x y
x′ y′
−y x
−y′ x′

 Jw.

Lemma 4.16. Let w ∈ Vλ,C be a vector of weight λ(−k, k′, 0), let [ , ]C : Vλ,C ⊗ Vλ,C → C
denote the pairing obtained from [ , ] after extending scalars to C. Then
[Jw, Jw] 6= 0.
Proof. The pairing [ , ]C is GC-equivariant. In particular, given two vectors v1 and v2 of
weights λ′(u1, u′1, 0) and λ
′(u2, u′2, 0), we have
[v1, v2]C 6= 0 ⇐⇒ u1 + u2 = u′1 + u′2 = 0.
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The weight λ(−k, k′, 0) belongs to the orbit under the action of W of the dominant weight
λ(k, k′, 0), hence has multiplicity one in Vλ,C. Then it follows from Lemma 4.15 that
λ′(−k, k′, 0), which is the weight of Jw, has multiplicity one in Vλ,C and a similar argument
applies to λ(k,−k′, 0), which is the weight of Jw. As a consequence, if [Jw, Jw]C = 0, then
[Jw,w′]C = 0 for any w′ ∈ Vλ,C. This contradicts the fact that [ , ]C is non-degenerate.
Hence [Jw, Jw] 6= 0. 
Let
X(1,−1) = dκ
((
1
))
=
1
2

1 −i
−1 −i
i 1
i −1
 ∈ kC
and let
X(−1,1) = dκ
((
1
))
=
1
2

1 i
−1 i
−i 1
−i −1
 ∈ kC
These are root vectors corresponding to the positive (resp. negative), compact root. Let
us denote v = Jw and v = Jw.
Lemma 4.17. For any i, j ∈ Z we have[
Xi(1,−1)v,X
j
(−1,1)v
]
C
=
{
0 if i 6= j
(−1)i i!(k+k′)!(k+k′−i)! [v, v] if i = j.
Proof. The first statement follows from weight reasons. Let us prove the second one. As
[ , ]C is compatible with the action of the Lie algebra kC, we have[
Xi(1,−1)v,X
i
(−1,1)v
]
C
= (−1)i
[
v,Xi(1,−1)X
i
(−1,1)v
]
C
The irreducible sub C[K∞]-module of Vλ,C generated by the vector v is equivalent to τ(k′,−k)
and v is a highest weight vector of it. By an easy inductive application of (8) and (9) we
obtain Xi(1,−1)X
i
(−1,1)v =
i!(k+k′)!
(k+k′−i)!v and the conclusion follows. 
5. Definition of the periods
For Π∞ ∈ P (Vλ,C) we have
H3(gC,K∞, Vλ,C ⊗Π∞) = HomK∞
(
3∧
gC/k
′
C, Vλ,C ⊗Π∞
)
and it is known that this C-vector space is one-dimensional (see [Le17, Proposition 3.7]
for example). The character λ has the form λ = λ(k, k′, c) for k ≥ k′ ≥ 0 and k + k′ ≡ c
(mod 2). Recall that ΠW∞ |G(R)+ = Π2,1∞ ⊕Π1,2∞ .
Lemma 5.1. Let φ ∈ Π2,1∞ be a lowest weight vector of the minimal K∞-type, let w ∈ Vλ,C
be a vector of weight λ(−k, k′, c) and let v = Jw ∈ Vλ,C.
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(1) There exists a unique non-zero element
[φ, v] ∈ HomK∞
(
3∧
gC/k
′
C, Vλ,C ⊗ΠW∞
)
such that
[φ, v](X(2,0) ∧X(1,1) ⊗X(0,−2)) =
k+k′∑
i=0
(−1)iXi(1,−1)v ⊗Xk+k
′+4−i
(1,−1) φ
where X(2,0), X(1,1) ∈ p+ and X(0,−2) ∈ p− are the root vectors defined in section
2.3.
(2) The map [φ, v] factors through the canonical projection
3∧
gC/k
′
C →
2∧
p+ ⊗C p− → τ(3,−1)
where τ(3,−1) is the irreducible sub C[K∞]-module of
∧2
p+ ⊗C p− generated by the
highest weight vector X(2,0) ∧X(1,1) ⊗X(0,−2).
Proof. To prove the existence part of statement (1), note that X(2,0) ∧X(1,1) ⊗X(0,−2) is a
highest weight vector of weight λ′(3,−1, 0) of the C[K∞]-module
∧3
gC/k
′
C. Hence, as we
know that HomK∞
(∧3
gC/k
′
C, Vλ,C ⊗ΠW∞
)
has dimension 1, to define a morphism in this
space it is enough to define the image of X(2,0) ∧X(1,1) ⊗X(0,−2), under the condition that
this image is a vector of Vλ,C ⊗ ΠW∞ which is a highest weight vector and which has the
same weight as X(2,0)∧X(1,1)⊗X(0,−2). According to Lemma 4.15, the vector v has weight
λ′(−k, k′, c) and hence the vector Xi(1,−1)v has weight λ′(−k + i, k′ − i, c). On the other
hand according to Proposition 2.4, the vector φ ∈ ΠW∞ has weight λ′(−k′−1, k+3,−c) and
hence the vector Xk+k
′+4−i
(1,−1) φ has weight λ
′(k+3− i,−k′−1− i,−c). As a consequence, the
vector
∑k+k′
i=0 (−1)iXi(1,−1)v ⊗Xk+k
′+4−i
(1,−1) φ has the same weight as X(2,0) ∧X(1,1) ⊗X(0,−2).
Furthermore
X(1,−1)
(
k+k′∑
i=0
(−1)iXi(1,−1)v ⊗Xk+k
′+4−i
(1,−1) φ
)
=
k+k′∑
i=0
(−1)iXi+1(1,−1)v ⊗Xk+k
′+4−i
(1,−1) φ+
k+k′∑
i=0
(−1)iXi(1,−1)v ⊗Xk+k
′+5−i
(1,−1) φ
=
k+k′−1∑
i=0
(−1)iXi+1(1,−1)v ⊗Xk+k
′+4−i
(1,−1) φ+
k+k′∑
i=1
(−1)iXi(1,−1)v ⊗Xk+k
′+5−i
(1,−1) φ
=
k+k′∑
i=1
(−1)i−1Xi(1,−1)v ⊗Xk+k
′+5−i
(1,−1) φ+
k+k′∑
i=1
(−1)iXi(1,−1)v ⊗Xk+k
′+5−i
(1,−1) φ
= 0.
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This means that
∑k+k′
i=0 (−1)iXi(1,−1)v⊗Xk+k
′+4−i
(1,−1) φ is a highest weight vector. As a conse-
quence the element [φ, v] of statement (1) of the Lemma exists. Its unicity follows from the
fact that HomK∞
(∧3
gC/k
′
C, Vλ,C ⊗ΠW∞
)
has dimension 1. Statement (2) is a direct conse-
quence of the 1-dimensionality of HomK∞
(∧3
gC/k
′
C, Vλ,C ⊗ΠW∞
)
and of the construction
of [φ, v]. 
Let Π = Π∞ ⊗ Πf be as in section 3. Let Π0f a model of Πf over the rationality field
E(Πf ). Assume in addition that Π has level 1. For any embedding σ : E(Πf )→ C, let us
define the representation σΠf = Π
0
f ⊗σ C. Let us introduce the C-linear map σωφ,v defined
by
(32) σωφ,v :
σΠKNf → L(Πf , Vλ,C), ψ 7→ [φ, v]⊗ ψ.
Definition 5.2. Let M(Πf , Vλ,R) denote the sub R-vector space of M(Πf , Vλ,C) of vectors
which are fixed under the involution defined on each factor
H3(gC,K∞, Vλ,C ⊗Π∞)⊗ σΠKNf = HomK∞
(
3∧
gC/k
′
C, Vλ,C ⊗Π∞ ⊗ σΠKNf
)
of the decomposition (20) by h : X 7→ h(X).
Remark 5.3. Note that this action is well defined because for any cusp form ψ ∈ Π∞ ⊗
σΠKNf , the cusp form ψ still belongs to Π∞⊗ σΠKNf via the identification of Π∞⊗ σΠf with
its contragredient via the Petersson inner product.
Lemma 5.4. Let Re : L(Πf , Vλ,C) → L(Πf , Vλ,R) be the R-linear projection defined as
h 7→ 12 (h+ h).
(1) For any φ, v as above, the composition⊕
σ:E(Πf )→C
σΠKNf →֒L(Πf , Vλ,C)
Re
։ L(Πf , Vλ,R),
is an isomorphism of R-vector spaces of dimension 2[E(Πf ) : Q] where the first
map is
⊕
σ:E(Πf )→C
σωφ,v.
(2) For any embedding σ : E(Πf ) → C, let σϕ∞ ∈ σΠ∞ and σϕf ∈ σΠKNf be vectors
such that σϕ = σϕ∞ ⊗ σϕf via the isomorphism (12). Let σ1, . . . , σr denote the
embeddings of E(Πf ) in C. Then(
Re σ1ωϕ∞,v(
σ1ϕf ), . . . ,Re
σrωϕ∞,v(
σrϕf ),Re
σ1ωϕ∞,v(
√−1 σ1ϕf ), . . . ,Re σrωϕ∞,v(
√−1 σrϕf )
)
is a basis of the R-vector space L(Πf , Vλ,R).
Proof. The second statement is an direct consequence of the first. To prove the first, as the
dimensions of the R-vector spaces
⊕
σ:E(Πf )→C
σΠKNf and L(Πf , Vλ,R) are finite and equal
to 2[E(Πf ) : Q], it is enough to prove the surjectivity of the R-linear map of the statement.
To this end, let us fix a non-zero vector σψ ∈ σΠKNf for any σ. The vectorsσψ and
√−1 σψ
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form a basis of the R-vector space underlying σΠKNf . Furthermore by the isomorphism
(20), Theorem 4.6, Proposition 4.7 and the remark at the beginning of Section 5 we have
L(Πf , Vλ,C) ≃
⊕
σ:E(Πf )→C
(
HomK∞
(
3∧
gC/k
′
C, Vλ,C ⊗Π2,1∞
)
⊕
HomK∞
(
3∧
gC/k
′
C, Vλ,C ⊗Π1,2∞
))
⊗ σΠKNf
and the complex conjugation exchanges the subspace HomK∞
(∧3
gC/k
′
C, Vλ,C ⊗Π2,1∞
)
and
the subspace HomK∞
(∧3
gC/k
′
C, Vλ,C ⊗Π1,2∞
)
. As a consequence, the vectors{
[φ, v] ⊗ σψ, √−1[φ, v] ⊗ σψ, [φ, v]⊗ σψ, √−1 [φ, v] ⊗ σψ
}
σ:E(Πf )→C
form a basis of the R-vector space underlying L(Πf , Vλ,C). This implies that the vectors{
([φ, v] + [φ, v])⊗ σψ, ([φ, v] + [φ, v])⊗√−1 σψ
}
σ:E(Πf )→C
form a basis of the R-vector space L(Πf , Vλ,R). For any σ : E(Πf ) → C the vector
([φ, v] + [φ, v])⊗ σψ (resp. ([φ, v] + [φ, v])⊗√−1 σψ) is the image of σψ (resp. of √−1 σψ)
by the the composite map⊕
σ:E(Πf )→C
σΠKNf →֒L(Πf , Vλ,C)
Re
։ L(Πf , Vλ,R)
of the statement. This proves the surjectivity of this map as claimed. 
Remark 5.5. For any 1 ≤ i ≤ r, the vectors Re σiωϕ∞,v(σiϕf ) and Re σiωϕ∞,v(
√−1 σiϕf )
do not depend on the choice of σiϕ∞ and of σiϕf and only depend on σiϕ = σiϕ∞ ⊗σiϕf
and v.
According to Lemma 4.16, the pairing [v, v] is a non-zero complex number. As a con-
sequence we can normalize v in such a way that [v, v] = 1. Following [Hi81a, §6] , we can
introduce the period of interest in this work. Let us choose a basis (δ1, . . . , δ2r) of the free
Z(p)-module L(Πf , Vλ,Z(p)). Let us denote by (ω1, . . . , ω2r) the basis of the second point
in the previous lemma and let U ∈ GL2r(R) be such that (δ1, . . . , δ2r)U = (ω1, . . . , ω2r).
Then we define
(33) Ω(Πf , ϕ, v, (δ1, . . . , δ2r)) = det(U).
Remark 5.6. Under the above normalization of v, the vector v is unique up to multiplica-
tion by ±1. Furthermore, if we change the basis (δ1, . . . , δ2r) by another basis (δ′1, . . . , δ′2r)
the period Ω(Πf , ϕ, v, (δ1, . . . , δ2r)) is changed by an element of Z
×
(p). Hence, the im-
age of the real number Ω(Πf , ϕ, v, (δ1, . . . , δ2r)) in R
× /Z×(p) is independent of the choice
of v normalized as above and of the basis (δ1, . . . , δ2r). In what follows, the image of
Ω(Πf , ϕ, v, (δ1, . . . , δ2r)) in R
× /Z×(p) will be denoted by Ω(Πf ).
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6. Discriminant and adjoint L-values
In what follows Π denotes an irreducible cuspidal automorphic representation of G(A)
satisfying the assumptions of section 3. Let 1 denote the generator of the one-dimensional
C-vector space
∧6
sp4,C/kC defined as
1 = X(2,0) ∧X(1,1) ∧X(0,2) ∧X(−2,0) ∧X(−1,−1) ∧X(0,−2).
This determines a left translation invariant measure dµ on Sp(4,R)/K∞ = G(R)+/K ′∞ in
a standard way. By our normalization of the vectors X(2,0),X(1,1),X(0,2),X(−2,0),X(−1,−1)
and X(0,−2) (see Section 2.3), this measure coincides with the standard invariant measure
dXdY/det(Y )3 via the isomorphism G(R)+/K
′∞ ≃ H+. Let dg∞ be the left invariant
measure on G(R)+/R
×
+ attached to dµ by the construction (4). For every prime number p,
let dgp be the unique translation invariant measure on G(Qp) such that vol(G(Zp), dgp) = 1
and let dg be the measure on Z(A)\G(A) defined by dg =∏v dgv.
Proposition 6.1. The pairing obtained from (31) after extending coefficients from Z(p) to
C is given by
(34)
 ⊕
σ:E(Πf )→C
⊕
Π∞∈P (Vλ,C)
H3(gC,K
′
∞, Vλ,C ⊗Π∞)⊕m(Π∞⊗
σΠf ) ⊗C σΠKNf

⊗
 ⊕
σ:E(Πf )→C
⊕
Π∞∈P (Vλ,C)
H3(gC,K
′
∞, Vλ,C ⊗Π∞)⊕m(Π∞⊗
σΠf ) ⊗C σΠKNf
→ C
where (34) is induced by the composite(
HomK ′
∞
(
3∧
gC/k
′
C, Vλ,C ⊗Π∞
)
⊗ σΠKNf
)
⊗
(
HomK ′
∞
(
3∧
gC/k
′
C, Vλ,C ⊗Π′∞
)
⊗ σ′ΠKNf
)
→ HomK ′
∞
(
6∧
gC/k
′
C, Vλ,C ⊗ Vλ,C ⊗Π∞ ⊗Π′∞
)
⊗ σΠKNf ⊗ σ
′
ΠKNf
→ HomK ′
∞
(
6∧
gC/k
′
C,Π∞ ⊗Π′∞
)
⊗ σΠKNf ⊗ σ
′
ΠKNf → C
where the first map is the exterior product, the second map is induced by [ , ]C and the third
is the composition of the evaluation at 1 followed by
∫
R×+G(Q)\G(A)/KN dg.
Proof. This follows from the compatibility of the Poincare´ duality with the comparison iso-
morphism (20) between Betti and de Rham cohomology and the description given in [Bo81,
(5)] of the Poincare´ duality in de Rham cohomology in terms of (gC,K
′∞)-cohomology. 
For any Z(p)-algebra R, let us denote by
〈 , 〉R : L(Πf , Vλ,R)× L(Πf , Vλ,R)→ R
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the pairing deduced from (31) after extending scalars to A. Then, we have the commutative
diagram
(35)
L(Πf , Vλ,R)× L(Πf , Vλ,R) 〈 , 〉R−−−−→ Ry y
L(Πf , Vλ,C)× L(Πf , Vλ,C) 〈 , 〉C−−−−→ C
where the vertical arrows are the natural inclusions.
Lemma 6.2. There exists ǫλ ∈ Z such that for any v,w ∈ L(Πf , Vλ,C) we have
〈w, v〉C = (−1)ǫλ〈v,w〉C.
Proof. In the statement of Proposition 6.1, the first map in the sequence defining (34) is
alternate as it is defined as the exterior product of differential forms of degree 3. The
second map is induced by the GC-invariant bilinear form [ , ]C on Vλ,C ⊗ Vλ,C. As Vλ,C is
irreducible, it is an easy consequence of Schur Lemma that such a bilinear form is unique
up to a scalar. Let [ , ]′C be the bilinear form on Vλ,C ⊗ Vλ,C defined by [v,w]′C = [w, v]C.
There exists λ ∈ C such that [v,w]′C = λ[v,w]C. Let v,w ∈ Vλ,C such that [v,w]C 6= 0.
Then
[v,w]C = λ[v,w]
′
C
= λ[w, v]C
= λ2[w, v]′C
= λ2[v,w]C.
Hence λ = ±1 and [ , ]C is either symmetric or alternate. The conclusion now follows from
the fact that the last map in the sequence defining (34) is symmetric. 
Lemma 6.3. As measures on Z(A)G(Q)\G(A), we have
dg =
π3
270
dgTam.
Proof. By Weil conjecture on Tamagawa numbers proved by Kottwitz (see [Ko88]), we
have ∫
Z(A)G(Q)\G(A)
dgTam = 1.
On the other hand, as vol(K∞, dg) = vol(G(Zp), dg) = 1 we have∫
Z(A)G(Q)\G(A)
dg =
∫
Z(A)G(Q)\G(A)/K∞G(Ẑ)
dg.
It follows from the definition of dg that there is an isomorphism of measured spaces
(Z(A)G(Q)\G(A)/K∞G(Ẑ), dg) ≃ (PSp(4,Z)\H+, dXdY/det(Y )3)
and in particular∫
Z(A)G(Q)\G(A)/K∞G(Ẑ)
dg =
∫
PSp(4,Z)\H+
dXdY/det(Y )3.
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Let ξ(s) denotes the complete Riemann zeta function ξ(s) = π−
s
2Γ( s2)ζ(s). According to
[Sie43, Theorem 11] the last displayed integral is equal to 2ξ(2)ξ(4). The conclusion now
follows from the well known equalities ζ(2) = π2/6 and ζ(4) = π4/90. 
Proposition 6.4. Let σ : E(Πf ) → C be an embedding, let σϕf ∈ σΠf be the normalized
vector, let σωϕ∞,v(
σϕf ) ∈ L(Πf , Vλ,C) be defined by (32). For any 0 ≤ i ≤ k + k′, any
0 ≤ r ≤ 4, any 0 ≤ u ≤ r such that i− u ≥ 0, let us denote
rk,k
′
i,u,r =
(k + k′ + u− i)!(k + k′ + 4− i)!(i + r − u)!
(i− u)!(k + k′ − i)!(k + k′ + 4− i− r + u) ,
sk,k
′
i,u =
(i− u)!
(k + k′ − i+ u)! ,
tk,k
′
i,u,r =
(k + k′ + 4 + u− r − i)!
(i+ r − u)!
let us denote a0 = −1, a1 = −14 , a2 = 172 , a3 = − 172 , a4 = − 1576 , let Ck,k′ ∈ Q be defined as
Ck,k′
=
(−1)k+k′(k + k′)!(k + k′ + 4)!
3!2
4∑
r=0
k+k′∑
i=0
∑
0≤u,u′≤r
0≤i−u
(−1)r+u+u′ar
(
r
u
)(
r
u′
)
rk,k
′
i,u,rr
k,k′
i−u+u′,u′,rs
k,k′
i,u t
k,k′
i,u,r
Then
〈σωϕ∞,v(σϕf ), σωϕ∞,v(σϕf )〉C =
π3
135
Ck,k′
∏
l|N
(l + l−1)〈σϕ, σϕ〉.
Proof. We need to calculate the image of the vector σωϕ∞,v(
σϕf ) ⊗ σωϕ∞,v(σϕf ) by the
sequence of maps defining (34). Let us introduce the following notation: e1 = X(2,0), e2 =
X(1,1), e3 = X(0,2), e4 = X(−2,0), e5 = X(−1,−1), e6 = X(0,−2). Then, by definition of the
exterior product, we have
(σωϕ∞,v(
σϕf ) ∧ σωϕ∞,v(σϕf ))(1)
=
1
3!2
∑
σ∈S6
ǫ(σ)(σωϕ∞,v(
σϕf )⊗ σωϕ∞,v(σϕf ))(eσ(1) ⊗ eσ(2) ⊗ eσ(3) ⊗ eσ(4) ⊗ eσ(5) ⊗ eσ(6))
=
1
3!2
∑
σ∈S6
ǫ(σ)σωϕ∞,v(
σϕf )(eσ(1) ⊗ eσ(2) ⊗ eσ(3))⊗ σωϕ∞,v(σϕf )(eσ(4) ⊗ eσ(5) ⊗ eσ(6))
According to the second statement of Lemma 5.1 we have σωϕ∞,v(
σϕf )(eσ(1), eσ(2), eσ(3)) =
0 whenever the image of eσ(1) ⊗ eσ(2) ⊗ eσ(3) by the projection
3⊗
gC/k
′
C →
3∧
gC/k
′
C →
2∧
p+ ⊗C p− → τ(3,−1)
is zero. The weight vectors
X(2,0) ∧X(1,1) ⊗X(0,−2), X(2,0) ∧X(1,1) ⊗X(−1,−1), X(2,0) ∧X(1,1) ⊗X(−2,0),
X(2,0) ∧X(0,2) ⊗X(0,−2), X(2,0) ∧X(0,2) ⊗X(−1,−1), X(2,0) ∧X(0,2) ⊗X(−2,0),
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X(1,1) ∧X(0,2) ⊗X(0,−2), X(1,1) ∧X(0,2) ⊗X(−1,−1), X(1,1) ∧X(0,2) ⊗X(−2,0)
form a basis of
∧2
p+ ⊗C p−. Computing the signatures, we have
(σωϕ∞,v(
σϕf ) ∧ σωϕ∞,v(σϕf ))(1)
=
1
3!2
(
σωϕ∞,v(
σϕf )(X(2,0) ∧X(1,1) ⊗X(0,−2))⊗ σωϕ∞,v(σϕf )(X(0,2) ⊗X(−1,−1) ∧X(−2,0))
− σωϕ∞,v(σϕf )(X(2,0) ∧X(1,1) ⊗X(−1,−1))⊗ σωϕ∞,v(σϕf )(X(0,2) ⊗X(0,−2) ∧X(−2,0))
+ σωϕ∞,v(
σϕf )(X(2,0) ∧X(1,1) ⊗X(−2,0))⊗ σωϕ∞,v(σϕf )(X(0,2) ⊗X(0,−2) ∧X(−1,−1))
− σωϕ∞,v(σϕf )(X(2,0) ∧X(0,2) ⊗X(0,−2))⊗ σωϕ∞,v(σϕf )(X(1,1) ⊗X(−1,−1) ∧X(−2,0))
− σωϕ∞,v(σϕf )(X(2,0) ∧X(0,2) ⊗X(−1,−1))⊗ σωϕ∞,v(σϕf )(X(1,1) ⊗X(0,−2) ∧X(−2,0))
− σωϕ∞,v(σϕf )(X(2,0) ∧X(0,2) ⊗X(−2,0))⊗ σωϕ∞,v(σϕf )(X(1,1) ⊗X(0,−2) ∧X(−1,−1))
+ σωϕ∞,v(
σϕf )(X(1,1) ∧X(0,2) ⊗X(0,−2))⊗ σωϕ∞,v(σϕf )(X(2,0) ⊗X(−1,−1) ∧X(−2,0))
− σωϕ∞,v(σϕf )(X(1,1) ∧X(0,2) ⊗X(−1,−1))⊗ σωϕ∞,v(σϕf )(X(2,0) ⊗X(0,−2) ∧X(−2,0))
+ σωϕ∞,v(
σϕf )(X(1,1) ∧X(0,2) ⊗X(−2,0))⊗ σωϕ∞,v(σϕf )(X(2,0) ⊗X(0,−2) ∧X(−1,−1))
)
.
As a consequence, using that p+ ⊗C
∧2
p− =
∧2
p+ ⊗C p− and X(r,s) = X(−r,−s), we have
(σωϕ∞,v(
σϕf ) ∧ σωϕ∞,v(σϕf ))(1)
=
1
3!2
(
− σωϕ∞,v(σϕf )(X(2,0) ∧X(1,1) ⊗X(0,−2))⊗ σωϕ∞,v(σϕf )(X(2,0) ∧X(1,1) ⊗X(0,−2))
+ σωϕ∞,v(
σϕf )(X(2,0) ∧X(1,1) ⊗X(−1,−1))⊗ σωϕ∞,v(σϕf )(X(2,0) ∧X(0,2) ⊗X(0,−2))
− σωϕ∞,v(σϕf )(X(2,0) ∧X(1,1) ⊗X(−2,0))⊗ σωϕ∞,v(σϕf )(X(1,1) ∧X(0,2) ⊗X(0,−2))
+ σωϕ∞,v(
σϕf )(X(2,0) ∧X(0,2) ⊗X(0,−2))⊗ σωϕ∞,v(σϕf )(X(2,0) ∧X(1,1) ⊗X(−1,−1))
+ σωϕ∞,v(
σϕf )(X(2,0) ∧X(0,2) ⊗X(−1,−1))⊗ σωϕ∞,v(σϕf )(X(2,0) ∧X(0,2) ⊗X(−1,−1))
+ σωϕ∞,v(
σϕf )(X(2,0) ∧X(0,2) ⊗X(−2,0))⊗ σωϕ∞,v(σϕf )(X(1,1) ∧X(0,2) ⊗X(−1,−1))
− σωϕ∞,v(σϕf )(X(1,1) ∧X(0,2) ⊗X(0,−2))⊗ σωϕ∞,v(σϕf )(X(2,0) ∧X(1,1) ⊗X(−2,0))
+ σωϕ∞,v(
σϕf )(X(1,1) ∧X(0,2) ⊗X(−1,−1))⊗ σωϕ∞,v(σϕf )(X(2,0) ∧X(0,2) ⊗X(−2,0))
− σωϕ∞,v(σϕf )(X(1,1) ∧X(0,2) ⊗X(−2,0))⊗ σωϕ∞,v(σϕf )(X(1,1) ∧X(0,2) ⊗X(−2,0))
)
.
A standard basis of τ(3,−1) is computed in Lemma 2.2 and the matrix of the projection
p :
∧2
p+⊗Cp− → τ(3,−1) is computed in Lemma 2.3. From these two results we deduce the
following equalities which give the image by p of the basis vectors in terms of the highest
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weight vector X(2,0) ∧X(1,1) ⊗X(0,−2) of τ(3,−1):
p(X(2,0) ∧X(1,1) ⊗X(0,−2)) = X(2,0) ∧X(1,1) ⊗X(0,−2),
p(X(2,0) ∧X(1,1) ⊗X(−1,−1)) = −
1
2
AdX(−1,1)(X(2,0) ∧X(1,1) ⊗X(0,−2)),
p(X(2,0) ∧X(1,1) ⊗X(−2,0)) =
1
12
Ad2X(−1,1)(X(2,0) ∧X(1,1) ⊗X(0,−2)),
p(X(2,0) ∧X(0,2) ⊗X(0,−2)) =
1
4
AdX(−1,1)(X(2,0) ∧X(1,1) ⊗X(0,−2)),
p(X(2,0) ∧X(0,2) ⊗X(−1,−1)) = −
1
6
Ad2X(−1,1)(X(2,0) ∧X(1,1) ⊗X(0,−2)),
p(X(2,0) ∧X(0,2) ⊗X(−2,0)) =
1
24
Ad3X(−1,1)(X(2,0) ∧X(1,1) ⊗X(0,−2)),
p(X(1,1) ∧X(0,2) ⊗X(0,−2)) =
1
12
Ad2X(−1,1)(X(2,0) ∧X(1,1) ⊗X(0,−2)),
p(X(1,1) ∧X(0,2) ⊗X(−1,−1)) = −
1
12
Ad3X(−1,1)(X(2,0) ∧X(1,1) ⊗X(0,−2)),
p(X(1,1) ∧X(0,2) ⊗X(−2,0)) =
1
24
Ad4X(−1,1)(X(2,0) ∧X(1,1) ⊗X(0,−2)).
Using these equalities, we find
(σωϕ∞,v(
σϕf ) ∧ σωϕ∞,v(σϕf ))(1)
=
1
3!2
∑
0≤i,j≤k+k′
(−1)i+j
{
−
(
Xi(1,−1)v ⊗Xk+k
′+4−i
(1,−1)
σϕ
)
⊗
(
Xj(−1,1)v ⊗Xk+k
′+4−j
(−1,1)
σϕ
)
− 1
4
AdX(−1,1)
(
Xi(1,−1)v ⊗Xk+k
′+4−i
(1,−1)
σϕ
)
⊗AdX(1,−1)
(
Xj(−1,1)v ⊗Xk+k
′+4−j
(−1,1)
σϕ
)
+
1
72
Ad2X(−1,1)
(
Xi(1,−1)v ⊗Xk+k
′+4−i
(1,−1)
σϕ
)
⊗Ad2X(1,−1)
(
Xj(−1,1)v ⊗Xk+k
′+4−j
(−1,1)
σϕ
)
− 1
72
Ad3X(−1,1)
(
Xi(1,−1)v ⊗Xk+k
′+4−i
(1,−1)
σϕ
)
⊗Ad3X(1,−1)
(
Xj(−1,1)v ⊗X
k+k′+4−j
(−1,1)
σϕ
)
− 1
576
Ad4X(−1,1)
(
Xi(1,−1)v ⊗Xk+k
′+4−i
(1,−1)
σϕ
)
⊗Ad4X(1,−1)
(
Xj(−1,1)v ⊗Xk+k
′+4−j
(−1,1)
σϕ
)}
.
We have
AdrX(−1,1)
(
Xi(1,−1)v ⊗Xk+k
′+4−i
(1,−1)
σϕ
)
=
r∑
u=0
(
r
u
)
rk,k
′
i,u,rX
i−u
(1,−1)v ⊗X
k+k′+4−i−(r−u)
(1,−1)
σϕ,
where we use the convention that Xi−u(1,−1)v = 0 if i− u < 0, and similarly
AdrX(1,−1)
(
Xj(−1,1)v ⊗Xk+k
′+4−j
(−1,1)
σϕ
)
=
r∑
u=0
(
r
u
)
rk,k
′
j,u,rX
j−u
(−1,1)v ⊗X
k+k′+4−j−(r−u)
(−1,1)
σϕ.
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with the convention that Xj−u(−1,1)v = 0 if j − u < 0. Then we have
(σωϕ∞,v(
σϕf ) ∧ σωϕ∞,v(σϕf ))(1) =
1
3!2
4∑
r=0
∑
0≤i,j≤k+k′
∑
0≤u,u′≤r
0≤i−u
0≤j−u′
(−1)i+jar
(
r
u
)(
r
u′
)
rk,k
′
i,u,rr
k,k′
j,u′,r(X
i−u
(1,−1)v ⊗X
k+k′+4−i−(r−u)
(1,−1)
σϕ)⊗ (Xj−u′(−1,1)v ⊗X
k+k′+4−j−(r−u′)
(−1,1)
σϕ).
Let us denote by [(σωϕ∞,v(
σϕf ) ∧ σωϕ∞,v(σϕf ))(1)] the element of σΠ⊗ σΠ defined as the
image of (σωϕ∞,v(
σϕf ) ∧ σωϕ∞,v(σϕf ))(1) by the map induced by the pairing [ , ]C. Then,
thanks to Lemma 4.17, we have
[(σωϕ∞,v(
σϕf ) ∧ σωϕ∞,v(σϕf ))(1)] =
(k + k′)!
3!2
4∑
r=0
k+k′∑
i=0
∑
0≤u,u′≤r
0≤i−u
(−1)j−uar
(
r
u
)(
r
u′
)
rk,k
′
i,u,rr
k,k′
i−u+u′,u′,rs
k,k′
i,u X
k+k′+4−i−(r−u)
(1,−1)
σϕ⊗Xk+k′+4−i−(r−u)(−1,1) σϕ.
As the pairing σΠKN ⊗ σΠKN → C defined as
ϕ⊗ ψ 7→
∫
R×+G(Q)\G(A)/KN
ϕ(g)ψ(g)dg
is a morphism of (gC,K∞)-modules we have
∫
R×+ G(Q)\G(A)/KN
Xi(1,−1)ϕ(g)X
j
(−1,1)ϕ(g)dg =
{
0 if i 6= j
(−1)i i!(k+k′+4)!(k+k′+4−i)!
∫
R×+G(Q)\G(A)/KN ϕ(g)ϕ(g)dg if i = j.
As a consequence
〈σωϕ∞,v(σϕf ), σωϕ∞,v(σϕf )〉C
=
(−1)k+k′(k + k′)!(k + k′ + 4)!
3!2
4∑
r=0
k+k′∑
i=0
∑
0≤u,u′≤r
0≤i−u
(−1)r+u+u′ar
(
r
u
)(
r
u′
)
rk,k
′
i,u,rr
k,k′
i−u+u′,u′,rs
k,k′
i,u t
k,k′
i,u,r
∫
R×+ G(Q)\G(A)/KN
σϕ(g)σϕ(g)dg
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We have∫
R×+ G(Q)\G(A)/KN
|σϕ(g)|2dg = vol(KN , dg)−1
∫
R×+ G(Q)\G(A)
|σϕ(g)|2dg
= 2vol(KN , dg)
−1
∫
Z(A)G(Q)\G(A)
|σϕ(g)|2dg
= 2vol(KN , dg)
−1
∫
Z(A)G(Q)\G(A)
|σϕ(g)|2dg
=
π3
135
∏
l|N
(l + l−1)〈σϕ, σϕ〉
where the last equality follows from Lemma 6.3, the definition of 〈σϕ, σϕ〉 and [RoS07,
Lemma 3.3.3]. 
Recall that we have fixed a basis (δ1, . . . , δ2r) of L(Πf , Vλ,Z(p)).
Definition 6.5. The discriminant d(Πf ) of the pairing (31) is defined as follows:
d(Πf ) = det(〈δi, δj〉Z(p))1≤i,j≤2r.
It is an element of Z(p) whose image in Z(p) /(Z
×
(p))
2 is independent of the choice of the
Z(p)-basis (δi)1≤i≤2r of L(Πf , Vλ,Z(p)).
Definition 6.6. For x, y ∈ R we write x ∼ y if there exists s ∈ (Z×(p))2 such that x = sy.
Theorem 6.7. Assume that p /∈ SN,3∪Sweight∪Stors∪S′tors where where SN,3, Stors, S′tors,
Sweight are defined by (14), (15), (22) and (23) respectively. Then we have:
d(Πf ) ∼
(2k−k′+11Ck,k′π3k−k′+15
k + k′ + 5
)r
Ω(Πf )
−1 ∏
σ:E(Πf )→C
L(1, σΠ,Ad)
2 .
Proof. Recall that (ω1, . . . , ω2r) denotes the R-basis of L(Πf , Vλ,R) normalized in the second
point of Lemma 5.4. Let T denote the matrix T = (〈δi, δj〉Z(p))1≤i,j≤2r and let S denote
the matrix S = (〈ωi, ωj〉R)1≤i,j≤2r. We have
d(Πf ) ∼ detT ∼ Ω(Πf )−2 detS
where the first equality is the definition of the discriminant, and the second from the
definition of Ω(Πf ) (see (33)). Hence we have to compute the pairings 〈ωi, ωj〉R. By
commutativity of the diagram (35) we have 〈ωi, ωj〉R = 〈ωi, ωj〉C. Because of the vanishing
of the Petersson inner product, we have 〈ωi, ωj〉C = 0 for any 1 ≤ i, j ≤ 2r such that j 6= i,
j 6= i + r and i 6= j + r. Furthermore, as the Poincare´ duality pairing is a morphism of
Hodge structures, for any 1 ≤ i ≤ r we have
〈σir∞(σiϕf ), σir∞(σiϕf )〉C = 〈σir∞(σiϕf ), σir∞(σiϕf )〉C = 0.
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As a consequence, for 1 ≤ i ≤ r we have
〈ωi, ωi〉C =
{
2−1〈σir∞(σiϕf ), σir∞(σiϕf )〉C if ǫλ is even,
0 if ǫλ is odd,
〈ωi, ωi+r〉C =
{
0 if ǫλ is even,
−2−1√−1〈σir∞(σiϕf ), σir∞(σiϕf )〉C if ǫλ is odd,
〈ωi+r, ωi+r〉C =
{
2−1〈σir∞(σiϕf ), σir∞(σiϕf )〉C if ǫλ is even,
0 if ǫλ is odd.
The statement now follows from Proposition 6.4 and Theorem 3.1. 
7. The congruence criterion
LetHNsph ⊂ HKN denote the spherical Hecke algebra outsideN over Z. Let Π′ ≃ Π′∞⊗Π′f
be a cuspidal representation which contributes to H˜3! (SKN , Vλ,C). This means that (Π
′
f )
KN
is non-zero (but not necessarily one-dimensional) and Π′∞ ∈ P (Vλ,C). Let E(Π′f ) be the
rationality field of Π′f and let θΠ′ : H
N
sph → E(Π′f ) be the character such that for any
g ∈⊗′v∤N∞(Π′v)G(Zv) and any h ∈ HNsph we have hg = θΠ′(h)g. Let OE(Π′f ) be the ring of
integers of E(Π′f ). According to Corollary 4.5 and to the fact that H
KN is a Z-module of
finite type we have Im θΠ′ ⊂ OE(Π′
f
).
Definition 7.1. Let P be a prime ideal of Q. The cuspidal representation Π′ is congruent
to Π modulo P if there exists a number field E containing E(Π′f ) and E(Πf ), with ring of
integers OE such that the following diagram commutes
OE(Πf ) 
 // OE
❂
❂❂
❂❂
❂❂
❂❂
HNsph
θΠ
::✈✈✈✈✈✈✈✈✈
θΠ′ ##❍
❍❍
❍❍
❍❍
❍❍
❍
κ
OE(Π′
f
)
  // OE
@@✂✂✂✂✂✂✂✂✂
where κ = OE/P ∩OE. In this case we write Π′ ≡ Π (mod P).
Recall that Π is a cuspidal representation of G(A), which, among other things is assumed
to have trivial central character, to be globally generic and endoscopic. This means that
the functorial lift Σ of Π to GL(4,A) is not cuspidal. In particular, according to [AS06,
Proposition 2.2], there exists σ1 and σ2 two inequivalent unitary cuspidal automorphic
representations of GL(2,A) with trivial central characters such that Σ is the isobaric sum
Σ = σ1⊞σ2 and such that Π is obtained as a Weil lifting from (σ1, σ2). According to [We09,
Corollary 4.2] the cuspidal representations σ1 and σ2 correspond to primitive cuspforms f1
and f2 of respective weights k1 = k + k
′ + 4 and k2 = k − k′ + 2 and of respective levels
N1 and N2. For i = 1, 2 let c(fi) denote Ghate’s congruence number attached to fi as
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defined in the introduction. We say that the cuspidal automorphic representation attached
to a holomorphic Siegel modular form F is stable if F is not a Saito-Kurokawa lift and its
functorial lift to GL(4,A) (see [PSS14] for its construction) is cuspidal.
Theorem 7.2. Let us assume that the conductor N of the automorphic representation
Π ≃ Π∞ ⊗ Πf is prime to p and that p /∈ SN,3 ∪ Sweight ∪ Stors ∪ S′tors ∪ S′′tors where SN,3,
Stors, S
′
tors, Sweight and S
′′
tors are defined by (14), (15), (22), (23) and (25) respectively.
Assume the following conditions:
(a) the residual Gal(Q/Q)-representations ρf1 and ρf1 of f1 and f2 are irreducible,
(b) the prime p does not divide c′(f1) nor c′(f2) for any prime p above p in Q,
(c) the prime p divides(2k−k′+11Ck,k′π3k−k′+15
k + k′ + 5
)r
Ω(Πf )
−1 ∏
σ:E(Πf )→C
L(1, σΠ,Ad)
2 ,
Then, there exists a prime divisor P of p in Q and a cuspidal representation Π′ ≃⊗′v Π′v
of G(A) such that
(1) the non archimedean part Π′f of Π
′ satisfies (Π′f )
KN 6= 0,
(2) we have Π′∞ ∈ P (Vλ,C),
(3) the cuspidal representation Π′ is stable,
(4) we have Π′ 6≃ σΠ for all σ ∈ Aut(C),
(5) we have Π′ ≡ Π (mod P).
For the proof of this theorem, we need the following result.
Lemma 7.3. Let 〈 , 〉Q denote the bilinear form deduced from (31) after base change from
Z(p) to Q. Let
L(Πf , Vλ,Z(p))
∗ = {x ∈ L(Πf , Vλ,Q) | ∀y ∈ L(Πf , Vλ,Z(p)), 〈x, y〉Q ∈ Z(p)}.
be the lattice dual of L(Πf , Vλ,Z(p)). Then as lattices in L(Πf , Vλ,Q), we have
M(Πf , Vλ,Z(p)) = L(Πf , Vλ,Z(p))
∗.
Proof. We would like to apply [Hi81a, (4.6)] so we verify the assumptions of this result.
According to Corollary 4.13, the Z(p)-lattice L = H˜
3
! (SKN , Vλ,Z(p)) of the Q-vector space
V = H˜3! (SKN , Vλ,Q) is self-dual for the bilinear form deduced from (28) by base change from
Z(p) to Q, that we also denote by 〈 , 〉Q. Let W1 denote the subspace W1 =M(Πf , Vλ,Q) of
V and let W2 denote the kernel of the projection pM : V →W1 (17). Then V =W1 ⊕W2.
By the proof of Lemma 4.5, there exists e ∈ HKNQ an idempotent such that W1 = eV .
Then W2 = (1 − e)V . We claim that W1 is orthogonal to W2 for 〈 , 〉. In order to prove
this, it is enough to prove that W1 ⊗Q C and W2 ⊗Q C are orthogonal for 〈 , 〉C. For any
v,w ∈ V ⊗Q C, we have 〈ev, (1 − e)w〉C = 〈v, e∗(1 − e)w〉C = 0 where the first equality
follows from Proposition 2.6 and Proposition 6.1. As e is the projector on the Πf isotypical
component, e∗ is the projector on the Πˇf isotypical component, where Πˇf denoted the
contragredient of Πf . But as Πf has trivial central character, we have Πf ≃ Πˇf and so
e∗ = e. As a consequence 〈ev, (1−e)w〉C = 0. By definition, we have L(Πf , Vλ,Z(p)) = L∩W1
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and M(Πf , Vλ,Z(p)) is the projection of L on W1 along W2. Hence the statement of the
lemma follows from [Hi81a] (4.6). 
Proof of Theorem 7.2. Recall that, for any Z(p)-algebra R, we denote by HKNR the algebra
HKNZ(p) ⊗Z(p) R where H
KN
Z(p)
denotes the image of the abstract Hecke algebra HKNZ(p) with
Z(p)-coefficients in EndZ(p)(H˜
3
! (SKN , Vλ,Z(p))). Let Y denote the orthogonal complement of
L(Πf , Vλ,R) in H˜
3
! (SKN , Vλ,R). As L(Πf , Vλ,R) is stable by the action ofH
KN
R , it follows from
Proposition 2.6 that Y is also stable by HKNR so that the decomposition L(Πf , Vλ,R)⊕Y =
H˜3! (SKN , Vλ,R) holds as H
KN
R -modules. Define the finitely generated Z(p)-module MY by
the equation MY = pY (H˜
3
! (SKN , Vλ,Z(p))) where pY : H˜
3
! (SKN , Vλ,R) → Y is the canonical
projection. The finitely generated Z(p)-module LY is defined as LY = Y ∩H˜3! (SKN , Vλ,Z(p)).
These Z(p)-modules are stable by the action of HKNZ(p) on H˜3! (SKN , Vλ,Z(p)) and we have
LY ⊂ MY . According to Theorem 6.7 the prime p divides d(Πf ). It follows from
[Hi81a, Proposition 4.3] that |d(Πf )| = [L(Πf , Vλ,Z(p))∗ : L(Πf , Vλ,Z(p))]. Hence, it fol-
lows from Lemma 7.3 that p divides the index [M(Πf , Vλ,Z(p)) : L(Πf , Vλ,Z(p))]. By re-
placing in the proof of [Hi81a, Theorem 7.1] the symbols L,Lf ,Mf and R by the sym-
bols H˜3! (SKN , Vλ,Z(p)), L(Πf , Vλ,Z(p)),M(Πf , Vλ,Z(p)) and H
N
sph,Z(p)
respectively, we obtain a
prime divisor P of p in Q and a HKNsph,Z(p)-module contributing to Y which is congruent
to Π modulo P. This amounts to the existence of a cuspidal automorphic representation
Π′ ≃ ⊗′v Π′v such that (Π′f )KN is non zero, such that Π′∞ ∈ P (Vλ,C), such that Π′ 6≃ σΠ
for all σ ∈ Aut(C) and such that Π′ ≡ Π (mod P).
In the rest of the proof, we show that Π′ is stable under the conditions (a) and (b). In
order to show this with contradiction, let us assume that Π′ is not stable. According to the
classification of the discrete spectrum of GSp(4) conjectured in [Ar04], proved in [GeT18],
this means that Π′ is either of Yoshida type, Saito-Kurokawa type, Howe Piatetski-Shapiro
type or one-dimensional type. The mod P semi-simple Galois representation ρΠ attached
to Π is given by ρΠ ≃ ρf1 ⊕ ρf2(−1 − k′). Hence the last three types mentionned above
are excluded by our condition (a). Now, let us assume that Π′ is of Yoshida-type. By
[We09, Corollary 4.2], there exists a pair (σ′1, σ
′
2) of cuspidal representations of GL(2,A)
which correspond to normalized eigen elliptic cuspforms f ′1 and f
′
2 of weight k
′
1 = k+k
′+4
and k′2 = k − k′ + 2 respectively such that ρΠ′ ≃ ρf ′1 ⊕ ρf ′2(−1 − k′). Since we have the
congruence Π′ ≡ Π (mod P), we have
(36) ρΠ ≃ ρΠ′ .
As
(37) ρΠ ≃ ρf1 ⊕ ρf2(−1− k′), ρΠ′ ≃ ρf ′1 ⊕ ρf ′2(−1− k
′).
As ρf1 and ρf2 are irreducible, the equation (36) implies either ρf1 ≃ ρf ′1 or ρf1 ≃ ρf ′2(−1−
k′). We will prove that these equalities never happen. For i = 1, 2 let Ni be the conductor
of fi and let N
′
i be the conductor of f
′
i . We have N1N2 = N , in particular (N1, N2) = 1
and N1, N2 are square-free. Moreover, as Π
′ has level N , we have N ′1N
′
2|N1N2.
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We will prove that the first case ρf1 ≃ ρf ′1 is excluded by contradiction assuming that
ρf1 ≃ ρf ′1 holds. When the conductor N ′1 of f ′1 divides the conductor N1 of f1, this
contradicts to the assumption that p does note divide c′(f1) because the existence of such
f ′1 by assumption, must imply that a prime p above p in Q divides c
′(f1) according to
Theorem 1.2. When N1 divides N
′
1, the conductor N
′
2 of f
′
2 must divide the conductor
N2 of f2 because we have N
′
1N
′
2|N1N2. Hence a similar argument as above shows that
this contradicts to the assumption that no prime p above p in Q divides c′(f2). Finally
suppose that none of N1 nor N
′
1 divides the other. Then the equality ρf1 ≃ ρf ′1 implies
that the analytic conductor of the mod p Galois representation ρf1 is a strict divisor of N1.
Hence the Serre conjecture proved by Khare-Wintenberger [KhWI09], [KhWII09] implies
that there must exist a normalized eigen cuspform f ′ congruent to f1 modulo p whose
conductor is a strict divisor of N1. Because p /∈ Sweight the modular form f ′ has the same
weight as f1. This is again a contradiction to the assumption that no prime p above p in
Q divides c′(f1).
In order to exclude the second case ρf1 ≃ ρf ′2(−1−k′), let us recall about the mod p Galois
representation ρf of an elliptic cusp form f of weight k < p− 2 and of level N prime to p.
When f is ordinary at p, ρf is reducible when restricted to the decomposition group Dp at
p and the restriction to the inertia subgroup is given as
(38) ρf
∣∣
Ip
≃ 1⊕ ω1−k.
When f is non ordinary at p, the restriction to the inertia subgroup of ρf is given as
(39) ρf
∣∣
Ip
≃ ωk−12 ⊕ (ω′2)k−1,
where ω2 and ω
′
2 are fundamental characters of level 2 such that ω2 and ω
′
2 are both of
order p2 − 1 and we have ω′2 = (ω2)p. Suppose that f1 and f ′2 are both ordinary. The fact
that p /∈ Sweight implies that ρf ′2(−1− k′) does not contain the trivial character and hence
the second case ρf1 ≃ ρf ′2(−1− k′) is excluded. When one of f1 and f ′2 is ordinary and the
other is non ordinary, the seconde case ρf1 ≃ ρf ′2(−1− k′) is excluded again since it is not
difficult to see that a representation of the type (38) is never isomorphic to a twist of a
representation of the type (39). This is a contradiction. Finally when f1 and f
′
2 are both
non ordinary, the second case ρf1 ≃ ρf ′2(−1−k′) is excluded by the assumption p /∈ Sweight.
By the above discussion Π′ is either stable. 
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