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Notations and Preliminaries
The regularized algorithms to study f S := arg min
where (·, ·) is a loss function and λ is the regularization parameter. The performance of the regularized algorithms for classification is usually measured by the generalization error or risk R(S) = Pr (x,y )∼D [yf S (x) < 0]. Unfortunately, R(S) can not be computed since the probability distribution D is unknown, hence we should estimate it from empirical data. Kernel matrix
is the spectral decomposition of N λ i is the eigenvalue and v i is the eigenvector, i = 1, . . . , n.
Definition (Spectral Measure (SM))
Let (λ i , v i ) be the spectral decomposition of the normal kernel matrix N, i = 1, . . . , n. Assume that ϕ : R + → R + is a function, ϕ(λ i ) ≤ λ i for all i ∈ {1, . . . , n}. Then the spectral measure of K with respect to ϕ is defined as
where y = (y 1 , . . . , y n )
T .
Theorem
1. Consider the LSSVM, and assume that f K ≤ 1, ∀f ∈ H K . Then, with probability 1 − δ over the random choice of sample S with size n ≥ 5, we have
2. Consider the SVM, and assume that f K ≤ 1, ∀f ∈ H K . Then, for SVM, with probability 1 − δ over the random choice of sample S with size n ≥ 5, we have − 1}.
Spectral measure criterion(SM)
Weighted spetral measure criterion(SM):
whereȳ + = n n + andȳ − = − n n − , n + and n − are respective the sizes of positive and negative classes.
One can see that the time complexity of SM criterion is O(n 2 ).
Experiments Table: Comparison of test errors (%) among our spectral measure criterion (SM) and other five popular ones including 5-fold cross-validation (CV), efficient leave-one-out cross-validation (ELOO), centered kernel target alignment (CKTA), feature space-based kernel matrix evaluation (FSM) and eigenvalue ratio (ER). We bold the numbers of the best method, and underline the numbers of the other methods which are not significantly worse than the best one. 
