We present comprehensive calculations of the electronic structure of selected first-row atoms in uniform magnetic fields of strength р10 10 G, within a flexible implementation of the Hartree-Fock formalism. Groundstate and low-lying excited state properties are presented for first-row atoms He, Li, C, and ion H Ϫ . We predict and describe a series of ground-state quantum transitions as a function of magnetic field strength. Due to its astrophysical importance, highly excited states of neutral He are also computed. Comparisons are made with previous works, where available.
I. INTRODUCTION
The behavior of atoms in very strong magnetic fields is not a topic limited only to theoretical interest. Studies of atoms under these extreme conditions first intensified with observations of excitons in semiconductors with small effective masses and large dielectric constants ͓1͔, which result in very large effective magnetic fields. For a time, standard perturbative methods ͓2͔, valid only in relatively small magnetic fields, were sufficient for understanding these systems. Work on quantum dots ͓3͔, observations of neutron stars possessing fields in excess of 10 12 G ͓4͔, and the detection of magnetic white dwarf stars with megagauss fields ͓5͔ has further increased interest in this area. Our theoretical knowledge of the behavior of these systems has not kept pace with the experimental work, however, and accurate calculations for multielectron atoms do not exist in the range of magnetic fields encountered in these systems. It is the primary goal of this work to help fill that gap. In a regime where Coulomb and magnetic effects are of nearly equal importance, and neither can be treated as a perturbation, lie many interesting applications, both in astrophysics and condensed matter physics. Unfortunately, this regime is also very difficult to solve, since the combination of the cylindrical symmetry of the magnetic field and the spherical symmetry of the Coulomb potential prevents the Schrödinger equation from being separable and integrable. Previous approaches to this problem have been concentrated on the two limits, very weak magnetic fields ͑where the magnetic field may be treated as a perturbation͒, and very strong magnetic fields ͑where cylindrical symmetry is imposed on the wave function in the socalled adiabatic approximation ͓6͔͒. Several recent works, however, have attempted to bridge this gap and deal with the intermediate ͑or strong field͒ regime. We can work in dimensionless atomic units by introducing ␤ Z ϭea 0 2 B/2បcZ 2 ϭB/B 0 Z 2 , where B 0 ϭ4.7ϫ10 9 G, a 0 is the Bohr radius, and Z is the atomic charge. Depending on the relative strength between Coulomb and magnetic forces, we can characterize three different regimes: the low (␤ Z р10 Ϫ3 ), the intermediate ͑strong͒ (10 Ϫ3 р␤ Z р1), and high ͑super-strong͒ (␤ Z ӷ1) field regimes.
Rosner et al. ͓7͔ have used the numerical Hartree-Fock ͑HF͒ method to calculate many states of the hydrogen atom (Zϭ1) in fields up to ␤ Z р10 3 . In these computations, the wave function is expanded in terms of either spherical harmonics or Landau-like orbitals ͑adiabatic basis set͒ depending on the field strength, and the resulting Hartree-Fock equations are then integrated numerically. This set of computed energies and oscillator strengths has been used to identify many spectral features of compact stellar remnants, and is often used as a benchmark for other methods ͓8͔.
For systems involving more than one electron, efforts have largely been concentrated on the high field ͑adiabatic͒ regime, where the magnetic forces dominate, and the wave function is assumed to have cylindrical symmetry. Mueller et al. ͓9͔ used Ӎ200. We have studied multielectron atoms in this intermediate regime, using a basis set HF approach that is flexible enough to balance the competing symmetries between the Coulomb and magnetic interactions. This work is the precursor of a QMC study of electron correlation at high magnetic fields in atomic systems. The QMC method requires high quality trial wave functions, hence our immediate need for the calculations presented here. At the same time, the method and tables presented here may be of some use to astrophysicists analyzing unexplained spectra from magnetic white dwarf stars, for example GD229, for which helium has been suggested as a possible explanation for the pronounced yet nonhydrogenic spectral features ͓18͔.
II. HARTREE-FOCK APPROACH TO ATOMS IN MAGNETIC FIELDS
The Hamiltonian in atomic units for an atom in constant magnetic field is given by
where
N s iz are the z component of the total angular momentum and spin of the system, respectively, and lengths are in units of the Bohr radius a 0 . We have chosen the magnetic field to be parallel to the z axis, and the symmetric gauge, which has vector potential AϭB(Ϫy,x,0)/2. In the absence of external fields the eigenvalues of L 2 , L z , S 2 , S z , and parity, ⌸, are good quantum numbers. When the magnetic field is turned on, the rotational invariance is broken and the only conserved quantum numbers are the eigenvalues of L z , S 2 , S z , and ⌸ ͑alterna-tively, we will use the z parity, ⌸ z ). With a different choice of gauge, L z no longer commutes with Ĥ ; instead one must use a gauge-covariant form ͓17͔. We will still use L 2 to characterize atomic orbitals coming from solutions of the Hamiltonian, even though L 2 is not a conserved quantity. Although we are using the convenient spectroscopic notation provided by the L 2 operator (s, p,d, . . . ), we are in no way biasing our results by imposing the L 2 symmetry-it is simply a bookkeeping tool for tracking the electronic states over a range of magnetic field strengths that includes zero field. The diamagnetic term in the Hamiltonian couples states that differ by two in l. In large fields, for example, our labeling an electronic state as 1s denotes the first state of even parity sϩdϩgϩ•••, which would be the familiar 1s state at zero field. Taking our wave function to be a single Slater determinant and minimizing the energy of the above Hamiltonian with respect to the electronic spin orbitals, ͕ a ͖ ͓ a (x)ϭ␣(s) a (r), where ␣(s) is a spin function, a (r) a spatial orbital, and xϭ(s,r)͔, we obtain the usual Hartree-Fock equations,
where F is the single-particle Fock operator,
Note that we are still considering the integrals over the spin degrees of freedom for the direct, J , and exchange, K , integrals. Rather than integrate the Hartree-Fock equations numerically on a radial grid, we choose to expand each electronic orbital in a basis set, ͕ (r)͖, of our choosing,
where M is the number of basis set elements. This expansion reduces the problem to an algebraic one, upon which well established and robust solution methods can be brought to bear. One is also free to choose the dominant symmetry for a given magnetic field regime. 
where R (r)ϭN r n Ϫ1 e Ϫa r , Y l m are the usual spherical harmonics, and N ϭ͓(2a ) (2n ϩ1) /(2n )!͔ 1/2 is the normalization constant. Note that this basis-set formulation has a distinct advantage over the direct radial-grid integration method in this particular application of atoms in magnetic fields. With direct integration of the HF equations ͓Eq. ͑2͔͒, one must make an assumption about the symmetry of the wave function to reduce the partial differential equation to a more manageable ͑one-dimensional͒ ordinary one. At intermediate field strengths, neither cylindrical nor spherical symmetry dominates, making such an assumption hazardous. With the basis-set formalism, one can simply add more basis elements of different symmetry in a systematic way. In practice, we optimize the exponents, ͕a ͖, of the basis functions using a conjugate gradient approach, then attempt to saturate any remaining freedom in the basis with additional basis elements. One should also note that the STO basis is complete for any field strength, even if many terms of higher order in l must be included. This advantage is not shared by the adiabatic basis set, in which the wave function is assumed to possess cylindrical symmetry. The individual matrix elements for the STO basis, even in magnetic fields, are straightforward ͓19͔, with the exception of the electronelectron interaction. We discuss our method for computing these integrals in the Appendix.
We will use two different approaches to this Hartree-Fock problem, which differ in their assumptions about the initial Slater determinant used in the minimization step above. The first is spin-restricted Hartree-Fock ͑RHF͒, in which spin orbitals are pure space-spin products to be occupied in pairs, with a common spatial orbital factor. The second method is spin-unrestricted ͑UHF͒, in which the orbitals corresponding to different spins are allowed to differ. Although UHF generally obtains a better variational energy than RHF for open shell configurations, UHF wave functions, unlike their RHF counterparts, are not eigenstates of S 2 . For trial wave functions in QMC, it is desirable to begin with eigenstates of S 2 , even though a broken symmetry state could have a lower variational energy. One could also project out an eigenstate of spin from the unrestricted calculations, but this additional step presents a needless complication. We will briefly outline the approach that we have taken for using UHF and RHF.
The UHF method is formally much simpler than that of RHF. We have an eigenvalue problem for orbitals of each spin type, where f (r) is the single-body operator,
and ␣ and ␤ denote the two possible spin species (sϭ1/2). To obtain the UHF solutions, one introduces a basis and solves simultaneously the coupled equations for the two spin types.
In the RHF approach, there are two important cases to be considered, closed electronic shells and open shells. The closed shell RHF technique, developed as an algebraic problem with basis set expansions by Roothaan ͓19͔, is one of the simplest to implement, but suffers from limited applicability ͑due to the relative prevalence of open shell systems͒. For closed electronic shells, one solves
where we have performed the integral over spin for J and K , denoting the resulting direct and exchange spatial integrals J and K. 
͓21͔
, which has the advantage of allowing for easier convergence to excited states. This method formulates a generalized matrix such that convergence is obtained when the matrix elements between occupied and unoccupied orbitals vanish. If T 1 , T 2 , and T 3 denote matrices whose columns are eigenvectors representing closed, open, and empty orbitals, respectively, then let
͑10͒
where I is the identity matrix, i j , ␦ 1 , and ␦ 2 are arbitrary parameters to improve convergence, and H n (nϭ1,2,3,d,p,v) is an Hermitian matrix whose form depends on the electronic configuration ͓21͔. To obtain selfconsistent solutions for the orbitals, one begins with a trial set of solutions, then repeats the process of computing and diagonalizing H until convergence is achieved. This method for converging open shell RHF solutions is very flexible due to the rather large number of free parameters in Eq. ͑10͒, and the explicit decoupling of occupied and unoccupied orbitals.
With UHF one does not need elaborate procedures to accommodate different open shell situations; all electronic configurations are treated within the same formalism as given above in Eqs. ͑7͒. We have used UHF for all of the groundstate calculations performed in this work, and RHF for the higher excited states of neutral He. The reason behind this choice of method is stability; we have found the RHF method much more stable than UHF for highly excited states. The possible mixing of occupied and unoccupied states in UHF solutions often results in convergence to a state of lower energy. In the discussion of results presented below, we will be careful to label which HF method was used to obtain the presented numbers.
FIG. 5. HF electron densities for the ground-state configuration for H
Ϫ , He, Li, and C. The field is in the plane of the page, in the vertical direction. Field strength is given by the number at the top of each panel, and the triplet of numbers at the bottom of each set of contour lines represents the quantum numbers (M ,⌸ z ,S z ). The dimensions of the boxes are the same for abscissa and ordinate, with the scale in Bohr radii, a 0 , indicated on the leftmost axis. The large ticks correspond to ten bohr radii. The contour lines are drawn at the same values of the electron density for each atom, and for all field strengths. 
III. APPLICATION TO SMALL ATOMS

A. Ground state and low-lying excitations
Tables I-IV contain the total energy as a function of magnetic field strength for the low-lying electronic states of H Ϫ , He, Li, and C. We also list, for H Ϫ and He, the results from other methods of calculation. For Li and C no comparisons are made, as we have found no computations performed in this range of magnetic fields for atoms with more than two electrons. As far as we know, these are the first calculations for these atoms for intermediate magnetic field strengths.
We wish to understand the spectral properties of light atoms in this range of magnetic fields, where many astrophysical applications can be found. Figures 1-3 , therefore, show the computed energy spectrum for all of the atoms that we have considered thus far. Figure 1 shows the results listed in Tables I and II Fig. 1 , demonstrates that the results of Thurner et al. are getting better as the field increases. The convergence of the two HF methods as we enter the superstrong regime is expected, since the assumption of cylindrical symmetry becomes more accurate as we approach the adiabatic regime. The variational energies of Larsen ͓16͔, E Lar , which include electron correlation, are slightly lower than our HF numbers, as expected, and match very well with previous QMC calculations ͓22͔, which used HF trial wave functions. Note that HF does not obtain the correct ground state for H Ϫ at small fields. The electron correlation ͑the difference between the HF and the exact energies͒ is sufficiently large to reorder the spin singlet and triplet states. At zero field, it has been shown that H Ϫ has only a single bound state ͓23͔, while in nonzero fields ͑even infinitesimally small͒, there are an infinite number of bound states ͓24͔. This sudden plethora of bound states arises from the fact that the constant field pins the extra electron, and thus enhances the attraction between the neutral atom and the additional electron. The QMC results for the 1s 2 state are exact, due to the bosonic nature of the spatial component of the singlet wave function. The case of He, a second benchmark of our calculations, is also shown in Fig. 1 , where we again compare our results with those of Thurner et al., Larsen, and the QMC calculations. Again, note that the asymptotic expansion HF approach is clearly inferior to our calculations, and again improves as the field strength gets very large, near ␤ Z у1. Also note that the correlation energy is much larger for the singlet state than for the triplet, since the singlet state is much more compact than the triplet. We will consider more highly excited states for neutral He in the next section.
As one would expect, as the field is increased, the ground state of the system becomes spin polarized in order to minimize the Zeeman energy, and reduce electron repulsion. For the two electron systems considered thus far, there has been only one such transition, from a spin singlet (Sϭ0) to a spin triplet (Sϭ1). This transition occurs near ␤ Z Ӎ0.02 for H Ϫ and ␤ Z Ӎ0.1 for He, and is also a transition in L z , but not in z parity. This type of transition is not difficult to understand. As the field gets larger, the system tends to shrink, and by raising the angular momentum of the most exterior electron, the atom is able to increase the electronic separation. Figure  2 shows the energy of the first four electronic states of neutral Li. In this case there are two transitions, the first near ␤ Z Ӎ0.01 is a transition to a state of lower Zeeman energy (M ϭ0 to MϭϪ1, ⌸ z unchanged, and S z unchanged͒, while the second, near ␤ Z Ӎ0.16, is the expected transition to a completely spin polarized state (M is unchanged, but ⌸ z ϭϩ1 to ⌸ z ϭϪ1, and S z ϭϪ1/2 to S z ϭϪ3/2). A similar plot can be drawn for C, also shown in Fig. 2 . In the case of C, however, there are two spin transitions. The first, near ␤ Z Ӎ0.005, from S z ϭϪ1 to S z ϭϪ2 ͑with M ϭϪ1 to MϭϪ2, and ⌸ z from Ϫ1 to ϩ1), and the second, at ␤ Z Ӎ0.18, to the completely spin polarized state, S z ϭϪ3 ͑with both M and ⌸ z unchanged͒. Figure 4 displays the ground-state quantum numbers for the entire series of transitions, as determined by our calculations. As the field is increased, the spatial extent of the ground states for these atoms becomes smaller, and there is a competition between the mutual repulsion of the electrons and the Zeeman energy. Just as for the two electron systems, the larger atoms increase the rotational energy of the electrons in order to decrease the electron repulsion. Figure 5 shows the electron density profiles for the ground state of each atom at several different values of the field strength. Atoms that in small fields are almost spherically symmetric acquire very compact butterfly or needlelike shapes as the field strength increases. Also note the needlelike structure of the final completely FIG. 6 . Electronic density profiles for various He excitations at zero magnetic field. This figure is to be compared with Fig. 7 , which shows the same density profile at a large applied field. The scale on both axes is the same, and corresponds to Ϫ40a 0 рx,zр40a 0 . The ordering of the states with respect to energy is from left to right, top to bottom.
spin-polarized ground state at the largest magnetic field value for each atom.
B. Spectrum of neutral He
Due to its importance in astrophysical settings, we present in Tables V-VII RHF energies for more highly excited states of neutral He. In Fig. 3 Note that the applied field has completely reordered the energy spectrum, as well as compressing the atom to less than half its zero field size.
A quantity which is more sensitive to deficiencies in the applied basis set is the derivative of the energy with respect to the magnetic field. Figure 8 shows the derivative of our variational energy as a function of field strength, as determined by the Hellman-Feynman theorem,
where ⌿ is the HF many-body wave function ͑Slater determinant͒, and ͗O ͘ ⌿ is the expectation value of operator O . Aside from the noise that originates with basis-set deficiencies, we note that the slope of our energy curves is generally lower than the HF numerical quadrature prediction, and the difference grows with more highly excited levels. This difference points out the fact that the asymptotic expansion HF method has a more difficult time representing the spatially extended excited states, but improves as the states shrink, further evidence that the asymptotic method is best used in the adiabatic field regime, with intermediate field strengths treated by a more flexible technique. One issue that arises in working with STO ͑or similar͒ basis-set representations for the atomic wave function is the uncertain nature of convergence to the HF variational en- FIG. 7 . Electronic density profiles for the helium excitation spectrum at ␤ Z ϭ0.2. The same density values are contoured as in Fig. 6 , but the scale is twice as small, from Ϫ20a 0 to 20a 0 . The correct ordering of the states according to variational energy is given by the key in the bottom right panel, with the 1s2p Ϫ1 state as the lowest, and the 1s 2 state as the highest.
ergy. Ideally, one simply adds more basis elements or optimizes the exponents of the basis further until a limiting value is achieved. In practice, however, one encounters limitations in the amount of resources available, either in time or computer memory. Figure 9 shows a typical set of calculations to get the lowest possible HF energy for the 1s2 p Ϫ1 state of He at ␤ Z ϭ1. Note that convergence is achieved when the number of basis elements, M , is greater than 35, and the maximum l used ͑in the spherical harmonics͒, L max , is greater than 9. For more highly excited states ͑or outer shell electrons in larger atoms͒, one must generally increase L max further, which also increases M . We have used M р70 in all of our calculations, which introduces a truncation error. This truncation error increases with both Z and ␤ Z .
IV. SUMMARY AND CONCLUSIONS
We have presented a series of HF calculations of groundand excited-state properties for selected first-row neutral atoms and negative ions in magnetic fields in excess of 10 10 G, using a flexible STO basis set within the HF formalism. Oscillator strengths present no difficulty for this method, and are available upon request. Previous applications of the HF method to atoms in intermediate strength magnetic fields have been limited to hydrogen and helium, and have relied on numerical quadrature methods, resulting in higher energies and a less accurate wave function. The use of more general basis sets allows a greater flexibility in representing the atomic wave function as the magnetic field increases and the cylindrical symmetry associated with the magnetic field becomes important, and indeed, dominant.
Basis-set HF calculations, however, are not a panacea, since they suffer from several shortcomings. The most important disadvantage is the lack of certainty in the completeness of a basis set for a given calculation. The only systematic approach, and the one that we have used here, involves optimizing a set of basis elements with respect to the variational energy ͑the largest set that can be optimized in a reasonable length of time͒, then adding more elements until the energy no longer changes. The drawback of this approach is that one may end up in a local minimum of the energy surface, and not at the true HF result of lowest energy. Another disadvantage of using STO or similar basis sets is the nonnegligible amount of computer time and memory required to diagonalize and store large matrices, whereas on a radial grid the matrices may be sparse. For atomic calculations in the absence of magnetic fields, numerical quadrature is generally simpler and more accurate. In the presence of strong magnetic fields, however, the flexibility of a basis-set approach is unparalleled.
Future efforts will use these accurate HF wave functions as the starting point for a series of quantum Monte Carlo ͑QMC͒ calculations on small atoms in strong magnetic fields, for which we will examine the behavior of electron FIG. 8 correlation as a function of magnetic field strength and atomic number. These efforts are part of a project to develop exchange-correlation functionals in the context of currentdensity functional theory ͓25͔.
