Abstract-Traffic transmission over the radio channel requires appropriate techniques to preserve information integrity while maintaining the desired QoS and energy constraints. In this paper, we focus on a possible configuration of the ARQ protocol defined in 3GPP (Third Generation Partnership Project) technical specifications. A Markov model is developed in order to study the protocol behavior as channel characteristics change. Through this model, we evaluate the impact of the 3GPP ARQ scheme on the QoS of traffic services such as data file transfer and IP telephony. In the case of data transfer, a trade-off between loss probability and energy efficiency is derived. In the case of IP telephony, we investigate the possibility to guarantee low maximum delay and low jitter by adopting the ARQ protocol as error-recovery scheme.
I. INTRODUCTION
Recently, a great effort has been made to provide a common standard for next generation wireless networks. The Third Generation Partnership Project (3GPP) is currently producing technical specifications for a third generation mobile system based on both an evolved GSM network and novel radio access technologies [1] . Besides offering all the anytime, anywhere GSM features, 3GPP specification based systems will offer advanced multimedia applications, mobile Internet services, and data communication with rates as high as 2Mbps. Here, we focus on the information transfer techniques specified in 3GPP at the link layer and evaluate their performance in the presence of different classes of traffic.
Several papers dealing with ARQ (Automatic Repeat Request) schemes have appeared in the literature. Performance analysis of ARQ protocols is presented in [2] , [3] , [4] . In [5] , the authors study the trade-off between energy constraints and average traffic delay that can be achieved by dynamically adapting ARQ schemes to channel characteristics and traffic QoS (Quality of Service). Energy efficiency at the data link layer is addressed also in [6] , [7] , where the behavior of ARQ protocols is studied when transmissions in the presence of disadvantageous channel conditions are avoided. A similar approach is used in [8] , where channel conditions and packet deadline constraints determine whether transmissions are deferred, as well as the best error-correcting code to select.
In this paper, we consider an ARQ scheme configuration obtained by applying the control mechanisms defined for the acknowledged transfer mode in the 3GPP Radio Link Control (RLC) specification [9] . In addition, we consider that the transmitter is allowed to operate in two different modes: greedy or saving mode. In greedy mode, the transmitter is always active, regardless of the radio channel conditions. On the contrary, in saving mode the transmitter defers the information transfer whenever disadvantageous channel conditions are detected [6] , C.-F. Chiasserini and M. Meo are with the Dipartimento di Elettronica, Politecnico di Torino, Torino, Italy. Email: chiasserini,michela¡ @polito.it [7] . We introduce the saving mode as an enhancement to the 3GPP specification to let the system 'save' radio resources as well as energy in the case of bad channel conditions.
The impact of the ARQ scheme on the traffic QoS of both loss-sensitive and delay-sensitive services is evaluated by developing an analytical model based on standard Markov techniques. For loss-sensitive services, such as data file transfer, QoS requirements are expressed in terms of throughput and traffic loss probability. QoS of delay-sensitive services is mainly based on parameters such as maximum delay and jitter; conversational and interactive real-time services belong to this class. In order to estimate the impact of the ARQ scheme on the QoS of loss-and delay-sensitive traffic, we identify two case-studies. First, we consider data file transfer over a wireless link and, besides traditional QoS metrics for data traffic, we study the energy efficiency of the ARQ scheme by using a realistic model of the battery behavior. Then, as an example of delay-sensitive traffic, we consider IP telephony. Typically, such a traffic is supported by RTP (Real-time Transport Protocol), which is implemented on top of UDP as a transport protocol. Since UDP and RTP do not have error control functions, efficient mechanisms for loss recovery should be implemented at the link layer [10] . We therefore evaluate the capability of the 3GPP ARQ protocol to satisfy delay-sensitive QoS requirements.
The choice of separately analyzing loss-sensitive and delaysensitive traffic derives from the indication that the design of near future multi-service networks will most likely be based on traffic segregation [11] . Since traffic segregation is based on the acknowledgment that different services exhibit highly different sensitivity to the system performance parameters, it achieves efficient system resource utilization while providing QoS guarantees.
The remainder of the paper is organized as follows. Section II presents the ARQ protocol configuration; Section III describes the system and the assumptions introduced in order to develop the analytical model. Section IV presents the Markov model of the ARQ scheme. The QoS metrics and the numerical results showing the impact of the ARQ scheme on the system performance are presented in Sections V and VI in the case of data file transfer and IP telephony, respectively. Finally, Section VII concludes the paper.
II. THE ACKNOWLEDGED TRANSFER MODE IN 3GPP
The reference network scenario assumed in the 3GPP specification of the RLC (Radio Link Control) protocol [9] consists of a mobile station and an access point to the terrestrial core network, communicating with each other through the radio channel. Here, we focus on the acknowledged information transfer mode [9] , which implements a selective ARQ scheme.
According to [9] , we denote by PDU (Protocol Data Unit) the data unit exchanged between the RLC layer and the MAC layer, and by STATUS PDU the data unit used by the receiver entity to require the transmission of missing PDUs and to send feedback information to the transmitter. The loss of a PDU is detected by the receiver either because an out-of-sequence data unit is delivered or no data unit is received by a certain time,
. At the sender, the acknowledged mode involves the use of transmission and retransmission buffers. Upon the reception of a negative acknowledgment, the sender retransmits only the PDUs that have been indicated as missing by the receiver, giving to retransmissions higher priority than data units transmitted for the first time. We denote by 1 3 6 7 4
the delay between the end of a PDU transmission and the reception of the STATUS PDU notifying that the PDU was lost, and by (including the PDUs whose transmission started during 1 3 6 7 4
). Moreover, the sender can check on the receiver's status by polling the receiver until it receives a reply; the receiver must reply to the sender's poll with a STATUS PDU.
In addition to the transfer mechanisms described above, we consider that whenever the sender detects disadvantageous channel conditions, it can enter two different operational modes: greedy or saving mode. In the case of greedy mode, upon the reception of a STATUS PDU notifying that some PDU was lost, the sender retransmits the missing data units at once and then goes on with the information transfer. In the case of saving mode the sender stops transmitting and starts periodically polling the receiver to probe the channel status. The sender starts retransmitting the missing data units only when good channel conditions are detected; i.e., when the sender receives a reply to its poll.
The evolution of the protocol in the case of PDU loss and considering the sender in saving mode and
, is illustrated in Fig. 1 , where dashed lines represent lost data units. In the diagram on the left side, PDUC is lost and a STATUS PDU transmission is triggered at the receiver by the expiration of timer
. After a time interval equal to 1 3 6 7 4
, the STATUS PDU arrives, the sender ends the transmission of PDUE and stops transmitting. By time interval 16 
4
the sender receives a STATUS PDU indicating that PDUE arrived successfully; thus, the information transfer is resumed and PDUC is retransmitted. In the diagram on the right side, two consecutive PDUs are lost. In this case, the sender receives only the first STATUS PDU indicating that PDUC is missing. After time period 1 3 6 7 4
, not having received any other STATUS PDUs, the sender starts polling the receiver until the poll transmission goes through and the receiver replies with a STATUS PDU. The missing data units are then retransmitted.
Saving mode allows for a better usage of the radio resources as well as of the available energy, since the energy cost of polls and STATUS PDUs are negligible compared to the cost of transmitting PDUs. However, saving mode is less reactive than greedy mode to changes in the channel conditions, and therefore it may cause QoS degradation. In order to dynamically trade-off between QoS provisioning and energy saving, we introduce a control mechanism on the sender such that, if the number of PDUs in the transmission buffer is less than a given threshold F H G , the sender operates in saving mode, otherwise it enters greedy mode. Under low load conditions which are not critical for QoS provisioning, we privilege energy saving; on the contrary, when queue fills up and QoS deteriorates, we favor QoS provisioning. By varying the value of F I G , we can easily establish the desired trade-off between energy saving and QoS as radio channel conditions change.
III. SYSTEM DESCRIPTION AND ASSUMPTIONS
Let us focus on the information transfer taking place over the uplink radio channel, where, with reference to the ARQ scheme described above, the mobile station acts as sender and the access point acts as receiver. (Notice however that the developed model can represent the reverse situation as well.) We represent the system as sketched in Fig. 2 , and we study its behavior by developing a discrete-time Markov chain (DTMC) model, in which the time is slotted according to the PDU transmission time, denoted by While constructing the ARQ model, the following assumptions are introduced: 1. A single buffer models the presence of both the transmission and retransmission buffers. 2. There is not a maximum number of retransmissions per PDU. 3. STATUS PDUs are always correctly received. 4. The inter-polling time is equal to one PDU transmission time. The model, that we develop, focuses on the following aspects of the system: i) the traffic generator, which represents the arrival process of PDUs to the RLC layer; ii) the transmission and retransmission buffers, although the retransmission buffer is only implicitly represented in the model as is described below; iii) the radio channel; iv) the energy consumption and the battery behavior at the mobile station.
A. Traffic Generator and Transmission Buffer
The traffic generator is modeled as a discrete-time activeidle Markov process with time granularity equal to the PDU transmission time,
P
. A graphical representation of the process is shown in Fig. 3 . During active periods, one PDU is generated during a time slot with probability ; whereas, no PDUs are generated during idle periods. Let Given that the maximum service capacity of the system (with noiseless channel) is one PDU per time slot, we denote by ¦ the traffic load normalized to the system capacity, i.e., the average number of PDUs generated per time slot, (2) where the ratio
is the probability that the generator is active. Observe that the presence of a single traffic generator is justified by the assumption that a traffic segregation policy is employed. Thus, different kinds of traffic generators (in particular loss-sensitive and delay-sensitive traffic generators) are separately treated.
Instead of describing both the transmission and retransmission buffers, we model a single buffer from which PDUs are removed only after they are successfully delivered to the receiver. This assumption has negligible impact on the performance measures since retransmissions have priority over new transmissions and, therefore, only a few PDUs are waiting in the retransmission buffer at the same time.
B. Radio Channel
The radio channel is modeled as a Gilbert channel. Two states, good and bad, represent the state of the channel during the transmission time of one PDU: the PDU transmission is successful if the channel is in state good, and unsuccessful otherwise. We denote the transition probability from state good to state bad by and the transition probability from state bad to state good by ; and have been obtained by using the results in [12] . The procedure adopted is as follows. We consider the channel traces derived in [12] for a WCDMA air interface. As described in [12] , channel traces are obtained through a UMTS UTRA-FDD simulator, which accounts for signal propagation, open and closed loop power control, intra-and inter-cell interference, Doppler frequency, and interleaving. The parameters in input to the simulator are set according to [13] . By using the UMTS simulator, the Signal to Interference plus Noise Ratio (SINR) trace is derived for each simulated user; then, by fixing a SINR threshold, the corresponding sequence of PDU error probabilities is computed for each SINR trace. Let " $ # denote the number of samples per sequence (i.e., the simulation duration expressed as number of time slots),
The average error probability, denoted by , respectively. The results obtained by using the above channel representation were found in good agreement with simulation results, as shown in [14] . As an example, the average error probability, the values of and , the average length of a burst of errors, and the average transmit power for the uplink channel are reported in Table I , for different mobile stations. These results were obtained by assuming thermal noise equal to -132 dBW, the exponent in the path loss model equal to 3.5, log-normal shadowing with standard deviation equal to 4 dB, Doppler frequency set to 6 Hz, the SINR threshold fixed to 6 dB, and Rayleigh fast fading [12] .
C. Energy Consumption and Battery Behavior
We consider both the energy consumption at the mobile station due to the transmission of data units and the phenomenon of is the power consumed by a mobile station in transmitting mode. Clearly, the energy consumption per information data unit transfered over the radio channel increases with the increase of the number of PDU retransmissions. On the contrary, charge recovery may lead to a significant improvement in battery lifetime when a pulsed discharge is implemented instead of a continuous discharge [15] , [16] . As shown by several experimental tests [17] , [18] , [19] , [16] , the performance gain due to this phenomenon depends on the amount of time spent by the mobile station in idle state. The lower the radio terminal activity rate, the greater the improvement in battery lifetime obtained through pulsed discharge.
To account for charge recovery, we define the energy gain
as the ratio of the total amount of available energy at the radio terminal when a pulsed discharge is applied to the amount of energy available in the case of continuous discharge. By considering that the transmission of a packet is the operation with the highest energy cost, we take the terminal activity rate to be equal to the number of PDU transmissions per time slot. In Table II . Extensions to large values of 8 will be discussed at the end of this section. In order to model the system behavior, the following dynamics have to be carefully described: i) the PDU generation process, ii) the buffer occupancy, iii) the working mode of the transmitter, and iv) the channel state.
Accordingly, let the DTMC state be defined by the vector
where $ is the state of the traffic generator;
can assume two values only which represent the activity and the idle periods of the traffic generator, respectively denoted by is the state of the transmitter, either active or idle; when active, the transmitter is sending PDUs over the radio channel; on the contrary, the transmitter is idle when it has no PDUs to transmit or when, being in saving mode, it has detected bad channel conditions, 
. Observe that, in order to properly take into account the delay between the transmission of a PDU and its acknowledgment, the introduction of some memory about the past history of the system is necessary; therefore, we introduced the variables 1 8 and
8
. Let
is the probability that the channel state changes from
is the probability that the traffic generator changes from 
Changes in the state of the traffic generator (see Fig. 3 ) determine changes in the value of
are listed in the From the steady-state probabilities many interesting performance metrics can be derived, as will be shown in the following sections.
V. QOS PERFORMANCE OF LOSS-SENSITIVE TRAFFIC
In this section, we employ the proposed model to assess the impact of the ARQ scheme on the QoS of loss-sensitive data traffic services such as data file transfer. In order to model data traffic, we let the active period of the traffic generator represent the time that the generator needs to successfully transfer a file and we set ; idle periods represent time intervals between subsequent file transfer requests. In Section III, we described the dynamic of the traffic generator as independent of the system performance. However, an accurate description of the system for data services has to take into account the implicit feedback that the system performance has on the traffic generator. In particular, the traffic generator is going to be active until all the PDUs corresponding to the current file are successfully transferred; i.e., if system performance is low and many PDU losses occur, the generator is going to be active for a longer time period.
We take this phenomenon into account by neglecting losses due to the wired network and assuming that all PDUs, that are lost due to buffer overflow, have to be regenerated. Let be the length of the file to be transferred and
is the number of PDUs corresponding to the file and ¡ active is the duration of the active period in time slots (
is a-priori specified, both ¡ active and % depend on the system performance. We derive them by means of a fixed-point procedure. We initially set ¡ active at the -th step. When convergence on the parameter estimates is reached, the steady-state behavior is analyzed. Furthermore, in order to have an even more realistic description of a data traffic generator, in loss states we forbid that the generator switches to the idle state. In these cases, in fact, the generator has at least one data unit to regenerate.
A. Performance Metrics for Loss-Sensitive Traffic
In the case of data traffic, performance of the ARQ scheme can be expressed in terms of throughput, average PDU delay, PDU loss probability, and energy consumption.
Throughput is defined as the average number of information bits that are successfully transmitted in the time unit. The sum of the probabilities of the states in which a successful PDU transmission occurs provides the average number of PDU successfully transmitted in a time slot. By properly normalizing this sum, we obtain the throughput as, The PDU loss probability % is the probability that a PDU can not be accommodated in the buffer. We compute being the power consumption in transmitting mode. As mentioned before, the energy gain due to charge recovery effect [15] , [16] depends on the average time between two subsequent PDU transmissions. Table II reports 
where the throughput is computed as in (10) . The factor § ¡ ¤ £ ¦ ¥ makes the average data unit delay be expressed as millisecond.
B. Numerical Results
Access to Internet-based services via radio mobile terminals has recently become a reality. We assume that the average size of the file transferred over the radio channel is equal to 12 KB, the peak rate is equal to 384 Kbps, and ¦ is equal to 0.25. The values of the parameters which characterize the channel behavior and the values of power consumption at the mobile station in transmitting mode are reported in Table I .
We first validate our model by comparing analytical results to simulation results. The main objective of the validation is to assess the impact of the fixed-point procedure, that is used for the are quite accurate when compared to simulation predictions. In the absence of the fixed-point approach, as it is the case for delay-sensitive traffic, analysis and simulation plots are indistinguishable (comparisons will not be shown here for the sake of brevity).
As already mentioned, due to the exponential growth of the state space, the model becomes exceedingly complex for only. Also, because of space limitation and since loss probability is typically one of the most critical performance metrics, we do not validate the model for other performance measures.
When designing a system with the objective of providing QoS guarantees for data traffic, we usually aim at satisfying constraints on loss probability. Fig. 5 shows the impact of the average error probability over the wireless channel on the loss probability for different values of correspond to the case where the transmitter operates in greedy mode only and in saving mode only, respectively. As expected, the error probability over the radio channel has a remarkable impact on % . However, from Fig. 5 we observe that, under the considered traffic scenario, changes of the value of F G may turn into significant changes in the loss probability. Given the channel conditions, we can reduce the loss probability by almost one order of magnitude by decreasing (14), as a function of the loss probability and of the average PDU delay, respectively. In the plots, different curves correspond to different values of the average error probability over the wireless channel; different points on each curve are obtained by fixing the value of we can obtain a decrease of 18% in energy consumption at the expense of the increase of one order of magnitude in loss probability. For , an increase of the loss probability as small as 4.5% allows for 32% of reduction in energy consumption. Likewise, Fig. 7 shows that a significant reduction in energy consumption can be achieved provided that a small additional delay in the data transfer is accepted.
VI. QOS PERFORMANCE OF DELAY-SENSITIVE TRAFFIC
QoS requirements that have to be fulfilled for delay-sensitive traffic can be expressed for the basic information unit of the RLC layer in terms of average and maximum delay, jitter, and loss probability [20] .
We study the performance of IP telephony over a wireless link, when UDP is adopted at the transport protocol and the ARQ scheme is used at the RLC layer. The voice source is modeled as the traffic generator model proposed in Section III-A, with the alternate active and idle periods representing the talkspurts and the silence gaps, respectively [21] . The mean active time is taken to be 1 s and the mean idle time is assumed to be 1.35 s [22] ; in the active state, in each time slot the voice source generates one packet with probability 9 ¥ v . The voice data rate is equal to 12.2 Kbps [23] . Notice that in this case we do not introduce the fixed-point procedure described for data traffic, since voice traffic is delay-sensitive and we do not expect that PDU losses influence the PDU generation process.
As widely accepted, we consider that a good quality voice traffic is obtained when the number of dropped voice packets is less than 1% of the total number of generated packets, and that the voice quality is still acceptable if the packet dropping probability is less than 3% of the total number of generated packets. We take 150 ms and 250 ms as constraints on the maximum delay to obtain an optimal and a good voice quality, respectively; for the delay jitter, the requirements for optimal and good voice quality are 75 ms and 200 ms, respectively [24] .
A. Performance Metrics for Delay-Sensitive traffic
Some of the most significant metrics for delay-sensitive traffic are related to the distribution of the delay experienced by PDUs. QoS constraints for delay-sensitive traffic are typically expressed in terms of the jitter , which is the delay variance normalized to the mean delay, and in terms of the probability that a PDU reaches the receiver after a maximum admissible delay,
. By exploring the possible paths of the Markov chain, we compute the delay distribution. In order to simplify the analysis, we focus on the two boundary cases:
, i.e., the system is working in saving mode only, and
occurs; this happens with probability
the probability that the buffer empties from state We can also compute the probability % ¡ that a PDU is discarded at the receiver because its delay exceeds a target value
The total loss probability, % g , is the probability that a PDU is lost either because of buffer overflow or because it is discarded at the receiver for exceeding delay, 
B. Numerical Results
We consider IP voice traffic as a case study for delay-sensitive traffic. The values of the parameters characterizing the channel behavior and the values of power consumption at the mobile station in transmitting mode are reported in Table I . Fig. 8 shows the discard probability computed as in (23) for different values of the target delay for greedy mode only (solid lines) and for saving mode only (dashed lines) when two different cases are considered for the error probability over the radio channel, , respectively, are the bounds of the discard probability. For values of F G between 0 and 4 the discard probability lies inside the region defined by the bounds. In the considered scenario, the loss probability due to buffer overflow is negligible; packets are lost mainly because they are discarded at the receiver due to exceeding delay. Consider the case with
. If the maximum delay constraint is larger than 175 ms, the service can be provided with acceptable quality (i.e., packet losses smaller than 3%) by using saving mode, and with good quality (i.e., packet losses smaller than 1%) by using greedy mode. Fig. 9 shows the discard probability versus the average error probability over the radio channel, when the target delay is fixed at 200 ms. Again, the overflow probability is much smaller than the discard probability which almost coincides with the total loss probability % g . As the channel conditions worsen, the discard probability increases significantly. For values of the average error probability greater than 0.25, greedy mode is preferred to saving mode in spite of its larger energy consumption; in fact, the delay perceived by using saving mode is too large for providing the service with acceptable quality. When the average error probability over the radio channel is larger than 0.32, the service can be guaranteed with acceptable quality only if the QoS constraint on the maximum delay is relaxed.
The impact of the buffer size on the total loss probability can be observed in Fig. 10 for average error probability equal to 0.17 Observe that the loss probability is dominated by the discard probability: increasing the buffer capacity beyond 14 does not have any effect on the loss probability. When P is equal to 0.17, a good quality IP traffic can be provided in greedy as well as in saving mode. On the contrary, when P is equal to 0.23, saving mode can only guarantee an acceptable quality of service.
Using greedy mode involves higher energy consumption than using saving mode. Fig. 11 shows the trade-off between energy consumption and jitter, that is obtained by varying the value of threshold F G . Different curves refer to different values of average error probability over the radio channel. For example, when P 9 ¥ , a 25% reduction in energy consumption can be achieved at the expense of a 17% increase in the jitter; when , a 17% reduction in energy consumption involves a 40% increase in the jitter.
In Fig. 12 , the energy gain is plotted as the average error probability over the radio channel increases and as the buffer threshold varies. The step behavior of some curves is due to the discretization of the values of the transmission rate and of the corresponding energy gain (see Table II ). Since the transmission rate in greedy mode is larger than that in saving mode, the energy gain increases as the time spent by the transmitter in saving mode increases, i.e., as threshold F ¡ G grows. We observe that, for large values of P , the energy gain obtained when the transmitter operates in saving mode only is twice the energy gain achieved in greedy mode only.
VII. CONCLUSIONS
In this paper, we considered the ARQ protocol configuration defined in 3GPP specifications, and we introduced a control mechanism of the transmitter activity that allows us to establish an optimal trade-off between energy saving and quality of service provisioning. According to the proposed mechanism, the transmitter enters greedy or saving mode depending on a threshold value on the buffer occupancy. A Markov model was developed to study the system performance as the channel conditions vary and in the presence of different quality of service requirements.
Results derived in the case of both data file transfer and IP telephony showed the trade-off between energy consumption and quality of service performance, that can be achieved by changing the buffer threshold. Also, in the case of IP telephony, we found that the proposed ARQ configuration is able to guarantee the required values of maximum delay and jitter by choosing an appropriate buffer threshold. By plotting the total loss probability versus the buffer capacity, we were able to determine the optimal value of buffer capacity, as the channel conditions and the operational mode of the transmitter change.
