In this paper, we use the variational approach to investigate recurrent properties of solutions for stochastic partial differential equations, which is in contrast to the previous semigroup framework. Consider stochastic differential equations with monotone coefficients. Firstly, we establish the continuous dependence on initial values and coefficients for solutions. Secondly, we prove the existence of recurrent solutions, which include periodic, almost periodic and almost automorphic solutions. Then we show that these recurrent solutions are globally asymptotically stable in square-mean sense. Finally, for illustration of our results we give two applications, i.e. stochastic reaction diffusion equations and stochastic porous media equations.
Introduction
Recurrence is an important concept in dynamical systems, which roughly means that a motion returns infinitely often to any small neighborhood of the initial position. The recurrent phenomenon has been found in almost all interesting systems, so it has attracted wide attention. This paper is devoted to studying the recurrence of solutions for stochastic partial differential equations with monotone coefficients. The types of recurrent solutions we investigate in present paper include periodic, almost periodic and almost automorphic solutions.
The analysis of recurrent solutions to ordinary differential equations dates back to Poincaré who studied periodic solutions of the three-body problem. Later, the notion of almost periodic functions was proposed and comprehensively studied by Bohr [8, 9, 10] . Many interesting results were acquired in this subject; see, for example, Bochner [5, 7] , von Neumann [48] and van Kampen [45] . After that, it was found that many differential equations, especially equations arising from physics, possess almost periodic solutions. So extensive investigations concerning almost periodic solutions for differential equations were conducted, following Favard's pioneering work [16, 17] ; see e.g. Amerio and Prouse [2] , Fink [18] , Yoshizawa [50] , Sacker and Sell [43] , Levitan and Zhikov [30] for a survey. Subsequently, almost periodicity was further generalized to almost automorphy by Bochner [6] . Veech [46, 47] , Johnson [26] , Shen and Yi [44] , N'Guérékata [37] et al studied properties of almost automorphic functions and this kind of solutions for differential equations.
Random factors may have significant impacts on the dynamics, so a natural question is: will recurrent phenomenon still persist when equations are perturbed by noise? Some works have been done to prove the existence of recurrent solutions for stochastic differential equations in both finite and infinite dimensions. For finite dimensional case, among many other works, we mention the following which are closely related to our work. Khasminskii [28] investigated periodic solutions for stochastic ordinary differential equations by Lyapunov's second method. The existence of periodic and almost periodic solutions to affine stochastic equations were proved by Halanay [24] , Morozan and Tudor [36] , Arnold and Tudor [3] . Zhao and Zheng [52] showed that there exist pathwise random periodic solutions to stochastic differential equations. Liu and Wang [35] reported the existence of almost periodic solutions for stochastic differential equations by the Favard separation method. For infinite dimensional case, Da Prato and Tudor [14] provided the existence of periodic and almost periodic solutions of semilinear stochastic partial differential equations. Later, studies of periodic, almost periodic and almost automorphic solutions to semilinear stochastic differential equations were performed by Bezandry and Diagana [4] , Fu and Liu [19] , Wang and Liu [49] , Chen and Lin [13] , Liu and Sun [34] , Gao [20] , Cheban and Liu [11] , among others. Note that the almost periodic/automorphic solution in [4, 19] should be in distribution sense instead of square-mean sense, see [27, 34] for details. It is known that the distribution of solutions for a stochastic differential equation satisfy the corresponding Fokker-Planck equation, so we can also study recurrent solutions through the associated Fokker-Planck equation. See the very recent works of Chen et al [12] and Ji et al [25] on periodic solutions to Fokker-Planck equations.
Despite considerable advances in this direction, as far as we know there is no research so far on recurrent solutions to stochastic partial differential equations with monotone coefficients. Note that if the equation is no longer assumed to be semilinear, it will arise that the semigroup approach does not work any more. So a natural question is: can we still obtain recurrent solutions for stochastic partial differential equations which are not of the semilinear form? One of our main motivations is to partly answer this question. To this end, we adopt in this paper the variational approach which is sometimes called monotone method, to study recurrent solutions for stochastic partial differential equations.
Variational approach is one of basic approaches to analyze nonlinear deterministic/stochastic partial differential equations. For deterministic partial differential equations, the approach originated from the pioneering works of Lions [31] and Agmon [1] . For stochastic partial differential equations, the first work was done by Pardoux [38] who proved the existence of strong solutions for linear stochastic partial differential equations, which was based on Lions [31] . Subsequently, Krylov and Rozovskii [29] further developed this approach to nonlinear equations with continuous martingales as integrators. Fairly rigorous and complete description in a slightly general form was provided by Prévôt and Röckner [41] ; see also [21, 33] . Now let us state the framework and our main results more precisely. Let (H, , H ) be a separable Hilbert space and H * the dual space of H. As in Zhang [51] , we assume that for each i = 1, 2, (V i , · V i ) is a reflexive Banach space such that V i ⊂ H continuously and densely. Then we get two Gelfand triples
Consider the following stochastic differential equation on H (1.1) dX(t) = A(t, X(t))dt + B(t, X(t))dW (t),
where A := A 1 + A 2 , A i : R × V i → V * i , i = 1, 2 and B : R × V → L 2 (U, H) satisfy hemicontinuous, monotone, coercive, bounded conditions (see Section 2 for details). Here W (t), t ∈ R is a two-sided cylindrical Winner process on another separable Hilbert space (U, , U ). Under these conditions, the existence and uniqueness of solutions to equation (1.1) was established in [51] . In the present paper, we first prove that the solutions of (1.1) depend continuously on the initial value and the coefficients A, B, which is useful to study qualitatively stochastic equations. We next show that (1.1) admits a unique L 2 -bounded solution when the coefficients A and B satisfy some coercive and monotone conditions. Furthermore, with the help of continuous dependence property for solutions, we establish the recurrent properties in distribution sense for this unique L 2 -bounded solution. Indeed, it shares the same recurrent properties with the coefficients A and B; that is, when A and B are stationary (respectively, periodic, almost periodic, almost automorphic), then so is the L 2 -bounded solution in distribution sense. Then we show that this unique recurrent (and bounded) solution is globally asymptotically stable in square-mean sense. This asymptotic stability property is very similar to the ergodicity of homogeneous Markov processes; note that the coefficients A and B depend on t, so equation (1.1) generates an inhomogeneous Markov process. Finally, to illustrate the theoretical results obtained above, we discuss two examples, i.e. stochastic reaction diffusion equations and stochastic porous media equations.
The remainder of this paper is organized as follows. Section 2 gives some definitions and properties of recurrent functions as well as a rough introduction to variational approach. In Section 3, we obtain continuous dependence on initial values and coefficients for solutions of (1.1), and prove that (1.1) admits a unique L 2 -bounded solution under suitable conditions. In Section 4, we show that the L 2 -bounded solution has the same recurrent properties as the coefficients. In Section 5, we consider the additive noise case. In this situation, the strictly monotone condition can be weakened to the strong monotone condition. Section 6 discusses global asymptotic stability of the L 2 -bounded solution. In the last section, we give two applications.
Preliminaries
Before turning to our results, we first give some preliminaries. Let (X , d) be a complete metric space. We write C(R, X ) to mean the space of all continuous functions ϕ : R → X .
Recurrent functions.
Let us now recall some types of recurrent functions to be studied in this paper. Definition 2.1. We say ϕ ∈ C(R, X ) is T-periodic, if there exists some nonzero constant T ∈ R such that ϕ(t + T ) = ϕ(t) for all t ∈ R. In particular, ϕ ∈ C(R, X ) is called stationary provided ϕ(t) = ϕ(0) for all t ∈ R. Definition 2.2. We say ϕ ∈ C(R, X ) is Bohr almost periodic if the set T (ϕ, ε) of ε-almost periods of ϕ is relatively dense for each ε > 0, i.e. there exists a constant l = l(ε) > 0 such that T (ϕ, ε) ∩ [a, a + l] = ∅ for all a ∈ R, where
Let ϕ be a mapping from R to X . We employ γ to denote a sequence {γ n } := {γ n } ∞ n=1 in R. Denote (T γ ϕ)(·) := lim n→∞ ϕ(· + γ n ), provided the limit exists. The mode of convergence will be pointed out when this symbol is used. Recall the following characterization of almost periodicity that is due to Bochner [5] . Definition 2.3. We say ϕ ∈ C(R, X ) is Bochner almost periodic, if for any sequence γ ′ = {γ ′ n } ⊂ R there exists a subsequence γ = {γ n } ⊂ γ ′ such that T γ ϕ exists uniformly on R. Theorem 2.4 (Bochner) . Assume that ϕ : R → X is continuous. Then the following statements are equivalent.
(i) ϕ is Bohr almost periodic.
(ii) ϕ is Bochner almost periodic.
(iii) For any two sequences γ ′ = {γ ′ n } ⊂ R and β ′ = {β ′ n } ⊂ R there exist two subsequences γ = {γ n } ⊂ γ ′ and β = {β n } ⊂ β ′ with the same indexes such that
(iv) For any two sequences γ ′ = {γ ′ n } ⊂ R and β ′ = {β ′ n } ⊂ R there exist two subsequences γ = {γ n } ⊂ γ ′ and β = {β n } ⊂ β ′ with the same indexes such that
Remark 2.5. It follows from the above theorem that Bohr's almost periodicity is equivalent to Bochner's one. Therefore, we just call them almost periodicity below. Definition 2.6. We say ϕ ∈ C(R, X ) is almost automorphic, if for any sequence γ ′ = {γ ′ n } ⊂ R there exist a subsequence γ = {γ n } ⊂ γ ′ and some function ψ : R → X such that
In order to study recurrent solutions of differential equations, we need to recall the definition of uniformly almost periodic/automorphic functions. Let (X i , d i ), i = 1, 2 be complete metric spaces. We write C(R × X 1 , X 2 ) to mean the set of all continuous functions ϕ : R × X 1 → X 2 . [50] ). We say ϕ ∈ C(R × X 1 , X 2 ) is almost periodic in t uniformly for x ∈ X 1 if for any ε > 0 and any compact set Q ⊂ X 1 , the set T (ϕ, ε, Q) is relatively dense, i.e. there exists a constant l = l(ε, Q) > 0 such that
Similar to Theorem 2.4, we recall the following results. Theorem 2.9 (See Yoshizawa [50] ). Suppose that ϕ : R × X 1 → X 2 is continuous. Then the following statements are equivalent.
(i) ϕ is almost periodic in t uniformly for x ∈ X 1 .
exists uniformly with respect to t ∈ R and x ∈ Q, where Q is an arbitrary compact subset of X 1 .
Definition 2.10 (See Shen and Yi [44] ). We say ϕ ∈ C(R × X 1 , X 2 ) is almost automorphic in t uniformly for x ∈ X 1 , if for any sequence γ ′ = {γ ′ n } ⊂ R there exist a subsequence γ = {γ n } ⊂ γ ′ and some function ψ : R × X 1 → X 2 such that lim n→∞ ϕ(t + γ n , x) = ψ(t, x) and lim n→∞ ψ(t − γ n , x) = ϕ(t, x) uniformly on [a, b] × Q, where [a, b] is an arbitrary finite interval and Q an arbitrary compact subset of X 1 . Remark 2.11. When we consider stochastic partial differential equations, X 1 is a Banach space V . For the sake of simplicity, we call a function ϕ "uniformly almost periodic (uniformly almost automorphic)", which means that ϕ is almost periodic (almost automorphic) in t uniformly for x ∈ V .
2.2.
Recurrence in distribution. Suppose further that (X , d) is a Polish space, i.e. a separable complete metric space. We write P r(X ) to mean the set of all Borel probability measures on X . Denote by C b (X ) the space of all continuous functions ϕ : X → R for which the norm ϕ ∞ := sup x∈X |ϕ(x)| is finite. Let {µ n } := {µ n } ∞ n=1 ⊂ P r(X ) and µ ∈ P r(X ). We say µ n converges weakly to µ in P r(X ), provided ϕdµ n converges to ϕdµ for all ϕ ∈ C b (X ). Let ϕ ∈ C b (X ) be Lipschitz continuous, we define
. We endow P r(X ) with d BL metric, where
for all µ, ν ∈ P r(X ). It is well known that d BL generates the weak topology on P r(X ), i.e. µ n → µ weakly in P r(X ) if and only if d BL (µ n , µ) → 0 as n → ∞. See Chapter 11 in [15] for this metric d BL (denoted by β there) and its related properties. We assume in the following exposition that (Ω, F, P ) is a complete probability space and that (H, , H ) is a separable Hilbert space. The space L 2 (Ω, P ; H) consists of all H-valued random variables ζ such that E ζ 2
H < ∞. Throughout the paper, we denote by L(ζ) ∈ P r(H) the law or distribution of H-valued random variable ζ. A sequence of H-valued continuous stochastic processes {X n } is said to converge in distribution to X (on C(R, H)) provided L(X n ) weakly converges to L(X) in P r(C(R, H)), where L(X) is the law or distribution of X on C(R, H); if d BL (L(X n (t)), L(X(t))) → 0 as n → ∞ for each t ∈ R, we simply say that X n converges in distribution to X on H.
Note that (P r(C(R, H)), d BL ) and (P r(H), d BL ) are Polish spaces (see, e.g. Theorems 6.2 and 6.5 in Chapter II of [39] ). So, similar to Definitions 2.1, 2.2 and 2.6, we can define recurrence in distribution as follows.
Definition 2.12. We say an H-valued continuous stochastic process X is T-periodic (respectively, almost periodic, almost automorphic) in distribution, if the mapping t → L(X(t + ·)) is T -periodic (respectively, almost periodic, almost automorphic) in P r(C(R, H)). In particular, X is called stationary provided X is T -periodic in distribution for any T ∈ R.
Remark 2.13. Let X be an H-valued continuous stochastic process. Note that µ(t) := L(X(t)), t ∈ R is T -periodic (respectively, almost periodic, almost automorphic) in P r(H), provided L(X) is T -periodic (respectively, almost periodic, almost automorphic) in P r(C(R, H)). But the converse is not true in general.
Variational approach.
Recall that H is a separable Hilbert space with norm · H and inner product , H , and that H * is the dual space of H. Let (V, · V ) be a reflexive Banach space such that V ⊂ H continuously and densely. So we have H * ⊂ V * continuously and densely. Identifying H with its dual H * via the Riesz isomorphism, then we have V ⊂ H ⊂ V * continuously and densely. We write V * , V to denote the pairing between V * and V . It follows that
Since H ⊂ V * continuously and densely, we deduce that V * is separable, hence so is V . See [41] for details.
Assume that (V 1 , · V 1 ) and (V 2 , · V 2 ) are reflexive Banach spaces and embedded in H continuously and densely. Then we get two triples:
is also a Banach space. Since V * 1 and V * 2 can be thought as subspaces of V * , we get a Banach space W :
, t ∈ R be a two-sided cylindrical Q-Wiener process with Q = I on a separable Hilbert space (U, , U ) with respect to a complete filtered probability space (Ω, F, F t , P ). Denote by L 2 (U, H) the space of all Hilbert-Schmidt operators from U into H. Consider the following stochastic partial differential equation on H
. Let us introduce the following conditions. (H1) (Hemicontinuity) For all u, v, w ∈ V and t ∈ R the map
× Ω, dt ⊗ P ; H) with α i as in (H3) and P -a.s.
where X is any V -valued progressively measurable dt ⊗ P -version of X.
Remark 2.15.
(i) Note that solutions in Definition 2.14 are usually called variational solutions in the literature.
(ii) By (H3) and (H4), for all t ∈ R and v ∈ V we have
(iii) Suppose that (H1)-(H4) hold, then for any X 0 ∈ L 2 (Ω, F 0 , P ; H) there exists a unique solution to equation (2.1) in the sense of Definition 2.14 (see [51] for more general results). (iv) For all 0 ≤ s ≤ t ≤ T we have the following Itô's formula (see, e.g. [41, Theorem 4.2.5] ).
Continuous dependence and bounded solutions
The following result, which shows continuous dependence on initial values and coefficients for solutions to equation (2.1), is interesting on its own rights, so we state it as a theorem. It turns out to be necessary to consider the following condition.
(HL) There exists a constant
Let X n be a solution of the Cauchy problem
X(s) = ζ s n and X be a solution to the Cauchy problem
Then we have the following conclusions:
Proof. (i) Employing Itô's formula, we obtain
For the first term I 1 , by (H2) and (HL) we have
For the second term I 2 , by the Hölder inequality we obtain
For the last two terms I 3 and I 4 , by Burkholder-Davis inequality (see, e.g. [41, Proposition D.0.1]) and Cauchy's inequality with ǫ, we get
where C 1 , C 2 and C 3 are different positive constants, depending only on ǫ, c and L B . Then in view of the Gronwall's lemma, we have
Now, it suffices to prove that lim n→∞ ξ n = 0. To this end, define
Using Itô's formula and the product rule, we obtain
It follows from (H3) that
Letting R → ∞ in (3.8) and using Fatou's lemma, we have
Thus, by Lebesgue's dominated convergence theorem, (H4), Remark 2.15 (ii) and (3.9), we
The proof of (i) is complete.
(ii) According to the characterization of convergence in probability in terms of P -a.s. convergent subsequences (see, e.g. [15, Theorem 9.2.1]), we may assume without loss of generality that lim n→∞ ζ s n = ζ s P -a.s. Similar to the proof of (3.9), we have
Applying Itô's formula and the product rule, we get
Note that the last item is a real-valued local martingale. Hence localizing it, by Lebesgue's dominated convergence theorem and (H2) we obtain that
By Lebesgue's dominated convergence theorem, (3.10), (H4) and Remark 2.15 (i), we have For any ǫ > 0, let
It follows from [41, Lemma 3.1.3] and (3.11) that
So by (3.12) we have
n H is continuous and strictly positive, (3.13) implies
This completes the proof of (ii).
(iii) According to the Skorohod representation theorem, the uniqueness in law of the solutions for equation (2.1) and (ii), we complete the proof of (iii).
but not vice versa. However, under the conditions of Theorem 3.1, it follows from (iii) that lim It follows from the arbitrariness of [s, t] that lim n→∞ d BL (L(X n ), L(X)) = 0 in P r(C(R, H)).
Now we discuss the L 2 -bounded solution to equation (2.1). In the following, we need the stronger condition:
(H2 ′ ) (Strict monotonicity) There exists a constant λ > 0 such that for all u, v ∈ V , t ∈ R 
Proof. Let v ∈ V and ǫ ∈ (0, 1). Employing Young's inequality, (H2 ′ ), (H3) and (H4), we obtain
are constants independent of v and t. Hence taking ǫ small enough we can find a constant M 0,η such that for all v ∈ V , t ∈ R
Lemma 3.4. Assume that (H1), (H2 ′ ), (H3) and (H4) hold. Let ζ s ∈ L 2 (Ω, F s , P ; H) and X(t, s, ζ s ), t ≥ s be the solution to the following Cauchy problem
Then there exists a constant M 1 > 0, depending only on M 0,η as in (3.14) , such that
Proof. By the product rule, Itô's formula and (3.14), we have
L 2 (U,H) dσ. By (H2 ′ ) and the product rule, we obtain
. Letting n > m, m → ∞, we have E X(t, −n, 0) − X(t, −m, 0) 2 H → 0. Therefore, there exists a process X(t), t ∈ R such that
And it follows from (3.15) 
We now show that the limit process X(·) in (3.16) is a solution to equation (2.1). For this we need some uniform estimates. 
Proof. According to (H3), we have
Therefore,
In view of (H4), we complete the proof. 
According to the reflexivity of K i , i = 1, 2, we may assume, going if necessary to a subsequence, that (1) X(·, −n, 0) → X(·) in L 2 ([a, b] × Ω, dt ⊗ P ; H) and X(·, −n, 0) → X(·) weakly in K 1 and K 2 ; (2) A i (·, X(·, −n, 0)) → Y i (·) weakly in K * i , i = 1, 2; (3) B(·, X(·, −n, 0)) → Z(·) weakly in J and hence 
Thus, it remains to verify that Y = A(·, X), Z = B(·, X), dt ⊗ P -a.e.
To this end, for any
Using (1) we obtain
Then letting n → ∞ in (3.17), we have
And in view of the product rule, we get
Therefore, (3.18) and (3.19) imply
Taking φ = X in (3.20), we have Z = B(·, X), dt ⊗ P -a.e. Then, applying (3.20) 
Dividing both sides by ǫ and letting ǫ → 0, according to Lebesgue's dominated convergence theorem, (H1) and (H4), we obtain
By the arbitrariness of ψ, φ and v, we conclude that Y = A(·, X), dt ⊗ P -a.e. This completes the existence proof, i.e.
In view of the arbitrariness of interval [a, b] ⊂ R, we conclude that X(·) is a solution on R. It follows from (3.15) and (3.16) that sup t∈R E X(t) 2 H < ∞. Now, we prove the uniqueness of L 2 -bounded solution. Suppose that X(·) and Y (·) are two L 2 -bounded continuous solutions to equation (2.1), By (H2 ′ ) we have
H → 0, as n → ∞. The goal next is to prove that µ is unique with the properties (i) and (ii). Note that sup t∈R H
In view of the Chapman-Kolmogorov equation, we have µ(t, s, L(X(s, −n, 0))) = L(X(t, −n, 0)).
Then according to the Feller property (see, e.g. [41, Proposition 4.2.10]), we get µ(t, s, µ(s)) = µ(t).
Suppose that µ 1 and µ 2 satisfy properties (i) and (ii), let ζ n,1 and ζ n,2 be random variables with the distributions µ 1 (−n) and µ 2 (−n) respectively. Then consider the solutions X(t, −n, ζ n,1 ) and X(t, −n, ζ n,2 ) on [−n, ∞), we have d BL (µ 1 (t), µ 2 (t)) = d BL (µ(t, −n, µ 1 (−n)), µ(t, −n, µ 2 (−n))) = sup
Thus, µ 1 (t) = µ 2 (t) for all t ∈ R.
Recurrent solutions
In this section, we show that the L 2 -bounded solution for equation (2.1) has the same character of recurrence as coefficients A and B. dy) , where the third equality follows from Yamada-Watanabe theorem (see [42] ). Now we prove that µ(t), t ∈ R is T -periodic in P r(H), recalling that µ(t) = L(X(t)), t ∈ R is the distribution of the unique L 2 -bounded solution X(·) on H. For any φ ∈ C b (H), we have
The T -periodicity of the distribution of X(·) on C(R, H) now follows from the uniqueness in law of the solutions for equation (2.1). The proof is complete.
Almost periodic solutions.
In the sequel, we show that the L 2 -bounded solution of equation (2.1) is almost periodic in distribution, if the coefficients A and B are uniformly almost periodic. To this end, we need the tightness of the family of distributions {P • [X(t)] −1 } t∈R . Note that {P • [X(t)] −1 } t∈R is tight provided dimH < ∞. But when dimH = ∞, we need the following condition (H5) to get the tightness of {P • [X(t)] −1 } t∈R . This condition was used in [32] to study the invariance of subspaces and in [23] to study random attractors.
(H5) Assume that there exists a closed subset S ⊂ H equipped with the norm · S such that V ⊂ S is continuous and S ⊂ H is compact. Let T n be a sequence of positive definite self-adjoint operators on H such that for each n ≥ 1,
x, y n := x, T n y H , x, y ∈ H, defines a new inner product on H. Assume further that the norms · n generated by , n are all equivalent to · H and for all x ∈ S we have
Furthermore, we suppose that for each n ≥ 1, T n : V → V is continuous and there exist constants [32] ). If T n : V → V is continuous, then i n • i −1 : H * → H * n is continuous with respect to · V * . Therefore, there exists a unique extension I n of i n Therefore, we obtain
In particular, we have
Thus we may assume, going if necessary to a subsequence, that
Then Fatou's lemma yields that
The tightness of {P • [X(t)] −1 } t∈R is an easy consequence of the compactness of the embedding S ⊂ H. Remark 4.4. Note that Gess [22] gave a different technique to obtain the compactness of random dynamical systems generated by stochastic singular evolution equations. That is, he got the compactness of the solution mapping for any fixed sample point. Since the recurrence we are concerned with in this paper is in distribution sense instead of in pathwise sense, it seems that the technique in [22] is not applicable to our problem. Proposition 4.5. Consider equation (2.1). Suppose that A, B, A n , B n satisfy (H1), (H2 ′ ), (H3), (H4) and (HL) with the same constants λ, c 1 , c 2 , c 3 , c ′ 2 , c ′ 3 , M 0 , α i , i = 1, 2 and L B . Let X(·), X n (·) be the L 2 -bounded solutions of equation (2.1) corresponding to A, B and A n , B n respectively. Assume in addition that (i) lim
Then lim n→∞ d BL (L(X n ), L(X)) = 0 in P r (C(R, H) ).
In particular, lim n→∞ d BL (L(X n (t + ·)), L(X(t + ·))) = 0 in P r(C(R, H)) for all t ∈ R.
Proof. According to Remark 3.2, we only need to prove that lim n→∞ d BL (L(X n (t)), L(X(t))) = 0 in P r(H) for every t ∈ R. To this end, it suffices to show that for every sequence γ ′ = {γ ′ k } := {γ ′ k } ∞ k=1 ⊂ N, there exists a subsequence γ = {γ k } of γ ′ such that for every t ∈ R lim k→∞ d BL (L(X γ k (t)), L(X(t))) = 0 in P r(H).
For every r ≥ 1, according to the tightness of {L(X γ ′ k (−r))}, there exists a subsequence {γ k } ⊂ γ ′ such that L(X γ k (−r)) converges weakly to some probability measure µ r in P r(H).
Let ξ r be a random variable with distribution µ r . Define Y r (t) := X(t, −r, ξ r ), recalling that X(t, −r, ξ r ), t ∈ [−r, +∞) is the solution to the following Cauchy problem dX(t) = A(t, X(t))dt + B(t, X(t))dW (t)
In view of Theorem 3.1, we have lim k→∞ d BL (L(X γ k ), L(Y r )) = 0 in P r(C ([−r, +∞) , H)).
Since {L(X γ k (−r − 1))} is tight, going if necessary to a subsequence, we can assume that L(X γ k (−r − 1)) converges weakly to some probability measure µ r+1 in P r(H). Let ξ r+1 be a random variable with distribution µ r+1 . In light of Theorem 3.1, we have
Define ν(t) := L(Y r (t)), t ≥ −r. We use a standard diagonal argument to extract a subsequence which we still denote by {X γ k } satisfying lim k→∞ d BL (L(X γ k (t)), ν(t)) = 0 in P r(H)
By the uniqueness in law of the solutions for equation (2.1), we have L(Y r (t)) = µ(t, s, L(Y r (s)), t ≥ s ≥ −r, i.e. ν(t) = µ(t, s, ν(s)), t ≥ s. In view of Theorem 3.6, we obtain ν = µ. Therefore, for every t ∈ R, we have lim k→∞ d BL (L(X γ k (t)), L(X(t))) = 0 in P r(H).
The following result shows that the L 2 -bounded solution is almost periodic in distribution provided A and B are uniformly almost periodic. 
and T γ+β B exist uniformly with respect to t ∈ R and x ∈ Q, where Q is an arbitrary compact subset of V . Furthermore, we have
It can be verified that T β A i , T β B, T γ T β A i , i = 1, 2 and T γ T β B satisfy (H1), (H2 ′ ), (H3), (H4), (H5) and (HL) with the same constants λ, c 1 ,
Let Y (·), Z 1 (·) be the unique L 2 -bounded solutions of equation (2.1) with coefficients T β A i , T β B and T γ T β A i , T γ T β B, i = 1, 2, respectively. In view of Proposition 4.5 and the uniqueness in law of the solutions for equation (2.1), we obtain and (4.4) lim n→∞ d BL (L(Y (· + γ n )), L(Z 1 )) = 0 in P r (C(R, H) ).
Similarly, we have (4.5) lim n→∞ d BL (L(X(· + γ n + β n )), L(Z 2 )) = 0 in P r(C(R, H)),
where Z 2 (·) is the unique L 2 -bounded solution to the following equation
Since the L 2 -bounded solution to equation ( Similarly, we have lim n→∞ d BL (L(Y (· − β n )), L(X)) = 0 in P r(C (R, H) ).
The proof is complete.
SPDEs with additive noise
In this section we consider the following stochastic partial differential equation driven by additive noise
For equation (5.1), we can weaken the strictly monotone condition (H2 ′ ) to the following strong monotone condition. This condition has a much wider application; see e.g. [23] .
(H2 ′′ ) (Strong monotonicity) There exist constants r ≥ 2 and λ > 0 such that for all
Note that when r = 2, (H2 ′′ ) is the same as (H2 ′ ). Therefore, we only consider the case r > 2 in this section. 
Suppose that X(t, s, ζ s ), t ≥ s is a solution to equation (5.1) with initial condition X(s) = ζ s . Then for any η > 0, there exists a constant M 4 ≥ 0 depending only on r, η, α, c 1 , c 2 , M 0 and M 3 , such that
Proof. By (H3), (H4), (H2 ′′ ) and Young's inequality, we have
Therefore, there exists a constant M 0 = M 0 (α, c 2 , M 0 , M 3 ) such that
According to Young's inequality and (5.3), we obtain 
Since K is reflexive, we may assume, going if necessary to a subsequence, that (1) X(·, −n, 0) → X(·) in L 2 ([a, b] × Ω, dt ⊗ P ; H) and X(·, −n, 0) → X(·) weakly in K;
(2) A(·, X(·, −n, 0)) → Y (·) weakly in K * .
It follows that 
Similar to the proof of (3.18), for given nonnegative ψ ∈ L ∞ ([0, T ], dt; R), first multiplying ψ(t) on both sides of (5.6), then integrating with respect to t from a to b and letting n → ∞, we have
In view of the product rule, we obtain
Therefore, (5.7) and (5.8) imply
Similar to the proof of Theorem 3.6, we obtain that Y = A(·, X), dt ⊗ P -a.e. This completes the existence proof, i.e.
≤ E X(t, −n, ζ n,1 ) − X(t, −n, ζ n,2 ) 2
Completely similar to Proposition 4.5, Theorems 4.1, 4.6 and 4.7, we can get the following proposition and theorems.
Proposition 5.5. Consider equation (5.1). Suppose that A, B, A n , B n satisfy (H1), (H2 ′′ ), (H3) and (H4) with the same constants λ, r, c 1 , c 2 , c 3 , M 0 , α. Let X(·), X n (·) be the L 2bounded solutions of equation (5.1) corresponding to A, B and A n , B n respectively. Assume in addition that
, L(X)) = 0 in P r(C(R, H)).
In particular, lim n→∞ d BL (L(X n (t + ·)), L(X(t + ·))) = 0 in P r(C(R, H)) for all t ∈ R. 
Stability of the bounded solution
In this section, we prove that the L 2 -bounded solutions of equations (2.1) and (5.1) are globally asymptotically stable. Definition 6.1 (See Fu and Liu [19] ). We say that a solution X(·) of equation (2.1) or (5.1) is stable in square-mean sense, if for each ǫ > 0, there exists δ > 0 such that for all t ≥ 0
The solution X(·) is said to be asymptotically stable in square-mean sense if it is stable in square-mean sense and (6.1) lim t→∞ E X(t, 0, ζ 0 ) − X(t) 2 H = 0.
We say X(·) is globally asymptotically stable in square-mean sense provided (6.1) holds for any ζ 0 ∈ L 2 (Ω, F 0 , P ; H). 
Theorem 7.1. Let λ * be the first eigenvalue of −∆ with the Dirichlet boundary condition and assume that λ * − C 1 > 0.
(1) If B(t) 2 L 2 (U,H) ≤ M for some constant M > 0, then there exists a unique L 2 -bounded solution X(·) to equation (7.1), which is globally asymptotically stable in square-mean sense. Furthermore, X(·) is T -periodic in distribution (stationary) if B and φ are T -periodic (independent of t).
(2) Let S = H 1,2 0 (Λ). Suppose that there exists a constantM > 0 such that B(t) 2 L 2 (U,S) ≤ M . Then the L 2 -bounded solution X(·) is almost periodic (almost automorphic) in distribution if B and φ are almost periodic (almost automorphic).
Proof. (1) In order to prove (1), by Theorems 3.6, 6.2 and 4.1, it suffices to show that A and B satisfy (H1), (H2 ′ ), (H3) and (H4).
(H1) A 1 is obviously hemicontinuous. We now prove that A 2 is hemicontinuous. Let u, v, w ∈ V . For θ ∈ R, without loss of generality, we assume |θ| ≤ 1, then we have
The last inequality holds since u, v, w ∈ L p (Λ). Then V * A 2 (u + θv) − A 2 (u), w V converges to zero as θ → 0 by Lebesgue's dominated convergence theorem. So, (H1) holds.
(
Therefore, we get
So (H4) holds with α 1 = 2, α 2 = p.
(2) Note that B(t) 2 L 2 (U,H) ≤ B(t) 2 L 2 (U,S) and B(t) 2 L 2 (U,Hn) ≤ B(t) 2 L 2 (U,S) for all t ∈ R (see, e.g. [41, Remark B.0.6]). So, in order to prove the almost periodic (almost automorphic) property of the L 2 -bounded solution, by Theorems 4.6 and 4.7, it suffices to show that (H5) holds. To this end, we define T n = −∆ I − ∆ n −1 = n(I − (I − ∆ n ) −1 ) which is the Yosida approximation of ∆. Note that T n are continuous on W 1,2 0 (Λ). Since the heat semigroup {P t } t≥0 (generated by ∆) is contractive on L p (Λ), p > 1 (see Theorem 3.6 on page 215 of [40] ) and (I − Then we obtain 2 V * A(t, u), T n u V + B(t) 2 L 2 (U,Hn) ≤ −2 (λ * − C 1 ) u 2 n +M . That is, (H5) holds.
Remark 7.2.
(i) In the above stochastic reaction diffusion equation, we can also consider multiplicative noise case. Here we give a simple example; see e.g. [32] . Consider
where B 0 : R → L 2 (U, S) is progressively measurable, u i ∈ U , φ i : R → R and there exist constants C 1,i > 0 such that |φ i (t)| ≤ C 1,i for all t ∈ R, i = 1, 2, ..., N . Suppose that there exists a constantM > 0 such that B 0 (t) 2 L 2 (U,S) ≤M for all t ∈ R and
Then there exists a unique L 2 -bounded solution X(·), which is globally asymptotically stable in square-mean sense. Furthermore, if φ, φ i , i = 1, 2, ..., N and B 0 are T -periodic (respectively, almost periodic, almost automorphic), then the L 2 -bounded solution X(·) is T -periodic (respectively, almost periodic, almost automorphic) in distribution. In particular, X(·) is stationary provided φ, φ i , i = 1, 2, ..., N and B 0 are independent of t. (ii) Note that when the noise is additive or of linear form as in (7.3) , the main result of [20] is a special case of the above example for p = 4. 
Therefore, A : R × V → V * is well-defined and we have (7.5)
Next we verify assertions (1) and (2).
(1) It suffices to show that (H1), (H2 ′′ ), (H3) and (H4) hold. (H1) follows immediately from (7.2). (H2 ′′ ) For all u, v ∈ V , t ∈ R we have n ≤ −C 2 u 2 n . Then we have 2 V * A(t, u), T n u V + B(t) 2 L 2 (U,Hn) ≤ −2C 2 u 2 n +M . That is, (H5) holds.
