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Phonon-mediated thermal conductivity, which is of great technological relevance, fundamentally
arises due to anharmonic scattering from interatomic potentials. Despite its prevalence, accurate
first-principles calculations of thermal conductivity remain challenging, primarily due to the high
computational cost of anharmonic interatomic force constant (IFCs) calculations. Meanwhile, the
related anharmonic phenomenon of thermal expansion is much more tractable, being computable
from the Gru¨neisen parameters associated with phonon frequency shifts due to crystal deformations.
In this work, we propose a novel approach for computing the largest cubic IFCs from the Gru¨neisen
parameter data. This allows an approximate determination of the thermal conductivity via a much
less expensive route. The key insight is that although the Gru¨neisen parameters cannot possibly
contain all the information on the cubic IFCs, being derivable from spatially uniform deformations,
they can still unambiguously and accurately determine the largest and most physically relevant ones.
By fitting the anisotropic Gru¨neisen parameter data along judiciously designed deformations, we
can deduce (i.e., reverse engineer) the dominant cubic IFCs and estimate three-phonon scattering
amplitudes. We illustrate our approach by explicitly computing the largest cubic IFCs and thermal
conductivity of graphene, especially for its out-of-plane (flexural) modes that exhibit anomalously
large anharmonic shifts and thermal conductivity contributions. Our calculations on graphene
not only exhibits reasonable agreement with established density-functional theory results, but also
presents a pedagogical opportunity for introducing an elegant analytic treatment of the Gru¨neisen
parameters of generic two-band models. Our approach can be readily extended to more complicated
crystalline materials with nontrivial anharmonic lattice effects.
I. INTRODUCTION
The harmonic approximation is ubiquitous in physics
and engineering1,2. Based on the Taylor expansion about
an equilibrium, it describes the leading-order oscillatory
physics in extremely diverse settings2,3. Indeed, in much
of condensed matter physics and materials engineering, it
plays a fundamental role in describing vibrational degrees
of freedom known as phonons, which underpins phenom-
ena like acoustic behavior, infrared and Raman spectra,
and superconductivity2. More recently, mechanical sys-
tems with harmonic elements have also been intensely
investigated for their extremely experimentally accessi-
ble topological properties4–16.
However, there are also many important phe-
nomena based on physics beyond the harmonic
approximation3,17. Everyday-life observations like ther-
mal expansion and conduction arise due to the anhar-
monicity of the interatomic potential, since a purely
harmonic crystal with vanishing energy derivatives be-
yond the second order can neither expand nor dissipate.
The performance of materials for heat dissipation, heat
transport, thermal coating, and thermoelectric applica-
tions depends on the key quantity known as thermal
conductivity18–23. Indeed, the development of advanced
technological applications like nanotube-based electronic
devices require an accurate understanding of how phonon
anharmonicity – intrinsic or artificially induced – affect
their thermal performance24.
In view of the prevalence of anharmonicity in describ-
ing these diverse physical phenomena, various methods
have been developed to calculate the third-order deriva-
tive of energy with respect to atomic displacements,
i.e., the cubic IFCs or simply the cubic force constants
(CFCs) of a crystal. We note that techniques to obtain
the second-order derivatives of energy (or simply force
constants) are well-developed, and include the supercell
method25–34 and density-functional perturbation theory
(DFPT)35,36. The extension of the supercell methods to
the third order has been carried out in the real space37,38
or in reciprocal space using DFPT20,39,40 or compressed
sensing41. Other methods include extracting CFCs from
molecular dynamics simulations42. Most of these meth-
ods for the computation of CFCs and hence thermal con-
ductivity are computationally intensive, and it remains
an open task to find more inexpensive approaches.
Meanwhile, there exists a useful measure of phonon
anharmonicity known as the Gru¨neisen parameter that
can be easily computed from first-principles without the
explicit knowledge of the CFCs. This has been demon-
strated in Refs. 43 and 44. Defined as the fractional
change in phonon mode energy per fractional change in
volume, it is directly related to the thermal expansion
coefficient (TEC) and the specific heat capacity. Indeed,
the determination of Gru¨neisen parameter has already
provided an efficient determination of thermal expan-
sion coefficients of orthorhombic systems45,46, a trigonal
system47, and hexagonal systems44,48,49.
In this work, we introduce an approach for comput-
ing the most physically relevant CFCs, and hence a
good approximation to the thermal conductivity, from
anisotropic Gru¨neisen parameters corresponding to a set
ar
X
iv
:1
70
5.
04
66
8v
2 
 [c
on
d-
ma
t.m
trl
-sc
i] 
 21
 Ju
n 2
01
7
2of strategically selected deformations. Such anisotropic
Gru¨neisen parameters have been previously employed
for the calculation of thermal expansion coefficients45,49.
Their computation requires only knowledge of how the
phonon dispersions change under spatially uniform defor-
mations, which are obtainable through standard phonon
calculations. Our approach is much less expensive than
a direct evaluation of third-order derivatives of energy
with respect to displacements based on supercell methods
or DFPT methods50, which involve meticulously keeping
track of atomic displacements within the supercell.
Although the Gru¨neisen parameter data so obtained
clearly contains less information than those of third-order
DFPT, the key insight is that it is already sufficient for
determining the largest few and hence most physically
important CFCs and their counterparts related by sym-
metry. This can be systematically performed by “reverse
engineering” the CFCs based on a general expression
for the anisotropic Gru¨neisen parameter, to be derived
in Section II, and the Gru¨neisen parameters data from
phonon dispersions calculated using standard density-
functional theory (DFT). We demonstrate the veracity of
our approach by showing that the thermal conductivity
of out-of-plane acoustic phonons for graphene computed
from our CFCs agree fairly closely with established re-
sults.
The paper is structured as follows. We begin in Sec-
tion II by developing a framework for describing crystal
anharmonicity in terms of the anisotropic Gru¨neisen pa-
rameters, and showing how the CFCs contained therein
affect thermal expansion and conduction. Next in Sec-
tion III, we detail our recipe for recovering the dominant
CFCs from Gru¨neisen parameter data obtained via sim-
ple DFT computations on deformed crystals. In Sect
IV, we provide a pedagogical illustration of how our ap-
proach can be applied to compute the CFCs and thermal
conductivity of the flexural modes of graphene.
II. ANHARMONICITY IN CRYSTALS
Consider a lattice of atoms interacting via a position-
dependent potential energy
U =
1
2
∑
l,l′,j,j′
∑
αβ
Φαβlj,l′j′u
α
lju
β
l′j′
+
1
6
∑
l,l′l′′,j,j′j′′
∑
αβγ
Ψαβγlj,l′j′,l′′j′′u
α
lju
β
l′j′u
γ
l′′j′′
(1)
where uαlj is the αth Cartesian direction of the displace-
ment from equilibrium of the jth atom in the lth unit
cell at Rl. U comprises harmonic energy penalties from
the quadratic interatomic force constants Φαβlj,l′j′ , as well
as anharmonic terms from the CFCs Ψαβγlj,l′j′,l′′j′′ . Terms
of quartic order can usually be neglected, except for spe-
cific materials with unusually large mean square atomic
displacements51. In general, Φαβlj,l′j′ and Ψ
αβγ
lj,l′j′,l′′j′′ are
not directly dependent on each other, other geometric
relations exist between them17. Due to translational in-
variance, we can define a dynamical matrix
Dαβjj′ (q) =
1√
MjMj′
∑
l′
∂2U
∂uα0j∂u
β
l′j′
eiq·Rl′ , (2)
at a wave vector q, whose squared eigenvalues ω2qs de-
scribe the phonon dispersion of the sth phonon branch,
where Mj is the mass of the jth atom.
In the absence of anharmonicity, Φαβlj,l′j′ is a constant
that does not depend on the displacements uαlj . In this
case, then, the phonon dispersions are independent of any
changes in the size or shape of the crystal52, precluding
thermal expansion due to energetic considerations. At
the many-body level, the lack of higher order terms also
precludes any scattering processes that lead to thermal
resistivity.
As such, a realistic phonon potential must contain an-
harmonic terms. Below, we derive an expression for the
anisotropic Gru¨neisen parameter based on first-order per-
turbation theory. For this, we need to investigate how the
phonon frequency ωqs of wave vector q and mode index
s changes when the crystal is deformed according to the
deformation matrix E given by
E =
 e1 e6/2 e5/2e6/2 e2 e4/2
e5/2 e4/2 e3
 (3)
with the six parameters ei, i = 1, 2, · · · , 6 appearing as
in the Voigt notation53.
Without loss of generality, we parametrize a small de-
formation as ei = ηfi, i = 1, · · · , 6, where η is a small
parameter and fi are constants normalized according to∑
i f
2
i = 1. Now E = ηF where
F =
 f1 f6/2 f5/2f6/2 f2 f4/2
f5/2 f4/2 f3
 (4)
An infinitesimal strain ηF may result in a change in vol-
ume as atoms at equilibrium positions r are shifted to
(I + ηF )r = r + ηFr where I is the 3 × 3 identity ma-
trix. Since this displacement is much smaller than the
lattice constant, the effect of anharmonicity and hence
the Gru¨neisen parameter can be perturbatively treated
around the equilibrium volume (i.e., η = 0) as follows:
3γqs(F ) = − 1
ωqs
∂ωqs
∂η
= − 1
2ω2qs
∂(ω2qs)
∂η
= − 1
2ω2qs
∂
∂η
∑
αj,βj′
[αjqs ]
∗Dαβjj′ (q)
βj′
qs
= − 1
2ω2qs
∂
∂η
∑
αj,βj′
[αjqs ]
∗
[∑
l′
1√
MjMj′
eiq·Rl′
∂2U
∂uα0j∂u
β
l′j′
]
βj
′
qs
= − 1
2ω2qs
∂
∂η
∑
αj,βj′
[αjqs ]
∗
∑
l′
1√
MjMj′
eiq·Rl′
∑
l′′j′′γ
(
Ψαβγ0j,l′j′,l′′j′′u
γ
l′′j′′
) βj′qs
= − 1
2ω2qs
∑
αj,βj′
[αjqs ]
∗
∑
l′
1√
MjMj′
eiq·Rl′
∑
l′′j′′γ
(
Ψαβγ0j,l′j′,l′′j′′
∂uγl′′j′′
∂η
) βj′qs
= − lim
∆η→0
1
2ω2qs
1
∆η
∑
αj,βj′
[αjqs ]
∗
∑
l′
1√
MjMj′
eiq·Rl′
∑
l′′j′′γ
(
Ψαβγ0j,l′j′′,l′′j′′ [u
γ
l′′j′′ |(I+∆ηF )r − uγl′′j′′ |r]
) βj′qs
=
1
2ω2qs
∑
αj,βj′
[αjqs ]
∗
∑
l′
1√
MjMj′
eiq·Rl′
∑
l′′j′′γδ
(
Ψαβγ0j,l′j′,l′′j′′F
γδrδl′′j′′
) βj′qs (5)
Here αjqs is the polarization vector component of the jth
atom of mode ωqs in the αth direction. rlj = (r
x
lj , r
y
lj , r
z
lj)
denotes the position of the jth atom within each unit cell.
We have used the relation
∑
αj,βj′ [
αj
qs ]
∗Dαβjj′ (q)
βj′
qs = ω
2
qs
which holds because the polarization vectors are defined
as the eigenvectors of the (deformation dependent) dy-
namical matrix. In line three, we have discarded the
quadratic contributions because they are proportional
to the quadratic force constants, which are by defini-
tion constants unaffected by a deformation strain. Going
to line 4, we have discarded the combined contributions
from the derivatives of [αjqs ]
∗ and βj
′
qs because they dis-
appear to first order due to the normalization of βj
′
qs . To
obtain the final line, we observe that changes in u, the
displacement from equilibrium, are always compensated
by changes in the equilibrium position r.
Our definition of the Gru¨neisen parameter depends un-
ambiguously on the choice of F matrix. It is related
to the conventional definition of the Gru¨neisen parame-
ter, γ′qs as follows. The latter is based on the fractional
change in volume associated with a specific deformation.
Since the fractional change in volume is ∆VV = (Tr F )η
(to linear order in η), we find that γ′qs =
γqs
Tr F . For a cu-
bic crystal, we may choose F = I /3, and the expression
for the Gru¨neisen parameter is consistent with what is
reported in the literature38.
Note that due to translation invariance, Eq. 5 should
hold under arbitrary shifts of the origin rl′′ → rl′′ + r0,
for any F . Hence (restoring the j’s)
∑
l′′ Ψ
αβγ
lj,l′j′,l′′j′′ = 0
for any l, l′, j, j′, j′′. Physically, this can be interpreted
as Newton’s third law for the CFCs: there must be no
net force on an atom from all its periodic images.
The deformation matrix F can be expressed more
geometrically in terms of its (weighted) principal axes
f1, · · · ,fΛ, where Λ is the number of nonzero eigenval-
ues. Each fi is given by fi =
√|λi|vi, where λi and vi
are the ith eigenvalue and eigenvector of F . We write
F =
Λ∑
i=1
ξifif
T
i , (6)
where ξi = sgn(λi) =
λi
|λi| depending on whether the de-
formation consists of tension, compression or shear; for
brevity of notation, we will henceforth assume that ξi = 1
throughout. Deformations with uniaxial, biaxial or tri-
axial strain correspond to Λ = 1, 2, or 3, respectively.
By writing the quantity in the curved parentheses
of Eq. 5 in the shorthand form
∑
γδ[Ψ
αβ ]γF γδrδ =∑
i(Ψ
αβ ·fi)(r ·fi), we see that γqs(F ) is a weighted pro-
jection of γqs onto the {f1, · · · ,fΛ} parallelepiped. The
decomposition into an expression of the form
∑
i(Ψ
αβ ·
fi)(r ·fi) suggests that the components of Ψαβγ are most
effectively isolated by fi orthogonal to directions where
the CFCs act.
A. Physical manifestations of anharmonicity
1. Thermal expansion
The simplest effect of anharmonicity is the ability for
a crystal to expand or shrink with increasing tempera-
ture. Existing at the level of non-interacting phonons,
it can be fully captured by the shifts of the (single-
particle) phonon branch energies due to jth type crystal
deformation,45,47,49 measured by the Gru¨neisen param-
eters γj,qs. The linear TEC components αi of a crystal
with a volume V at temperature T is given by45,54
αi(T ) =
1
Ω
C−1ij Ij , (7)
4Ij =
Ω
V
∑
qs
γj,qscqs, (8)
where C is the elastic constant matrix and cqs is the
phonon mode heat capacity, and Ω the equilibrium unit
cell volume. Eq. 7 had been used in the calculation of
thermal expansion coefficients45,47,49, and is derived from
first principles in Appendix A.
2. Thermal conductivity from acoustic phonons
More interestingly, lattice anharmonicity also lead to
thermal resistance due to phonon scattering processes. In
the single-mode relaxation time approximation (SMRT),
the thermal conductivity is proportional to the sum of
the mode heat capacities cqs = ~ωqs ∂nqs∂T multiplied by
their squared group velocities and scattering times, i.e.,
κ =
1
3V
∑
qs
cqs
(
∂ωqs
∂q
)2
τqs
=
kB
3V
∑
qs
(
xqs
sinhxqs
∂ωqs
∂q
)2
τqs (9)
where xqs =
~ωqs
2kBT
and nqs, τqs are respectively the Bose-
Einstein occupation function and characteristic scatter-
ing time of a phonon of mode (q, s). The mode heat ca-
pacity can alternatively be expressed as
~2ω2qs
kBT 2
nqs(nqs+1)
which is proportional to the transition probability in the
linearized Boltzmann equation55.
The SMRT approximation gives the scattering time
τqs for each mode (q, s) assuming that other modes
are in equilibrium, and is generally valid at room
temperature40. In the case of cubic anharmonicity, the
scattering is dominated by three-phonon processes where
a phonon (q, s) either decomposes into two phonons
(q′, s′) and (q′′, s′′), or absorbs another phonon (q′, s′)
to form the phonon (q′′, s′′) (or vice versa). The ampli-
tudes of these processes are proportional to the squared
magnitude of the 3-phonon scattering matrix elements
Mqs,q′s′,q′′s′′ via Fermi’s golden rule, which gives the
phonon broadening width38,40 :
τ−1qs =
pi
8~2N
∑
q′s′,q′′s′′
|Mqs,q′s′,q′′s′′ |2
×[(nq′s′ + nq′′s′′ + 1)δωq′s′+ωq′′s′′−ωqs
+2(nq′s′ − nq′′s′′)δωq′s′+ωqs−ωq′′s′′ ] (10)
where N is the number of modes in the Brillouin zone,
and
Mqs,q′s′,q′′s′′ =
∑
αβγ
∑
j,l′j′,l′′j′′
Ψαβγ0j,l′j′,l′′j′′
αj
qs
βj′
q′s′
γj′′
q′′s′′
×e
i(q′·Rl′+q′′·Rl′′ )δq+q′+q′′+G√
MjMj′Mj′′ωqsωq′s′ωq′′s′′
(11)
Due to translation invariance, momentum is conserved
up to a reciprocal lattice vector G. In Eq. 10, the delta
functions enforce two possible types of channels of mode
scattering, whose amplitudes Mqs,q′s′,q′′s′′ are dictated
by the projection of the CFCs onto branches s, s′ and s′′
by the polarization vectors.
The conductivity κ will be large as long as τqs is large
for at least one mode. In other words, κ is dominated
by the mode for which the phonon broadening τ−1qs due
to scattering is the smallest, akin to a parallel resistors
model. A small τ−1qs despite large Gru¨neisen parameters
and hence CFCs is often the result of a limited phase
space for scattering40,56, as is the case of the flexural
mode of graphene that we shall discuss in detail in Sect.
IV D.
III. REVERSE ENGINEERING OF CFCS FROM
GRU¨NEISEN PARAMETERS
As discussed above, the ubiquitous phenomenon of
thermal resistance due to phonon mediated scattering is a
higher order process whose computation requires knowl-
edge of the individual CFCs (Eq. 9 to 11). Unfortu-
nately, existing methods to compute them are generally
very expensive, as reflected by the paucity of good nu-
merical data available.
As such, we introduce a much less numerically expen-
sive approach for obtaining these CFCs from Gru¨neisen
data. It is based on the following observations:
(1) the anisotropic Gru¨neisen parameters γqs(F ) =
γqs(f1, ...,fΛ) depend linearly on the CFCs Ψ
αβγ
0j,l′j′,l′′j′′
(Eq. 5), whose linear matrix equation can thus be sim-
ply inverted to yield the CFCs and, (2) this inversion is
well-defined as long as not too many CFCs are included
as nonzero unknowns to be determined. As seen in Fig.
2, there is typically only a handful of dominant CFCs.
The idea is to rewrite the Gru¨neisen parameter formula
(Eq. 5) as a matrix equation, and invert it to obtain the
CFCs from Gru¨neisen parameter data. In matrix form,
Eq. 5 is given by
γ = AΨ, (12)
where γ is a vector containing the anisotropic Gru¨neisen
parameters γqs(f1, . . . ,fΛ) corresponding to linear com-
binations of uniaxial deformations taken in directions
f1, ...,fΛ. The components of γ are indexed by the mo-
mentum and branch indices q, s as well as the Λ(Λ+1)/2
independent parameters in F =
∑Λ
i ξifif
T
i . The vector
Ψ analogously represent the CFC coefficients Ψαβγ0j,l′j′,l′′j′′ .
Notice that the matrix A, which contains the coefficients
of Ψαβγ0j,l′j′,l′′j′′ in Eq. 5, is in general not a square matrix.
However, Eq. 12 can still be inverted by multiplying both
sides by A†, such that
Ψ = Q−1(A†γ) (13)
5where
A†γ =
∑
i
fγi (fi · rj′′l′′)
2
√
MjMj′
∑
qs
[βj
′
qs ]
∗αjqs
ω2qs
e−iq·Rl′γqs(fi)
(14)
and Q = A†A is a Hermitian matrix with real non-
negative eigenvalues. Explicitly, its elements are
Q
α2β2γ2,j2j
′
2j
′′
2 ,l
′
2l
′′
2
α1β1γ1,j1j′1j
′′
1 ,l
′
1l
′′
1
=
1
4
∑
i
fγ1i f
γ2
i (fi · rj′′1 l′′1 )(fi · rj′′2 l′′2 )√
Mj1Mj′1Mj2Mj′2
×
∑
qs
e
iq·(Rl′1−Rl′2 )
[α1,j1qs 
β2,j
′
2
qs ]∗α2,j2qs 
β1,j
′
1
qs
ω4qs
, (15)
the last line of which is a Fourier transform of the product
of the four polarization vectors divided ω4qs. Away from
band degeneracies, Q is thus dominated by elements with
small l′1 − l′2, i.e., those close to the diagonal in the l′
subspace (and also the l′′ subspace which is related by a
relabeling).
To systematically solve for the CFCs, one must ensure
that Q is invertible. Q depends on (1) the directions
of the deformations f , and (2) the choice of CFCs to
be included, which enters as the atom displacement vec-
tors rj′′i l′′i . As is explicit in Eq. 15, these two types of
quantities enter Q via expressions fi · rj′′1 l′′1 that project
rj′′1 l′′1 onto fi. For Q to be invertible, these projectors
must be linearly independent, i.e. it must be possible
to uniquely isolate the CFCs given a set of chosen57 fi.
With Γ(Γ + 1)/2 degrees of freedom in choosing the fis,
Q will always be invertible when a sufficiently small set
of CFCs and their symmetry-related copies are included;
beyond that, the solution for the CFC coefficients will
become less accurate as Q becomes more singular. For
our purpose, the most practical route to determining the
CFCs accurately is to start from the few most local types
CFCs, i.e. those with the smallest |l| and |l′|, and then
successively including the next nearest CFCs while mak-
ing sure that Q is not degenerate. While we a priori do
not know if the most local CFCs are indeed the dominant
ones, in most cases, the true magnitudes of the CFCs do
decrease exponentially with distance58,59 (See also Fig.
2). For the best convergence, it is advisable to choose
the fis such that each of them is orthogonal to all but
one of the position vectors rj′′1 l′′1 of the atoms in the unit
cell, since that will make the projectors within Q as lin-
early independent as possible.
Thanks to the intrinsically local nature of atomic or-
bitals, the above-mentioned approach should be able to
capture most of the physics despite the truncation of
most three-body terms beyond the next nearest neigh-
bor. As evident in our case study of graphene in the next
section, the inclusion of five to seven types of CFCs and
their various symmetry permutations is sufficient for re-
producing its thermal expansion (Gru¨neisen parameter)
and conductivity properties fairly accurately.
To summarize, our approach for obtaining the CFCs
and hence thermal conductivity involves the following
steps:
1. Based on the crystal structure, decide on up to
three independent deformation directions fi for
computing the anisotropic Gru¨neisen parameters.
Often, best results can be obtained with fis form-
ing a subset of the dual basis to the lattice vectors
within the unit cell.
2. Choose the largest set of the most local
(translation-invariant) CFCs to include in Q (Eq.
15) such that Q is invertible.
3. Compute the anisotropic Gru¨neisen parameters
γqs(F ) = γqs(f1, ...,fΛ) by taking the difference in
the DFT-computed phonon frequencies before and
after the deformations defined by F =
∑Λ
i ξifif
T
i .
4. Obtain the CFCs via the inversion equation Eq. 13.
5. If so desired, compute the thermal conductivity
with these results for the CFCs via Eqs. 9 to 11.
IV. APPLICATION: ANHARMONIC
POTENTIALS AND THERMAL
CONDUCTIVITY IN GRAPHENE
We devote the rest of this paper to a detailed study
of phonon anharmonicity in graphene, particularly of
its flexural (out-of-plane) modes. The high thermal
conductivity of graphene has been the focus of various
studies60–63, and we shall illustrate how our approach
can provide a reasonable estimate of its conductivity
with little computational effort via DFT. Key to this
high conductivity is the relatively restricted phase space
for momentum-conserving scattering out of the flexural
channel.
Graphene also makes for an excellent pedagogical ex-
ample because it can be accurately modeled as an intu-
itively understood generalized spring model, also known
as a minimal force-constant model.64,65 Represented this
way, its flexural degrees of freedom (DOFs) furthermore
decouple from the in-plane modes to form a simple two-
band system amenable to analytic study. As such, con-
tributions to its conductivity from the individual CFCs
can be analytically tracked and physically interpreted in
a level of detail beyond usual thermal conductivity stud-
ies.
A. Tight-binding model set-up
The phonon dispersions of graphene can be accurately
reproduced by a minimal force-constant tight-binding
model expounded by Saito et al.64 and Zimmermann et
al.65 In such a model, graphene is represented by a honey-
comb lattice of “generalized springs” or “elastic frames”
whose restoring force F acts not just along the (radial)
direction of stretching, but also in the two other (perpen-
dicular) shear directions.
6FIG. 1. (Color online) Comparison of the phonon disper-
sion of graphene computed from Eq. 17 using tight-binding
parameters from Ref. 65 (red), against our DFT results
(black). There is excellent numerical agreement, especially
for the acoustic (low frequency) modes relevant to room-
temperature behavior. Near the Γ point, the flexural modes
exhibit quadratic dispersion.
Consider a spring between two atoms with relative dis-
placement n+ ∆u, where n is their equilibrium relative
displacement and ∆u the spring extension. For small ex-
tensions, the restoring force is (in the basis of xˆ, yˆ and zˆ
displacements) given by
F = −K‖(∆u · nˆ)nˆ−
∑
i=1,2
K⊥i (∆u · nˆ⊥,i)nˆ⊥,i (16)
where nˆ⊥,i are two orthogonal unit vectors perpendicular
to n. The K‖ term provides the restoring force in the
direction along the spring, and is typically the largest.
The K⊥i terms transmits shear forces perpendicular to
the spring, and exist due to the rigidity of the spring. For
the purpose of studying a free-standing graphene sheet,
we shall set nˆ⊥,1 = nˆ⊥,in and nˆ⊥,2 = nˆ⊥,out to be in-
plane and out-of-plane respectively.
Recast in matrix form F = −K∆u, Eq. 16 defines a
stiffness tensor K given by
K = K‖nˆnˆT +K⊥innˆ⊥,innˆ
T
⊥,in +K
⊥
outzˆzˆ
T (17)
with the 3 real parameters K‖,K⊥in and K
⊥
out being its
normal mode eigenvalues. It has three fewer DOFs than
a generic (symmetric) stiffness tensor, which has six real
DOFs, because the orientation of nˆ fixes two of the Euler
angles, while the stipulation of nˆ⊥,2 being out-of-plane
fixes the third one.
The tight-binding model for graphene is constructed
with the quadratic IFCs given by K in Eq. 17, for up to
fourth nearest neighbors. The parameters K‖,K⊥in and
K⊥out for each type of neighbor is taken from Ref. 65,
yielding an excellent fit with our DFT data, especially for
the lower bands as shown in Fig. 1. The DFT computa-
tion is performed using the Quantum Espresso package66
with the same parameters as used in Ref. 44. Due to
the rapid spatial decay of the interatomic orbitals, there
is no need to include any longer-range hoppings in Eq.
17. Physically, the good numerical agreement was pos-
sible because the pi orbitals between the carbon atoms
are rather symmetric about their axes, and hence pos-
sess normal modes almost parallel or perpendicular to
the direction of interatomic separation.
Most strikingly, the low-energy (acoustic) phonon be-
havior of graphene is governed by a pair of so-called
flexural (out-of-plane) modes possessing quadratic dis-
persions around the zero-momentum (Γ) point. Physi-
cally, this is because energy penalties for the out-of-plane
modes are due to curvature (bending) of the displacement
field, rather than compressive strain67. Mathematically,
it scales like (∇2u)2 ∼ k4u ∼ ω2u, which implies ω ∼ k2.
This quadratic dispersion implies a large degeneracy at
low energy, which we shall see profoundly increases the
size of the Gru¨neisen parameter as well as thermal con-
ductivity.
An important consequence of Eq. 16 or 17 is that,
for a planar system, the flexural mode never mixes
with the in-plane modes. In the case of graphene, the
eigenmodes hence live in the direct sum of two decou-
pled subspaces: the 4-dimensional subspace of in-plane
modes and the 2-dimensional (2-band) subspace of flex-
ural modes, spanned by the two sublattices of the hon-
eycomb lattice. The simplicity of this effective 2-band
model allows for analytic expressions for the frequen-
cies ωqs and polarization vectors (eigenmodes) 
j
qs, which
will aid in the simplification and interpretation of the
Gru¨neisen parameter and thermal conductivity compu-
tations. A 2-band dynamical matrix can be written as a
2× 2 matrix:
K(q) =
(
d0 + d3 d1 − id2
d1 + id2 d0 − d3
)
= d0I + d · σ (18)
where d0 and d = (d1, d2, d3) are functions of q, and σ
is the vector of the Pauli matrices. In the presence of
sublattice symmetry, as in the case of graphene, d3 = 0.
The eigenvalues ω2qs of K(q) satisfy (with d = |d| =√
d21 + d
2
2 + d
2
3)
ωq,± =
√
d0 ± d (19)
with polarization vectors (eigenvectors) given by
±(q) =
1√
2d(d± d3)
(
d3 ± d
d1 + id2
)
−−−→
d3=0
1√
2
( ±1
eiφ
)
(20)
where tanφ = d2/d1. For graphene, sublattice symmetry
restricts d3 to zero, and ± contains only the information
on the winding of the vector d in the d1-d2 plane.
The explicit forms of d0, d1, d2 and d3 for the out-of-
plane subspace of graphene are presented in Appendix
C 2. The interested reader may also refer to Appendix
C 1 for an instructive derivation of the these quantities
in a simple monoatomic unit cell lattice with non-rigid
springs.
7B. Gru¨neisen parameters for the flexural modes
From Eq. 5, the Gru¨neisen parameter γqs of a flexural
mode s = ± takes the form (with a slight change of
notation)
γqs(F ) =
1
2Mω2qs
∑
j,j′
[jqs]
∗
 ∑
l′l′′,j′′
eiq·Rl′ (Ψzz · (Fr))0j,l′j′,l′′j′′
 j′qs
(21)
where68 Ψzz = (Ψzzx,Ψzzy), and r = (rx, ry) is the po-
sition of the (j′′, l′′)th atom. M is the mass of the carbon
atom. Notice that γqs only depends on the CFCs of in-
dices Ψzzγ , γ = x, y, since the flexural modes z,jqs = 
j
qs of
our model (Eq. 17) lives in the z-polarization subspace.
Under a crystal symmetry transformation (C3 rota-
tion, reflection) about Rl′ , the (isotropic) Gru¨neisen pa-
rameter γqs should remain invariant. Hence
69, all CFC
terms related by crystal symmetry should have identical
Ψzz · r = Ψ0. This implies that Ψzz = Ψ0r/|r|2. With
that, the anisotropic Gru¨neisen parameter with F = ffT
where f = (cos θf , sin θf , 0) simplifies to
γqs(F ) =
1
2Mω2qs
∑
j,j′
[jqs]
∗j
′
qs
×
 ∑
l′l′′,j′′
eiq·Rl′ [(Ψzz · f)(r · f)]0j,l′j′,l′′j′′

=
1
2Mω2qs
∑
j,j′
[jqs]
∗j
′
qs
×
 ∑
l′l′′,j′′
eiq·Rl′ [Ψ0]0j,l′j′,l′′j′′(rˆl′′j′′ · f)2
(22)
In other words, each type of CFC is characterized by a
single constant Ψ0, as well as a positive factor (rˆl′′j′′ ·f)2
that depends on the directionality of the third (double-
primed) atom from an arbitrary fixed origin.
C. CFCs of flexural graphene from the Gru¨neisen
parameters
We are now ready to demonstrate the central theme of
this work, which is to reverse-engineer (see Sect. III) the
coefficients of the CFCs from the Gru¨neisen parameters
computed via DFT. Here the main focus is to provide a
pedagogical demonstration of the physical insights gained
from our approach, since the CFCs of graphene are not
too numerically expensive to compute via other means.
It must be stressed, however, that our reverse-engineering
approach can be routinely generalized to materials with
much more complicated symmetry based on the steps
outlined at the end of Section III.
FIG. 2. (Color online) Left) CFC types A to G on a graphene
sheet. A,B and G contains a singly occupied site and a dou-
bly occupied site, while C,D,E, F have all of their three sites
singly occupied. Types E and F involve third nearest neigh-
bors, while type G involve a fourth nearest neighbor. Only
one copy of each type is shown here; the rest are related by ro-
tation, reflection or translation symmetry. Right) Logplot of
magnitudes of all the CFC coefficients in graphene, according
to data from Ref. 70. Beyond the several dominant types of
terms, the remaining IFCs are much smaller and distributed
exponentially (dashed blue guiding line).
We consider seven types of CFCs A,B, ..., G involving
at most fourth nearest neighbors on the honeycomb lat-
tice, as shown in Fig 2. By carefully keeping track of
the all the terms related by symmetry, as well as their
relative signs, the uniaxial (anisotropic) Gru¨neisen pa-
rameter can be expressed (via Eq. 22) in the form
γqs(F ) =
1
2Mω2qs
∑
jj′
[jqs]
∗Γjj
′
(F )j
′
qs (23)
where Γ(F ) = ΓA + ΓB ...+ ΓG is a sum of 2× 2 matrices
ΓA, ...,ΓG containing the contributions from the seven
types of CFCs. The explicit forms of these matrices are
presented in Appendix D. From Eq. 22, we obtain a few
simplifying relations71 Γ11 = (Γ22)∗ and Γ12 = (Γ21)∗.
Hence Γ can also be decomposed in terms of the Pauli
matrices via Γ = τ0 I + τ · σ where τ = (τ1, τ2, iτ3)72.
The uniaxial Gru¨neisen parameter simplifies to
γq±(F ) =
1
2Mω2q±
[q±]∗ · Γ · q±
=
1
2Mω2q±
[q±]∗ · (τ0I + τ · σ) · q±
=
1
2Mω2q±
(
τ0(q)± τ (q) · dˆ(q)
)
(24)
where dˆ = 1√
d21+d
2
2
(d1, d2), d1 and d2 being explicitly
given in Eqs. C4 and C5 for the tight-binding model
given above. In our subsequent numerical computations,
we shall however directly use polarization vector data
from DFT. Note that d0 cannot affect the polarization
vectors, and do not enter Eq. 24 at all. Equation 24 ele-
gantly expresses the Gru¨neisen parameter in terms of the
“vectors” dˆ and τ characterizing the quadratic and cubic
IFCs, respectively, and is in fact applicable to a generic
2-band phonon model. Recalling that the physical inter-
pretation of γqs(F ) as the fractional change in ωqs due
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FIG. 3. (Color online) Comparison between the anisotropic
Gru¨neisen parameters γqs(xˆ), γqs(yˆ) obtained directly via
DFT (red dotted curve), with those calculated from reverse-
engineered CFCs via Eq. 24 (blue continuous curves), as de-
scribed in the main text. Their agreement increases signifi-
cantly as more CFCs are retained: The left,center and right
columns depict cases with {A,B,C} types, {A,B,C,D,E}
types, and all seven CFC types A to G, respectively.
to a fractional deformation in the direction of fˆ , we see
that the change of ω2qs depends not just on the magni-
tude of the CFCs per se (as in a monoatomic lattice, see
Appendix D), but also on their relative alignment with
the quadratic IFCs in sublattice space. Specifically,
1. The contribution τ0 =
Γ11+Γ22
2 exists independently
from the phonon dispersion. It has equal weight
in both sublattices, and couples to the (constant)
normalization of ±.
2. The contribution τ · dˆ depends on the phonon dis-
persion via dˆ(q). It arises from the couplings be-
tween the inter-sublattice components of Φ and
Ψ(rˆ · fˆ)2, which represent the quadratic and cu-
bic IFCs, respectively.
In Fig. 3, we demonstrate the fidelity of the reverse-
engineering of the CFCs from DFT data, as described in
Sect. III. The uniaxial Gru¨neisen parameters γq±(xˆ) and
γq±(yˆ) are first computed via DFT (red dotted curves).
We note that under an uniaxial deformation, the crys-
tal type changes from hexagonal to orthorhombic base-
centered and the total CPU time for one set of phonon
calculations (for a complete phonon dispersion with 73
irreducible k points) is typically less than 50 cpu hours
on a Intel(R) Xeon(R) 2.30 GHz multi-CPU worksta-
tion. By substituting the polarization vectors in Eq. 13
with the polarization eigenvectors obtained from DFT
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FIG. 4. (Color online) (Left) The relative magnitudes of the
CFCs of types A to G we reversed engineered from our DFT
data. The NN type A dominates, but the NNN type B has
almost zero weight. Of also little importance is the NNNNN
type G. Note the good agreement with established data from
Ref. 70, at least for the more dominant CFCs. (Right) The
agreement of fit of Fig 3, i.e. the comparison of the Gruneisen
parameters directly obtained from DFT, versus those com-
puted from the reverse engineered CFCs via Eq. 17. This
agreement, which is quantified by the R2 score, is plotted for
different numbers of nonzero CFCs types A through G. It
improves significantly after adding the D-type CFC to types
A to C.
,the Gru¨neisen parameters was used to obtain the co-
efficients of seven shortest range nonzero CFCs of the
forms A,B, ..., G, as described in Fig. 2 and numerically
presented in fig. 4. In this simple example of flexural
graphene, Eq. 13 reduces to Eq. 24 had tight-binding pa-
rameters been used for the harmonic part of the phonon
potential.
The truncation of the CFCs leads to an incomplete
basis, and we cannot expect to obtain perfectly accurate
reverse-engineered CFC coefficients. To investigate how
closely they resemble the true CFC coefficients, we com-
pare their corresponding uniaxial Gru¨neisen parameter
curves with those obtained from DFT in Figs. 3 and 4.
We observe rather good agreement (with goodness-of-fit
parameter R2 > 0.95) upon the inclusion of 4 or more
CFCs, and even better agreement (R2 > 0.98) with all
seven types of CFCs A to G. Explicitly, the individual
CFCs reversed engineered from our DFT data also ex-
hibit rather good agreement with established results70,
especially for types A,B,C,E and G.
This overall reasonable agreement suggests the use-
fulness of our reverse-engineering approach: with the
Gru¨neisen parameters obtained from just a few DFT
computations (one for each direction), we can already
generate the largest CFCs rather accurately. This is
contrasted with conventional, more computationally ex-
pensive DFPT methods that obtain the full set of CFCs
through individual lattice perturbations. Note the cru-
cial role of the directionality of the anisotropic Gru¨neisen
parameters in isolating the CFCs: had the reverse
engineering been performed with the (usual) isotropic
Gru¨neisen parameter instead, only a certain linear com-
bination of the CFCs could have been extracted, as elab-
orated at the end of Appendix D.
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FIG. 5. (Color online) The thermal conductivity due to the
ZA flexural mode of graphene, plotted as a function of tem-
perature. Plotted are the contributions from only the A-
type CFC (Green), as well as contributions from the closest
5 (Blue), 6 (Purple) and 7 (Black) CFCs. We observe a con-
vergence towards established results (orange dashed curve)
computed with an extremely fine mesh40, with the slight un-
derestimate of less than 10% attributable to the small number
of CFCs we included. All CFCs were reverse-engineered from
Gru¨neisen parameter data via Eq. 13, with polarization vec-
tors obtained from DFT.
D. Thermal conductivity of flexural modes
Finally, we shall illustrate the physical correctness of
our CFC results by using them to calculate the ther-
mal conductivity contribution from the acoustic flexural
mode of graphene. This mode provides the largest con-
tribution to the conductivity of graphene at room tem-
perature or below40, and can indeed be estimated fairly
accurately by our approach.
The peculiar quadratic dispersion of the acoustic flex-
ural mode ZA places selection rules on possible three
phonon scattering processes from the ZA channel
60.
Specifically, only processes involving two ZA phonons
and one transverse or longitudinal in-plane (PA) acoustic
phonon are permitted56. As such, the phonon broaden-
ing width (Eq. 10), which is integral to computing the
conductivity, can be simplified to
τ−1q,ZA =
pi~
4N
∑
q′
|Mq,ZA,q′,ZA,−q−q′,PA |2
×(nq′,ZA − n−q−q′,PA)δωq′,ZA+ωq,ZA−ω−q−q′,PA .
(25)
To proceed, the matrix elements Mq,ZA,q′,ZA,−q−q′,PA
are evaluated in terms of our reverse-engineered CFCs via
Eq. 11. The polarization vectors q,PA and q,ZA in Eq.
11 can be obtained by diagonalizing the stiffness matrix
in Eq. 17. Notably, the thermal conductivity κ diverges
as ∼ T−1 at low temperatures. This can be understood
from the small q behavior of τ−1q,ZA . Since the PA modes
are linearly dispersive with much steeper slopes than that
of ZA (see Fig. 1), we necessarily require q ≈ −q′ for si-
multaneous satisfaction of momentum and energy conser-
vation. This leads to further simplification of Eq. 25 via
nq′,ZA − n−q−q′,PA ≈ (2 sinhxq,ZA)−1, xq,ZA = ~ωq,ZA2kBT .
With that, one deduces that τ−1q,ZA vanishes quadratically
around the Γ point, in agreement with results from Ref.
40. Together with the approximate (2 sinhxq,ZA)
−1 fac-
tor from the occupation functions, the κ ∼ T−1 behavior
follows from simple Taylor expansion.
As demonstrated in Fig. 5 our results deviate from
that of a much more exhaustive computation (Ref. 40)
by not more than 10%, a reasonable margin given that
we have included contributions from only the seven types
of CFC mentioned. Due to the smallness of the CFCs
beyond the fifth, we observe a nice convergence pattern
when more than 5 CFCs are included. Larger values of
κ from both ours and Ref. 40’s results were reported by
other works i.e. Ref. 70. This discrepancy is most prob-
ably due to the relaxation-time approximation, which
may not be very accurate for graphene. Secondarily,
we have also excluded contributions from phonon-isotope
and boundary scattering, both of which are beyond the
scope of this study on anharmonicity.
V. DISCUSSION AND CONCLUSION
We have proposed and demonstrated a general ap-
proach for determining the most important third-order
interatomic force constants (also called the cubic force
constants (CFCs)) from Gru¨neisen parameter data corre-
sponding to deformations in appropriately chosen direc-
tions. This approach can be viewed as a hybrid between
real and reciprocal space approaches, where a derivative
corresponding to a real-space deformation is applied to
the dynamical matrix defined in reciprocal space. The
high efficiency of our approach critically hinges upon
the optimal use of density-functional perturbation the-
ory (DFPT) in phonon calculations, where a primitive
cell is all that is required for deriving the phonon disper-
sions. To facilitate the retrieval of the CFCs, we have
derived a most general expression for the Gru¨neisen pa-
rameters corresponding to very general deformation on
all (seven) crystal types.
That our approach even works appears counterintu-
itive at first sight, since Gru¨neisen parameters are de-
fined with respect to uniform crystal distortions while the
CFCs obviously have to be probed with independent indi-
vidual atomic displacements. Yet, by virtue of the local-
ity of typical atomic orbitals, we showed that Gru¨neisen
data can indeed be used to “reverse engineer” the values
of a small but very important fraction of the CFCs. Tes-
timony to the reliability of our approach is the excellent
fit of our “reverse engineered” CFCs of graphene to well-
established results on the Gru¨neisen parameter, which
also results in reasonably accurate predictions of the con-
ductivity due to the flexural channel. It is expected that
with systematic computer implementation of the general
approach outlined in this paper, anharmonic effects such
as the thermal conductivity of technologically important
materials can be efficiently and routinely predicted with
10
a first-principles treatment.
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Appendix A: Derivation of thermal expansion in
terms of Gru¨neisen parameters
Here we derive from first principles Eq. 7, which relates
the thermal expansion coefficient (TEC) α in terms of the
phonon mode heat capacities and Gru¨neisen parameters.
α is defined as the fractional change in volume V with
temperature T measured at pressure P = 0:
α =
1
V
∂V
∂T
∣∣∣∣
P=0
(A1)
To derive its explicit dependence on the Gru¨neisen pa-
rameters and hence the CFCs, we first note that the con-
dition P = 0, where α is defined, constraints the lattice
free energy F via
P = − ∂F
∂V
∣∣∣∣
T
= − ∂FPE
∂V
∣∣∣∣
T
− ∂FKE
∂V
∣∣∣∣
T
= 0 (A2)
where FPE and FKE are the potential and kinetic por-
tions of the free energy. The first term is related to
∆V , the volume change due to increasing tempera-
ture via ∂FPE∂V
∣∣
T
= C∆V , which is proportional to the
elastic constant matrix C. The second term FKE =
~
∑
qs ωqs is a sum over the mode energies, so
∂FKE
∂V
∣∣
T
=
~
∑
qs
∂FKE
ωqs
∂ωqs
∂V = −
∑
qs
V ¯qs
ωqs
∂ωqs
∂V =
∑
qs γqs¯qs where
¯qs is the equilibrium energy of the phonon mode. Com-
bining the above in Eqs. A1 and A2 and employing the
tensorial properties of the derivatives, we obtain Eq. 7:
αi =
1
Ω
C−1ij Ij , (A3)
Ij =
Ω
V
∑
qs
γqscqs, (A4)
where cqs =
∂¯qs
∂T
∣∣∣
V
is the phonon mode heat capacity,
and Ω the equilibrium unit cell volume.
Appendix B: Spring toy model
To provide a pedagogical and explicit illustration of
how the CFCs contribute to the Gru¨neisen parameter,
we consider a toy model of a rectangular lattice of anhar-
monic springs. Denote the length, stiffness and direction
vector of each spring as a, k and nˆ. A spring between
lattice sites l and l + 1 contributes a potential energy of
Ul =
k
2
(nˆ ·∆u)2 + λ
6
(nˆ ·∆u)3
=
k
2
∑
αβ
∆uα[nˆnˆT ]αβ∆uβ +
λ
6
∑
αβγ
nˆαnˆβnˆγ∆uα∆uβ∆uγ
(B1)
where ∆u = ul+1 − ul is the difference between the dis-
placements about the equilibrium positions at sites l+ 1
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and l. These sites themselves are physically separated by
a displacement anˆ. By expanding (∆u)3 = (ul+1 − ul)3
and summing over the lattice, the cubic term in Eq. B1
takes the form73
1
6
∑
αβγ
∑
l,l′,l′′
Ψαβγl,l′,l′′u
α
l u
β
l′u
γ
l′′
=
λ
6
∑
αβγ
nˆαnˆβnˆγ
∑
l,l′,l′′
δl′l(δl′′,l+1 − δl′′,l−1) + δl′,l+1(δl′′,l − δl′′,l+1) + δl′,l−1(δl′′,l−1 − δl′′,l)
uαl uβl′uγl′′
(B2)
The quantity in the parentheses are just the six surviving
cross terms, given for instance by −uαl uβl uγl−1nˆαnˆβnˆγ or
uαl u
β
l−1u
γ
l−1nˆ
αnˆβnˆγ .
To compute the Gru¨neisen parameter, we substitute
anˆ = a(cos θ, sin θ)T for rγj′′l′′ in Eq. 5. For the case of
a trivial unit cell, the j sublattice index is irrelevant and
the quantity in the square parentheses of Eq. 5 simplifies
to
∑
l′
eiq·Rl′
∑
l′′,γ
Ψαβγ0l′l′′r
γ
l′′
 = 2aλ(1−cos[aq·nˆ]) [nˆnˆT ]αβ
(B3)
We next make use of [αs ]
∗ [nˆnˆT ]αβ βs = |∗s · nˆ|2 to
obtain, for a lattice with various spring types i = 1, 2, ...,
γqs =
1
ΛMω2q,s
∑
i
λiai(1− cos[aiq · nˆi])|∗qs · nˆi|2
(B4)
where M is the mass of each atom. In the simplest case
of a 1-dimensional lattice with a trivial unit cell, s is
trivial and |∗qs · nˆi|2 = 1.
If the lattice is 2-dimensional, but still with a trivial
unit cell, s has two polarization components and we can
simplify Eq. B4 via Eq. 24 to obtain
=
1
2ΛMω2q,±
∑
i
λiai(1− cos[aiq · nˆi])(1± cos(2θi − ϕ(q)))
(B5)
where d1 = d sinϕ, d3 = d cosϕ. The last line can also
be obtained via the explicit form of ± from Eq. 20.
For a simplest example, consider the case with only one
type of spring (i.e., a linear mono-atomic chain), d0(q) =
d(q), d1(q) = d(q) sin 2θ, d3(q) = d(q) cos 2θ, so that we
simply have ϕ = 2θ. This yields γq,+ =
λa
2kD =
λa
2k for the
optical mode, in agreement with textbook calculations.74
Appendix C: Determination of the dynamical
matrices for a monoatomic and a diatomic system
1. Monoatomic lattice with non-rigid springs
To find the dynamical matrix (Eq. 2), one takes the
Fourier transform of the real space quadratic IFCs. In
a monoatomic lattice, the sublattice index j is irrelevant
and we write D(q) = d0I + d · σ, where σ is the vector
of Pauli matrices. Each non-rigid spring in the direction
nˆ can only exert a force of −(∆u · nˆ)nˆ ∝ nˆ, where ∆u
is the difference of the displacements u of its two ends.
In a monoatomic lattice, each atom is connected by
equivalent springs in opposite directions, with extensions
given by ∆u = ul+1 − ul and ∆u = ul − ul−1. Hence
a pair of springs along the direction nˆ = (cos θ, sin θ)T
contributes a factor of
k
M
(2− eiaq·nˆ − e−iaq·nˆ)(nˆnˆT )
=
k
M
(1− cos[aq · nˆ])(I + σ1 sin 2θ + σ3 cos 2θ)
(C1)
to D(q), where M is the mass of each atom, a the spring
length and k the spring stiffness75. If each atom is at-
tached to springs of stiffness k1, k2, ..., lengths a1, a2, ...
oriented in directions nˆi = (cos θi, sin θi)
T , i = 1, 2, ...,
we have
d0 =
1
M
∑
i
ki(1− cos[aiq · nˆi]) (C2a)
d1 =
1
M
∑
i
ki(1− cos[aiq · nˆi]) sin 2θi (C2b)
d3 =
1
M
∑
i
ki(1− cos[aiq · nˆi]) cos 2θi (C2c)
d2 = 0 (C2d)
Note that with d living in the space of phonon polar-
izations, as above (but not in the following subsection),
we always have d2 = 0 in the presence of time-reversal
symmetry.
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2. Flexural modes on diatomic graphene lattice
In the case of flexural (out-of-plane) phonon modes
in the force constant model of graphene (Eq. 17), we
also have a decoupled two-band sector due to the de-
coupling of in-plane and out-of-plane modes. However,
these two bands now represent sublattice DOFs associ-
ated with out-of-plane movements of atoms, rather than
the x and y polarizations studied in Section—C 1. By
taking lattice Fourier transforms (see Fig. 2), we find
D(q) = 1Mσ ·d(q) with q = 1a (q1, q2), a being the lattice
constant, and
d0 = 3t1 + 2t2(3− cos q1 − cos q2 −
cos(q1 + q2)) + 3t3 + 6t4 (C3)
d1 = t1(1 + cos q1 + cos(q1 + q2)) +
t3(2 cos q2 + cos(2q1 + q2)) +
t4(cos q1 + cos 2q1 + 2 cos q1 cos q2 +
cos(q1 + 2q2) + cos(2q1 + 2q2)) (C4)
d2 = t1(sin q1 + sin(q1 + q2)) + t3(sin(2q1 + q2)) +
t4(− sin q1 + sin 2q1 + sin(q1 − q2) + sin(q1 + q2) +
sin(q1 + 2q2) + sin(2q1 + 2q2)) (C5)
d3 = 0 (C6)
where t1, t2, t3, t4 are the first, second, third and fourth
nearest-neighbor quadratic IFC coefficients given by Ref.
65. Note that we now have d3 = 0 due to sublattice
symmetry, in contrast to the spring systems treated in
section C 1, where d2 = 0.
Appendix D: Gru¨neisen parameters from graphene
CFCs
Here, we present the detailed expressions for Γ in the
expression for γqs(F ) (Eqs. 23 and 24). These results
are based on the CFCs A to G in Fig. 2, whose exact
configurations affect Γ via Eq. 17.
As explained in the main text, we always have Γ11 =
(Γ22)∗ and Γ12 = (Γ21)∗. Denoting f = (cos θf , sin θf , 0),
we have
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Γ12A = −ΨA
(
cos2
(pi
2
− θf
)
e−i(q1+q2) + cos2
(pi
6
− θf
)
+ cos2
(
5pi
6
− θf
)
e−iq1
)
(D1)
Γ11A =
3
2
ΨA (D2)
Γ12B = 0 (D3)
Γ11B = ΨB
(
3
2
− cos2 (θf ) eiq1 − cos2
(pi
3
− θf
)
ei(q1+q2) − cos2
(
2pi
3
− θf
)
eiq2
)
(D4)
Γ12C = ΨC
(
cos2
(pi
2
− θf
)
(e−iq1 − 1) + cos2
(pi
6
− θf
)
(e−i(q1+q2) − e−iq1) + cos2
(
5pi
6
− θf
)
(1− e−i(q1+q2))
)
(D5)
Γ11C = ΨC
(
cos2
(pi
2
− θf
)
(e−iq2 − e−i(q1+q2)) + cos2
(pi
6
− θf
)
(ei(q1+q2) − eiq1) + cos2
(
5pi
6
− θf
)
(e−iq1 − eiq2)
)
(D6)
Γ12D = 0 (D7)
Γ11D = 2ΨD
(
cos2 (θf ) (cos q2 − cos(q1 + q2)) + cos2
(pi
3
− θf
)
(cos q1 − cos q2) + cos2
(
2pi
3
− θf
)
(cos(q1 + q2)− cos q1)
)
(D8)
Γ12E = −ΨE
(
cos2
(pi
2
− θf
)
eiq2 + cos2
(pi
6
− θf
)
e−i(2q1+q2) + cos2
(
5pi
6
− θf
)
e−iq2
)
(D9)
Γ11E =
3
2
ΨE (D10)
Γ12F = ΨF
(
cos2
(pi
2
− θf
)
(e−i(2q1+q2) − e−iq2) + cos2
(pi
6
− θf
)
(e−iq2 − eiq2) + cos2
(
5pi
6
− θf
)
(eiq2 − e−i(2q1+q2))
)
(D11)
Γ11F = ΨF
(
cos2
(pi
2
− θf
)
(eiq1 − e−iq1) + cos2
(pi
6
− θf
)
(eiq2 − e−iq2) + cos2
(
5pi
6
− θf
)
(e−i(q1+q2) − ei(q1+q2))
)
(D12)
Γ12G = −ΨG
(
cos2
(pi
2
− ϕ− θf
)
e−i(2q1+2q2) + cos2
(pi
2
+ ϕ− θf
)
e−i(q1+2q2) + cos2
(pi
6
− ϕ− θf
)
eiq1
)
−ΨG
(
cos2
(pi
6
+ ϕ− θf
)
ei(q1+q2) + cos2
(
5pi
6
− ϕ− θf
)
ei(q2−q1) + cos2
(
5pi
6
+ ϕ− θf
)
e−2iq1
)
(D13)
Γ11G = 3ΨG (D14)
where ϕ = tan−1
√
3
5 arises from the the orientation of the fourth nearest-neighbor terms ΓG. After simplification,
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Γ = τ0I + τ · σ, where
τ1 = cos
2
(pi
2
− θf
)
(ΨC(cos q1 − 1)−ΨA cos(q1 + q2)−ΨE cos q2 + ΨF (cos(2q1 + q2)− cos q2))
+ cos2
(pi
6
− θf
)
(ΨC(cos(q1 + q2)− cos q1)−ΨA −ΨE cos(2q1 + q2))
+ cos2
(
5pi
6
− θf
)
(ΨC(1− cos(q1 + q2))−ΨA cos q1 −ΨE cos q2 + ΨF (cos q2 − cos(2q1 + q2)))
−ΨG
(
cos2
(pi
2
− ϕ− θf
)
cos(2q1 + 2q2) + cos
2
(pi
2
+ ϕ− θf
)
cos(q1 + 2q2) + cos
2
(pi
6
− ϕ− θf
)
cos q1
)
−ΨG
(
cos2
(pi
6
+ ϕ− θf
)
cos(q1 + q2) + cos
2
(
5pi
6
− ϕ− θf
)
cos(q2 − q1) + cos2
(
5pi
6
+ ϕ− θf
)
cos 2q1
)
(D15)
τ2 = cos
2
(pi
2
− θf
)
(ΨC sin q1 −ΨA sin(q1 + q2) + ΨE sin q2 + ΨF (sin q2 − sin(2q1 + q2)))
+ cos2
(pi
6
− θf
)
(ΨC(sin(q1 + q2)− sin q1)−ΨE sin(2q1 + q2) + 2ΨF sin q2)
+ cos2
(
5pi
6
− θf
)
(−ΨC sin(q1 + q2)−ΨA sin q1 −ΨE sin q2 −ΨF (sin q2 − sin(2q1 + q2)))
+ΨG
(
− cos2
(pi
2
− ϕ− θf
)
sin(2q1 + 2q2)− cos2
(pi
2
+ ϕ− θf
)
sin(q1 + 2q2) + cos
2
(pi
6
− ϕ− θf
)
sin q1
)
+ΨG
(
cos2
(pi
6
+ ϕ− θf
)
sin(q1 + q2) + cos
2
(
5pi
6
− ϕ− θf
)
sin(q2 − q1)− cos2
(
5pi
6
+ ϕ− θf
)
sin 2q1
)
(D16)
τ0 =
3
2
(ΨA + ΨB + ΨE + 2ΨG)
+ cos q1
(
−ΨB cos2 (θf ) +
√
3
2
(2ΨD −ΨC) sin 2θf
)
+ cos q2
(
−ΨB cos2
(
2pi
3
− θf
)
+
√
3
2
(2ΨD −ΨC) sin 2(θf + pi/3)
)
+ cos(q1 + q2)
(
−ΨB cos2
(pi
3
− θf
)
+
√
3
2
(2ΨD −ΨC) sin 2(θf + 2pi/3)
)
(D17)
The Gru¨neisen parameters due to an isotropic biaxial strain in the xy plane can be obtained by summing up the
uniaxial Gru¨neisen parameters with f = (cos θf , sin θf , 0) and f = (cos(θf + pi/2), sin(θf + pi/2), 0). Due to the
identity cos2 q + sin2 q = 1 for any q, we replace all occurrences of cosine squared terms in τ1, τ2 and τ0 by 1 so that
τ1|iso = −ΨA(1 + cos(q1 + q2) + cos q1)−ΨE(2 cos q2 + cos(2q1 + q2))
−ΨG (cos(2q1 + 2q2) + cos(q1 + 2q2) + cos q1 + cos(q1 + q2) + cos(q2 − q1) + cos 2q1)
(D18)
τ2|iso = −ΨA(sin(q1 + q2) + sin q1)−ΨE sin(2q1 + q2) + 2ΨF sin q2
+ΨG (− sin(2q1 + 2q2)− sin(q1 + 2q2) + sin q1 + sin(q1 + q2) + sin(q2 − q1)− sin 2q1)
(D19)
τ0|iso = 3
2
(ΨA + ΨB + ΨE + 2ΨG)−ΨB(cos q1 + cos q2 + cos(q1 + q2)) (D20)
It is evident that with an isotropic biaxial strain, only certain linear combinations of the CFCs can be isolated.
