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In this paper a new proof is given ot the following theorem of Turyn: Let 
q = 2n - 1 be a prime power ~1 (mod 4); then there exists an Hadamard 
matrix of order 4n that is of the Williamson type. 
1. INTRODUCTION 
An Hadamard matrix is a square matrix of ones and minus ones whose 
row (and therefore column) vectors are orthogonal. The order m of such 
a matrix is necessarily 1, 2 or is divisible by 4. It is an outstanding con- 
jecture that an Hadamard matrix always exists for m = 412, n any positive 
integer. Constructions have been given for particular values of n and even 
for various infinite classes of values (see [3] for background material). 
In [5] Williamson considered matrices of the form 
where each of A, B, C, D is a symmetric circulant II x y1 matrix. If the 
eiements of A, B, C, D are all plus or minus one and if 
A2 + B2 +- C” + D2 = 4~11, 
where Z is the unit matrix of order n, then H is an Hadamard matrix of 
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order 4n. Williamson associated with the matrices A, B, C, D the 
polynomials 
Qhtr;, = 00 + a15 + .'. + a,-,5"-1, 
&AL-) = bo -t 6x5 + ... + b,-lP1, 
&dn = co + Cl5 + ... + f,L-1511-1, 
v4tO = do + 4l; + ... + dn-ll;n-l, 
where { is an n-th root of unity. The coefficients a,, bj , c, , di 
(i = 0, I,..., n - 1) comprise the first rows of A, B, C, D, respectively. 
One may also associate a finite Parseval relation with each #i(c) 
(i = 1, 2, 3,4). For example, if the coefficients of Q&(L) are complex 
numbers, this relation is given for a fixed integer r by 
(2) 
where ai+r is the conjugate of a,+r , and i = exp(27ri/n). 
The condition that the matrices A, B, C, D be symmetric requires that 
a,-i = ai, b,di = bf , c,mi = ci , dnpi = d, (i = 1, 2 ,..., n - 1). 
Consequently the numbers $,(c), $2( LJ #,( [), #& <) are actually real 
numbers. If the coefficients a, , bi , ci , di (i = 0, I ,..., n - 1) are also real, 
then the identity 
n-1 
z. (wi+r + bib+, + cici+r  didi,,) 
holds for each integer r. It follows that the matrix H in (1) is an Hadamard 
matrix of order 4n if the elements of A, B, C, D are + I or -1, and if the 
identity 
h”(5) + 162”(5) + $,“(5) + $4YO = 4n (3) 
prevails for each n-th root of unity < including 5 = 1. The case 5 = 1 
of this identity is of particular interest, for it reveals a remarkable con- 
nection between Williamson matrices of order 4n and the representation 
of 4n as the sum of four squares of integers. 
Since an Hadamard matrix of order 2m = 2(4n) can easily be con- 
structed from one of order m, the question of the existence for all possible 
m is reduced to the case where n is odd. Williamson [5] tabulates many 
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solutions of (3) for n odd but does not indicate when all solutions for 
a particular n (or for a particular representation of 4n as the sum of four 
squares) are listed. Baumert [I] gives all solutions for all representations 
of 4n as the sum of four odd squares (3 < n < 23, n odd). In addition, 
he gives some solutions for n = 25,27, 37, 43. Many new solutions 
unknown to Williamson (e.g., the solution for n = 92) are included. 
Baumert’s exhaustive listing of the smaller cases points up the fact that 
not all representations of 411 give rise to Hadamard matrices. 
It has been conjectured that an identity (3) of the Williamson type can 
be constructed for each odd n. Turyn [4] has found the only infinite class 
of such identities that is as yet known. His theorem asserts that, if q is 
a prime power =I (mod 4), q + 1 = 2n, then 4n has a representation 
of the type given in (3). Baumert and Hall [2] have shown that, if a 
Williamson matrix of order 4n exists, then an Hadamard matrix of order 
12n also exists. Using this result, Turyn deduced the corollary: an 
Hadamard matrix of order 6(q + 1) exists if q is a prime power -1 
(mod 4). 
Turyn’s important theorem leads to Hadamard matrices of new orders. 
It is natural to ask if there exist Williamson type representations of 
integers as the sum of two squares. Theorem 1 of this note exhibits an 
infinite class of such representations. Theorem 2 is an immediate conse- 
quence and is Turyn’s theorem. 
The author wishes to thank Dr. Turyn for helpful comments concerning 
Theorem 2. 
2. PRELIMINARIES ON GALOIS FIELDS 
Let GF(q) denote the Galois field of order q, where q = pf and p is 
an odd prime. Let v be a non-square element in GF(q). Then the poly- 
nomial P(x) = x2 - u is irreducible in GF(q), and the polynomials 
ax + b (a, b E GF(q)) modulo P(x) form a finite field GF(q2) of order q2. 
In what follows we shall employ this concrete representation of GF(q2). 
If y is a generator of the cyclic group of non-zero elements of GF(q2), 
then y*+’ = g is a generator of the cyclic group of non-zero elements of 
GF(q). For arbitrary 8 E GF(q2) define 
tr(S) = t + P, (4) 
so that tr([) E GF(q). If follows from this definition that 
tr(y”) = y(q+ljk tr(y-“), 
for an arbitrary integer k. 
(5) 
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For ,$ E GF(q2), 5 # 0, let ind 4 be the least non-negative integer t 
such that yt = 5. Let /3 denote a primitive fourth root of unity. Then 
(6) 
defines a fourth power character x of GF(q2). For a E GF(q), a # 0, put 
gi = a. By (6) we have x(a) = j3 (g+l)j. Consequently x(a) = (-1)j if 
q = 1 (mod 4) and x(a) = 1 if q = 3 (mod 4). In the case q = 1 (mod 4) 
this means that x(a) reduces to the Legendre symbol in GF(q) defined by 
x(a) = +I, -1 or 0 according as a is a non-zero square, a non-square 
or 0 in GF(q). In the sequel we shall assume that q = 1 (mod 4). Accord- 
ingly we obtain from (5) that 
x tr(y”)x tr(y-k) = (-1)‘; (tr(y”) # 0). (7) 
For a fixed 7 E GF(q2) put 71 = cx + d(c, d E GF(q)). Then 7 E GF(q) 
if c = 0 and q $ GF(q) if c # 0. We shall require the formula 
where the summation is over all 5 E GF(q2). Put t = ax + b(u, b E GF(q)). 
By (4) we have tr(.$) = 2b and tr(q& = 2(ucv + bd). Therefore 
C x tdi3 x tr($> = C xW c xCW3 + bd)), 
6 
and (8) follows at once. 
b a 
For~#Owemayput~=yT(O<r<q2-2)sothatc=Oifq+llr 
and c f 0 if q + 1 I r. If c = 0 put r = j(q + 1) and then x(d) = (-1)j. 
The sum in (8) now becomes 
“z x tr(y”) x tr;yk+7) = y ‘(*$+* x tr(yk) x tr(ykfr). 
P=O h=O k=h(g+l) 
The double sum on the right has the value 0 if q + I f r. Since 
x NY k+g+l) = -x tr(y”) the value of the inner sum is the same for each h. 
For h = 0 we get in particular 
where, in the first case, r = j(q + 1). 
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3. THEOREMS 1 AND 2 
The principal result of this paper is given in the following theorem: 
THEOREM 1. Let q be aprimepower = I (mod 4) andput n = (q + 1)/2. 
Let y be a primitive element ofGF(q2). Put yk = ax + b(a, b E GF(q)) and 
deJine 
ak = x(a), 6, = x(b). (10) 
Then the sums 
n-1 n-1 
f(S) = C a4di, g(5) = C b4iSi 
60 60 
(11) 
satisfy the identity 
f”(S> + g”(i) = 9 
for each n-th root of unity 5 including < = 1. 
WI 
Note that, when q is a prime ~1 (mod 4) and 5 = 1, the identity (12) 
reduces to the classical result that every prime = 1 (mod 4) is representable 
as the sum of two squares of integers. 
Since y is a primitive element of GF(q2) the integer k = (q + 1)/2 = IZ 
is the only value of k in the interval 0 < k < q for which tr(yk) = 0. Put 
yn = wx(w E GF(q)). Then the numbers ak, b, in (10) satisfy the relations 
b - ktn - -xcw> ak ? (13) 
b k+2n = --bk 3 (14) 
b k+4n = bk - (15) 
Using (13), (14), and (15) in conjunction with (7) we get 
ak = t-1)‘” h+k ? b, = (--I)” blnmk (0 < k < 4n). (16) 
We note also that the periodicity property (15) implies 
n-1 n-1 
zz blitr = iz b4j+s (r = s (mod 4)). 
For k = 4i, (I 6) becomes 
(17) 
a4h--i) = a4i , hn--i) = b,i (0 < i < n). (18) 
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The sums f(f;) and g(5) in (11) are 
Parseval relation (2) we now obtain 
therefore real. Applying the finite 
n-1 
c (a4@4i+4T + b4&+4J = 
i=O 
, n-1 
; z. (f”(P) + g”(l;j)> 5j’, (19) 
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where 5 = exp(2rri/n). Denote the sum in (9) by F(r). The assumption 
q = 1 (mod 4) implies that r = 0 is the only value of r in the interval 
0 < r < n - 1 for which 4r is divisible by 4 + 1. Thus it follows from (9) 
that 
F(4r) = E bkbk.+41. = 1: (r = 01, 
k=O (1 <r<n- 
On the other hand we have by (13), (14), and (17) 
n-1 n-1 
F(4t-l = 1 b4&4i+kr + C b4i+nb4i+n+4T 
i=* i=o 
n-1 n-1 
= z. b4Ai+4r + z. a4ia4i+4r , 
1). w9 
(21) 
where we note that n = 1 or 3 (mod 4) according as q = 1 or 5 (mod 8). 
Combining (19) and (21) we get 
F(4r) = t n$ (f”(p) + g2(c)) gj+“. 
,=O 
The inverted form of (22) is given by 
n-1 
f “(5’) + g2(ij) = C F(4r) <-‘j (.j = 0, I)...) n - 1). 
T=O 
By (20) we have F(0) = y and F(4r) = 0 for 1 < r < n - 1. Hence the 
last sum reduces to q. This completes the proof of Theorem 1. 
The following corollary is an immediate consequence of Theorem 1. 
COROLLARY. Let (I = 2n - 1 be a prime power = 1 (mod 4). Put 
$Mi, = 1 +fcs,, h(5) = 1 -f(5), A3cn = +4co = g(5), 
where f( <) and g(t) are the polynomials defined in (11). Then the identity 
~12cn + C2"K) + $b2(1> + ?+b”(O = 4n 
is satisfied for each n-th root qf unity 5 including [ = 1. 
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Returning to the Williamson matrix in (1) we may now derive the 
following theorem of Turyn [4]: 
THEOREM 2. Let q = 2n - 1 be aprimepower =: 1 (mod 4). Then there 
exists a Williamson matrix of order 4n in which A and B agree only on the 
main diagonal and, moreover, C = D. 
We employ the construction outlined in the introduction. By (10) we 
have a, = 0, b, = I. The successive elements in the first row of A are 
1, a4 , as ,.-., a4(4 ; the successive elements in the first row of B are 
1, --a,, -a, ,..., a4h1) ; the successive elements in the first rows of 
C and D are 1, b, , b, ,..., b4(n--1) . The matrices A, B, C, D are circulants. 
Furthermore, in view of (18), A, B, C, D are symmetric. Theorem 2 now 
follows readily from the corollary. 
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