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Abstract
In this paper, we consider the large time asymptotic nonlinear stability of a super-
position of shock waves with contact discontinuities for the one dimensional Jin-Xin
relaxation system with small initial perturbations, provided that the strengths of waves
are small with the same order. The results are obtained by elementary weighted energy
estimates based on the underlying wave structure and an estimate on the heat equation.
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1 Introduction
Consider a semilinear hyperbolic relaxation model
ut + vx = 0 and vt + a
2ux =
1
ε
[
f(u)− v
]
, x ∈ R, t > 0, (1.1)
where u, v ∈ Rn are unknown functions, f(u) ∈ Rn is a given smooth function, ε > 0 is a
small constant representing the rate of relaxation, a > 0 is a given constant. This model
was introduced in [8] for numerical purposes and named as the Jin-Xin relaxation system
from the names of the authors. For a general introduction and survey to relaxation schemes,
see [22, 25]. As ε tends to zero, the Jin-Xin relaxation system is expected to approach its
equilibrium system:
v = f(u) and ut + f(u)x = 0, x ∈ R, t > 0. (1.2)
Indeed, the passage from (1.1) to (1.2) has been intensely studied, see [1, 2, 23, 28] for
instance. The purpose of this work is to study the large time asymptotic behavior toward
a superposition of relaxation shock waves and contact waves of solutions to the Cauchy
problem of (1.1) with the initial data
(u, v)(x, t = 0) = (u0, v0)(x), x ∈ R; lim
x→±∞
(u0, v0)(x) =
(
u±, f(u±)
)
. (1.3)
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It is well known that solutions to the equilibrium system (1.2) contain three basic wave
patterns: shock waves, rarefaction waves and contact discontinuities. These dilation in-
variant solutions and their linear superpositions in the increasing order of characteristic
speed, called Riemann solutions, govern both the local and large time asymptotic behavior
of general solutions to system (1.2) (cf. [14]). Since the equilibrium system is an idealization
when the relaxation effects are neglected, thus it is of great importance to study the large
time asymptotic behavior of the solutions to the relaxation system (1.1) toward the relax-
ation versions of these basic waves: relaxation shock waves, relaxation rarefaction waves
and relaxation contact waves. In the study of the large time asymptotic stability toward
these relaxation waves, important progress have been made by various researchers in one or
multiple space dimensions for various types of relaxation systems, mainly on a single type
of relaxation waves; one may refer to [3, 4, 10–13, 16–21, 26, 29, 30, 32–34] and [6, 7] and ref-
erences therein for nonlinear relaxation waves (i.e., shock waves and rarefaction waves) and
linear relaxation waves (i.e., contact waves), respectively. Among these works, the stability
of a single relaxation shock wave and of a single relaxation contact wave for the Jin-Xin
model were shown in [11] and [6], separately. However, it is worthy to point out that even
though the stability of each wave pattern for relaxation models is now well understood, the
stability of a wave pattern to Riemann solutions is still not known. In the present work,
we will pursue this issue in the case that the Riemann solution contains shock waves and
contact discontinuities.
Notice that system (1.1) can be rewritten, by differentiating the second equation in (1.1)
with respect to x and using the first, as
ut + f(u)x = a
2εuxx − εutt, x ∈ R, t > 0. (1.4)
It was proved in [6] that utt in the equation above could be viewed as a higher-order pertur-
bation term in the study of the large time asymptotic stability toward a single relaxation
contact wave. Motivated by this, we may treat equation (1.4) as a perturbation of viscous
hyperbolic conservation laws:
ut + f(u)x = a
2εuxx, x ∈ R, t > 0. (1.5)
To the best of our knowledge, there exist only two works discussing the stability of Riemann
solutions consisting of different types of elementary waves for viscous conservation laws and
their variations. One is for the compressible Navier-Stokes equation when the Riemann
solution is a superposition of rarefaction waves and a contact discontinuity (cf. [5]). The
other is for viscous hyperbolic conservation laws with the Riemann solution containing shock
waves and contact discontinuities (cf. [31]). In the spirit of the latter work, we will show
that the superposition of relaxation shock waves with contact waves is asymptotically stable
for solutions to the initial value problem (1.1) and (1.3) with small initial perturbations,
under the subcharacteristic condition (2.9). It should be pointed out the following structural
condition:
∇lp · rp = 0 if p-th characteristic field is linearly degenerate,
required in [6] to show the stability of a single contact wave, can be removed in the present
work by choosing a slightly different variable to perform the higher-order estimate.
We comment on some of the main difficulties and techniques involved in our analy-
sis. Since the initial perturbation is generic and there are n different characteristic fields,
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wave interactions do occur; different wave patterns possess different properties in terms of
monotonicity and decay rate, such that the L2-estimate of the integrated error equation is
complete for a single relaxation shock wave (cf. [11]), but not for a single relaxation contact
wave (cf. [6]); comparing with viscous conservation laws (1.5), which is a parabolic system,
(1.4) is a different type of equation, wave equation, new features occurs. To overcome these
difficulties and then obtain a complete L2-estimate of the integrated error equations, we
first diagonalize the integrated error equation and carry out some weighted energy estimates
as in [31], based on the idea that the i-th relaxation waves dominates the i-th characteristic
zone as time is large and the wave interactions decay exponentially fast with respect to the
spatial and temporal variables for large time. Then we get the desired L2-estimate (4.78)
except a term due to the constant characteristic speed along the relaxation contact wave.
To deal with this term, we use some properties of heat kernel (Lemma 3.1) and the structure
of system (1.4) by verifying that the corresponding utt term in the diagonalized equations
for the linearly degenerate characteristic family is a higher-order term. This verification is
highly nontrivial since a wave equation could be viewed as a parabolic system under this
verification. In this paper, we can verify it when the equilibrium system admits only one
linearly degenerate characteristic family.
The rest of this paper is organized as follows. In Section 2, some notations, assumptions,
and the main result are stated. Section 3 is devoted to collecting some lemmas concerning
the properties of heat kernel, relaxation shock waves and contact waves. The main result,
Theorem 2.1, is proven in section 4.
2 Mathematical setting and main results
Before stating the main result, we introduce some preliminary notations and give some
background materials. In this paper, the conservation law
ut + f(u)x = 0, x ∈ R, t > 0, (2.6)
is assumed to be strictly hyperbolic, that is, the Jacobian f ′(u) has n distinct real eigenvalues:
λ1(u) < λ2(u) < · · · < λn(u).
Denote left and right eigenvectors of the matrix f ′(u) corresponding to the eigenvalue λi
(i = 1, · · · , n) by li(u) and ri(u), respectively. Define the matrices L(u), R(u) and Λ(u) by
L := (l1, · · · , ln)
T , R := (r1, · · · , rn), Λ := diag(λ1, · · · , λn),
where and thereafter (· · · )T denotes the transpose. Then, it holds that
L(u)f ′(u)R(u) = Λ(u) and L(u)R(u) = I := identity matrix.
The i-th characteristic field is called genuinely nonlinear (or linearly degenerate), if ∇λi(u) ·
ri(u) 6= 0 (or ∇λi(u) ·ri(u) = 0) for all u under consideration. An i-shock wave (or i-contact
discontinuity), denoted by a triple (ul, ur, s), is a piecewise constant weak solution to (2.6)
(cf. [9, 24]), such that{
f(ul)− f(ur) = s(ul − ur),
λi(ur) < s < λi(ul) (or s = λi(ur) = λi(ul)).
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Suppose that the Riemann solution to (2.6) with the following initial data
u(x, 0) =
{
u− , x < 0,
u+ , x > 0,
(2.7)
consists of (n+1) constant states, denoted by u1 = u−, u2, · · · , un, un+1 = u+, separated
by a contact discontinuity and n − 1 shock waves with the wave speeds s1, · · · , sn. Let
p ∈ [1, n] and (up, up+1, sp) be the contact discontinuity. Denote the wave strengths by
δi ≡ |ui+1 − ui|, i = 1, · · · , n; δ ≡ min
i=1,··· ,n
{δi}.
When |u+ − u−| is small, there exists a positive constant C1, depending only on the flux
function and the far field data, such that
δ1 + δ2 + · · · + δn 6 C1|u+ − u−|.
The strengths of these waves are said to be “small with the same order” if
δ1 + δ2 + · · · + δn 6 C2δ as δ1 + δ2 + · · ·+ δn → 0, (2.8)
for some positive constant C2.
Without loss of generality, we assume ε = 1 and the speed of the contact discontinuity,
sp = 0. To ensure the dissipative nature of system (1.1), we impose the sub-characteristic
condition [2, 8, 13,25] as follows
|λi(u)| < a, i = 1, · · · , n, (2.9)
for all u under consideration. Next, we construct the i-th relaxation shock wave (or p-th
contact wave) for (1.1) toward the given i-shock wave (or p-contact discontinuity) for (2.6).
When i 6= p, the i-th relaxation shock wave ui(x, t) is defined as
ui(x, t) ≡ ϕi(ξi) = ϕ
i(x− sit).
Here ϕi(ξi) is the smooth traveling solution of (1.1), satisfying{ [
f ′(ϕi)− siI
]
(ϕi)′ =
(
a2 − s2i
)
(ϕi)′′,
ϕi(−∞) = ui, ϕ
i(+∞) = ui+1,
(2.10)
where ′ = d/(dξi). While for i = p, set
Cp(up) =
{
u
∣∣∣ u = u(ρ), du
dρ
= rp
(
u(ρ)
)
, u(ρ = ρ−) = up
}
.
Thus the p-th contact wave curve through up, Cp(up), is the integral curve associated with
the vector field rp(u) in the state space with the nonsingular parameter ρ. The parameter
ρ is chosen to satisfy 

u(ρ−) = up, u(ρ+) = up+1 , ρ− < ρ+;

ρt = a
2ρxx, x ∈ R, t > −1,
ρ(x, t = −1) =
{
ρ−, x < 0,
ρ+, x > 0.
(2.11)
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Now, we define the p-th relaxation contact wave up(x, t) as
up(x, t) ≡ u
(
ρ(x, t)
)
∈ Cp(up).
Then it holds that,
upt + f(u
p)x − a
2upxx = −a
2∇rp
(
u(ρ)
)
· rp
(
u(ρ)
)
ρ2x = 0,
provided that we impose the following structural condition:
∇rp(u) · rp(u) ≡ 0, for u ∈ Cp(up). (2.12)
This structural condition was proposed first in [15] and used in [6] to study the stability of
contact waves. In addition to (2.12), we should note that in [6] another structural condition:
∇lp(u) · rp(u) ≡ 0, for u ∈ Cp(up),
was also imposed to show the stability of a single contact wave for the Jin-Xin model (1.1).
In order to study the asymptotic stability of superpositions of shock waves and contact
waves, we set the relaxation approximation to the Riemann solution as the linear superpo-
sition of the above two kinds of relaxation waves,
u¯(x, t) ≡
n∑
i=1
ui(x, t)− (u2 + u3 + · · · + un). (2.13)
Since for weak waves, 0 < δi ≪ 1 (i = 1, · · · , n), the vectors u2−u1, u3−u2, · · · , un+1−un
form a basis of Rn, thus the initial mass can be decomposed into
∫
R
[
u0(x)− u¯(x, 0)
]
dx = −
n∑
i=1
xi(ui+1 − ui), (2.14)
with the uniquely determined constants xi (i = 1, · · · , n). The ansatz u
a(x, t) is defined as
ua(x, t) ≡
n∑
i=1
ui(x− xi, t)− (u2 + · · ·+ un). (2.15)
It is easy to verify that ua satisfies∫
R
[
u0(x)− u
a(x, 0)
]
dx =
∫
R
{[
u0(x)− u¯(x, 0)
]
+
[
u¯(x, 0) − ua(x, 0)
]}
dx
=−
n∑
i=1
xi(ui+1 − ui) +
n∑
i=1
xi(ui+1 − ui) = 0;
and the following equation
uat + f(u
a)x − a
2uaxx + u
a
tt = (E1 + E2)x, (2.16)
with error terms
E1 = f
(
ua(x, t)
)
−
[
n∑
i=1
f
(
ui(x− xi, t)
)
−
n∑
i=2
f(ui)
]
and E2 = a
2upxt(x− xi, t). (2.17)
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Denote
H(t) :=
∫
R
[
u(x, t)− ua(x, t)
]
dx with H(0) = 0.
It follows from (1.4) and (2.16)that
H ′(t) +H ′′(t) = 0,
which implies
etH ′(t) =
∫
R
[
ut(x, 0) − u
a
t (x, 0)
]
dx =
∫
R
[
− vx(x, 0) −
n∑
i=1
uit(x− xi, 0)
]
dx
=− (v+ − v−) +
[
f(u+)− f(u−)
]
= 0.
Hence, we have
H(t) =
∫
R
[
u(x, t)− ua(x, t)
]
dx = 0 for all t > 0.
Define the perturbation φ(x, t) and the anti-derivative variable Φ(x, t) as
φ(x, t) ≡ u(x, t)− ua(x, t), Φ(x, t) ≡
∫ x
−∞
φ(y, t)dy.
Note that H(t) = 0 ensures that the anti-derivative variable Φ(x, t) is well defined in some
Sobolev spaces, like L2(R), H1(R), etc. It remains to construct the ansatz va(x, t). Define
va(x, t) ≡ f(ua)− a2uax +
∫ x
−∞
uatt − E1 − E2 and ψ(x, t) ≡ v(x, t)− v
a(x, t).
Then we can get
φt + ψx = 0, Φt = −ψ and Φx = φ.
Now, the main result in this paper can be stated as follows.
Theorem 2.1. Let ε = 1 and the sub-characteristic condition (2.9) hold. Assume that (2.6)
is strictly hyperbolic and each characteristic field is either genuinely nonlinear or linearly
degenerate. Suppose that the Riemann solution of (2.6) and (2.7) consists of one contact
discontinuity with zero wave speed and n − 1 shock waves, whose strengths satisfy (2.8)
and δi > 0 (i = 1, · · · , n), and the structural condition (2.12) holds. Let the relaxation
approximation u¯(x, t) and the ansatz ua(x, t) be defined by (2.13) and (2.15), respectively.
Then there exists a small positive constant δ0 such that if the wave strength and the initial
value satisfy
|u+ − u−|+ ‖Φ(·, 0)‖H3 + ‖ψ(·, 0)‖H2 + δ
3/2
0 ‖u0(·)− u¯(·, 0)‖L1 6 δ0, (2.18)
then the problem (1.1) with (1.3) admits a unique global solution (u, v)(x, t) satisfying
u(x, t) ∈ C
(
[0,+∞);H2
)
∩ L2
(
0,+∞;H3
)
,
v(x, t) ∈ C
(
[0,+∞);H1
)
∩ L2
(
0,+∞;H2
)
,
and
‖(u− ua, v − va)(·, t)‖L∞ → 0, as t→ +∞. (2.19)
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We give several remarks on the theorem above. First, if δi = 0 for some integer i ∈
[1, n], that is, the rank of the waves of the Riemann solution to (2.6) and (2.7) is less
than n, then our result also holds for zero mass perturbation (xi = 0, i = 0, · · · , n).
Second, it follows from the proof that the result stated in Theorem 2.1 also holds for the
Riemann solution consisting of only shock waves without contact discontinuities. Finally,
the Riemann solution is assumed to contain one contact discontinuity and n − 1 shock
waves in this paper, due to the technique reason; the authors are working on a more general
Riemann solution which consists of more than one contact discontinuity.
Notations. Throughout this paper, generic positive constants are denoted by C, Ci
(i = 1, 2, 3) and O(1) without confusion. These constants depend only on the flux f(u),
the constant a and the far field data. The functional space H l(R) denotes the l-th order
sobolev space with the norm
‖u‖l =
l∑
j=0
‖∂jxu‖, when ‖ · ‖ = ‖ · ‖L2(R),
where l is a non-negative integer.
3 Preliminaries
We list the following inequality based on the heat kernel for later use, whose proof can
be found in [5, 31].
Let γ be a positive constant and
g(x, t) = (1 + t)−1/2
∫ x
−∞
exp
{
− γy2/(1 + t)
}
dy. (3.20)
It is easy to check that
gt = gxx/(4γ), ‖g(·, t)‖ =
√
pi/γ. (3.21)
Lemma 3.1. For 0 < T 6 +∞, suppose that h(x, t) satisfies
h ∈ L∞
(
0, T ;L2(R)
)
, hx ∈ L
2
(
0, T ;L2(R)
)
, ht ∈ L
2
(
0, T ;H−1(R)
)
.
Then the following estimate holds for any t ∈ (0, T ],
∫ t
0
∫
R
h2g2xdxdt 6 4pi‖h(·, 0)‖
2 +
4pi
γ
∫ t
0
∫
R
h2xdxdt+ 8γ
∫ t
0
< ht, hg
2 >H−1×H1 dt.
The following two lemmas concern some properties of the relaxation contact waves
(the proof is clear, based on the classical heat kernel) and of the relaxation shock waves
(the interested reader may refer to [11,27] for the proofs). It should be noted that the sub-
characteristic condition (2.9) plays an important role in deriving the properties of relaxation
shock waves.
Lemma 3.2. The p-th contact wave up(x, t) = u(ρ(x, t)) ∈ Cp(up) satisfies the following
properties: 1) the p-th characteristic speed is zero, i.e., λp(u
p(x, t)) = 0; 2) up tends to the
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far field states exponentially fast, i.e.,
|up(x, t)− up| 6 O(1)δp exp
{
−
x2
8a2(1 + t)
}
, x < 0,
|up(x, t)− up+1| 6 O(1)δp exp
{
−
x2
8a2(1 + t)
}
, x > 0;
3) the spatial and temporal derivatives of up decays for large time, i.e.,
|upx| = ρx = O(1)δp(1 + t)
−1/2 exp
{
−
x2
4a2(1 + t)
}
,
|upt |+ |u
p
xx| 6 O(1)δp(1 + t)
−1 exp
{
−
x2
8a2(1 + t)
}
,
|upxt| 6 O(1)δp(1 + t)
−3/2 exp
{
−
x2
16a2(1 + t)
}
,
|uptt|+ |u
p
xxt| 6 O(1)δp(1 + t)
−2 exp
{
−
x2
32a2(1 + t)
}
.
Lemma 3.3. For i 6= p, the relaxation shock wave ui(x, t) = ϕi(ξi) = ϕ
i(x − sit) satisfies
the following properties:
(1)
d
dξi
λi
(
ϕi(ξi)
)
< 0, for ξi ∈ R;
(2)
∣∣∣ d
dξi
λi
(
ϕi(ξi)
)∣∣∣ = O(1)∣∣∣ d
dξi
ϕi(ξi)
∣∣∣, for ξi ∈ R;
(3)
∫
R
∣∣∣ d
dξi
λi(ϕ
i(ξi))
∣∣∣dξi 6 O(1)δi;
(4)
∣∣∣ d
dξi
λi(ϕ
i(ξi))
∣∣∣ 6 O(1)δ2i exp{−Cδi|ξi|},∣∣∣ d2
dξ2i
ϕi(ξi)
∣∣∣ 6 O(1)δi∣∣∣ d
dξi
ϕi(ξi)
∣∣∣, for ξi ∈ R;
(5) |ϕi(ξi)− ui| 6 O(1)δi exp{−Cδi|ξi|}, ξi < 0,
|ϕi(ξi)− ui+1| 6 O(1)δi exp{−Cδi|ξi|}, ξi > 0.
To deal with the wave interactions from the different characteristic fields, divide R×(0, t)
into n parts as R× (0, t) = Ω1 ∪Ω2 ∪ · · · ∪ Ωn, where
Ω1 =
{
(x, t)
∣∣∣ x 6 s1 + s2
2
t
}
,
Ωi =
{
(x, t)
∣∣∣ si−1 + si
2
t < x 6
si + si+1
2
t
}
, i = 2, · · · , n− 1,
Ωn =
{
(x, t)
∣∣∣ x > sn−1 + sn
2
t
}
.
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We also divide R× (0, t) as R× (0, t) = Ω−i ∪Ωi ∪ Ω
+
i for i = 1, · · · , n, where
Ω+i = ∪j>i
Ωj =
{
(x, t)
∣∣∣ x > si + si+1
2
t
}
, i = 1, · · · , n− 1,
Ω−i = ∪j<i
Ωj =
{
(x, t)
∣∣∣ x 6 si + si−1
2
t
}
, i = 2, · · · , n,
Ω−1 = Ω
+
n = ∅.
Then we can get the following lemma, whose proof can be found in [31].
Lemma 3.4. Set
t0 = 4 max
i=1,··· ,n
{|xi|}/ min
i=2,··· ,n
{si − si−1, s}, (3.22)
where s is the minimum positive wave speed, otherwise, s = +∞. When t > t0, there exists
a constant c0(> 0), depending only on the flux and the far field data, such that
(1) for i = p,


|ui(x− xi, t)− ui| 6 O(1)δi exp{−c0(t+ |x|)}, in Ω
−
i ,
|ui(x− xi, t)− ui+1| 6 O(1)δi exp{−c0(t+ |x|)}, in Ω
+
i ,
|uix(x− xi, t)| 6 O(1)δi(1 + t)
−1/2 exp{−c0(t+ |x|)}, in Ω
c
i ;
(2) for i 6= p, 

|ui(x− xi, t)− ui| 6 O(1)δi exp{−c0δi(t+ |x|)}, in Ω
−
i ,
|ui(x− xi, t)− ui+1| 6 O(1)δi exp{−c0δi(t+ |x|)}, in Ω
+
i ,
|uix(x− xi, t)| 6 O(1)δ
2
i exp{−c0δi(t+ |x|)}, in Ω
c
i ;
(3) assume further that (2.8) holds, then the ansatz ua(x, t) satisfies
uat + f(u
a)x − u
a
xx = (E1 + E2)x with |E1| 6 O(1)δ
2 exp{−c0δ(t+ |x|)},
|ua(x, t)− ui(x− xi, t)||u
i
x(x− xi, t)| 6 O(1)δ
2 exp{−c0δ(t+ |x|)}.
It should be noted that t0 depends on the shifts of the wave locations. The assumptions
of strict hyperbolicity and the initial data (2.18) imply a bound on t0. Denote
e =


O(1)δ2 exp{−c0δ(t+ |x|)}, t > t0,
O(1)δ2
[
exp
{
− (x−xp)
2
8(1+t)
}
+
n∑
i=1
i6=p
exp
{
− Cδ|x− sit− xi|
}]
, t 6 t0.
(3.23)
One can easily get that
|E1| 6 e and |u
a − ui||uix| 6 e for i = 1, · · · , n. (3.24)
4 Stability analyses
In this section, we will prove Theorem 2.1. The lower-order estimate is derived in section
4.1, which consists of a weighted energy estimate and a estimate based on Lemma 3.1. The
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higher-order estimates are presented in section 4.2 and the asymptotic behavior is shown
in the last subsection.
It follows from (1.4) and (2.16) that φ(x, t) = (u− ua)(x, t) satisfies
φt +
[
f(u)− f(ua)
]
x
− a2φxx + φtt = −(E1 + E2)x. (4.25)
Integrating (4.25) with respect to the spatial variable from −∞ to x, one gets
Φt + f
′(ua)Φx − a
2Φxx +Φtt = −E1 − E2 +Q, (4.26)
where
|Q| = |f(ua +Φx)− f(u
a)− f ′(ua)Φx| 6 O(1)|Φx|
2. (4.27)
We will work on the Cauchy problem of (4.26) with the initial data:
Φ(x, 0) =
∫ x
−∞
(
u− ua
)
(y, 0)dy and Φt(x, 0) = (v
a − v)(x, 0). (4.28)
Notice that the standard theory gives the local existence and uniqueness of classical
solutions to (4.26) and (4.28) for some short time T ∗. In order to obtain the global existence
and further to study the large time asymptotic behavior, we need to close the following a
priori assumption
N(T ) = sup
06t6T
(
‖Φ‖H3 + ‖Φt‖H1
)
6 ε0, (4.29)
where the small positive constant ε0 only depends on the initial data and the wave strength.
Clearly, (4.29) is true for a short time if we choose δ0 small, due to local theory. We will
prove that T = +∞ with the help of uniform estimates and the standard continuation
argument.
4.1 Lower-order estimates
To diagonalize system (4.26), we introduce a new variable
W (x, t) ≡ L
(
ua(x, t)
)
Φ(x, t). (4.30)
Then Φ = R(ua)W and system (4.26) reads
Wt +Λ(u
a)Wx − a
2Wxx +Wtt = −AW +B, (4.31)
where
A = (aij)n×n := L(u
a)
[
R(ua)t − a
2R(ua)xx + f
′(ua)R(ua)x +R(u
a)tt
]
, (4.32)
B = (bi)n×1 := L(u
a)
[
2a2R(ua)xWx − E1 −E2 +Q− 2R(u
a)tWt
]
. (4.33)
As in the stability analysis for a single relaxation waves (cf. [6, 11]), we first construct the
weighted functions. Set
η(x, t) ≡ ρ(x, t)/ρ+, (4.34)
where ρ(x, t), ρ+ are given by (2.11); and define
αci = η
m for i < p, αcp = 1, α
c
i = η
−m for i > p, (4.35)
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with m = δ−1/2 here and thereafter. Then αci is used to take account of the relaxation
contact wave. To deal with the relaxation shock waves, we choose
αsi ≡
n∑
j=1
j 6=p
βji (ϕ
j) =
n∑
j=1
j 6=p
βji
(
ϕj(ξj)
)
=
n∑
j=1
j 6=p
βji
(
ϕj(x− sjt)
)
,
where
βji (ϕ
j) =


λi(ϕj(0))−sj
λi(ϕj)−sj
exp
{
−m
∫ ξj
0
|∂ξjλj(ϕ
j)|
λi(ϕj)− sj
dξj
}
, j 6= p, i,
1, j 6= p, j = i.
A simple calculation shows that βji (ϕ
j) satisfies
∂ξj
{[
λi(ϕ
j)− sj
]
βji (ϕ
j)
}
= −mβji (ϕ
j)
∣∣∂ξjλj(ϕj)∣∣, j 6= p, i. (4.36)
We choose the weight matrix α ≡ diag{α1, · · · , αn} with
αi ≡ α
c
i + α
s
i , i = 1, · · · , n. (4.37)
The assumption of the strict hyperbolicity, Lemma 3.2 and Lemma 3.3 yields the bounds
for these weighted functions
1− Cδ1/2 6 αi 6 1 + Cδ
1/2, i = 1, · · · , n, (4.38)
for some positive constant C. In fact, (4.34) gives
0 < η 6 1, |η − 1| 6 O(1)δp,
then, if δp is small enough, we can get
1−O(1)δ1/2p 6 η
m
6 1 6 η−m 6 1 +O(1)δ1/2p . (4.39)
And, in view of the strict hyperbolicity and Lemma 3.3, when j 6= p, i, we have∣∣∣∣−m
∫ ξj
0
|∂ξjλj(ϕ
j)|
λi(ϕj)− sj
dξj
∣∣∣∣ 6 O(1)m
∫
R
∣∣∣ d
dξj
λj(ϕ
j)
∣∣∣dξj 6 O(1)δ1/2,
so, by the Taylor expansion of the exponential function, we obtain
1−O(1)δ1/2 6 βji (ϕ
j) 6 1 +O(1)δ1/2. (4.40)
Thus, (4.39) and (4.40) give (4.38).
4.1.1 Basic energy estimate
Now, we begin to derive the weighted energy estimates for system (4.31). Multiplying
system (4.31) by W Tα = (w1α1, · · · , wnαn) and integrating the product with respect to x
over R, we get
1
2
d
dt
∫
R
n∑
i=1
(
αiw
2
i + 2αiwiwit
)
dx+ a2
∫
R
n∑
i=1
αiw
2
ixdx−
∫
R
n∑
i=1
αiw
2
itdx+ J
=I1 + I2,
(4.41)
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where
J = −
1
2
∫
R
n∑
i=1
{
αit +
[
αiλi(u
a)
]
x
}
w2i dx+
∫
R
n∑
i=1
(
a2αixwix − αitwit
)
widx, (4.42)
I1 = −
∫
R
W TαAWdx, I2 =
∫
R
W TαBdx, (4.43)
where A and B are defined in (4.32) and (4.33). Next, we will deal with these three terms
J, I1 and I2 in equation (4.41).
Lemma 4.1. Under the same assumptions as in Theorem 2.1, it holds that
J > O(1)m
∫
R
n∑
i,j=1
j 6=i
|ujx|w
2
i dx+
1
2
∫
R
n∑
i=1
i6=p
αi|λi(u
i)x|w
2
i dx−O(1)
∫
R
e|W |2dx
−O(1)δ1/4
(
‖Wx‖
2 + ‖Wt‖
2
)
.
(4.44)
Here the error term e, αi and J are given by (3.23), (4.37) and (4.42) respectively.
Proof. By direct calculation, one can get
αit +
[
αiλi(u
a)
]
x
=
[
αsit + α
s
ixλi(u
a)
]
+ αcixλi(u
a) + αiλi(u
a)x + α
c
it. (4.45)
Next, we will derive estimates about these four terms one by one as follows. First, according
to the definition of αsi , (4.36) and the smallness of δ, we can get
αsit + α
s
ixλi(u
a) =
n∑
j=1
j 6=p
[
λi(u
a)− sj
]
∂ξjβ
j
i (ϕj)
=
n∑
j=1
j 6=p,i
λi(u
a)− sj
λi(ϕj)− sj
βji (ϕj)
[
−m|∂ξjλj(ϕj)| − ∂ξjλi(ϕj)
]
6
n∑
j=1
j 6=p,i
O(1)
(
−m|ujx|+ |u
j
x|
)
6 −O(1)m
n∑
j=1
j 6=p,i
|ujx|.
Then, the above estimate gives
1
2
n∑
i=1
[
αsit + α
s
ixλi(u
a)
]
w2i 6 −O(1)m
n∑
i,j=1
j 6=p,i
|ujx|w
2
i . (4.46)
From the definition (4.35) of αci , we know,
αcix = mη
m−1ηx for i < p, α
c
px = 0, α
c
ix = −mη
−m−1ηx for i > p.
Then, due to the strict hyperbolicity of (1.2), we have
1
2
n∑
i=1
αcixλi(u
a)w2i =
1
2
m
[ n∑
i=1
i<p
ηm−1λi(u
a)w2i −
n∑
i=1
i>p
η−m−1λi(u
a)w2i
]
ηx
6 −O(1)m
n∑
i=1
i6=p
ρxw
2
i 6 −O(1)m
n∑
i=1
i6=p
|upx|w
2
i .
(4.47)
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Notice that
λi(u
a)x =
n∑
j=1
∇λi(u
a)ujx = ∇λi(u
i)uix +
[
∇λi(u
a)−∇λi(u
i)
]
uix +
n∑
j=1
j 6=i
∇λi(u
a)ujx
6 −|λi(u
i)x|χ{i 6=p} +O(1)
(
e+
n∑
j=1
j 6=i
|ujx|
)
,
where χ is the characteristic function with
χ{i 6=j} = 1 for i 6= j, χ{i 6=j} = 0 for i = j,
and e is defined by (3.23). Then, we can obtain the estimate
1
2
n∑
i=1
αiλi(u
a)xw
2
i 6 −
1
2
n∑
i=1
i6=p
αi|λi(u
i)x|w
2
i +O(1)
( n∑
i,j=1
j 6=i
|ujx|w
2
i + e|W |
2
)
. (4.48)
From (2.11) we get ηt = a
2ηxx, this fact together with (4.35) gives
αcit = a
2mηm−1ηxx for i < p, α
c
pt = 0, α
c
it = −a
2mη−m−1ηxx for i > p,
because we also have the following two inequalities:
ηm−1ηxx = (η
m−1ηx)x − (m− 1)η
m−2η2x 6 (η
m−1ηx)x,
η−m−1ηxx = (η
−m−1ηx)x + (m+ 1)η
−m−2η2x > (η
−m−1ηx)x.
Then using the integration by parts and the Cauchy-Schwartz inequality, we have
1
2
∫
R
n∑
i=1
αcitw
2
i dx 6
1
2
a2m
∫
R
[ n∑
i=1
i<p
(ηm−1ηx)xw
2
i −
n∑
i=1
i>p
(η−m−1ηx)xw
2
i
]
dx
= −a2m
∫
R
( n∑
i=1
i<p
ηm−1ηxwiwix −
n∑
i=1
i>p
η−m−1ηxwiwix
)
dx
6 O(1)m
∫
R
n∑
i=1
i6=p
ρx|wi||wix|dx
= O(1)m
∫
R
n∑
i=1
i6=p
(
ρ5/8x |wi|
)(
ρ3/8x |wix|
)
dx
6 O(1)mδ1/4
∫
R
n∑
i=1
i6=p
|upx|w
2
i dx+O(1)δ
1/4‖Wx‖
2.
(4.49)
Adding (4.46)-(4.48) together and integrating on R with respect to x, the resulting inequality
together with (4.49) yields
−
1
2
∫
R
n∑
i=1
{
αit +
[
αiλi(u
a)
]
x
}
w2i dx > O(1)m
∫
R
n∑
i,j=1
j 6=i
|ujx|w
2
i dx
+
1
2
∫
R
n∑
i=1
i6=p
αi|λi(u
i)x|w
2
i dx−O(1)
∫
R
e|W |2dx−O(1)δ1/4‖Wx‖
2.
(4.50)
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Similarly, using the Cauchy-Schwartz inequality, we can get∫
R
n∑
i=1
(a2αixwix − αitwit)widx
=a2
∫
R
n∑
i=1
(αcix + α
s
ix)wiwixdx−
∫
R
n∑
i=1
(αcit + α
s
it)wiwitdx
>−O(1)mδ1/4
∫
R
n∑
i,j=1
j 6=i
|ujx|w
2
i dx−O(1)δ
1/4
(
‖Wx‖
2 + ‖Wt‖
2
)
.
The desired estimate (4.44) is obtained by adding the last inequality and (4.50) together.
Lemma 4.2. Under the same assumptions as in Theorem 2.1, it holds that
I1 =−
∫
R
W TαAWdx 6 O(1)
∫
R
n∑
i,j=1
j 6=i
|ujx|w
2
i dx+O(1)δ
1/2
∫
R
n∑
i=1
i6=p
|uix|w
2
i dx
+O(1)δ−1/2
∫
R
|upx|
2w2pdx+O(1)
[ ∫
R
e|W |2dx+ ε0δ(1 + t)
−3/2
]
.
(4.51)
Here the error term e, the matrix A and I1 are given by (3.23), (4.32) and (4.43) respectively.
Proof. From the definition of A in (4.32) and of I1 in (4.43), we have
I1 = −
∫
R
n∑
i,j=1
wiαiaijwjdx 6 O(1)
∫
R
n∑
i,j=1
|aij ||wiwj|dx. (4.52)
First, we will give a detailed computation on aij . In view of (2.16), we can get
aij = li(u
a)
[
rj(u
a)t − a
2rj(u
a)xx + λi(u
a)rj(u
a)x + rj(u
a)tt
]
= li(u
a)∇rj(u
a)
[
uat − a
2uaxx + λi(u
a)uax + u
a
tt
]
− li(u
a)∇2rj(u
a)
[
(uax, u
a
x)− (u
a
t , u
a
t )
]
6 li(u
a)∇rj(u
a)
{
E1x + E2x +
[
λi(u
a)I− f ′(ua)
]
uax
}
+O(1)
(
|uax|
2 + |uat |
2
)
.
The spatial derivative of E1 gives
E1x = f(u
a)x −
n∑
i=1
f(ui)x =
n∑
i=1
[
f ′(ua)− f ′(ui)
]
uix 6 O(1)e, (4.53)
where E1 is defined in (2.17) and we have used (3.24) which will be used repeatedly in
the next steps and will not be mentioned. According to the structural condition (2.12), a
detailed computation for E2x gives
E2x = a
2upxxt = a
2
(
upx
)
xt
= a2
[
rp(u
p)ρx
]
xt
= a2
[
rp(u
p)ρxx
]
t
= a2rp(u
p)ρxxt, (4.54)
then, for the term including E2x, we have
li(u
a)∇rj(u
a)E2x = a
2li(u
a)∇rj(u
a)rp(u
p)ρxxt 6 O(1)|ρxxt|,
where E2 is also defined in (2.17). So far, the estimate for aij reads
aij 6 li(u
a)∇rj(u
a)
[
λi(u
a)I− f ′(ua)
]
uax +O(1)
(
e+ |uax|
2 + |uat |
2 + |ρxxt|
)
. (4.55)
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Next, we will derive the estimate for the first term in (4.55). A direct calculation gives
li(u
a)∇rj(u
a)
[
λi(u
a)I− f ′(ua)
]
uax
=
n∑
k=1
li(u
a)∇rj(u
a)
{[
λi(u
k)I− f ′(uk)
]
+
[
λi(u
a)− λi(u
k)
]
−
[
f ′(ua)− f ′(uk)
]}
ukx
6
n∑
k=1
li(u
a)∇rj(u
a)
[
λi(u
k)I− f ′(uk)
]
ukx +O(1)e.
The first term in the above inequlity will be estimated from two sides. When k 6= p,
considering the equation (2.10) satisfied by the smooth traveling wave, we have
li(u
a)∇rj(u
a)
[
λi(u
k)I− f ′(uk)
]
ukx =li(u
a)∇rj(u
a)
{[
λi(u
k)− sk
]
ukx − (a
2 − s2k)u
k
xx
}
6O(1)
(
|λi(u
k)− sk||u
k
x|+ |u
k
xx|
)
6 O(1)δ|ukx|.
When k = p, considering the relaxation contact wave speed is zero and upx = rp(u
p)ρx, we
have
li(u
a)∇rj(u
a)
[
λi(u
p)I− f ′(up)
]
upx =λi(u
p)li(u
a)∇rj(u
a)upx
=λi(u
p)li(u
a)
{
∇rj(u
p) +
[
∇rj(u
a)−∇rj(u
p)
]}
rp(u
p)ρx
6O(1)
(
|upx|χ{i,j 6=p} + e
)
,
where (2.12) has been used again. Then, by the above two inequalities, we have
li(u
a)∇rj(u
a)
[
λi(u
a)I− f ′(ua)
]
uax 6 O(1)
(
δ
n∑
k=1
k 6=p
|ukx|+ |u
p
x|χ{i,j 6=p} + e
)
. (4.56)
By the definition (2.15) of ua, one can get
|uax|
2
6 O(1)
n∑
k=1
|ukx|
2 = O(1)
( n∑
k=1
k 6=p
|ukx|
2 + |upx|
2
)
6 O(1)
(
δ
n∑
k=1
k 6=p
|ukx|+ |u
p
x|
2
)
. (4.57)
Noticing |uat | 6 O(1)|u
a
x|, substitute (4.56) and (4.57) into (4.55), we obtain
|aij | 6 O(1)
(
δ
n∑
k=1
k 6=p
|ukx|+ |u
p
x|χ{i,j 6=p} + |u
p
x|
2 + |ρxxt|+ e
)
. (4.58)
On the basis of (4.52) and (4.58), we have
I1 6 O(1)
∫
R
n∑
i,j=1
(
δ
n∑
k=1
k 6=p
|ukx|+ |u
p
x|χ{i,j 6=p} + |u
p
x|
2 + |ρxxt|+ e
)
|wiwj|dx. (4.59)
Next, we will calculate the terms of the integrand in (4.59). Applying the Cauchy-Schwartz
inequality, we can get
δ
n∑
i,j,k=1
k 6=p
|ukx||wiwj | 6 O(1)δ
n∑
i,j,k=1
k 6=p
|ukx|(w
2
i + w
2
j ) 6 O(1)
( n∑
i,j=1
j 6=p,i
|ujx|w
2
i + δ
1/2
n∑
i=1
i6=p
|uix|w
2
i
)
.
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Similarly, we also have
n∑
i,j=1
(
|upx|χ{i,j 6=p} + |u
p
x|
2
)
|wiwj| 6 O(1)
( n∑
i=1
i6=p
|upx|w
2
i + δ
−1/2|upx|
2w2p
)
.
The a priori assumption (4.29) yields the fact ‖W‖L∞ 6 O(1)‖W‖1 6 O(1)ε0. Using this
fact, we can get∫
R
n∑
i,j=1
|ρxxt||wiwj |dx 6 O(1)ε
2
0
∫
R
|ρxxt|dx 6 O(1)ε0δ(1 + t)
−3/2. (4.60)
Thus we finish the proof by the last three inequalities and (4.59).
Lemma 4.3. Under the same assumptions as in Theorem 2.1, it holds that
I2 =
∫
R
W TαBdx 6 O(1)
∫
R
n∑
i,j=1
j 6=i
|ujx|w
2
i dx+O(1)δ
1/2
∫
R
n∑
i=1
i6=p
|uix|w
2
i dx
+O(1)δ−1/2
∫
R
|upx|
2w2pdx+O(1)
(
δ1/4 + ε0
)(
‖Wx‖
2 + ‖Wt‖
2
)
+O(1)
[ ∫
R
e|W |dx+ ε0δ(1 + t)
−5/4
]
.
(4.61)
Here the error term e, the vector B and I2 are given by (3.23), (4.33) and (4.43) respectively.
Proof. From the definition of B in (4.33) and of I2 in (4.43), we have
I2 =
∫
R
W TαL(ua)
[
2a2R(ua)xWx − E1 − E2 +Q− 2R(u
a)tWt
]
dx. (4.62)
Next, we will estimate the integrand in (4.62) as follows. First, by using the Cauchy-
Schwartz inequality and (4.57), we can get
W TαL(ua)R(ua)xWx 6 O(1)|W ||u
a
x||Wx| 6 O(1)
(
δ−1/2|W |2|uax|
2 + δ1/2|Wx|
2
)
6 O(1)
( n∑
i,j=1
j 6=i
|ujx|w
2
i + δ
1/2
n∑
i=1
i6=p
|uix|w
2
i + δ
−1/2|upx|
2w2p + δ
1/2|Wx|
2
)
.
Then with a similar argument it comes to
W TαL(ua)R(ua)tWt 6 O(1)
( n∑
i,j=1
j 6=i
|ujx|w
2
i + δ
1/2
n∑
i=1
i6=p
|uix|w
2
i + δ
−1/2|upx|
2w2p + δ
1/2|Wt|
2
)
.
Here we have used |uat | 6 O(1)|u
a
x| again. According to (4.27) and (4.30), we can get
|Q| 6 O(1)|Φx|
2 = O(1)|R(ua)xW +R(u
a)Wx|
2
6 O(1)
(
|uaxW |
2 + |Wx|
2
)
, (4.63)
then, the fact mentioned in the previous lemma and (4.57) yields
W TαL(ua)Q 6 O(1)
( n∑
i,j=1
j 6=i
|ujx|w
2
i + δ
1/2
n∑
i=1
i6=p
|uix|w
2
i + δ
−1/2|upx|
2w2p + ε0|Wx|
2
)
.
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From (3.24), we know that E1 is controlled by the error term e which will be estimated
later. For the term E2, the detailed computation in (4.54) gives
E2 = a
2upxt = a
2
(
upx
)
t
= a2rp(u
p)ρxt.
Then, the a priori assumption (4.29) and the Ho¨lder inequality yields
−
∫
R
W TαL(ua)E2dx = −a
2
∫
R
W TαL(ua)rp(u
p)ρxt 6 O(1)
∫
R
|W ||ρxt|dx
6 O(1)‖W‖‖ρxt‖ 6 O(1)ε0δ(1 + t)
−5/4.
Thus, we can obtain the estimate (4.61) by the above inequalities.
By using the fact introduced in Lemma 4.2 on the term involving e, it concludes from
Lemma 4.1 to Lemma 4.3 that (4.41) becomes the following inequality which is stated in
the next proposition.
Proposition 4.4. Under the same assumptions as in Theorem 2.1, it holds that
1
2
d
dt
∫
R
n∑
i=1
(
αiw
2
i + 2αiwiwit
)
dx+O(1)m
∫
R
n∑
i,j=1
j 6=i
|ujx|w
2
i dx+ a
2
∫
R
n∑
i=1
αiw
2
ixdx
+
1
4
∫
R
n∑
i=1
i6=p
αi|λi(u
i)x|w
2
i dx−
∫
R
n∑
i=1
αiw
2
itdx 6 O(1)δ
−1/2
∫
R
|upx|
2w2pdx
+O(1)
(
δ1/4 + ε0
)(
‖Wx‖
2 + ‖Wt‖
2
)
+O(1)
[ ∫
R
e|W |dx+ ε0δ(1 + t)
−5/4
]
.
(4.64)
Here the error term e, ε0 and αi are given by (3.23), (4.29) and (4.37) respectively.
4.1.2 Estimate for the negative term
To control the negative term in (4.64), we multiply (4.31) by 2W Tt and integrate on R
with respect to x to obtain
d
dt
∫
R
n∑
i=1
(
a2w2ix + w
2
it
)
dx+ 2
∫
R
n∑
i=1
[
w2it + λi(u
a)witwix
]
dx = I3 + I4, (4.65)
where
I3 = −2
∫
R
W Tt AWdx, I4 = 2
∫
R
W Tt Bdx, (4.66)
where A and B are defined by (4.32) and (4.33). Next, we will derive the estimate for I3
and I4, which is similar to the argument on I1 and I2. From the definition of A in (4.32)
and of I3 in (4.66), we have
I3 = −2
∫
R
n∑
i,j=1
witaijwjdx 6 O(1)
∫
R
n∑
i,j=1
|aij ||witwj|dx. (4.67)
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From (4.58), we can get
|aij | 6 O(1)
( n∑
k=1
|ukx|+ |ρxxt|+ e
)
.
Then (4.67) comes to
I3 6 O(1)
∫
R
n∑
i,j=1
( n∑
k=1
|ukx|+ |ρxxt|+ e
)
|witwj|dx. (4.68)
Next, we will estimate the terms of the integrand in (4.68).
n∑
i,j,k=1
|ukx||witwj | 6O(1)δ
−1/2
n∑
j,k=1
|ukx|
2|wj |
2 +O(1)δ1/2|Wt|
2
6O(1)δ1/2
( n∑
i,j=1
j 6=i
|ujx|w
2
i +
n∑
i=1
i6=p
|uix|w
2
i + δ
−1|upx|
2w2p
)
+O(1)δ1/4|Wt|
2.
Similar to Lemma 4.2, we can get the fact ‖Wt‖L∞ 6 ε0, then the estimate about the term
involving ρxxt in (4.68) is the same as (4.60). Using this fact on the term about e, we obtain
I3 6 O(1)δ
1/2
∫
R
( n∑
i,j=1
j 6=i
|ujx|w
2
i +
n∑
i=1
i6=p
|uix|w
2
i
)
dx+O(1)δ−1/2
∫
R
|upx|
2w2pdx
+O(1)δ1/4‖Wt‖
2 +O(1)
[ ∫
R
e|W |dx+ ε0δ(1 + t)
−3/2
]
.
(4.69)
Now we work on I4. From the definition of B in (4.33) and of I4 in (4.66), we have
I4 =2
∫
R
W Tt Bdx = 2
∫
R
W Tt L(u
a)
[
2a2R(ua)xWx − E1 − E2 +Q− 2R(u
a)tWt
]
dx
6O(1)δ1/2
∫
R
( n∑
i,j=1
j 6=i
|ujx|w
2
i +
n∑
i=1
i6=p
|uix|w
2
i
)
dx+O(1)δ−1/2
∫
R
|upx|
2w2pdx
+O(1)
(
δ1/4 + ε0
)(
‖Wx‖
2 + ‖Wt‖
2
)
+O(1)
[ ∫
R
e|Wt|dx+ ε0δ(1 + t)
−5/4
]
.
(4.70)
Here we have used
W Tt L(u
a)
[
2a2R(ua)xWx +Q− 2R(u
a)tWt
]
6 O(1)(δ + ε0)(|Wt|
2 + |Wx|
2 + |uax|
2|W |2),
which is based on the Cauchy-Schwartz inequality and the fact ‖Wt‖L∞ 6 ε0. The last
inequality together with (4.57) and the Ho¨lder inequality gives (4.70). It concludes from
(4.69) and (4.70) that (4.65) becomes the following inequality which is stated in the next
proposition.
Proposition 4.5. Under the same assumptions as in Theorem 2.1, it holds that
d
dt
∫
R
n∑
i=1
(
a2w2ix +w
2
it
)
dx+ 2
∫
R
n∑
i=1
[
w2it + λi(u
a)witwix
]
dx 6 O(1)ε0δ(1 + t)
−5/4
+O(1)δ1/2
∫
R
( n∑
i,j=1
j 6=i
|ujx|w
2
i +
n∑
i=1
i6=p
|uix|w
2
i
)
dx+O(1)δ−1/2
∫
R
|upx|
2w2pdx
+O(1)
∫
R
e(|W |+ |Wt|)dx+O(1)
(
δ1/4 + ε0
)(
‖Wx‖
2 + ‖Wt‖
2
)
.
(4.71)
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Here the error term e and ε0 are given by (3.23) and (4.29) respectively.
Thus, adding (4.71) to (4.64) yields
1
2
d
dt
∫
R
n∑
i=1
[(
αiw
2
i + 2αiwiwit + 2w
2
it
)
+ 2a2w2ix
]
dx+
1
8
∫
R
( n∑
i,j=1
j 6=i
|ujx|w
2
i +
n∑
i=1
i6=p
|uix|w
2
i
)
dx
+
∫
R
n∑
i=1
[
a2αiw
2
ix + 2λi(u
a)witwix + (2− αi)w
2
it
]
dx 6 O(1)
(
δ1/4 + ε0
)(
‖Wx‖
2 + ‖Wt‖
2
)
+O(1)δ−1/2
∫
R
|upx|
2w2pdx+O(1)
[ ∫
R
e(|W |+ |Wt|)dx+ ε0δ(1 + t)
−5/4
]
.
Because we can get the following two facts based on the Cauchy-Schwartz inequality, the
sub-characteristic condition (2.9) and (4.38)
αiw
2
i + 2αiwiwit + 2w
2
it > O(1)
(
w2i + w
2
it
)
, (4.72)
a2αiw
2
ix + (2− αi)w
2
it + 2λi(u
a)witwix > O(1)
(
w2ix + w
2
it
)
. (4.73)
So, on the basis of Proposition 4.4 and Proposition 4.5, we obtain
d
dt
(
‖W‖21 + ‖Wt‖
2
)
+
1
8
∫
R
( n∑
i,j=1
j 6=i
|ujx|w
2
i +
n∑
i=1
i6=p
|uix|w
2
i
)
dx+
1
8
(
‖Wx‖
2 + ‖Wt‖
2
)
6 O(1)δ−1/2
∫
R
|upx|
2w2pdx+O(1)
[ ∫
R
e(|W |+ |Wt|)dx+ ε0δ(1 + t)
−5/4
]
.
(4.74)
Integrating (4.74) from 0 to t with respect to the temporal variable, one can get
‖W (t)‖21 + ‖Wt(t)‖
2 +
1
8
∫ t
0
∫
R
( n∑
i,j=1
j 6=i
|ujx|w
2
i +
n∑
i=1
i6=p
|uix|w
2
i
)
dxdτ
+
1
8
∫ t
0
(
‖Wx‖
2 + ‖Wτ‖
2
)
dτ 6 ‖W (0)‖21 + ‖Wt(0)‖
2 +O(1)ε0δ
1/2
+O(1)δ−1/2
∫ t
0
∫
R
|upx|
2w2pdxdτ +O(1)
∫ t
0
∫
R
e(|W |+ |Wτ |)dxdτ.
(4.75)
Here and thereafter ‖f(t)‖ = ‖f(·, t)‖ for any t > 0. By the definition (3.23) of e, the
Ho¨lder inequality and the a priori assumption (4.29), we can deal with the first term about
e as follows:∫ t
0
∫
R
e|W |dxdτ = O(1)δ2
∫ t
t0
∫
R
exp
{
− c0δ(τ + |x|)
}
|W |dxdτ
+O(1)δ2
∫ t0
0
∫
R
(
exp
{
−
(x− xp)
2
8(1 + τ)
}
+
n∑
i=1
i6=p
exp
{
− Cδ|x− siτ − xi|
})
|W |dxdτ
6 O(1)δ3/2
∫ t
t0
exp{−c0δτ}‖W‖dτ +O(1)ε0δ
2
∫ t0
0
[
(1 + τ)1/2 + δ−1
]
dτ
6 O(1)ε0δ
1/2 +O(1)ε0
(
δ2t
3/2
0 + δt0
)
6 O(1)ε0δ
1/2
0 ,
(4.76)
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where we have used the following fact in the last inequality
t0 6 O(1)‖u(x, 0) − u¯(x, 0)‖L1 6 O(1)δ
−1/2
0 ,
this fact can be derived from the definition (3.22) of t0, (2.14) and (2.18). The estimate on
the first term about e is exactly the same as (4.76), namely∫ t
0
∫
R
e|Wτ |dxdτ 6 O(1)ε0δ
1/2
0 . (4.77)
Substituting (4.76) and (4.77) into (4.75), one can get the following inequality which is
stated in the next proposition.
Proposition 4.6. Under the same assumptions as in Theorem 2.1, it holds that
‖W (t)‖21 + ‖Wt(t)‖
2 +
1
8
∫ t
0
∫
R
( n∑
i,j=1
j 6=i
|ujx|w
2
i +
n∑
i=1
i6=p
|uix|w
2
i
)
dxdτ
+
1
8
∫ t
0
(
‖Wx‖
2 + ‖Wτ‖
2
)
dτ 6 ‖W (0)‖21 + ‖Wt(0)‖
2 +O(1)ε0δ
1/2
0
+O(1)δ−1/2
∫ t
0
∫
R
|upx|
2w2pdxdτ.
(4.78)
where ε0 is the positive constant same as (4.29).
4.1.3 Application of the heat kernel estimate
At the end of the lower-order estimate, we will deal with the last term which has not
yet been estimated in (4.78) by introducing the following lemma.
Lemma 4.7. Under the same assumptions as in Theorem 2.1, it holds that∫ t
0
∫
R
|upx|
2w2pdxdτ 6 O(1)δ
2
∫ t
0
∫
R
( n∑
i,j=1
j 6=i
|ujx|w
2
i +
n∑
i=1
i6=p
|uix|w
2
i
)
dxdτ +O(1)ε0δ0
+O(1)δ2
[
‖wp(t)‖
2 + ‖wpt(t)‖
2 + ‖wp(0)‖
2 + ‖wpt(0)‖
2 +
∫ t
0
(‖Wx‖
2 + ‖Wτ‖
2)dτ
]
.
where e is given by (3.23).
Proof. If we take γ = 1/(4a2) in (3.20), direct calculation shows∫ t
0
∫
R
|upx|
2w2pdxdτ 6 O(1)δ
2
∫ t
0
∫
R
g2xw
2
pdxdτ. (4.79)
One can get the following inequality by choosing h = wp in Lemma 3.1∫ t
0
∫
R
g2xw
2
pdxdτ
6O(1)
(
‖wp(0)‖
2 +
∫ t
0
‖wpx‖
2dτ +
∫ t
0
< wpτ , wpg
2 >H−1×H1 dτ
)
.
(4.80)
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Taking the p-th equation in (4.31), one can get
wpt + λp(u
a)wpx − a
2wpxx + wptt = −
n∑
j=1
apjwj + bp, (4.81)
where apj and bp has been defined in (4.32) and (4.33). Multiplying (4.81) by wpg
2 and
integrating over [0, t] ×R to get∫ t
0
< wpτ , wpg
2 >H−1×H1 dτ =
∫ t
0
∫
R
[
a2wpxx − λp(u
a)wpx − wpττ
]
wpg
2dxdτ
+
∫ t
0
∫
R
(
bp −
n∑
j=1
apjwj
)
wpg
2dxdτ.
(4.82)
Noticing (3.21), then by the integration by parts and the Cauchy-Schwartz inequality, we
can get
a2
∫ t
0
∫
R
wpxxwpg
2dxdτ =− a2
∫ t
0
∫
R
(
w2pxg
2 + 2ggxwpwpx
)
dxdτ
6
1
2
∫ t
0
∫
R
g2xw
2
pdxdτ +O(1)
∫ t
0
‖wpx‖
2dτ.
(4.83)
By the integration by parts, one can get∫ t
0
∫
R
λp(u
a)wpxwpg
2dxdτ =
∫ t
0
∫
R
[
1
2
λp(u
a)xw
2
pg
2 + λp(u
a)w2pggx
]
dxdτ,
because the p-th characteristic field is linearly degenerate and the p-th contact wave speed
is zero, then by using (3.24), we can get
λp(u
a)xw
2
pg
2 =
n∑
i=1
∇λp(u
a)uixw
2
pg
2 =
n∑
i=1
{
∇λp(u
i) +
[
∇λp(u
a)−∇λp(u
i)
]}
uixw
2
pg
2
6O(1)
( n∑
i=1
i6=p
|uix|w
2
p + ew
2
p
)
,
and
λp(u
a)w2pggx =
[
λp(u
a)− λp(u
p)
]
w2pggx 6 O(1)ew
2
p.
So, we have
∫ t
0
∫
R
λp(u
a)wpxwpg
2dxdτ 6 O(1)
∫ t
0
∫
R
( n∑
i=1
i6=p
|uix|w
2
p + ew
2
p
)
dxdτ. (4.84)
Direct calculation yields
wpττwpg
2 =
[
(wpwpτ )τ −w
2
pτ
]
g2 6 (wpwpτ )τg
2 +O(1)w2pτ ,
we also have∫ t
0
(wpwpτ )τg
2dτ 6O(1)
[
(wpwpt)(x, t) + (wpwpt)(x, 0)
]
+O(1)
∫ t
0
wpwpτggτdτ,
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because ∫ t
0
wpwpτggτdτ 6 O(1)ε0
∫ t
0
(
w2pτ + g
2
τ
)
dτ 6 O(1)
∫ t
0
w2pτdτ +O(1)ε0δ
1/2,
thus, we have∫ t
0
∫
R
wpττwpg
2dxdτ
6O(1)
(
‖wp(t)‖
2 + ‖wpt(t)‖
2 + ‖wp(0)‖
2 + ‖wpt(0)‖
2 +
∫ t
0
‖wpτ‖
2dτ + ε0δ
1/2
)
.
(4.85)
On the basis of (4.76), (4.80) and (4.82)-(4.85), we obtain
∫ t
0
∫
R
g2xw
2
pdxdτ 6 O(1)
∫ t
0
∫
R
n∑
i=1
i6=p
|uix|w
2
pdxdτ +O(1)
∫ t
0
(‖wpx‖
2 + ‖wpτ‖
2)dτ
+O(1)
(
‖wp(t)‖
2 + ‖wpt(t)‖
2 + ‖wp(0)‖
2 + ‖wpt(0)‖
2 + ε0δ
1/2
)
+
∫ t
0
∫
R
(
bp −
n∑
j=1
apjwj
)
wpg
2dxdτ.
(4.86)
Due to ∫
R
(
bp −
n∑
j=1
apjwj
)
wpg
2dx 6 O(1)(I1 + I2).
So, the estimates about the two terms involving apj and bp is exactly the same as Lemma
4.2 and Lemma 4.3, thus (4.86) becomes
∫ t
0
∫
R
g2xw
2
pdxdτ 6 O(1)δ
−1/2
∫ t
0
∫
R
|upx|w
2
pdxdτ +O(1)
∫ t
0
(‖Wx‖
2 + ‖Wτ‖
2)dτ
+O(1)
∫ t
0
∫
R
( n∑
i,j=1
j 6=i
|ujx|w
2
i +
n∑
i=1
i6=p
|uix|w
2
i
)
dxdτ +O(1)ε0δ
1/2
0
+O(1)
(
‖wp(t)‖
2 + ‖wpt(t)‖
2 + ‖wp(0)‖
2 + ‖wpt(0)‖
2
)
.
(4.87)
In view of (4.79) and (4.87), we finish the proof of this lemma.
Finally, with the help of (4.78) and Lemma 4.7,we obtain the lower-order estimate,
which is stated in the following proposition:
Proposition 4.8. Under the same assumptions as in Theorem 2.1, it holds that
‖W (t)‖21 + ‖Wt(t)‖
2 +
∫ t
0
∫
R
( n∑
i,j=1
j 6=i
|ujx|w
2
i +
n∑
i=1
i6=p
|uix|w
2
i + |u
p
x|
2w2p
)
dxdτ
+
∫ t
0
(‖Wx‖
2 + ‖Wτ‖
2)dτ 6 O(1)
(
‖W (0)‖21 + ‖Wt(0)‖
2
)
+O(1)ε0δ
1/2
0 ,
(4.88)
where ε0 is the positive constant same as (4.29).
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4.2 Higher-order estimates
In order to obtain the uniform estimates and close the argument with the a priori
assumption (4.29), we need to estimate the higher order derivatives. For this purpose, we
apply spatial derivative in (4.31) to get
(Wx)t + [Λ(u
a)Wx]x − a
2(Wx)xx + (Wx)tt = −
(
AW −B
)
x
, (4.89)
where A and B is defined in (4.32) and (4.33). Multiplying (4.89) by W Tx and integrate on
R with respect to x, by using the Cauchy-Schwartz inequality, we have
1
2
d
dt
∫
R
(
|Wx|
2 + 2WxWxt
)
dx+ a2‖Wxx‖
2 − ‖Wxt‖
2
=
∫
R
W Txx
[
Λ(ua)Wx +AW −B
]
dx
6O(1)δ−1/4
(
‖Wx‖
2 + ‖AW‖2 + ‖B‖2
)
+O(1)δ1/4‖Wxx‖
2.
By Lemma 3.2, Lemma 3.3, (2.17), (3.24) and (4.63), a direct calculation on A and B gives
|A| 6 O(1)
(
|uax|+ |u
a
t |+ |u
a
x|
2 + |uat |
2 + |uaxx|+ |u
a
tt|
)
6 O(1)
(
|uax|+ |u
p
xx|+ |u
p
tt|
)
, (4.90)
|B| 6 O(1)
(
|uaxWx|+ e+ |u
p
xt|+ |u
a
xW |
2 + |Wx|
2 + |uatWt|
)
.
Here we also used |uat | 6 O(1)|u
a
x|. By the a priori assumption (4.29), we can get the fact
‖Wx‖L∞ 6 O(1)ε0. Then, using the above two inequalities, this fact, we have
‖AW‖2+‖B‖2 6 O(1)
∫
R
(
|uaxW |
2+ |upxx|
2+ |uptt|
2+ e2+ |upxt|
2
)
dx+O(1)
(
‖Wx‖
2+‖Wt‖
2
)
.
So far, the following inequality is what we get
1
2
d
dt
∫
R
(
|Wx|
2 + 2WxWxt
)
dx+ a2‖Wxx‖
2 − ‖Wxt‖
2
6 O(1)δ−1/4
(
‖Wx‖
2 + ‖Wt‖
2
)
+O(1)δ−1/4
∫
R
(
|uaxW |
2 + |upxx|
2 + |uptt|
2 + e2 + |upxt|
2
)
dx+O(1)δ1/4‖Wxx‖
2.
(4.91)
Integrating (4.91) on [0, t] with respect to the temporal variable, we have
1
2
∫
R
(
|Wx|
2 + 2WxWxt
)
(x, t)dx + a2
∫ t
0
‖Wxx‖
2dτ −
∫ t
0
‖Wxτ‖
2dτ
6O(1)δ−1/4(‖W (0)‖21 + ‖Wt(0)‖
2
1) +O(1)δ
1/4
0 +O(1)δ
1/4
∫ t
0
‖Wxx‖
2dτ,
(4.92)
where we have use Proposition 4.8, (4.76) and the following inequality∫ t
0
∫
R
(
|upxx|
2 + |upττ |
2 + |upxτ |
2
)
dxdτ 6O(1)δ1/2.
To control the negative term in (4.92), multiplying (4.89) by 2W Txt and integrate on R
with respect to x, one can get
d
dt
∫
R
(
a2|Wxx|
2 + |Wxt|
2
)
dx+ 2
∫
R
[
|Wxt|
2 +W TxtΛ(u
a)Wxx
]
dx
=2
∫
R
W Txt(−AW +B)xdx− 2
∫
R
W TxtΛ(u
a)xWxdx
6O(1)δ−1/4
(
‖AxW‖
2 + ‖Bx‖
2 + ‖Wx‖
2
)
+O(1)δ1/4‖Wxt‖
2.
(4.93)
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Here we have used (4.90). Since, by using the a priori assumption, Lemma 3.2 and Lemma
3.3, we also have
|Ax| 6 O(1)
(
|uax|+ |u
p
xx|+ |u
p
tt|+ |u
p
xt|+ |u
p
xxx|+ |u
p
xtt|
)
,
|Bx| 6 O(1)
[
|Wx|+ |Wt|+ e+ |u
p
xt|+ |u
p
xxt|+ |u
a
xW |
2 + (δ + ε0)(|Wxx|+ |Wxt|)
]
.
Thus, integrating (4.93) over [0, t] with respect to the temporal variable, in view of Propo-
sition 4.8, we can similarly get∫
R
(
a2|Wxx|
2 + |Wxt|
2
)
(x, t)dx + 2
∫ t
0
∫
R
[
|Wxτ |
2 +W TxτΛ(u
a)Wxx
]
dxdτ
6O(1)δ−1/4
(
‖W (0)‖22 + ‖Wt(0)‖
2
1
)
+O(1)δ
1/4
0 +O(1)(δ
1/4 + ε0)
∫ t
0
(
‖Wxx‖
2 + ‖Wxτ‖
2
)
dτ.
Adding the last inequality to (4.92), one can get
1
2
∫
R
[(
|Wx|
2 + 2WxWxt + 2|Wxt|
2
)
+ 2a2|Wxx|
2
]
(x, t)dx
+
∫ t
0
∫
R
[
|Wxτ |
2 + 2W TxτΛ(u
a)Wxx + a
2|Wxx|
2
]
dxdτ
6O(1)δ−1/4(‖W (0)‖21 + ‖Wt(0)‖
2
1) +O(1)δ
1/4
0
+O(1)(δ1/4 + ε0)
∫ t
0
(
‖Wxx‖
2 + ‖Wxτ‖
2
)
dτ.
By using the Cauchy-Schwartz inequality and the sub-characteristic condition (2.12), we
can get the following two inequalities
|Wx|
2 + 2WxWxt + 2|Wxt|
2
> O(1)
(
|Wx|
2 + |Wxt|
2
)
,
|Wxτ |
2 + 2W TxτΛ(u
a)Wxx + a
2|Wxx|
2
> O(1)
(
|Wxx|
2 + |Wxτ |
2
)
.
Thus, we obtain the second order derivative estimate which is stated in the following propo-
sition
Proposition 4.9. Under the same assumptions as in Theorem 2.1, it holds that
‖Wx(t)‖
2
1 + ‖Wxt(t)‖
2 +
∫ t
0
(
‖Wxx‖
2 + ‖Wxτ‖
2
)
dτ
6O(1)δ−1/4
(
‖W (0)‖22 + ‖Wt(0)‖
2
1
)
+O(1)δ
1/4
0 .
(4.94)
Here δ0 is a small positive constant same as (2.18).
Based on the derivative in the system (4.89) with respect to x and do the above estimate
again through multiplying the derivative equation by W Txx and 2W
T
xxt, we can get the third
order derivative estimate as follows
‖Wxx(t)‖
2
1 + ‖Wxxt(t)‖
2 +
∫ t
0
(
‖Wxxx‖
2 + ‖Wxxτ‖
2
)
dτ
6O(1)δ−1/4
(
‖W (0)‖23 + ‖Wt(0)‖
2
2
)
+O(1)δ
1/4
0 .
(4.95)
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Combining the lower order estimate (4.88) and the higher order estimate (4.94) and
(4.95), we obtain the following desired energy estimate
‖W (t)‖23 + ‖Wt(t)‖
2
2 +
∫ t
0
(
‖Wx‖
2
2 + ‖Wτ‖
2
2
)
dτ
6O(1)δ−1/4
(
‖W (0)‖23 + ‖Wt(0)‖
2
2
)
+ C3δ
1/4
0 .
Since Φ(x, t) = R(ua)W (x, t), we have
‖Φ(t)‖23 + ‖Φt(t)‖
2
2 +
∫ t
0
(‖Φx‖
2
2 + ‖Φτ‖
2
2)dτ
6O(1)δ−1/4(‖Φ(0)‖23 + ‖Φt(0)‖
2
2) + C3δ
1/4
0 .
(4.96)
4.3 Proof of the main theorem
The a priori assumption (4.29)will be closed if we choose δ0 so small in (4.96) such that
2C3δ
1/4
0 6 ε0.
It should be noted that the smallness assumptions (2.18) imply the smallness of δ and ε0.
Now that the a priori assumption (4.29) has been proved, combining this with the local
existence theorem, we can prove that the initial value problem (1.1) with (1.3) has a global
solution satisfying
u(x, t) ∈ C([0,+∞);H2) ∩ L2(0,+∞;H3),
v(x, t) ∈ C([0,+∞);H1) ∩ L2(0,+∞;H2),
for small δ0, by a standard continuation argument. Furthermore, (4.96) imply that
‖(u− ua, v − va)(·, t)‖L∞ = ‖(Φx,Φt)(·, t)‖L∞ → 0, as t→ +∞. (4.97)
Thus, Theorem 2.1 has been proved.
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