When estimates of variances are used to make asset allocation decisions, underestimates of population variances lead to lower expected utility than equivalent overestimates: a utility-based criterion is asymmetric, unlike standard criteria such as mean squared error. To illustrate how to estimate a utility-based criterion, we use five bilateral weekly dollar exchange rates, 1973-1989, and the corresponding pair of Eurodeposit rates. Of homoskedastic, GARCH, autoregressive and non-parametric models for the conditional variance of each exchange rate, GARCH models tend to produce the highest utility, on average. A mean squared error criterion also favors GARCH, but not as sharply.
Introduction
This paper evaluates the out-of-sample performance of some univariate models for exchange rate volatility, using bilateral weekly data for the dollar versus the currencies of Canada, France, Germany, Japan and the United Kingdom, 1973 Kingdom, -1989 , and the corresponding pair of Eurodeposits, 1981 Eurodeposits, -1989 . The models considered include homoskedastic, GARCH, and non-parametric ones, as well as autoregressions in both the absolute value and square of exchange rate changes. The metric we use to compare the models is a utility-based one: How much would an investor with a mean-variance utility function, who uses the estimates of one of these models to divide her wealth between a pair of Eurodeposits, be willing to pay to use one model rather than another?
Recent research on conditional volatility has established that for many financial variables, including exchange rates, squared changes that are large tend to be followed by squared changes that are also large [Bollerslev et al. (1990) ]. This empirical fact has stimulated a variety of formal statistical models. Since the relative merits of many of these models are as yet not well established, there is a need for systematic evaluation and comparison. Some-previous authors have compared the out-of-sample performance of univariate models applied to stock price data. Using a mean squared error criterion, Pagan and Schwert (1990) found that GARCH and ARMA models are preferred to non-parametric and Markov switching ones, and Akgiray (1989) that GARCH dominates naive and ARMA models. Using a criterion based on performance in a simulated market, Engle et al. (1990) also found GARCH preferable to naive and ARMA models. Finally, Friedman and Kuttner (1988) compared multivariate GARCH and AR models, using stock and bond data. Among other statistics, they examined mean squared errors, but did not seem to find strong grounds for preferring one model to another.
One inessential sense in which the present paper differs from any of these is in its use of exchange rate data, which we study largely because such data apparently have yet to be used in a systematic comparison of volatility models. More importantly, we also depart from earlier work in how we measure performance.
An appropriate measure of performance depends on the use to which one puts the estimates of volatility, and our measure is probably not the best if one wants to, say, study the links between observable macro variables and volatility [e.g. Schwert (1989a) ]. But insofar as models for volatility are motivated by references to investment by riskaverse utility maximizers -as, indeed, they often are [e.g. Engle and Bollerslev (1986); Friedman and Kuttner (1988) ] -a utility-based measure seems quite appropiate. ' Our measure is based on the following presumption: at a given point in time, one estimate of a conditional variance is better than another if investment decisions based on it lead to higher (population) expected utility. Similarly, an estimator or model of a conditional variance is preferred if, on average, over many time periods, it leads to higher expected utility. We show that under the assumption that utility is either (a) exponential, and asset 'For a model of the conditional mean of stock returns, McCulloch and Rossi (1990) also use a utility approach, and Breen et al. (1989) aim, as do we, to estimate how much an investor would pay to use a model. returns are jointly normal, or (b) quadratic, such a utility-based criterion is fundamentally different from statistical ones based on mean squared and mean absolute error: the utility criterion is asymmetric, with underestimates of the popu!ation conditional varianceecovariance matrix leading to lower expected utility than equivalent overestimates.
To illustrate the use of our measure empirically, we assume that an investor divides her wealth between two assets, weekly or quarterly Eurodeposits denominated in (1) dollars and (2) the currency of one other country (Canada, France, Germany, Japan, or the United Kingdom). We consider an investor who knows the population conditional variance of exchange rate changes, but is forced to make a wealth allocation using not the population value but one of a set of estimates. Different estimates will lead to different wealth allocations and, therefore, different levels of expected utility. We envision the investor using estimates from each of our models to produce a sequence of hypothetical wealth allocations over a number of successive periods, and ask the following: Which model's implied allocations produce the highest expected utility, on average, and how much would such an investor pay for the right to allocate wealth according to that model rather than another?
For quadratic utility, we show that one can estimate the average expected utility produced using a given volatility model, even when one does not have our hypothetical investor's knowledge of the time series of population conditional variances. If, for a given level of beginning-of-period wealth, one model produces higher expected utility, on average, than does another, then the better model will produce equal average utility with a lower beginning level. We interpret the difference in beginning wealth as the average per period fee that our hypothetical investor would be willing to pay to use the higher rather than lower utility model.
Although there was some variation across data sets, we find that GARCH models tend to do best. Depending on the dataset, an investor would typically be willing to pay about 0.05 to 2 percent, or 5 to 200 basis points of her wealth, annually, to switch to GARCH from another model. Confidence intervals around these point estimates, however, tend to be large. The tstatistics indicate that the fee is statistically significantly different from zero at conventional levels only about one-fourth of the time; F-tests of the null that all six models yield the same utility are significant a little less than half the time. Under an out-of-sample mean squared error criterion, however, the statistical significance of differences across models is even less pronounced.
One way to gauge the economic significance of the utility-based figures is to interpret them as a transactions fee that a professional money manager could charge an investor capable of estimating, say, homoskedastic but not GARCH models of exchange rate risk. As such, the 5 to 200 range seems to bracket what Wall Street mutual funds charge for their services [Ippolito (1989 ), New York Times, 14 May, 1991 , which seems to us a substantial figure.
While the immediate motivation for our research is the relatively recent literature on conditional volatility, our results are relevant for evaluation of any models for second moments of asset returns. Eun and Resnick (1984) , for example, use a mean squared error criterion in evaluating models for correlations across share prices, motivating their study with reference to mean-variance portfolio analysis. An implication of this paper is that such a criterion is probably not the best.
Before turning to the body of the paper, two introductory cautions seem advisable, to set the reader's expectations straight. First, while we have tried to make a sensible choice of models to study; we do not claim to be comprehensive, and some readers may feel that we have unwisely excluded some important models. For such readers we emphasize that we consider one of our contributions to be the technique used to produce the rankings of the models. Second, we abstract from a number of potentially important complications involved in real-world investments. We ignore, for example, default risk, transactions costs such as bid-asked spreads, and issues about the timing of settlement of transactions, including that our exchange and interest rate series, which we obtained from two different sources, are sampled at slightly different times (of the same day); we also acknowledge that the very simple portfolios that we consider are not well diversified. Our aim is simply to get a rough idea of the magnitude of the potential benefits of better volatility models, not to quantify these benefits to many decimal places.
Section 2 briefly outlines the motivation for our utility-based measure rather than a standard statistical one, in a more general framework than is required for our empirical work. Section 3 describes how we apply our measure to exchange rate data, section 4 our data and models, and section 5 our empirical results. Section 6 concludes. An appendix contains some technical details, and an additional appendix, available from the authors upon request, contains some results omitted from the paper to save space.
Utility versus statistical measures of estimator quality
A basic message of our paper is that when comparing estimators of conditional variances, rankings from a utility-based criterion might differ from those from a statistical mean squared or mean absolute error criterion, because of a certain asymmetry in utility evaluation of estimators. A general statement is given in the proposition below.
We begin, however, with a simple numerical example. This example does not illustrate the asymmetry, but it does point out that utility and statistical measures may be dramatically different, and thus motivates our desire to estimate a utility based measure. Suppose one has an exponential utility function, U(F+,)=-exp(-0w+,), where t?>O and W,,, is period t+l wealth. Suppose that there are three assets, one riskless. Let p-(,~~,pJ', H denote the mean and covariance matrix of the (2 x 1) vector of excess returns, and f-(fi,fJ' the (2 x 1) vector of fractions of period t wealth put in the two risky assets. As is well known, maximization of expected utility leads to f = (l/BW)H-'p, where W is period t wealth. Suppose further that H is the identity matrix, and pi = pZ > 0. Then the optimal fraction satisfies fi = f2 = (PlPW) =(PFLzPW Algebra to derive the proposition is in the additional appendix available on request.
To illustrate the proposition, consider fig. 1 , which plots expected utility as a function of &;mf, the estimate of H, when H is a scalar and utility is quadratic with parameters matching those in our empirical work. By assumption, highest expected utility occurs when &,,, = H = (0.015)' = 0.000225. Expected utility declines the farther away is &,,, from hv2 What is to be noted is that, in contrast to the usual mean squared or mean absolute error criterion, this objective function is asymmetric around h,, penalizing estimates that are too small more sharply than those that are too large. As we shall see, this asymmetry plays a role in the empirical results.
Estimation of average utility
It is helpful to begin by defining some notation. Let e,= log difference of weekly exchange rate (dollars per unit of foreign currency);
'This scalar result does not generalize in an obvious way to higher dimensions.
If H is a matrix, it is possible to have I?, >I?, > H (where for matrices A and E, A>B means A-B is positive definite) with E,U,,+ I > E,U,, + 1. h,, j = var,(e, + j) = E&+ j = (population)
variance of e,, j, conditional on information generated by past e,, s 5 t; (lb) hmm,, j=fitted conditional variance of e,+j, according to model m (e.g. model m is GARCH(l, 1) or homoskedastic), estimated using data on past e,, s 5 t; (14 h,=h,,1, L=L,,,; (14 N = endpoint of first sample used in estimation; (le) T = endpoint of last sample used in estimation.
(If)
Note that in (lb) the conditional variance is equated with the raw (as opposed to central) conditional second moment of e,. This is in accord with Meese and Rogoff (1983) , Diebold and Nason (1990) , Meese and Rose (1991) and the findings summarized below that the conditional first moment of e, is zero. For concreteness in interpreting (lb) and (lc), it may help to note that in the tables below we report results for weekly and quarterly horizons for investment decisions, which require estimates of h,,, (weekly) and ht.l,hf,2,..., and h,,13 (quarterly). To do so for, say, weekly horizons, we obtain for each model We specialize the general environment described in the previous section to one in which utility is quadratic. We assume a two-country world with two assets, one sold domestically, the other sold abroad. To focus on the question at hand, we assume that apart from the conditional variance of exchange rate changes, all relevant moments of the return distribution are known.
Let the utility function and wealth constraint be
where w+r and y are, as in the previous section, wealth and taste for risk, f, is the fraction of wealth put in the foreign asset (possibly negative, possibly greater than one), RF+, is the gross return on the foreign asset in terms of foreign currency, and R,, 1 is the gross return on the domestic asset. For each period, use each model, one by one, to choose the fraction of wealth that maximizes expected utility, taking each model's point estimate for the conditional variance as the correct expectation. Given the assumption that the mean return on the asset is known, in a given period the optimal fraction will vary across competing models only insofar as the estimates of the conditional variance vary. Let J,, be the fraction that results when model m is used [the exact formula is given in eq. (A.l) in the appendix], W , , , ( + 1 = W, [f, XR, *, I + e, + 1) + (1 -f,,)R, + J and U,, + r the resulting wealth and utility. If& depends only on information known at time t -as it will in an out-of-sample study such as ours -it is straightforward to show that mathematically expected utility may be written EJJ mt+~-EtCW,,+~-0.5~W~,+~l=~ [c,+d,u(h,,~~;,,) 
where E, is mathematical expectations, c, and d, are certain variables that depend on y and R,, 1 -RF+,, but not on h,, and u(h,,&,,;,,) is a certain function that is linear in h,. Explicit formulas are given in the appendix. Fig.  1 , which was already discussed in the preceding section, plots u(h,,fi,,J as a function of &,,,t, for h, =(0.015)2 (approximately the sample variance of e, in our data).
We cannot use (3) directly to determine which model yields the highest mathematically expected utility, since the whole problem is that we do not know the population (mathematical) expectation h,. But since u(h,,&,,J is linear in h,, we can get an estimate that is right on average by replacing h, with the ex-post realized value e:+,. We therefore compute average utility for a given model by replacing h, with the ex-post realized value ef+, and averaging the result for t = N, . . . , 7; with q held fixed at a constant level W: ,+d,u(e:+,,i;,,) ]~0,.
In a large sample, this will be close to the average of the conditional mathematical expectation, (T-N + l)-1 cT'N E&J,,,, + r. Of course the asymmetry in fig. 1 now revolves around e,"+, rather than h,. Average utility depends on taste for risk. Consider fixing the coefficient of relative risk aversion (CRRA), which for quadratic utility is yW/( 1 --y W). In this case, the variables c, and d, in (3) do not depend on W and expected utility is linearly homogeneous in wealth: double wealth (holding the CRRA constant) and expected utility doubles. (Of course, by fixing relative risk aversion rather than y, we are implicitly interpreting quadratic utility as an approximation to a non-quadratic utility function, with the approximating choice of y dependent on wealth.) By definition, the optimal model requires less wealth to yield any specified level of average utility than does any given suboptimal model. We interpret the difference in required wealth as the average per period fee that the investor would be willing to pay to switch from a suboptimal to the optimal model. For a given suboptimal model, we report the ratio of this fee to an initial level of wealth (the exact level is arbitrary, since the linear homogeneity noted in the previous paragraph means that ratio is independent of the initial level). For convenience of interpretation, we express this in annual basis points.
Example.
Suppose that with a horizon of one week, an optimal GARCH model with initial wealth of $9,999 yields the same average utility as does a suboptimal homoskedastic model with initial wealth of $10,000. Then we report an annualized fee of 52 weeks/year x [(%lO,OOO-$9,999)/ $lO,OOO)] x 100 x lOO= 52, where the first 100 converts to percentage and the second to basis points.
The appendix shows that if, say, model 1 is the optimal model, model m an arbitrary suboptimal model, this fee may be computed as
where j is the horizon, j= 1 or 13.
(5) How does variation in risk aversion affect this fee? In the general framework of the previous section, the effects are ambiguous. But when there is a risk-free asset, as in our empirical work, it can be shown that the expected utility benefits of a better model are lower for more risk-averse investors: if, say, E,U,,+ 1 -E,U,,+ 1 >O (i.e. model 1 is better than model m), then WWI,+I-W,,+I )/a(CRRA) ~0. The intuition is that greater risk aversion leads to larger fractions of wealth in the safe asset and less variation in expected outcomes across models. A likely empirical implication is that for a given time series of returns and volatility estimates, the higher is the CRRA yW/(l -yW), the lower will be the estimated value of (5). The returns R,,, and R,*, 1 are Eurodeposit rates. For one week maturities, the data are from the London market. Wednesday closing rates (which we believe are at noon New York time, apart from variation induced by daylight savings), average of bid and asked, were available for France, Germany, Japan, the United Kingdon and United States (but not Canada). These were kindly supplied by Karen Lewis; the ultimate source is The 31t is not absolutely certain that in any given sample increased risk aversion will lead to a lower fee; a sufficient condition is U1,+, -.!I,,,,+, >O for all t.
4We also obtained Italian data. But in-sample statistics suggest a non-zero unconditional mean. We dropped Italy rather than fit means as well as variances.
London Financial Times. We cleaned up some obvious recording errors before using these data (details available on request). For one quarter maturities, the data are generally from the Zurich market, occasionally (when Zurich data were not available) from the London market. Wednesday bid rates, 10:OOAM Swiss time (4:OOAM New York time, again apart from variation induced by daylight savings) were available for all six countries. The sources is the Bank of International Settlements. For both exchange and interest rate data, when Wednesday was a holiday we used Thursday data; when Thursday was a holiday as well we used Tuesday data.
After an initial observation was lost due to differencing the exchange rate data, the exchange rate sample for each country included the 863 observations from 14 March 1973, to 20 September 1989. Plots and summary statistics on the exchange rates are presented in West and Cho (1992) . To conserve space, we limit ourselves here to a brief summary of the familiar pattern; exchange rate changes appear to have zero unconditional means, be serially uncorrelated, have zero skewness and very fat tails; the squares of exchange rate changes appear to be highly serially correlated.
We arbitrarily began our out-of-sample exercise at the midpoint of the exchange rate data, and the first sample for which we lit any volatility models included the 432 observations from 14 March 1973 to 17 June 1981 [N=432 in the notation of eq. (le)]; accordingly, the first interest rate observations that we used were those for 17 June 1981. As we added additional observations, we rolled the sample, fixing the sample size at 432, and dropping what had been the initial observation as each additional observation was added on. The final week used in estimation was 5 April 1989 [T =839 in eq. (If), which means that our final sample spanned the 432 observations from 17 December 1980 to 5 April 1989 and the number of forecasts, as well as the size of our sample of interest rate observations, was 408. An earlier version of this paper tried not only 1 and 13 week but 4 and 24 week horizons as well, and this accounts for our withholding the final 24 (instead of 12) weeks of data [i.e. accounts for T =839 instead of T =851 in (lf)]. Results for 4 and 24 weeks are not reported since they are similar to those for 1 and 13 weeks. Table 1 contains some basic statistics on the foreign-U.S. differential. For ease of interpretation, these are expressed at annualized rates; the corresponding weekly or quarterly rates were used in the empirical work. The standard errors here and in subsequent tables were computed by (1) applying the asymptotic theory in Hansen (1982) to the moment conditions used to produce the estimates, and (2) using the Newey and West (1987) technique to estimate a certain spectral density that this theory requires.
According to table 1, the differentials have broadly similar patterns. Lines (7) and (9) indicate that they tended to stay within a band about 3 percentage points wide; line (1 l), which in columns (1) to (5) gives the Table 1 Summary statistics on annualized interest rate differentials.
(1)
Canada ( (4)]. Apart from France, the other interest rate differentials followed more stable patterns.
In computing our utility-based measure, we treat each currency in isolation, and produce nine sets of estimates, four for weekly and live for quarterly rates. Under our assumptions, a U.S. resident will invest a positive amount in a bond denominated in foreign currency only if the expected return on the bond denominated in foreign currency is higher than that on the dollar bond; since we also assume that the expected change in exchange rates is zero, this happens only if the foreign nominal return is higher. The converse is true for a foreign resident dividing her portfolio between bonds denominated in her own and in U.S. currency.
It is evident from line (11) of table 1 that there would be little grounds for comparing volatility estimates for German and Japanese exchange rates if our hypothetical investor were a U.S. resident: since weekly and quarterly deutschemark rates, and quarterly yen rates, were lower than dollar rates for every single week in the sample, a U.S. resident dividing her wealth between deutschemark or yen bonds on the one hand and dollar bonds on the other would never put any money in the former. We would have a similar though less dramatic problem for Canadian and French data if the investor were a resident of one of those two countries. So that our utility-based measure could use all 408 estimates of conditional variances, for each model and exchange rate we elected to make the hypothetical investor in a given week a U.S. resident if the U.S. interest rate is lower, and a foreign resident if the foreign interest rate is lower. For a given exchange rate, the fee that an 50n at least one occasion the high rate preceded an EMS realignment that depreciated the franc: the interest rate differential of 306 percent [table 1, part (a) column (2), line (10); corresponding weekly rate is about 2.7 percent], occurred on 16 March 1983, and the following week there was a realignment that depreciated the franc against the deutschemark by about 8 percent [Edison and Kaminsky (1991) ]. This suggests that our assumption that the change in exchange rates is never predictable is a little extreme, at least in the first part of the sample; in the empirical work we therefore make sure that our results hold when we exclude the earlier parts of the sample. investor would pay to switch to the best model is then interpreted as the sum of the fees paid by investors in the two countries.
Models and estimation techniques
Column (1) of table 2 lists the models we estimated, and column (3) the acronyms used in some subsequent tables. Column (2) gives the formula for the one-period-ahead conditional variance, except for the non-parametric estimator for which the formula for the arbitrary j-period-ahead forecast is given. Since all the other models are linear, multiperiod forecasts can be obtained by the usual recursive prediction formulas.
The homoskedastic model [line (l)] simply set the conditional variance at all horizons equal to the sample mean of lagged e:'s.
Two GARCH models were used [lines (2) and (3)]. Both were estimated by maximum likelihood assuming conditional normality, using analytical derivates, with presample values of h and e2 set to sample means. Lee and Hansen (1991) and Lumsdaine (1989) show that the conditional normality assumption is not necessary for the consistency and asymptotic normality of the estimators. We chose GARCH(l, 1) and IGARCH from a larger set of possible GARCH models after some preliminary in-and out-of-sample analysis suggested that these were the best GARCH models.
We also studied two autoregressive models, both of which were estimated by OLS. One autoregression used e: [line (4)]. It is included because GARCH models imply ARMA processes for ef [see Bollerslev (1986) ]; OLS estimation of such autoregressions therefore might perform comparably to more complicated GARCH estimation (although under the GARCH null, such OLS estimation is asymptotically inefficient). (In practice, this model occasionally produced negative point estimates of the conditional variance, in which case we used the homoskedastic estimate.) As in Schwert (1989a, b) , the other autoregression used le,l [l ine (4)]. Schwert suggests the factor of (7r/2) because the variance of a zero mean normally distributed random variables is (7c/2) times the square of the expected value of its absolute value. For both autoregressions, the lag length of 12 was chosen because for all countries in-sample results indicated that such a lag length was more than sufficient to produce a Q-statistic that implied white noise residuals. Finally, we also tried a non-parametric estimator [line (6)]. It can be interpreted as working off the basic definition E(cf+ j 1 e,) = fr e:+jf(ef+j (e,) def+j, where f(ef+j (e,) is the density of ef,j conditional on e,. See Pagan and Ullah (1990a, b) for an excellent exposition. As in Pagan and Schwert (1990) we used a Gaussian kernel, defined in column (2), with the bandwidth b = k(N -j) -1/S and 6 the sample standard deviation of e,, t=l ,. . ., N -j. We did not try any other kernel. We did a little experimentation with some alternative fixed bandwidths and information sets, comparing out-of-sample mean squared errors, but found that these yielded similar results.
Empirical results
For our utility-based measure we report in detail results with a CRRA of one [i.e. yW/(l-yW)= 1, in the notation of section 31; below we summarize results with a CRRA of 10. Table 3 has estimates and asymptotic standard errors of (5) with Eurodeposits of one week maturity in part (a), one quarter maturity in part (b).
One's eyes are drawn to the '0.0' entries for GARCH(l, l), which appear for five of the nine rows. IGARCH yielded the highest average utility in two other data sets (Germany, both horizons), and was second to GARCH(l, 1) in four others. The non-parametric model was best for France (weekly) and Canada (quarterly), but otherwise did not perform very impressively. The remaining three models generally did poorly. Note that the fine performance of the GARCH models as a class is not an artifact of the presence of two such models: had we not estimated IGARCH models, GARCH(l, 1) would have been best in 6 rather than 5 datasets; had we not estimated GARCH(l,l) models, IGARCH would have been best in 6 rather than 2 datasets.
The statistical significance of differences across models is weak, however. 10.3431
Notes:
1. An investor is assumed to divide her wealth between Eurodeposits in dollars and those in the currency of the indicated country, 17 June 1981-5 April 1989. Each row reports estimates of (5), the wealth that the investor would give up to use the model that yielded the highest average utility (the model with the '0.0' entry). The units are annual basis points. Smaller numbers mean better performance. Table 2 describes the acronyms for the models. Relative risk aversion is set to I.
2. Asymptotic standard errors are in parentheses; '*' indicates significance at 10 percent level, '**' at 5 percent level (two-tailed test).
3. The x'(5) column reports a test of the null that all five non-zero entries in a given row are equal to zero, with asymptotic p-values in parentheses.
Only five of the twenty entries in part (a) of table 3, and seven of the 25 entries in part (b) of table 3 are significantly different from zero at the 10 percent level (two-tailed test). As indicated in the last column of each panel, the nine tests for the equality of utility levels across all models is rejected at the 5 percent level once and at the 10 percent but not 5 percent level twice.
The economic significance of differences across models appears to be more pronounced.
In the weekly data in table 3, part (a), the four non-GARCH models had three-digit estimates more often then not, indicating that an investor would be willing to give up more than 100 basis points of her wealth, annually, to switch from using one of these models to the optimal one. At the longer horizon, performance is more similar across models: the median figure in part (b) is 45, in part (a) is 187. This is consistent with the well-known fact that conditional heteroskedasticity in exchange rates tends to die out rapidly [Diebold (1988) ]. One way to gauge these figures is to interpret them as a fee that a professional money manager could charge an investor not capable of estimating GARCH models. As such, these figures seem to be above what Wall Street mutual funds typically charge for their services [Ippolito (1989) , New York Times, 14 May 1991, p. F14], which suggests to us that they are substantial. Table 4 summarizes some experiments we performed to see whether these results are sensitive to the sample used and to the choice of relative risk aversion. In table 4, specification A is the one used in table 3, and is repeated for convenience. Specification B recalculated the entries in table 3 using each of the two halves of the sample rather than the whole sample, and specification C recalculated using each of the four quarters of the sample. Specification D recalculated using the whole sample, and a higher assumed level of risk aversion.
As one can see in column (2) of part (b), GARCH models tended to perform best in all these additional experiements. Columns (3) and (4) indicate that the statistical significance of differences between models about as strong as was suggested by table 3. Column (1) indicates that the estimates of the wealth one would sacrifice to use the best model are a little lower in the later parts of the sample, and that increased risk aversion (specification D), which, as we noted above, will lead to a narrowing of differences across models, happens to do so rather sharply. We therefore slightly amend our summary of results to state that our estimates imply that an investor would be willing to give up 5 to 200 basis points of her wealth, annually, to switch to GARCH from another model; even the lower bound of this range strikes us as substantial.
How do these results compare with those of the usual mean squared error criterion? Table 5 presents rankings by this criterion, for a one week horizon. (The mean squared errors underlying the rankings are available on request.) While in each country either GARCH(l, 1) or IGARCH has the lowest mean squared error, the GARCH(l, 1) model overall does not perform as well as it did by the utility-based criterion (see the entries for France and Germany). Moreover, the x2(5) statistics in the next to last column suggest that there is little to recommend one model over another, in the sense that for no country can one reject the null that all six mean squared errors are the same at conventional significance levels. Even more striking is that there is precious little evidence that whichever GARCH model had the lowest mean squared error is substantially better than the homoskedastic model. The last column indicates that one cannot reject the null that the mean squared error for the homoskedastic model is the same as the best GARCH model at anything close to conventional significance levels. We conclude that the mean squared 
1. Specification A is the one reported in detail in table 3, and is repeated here for convenience. 2. Part B is based on estimates for the 4 (weekly) or 5 (quarterly) countries and 6 models listed in table 3 part (a). Since, for a given country, the estimates of the best model (the '0.0 model) do not figure into the computation of the number of the part (b) values, the total number of values underlying each weekly row is 20 for columns (1) and (3), 4 for columns (2) and (4); the corresponding quarterly figures are 25 and 5. error criterion also favors GARCH as a class, but not as sharply as does our utility-based criterion. We close this section with a closer look at a particular period, which suggests that it is the asymmetry in our utility-based criterion that accounts for the differences between mean squared error and utility rankings. A comparison of tables 3 and 5 indicated to us that a detailed examination of French data might be revealing in this connection, because for such data GARCH( 1,1) does poorly by the mean squared error, well by the utility based criterion. Consider the 13 weeks from 14 August 1985 to 6 November 1985. The length of this interval was chosen because the relevant figures could be graphed clearly; the dating of this interval was chosen because it is centered around the Plaza Accord, which was announced on 22 September 1985, and which caused the largest weekly change in the dollar/franc exchange rate in our sample (7.7 percent). Fig. 2(a) plots the annualized interest rate differential, which we present simply to reassure the reader that the estimates of our utility-based measure that we are about to present are not based on unusual interest rates. Fig.  2(b) plots the absolute value of the exchange rate together with the square root of the corresponding conditional variance for the GARCH(l, l), IGARCH, and homoskedastic model. Only three models, and square roots rather than squares, were plotted to make the figure more legible. Fig. 2(c) plots the evolution over time of estimates of the wealth an investor would sacrifice to use GARCH(l, 1); the first estimate, for 14 August 1985, is based on one observation, the final estimate, for 6 November 1985, is based on 13.
In the first three weeks of this period, fig. 2 (b) suggests that GARCH(l, 1) did a poorer job of fitting the realized square of the exchange rate than did the other two models, and fig. 2 (c) bears out this impression. During the next four weeks, from 3 to 25 September, it is hard to tell from fig. 2 (b) which models are tracking the exchange rate best. But fig. 2(c) indicates that by 25 September, the GARCH(l, 1) model delivered the highest average utility, a ranking that was maintained until the end of the 13-week period that is graphed. In comparing figs. 2(b) and 2(c), what is particularly striking is (1) the degeneration of the homoskedastic relative to the GARCH(l, 1) model during the week ending 25 September (the week of the Plaza Accord), and (2) the continued domination of GARCH(l, 1) after 25 September despite its substantial overestimates of the conditional variance.6 This illustrates the asymmetry of the utility-based criterion: it may be seen in fig. 2(b) that the homoskedastic model underestimated only slightly relative to the GARCH(l, 1) model for the week ending 25 September, and that the GARCH( 1,1) model overestimated dramatically relative to the homoskedastic model in some subsequent weeks. But the underestimate has a much stronger effect on utility than do the overestimates. Fig. 2(b) suggests to the eye that the GARCH(l, 1) model does poorly by a mean squared error criterion. This impression is borne out by a formal calculation. Table 6 contains wealth sacrifices and rankings by mean squared errors for all six models, for this 13-week period. GARCH(l, 1) was the best by the utility-based criterion, worst by the mean squared error criterion.
6Here, we are identifying the square of the exchange rate with the population conditional variance, although these in fact differ by a zero mean expectational error; note that the fact that the sample contains only 13 observations means that this expectational error may contribute substantially to our estimates of average utility.
Conclusions
We conclude with some suggestions for future research. An obvious possibility is to see if other models, such as those surveyed in Bollerslev et al. (1990) , dominate GARCH. Another is to apply our analysis to a portfolio of assets that is better diversified, such as one that includes equities. A third is to permit flexible use of a variety of models by allowing for weighted combinations of fitted conditional means and variances and/or implied fractions, possibly with time varying weights. Finally, it would be very desirable to compare volatility models in an environment of dynamic rather than static utility maximization. As indicated in eq. (5), we express this ratio in basis points.
For a 13-week horizon: in (A.2) replace e:,, with (e,, 1 + .*. +e,+ 13)2 and &,,, with t;mt,r+ ... +f;mt,lJ. The implicit timing assumption is that investors are using weekly data to make investment decisions every quarter (every 13 weeks). One-thirteenth are investing the first week in the quarters,. . . , onethirteenth the last week of the quarter. The figure for average utility that we compute is the average of average utility for each of the 13 groups of investors. 
