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In this paper, a discrete modified Ricker & Beverton–Holt model with two parameters is
investigated. The boundedness, the persistence, and the global asymptotic stability are
considered. At the same time, in the unstable domain the chaotic behavior will be shown
for some particular parameters. Usually, chaos can cause the population to run a higher risk
of extinction and make the population become out of control due to the unpredictability.
To control the unpredictability, the immigration parameter will be introduced. When
the immigration constant is larger than a positive number, chaos will be controlled
and the positive equilibrium is stable. Furthermore, the obtained results show that the
reproduction rate of adults plays an important role in the process of the population.
Crown Copyright© 2009 Published by Elsevier Ltd. All rights reserved.
1. Introduction
Recently, the discrete population models have been extensively studied by a number of authors, see [1–9] and the listed
references. In this paper, we focus our attention on a population consisting of adults and juveniles of the same annual
species.
Generally, the population densities of adults and juveniles at the time t ∈ [0, 1] within a year are, respectively, u (t)
and v (t) and yn is the amount of adults in the beginning of year n = 0, 1, 2, . . .. The within-year dynamics is modelled
according to the law of mass action [10]. This means that interactions occur at a rate proportional to the population density
of both interacting types. Thus, adults (population density u) interact with each other at a rate proportional to u2, juveniles
(population density v) interact with adults at a rate proportional to uv, and juveniles interact with other juveniles at a rate
proportional to v2. At the end of the year (t = 1) all the adults die, and the population of the following year is recruited
from the juveniles that survive the winter. The between-year dynamics is thus given by yn+1 = σv (1), where σ denotes
the winter survival probability for the juveniles.
Within this framework, we can assume that adults attack juveniles with the constant per unit rate β and juveniles attack
other juveniles with the constant per unit rate δ. The dynamics of the population on year n are given by the following pair
of differential equations{
u′ (t) = 0, u (0) = yn,
v′ (t) = −βuv − 1
2
δv2, v (0) = αyn (1)
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where α is the reproducing rate of the adults. There is no change in the amount of adults during the year, so we have
u (t) = yn for all t . Hence, after simplification we get for the juveniles
v (t) = αβyne
−βyn
1+ αδ2β
(
1− e−βyn) . (2)
Furthermore, the population in the beginning of next year becomes
yn+1 = ayne
−cyn
1+ b (1− e−cyn) , (3)
where a = σαβ, c = β and b = αδ/ (2β).
When δ = 0, the Eq. (3) is reduced to the well known Ricker’s model [11]
yn+1 = ayne−byn (4)
which has been extensively studied by a number of authors [12–15], and the listed references.
The Eq. (4) has clearly two possible equilibrium solutions y1 = 0 and y2 = (ln a) /b. When 0 < a ≤ 1, the Eq. (4) has a
unique equilibrium solution y1 = 0 and the zero solution is globally asymptotically stable. Indeed, we let V (n) = y2n, then
∆V (v) = y2n
(
ae−byn + 1) (ae−byn − 1) < 0 (5)
which implies that the zero solution of (4) is globally asymptotically stable.
When a > 1, the Eq. (4) has two equilibrium solutions y1 = 0 and y2 = (ln a) /b. In this case, the zero solution is
unstable.
Now, we let xn = yn − (ln a) /b, then (4) is converted to
xn+1 = a
(
xn + ln ab
)
e−b
(
xn+ ln ab
)
− ln a
b
= xne−bxn + ln ab e
−bxn − ln a
b
whose linearization equation is
xn+1 = (1− ln a) xn. (6)
Thus, we know that the steady state solution y2 = (ln a) /b of (4) is local asymptotically stablewhen 0 < ln a < 2. However,
when a > e2, the equilibrium solution y2 = (ln a) /b of (4) is unstable. In fact, the periodic-doubling will occur, which will
lead to chaos. In [13], Chau had considered the case b = 0.1 and a > 1. By using the Lyapunov exponent method, he proved
the dynamics are almost chaotic for a > 15.
On the other hand, when β = 0, (1) is converted to{
u′ (t) = 0, u (0) = yn,
v′ (t) = −1
2
δv2, v (0) = αyn. (7)
Thus, we can obtain the Beverton–Holt model [16,17]
yn+1 = ayn1+ byn (8)
with a = σα and b = δα/2. Let xn = 1/yn, the Eq. (8) reduces to
xn+1 = ba +
1
a
xn (9)
whose solutions can be expressed by
xn = ba
n−1∑
i=0
a−i + a−nx0.
Thus, the Eq. (8) has the solutions
yn = y0
by0
a
n−1∑
i=0
a−i + a−n
. (10)
By using (10), we immediately obtain the following facts: (i) When 0 < a ≤ 1, the Eq. (8) has a unique equilibrium
solution y1 = 0 and the zero solution is globally asymptotically stable; (ii) If a > 1, then the Eq. (8) has two equilibrium
solutions y1 = 0 and y2 = (a− 1) /b. At this time, the zero solution is unstable but the equilibrium solution (a− 1) /b is
stable.
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Clearly, the Eq. (3) is a general case of Ricker model or Beverton–Holt model. In [17], the authors called it to be amodified
Ricker model. In fact, it is more appropriate to call it to be modified Ricker & Beverton–Holt model, for the reason that
Beverton–Holt model can be obtained when β = 0.
Let xn = cyn, the Eq. (3) can be converted to
xn+1 = axne
−xn
1+ b (1− e−xn) . (11)
Thus, we only need to consider the Eq. (11). In Section 2, we prove the boundedness and persistence of the system (11).
Stability of the equilibrium solutions will be discussed in Section 3. We obtain the global asymptotically stability of x = 0
when a ≤ 1 and use the eigenvalue theory to investigate the local asymptotically stability of the positive equilibrium
solution. In particular, when a > 1, we also examine the global asymptotically stability of the positive equilibrium solution
of system (11) by using Lyapunov function. In Section 4, bifurcation and chaos are displayed by using mathematical analysis
and numerical results. Usually, chaos can cause the population to run a higher risk of extinction andmake the population be
out of control due to the unpredictability, see [18,19]. On the other hand, the populationmay be out of control. But in the real
world, some kinds of population should be under control or the population will be harmful to the balance of the ecosystem.
Thus, how to control chaos is very important. Holt [20] was one of the persons who are first to realize that immigrants
from surrounding peripheral island populations could control a chaotic mainland population. Then, McCallum [21] got
the same conclusions motivated by an interest in the highly variable population dynamics of the crown of thorns starfish
Acanthaster Planci and its associated larval recruitment patterns. Those findings were analyzed in Stone [22]. Thus, in
Section 5, mathematical analysis and numerical simulations are provided to illustrate the results that immigration can
simplify the dynamics. Finally, we give some conclusions.
2. Boundedness and persistence
For convenience of notation, the Eq. (11) can be converted to the follows:
xn+1 = f (xn), (12)
where
f (x) = axe
−x
1+ b(1− e−x) . (13)
When 0 < a ≤ 1, we easily prove that the Eq. (12) has a unique equilibrium solution x = 0. When a > 1, there are two
equilibrium solutions x = 0 and x∗ = ln (a+ b) / (1+ b).
Note that
f ′(x) = a [(1+ b) (1− x) e
x − b]
[(1+ b) ex − b]2 ,
we let
a [(1+ b) (1− x) ex − b]
[(1+ b) ex − b]2 = 0 (14)
which implies that
H (x)1q (1− x) ex − b
1+ b = 0. (15)
Note that
H ′ (x) = −xex < 0 for x > 0,
H (0) = 1− b
1+ b > 0
and
H (1) = − b
1+ b < 0,
we can know that the Eq. (15) has a unique positive root x < 1.
Persistence is a very important concept of population dynamic systems because it characterizes the long-term survival of
all population in an ecosystem. From a biological point of view, persistence of a systemmeans the survival of all populations
of the system in the future time. By persistence of population governed by system (11), we give the definition of persistence
as follows:
x0 > 0 => lim inf
n→∞ xn > 0.
Thus if persistence holds then the population is not driven to eventual extinction.
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Proposition 2.1. Let a > 1 and b ∈ (0,+∞). Then every positive solution of system (11) is persistence.
Proof. Let {xn} be a positive solution of (11). We need to prove that there exists µ > 0 and n0 ∈ N such that xn > µ for
n ≥ n0.
Let µ1 be the smallest positive number such that
f (µ1) = f (M),
where
M = sup
x>0
f (x) = ax
(1+ b)ex − b . (16)
In view of f ′(0) = a > 1, we know that there is a µ with 0 < µ ≤ µ1 such that f ′(x) > 1 + a−12 > 1 for x ∈ (0, µ). Note
that the solution sequence {xn} is positive, thus, we can assume that there exists n0 ∈ N such that xn0 ∈ (0, µ). Then we
have
xn0+1 = xn0 f ′ (λ1) ≥ µ or xn0+1 = xn0 f ′ (λ1) < µ,
where λ1 ∈
(
0, xn0
)
. If
xn0+1 = xn0 f ′ (λ1) < µ,
similarly, we have
xn0+2 = xn0 f ′ (λ1) f ′ (λ2) ≥ µ or xn0+2 = xn0 f ′ (λ1) f ′ (λ2) < µ,
where λ2 ∈
(
0, xn1
)
. By inductive method, we know that there exists an l ∈ N such that
xn0+l = xn0
l∏
k=1
f ′(λk) ≥ µ,
where λk ∈
(
0, xnk−1
)
. In other words, there exists n1 ∈ N such that xn1 ≥ µ.
In the following, we will prove
xn1+1 = f
(
xn1
) ≥ µ.
To this end, we will consider two cases: x < x∗ and x ≥ x∗.
The case x ≥ x∗ is clear. When x < x∗ and xn1 ∈ [µ, x], we have
µ ≤ xn1+1 = f
(
xn1
) ≤ M
by using the monotonicity of f . If xn1 ∈ [x,M], we have
µ ≤ µ1 ≤ xn1+1 = f
(
xn1
) ≤ M.
The proof is completed. 
Let
a [(1+ b) (1− x) ex − b]
[(1+ b) ex − b]2 = 1+
a− 1
2
,
then there exists a positive root µ2. This leads to the following result.
Theorem 2.1. For any a > 1 and b > 0, the interval [δ,M] is an eventually invariant set of (11), where δ = min{µ1, µ2} and
M is defined by (16).
3. Stability of the equilibrium solutions
In this section, we will study the stability of the equilibrium solutions of system (11).
When 0 < a ≤ 1, there is only one equilibrium solution x = 0 and the zero solution is global asymptotically stable.
Indeed, we let V (n) = x2n, then
1V (n) = x2n+1 − x2n
=
[
xn
1+ b (1− e−xn)
]2 [
a2e−2xn − (1+ b− be−xn)2]
≤
[
xn
1+ b (1− e−xn)
]2 (
a2 − 1) ≤ 0.
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The set {x ∈ [0,∞)|1V (n) = 0} consists of the points
0, ln
b− a
b+ 1 and ln
a+ b
1+ b .
Because
ln
b− a
b+ 1 < 0 and ln
a+ b
1+ b ≤ 0 for 0 < a ≤ 1,
the element of the set is only 0. It is well known from LaSalle’s invariance principle [23] that when 0 < a ≤ 1, the zero
solution of system (11) is global asymptotically stable.
Thus, in the following we assume that a > 1. Note that
f ′(x)
∣∣x=x = a
and
f ′(x) |x=x∗ =
[
(a+ b) (1− ln a+b1+b )− b]
a
= a− (a+ b) ln
a+b
1+b
a
= 1−
(
1+ b
a
)
ln
a+ b
1+ b ,
we let
1−
(
1+ b
a
)
ln
a+ b
1+ b > −1
which implies that(
1+ b
a
)
ln
a+ b
1+ b < 2. (17)
Thus, we have the following result.
Theorem 3.1. Suppose that a > 1, then the zero solution of (11) is unstable, however, the positive equilibrium solution x∗ is
local asymptotically stable when (17) holds and it is unstable for(
1+ b
a
)
ln
a+ b
1+ b > 2. (18)
The critical line
a = 1 and
(
1+ b
a
)
ln
a+ b
1+ b = 2
is the stable bifurcation line.
In the following, we will get the sufficient conditions of global asymptotically stability for the positive equilibrium
solution x∗ of system (11). At this time, the condition (17) needs to hold.
First of all, we define a Lyapunov function as
Vn = (xn − x∗)2, n = 0, 1, 2, . . . .
By computing the change∆Vn in Vn along the solution of (11), we have
∆Vn = Vn+1 − Vn
= (xn+1 − x∗)2 − (xn − x∗)2
= (xn+1 − xn)
(
xn+1 + xn − 2x∗
)
= xn
K 2(xn)
U(xn)P(xn),
where
K(x) = (1+ b)ex − b, (19)
U(x) = a+ b− (1+ b)ex, (20)
and
P(x) = K(x)(x− 2x∗)+ ax. (21)
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In the following, we hope to prove that T (xn) = U(xn)P(xn) ≤ 0. To this end, we need to consider three cases: (a)
xn ≥ 2x∗; (b) x∗ ≤ xn < 2x∗; and (c) 0 < xn < x∗. Here, we note that the condition (17) implies that
0 < x∗ <
2a
a+ b < 2. (22)
(a) xn ≥ 2x∗. It is easy to see that
U(xn) < 0, P(xn) > 0 for xn ≥ 2x∗,
then
T (xn) < 0 for xn ≥ 2x∗.
(b) x∗ ≤ xn < 2x∗. Since that
U(xn) < 0 for xn ∈ (x∗, 2x∗), (23)
then we want to prove that P(xn) > 0 when xn ∈ (x∗, 2x∗).
Note that
P ′(x) = ex(1+ b)(x− 2x∗ + 1)+ a− b,
and
P ′′(x) = ex(1+ b)(x− 2x∗ + 2) > 0 for x ∈ [x∗, 2x∗). (24)
Under the condition (22), it is found that
P ′
(
x∗
) = (a+ b)(1− x∗)+ a− b
= 2a− (a+ b)x∗ > 0, (25)
Combining (24) and (25), we obtain that
P ′(x) > 0 for x ∈ [x∗, 2x∗).
Note that P(x∗) = 0 which implies that
P(x) > 0 for x ∈ (x∗, 2x∗). (26)
It follows from (23) and (26) that
T (xn) < 0 for xn ∈ (x∗, 2x∗).
(c) 0 < xn < x∗. We will examine the sign of T (xn) in two cases: (i) 0 < x∗ < 1 and (ii) 1 < x∗ < 2a/ (a+ b).
It is easy to get that
U(xn) ≥ 0 for xn ∈ (0, x∗]. (27)
Thus, we hope to prove that P(xn) ≤ 0.
(i) The 0 < x∗ < 1 implies that
a < (e− 1) b+ e.
We proceed to examine the sign of P(xn). Note that
x− 2x∗ + 2 ∈ (2− 2x∗, 2− x∗) for x ∈ (0, x∗].
Then it can be seen from (24) that
P ′′(x) > 0 for x ∈ (0, x∗]. (28)
Moreover,
P(0) = −2x∗ < 0, (29)
and
P(x∗) = 0. (30)
Then it is found from (28)–(30) that
P(x) < 0 for x ∈ (0, x∗). (31)
(ii) The 1 ≤ x∗ < 2a/ (a+ b) implies that
a ≥ (e− 1) b+ e > b.
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In this case, we have
P ′′(x) < 0 for x ∈ (0, 2(x∗ − 1)), (32)
and
P ′′(x) > 0 for x ∈ (2(x∗ − 1), x∗). (33)
If
P ′(0) = (1+ b)(1− 2x∗)+ a− b ≤ 0, (34)
we have
ln
a+ b
1+ b ≥
a+ 1
2(1+ b)
which implies that
P(x) < 0 for x ∈ (0, x∗). (35)
In the following, we consider the case
ln
a+ b
1+ b <
a+ 1
2(1+ b) . (36)
We denote the critical points of P(x) as x∆. Then we have P ′(x∆) = 0 which implies that
P ′(x∆) = ex∆(1+ b)(x∆ − 2x∗ + 1)+ a− b = 0. (37)
It is found from (21) and (37) that
P(x∆) = [(1+ b)ex∆ − b](x− 2x∗)+ ax∆
= b− a− ex∆(1+ b)− b(x∆ − 2x∗)+ ax∆. (38)
We can obtain from (38) that
dP(x∆)
dx∆
= −ex∆(1+ b)− b+ a, (39)
then
dP(x∆)
dx∆
> 0 for 0 < x∆ < ln
a− b
1+ b (40)
and
dP(x∆)
dx∆
< 0 for x∆ > ln
a− b
1+ b . (41)
It is found from (40) and (41) that the maximum of P(x∆) is
P
(
ln
a− b
1+ b
)
= b− a− a+ b− b
(
ln
a− b
1+ b − 2x
∗
)
+ a ln a− b
1+ b
= 2b− 2a+ (a− b) ln a− b
1+ b + 2bx
∗. (42)
Let P(ln a−b1+b ) ≤ 0, then we have
ln
a+ b
1+ b ≤
a− b
b
+ b− a
2b
ln
a− b
1+ b . (43)
Hence, if (36) and (43) hold, then
P(x) < 0 for x ∈ (0, x∗). (44)
From the above, we have that when the conditions
ln
a+ b
1+ b < min
{
1,
2a
a+ b
}
, (45)
max
{
1,
a+ 1
2(1+ b)
}
≤ ln a+ b
1+ b <
2a
a+ b (46)
or
1 < ln
a+ b
1+ b < min
{
2a
a+ b ,
a+ 1
2(1+ b) ,
a− b
b
+ b− a
2b
ln
a− b
1+ b
}
(47)
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holds, then
∆Vn ≤ 0.
It is known from LaSalle’s invariance principle that the [23] that a positive solution of (11) approach, as n→+∞, the largest
invarient set D contained in the set {x ∈ (0,+∞) |∆Vn = 0 } and such a set consists of the points 0 and x∗. By the persitence
result of Theorem 2.1, the zero solution can not be approached when a > 1. It follows that
x0 > 0 H⇒ xn → x∗ as n→+∞.
We summarize the above observations as follows:
Theorem 3.2. The condition a ≤ 1 implies that the zero of (11) is global asymptotically stable. Suppose that a > 1, then the
conditions (45), (46) or (47) implies that the positive equilibrium solution x∗ of (11) is global asymptotically stable for any given
x0 > 0.
From the above analysis, we have the following conclusion: (i) When 0 < a ≤ 1, the obtained result is similar with
Ricker’smodel or Beverton–Holtmodel. That is, the populationmaybecomeextinct; (ii)When a > 1, the populationpersists,
which implies the populationwon’t become extinct. It is also similar with Ricker’s model or Beverton–Holt model. However,
the globaliy asymptotically stable is more complex than the two models.
Note that a = σαβ and σ , β ∈ [0, 1]. When a > 1, that is to say that the reproduction rate α is large, which implies
the population won’t become extinct. On the other hand, when a ≤ 1, the reproduction rate α is not large enough, which
implies the population may become extinct. And we have just proved that when a ≤ 1, x = 0 is globally asymptotically
stable; when a > 1, the population persists. Our results can account well for the biological meaning.
4. Bifurcation and chaos
The global asymptotically stability of x∗ implies that there is no persistent periodic solutions or other types of solutions
of chaos type of system (11). When the condition of linear stability is violated, bifurcations and chaos may emerge.
In the following, we will prove that when a ≈ 74, b ≈ 3, the positive fixed point of system (11) is a snapback repeller
which implies chaos [24]. In order to get the results, we introduce some definitions and Lemmas [25].
Let f : Rn → Rn be a map of class C2, and Df (x) be the Jacobian matrix of f at x. We use the notation ‖x‖ defined by
‖x‖ = max
1≤i≤n
{|xi|}
to denote the sup-norm of the vector x = (xi) ∈ Rn and the notation ‖A‖ defined as
‖A‖ = max
1≤i≤n
{
n∑
j=1
|aij|
}
to define the sup-norm of the n × nmatrix A = (aij). Furthermore, B(x, r) and B(x, r) denote the open ball and the closed
ball, respectively, defined by
B(x, r) = {y ∈ Rn : ‖y− x‖ < r}
and
B(x, r) = {y ∈ Rn : ‖y− x‖ ≤ r} . (48)
A segment q1, q2, . . . , ql+1 is called a finite pseudo-orbit for f , the error of which, d = (d1, d2, . . . , dl), if qk+1 − f (qk) = dk
holds for k = 1, 2, . . . , l. A segment q1, q2, . . . , ql+1 is an R-shadowing orbit of z1, z2, . . . , zl+1 if zk+1 = f (zk) and
‖qk − zk‖ ≤ R for k = 1, 2, . . . , l+ 1.
Lemma 4.1. Let A be an arbitrary matrix and L be a invertible matrix with ‖L− A‖ ≤ δ1 and ‖L−1‖ · δ1 < 1, then A is invertible
and ‖A−1‖ ≤ 1/(1/‖L−1‖ − δ1).
Lemma 4.2. Let L be an n× n matrix, if there exists an n× n matrix B such that ‖In×n − LB‖ ≤ e1 < 1, then L is invertible and
‖L−1‖ ≤ (1− e1)−1‖B‖.
Lemma 4.3. Let F : Rn → Rn be a C2 function and DF(0) is invertible. Suppose that ‖F(0)‖ ≤ δ, ‖DF(0)−1‖ ≤ β and there
exists a constant M such that
‖DF(x)− DF(y)‖ ≤ M‖x− y‖
for all x, y ∈ B(0, 2δβ). If 2Mβ > 1 and 2Mδβ2 < 1, then there exists σ0 = δ(1 − 2Mδβ2) such that if G : Rn → Rn is a C2
function satisfying
‖F(x)− G(x)‖ + ‖DF(x)− DG(x)‖ ≤ σ
for x ∈ B(0, 2δβ)with σ ≤ σ0, there exists uniquely a zero x ∈ B(0, ) of G where  = 1−
√
1−2Mβ2(δ+σ)
Mβ and DG(x) is invertible.
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Lemma 4.4. Suppose x∗ is a fixed point for f such that for some r > 0, all eigenvalue of Df (x) have absolute values greater
than 1 for all x ∈ B(x∗, r). If there exists a finite pseudo-orbit q1, q2, . . . , ql+1 for f with error d where q1 ≈ x∗ and ql+1 ≈ x∗.
Define F : Rl → Rl by
F(x) =

f (q1 + x1)− (q2 + x2)
f (q2 + x2)− (q3 + x3)
...
f (ql + xl)− x∗
 . (49)
If there exists a nontrivial and nondegenerate zero x = (x∗1, x∗2, . . . , x∗l ) of F and q1+x∗1 ∈ B(x∗, r), then x∗ is a snapback repeller
of f .
Theorem 4.1. For a ≈ 74 and b ≈ 3, the positive equilibrium solution of system (11) x∗ is a snapback repeller.
Proof. From the above sections, we know that x∗ = ln a+b1+b is the positive equilibrium solution of the system (11). We
construct a finite pseudo-orbit {y1, y2, . . . , y12}with y1 ≈ x∗ and y12 ≈ x∗, where x∗ = 2.957511061 and
y1 = 2.951640851 f ′(y1) ≈ −2.084731841 = D1
y2 = 2.969727376 f ′(y2) ≈ −2.062226472 = D2
y3 = 2.932225580 f ′(y3) ≈ −2.109065432 = D3
y4 = 3.010438940 f ′(y4) ≈ −2.012149361 = D4
y5 = 2.849291219 f ′(y5) ≈ −2.215007567 = D5
y6 = 3.189723912 f ′(y6) ≈ −1.801425619 = D6
y7 = 2.507674142 f ′(y7) ≈ −2.681736769 = D7
y8 = 4.024864470 f ′(y8) ≈ −1.031663394 = D8
y9 = 1.348357880 f ′(y9) ≈ −4.023569265 = D9
y10 = 8.043807023 f ′(y10) ≈ −0.04186221599 = D10
y11 = 0.04779219357 f ′(y11) ≈ 51.50551908 = D11
y12 = 2.957510392.
Let F : R11 → R11 which is defined by
F(h1, h2, . . . , h11) =

f (y1 + h1)− (y2 + h2)
f (y2 + h2)− (y3 + h3)
...
f (y11 + h11)− x∗
 , (50)
where h1, h2, . . . , h11 ∈ R. Then, we have
DF(0) =

f ′(y1) −1 0 · · · 0
0 f ′(y2) −1 · · · 0
0 0 f ′(y3) · · · 0
...
...
...
. . . −1
0 0 0 0 f ′(y11)
 (51)
and let
L =

D1 −1 0 · · · 0
0 D2 −1 · · · · · ·
0 0 D3 · · · · · ·
...
...
...
. . . −1
0 0 0 0 D11
 (52)
where |Di − f ′(yi)| ≤ 10−8 for i = 1, 2, . . . , 11 which implies that ‖DF(0)− L‖ ≤ 10−8. We can obtain the inverse matrix
of Lwhich is as follow
L−1 =

D−11 D
−1
1 D
−1
2 D
−1
1 D
−1
2 D
−1
3 · · · D−11 D−12 · · ·D−111
0 D−12 D
−1
2 D
−1
3 · · · D−12 D−13 · · ·D−111
0 0 D−13 · · · D−13 D−14 · · ·D−111
...
...
...
. . .
...
0 0 0 0 D−111
 . (53)
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Fig. 1. The graph of f ′(x) for x ∈ B(x∗, r), r = 0.05.
Let B be the computed value of L−1 by Maple. It is not difficult to compute with round-off error included, and to roughly
estimate the value
‖B‖ ≈ 24.35168256 ≤ 25
and
‖I − LB‖ ≤ 10−8.
In view of Lemma 4.2, we obtain that
‖L−1‖ ≤ (1− 10−8)−1‖B‖ ≤ 25.5.
And
‖F(0)‖ = max{|y2 − f (y1)|, |y3 − f (y2)|, . . . , |x∗ − f (y11)|}
= |x∗ − f (y11)|
≤ 7× 10−7 ≡ δ.
In view of Lemma 4.1, we can get that
‖DF(0)−1‖ ≤ 26 ≡ β.
For all x, y ∈ B(0, 2δβ), chooseM = 650, |f ′(x)− f ′(y)| ≤ M|x− y| always satisfies. From the above, we have
2Mβ > 1
and
2Mδβ2 ≤ 0.615161 < 1.
In view of Lemma 4.3, there exists uniquely a zero h∗ = (h∗1, h∗2, . . . , h∗11) of F with ‖h∗‖ ≤ 3.64 × 10−5 which implies
that there exists a true orbit {x1 = y1 + h∗1, x2 = y2 + h∗2, . . . , x11 = y11 + h∗11} for f with |xi − yi| ≤ 3.64 × 10−5, for
i = 1, 2, . . . , 11, and det[Df 11(x1)] 6= 0. It is easy to obtain that x1 6= x∗ for the reason that x11 6= x∗.
Finally, we prove that for a ≈ 74 and b ≈ 3, there is a constant r > 0, such that all eigenvalues of Df (x) have absolute
values strictly larger than 1 for all x ∈ B(x∗, r). We choose r = 0.05, then for all x ∈ B(x∗, r), |f ′(x)| > 1 which is shown in
the Fig. 1 and x1 ∈ B(x∗, r).
Thus, x∗ = ln a+b1+b is a snapback repeller for a ≈ 74 and b ≈ 3. The proof is completed. 
Next, we will investigate the chaotic behavior of the discrete dynamics of system (11) when a > 1 and ln a+b1+b >
2a
a+b
which reverses the condition of the local asymptotic stability of the positive equilibrium x∗ of system (11) by numerical
simulation. The first figure of Fig. 2 shows the zero solution of system (11) is stable which satisfies 0 < a ≤ 1. The second
and the third figures of Fig. 2 are the violation of condition of linear stability which manifest that when keeping b and
increasing a, there will be a invariant sets which will cause chaos.
The first of Fig. 3 shows when fixing b = 5 and letting a change from 30 to 100, and also fixing a = 30 and letting b
change from 1 to 10, which is shown in the second of Fig. 3.
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Fig. 2. Parameter values: First: a = 0.9 < 1; b = 5; Second: a = 70; b = 5; Third: a = 90; b = 5.
Fig. 3. The left is diagram of a− xn with b = 5 and the right is diagram of b− xn with a = 30.
Fig. 4. The corresponding Lyapunov exponent of Fig. 3.
For a chaotic attractor, the largest Lyapunov exponent must be positive. If it is less than 0, that implies that a stability
state or a period attractor. We can obtain the corresponding Lyapunov exponent to the case that b = 5, a ∈ [30, 100] and
a = 30, b ∈ [1, 10]which can be seen in Fig. 4.
5. Effect of immigration
When the chaotic behavior occurs, it may lead extinction of the population or the population may be out of control.
Knowing how to control the chaos or change the chaotic behavior is important. Immigration may play a role in that.
Rohani [26] investigated amodel which incorporates density-dependent host growth and parasitoidmutual interference. In
the paper, it is found that sufficiently large levels of immigration eventually suppress chaotic dynamics in the model. Lewi
Stone and Deborah Hart [27] examined the effect of an immigration process on a model and explained why in the case of
one-dimensionalmaps, immigration often tends to suppress chaos and stabilize equilibrium behavior or cyclical oscillations
of long period. The conditions for which an increase of immigration simplifies population dynamics are examined. Allen [28]
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Fig. 5. Bifurcation diagram of d− xn and a = 30, b = 5.
and Yorke [29] have shown that common ecological processes, such as immigration, tended to stabilize chaotic oscillations
or reestablish the population thereby suppressing unstable growth dynamics.
In the following, we consider the following model:
xn+1 = axne
−xn
1+ b(1− e−xn) + d, (54)
where d is a non-negative constant immigration into the population at the beginning of the year.
We rewrite system (54) as following:
xn+1 = Gd(xn), (55)
where Gd(xn) = axne−xn1+b(1−e−xn ) + d and the fixed point is denoted as x∗d . Because that
f ′(x) = a [(1+ b) (1− x) e
x − b]
[(1+ b) ex − b]2 ,
limx→+∞ |f ′(x)| = 0. Thus, there exists a R > 0 such that if x > R, then |f ′(x)| < 1. Since that Gd(x∗d) = x∗d and f (x) is
nonnegative, then x∗d = Gd(x∗d) ≥ d. If d > R, then x∗d > R. As a result,
|G′d(x∗d)| = |f ′(x∗d)| < 1. (56)
Hence, x∗d is a stable fixed point which implies that immigration at a value greater than R will induce a stable fixed point.
Moreover, there also exists R′ > 0 such that if d > R′, |G′d(x∗d)| extremely approximates to 0. The smaller the value of |G′d(x∗d)|,
the stronger the stability of the fixed point [30].
In next step, we hope to evaluate the value of R. To this end, we can firstly assume that x > 1, then∣∣f ′(x)∣∣ = a[(1+ b)(x− 1)ex + b][(1+ b)ex − b]2
≤ a[(1+ b)(x− 1)e
x + bex]
[(1+ b)ex − bex]2
= a[(1+ b)x− 1]
ex
.
Let Q (x) = ex − a(1+ b)x+ a and suppose that x > max{ln(a(1+ b)), x˜, 1}, where x˜ is the positive root of Q (x). In this
case, we have Q ′(x) > 0 which implies that
Q (x) > 0 for x > max{ln(a(1+ b)), x˜, 1}. (57)
Denote R = max{1, ln(a(1+ b)), x˜}, clearly, |f ′(x)| < 1 for x > R. This will lead to the following result.
Theorem 5.1. When d > R, where R = max{1, ln(a(1+ b)), x˜}, the controlled model (54) will be asymptotically stable, which
implies that the chaos will disappear.
However, when the immigration parameter d is small enough, the chaos of the controlled model (54) still exists. From
Fig. 5, we can see such fact.
From the above analysis, it can be seen that when immigration constant is small, then chaos exists which leads the
population under high risk of extinction. As the immigration constant is becoming larger, chaos is suppressedwhich implies
a stable state or a period attractor. In other words, when the density of the population is small, the population may extinct.
This effect is similar to the strong Allee effect, which occurs when positive density-dependence dominates at low densities
and there is a critical threshold below which populations experience extinction [31].
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6. Conclusion
In this paper, we study the properties of a discrete modified Ricker & Beverton–Holt model, which is a general form of
Rick model and Beverton–Holt model. This modified model can be used to describe some population consisting of adults
and juveniles of the same annual species and how they interact with each other. We show that if the reproduction rate is
large enough, the population will persist, or the population will become extinct. And chaotic behavior is obtained for the
proper values of the parameter a and b. Then immigration is introduced to control chaos and we prove that chaos can be
controlled when the immigration constant is more than a positive number. From Section 5, we know that there exists a
strong Allee-like effect of the discrete modified Ricker & Beverton–Holt model.
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