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Minimax Results on Dense Sets and Dense
Families of Functionals in C(K) and B(K)
Szila´rd La´szlo´
Abstract. Let X and Y be two arbitrary sets and let f : X×Y −→ R be a
bifunction. Recall that a minimax theorem deals with sufficient conditions
under which the equality infx∈X supy∈Y f(x, y) = supy∈Y infx∈X f(x, y)
holds. Generally the set X is assumed to be compact, minimax results on
dense sets, (that is X is dense in a subset of a topological vector space),
are absent in the literature. In this paper we give a motivation of this
absence, we show by an example that the general results of Fan and Sion
cannot be extended on usual dense sets. Nevertheless, we obtain some
new minimax results on special type of dense sets. We apply our results
in order to obtain denseness of some family of functionals in the function
spaces C(K) and B(K), respectively.
Mathematics Subject Classification (2010). 47H04, 47H05, 26B25, 26E25,
90C33.
Keywords. self-segment-dense set, segment-dense set, convex function, min-
imax theorem.
1. Introduction
In this paper we obtain some minimax results on dense sets. We recall, that
among the most general minimax results are the ones obtained by Fan [6]
and Sion [18], and both assume the compactness of X. As a matter of fact,
minimax results on dense sets are absent in the literature. In this paper we give
a motivation of this absence, Example 4.5 shows that the general results of Fan
and Sion cannot be extended on usual dense sets. Nevertheless, we obtain some
new minimax results on a special type of dense set that we call self-segment-
dense [7, 8, 9]. Moreover, under the strong assumption of equicontinuity of
the family {f(·, y)}y∈Y we are able to obtain some minimax results on general
This work was supported by a grant of the Romanian Ministry of Education, CNCS - UEFIS-
CDI, project number PN-II-RU-PD-2012-3 -0166 and a grant from the Romanian National
Authority for Scientific Research, CNCS-UEFISCDI, project number PN-II-ID-PCE-2011-3-
0024.
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dense sets. Our approach is based on some results that ensures that the infimum
of a convex function on a dense set coincides with its global infimum. In first
step we provide conditions that assure the infimum of a convex function on a
dense set of its domain coincide with the infimum on the convex hull of that
dense set. As a second step we give conditions that assure the infimum on
this convex hull is equal to the global infimum of the function. In the same
manner, we provide some conditions that ensure the coincidence of two convex
function that are equal on a dense subset of their domain. Then we apply
these results in order to obtain some minimax results on dense sets. Several
examples and counterexamples circumscribe our research and motivates our
approach considering special type of dense sets.
In what follows, for the convenience of the reader, we recall Fan’s minimax
result (see [3, 6]).
Theorem 1.1. Suppose that X and Y are non-empty sets and let f : X×Y → R
be a function convexlike on X and concavelike on Y . Suppose that X is compact
and x −→ f(x, y) is lower semicontinuous on X for each y ∈ Y. Then,
minx∈X supy∈Y f(x, y) = supy∈Y minx∈X f(x, y).
Sion’s minimax results holds under different assumptions (see [18]).
Theorem 1.2. Let X be a compact and convex subset of topological vector space
and let Y be a convex subset of a topological vector space. Let f : X×Y → R be
a function and assume that x −→ f(x, y) is lower semicontinuous and quasi-
convex on X for each y ∈ Y, and y −→ f(x, y) is upper semicontinuous and
quasi-concave on Y for each x ∈ X. Then,
minx∈X supy∈Y f(x, y) = supy∈Y minx∈X f(x, y).
For a comprehensive survey in the field of minimax theorems we refer to
[16, 17].
In this paper we obtain some Fan type minimax result, where the set X
is a (special) dense subset of a convex set. We also show that our result fails in
general, it is not enough to assume only that X is a dense subset of a compact
and convex set.
The paper is organized as follows. In next section, we introduce some
preliminary notions and the necessary apparatus that we need in order to obtain
our results. We also present the notion of a self-segment-dense set introduced
in [8] and the notion of a segment-dense set introduced in [10]. We show that
these notions are incomparable, we give an example of a self-segment-dense set
which is not segment-dense, and an example of a segment-dense set which is
not self-segment-dense. Further an example of a dense set is given, which is
neither self-segment-dense nor segment-dense.
Sections 3 deals with convex functions. We provide conditions that assure
the infimum of a convex function on a dense subset of its domain is equal to
the global infimum of that function. In Section 4 we apply these results in
order to obtain some minimax results on dense sets. Also here, by an example
we show that the extension of Fan’s and Sion’s minimax result to usual dense
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sets is impossible. In the final section we apply our results in order to obtain
denseness of some family of functionals in the function spaces C(K) and B(K),
respectively.
2. Preliminaries
2.1. Convexity notions for real valued functions
Let X be a real Hausdorff, locally convex topological vector space. For a non-
empty set D ⊆ X , we denote by int(D) its interior, by cl(D) its closure, by
co(D) its convex hull, by co(D) = cl(co(D)) its closed convex hull and by
lin(D) the subspace of X generated by D. We say that P ⊆ D is dense in D
iff D ⊆ cl(P ), and that P ⊆ X is relatively compact iff cl(P ) is compact.
We say that the function f : X −→ R = R ∪ {±∞} is convex if
∀x, y ∈ X, ∀t ∈ [0, 1] : f(tx+ (1 − t)y) ≤ tf(x) + (1− t)f(y),
with the conventions (+∞) + (−∞) = +∞, 0 · (+∞) = +∞ and 0 · (−∞) = 0.
We consider dom f = {x ∈ X : f(x) < +∞} the domain of f and epi f =
{(x, r) ∈ X × R : f(x) ≤ r} its epigraph. We call f proper if dom f 6= ∅ and
f(x) > −∞ for all x ∈ X . By f we denote the lower semicontinuous hull of
f , namely the function whose epigraph is the closure of epi f in X ×R, that is
epi(f) = cl(epi f).
We say that the set U ⊆ dom f is graphically dense in dom f , (see [2, 13]),
if for all x ∈ dom f there exists a net (ui) ⊆ U such that ui −→ x and
f(ui) −→ f(x).
Let f : X → R be a proper function and consider the set U ⊆ dom f . We
define the set epi fU as
epi fU := {(u, r) ∈ U × R : f(u) ≤ r},
and the function fU : X −→ R by
epi fU = cl(epi fU ).
We say that f is convex on U , iff for all u, v ∈ U, t ∈ [0, 1] such that
(1− t)u+ tv ∈ U one has
f((1− t)u + tv) ≤ (1− t)f(u) + tf(v).
Note that we did not assume the convexity of U in the previous definition.
We say that f is lower semicontinuous at x ∈ X if for every net (xi) ⊆ X
converging to x one has lim infxi−→x f(xi) ≥ f(x). f is upper semicontinuous
at x iff −f is lower semicontinuous at x. f is lower semicontinuous on X if is
lower semicontinuous at every point of X. Note that f is lower semicontinuous
on X iff epi f is closed, that is f = f.
We say that f is quasiconvex, if its domain is convex and for all x, y ∈
dom f and t ∈ [0, 1] one has f((1− t)x+ ty) ≤ max{f(x), f(y)}. f is quasicon-
cave iff −f is quasiconvex.
For two arbitrary sets X and Y , and a bifunction f : X × Y −→ R, Ky
Fan [6] introduced the following notions.
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f is convexlike on X , iff for all x1, x2 ∈ X, t ∈ [0, 1] there exists x3 ∈ X
such that
f(x3, y) ≤ (1− t)f(x1, y) + tf(x2, y)∀y ∈ Y.
f is concavelike on Y iff for all y1, y2 ∈ Y, t ∈ [0, 1] there exists y3 ∈ Y such
that
f(x, y3) ≥ (1 − t)f(x, y1) + tf(x, y2)∀x ∈ X.
Note that in these definitions no algebraic structure on X and Y are assumed.
Obviously, if the mapping x −→ f(x, y) is convex for every y ∈ Y then f is
convexlike in its first variable.
2.2. On some remarkable properties of self-segment-dense sets
Let X be a real Hausdorff, locally convex topological vector space. We will use
the following notations for the open, respectively closed, line segments in X
with the endpoints x and y
]x, y[ :=
{
z ∈ X : z = x+ t(y − x), t ∈]0, 1[},
[x, y] :=
{
z ∈ X : z = x+ t(y − x), t ∈ [0, 1]}.
The line segments ]x, y], respectively [x, y[ are defined similarly. In [10], Defini-
tion 3.4, The Luc has introduced the notion of a so-called segment-dense set.
Let V ⊆ X be a convex set. One says that the set U ⊆ V is segment-dense in
V if for each x ∈ V there can be found y ∈ U such that x is a cluster point of
the set [x, y] ∩ U.
In what follows we present a denseness notion (cf. [8, 9]) which is slightly
different from the concept of The Luc presented above, but which is in some
sense compatible with the convexity property of sets.
Definition 2.1. Consider the sets U ⊆ V ⊆ X and assume that V is convex.
We say that U is self-segment-dense in V if U is dense in V and
∀x, y ∈ U, the set [x, y] ∩ U is dense in [x, y].
Remark 2.2. Obviously in one dimension the concepts of a segment-dense set
respectively a self-segment-dense set are equivalent to the concept of a dense
set.
In what follows we provide an essential example of a self-segment-dense
set.
Example 2.3. [see also [9], Example 2.1] Let V be the real Hilbert space of
square summable sequences l2 and define U to be the set
U := {(x) = (x1, ..., xn, ...) ∈ l2 : xi ∈ Q, for all i ∈ N},
where Q denotes the set of all rational numbers. Then, it is clear that U
is dense in l2. On the other hand U is not segment-dense in l2, since for
(x) =
(√
2, 12 , ...,
1
n
, ...
) ∈ l2 and for every (y) = (y1, y2, ..., yn, ...) ∈ U , one
has [(x), (y)] ∩ U = {(y)}.
It can easily be observed that U is self-segment-dense in l2, since for every
(x), (y) ∈ U, (x) = (x1, ..., xn, ...), (y) = (y1, ..., yn, ...) we have [(x), (y)] ∩ U =
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{(x1 + t(y1 − x1), ..., xn + t(yn − xn), ...) : t ∈ [0, 1] ∩ Q}, which is obviously
dense in [(x), (y)].
Another very interesting example comes from the general infinite dimen-
sional setting. Let X be a nonreflexive Banach space and let B be the closed
unit ball of X . Let X∗∗ be the bidual space of X and let B∗∗ be its closed unit
ball. According to Goldstine Theorem [5] in this case B is dense in B∗∗ in the
weak∗ topology of X∗∗. Moreover, in virtue of convexity of B, we have that
B is actually self-segment-dense in B∗∗ with respect to the weak∗ topology of
X∗∗.
To further circumscribe the notion of a self-segment-dense set we provide
an example of a subset that is dense but not self-segment-dense.
Example 2.4. Let X be an infinite dimensional real Hilbert space. It is known
that the unit sphere U = {x ∈ X : ‖x‖ = 1} , is dense with respect to the
weak topology in the unit ball B = {x ∈ X : ‖x‖ ≤ 1}, but it is obviously not
self-segment-dense since any segment with endpoints on the sphere does not
intersect the sphere in any other points. Moreover, U is not segment-dense in
the sense of The Luc either, because for every x ∈ U one has [0, x] ∩ U = {0}.
Note that the same argument is also valid if X is a normed space. In this case
one can take two points x and −x belonging to the unit sphere, and show
that the intersection of the segment [−x, x] with the unit sphere is {−x, x}.
Moreover, if X is not strictly convex then the unit sphere contains segments.
In what follows we provide an example of a dense set in the strong topology
of a Hilbert space, which is also segment-dense but is not self-segment-dense
(see also Proposition 3.4, [2]).
Example 2.5. Let V = X = l2 be the real Hilbert space of square summable
sequences and define U to be the set
U := {(x) = (x1, ..., xn, ...) ∈ l2 : |x1| < sup
n≥2
n|xn|}.
Then U is open, dense and segment-dense in l2, but is not self-segment-dense.
Proof. First of all observe that the complement of U is closed. Indeed, for a
sequence (xi) = (xi1, ..., x
i
n, ...) ∈ l2 \ U converging to (x) = (x1, ..., xn, ...) ∈ l2,
one has |xi1| ≥ n|xin| for all n ∈ N. Since xin −→ xn, i −→ ∞ for all n ∈ N,
obviously |x1| ≥ n|xn| for all n ∈ N. Hence, l2 \ U is closed, which shows that
U is open. Consider now (x) = (x1, ..., xn, ...) ∈ l2 \ U. We show that for every
ǫ > 0 there exists (y) ∈ U such that ‖(x) − (y)‖ < ǫ. Indeed, let ǫ > 0 and
consider n0 ∈ N such that n0 > 3|x1|ǫ . Let (y) = (y1, y2, ..., yn, ...) ∈ l2, yn = xn
for all n 6= n0 and yn0 = |xn0 |+ ǫ3 . Then n0|yn0 | > |y1|, hence (y) ∈ U .
On the other hand
‖(y)− (x)‖ = | ǫ
3
+ |xn0 | − xn0 | ≤ 2|xn0 |+
ǫ
3
≤ 2|x1|
n0
+
ǫ
3
<
2ǫ
3
+
ǫ
3
= ǫ.
Next, we show that U is not self-segment-dense in l2. Indeed, consider
(x) = (1, 1, 19 , ...,
1
n2
, ....) and (y) = (1,−1, 118 , ..., 12n2 , ...) ∈ U. We show that
(1 − t)(x) + t(y) ∩ U = ∅ for all t ∈ [14 , 34] . We have (1 − t)(x) + t(y) =
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(
1, 1− 2t, 2(1−t)+t18 , ..., 2(1−t)+t2n2 , ...
)
, hence (1 − t)(x) + t(y) ∈ U, if and only if
1 < 2|1− 2t|. But then t 6∈ [14 , 34] . Consequently cl([(x), (y)] ∩ U) 6= [(x), (y)],
which shows that U is not self-segment-dense in l2.
It remained to show, that U is segment-dense in l2. Actually we will
show something more, that is, for every (y) ∈ l2 there exists (x) ∈ U such
that [(x), (y)[⊆ U. When (y) ∈ U the statement follows from the fact that
U is open. Let now (y) = (y1, y2, ..., yn, ..) ∈ l2 \ U. Then |y1| ≥ n|yn| for
all n ∈ N, hence one has − |y1|
n
≤ yn ≤ |y1|n for all n ∈ N. Consider (x) =(
y1,
√
ln 2
2 , ...,
√
lnn
n
, ...
)
. By using the integral test, one easily can show that
(x) ∈ l2. Since supn≥2 n|xn| = ∞ > |y1| we get that (x) ∈ U. For t ∈]0, 1] we
show that (1 − t)(y) + t(x) ∈ U, that is [x, y[⊆ U. Indeed, one has
(1 − t)(y) + t(x) =
(
y1, (1− t)y2 + t
√
ln 2
2
, ..., (1 − t)yn + t
√
lnn
n
, ...
)
.
Since for n ∈ N big enough and for t > 0 fixed, one has
n
∣∣∣∣∣(1− t)yn + t
√
lnn
n
∣∣∣∣∣ ≥ n
∣∣∣∣∣−(1− t) |y1|n + t
√
lnn
n
∣∣∣∣∣ ≥ t
√
lnn− (1 − t)|y1|,
we get that
sup
n∈N
n
∣∣∣∣∣(1− t)yn + t
√
lnn
n
∣∣∣∣∣ =∞.
Hence, (1− t)(y) + t(x) ∈ U for all t ∈]0, 1]. 
Remark 2.6. Note that every convex subset of a topological vector space is self-
segment-dense in its closure. In particular dense subspaces and dense affine
subsets are self-segment-dense. Therefore if U ⊆ V is dense in V and V is
convex, then co(U) is self-segment-dense in V.
Next we provide some remarkable properties of a self-segment-dense set.
We also show that these results do not hold if we replace the self-segment-dense
property of the set involved by its denseness.
The following lemma (see [9], [1]) gives an interesting characterization of
self-segment-dense sets and will be used in the sequel.
Lemma 2.7. [Lemma 2.1, [9]] Let X be a Hausdorff locally convex topological
vector space, let V ⊆ X be a convex set and let U ⊆ V a self-segment-dense
set in V. Then, for all finite subset {u1, u2, . . . , un} ⊆ U one has
cl(co{u1, u2, . . . , un} ∩ U) = co{u1, u2, . . . , un}.
Remark 2.8. Observe that under the hypothesis of Lemma 2.7, one has that the
intersection co{u1, u2, . . . , un} ∩ U is self-segment-dense in co{u1, u2, . . . , un}.
Let us emphasize that this result does not remain valid in case we replace
the self-segment-denseness of U in V , by its denseness in V, as the next example
shows.
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Example 2.9. [Example 2.3, [7]] Let V be the closed unit ball of an infinite
dimensional Banach space X , and let x, y ∈ V, x 6= y. Moreover, consider
u, v ∈]x, y[, u = x + t1(y − x), v = x + t2(y − x), with t1, t2 ∈]0, 1[, t1 < t2.
Then obviously U = V \ [u, v] is dense in V , but not self-segment-dense, since
for x, y ∈ U the set [x, y] ∩ U = [x, u[∪ ]v, y] is not dense in [x, y]. This also
shows, that cl(co{x, y} ∩ U) 6= co{x, y}.
An easy consequence of Lemma 2.7 is the following more general result.
Lemma 2.10. Let X be a Hausdorff locally convex topological vector space, let
V ⊆ X be a convex set and let U ⊆ V a self-segment-dense set in V. Then, for
every subset S ⊆ U one has
cl(co(S) ∩ U) = co(S).
In other words, co(S) ∩ U is self-segment-dense in co(S).
Proof. Let x ∈ co(S). We show that for every neighbourhood G of x one
has G ∩ U 6= ∅. Indeed, x = ∑ni=1 λiui for some ui ∈ S ⊆ U, λi ≥ 0, i ∈
{1, 2, . . . , n}, n ∈ N ,∑ni=1 λi = 1. Hence, x ∈ co{u1, u2, . . . , un} and according
to Lemma 2.7, co{u1, u2, . . . , un} ∩ U = co{u1, u2, . . . , un} ∩ S is dense in
co{u1, u2, . . . , un}. Consequently G ∩ U 6= ∅ which shows that co(S) ∩ U is
dense in coS. It is also self-segment-dense since for u1, u2 ∈ co(S) ∩U one has
cl([u1, u2] ∩ co(S) ∩ U) = cl([u1, u2] ∩ U) = [u1, u2].

Remark 2.11. Obviously, the precedent lemma also ensures that co(S) ∩ U is
self-segment-dense in co(S). A particular instance is, that cl(U) = co(U).
In what follows we present a simple but very useful result concerning on
self-segment-dense sets, by showing that the self-segment-dense property of a
subset of some base set implies the convexity of the base set.
Lemma 2.12. Let V ⊆ X be closed and let U ⊆ V be dense in V, with the
property that for all u, v ∈ U one has that [u, v] ∩ U is dense in [u, v]. Then V
is convex, hence U is actually self-segment-dense in V.
Proof. Observe that for all u, v ∈ U one has [u, v] ⊆ V since
[u, v] = cl([u, v] ∩ U) ⊆ cl(U) = V.
Assume now that V is not convex, i.e., there exist x, y ∈ V, and t0 ∈ (0, 1)
such that (1 − t0)x + t0y = z0 6∈ V. Since U is dense in V , there exists the
nets (xi), (yi) ⊆ U such that xi −→ x, yi −→ y. But then [xi, yi] ⊆ V for
all i, hence (1 − t0)xi + t0yi ∈ V for all i. Since V is closed we obtain that
lim((1 − t0)xi + t0yi) = z0 ∈ V, contradiction. 
Remark 2.13. Note that the closedness of V in the hypothesis of Lemma 2.12 is
essential. Indeed, let A ⊆ R2 be the square with vertices (−1,−1), (−1, 1), (1, 1)
and (1,−1), let V be A\](−1,−1), (1,−1)[ and let U be the interior of A. Here,
the interior of the square is meant relative to the plane of the square. Then
obviously U has the property, that for all u, v ∈ U one has that [u, v] ∩ U
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is dense in [u, v]. Moreover, U is dense in V . Observe that V is not convex,
because (−1,−1), (1,−1) ∈ V but [(−1,−1), (1,−1)] 6⊆ V. This is due to the
fact that V is not closed, hence Lemma 2.12 cannot be applied.
3. Convex functions and dense sets
In what follows we provide some results concerning convex functions on dense
sets. Our results are based on the concepts of a self-segment-dense and a
segment-dense set, respectively. We obtain conditions that ensure the coinci-
dence of two proper, convex and lower semicontinuous function that are equal
on a dense subset of their domain. Further, we analyze the situation when the
infimum of a convex function is equal to the infimum of that function taken
over a dense subset of its domain. An example shows that the use of the con-
cepts of a self-segment-dense set and segment-dense set are essential in order
to obtain these results.
Theorem 3.1. Let f : X −→ R be a proper function and let U ⊆ dom f be a
dense set.
(a) Then, fU is lower semicontinuous, U is graphically dense in dom fU and
infx∈U f(x) = infx∈X fU (x).
(b) Assume that f is lower semicontinuous on U. Then, f(u) = fU (u) for all
u ∈ U . Moreover, if f is lower semicontinuous on X then dom fU ⊆ dom f
and fU (x) ≥ f(x) for all x ∈ X. Further, in this case, fU = f on X, if
and only if, U is graphically dense in dom f.
(c) Assume that dom f is convex, U is self-segment-dense in dom f and f is
convex on U . Then, fU is also convex and and epi fU is self-segment-dense
in epi fU .
Proof. (a) The lower semicontinuity of fU follows from the closedness of epi fU .
We show that U is graphically dense in dom fU . Let (ui, ri) ⊆ epi fU , a net con-
verging to (x, fU (x)) ∈ epi fU . Then, (ui, ri) ⊆ epi fU , hence ri ≥ fU (ui).
Consequently fU (x) = lim ri ≥ lim inf fU (ui) ≥ fU (x), which shows that
lim inf fU (ui) = fU (x). (Note that we have also shown that lim inf f(ui) =
fU (x).) Hence, there exists a subnet of the net (fU (ui)), say (fU (uj)) which
converges to fU (x). Since (ui) converges to x, obviously limuj = x, which com-
pletes the proof. (One may similarly show, that there exists a net (uj) ⊆ U
such that limuj = x and lim f(uj) = fU (x).)
We show next, that infx∈U f(x) = infx∈X fU (x). Note at first that
infx∈U f(x) ≥ infx∈X fU (x). Indeed, for every x ∈ U one has (x, f(x)) ∈
epi fU ⊆ epi fU , hence fU (x) ≤ f(x) for all x ∈ U. Consequently,
infx∈X fU (x) ≤ infx∈U fU (x) ≤ infx∈U f(x).
If infx∈U f(x) = −∞ then the statements is obvious. Assume now, that
infx∈U f(x) = α > −∞. Then, f(x) ≥ α for all x ∈ U. Let x ∈ dom fU . Then,
according to the previous part of proof, there exists a net (ui) ⊆ U
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fU (x) = lim f(ui) ≥ α, hence infx∈X fU (x) ≥ α. This also shows that, in this
case, fU is proper.
(b) We show that fU (u) = f(u) for all u ∈ U. Let u ∈ U. Since (u, f(u)) ∈
epi fU ⊆ epi fU one has
fU (u) ≤ f(u).
Let r ∈ R such that (u, r) ∈ epi fU . Then, there exists a net ((ui, ri)) ⊆
epi fU such that (ui, ri) −→ (u, r). Obviously ri ≥ f(ui) and in virtue of lower
semicontinuity of f on U we have
r = lim ri = lim inf ri ≥ lim inf f(ui) ≥ f(u).
Sice r is a arbitrary, provided r ≥ fU (u), one has
fU (u) ≥ f(u).
Assume now that f is lower semicontinuous on X . Obviously, epi f is
closed, hence epi fU = cl(epi fU ) ⊆ epi f. The latter relation leads to
dom fU = prX(epi fU ) ⊆ prX(epi f) = dom f.
Consequently, for all x ∈ dom fU one has (x, fU (x)) ∈ epi fU ⊆ epi f which
leads to f(x) ≤ fU (x), for all x ∈ dom fU . Since fU (x) = +∞ for all x ∈
X \ dom fU we get that f(x) ≤ fU (x), for all x ∈ X. This also shows that, in
this case, fU is proper.
It remained to show, that fU = f onX, if and only if U is graphically dense
in dom f. Assume that fU = f on X and let x ∈ dom f. Then, according to (a),
there exists a net (uj) ⊆ U such that lim uj = x and lim fU (uj) = fU (x). But
fU (uj) = f(uj) and fU (x) = f(x). Conversely, consider a net (uj) ⊆ U such
that limuj = x and lim f(uj) = f(x). Note that fU (x) ≤ lim f(uj) = f(x). On
the other hand, fU (x) ≥ f(x), which completes the proof.
(c) Assume now that dom f is convex, U is self-segment-dense in dom f
and that f is convex on U. Observe that by definition we have that epi fU is
dense in epi fU and epi fU is closed.
Note that fU is convex, if and only if epi fU is convex. For showing the
convexity of epi fU we use Lemma 2.12. To this end, we show that for all
(u, r), (v, s) ∈ epi fU we have that
cl([(u, r), (v, s)] ∩ epi fU ) = [(u, r), (v, s)].
Indeed, assume the contrary, i.e., there exist (u, r), (v, s) ∈ epi fU such that
cl([(u, r), (v, s)] ∩ epi fU ) 6= [(u, r), (v, s)]. Then, there exist two distinct points
(u1, r1), (v1, s1) ∈ [(u, r), (v, s)] such that
](u1, r1), (v1, s1)[∩ epi fU = ∅.
Since u1, v1 ∈ [u, v] and U is self-segment-dense in dom f , one has that ]u1, v1[∩U 6=
∅, hence there exists t0 ∈]0, 1[ such that
(1− t0)u1 + t0v1 = u0 ∈]u1, v1[∩U.
By the convexity of f on U we have
f(u0) ≤ (1− t0)f(u1) + t0f(v1) ≤ (1− t0)r + t0s,
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which leads to
(u0, (1− t0)r + t0s) ∈ epi fU .
The latter relation shows that (1 − t0)(u1, r) + t0(v1, s) ∈ epi fU which con-
tradicts the assumption that ](u1, r1), (v1, s1)[∩ epi fU = ∅. Thus, according to
Lemma 2.12 epi fU is convex and epi fU is self-segment-dense in epi fU . 
Remark 3.2. Note that infx∈U f(x) = infx∈X fU (x) implies that fU is proper,
provided infx∈U f(x) 6= −∞. The convexity of fU is not guaranteed if in the
hypothesis of Theorem 3.1 (c) we assume only that U is dense in dom f, as the
next example shows.
Example 3.3. Let X be an infinite dimensional real Hilbert space. According
to Example 2.4, the union of the unit sphere with {0}, is dense with respect to
the weak topology in the unit ball B = {x ∈ X : ‖x‖ ≤ 1} of X, but this set
is not self-segment-dense in B. Hence, let U = {x ∈ X : ‖x‖ = 1} ∪ {0}. Let
y0 ∈ U, y0 6= 0, and consider the function
f : X −→ R, f(x) =
{ 〈y0, x〉3, if x ∈ B
+∞, otherwise.
Then, trivially, f is convex on U, since for x, 0,−x ∈ U one has f(0) =
1
2f(−x) + 12f(x), but fU is not convex on X . Indeed, it can easily be verified
that fU (y0) = 1, fU (−y0) = −1 and fU
(− 12y0) = − 18 . Obviously − 12y0 =(
1− 14
)
(−y0) + 14y0 ∈ [−y0, y0], but
−1
8
= fU
((
1− 1
4
)
(−y0) + 1
4
y0
)
>
(
1− 1
4
)
fU (−y0) + 1
4
fU (y0) = −1
2
.
Corollary 3.4. Let f : X → R be a proper and continuous function and let
U ⊆ dom f be a dense set. Then, infx∈U f(x) = infx∈X f(x).
Proof. According to Theorem 3.1 (a), infx∈U f(x) = infx∈X fU (x). Since f is
continuous, obviously it is lower semicontinuous on X and U is graphically
dense in dom f. Hence, by Theorem 3.1 (b), one has fU = f on X. 
However, Example 3.13 below, shows that the continuity assumption of f
in the hypothesis of Corollary 3.4 is essential and cannot be replaced by lower
semicontinuity.
Remark 3.5. According to Theorem 3.1, for any proper, lower semicontinuous
and convex function f , and any dense set U ⊆ dom f there exists a proper
and lower semicontinuous function fU which coincides with f on U , dominates
f on X and is not equal to f , provided U is not graphically dense in dom f.
Moreover, if U is also self-segment-dense, then fU is convex. The general prob-
lem, that if two proper, convex and lower semicontinuous functions are equal
on a dense set whether they coincide, has been investigated by Benoist and
Daniilidis in [2], in a Banach space context. According to Proposition 3.4 [2],
in infinite dimensions the answer is negative, which also follows from our ar-
gument above. Nevertheless, in finite dimension the answer is affirmative, as
follows from Corollary 3.7 [2]. However, there are special type of dense sets in
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infinite dimensional Hausdorff topological vector spaces, where the coincidence
result holds. We show next, that if two proper, convex and lower semicontinu-
ous functions are equal on a segment-dense set of their common domain, then
they are equal everywhere.
Proposition 3.6. Let X be a Hausdorff locally convex topological vector space.
Let f, g : X → R be two proper, convex and lower semicontinuous functions.
Let U ⊆ dom f ∩ dom g be a segment-dense set such that f(u) = g(u) for all
u ∈ U. Then, f = g on dom f ∩ dom g.
Proof. Let x0 ∈ dom f ∩ dom g. Since U is segment-dense in dom f ∩ dom g,
there exists u0 ∈ U such that x0 is a cluster point of the set [u0, x0] ∩ U. We
show that f(x0) = g(x0). Indeed, by the convexity and lower semicontinuity of
f and g, (in virtue Proposition 1.3.4, [12]) of one has that for every sequence
(xn) ⊆ [u0, x0] converging to x0, it holds
f(x0) = lim
xn−→x0
f(xn) and g(x0) = lim
xn−→x0
g(xn).
But, then for (un) ⊆ [u0, x0] ∩ U converging to x0, we get
f(x0) = lim
un−→x0
f(un) = lim
un−→x0
g(un) = g(x0).

Corollary 3.7. Let X be a Hausdorff locally convex topological vector space,
let f : X → R be a proper, convex and lower semicontinuous function and
let U ⊆ dom f be a segment-dense set in dom f. Then, f = fU on X and
infx∈U f(x) = infx∈X f(x).
Proof. Using the same arguments as in the proof of Proposition 3.6, one can
easily show that U is graphically dense in dom f. Hence, according to Theo-
rem 3.1 (b), f = fU on X. But Theorem 3.1 also shows that infx∈U f(x) =
infx∈X fU (x). 
Remark 3.8. Note that the conclusion of Corollary 3.7 fails if we assume that
f : X → R is convex only on U. Moreover dom fU might not be closed even
when dom f is compact and f is lower semicontinuous as the following simple
example shows.
Example 3.9. Consider the function
f : R −→ R, f(x) =


1
x
, if x ∈]0, 1]
0, if x = 0
+∞, otherwise.
Then, dom f = [0, 1] is compact and f is convex on U =]0, 1] and lower
semicontinuous on dom f. Further U is segment-dense (and also self-segment-
dense), in dom f. But, 1 = infx∈U f(x) 6= infx∈X f(x) = 0. On the other hand,
fU (x) =
{
1
x
, if x ∈]0, 1]
+∞, otherwise , hence f 6= fU on R.
It can easily be observed that dom fU =]0, 1] which is not closed.
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Next we provide a general coincidence result, involving self-segment-dense
sets, in infinite dimension.
Proposition 3.10. Let X be a Hausdorff locally convex topological vector space.
Let f : X → R be a proper, convex and lower semicontinuous function. Let
U ⊆ dom f be a self-segment-dense set. Then, f = fU on co(U) and fU = fco(U)
on X.
Proof. Obviously co(U) ⊆ dom fU . Let x0 ∈ co(U). Then x0 =
∑n
i=1 λiui for
some u1, ..., un ∈ U and λ1, ..., λn ∈ [0, 1] with
∑n
i=1 λi = 1. Hence, x0 ∈
co{u1, ..., un}. Let Y = lin{u1, ..., un} and consider the function
f˜ : Y −→ R, f˜(x) =
{
f(x), if x ∈ co{u1, ..., un}
+∞, otherwise.
Then, f˜ is proper convex and lower semicontinuous, and in virtue of Theorem
3.1, f˜(u) = f(u) = fU (u) for all u ∈ co{u1, ..., un} ∩ U. Obviously Y is finite
dimensional and according to Lemma 2.7, co{u1, ..., un}∩U is dense, (actually
is self-segment-dense), in co{u1, ..., un}, hence according to Corollary 3.7 [2],
f˜ = fU on co{u1, ..., un}. In particular f(x0) = fU (x0). Since x0 ∈ co(U) was
arbitrary chosen, it follows that f = fU on co(U).
Let us denote g = fU . According to Theorem 3.1 (a), U is graphically
dense in dom g, hence co(U) is also graphically dense in dom g. By Theorem
3.1 (b), one has gco(U) = g on X. But gco(U) = fco(U) and the conclusion
follows. 
Remark 3.11. According to Proposition 3.10, if two proper convex and lower
semicontinuous functions f and g coincide on a self-segment-dense set U of
their domain, then they also coincide on co(U). Indeed, in this case fU = gU ,
hence f = fU = gU = g on co(U).
Remark 3.12. Note that under the hypothesis of Proposition 3.10, one has
infx∈U f(x) = infx∈co(U) f(x). Indeed, according to Proposition 3.10 one has
f = fU on co(U). On the other hand, according to Theorem 3.1 one has
infx∈U f(x) = infx∈X fU (x). Therefore, the following inequalities
inf
x∈U
f(x) ≥ inf
x∈co(U)
f(x) = inf
x∈co(U)
fU (x) ≥ inf
x∈X
fU (x) = inf
x∈U
f(x)
must hold with equality everywhere.
Moreover, if co(U) is closed then f = fU on X , because
U ⊆ co(U) ⊆ dom fU ⊆ dom f ⊆ cl(U) ⊆ co(U) = co(U).
Hence, in this case,
inf
x∈U
f(x) = inf
x∈X
f(x). (∗)
The next example shows that (∗) fails even if co(U) is compact, when
we only assume that U is dense in dom f. It also shows, that the continuity
assumption on f in Corollary 3.4, the segment-dense property of U in Corolary
3.7 and the self-segment-denseness of U in Proposition 3.10 are essential.
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Example 3.13. Let X be an infinite dimensional real Hilbert space. Let K =
{x ∈ X : ‖x‖ ≤ 1} be the unit ball of X and let U = {x ∈ X : ‖x‖ = 1}. Then
according to Example 2.4, U is dense in K with respect to the weak topology
of X, but is neither segment-dense not self-segment-dense in K. Obviously
co(U) = K, which according to Banach-Alaoglu Theorem [5] is weakly compact.
Consider the function
f : X −→ R, f(x) =
{ ‖x‖, if x ∈ K
+∞, otherwise.
Then, obviously f is proper, convex and weakly lower semicontinuous and
dom f = K. Nevertheless
inf
x∈U
f(x) = 1
and
min
x∈X
f(x) = 0.
It is also obvious the fact, that in this case f 6= fU on co(U), since
fU (x) =
{
1, if x ∈ K
+∞, otherwise.
Next we present some other interesting conditions that ensure the validity
of (∗).
Proposition 3.14. Let X be a Hausdorff locally convex topological vector space.
Let f : X −→ R be a proper, convex and lower semicontinuous function, and
let U ⊆ dom f be self-segment-dense in dom f. Assume further that co(U) is
segment-dense in dom f. Then, fU = fco(U) = f on X and infx∈U f(x) =
infx∈X f(x).
Proof. According to Proposition 3.10, fU = fco(U) on X . According to Corol-
lary 3.7, fco(U) = f on X. Hence, fU = fco(U) = f on X . From Theo-
rem 3.1 (a), one has infx∈U f(x) = infx∈X fU (x), consequently infx∈U f(x) =
infx∈X f(x). 
Remark 3.15. Note that each of the following conditions ensure that co(U) is
segment-dense in dom f.
(a) For all x ∈ dom f there exists y ∈ co(U), such that [y, x) ⊆ co(U).
(b) The interior of co(U) is non-empty. In this case it is known that the
following relation, sometimes called line segment principle [11, 14], holds
λ int(co(U)) + (1− λ)co(U) ⊆ int(co(U)), ∀λ ∈ (0, 1]. (3.1)
(c) X is finite dimensional. In this case co(U) has nonempty relative interior,
and a similar relation to (3.1) holds.
Remark 3.16. If X is a Banach space then, according to Mazur Theorem [5],
the weak and strong closure of a convex set coincides. Therefore, if we endow X
with the weak topology, in (3.1) it is enough to assume that the strong interior
of co(U) is nonempty.
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Remark 3.17. Example 3.13 shows that also in hypothesis of Proposition 3.14
the self-segment-dense assumption on U cannot be replaced by the usual dense-
ness assumption. Indeed, for the sets X,K,U and the function f considered
Example 3.13 all the assumptions in the hypothesis of Proposition 3.14 are
fulfilled excepting U is self-segment-dense. Here U is only dense. Since co(U) =
K = dom f, obviously co(U) is segment-dense in dom f. Nevertheless
1 = inf
x∈U
f(x) > 0 = min
x∈X
f(x).
4. Minimax results on dense sets
In this section we prove several minimax theorems on dense sets. We obtain
some results where the conditions imposed to the bifunction that describes the
minimax problem are considered relative to a dense set. Several examples and
counterexamples circumscribe the results of this section. In particular we show
that the general minimax results of Fan and Sion cannot be extended to usual
dense sets.
Based on the results of Section 3, we are able to give a proof for the follow-
ing minimax theorem, an extension of Fan’s minimax result on self-segment-
dense sets.
Theorem 4.1. Let K be a nonempty, compact and convex subset of the Hausdorff
locally convex topological vector space X and let Y be an arbitrary nonempty
set. Let U ⊆ K be a self-segment-dense set in K and assume that co(U) is
segment-dense in K. Consider further the mapping f : K × Y −→ R, and
assume that the following assumptions are fulfilled.
(i) The map x −→ f(x, y) is proper, convex and lower semicontinuous on K
for all y ∈ Y .
(ii) The map y −→ f(x, y) is concavelike, for all x ∈ K.
Then,
inf
x∈U
sup
y∈Y
f(x, y) = sup
y∈Y
inf
x∈U
f(x, y).
Proof. In virtue of Proposition 3.14, one has
sup
y∈Y
inf
x∈U
f(x, y) = sup
y∈Y
min
x∈K
f(x, y).
Theorem 1.1 assures that
sup
y∈Y
min
x∈K
f(x, y) = min
x∈K
sup
y∈Y
f(x, y).
On the other hand, the function g : K −→ R, g(x) = supy∈Y f(x, y) is proper,
convex and lower semicontinuous as a pointwise supremum of a family of proper,
convex and lower semicontinuous functions, hence by Proposition 3.14 one ob-
tains
min
x∈K
sup
y∈Y
f(x, y) = inf
x∈U
sup
y∈Y
f(x, y).
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Thus, we have
sup
y∈Y
inf
x∈U
f(x, y) = sup
y∈Y
min
x∈K
f(x, y) = min
x∈K
sup
y∈Y
f(x, y) = inf
x∈U
sup
y∈Y
f(x, y),
and the conclusion follows. 
Remark 4.2. Note that, in case Y is a convex subset of a topological vector
space, then (ii) can be replaced by the following: the map y −→ f(x, y) is
upper semicontinuous and quasiconcave, for all x ∈ K. Then, the conclusion of
Theorem 4.1 follows by using Theorem 1.2 instead of Theorem 1.1 in its proof.
The same argument is valid in every result presented bellow.
Remark 4.3. For every fixed y ∈ Y , we denote by fU (·, y), the function defined
as epi fU (·, y) = cl(epiU f(·, y)). If one obtains a condition that assures the
domain of fU (·, y) being the same closed subset of the compact set K for every
y ∈ Y , in particular dom fU (·, y) = K for every y ∈ Y , then one can assume
that the conditions (i) and (ii) in Theorem 4.1 are fulfilled only on U. More
precisely the following result holds.
Theorem 4.4. Let K be a nonempty, compact and convex subset of the Hausdorff
locally convex topological vector space X and let Y be an arbitrary nonempty
set. Let U ⊆ K be a self-segment-dense set in K and assume that co(U) is
segment-dense in K. Consider further the mapping f : K × Y −→ R, and
assume that the following assumptions are fulfilled.
(i) The map x −→ f(x, y) is proper, convex and lower semicontinuous on U
for all y ∈ Y .
(ii) The map y −→ f(x, y) is concavelike, for all x ∈ U.
(iii) For every y ∈ Y , dom fU (·, y) = K.
Then,
inf
x∈U
sup
y∈Y
f(x, y) = sup
y∈Y
inf
x∈U
f(x, y).
Proof. In virtue of Theorem 3.1, one has
sup
y∈Y
inf
x∈U
f(x, y) = sup
y∈Y
min
x∈K
fU (x, y).
According to Theorem 3.1, the function x −→ fU (x, y) is convex, proper and
lower semicontinuous for all y ∈ Y.
We show that fU is concavelike in its second variable, that is, for every
y1, y2 ∈ Y and t ∈ [0, 1] there exists y3 ∈ Y such that
(1− t)fU (x, y1) + tfU (x, y2) ≤ fU (x, y3) for all x ∈ co(U).
From the hypothesis of the theorem, we have that for every y1, y2 ∈ Y and
t ∈ [0, 1] there exists y3 ∈ Y such that (1 − t)f(u, y1) + tf(u, y2) ≤ f(u, y3)
for all u ∈ U. From Theorem 3.1 we get that f(u, yj) = fU (u, yj) for all
u ∈ U, j = 1, 2, 3. Thus, (1− t)fU (u, y1) + tfU (u, y2) ≤ fU (u, y3) for all u ∈ U.
Let x ∈ co(U). By the construction of fU (·, y3) we obtain that there exists a
net ((ui, ri)) ⊆ epi fU (·, y3), such that (ui, ri) −→ (x, fU (x, y3)). We have
ri ≥ f(ui, y3) = fU (ui, y3), and ri −→ fU (x, y3),
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consequently
fU (x, y3) = lim inf ri ≥ lim inf fU (ui, y3).
Since fU (·, yj), j = 1, 2, 3 is lower semicontinuous we have, that
(1− t)fU (x, y1) + tfU (x, y2) ≤
≤ (1− t) lim inf fU (ui, y1) + t lim inf fU (ui, y2) ≤
≤ lim inf((1− t)fU (ui, y1) + tfU (ui, y2)) ≤
≤ lim inf fU (ui, y3) = fU (x, y3).
Hence,
(1− t)fU (x, y1) + tfU (x, y2) ≤ fU (x, y3) for all x ∈ co(U).
Now, Theorem 1.1 assures that
sup
y∈Y
min
x∈K
fU (x, y) = min
x∈K
sup
y∈Y
fU (x, y).
On the other hand, the function g : K −→ R, g(x) = supy∈Y fU (x, y) is proper,
convex and lower semicontinuous as a pointwise supremum of a family of proper,
convex and lower semicontinuous functions, hence according to Proposition 3.14
one has
min
x∈K
sup
y∈Y
fU (x, y) = inf
x∈U
sup
y∈Y
fU (x, y).
But, according to Theorem 3.1, we have f(x, y) = fU (x, y) for all x ∈ U .
Hence,
inf
x∈U
sup
y∈Y
fU (x, y) = inf
x∈U
sup
y∈Y
f(x, y),
and the conclusion follows. 
First of all we would like to emphasize that the conclusions of Theorem 4.1
and Theorem 4.4 does not remain valid if in its hypothesis we assume only that
the set U is dense in K as the next example shows. Moreover, the assumptions
imposed on the bifunction f in Theorem 1.1 and Theorem 1.2 are also satisfied,
however their conclusions fail. This fact shows that the general results of Fan
and Sion cannot be extended on general dense sets.
Example 4.5. Let X be an infinite dimensional real Hilbert space. Let K =
Y = {x ∈ X : ‖x‖ ≤ 1} be the unit ball of X and let U = {x ∈ X : ‖x‖ = 1}.
Then according to Example 2.4, U is dense in K with respect to the weak
topology of X, but is not self-segment-dense in K. Obviously co(U) = K which
according to Banach-Alaoglu Theorem is weakly compact. Obviously, in this
case co(U) is segment-dense in K. Consider the function
f : K × Y −→ R, f(x, y) = 〈x, y〉.
Then, it can easily be verified that the conditions in the hypotheses of Theorem
1.1, Theorem 1.2, Theorem 4.1 and Theorem 4.4 are fulfilled. Nevertheless
inf
x∈U
sup
y∈Y
f(x, y) = 1
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and
sup
y∈Y
inf
x∈U
f(x, y) = 0.
As immediate consequences of Theorem 4.4 we have the following results.
Corollary 4.6. Let K be a nonempty, compact and convex subset of the Haus-
dorff locally convex topological vector space X and let Y be an arbitrary nonempty
set. Let U ⊆ K be a self-segment-dense set. Consider the mapping f : K×Y −→
R, and assume that the following assumptions are fulfilled.
(i) The map x −→ f(x, y) is convex and lower semicontinuous on U for all
y ∈ Y .
(ii) The map y −→ f(x, y) is concavelike, for all x ∈ U.
(iii) For every y ∈ Y , dom fU (·, y) = K.
Assume further that one of the following conditions hold.
(a) co(U) = K.
(b) For all x ∈ K there exists y ∈ co(U), such that [y, x) ⊆ co(U).
(c) The interior of co(U) is non-empty.
(d) X is finite dimensional.
Then,
inf
x∈U
sup
y∈Y
f(x, y) = sup
y∈Y
inf
x∈U
f(x, y).
Proof. Observe that according to Remark 3.15, each of the conditions (a)-(d)
assures that co(U) is segment-dense inK. The conclusion follows from Theorem
4.4. 
Corollary 4.7. Let K be a nonempty and convex subset of the Hausdorff locally
convex space X and let Y be an arbitrary nonempty set. Let U ⊆ K be a
self-segment-dense set, let S ⊆ U be a subset of U and assume that co(S) is
compact. Consider further the mapping f : K × Y −→ R, and assume that the
following assumptions are fulfilled.
(i) The map x −→ f(x, y) is convex and lower semicontinuous on co(S) ∩ U
for all y ∈ Y .
(ii) The map y −→ f(x, y) is concavelike, for all x ∈ co(S) ∩ U.
Then,
inf
x∈co(S)∩U
sup
y∈Y
f(x, y) = sup
y∈Y
inf
x∈co(S)∩U
f(x, y).
Proof. Note that according to Lemma 2.10, co(S) ∩ U is self-segment-dense in
co(S). Obviously co(co(S) ∩ U) = co(S), which shows that co(co(S) ∩ U) is
segment-dense in co(S). Hence, Theorem 4.4 can be applied for the function
f˜ : co(S)× Y −→ R, f˜(x, y) = f(x, y).

We would like to emphasize that the conclusion of Corollary 4.7 fails
even in finite dimension if in its hypothesis we replace the condition U is self-
segment-dense in K by the condition that U is dense, or segment-dense in
K.
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Example 4.8. Let K = Y = {(x1, x2) ∈ R2 : (x1)2 + (x2)2 ≤ 1} be the closed
unit ball of R2 and let U = K \ [(− 12 , 0) , ( 12 , 0)] . Obviously U is dense in K,
and also segment-dense in the sense of The Luc, but not self-segment-dense,
since for u1 = (−1, 0), u2 = (1, 0) ∈ U one has
cl([u1, u2] ∩ U) =
[
(−1, 0) ,
(
−1
2
, 0
)[
∪
](
1
2
, 0
)
, (1, 0)
]
6= [u1, u2].
Consider the bifunction f : K × K −→ R, f(x, y) = f((x1, x2), (y1, y2)) =
x1y1 + x2y2. Then, it is straightforward that for every subset S ⊆ U the
conditions (i) and (ii) of Corollary 4.7 are satisfied. Nevertheless its conclusion
fails as we will show in what follows. This is due to the fact that U is not
self-segment-dense in K.
Indeed, let S = {u1, u2}. Then,
inf
x∈co(S)∩U
sup
y∈Y
f(x, y) = inf
x1∈[−1,− 1
2
[∪] 1
2
,1]
sup
y∈K
x1y1 = inf
x1∈[−1,− 1
2
[∪] 1
2
,1]
|x1| = 1
2
.
On the other hand,
sup
y∈Y
inf
x∈co(S)∩U
f(x, y) = sup
y∈K
inf
x1∈[−1,− 1
2
[∪] 1
2
,1]
x1y1 = sup
y∈K
−|y1| = 0.
In the next Corollary we assume that Y is finite.
Corollary 4.9. Let K be a nonempty and convex subset of the Hausdorff locally
convex topological vector space X and let Y be an arbitrary nonempty and finite
set. Let U ⊆ K be a self-segment-dense set in K. Consider further the mapping
f : K × Y −→ R, and assume that the following assumptions are fulfilled.
(i) The map x −→ f(x, y) is convex and lower semicontinuous on U for all
y ∈ Y .
(ii) The map y −→ f(x, y) is concavelike, for all x ∈ U.
(iii) For every y ∈ Y , infx∈U f(x, y) is attained.
Then,
inf
x∈U
sup
y∈Y
f(x, y) = sup
y∈Y
min
x∈U
f(x, y).
Proof. The result is a consequence of Theorem 4.4. Let S = ∪y∈Y {uy}, where
uy ∈ Sy = {u ∈ U : minx∈U f(x, y) = f(u, y)}. Then co(S) ⊆ dom f(·, y) = K
for all y ∈ Y. Obviously co(S) is compact as a convex hull of a finite set, further
according to Lemma 2.7, co(S)∩U is self-segment-dense in co(S). Let f˜ be the
restriction of f on co(S)× Y, that is
f˜ : co(S)× Y −→ R, f˜(x, y) = f(x, y).
Then, Theorem 4.4 can be applied, hence
inf
x∈co(S)∩U
sup
y∈Y
f˜(x, y) = sup
y∈Y
inf
x∈co(S)∩U
f˜(x, y).
In other words
inf
x∈co(S)∩U
sup
y∈Y
f(x, y) = sup
y∈Y
inf
x∈co(S)∩U
f(x, y).
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But, by construction of S one has that for every y ∈ Y, minx∈U f(x, y) =
infx∈co(S)∩U f(x, y), hence
sup
y∈Y
min
x∈U
f(x, y) = sup
y∈Y
inf
x∈co(S)∩U
f(x, y) = inf
x∈co(S)∩U
sup
y∈Y
f(x, y) ≥ inf
x∈U
sup
y∈Y
f(x, y).
Since infx∈U supy∈Y f(x, y) ≥ supy∈Y infx∈U f(x, y) always holds the con-
clusion follows. 
Observe that in the previous result we assumed that Y is finite. This fact
assured that the set co(S) is compact. Note that Theorem 4.4 is a great theoret-
ical result, nevertheless the segment-dense requirement of co(U) in some cases
might be restrictive. In what follows we present a minimax result on general
dense sets, where we do not assume that co(U) is segment-dense. However, we
have to consider some quite strong conditions imposed to the bifunction that
describes the minimax problem. Further, observe that if we replace the lower
semicontinuity assumption of the maps x −→ f(x, y) on U for all y ∈ Y in the
hypothesis of Theorem 4.4 by their continuity assumption onK, then Corollary
3.4 assures that infx∈U f(x, y) = infx∈K f(x, y) for all y ∈ Y. Therefore, one
can renounce to the assumption U is self-segment-dense and co(U) is segment-
dense in K, in the hypothesis of Theorem 4.4, provided the condition (i) is
replaced by the condition: the map x −→ f(x, y) is convex and continuous on
K for all y ∈ Y . In this case due to the continuity of f in its first variable,
the condition (ii) becomes: the map y −→ f(x, y) is concavelike, for all x ∈ K.
Further, we will need an extra assumption in order to assure the continuity of
the function g(x) = supy∈Y f(x, y).
For K ⊆ X let us denote by C(K) the space of continuous real valued
functions, that is C(K) = {f : K → R : f continuous }. A subset S ⊆ C(K)
is said to be equicontinuous if for every x ∈ K and every ǫ > 0, x has a
neighborhood Ux such that ∀y ∈ Ux ∩ K, ∀f ∈ S, |f(y) − f(x)| < ǫ. A set
S ⊆ C(K) is said to be pointwise bounded if for every x ∈ K, supf∈S |f(x)| <
∞. If K is also compact, we can endow C(K) with the uniform norm, ‖f‖ =
supx∈K |f(x)|. In case K is compact, the Arzela`-Ascoli theorem [4], affirms
that a subset S of C(K) is relatively compact in the topology induced by
the uniform norm of C(K), if and only if it is equicontinuous and pointwise
bounded. These concepts allow us to obtain a result in which we do not assume
the self-segment-denseness of U or the segment-denseness of co(U).
Theorem 4.10. Let K be a nonempty, compact and convex subset of the Haus-
dorff locally convex topological vector space X and let Y be an arbitrary nonempty
set. Let U ⊆ K be a dense set in K. Consider further the mapping f : K×Y −→
R, and assume that the following assumptions are fulfilled.
(i) The map x −→ f(x, y) is convex on K for all y ∈ Y .
(ii) The map y −→ f(x, y) is concavelike, for all x ∈ K.
(iii) The family (f(·, y))y∈Y is an equicontinuous family of C(K).
(iv) For all x ∈ K one has supy∈Y f(x, y) <∞.
Then,
inf
x∈U
sup
y∈Y
f(x, y) = sup
y∈Y
inf
x∈U
f(x, y).
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Proof. Note that condition (iii) ensures that x −→ f(x, y) is continuous on K
for all y ∈ Y . In virtue of Corollary 3.4, one has
sup
y∈Y
inf
x∈U
f(x, y) = sup
y∈Y
min
x∈K
f(x, y). (4.1)
Theorem 1.1 assures that
sup
y∈Y
min
x∈K
f(x, y) = min
x∈K
sup
y∈Y
f(x, y). (4.2)
On the other hand, the function g : K −→ R, g(x) = supy∈Y f(x, y) is proper,
convex and lower semicontinuous as a pointwise supremum of a family of proper,
convex and lower semicontinuous functions. From (iv) we have that g is not
extended valued, that is g(x) ∈ R for all x ∈ K. We show that g is continuous
on K. Indeed, let x0 ∈ K. Since the family (f(·, y))y∈Y is equicontinuous one
has that for every ǫ > 0 there exists U0 a neighbourhood of x0, such that, for
all x ∈ U0 ∩K and for all y ∈ Y one has
|f(x, y)− f(x0, y)| < ǫ
2
. (4.3)
Let us fix ǫ > 0 and let x1 ∈ U0∩K. Then by the definition of supremum, there
exist y0, y1 ∈ Y such that f(x0, y0) + ǫ2 > g(x0) and f(x1, y1) + ǫ2 > g(x1).
Obviously, g(x0) ≥ f(x0, y1) and g(x1) ≥ f(x1, y0). Hence,
f(x1, y0)− f(x0, y0)− ǫ
2
≤ g(x1)− g(x0) ≤ f(x1, y1)− f(x0, y1) + ǫ
2
,
and using (4.3), one gets
|g(x1)− g(x0)| ≤ ǫ.
According to Corollary 3.4, one has infx∈U g(x) = minx∈K g(x). In other words,
min
x∈K
sup
y∈Y
f(x, y) = inf
x∈U
sup
y∈Y
f(x, y). (4.4)
The conclusion of theorem follows from (4.1), (4.2) and (4.4). 
Remark 4.11. Example 4.5 becomes again a counterexample for Theorem 4.10.
However, note that in this case the contradiction is not provided by the fact
that the set U considered is not self-segment-dense, but by the fact that the
corresponding family of functions, (f(·, y))y∈Y = (〈·, y〉)y∈B is not an equicon-
tinuous family in the weak topology of X.
5. Dense families of functionals
In this section we apply our minimax results in order to prove the denseness
of some family of functionals in B(Y ), where B(Y ) is the space of bounded
functions on Y endowed with the topology of uniform norm. We show that also
here the concept of a self-segment-dense set is essential in order to obtain these
results.
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Remark 5.1. Note that in case {f(·, y)}y∈Y is an equicontinuous family of
C(K), then for any dense set U ⊆ K one has that
∀k ∈ K, ∀ǫ > 0, ∃u ∈ U such that sup
y∈Y
|f(k, y)− f(u, y)| < ǫ.
In other words, ‖f(u, ·) − f(k, ·)‖ < ǫ in the uniform norm of B(Y ). Conse-
quently, {f(u, ·)}u∈U is dense in {f(x, ·)}x∈K .
The next abstract theorem provides the denseness of the set of functions
{f(u, ·)}u∈U in {f(x, ·)}x∈K in B(Y ), without the assumption of equicontinuity
of the family {f(·, y)}y∈Y .
Theorem 5.2. Let K be a nonempty subset of the Hausdorff locally convex
topological vector space X and let Y be a nonempty subset of a locally convex
topological vector space. Let U ⊆ K be a dense set in K. Consider further the
bounded mapping f : K × Y −→ R, and assume that the following assumptions
are fulfilled.
(i) The map x −→ f(x, y) is continuous on K for all y ∈ Y .
(ii) The map y −→ f(x, y) is continuous, for all x ∈ K.
(iii) For every k ∈ K, supy∈Y infx∈U |f(x, y)−f(k, y)| = infx∈U supy∈Y |f(x, y)−
f(k, y)|.
Then, {f(u, ·)}u∈U is dense in {f(x, ·)}x∈K ⊆ B(Y ).
Proof. Let k ∈ K. We show that for all ǫ > 0 there exists u ∈ U such that
sup
y∈Y
|f(u, y)− f(k, y)| < ǫ.
In other words, ‖f(u, ·)−f(k, ·)‖ < ǫ in the uniform norm of B(Y ). This means
that {f(u, ·)}u∈U is dense in {f(x, ·)}x∈K .
Let ǫ > 0 and y0 ∈ Y be fixed. Since the mapping x −→ f(x, y0) is
continuous there exists an open neighbourhood V of k such that for all x ∈ V
one has
|f(x, y0)− f(k, y0)| < ǫ
8
.
Since U is dense in K, there exists u0 ∈ V ∩ U such that
|f(u0, y0)− f(k, y0)| < ǫ
8
. (5.1)
On the other hand the mapping y −→ f(u0, y) is continuous at y0, hence there
exists V0 an open convex neighbourhood of y0 such that for all y ∈ V0 one has
|f(u0, y)− f(u0, y0)| < ǫ
8
. (5.2)
It can easily be observed, that (5.1) and (5.2) lead to
|f(u0, y)− f(k, y0)| < ǫ
4
, ∀y ∈ V0. (5.3)
Finally, the mapping y −→ f(k, y) is continuous at y0, hence there exists V ′0
an open convex neighbourhood of y0 such that for all y ∈ V ′0 one has
|f(k, y)− f(k, y0)| < ǫ
4
. (5.4)
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From (5.3) and (5.4) we obtain, that for all y ∈ V (y0) = V0 ∩ V ′0 one has
|f(u0, y)− f(k, y)| < ǫ
2
. (5.5)
In other words, for every y0 ∈ Y there exist V (y0), an open and convex neigh-
bourhood of y0, and u0 ∈ U such that
sup
y∈V (y0)
|f(u0, y)− f(k, y)| ≤ ǫ
2
.
Obviously ∪y0∈Y V (y0) is an open cover of the set Y .
Note that for every y0 ∈ Y there exists V (y0) such that y0 ∈ V (y0), hence
inf
u∈U
|f(u, y0)− f(k, y0)| ≤ |f(u0, y0)− f(k, y0)| ≤ ǫ
2
.
Thus,
sup
y∈Y
inf
u∈U
|f(u, y)− f(k, y)| ≤ ǫ
2
< ǫ.
The latter relation combined with (iii) leads to
inf
u∈U
sup
y∈Y
|f(u, y)− f(k, y)| < ǫ.
Consequently, there exists u∗ ∈ U such that
sup
y∈Y
|f(u∗, y)− f(k, y)| < ǫ.

When Y is compact the following result holds in C(Y ), where C(Y ) is the
space of continuous functions on Y endowed with the uniform norm.
Theorem 5.3. Let K be a nonempty convex subset of the Hausdorff locally
convex topological vector space X and let Y be a compact and symmetric subset
of a locally convex topological vector space. Let U ⊆ K be a self-segment-dense
set in K. Consider further the mapping f : K × Y −→ R, and assume that the
following assumptions are fulfilled.
(i) The map x −→ f(x, y) is convex on U and continuous on K for all y ∈ Y .
(ii) The map y −→ f(x, y) is affine and continuous, for all x ∈ K.
Then, {f(u, ·)}u∈U is dense in {f(x, ·)}x∈K ⊆ C(Y ), where C(Y ) is the space
of continuous functions on Y endowed with the topology of uniform norm.
Proof. Let k ∈ K and let ǫ > 0. As in the proof of Theorem 5.2 one can show
that for every y0 ∈ Y there exist V (y0), an open and convex neighbourhood of
y0, and u0 ∈ U such that
sup
y∈V (y0)
|f(u0, y)− f(k, y)| ≤ ǫ
2
.
Obviously ∪y0∈Y V (y0) is an open cover of the compact set Y , hence
it contains a finite subcover. In other words, there exist y1, ..., yn ∈ Y and
u1, ..., un ∈ U such that Y = ∪ni=1V (yi) and
sup
y∈V (yi)
|f(ui, y)− f(k, y)| ≤ ǫ
2
for all i ∈ {1, 2, ..., n}.
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Note that for every y0 ∈ Y there exists V (yj) such that y0 ∈ V (yj).
Further, it is obvious that
inf
u∈{u1,...,un}
|f(u, y0)− f(k, y0)| ≤ |f(uj, y0)− f(k, y0)| ≤ ǫ
2
hence,
sup
y∈Y
inf
u∈{u1,...,un}
|f(u, y)− f(k, y)| ≤ ǫ
2
.
The latter relation leads to
sup
y∈Y
inf
u∈co{u1,...,un}∩U
(f(u, y)− f(k, y)) ≤ ǫ
2
.
Obviously co{u1, ..., un} is compact and according to Lemma 2.7, the in-
tersection co{u1, ..., un} ∩ U is self-segment-dense in co{u1, ..., un}. We show
that Corollary 3.4 can be applied to the function g : K × Y −→ R, g(x, y) =
f(x, y) − f(k, y). Indeed, the mapping x −→ g(x, y) is convex on U and con-
tinuous on K for all y ∈ Y hence it is also convex on co{u1, ..., un} ∩ U, (since
U is self-segment-dense in K), and lower semicontinuous on co{u1, ..., un} for
all y ∈ Y.
We show that the map y −→ g(x, y) is concave (hence also concavelike)
for all x ∈ co{u1, ..., un} ∩ U.
Indeed, let x ∈ co{u1, ..., un} ∩ U. According to the hypothesis of the
theorem, the mapping y −→ f(x, y) is affine, hence for every y1, y2 ∈ Y and
t ∈ [0, 1] one has
g(x, (1 − t)y1 + ty2) = f(x, (1− t)y1 + ty2)− f(k, (1− t)y1 + ty2) =
(1− t)(f(x, y1)− f(k, y1)) + t(f(x, y2)− f(k, y2)) = (1− t)g(x, y1) + tg(x, y2).
By applying Corollary 4.7, we obtain
inf
u∈co{u1,...,un}∩U
sup
y∈Y
(f(u, y)−f(k, y)) = sup
y∈Y
inf
u∈co{u1,...,un}∩U
(f(u, y)−f(k, y)) ≤
≤ ǫ
2
< ǫ.
Hence, there exists u∗ ∈ co{u1, ..., un} ∩ U such that
sup
y∈Y
(f(u∗, y)− f(k, y)) < ǫ.
Conversely, since Y is symmetric and f is affine in the second variable we
have
sup
y∈Y
(−f(u∗, y) + f(k, y)) = sup
y∈Y
(f(u∗,−y)− f(k,−y))
and
sup
y∈Y
(f(u∗,−y)− f(k,−y)) = sup
y∈Y
(f(u∗, y)− f(k, y)) < ǫ.
Hence,
sup
y∈Y
|f(u∗, y)− f(k, y)| < ǫ.

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In the next result we drop the compactness assumption on Y , but we
assume instead some minimax results.
Theorem 5.4. Let K be a nonempty convex subset of the Hausdorff locally
convex topological vector space X and let Y be a closed convex bounded and
symmetric subset of a locally convex topological vector space. Let U ⊆ K be a
self-segment-dense set in K. Consider further the bounded mapping f : K ×
Y −→ R, and assume that the following assumptions are fulfilled.
(i) The map x −→ f(x, y) is convex on U and continuous on K for all y ∈ Y .
(ii) The map y −→ f(x, y) is affine and continuous on Y for all x ∈ K.
(iii) infx∈U supy∈Y0 f(x, y) = supy∈Y0 infx∈U f(x, y), for every closed convex
subset Y0 ⊆ Y.
Then, {f(u, ·)}u∈U is dense in {f(x, ·)}x∈K ⊆ B(Y ), where B(Y ) is the space
of bounded functions on Y endowed with the topology of uniform norm.
Proof. Let k ∈ K. Note at first that infu∈U f(u, y) ≤ f(k, y) for all y ∈ Y.
Indeed, since U is dense in K for y ∈ Y fixed, consider a net (ui) converging
to k. Then, from (i) we obtain lim f(ui, y) → f(k, y), hence infu∈U f(u, y) ≤
lim f(ui, y) ≤ f(k, y).
Let ǫ > 0 be fixed. Assume that supy∈Y f(k, y) = M and infy∈Y f(k, y) =
m and consider n ∈ N such that ǫ > M−m
n
. For every i ∈ {1, 2, ..., n} consider
the set Yi = f
−1 (k, [m+ (i − 1)M−m
n
,m+ iM−m
n
])
. Then from (ii) the set Yi
is closed and convex for all i ∈ {1, 2, ..., n} and obviously ∪ni=1Yi = Y.
We apply (iii) for the sets Yi, i ∈ {1, 2, ..., n}. Hence,
inf
x∈U
sup
y∈Yi
f(x, y) = sup
y∈Yi
inf
x∈U
f(x, y), for all i ∈ {1, 2, ..., n}.
We have supy∈Yi infu∈U f(u, y) ≤ supy∈Yi f(k, y) < ǫ+infy∈Yi f(k, y), for all i ∈
{1, 2, ..., n}, hence
inf
x∈U
sup
y∈Yi
f(x, y) < ǫ+ inf
y∈Yi
f(k, y), for all i ∈ {1, 2, ..., n}.
But then, for all i ∈ {1, 2, ..., n} there exists ui ∈ U such that
sup
y∈Yi
f(ui, y) < ǫ+ inf
y∈Yi
f(k, y).
From the latter relation we get
sup
y∈Yi
(f(ui, y)−f(k, y)) ≤ sup
y∈Yi
f(ui, y)− inf
y∈Yi
f(k, y) < ǫ, for all i ∈ {1, 2, ..., n}.
Obviously for every y ∈ Y there exists i ∈ {1, 2, ..., n} such that y ∈ Yi, hence
sup
y∈Y
inf
u∈{u1,u2,...,un}
(f(u, y)− f(k, y)) < ǫ.
On the other hand
inf
u∈{u1,u2,...,un}
(f(u, y)− f(k, y)) ≥ inf
u∈co{u1,u2,...,un}∩U
(f(u, y)− f(k, y)),
consequently
sup
y∈Y
inf
u∈co{u1,u2,...,un}∩U
(f(u, y)− f(k, y)) < ǫ.
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We show as in the proof of Theorem 5.3, that Corollary 4.7 can be applied to
the function g : K × Y −→ R, g(x, y) = f(x, y)− f(k, y).
By applying Corollary 4.7, we obtain
inf
u∈co{u1,...,un}∩U
sup
y∈Y
(f(u, y)−f(k, y)) = sup
y∈Y
inf
u∈co{u1,...,un}∩U
(f(u, y)−f(k, y)) < ǫ.
Hence, there exists u∗ ∈ co{u1, ..., un} ∩ U such that
sup
y∈Y
(f(u∗, y)− f(k, y)) < ǫ.
Conversely, since Y is symmetric and f is affine in the second variable we
have
sup
y∈Y
(−f(u∗, y) + f(k, y)) = sup
y∈Y
(f(u∗,−y)− f(k,−y))
and
sup
y∈Y
(f(u∗,−y)− f(k,−y)) = sup
y∈Y
(f(u∗, y)− f(k, y)) < ǫ.
Hence,
sup
y∈Y
|f(u∗, y)− f(k, y)| < ǫ.

Remark 5.5. We would like to emphasize that the self-segment-dense property
of U in the hypotheses of Theorem 5.3 and Theorem 5.4 is essential and cannot
be replaced by its denseness. Indeed, let X be an infinite dimensional real
Hilbert space. Let K = Y = {x ∈ X : ‖x‖ ≤ 1} be the unit ball of X and
let U = {x ∈ X : ‖x‖ = 1}. Then according to Example 2.4, U is dense in K
with respect to the weak topology of X, but is not self-segment-dense in K.
Obviously K = Y is weakly compact. Consider the function
f : K × Y −→ R, f(x, y) = 〈x, y〉.
Then, it can easily be verified that the conditions (i) and (ii) in the hypotheses
of Theorem 5.3 and Theorem 5.4 are fulfilled. Observe further, that (iii) in
the hypothesis of Theorem 5.4 also holds, since for every weakly closed convex
subset Y0 ⊆ Y Theorem 1.1, can be applied for the function f(x, y) = 〈x, y〉.
Now, the family {f(u, ·)}u∈U is not dense in {f(x, ·)}x∈K ⊆ C(Y ), since
for k = 0 ∈ K one has
sup
y∈Y
|f(u, y)− f(k, y)| = sup
y∈Y
|〈u, y〉| = 1, for all u ∈ U.
Corollary 5.6. Let K be a nonempty, compact and convex subset of the Haus-
dorff locally convex topological vector space X and let Y be a closed convex
bounded and symmetric subset of a locally convex topological vector space. Let
U ⊆ K be a self-segment-dense set in K and suppose that co(U) is segment-
dense in K. Consider further the bounded mapping f : K × Y −→ R, and
assume that the following assumptions are fulfilled.
(i) The map x −→ f(x, y) is convex and continuous on K for all y ∈ Y .
(ii) The map y −→ f(x, y) is affine and continuous on Y for all x ∈ K.
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Then, {f(u, ·)}u∈U is dense in {f(x, ·)}x∈K ⊆ B(Y ), where B(Y ) is the space
of bounded functions on Y endowed with the topology of uniform norm.
Proof. The conclusion follows via Theorem 4.4, which assures that the condi-
tion (iii) in Theorem 5.4 is satisfied. 
Corollary 5.7. (James’ Theorem) Let X be a Banach space and let X∗ be the
dual of X. Then X is reflexive if and only if every x∗ ∈ X∗ attains its norm
on the close unit ball of X.
Proof. The implication ”⇒ ” is straightforward. Indeed, if X is reflexive, then
B is weakly compact, hence by Weierstrass theorem supx∈B〈x∗, x〉 is attained.
Moreover, for the converse implication it is enough to assume that for all
x∗ ∈ B∗ = {x∗ ∈ X∗ : ‖x∗‖ ≤ 1}, there exists x0 ∈ B such that ‖x∗‖ =
〈x∗, x0〉, where B∗ is the closed unit ball of X∗. Indeed, for x∗ ∈ X∗ \ B∗ one
has x
∗
‖x∗‖ ∈ B∗, hence
〈
x∗
‖x∗‖ , x0
〉
=
∥∥∥ x∗‖x∗‖∥∥∥ = 1, for some x0 ∈ B.
Let B∗∗ be the unit ball of X∗∗ and consider U = Bˆ ⊆ X∗∗, where Bˆ
is the canonical embedding of B in X∗∗. Then, by Goldstine theorem U is
dense in B∗∗ and since is convex, U is self-segment-dense in B∗∗. Consider the
bifunction
f : B∗∗ ×B∗ −→ R, f(x∗∗, x∗) = 〈x∗∗, x∗〉.
From Simons minimax theorem [15, 17] it follows that
inf
u∈U
sup
x∗∈B∗
f(u, x∗) = sup
x∗∈B∗
inf
u∈U
f(u, x∗).
Hence, by Theorem 5.4 one has that {f(u, ·)}u∈U is dense in {f(x∗∗, ·)}x∗∗∈B∗∗ ⊆
C(B∗), where C(B∗) is endowed with the topology of uniform norm. In other
words, for every ǫ > 0 and x∗∗ ∈ B∗∗ there exists a u ∈ U such that
sup
x∗∈B∗
|f(u, x∗)− f(x∗∗, x∗)| < ǫ.
Equivalently,
sup
x∗∈B∗
|〈u− x∗∗, x∗〉| = ‖u− x∗∗‖ < ǫ.
Hence U is dense B∗∗ in the strong topology of X∗∗. But clU = U in the strong
topology, hence U = B∗∗. But this implies that J(X) = X∗∗, where J(X) is
the canonical embedding of X in X∗∗, that is, X is reflexive. 
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