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Abstract 
This chapter provides a framework for conceptualizing randomization in clinical trials and for linking 
randomization to a statistical test. The aim of this chapter is to demonstrate how randomization 
works, how it does not work, and why a discussion of randomization without reference to a 
randomization test is incomplete. Randomization works because, on average, the differences 
between the treatment averages of any potentially confounding variable are zero. Randomization 
does not work in the sense that it does not contain any magic equating potion that spirits away all 
biases for any particular clinical trial. Furthermore, it should be taken into account that 
randomization is closely linked to statistical inference by the concept of a randomization test. This 
test is formally defined and its main features are highlighted: The randomization test is valid and 
powerful by construction, it can be used with any design and any test statistic, without random 
sampling and without assuming specific population distributions, and it results in a frequentist, 
conditional, and causal inference. The randomization test derives its statistical validity by virtue of 
the actual randomization and conversely a randomized design is complemented with a calculation of 
the randomization test p‐value because it provides a quantification of the probability of the outcome 
(or a more extreme one) if the null hypothesis is true.   
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The idea of randomization for eliminating bias in empirical research and the proposal for using the 
corresponding technique of a randomization test are relatively recent methodological developments, 
taking into account the long history of the scientific enterprise (David, 1995; Folks, 1984; Hacking, 
1988; Salsburg, 2001; Stigler, 1978, 1986). In the 19th century, randomization was introduced in 
psychophysical investigations to keep participants unaware of the experimental manipulations and 
thus avoiding systematic distortions due to participants’ knowledge or their willingness to act (or not) 
according to the researcher’s hypotheses (see e.g., Peirce & Jastrow, 1885), but it was only in the first 
half of the previous century that Fisher (1925, 1926, 1935) convincingly started promoting 
randomization as an essential ingredient of any proper experimental research plan and as a way to 
validate statistical tests. 
In medical research, Sir Bradley Hill has been given credit for setting the randomized controlled trial 
as the gold standard for comparing treatment effects, with the Streptomycin study in 1948 as the 
exemplar (Cochrane, 1972; Matthews, this volume). Nowadays, randomization belongs to the canon 
of valid empirical research in evidence‐based medicine (Begg et al., 1996; Higgins & Green, 2011; 
Jadad & Enkin, 2007). However, from its inception, and continued throughout the second half of the 
previous century, (mainly Bayesian) statisticians have seriously questioned the use of randomization, 
its methodological benefits, and its implications for statistical analysis (Basu, 1975, 1980; Kadane & 
Seidenfeld, 1990; Lindley, 1982; Savage, 1962; Stone, 1969), with doubts remaining up to this very 
day (see Saint‐Mont, 2015, for an overview). 
Because randomization is only recently adopted in the realm of science and because experts in 
methodology and statistics are still debating its virtues and vices, it is no surprise that there remain 
several misunderstandings, resistance, and suboptimal surrogates to the idea of randomization in 
scientific research (Berger & Bears, 2003; this volume). In this chapter we want to contribute to the 
ongoing debate by providing a framework for conceptualizing randomization and by linking 
randomization to a statistical test. Our aim is to show how randomization works, how it does not 
work, and why a discussion of randomization without reference to a randomization test is 
incomplete. 
RANDOMIZATION 
What is randomization and how does it work? Perhaps more importantly: how does it not work? 
Randomization in clinical trials 
Given the topic of this book, the presentation will be restricted to randomization in clinical trials. So 
the experimental units are patients, and the “randomization” refers to the random assignment of 
patients to the treatments that are compared in the clinical trial (Jadad & Enkin, 2007). If the number 
of patients in the trial is denoted by N, the number of treatments is denoted by J, and the number of 
patients assigned to respectively treatment T1, T2,… Tj,… TJ is denoted by n1, n2,… nj,… nJ, then the 
total number of possible distinct assignments of patients to treatments, denoted by K, is given by the 
multinomial coefficient: 
  ܭ ൌ ܰ!∏ ௝݊!௃௝ୀଵ
  (1) 
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If there are only two treatments, J = 2, for example in a double‐blind clinical trial of a medical agent 
versus a placebo control, the total number of possible assignments simplifies to a binomial 
coefficient: 
  ܭ ൌ ൬ܰ݊ଵ൰  (2) 
Randomly assigning, or what Fisher (1935, p. 51) called “the physical act of randomisation”, can be 
conceptualized as taking a simple random sample of size one out of the population of K possible 
assignments, with the population of possible assignments generated according to the design 
specifications (Finch, 1986; Kempthorne, 1986). Equivalently, if the N available patients are 
considered as the population, the random assignment can be conceptualized as taking a sample 
without replacement of size N and respecting the order of the sampled patients, the order of the 
treatments, and the number of patients assigned to the treatments (Efron & Tibshirani, 1993; Good, 
2005). 
Why randomize? 
There are many reasons why researchers include randomization in their empirical studies, and 
reasons may vary between disciplines (Greenberg, 1951; Kempthorne, 1977; Rubin, 1978; Senn, 
1994). In double‐blind clinical trials, randomization is included to safeguard the double‐blindness, to 
be consistent with the principle of equipoise, and to take into account ethical considerations with 
respect to informed consent and with respect to a fair allocation of decent and affordable health 
care services (Begg, 2015; Freedman, 1987; Matthews, this volume.). 
From a general statistical perspective, there are two closely related reasons given in the literature: 
the elimination of bias and the justification of a statistical test (Cochran & Cox, 1950; Cox & Hinkley, 
1974; Kempthorne, 1952, 1955; Kempthorne & Folks, 1971; Rosenberger & Lachin, 2015). In this 
section we will focus on the elimination of bias. In the next section, we will demonstrate how 
randomization may justify a statistical test. 
The property of bias elimination can be positively reformulated as the equating property of 
randomization. Randomization is used in clinical trials to equate the groups that are assigned to the 
different treatments in a statistical way. As Rubin (2008) put it: 
Another reason why randomized experiments are so appealing (…), is 
that they achieve, in expectation, “balance” on all pre‐treatment‐
assignment variables (i.e., covariates), both measured and 
unmeasured. Balance here means that within well‐defined subgroups 
of treatment and control units, the distributions of covariates differ 
only randomly between the treatment and control units. (p. 809) 
By using randomization, treatments become comparable because the patients are exchangeable. 
Because systematic differences between the patients can be ignored, the differences between the 
treatment outcomes can be attributed to the differences between the treatments and not to any 
differences between the patients accidentally assigned to the treatments. 
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And here the confusion begins. Researchers might be tempted to use randomization as a magical 
device that automatically washes out any difference between patient groups in a single clinical trial 
(see Saint‐Mont, 2015, for some examples). However, the equating property only holds in a statistical 
way. In the Rubin (2008) quote it is important to notice the phrase “in expectation” (and to interpret 
this expectation in a strict statistical way) and that “the distributions of covariates” still differ 
“between the treatment and control units”, be it “only randomly”. 
Clarification of the equating property of randomization 
What do this “statistical way” and “expectation” mean? They mean that on the average the 
differences between the treatment averages of any potentially confounding variable are zero. 
Suppose that we use a completely randomized design with the number of possible assignments of N 
patients to J treatments equal to K, as given in Equation (1). Take any confounding variable Z, with zij 
as the measurement of that variable of patient i in treatment j. Randomly assigning patients to 
treatments implies randomly assigning the measurements of the confounding variable to the 
treatments, so let zijk be the measurement of patient i in treatment j for assignment k. 
Consider a particular assignment of the N measurements to the J treatments. Then consider all K−1 
rearrangements of these measurements to the treatments and organize them in a large N × K matrix. 
In such a matrix the total sum of all measurements is equal to K times the sum of the observed 
measurements (or any other rearrangement of the measurements) because the sum is a constant for 
each assignment: 
  ෍෍෍ݖ௜௝௞
௡ೕ
௜ୀଵ
௃
௝ୀଵ
௄
௞ୀଵ
ൌ ܭ෍෍ݖ௜௝
௡ೕ
௜ୀଵ
௃
௝ୀଵ
  (3) 
The total sum of all measurements in the matrix is also equal to ே௡ೕ times the sum of all 
measurements within a particular treatment in the matrix, zik, computed over all possible 
assignments, because all measurements occur an equal number of times within a treatment: 
  ෍෍෍ݖ௜௝௞
௡ೕ
௜ୀଵ
௃
௝ୀଵ
௄
௞ୀଵ
ൌ ܰ
௝݊
෍෍ݖ௜௞
௡ೕ
௜ୀଵ
௄
௞ୀଵ
  (4) 
Working back from Equation (4) and substituting for Equation (3) gives: 
  ෍෍ݖ௜௞
௡ೕ
௜ୀଵ
௄
௞ୀଵ
ൌ ௝݊ܰ ෍෍෍ݖ௜௝௞
௡ೕ
௜ୀଵ
௃
௝ୀଵ
௄
௞ୀଵ
ൌ ௝݊ܭܰ ෍෍ݖ௜௝
௡ೕ
௜ୀଵ
௃
௝ୀଵ
  (5) 
Consequently, if you randomly select one assignment out of the total number of possible 
assignments, then the expected value of the average of the measurements within each treatment is 
equal to the average of the N measurements: 
  ܧ ൭∑ ݖ௜
௡ೕ
௜ୀଵ
௝݊
൱ ൌ ∑ ∑ ݖ௜௞
௡ೕ
௜ୀଵ
௄௞ୀଵ
ܭ ௝݊ ൌ
∑ ∑ ݖ௜௝௡ೕ௜ୀଵ௃௝ୀଵ
ܰ   (6) 
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This implies that, on average, all treatment averages are identical and in this sense the groups in a 
completely randomized design are equated. In other words, the bias due to potentially confounding 
variables is, “in expectation”, eliminated. 
An example 
A numerical example may clarify this obvious, but nevertheless easy to misunderstand, property. 
Suppose that you are testing a new diet against a control and that four patients are available. You 
use a completely randomized design with N = 4, J = 2, n1 = 2, n2 = 2, and therefore K = 6. The weight 
of the patients before the trial is evidently a confounding variable; suppose that you try to control 
this confounding variable by randomization. Commonly, the numerical values of the confounding 
variables are unknown, but suppose in this case, for the purpose of demonstration, we have put the 
patients on a scale before the trial is conducted and registered the weights for the four patients to be 
respectively 62 kg, 75 kg, 76 kg, and 127 kg. The matrix of all possible assignments and the marginal 
averages are given in Table 1. Table 2 shows the averages for each treatment and the differences 
between the averages for each assignment. 
____________________ 
Insert Table 1 here 
____________________ 
____________________ 
Insert Table 2 here 
____________________ 
It turns out that the average (i.e., the expected value) of the averages of the measurements for 
treatment as well as for control is equal to 85. This is exactly the average of the four numbers 62, 75, 
76, and 127 (and also the overall average of all numbers in the matrix). Notice also in Table 2 that any 
specific assignment violates the assumed magical equating property: the deviation between the 
treatment average and the control average ranges from 33 to −33 kg. It is only on average that the 
deviation is zero. So it is only on average that the equating property of randomization works. It is not 
guaranteed to work for any single assignment. 
Concluding remarks on the equating property of randomization 
It is sometimes argued that the magical equating property for single assignments will work if a larger 
number of patients is recruited. However, this is a red herring. Although the deviations for one 
particular assignment and one particular confounding variable might decrease by increasing the 
number of patients, the sheer number of potential known and unknown confounding variables and 
their interactions is close to infinity. So the probability that there will show up an imbalance for at 
least one confounding variable is close to one. 
This clarification of the equating property of randomization and the small numerical example may 
seem trivial and nonrealistic but at the same time they show the deeper and limited benefits of 
randomization. Too many handbooks in statistics give only cursory attention to the “physical act” and 
in this way turn randomization into a design ritual or, even worse, into a reporting ritual that has no 
bearing on reality. By contrast, our elaboration and Equation (6) show that the equating property 
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holds for the very broad class of completely randomized designs, so even for designs that are, what is 
called, “unbalanced” (i.e., designs with an unequal number of patients in the treatments). So even 
unbalanced designs “achieve, in expectation, ‘balance’ on all pre‐treatment‐assignment variables 
(i.e., covariates), both measured and unmeasured”. In addition, the example illustrates that the 
property does not need nicely behaving Gaussian or symmetrically distributed confounding variables 
or asymptotic derivations. The property already works with only two patients in each of two 
treatments, even with a blatantly skewed confounding variable. 
So as a conclusion, the equating property is one of the main reasons that randomization deserves a 
place in the clinical trials design toolbox. However, we must not get carried away by statistical 
enthusiasm: This equating property does not guarantee optimal balance and comparability in any 
particular assignment. Furthermore, if a researcher has prior knowledge about the patients or about 
the effectiveness of the treatments, then other ways of equating may be used, such as matching or 
blocking (Campbell & Stanley, 1963; Cook & Campbell, 1979; Shadish, Cook, & Campbell, 2002) or 
using adaptive allocation rules (Berry, Carlin, Lee, & Müller, 2010; Hu & Rosenberger, 2006). Just to 
be sure, randomization was never proposed as a panacea solution for all evils. Randomization is at its 
best in conjunction with other methodological maneuvers to gain control and complemented by a 
statistical test based on the randomization as it was actually carried out. 
THE RANDOMIZATION TEST 
In these discussions it seems to have escaped recognition that the 
physical act of randomisation, which, as has been shown, is necessary 
for the validity of any test of significance, affords the means, in 
respect of any particular body of data, of examining the wider 
hypothesis in which no normality of distribution is implied. (Fisher, 
1935, p. 51) 
In this quote from the groundbreaking Design of Experiments, Fisher (1935) is opposing the critics of 
Student's t test who emphasize that the assumption of normally distributed populations represents a 
serious limitation to its applicability. He continues by proposing a statistical test for data on the 
difference between the relative growth rates of cross‐ and self‐fertilized corn, collected by Charles 
Darwin and analyzed by Francis Galton, in which no normally distributed populations are assumed. 
He calls this a test of “the wider hypothesis” that the two distributions are identical. This test is a 
precursor of the significance test “which may be applied to samples from any populations” proposed 
by Pitman (1937a, 1937b, 1938) and which has later been termed a “randomization test” (Berry, 
Johnston, & Mielke, 2014; David, 2008, Kempthorne, 1952, 1955) but for our purposes it suffices to 
join Fisher (1935) in emphasizing that: 
‐ Randomization is needed for the validity of any statistical test; 
‐ The act of randomization is physical; and 
‐ There is no need for distributional assumptions if you want a test of the wider hypothesis 
that the two distributions are identical. 
So an account of the purposes of randomization is incomplete without reference to the statistical 
test for which it was originally devised. Because the equating property of randomization only 
describes a “statistical” regularity, it needs to be complemented by a statistical test to minimize 
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erroneous scientific inferences based on the observed data; the statistical test minimizes these 
erroneous scientific inferences to a known (and small) degree. Furthermore, the foundation of the 
statistical test is an operation of randomization that is actually carried out, not just a mere thought 
experiment or assumption. Incidentally, this “randomization” test also relieves the researcher from 
assuming normally distributed populations; it is the distribution‐free statistical test par excellence. 
In this section, we briefly present the rationale of this test based on randomization and discuss its 
main features. For more extensive presentations and discussion, the reader is referred to Good 
(2005), Manly (2007), and Edgington and Onghena (2007). 
Notation 
We will develop the notation for a completely randomized design with a simple treatment‐control 
comparison involving N available patients. However, the notation can easily be extended for 
completely randomized designs comparing two treatments, for completely randomized designs 
comparing three treatments or more, or for other designs. 
Let ࢞ᇱ ൌ ሺݔଵ, ݔଶ, … , 	ݔ௜, … , ݔேሻ be a design vector with ݔ௜ ൌ 1 if patient i is assigned to Treatment 
and ݔ௜ ൌ 0 if patient i is assigned to Control. The randomness of the assignment involves the random 
selection of one particular design vector ࢞′࢑ ൌ ሺݔଵ௞, ݔଶ௞, … , 	ݔ௜௞, … , ݔே௞ሻ from the set of all 
possible design vectors ࢄ ൌ ሼ࢞૚, ࢞૛, … , 	࢞࢑, … , ࢞ࡷሽ. The randomly selected design vector is called 
the observed design vector and denoted by ࢞࢕࢈࢙, and the set of all possible design vectors ࢄ is called 
the reference set. The cardinality of the reference set, K, with n1 patients assigned to Treatment, 
leaving N − n1 patients for Control, was given in Equation (2). 
If the trial contains a comparison of J > 2 treatments, then J – 1 design vectors and additional 
subscripts are needed. It is also possible that the ݔ௜  values represent the “dose” of the treatment if 
the treatment is manipulated quantitatively. In that case only one design vector is needed, even with 
J > 2. The cardinality of the reference set for a completely randomized design with J treatments was 
given in Equation (1). The cardinality of the reference set for a randomized design in which the 
treatment is manipulated quantitatively is equal to N! (see Chapters 8 and 9 of Edgington & 
Onghena, 2007, for some interesting applications for designs with quantitatively manipulated 
treatments). 
Furthermore, consider ࢛′ ൌ ሺݑଵ, ݑଶ, … , 	ݑ௜, … , ݑேሻ, a vector of basic responses, and ࢟ᇱ ൌ
ሺݕଵ, ݕଶ, … , 	ݕ௜, … , ݕேሻ, a vector of actually observed responses. The basic responses are the 
responses that the patients would give if the patients are assigned to Control (c.q. if the treatment 
has no effect). These basic responses are transformed to actually observed responses, taking into 
account treatment assignment and potential treatment effects. 
The null hypothesis and several possibilities for the alternative hypothesis 
The null hypothesis ܪ଴ of the randomization test in a completely randomized design for a 
comparison of Treatment and Control states that there is no treatment effect: 
  ܪ଴: ࢟ ൌ ࢛ (7) 
In other words, if the null hypothesis is true, we observe the basic responses. This formula has to be 
slightly adapted or extended if two or more treatments are compared, to take into account that in 
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that case the null hypothesis is formulated in terms of “no differential effects of treatments”, but this 
does not alter the basic reasoning and procedure. 
Edgington (1986, p. 531) defined the alternative hypothesis of a randomization test as the hypothesis 
that at least one patient would have responded differently under one of the other treatments. This is 
consistent with the Fisherian approach, in which the alternative hypothesis is just the complement of 
the null hypothesis. In the Neyman‐Pearson approach, however, one should try to consider more 
specific alternative hypotheses. 
The simplest model for specific alternative hypotheses, following the Neyman‐Pearson approach, is 
that the treatment has a constant additive effect (denoted by Δ) on the responses. This model is 
called the “unit‐treatment additivity model” and it is the model that is most popular and well‐studied 
within nonparametric statistics (see e.g., Cox & Reid, 2000; Hinkelmann & Kempthorne, 2005, 2008, 
2012; Lehmann, 1975): 
  ܪଵ: ࢟ ൌ ࢛ ൅ ∆࢞࢑ (8) 
For example, if the treatment adds one measurement unit to each basic response if the patient is 
assigned to the treatment, the null and alternative hypothesis correspond to: 
  ܪ଴: ∆ ൌ 0 ܪଵ: ∆ ൌ 1
(9) 
The unit‐treatment additivity model presupposes that there is no unit‐treatment interaction: Δ is a 
constant. 
A model that allows for unit‐treatment interaction is the multiplicative model. In the multiplicative 
model the treatment effect is proportional to the basic responses: 
  ܪଵ: ࢟ ൌ ࢛ሺ૚ ൅ ߬࢞࢑ሻ (10) 
For example, if one assumes that the treatment doubles each basic response for the patient that 
receives the treatment, the null and alternative hypothesis correspond to: 
  ܪ଴: ߬ ൌ 0 ܪଵ: ߬ ൌ 1
(11) 
An infinite number of other models can be conceived of. Models that contain extreme unit‐
treatment interaction are models in which Δ (or τ) is a vector, with ∆௜ (or ߬௜) varying from ݅ ൌ 1 to ܰ. 
In such a model each patient has his/her own additive or multiplicative treatment response. It goes 
without saying that in most cases researchers would be very hard‐pressed to produce such detail in 
the alternative hypothesis, with all the ∆௜ specified before the trial is conducted. If it were possible to 
produce such detail, then one could even question the need for conducting the trial in the first place. 
The typical Fisherian solution (echoed by Edgington, 1986) is to set the lower bound (i.e., all ∆௜ equal 
to zero, except for one) and to consider the complete set of alternative hypotheses in an unrestricted 
unit‐treatment interaction model. An intermediate solution, which can be used for conditional power 
analysis, is to assume that the ∆௜ or ߬௜ represent a random sample from a particular well‐described 
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population distribution of treatment effects, such as the exponential distribution used in Keller’s 
(2012) simulation study to investigate the power of randomization tests when N is small. 
The test statistic 
Like any other statistical test, the randomization test needs a test statistic. Unlike any other statistical 
test, however, the researcher is free in his choice of this statistic. 
A test statistic is needed because the researcher has collected a batch of data, wants to summarize 
these data, and wants to know whether or not a treatment effect can be inferred from the data 
summary, possibly also how large this effect is, given the complete batch. This statistic can be chosen 
freely by the researcher in accordance to his theory about the possible treatment effect (the 
alternative hypothesis discussed in the previous section), but for the validity of the procedure it is of 
paramount importance that the choice is made independently from knowing the data. Usually this 
independence is assured by making the choice before the data are collected, but if appropriate 
masking techniques are used, then it is also possible to postpone this choice until a moment before 
the data are disclosed to the researcher or the data analyst (see Ferron, & Foster‐Johnson, 1998; 
Ferron, & Jones, 2006; Ferron & Levin, 2014, for some interesting applications of data masking). 
Formally, the test statistic ݏ is a function of the design vector and the response vector: ݏ ൌ ݏሺ࢞, ࢟ሻ. If 
for example, the unit‐treatment additivity model of Equation (8) is assumed in a completely 
randomized design with n1 patients assigned to Treatment, leaving N − n1 patients for Control, then 
the additive treatment effect on all patients can be captured by a difference between the average 
response of the treatment and the average response of the control, ݏ ൌ ଵ௡భ ࢞
ᇱ࢟ െ ଵேି௡భ ሺ૚
ᇱ െ ࢞ᇱሻ࢟. 
The randomization test p‐value 
The final step of a statistical test involves the calculation of the p‐value, which is the probability to 
obtain a test statistic as extreme as the observed test statistic or even more extreme, conditional on 
the truth of the null hypothesis. The only random element in the randomization model under the null 
hypothesis, as it was presented in the previous paragraphs, is given by the random selection of the 
observed design vector, ࢞࢕࢈࢙, out of the reference set, ࢄ. So the only way to calculate probabilities 
under the null hypothesis concerns this random selection. 
Define the test statistic ݏ௞ ൌ ݏሺ࢞࢑, ࢟ሻ, as a function of the design vector and the response vector; the 
design vector is random and the response vector is fixed. Let ݏ௢௕௦ ൌ ݏሺ࢞࢕࢈࢙, ࢟ሻ be the observed value 
of the test statistic, also called the observed statistic for short, or put ݏ௢௕௦ ൌ ݏଵ for convenience. The 
other values of the test statistic ݏଶ, 	ݏଷ, … , 	ݏ௞, … , ݏ௄ are called the additional reference statistics, 
and the frequency distribution on the reference statistics is called the reference distribution. 
The probabilities of particular subsets of test statistics can easily be calculated from this reference 
distribution. More specifically, if large values of the test statistic represent effectiveness, then right‐
tail p‐values are obtained as: 
  ݌௥௜௚௛௧ ൌ ܲሺݏ௞ ൒ ݏ௢௕௦ሻ ൌ 1ܭ෍ ܫሺݏ௞ ൒ ݏ௢௕௦ሻ
௄
௞ୀଵ
  (12) 
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with ܫሺܽሻ the indicator function, returning a 1 if proposition ܽ is true and returning 0 otherwise. 
Remark that the number of reference statistics that are as large as the observed statistic or larger, 
call this ߟ, is at least one because the observed statistic, ݏ௢௕௦ ൌ ݏଵ, is also a reference statistic: 
  ߟ ൌ ܭ݌௥௜௚௛௧   
  ൌ ෍ܫሺݏ௞ ൒ ݏ௢௕௦ሻ
௄
௞ୀଵ
   
  ൌ 1 ൅෍ ܫሺݏ௞ ൒ ݏଵሻ
௄
௞ୀଶ
  (13) 
This implies that the minimal p‐value of the randomization test is equal to 1/K. 
If small values represent effectiveness, then left‐tail p‐values are obtained: 
  ݌௟௘௙௧ ൌ ܲሺݏ௞ ൑ ݏ௢௕௦ሻ ൌ 1ܭ෍ ܫሺݏ௞ ൑ ݏ௢௕௦ሻ
௄
௞ୀଵ
  (14) 
Two‐tailed p‐values are obtained by defining a test statistic with an absolute value or with a square 
and applying Equation (12). 
Fisher (1925, 1935) used the p‐value as a measure of evidence against the null hypothesis: the 
smaller this p‐value, the more evidence against the null hypothesis. Notice however that this p‐value 
does not quantify the probability that the null hypothesis is true. It is merely a calculation of the 
probability to observe the data (or even more extreme data), given that the null hypothesis is true 
(Edgington, 1970; Wasserstein & Lazar, 2016). 
In the Neyman‐Pearson approach, this p‐value is used in a decision rule to reject or accept the null 
hypothesis. The null hypothesis is rejected if and only if the p‐value is not larger than the level of 
significance α: 
  Reject ܪ଴ ⇔	݌ ൑ ߙ (15) 
Following this approach, the level of significance α is set before the trial is run and is the yardstick 
that a researcher wants to use as the criterion for (the largest probability of) an improbable event. If 
a p‐value is obtained that is equal to this criterion or even smaller, then an improbable event has 
happened if the null hypothesis is true. Because a researcher does not want to believe in improbable 
events, (s)he rejects the null hypothesis. Traditionally, values for α of 5%, 1%, or 0.1% are used. 
An example 
Reconsider the hypothetical example of testing a new diet against a control and now take the 
patient’s weight registered at the end of the trial as the outcome variable. Suppose that a researcher 
wants to test the null hypothesis that the treatment has no effect, with 10 consecutive patients 
eligible for the trial, and that (s)he chooses the difference between the averages as the test statistic. 
The level of significance α is set at 5%. 
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Five patients are randomly assigned to treatment and five patients are randomly assigned to control. 
Applying Equation (2) gives K = ൫ଵ଴ହ ൯ = 252 design vectors in the reference set, ࢄ. These design 
vectors are: 
࢞′૚ ൌ ሺ1, 1, 1, 1, 1, 0, 0, 0, 0, 0ሻ 
࢞′૛ ൌ ሺ1, 1, 1, 1, 0, 1, 0, 0, 0, 0ሻ 
࢞′૜ ൌ ሺ1, 1, 1, 1, 0, 0, 1, 0, 0, 0ሻ 
and all other combinations up to 
࢞′૛૞૛ ൌ ሺ0, 0, 0, 0, 0, 1, 1, 1, 1, 1ሻ. 
Suppose we randomly selected the first design vector ࢞૚ and that the following response vector is 
obtained: ࢟ ൌ ሺ51, 62, 75, 76, 77, 74, 89, 90, 92, 127ሻ in kilograms. The observed statistic is ݏ௢௕௦ ൌ
ݏଵሺ࢞૚, ࢟ሻ ൌ ଵହ ࢞ᇱ࢟ െ
ଵ
ହ ሺ૚ᇱ െ ࢞ᇱሻ࢟ ൌ 68.2 െ 94.4 ൌ െ26.2. All additional reference statistics are 
calculated and the only design vectors that would have led to a smaller reference statistic are: 
ሺ1, 1, 1, 1, 0, 1, 0, 0, 0, 0ሻ with a reference statistic of െ27.4, ሺ1, 1, 1, 0, 1, 1, 0, 0, 0, 0ሻ with a reference 
statistic of െ27, and ሺ1, 1, 0, 1, 1, 1, 0, 0, 0, 0ሻ with a reference statistic of െ26.6. Because there are 
only three additional reference statistics smaller than or equal to the observed statistic, applying 
Equation (14) gives a p‐value equal to 4/252 = .0159. In clinical trials, it usually cannot be ruled out 
that the treatment has a paradoxical effect, and therefore two‐tailed tests are preferred. If the 
absolute value of the difference between the averages is taken as a test statistic, then ݏ௢௕௦ ൌ
ݏଵሺ࢞૚, ࢟ሻ ൌ ቚଵହ ࢞ᇱ࢟ െ
ଵ
ହ ሺ૚ᇱ െ ࢞ᇱሻ࢟ቚ ൌ |68.2 െ 94.4| ൌ 26.2. Applying Equation (12) gives a p‐value of 
8/252 = .0317. So the null hypothesis that there is no treatment effect can be rejected at the 5% 
significance level, because .0317 is not larger than .05 [Equation (15)]. There appears to be a 
statistically significant smaller average weight in the Treatment as compared to the Control. Figure 1 
shows the reference distribution and indicates the area with the reference statistics that are larger 
than or equal to the observed statistic, in absolute value. 
____________________ 
Insert Figure 1 here 
____________________ 
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Main features of the randomization test 
The randomization test has several striking features, which set it apart from other inferential 
procedures: it is valid and powerful by construction, it can be used with any design and any test 
statistic, without random sampling and without assuming specific population distributions, and it 
results in a frequentist, conditional, and causal inference. 
 Validity and power by construction 
The randomization test is exactly valid by construction. If the null hypothesis is true and virtual 
repetitions of the trial are contemplated, the response vector is invariant. So whatever design vector 
would be applied, the responses will always be identical if the null hypothesis is true. Because each 
design vector corresponds to one reference statistic, randomly selecting a design vector with 
probability 1/K implies randomly selecting a reference statistic with probability 1/K. Consequently, 
the probability of a particular subset of reference statistics can be calculated as the proportion of 
these reference statistics in the finite reference distribution, as is done in Equations (12) and (14). 
If the decision rule of Equation (15) is used, then two kinds of errors can be made. An error of the 
first kind is made when the rule leads to a rejection of a true null hypothesis (a false alarm). An error 
of the second kind is made when the rule does not lead to a rejection of a false null hypothesis (a 
missed detection). 
It can be shown that the randomization test controls the probability of an error of the first kind in the 
strict sense, which means that this probability is never larger than the level of significance α 
(Edgington & Onghena, 2007; Onghena, 1994). It is possible that the probability of an error of the 
first kind is substantially smaller than the level of significance α (i.e., it is a conservative test) because 
the reference distribution is discrete (with probability steps of 1/K) and because additional reference 
statistics may be tied with the observed statistic (Keller, 2012; Onghena 1994), but this conservatism 
can be made negligible by setting the level of significance α equal to a multiple of 1/K or by adding 
auxiliary randomization (Berger, 2000, 2004, 2007, 2008; Edgington & Onghena, 2007; Keller, 2012; 
Onghena, 1994). This error rate control holds for randomization tests in all randomized trials, even 
for trials that have very small N and even if ni = 1 in some or all of the treatments. This feature 
distinguishes the randomization test from many other inferential procedures that have only 
guaranteed validity for large N or that need two or more observations in each treatment (because 
within‐treatment variance has to be estimated). 
Just like for any other inferential procedure, however, N is a crucial determinant of the probability of 
an error of the second kind for a randomization test. For an extreme example, if N is chosen such 
that K < 20 by Equation (1), then Equation (15) implies that a 5% level randomization test will result 
in an error of the second kind with absolute certainty (probability of 100%) because in that case it is 
impossible to have ݌ ൑ ߙ for any true alternative hypothesis. Besides N, the statistical power of a 
randomization test (i.e., the complement of the probability of an error of the second kind) is function 
of the design, the vector of basic responses, the treatment effect, the test statistic, and the level of 
significance α (Gabriel & Hall, 1983; Gabriel & Hsu, 1983; Keller, 2012; Kempthorne & Doerfler, 
1969). Because the most sensitive test statistic can be devised for the specific treatment effect that is 
expected, randomization tests with optimal power can be constructed in a variety of situations. For 
example in a completely randomized design with two or more than two treatments, if the alternative 
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hypothesis specifies random sampling from normally distributed populations with different 
population averages, the randomization test using t or F as a test statistic has an asymptotic relative 
efficiency of 100% as compared to the classical parametric Student’s t‐ or F‐test (Hoeffding, 1952). If 
a test statistic based on ranked transformed data is used (Wilcoxon‐type statistics) then the 
asymptotic relative efficiency of the randomization test compared to Student’s t test is never smaller 
than 0.864 and is larger for logistic, exponential, and double exponential distributions; for Cauchy 
distributions, the asymptotic relative efficiency is even infinitely large (Hollander, Wolfe, & Chicken, 
2014; Lehmann & Romano, 2005). 
 Flexibility with respect to the design and the test statistic 
A distinctive feature of the randomization test is that it can be used with any customized randomized 
design. Other statistical tests are usually linked to a particular conventional setting such as the one‐
sample problem, two independent samples, paired samples, the split‐plot design and so on, but a 
randomization test can be applied to any design that fits the practical circumstances of the study 
under consideration, even if these circumstances call for an unconventional randomization 
procedure. For example, because of practical or ethical considerations it might be needed to 
randomly assign only one patient to a particular treatment, or the number of patients might be 
determined randomly, or the treatment‐assignment probabilities might be unequal for some or all 
patients, or the treatment‐assignment probabilities might be zero for particular treatment‐patient 
combinations. Randomization tests can easily accommodate these circumstances by mimicking the 
randomization procedure in the derivation of the reference distribution (Edgington & Onghena, 
2007). Randomization tests can even be applied to test for treatment effects in randomized N‐of‐1 
clinical trials, which by definition employ unconventional randomization procedures (see Dugard, 
File, & Todman, 2012; Edgington, 1967; Ferron & Levin, 2014; Onghena, 1994, 2007, 2016; Onghena 
& Edgington, 2005). 
Another distinctive feature of randomization tests is that they can be used with any customized test 
statistic. Other statistical tests have to use a specific test statistic, for example the t, the F, or the χ² 
statistic, for which the small‐sample or asymptotic sampling distribution has been derived 
mathematically. For a randomization test, however, the reference distribution of any test statistic is 
derived specifically for each data set, by combining the response vector and the design vector. The 
test statistic is chosen freely to fit the purpose of the research and this makes the randomization test 
a very versatile inferential technique for a multiplicity of research contexts (Berger, 2000; Dugard, 
2014). Because of this flexibility and versatility, the randomization test can be considered a generic 
procedure to derive a reference distribution rather than a narrowly defined statistical test. For 
example, a t test statistic can be used in a randomization test (to obtain a so‐called “randomization t 
test”), but we can also use the difference between medians or the variance ratio as test statistics if 
those statistics more closely fit the researcher’s hypothesis (Edgington & Onghena, 2007). 
 No random sampling and no distributional assumptions required 
The most prominent feature of a randomization test is that no random sampling is assumed. 
Consequently, in research situations in which random sampling is impractical or impossible, a 
randomization test is best suited (Edgington, 1966; Hunter & May, 2003; Ludbrook & Dudley, 1998). 
For example, in clinical trials it is usually not realistic to assume that the patients have been sampled 
from a hypothetical infinitely large population; patients enter the trial one‐by‐one based on hospital 
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admissions and trial selection criteria, and constitute a convenience sample rather than a random 
sample (Berger, 2000; Cleophas, Zwinderman, Cleophas, & Cleophas, 2009; Onghena & Edgington, 
2005). 
Furthermore, because no random sampling is assumed, there is no need for a population model, and 
consequently there is also no need for assumptions about population distributions. The 
randomization test is defined within a so‐called “randomization model” that only needs the observed 
data, a randomized design, and a sensitive test statistic (Keller, 2012, Kempthorne, 1955; Lehmann, 
1975; Lehmann & Romano, 2005; Pitman, 1937a, 1937b, 1938). In the same vein, notice that the null 
hypothesis in Equation (7) is not formulated in terms of population parameters, but that it is 
formulated at the level of the observed responses of every single patient (Edgington & Onghena, 
2007). 
 Frequentist, conditional, and causal inference 
A final characteristic of the randomization test concerns the nature of the statistical inference that is 
achieved. First of all, this inference is frequentist (Bandyopadhyay & Forster, 2011; Wasserman, 
2008; Zelen, 1998). The randomization test fits within the frequentist inferential frameworks of 
Fisher and Neyman‐Pearson. The p‐value in Equation (12) or Equation (14) can be interpreted directly 
in frequentist terms: This p‐value is the relative frequency of reference statistics that are as extreme 
as, or more extreme than, the observed statistic in the reference distribution. In other words, it is the 
relative frequency of trials that are at the same distance or even more distant to the null hypothesis 
than the observed trial if an infinite number of repetitions of the trial for a true null hypothesis is 
conceived of. Furthermore, the operating characteristics of the randomization test can be expressed 
as long‐term first and second kind error rates (Hinkelmann & Kempthorne, 2005, 2008, 2012; 
Lehmann, 1975). 
Secondly, the inference from a randomization test is conditional on the observed data, just like 
Fisher’s Exact Test is conditional on the marginal totals (Hothorn, Hornik, van de Wiel, & Zeileis, 
2006; Krauth, 1988; Pesarin & Salmaso, 2010). In fact in a randomized trial, Fisher’s Exact Test is a 
randomization test for comparing two treatments with a dichotomous outcome variable (Agresti, 
2013; Edgington & Onghena, 2007; Mehta, 1994). This conditionality is obvious from the definition of 
the test statistic, ݏ௞ ൌ ݏሺ࢞࢑, ࢟ሻ, as a function ݏ of a random design vector and a fixed response 
vector (no subscript ݇ for vector ࢟). 
Lastly and most importantly, the inference from a randomization test is causal. The null hypothesis of 
no treatment effect can be interpreted as a null hypothesis about the absence of a causal relation. 
The randomization test itself focuses on the functional relation between the manipulated factor X 
and the outcome variable Y, and derives a p‐value by counterfactual reasoning (Holland, 2005; Lewis, 
1973a, 1973b). Suppose that X has only two levels (Treatment T and Control C) then the causal effect 
of X on outcome Y in a clinical trial is defined as the difference in Y between T and C for a given 
patient. The average causal effect is the average difference over all patients. The fundamental 
problem of causal inference is that it is impossible in a between‐subjects group comparison study to 
observe a patient in T and C simultaneously. One of the outcomes is observed, and the other one is 
missing. The randomization test offers an elegant solution to this fundamental problem: If the null 
hypothesis is true, we know both outcomes because the outcome Y in T is identical to the outcome Y 
in C (Holland, 1986; Imbens & Rubin, 2015; Rubin, 1974). 
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TWO SIDES OF THE SAME COIN 
After this presentation of the randomization test, we can more fully appreciate the link between 
randomization and the randomization test. This link is obvious when looking closely at Fisher’s 
famous quote about the conclusion we can draw from a significance test: 
The force with which such a conclusion is supported is logically that 
of a simple disjunction: Either an exceptionally rare chance has 
occurred, or the theory of random distribution is not true. (Fisher 
1956, p. 39) 
In this quote we can interpret the “conclusion” as the “rejection of the null hypothesis” and “the 
theory of random distribution” as “the null hypothesis”. So Fisher (1956) explicitly conceptualized the 
conclusion drawn from a significance test as an exclusive disjunction: if we obtain a small p‐value 
then either we witnessed an improbable event or the null hypothesis is not true. The improbable 
event happens in a clinical trial if the patients are assigned in such a way that “by accident” more 
favorable basic values end up in the treatment condition and more unfavorable ones end up in the 
control condition, erroneously suggesting a treatment effect that is nonexistent. In the hypothetical 
example of testing a new diet against a control, this would mean that the new diet has no effect but 
that “by accident” patients that have less weight have been assigned to the treatment condition. In 
Table 1, this happens in Assignment 1, with patients weighing 62 kg and 75 kg assigned to Treatment 
and patients weighing 76kg and 127 kg assigned to Control. If these weights were the observed 
responses in a randomization test, then the one‐tailed p‐value would be 1/K = .125. In virtual 
repetitions of this trial, this event is expected to happen 12.5% of the time. By setting the level of 
significance α at a small amount we can control the first kind error rate at a small and known value. 
In sum, the randomization test derives its statistical validity by virtue of the randomization as actually 
used in the clinical trial. Conversely, if a randomized design is used, it makes sense to complement 
the trial and measurement of the outcomes with a calculation of the randomization test p‐value 
because it provides a quantification of the probability of these outcomes if the null hypothesis is 
true. In this way, randomization and the randomization test are intimately linked: they are two sides 
of the same coin. 
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Table 1 
Hypothetical Example of the Equating Property of 
Randomization in a Completely Randomized Design with 
Two Treatments and Two Patients in Each Treatment 
  Treatment Control  Average 
Assignment 1  62 75 76 127 340/4 = 85 
Assignment 2  62 76 75 127 340/4 = 85 
Assignment 3  62 127 75 76 340/4 = 85 
Assignment 4  75 76 62 127 340/4 = 85 
Assignment 5  75 127 62 76 340/4 = 85 
Assignment 6  76 127 62 75 340/4 = 85 
Average  1020/12 
= 85 
1020/12 
= 85 
2040/24 = 85 
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Table 2 
Hypothetical Example of Table 1 with Averages for Each 
Treatment and the Deviation for Each Assignment 
  Treatment Control  Deviation 
Assignment 1  68.5 101.5 −33 
Assignment 2  69 101 −32 
Assignment 3  94.5 75.5 19 
Assignment 4  75.5 94.5 −19 
Assignment 5  101 69 32 
Assignment 6  101.5 68.5 33 
Average  510/6 
= 85 
510/6 
= 85 
0/6 = 0 
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Figure 1. Reference distribution for a randomization test in a completely randomized design with two 
treatments and five patients in each treatment. The data are 51, 62, 75, 76, and 77 for one treatment 
and 74, 89, 90, 92, 127 for the other, and the difference between the treatment averages is taken as 
the test statistic. The black bars correspond to the reference statistics that are larger than or equal to 
the observed statistic, in absolute value. The two‐tailed randomization test p‐value corresponds to 
8/252. 
 
