An adaptive resolution hybrid binary-real coded genetic algorithm artifi cial intelligence, GAs have been used both as a tool for solving practical problems and as a scientifi c model of evolutionary processes. On the other hand, GAs have been successfully applied to solve complex problems related to robotics, such as path-planning, navigation, controller optimization, and the line balancing problem.
Introduction
The intersection between genetic algorithms (GAs) as an emerging paradigm within artifi cial intelligence and robotics as a prominent application of these algorithms has a long history. From one side, GAs play a vital role in many artificial life models. They are currently the most prominent and widely used models of evolution in artifi cial life systems. In
The search is primarily guided by the bGA part, which identifi es promising regions in the search space, while the rGA part increases the quality of the solutions obtained by conducting a detailed search throughout these regions. The interactions between the two parts are controlled by a resolution factor that is increasingly adapted during the evolutionary search. It has a small value at the beginning of the search to allow an exploration of the search space by the bGA part, while its value increases gradually as the search progresses to allow the exploitation of the search space by the rGA part.
The remainder of this article is organized as follows. Related literature is reviewed in Sect. 2. The framework of the proposed algorithm and its implementation are explained in Sect. 3. The experimental results are reported and discussed in Sect. 4, and we conclude the article in Sect. 5.
Literature review
From a conceptual standpoint, we adopted an idea in this work that is closely related to dynamic coding, which is a sophisticated approach to altering the coarseness of search spaces. An example of such an approach is the stochastic genetic algorithm presented by Krishnakumar et al. 1 In stochastic GAs, the region represented by each point of a bGA is adapted during the optimization process using evolutionary strategies (ES). In contrast to stochastic GAs, we employed an rGA instead of ES to adapt the regions represented by the bGA.
Another example of dynamic coding is the adaptive range genetic algorithm (ARGA) as presented by Arakawa and Hagiwara. 2 In ARGAs, the mapping rules from binary to real strings are updated during the optimization process according to the population statistics in order to adapt the population toward promising design regions. However, in this work we employed an rGA that took samples from the regions determined by the bGA in order to adapt the population toward promising regions in the search space.
From the hybrid scheme standpoint, we employed two cooperative versions of binary-real GAs in the development of this algorithm. A similar approach was adopted by Barrios et al. 3 in their cooperative binary-real coded GA for designing and training feed-forward artifi cial neural networks. They employed two interconnected GAs that work in parallel to design and train better neural networks to solve the problem at hand. In contrast to this paralleled interacting cooperative algorithm, the cooperative versions in this algorithm are interacting in an interleaving manner.
The algorithm
The fl owchart of the proposed algorithm (brGA), which illustrates the typical optimization cycle, is shown in Fig. 1 . The main components of the algorithm are described below.
Encoding schemes
Floating point and binary encoding schemes are used to represent two populations of solutions. These populations are updated by continuously mapping from one version to another during the evolutionary cycle.
Binary-coded GA (bGA)
The evolutionary cycle is usually led by the bGA, which has the responsibility of exploring the search space and identifying promising regions within it. In this algorithm, the bGA part is implemented using a standard bGA as described by Haupt and Haupt. 4 The main parts of this algorithm are the single point crossover operator, the one point mutation operator, and the rank weighting selection scheme with elitism. 
Population handover
During a typical optimization cycle, populations of solutions are frequently mapped from one version to another and vice versa by a process that can best be described as a population handover. The process of population handover is decided and controlled by a resolution factor (R) that has an adaptively increasing value which allows the rGA to increase the coarseness of the search space. During the process of population handover from the bGA to rGA, the best half of the current binary-coded population is directly transmitted to the real-coded population, while the other half is created by random sampling from the region determined by the binary-coded population. On other hand, the process of population handover from rGA to bGA is done by totally replacing the latest binary-coded population with the current real-coded population.
Real-coded GA (rGA)
The role of this part is to adapt the population toward the promising regions of the search space by exploiting the regions which are identifi ed by the bGA. Here, we have implemented this part using the unimodal normal distribution (UNDX) as an advanced real crossover operator. 5 The minimal generation gap (MGG) is used as a generationalteration model.
Experimental results
The proposed algorithm was implemented using MATLAB 7. Griewangk's function was used to check the performance of the algorithm. This function is mathematically defi ned as 
Griewangk's function as a common benchmark function has been chosen owing to its complex structure of numerous local extrema. It has a global optimum at zero.
In order to check the feasibility and effectiveness of the brGA, two sets of experiments were performed. In the fi rst set of experiments, the performance of the algorithm was check against increasing problem dimensions. Here, the performance of the brGA was compared against the original bGA 4 and the UNDX rGA 5 when they were applied separately to the benchmark function. The conditions of the experimental setup are given in Table 1 , while the settings of the primary parameters of the algorithms are given in Table 2 . The value of the resolution factor in Table 2 represents the initial value. When updated, the resolution factor is incremented by a value equal to the step size. The values of both the resolution factor and the step size have been selected after an extensive tuning process. On the other hand, the settings of the primary parameters of the bGA 4 and the UNDX rGA 5 were selected as recommended by the authors.
The experimental results are shown in Table 3 . The best solution and the mean of the best solutions from 50 runs are used to measure quality, while the effi ciency rates shown in Table 3 are used to measure the relationship between the quality and the computational effort. According to Hillstrom, 6 the effi ciency is defi ned as
where f (0) , f*, and fˆ are the best initial, best known, and best fi nal fi tness, while T is the execution time in seconds. The effi ciency rates shown in Table 3 were averaged over 50 test runs.
By comparing the brGA with the bGA, it is clear from Table 3 that the brGA outperforms in terms of quality of performance in all cases. The difference in performance is clearer at higher problem dimensions. In terms of effi ciency rates, the bGA outperforms only in the case of 10 dimensions in spite of its lower solution quality, since the execution time of the bGA is smaller than that of the brGA. However, its effi ciency rates degrade drastically to zero in other cases, because the bGA loses the ability to progress toward promising regions at higher problem dimensions, which is one of the binary coding disadvantages. In contrast, the brGA successfully maintains reasonable effi ciency rates. Therefore the experimental results clearly indicate that the hybrid scheme adopted enhanced the time and quality performances of its bGA part.
On the other hand, by comparing the brGA with the rGA it is obvious that the rGA slightly outperforms at lower dimensions (10, 50). However, the difference in performance increases at the higher dimensions (100, 120) to the benefi t of the brGA. The same is true for effi ciency rates. This indicates that the hybrid scheme adopted has effectively enhanced the quality and time performance of its rGA part in diffi cult situations with high-dimensional problems.
In the second set of experiments, the sensitivity of the brGA performance was checked against increasing chromosome length. The same settings as those shown in Tables 1  and 2 were used. However, here the problem dimensions were fi xed at 2, and the performance of the brGA was compared with that of the bGA.
The experimental results are illustrated in Fig. 2 . As expected, the performance of the bGA largely depends on the chromosome length. By increasing the number of bits, the coding precision was increased. This translated into an enhanced bGA performance. In contrast to the bGA, it is evident from Fig. 2 that the brGA showed little sensitivity toward chromosome length. Therefore, the hybrid scheme adopted is useful in minimizing the dependency of its bGA part on chromosome length to achieve a better quality performance. This will be helpful in decreasing the complexity of the algorithms in cases of diffi cult real-world problems with many variables that require long binary chromosome representations to ensure solutions with a high precision.
Conclusion and future work
An adaptive resolution binary-real coded GA (the brGA) has been proposed. It is a hybrid scheme that organizes cooperation between an rGA and a bGA through an adaptive resolution factor in order to combine the advantages of both versions. The brGA fl owchart was presented and explained. Then the experimental results for Griewangk's benchmark problem were reported and discussed. It is clear from the results obtained that the brGA signifi cantly enhances the quality and time performance of its bGA part against increasing problem dimensions, and reduces the sensitivity of its bGA part against increasing/decreasing chromosome length. On the other hand, the results also showed that the brGA enhances the quality and time performance of its rGA part in complex cases of high-dimensional problems.
Possible directions for future work include extending the algorithm to constrained optimization problems by incorporating appropriate constraint-handling techniques and then applying it to complex real-world problems such as the resource allocation problem in cloud platforms, which is part of this research agenda.
