Abstract-In mobile networks, users may lose coverage when entering a building due to the high signal attenuation at windows and walls. Under such conditions, services with minimum bitrate requirements, such as video streaming, often show poor Quality-of-Experience (QoE). We will approach this problem in two steps. First, we present a Bayesian detector that combines measurements from two Smartphone sensors to decide if a user is inside a building or not. Second, we extend a widely-used HTTP adaptive streaming (HAS) algorithm to take coverage classification into account. Measurements in a typical office environment show high accuracy for the presented detector and superior QoE for the proposed HAS algorithm.
I. INTRODUCTION
In 2016, video streaming generated 60% of the global IP traffic in mobile networks [1] . The lion's share of this traffic was produced by HTTP Adaptive Streaming (HAS) technologies [2] such as Dynamic Adaptive Streaming over HTTP (DASH) [3] or HTTP live streaming (HLS) [4] . With HAS, a video stream is encoded in multiple qualities and segmented into a number of small files. Each of these so-called segments or chunks contains an approximately constant duration of video and is downloaded by the client via the HTTP protocol. The client employs a bitrate adaptation algorithm, called HAS policy, that controls quality and request time for the next download segment, according to the filling level of its local playback buffer and according to the measured throughput.
Although HAS policies are designed to cope with some throughput variation they often fail in mobile networks [5] , [6] . Depending on the current user location, mobile throughput may change drastically as a result of physical effects during radio propagation. While the client's playback buffer typically protects the stream from short channel outages caused by Fast Fading, slow effects such as Path Loss and Shadowing can cause much longer throughput decreases. Being unaware of the state of the wireless channel, most HAS policies may react too late and not aggressive enough to compensate for such long degradations of wireless throughput. This is a common case if a user is obstructed by a large obstacle or moves inside a tunnel or a building [5] . The target of this paper, is to provide a fast and aggressive HAS decision if (and only if) the user's current mobile coverage requires it.
A. Related work HAS policies can be classified according to their input dynamic. Throughput-based policies adapt according to measured TCP throughput, which requires a sufficient number of probes in order to obtain a reliable observation [7] . On the other hand, buffer-based policies [8] , [9] adapt the requested bitrate according to the client's playback buffer.
Since it takes a long time until a coverage loss affects application-layer buffers and TCP throughput, the mobile streaming community started to include information from lower protocol layers into HAS policies. While [6] obtains the link-layer throughput directly from the LTE scheduling grant, the authors of [10] , [5] decided to adapt to the received signal power. Although it cannot be directly translated into throughput, signal power provides an accurate measurement of the current coverage situation and is readily available at the application layer of modern Smartphones without additional battery consumption.
B. Main contributions
Following the idea of characterizing a user's coverage situation by signal power, we go a step further. In addition to the signal power received from the cellular modem, we use information from the Smartphone's localization sensors, e.g., its Global Navigation Satellite System (GNSS) receiver, to indicate a coverage loss. We will provide strong experimental evidence that this combination highly increases the estimation accuracy compared to using cellular signal power alone.
Briefly, the contributions of this work are as follows:
• Indoors-outdoors detector: In Section III, we present a Bayesian detector that combines signal measurements from the cellular and GNSS receiver. The result is a binary estimate (i.e., indoors or outdoors) of the user's coverage situation in real time.
• Indoors-outdoors-aware HAS policy: In Section IV, we apply the indoors-outdoors detector described in Section III to improve the performance and stability of a classic adaptive streaming policy [8] .
• Experimental verification: In Section V, we present the setup and results of our measurement campaign. 1 . The results consistently show substantial gains in video bitrate, fluency and stability, compared to the baseline policy [8] . These results demonstrate that accounting for the coverage context of a user is a promising approach for designing adaptive streaming policies.
II. SYSTEM MODEL According to the DASH standard [3] , a streaming client employs an HAS algorithm to choose a video quality. For this quality, the client progressively downloads each segment until the maximum buffer occupancy (B max ) is reached. The QoE eventually depends on the filling level of this playback buffer, which is defined by the throughput of the radio link.
Based on measurements of the received signal power, we compute the throughput according to Shannon's equation as follows. The achievable rate at time index i is given by
where γ i is the signal to interference noise ratio (SINR) and B i is the user effective bandwidth which corresponds to 90% of the total bandwidth in the 4G standard [11] . We assume that γ i = P i /θ i where P i is the received signal power measured over bandwidth ω s and θ i is the sensitivity threshold, above which the receiver is capable of detecting and processing the received signal. We truncate the value of γ i at 20dB since the highest modulation scheme is obtained at SINR>= 20dB.
The received signal power is available at the application layer of most mobile devices [12] . Without loss of generality, we assume that interference is included in the sensitivity threshold. Since mobile devices may associate to a different mobile network type at any time, thresholds for 2G, 3G and 4G have to be considered. We summarize all used parameters in Table I . Details are provided in the standards [13] , [14] , [15] for 2G, 3G and 4G, respectively. Using the obtained SINR, the cell throughput is then computed over the complete bandwidth of the respective network type as in (1) . Computing this quantity for the complete data set provides the empirical CDF in Figure 1 .
To obtain the throughput for a single user, we assume a round-robin scheduling policy where all users are served equally. Thus, the total cell throughput is equally shared among K users as C i,k = C i /K where k = 1, . . . , K. Note that we have to limit our study to K ≤ 8, since this is the maximum number of users per channel in 2G [16] .
The received signal power P i was measured over several days inside and outside of a typical multi-floor office building in downtown Paris, France. Off-the-shelf mobile devices were used, namely five HUAWEI Mate 8 Smartphones running Android 6.0 Marshmallow [17] with different network providers. The Smartphones automatically selected all transmission (e.g., Physical-layer rate) and associated to 2G, 3G, or 4G networks over the course of the measurements. All data was recorded at the application of these devices without direct access to 
III. INDOORS-OUTDOORS DETECTION
In this section, we present our Bayesian classifier for a user's coverage situation. Our algorithm detects if a user is indoors or outdoors, based on the a posteriori information from Smartphone sensors. The first input is the received signal power as provided by the cellular modem according to [18] . The second input is the confidence radius of the location, provided by the active localization sensor, e.g., the Smartphone's global positioning system (GPS) chip set. In the following, we will discuss the statistics of both input variables and describe a method to combine them for indoors-outdoors detection.
A. Analysis of received signal power Figure 2 shows the empirical cumulative distribution function (CDF) of the received signal power measurement, separated by the recorded ground truth (i.e., indoors or outdoors). The significant offset between the two CDFs results from substantial differences in radio propagation, namely reflection, diffraction, and attenuation [19] . Based on these statistics, we conclude that received signal power can be used to classify the user's coverage situation (i.e., either indoors or outdoors). We will proceed using the empirical probability density functions (pdf) of the received power, obtained by differentiating previously recorded CDFs.
B. Analysis of confidence radius
To improve the detection performance, we propose the use of the confidence radius as provided by the localization system of mobile devices, e.g., [20] . It is important to highlight that confidence radius is the sole localization parameter used by our algorithm. Other parameters such as user position, speed and altitude are not required.
The empirical analysis of the confidence radius shows sparse data for indoors and outdoors measurements as in Figure 3 . Such quantization is common in GPS chip sets and can be overcome by curve fitting, as shown by the dashed lines. The resulting curves will be used in the following algorithm
C. Data fusion and detection
The indoors-outdoors detection is based on maximum a posteriori (MAP) estimation, where the unknown status maximizes the a posteriori probability under a given observation. The input from the two sensors is combined by computing a joint a posteriori probability based on the distributions of (i) the received signal power and (ii) the confidence radius.
We denote by y and z the received signal power measure and the confidence radius value, respectively, at time index . The a posteriori probability is given by AP P (S ) = P (S |y , z ), where S ∈ {Indoor, Outdoor}. Following Bayes' law, the a posteriori probability becomes
Unlike for received power and confidence radius, no a priori information is available on S and the two input variables are obtained from physically independent sensors. Consequently, the a posteriori probability is proportional to the product
of the conditioned measurements. Here, P (y |S ) is the direct observation based on received signal power and P (z |S ) is the direct observation based on the confidence radius. Finally, the a posteriori probability can be expressed simply as
where obs y (S ) = P (y |S ) = p(y |S )
S p(y |S ) and obs z (S ) = P (z |S ) = p(z |S ) S p(z |S ) are the observations computed from received power and location measurements, as described previously.
The coverage classification (i.e., indoors or outdoors) is then given by the most probable value of AP P (S ), i.e., the value maximizing the a posteriori probability. In this section we will describe an HAS policy based on coverage classification.
A. Buffer-aware adaptation algorithms
A common buffer-based HAS policy is described in [8, Section VII] . This policy employs a segment map which is defined in the space [0, B max ] and [S(R min ),S(R max )], whereS is the mean segment size of representation R i , i ∈ (1, 2 . . . n), as depicted by the black line in Figure 4 . The map is defined by two thresholds: i) an upper threshold r upper that drives the policy to select the maximum quality available (R max ) once the instantaneous buffer occupancy B(t j ), at time t at the end of the download of the j th segment, j ∈ {1, 2 . . . J}, surpasses it and ii) a lower threshold r lower that dictates the lowest available quality (R min ) if B(t j ) < r lower . In the buffer region r lower < B(t j ) < r upper , the policy may use any non-decreasing function to select the quality of the next segment to be downloaded [8] . We will refer to this adaptation principle as the baseline for the remainder of the paper.
B. Buffer and coverage awareness
We present the HAS policy Indoors-Outdoors aware Buffer Based Adaptation (IOBBA), based on coverage classification. IOBBA aims at minimizing the re-buffering events for mobile streaming users that move into an area with poor coverage, e.g., inside a building. To this end, the HAS policy has to react faster to throughput decreases in order to avoid buffer underruns. Moreover, the policy should increase the video bitrate conservatively, in order to avoid video rate oscillations at the edge of a poorly covered region. Both design principles should add a minimum penalty to the average video bitrate. Following these targets, we made two modifications to the baseline algorithm [8, Section VII].
1) Aggressive response to reduced buffer occupancy:
Instead of using a linear function for the buffer region r lower < B(t j ) < r upper , we employ the function f (B(t j ) = α · β B(tj ) , where α and β can be computed at the boundary values f (r lower ) and f (r upper ). This exponential function is illustrated by the red line in Figure 4 . To increase stability and to reduce the probability of buffer starvation, we use a constant value for r lower . This allows for a fast reaction to the immediate buffer depletion, which is a direct consequence of the throughput reduction, when moving into a building. This updated segment map is used when the user location is detected indoors. In this way, the user will experience smoother buffer depletion and thus a reduced probability of re-buffering events. To prevent further loss in the mean video bit-rate, a linear function is used instead, as soon as the user's location is detected outdoors.
2) Conservative video bit-rate increase: Indoors, the IOBBA policy increases video bitrate more conservatively than outdoors. While the user is considered to be indoors, video bitrate is only increased after m sequential requests upgrade requests have been indicated by the segment map. With this principle, video bitrate oscillation becomes less likely.
V. MEASUREMENT RESULTS
We experimentally evaluate various QoE factors for IOBBA. For each factor, we study the difference to ground truth and to a baseline algorithm from literature.
A. Methodology
To study the effect of estimation error on the QoE, we study IOBBA-True where our HAS policy from Section IV operates on the ground truth and IOBBA-Detected where the result of our MAP estimator is used. During our one-week measurement campaign, we obtained 35 traces files for a variable number of mobile users (k ∈ {1, 2, . . . , 8}). Furthermore, we investigated the maximum buffer occupancy B max . This factor is important as it may substantially differ between different streaming services (e.g., tens of seconds for live streaming, hundreds of seconds for video-on-demand).
To parameterize our HAS policy, we dynamically computed the lower threshold as in [8] when the user is outdoors. Indoors, we used the constant value r lower = 0.3×B max . The upper threshold is constant with 0.9 × B max for all policies and the video rate increase threshold is m = 3.
As streaming content, we have chosen the open movie Big Buck Bunny (BBB) [21] , which is recommended in the measurement guidelines of the DASH Industry Forum [22] . BBB is of 9:56 minutes duration and high motion. We encoded the movie with H.264 at 24 frames per second, using MP4 containers at a segment duration of 4 seconds. Following the recommendations of [23] , we selected the video bit-rate levels according to the quantiles of the total throughput CDF as in Table II .
As QoE factors we studied: 1) Mean selected video rate, averaged over the video duration. 2) Re-buffering frequency, which is the number of rebuffering events over the video duration and 3) Adaptation frequency, which accounts for the amount of video rate changes over the video duration. For each metric, we present arithmetic means over all measurements and the standard error at a confidence level of 95%.
B. Accuracy of indoors-outdoors detection
The detection is performed by the MAP estimator defined in Section III, based on the pdfs from previous measurements.
The confusion matrix in Table III shows the accuracy of this estimation when only the received power is used as an input. Including the confidence radius as a second input leads to the detection accuracy in Table IV. This clearly shows the benefit of including this second variable as a 12% accuracy increase for the indoor case. Over all cases, the MAP estimation over both variables reaches an accuracy of P io = 92.98%. Figure 5 shows several QoE factors for an increasing number of users k. As k increases, the bandwidth-share assigned to each user is reduced and therefore the mean video bitrate is diminished. Additionally, the frequency of re-buffering events is increased since the lower the throughput of each user the higher the probability of a buffer underrun. For the adaptation frequency, we notice that using indoor-outdoor detection increases the stability for increasing k. The baseline algorithm, however, suffers from an almost constant fluctuation of video quality even at high k. It is interesting that imperfect estimation shows a slight drawback for adaptation frequency but is insignificant for the other studied QoE factors. We can conclude that, compared to the baseline, IOBBA improves the re-buffering frequency as well as adaptation frequency by 30%. This QoE gain comes only at a marginal cost for the mean video bit-rate. Figure 6 shows the studied QoE factors for an increasing target buffer level. A larger maximum buffer ensures that the video bit rates are sufficiently distant from each other in the segment map, thus reducing the probability of bitrate oscillation. Of course, the higher the maximum buffer occupancy, the higher the average buffer occupancy per stream, and therefore, the lower the re-buffering frequency. We should mention that the mean video bit-rate is inversely proportional to the maximum buffer occupancy which is due the fact that the segment maps of larger buffers have a lower response rate to throughput increases. The larger the buffer the more time is spent to achieve r upper with segments of the lowest quality, which explains the reduction of IOBBA's mean bitrate in Figure 6a .
C. QoE of adaptive streaming
On the other hand, the smaller the maximum buffer occupancy, the smaller the distances between buffer values that indicate video bit-rate changes and, thus, the larger the adaptation frequency. This is why IOBBA outperforms the baseline by 20 to 25% in adaptation frequency and by 35 to 40% in terms of re-buffering. All in all, this is a substantial QoE gain at a reasonable penalty for the average bitrate.
VI. CONCLUSION
In this paper, we extended a common HTTP adaptive streaming (HAS) algorithm by a Bayesian coverage estimator. The resulting HAS policy, called IOBBA, aggressively reduces the requested video quality if the user is estimated to enter an area of poor signal coverage (e.g., indoors). Then the policy stays conservative, until an area of high coverage is detected (e.g., outdoors).
The coverage estimation requires no knowledge of user location and makes no use coverage or map data. The required input is entirely collected during run time, from two Smartphone sensors at the application layer. Estimation accuracy is in the order of 95%, which is sufficient for high QoE gains.
Our experiments in a typical downtown office building show substantial improvements in video bit-rate, smoothness and stability, compared to a conventional HAS policy. This clearly demonstrates that making adaptive streaming aware of the user's current coverage situation can highly improve the QoE of mobile streaming.
