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Kurzfassung 
Die vorliegende Arbeit beschreibt den Aufbau, die Inhalte sowie einige Anwendungen der 
Ontologie OntoCAPE. OntoCAPE ist eine formale Ontologie, die für den Einsatz in 
unterschiedlichen Softwareanwendungen in der Verfahrenstechnik konzipiert worden ist.  
Im Kontext dieser Arbeit werden Ontologien primär als Hilfsmittel zum Bau von 
wissensbasierten Systemen betrachtet. Wissensbasierte Systeme, die oft auch als 
“Expertensysteme” bezeichnet werden, bestehen aus zwei Hauptkomponenten: der 
Wissensbasis und der Inferenzmaschine. Die Wissensbasis enthält sowohl allgemeingültiges 
Wissen über den Problembereich als auch konkrete Fakten über den jeweiligen 
Anwendungsfall. Die Inferenzmaschine verarbeitet die Regeln und Fakten, die in der 
Wissensbasis gespeichert sind, um eine Lösung für den jeweiligen Anwendungsfall 
abzuleiten. 
Die Erstellung einer Wissensbasis ist mit einem hohen zeitlichen und finanziellen Aufwand 
verbunden. Der Aufwand kann jedoch deutlich reduziert werden, wenn man dabei auf einer 
bereits vorhandenen Ontologie aufbauen kann: Grundsätzlich gesprochen stellt eine Ontologie 
allgemeingültiges Wissen in einer strukturierten Form bereit; ist dieses Wissen überdies in 
einer formalen Sprache repräsentiert, so kann es unmittelbar für den Bau einer Wissensbasis 
eingesetzt werden. Konkret muss der Anwender zunächst geeignete Wissensbausteine aus der 
Ontologie auswählen und diese anschließend so erweitern und/oder anpassen, dass eine 
Wissensbasis für den jeweiligen Anwendungsfall entsteht. 
In der Ontologie OntoCAPE ist allgemeingültiges Wissen für das Anwendungsgebiet der 
Verfahrenstechnik formalisiert. Bei der Repräsentation dieses Wissens werden zwei 
essentielle Ziele angestrebt: Zum einen soll die Ontologie Wissen für ein möglichst breites 
Spektrum von unterschiedlichen Anwendungen bereit halten, zum anderen soll der Aufwand 
für das Erstellen einer speziellen Wissensbasis möglichst gering gehalten werden. Diese 
beiden Ziele stehen in einem Konflikt zueinander: Um OntoCAPE breit einsetzbar zu 
konzipieren, ist es vorteilhaft, das Wissen möglichst allgemein zu formulieren. Einen 
minimalen Arbeitsaufwand erreicht man hingegen nur, wenn die Wissensrepräsentation 
bereits auf den jeweiligen Anwendungsfall zugeschnitten ist. 
OntoCAPE stellt einen Kompromiss zwischen diesen einander widerstrebenden Zielen dar. 
Die Ontologie enthält einerseits generische Wissenskomponenten, die sogar über das 
Anwendungsgebiet der Verfahrenstechnik hinaus eingesetzt werden können; andererseits 
stellt sie aber auch Wissensbausteine für konkrete Anwendungsfälle bereit.  
 10 
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1 Introduction 
1.1 Motivation for the Use of Ontologies 
This thesis is about the design and application of ontologies. In the context of this work, 
ontologies are primarily seen as a means to efficiently build knowledge-based software. Such 
software – also referred to as ‘intelligent systems’, ‘artificial intelligence’, ‘AI systems’, or 
‘expert systems’ – comprises two basic software components: the knowledge base, which 
contains generic domain knowledge as well as concrete facts about the case under 
consideration, and the inference engine (also known as reasoner), which processes the 
knowledge and facts stored in the knowledge base and autonomously inferes a solution for the 
case at hand.  
Traditionally, intelligent systems were built from scratch. For large systems, however, this 
proceeding turned out to be too costly and time consuming. Particularly, the construction of 
the knowledge bases proved to be the main cost-driver that hindered the further development 
of intelligent systems in the late 1980s. Neches et al. (1991) diagnosed: “knowledge base 
construction remains one of the major costs in building an AI system […] As a result, most 
systems remain small to medium in size.  […] The cost […] will become prohibitive as we 
attempt to build larger and larger systems.”  
To overcome this economic barrier, Neches et al. (1991) proposed a new approach for the 
building of intelligent systems: “Building knowledge-based systems today usually entails 
constructing new knowledge bases from scratch. It could be instead done by assembling 
reusable components. System developers would then only need to worry about creating the 
specialized knowledge […] new to the specific task of the system […] In this way, declarative 
knowledge […] and reasoning services would all be shared among systems.” 
Besides the obvious economic benefits that can be achieved by reusing existing knowledge 
components, the strategy has other considerable advantages:  
• First to mention is the reduced error rate of the software: The robustness of a software 
system increases to the extent to which well-tested parts can be reused (Neches et al., 
1991). Plus, due to the continuous revision of the knowledge components, the number of 
remaining errors will decrease with each reuse cycle. 
• A further advantage results from a mandatory change of system architecture required by 
the new approach: Traditionally, the knowledge representation was heavily intertwined 
with the reasoning services and the program code in order to optimize the performance of 
the overall system. As a result, the knowledge was only accessible to developers with 
programming experience; domain experts (i.e., the actual knowledge holders) had to get 
acquainted with the program code first before being able to enter knowledge into the 
system or to maintain and customize the knowledge base to their particular needs. In 
practice, this often proved too great an obstacle for the users to overcome. The new 
approach, by contrast, enforces a strict separation of knowledge base, inference engine, 
and application-specific program logic. This novel software architecture enables a domain 
expert to focus on the representation of the knowledge and shields him or her from the 
implementation details.  Therefore, the domain expert is likely to create a knowledge base 
of improved quality. At the same time, the maintainability of the entire system is 
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enhanced, since reasoner, program code, and knowledge base can be maintained 
independently by software engineers, application programmers, and domain experts, 
respectively. 
Within the suggested approach, ontologies have the function of providing a consensual 
knowledge representation, which can be reused and shared across software systems and by 
different groups of users. Domain ontologies, in particular, aim at capturing the knowledge of 
an entire application domain, such as physics, chemistry, or engineering. Note that, in order to 
be widely applicable, the knowledge represented in an ontology must be generic; that is, the 
ontology is expected to provide “a conceptual foundation for a range of anticipated tasks”, but 
not to “include vocabulary sufficient to express all the knowledge relevant to those tasks” 
(Gruber, 1995). Thus, to convert an ontology into a knowledge base for a particular 
application, the knowledge must be specialized and customized. 
1.2 The Challenge of Ontology (Re)Usability 
Principally, any ontology has to meet two major goals: to be usable and to be reusable. 
• According to the IEEE Standard Glossary of Software Engineering Terminology, 
reusability is defined as “the degree to which a software module or other work product 
can be used in more than one computing program or software system” (IEEE, 1990). 
Ontology reusability, in particular, can be defined as “the adaptation capability of an 
ontology to arbitrary application contexts” (Pâslaru-Bontaş, 2007), including those 
contexts “that were not envisioned at the time of the creation of the ontology” (Russ et al., 
1999). Note that it is neither feasible nor desirable to design an ontology that is equally 
appropriate for all application contexts (Borst, 1997); rather, the goal of reusability is to 
come up with an ontology that can be adapted to a preferably large number of 
applications. 
• Usability, on the other hand, denotes the degree to which the software component is useful 
for a specific task or application. The term also has the connotation of “ease of use”, 
pertaining to the effort required by a user to utilize a given (software) system. By 
definition, an ontology is never ready for use, but must always be adapted and refined to a 
knowledge base for the envisioned application. Therefore, the goal of ontology usability 
can be phrased as minimizing “the effort required to customize the ontology so that it can 
be used by humans or machines in a given application context” (Pâslaru-Bontaş, 2007).  
A subtle but important difference between ontology usability and reusability is pointed out by 
Jarrar & Meersmann (2002):  
“Increasing the reusability of knowledge implies the maximization of using this 
knowledge among several kinds of (autonomously specified!) tasks, while 
increasing ontology usability could mean just maximizing the number of different 
applications using an ontology for the same kind of task”.  
Consequently, it is difficult to simultaneously achieve high degrees of usability and 
reusability: Specializing in one kind of task makes the ontology more useable for this 
particular task, but it also decreases the likelihood of its reusability; a highly abstract 
ontology, on the other hand, may be applicable to a variety of different tasks, but it is unlikely 
to prove very useful for any of these without extensive modification and detailing. This 
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challenge is known as the reusability-usability trade-off problem (Klinker et al., 1991) in the 
literature.  
This thesis presents OntoCAPE, a general-purpose ontology for applications in the domain of 
computer-aided process engineering (CAPE). As will be demonstrated, OntoCAPE constitutes 
a reasonable balance between usability and reusability, and is thus applicable to a broad range 
of tasks with only moderate customization effort. 
1.3 Research Context 
The research described in this thesis, particularly the development of the OntoCAPE 
ontology, has been conducted as part of two large, interdisciplinary research projects: the 
IMPROVE1 project (Marquardt & Nagl, 2004; Nagl & Marquardt, 2008) and the COGents 
project (Braunschweig et al., 2002; Yang et al., 2008). The former is concerned with the 
development of novel methods and software tools for the support of collaborative design 
processes in chemical engineering; the latter explores a new approach to numerical simulation 
that enables the assembling of large simulation models from model components in distributed 
libraries. 
Within the IMPROVE project, the conceptual basis for OntoCAPE has been established by 
the information model CLiP (Bayer, 2003). Based on CLiP, version 1.0 of OntoCAPE (Yang 
& Marquardt, 2004; Yang et al., 2008) was developed in the COGents project – at that time 
still with a narrower focus and a different overall structure than the current version. After 
completion of the COGents project, the further development of OntoCAPE was taken over by 
IMPROVE. In 2007, version 2.0 of OntoCAPE has been released, which is described in Chap. 
3 of this thesis. A more extensive overview on the history of OntoCAPE can be found in 
Chap. 4.1.  
1.4 Thesis Overview 
This thesis is organized as follows: 
Chapter 2 reviews the scientific background and establishes the terminology required for 
discussing ontologies, thus providing the basis for the subsequent chapters of this thesis. It 
starts off by contrasting the similar but different perceptions of ‘ontology’ in the areas of 
philosophy and computer science. Next, the specification of ontologies through informal and 
formal languages is discussed; the latter option is further elaborated by describing the 
modeling capabilities of formal ontology languages. Having established these basic facts, it is 
argued that an ontology must be both formally and informally specified in order to be of 
practical use. Moreover, it is clarified what differentiates a “true” ontology (i.e., a reusable 
knowledge representation, as defined in Sect. 1.1) from so-called pseudo ontologies and 
lightweight ontologies. The chapter closes with a classification of ontology types according to 
their respective functions. 
                                                 
1
 IMPROVE is now continued by the Transfer Center 61 (TC 61, 2007), the goal of which is to transfer the 
results of IMPROVE into industrial practice. 
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Chapter 3 presents the ontology OntoCAPE, which has been designed for applications in the 
domain of computer-aided process engineering. Initially, a short overview on the structure 
and scope of OntoCAPE is given. Subsequently, the individual parts that constitute 
OntoCAPE are discussed in detail. On the basis of selected samples, the conceptualization of 
key notions, such as mereology, topology, and systems theory, is demonstrated. The chapter 
ends with a discussion of the major principles according to which the ontology has been 
designed. 
Chapter 4 gives a review of the related work. Firstly, the earlier efforts in information 
modeling at the author’s institute are summarized, which laid the foundation for the 
development of OntoCAPE; the contributions made by this thesis are contrasted against these 
earlier efforts. Next, the work of other research groups are reviewed and compared with 
OntoCAPE. To stay within reasonable limits, the review is confined to ontologies that are of 
particular relevance in the context of this work: An ontology is considered to be relevant if it 
bears close resemblance to OntoCAPE with respect to both scope and level of complexity, or 
if it had a significant influence on the development of OntoCAPE. 
Chapter 5 describes some software applications, which have been realized on the basis of 
OntoCAPE and thus demonstrate the ontology’s potential for (re)use. Firstly, two earlier 
applications in the area of mathematical modeling and simulation are presented Secondly, an 
ontology-based knowledge management system is described. The chapter ends with reporting 
on an ongoing project concerned with information integration in process engineering. 
Chapter 6 concludes the thesis by summarizing the major results and by identifying 
opportunities for future research. 
Appendix A gives an introductory overview to OWL, the formal ontology language in which 
OntoCAPE 2.0 is represented. 
Appendix B summarizes the major differences between OntoCAPE 2.0 and the preceding 
version OntoCAPE 1.0. 
1.5 Publications 
The following parts of this work have previously been published and/or presented at national 
and international conferences: 
• Chapters 0 and 2 are partially incorporated in two proceedings contributions for the 2007 
AIChE annual meeting (Wiesner et al., 2007) and the 2008 ESCAPE conference 
(Morbach et al., 2008e). The respective parts define the notion of ‘ontology’, clarify the 
role that ontologies play in the development of intelligent software, and explain the 
challenges associated with the design of ontologies that are both usable and reusable.  
• Summarizing descriptions of the ontology OntoCAPE have been presented in a number of 
publications (Morbach et al., 2007; Morbach et al., 2008b; Wiesner et al., 2007; Morbach 
et al., 2008e). Moreover, a series of technical reports (Morbach et al., 2008f; 2008g; 
2008h; 2008i; 2008j; Wiesner et al., 2008a) has been completed, which give a more 
comprehensive specification of the ontology. The contents of these technical reports have 
been combined to a monograph (Marquardt et al., 2009), which will be released in 2009. 
Selected excerpts of the listed contributions have been reused in Chap. 3. 
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• An extended version of the history of OntoCAPE addressed in Chap. 4.1 has been given 
by Morbach et al. (2008b). Parts of the literature review given in Chap. 4.2 were also 
published by Morbach et al. (2008d), though with a different focus and at a higher level of 
detail.  
• The software applications described in Chap. 5 were previously reported in the following 
articles: 
o The multi-agent system COGents (cf. Chap. 5.1.1) is, amongst others, explicated in 
publications by Braunschweig et al. (2004) and Yang et al. (2008). 
o Yang et al. (2004a) and Yang & Marquardt (2004) describe the ontology-based 
modeling environment addressed in Chap. 5.1.2 
o Further descriptions of the knowledge management system PDW (cf. Chap. 5.2) 
have been given, for example, by Brandt et al. (2006a; 2008a). Certain model-related 
aspects of the PDW have also been reported  by Morbach et al. (2008c; 2008d), 
Eggersmann et al. (2008), and Theißen & Marquardt (2008). 
o The information integration software sketched in Chap. 5.3 is also presented in a 
number of articles by Morbach & Marquardt (2008), Wiesner et al. (2007; 2008b). 
o A presentation by Morbach & Marquardt (2006) envisions the use of OntoCAPE in 
e-procurement. 
Selected passages from the above articles have been included in this thesis, mostly in 
paraphrased form. 
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2 Scientific Background 
2.1 Ontology in Philosophy 
Originally, Ontology2 is a philosophical discipline concerned with the question of what exists 
and what is the essence of things. The term ‘Ontology’ stems from ancient Greek and can be 
translated as ‘theory of existence’3. The discipline of Ontology was founded by Greek 
philosophers like Parmenides of Elea and Aristotle, during the 4th Century BC. Ontology has 
been a topic of active research throughout the Middle Ages and Modern Age until today, with 
contributions from such renowned philosophers as Kant and Wittgenstein. Nowadays, 
Ontology constitutes an important area of contemporary philosophy, covering large research 
projects and reaching out to such different areas as artificial intelligence, database theory, and 
natural language processing. 
According to the Stanford Encyclopedia of Philosophy (cf. Hofweber, 2005), the discipline of 
modern Ontology comprises four different aspects, denoted by (O1) to (O4): 
(O1) The study of what there is, what exists. 
(O2) The study of the most general features and relations of the entities which do exist. 
A prerequisite for (O1) is to clarify in which things one must (initially) believe before one 
may reason about the existence of other things. Therefore, Ontology also includes  
(O3) the study of ontological commitment, i.e., to become aware of what one is committed 
to. 
Generally, an ontological commitment to the existence of an entity (A) becomes necessary in 
order to make a statement about the existence of another entity (B). In other words: the 
existence of entity A is presupposed or implied by asserting the existence of entity B. A 
typical commitment would be the choice of a modeling language (cf. Sect. 2.3); that is, one 
commits to abstract entities, such as classes or relations, or to particular theories, such as 
second order logic 
Finally, the field of Ontology incorporates 
(O4) the study of Meta-Ontology, i.e., saying what task it is that the discipline of Ontology 
should aim to accomplish, if any, how the questions it aims to answer should be 
understood, and with what methodology they can be answered. 
In the following, a particular ontological theory is referred to as an ontology (with lowercase 
‘o’). The individual ontologies considered in the context of this work will mainly focus on the 
aspects (O1) and (O2). 
                                                 
2
 Adopting a proposal of Guarino and Giaretta (1995), we use the uncountable noun ‘Ontology’ (with capital 
‘O’) to refer to the philosophical discipline; in contrast, the countable noun ‘ontology’ (with lowercase ‘o’) refers 
to a specific ontological theory, such as ‘Aristotle’s ontology’ or ‘the Cyc ontology’. 
3
 ὄντος (Ontos), the genitive of ὄν (On), means ‘of being‘; the suffix -λογια (-logia) denotes a science, study, or 
theory. So originally, the word signifies ‘theory of being’. 
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An ontology can be specified on different levels of formality. According to Uschold &  
Grüninger (1996) and Hofweber (2005), an ontology is designated as   
• informal if expressed in natural language; 
• semi-informal if expressed in a restricted and structured form of natural language; 
• semi-formal if expressed in an artificial and formally defined language; and 
• (rigorously) formal if the ontology contains precise mathematical definitions of certain 
entities in terms of their properties and their relations to other entities. Such definitions are 
usually given in form of axioms formulated in a logic-based language. This allows 
proving certain properties about an ontology, such as its consistency4. 
Formal ontologies have proven to be applicable in numerous areas; a particularly popular field 
of application is based on utilizing a formal ontology as a framework for information 
representation. Information represented in such a framework is easily accessible to automated 
information processing. For that reason, ontologies have become a subject of intensive 
research in the area of computer science. 
2.2 Ontology in Computer Science 
Over the last decades, the term ‘ontology’ has been adopted by computer scientists, firstly in 
the field of artificial intelligence (AI) and more recently in other areas, as well. Within this 
community, the term is used in a more narrow sense than in the context of philosophy, 
denoting a formal ontology for information representation5 (see above). Viewed from the 
perspective of an AI system, this conception of an ontology is equivalent to the original 
philosophical definition of Ontology as a “theory of existence”, since, as Gruber (1995) put it, 
“for AI systems, what ‘exists’ is that which can be [formally] represented”. 
In computer science, there are two principal types of usage for an ontology: 
• The first type of usage has already been explicated in Chap. 1.1: An ontology serves as a 
library of knowledge components to efficiently build intelligent systems. To this aim, the 
generic ontology is to be transformed (i.e., extended and customized) into a knowledge 
base according to the requirements of the respective application. 
• The second type of usage is as a shared vocabulary for communication between 
interacting human and/or software agents. According to their respective functions, the 
communicating agents may have different knowledge bases, but all the knowledge bases 
must be consistent with the ontology (Gruber, 1995).  
Both types of usage make the same demand on the ontology: They both require a consensual 
knowledge representation that is reusable in different application contexts. For the first case, 
this is obvious and has been extensively discussed in Chap. 1.2. As for the second case, the 
communicating agents perform different tasks requiring different knowledge bases, and thus 
                                                 
4
 An ontology is said to be consistent if it does not contain any logically conflicting statements. 
5
 ‘Knowledge representation’ is often used synonymously with ‘information representation’. 
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the ontology must be suitable for each of these6. Thus, a properly crafted ontology should be 
applicable to both types of usage. As will be explained in Chaps. 4.1 and 5, OntoCAPE 
originally started as a shared vocabulary, but later evolved to a library for building 
knowledge-based systems. 
Guarino (1998) points out that in philosophy, the term ‘ontology’ denotes a conceptual 
framework, whereas in computer science, ‘ontology’ often (but not always) refers to the 
engineering artifact used to represent such a conceptual framework:  
“In the philosophical sense, we may refer to an ontology as a particular system of 
categories accounting for a certain vision of the world. As such, this system does 
not depend on a particular language: Aristotle's ontology is always the same, 
independently of the language used to describe it.  
On the other hand, in its most prevalent use in AI, an ontology refers to an 
engineering artifact, constituted by a specific vocabulary used to describe a certain 
reality, plus a set of explicit assumptions regarding the intended meaning of the 
vocabulary words.”  
In this thesis, the term ‘ontology’ is used ambiguously with both meanings. If necessary, we 
will use the phrases ‘ontology at the syntactic level’ to refer to the engineering artifact, and 
‘ontology at the semantic level’ to refer to the abstract conceptual framework7.  
Note that in computer science, the term ‘ontological commitment’ has a special meaning, as 
well: If some human or software agents agree on using an ontology for a given task in a 
consistent manner, they are said to commit to that ontology (Gruber & Olsen, 1994; Studer et 
al., 1998). In other words, “an agent commits to an ontology if its observable actions are 
consistent with the definitions in the ontology” (Gruber, 1995). 
2.3 Representation of Formal Ontologies 
Ontologies can be modeled with different modeling techniques, and they can be implemented 
in various kinds of languages (Uschold & Grüninger, 1996). Examples of common modeling 
techniques, or modeling paradigms, include frames (e.g., Minsky, 1975), first-order logic 
(e.g., Hodges, 1983), description logic (abbr. DL; e.g., Baader et al., 2003), database 
modeling techniques (e.g., Chen, 1976), and rule-based languages (a.k.a. rule languages; e.g., 
Lloyd, 1987); for each paradigm, multiple implementations, or modeling languages, exist. 
In spite of their diversity, the different modeling languages share structural similarities and 
have comparable modeling elements. In particular, most languages provide constructs for 
classes, individuals, relations, and attributes, although they may be named differently in the 
respective implementations. Moreover, some languages allow for the definition of axioms. In 
the following, these different model components will be described in detail. 
                                                 
6
 The only difference is that, in the first case, the ontology is directly reused for building the knowledge base, 
whereas this is not necessarily true in the second case. Yet even if a knowledge base has not developed directly 
from the ontology, it must still be consistent with the ontology’s definitions. 
7
 The synonymous terms ‘symbolic level’ and ‘knowledge level’, first suggested by Newell (1982), are also used 
in the literature. 
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2.3.1 Classes and Individuals 
A class represents a collection of entities that share a common characteristic. Depending on 
the respective modeling paradigm, classes are also denoted as concepts or frames. If referred 
to in the text, class identifiers are highlighted by italicized sans-serif font. 
Entities that belong to a particular class are said to be instances or members of that class; for 
example, water and ethanol are instances of the substance class. Some modeling languages allow 
for the definition of metaclasses, the instances of which are again classes. The instances of an 
ordinary class are called individuals. Throughout this thesis, individuals are accentuated by 
bold sans-serif font. 
Classes can be hierarchically organized by means of subsumption relations, which are also 
known as specialization relations or subclassing relations: The class B is said to be a 
specialization or a subclass of the class A if every instance of B is also an instance of A. In this 
case, B is said to be subsumed by A, and A is called a superclass of B.  
By means of axioms (see below), it is possible to state certain properties about a class, such as 
the existence of relations (see below). In this context, two types of classes can be 
distinguished:  
• Primitive classes have only necessary conditions (expressed in terms of their properties) 
for membership: An instance of a primitive class must always comply with the properties 
of that class, but there may be other individuals with the same properties which are not 
members of that class. Consequently, membership to a primitive class must be explicitly 
stated. 
• Defined classes are characterized by necessary and sufficient conditions for membership. 
Thus, an individual whose properties match those of a defined class is automatically 
inferred to be a member of that class. Similarly, the subclasses of a defined class can be 
inferred if their properties match the class definition. 
Most languages support inheritance between the classes in a subsumption hierarchy; that is, a 
subclass inherits all the properties of its superclass. Some languages allow for multiple 
inheritance, which means that a particular class can inherit properties from more than one 
superclass.  
2.3.2 Relations 
A relation represents an interrelation between some classes; depending on the respective 
modeling paradigm, relations are also called properties, roles, slots, or associations. While 
most modeling languages only provide modeling constructs for binary relations (i.e., relations 
between exactly two classes), a few have built-in constructs for higher-arity relations (a.k.a. 
n-ary relations) involving three or more classes. In the following, the term ‘relation’ is 
synonymously used for ‘binary relation’. Relation identifiers will be denoted by sans-serif font 
throughout the text. 
By default, a relation is (uni-)directional, which means that it points from a particular domain 
class to a designated range class: As an example, consider the relation hasReactant, which 
refers from a chemical reaction (its domain) to a substance (its range).  
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A relation can be instantiated, which means that it can be applied between an instance of the 
domain class and an instance of the range class. For example the above hasReactant relation 
can refer from the esterification of acetic acid (an instance of chemical reaction) to the individual 
ethanol. Unlike a class instance, an instantiated relation is not given a specific name but is 
identified via its domain and range individuals. 
Some languages allow to further specify the relations by means of relation properties 
(sometimes called property characteristics). The following relation properties are quite 
common, although a single language does not necessarily support all of them:  
• A relation may be associated with another relation denoting its inverse – for example, 
isReactantOf would be the inverse of hasReactant, thus pointing from a substance to a chemical 
reaction.  
• Alternatively, a relation may be declared to be symmetric – in this case, it is equivalent to 
its own inverse: A concrete example is the isEqualTo relation – it implies that, if A is equal 
to B, then B is equal to A, as well. 
• A different property is antisymmetry, which is defined as follows: Given an antisymmetric 
relation R and two entities, A and B. If A is R-related to B, and B is R-related to A, then A 
and B must be identical. Note that symmetry and antisymmetry are not mutually exclusive 
– for instance, the isEqualTo relation is both symmetric and antisymmetric. 
• Additionally, a relation may be declared to be transitive. This means that if entities A and 
B are related via a transitive relation R, and so are B and C, then A and C must also be R-
related. A concrete example would again be the isEqualTo relation – if A equals B, and if B 
equals C, then A equals C. 
• A relation may be declared to be reflexive, meaning that each entity to which a reflexive 
relation R is applicable is R-related to itself. For instance, the isEqualTo relation is reflexive 
since each entity is equal to itself. 
• Alternatively, a relation R may be declared to be irreflexive; in consequence, an entity can 
never be R-related to itself. The relation isGreaterThan is a typical example of an irreflexive 
relation. 
• A functional relation (sometimes also referred to as a function) cannot have more than one 
unique range individual; if a domain individual is related to more than one range 
individual via a functional relation, it will be concluded that the range individuals are 
identical. For obvious reasons, this property should not be combined with transitivity.  
• The opposite effect is caused by an inverse-functional relation: If two domain individuals 
are related to the same range individual via an inverse-functional relation, it will be 
inferred that the domain individuals are identical. Thus, the range individuals of an 
inverse-functional relation can be utilized as unique identifiers for the domain individuals. 
Note that the inverse of a functional relation is automatically an inverse-functional 
relation. 
Note that a few modeling languages treat subsumption as a special case of a (transitive, 
reflexive, and antisymmetric) relation. Other languages allow for a hierarchical organization 
of relations, which is similar to that of classes. Unlike in class hierarchies, a subrelation may 
have properties different from those of its superrelation. 
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2.3.3 Attributes 
Attributes represent features, characteristics, or parameters of classes and their instances. An 
attribute is identified by its name; it takes one or several values, which are specific to the class 
or instance the attribute is attached to. Usually, the values of a particular attribute are 
restricted to a specific datatype such as Boolean, string, or integer. 
Often, the same modeling constructs are used for the representation of relations and attributes; 
they differ from each other only with respect to their ranges: The range of a relation is given 
by its range class, whereas the range of an attribute is specified by its datatype. Due to the 
absence of a range class, most of the above relation properties cannot be applied to attributes. 
However, it is possible to declare an attribute to be functional or inverse functional; also, 
attributes may be hierarchically ordered. 
2.3.4 Axioms 
An axiom models a proposition or sentence that is always true. Generally, axioms provide an 
additional means for knowledge representation: They allow formalizing such knowledge that 
goes beyond stating the mere existence of classes, relations, and instances. Therefore, 
modeling paradigms that include axioms have a greater expressiveness than those without. In 
particular, axioms serve  
• to explicitly define the semantics (or at least to constrain the possible interpretations and 
uses) of an ontological concept by imposing constraints on its values and/or its 
interactions with other concepts in the ontology;  
• to verify the consistency of the knowledge represented in the ontology; and 
• to infer new (i.e., formerly implicit) knowledge from the explicitly stated facts. 
Formal axioms may be embedded in class or relation definitions, where they specify the 
properties of the respective class or relation. In fact, the declaration of the above introduced 
relation properties is usually realized by means of embedded axioms.  
The following are common types of class-embedded axioms, stating  
• the disjointness of classes – if the classes A and B are declared to be disjoint, then an 
instance of class A cannot simultaneously be an instance of class B;  
• the equivalence of classes, meaning that such classes have precisely the same instances; 
• the extension of a class by means of an explicit enumeration of its members. 
Another common type of class-embedded axioms puts constraints on the relations originating 
from the respective class. Unlike relation properties, which are universally valid, these 
constraints are specific to the domain class, i.e., they are only locally valid. These local 
constraints include, but are not restricted to 
• (local) range restrictions, stating that the range of a relation originating from the domain 
class is restricted to certain classes8; 
                                                 
8
 Local range restrictions are typically formulated by means of the universal quantifier (∀). 
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• cardinality constraints, which specify either the exact number or the maximum/minimum 
number of range individuals for a given relation; 
• qualified cardinality restrictions (a.k.a. qualified cardinality constraints, abbr.: QCR), 
which, in addition to specifying the number of range individuals, also prescribe the range 
class of which the individuals are to be instantiated from9.  
The above introduced basic axiom types can be combined to more complex expressions. To 
this end, ontology languages provide additional constructors, such as the set operators of 
union, intersection, and complement. 
Finally, rules constitute a further, very powerful mechanism for stating axioms. A rule axiom 
consists of an antecedent (or rule body) and a consequent (or rule head). Both the antecedent 
and the consequent are logical expressions, which are formulated in terms of the other 
constructs of the modeling language. Whenever the expression specified in the antecedent 
holds true, then the expression specified in the consequent must also hold. Thus, if an 
antecedent matches the current state of the ontology, then the consequent is affirmed, i.e., 
added to the ontology. Note that, while the antecedent is not necessarily true, the rule as a 
whole is universally valid, and therefore matches the above definition of an axiom. The 
“classical” axioms (i.e., axioms without a precondition) can be modeled as rules with an 
empty rule body.  
2.3.5 Modularization 
Virtually all of the modern ontology modeling languages support the modularization of 
ontologies, i.e., the subdivision of an ontology into small, manageable pieces. This requires 
two complementary mechanisms: (1) a clustering mechanism for grouping a subset of 
interdependent model components (classes, instances, relations, attributes, and accompanying 
axioms) into a common module, and (2) an inclusion or import mechanisms, which allows 
including10 the model components of some ontology module into another module. That way, 
an ontology can be organized as an inclusion hierarchy of interdependent subontologies. 
2.3.6 Notation of Modeling Elements 
Having established the major elements of ontology modeling languages, we will now 
introduce a graphical notation for these elements. This notation, which is based on the UML 
notation for class diagrams (e.g., Fowler, 1997), will be applied throughout this thesis. Its 
main components are depicted in Fig. 1.  
                                                 
9
 Postulating the existence of at least one instance of a particular range class is a special case, which can be 
formulated by means of the existential quantifier (∃). 
10
 Inclusion means that if module A includes module B, the model components specified in B are valid in A and 
can thus be directly used (i.e., extended, refined …) in A. Inclusion is transitive, that is, if module B includes 
another module C, the ontological definitions specified in C are valid and usable in A, as well. 
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individual attribute value
class datatype
relation or attribute
symmetric relation
specialization
superclass
subclass
class
individual
instantiation
 
Fig. 1: Basic elements for the graphical representation of ontologies 
Grey shaded boxes with solid boundary lines represent classes, white boxes represent 
individuals. Datatypes are denoted by grey shaded boxes with dashed boundary lines, 
attribute values by white boxes with dashed boundary lines. Specialization is depicted 
through a solid line with a solid arrowhead pointing from the subclass to the superclass. A 
dashed line with an open arrowhead denotes instantiation. Binary relations are depicted 
through solid lines, thereby distinguishing three different cases: a line with one open 
arrowhead represents the standard case of an unidirectional relation; a line with two open 
arrowheads represents a symmetric relation; finally, a line without any arrowheads represents 
a relation and its inverse (cf. Fig. 2). Cardinality constraints are depicted by numbers placed 
close to the range class of the respective relation. No particular symbols are provided for the 
other types of axioms.  
domain class range class
1..n
cardinality of R
 R
 iR
relation R and its inverse iR
2
cardinality of iR
 
Fig. 2: Graphical notation for cardinalities and inverse relations 
Generally, classes and relations will be named in accordance with the CamelCase11 naming 
convention: UpperCamelCase notation is used to denote identifiers of classes, while relation 
identifiers are represented in lowerCamelCase notation. No particular naming convention is 
followed for identifiers of individuals. For better readability, the UpperCamelCase notation is 
not applied in the text; instead, the individual words that constitute the class identifiers are 
written separately and in lowercase (e.g., class identifier). 
                                                 
11
 CamelCase is the practice of writing compound words joined without spaces; each word is capitalized within 
the compound. While the UpperCamelCase notation also capitalizes the initial letter of the compound, the 
lowerCamelCase notation leaves the first letter in lowercase. 
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2.4 Informal and Formal Specification of an Ontology 
Next, we need to discuss the overall form that an ontology must have at the syntactic level in 
order to be of practical use. An often quoted definition for an ontology stipulates that “an 
ontology may take a variety of forms, but it will necessarily include a vocabulary of terms and 
some specification of their meaning. This includes definitions and an indication of how 
concepts are inter-related” (Uschold et al., 1999). Smith (1996) further postulates that “the 
ontology should be […] explained in ways which make its content intelligible to human 
beings, and […] implemented in ways which make this content accessible to computers”. 
From these statements, it can be concluded that two different representations of the ontology 
are required for practical use, which are referred to as formal specification and informal 
specification hereafter12. The formal specification is to be processed by AI systems, while the 
informal specification addresses the human users of the ontology. 
• The formal specification constitutes an implementation of the ontology in machine-
readable form. It specifies the meaning of the vocabulary terms and constrains their 
interrelations (and thus their possible uses) by means of axiomatic definitions, which are 
stated in a formal modeling language. 
• The informal specification expresses the definitions of the formal specification in human-
readable form. Particularly, it clarifies the meaning of the ontological vocabulary by 
giving precise term definitions in natural language. Additionally, the interrelations of the 
terms and their intended usage are described in some appropriate way (e.g., through 
UML-like diagrams and/or textual descriptions). Some further documentation may be 
provided, which goes beyond the knowledge stated in the formal specification – for 
instance, user guidelines for the extension of the ontology. 
2.5 What is not an Ontology 
With the growing popularity of web-enabled ontology languages like OWL (Smith et al., 
2004; Bechhofer et al., 2004; cf. Appendix A), the term ‘ontology’ is more and more being 
used in an inflationary manner to denote all kinds of knowledge representation structures. In 
many of these cases, it is erroneously assumed that the mere use of an ontology modeling 
language qualifies the respective structure as an ontology. However, this is definitely not the 
case: Being represented in an ontology modeling language is only a necessary, but not a 
sufficient criterion for being considered a (formal) ontology.  
To better illustrate our point of view, we will below identify two types of ontology-like 
structures that we do not categorize as full-fledged ontologies: We refer to them as pseudo 
ontologies and lightweight ontologies, respectively. In the following, we will define these 
terms and explain why they do not comply with our – admittedly quite strict – conception of 
an ontology. 
By ‘pseudo ontology’ we mean a part of a software system that is formulated in a formal 
ontology language such as OWL, but has not been explicitly designed for reuse. A typical 
                                                 
12
 The informal and the formal specification are different ontologies at the syntactic level, but they represent the 
same ontology at the semantic level. 
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example would be the knowledge base of an intelligent system: In our judgment, such a 
knowledge base – or rather the state-independent part of that knowledge base (cf. Sect. 2.6) –
can only be considered an ontology if it is reusable and can thus be shared across software 
applications and by different groups of users13 (cf. Chap. 1.1). If, on the other hand, the 
knowledge base has been designed for a single purpose only, we refer to it as a pseudo 
ontology. 
In addition to pseudo ontologies, a second class of ontology-like structures must be 
differentiated from “true” ontologies. Unlike before, the differentiating factor is not the 
reusability of the respective structure, but its semantic richness: Structures of this class are not 
considered full-fledged ontologies as they do not formally define the semantics of the 
vocabulary terms through axiomatic definitions. Due to their simple internal design, they are 
sometimes referred to as ‘lightweight ontologies’ in the literature – as opposed to 
‘heavyweight ontologies’, which model the domain in a deeper way and provide more 
restrictions on domain semantics (Gómez-Pérez et al., 2004). While a lightweight ontology 
may be represented in a formal ontology modeling language, it utilizes only a subset of the 
available modeling elements – that is, a lightweight ontology is built using classes, sometimes 
instances, and possibly relations, but it does not include relation properties, local constraints, 
or other forms of axioms. Four types of lightweight ontologies may be distinguished: 
• A controlled vocabulary is a list of predefined, authorized terms with an unambiguous 
description given in natural language. The terms may be modeled as classes or instances, 
but there are no further axiomatic specifications of the meaning of terms. 
• A taxonomy is a controlled vocabulary that is organized in a hierarchical structure; the 
hierarchy is usually modeled by means of subsumption relations.  
• A thesaurus is a taxonomy that additionally specifies certain semantic relationships 
between its vocabulary terms. Unlike a semantic network (see below), a thesaurus 
includes only very few types of semantic relationships (typically the synonyms or near-
synonyms and the antonyms of a term). These relationships can be modeled through 
associative relations. 
• A semantic network is a knowledge representation formalism, which describes terms 
their relationships in form of a network consisting of labeled nodes and arcs. Typically, 
the labels of the nodes are nouns, and the labels of the arcs are verbs; that way, the triple 
formed by two nodes and the interconnecting arc represents a declarative sentence of the 
form subject-predicate-object. The nodes can be modeled as classes and/or instances, and 
the arcs can be modeled through associative relations.  
Some ontologists (e.g., Guarino, 1998; Lassila & McGuiness, 2001) prefer a gradual approach 
to defining ontologies. They do not draw a clear distinction between lightweight and 
heavyweight ontologies, but postulate an “ontology spectrum” (McGuiness, 2002), which 
ranges from simple taxonomies to sophisticated heavyweight ontologies: Originating from 
taxonomies, the level of complexity is incrementally increased by adding instances, relations, 
relation properties, local constraints, and finally global axioms. 
                                                 
13
 This view is supported by numerous ontologists, such as Neches et al. (1991), Borst (1997), Studer et al. 
(1998), Chandrasekaran et al. (1999), Jarrar & Meersman (2002), Gómez-Pérez et al. (2004), Smith (2006), or 
Pâslaru-Bontaş (2007). 
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2.6 Classification of Ontologies 
As the final topic of this theory chapter, a classification framework for ontologies is 
introduced, and the interdependencies between the different ontology types are discussed. In 
the later chapters of this thesis, the classification framework will serve as a frame of 
orientation to clarify the roles of the individual subontologies that constitute OntoCAPE as 
well as the roles of those ontologies that are related to OntoCAPE. 
According to Guarino (1997b), ontologies can be classified into the following types, which 
are distinguished by their level of dependence on a particular task or point of view: 
• Top-level ontologies define general-purpose concepts like object, state, action, etc., which 
are independent of a particular problem or domain and can therefore be universally 
applied. In the literature, top-level ontologies are also referred to as abstract ontologies 
(e.g., Borst, 1997), generic ontologies (e.g., van Heijst et al., 1997a), foundation(al) 
ontologies (e.g., Schneider, 2003), or upper (level) ontologies (e.g., Guarino, 1998). 
Prominent examples of top-level ontologies are the Top-Elements Classification by Sowa 
(1995), UpperCyc (Lenat & Guha, 1990), or the Suggested Upper Level Merged Ontology 
SUMO (Niles & Pease, 2001). 
• Domain ontologies capture the knowledge of a domain of expertise, such as medicine or 
engineering. A domain ontology is not specifically tailored to a particular task or 
application; instead, it defines general domain knowledge that is relevant for a wide range 
of different tasks and applications. The goal of a domain ontology is to be universally 
applicable (and thus reusable) within the respective domain of expertise. 
• A task ontology (often also referred to as method ontology) describes general problem-
solving methods that can be applied in different contexts. Such methods are task-specific, 
but the task itself should be generic in the sense that it occurs in different applications and 
domains of expertise. An example of a generic task would be graph searching, for which 
different search methods (e.g., depths-first search or breadth-first search) could be 
specified in a task ontology. Note that a task ontology does not actually realize (i.e., 
implement) the method, but only specifies the “terminology for expressing the 
competence and the knowledge requirements of a method” (Fensel et al., 1996): For a 
graph searching method, for example, the terminology could include the concepts of 
‘current node’, ‘visited node’, ‘search depth’, etc. Do also note that domain ontology and 
task ontology have different but complementary objectives with respect to reusability: The 
former is applicable to different tasks but restricted to a particular application domain; the 
latter is designated for a particular task but reusable across domains. 
• Finally, an application ontology provides the concepts that are required for a particular 
application. To clarify the difference between an application ontology and a knowledge 
base, Guarino (1997b) proposed the following definition: An application ontology 
comprises only state-independent information (i.e., facts that are always true), whereas a 
knowledge base may also hold state-dependent information (i.e., facts and assertions 
related to a particular state of affairs). 
The interdependencies between these four ontology types are depicted in Fig. 3: According to 
Borst (1997) and Guarino (1997b), a task ontology may import the terminology from a top-
level ontology and utilize it for the specification of methods. In a similar manner, a domain 
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ontology may describe domain concepts as specializations of the top-level concepts. 
Furthermore, the concepts in an application ontology can typically be defined by combining 
and refining concepts from both a domain and a task ontology; this is particularly facilitated if 
the domain and task ontology are founded on the same top-level concepts and thus share a 
common world-view. As an example, consider a top-level ontology that introduces the 
terminology to describe directed graphs. Based on this terminology, a task ontology could 
specify a graph searching method. Likewise, a domain ontology for chemical engineering 
could define the concept of a process flowsheet as a special form of a directed graph. An 
application ontology could finally combine domain knowledge and problem-solving 
knowledge in order to realize a search application for process flowsheets.  
top-level ontology
a.k.a. abstract ontology, foundation(al) 
ontology , or upper (level) ontology
task ontology
a.k.a. method ontology
application ontology
a.k.a. application task ontology
domain ontology
  
Fig. 3: Ontology types and interdependencies according to Guarino (1997b); arrows indicate 
specialization relationships 
While the above classification framework is widely accepted in principle, some points remain 
subject to debate: The borderline between top-level ontologies on the one hand, and domain 
and task ontologies on the other hand, is rather vague, as pointed out by van Heijst et al. 
(1997a); yet, as further argued by these authors, the distinction is intuitively meaningful and 
useful for building libraries of reusable ontologies. More controversial is the question whether 
or not it is feasible to separate domain knowledge from knowledge about problem-solving 
methods (cf. the discussion between van Heijst et al., 1997a, 1997b, and Guarino, 1997a). At 
the core of the discussion is the so-called interaction problem (Bylander & Chandrasekaran, 
1988), which states the following: a method cannot be described without knowing the domain 
knowledge it will be applied to, and, vice versa, domain knowledge cannot be represented 
without knowing for what tasks or methods it will be used. Guarino (1997a), while admitting 
the validity of the interaction problem in principle, argues that one should nevertheless strive 
for a task-independent representation of domain knowledge; even though the goal cannot be 
fully achieved, it is quite possible to build a domain ontology that is reusable for a large 
number of different tasks.  
As an extension to the above classification framework, some authors introduce subtypes and 
combinations of the four basic ontology types: 
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• Gómez-Pérez et al. (2004) recognize the so-called general ontologies (van Heijst et al., 
1997) or common ontologies (Mizoguchi et al., 1995) as an additional, distinct type of 
ontologies. According to these authors, ontologies of this type represent common-sense 
knowledge that is reusable across domains. However, the differentiating criterion between 
top-level ontologies and general or common ontologies remains vague – presumably, a 
top-level ontology contains only high-level concepts, which must be specialized in 
domain and task ontologies to become usable, whereas the concepts of a common 
ontology are directly applicable. A special type of a common ontology would be a 
supertheory – the term has been coined by Borst (1997) to denote an abstract ontology 
that defines a self-contained theory. Prominent examples of this category are the 
mereology and topology ontologies created by Borst (1997). 
• Some authors (e.g., Mizoguchi et al., 1995; Gómez-Pérez et al., 2004) explicitly subdivide 
a task ontology in a task part and a method part; only the former part is then referred to as 
‘task ontology’, while the latter part is called ‘method ontology’. 
• Gómez-Pérez et al. (2004) additionally introduce the type of a domain-task ontology 
which is defined as an application-independent task ontologies that is reusable in a given 
domain, but not across domains. 
• Pâslaru-Bontaş (2007) differentiates between application domain ontologies and 
application task ontologies. The former refines and extends the general-purpose 
knowledge of a domain ontology to the requirements of a particular application, whereas 
the latter corresponds to a combination of application-relevant domain and task-related 
knowledge, similar to the application ontologies introduced by Guarino (1997b). 
• Some authors (e.g., Valente and Breuker, 1996; van Heist et al., 1997a; Doerr et al., 2003) 
suggest an additional ontology type called core ontology. In the literature, there is no 
general agreement on what constitutes a core ontology. A core ontology, as we understand 
it (cf. Brandt et al., 2008; Morbach et al., 2007; Chap. 5.2), constitutes the top-level part 
of an application ontology. More specifically, the function of a core ontology is (1) to 
select and retrieve the top-level concepts that are relevant for the particular application 
from the respective domain and task ontologies, (2) to specify how these concepts are to 
be used (i.e., interpreted) by the application, and (3) to introduce additional top-level 
concepts required by the application that cannot be retrieved from the available 
ontologies. 
A further type of ontologies, which is not covered by the above classification framework, is 
the so-called (knowledge) representation ontology. Representation ontologies explicate the 
conceptualizations that underlie knowledge representation formalisms (Davis et al, 1993). 
They are intended to be neutral with respect to world entities (Guarino & Boldrin, 1993). That 
is, they provide a representational framework without making claims about the world (van 
Heijst et al., 1997a). Top-level ontologies as well as domain and task ontologies are described 
through the primitives provided by representation ontologies. Well-known examples of this 
ontology type are the Frame Ontology (Gruber, 1993) or the representation ontologies for the 
Semantic Web languages RDFS (W3C, 2000) and OWL (W3C, 2002). 
Finally, the notion of a meta model, or meta ontology, needs to be defined. Generally, a meta 
model is “a design framework, that describes the basic model elements and the relationships 
between the model elements as well as their semantics. This framework also defines rules for 
the use […] of model elements and relationships” (Ferstl & Sinz, 2001, p. 86). There are two 
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possible interpretations of the term ‘meta model’ which are consistent with this definition: for 
their differentiation, Atkinson & Kühne (2002) coined the terms physical metalevel and 
logical metalevel. A meta model at the physical metalevel defines the concepts and 
mechanisms of the modeling language and is thus equivalent to a representation ontology. By 
contrast, a meta model at the logical metalevel guides the development of the actual ontology 
by means of predefined types and patterns, which reflect modeling best practice. 
top-level ontology
a.k.a. abstract ontology, foundation(al) 
ontology , or upper (level) ontology
a.k.a. representation ontology
meta ontology (logical metalevel) 
task ontology
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Fig. 4: Extended classification framework 
Fig. 4 presents the extended classification framework, now including both types of meta 
ontologies14. Also, the degree of usability and reusability of the respective ontology types is 
shown in the figure: Compliant with the usability-reusability trade-off (cf. Chap. 1.2), the 
usability increases with the ontology type’s degree of specialization, whereas its reusability 
decreases. 
2.7 Summary 
We have contrasted the similar but different perceptions of ‘ontology’ in the areas of 
philosophy and computer science: In the former discipline, an ontology denotes a theory of 
existence, which may be formulated on any level of formality; it is created for no specific 
purpose but to gain insight into the respective universe of discourse. In computer science, by 
                                                 
14
 The other ontology types introduced above are not depicted since they are merely subtypes of the ones 
presented in the figure. 
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contrast, an ontology is created for practical use – either as a shared vocabulary for 
communication between interacting agents or as a library of reusable knowledge components 
for building intelligent systems. Moreover, a computer science ontology is always formal (and 
thus machine-interpretable), even though the provision of an additional informal specification 
for human users is highly advisable. 
Over the last decades, several modeling paradigms and modeling languages have been 
proposed for the representation of formal ontologies. We have presented the common 
elements and pointed out the differences of these paradigms and languages.  
Different types of ontologies can be differentiated: Firstly, one needs to distinguish between 
full-fledged ‘heavyweight’ ontologies and ‘lightweight’ ontologies, which do not make use of 
axiomatic definitions. Secondly, one must distinguish truly reusable ontologies from ‘pseudo 
ontologies’, which are built for a single application only. Finally, an ontology may be 
partitioned into sub-ontologies of different types, which can be classified according to their 
respective functions; the most common types, ordered by increasing usability, are meta 
ontology, top-level ontology, domain ontology, task ontology, and application ontology. 
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3 OntoCAPE 
Having established the scientific background of ontology engineering, we now present the 2.0 
version of the ontology OntoCAPE. Compliant with the terminology introduced in the 
previous chapter, OntoCAPE can be characterized as a formal, heavyweight ontology, which 
is represented in the OWL modeling language. It consists of several sub-ontologies, which 
perform different functions: According to the classification framework introduced in Chap. 
2.6, the individual sub-ontologies serve the functions of a meta ontology (at the logical 
metalevel), a top-level ontology, a domain ontology, as well as some application ontologies.  
This chapter is organized as follows: Section 3.1 gives an overview on the scope of 
OntoCAPE and explicates its structural design. Section 3.2 shortly discusses the 
representation and the dissemination of the ontology. In the succeeding Sects. 3.3 to 3.6, the 
individual parts of OntoCAPE are presented in greater detail: By describing the 
conceptualization of selected key notions, such as mereology, topology, or systems theory, the 
implementation of the ontology is exemplified. Section 3.7 concludes the chapter with a 
discussion of the major principles according to which the ontology has been designed. 
3.1 Overview and Structure 
As for any complex system, a sound structure is critical for an ontology (1) to facilitate its 
efficient construction and long-term maintenance, and (2) to enable its reuse in different 
application contexts. In the following, it is described how this concern is addressed by the 
design of OntoCAPE. 
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Fig. 5: Structure of OntoCAPE 
Fig. 5 gives an overview on OntoCAPE. As can be observed, the ontology is organized by 
means of two orthogonal structuring principles, which will be discussed in the two 
consecutive subsections: abstraction layering and modularization.  
3.1.1 Abstraction Layering 
To improve the usability and reusability of an ontology, numerous authors (e.g., 
Chandrasekaran & Johnson (1993); Russ et al., 1999; Borst, 1997;  Jarrar & Meersman, 2002) 
have proposed the idea of structuring an ontology into different levels of abstractions. 
Following their recommendation, OntoCAPE has been subdivided by means of layers (cf. Fig. 
5), which separate general knowledge from knowledge about particular domains and 
applications.  
The design of each layer follows the principle of “minimal ontological commitment” (Gruber, 
1995) (cf. Sect. 3.7.5), meaning that a layer holds only those ontological terms and axioms 
that are essential for its function; terms and axioms that are not essential for the layer’s 
purpose are sourced out to lower layers. The topmost Meta Layer, is the most abstract one; it 
holds a meta ontology (cf. Chap. 2.6), which introduces fundamental modeling concepts and 
states the design guidelines for the construction of the actual ontology. Next, the Upper Layer 
of OntoCAPE defines the principles of general systems theory according to which the 
ontology is organized. On the subjacent Conceptual Layer, a conceptual model of the CAPE 
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domain is established, which covers such different areas as unit operations, equipment and 
machinery, materials and their thermophysical properties, chemical process behavior, 
modeling and simulation, and others. The two bottommost layers refine the conceptual model 
by adding classes and relations required for the practical application of the ontology: The 
Application-Oriented Layer generically extends the ontology towards certain application 
areas, whereas the Application-Specific Layer provides specialized classes and relations for 
concrete software applications. 
The layered design takes the reusability-usability trade-off problem (cf. Chap. 1.2) into 
account: According to the trade-off problem, the general knowledge, which is located on the 
upper layers of OntoCAPE, can be reused in a variety of application contexts, but it is not 
immediately usable. By contrast, the knowledge located on the lower layers is ready for use, 
but problem-specific and thus hardly transferable to other applications. Thus, each layer 
contains knowledge of a specific degree of usability and reusability; traversing down the 
ontology, the usability of the knowledge increases, whereas its reusability decreases. Now, if 
(a part of) the ontology is to be reused for building some knowledge-based application, the 
appropriate abstraction level for knowledge reuse must be found. In practice, this means that 
one needs to traverse up the ontology (starting from the Application-Specific Layer) until the 
encountered knowledge is generic enough to fit the respective application context.  
As an example, consider an intelligent CAPE tool, for the development of which a preferably 
large part of OntoCAPE is to be reused. The knowledge on the bottommost layer is 
application-specific and therefore of little value for any new tool. Yet already the above 
Application-Oriented Layer may contain some reusable knowledge, provided that the tool 
operates in an application area that is covered by OntoCAPE at all. If this is not the case, we 
need to move up to the Conceptual Layer; here, at the latest, some reusable knowledge can be 
found. Thus, for building a CAPE tool, one may reuse the ontology down to and including the 
Conceptual Layer at least. If, on the other hand, the tool was from a different application area 
than CAPE, it would still be possible to reuse knowledge from the Upper Layer and the Meta 
Layer. 
3.1.2 Modularization 
Modularization (i.e., the subdivision of the ontology into largely self-contained units), has 
been recommended by many authors (e.g., Gruber & Olsen, 1994; Borst, 1997; Bernaras et 
al., 1996; Visser & Cui, 1998; Pinto et al., 1999; Heflin & Hendler, 2000; Rector, 2003; 
Stuckenschmidt & Klein, 2003) as a means to promote the intelligibility (cf. Sect. 3.7.3), the 
adaptability (cf. Sect. 3.7.4), and generally the reusability of an ontology.  
In OntoCAPE, modularization has been realized by partitioning the ontology into modules 
and partial models. Throughout the text, the identifiers of modules will be denoted in 
italicized serif font, whereas the identifiers of partial models will be denoted in bold serif 
font. 
3.1.2.1 Modules 
A module assembles a number of interrelated classes, relations, and axioms, which jointly 
conceptualize a particular topic (e.g., the module ‘plant’ holds a conceptualization of 
chemical plants). The boundaries of a module are to be chosen in such a way that the module 
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can be designed, adapted, and reused to some extent independently from other parts of an 
ontology (Stuckenschmidt & Klein, 2003). A module may include another module, meaning 
that if module A includes module B, the ontological definitions specified in B are valid in A 
and can thus be directly used (i.e., extended, refined …) in A. This allows to decompose 
OntoCAPE into an “inclusion lattice” (Gruber & Olsen, 1994) of loosely coupled modules, as 
shown in Fig. 5.  
By definition, modules have strong internal coherence but relatively loose coupling with the 
other parts of the ontology (Borst, 1997), which facilitates their handling, thus improving the 
adaptability of the ontology (this issue is discussed in Sect. 3.7.4). Moreover, the modules are 
concise and therefore easier to comprehend than an entire ontology, hence bringing 
advantages with respect to intelligibility (cf. Sect. 3.7.3). Furthermore, the modular structure 
facilitates the selective reuse of the ontology: A user may choose to reuse only a selected part 
of the ontology if other parts are not relevant in the respective application context. In this 
case, it is relatively simple to cut the connections between the modules to be reused and the 
remainder of the ontology.  
In the formal specification of OntoCAPE, modules are manifested through XML namespaces 
(Bray et al., 2006). By convention, the concepts of a common namespace are stored in a 
single OWL file of the same name as the corresponding module. Inclusion is realized by 
means of the OWL import mechanism. Moreover, each module is (conceptually) assigned to 
one particular layer (cf. Fig. 6), thus integrating the structuring mechanisms of layering and 
modularization. 
3.1.2.2 Partial Models 
Modules that address closely related topics are grouped into a common partial model – for 
instance, the partial model plant_equipment clusters the thematically related modules fixture, 
apparatus, and machine.  
The partial models constitute a coarse categorization of the domain. Unlike modules, partial 
models may be nested and may stretch across several layers. While the boundaries of the 
modules are chosen for practical considerations (i.e., such that the interdependencies between 
the individual modules are minimized), the boundaries of the partial models reflect the 
“natural” thematic boundaries of the domain. In the course of ontology evolution (cf. Sect. 
3.7.4), the partial module structure is therefore supposed to remain relatively stable, whereas 
the number of modules as well as their content and mutual dependencies are likely to change 
over time. Thus, the partial model structure provides a stable frame of orientation for the 
organization of the modules. 
In the formal specification of OntoCAPE, the partial models are implemented as (file) 
directories. That way, they establish a directory structure for managing the OWL files. 
3.1.2.3 Variants 
As there is no unique way of modeling an area of interest, different variants of an ontology 
module may evolve. These variants represent alternative15 conceptualizations of the subject 
                                                 
15
 Unlike versions, variants are equipollent: that is, there is no preferred (latest, current …) variant. 
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covered by the module. Typically, two variants differ on the class level, not merely on the 
instance level. Variants will particularly arise on the application-near layers whenever the 
ontology is adapted to a new application because a new application usually implies a different 
view on the domain and consequently a different conceptualization (Noy & Klein, 2004). 
Consider for example the module plant (cf. Sect. 3.5.3), which holds a conceptualization of 
plant equipments and their connections: A knowledge management system, as the one 
described in Chap. 5.2, calls for a simple, coarse-grained description of connectivity (i.e., the 
mere indication that equipment A is connected to equipment B is sufficient for this 
application). On the other hand, an ontology-based system for the management of engineering 
data, as the one sketched in Chap. 5.3, would require a more precise description of 
connectivity (e.g., indicating the number and position of flanges, specification of their type 
and diameter, etc.). Yet for the knowledge management system, these details are irrelevant 
and should thus be omitted. As a solution, two variants of the module plant can be developed, 
providing different conceptualizations of connectivity specifically tailored to the information 
demands of the respective application.  
While the variants will predominantly emerge on the lower layers of the ontology, the basis 
for their evolvement must be established on the higher layers already, particularly on the Meta 
Layer and the Upper Layer. These layers define the fundamental theories on which the 
variants are based. Consequently, these theories must be formulated in a flexible manner, such 
that they allow for alternative refinements in form of different variants. In the above example, 
for instance, both variants of plant are based on a generic theory of connectivity formulated in 
the Meta Model (partial model topology, cf. Sect. 3.3.6). Thus, the generic theory must 
tolerate both the coarse-grained and the fine-grained specification of connectivity.  
In the formal specification of OntoCAPE, the variants of a module are currently represented 
as separate OWL files. These files are stored in the same directory, and they have the first part 
of their two-part file name in common. However, this proceeding is only appropriate for a 
small number of variants; with an increasing number, the use of a variant management 
software (such as pure::variants; Pure Systems, 2008) should be considered. 
Summarizing the above discussion, Fig. 6 displays a formal model of the structuring elements 
that have been used to organize OntoCAPE. 
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Fig. 6. Formal model of the structuring elements used for organizing OntoCAPE 
3.2 Representation and Dissemination 
As stated in Chap. 2.4, a reusable ontology must be available both in form of an informal 
specification and in form of a formal specification. Accordingly, OntoCAPE 2.0 is issued in 
both forms of representation:  
• The informal specification currently takes the form of six technical reports (Morbach et 
al., 2008f; 2008g; 2008h; 2008i; 2008j; Wiesner et al., 2008a), which jointly comprise 
about 500 pages. Within these reports, the organization and structure of OntoCAPE are 
presented, and the conceptualizations of various topic areas are described in detail, often 
complemented by intuitive UML-like diagrams. Moreover, the major design decisions of 
ontology engineering are explicated, thus providing the reader with the necessary 
background knowledge for extending and customizing the ontology to his/her own 
purposes. Finally, the usage of the ontology is explained, and some sample applications 
are presented. In 2009, the combined contents of these technical reports will be published 
as a monograph (Marquardt et al., 2009). 
• As mentioned before, the formal specification of OntoCAPE has been realized in OWL. A 
short introduction to that particular modeling language can be found in Appendix A. The 
current release of OntoCAPE consists of 62 OWL files, each of which includes one 
module of the ontology (cf. 3.1.2). In total, the implementation comprises about 500 
classes, 200 relations, and 40,000 individuals16. 
According to Smith (2006), an ontology must be “open and available to be used by all 
potential users without any constraint, other than (1) its origin must be acknowledged and (2) 
it should not to be altered and subsequently redistributed except under a new name”17. 
                                                 
16
 Virtually all of the individuals represent chemical species data. 
17
 The formulation has been adopted from the distribution terms of the Open Biomedical Ontologies Foundry, as 
stated at http://www.obofoundry.org/crit.shtml.  
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Compliant with this demand, OntoCAPE is publicly accessible via the website 
http://www.avt.rwth-aachen.de/Ontocape. At this website, both the informal and the formal 
specification of OntoCAPE can be accessed free of charge for evaluation, research, and 
teaching purposes. For commercial use, license arrangements can be negotiated on request. 
The user has the right to modify, extend, and/or make extracts of the ontology, however only 
under restricted conditions (amongst others, redistribution is only permitted for non-
commercial use and with the explicit permission of the authors).  
Admittedly, the current license terms are relatively strict as far as they pertain to changes and 
redistribution of the ontology. The reason for this is that we want to keep control over the 
development of OntoCAPE while our research program is still active (cf. Chap. 5.3). Once the 
program will have been concluded (which will probably be the case by the end of 2009), the 
access restrictions will be eased. Presumably, OntoCAPE will then be distributed under the 
terms of the GNU Lesser General Public License (cf. GNU Project, 2007), which entitles the 
user to modify and redistribute the ontology more freely. 
3.3 The Meta Model 
3.3.1 Fundamentals 
As explained in Chap. 2.6, a meta ontology constitutes the most generic type of ontologies 
within the classification framework. A meta ontology is usually defined on top of some target 
ontology, which may be a domain ontology as well as a task ontology or even an upper-level 
ontology. The meta ontology establishes the fundamental modeling concepts to be used in the 
target ontology as well as the rules for their proper application. Thus, it explicitly represents 
the underlying design principles of the target ontology.  
Over the lifecycle of the target ontology, a meta ontology serves different functions: 
• In the development phase, the meta ontology guides the design and organization of the 
target ontology: It establishes general standards for ontology engineering, which serve as a 
sort of style guide for the development team, thus ensuring a consistent way of knowledge 
representation across the target ontology (cf. the discussion of the design principle of 
homogeneity in Sect. 3.7.3.2).  
• When it comes to (re)using the target ontology, the meta ontology has three different 
benefits: Firstly, it provides guidance for extending the ontology in scope by offering 
templates for recurring design problems. Secondly, when the target ontology is tailored to 
a particular application, it ensures compliance with the overall design principles. Thirdly, 
by examining the rather concise meta ontology, new users can quickly familiarize 
themselves with the modeling style of the more complex target ontology. Consequently, 
the users can quickly evaluate if the target ontology is generally compatible with the 
requirements of the envisioned application. This is of special importance since assessing 
the suitability of an ontology for a given application is one of the most time-consuming 
tasks in ontology reuse (Pâslaru-Bontaş, 2007). 
The Meta Model, which is defined on top of OntoCAPE, constitutes a meta ontology at the 
logical metalevel (cf. Chap. 2.6). Although the Meta Model has been developed specifically 
for OntoCAPE, it is in fact domain-independent and can thus be reused to guide the 
construction of other OWL-based ontologies. Presently (as of 2008), the Meta Model provides 
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the basic framework for three further ontologies18 named Document Model (Morbach et al, 
2008c), Process Ontology (Eggersmann et al., 2008), and Decision Ontology (Theißen & 
Marquardt, 2008). 
To achieve its goals, the Meta Model makes use of two different instruments, namely 
fundamental concepts and design patterns: 
• Fundamental concepts are fundamental classes and relations from which all the root terms 
of the target ontology can be derived (either directly or indirectly). By linking a root term 
of the target ontology to a fundamental concept, its role within the target ontology is 
characterized. That way, a user or a software program is advised how to properly treat that 
particular root term and the classes or relations derived from it: For instance, all classes in 
the target ontology that are derived from the fundamental concept relation class (cf. Sect. 
3.3.3) are auxiliary constructs for the representation of n-ary relations. Since instances of 
such classes do not need to be given meaningful names (cf. Noy & Rector, 2006), a user 
or an intelligent software program can conclude that such instances can be labeled 
automatically, according to some standardized naming convention. 
Conceptually, the linkage between the ontological terms of the Meta Model and those of 
the target ontology should be established by means of instantiation. However, while the 
OWL modeling language, in principle, supports such metamodeling (i.e., instantiation 
across multiple levels) it is at the cost of loosing scalability and compatibility with DL 
reasoners (Smith et al., 2004). Therefore, it is not advisable to interlink the Meta Model 
and the target ontology via instantiation. Hence, the linkage between OntoCAPE and the 
Meta Model is currently realized via specialization. 
• A design pattern19 is a template formed by a set of classes, interconnecting relations, and 
constraining axioms; it constitutes a general, proven solution for a recurring design 
problem. A typical example is the representation of mereological relations (part-whole 
relations): A design pattern in the module mereology (cf. Sect. 3.3.5) defines a standard 
way of modeling this relation type, which is adopted by all ontology modules of the target 
ontology. That way, the pattern encourages a consistent, uniform design throughout the 
target ontology.  
Each pattern’s scope of application is defined by a set of competency questions20, and the 
compliance of a pattern with its respective competency questions has been checked 
                                                 
18
 Note that these three ontologies and OntoCAPE can be combined in different ways in order to realize different 
applications (cf. Chap. 5.2 and Theißen et al., 2009). Morbach et al. (2008d) have made a first attempt to clarify 
the various relationships and interdependencies between these ontologies; however, this should be considered 
only as an intermediate result since ontology development still continues. 
19
 Design patterns are popular in software engineering (e.g., Gamma et al., 1995), where they specify general 
solutions for commonly occurring problems. In ontology engineering, the term ‘knowledge pattern’ (Clark et al., 
2000) is sometimes used instead. 
20
 The formulation of competency questions forms part of the methodology for ontology engineering that was 
first suggested by Grüninger & Fox (1995) and later explicated in detail by Uschold & Grüninger (1996). 
Informal competency questions are questions in natural language, which specify the requirements for the 
ontology to be developed, thus determining its scope. Once the ontology is implemented in a formal language, 
the competency questions are formalized in a machine-interpretable language such that they can be evaluated by 
a reasoner. By running the formal competency questions against the ontology (or rather against a set of test data 
instantiated from the ontology), it can be verified that the ontology complies with the specifications. 
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through test runs with the DL reasoner RacerPro (Racer Systems, 2007). Furthermore, the 
design patterns have been carefully optimized towards coherence, conciseness, and 
efficiency (cf. Sects. 3.7.1, 3.7.2, and 3.7.6, respectively). As a result, the design patterns 
constitute best-practice solutions of proven quality, the application of which enhances the 
quality of the target ontology. 
It is worthwhile noting that the design patterns of the Meta Model are implementation-
dependent; that is, they constitute a best-practice solution only for an ontology that is 
represented in OWL and processed by a customary DL reasoner. For instance, the 
aforementioned mereology design pattern states how to implement part-whole relations in 
OWL such that they efficiently scale for large amounts of instance data. Yet if the part-
whole relations were implemented in a different modeling language, or if the ontology 
was processed by a non-standard reasoner, the pattern might not constitute the best 
possible solution. 
To apply a design pattern in the target ontology, we have adopted a rather pragmatic 
approach suggested by Clark et al. (2000): The classes, relations, and axioms that 
constitute the design pattern in the Meta Model are simply redefined in the target 
ontology. Practically, this is realized by (i) copying the ontological definitions of the 
design pattern into the target ontology and (ii) renaming the non-logical symbols within 
these expressions (i.e., the identifiers of the classes and relations); additionally, the 
duplicated classes and relations may be linked to their respective originals in the Meta 
Model, but this is not mandatory (cf. the discussion in the subsequent paragraph). The 
advantage of this approach is its flexibility: Often, only a selected part of a theory is to be 
transferred (i.e., there may be symbols in the pattern that have no counterpart in the target 
ontology) – either because only the transferred part is needed in the target ontology, or 
because the omitted part is to be implemented differently than in the Meta Model. For this 
purpose, the transfer of the design pattern via rigorous specialization (or instantiation) 
would not be flexible enough, as it would call for copying the entire pattern in an “all-or-
nothing” fashion. By contrast, the selected approach allows for deviations and variants, 
thus helping to minimize ontological commitment (cf. the discussion in Sect. 3.7.5). Clark 
et al. (2000) stress that this is architecturally significant, as well, since the approach 
supports a better modularization of the target ontology. 
While metamodeling has proven to be highly useful during the design of a target ontology and 
its refinement to a knowledge base, it becomes less relevant once the refined ontology is 
actually used as a knowledge base of some application; in some cases it might even be 
harmful, as the additional, abstract concepts of the meta ontology could confuse the user. 
Thus, the interconnectivity between target ontology and the meta ontology should be kept at a 
minimum, such that the two ontologies can be separated easily if desired.  
For the above reason, the classes and relations defined in Meta Model are not to be used 
directly within OntoCAPE; rather, they are redefined by copying and renaming respective 
concepts according to the approach explained above. The duplicates may subsequently be 
linked to the originals in the Meta Model21. That way, only the links to the Meta Model need 
to be disconnected if a stand-alone usage of OntoCAPE is preferred. Particularly for relations, 
                                                 
21
 Linking a duplicate to the original through specialization has proven valuable during ontology design, since it 
allows checking the consistency of the duplicate against the original by means of a reasoner. 
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the principle of overloading22 is often applied: that is, the relation in OntoCAPE receives the 
same name as the original relation in the Meta Model. That way, a relation with the same 
name can be implemented in different ontology modules, possibly each time with a different 
range and domain, and thus with a different semantics. 
3.3.2 Overview and Structure 
Fig. 7 gives an overview on the Meta Model. As can be observed, the Meta Model is 
partitioned into the partial models fundamental_concepts, mereology, topology, and 
data_structures. While both mereology and topology contain only a single module, 
data_structures comprises five: array, linked_list, multiset, binary_tree, and loop. The 
module meta_model includes all these modules, thus assembling the ontological definitions of 
the Meta Model. The module meta_model is, in turn, included by the top-level module of the 
target ontology (shown here is the module system, which resides on the upper level of 
OntoCAPE). That way, the concepts defined in the Meta Model are available in the target 
ontology. 
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Fig. 7: Relations between the modules of the Meta Model and those of OntoCAPE 
In the following, the contents of the individual partial models will be briefly summarized; 
exemplarily, some detailed aspects of the partial models mereology and topology will be 
                                                 
22
 The idea of overloading originates from computer science; originally, it means that multiple functions, taking 
different types of input, can be defined with the same name. 
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presented. For a more comprehensive description of these and the other partial models, refer 
to the informal specification of the Meta Model (Morbach et al., 2008f). 
3.3.3 Fundamental Concepts 
The partial model fundamental_concepts forms the basis of the Meta Model. It introduces 
meta root terms and their refinements. A root term is a class or a relation without ancestors; 
accordingly, meta root terms are the root classes and relations in the Meta Model. They form 
the topmost layer of the concept hierarchy; all other classes and relations – in the Meta Model 
as well as in the OntoCAPE ontology – can be derived from the meta root terms by 
specialization. Typical meta root terms are, for example, the classes object and relation class: The 
former subsumes all “self-standing” (Rector, 2003) entities – whether physical or abstract – 
that exist in an application domain; the latter denotes all kinds of n-ary relations that may 
exist between objects. 
3.3.4 Data Structures 
The partial model data_structures provides design patterns for the representation of the 
following structures, which frequently occur within ontologies. 
• The module array establishes a pattern for representing an ordered collection of elements. 
The elements are ordered by an index, which specifies the position of an element within 
the array through a consecutive sequence of integer values. A particular element can be 
accessed via its respective index value. The array pattern is applied several times in 
OntoCAPE, e.g., for the conceptualization of vector quantities (cf. Morbach et al., 2008g). 
• Similar to an array, a linked list is a sequentially ordered collection of elements. The 
position of an element is defined by pointing to the next (and optionally also to the 
previous) element in the list. The pattern for linked lists is, for example, utilized to 
represent the version history of a document (cf. Morbach et al., 2008c). 
• A multiset differs from an ordinary set in that there may be multiple appearances of the 
same element (e.g., the multiset {a, b, b, b, c, c} has three appearances of element b). The 
corresponding design pattern provides a shorthand for representing such multisets; to this 
end, each element is assigned a multiplicity, which indicates the number of its 
appearances in the multiset (e.g., in the above multiset, element b is assigned a 
multiplicity of 3). Amongst others, this pattern is used to represent the stoichiometry of a 
(single) reaction in OntoCAPE (cf. Morbach et al., 2008i). 
• A binary tree is a tree-like structure that is formed by a set of linked nodes. A node can 
have zero, one, or two child nodes, which are clearly identified as either the left or the 
right child node. In OntoCAPE, the pattern for binary trees is particularly utilized to 
conceptualize mathematical equations (cf. Morbach et al., 2008j). 
• Finally the design pattern loop23 allows for a compact representation of repetitive 
structures, the elements of which differ in a systematic manner. Instead of enumerating 
such structures explicitly, the design pattern models only the first (and optionally also the 
                                                 
23
 The name ‘loop’ is chosen because the syntax used to represent the loop pattern is similar to that of a ‘for 
loop’ in a programming language. 
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last) element, the systematic change from one element to the next, and the total number of 
repetitions. A typical application of this pattern is the representation of mathematical 
models, which are composed of submodels of the same type (e.g., the tray-by-tray model 
of a distillation column; cf. Morbach et al., 2008j). 
3.3.5 Mereology 
The partial model mereology establishes a theory for describing the relations between parts 
and wholes. There are various possibilities to conceptualize such part-whole relations (e.g., 
Simons, 1987; Borst, 1997; Casati & Varzi, 1999; Varzi, 2006), and the respective approaches 
have dissimilar properties with respect to usability and reusability. Thus, a design pattern is 
required that defines a standard way of modeling mereological relations in the target 
ontology. 
The mereology pattern suggested in Fig. 8 follows the best-practice guidelines set out by 
Rector and Welty (2005) for representing part-whole relations in OWL. In addition, it takes 
up an idea from the UML to distinguish two types of the part-whole relationship, namely 
aggregation and composition: 
• Aggregation is the binary relation that exists between an aggregate (or whole) and one of its 
parts. A part may be part of more than one aggregate, i.e., it may be shared by several 
aggregates. A part can exist independently from the aggregate. 
• Composition is a special type of an aggregation relation, which exists between a composite 
object and its parts (named parts of composite object hereafter). Parts of composite objects are non-
shareable, i.e., they cannot be part of more than one composite object. If the composite object 
ceases to exist, its parts cease to exist, as well.  
Mereology makes no assumptions on the nature of aggregates or parts: “They can be material 
bodies, events, geometric entities, or geographical regions, […] as well as numbers, sets, 
types, or properties” (Varsi, 2006). Thus, both aggregates and parts are defined as 
specializations of the generic object class (cf. Sect. 3.3.3), without imposing any further 
constraints. The two classes are not declared to be disjoint, as an aggregate could be at the 
same time a part of another aggregate. In an analogous manner, the composite object and part of 
composite object are declared as subclasses of aggregate and part, respectively. 
Aggregate Part
1..n1..n
CompositeObject PartOfCompositeObject1..n1
Object
 isComposedOf
 isExclusivelyPartOf
 hasPart
 isPartOf
 
Fig. 8: Aggregation and composition 
The relationship between a part and an aggregate is modeled via the relation isPartOf and its 
inverse hasPart; they are usually depicted through a line with a white diamond-shaped 
arrowhead pointing towards the aggregate class (cf. Fig. 8). Furthermore, the relations 
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isComposedOf and its inverse isExclusivelyPartOf are introduced as specializations of the relations 
hasDirectPart and isDirectPartOf, respectively24. In figures, these relations are often depicted 
through a line with a black diamond-shaped arrowhead pointing towards the composite object. A 
cardinality restriction is imposed on the isExclusivelyPartOf relation to ensure that a part of 
composite object is part of exactly one composite object.  
At present, OWL does not provide any language constructs for representing the antisymmetry 
of the hasPart relation; neither can its reflexivity be properly modeled with the current version 
of OWL25 (cf. Rector and Welty, 2005). Transitivity, on the other hand, can be modeled in 
current OWL by declaring the relations isPartOf and hasPart to be transitive. This enables an 
OWL-compatible reasoner to infer that, if object A is a part of object B and B is in turn a part of 
object C, then A must be a part of C, as well. 
Many applications require not a list of all parts but rather a list of the next level breakdown of 
parts, the so-called direct parts of a given entity (Rector & Welty, 2005). To this end, the non-
transitive relation hasDirectPart is introduced as a specialization of hasPart; similarly, its inverse 
isDirectPartOf is declared to be a specialization of the isPartOf relation. Using these relations, an 
aggregate can be repeatedly decomposed into parts and sub-parts until the desired decomposition 
level is achieved. By means of a reasoner, both the direct and the indirect parts of the aggregate 
can be retrieved. 
For some application cases (cf. Sect. 3.3.6), it is advantageous to know to which 
decomposition level a certain part belongs. This requires defining the concept of “real” parts 
(i.e., parts that have no parts of their own and thus are located on the bottom of the 
decomposition hierarchy). Alternatively, “real” aggregates may be introduced. An exemplary 
decomposition across four levels is depicted in Fig. 9: The class aggregate only is defined as an 
aggregate that is not a part of any object. First level part is defined as an object that is linked to an 
aggregate only by an isDirectPartOf relation. Similarly, second level part is a direct part of a first level 
part, and higher-level parts could be defined in an analogous manner. Finally, the class part only 
is defined as a part that has no parts of its own. Utilizing these class definitions, a reasoner is 
able to assign an aggregate or part to one of these decomposition levels. 
                                                 
24
 If isExclusivelyPartOf was a specialization of isPartOf, it would be impossible to state that a part of composite 
object is part of exactly one composite object, as there might be additional composite objects on higher aggregation 
levels. 
25
 The required extensions to the modeling language have been announced to be incorporated in the next release 
of OWL (cf. Patel-Scheider & Horrocks, 2006). 
 46 
AggregateOnly
FirstLevelPart
Aggregate
SecondLevelPart
PartOnly
Part
 
Fig. 9: Decomposition structure 
3.3.6 Topology 
The partial model topology establishes a theory for describing topological relations between 
distributed entities. Examples of topological relations are the connections between physical 
entities in 2D and 3D space, but also the connections between abstract entities, such as the 
unit operations in a process flowsheet or the activities in a business process model. As in the 
case of mereology, there are several possibilities to axiomatize a topological theory (e.g., 
Clarke, 1981; Smith, 1996; Casati & Varsi, 1999); thus, a design pattern is needed to establish 
a proven standard for the target ontology. 
The most fundamental concept of the partial model topology is the relation isConnectedTo, 
which denotes the connectivity between objects. The relation is declared to be both symmetric 
and transitive: Thanks to the former, it can be inferred that, if object A is connected to object B, 
then B is connected to A, as well; the latter allows inferring that, if A is connected to B, and B 
is in turn connected to C, then A is also (indirectly) connected to C.  
Frequently, only the direct connections between objects are of interest – in the above example, 
these would be the relations between A and B, and between B and C, respectively. The relation 
isDirectlyConnectedTo is introduced to represent direct connectivity. Similar to the definition of 
the hasDirectPart relation (cf. Sect. 3.3.5), isDirectlyConnectedTo is declared to be a non-transitive 
specialization of isConnectedTo. That way, a reasoner is able to infer the existence of (indirect) 
connections from the explicitly stated direct connections. 
A key aspect of our topological theory is to keep mereological and topological relations 
strictly apart: Only the former or the latter relation can be applied between individuals. This 
approach, which has been adopted from Borst et al. (1997), enables the formulation of a 
compact but sufficient theory of mereotopology; theories that do not make this assumption 
require the definition of additional concepts like overlap, boundary, interior and exterior, etc., 
which can be avoided here26. In order to formally exclude topological relations between parts 
and wholes, a number of axioms are defined, stating that 
                                                 
26
 Note that the definition of these concepts is not prohibited per se. Quite the contrary, these concepts may be 
added in other modules of the ontology, if required. Take for example the conceptualization of systems (cf. Sect. 
3.4.1): It is based on the mereotopological concepts introduced above, which have been extended in such a way 
that it is possible to differentiate between the interior of a system and the system’s environment. 
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• a first (second …) level part can only be connected to a first (second …) level part; 
• a part only can only be connected to a part only; and 
• an aggregate only can only be connected to an aggregate only.  
Hence, objects can only be topologically connected if they are situated at the same level of 
decomposition.  
Object
Connector
1
1
isDirectlyConnectedTo
Pipe2
[Object]
Pipe1
[Object]
isDirectlyConnectedTo
Nozzle11
[Connector]
Nozzle22
[Connector]
isDirectlyConnectedTo
100 mm 100 mm
hasDiameterhasDiameter
0..n
1
 
Fig. 10: Connecting objects via connectors 
Optionally, the type of connections an object is allowed to have can be constrained by means 
of connectors. A connector represents the interface through which an object can be connected to 
another. A connector is a part that is linked to an object via the isExclusivelyPartOf relation, and it 
can be connected to exactly one other connector via the isDirectlyConnectedTo relation (cf. left-
hand side of Fig. 10). Typically, the possible connections of the connector are further 
restrained, for instance by postulating that certain properties of two linked connectors need to 
match for a feasible connection. Take the example of two pipes that are to be connected: A 
connection between two pipes is feasible if the diameters of their respective nozzles are 
identical. This situation can be modeled by representing the pipes as instances of object, the 
nozzles as connectors, and their diameters as attributes of the respective nozzles (right-hand 
side of Fig. 10). Now, an additional constrained may be defined, which permits only 
connections between nozzles of the same diameter.  
An extension of the topology pattern, which allows for the representation of graphs, is 
represented in Fig. 11. The major concepts of this pattern are nodes and arcs. Basically, an arc 
cannot connect to more than two nodes, which excludes arcs that fork. A node, on the other 
hand, can be connected to several arcs.  
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Fig. 11: Representation of graphs 
Optionally, a node may have a list of ports, and an arc may have up to two connection points. Ports 
and connection points are specializations of the connector class; they are linked to the 
corresponding node or arc via the isExclusivelyPartOf relation, and they can be connected to each 
other via the isDirectlyConnectedTo relation. Ports and connection points act as interfaces to nodes 
and arcs, respectively: Like connectors, they carry specific characteristics that have to match if a 
port is to be connected to a connection point. That way, they restrict and further specify the type 
and number of connections that a node or an arc can have.  
In addition to the above conceptualizations, the ‘topology’ partial model defines detailed rules 
for the decomposition of nodes and arcs, and it introduces a further pattern for the 
representation of directed graphs. For the sake of brevity, these issues are not discussed in this 
thesis; for details, refer to Morbach et al., (2008f). 
3.4 The Upper Level 
The Upper Layer of OntoCAPE contains only a single partial model, called upper_level, 
which serves the function of a top-level ontology (cf. Chap. 2.6). Thus, the upper_level 
introduces a number of key concepts, which are specialized and refined on the lower layers. 
Moreover, it establishes the principles of general systems theory27 and systems engineering28, 
according to which the ontology is organized. The explicit representation of these principles, 
on the one hand, imparts an overview on the design of OntoCAPE, which helps a user to find 
his/her way around the ontology; on the other hand, it provides some guidance for extending 
or refining the ontology.  
The concepts introduced by the upper_level are generic in the sense that they are applicable 
to different domains; thus, the partial model resembles the Meta Model in this respect. Yet 
                                                 
27
 General systems theory is an interdisciplinary field that studies the structure and properties of systems. 
28
 Systems engineering can be viewed as the application of engineering techniques to the engineering of systems, 
as well as the application of a systems approach to engineering efforts (Thomé, 1993). 
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unlike the Meta Model concepts, the concepts of the upper_level are intended for direct use 
and will be passed on to the domain-specific parts of OntoCAPE. 
Meta Model
OntoCAPE
meta_model
upper_level
system
ontology
module
partial model
includes
notation
network
_system
technical
_system
coordinate_system
Upper Layer
tensor_quantity
 
Fig. 12: The partial model upper_level 
The upper_level partial model comprises five ontology modules (cf. Fig. 12). The module 
‘system’ is the most fundamental one of these. It establishes the constitutive systems-
theoretical and physicochemical primitives, such as system, subsystem, property, physical quantity, 
physical dimension, etc., and specifies their interrelations. It also introduces the concept of an 
aspect system (cf. Sect. 3.4.1.2), which yields an abstraction of a system with respect to a 
particular viewpoint and thus allows partitioning a complex system into manageable parts.  
As indicated in Fig. 12, the system module is located at the top of the inclusion hierarchy; it 
may import the ontology modules of the Meta Model, provided that such an import is desired 
(cf. the discussion in Sect. 3.3.1). The remaining modules of the upper_level complement the 
system module: 
• The ontology module network_system introduces a structured representation for complex 
systems, which is applicable to such different domains as biology, sociology, and 
engineering. To this end, the system is modeled as a network – that is, as a modular 
structure which “is determined on hierarchical ordered levels by coupling of components 
and linking elements” (Gilles, 1998).  
• The ontology module technical_system introduces the concept of a technical system, which 
represents a system that has been developed through an engineering design process. For a 
comprehensive description of a technical system, five designated viewpoints are of major 
importance (Bayer, 2003): the system requirements, the function of the system, its 
realization, the behavior of the system, and the performance of the system. These 
viewpoints are explicitly modeled as aspect systems. 
• The module tensor_quantity extends the concept of a physical quantity by differentiating 
between scalars, vectors, and higher-order tensors. 
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• Finally, module coordinate_system introduces the concept of a coordinate system, which 
serves as a frame of reference for the observation of system properties (cf. Sect. 3.4.1.4). 
For sake of illustration, selected aspects of the conceptualization of systems (Sect. 3.4.1) and 
network systems (Sect. 3.4.2) will be described hereafter. For a more extensive description of 
the upper_level, refer to Morbach et al. (2008g). 
3.4.1 Conceptualization of Systems 
The system class is the central concept of the system module; it denotes all kinds of systems, 
whether physical or abstract. The notion of a system is defined by the following axioms, which 
summarize the numerous definitions of the systems concept given in the literature (e.g., 
Bertalanffy, 1968; Bunge, 1979; Patzak, 1982; Klir 1985; Gigch, 1991; Alberts, 1994; Borst, 
1997): 
(A1) A system interacts with, or is related to, other systems. 
(A2) The constituents of a system are again systems. 
(A3) A system is separable from its environment by means of a conceptual or physical 
boundary.  
(A4) A system has properties which may take different values. 
(A5) The properties of a system can be explicitly declared or inferred from the properties of its 
constituent subsystems. 
The above informally stated axioms have been translated into the formal specification of 
OntoCAPE. Exemplarily, the conceptualizations of (A2) and (A4) will be briefly described in 
the succeeding Sects. 3.4.1.1 to 3.4.1.2, and in Sects. 3.4.1.3 to 3.4.1.6, respectively.  
3.4.1.1 Subsystems  
Axiom (A2) is conceptualized by applying the ‘mereology’ design pattern introduced in the 
module mereology of the Meta Model (cf. Sect. 3.3.5). The major aspects of the 
conceptualization are summarized below:  
Firstly, the transitive relations hasSubsystem and its inverse isSubsystemOf are established. They 
are derived from the aggregation relations hasPart and isPartOf (cf. Fig. 8); their respective 
definitions are identical, except that their ranges and domains are restricted to systems.  
Secondly, the classes subsystem and supersystem are introduced as subclasses of system; they 
correspond to the generic parts and aggregates defined in mereology. A necessary and sufficient 
condition to qualify as a subsystem is to be a system that is linked to another system via an 
isSubsystemOf relation. Similarly, a supersystem is a system that has a hasSubsystem relation with 
some other systems. In accordance with the mereological theory defined in the Meta Model, a 
subsystem can have subsystems of its own, and a supersystem may be part of another supersystem.  
Thirdly, the relation hasDirectSubsystem is established as a means to indicate the direct 
subsystems of a system; it is defined analogously to the hasDirectPart relation introduced in the 
Meta Model. Similarly, its inverse isDirectSubsystemOf is declared to be a specialization of the 
isSubsystemOf relation.  
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3.4.1.2 Aspect Systems 
Systems are often too complex to be understood and handled as a whole. A technique for 
complexity reduction that is widely used in systems engineering is the adoption of a 
viewpoint29. A viewpoint is an abstraction that yields a specification of the whole system 
restricted to a particular set of concerns (IEEE, 2000). Adopting a viewpoint makes certain 
aspects of the system “visible” and focuses attention on them, while making other aspects 
“invisible”, so that issues in those aspects can be addressed separately (Barkmeyer et al., 
2003).  
In OntoCAPE, the term aspect system (Patzak, 1982) is used to denote those aspects about the 
overall system that are relevant to a particular viewpoint. An aspect system consists of a subset 
of the components (elements, relationships, and constraints) of the overall system. These 
components constitute again a system, which is a subsystem of the overall system. Thus, an 
aspect system is a special type of subsystem, which contains only those components of the 
overall system that are considered under the respective aspect.  
The type of the respective aspect system can be explicitly labeled by an instance of the aspect 
class (cf. Fig. 13): To this end, the aspect system is linked to that aspect via the relation 
isConsideredUnderAspectOf. Like any system, an aspect system can be further decomposed – either 
into ‘normal’ subsystems or into further aspect systems. By means of the latter, an aspect system 
can be gradually refined. 
AspectSystem
 hasAspectSystem
 representsAspectOf
SubsystemSupersystem
Aspect
isConsidered
UnderAspectOf
  
Fig. 13: Representation of aspect systems 
The relationship between the aspect system and the overall (super)system is given by the inverse 
relations representsAspectOf and hasAspectSystem, which are specializations of the relations 
isDirectSubsystemOf and hasDirectSubsystem, respectively. These relations can be further refined to 
indicate the type of the aspect system: In the ontology module technical_system, for example, 
the class system function is introduced as a special type of an aspect system; a system function is 
linked to the overall system via the relation representsFunctionOf, which is a specialization of 
representsAspectOf.  
Aspect systems play a key role in the organization of the OntoCAPE ontology. They are used to 
partition complex systems into manageable parts, which can be implemented in segregate 
ontology modules (cf. Sects. 3.5.2 and 3.5.3 for some examples). 
                                                 
29
 In the literature, the viewpoint approach is also referred to as “viewing the system from a certain perspective” 
or “considering the system under a particular aspect”. 
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3.4.1.3 System Properties and their Values 
Axiom (A4) states that a system has properties which may take different values. In OntoCAPE, 
the property class represents the individual properties (traits, qualities) of a system, which 
distinguish the system from others. Typical examples would be size, color, or weight, which are 
modeled as subclasses of property.  
The subclasses of property represent general properties (i.e., properties that are not assigned to 
one particular system). The individual property of a system is modeled by (i) instantiating the 
respective subclass of property and (ii) linking that property instance to the respective system. For 
(ii), the inverse relations hasProperty and isPropertyOf are to be used (cf. Fig. 14). As soon as the 
property instance is linked to a system, it represents an inherent quality of that particular system 
and thus must not be assigned to any other system. To ensure that a property instance is assigned 
to one system instance at most30, the isPropertyOf relation is declared to be functional.  
System Property
 hasProperty
0..1   (inverse functional)   0..n
 isPropertyOf
(functional)
Value
 hasValue
0..1   (inverse functional)   0..n
 isValueOf
(functional)
 
Fig. 14: A system has properties which may take different values 
A property has certain values – for example the property ‘color’ may take the values ‘red’, 
‘green’, ‘blue’, etc. In OntoCAPE, the values of a property are represented through the value 
class, which is linked to a property via the isValueOf relation and its inverse hasValue, 
respectively.  
Values can be measured on different scales of measurement (Stevens, 1946) :  
• The nominal scale measures values of qualitative nature that cannot be hierarchically 
ordered (i.e., values pertaining to properties like color, taste, etc.). 
• The ordinal scale measures qualitative values that can be ranked (e.g., academic grades). 
• An interval scale enables quantitative, but not absolute measurements. The latter is due to 
the fact that the origin of an interval scale is arbitrary (e.g., the Fahrenheit scale of 
temperature). 
• The ratio scale is a quantitative scale of measurement which has a true zero point as its 
origin (“zero means zero” – e.g., the Kelvin scale of temperature).  
Values measured on the former two scales are named qualitative values in OntoCAPE, whereas 
values measured on the latter two scales are termed quantitative values. 
To avoid ambiguities, the isValueOf relation is declared to be functional; thus, an instance of 
value can be assigned to one property instance at most. A property, in contrast, may have multiple 
values: Take for example the temperature of a solid body – while the existence of this property 
itself is invariant (a solid body will always have a temperature), the temperature values may 
change over time. 
                                                 
30
 Some properties are not owned by a particular system at all. 
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3.4.1.4 Backdrop  
To distinguish the different values of a property, the concept of a backdrop (Klir, 1985) is 
introduced. Adapting Klir’s definition31 to the terminology of OntoCAPE, a backdrop is some 
sort of background against which the different values of a property can be observed. Thus, a 
backdrop provides a frame of reference for the observation of a property. Space and time are 
typical choices of a backdrop. 
In OntoCAPE, the values of any property can act as a backdrop to distinguish the values of 
another property. The relation isObservedAgainstBackdrop maps the values that are to be 
distinguished to their respective backdrop values. An example is presented in Fig. 3: Here, the 
values of the property Time are used to distinguish the different values of the property Temperature, 
which arise in the course of an observation32. In this particular example, a temperature of 285 
Kelvin was observed at the beginning of the observation; after 300 seconds, the temperature 
had cooled down to 273 Kelvin.  
Property
hasValue
Value
isObserved
AgainstBackdrop
Temperature
Time
273 K
300 sec
0 sec
isObserved
AgainstBackdrop285 K
AgainstBackdrop
isObserved
hasValue
hasValue
hasValue
hasValue
System
hasProperty
 
Fig. 15: Distinguishing the different values of a property by means of the backdrop relation. 
The observed property and its backdrop property may both be owned by the same system; 
however, this is not mandatory. Often, the backdrop property is owned by a coordinate system, 
which is introduced in the ontology module coordinate_system (cf. Fig. 12). 
3.4.1.5 Physical Quantities 
The International Vocabulary of Basic and General Terms in Metrology defines a physical 
quantity (often abbreviated as a ‘quantity’) as a “property of a phenomenon, body, or 
substance, to which a magnitude can be assigned” (ISO, 1993). A more extensive definition of 
the term is given in the EngMath ontology (Gruber & Olsen, 1994; cf. Chap. 4.2.1):  
                                                 
31
 Klir defines a backdrop as “any underlying property that is actually used to distinguish different observations 
of the same attribute […]. The choice of this term, which may seem peculiar, is motivated by the recognition that 
the distinguishing property […] is in fact some sort of background against which the attribute is observed”. 
32
 The properties in the example are physical quantities (cf. Sect. 3.4.1.5). Actually, the values of physical quantities 
are represented in a slightly different manner, but the representation is simplified here for the sake of clarity. The 
exact representation of the example is shown in Fig. 18.  
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“Physical quantities come in several types, such as the mass of a body (a scalar 
quantity), the displacement of a point on the body (a vector quantity), […] and the 
stress at a particular point in a deformed body (a second order tensor quantity). […] 
Although we use the term "physical quantity" for this generalized notion of 
quantitative measure, the definition allows for nonphysical quantities such as 
amounts of money or rates of inflation. However, it excludes values associated with 
nominal scales, such as Boolean state and part number […].” 
In OntoCAPE, a physical quantity is defined as a property that has quantifiable values (the latter 
are represented through the class quantitative value, cf. Fig. 16). Consistent with the definition 
given in the EngMath ontology, the class denotes both physical and nonphysical quantities, 
and it comprises scalars as well as vectors and higher-order tensors. In the following, the 
representation of scalar quantities will be discussed.  
PhysicalQuantity
Value
ScalarQuantity
xsd:any
hasValue
1
Property hasValue
ScalarValue
Unit
hasUnit 0..1
QuantitativeValuehasValue
numericalValue
 
Fig. 16: Representing the values of physical quantities 
Generally, the value of a scalar quantity consists of a number and (possibly) a unit. The unit is a 
particular example of the quantity concerned, which is used as a reference, and the number is 
the ratio of the value of the quantity to the unit (BIPM, 2006). In OntoCAPE, the values of a 
scalar quantity are represented by instances of the class scalar value, a subclass of quantitative value: 
The number part of a scalar value is expressed by the attribute numericalValue, and the unit part is 
represented by an instance of the unit class, which is connected to the scalar value via the 
relation hasUnit (cf. Fig. 16). An application example is presented in Fig. 17, which shows the 
representation of a temperature value of 351.8 Kelvin. 
[ScalarQuantity]
Temperature T1
351.8
hasValue [ScalarValue]
ValueOf_T1
[Unit]
Kelvin
numericalValue
hasUnit
 
Fig. 17: Application example: The quantity Temperature T1 has a value of 351.8 K. 
Fig. 18 gives a more extensive example. It once again shows the time-dependent measurement 
of a temperature that has previously been represented in Fig. 15 in simplified form: The scalar 
quantity Time acts as a backdrop to distinguish the different values of the scalar quantity 
Temperature. 
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hasValue
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hasUnit
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Fig. 18: Application example: Temperature Measurement with multiple values 
3.4.1.6 Physical Dimensions 
By convention, physical quantities are organized in a system of dimensions (BIPM, 2006). In 
such systems, each physical quantity has exactly one associated physical dimension. A typical 
example would be the dimension of length, which can be associated with such physical quantities 
as height, thickness, or diameter.  
In OntoCAPE, dimensions are modeled by the class physical dimension. A particular instance of 
physical dimension can be assigned to both a physical quantity and a unit via the relation hasDimension 
(cf. Fig. 19). For instance, both the scalar quantity ‘radius’ and the unit ‘meter’ have the dimension 
of length. 
Property
UnitPhysicalDimension
hasValue Value
PhysicalQuantity
has
Dimension
has
Dimension QuantitativeValue
ScalarQuantity ScalarValue
hasUnit
hasValue
 
Fig. 19: Physical dimensions 
Physical dimensions serve two functions in OntoCAPE: 
(1) Physical quantities of the same physical dimension share certain characteristics; for instance, 
their scalar values relate to the same set of units. Thus, the concept of physical dimension may be 
used to identify physical quantities of the same kind33 and to differentiate those from other kinds 
of physical quantities. 
                                                 
33
 The International Vocabulary of Basic and General Terms in Metrology (ISO, 1993) defines ‘quantities of the 
same kind’ as “quantities that can be placed in order of magnitude relative to one another”. While it is true that 
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(2) The concept of a physical dimension allows constraining the set of possible units for a given 
scalar quantity. To this end, one needs to implement34 the following axiom:  
A unit that is assigned to the scalar value of a scalar quantity must have the same physical 
dimension as the scalar quantity. 
On the basis of this axiom, the consistency of unit assignment and unit conversion can be 
checked. For example, a meter is a valid unit for measuring the scalar value of a radius, as both 
radius and meter have the dimension of length. Similarly, meters can be converted into feet, as 
both units have the same dimension.  
3.4.2 Network Systems 
A network system is a special type of system, which is exclusively composed of devices and 
connections. Generally, the devices are the crucial elements of a network system and hold the major 
functionality, while the connections represent the linkages between the devices.  
Different types of real-world systems can be modeled as network systems: technical systems 
(Alberts, 1994; Marquardt, 1996; Marquardt et al., 2000), physico-chemical systems (e.g., 
Marquardt, 1995; Gilles, 1998), biological systems (e.g., Mangold et al., 2005), economic 
systems (e.g., Andresen, 1999), social systems (e.g., Bunge, 1979), and others. A special case 
are network systems that follow the principles of the so-called ‘network theory’ (Marquardt, 
1992; Marquardt, 1995; Gilles, 1998). According to this theory, devices are components that 
have the capability for the accumulation and/or change of extensive physical quantities, such as 
energy, mass, and momentum; they represent for example process units, or thermodynamic 
phases. Connections describe the interactions and fluxes (e.g., mass, momentum, or energy 
fluxes) between the devices; they represent for instance pipes, signal lines, or phase 
boundaries. In OntoCAPE, the conceptualizations of multiphase systems, chemical processes, 
and control systems comply with the principles of this network theory. 
The coupling of devices and connections as well as their decomposition is governed by specific 
rules, such as the following ones: 
• A device can only be coupled to another device via an intermediate connection. 
• A connection can be linked to two devices, at most. 
• A device can only be decomposed into sub-devices and intermediate connections. 
Similar rules have been formulated for the representation of graphs in the Meta Model 
(module topology, cf. Sect. 3.3.6). Thus, the conceptualization of network systems can be 
realized by applying the corresponding design pattern: Device and connection correspond to the 
                                                                                                                                                        
quantities of the same kind must have the same physical dimension, the opposite is not true, i.e., having the same 
physical dimension is a necessary, but not a sufficient condition for being of the same kind. For example, 
moment of force and energy are, by convention, not regarded as being of the same kind, although they have the 
same dimension, nor are heat capacity and entropy (ISO, 1993). 
34
 In principle, the axiom could be formulated in the OWL modeling language. However, such an 
implementation would be quite exhausting, as the constraint would have to be formulated individually for each 
scalar quantity. Alternatively, the constraint can be implemented through a single, generic rule, which applies to 
all quantities. Rules form not part of current OWL, but can be formulated on top of the language. The latter 
approach is taken in OntoCAPE. 
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meta classes node and arc, respectively, and are defined equivalently. Fig. 20 summarizes the 
major aspects of the conceptualization of network systems. 
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Fig. 20: Conceptualization of network systems 
3.5 The Conceptual Layer 
The Conceptual Layer constitutes the core of OntoCAPE. It is structured into four large 
partial models, which jointly conceptualize the CAPE domain.  
• The partial model material provides an abstract description of materials and material 
behavior. 
• The chemical_process_system conceptualizes all those notions that are directly related to 
materials processing and plant operations, such as plant equipment, process flowsheets, 
control systems, etc. 
• The partial model model defines terms required for a description of mathematical models 
and model building.  
• Finally, supporting_concepts supplies auxiliary concepts, such as commonly used 
physical dimensions, SI units, mathematical expressions, etc. These concepts do not 
directly belong to the CAPE domain, but support the specification of domain concepts. 
In the following, we will give a very brief overview on the structure and contents of these four 
partial models.  
3.5.1 Supporting Concepts 
The partial model supporting_concepts defines basic notions, such as spatial and temporal 
coordinate systems, geometrical concepts, mathematical relations, as well as commonly used 
physical dimensions and SI-units. The concepts defined in this partial model do not belong to 
the core of the CAPE domain, but are merely utilized by the other partial models of 
OntoCAPE for defining domain concepts. For that reason, supporting_concepts is only 
rudimentarily developed, as it is not the objective of OntoCAPE to conceptualize areas that 
are beyond the scope of the CAPE domain. For example, the partial model 
mathematical_relation does not aim at establishing a full-fledged algebraic theory, as does 
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the EngMath ontology (Gruber & Olsen, 1994; cf. Chap. 4.2.1); rather, it provides a simple 
but pragmatic mechanism for the representation of mathematical relations, which serves the 
needs of the other partial models of OntoCAPE.  
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Fig. 21: Overview on partial model supporting_concepts 
As depicted in Fig. 21, supporting_concepts comprises five subordinate partial models, 
which are mathematical_relation, physical_dimension, SI_unit, space_and_time, and 
geometry.  
• Partial model mathematical_relation introduces concepts to represent mathematical 
expressions. However, it is not the objective of this module to describe mathematical 
models – this is the responsibility of the partial model model (cf. Sect. 3.5.4). Rather, it 
provides auxiliary concepts, which are utilized by other ontology modules (e.g., for the 
definition of units). 
• Partial model physical_dimension comprises two modules. The main module, 
physical_dimension, defines a set of base dimensions and establishes the proceedings to 
derive further physical dimensions from these base dimensions. It is extended by the 
module derived_dimensions, which introduces a number of frequently used derived 
dimensions. 
• Partial model SI_unit comprises the modules SI_unit and derived_SI_units. The former 
module introduces the base units of the SI system and establishes a mechanism to derive 
further units from these. The latter module utilizes this mechanism to define a number of 
frequently used SI units. 
• Refining the concept of a coordinate system introduced on the Upper Layer, the partial 
model space_and_time establishes common types of spatial and temporal coordinate 
systems. Moreover, it provides concepts for the representation of spatial and temporal 
points as well as periods of time.  
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• Finally, the partial model geometry provides the concepts for describing the shapes and 
main dimensions of simple geometric figures. 
For more detailed descriptions of the above partial models, refer to Morbach et al.(2008h). 
3.5.2 Material 
The partial model material provides concepts that enable an abstract description of matter. In 
this context, ‘matter’ refers to “anything that has mass and occupies space” (Gold et al, 1982). 
The partial model considers only those characteristics of matter that are independent of a 
material’s concrete occurrence35 in time and space; complementary, the partial model 
behavior (cf. Sect. 3.5.3) describes the behavior of materials in the concrete setting of a 
chemical process. 
Material originates from the CLiP partial model ‘chemical process material’ (Yang et al., 
2003), yet it has a somewhat different structure and is conceptualized differently in order to 
correct certain flaws and logical contradictions of the CLiP partial model. Additionally, 
material incorporates concepts of the ChEBI ontology (EBI, 2008). 
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Fig. 22: Partial model material on the Conceptual Layer 
Material comprises two partial models, called substance and phase_system (cf. Fig. 22).  On 
the Conceptual Layer, substance includes the following modules: 
• Substance is the main module of partial model substance. It provides essential concepts 
for the description of pure substances and mixtures at the macroscopic scale. 
• The module molecular_structure is concerned with the characterization of pure substances 
at the atomic scale. 
• Polymers completes molecular_structure with concepts for the description of 
macromolecular structures.  
                                                 
35
 By ‘concrete occurrence’, we mean the actual spatiotemporal setting – for example, the manufacturing of some 
material in a chemical plant or its usage as a construction material. For details on that issue, refer to Morbach et 
al. (2008j). 
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• Finally, reaction_mechanism allows representing the mechanism and the stoichiometry of 
chemical reactions. 
The partial model phase_system comprises a single ontology module, named phase_system; 
it describes the thermodynamic behavior of materials subject to a certain physical context, as will 
be explained below. 
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Fig. 23: Major concepts of the partial model material 
Material is the main class of the module material. As shown in Fig. 23, material is modeled as a 
special type of system. A material can be considered from two principal viewpoints, which are 
represented as aspect systems (cf. Sect. 3.4.1.2) of material: 
• Substance represents the intrinsic characteristics (i.e., the thermophysical nature) of a 
material. 
• Phase system describes the macroscopic thermodynamic behavior of a material. 
The critical concept for distinguishing substance and phase system is the physical context – this 
class is defined as a minimal set of independent physical quantities with known values, which is 
sufficient to determine thermodynamic state of the material36. 
• A material without consideration of the physical context is modeled as a substance. The 
properties of a substance are constants, such as the molecular weight or the critical pressure; 
their values cannot be altered by mechanical, thermo-physical, or chemical processes.  
• By contrast, a material within a certain physical context is modeled as phase system. The 
properties of a phase system include the thermodynamic state variables and other quantities 
derived thereof.  
The two aspect systems are represented in separate partial models (i.e., substance and 
phase_system, cf. Fig. 23), which subdivide the partial model material. This partition 
facilitates the usage of material in different types of applications: The partial model 
substance can be used in applications where merely the intrinsic characteristics of materials are 
of interest. Correspondingly, applications that are interested in the thermodynamic behavior of 
materials will use the concepts of the partial model phase_system. Refer to (Morbach et al., 
2008h) for an extensive description of the partial model material.  
                                                 
36
 In the literature, these particular quantities are often referred to as ‘state variables’. Temperature, pressure, and 
molar concentrations constitute a typical set of state variables to determine the thermodynamic state of a system. 
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3.5.3 Chemical Process System 
Partial model chemical_process_system is concerned with the conceptualization of chemical 
processes and chemical plants. Its key concept is the chemical process system, which is a special 
type of a technical system (cf. Sect. 3.4) designed for the production of chemical compounds. 
The chemical process system is characterized from four distinct viewpoints; these viewpoints are 
modeled as aspect systems and represented in separate partial models:  
• CPS_function enables a functional specification of chemical process systems. Its main 
module process describes chemical processes by an approach called ‘the phase model of 
production’ (Polke, 1994; Bayer, 2003). This formalism, which may be transformed into a 
process flow diagram or a state-task network, is suitable for describing both continuous 
processes and batch processes. The supplementary module process_control allows the 
specification of control strategies in terms of function blocks and control loops. 
• CPS_realization describes the technical realization of a chemical process system. The main 
module plant conceptualizes the major types of processing equipment and machinery as 
well as the connectivity of the equipments via pipes and fittings. Complementarily, the 
module process_control_system defines the basic components required for process 
automation, such as measuring instruments, signal lines, and controllers. 
• CPS_behavior describes the behavior of the chemical process system. The module enables 
both a qualitative and a quantitative-empirical characterization of chemical process 
behavior – the former is achieved by indicating the prevailing physicochemical 
phenomena, the latter by indicating the (measured or projected) values of the system 
properties. 
• Finally, the CPS_performance evaluates the economic performance of the chemical process 
system in terms of the investment costs and production costs. 
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Fig. 24: Partial model chemical_process_system on the Conceptual Layer 
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Fig. 24 presents the structure of chemical_process_system on the Conceptual Layer. A more 
extensive description of the partial model has been given by Wiesner et al. (2008a). 
3.5.4 Model 
The partial model ‘model’ is concerned with the description of mathematical models; 
CapeML (von Wedel, 2002) has been used as an important source. Fig. 25 gives an overview 
on model on the Conceptual Layer. The main module, mathematical_model, introduces the 
basics concepts for mathematical modeling, including model variables and items pertaining to 
sub-models and their connections: A mathematical model is conceptualized as a special type of 
system, the properties of which are reflected by its model variables. 
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Fig. 25: Partial model ‘model’ on the Conceptual Layer 
The ontology module equation_system further specifies the characteristics of the model 
equations that constitute a mathematical model. Based on these characteristics, an appropriate 
numerical solver can be selected, which is the concern of the ontology module 
numerical_solution_strategy. The modules process_model and cost_model describe two 
particular types of mathematical models: process models model the behavior of chemical process 
systems and materials, while cost models predict the costs of chemical process systems.  
Further information about the partial model can be found elsewhere (Morbach et al., 2008j). 
3.6 The Application Layers 
The Application-Oriented Layer and the Application-Specific Layer (collectively referred to 
as ‘application layers’) extend the ontology towards concrete applications. As explained in 
Sect. 3.1.1, the major difference between the two application layers is that the concepts of the 
Application-Oriented Layer are relevant for a whole range of applications, whereas the 
concepts of the Application-Specific Layer are rather intended for one particular application.  
Typically, the terms introduced on the application layers are instances or specializations of 
terms introduced on the Conceptual Layer. Accordingly, the modules located on the 
application layers do not open up new subject areas, but complete and refine existing partial 
models. These modules can thus be considered as application (domain) ontologies: As 
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explained in Chap. 2.6, an application ontology holds application-specific, but state-
independent information.  
Over the lifecycle of OntoCAPE, new modules are expected to appear on the application 
layers with each new application encountered. For the applications realized so far (cf. Chap. 
5), the following extensions have been developed: 
• Partial model material is extended by modules holding instance data about chemical 
elements, pure substances, and technical polymers. Further modules provide classification 
schemata for substance classes (such as alcohols or esters) and for types of chemical 
reactions (such as esterification or hydrohalogenation).   
• Partial model chemical process system is refined by a number of classification schemata, 
which introduce special types of unit operations, of plant equipment (i.e., apparatuses, 
machines, and fixtures), of measuring and control instruments as well as of controller 
types. Furthermore, the behaviors of typical process units37 are modeled in an application-
oriented extension of the partial model CPS_behavior. 
• Within the partial model ‘model’, a number of modules are added to complement the 
module process_model. For sake of illustration, these add-ons will be discussed in more 
detail below. 
As explained in Sect. 3.5.4, the module process_model enables the definition of specialized 
process models, which model the behavior of chemical process systems and materials. Typically, a 
process model is composed of submodels, of which laws and property models are important subtypes. 
A law constitutes the mathematical representation of a scientific law, such as the law of energy 
conservation. A property model, in turn, represents a mathematical correlation for the 
computation of one specific physical quantity. Typical property models would be vapor pressure 
correlations or activity coefficient models. 
                                                 
37
 The term ‘process unit’ denotes an elementary subsystem of a chemical process system, such as a reactor, a heat 
exchanger, or a distillation column.  
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Fig. 26: Extension of the module process_model on the application layers 
The terms law and property model have already been defined on the Conceptual Layer in the 
module process_model. On the Application-Oriented Layer, process_model is extended by 
the ontology modules laws and property_models (cf. Fig. 26). The former module establishes 
models for a number of physical laws that are common in the context of chemical 
engineering. These laws represent  
• the conservation of energy, mass, and momentum;  
• thermal, mechanical, or phase equilibrium, as well as reaction or adsorption equilibrium;  
• non-equilibrium phenomena, such as diffusion or chemical kinetics. 
Similarly, the property_models module defines special types of property models, which can be 
categorized into three major classes: 
• Chemical kinetics models specify how to calculate the rate coefficients of homogenous or 
heterogeneous reactions. 
• Phase interface transport property models provide correlations for computing phase interface 
transport properties like heat transfer rates or surface diffusion fluxes.  
• Thermodynamic property models specify correlations for the computation of thermodynamic 
properties such as viscosity or specific enthalpy. 
Module process_model is furthermore extended by module process_unit_models, which 
defines a number of specialized process models for customary process units. Examples of such 
process unit models are a CSTR model or a tray-by-tray distillation column model. Typically, a process unit 
model includes one or several laws (e.g., a tray-by-tray distillation column model includes a phase 
equilibrium law); therefore, module laws is imported by process_unit_models. 
The above described modules are all located on the Application-Oriented Layer. By contrast, 
the module aspen_pus_model constitutes a further extension of the module process_model on 
the Application-Specific Layer. It has been developed for an application in knowledge 
management, which is presented in Chap. 5.2. Basically, the module provides concepts for the 
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semantic annotation of simulation documents in the format of the simulation software Aspen 
Plus (AspenTech, 2008). Such documents contain the specification of an Aspen Plus model, 
which is a special type of a process model. A typical Aspen Plus model includes at least one 
property model as well as a number of process unit models. The latter are process unit models of 
particular types, which are provided by the model library of the simulation software. To give 
an example, the Aspen Plus model library holds a model named RadFrac, which is a particular 
implementation of a tray-by-tray distillation column model. In contrast to the more general tray-by-tray 
distillation column model, the RadFrac model has a number of preassigned properties – such as 
being a closed-form model of nonlinear algebraic type. 
3.7 Design Principles of OntoCAPE 
Concluding the description of OntoCAPE, we will subsequently present the major principles 
according to which the ontology has been designed. Basically, design principles are objective 
criteria for guiding and evaluating the design decisions made during ontology development 
(Gruber, 1995). A number of design principles for information modeling in general, and 
ontology engineering in particular, have been suggested in the literature (e.g., Gruber, 1995; 
Fox & Grüninger, 1998; Arpírez et al., 1998; Chandrasekaran et al., 1999; Gómez-Pérez et al., 
2004; Rector et al., 2004; Smith, 2006; and others). Compliance with these acknowledged 
principles is a credible indicator for the quality of an ontology. 
The design of OntoCAPE has been guided by the following major principles: coherence, 
conciseness, intelligibility, adaptability, minimal ontological commitment, and efficiency. 
These six principles subsume the plethora of recommendations stated in the literature. In the 
subsequent sections, these principles will be addressed individually: We will define the 
meaning of each principle, discuss its general implication on ontology design, and describe its 
realization in OntoCAPE.  
3.7.1 Coherence 
The principle of coherence, in the literature also known as soundness or consistency, 
stipulates that the ontological definitions (i) are individually sound and (ii) do not contradict 
each other. This principle applies to both the formal and the informal specification of the 
ontology. 
The coherence of the formal specification can be checked by means of computer programs:  
• Ontology editors like Protégé (Stanford, 2008) provide functionality for syntax checking 
and sanity testing, through which most of the inadvertent inconsistencies can be detected 
and resolved. A number of such tests have been run on OntoCAPE; typical errors found 
this way are relation properties that do not match the properties of the relation’s inverse, 
or local range restrictions on a superclass that are narrower than the range restrictions 
assigned to its subclasses.  
• Reasoners like RacerPro (Racer Systems, 2007) or FaCT++ (Tsarkov & Horrocks, 2007) 
allow for more sophisticated consistency testing: They do not only detect inconsistencies 
between the stated axioms, but also check for contradictory conclusions that can be 
inferred from these axioms. However, there are limitations with respect to the size of the 
ontology: At present (as of 2008), neither FaCT++ nor RacerPro are able to test 
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OntoCAPE as a whole38. To enable testing, we had to reduce the problem size by splitting 
OntoCAPE into parts of about half the size of the ontology. Subsequently, each part has 
been individually tested for consistency. By creating different overlapping partitions, 
consistency between the individual parts could, at least to some extent, be validated. 
However, the computerized proof of coherence is only conclusive if a sufficient number of the 
ontological definitions are formally stated as axioms; otherwise, essential information is 
inaccessible to the reasoner, and consequently the reasoner cannot come to a significant 
conclusion when processing the ontology. Hence, one should strive to axiomatize as many 
ontological definitions as possible39. In this respect, three types of axiomatizations are of 
particular importance and should be applied wherever appropriate: 
• Firstly, defined classes are preferred over primitive classes (Gruber, 1995; Rector et al., 
2004) since the latter do not explicitly state the conditions for membership, and thus the 
reasoner lacks vital information for evaluating their consistency. 
• Secondly, siblings40 should generally be declared to be mutually disjoint; otherwise, the 
classes are assumed to overlap, which often causes unwanted effects and leads to false 
conclusions (Rector et al., 2004). For the same reasons, the instances of a common class 
should be stated to be mutually distinct.  
• Thirdly, due to the open world assumption41 made by DL reasoners, definitions must be 
explicitly “closed off” (Rector et al., 2004) in order to tighten their possible 
interpretations. The definition of a relation is closed off by means of local range 
restrictions; the definition of a class may be closed off by declaring the class to be an 
exhaustive enumeration of its siblings or instances (Arpírez et al., 1998; Gómez-Pérez et 
al., 2004; Rector, 2005). 
Compliant with the above recommendations, the ontological terms of OntoCAPE are formally 
defined by more than a thousand42 axioms. As a rule, siblings have been declared to be 
mutually disjoint, and the instances of a common class are declared to be different from each 
other. Closure axioms have been defined wherever appropriate – either in form of local or 
global range restrictions on relations, or by exhaustive decomposition of classes into siblings 
or instances. The ratio of defined to primitive classes is roughly 2:5, which constitutes a 
reasonable trade-off between the principles of coherence and intelligibility on the one hand, 
and minimal ontological commitment on the other (cf. Sects.  3.7.3 and 3.7.5).  
Still, there will always be some aspects of an ontology that cannot be formally represented – 
either due to a lack of expressiveness of the modeling language or due to efficiency 
                                                 
38
 Testing was performed in 2007 on a machine with a 2.66 GHz dual quad-core processor and 8 GB RAM. 
When the ontology was processed as a whole, either the computer ran out of memory, or the computation was 
aborted after several hours without any concluding result 
39
 However, if the ontology is too tightly constrained by axiomatic definitions, it violates the principle of 
minimal ontological commitment (cf. Sect.  3.7.5) 
40
 Siblings are the direct subclasses of a common parent class. 
41
 The open world assumption admits the possibility of true facts that are not contained in the knowledge base. It 
is the opposite of the closed world assumption which holds that any statement that is not explicitly known to be 
true is false. 
42
 Cf. Appendix B.2 for some statistical data about the type and number of axioms in OntoCAPE. 
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considerations – and thus must be described informally. According to Gruber (1995), 
“coherence should also apply to the concepts that are defined informally, such as those 
described in natural language documentation and examples. If a sentence that can be inferred 
from the axioms contradicts a definition or example given informally, then the ontology is 
incoherent”. Obviously, incoherencies of this type can only be found by manual inspection. A 
number of them were resolved during a peer review of the informal specification of 
OntoCAPE 1.0; further inconsistencies were uncovered when the document was revised to 
create the informal specification for OntoCAPE 2.0. Nevertheless, it is highly probable that a 
number of inconsistencies currently remain undetected; they will be revealed eventually 
through the continuous reuse of the ontology in new fields and applications. 
3.7.2 Conciseness 
The principle of conciseness, a.k.a. minimality or minimization, demands (i) to reduce the 
number of vocabulary terms to the necessary minimum and (ii) to avoid redundancy with 
respect to axiomatic definitions. A concise ontology is easier to understand, easier to apply, 
and easier to maintain; thus, conciseness enhances the intelligibility (cf. Sect. 3.7.3), usability 
(cf. Chap. 1.2), and adaptability (cf. Sect. 3.7.4) of an ontology. 
As for case (ii), it includes both the explicit redundancies between definitions and the implicit 
redundancies that can be inferred from the explicitly stated axioms (Gómez-Pérez et al., 
2004). Several test criteria have been suggested for detecting redundant axioms (e.g., Gómez-
Pérez, 2001; Seipel & Baumeister, 2004). Some of them are implemented in ontology editors: 
For instance, the aforementioned ontology editor Protégé checks for class-embedded axioms, 
which re-implement a restriction that has already been defined on a superclass; moreover, it 
searches for cardinality constraints that specify a minimal cardinality of zero. Thanks to the 
testing functionality provided by Protégé, these types of redundancies have been eliminated in 
OntoCAPE 2.0. 
However, the above tests are only capable of detecting the rather obvious cases of 
redundancies. The majority of redundancies in an ontology, particularly those of case (i), are 
modeling issues, which can only be found by manual inspection. Hence, conciseness in the 
sense of (i) can only be achieved gradually, by continuous revision and reengineering of the 
ontology. To proceed on this matter has been one of the major motivations for the 
development of version 2.0 of OntoCAPE. Accordingly, the number of vocabulary terms 
required to represent certain concepts could be significantly reduced, compared to previous 
versions of the ontology. For the ontology as a whole, the reduction cannot be quantified since 
there are other, counteracting effects that influence the total number of terms (e.g., the 
extension of the ontology to new application areas). Yet we may give some examples in the 
following, which demonstrate the progress made in selected areas: 
The first example is about the conceptualization of topological connectivity between 
connections and devices (cf. Sect. 3.4.2). In CLiP and OntoCAPE 1.0, such connectivity is 
modeled through three classes (port, connection point, coupling) plus three relations43 (hasPort, 
hasConnectionPoint, couples), as shown in the upper part of Fig. 27. An evaluation of this 
conceptualization yielded that the coupling class and the couples relation could be replaced by a 
                                                 
43
 For sake of simplicity, the inverses of the respective relations are not included in the count. 
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single relation (isConnectedTo) without any loss of expressivity, thus saving one vocabulary 
term. Another two terms could be saved by realizing that the relations hasConnectionPoint and 
hasPort, respectively, are redundant with the previously defined hasDirectPart relation. Finally, it 
was recognized that the usage of ports and connection points is optional, not mandatory; 
consequently, in some cases, connectivity may simply be represented by the relation 
isConnectedTo. 
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Fig. 27: Conceptualization of connectivity in CLiP, OntoCAPE 1.0, and OntoCAPE 2.0 
Fig. 28 shows a second example, regarding the representation of the backdrop concept (cf. 
Sect. 3.4.1.4): When this concept was first introduced in CLiP, it was represented through a 
total of four vocabulary terms (two classes plus two relations). In OntoCAPE 1.0, the 
conceptualization has already been reduced by one class. Finally, in OntoCAPE 2.0, the 
conceptualization has been further simplified, now requiring only a single relation.  
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Fig. 28: Conceptualization of backdrop in CLiP, OntoCAPE 1.0, and OntoCAPE 2.0 
3.7.3 Intelligibility 
According to the principle of intelligibility (a.k.a. understandability), an ontology should be 
easily understandable to users “who are willing to invest a reasonable amount of effort in 
mastering its documentation” (Smith, 2006). This principle applies to the informal as well as 
to the formal specification; its significance should be obvious, since an incomprehensible 
ontology is unlikely to find any users. 
The intelligibility of an ontology is improved by abiding the principle of conciseness, as 
explained in Sect. 3.7.2. Also, modularizing the ontology, as described in Sect. 3.1.2, 
facilitates the understanding of the ontology, since the user does not need to grasp the entire 
ontology at once, but gradually by accessing one module after another.  
In addition to these measures, the principle of intelligibility of an ontology can be further 
enhanced by following three major (sub-)principles: clarity, homogeneity, and thorough 
documentation. Subsequently, issues pertaining to these sub-principles will be discussed. 
3.7.3.1 Clarity 
The first sub-principle to mention is clarity, a.k.a. perspicuity. Clarity means to state exact 
and unambiguous definitions for all ontological terms in order to effectively communicate the 
intended semantics. The principle of clarity applies to both the formal and the informal 
definition of terms: 
• For the formal definitions, the same recommendations should be followed as for achieving 
coherence (cf. Sect. 3.7.1): That is, the term definitions should be axiomatized to the 
degree possible, and the use of defined classes and tight constraints are particularly 
advised. As mentioned before, OntoCAPE has put these recommendations into practice by 
means of more than a thousand axioms. 
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• As for the informal definitions, Smith (2006) formulated a number of rules for how to 
give precise and intelligible term definitions: It is, for example, recommended to clearly 
distinguish between defined and primitive classes, to reuse term definitions from 
recognized sources, or to avoid circular definitions. Even though the rules were not yet 
published during the development of OntoCAPE, the term definitions later proved to 
largely comply with these rules44. 
3.7.3.2 Homogeneity 
Homogeneity is the second sub-principle to be discussed. Essentially, it means to follow a 
consistent, uniform modeling style across the ontology, or, in other words, to conceptualize 
similar things in a similar way. A homogenous style facilitates the understanding of new 
concepts: Users that have already mastered one part of the ontology will comprehend the 
other parts more quickly if they recognize familiar structures and can thus draw on their 
existing knowledge. As a positive side effect, the compatibility between the ontology parts is 
increased, and new definitions can be added more easily; consequently, the monotonic 
extensibility (cf. Sect. 3.7.4) of the ontology is improved (Gómez-Pérez et al., 2004).  
A minimum condition for homogeneity is to apply the same modeling patterns (and use the 
same primitives) for defining sibling terms (cf. Arpírez et al, 1998; Gómez-Pérez et al., 2004). 
The alikeness of siblings can be enforced by defining constraints on the parent class or 
relation, thus restraining the possible definitions of sibling terms. This practice is 
systematically applied throughout OntoCAPE. What’s more, the Upper Layer establishes 
sibling relations and thus enforces alikeness even between semantically distant concepts and 
across different modules and partial models: For instance, the classes material, model, and 
chemical process system, which are located in different partial models, are declared to be 
subclasses of the system class. Consequently, they are conceptualized alike, according to the 
constraints defined on the system class – for instance, their respective characteristics are 
represented via properties and values.  
Over and above, OntoCAPE goes one step further: The Meta Model (cf. Sect. 3.3) even 
encourages the application of the same design pattern for modeling semantically dissimilar 
concepts, if appropriate. For instance, the multiset design pattern is used to model such 
dissimilar concepts as the stoichiometry of a chemical reaction or the tray stack of a 
distillation column.  
3.7.3.3 Thorough Documentation 
Just like any piece of software, OntoCAPE needs to be thoroughly documented to be usable. 
Typically, software documentation includes the following issues: 
                                                 
44
 The only exception is rule no. 13, which demands to avoid words that invite subjective interpretation, such as 
’which may’, ‘indicates’, ‘characterizes’, etc. However, this demand is debatable: While we certainly tried to 
define terms as precisely as possible, words like ‘characterize’ and ‘indicates’ have been often used to define 
relations; this is because it is often the function of the relation to indicate or characterize a particular class. Also, 
the phrase ‘which may’ is often used to describe a possible relation between two classes (i.e., a relation with a 
cardinality of 0..n). If utilized this way, we do not consider these words to be ambiguous, and thus to be in 
agreement with the above rule. 
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(1) Comments within the source code (i.e., within the formal specification).  
(2) A reference guide (intended for developers who want to realize a software application 
based on OntoCAPE). 
(3) A user manual (intended for practitioners who want to work with a software tool based on 
OntoCAPE). 
As for (1), the textual term definitions given in the informal specification have been copied in 
the formal specification. Thus, each term in the formal specification is supplemented by a 
short description of its intended meaning. Moreover, each OWL file includes a header 
comment, which (i) shortly summarizes the contents of the respective module, and (ii) lists 
the classes, relations, and individuals from other modules that are referenced or used by the 
current module. The latter allows a fast evaluation of the module’s interdependencies with 
other modules. Also, in case the ontology is modified, it can be easily detected if the module 
is affected by that change. 
Issues (2) and (3) are addressed by the informal specification (cf. Sect. 2.4), which presents 
the ontology in human-readable form. Generally, its function is to help new users familiarize 
themselves with the ontology; in particular, it is intended to explain the correct usage of the 
ontology terms to practitioners and to support application developers in refining, extending, or 
changing the ontology to their particular needs. 
The informal specification holds a separate chapter for each partial model. The chapters are 
further structured into sections describing the individual modules. Every section provides a 
comprehensive overview on the respective module, followed by a listing of term definitions. 
An alphabetic term index at the end of each chapter allows quickly locating the definition of a 
particular term. 
A term definition comprises two major parts. It starts off with a lexical description of the 
term. Subsequently, the formal definition of the term (i.e., the set of axioms that are stated in 
the formal specification) is paraphrased in natural language. The latter is intended as a sort of 
“neutral” formal specification45 (i.e., independent of a particular modeling language). To give 
an example, the term ‘model’ is first established by the following lexical description:  
A model is a system that is used to enable the understanding of or the command over 
the original system, or to replace the original system. Model system and original 
system share certain characteristics that are of relevance to the task at hand 
(Wüsteneck, 1963).  
Subsequently, its formal definition is paraphrased as follows: 
Necessary and sufficient condition: A model is a system that models some other system. 
Further necessary condition: A model models only systems. 
                                                 
45
 The availability of a neutral formal specification helps translating the ontology into another modeling 
language. Experience shows that developers often choose to represent the ontology in a different formalism, 
either to benefit from special language features, or because the application requires a particular standard (cf. 
Chap. 4.1). 
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Note that, in the above example, the formal definition captures only a part of the lexical 
description. This is frequently the case, since, as explained in Sects. 3.7.1 and 3.7.5, not all 
aspects of a term definition can be formally represented.  
The term definitions are not sufficient to communicate a comprehensive understanding of a 
module. Therefore, the informal specification provides further documentation of the following 
kinds: 
• UML-like diagrams provide graphical views on each module. Such diagrams depict the 
interdependencies between the major ontology terms as well as their hierarchical ordering.  
• The diagrams are supplemented by explanatory texts, which specify the meaning of the 
entire conceptualization and explicate the underlying modeling rationale. The latter is 
particularly relevant for developers who consider changing some part of the ontology due 
to application requirements: Understanding the modeling rationale enables them to better 
assess the consequences of such a change.  
• The intended usage of essential concepts has been explicitly stated as an additional help 
for both practitioners and developers: The former are advised how to utilize the ontology, 
whereas the latter may learn if the ontology is suitable for a particular application. Usage 
is typically described by (i) defining one or two illustrative use cases, and (ii) 
demonstrating how these use cases are realized on the instance level.  
• Last but not least, guidelines have been stated for certain modules, advising developers 
how to further extend and refine that part of the ontology.  
3.7.4 Adaptability 
A reusable ontology is not a static model, but evolves over time according to prevailing 
conditions and requirements; new tasks and application areas may necessitate extending and 
customizing the ontology with respect to scope, level of detail or granularity, and/or 
conceptualization (cf. discussion of the interaction problem in Chap. 2.6). Thus, an ontology 
must anticipate the possibility of later changes and support their realization. This demand is 
hereafter referred to as the principle of adaptability. It can be broken down into two sub-
principles – herein referred to as extensibility and customizability – which will be discussed in 
the following. 
3.7.4.1 Extensibility 
Given the complexity of a domain like chemical engineering as well as the wide range of 
possible tasks and applications, a domain ontology cannot be expected to be complete. 
Instead, it must be extensible, with respect to scope as well as with respect to the level of 
detail or granularity; the latter is also referred to as monotonic extensibility (a.k.a. 
extendibility, cf. Gruber & Olsen, 1994).  
• Extensibility in scope implies that the ontology allows for the addition of entirely new 
subject areas, which have not been conceptualized so far. The open architecture of 
OntoCAPE invites this type of extensions: New modules and partial models covering 
further subject areas can be smoothly added on the Conceptual Layer and below, the only 
condition being that their conceptualizations comply with the modeling guidelines 
established by the Upper Layer and the Meta Layer. These guidelines, however, are of 
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generic nature and thus do not rule out any topic areas. The practical feasibility of this 
approach has been demonstrated, for instance, by the later addition of the modules 
process_control and process_control_system, which extend the scope of OntoCAPE to the 
area of process control. 
• Monotonic extensibility means that new ontological terms for special uses can be defined 
based on the existing vocabulary, in a way that does not require a revision of the existing 
definitions (Gruber & Olsen, 1994). The modules located on the Conceptual Layer are 
explicitly designed for monotonic extension: They provide the “representational 
machinery” (Gruber, 1995) – i.e., the basic concepts of a topic area – required to construct 
more specialized terms; the specializations are realized within separate modules on the 
subjacent application-near layers. Various modules on the Application-Oriented Layer 
have been built by this procedure; their existence demonstrates the practicability of this 
approach. 
According to Aitkin (1998), an indication of the principles and guidelines of ontology design 
facilitates the extension of an ontology tremendously. OntoCAPE explicitly states such 
principles and guidelines – on the one hand in form of the Meta Model, on the other hand in 
form of explanations within the informal specification (cf. Sect. 3.7.3.3). The declaration of 
these design principles and guidelines ensures consistency and reduces the likelihood of 
making ad-hoc extensions. This is of particular importance when extensions are carried out by 
diverse developers and/or at different times. 
Extensibility is furthermore enhanced through the modular structure of OntoCAPE: Typically, 
an extension is realized by creating a new module, which is then embedded in the inclusion 
hierarchy of OntoCAPE. Within the hierarchy, the new module does usually not include all 
the other modules of the ontology, but only a selected few. Consequently, the newly defined 
terms do not have to be compatible with the entire ontology, but only with a subset, thus 
reducing the likelihood of inconsistencies between new and existing ontological definitions.  
3.7.4.2 Customizability 
Over the lifecycle of OntoCAPE, new application contexts are likely to arise, which were not 
anticipated during ontology development. Since different applications usually imply different 
views on the world (Noy and Klein, 2004; cf. Sect. 3.1.2.3), the applications will have 
individual demands on the ontology and thus require different conceptualizations. Therefore, 
the ontology must be customizable – that is, it must be able to flexibly adapt to dissimilar, and 
possibly contradicting, application requirements. 
If some new application requires an individual conceptualization, which is different from the 
one previously specified in the ontology, it will not be necessary to produce an entirely new 
version of OntoCAPE. Instead, new variants of the affected ontology modules will be 
developed and integrated into the present ontology, as explained in Sect. 3.1.2.3. The 
introduction of variants is an option whenever different applications need the same scope of 
knowledge yet represented in a different way – that is, at a different level of detail or 
granularity, or reflecting a different usage perspective.  
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Fig. 29: Introduction and subsequent reconciliation of variants 
The use of variants has the advantage that the ontology can quickly be adapted to new tasks, 
regardless of the impact of changes on existing applications. The obvious drawback of this 
approach is that, with an increasing number of supported applications, the number of variants 
gets unmanageably large, in particular because the dependent modules (those that are 
positioned below the variants in the inclusion lattice, cf. left side of Fig. 29) must be split into 
variants, as well, since they are derived from different conceptualizations. That way, different 
configurations of the ontology evolve. Configuration management systems such as CVS 
(GNU, 2006) can support the handling of the growing number of variants and their mutual 
dependencies. At the same time, a reconciliation of the variants should be considered. A 
simple merging of the variants would contradict the idea of customized conceptualizations for 
particular applications. As a compromise, a new module base can be introduced, which 
contains the ontological definitions shared by all variants (cf. right side of Fig. 29); 
simultaneously, the variants are reduced to mere extensions of the base module. Module 
extensions hold only those ontological definitions that distinguish the variants from one 
another. Subordinate modules – if not explicitly dependent on concepts defined in the 
extensions – can refer to the base module only, thus avoiding unnecessary duplication. 
Reasoners that offer non-standard inferences – for example determination of the least 
common subsumer of related concepts (Cohen et al., 1992) – can support the reconciliation 
process (Molitor, 2000).  
3.7.5 Minimal Ontological Commitment 
As explained in Chap. 2.2, committing to an ontology means accepting the definitions in the 
ontology as an appropriate conceptualization of the application domain. The principle of 
minimal ontological commitment states that “an ontology should make as few claims as 
possible about the world being modeled, allowing the parties committed to the ontology 
freedom to specialize and instantiate the ontology as needed” (Gruber, 1995). In other words: 
For sake of reusability, the axiomatization of ontological terms should be kept to a minimum 
in order to allow for different extensions and thus fit a large number of application contexts. 
However, this conflicts with the previously discussed principles of coherence and 
intelligibility, which postulate tight axiomatic definitions to constrain the possible 
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interpretation of terms. Borst (1997) summarizes this dilemma as follows: “Overcommitment 
reduces the reusability, but undercommitment reduces the usability of an ontology”.  
The problem is partially solved by the modular, layered structure of OntoCAPE: It allows for 
a “piecemeal ontological commitment” Borst (1997), meaning that a human or software agent 
may selectively commit to a coherent subset of the ontology that fits its respective application 
context: For example, an agent could commit to scalar quantities (which are defined in the 
module system), but not to tensor quantities (which are introduced in the module 
tensor_quantity); or it could commit to a conceptualization of unit operations (given in the 
partial model process), but not to a conceptualization of plant equipment (given in the partial 
model plant); or it could commit to the principles of general systems theory (which are 
established on the Upper Layer), but not to those of process engineering (established on the 
Conceptual Layer). 
3.7.6 Efficiency 
An ontology (or rather its formal specification) is said to be efficient if it allows for efficient 
reasoning (with respect to computational time and memory requirements), and if it scales 
adequately for large amounts of instance data.  
As a rule, the efficiency depends on the number of formal axioms included in the ontology – 
the more exist, the longer it will take a reasoner to process the ontology. Thus, efficiency is 
enhanced by following the principle of conciseness, since a concise ontology usually involves 
fewer axioms and is thus easier to process than a complex one. On the other hand, efficiency 
conflicts with the principles of coherence and intelligibility, which call for a high degree of 
axiomatization. 
Yet the number of axioms is only one of several influencing factors. Other factors are the 
types of axioms used – some axioms are more difficult to process than others – as well as 
their respective combinations. Particularly the latter can prove to be problematic for reasoner 
performance: If, for instance, two relations are declared to be both mutually inverse and 
transitive, their instances will scale badly with most current reasoners (Rector & Welty, 
2005).   
Unfortunately, only very few guidelines are available on how to avoid such unfortunate 
combinations of axioms. Therefore, efficiency improvement is for the most part a question of 
trial and error: As explained by Fox & Grüninger (1998), the efficiency of a particular 
conceptualization can be improved as follows: Firstly, a set of appropriate competency 
questions is defined and formalized (cf. Sect. 3.3.1). Next, the reasoner performance is 
evaluated against a set of test data by measuring the computational time and memory required 
to answer those queries. If the reasoner performance is found to be unsatisfactory, an 
alternative conceptualization must be created and, again, put to the test.  
The suggested procedure is very time-consuming, since each concept must be tested 
individually. And even if this was accomplished for each concept, the resulting ontology 
could not be claimed to be efficient, in general; instead, it would merely have been optimized 
towards one particular reasoner. Considering the rapid progress currently being made on the 
field of reasoning algorithms, it is questionable whether one should spend too much effort on 
optimizing the efficiency of an ontology – after all, what seems inefficient today may prove to 
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be satisfactory tomorrow if processed by a different reasoner. Still, for the ontology to be 
practically usable, efficiency must be achieved to some degree at least. 
Due to the above considerations, OntoCAPE has not been entirely optimized for efficiency; 
solely the Meta Model has been systematically improved by the above described trial-and-
error procedure (cf. Sect. 3.3.1). The Meta Model was deliberately chosen because its design 
patterns are repeatedly applied throughout the ontology; consequently, the Meta Model is the 
part of the ontology where time for efficiency improvement is spent most effectively. 
In the course of improving the efficiency of the Meta Model, we frequently encountered a 
conflict between efficiency and knowledge-encoding requirements. A typical example is the 
conceptualization of the part-whole relationship through the relations hasPart and isPartOf (cf. 
Sect. 3.3.5): To model the properties of these relations correctly, hasPart and isPartOf should be 
declared to be both transitive and mutually inverse. Yet, conversely, the principle of 
efficiency dictates to give up one of the two relation properties since, as explained above, 
reasoners scale badly for this particular combination of axioms. As it cannot be known in 
advance which one of the two relation properties is more important for an application, it has 
been decided to represent both of them in the formal specification, thus preferring 
completeness to efficiency. In return, the informal specification points out the conflict and 
advises the user how the conceptualization can be changed towards efficiency, thus allowing 
the user to adapt the ontology to the respective application requirements. 
3.8 Summary 
The chapter gives an overview on the design and content of OntoCAPE 2.0. It starts off by 
showing how the structuring of the ontology into layers, modules, partial models promotes its 
reusability. Subsequently, the provisions for the public availability of OntoCAPE – a 
prerequisite for successful reuse – have been shortly discussed. Thereafter, the contents of the 
individual layers of the ontology have been summarized, and the conceptualizations of 
selected key notions – such as mereology, topology, and systems theory – have been 
exemplified. 
Concluding this chapter, the design principles of coherence, conciseness, intelligibility, 
adaptability, minimal ontological commitment, and efficiency have been established, and the 
trade-offs between these principles have been discussed. It was described how OntoCAPE has 
put these principles into practice and, in the course of this process, significantly gained in 
quality. The consequent application of these principles is a unique feature that differentiates 
OntoCAPE from both its predecessor models and from other engineering ontologies (see also 
Chap. 4 and Appendix B). 
Closing, we need to discuss the significance of these principles for the overall objectives of 
usability and reusability: While the principle of coherence solely aims at improving the 
general quality of an ontology, the principles of conciseness, intelligibility, and efficiency 
particularly focus on the ontology’s usability. Reusability, on the other hand, is essentially 
enhanced by following the principles of adaptability and minimal ontological commitment. 
Thus, finding a suitable balance between the individual design principles, as endeavored by 
this ontology, also helps to minimize the usability-reusability trade-off problem – a major 
objective of this work. 
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4 Related Work 
This chapter gives an overview on the information models and ontologies that are 
thematically related to OntoCAPE. It is structured into two major parts: Section 1.1 reviews 
the previous work at the author’s institute; that is, the information models preceding 
OntoCAPE are described, and the progress made over time is discussed. In Sect. 4.2, the work 
of other research groups is analyzed and compared against OntoCAPE.  
4.1 History of OntoCAPE 
Since the early 1990’s, a consecutive series of information models has been developed at the 
author’s institute. The series includes the information models VeDa (Baumeister & 
Marquardt, 1998; Souza & Marquardt, 1998a; 1998b; Bogusch & Marquardt, 1998; Krobb et 
al, 1998; von Wedel & Marquardt, 1999) and CLiP (Bayer, 2003; Yang et al., 2003; Bayer & 
Marquardt, 2004), and the ontology OntoCAPE 1.0 (Yang & Marquardt, 2004; Yang et al., 
2008). These models formalize the domain knowledge and represent the work processes of 
chemical engineering. As for the modeling of domain knowledge, OntoCAPE 2.0 constitutes 
– at least for the time being – the final result of this series; the modeling of work processes is 
now addressed by the Process Ontology developed by Theissen et al. (2009), which can be 
combined with OntoCAPE. Fig. 30 visualizes the history of model development. 
Work process modeling
CAPE domain knowledge
Time
Content
VeDa CLiP
Process
Ontology
OntoCAPE
1.0
OntoCAPE
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Fig. 30: History of model development 
In the following, the predecessor models of OntoCAPE 2.0 will be shortly analyzed with 
regard to scope, structure, representation language, (re)usability, and general quality. A more 
extensive review can be found elsewhere (Morbach et al., 2008b). 
4.1.1 VeDa 
The development of VeDa was initiated by Marquardt (1992; 1994) to support the 
mathematical modeling of chemical processes. For that reason, VeDa primarily provides 
concepts for the description of mathematical models, of the geometrical and structural 
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properties of the modeled objects, and – for documentation purposes – of the activities and the 
decisions taken during model building. Selected elements of these conceptualizations were 
later absorbed into OntoCAPE for modeling, e.g., materials, physicochemical phenomena, 
coordinate systems, or mathematical models. General systems theory and network theory 
were  chosen as the basic organizing principles for VeDa; later, these principles were adopted 
by VeDa’s successors CLiP and OntoCAPE (cf. Chap. 3.4). VeDa also initiated the 
description of a system from different viewpoints: A structural and a behavioral view on 
systems have been conceptualized. As for the overall structure, VeDa is horizontally 
subdivided by three abstraction layers; vertically, it is partitioned into five partial models.  
Since no suitable modeling language was available in the early nineties, a frame-based 
language named VDDL was specifically developed for VeDa (cf. Baumeister & Marquardt, 
1998). Combining features from object-oriented modeling and description logics, VDDL is a 
highly expressive modeling language, which supports the definition of classes, metaclasses, 
and instances, as well as different types of attributes and relations. Class definitions can 
include methods and laws: In this context, methods represent numerical or symbolical 
functions that act upon the objects; laws restrict the possible instances of classes and attributes 
by logic expressions. A serious drawback of the language is that it lacks an efficient 
implementation. In fact, the genuine VDDL-version of VeDa only exists on paper, and its 
usability is consequently rather limited. Although some executable subsets of the language 
have been implemented – e.g., in the modeling environment G2 (Gensym, 2008) – these 
implementations are merely pared-down versions, which lack important language features. 
Based on VeDa, several software applications have been developed, namely the model 
repository ROME (von Wedel & Marquardt, 2000) and the modeling tools ModKit (Bogusch 
et al., 2001; Bogusch, 2001) and ProMoT (Tränkle et al., 1997; Tränkle, 2000). Yet due to its 
narrow scope, VeDa’s reusability is confined to applications in the area of mathematical 
modeling. 
4.1.2 CLiP 
In succession to VeDa, the conceptual information model CLiP has been developed as part of 
the IMPROVE project (Marquardt & Nagl, 2004; Nagl & Marquardt, 2008; cf. Chap. 1.3). 
While VeDa largely focused on mathematical modeling, CLiP is primarily concerned with 
chemical process design. Consequently, its scope covers materials and their properties, plant 
equipment and machinery, the major unit operations, the mathematical models used in the 
various model-based design activities, the documents for archiving and exchanging data 
between designers and software tools, and the activities performed during process design. 
Except for the subject of geometric concepts, CLiP comprises all areas covered by VeDa and 
extends beyond its scope. Regarding the representation of chemical processes, CLiP models 
not only the structural and behavioral views previously covered by VeDa, but also considers 
the aspects of function and performance. As for work process modeling, the area of interest 
has been shifted from work processes targeting the development of mathematical models to 
work processes targeting chemical process design. 
Again, systems theory has been chosen as the fundamental modeling principle. In comparison 
to VeDa, however, CLiP takes a more systematic approach by representing the underlying 
systems approach explicitly in a meta model. To this end, the meta model defines key 
concepts like system, property, value, backdrop, etc. As before, a system can be described from 
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different viewpoints; unlike before, such viewpoints are now explicitly modeled as instances 
of the aspect class (this concept later evolved to the aspect system used in OntoCAPE 2.0, cf. 
Chap. 3.4.1.2). 
CLiP is structured by means of layers and partial models. In comparison to VeDa, the number 
of partial models has been significantly increased, resulting in a more fine-grained partition of 
the domain. As for the layers, a distinction is made between the Meta Meta Class Layer, 
which holds the meta model defining the system concept and its aspects; the Meta Class Layer, 
which introduces different kinds of systems and their specific properties; and the Simple Class 
Layer, which defines concepts related to different tasks in the design process and therefore 
corresponds roughly to VeDa's middle layer. Unlike VeDa, CLiP has no layer for application-
specific classes.  
Two different modeling languages are utilized for the formal specification of CLiP:  
• Both Meta Layers and some parts of the Simple Class Layer are implemented in the logic-
based modeling language O-Telos, which forms part of the ConceptBase system (Jarke et 
al., 1995). ConceptBase supports meta modeling and provides basic deductive reasoning 
services to assist schema development and maintenance.  
• The concepts on the Simple Class Layer are represented by means of UML class 
diagrams. The principal motivation for the use of the UML was that a graphical notation 
like UML is better suited for the representation and management of large and complex 
product data models than the frame-based O-Telos language of ConceptBase. On the other 
hand, the UML is less expressive than O-Telos, and it does not support reasoning.  
The two model implementations are not formally integrated; instead, consistency is ensured 
by an overlap of major concepts on the Simple Class Layer. 
CLiP is reusable in different application contexts, such as information management 
(Eggersmann et al., 2003), information integration (Bayer et al., 2003), CAD/CAE (Bayer, 
2003), or mathematical modeling (Hackenberg, 2006). Yet since CLiP constitutes a 
conceptual model, it is not directly usable: For each application, a specific implementation 
model must be developed on the basis of CLiP. Moreover, CLiP’s usability is further limited 
on account of the following defects: 
• Sometimes, the conceptualizations of topic areas are unnecessarily complex, as 
exemplified by the samples of CLiP presented in Chap. 3.7.2.  
• Classes and relations are not given individual definitions; instead, they are merely 
specified by means of UML class diagrams accompanied by some explanatory text. 
Relations are often not even named, such that their functions and semantics remain 
unclear. As a result, the intended semantics of concepts are only vaguely communicated. 
Also, in some cases, logical inconsistencies are ”hidden” by fuzzy wording. 
• There are a number of systematic errors, such as the repeated mix-up of aggregation and 
composition relations, or the unsystematic use of classes and meta-classes. 
4.1.3 OntoCAPE 1.0 
OntoCAPE continues the work of CLiP and VeDa, combining results of both models: From 
CLiP, it largely adopts the terminology and the partial model structure of the Simple Class 
Layer. Additionally, it includes various concepts from VeDa – particularly for modeling the 
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geometry and the physicochemical behavior of chemical plants, which are not sufficiently 
covered by CLiP. Some additional subject areas not considered by the previous models have 
been newly conceptualized in OntoCAPE – for instance, the issue of numerical solution 
strategies. Unlike CLiP and VeDa, OntoCAPE does not cover documents and work processes; 
however, OntoCAPE can be combined with other, specialized ontologies representing 
documents, work processes, and decision-making procedures, as described by Brandt et al. 
(2008) and Morbach et al. (2008d). 
The first version of OntoCAPE has been developed in the COGents project (Braunschweig et 
al., 2002, 2004; Yang et al., 2008). Within COGents, OntoCAPE 1.0 served as a shared 
language for communication between cooperating computer agents, which were assigned the 
task of retrieving suitable process models from distributed libraries (cf. Chap. 5.1.1). 
Accordingly, the scope of OntoCAPE 1.0 had its main focus on mathematical modeling and 
numerical simulation. Yet right from the beginning, OntoCAPE was designed for later 
extension to other areas and applications. To this end, the ontology was given an open and 
extensible structure. Moreover, further essential topic areas of CAPE, such as process design 
and engineering, were at least basically conceptualized in order to be refined later on. Thus, 
although OntoCAPE 1.0 did not yet cover the entire scope of CAPE in detail, it established 
the basic framework for a comprehensive domain ontology. 
The structure of OntoCAPE 1.0 differs notably from that of OntoCAPE 2.0 described in 
Chap. 3.1: Horizontally, the concepts of OntoCAPE 1.0 are split between two layers. The first 
layer holds the so-called Common Concepts, which are shared between different applications. 
The second layer contains the Application-Specific Concepts, which are obtained by 
extending and/or refining the Common Concepts towards a particular application. Each layer 
is subdivided into a number of modules, which are grouped into partial models. In total there 
are 23 modules on the Common Concepts layer, plus another six on the Application-Specific 
Concepts layer. 
OntoCAPE 1.0 has been formally specified in DAML+OIL (Connolly et al., 2001), which 
was the state-of-the-art ontology modeling language at that time. The formal specification has 
been created by means of the ontology editor OilEd (Bechhofer et al., 2001) and verified by 
the reasoner FaCT (Horrocks, 1998). A supplementary informal specification has been created 
(Yang et al. 2004b), providing textual term definitions as well as general information about 
each module in form of UML-like class diagrams and accompanying texts. 
After the completion of the COGents project, the further development of OntoCAPE was 
taken over by the IMPROVE project (Marquardt & Nagl, 2004; Nagl & Marquardt, 2008). As 
a first step, the formal specification was translated46 into OWL, which had by then replaced 
DAML+OIL as the standard ontology modeling language. Subsequent to the translation, 
OntoCAPE was fundamentally revised: 
                                                 
46
 This laborious task – as of version 1.0, the ontology contained about 600 classes and 400 relations represented 
by 20,000 lines of code – was supported by a specially built converter (Amin & Morbach, 2008), which handled 
most of the translation. However, as OWL does not offer equivalents for all language elements of DAML+OIL 
(particularly not for qualified cardinality constraints), some parts of the ontology had to be remodeled manually. 
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• The ontology was given a refined structure: The Meta Layer, the Upper Layer, and the 
Application-Oriented Layer have been added, and the boundaries of the modules and 
partial models have been redrawn.  
• The software applications created within the IMPROVE project required an extension of 
the ontology. Consequently, 37 new modules have been added to the ontology in order to 
cover new subject areas and to refine the coverage of existing areas in detail. 
Concurrently, it was decided to remove five modules from the ontology since their 
contents were not of general interest but merely relevant for the COGents project (cf. 
Chap. 5.1 and Appendix B.2). 
• The contents of the 24 remaining original modules have been conceptualized anew. The 
remodeling became necessary since, due to the tight schedule of the COGents project, 
large parts of OntoCAPE 1.0 had to be formulated in an ad-hoc manner. Within the 
IMPROVE project, these conceptualizations have been revisited and improved with 
respect to the design criteria of intelligibility, conciseness, and coherence: A number of 
redundant concepts were deleted, and inconsistencies have been resolved. In many cases, 
long-winded conceptualizations could be replaced by more succinct ones, thus improving 
the intelligibility and conciseness of the ontology. By the addition of numerous axioms, 
the formal term definitions have been tightened in order to enhance their intelligibility and 
validate their coherence. For details on these issues, refer to Appendix B.3 and B.4. 
• The informal specification has been rewritten and extended to almost three times its 
original length. It now includes much more explanatory text and, for the first time, 
describes the intended usage of concepts as well as the underlying design rationales. 
4.2 Work by Others 
Since the release of the popular OWL modeling language in 2004, the number of publicly 
available ontologies has grown exponentially: According to Hendler (2007), tens of thousands 
of ontologies have been in use in 2007. While most of these ontologies are negligible efforts – 
test cases, academic exercises, lightweight ontologies, or pseudo ontologies – there still 
remains a considerable number of valuable contributions that are, or have the potential to 
emerge as, long-lasting shared ontologies. These ontologies cover all sorts of domains, such 
as mathematics (e.g., the EngMath ontology; Gruber & Olsen, 1994), engineering (e.g., the 
PhysSys ontology; Borst, 1997), chemistry (e.g., the ChEBI ontology; EBI, 2008), biology 
(e.g., the Gene Ontology; GO, 2007), medicine (e.g., the GALEN ontology; Rector et al., 
1995;), geoscience (e.g., the GeoNames ontology: GeoNames, 2007), legislation (e.g., the 
LKIF-Core ontology; Hoekstra et al., 2007), e-commerce (e.g., the SNAP ontology; 
Morgenstern & Riecken, 2005), business enterprises (e.g., the Enterprise Ontology; Uschold 
et al., 1998), military (e.g., the JFACC ontology; Valente et al., 1999), or surveillance and 
security (e.g., the BioSTORM ontologies; Crubézy et al., 2005).  
A few review articles have been published, which give an overview on the major ontologies 
in selected fields like medicine (Bodenreider, 2001) or biology (Schulze-Kremer, 1998; Bard 
& Rhee, 2004), or even across fields (Fridman-Noy & Hafner, 1997; Chap. 2 of Gómez-Pérez 
et al., 2004). Moreover, the following web resources may serve as a starting point for 
searching a particular ontology: 
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• The Protégé Ontology Library (http://protegewiki.stanford.edu/index.php/ 
Protege_Ontology_Library) is a web portal linking to ontology projects that use the 
Protégé ontology editor:  
• Swoogle (http://swoogle.umbc.edu/) is a specialized web search engine for discovering 
semantic web documents and ontologies.  
• SchemaWeb (http://www.schemaweb.info/default.aspx) is a directory of schemas and 
ontologies expressed in the RDFS, OWL, and DAML+OIL modeling languages. 
• The DAML Ontology Library (http://www.daml.org/ontologies/) contains several 
hundreds of ontologies represented in the DAML+OIL modeling language.  
• The Open Biomedical Ontologies (OBO) repository is a library of publicly accessible 
biomedical ontologies, which are obtainable in different formats. The OBO repository can 
be accessed via the website of the OBO Foundry (http://obofoundry.org/), via the 
Ontology Lookup Service (http://www.ebi.ac.uk/ontology-lookup/), or via a web 
application called BioPortal (http://www.bioontology.org/ncbo/faces/index.xhtml).  
Of the plethora of existing ontologies, we will review only a small portion, namely those 
ontologies that are of particular relevance in the context of this work. An ontology is 
considered to be relevant (a) if it bears close resemblance to OntoCAPE with respect to both 
scope and level of complexity, or (b) if it had a significant influence on the development of 
OntoCAPE. As for (a), only the more recent efforts are discussed here; a review of the earlier 
contributions in the area of process engineering can be found elsewhere (Bayer & Marquardt, 
2003). Moreover, this chapter considers only “true” ontologies (i.e., ontologies that have 
explicitly been built for sharing and reuse, cf. Chap. 2.5); pseudo ontologies are not included 
in this review. 
4.2.1 EngMath 
EngMath (Gruber & Olsen, 1994) is an ontology for engineering mathematics. It formally 
defines fundamental mathematical concepts required for the modeling of engineering systems, 
such as scalar and tensor quantities, mathematical functions, physical dimensions, and units. 
The ontology is intended (i) as an unambiguous communication language that is usable by 
both humans and software agents, and (ii) as a conceptual foundation for other, more 
comprehensive engineering ontologies. As for (ii), EngMath forms an integral part of the 
PhysSys ontology (Borst, 1997; cf. Sect. 4.2.3).  
EngMath had an important influence on the modeling of certain upper-level concepts of 
OntoCAPE: It inspired the conceptualization of physical quantities, physical dimensions, units, and 
(to a lesser degree) tensor quantities. An important difference between EngMath and OntoCAPE 
is that the latter distinguishes between a physical quantity and its quantitative value(s) (cf. Chap. 
3.4.1), whereas the former does not. In fact, EngMath does not have an equivalent for the 
OntoCAPE concept of a physical quantity; the homonymous concept in EngMath rather 
corresponds to the OntoCAPE concept of a quantitative value.  
4.2.2 YMIR 
YMIR (Alberts, 1994) is a formal ontology that is concerned with the modeling of technical 
systems. Technical systems are described through a systems approach based on bond-graph 
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theory (e.g., Karnopp et al., 1990), which models a system as a network of interconnected 
subsystems that interact via flows of energy. According to this approach, complex system 
models can be synthesized by combining and refining generic subsystems, the so-called 
Generic System Models (GSM). The specification of a particular GSM comprises three 
different aspects, which reflect its geometric form, its structure, and its behavior. Moreover, a 
GSM can be associated to certain function(s) and the corresponding “context” in which the 
system is to perform the function, such that the “purpose” of the system can be defined. 
A weakness of YMIR is its bias towards mathematics: The ontological description of a 
technical system is firmly associated with one particular mathematical model; there is no 
possibility to characterize the technical system qualitatively without mathematics. This 
emphasis of mathematics limits the applicability of the ontology, since many applications 
only require a qualitative description of technical systems. Furthermore, as argued by Borst 
(1997), the relationship between a technical system and its possible mathematical descriptions 
is n-to-n, in general; YMIR, however, presumes a one-to-one relation and thus looses the 
flexibility of introducing alternative models for a technical system. 
Another critical point about YMIR is its lack of extensibility: As pointed out by Gruber & 
Olsen (1994), the ontology lacks a mechanism for introducing new physical quantities and 
dimensions in addition to those that are predefined; also, the modeling approach is not 
extensible towards vectors and tensors. 
4.2.3 PhysSys 
PhysSys (Borst, 1997; Borst et al., 1995; Borst et al., 1997) is an ontology for the modeling of 
technical systems. The ontology, which is formally specified in the Knowledge Interchange 
Format, KIF (Genesereth & Fikes, 1992), is divided into subontologies organized in an 
inclusion hierarchy. The topmost and most generic subontology is the Mereology Ontology, 
which establishes a mereological theory. The Topology Ontology imports this theory and 
extends it towards a theory of mereotopology. Based on these, the System Theory Ontology 
defines notions of general systems theory. The subjacent subontologies specify technical 
systems from complementary viewpoints: The Component Ontology describes the structural 
aspect of a technical system, whereas the Physical Process Ontology characterizes its 
physicochemical behavior qualitatively. Additionally, the behavior can be quantitatively 
modeled by using concepts from the EngMath ontology (Gruber & Olsen, 1994; cf. Sect. 
4.2.1), which has been included as an integral part of PhysSys. 
The modular architecture of PhysSys has inspired the structural design of OntoCAPE: 
Particularly the consecutive definition of mereology, topology, and systems theory in separate 
subontologies has been adopted. Also, selected axiomatic definitions from these theories have 
been transferred to OntoCAPE. On the whole, however, the conceptualization of mereology, 
topology, and systems theory is handled quite differently in OntoCAPE: 
• PhysSys is aimed at a complete representation of mereotopology, whereas OntoCAPE 
implements only a reduced theory: Certain mereotopological properties, such as the 
asymmetry of the part-whole relation, have not been modeled in OntoCAPE due to the 
limited expressive power of OWL (cf. Chap. 3.3.5). On the other hand, the reduced theory 
has the advantage of enabling more efficient reasoning than a complex theory. 
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• While both ontologies cover the areas of mereotopology and systems theory, they place 
emphasis on different topics: For instance, mereotopology, as conceptualized in PhysSys, 
is particularly suited for modeling the overlapping parts of two objects – a topic that is not 
covered by OntoCAPE. Conversely, the mereotopological theory implemented in 
OntoCAPE sets priorities on the representation of graph structures and their hierarchical 
refinement. System theory in PhysSys particularly emphasizes the modeling of system 
boundaries, which enables the definition of open and closed systems. OntoCAPE rather 
focuses on the representation of system properties and their values, as well as on modeling 
a system from different viewpoints.  
• Finally, PhysSys is particularly suited for modeling electronic and mechanical systems 
that are describable by the bond graph approach (e.g., Karnopp et al., 1990). OntoCAPE, 
on the other hand, rather specializes in the representation of chemical and fluid 
mechanical systems. 
4.2.4 MDF 
Batres, Naka, and co-workers developed an ensemble of interrelated ontologies intended for 
applications in the process engineering domain, which is referred to as multi-dimensional 
formalism, or MDF in short (Batres & Naka, 2000; Batres et al., 2002). The MDF ontologies 
are formally specified in the Knowledge Interchange Format, KIF (Genesereth & Fikes, 
1992). The multidimensional information model MDOOM (Lu et al., 1997; Batres et al., 
1999) served as the conceptual framework for the design of the ontologies. 
MDF consists of the following interconnected ontologies: 
• The Plant Structure Ontology, which is comparable to the partial model plant in 
OntoCAPE, describes the physical structure and the spatial layout of chemical plants. The 
structural description is based on a mereotopological theory, which is specified by a 
number of axiomatic definitions. 
• The Material Ontology describes the thermodynamic behavior of materials. Like the 
partial model material in OntoCAPE, the Material Ontology covers only those aspects of 
material behavior that are independent of a material’s concrete occurrence in time and 
space (cf. Chap. 3.5.2). The context-dependent properties of material are handled by the 
Behavior Ontology described next. 
• The Behavior Ontology characterizes the behavior of a particular amount of material in a 
given spatiotemporal setting. It thus has the same function as the OntoCAPE partial model 
behavior. Just like in OntoCAPE, the material behavior may be qualitatively described by 
the indication of the relevant physicochemical phenomena. A further similarity is the so-
called ‘metamodel’ concept, which is the equivalent to OntoCAPE’s process unit (cf. Chap. 
3.6. 
• Finally, the Management and Operation Ontology provides the vocabulary to specify 
typical tasks in plant operation and control. There is no equivalent part in OntoCAPE, but 
a comparable functionality can be achieved by combining OntoCAPE with the Process 
Ontology (Eggersmann et al., 2008), as described by Morbach et al. (2008d). 
MDF was developed contemporaneously with CLiP, the predecessor model of OntoCAPE. 
Due to the exchange of experience during the development process, both models share a 
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number of common features, such as the definition of the structural and material-related views 
on the plant, which were later adopted by OntoCAPE47. Furthermore, OntoCAPE adopted 
some basic concepts from the MDF Behavior Ontology for the realization of the partial model 
behavior. However, when it comes to the details of the implementations, MDF and 
OntoCAPE have been conceptualized quite differently. In addition, there are some noteworthy 
structural differences, the most notable of which is the absence of abstraction layers: MDF 
does not attempt to separate the generic knowledge from the domain knowledge and/or 
application-specific knowledge – mereotopological axioms, for instance, are intertwined with 
a conceptualization of plant items. Moreover, there is no upper ontology that would serve as a 
common basis for the four MDF ontologies; consequently, the consistency between the 
different ontologies is not formally enforced. Finally, OntoCAPE has a higher degree of 
modularization: For example, the material partial model – unlike its equivalent in MDF (the 
Material Ontology) – is further subdivided into six ontology modules on the Conceptual Layer 
plus five additional ones on the Application-Oriented Layer. Judging from these differences, 
it can be concluded that MDF is less reusable than OntoCAPE. 
4.2.5 Plant Ontology and Functional Ontology 
Mizoguchi et al. (2000; 2001) have developed a Plant Ontology, which describes equipment, 
materials, and operating activities in chemical plants. Combining this ontology with a generic 
Functional Ontology (Kitamura & Mizoguchi, 1999; Mizoguchi, 2001; Kitamura & 
Mizoguchi, 2003) enables the functional description of chemical plants. Both ontologies were 
built in a prototypical ontology editor named Hozo (Kozaki et al., 2000) and can be exported 
to XML, Lisp, or text formats.  
• The Plant Ontology is subdivided into a Domain Ontology and a Task Ontology. The 
Domain Ontology describes the application domain, in particular plant equipment, 
materials, and material properties. The Task Ontology (i) represents the plant operations 
that are performed by the operating personnel (monitor, diagnose, operate, etc.), and (ii) 
defines how the concepts of the domain ontology are to be used in order to perform a 
desired task48. The key idea for the organization of both subontologies is the distinction of 
“essential categories” and “view-dependent concepts”, according to which all ontological 
concepts are classified. Roughly speaking, the former category denotes entities with 
unchanging characteristics and/or appearances (e.g., chemical substances), while the latter 
comprises concepts the appearances of which depend on the context. An example of the 
latter would be the role of a chemical substance in a plant – depending on context, a 
substance could be fuel, distillate, or end-product. 
• The Functional Ontology enables a comprehensive representation of conceptual design 
knowledge. Engineering artifacts are described from a structural, functional, and 
behavioral perspective. The ontology allows both functional and behavioral 
decomposition and defines relations between the decomposed parts. Additionally, it is 
possible to indicate (i) the physicochemical phenomena based on which a certain function 
                                                 
47
 A detailed comparison between CLiP and MDF can be found elsewhere (Bayer & Marquardt, 2003). 
48
 According to the classification framework established in Chap. 2.6, the Task Ontology would rather be 
categorized as an application (task) ontology. 
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can be achieved as well as (ii) the manufacturing steps that are required to realize the 
desired function. The Functional Ontology is organized as a framework of several 
interconnected ontologies, which are distributed across several layers of abstraction; each 
layer contains a number of subontologies. 
In principle, any technical artifact can be described through the Functional Ontology; 
however, it is especially appropriate for modeling fluid-based plants. According to the 
authors, the usability of the Functional Ontology has been demonstrated by building, amongst 
others, functional models of an oil refinery, a chemical plant, and a power plant. To this end, 
the Functional Ontology has presumably been combined with the Plant Ontology (however, 
this issue is not clearly stated in the available publications). 
A point of criticism is that – to our knowledge – the ontologies have not been made publicly 
available. Yet as far as it can be judged from the available sources, the respective 
conceptualizations are rather complicated, particularly those in the Functional Ontology. 
Another problematic issue is that both ontologies have been designed for particular 
applications, possibly without any intention of reusing them in different application contexts: 
The Plant Ontology serves as the knowledge base for an intelligent plant operating system, 
whereas the Functional Ontology is used within a novel type of design support system. Since 
other applications have not been reported, it remains unclear whether the ontologies are 
reusable or must be classified as pseudo ontologies. 
4.2.6 ISO 15926 
ISO 15926 is an evolving international standard that defines information models for the 
integration and the exchange of lifecycle data about chemical plants. The standard comprises 
seven distinct parts; three parts have already been released (ISO 2003; 2004; 2007), while the 
others are still underdevelopment (ISO 2005; 2006). Eventually, the standard will provide 
information models for the representation of product data, documents, and activities. These 
models describe the physical objects that exist in a process plant (materials, equipment and 
machinery, control systems, etc.) as well as the design requirements for and the functional 
specification of these objects. They cover the lifecycle stages of development, construction, 
operation, and maintenance.  
The ISO 15926 is organized in a layered architecture, starting with a generic Data Model, 
which is iteratively extended and refined to a Reference Data Library (second layer), 
Templates (third layer), and Object Information Models (fourth layer). Further lower layers 
allow for user-specific extensions.  
Whether the ISO 15926 truly constitutes an ontology is subject to debate. While the ISO 
15926 was originally intended as an information model for a shared database or data 
warehouse, its upper layers are now additionally promoted as an ontology. Indeed, the 
semantics of the data model have been formally specified in the EXPRESS modeling 
language (ISO, 1994) and are currently re-formulated in OWL (cf. Batres et al., 2007; 
Teijgeler, 2007). Yet Smith (2006) lists a number of systematic defects of the ISO 15926, 
which cause it to be both unintelligible and incoherent and thus make Smith conclude that 
“we do not have here anything which could properly be described as an ontology”. 
A detailed comparison of ISO 15926 and OntoCAPE has been published elsewhere (Morbach 
et al., 2008d). Below, the major findings of this evaluation are summarized:  
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Many differences between the ISO 15926 and OntoCAPE are ultimately attributable to the 
dissimilarities in intended usage: As repeatedly argued before, OntoCAPE has not been 
designed for a particular application; instead, OntoCAPE is to provide a set of application-
neutral concepts, which can be refined and adapted to the needs of multiple applications in the 
domain of CAPE. Its prior design objective is to find a reasonable compromise between 
usability and reusability (cf. Chap. 1.2). The ISO 15926, on the other hand, is primarily 
designed for the management of lifecycle data; other applications are subordinate to this goal. 
Consequently, the ISO 15926 puts usability before reusability. 
These dissimilar foci become particularly evident when regarding the differences in 
complexity and level of detail: Due to its intended usage as a model for lifecycle data, the ISO 
15926 provides a fine-grained and highly detailed conceptualization of the domain, resulting 
in a very complex model that incorporates a large number of specialized classes. 
Unfortunately, the complexity is not confined to the application-near layers, but emerges 
already on the upper layers. Two problems arise from this: On the one hand, the ISO 15296 
suffers from overcommitment (cf. Chap. 3.7.5). On the other hand, the ISO 15926 is rather 
difficult to comprehend – ultimately, it is only accessible to experts who are willing to spend a 
considerable amount of time to get acquainted with it. OntoCAPE, by contrast, has been 
designed to be both concise and generic to the degree possible, such that it can be easily 
understood and extended. In consequence of these principles, it is sometimes necessary to 
trade accurateness and precision against reusability, which leads to a coarse- to mid-grained 
conceptualization of the application domain. However, this level of detail has proven to be 
sufficient for many applications, as will be demonstrated in Chap. 5.  
A further notable difference is the conceptualization of temporal persistence: The ISO 15926 
advocates the perdurantistic (or 4D) worldview, while OntoCAPE takes an endurantistic (or 
3D) perspective49. There are arguments for both sides – a summary of the current 
philosophical debate on this issue is, for example, given by Hawley (2004) and Noonan 
(2006). In the end, the decisive factor must be the applicability of the chosen approach: The 
ISO 15926 is aimed at storage and exchange of lifecycle data and thus places a strong 
emphasis on the representation of temporal changes, for which the 4D perspective is 
advantageous. By contrast, temporal changes are less relevant for the applications targeted by 
OntoCAPE, such that we consider the 3D paradigm more practicable for our purposes: It has 
the advantage of being more intuitive, which supports our goal of an easily usable ontology. If 
required, temporal changes can be modeled by means of the backdrop concept (cf. Chap. 
3.4.1.4). 
Judging from the available sources published so far (Batres et al., 2007; Teijgeler, 2007), the 
ISO models will not be realized in OWL DL, but in the more expressive sublanguage OWL 
Full (cf. Smith et al., 2004). OWL Full supports such advanced language features as 
metamodeling (i.e., instantiation across multiple levels) or augmenting the meaning of the 
pre-defined language primitives, yet at the cost of loosing scalability and compatibility with 
DL reasoners. This, in combination with the above discussed general complexity of the ISO, 
reduces the efficiency (and thus the usability) of the ontology. 
                                                 
49
 Endurantism is a philosophic theory, which assumes that an object exists as a whole at each moment of its 
history. Perdurantism by contrast, perceives an object as a four-dimensional entity consisting of a series of 
temporal parts. 
 88 
4.3 Summary 
OntoCAPE 2.0 evolved from a series of predecessor models known as VeDa, CLiP, and 
OntoCAPE 1.0. While all these information models are targeted at applications in chemical 
engineering, they differ with respect to modeling languages and architecture, and they set 
different priorities with respect to scope and content. OntoCAPE 2.0 incorporates (and 
consolidates) many conceptualizations and ideas from these predecessors while at the same 
time exceeding them with respect to usability and reusability. 
Regarding the work of other research groups, it can be stated that currently there exist two 
major ontologies for the domain of CAPE: OntoCAPE 2.0 – which evolved from its 
predecessors VeDa, CLiP, and OntoCAPE 1.0 – and the ISO 15926. All other ontologies 
known to the author are either intended for related but different domains (EngMath, YMIR, 
PhysSys), or they are not truly reusable (MDF, Plant Ontology).  
OntoCAPE and the ISO 15926 pursue different design objectives: OntoCAPE is intended as a 
general-purpose ontology; in order to be reusable, it strives to be both concise and generic. 
The ISO 15926, by contrast, primarily aims at applications in the area of data management; 
therefore, it puts emphasis on being detailed and complete, even at the cost of being less 
reusable. In view of that, the two ontologies should not be considered as competing, but as 
complementary options for a conceptualization of the CAPE domain. 
At present, the ISO 15926 still suffers from a number of defects and has not yet been 
published completely. Thus, it may be claimed that OntoCAPE is currently the only (re)usable 
ontology that is available for the CAPE domain. 
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5 Validation through Applications 
In this chapter, some prototypical software applications are presented, which have been 
created by the author’s colleagues within the research projects COGents and IMPROVE. 
What all prototypes have in common is that their respective implementations are based on 
OntoCAPE. While these prototypes are of interest in themselves, they are presented here 
primarily for another reason: that is, to demonstrate the practical usability and reusability of 
OntoCAPE. Therefore, the descriptions of the different prototypes are intentionally kept short; 
detailed accounts of these have been published elsewhere, as will be indicated by appropriate 
references. Rather, the focus will be on the validation of the ontology though practical 
applications as well as on the feedback for ontology engineering gained from these 
applications. 
Section 5.1 describes two software prototypes from the field of process modeling. Both 
prototypes have been developed in the context of the COGents project and are based on 
OntoCAPE 1.0. Section 5.2 discusses the use of OntoCAPE 2.0 by a tool for knowledge 
management developed in the IMPOVE project. Finally, Sect. 5.3 presents an ongoing 
research project, in which parts of OntoCAPE 2.0 are tested in a large-scale industrial 
application. 
For the sake of completeness, it should be mentioned that OntoCAPE is, or was, furthermore 
involved in some other software research projects: 
• Within the IMPROVE project, rule-driven integrator tools have been developed (Becker 
et al., 2008a). One particular application of such tools is the integration of the process 
simulator Aspen Plus (AspenTech, 2008) and the CAE system Comos PT (Innotec, 2008). 
The integration rules for this particular case have been derived from the domain 
knowledge represented in OntoCAPE50 (Becker et al., 2008b).  
• Shermetov et al. (2007) have developed a knowledge-based framework that allows 
interchanging data and integrating different engineering applications, simulators and tools, 
thus facilitating the collaboration of piping, stress and civil engineers in pipe networks 
design. The framework includes a domain model for piping, which is based on 
OntoCAPE. 
• De Giacomo et al. (2007) employed OntoCAPE as a benchmark ontology for the testing 
and evaluation of reasoning services and tools. 
• A presentation by Morbach & Marquardt (2006) explored the usage of OntoCAPE in the 
area of e-procurement. 
• Theißen et al. (2008a; 2008b) are developing tools for the modeling and analysis of work 
processes in chemical engineering. Generic models for the representation of work 
                                                 
50
 In this particular case, OntoCAPE is not used directly, but indirectly as a conceptual domain model (cf. 
Morbach et al, 2008a). In the areas of software engineering and database design, a conceptual domain model 
describes the major entities of the domain of interest on a conceptual level, independently of some particular 
application or implementation. Its function is to familiarize with the vocabulary of the domain and to establish a 
common understanding of its key concepts. 
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processes are combined with OntoCAPE in order to represent domain-specific work 
processes. 
• Reyes-Cordoba et al. (2007) are working on a knowledge-based software tool, which 
provides guidance for choosing an appropriate methodology for waste minimization. The 
tool relies on an ontology for waste minimization, which includes a sub-ontology for the 
description of the (chemical) process. For the creation of this sub-ontology, some parts of 
OntoCAPE have been reused for describing the process, the physical plant, the materials 
occupied, and the costs involved. 
While the above listed projects also demonstrate the reusability of OntoCAPE, they have 
influenced the development of OntoCAPE far less than the projects presented in the 
following. 
5.1 Process Modeling 
In this section, two software prototypes are presented, which both support the composition of 
process models. The prototypes are based on OntoCAPE 1.0 and have been developed in the 
context of the COGents project. Section 5.1.1 describes a software that enables the 
composition of process models from reusable components, whereas Sect. 5.1.2 presents an 
environment for conceptual process modeling. Section 5.1.3 summarizes the lessons learned 
from using OntoCAPE in these two modeling applications. 
5.1.1 Component-Based Process Modeling 
The first software prototype to be discussed is a multi-agent framework, which supports the 
retrieval of suitable Process Modeling Components (PMCs) from distributed model libraries. 
A PMC is a model constituent which is (re)usable for a particular process simulation; it may 
be one of the following: an entire process model, a part thereof (such as a unit model or a 
property data file), or a numerical solver. The COGents system supports the user in retrieving 
appropriate PMCs for a given task and in embedding those into the user’s simulation 
environment.  
Within the multi-agent framework, OntoCAPE serves as a communication language between 
the interacting software agents, and between the software agents and the human users: 
Concepts from OntoCAPE are used to formulate a Modeling Task Specification (MTS), which 
is then matched against available PMCs also described through OntoCAPE.  A typical usage 
scenario is illustrated in Fig. 31. 
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Fig. 31: Simplified COGents architecture 
At the outset of the scenario, a user, supported by the Modeling Task Manager, composes a 
MTS by selecting and instantiating appropriate concepts from OntoCAPE. The MTS 
describes the properties of a desired PMC in terms of the following: (i) the object to be 
modeled, which is typically a phase system or the behavioral aspect of a chemical process system 
(cf. Chaps. 3.5.2 and 3.5.3, respectively); (ii) the desired mathematical and numerical 
properties of the PMC thereby using concepts from partial model ‘model’ (cf. Chap. 3.5.4); 
and (iii) the software features of the PMC, which are required for its integration in the user’s 
software environment51.  
The MTS is then verified by the Modeling Task Manager to assure its compliance with the 
general modeling rules specified in the ontology, thus attempting to discover any 
contradictory specifications already in advance: For instance, an axiom in partial model 
behavior states that a phase of matter cannot simultaneously (a) be ideally-mixed and (b) 
incorporate intra-phase mass diffusion. The Modeling Task Manager, which has a built-in 
reasoner, will check whether that axiom is violated by the MTS. Thus, if an MTS requests a 
phase model with these conflicting properties, a warning will be issued that the specification 
is inconsistent.  
Subsequently, the validated MTS is sent to the Match-Making Agent, which is responsible for 
retrieving information about existing PMCs. Such information can be acquired by 
communicating with the Library Wrapper Agents, which represent the contents of the libraries 
accessible to the COGents system, again by using OntoCAPE. Matching is then performed by 
the Match-Making Agent, which tries to find one or more PMCs that satisfy the requirements 
stated in the MTS.  
Once a desirable PMC is found, it must be integrated into the user’s simulation environment. 
This task is handled by the Integration Manager. That particular agent assembles the 
                                                 
51
 Note that OntoCAPE 1.0 still included some software-related modules providing the concepts required for 
(iii). As explained in Chap. 4.1.3, these modules were later outsourced to a separate software ontology. 
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individual PMCs (which may stem from different libraries) into an executable simulation 
model and configures it according to the given MTS.  
The COGents multi-agent framework has been built upon existing platforms and software 
tools developed by both the CAPE and the ontological engineering community. A detailed 
description of the implementation can be found elsewhere (Braunschweig et al., 2004; Yang 
et al., 2008). The functionality of the prototype has been tested by means of three case studies, 
which typify representative modeling tasks in the areas of process design, process synthesis 
and process simulation. While the multi-agent software is not fully operational and requires 
further research, particularly on the issue of matchmaking, OntoCAPE has proven itself a 
reliable communication language, which enables the characterization of complex PMCs and 
MTSs. 
5.1.2 Conceptual Process Modeling 
The second application to be described is a prototypical modeling environment, which enables 
the construction of a mathematical model in two successive steps, named conceptual 
modeling and model generation:  
• In the first step, the user constructs a conceptual model – that is, a physical (not 
mathematical) characterization of the object to be modeled. The conceptual model defines 
the essential features of the mathematical model to be developed, such as the boundaries 
of control volumes or the modeling scale. Thus, this step is comparable to the formulation 
of an MTS in the COGents system, although a conceptual model is typically more detailed 
than an MTS.  
• In the second step, the conceptual model is automatically transformed into a mathematical 
model. This task is accomplished by assembling the mathematical model from elementary 
building blocks, which are selected and configured according to the specifications of the 
conceptual model. 
The modeling environment itself is domain-independent. For conceptual modeling, it requires 
a domain ontology, which functions as a modeling language for the respective application 
domain. In the case of process modeling, OntoCAPE provides the concepts for describing 
structural and physical details of chemical processes.  
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Fig. 32: Conceptual modeling approach 
In a typical application scenario (Fig. 32), the Ontology Querying Tool retrieves a set of 
concepts from OntoCAPE that are relevant to the current modeling context. These concepts 
are then presented to the user through the Graphical User Interface (GUI). Working with the 
GUI, the user composes the conceptual model by selecting, instantiating, and connecting 
relevant concepts. The result can be validated by means of a reasoner, which checks if the 
conceptual model violates any axioms defined in the ontology. 
The verified conceptual model is passed on to the Model Generation Engine (MGE). Its 
function is to automatically translate the conceptual model into a mathematical model, which 
can then be solved within an existent simulation environment. For this task, the MGE relies 
on a set of elementary model building blocks stored in the Building Block Library. Initially, 
the MGE analyzes the conceptual model in order to identify suitable building blocks, which 
are then retrieved from the Building Block Library. Each building block consists of a short 
Modelica52 statement, typically representing a single model equation. Subsequently, the 
variable names and parameter values within the selected Modelica statements are customized 
according to the specifications of the conceptual model. Finally, the individual Modelica 
statements are combined into an overall model.  
While the conceptual model is created, the graphical user interface is aware of the contents of 
the Building Block Library. It is therefore able to restrict the concepts available for conceptual 
modeling to those for which a corresponding building block exists. Thus, it can be ensured 
that the conceptual model is later transformable into a mathematical model. 
Like the COGents framework, the modeling environment has been built upon existing 
software tools, such as Jena (HP Labs, 2007) and ModKit+ (Hackenberg, 2006). A detailed 
                                                 
52
 Modelica (e.g., Tiller, 2001) is a free modeling language designed for the mathematical description of physical 
systems. 
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account of the implementation and its merits can be found elsewhere (Yang & Marquardt, 
2004; Yang et al., 2004a). 
There are comparable efforts aiming at an improved computer support for process modeling – 
see for example the publications of Stephanopoulos et al. (1990), Preisig (1995), Marquardt 
(1996), Perkins et al. (1996), Jensen (1998), Bieszczad (2000), Linninger (2000), Cameron et 
al. (2001), and Bogusch et al. (2001). The novelty of the approach to process modeling 
described herein is the following: It can be realized by reusing existing domain ontologies and 
generic tools developed by the ontology engineering community, hence eliminating the need 
for developing (i) tool-specific modeling languages and (ii) domain-specific modeling tools. 
As for (i), the modeling language (i.e., OntoCAPE) is declaredly reusable in various 
application contexts. As for (ii), the modeling environment can be easily reconfigured to a 
different application domain, simply by replacing OntoCAPE with another domain ontology. 
Such a domain ontology must merely be consistent with the environment’s core ontology53, 
which establishes some high-level modeling concepts such as system, property, phenomenon, law, 
etc54. The domain concepts are then declared as refinements of these high-level concepts.   
5.1.3 Lessons Learned 
For the realization of the above software prototypes, only a few application-specific modules 
had to be added to OntoCAPE 1.0. Since this required only moderate effort, it can be stated 
that the ontology has proven to be usable for applications in process modeling.  
However, it is worth mentioning that, in both applications, OntoCAPE primarily served as a 
shared vocabulary (cf. Chap. 2.2): in the first case as a communication language between 
human users and computer agents, in the second case as a domain-specific modeling 
language. The other possible usage of OntoCAPE – that is, the formal representation of 
domain knowledge (cf. Chap. 2.2) – could only be tested to a small extent. This is due to the 
fact that, although the above software applications involve some knowledge-intensive tasks 
(e.g., checking an MTS or a conceptual model for consistency and completeness), their 
demands can be met by a comparably small part of the entire ontology. From most of the 
modules of the ontology, however, the applications do not retrieve any formalized 
knowledge55. Consequently, the ontology’s usability as a knowledge component library could 
only be validated in part. 
In both application cases, the expressiveness of the ontology was adequate for describing the 
items addressed in the usage scenarios: That is, the ontological vocabulary has proven suitable 
for the representation of the mathematical and numerical aspects of process models as well as 
for representing the modeled objects (typically, behavior of a process plant or material). On 
the other hand, the usability of those parts of OntoCAPE that are not covered in the 
                                                 
53
 Note that the core ontology was called ‘meta ontology’ in the original publication (Yang et al., 2004a), owing 
to the genericness of its concepts. However, its function is rather that of a core ontology, as it has been defined in 
Chap. 2.6, and is therefore referred to as such. 
54
 Most of the terms of the core ontology have been included in OntoCAPE 2.0. However, in the core ontology, 
the terms typically have a more narrow meaning than in OntoCAPE 2.0: For instance, ‘system’ has the 
connotation of an ‘object to be modeled’ rather than that of a general system. 
55
 Accordingly, large parts of OntoCAPE 1.0 have the character of a lightweight ontology (cf. Appendix B) 
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application scenarios (i.e., the partial models CPS_function, CPS_realization, and 
CPS_performance) cold not be validated conclusively. 
The reusability of the ontology was not greatly challenged by the applications, as both 
software prototypes are situated in the context of process modeling. Thus, to arrive at any 
definite conclusion about its reusability, the ontology must be tested in a completely different 
application context (such as knowledge management, which is discussed in the subsequent 
section). Yet even the reuse of the ontology between these rather similar process modeling 
applications revealed the need for a more adaptable model architecture, in general, and for an 
upper ontology, in particular. On the basis of the core ontology of the prototypical modeling 
environment, the first version of such an upper ontology was created. This upper ontology 
evolved and eventually became the Upper Layer of OntoCAPE 2.0. 
5.2 Knowledge Management in Engineering Design 
5.2.1 Introduction 
After the completion of the COGents project, the development of OntoCAPE was taken over 
by the IMPROVE project. Within IMPROVE, the ontology was extensively restructured, 
thereby addressing the abovementioned need for a more flexible architecture and an upper 
ontology. In parallel, OntoCAPE was reused in a software prototype called Process Data 
Warehouse (PDW), which was developed within the IMPROVE project by Jarke and co-
workers (e.g., Brandt et al., 2006b). The PDW, which supports knowledge management in 
engineering design processes, will be described in the following. 
Engineering design processes involve highly creative and knowledge-intensive tasks that 
require extensive information exchange and communication among distributed teams. 
Knowledge about engineering design processes constitutes one of the most valuable assets of 
a modern enterprise. Normally, this knowledge is only known implicitly to the participating 
designers, relying heavily on the personal experience and background of each designer. To 
fully exploit this intellectual capital, it must be made explicit and shared among designers and 
across the enterprise.  
Knowledge management (KM) is a scientific discipline that stems from management theory 
and concentrates on the systematic creation, leverage, sharing, and reuse of knowledge 
resources in a company (Awad & Ghaziri, 2003). Knowledge management approaches are 
generally divided into personalization approaches that focus on human resources and 
communication, and codification approaches that emphasize the collection and organization 
of knowledge (McMahon et al., 2004). Here, only the latter approach is considered. In 
particular, the PDW addresses the capture and reuse of experience knowledge: This term 
summarizes all the potentially reusable knowledge that emerges over the course of an 
engineering design project.  
In this context, two different types of experience knowledge need to be distinguished: On the 
one hand, there are the products created during the design process (e.g., simulation models, 
design calculations, cost estimates, etc.); these may be organized into documents, which act as 
logical units to enable work distribution or version control. On the other hand, there are the 
(work) processes or activities themselves, in which the products are created, used, or 
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manipulated. The prominent concern of any successful KM approach must be the integration 
of product knowledge and process knowledge in a coherent framework. 
5.2.2 Approach 
There is a plethora of software tools addressing engineering knowledge management inside 
manufacturing enterprises. Document management systems such as Windream (Windream, 
2008) or Documentum (EMC2, 2008) are widely used in industrial praxis for the storage, 
maintenance, and distribution of documents. A step further, Product Data Management 
(PDM) systems provide extended facilities for the handling of detailed product information, 
ranging from design to production stage. They are being succeeded by Product Lifecycle 
Management (PLM) systems, such as Windchill (PTC, 2008), TeamCenter (Siemens PLM 
Software, 2008) or CATIA (Dassault Systemes, 2008). The aim of these systems is to 
integrate information on the manufacturing processes (usually CAM systems) with design 
data (CAD systems) on the one hand, and information about Enterprise Resource Planning 
(ERP) processes on the other hand. 
The PDM/PLM systems available today adequately support information exchange between 
developers, especially in the later phases of the engineering lifecycle which are characterized 
by more deterministic56 and well-known processes. However, they lack essential capabilities 
for the management and reuse of design knowledge (Bilgic and Rock, 1997; Gao et al., 2003; 
Maropoulos, 2003).  
A significant shortcoming of existing PDM and PLM systems criticized by many authors is 
their lack of adequate information models for product representation (e.g., Szykman et al., 
2001). Such models would be needed to effectively capture, exchange, retrieve, and reuse 
design knowledge. In particular, formal and well-structured information models for the 
conceptual design stage are missing (e.g., Bilgic and Rock, 1997; Szykman et al., 2001; Gao 
et al., 2003; Mesihovic et al., 2004). 
Regarding process support, current PDM systems have largely focused on the support of 
micro-level processes on the administrative level, such as versioning or engineering change 
management (Mesihovic et al., 2004). Some attention is paid to project management, however 
without reaching the capabilities of full-fledged project management systems (Bilgic and 
Rock, 1997; Mesihovic et al., 2004). They lack the functionality to capture complex work 
processes and decisions. They are particularly inappropriate for conceptual design processes, 
which are highly creative and dynamic processes and thus hardly predictable (Westerberg et 
al., 1997; Marqardt & Nagl, 2004). Any software solution has to cope with the continually 
changing requirements and the many degrees of freedom within these processes. Because of 
their hard-wired usage processes and restricted ability for interoperation, the software tools 
available today are unable to offer appropriate support. 
Moving beyond the established approaches, a novel type of knowledge management system 
has been developed, which has been named the Process Data Warehouse, or PDW in short. 
Basically, the PDW supports the mining of experience knowledge and its reuse on demand. 
Its functionality can be summarized as follows: 
                                                 
56
 A deterministic work process can be completely planned and/or scheduled in advance. 
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Typically, discrete items of product knowledge are stored in heterogeneous sources such as 
electronic documents and data bases, which are distributed across the enterprise. The PDW (i) 
provides a comprehensive representation of the contents of these sources, thereby correlating 
the scattered knowledge items and providing a single point of access to design knowledge. As 
such a comprehensive representation cannot be complete (for reasons of scaling, 
maintainability, practicability, etc.), the PDW (ii) supplies mechanisms for easily locating the 
original knowledge sources, where more detailed information can be retrieved. To this aim, 
meta information about the sources (e.g., type, structure, version history, storage location) is 
combined with information about their contents. Moreover, the PDW has been integrated with 
existing tools and data stores to promote easy access to the original sources. Last but not least, 
the PDW (iii) enables the capture and archival of process knowledge (i.e., the actual work 
processes) in order to provide information about the circumstances in which the product 
knowledge has been created. In particular, recording of the decision-making procedures 
allows recalling the design rationale applied at that time. Thus, process and product 
knowledge are captured in an integrated manner. This allows the systematic retrieval of 
experience knowledge that is suitable for a particular situation or working context. 
The concept of the PDW has been derived from the concept of Data Warehousing (Jarke et 
al., 2003), where large amounts of structured data (e.g., from sales or accounting) are stored, 
aggregated, and then presented. For those conventional tools and warehouses, fixed schemas 
are used for data storage. Yet to support design and other creative work processes, a dynamic 
extension of the existing data structures and the integration of additional, suitable domain 
models must be supported (Jarke et al., 2000). To this end, the PDW uses formal ontologies 
for the representation and storage of experience knowledge. Ontologies have two major 
advantages over conventional data schemas: Firstly, they are highly flexible, enabling 
modifications and extensions of the data structures even during project execution and thus 
facilitating the handling of the dynamic design processes. Secondly, they enable the computer 
to interpret and reason with the information stored in the ontology. In consequence, advanced 
support for knowledge management and retrieval can be provided.  
5.2.3 The Core Ontology 
Knowledge representation within the PDW is realized via a set of loosely connected 
ontologies, which are held together by a central Core Ontology (Brandt et al., 2006b; 2008b; 
cf. Chap. 2.6). The Core Ontology introduces top-level concepts that describe products and 
processes, as well as their interrelations and dependencies, independently from any particular 
domain or application. These fundamental concepts are then refined and concretized within 
the Peripheral Ontologies. Different Peripheral Ontologies can be added to the Core Ontology 
to flexibly adapt the PDW to the requirements of a specific application domain. 
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Fig. 33: Simplified view of the Core Ontology and some Peripheral Ontologies 
Fig. 33 displays a simplified view of the Core Ontology. Four prominent areas of 
conceptualization are arranged around the object as the central concept.  
• The Product Area (top) contains concepts for the description of the type and version 
history of electronic documents and other information resources, as well as their mutual 
dependencies and their structural decomposition. The product class denotes all kinds of 
information elements, such as data items or decision representation objects, which are 
created or modified during a work process. Different versions of a product may exist, which 
can be bundled into a version set. Contextually related products can be aggregated into a 
document version. A (logical) document bundles different document versions and is thus a 
specialization of a version set. 
• The Storage Area (right) describes at which location (storage place) inside a store a 
particular version set is stored. Examples of stores are data bases, document management 
systems, and external tools. 
• The Descriptive Area (left) contains basic concepts for describing the content or the role 
of product objects on a semantic level. This includes content descriptions and categorizations. 
Unlike categorizations, which simply classify product objects according to certain categories, a 
content description is a placeholder for a term (or even a composite expression) from a 
controlled vocabulary that characterizes the contents of the associated product object. Thus, 
the descriptive area provides content-specific meta information for the annotation of 
documents and data stores.  
• The Process Area (bottom) represents the process objects that manipulate (i.e., create, use, 
or modify) product objects. In particular, it comprises the activities, which are performed by 
users or (software) tools. 
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The Core Ontology only contains high-level concepts required to establish, organize, and 
integrate the four fundamental Areas. In addition, each Area offers some extension points 
where Peripheral Ontologies for specific application domains or other specializations can be 
added. These ontologies refine the domain-independent concepts introduced in the Core 
Ontology. Two exemplary extensions are shown in Fig. 33 (refinement is indicated by dashed 
arrows):  
• OntoCAPE is the most substantial of these extensions. In the context of this application, 
the concepts of OntoCAPE are used as refinements of the content description, thus providing 
a shared vocabulary for the description of product objects and process objects. If product or 
process objects are to be described that do not fall in the domain of CAPE, OntoCAPE can 
be replaced by a different domain ontology (for example, Raddatz et al., 2006, describe an 
application of the PDW in the a sub-domain of rubber production). 
• The ontology Chemical Engineering Documents refines the generic document class in the 
Product Area. It provides a taxonomy of the document types that are typically used in 
chemical process design, such as Process & Instrumentation Diagrams, equipment lists, or 
model files. A detailed description of this ontology has been compiled by Morbach et al. 
(2008c). In an analogous manner, alternative taxonomies can be developed by the users of 
the PDW to represent the document types that exist in the users’ organization. 
5.2.4 Implementation of the PDW 
The PDW has been implemented on top of an existing ontology framework. For reasons of 
expressiveness, reasoning support, and interoperability, a framework supporting the OWL 
ontology language would have been first choice for the realization of the PDW. 
Unfortunately, the OWL-based repositories available at that time could not efficiently handle 
large amounts of instance data and thus were not usable for real-world applications. For that 
reason, it was decided to relinquish some of the expressive power of OWL in exchange for 
improved scalability. The KAON system (Oberle et al., 2004), based on which the PDW has 
been realized, therefore constitutes a reasonable compromise: It enables efficient storage and 
retrieval of instance data, at the cost of loosing some of the description-logic capabilities of 
OWL (cf. Brandt et al., 2008a). Since KAON complies with the same set of base standards as 
OWL (i.e., RDF and RDFS; cf. Brickley & Guha, 2004), the Peripheral Ontologies, most of 
which were originally implemented in OWL, could be relatively easily transferred in the 
KAON system.  
Extending the KAON system, the PDW offers specialized functionality for knowledge 
management. In the following, the major issues of the PDW architecture are summarized; 
details about the implementation can be found elsewhere (e.g., Brandt et al., 2008a; 2008b; 
Miatidis et al., 2008): 
• The PDW is integrated with an external document management system, which is 
responsible for supporting document-based storages, offering version management and 
change notification support. The ontology instances corresponding to the document, its 
new version, and its storage place are automatically created or updated within the Product 
Area and Storage Area of the Core Ontology.  
• For particular formats, such as the model files of the simulator Aspen Plus (AspenTech, 
2008), specialized converters have been built, which automatically annotate the 
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documents’ contents through concepts of the Descriptive Area (e.g., Amin & Morbach,  
2007; cf. Chap. 3.6). 
• External tools that use repositories or databases for storage purposes instead of simple 
files or documents can also be integrated with the PDW. A generic mechanism for 
integrating such external data sources has been implemented using XML (Bray et al., 
2006) as an exchange format, and XSLT (Clark, 1999) to transform the intermediate files 
into a form that matches the conceptual representation of the PDW. 
• Furthermore, the PDW is integrated with the PRIME (Process-Integrated Modeling 
Environment) system, a prototypical design environment for chemical engineering (Pohl 
et al., 1999; Jarke et al., 1999; Miatidis & Jarke, 2005). Within the PRIME system, the 
actions performed by the designer are (semi-)automatically traced, as well as the products 
worked upon by these actions. The recorded experience knowledge is represented through 
the concepts of the Core Ontology and stored in the PDW. 
• Several specialized user interfaces support the retrieval of the recorded experience 
knowledge. A particular knowledge item can be found in two different ways: either 
indirectly by browsing a graphic representation of the ontology instances, or directly via a 
query interface enabling a semantic search. The latter enables a highly systematic retrieval 
of information: First, a query to the PDW is composed from arbitrary concepts (classes, 
instances, relations, attributes) of the PDW ontologies. Next, the inference engine of the 
PDW processes the query and tries to match it against the available knowledge resources, 
which are again represented by terms of the PDW ontologies. Since the semantics of the 
ontology terms have been formally defined, the search engine can interpret the meaning of 
both query and annotations in order to find a semantic match, thus achieving better recall 
and precision than a conventional search based on string comparisons. 
Comparable ontology-based repositories for design knowledge are currently being developed 
in other areas than process engineering – e.g., Kopena & Regli (2003) or Szykman et al. 
(2000) in electromechanical engineering. A review of the recent developments in this area is 
given by Szykman et al. (2001). However, these repositories are limited to the storage of 
product data and documents and do not record the associated work processes and decision-
making procedures.  
Some recent research projects try to extend the capabilities of PDM/PLM systems towards 
knowledge management (e.g., Kim et al., 2001; Gao et al., 2003). Yet knowledge must be 
entered manually and explicitly, since the suggested approaches lack the recording 
capabilities of the PDW. Moreover, they assume deterministic processes, which is not the 
case in conceptual process design. 
An ontological architecture for knowledge management, which resembles the Core Ontology 
described herein, has been proposed by Abecker et al. (1998). Yet the application of these 
concepts to engineering domains does not fall into the scope of this particular research group. 
Weiten and Wozny have presented a knowledge-based system for the archival storage and 
retrieval of research findings (Weiten & Wozny, 2003; 2004; Weiten, 2008). The system 
annotates and links the heterogeneous information sources (publications, experimental data, 
mathematical models, etc.) and is thus comparable to the part of the PDW concerned with 
product knowledge. However, the system is not based on a general reusable ontology like 
OntoCAPE; instead, it has been built from scratch. 
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In the area of chemical engineering, several prototypical design environments have been 
developed based on ontological models and tools (Bañares-Alcántara & Lababidi, 1995; 
Batres et al., 1999; Kitamura & Mizoguchi, 2003; Venkatasubramanian et al., 2006; Bañares-
Alcántara et al., 2003). Unlike the PDW, these environments focus on other aspects than the 
reuse of experience knowledge.  
5.2.5 Lessons learned 
The applicability of the PDW (and consequently that of OntoCAPE) has been demonstrated  
by means of several use cases (cf. Brandt et al., 2008a), including a major application scenario 
about the conceptual design of a polyamide-6 production facility (cf. Eggersmann et al., 
2002).  By testing the PDW and its ontologies against these use cases, OntoCAPE has been 
progressively refined: 
Initially, an older version of OntoCAPE (named OntoCAPE 1.1) was used within the PDW. 
This ontology was created by firstly translating OntoCAPE 1.0 from DAML+OIL into OWL 
and secondly implementing those changes with respect to the model architecture that were 
considered necessary due to earlier testing of OntoCAPE 1.0 in the prototypical modeling 
environment (cf. Sect. 5.1.3). As a result, the architecture of OntoCAPE 1.1 already largely 
resembled that of OntoCAPE 2.0, yet the individual modules were still conceptualized as 
those of OntoCAPE 1.0. 
Generally speaking, OntoCAPE 1.1 proved to be reusable: The new architecture enabled an 
easy integration with the other PDW ontologies, and the expressivity of vocabulary proved 
sufficient for the annotation of the knowledge resources. Some partial models had to be 
extended – particularly CPS_function and CPS_realization; yet this was to be expected 
since these partial models were not really required by the earlier process modeling 
applications of OntoCAPE 1.0 (cf. Sect. 5.1.3) and were therefore only fragmentarily 
developed.  
At the same time, however, testing revealed that the usability of OntoCAPE 1.1 was 
insufficient for the PDW. Basically, it suffered from two major types of defects:  
• It turned out that OntoCAPE 1.1 had serious deficiencies with respect to the design 
criteria of conciseness, coherence, intelligibility, and performance. These issues are 
extensively discussed in Chaps. 3.6 and 4.1.3 as well as in Appendix B.3 and B.4. 
• Most parts of OntoCAPE 1.1 still had the character of a lightweight ontology and thus an 
insufficient level of axiomatization. While this is rather irrelevant for the annotation of 
knowledge resources, per se, it becomes important when knowledge is to be retrieved by a 
semantic search: For inferring the semantic equivalence between a query and an annotated 
knowledge resource, the inference engine requires the semantics of the query and the 
annotation terms to be formally defined. This can only be achieved if a preferably large 
number of axioms clarify the meaning of the ontology classes and relations.  
Due to these defects, OntoCAPE was repeatedly revised and thus gradually improved. In the 
course of this process, the conceptualization of the individual models was optimized with 
respect to the design criteria of coherence, conciseness, intelligibility, and performance, as 
described in Chap. 3.6. Concurrently, the level of axiomatization was increased, as 
documented in Appendix B. These efforts finally cumulated in the design of OntoCAPE 2.0., 
which fulfills all requirements stated by the use cases of the PDW. 
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5.3 Integration of Design Information 
5.3.1 Introduction 
A shortcoming of all the OntoCAPE-based software prototypes presented so far is that they 
have only been tested in academic use cases of limited scope57. Such use cases are sufficient 
to demonstrate the basic functioning of the software as well as the ontology’s fundamental 
capability for (re)use; yet they cannot guarantee the ontology's suitability for real-world 
applications.  
To address this issue, OntoCAPE is currently being field-tested in a large-scale industrial 
project, which is run in cooperation with partners from the chemical and software industries 
(Morbach & Marquardt, 2008). The project objective is the development of an ontology-based 
software prototype for the integration and reconciliation of design information. Extensive 
testing will ensure that both the integration tool and the ontology comply with the challenging 
requirements of industrial practice. 
The objective of the integration tool is to support information handling in engineering design 
projects. In the course of a typical design project, information is created by disparate software 
tools and stored in heterogeneous sources, such as technical documents, CAE systems, or 
simulation files. Eventually, the scattered information items need to be merged and 
consolidated. Unfortunately, the structural, syntactic, and semantic heterogeneities of the 
different sources hinder the provision of efficient computer support. Thus, information 
integration is largely performed manually, thereby creating a significant overhead for the 
designers (cf., e.g., Gallaher et al., 2004). 
XML is increasingly applied for data exchange, ultimately becoming a standard for data 
interchange between software tools (Klein, 2002). In the area of chemical engineering, 
various XML-based solutions for data exchange are currently under development or already 
in use, such as CAEX (Fedai & Drath, 2004), XMpLant (Noumonon, 2008), or PlantXML 
(Anhäuser et al., 2004). The latter has been established by the engineering department of 
Evonik Degussa to improve the interoperability of their application tools. Data exchange is 
realized via XML files that comply with an in-house standard specified through several XML 
schemata. Custom-made converters handle the import and export of the XML files to and 
from the application tools by mediating between the in-house standard and the internal data 
models of the application tools.  
Although solutions like PlantXML do not directly support information integration, they can 
greatly facilitate that task: By translating the information from the proprietary formats of the 
disparate application tools and data stores into a uniform XML format, they resolve the 
structural and syntactic heterogeneities of the different information sources. For that reason, it 
was decided to build the integration tool on top of an XML-based solution for data exchange. 
The abovementioned PlantXML has been chosen as the first application case, but the tool is 
designed in such a way that can handle arbitrary XML formats. 
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 Note that the PDW has been tested in industrial practice (Raddatz et al., 2006), however not in combination 
with OntoCAPE. 
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5.3.2 Approach 
Information processing in the integration tool is performed in two consecutive steps:  
(1) Extraction & preprocessing. In the first step, the relevant information is extracted 
from the XML files and transferred into the integration tool. Within the tool, the 
information stemming from different XML documents58 is kept separately and is 
individually prepared for integration. Preparation includes the detection and 
elimination of outdated and redundant information, as well as the resolution of 
versioning conflicts59.  
(2) Integration & reconciliation. In this step, the hitherto separated information from 
different documents is integrated. Integration includes (i) the linking of logically 
correlated information items and (ii) the detection of design errors. An example for (i) 
and (ii) would be the following: Consider two data sets (originating from separate 
XML documents), where the first data set specifies the geometry of a vessel, and the 
second data set specifies the geometry of a pipe. As for (i), the tool would detect that 
the pipe is connected to a nozzle of the vessel, and thus establish a link between those 
two. As for (ii), the tool would then discover that the internal diameters of pipe and 
nozzle are not identical; it would thus issue a warning that the design is inconsistent. 
Information representation within the integration tool is realized through ontologies, thereby 
following the so-called hybrid approach (e.g., Paton et al., 2000; Wache et al., 2001): Each 
information source (i.e., each XML document) is described by a local source ontology, which 
basically replicates the document (its original structure as well as its data) in the ontology 
language of the integration tool. The interactions between a source ontology and its 
corresponding XML document are handled by a bidirectional converter, which mediates 
between the XML representation and the ontology language of the integration tool. Via 
mappings, the entities of the source ontologies are linked to the entities of a global domain 
ontology (OntoCAPE in our case), thus making their semantics explicit.  
Information processing within the integration tool is controlled by rules (cf. Chap. 2.3.4), 
which are executed by a built-in inference engine. Two sets of rules need to be distinguished, 
which are stored in two separate ontologies: 
• The Information Versioning Ontology60 contains the rules that are required for information 
extraction and preprocessing (step 1). These rules are domain-independent; they interact 
only with the source ontologies.  
                                                 
58
 In this context, the term ‘XML document’ denotes a set, the members of which are XML files that (i) originate 
from the same source and (ii) conform to the same XML Schema. Such XML files are considered as different 
versions of the same XML document. 
59
 Such preprocessing is necessary since there may be several versions of an XML document. Typically, no 
stringent version management exists for these, due to the complex workflow of a design project (split of work, 
concurrent engineering, distributed engineering …). In other words: Each version may include both current 
information as well as outdated and/or redundant information. The resulting versioning conflicts need to be 
resolved before integration. 
60
 According to the classification framework introduced Chap. 2.6, the Information Versioning Ontology can be 
classified as a task ontology. 
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• The Information Integration Ontology defines the rules for information integration and 
reconciliation (step 2). These rules are domain-specific61: Their antecedents and 
consequents are formulated by means of vocabulary terms provided by the domain 
ontology. 
In step 1 (extraction & preprocessing), only the source ontologies and the Information 
Versioning Ontology are involved. Here, the major issue is to resolve the versioning conflicts. 
For this task, the inference engine does not have to understand the contents of the source 
ontologies in detail; it only needs to know the structures of the XML documents as well as the 
creation dates of their respective versions.  
However, in order to perform step 2 (integration & reconciliation), the inference engine needs 
to understand the contents of the source ontologies. To this end, the semantics of the 
information contained in the source ontologies must be formally specified. This is achieved 
by annotating the elements of the source ontologies with concepts from the global domain 
ontology. That way, the semantics of the information are made explicit, and the inference 
engine can now apply the rules of the Information Integration Ontology on the source 
ontologies. 
A schematic overview of the integration tool is given in Fig. 34. 
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Fig. 34: Schematic representation of the integration tool 
Once information integration has been completed, one has obtained a consolidated 
comprehensive information base (CCIB) reflecting the current status of the design project. 
The CCIB can be accessed by any member of the project team who requires validated and up-
                                                 
61
 Thus, the Information Integration Ontology can be classified as a domain-task ontology (cf. Chap. 2.6). 
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to-date design information. Moreover, the project manager can extract key figures and 
performance indicators from the CCIB; exemplary key figures would be the accumulated 
equipment cost or the percentage of completed sub-tasks.  
Access to the CCIB is obtained via the domain ontology, which functions as a global query 
schema62: The user formulates one global query in the terminology of the domain ontology; 
subsequently, the inference engine translates the query into the terminology of the different 
source ontologies, retrieves and combines matching information from the source ontologies, 
and presents the results to the user. 
5.3.3 Implementation 
The formulation of rules requires a special ontology language: F-logic (Kifer et al., 1995), the 
modeling language of the application development system OntoStudio (OntoStudio, 2007), 
has been chosen for this project. Unlike most of the ontology-based systems available today, 
OntoStudio comes with a built-in inference engine that is scalable for large data sets; it thus 
provides an appropriate implementation basis for the integration tool. Of course, the downside 
of using OntoStudio is that the relevant parts of OntoCAPE had to be translated from OWL 
into F-Logic.  
Presently, there are many projects that do research on the subject of ontology-based 
information integration. Some of these projects also utilize the abovementioned hybrid 
approach (e.g., Visser et al., 2000; Crubézy et al., 2005). However, these projects differ from 
the one described herein with regard to objectives, application domains, and implementation 
strategies. 
5.3.4 Lessons Learned 
To date (as of 2008), the core of the implementation has been completed: The ontologies of 
the integration tool have been established and tested against small to medium-size quantities 
of real-world data. Moreover, a new interface has been implemented in OntoStudio, which 
allows the import of XML files (for details on the implementation refer to Wiesner et al., 
2008b). So far, the integration tool has fulfilled all requirements for industrial use. In future, 
the software will be further tested with larger amounts of data and more complex integration 
tasks to prove the suitability of the tool as well as the (re)usability of OntoCAPE for 
applications in the chemical industry. 
                                                 
62
 In database engineering, this kind of approach is called ‘local-as-view’ (e.g., Halevy, 2001). 
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6 Conclusions 
6.1 Summary 
This thesis has presented OntoCAPE 2.0, an ontology framework designed for multiple 
applications in the domain of computer-aided process engineering. It comprises a top-level 
ontology, a domain ontology, several application ontologies as well as a generic meta 
ontology that provides best-practice design patterns for various modeling problems. The 
individual sub-ontologies of OntoCAPE can be easily extended, customized, or integrated 
with other ontologies. 
OntoCAPE has the dual objectives of being both usable and reusable. These two objectives 
are in a natural conflict: Usability implies specialization to a particular task, whereas 
reusability requires generality in order to be applicable in different contexts. Consequently, it 
is difficult to simultaneously achieve high degrees of usability and reusability. A reasonable 
compromise can only be reached gradually and with considerable effort, since the ontology 
needs to be iteratively redesigned and tested in different applications. Contrary to numerous 
pseudo ontologies, which are content to support only one single application, OntoCAPE 
nevertheless takes up this challenge. 
OntoCAPE is published in form of two complementary parts, named formal specification and 
informal specification. The formal specification is formulated in the modeling language OWL 
DL. Its current release consists of 62 OWL files, in sum holding about 500 classes, 200 
relations, and 40,000 individuals. The ontology terms are formally defined through a large 
number of axioms, thus allowing OntoCAPE to be characterized as a heavyweight ontology. 
The informal specification of OntoCAPE comprises about 500 pages of documentation. It 
serves the double function of (i) a user manual and (ii) a reference guide, in that it (i) explains 
the ontology and its handling to common users and (ii) supports applications developers in 
refining, extending, or changing the ontology to their particular needs. 
OntoCAPE is hierarchically structured by layers, which subdivide the ontology into different 
levels of abstraction and thus separate general knowledge from knowledge about particular 
domains and applications. The topmost Meta Layer is the most abstract one; it holds the Meta 
Model, which guides ontology development and enforces design consistency when changing 
or extending the ontology. Next, the Upper Layer of OntoCAPE defines key concepts such as 
system, physical quantity, or backdrop, and introduces the principles of general systems 
theory according to which the ontology is organized. On the subjacent Conceptual Layer, a 
conceptual model of the CAPE domain is established, which covers such different areas as 
unit operations, equipment and machinery, materials and their thermophysical properties, 
chemical process behavior, and mathematical modeling. The two bottommost layers refine the 
conceptual model by adding classes and relations required for the practical application of the 
ontology: The Application-Oriented Layer generically extends the ontology towards certain 
application areas, whereas the Application-Specific Layer provides specialized classes and 
relations for particular applications. 
Each layer is subdivided into a number of modules. The boundaries of a module are chosen  
in such a way that the module can be designed, adapted, and reused to some extent 
independently from the other parts of the ontology. Different variants of an ontology module 
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may evolve, allowing for the coexistence of alternative knowledge representations. Modules 
that address closely related topics are grouped into a common partial model. Unlike modules, 
partial models may be nested and may stretch across several layers. Their boundaries reflect 
the “natural” categorization of the domain, thus providing a stable frame of orientation for the 
organization of the modules.  
Overall, the structuring of the ontology into layers, modules, and partial models follows two 
principal objectives: to facilitate the ontology’s extensibility and long-term maintenance, and 
to enable its customization and reuse in different application contexts. 
Numerous recommendations for ontology design are given in the literature. This plethora has 
been condensed to the following six major principles, which have guided the design of 
OntoCAPE: coherence, conciseness, intelligibility, adaptability, minimal ontological 
commitment, and efficiency. It has been demonstrated how OntoCAPE has put these 
principles into practice and, in the course of this process, significantly gained in quality. Since 
some of the principles are incompatible, a suitable balance between the conflicting principles 
had to be found. The finally realized design is a reasonable compromise, which supports the 
two primary objectives of usability and reusability. 
Compliance with the above design principles is a necessary, but not sufficient condition for 
(re)usability: In the end, (re)usability can only be proven by field-testing OntoCAPE in a 
(preferably large) number of different software applications. Up to now, OntoCAPE has been 
tested in two different areas of application: process modeling and knowledge management. 
Initially, the testing revealed several modeling errors and opportunities for improvement; the 
remediation of these issues eventually led to the creation of OntoCAPE 2.0. As of this 
version, the ontology passed the tests: On the one hand, it proved to be applicable in different 
contexts, which is an indicator of reusability. On the other hand, the effort required for 
adapting OntoCAPE to the different applications turned out to be moderate, which proves the 
usability of the ontology. 
So far, OntoCAPE has not yet been tested in a real-world application, but only in software 
prototypes and against academic usage scenarios. To close this gap, OntoCAPE is currently 
being put to the test in a software tool for information integration, which is developed in 
cooperation with partners from the chemical and software industries. Extensive testing by the 
project partners will establish whether the ontology complies with the requirements of 
industrial practice. The project is still running; but judging from the preliminary results, the 
ontology fulfils the requirements for industrial use.  
OntoCAPE 2.0 evolved from a series of information models, including VeDa, CLiP, and 
OntoCAPE 1.0. Against this background, the new contributions made by this thesis can be 
summarized as follows:   
• Although their contents partially overlap, the three preceding models do not have identical 
scopes, but cover different areas of the CAPE domain. OntoCAPE 2.0 finally combines 
the contents of VeDa, CLiP, and OntoCAPE 1.0 into a single coherent ontology, which 
spans the combined scope of its predecessor models (except for the representation of work 
processes, which is covered by a separate ontology). 
• Numerous concept definitions of the preceding models were insufficient in that they were 
either incomplete or inherently inconsistent. In OntoCAPE 2.0, the inconsistencies have 
been resolved, and the concept definitions are thought out properly. 
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• Compared to its predecessors, the design of OntoCAPE 2.0 is systematically oriented 
towards practical usability and reusability. Both the formal and the informal specification 
focus on the hitherto neglected issues of efficiency, intelligibility, adaptability, and 
conciseness. 
A number of engineering ontologies from areas adjacent to CAPE have been analyzed, and 
certain aspects and ideas from these ontologies have been adopted for the design of 
OntoCAPE. Most notable amongst these are the EngMath ontology and the PhysSys 
ontology, which have influenced the conceptualization of key modules on the upper layers of 
OntoCAPE. Within the area of CAPE, the ISO 15926 is currently the only major ontological 
project besides OntoCAPE. However, the ISO 15926 still suffers from a number of defects 
and has not yet been published completely. Moreover, it is intended for a different use than 
OntoCAPE and therefore places less emphasis on reusability. Thus, OntoCAPE is unique in 
the sense that it is currently the only (re)usable ontology available for the CAPE domain. 
6.2 Issues for Future Research 
The history of OntoCAPE exemplarily shows that ontologies are dynamic systems which 
evolve and change according to prevailing conditions and requirements. Ontology evolution is 
therefore expected to continue in the future, particularly in the following respects:  
• Currently, the formalization of domain knowledge is limited mainly for two reasons. The 
first is that the OWL modeling language has limited expressiveness: It presently lacks 
advanced constructs such as rules or qualified cardinality constraints (cf. Chap. 2.3 and 
Appendix A). The second reason is that the performance of current reasoners is rather 
poor, such that one cannot even fully exploit the existing language features (cf. Chap. 
3.7.6). In future, the probable advancement of both ontology languages and reasoner 
performance will allow to further increase the level of axiomatization. In anticipation of 
such progress, various suggestions for improvement have been made within the informal 
specification. These ideas can be realized easily once the languages and reasoners will be 
available.  
• At present, OntoCAPE is unevenly developed at the application layers: Some areas have 
been systematically elaborated, whereas others have only been drafted. This is because 
ontology refinement on the lower layers is typically prompted by application demands – 
and for some areas, such demands have been missing so far. With an increasing number of 
applications, the level of refinement is expected to spread more evenly.  
• As the discipline of ontology engineering will grow more and more mature, new insights 
and techniques for modeling will become available, leading to an understanding of 
modeling best practices. Thus, from time to time the conceptualization of the ontology 
needs to be reevaluated and brought up to date with the current state of research.  
• Last but not least, it is expected that OntoCAPE can be further improved by learning from 
other ontologies. So far, only a small number of other ontologies has been reviewed and 
analyzed for transferable insights; a more comprehensive review is likely to generate a 
host of new ideas for improvement. This, however, is a major task, as it takes days to 
weeks to analyze a single ontology.  
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Within the IMPROVE project and its successor, the Transfer Center 61, there remain some 
pending modeling issues linked to OntoCAPE (though not pertaining to it directly): On the 
one hand, there is the Process Ontology developed by Theißen et al. (2009). The Process 
Ontology is a multi-layered framework, which, amongst others, comprises a generic modeling 
language for work processes as well as a domain-specific language for modeling work 
processes in chemical engineering. Both modeling languages reuse concepts from OntoCAPE 
(the generic language concepts from the Upper Layer, the domain-specific language from the 
Conceptual Layer and beneath). So far, however, the reuse is indirect: The concepts have 
simply been copied from OntoCAPE to the Process Ontology. Thus, the OntoCAPE concepts 
were taken out of their original context and are now mingled with concepts from the domain 
of work process modeling. For the future, it should be attempted to better keep the two 
domains apart in order to maximize the reusability of both OntoCAPE and the Process 
Ontology. To this end, the relationships between the two ontologies should be made explicit, 
and the boundaries should be drawn clearly.  
On the other hand, there is the integration tool described in Chap. 5.3, which utilizes 
OntoCAPE for annotating the data sources that are to be integrated. To this end, OntoCAPE 
has been combined with general knowledge about data integration, which is represented in the 
so-called Information Versioning Ontology (cf. Chap. 5.3). So far, the contents of the 
Information Versioning Ontology have not been structured systematically, since the 
realization of the application took priority. In the future, however, it is believed that the 
Information Versioning Ontology can be transformed into a reusable task ontology for data 
integration. This goal primarily requires an ontology architecture which separates the general 
knowledge from the application-specific knowledge. Furthermore, one needs to clearly 
differentiate between domain-specific knowledge and task-specific knowledge – that is, one 
needs to clarify the relationships and interfaces between the task ontology and OntoCAPE. 
Finally, a thorough documentation (i.e., an informal specification) of the task ontology must 
be prepared for public dissemination. 
The further validation of the ontology through different applications is still a prevailing issue. 
Complementary to the applications realized so far, two application ideas are currently 
explored by students doing their senior projects:  
• The first idea revisits the work of Gani & O’Connel (1989), who built an expert system 
that supports the selection of an appropriate thermodynamic model for a given mixture. 
Originally, the system’s knowledge base was built from scratch. Now, the idea is to 
investigate whether the knowledge base can be re-implemented in a more systematic 
manner on the basis of OntoCAPE. To this end, the partial model material needs to be 
extended on the application-near layers. 
• The second idea is about the enforcement of design requirements: Typically, the 
requirements are formulated at an early stage of a design project. When the project 
proceeds to the stages of conceptual design and basic engineering, it must be ensured that 
the suggested design still complies with the requirements. For this purpose, we envision 
an add-on to the integration tool described in Chap. 5.3: As explicated in the previous 
chapter, the integration tool creates a consolidated comprehensive information base 
(CCIB), which reflects the current status of the design project in machine-readable form. 
The function of the add-on would be to automate compliance checking. To this end, the 
requirements need to be formally expressed through the domain vocabulary provided by 
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OntoCAPE. Once this is achieved, the requirements can be automatically checked against 
the CCIB by a reasoner. 
In the future, would be desirable to have the ontology tested by more users and in fields of 
application not considered to date. With regard to the latter, the application areas of e-
procurement and e-learning are particularly promising since they require well-structured and 
consensual knowledge representations.  
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Appendix A OWL 
The OWL Web Ontology Language (Smith et al., 2004; Bechhofer et al., 2004) and its 
predecessor DAML+OIL (Connolly et al., 2001) are ontology markup languages that have 
been developed for publishing and sharing ontologies in the Web. Their syntax is based on 
existing Web markup languages, the most prominent of which is XML (W3C, 2006). By now, 
DAML+OIL has been superseded by its successor OWL, which has been endorsed as a W3C 
recommendation63. As OWL is derived from DAML+OIL, it shares most of its features (a 
listing of the differences between the two languages can be found in Appendix D of 
Bechhofer et al., 2004). Therefore, only OWL will be discussed in the following.  
Model entities are represented through classes and individuals in OWL. Classes can be 
hierarchically ordered, thereby allowing multiple inheritance. They can also be further 
specified through class-embedded axioms stating the disjointness of classes, the equivalence 
of classes, or the extension of a class. These basic axiom types can be combined by means of 
the set operators of union, intersection, and complement. 
Furthermore, OWL provides language primitives for attributes (called ‘datataype properties’) 
and binary relations (called ‘object properties’); higher-arity relations must be represented 
through classes in OWL. Attributes and relations can be hierarchically ordered, and their 
usage can be restricted through range and cardinality constraints. Relations may be further 
specified through axioms declaring a relation to be transitive, symmetric, functional, or 
inverse-functional (the latter two are also applicable to attributes). Additionally, two distinct 
relations can be declared to be equivalent to, or the inverse of, each other. Modularization is 
supported by the import mechanism of OWL, which allows including the definitions and 
axioms of other ontologies into the current ontology.  
The OWL language provides three increasingly expressive sublanguages, called OWL Lite, 
OWL DL, and OWL Full. Each of these sublanguages is an extension of its simpler 
predecessor, both in what can be legally expressed and in what can be validly concluded 
(Smith et al., 2004). Save for a few exceptions, the representation of OntoCAPE, is restricted 
to the OWL DL subset. This sublanguage is compatible with a particular type of description 
logic (DL) called SHOIN(D) (Horrocks & Patel-Schneider, 2004). As a consequence, the 
models represented in OWL DL can be processed with standard DL reasoners. 
The current release of OWL (version 1.0) lacks certain language constructs, such as those for 
the relation properties of antisymmetry and reflexivity, or for the representation of qualified 
cardinality constraints. These (and other) language constructs will be included in the next 
release of OWL DL, which will move from the SHOIN(D) Description Logic to the more 
expressive SROIQ(D) Description Logic (Patel-Scheider & Horrocks, 2006). 
Rules are currently not part of OWL; however there are plans for an additional rule language 
that is to be defined on top of OWL (Horrocks et al., 2004). Yet the problem of how to 
efficiently combine logic-based reasoning and rule-based reasoning still remains to be solved. 
                                                 
63
 A W3C recommendation is the final stage of a ratification process of the World Wide Web Consortium (W3C) 
concerning a standard for the Web. It is the equivalent of a published standard in other industries. 
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Appendix B A Comparison of OntoCAPE 1.0 and 2.0 
Appendix B summarizes the major differences between versions 1.0 and 2.0 of OntoCAPE. 
Section B.1 discusses the differences regarding scope and structure. Section B.2 presents 
some statistical data about the two ontologies, which are interpreted in the subsequent 
sections, B.3 and B.4, with respect to the design criteria of coherence and conciseness. 
B.1 Scope and Structure 
As explained in Chap. 4.1.3, OntoCAPE 1.0 is made up of 29 modules. Five of these modules 
have not been transferred into the 2.0 version, since their contents are not of general interest 
but were merely relevant for the COGents project. The remaining 24 modules are still in use 
in OntoCAPE 2.0, though some of them have been renamed, split up, or merged with other 
modules. The subsequent listing gives a brief account of the whereabouts of the original 
modules of OntoCAPE 1.0: 
• The following 19 modules have been absorbed by OntoCAPE 2.0 without major changes 
in scope (although, in most cases, their contents have been conceptualized quite 
differently, cf. Sects. B.2 to B.4): behavior, chemical_process_material (renamed to 
material in OntoCAPE 2.0) chemical_process_system, chemical_reactor, cost_model, 
costs (renamed to economic_performance), distillation_system, flash_unit, geometry, 
heat_transfer_unit, mathematical_model, numerical_solution_strategy, phase_system, 
plant, process, process_model, process_units, substance, and tensor_quantity. 
• Five modules have been reorganized; that is, their contents have been allocated to, or 
merged with, other modules: 
o The concepts of the module property have been allocated to several other modules.  
o Module scalar_quantity is now a part of system. 
o Module mixing_splitting_unit has been split up into the modules mixing_unit and 
splitting_unit.  
o The modules time and spatial_coordinate_system were first merged and then split 
again into the modules space_and_time and coordinate_system. 
• Furthermore, the following modules of OntoCAPE 2.0 have been demerged from modules 
already existing in OntoCAPE 1.0: 
o The contents of module reaction_mechanism has been part of the 1.0 version of 
phase_system. 
o The contents of module equation_system stems from mathematical_model.  
o The modules laws and property_models have previously formed part of 
mathematical_model.  
• Finally, the following five modules have not been absorbed into OntoCAPE 2.0: 
modeling_strategy, modeling_task_specification, process_design, process_modeling_ 
software, and software_system. 
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B.2 Statistical Data 
Tab. 1 summarizes some statistical data about OntoCAPE 1.0 and 2.0, which have been 
provided by the Protégé ontology editor. Given are  
• the total number of classes as well as the subset of defined classes; 
• the number of relations;  
• the number of local constraints (cf. Chap. 2.3.4) as well as the subset of local range 
restrictions. 
With respect to the number of local constraints, it should be noted that OntoCAPE 1.0 
originally included 746. However, later testing64 revealed that 46 of these constraints were 
redundant, such that the genuine number of constraints is 700 only.  
Do also note that only the application-independent part of OntoCAPE 2.0 is considered here 
(i.e., the Meta Layer, the Upper Layer, and the Conceptual Layer). The application-dependent 
extensions are not considered since the different applications require disparate extensions and 
thus produce dissimilar statistical data. 
368109# of local range restrictions
210390# of relations
1041700# of local constraints
14036# of defined classes
472576# of classes
OntoCAPE 2.0 1)OntoCAPE 1.0
 
Tab. 1: Statistical data of OntoCAPE 1.0 and 2.0 
Due to the large differences in scope and conceptualization between OntoCAPE 1.0 and 2.0, 
the absolute numbers listed in Tab. 1 are not directly comparable. More conclusive are the 
relative numbers presented in Tab. 2, which set the above numbers in relation to the total 
number of classes. Given are the class-to-relation ratio, the local-constraint-to-class ratio, 
the local-range-restriction-to-class ratio, and the defined-to-primitive-classes ratio. These 
relative numbers will be revisited and interpreted in the following sections. 
1) Upper three layers including the Meta Model
0.420.07Defined-to-primitive-classes ratio
0.780.19Local-range-restriction-to-class ratio
2.211.22Local-constraint-to-class ratio
2.251.48Class-to-relation ratio
OntoCAPE 2.0 1)OntoCAPE 1.0
 
Tab. 2: Key figures of OntoCAPE indicating the progress made between versions 1.0 and 2.0 
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 During the development of OntoCAPE 1.0, the functionality for redundancy testing (cf. Chap. 3.7.3) was not 
yet provided by the existing ontology editors. 
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B.3 Coherence 
There were a number of incoherencies – i.e., logical inconsistencies and modeling errors – in 
the formal specification of OntoCAPE 1.0, which have later been rectified in OntoCAPE 2.0. 
Among those were the following: 
• Sanity tests performed with the Protégé ontology editor revealed 13 cases of relation 
property mismatches65. Consistency checking with the reasoner RacerPro furthermore 
discovered four inconsistent class definitions. These errors have been corrected in 
OntoCAPE 2.0 
• The modelers of OntoCAPE 1.0 were obviously not aware of the differences between a 
local and a global range restriction: The former is merely a constraint that produces an 
error if violated. The latter, by contrast, implies that any target of the respective relation is 
automatically inferred to be a subclass of the declared range class (cf., e.g., Rector et al., 
2004). In OntoCAPE 1.0, global range restrictions have often been utilized where local 
range restrictions would have been more appropriate. This has been corrected in 
OntoCAPE 2.0, as can be seen on the basis of the local-range-restrictions-to-class ratio 
introduced above: Its value has increased from 0.19 to 0.79. 
• Similar considerations apply to the usage of global domain restrictions. Their erroneous 
use may even lead to unintended semantics: For example, in OntoCAPE 1.0, the class 
problem statement has been declared as a global domain for the relation has_chemical_reaction – 
this wrongly implies that anything which has a chemical reaction is inferred to be a problem 
statement. Such obvious modeling errors have been rectified in OntoCAPE 2.0. 
Besides the above deficiencies, the coherence of OntoCAPE 1.0 is also impaired by the 
incomplete axiomatization of its term definitions, which prevents proper testing for 
consistency (cf. Chap. 3.7.1). This, amongst others, includes the following issues: 
• Hardly any siblings are declared to be mutually disjoint. 
• Similarly, the instances of a common class are not stated to be mutually distinct.  
• Very few relation properties (such as functionality or transitivity) are declared. 
• The ontology contains only a small number of defined classes. 
• Last but not least, the term definitions are not properly “closed off” (cf. Chap. 3.7.1), thus 
not accounting for the open world assumption made by DL reasoners.  
Considering these findings, OntoCAPE 1.0 must be classified as a lightweight ontology. By 
contrast, OntoCAPE 2.0 is characterized by a much higher degree of axiomatization 
qualifying it as a heavyweight ontology. The progress made between the two versions is 
reflected by the statistical data presented in the previous section: 
• The value of the local-constraint-to-class-ratio has increased from 1.22 to 2.21, which 
represents an improvement of 80%.  
• The local-range-restrictions-to-class ratio has considerably risen from 0.19 to 0.78 (i.e., 
by a factor of 4). This increase reflects the progress made on the issue of closure axioms, 
                                                 
65
 A relation property mismatch occurs if the properties of some subrelation do not match those of the 
superrelation. 
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as local range restrictions are one possible means for closing off a term definition (cf. 
Chap. 3.7.1).  
• Most notable is the raise of the defined-to-primitive-classes ratio from 0.07 to 0.41, which 
constitutes an improvement by a factor of 6.  
As for the declaration of relation properties and disjointness axioms, their numbers have been 
significantly increased, as well. Unfortunately, these numbers are not measured by the Protégé 
ontology editor, such that the increase cannot be quantified. 
B.4 Conciseness 
Advancing in conciseness – that is, simplifying the conceptualization without loosing 
expressiveness – has been a design priority for OntoCAPE 2.0. As already discussed in Chap. 
3.7.2, the progress made on this issue cannot be quantified easily. However, the increase of 
the class-to-relation ratio may serve as an indicator for the improvement between the two 
versions: 
OntoCAPE 1.0 is characterized by a class-to-relation ratio of only 1.48. This rather low value 
signifies an unnecessary large number of relations, which principally arises from two different 
causes: 
• Firstly, instead of systematically reusing existing relations, they are redefined multiple 
times under different names in OntoCAPE 1.0. This is exemplified by the 
conceptualization presented in Chap. 3.7.2, Fig. 27, where the relations hasPort and 
hasConnection are introduced instead of reusing the existing relation hasPart. This not only 
disagrees with the principle of conciseness, but also makes it more difficult for the user to 
understand and apply the ontology. 
• Secondly, OntoCAPE 1.0 frequently introduces specialized subrelations in order to 
represent semantics that should be represented through specialized classes, instead. A 
typical pattern of this type is presented in Fig. 35: In OntoCAPE 1.0, specialized system 
properties are usually represented through a specialization of the hasProperty relation 
referring to the general property class. By contrast, OntoCAPE 2.0 uses a specialization of 
the property class, which is referred to via the general hasProperty relation. 
 
System Property
SpecialTypeOfPropertySystem
Property
hasProperty
OntoCAPE 1.0
OntoCAPE 2.0
hasSpecialTypeOfProperty
 
Fig. 35: Representation of specialized properties in OntoCAPE 1.0 and 2.0 
The pattern utilized in OntoCAPE 2.0 allows for a higher degree of axiomatizations as a 
class can be further defined through axioms while a relation cannot (e.g., it could be 
defined what differentiates this particular property from another specialized property). 
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Moreover, in our judgment, the 2.0 pattern is more intuitive and better captures the 
intended semantics.  
By improving on these two issues, OntoCAPE 2.0 has significantly cut down on the number 
of relations. This is reflected by a class-to-relation ratio of 2.25, which constitutes an 
advancement of 50%.  
