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O conjunto que forma estas notas e´ composto pelos resumos das aulas
teo´ricas do curso de Ana´lise Matema´tica II, do ano lectivo 2011/12 na Uni-
versidade de E´vora, prestado a va´rias licenciaturas em engenharias. Depois
da primeira edic¸a˜o em formato electro´nico para ser lida em monitor, acrescen-
tamos agora o programa da cadeira, algumas das demonstrac¸o˜es mais impor-
tantes mas dificilmente seguidas nas aulas, todos os exerc´ıcios de treino dos
conceitos, elaborados pelo autor de propo´sito para o curso, e ainda algumas
resoluc¸o˜es dos mesmos. Este texto na˜o conte´m muitos dos exemplos apresen-
tados durante as aulas, nem as mais elementares demonstrac¸o˜es a´ı feitas, as
quais formam a maior parte do curso. Tambe´m se deseja que muitas delas o
leitor possa deduzir ou reproduzir por si.
O texto conte´m, por outro lado, algumas demonstrac¸o˜es mais te´cnicas
ou exigentes, que na˜o couberam nos breves e u´nicos momentos de encontro
entre alunos e professor consentidos por um dos va´rios ‘actos de agressa˜o’ ao
ensino em efectividade, a aplicac¸a˜o desastrosa e na˜o isenta do denominado
Processo de Bolonha.
Agradecem-se notas, observac¸o˜es e quaisquer outros reparos que possam
e devam alterar a substaˆncia da mate´ria leccionada.
Programa
1 - Topologia e Continuidade em Rn
2 - Diferenciabilidade em Rn
3 - Fo´rmula de Taylor e Extremos
4 - Teoremas da Func¸a˜o Inversa e da Func¸a˜o Impl´ıcita
(5 - Integrac¸a˜o em Rn)
6 - Extremos Condicionados
7 - Integrais de Linha, Campos Gradientes e Campos Fechados
8 - Teoremas de Green, da Divergeˆncia e de Stokes
Bibliografia
- Ca´lculo, Vol. II, T. Apostol, McGraw Hill
- Ana´lise Real, F. R. Dias agudo, volumes I e II, 1990, Escolar Editora
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Aula 1
O espac¸o euclideano Rn:
Trata-se de um espac¸o vectorial sobre R, espac¸o de pontos e vectores
denotados a = (a1, . . . , an), x = (x1, . . . , xn), etc..., onde esta´ escolhida uma
norma.
Admite soma de vectores e multiplicac¸a˜o por escalares λ ∈ R. Por exem-
plo,
λv = λ(v1, . . . , vn) = (λv1, . . . , λvn) .
Norma euclideana = comprimento de um vector = distaˆncia do ponto a`
origem:
‖(x1, . . . , xn)‖ =
√
x21 + · · ·+ x2n .
Propriedades:
∀u, v ∈ Rn, λ ∈ R,
‖u+ v‖ ≤ ‖u‖+ ‖v‖ (desigualdade triangular),
‖λv‖ = |λ|‖v‖ ,
‖v‖ = 0⇔ v = 0 .
Noc¸o˜es topolo´gicas em Rn, noc¸a˜o de vizinhanc¸a de um ponto.
Bola aberta de centro em a ∈ Rn e raio  ∈ R+:
B(a) = {x ∈ Rn : ‖x− a‖ < } .
As vizinhanc¸as podem ser dadas por n-intervalos: dado o mesmo ponto
a ∈ Rn, os “cubos”
]a1 − , a1 + [× · · ·×]an − , an + [
geram a mesma topologia em Rn. Claramente, pois, sempre com o mesmo
centro, toda a bola conte´m um cubo e todo o cubo conte´m uma bola.
Classificac¸a˜o dos pontos e subconjuntos
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Dado um subconjunto S ⊂ Rn e dado a ∈ Rn. Este ponto diz-se:
Ponto interior a S: quando a e toda uma sua vizinhanc¸a esta˜o contidos
em S.
Ponto exterior a S: quando a e toda uma sua vizinhanc¸a esta˜o contidos
em Rn\S (complementar de S).
Ponto fronteiro a S: quando qualquer vizinhanc¸a de a tem pontos em S
e fora de S.
Definem-se em seguida de forma o´bvia os subconjuntos de Rn:
int(S) ext(S) fr(S)
como o interior, o exterior e a fronteira de S.
Por exemplo, int(S) = {pontos interiores a S}.
Por definic¸a˜o, cada par de entre estes treˆs subconjuntos tem intersecc¸a˜o
vazia um com o outro.
Claramente,
int(Rn\S) = ext(S) e fr(Rn\S) = fr(S) .
S diz-se aberto se int(S) = S.
S diz-se fechado se Rn\S e´ aberto. Ou seja, se S ⊇ fr(S). Ou ainda, o
que e´ o mesmo, S = S ∪ fr(S).
S diz-se limitado se existir um nu´mero positivo L > 0 tal que ‖x‖ ≤
L, ∀x ∈ S.
S diz-se compacto se for fechado e limitado.
Exerc´ıcio: Prove que:
1) toda a bola aberta e´ um subconjunto aberto.
2) Toda a bola fechada B(a) = B(a) ∪ fr(B(a)) e´ um subconjunto
compacto de Rn.
Aula 2
Func¸o˜es, limites, continuidade
Seja S ⊂ Rn e f uma func¸a˜o em S com valores em Rm:
f : S ⊂ Rn −→ Rm
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x = (x1, . . . , xn) 7−→ f(x) = f(x1, . . . , xn) = (y1, . . . , ym)
(y1, . . . , ym) = (f1(x1, . . . , xn), . . . , fm(x1, . . . , xn)).
Claramente, f tem componentes fi : S → R, f = (f1, . . . , fm).
Recordamos que S e´ o domı´nio ou conjunto de partida de f .
Recordamos que Im f = f(S) = {f(x) : x ∈ S} e´ a imagem de f .
f diz-se injectiva se ... e sobrejectiva se ... (recordar!).
f diz-se limitada se f(S) e´ um subconjunto limitado.
Seja a ∈ Rn.
Dizemos que f tem limite b ∈ Rm em a se:
∀δ > 0, ∃ > 0 : ∀x ∈ S ∩B(a) =⇒ f(x) ∈ Bδ(b) .
Ou seja,
∀δ > 0, ∃ > 0 : ∀x ∈ S e ‖x− a‖ <  =⇒ ‖f(x)− b‖ < δ .
Neste caso escrevemos
lim
x→a
f(x) = b .
Proposic¸a˜o 2.1. O limite, se existe, e´ u´nico.
Prova-se, por definic¸a˜o, que, sendo f, g : S → Rm e λ : S → R func¸o˜es
em S com limites em a:
lim
x→a
f(x) = b , lim
x→a
g(x) = c , lim
x→a
λ(x) = l ,
enta˜o existem os limites:
lim
x→a
(f + g)(x) = lim
x→a
(f(x) + g(x)) = b+ c ,
lim
x→a
(λ.f)(x) = lim
x→a
λ(x)f(x) = l.b .
Mais ainda, se l 6= 0, enta˜o existe o limite limx→a 1λ(x) = 1l .
Sendo a ∈ S dizemos que f e´ cont´ınua em a se existe o limite em a e este
e´ igual a f(a), ou seja,
lim
x→a
f(x) = f(a) .
Consequeˆncia imediata do anterior:
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Proposic¸a˜o 2.2. A soma de duas func¸o˜es cont´ınuas em a e´ uma func¸a˜o
cont´ınua em a.
O produto de uma func¸a˜o cont´ınua em a por uma func¸a˜o escalar cont´ınua
em a e´ uma func¸a˜o cont´ınua em a.
A inversa de uma func¸a˜o cont´ınua e na˜o nula em a e´ uma func¸a˜o cont´ınua
em a.
Func¸a˜o composta e mais sobre limites
Suponhamos agora que f : S ⊂ Rn → Rm e´ uma func¸a˜o com limite b em
a e que h : U ⊂ Rm → Rk e´ uma func¸a˜o com limite c em b.
(Repare bem nos pontos e nos conjuntos)
Poderemos enta˜o falar da func¸a˜o composta:
h ◦ f : D ⊂ Rn → Rk, h ◦ f(x) = h(f(x)) .
O seu domı´nio, D, sera´ obviamente o conjunto de pontos de S cuja im-
agem por f esta´ no domı´nio de h
(isto e´ mesmo o que faz sentido!).
Agora, e´ simples demonstrar que c e´ o limite de h ◦ f em a:
lim
x→a
(h ◦ f)(x) = c .
Proposic¸a˜o 2.3. A composic¸a˜o de duas func¸o˜es tais como f e h acima, a
primeira cont´ınua em a e a segunda cont´ınua em f(a), e´ uma func¸a˜o cont´ınua
em a.
Aula 3
Uma func¸a˜o diz-se cont´ınua (no seu domı´nio) se for cont´ınua em todos os
pontos.
Exerc´ıcio: Mostre que toda a func¸a˜o racional em R3, f(x, y, z) = p(x,y,z)
q(x,y,z)
,
com p, q polino´mios, e´ uma func¸a˜o cont´ınua no seu domı´nio.
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Proposic¸a˜o 3.4. Se existir um dos limites, teˆm-se as seguintes equivaleˆn-
cias:
lim
x→a
f(x) = b ⇔ lim
x→0
f(a+ x) = b ⇔ lim
x→a
‖f(x)− b‖ = 0 .
Poderemos tambe´m falar de limites direccionais no ponto a e na direcc¸a˜o
de um vector v de uma dada func¸a˜o f :
lim
t→0
f(a+ tv) = b com t a variar em R .
Nota. Ha´ func¸o˜es que teˆm todos os limites direccionais (para todo o v) e no
entanto na˜o teˆm limite em a !
E´ o caso de f : R2 → R definida por
f(x, y) =
{
1 se y ≥ x2 ou y ≤ 0
0 se y < x2 e y > 0
.
Limites laterais ou parciais sa˜o os limites na direcc¸a˜o dos eixos cano´nicos,
ou seja na direcc¸a˜o de um vector da base cano´nica de Rn.
Nota. Nem sempre existem os limites laterais, podendo existir o limite no
ponto. Por exemplo,
lim
x→0
(lim
y→0
x sen y) na˜o existe, mas existe o lim
(x,y)→(0,0)
x sen y = 0 .
Derivac¸a˜o e diferenciabilidade I
Seja f : D ⊂ Rn → Rm uma func¸a˜o definida num aberto D e seja a ∈ D.
Define-se a derivada parcial de f no ponto a em ordem a xi como o limite,
se existir,
∂f
∂xi
(a) = lim
xi→ai
f(a1, . . . , xi, . . . , an)− f(a1, . . . , an)
xi − ai
= lim
h→0
f(a1, . . . , ai + h, . . . , an)− f(a1, . . . , an)
h
(do lado esquerdo esta´ a notac¸a˜o para o limite).
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Mais geralmente, falamos de derivada direccional de f no ponto a ∈ D
e na direcc¸a˜o de v ∈ Rn quando existe o
df(a)(v) = f ′(a)(v) = lim
h→0
f(a+ hv)− f(a)
h
(do lado esquerdo esta˜o duas notac¸o˜es usuais para o limite, se existir).
E´ de facto noc¸a˜o mais geral, pois e´ claro que
df(a)(ei) =
∂f
∂xi
(a) .
onde ei = (0, . . . , 0, 1, 0, . . .).
Note-se que, fixando v ∈ Rn, se existirem as derivadas em todos os pontos,
voltamos a ter uma nova func¸a˜o x 7−→ df(x)(v).
Podemos enta˜o falar em nova derivada ou derivada de segunda ordem de
f em x na direcc¸a˜o de w ∈ Rn e depois de v:
d2f(x)(w, v) = lim
h→0
df(x+ hw)(v)− df(x)(v)
h
.
E, assim por diante, definimos as derivadas de terceira ordem, quarta
ordem, .... ordem p, etc.
No caso das direcc¸o˜es principais, temos as notac¸o˜es:
∂2f
∂xi∂xj
,
∂3f
∂xi∂xj∂xk
, etc...
Por agora na˜o vamos dizer mais do que isto sobre as derivadas de segunda
ou maiores ordens.
Aula 4
Aplicac¸o˜es lineares
Recordemos agora a noc¸a˜o de aplicac¸a˜o linear: uma func¸a˜o
A : Rn → Rm
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satisfazendo as propriedades, ∀v, w ∈ Rn, ∀λ ∈ R,
A(v + w) = A(v) + A(w) , A(λv) = λA(v) .
Fixemos a base cano´nica ja´ antes referida.
Por exemplo para Rn trata-se do sistema de vectores e1, . . . , en onde
ei = (0, . . . , 0, 1, 0, . . . , 0) com 1 no lugar i.
Em Rm tratar-se-a´ do sistema de vectores f1, . . . , fm onde
fj = (0, . . . , 0, 1, 0, . . . , 0) com 1 no lugar j,
mas este vector, bem entendido, com m entradas.
Como bem se sabe, fixadas as bases, uma aplicac¸a˜o linear A fica deter-
minada pela sua matriz [aij].
Cada vector A(ei) ∈ Rm escreve-se de novo a` custa da base cano´nica
f1, . . . , fm de Rm
A(ei) =
m∑
j=1
aijfj .
A matriz determina A pois, se v ∈ Rn se escreve como v = (v1, . . . , vn) =∑n
i=1 viei, enta˜o
A(v) = A(
∑
viei) =
∑
viA(ei) =
∑
i,j
viaijfj .
Isto prova em particular o seguinte
Corola´rio 4.1. Toda a aplicac¸a˜o linear e´ cont´ınua.
Derivac¸a˜o e diferenciabilidade II
Voltemos a`s derivadas.
E´ poss´ıvel dar exemplos de func¸o˜es f(x, y), (x, y) ∈ R2, que teˆm as duas
derivadas parciais ∂f
∂x
e ∂f
∂y
num ponto a mas nesse mesmo ponto a func¸a˜o na˜o
e´ cont´ınua.
Ora, tal situac¸a˜o na˜o e´ nada conveniente.
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Nota. Um exemplo a estudar:
f(x, y) =
{ xy
x2+y2
(x, y) 6= (0, 0)
0 (x, y) = (0, 0)
no ponto a = (0, 0).
Recordemos brevemente a fo´rmula de Taylor (a que voltaremos mais
tarde) para func¸o˜es reais de varia´vel real: se existir, vale
f(x+ h) = f(x) + f ′(x)h+ f ′′(x)
h2
2
+ f ′′′(x)
h3
6
+ · · · .
Repare-se enta˜o que o chamado resto de segunda ordem tende para 0 com h
mesmo quando dividido por h.
Daqui se abstrai a noc¸a˜o de diferenciabilidade conveniente para func¸o˜es
definidas em abertos de Rn e com valores noutro espac¸o vectorial Rm.
Dizemos que uma func¸a˜o f : D ⊂ Rn → Rm definida num aberto D e´
diferencia´vel no ponto x ∈ D se existir uma aplicac¸a˜o linear Ax : Rn → Rm
tal que, escrevendo para um vector v
f(x+ v) = f(x) + Ax(v) + o(v) ,
resulta
lim
v→0
o(v)
‖v‖ = 0 .
Se f for diferencia´vel em x, denotamos
Ax(v) = df(x)(v) = f
′(x)(v) .
A aplicac¸a˜o linear df(x) : Rn → Rm e´ chamada diferencial de f no ponto
x.
Propriedades imediatas da diferenciabilidade:
• A notac¸a˜o na˜o e´ amb´ıgua nem esta´ repetida: se for diferencia´vel, a
func¸a˜o f tem mesmo derivada parcial na direcc¸a˜o de v no ponto x e
qualquer que seja v.
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• Por razo˜es anteriores, so´ existe uma aplicac¸a˜o linear Ax nas condic¸o˜es
da definic¸a˜o acima.
• Vemos agora que df(x) e´ mesmo uma aplicac¸a˜o linear (isto na˜o e´ ime-
diato da fo´rmula dada muito atra´s).
• Uma func¸a˜o diferencia´vel em x e´ cont´ınua em x.
Exerc´ıcio: Prove estas afirmac¸o˜es (como viu durante a aula teo´rica).
Recordemos o teorema do valor me´dio ou de Lagrange: para uma func¸a˜o
f definida num intervalo [α, β] ⊂ R e diferencia´vel nesse intervalo, existe um
ponto x0 ∈]α, β[ tal que
f(β)− f(α)
β − α = f
′(x0) .
E´ claro, temos o mesmo para a restric¸a˜o de uma func¸a˜o real e diferencia´vel
num aberto D ⊂ Rn que contenha ‘intervalos’.
Teorema 4.1 (do valor me´dio ou dos acre´scimos finitos). Sejam a, v ∈ Rn
e f : D → R func¸a˜o diferencia´vel. Suponhamos que o segmento [[a, a+ v]] =
{xt = a + tv ∈ Rn : t ∈ [0, 1]} esta´ contido em D. Enta˜o existe um ponto
xt0 nesse segmento tal que
f(a+ v)− f(a) = df(xt0)(v) .
Aula 5
Jacobiano
Chama-se matriz jacobiana de f = (f1, . . . , fm) no ponto x a` matriz de
f ′(x) = df(x) escrita a` custa das bases cano´nicas de Rn e Rm:
Jac f =

∂f1
∂x1
· · · ∂f1
∂xn
. . .
∂fm
∂x1
· · · ∂fm
∂xn
 .
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Havendo necessidade, dizemos qual o ponto em questa˜o assim: Jac(f)(x).
Por exemplo, se g : Rn → R e´ diferencia´vel em x = (x1, . . . , xn) e v =
(v1, . . . , vn) ∈ Rn e´ um vector qualquer, enta˜o temos as identidades:
dgx(v) =
n∑
i=1
vidgx(ei) =
n∑
i=1
vi
∂g
∂xi
(x)
correspondendo a multiplicac¸a˜o de matrizes
Jac g(x) v =
[
∂g
∂x1
· · · ∂g
∂xn
] v1...
vn
 = dgx(v) .
Regras da diferenciac¸a˜o
Prova-se, por definic¸a˜o, que, sendo f, g : D → Rm e λ : D → R func¸o˜es
definidas num aberto D ⊂ Rn e diferencia´veis em a ∈ D, enta˜o tambe´m sa˜o
diferencia´veis em a as func¸o˜es f + g e λ.f .
Tem-se para qualquer v ∈ Rn
(f + g)′(a) = f ′(a) + g′(a)
e a regra de Leibniz (note bem as aplicac¸o˜es lineares em causa)
(λ.f)′(a)(v) = λ′(a)(v).f(a) + λ(a).f ′(a)(v) .
Outras verso˜es do resultado anterior:
d(f + g) = df + dg , d(λf) = (dλ)f + λ df ,
∂
∂xi
(f + g) =
∂f
∂xi
+
∂g
∂xi
,
∂(λf)
∂xi
=
∂λ
∂xi
f + λ
∂f
∂xi
,
ou ainda
Jac (f + g) = Jac f + Jac g , Jac (λf) =
 f1...
fm
 Jacλ+ λ Jac f .
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Regra da derivac¸a˜o da func¸a˜o composta:
Suponhamos agora que f : D ⊂ Rn → Rm e´ uma func¸a˜o diferenca´vel em
a, que f(a) pertence a um aberto D˜ ⊂ Rm e que h : D˜ → Rk e´ uma func¸a˜o
diferencia´vel em f(a).
Enta˜o prova-se que h ◦ f e´ diferencia´vel em a e que, ∀v ∈ Rn,
d(h ◦ f)(a)(v) = dh(f(a))(df(a)(v)) .
Por outras palavras,
(h ◦ f)′(a)(v) = h′(f(a))(f ′(a)(v)) .
O diferencial (h ◦ f)′(a) : Rn → Rk verifica portanto
(h ◦ f)′(a) = h′(f(a)) ◦ f ′(a) .
E em termos matriciais, recordando que a composic¸a˜o de aplicac¸o˜es lin-
eares da´ lugar a` multiplicac¸a˜o das respectivas matrizes que as representam,
tem-se
Jac (h ◦ f)(a) = Jac (h)(f(a)) Jac f(a) .
Uma func¸a˜o diz-se diferencia´vel (no seu domı´nio D, aberto) se for difer-
encia´vel em cada um dos pontos de D.
Exemplo 1:
Seja g : D ⊂ R3 → R uma func¸a˜o diferencia´vel. Como habitual, usamos
as coordenadas (x, y, z) ∈ R3.
Seja f : I ⊂ R → R3 uma func¸a˜o diferencia´vel num intervalo I, uma
curva no espac¸o que admitimos passando em D.
Claro que f(t) = (f1(t), f2(t), f3(t)).
Enta˜o g ◦ f : I → R e´ diferencia´vel e teremos,
pela regra da derivac¸a˜o da func¸a˜o composta:
d
dt
(g ◦ f) = ∂g
∂x
df1
dt
+
∂g
∂y
df2
dt
+
∂g
∂z
df3
dt
.
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Se quisermos mais pormenor, o que se tem e´:
(g ◦ f)′(t) =
=
∂g
∂x
(f(t))
df1
dt
(t) +
∂g
∂y
(f(t))
df2
dt
(t) +
∂g
∂z
(f(t))
df3
dt
(t).
Repare-se na multiplicac¸a˜o de matrizes:
Jac (g ◦ f)t = Jac (g)f(t) Jac (f)t .
Exemplo 2:
Seja h : R2 → R2 e g : R2 → R5.
Suponhamos h(x, y) func¸a˜o de (x, y) e g(a1, a2) func¸a˜o de (a1, a2).
Enta˜o, por exemplo, a derivada em ordem a x da quarta componente de
g composta com h: g4(h1(x, y), h2(x, y)):
∂g4 ◦ h
∂x
=
∂g4
∂a1
∂h1
∂x
+
∂g4
∂a2
∂h2
∂x
.
Aula 6
Derivac¸a˜o e diferenciabilidade III
O seguinte crite´rio permite decidir quando e´ que uma dada func¸a˜o e´ difer-
encia´vel:
Teorema 6.2. Uma func¸a˜o f : D ⊂ Rn → R e´ diferencia´vel em D se admitir
as n derivadas parciais ∂f
∂xi
e n− 1 delas forem cont´ınuas em D.
Fazemos aqui a demonstrac¸a˜o pois esta na˜o foi feita na aula teo´rica:
Usamos o me´todo de induc¸a˜o em n. Para n = 1, esta´ provado porque a diferenciabilidade e´ o mesmo que a existeˆncia
de derivada.
Suponhamos por hipo´tese que o resultado foi provado ate´ dimensa˜o n − 1 e tratemos de provar para dimensa˜o n.
Seja a ∈ D e v ∈ Rn. Como existem as derivadas parciais, definimos o diferencial de f :
df(a)(v) =
n∑
i=1
vi
∂f
∂xi
.
Vejamos agora a condic¸a˜o de diferenciabilidade: f(a+ v)− f(a)− df(a)(v) = o(v) e´ um infinite´simo com v, ou seja
lim o(v)/‖v‖ = 0 quando v → 0.
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Fac¸amos a decomposic¸a˜o v = (v1, . . . , vn) = u + vnen onde u = (v1, . . . , vn−1, 0). Podemos supoˆr, sem perda de
generalidade, que e´ ∂f
∂xn
que e´ cont´ınua. Enta˜o a restric¸a˜o de f a cada um dos hiperplanos em que an esta´ fixo e´ uma
func¸a˜o diferencia´vel pela hipo´tese de induc¸a˜o (tem n− 1− 1 derivadas parciais cont´ınuas). Agora, somando e subtraindo
f(a + u) e usando a linearidade do diferencial, temos
o(v) = f(a + u + vnen)− f(a + u)− vn
∂f
∂xn
(a) + f(a + u)− f(a)− df(a)(u) .
Pelo teorema dos acre´scimos finitos no ponto a+u e na direcc¸a˜o de en, conclui-se que existe um θ ∈]0, 1[ tal que o anterior
fica igual a
= vn
∂f
∂xn
(a + u + θvnen)− vn
∂f
∂xn
(a) + f(a + u)− f(a)− df(a)(u)
= vn
(
∂f
∂xn
(a + u + θvnen)−
∂f
∂xn
(a)
)
+ o(u)
Reparando que ‖v‖ =
√
‖u‖2 + v2n, lembrando que ∂nf e´ cont´ınua e a hipo´tese de induc¸a˜o, torna-se fa´cil concluir que
limv→0
o(v)
‖v‖ = 0.
Pelo teorema, tornou-se muito fa´cil decidir se uma func¸a˜o e´ diferencia´vel
ou na˜o: basta reparar nas derivadas parciais!!!
Ja´ fala´mos de derivadas de ordem superior a 1 (Aula 3).
Uma utilizac¸a˜o criteriosa do teorema dos acre´scimos finitos (como a que
se usou na demonstrac¸a˜o acima) permite mostrar o teorema seguinte.
Primeiro, o diferencial de ordem p no ponto x define-se como:
dpf(x)(v1, . . . , vp) = d
(
dp−1f(x)(v1, . . . , vp−1)
)
(vp) ,
onde v1, . . . , vp−1, vp ∈ Rn sa˜o as va´rias direcc¸o˜es - vectores - em que repeti-
damente se diferencia, na varia´vel x apenas, a func¸a˜o f . (nota: do lado
esquerdo esta´ a notac¸a˜o para a derivada da derivada de ordem p− 1 do lado
direito, se existir.)
Surge enta˜o o seguinte resultado de grande acerto de meios.
Teorema 6.3 (da igualdade das derivadas mistas). Se f : D ⊂ Rn → R e´
duas vezes diferencia´vel, enta˜o para quaisquer direcc¸o˜es u, v, tem-se
d2f(x)(u, v) = d2f(x)(v, u) .
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Exerc´ıcio: Estude a simetria do diferencial de 2a ordem pela definic¸a˜o e
repare que a demonstrac¸a˜o do teorema na˜o e´ imediata.
Tomando u = ei e v = ej vectores da base cano´nica, o resultado acima
traduz-se em:
∂2f
∂xi∂xj
=
∂2f
∂xj∂xi
ou ainda
∂3f
∂xi∂xj∂xk
=
∂3f
∂xk∂xj∂xi
.
Exerc´ıcio: 1) Explique a segunda igualdade acima.
2) Experimente a primeira com f(x, y) = x cos(xy).
Aula 7
Eis finalmente os conjuntos de func¸o˜es num aberto D que mais vamos
estudar (notac¸a˜o do lado esquerdo):
C0D = {f : D → R : f e´ cont´ınua em D} .
C1D = {f : ∃ derivadas parciais
∂f
∂xi
e sa˜o cont´ınuas em D} .
...
CkD = {f : ∃ derivadas parciais
∂fk
∂xi1 · · · ∂xik
cont´ınuas em D} .
Func¸a˜o de classe Ck em D e´ a que pertence a CkD.
Func¸a˜o de classe C∞ e´ a que e´ de classe Ck para todo o k ∈ N.
Claro que C∞ ⊂ · · · ⊂ Ck ⊂ · · · ⊂ C2 ⊂ C1 ⊂ C0.
Por teoremas vistos acima, deduzimos
Teorema 7.4. CkD e´ um espac¸o vectorial sobre R.
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Exerc´ıcio: Utilize induc¸a˜o matema´tica para provar que a composic¸a˜o de
aplicac¸o˜es de classe Ck e´ de classe Ck.
Produto interno euclideano, gradiente
A norma euclideana vista na Aula 1 surge de um produto interno, de uma
me´trica.
Recordemos da A´lgebra Linear que se define o produto interno euclideano
entre dois vectores u = (x1, . . . , xn) e v = (y1, . . . , yn) de Rn como o valor
real
〈u, v〉 = 〈(x1, . . . , xn), (y1, . . . , yn)〉 = x1y1 + · · ·+ xnyn .
Trata-se de uma aplicac¸a˜o Rn × Rn −→ R bilinear, sime´trica e na˜o-
degenerada, ou seja, ∀u, v, w ∈ Rn, λ ∈ R:
〈u, v + w〉 = 〈u, v〉+ 〈u,w〉
〈λu, v〉 = 〈u, λv〉 = λ〈u, v〉
〈u, v〉 = 〈v, u〉
〈u, u〉 ≥ 0 com igualdade se e so´ se u = 0 .
Exerc´ıcios : 1) Provar as propriedades de 〈 · , · 〉.
2) Para qualquer v ∈ Rn fixo, e´ linear a aplicac¸a˜o h : Rn → R definida
por h(x) = 〈v, x〉.
E´ claro que
〈u, u〉 = ‖u‖2 .
Dito de outra forma, ‖u‖ = √〈u, u〉.
Vectores u, v ∈ Rn tais que 〈u, v〉 = 0 dizem-se ortogonais.
Temos sempre a chamada desigualdade de Cauchy-Bunyakovski ou Cauchy-Schwarz: |〈u, v〉| ≤ ‖u‖‖v‖, com igual-
dade se e so´ se os dois vectores sa˜o linearmente dependentes. A demonstrac¸a˜o resulta do estudo da func¸a˜o em λ definida
por ‖u + λv‖2 sabendo-se de antema˜o que e´ sempre positiva.
Temos assim que o nu´mero cos](u, v) = 〈u,v〉‖u‖‖v‖ esta´ entre −1 e 1, o qual de facto coincide com o coseno.
Nota. Estas propriedades sa˜o provadas em curso de A´lgebra Linear e Geometria Anal´ıtica.
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Fo´rmula muito pra´tica:
〈u, v〉 = ‖u‖‖v‖ cos](u, v).
Tal como a seguinte, voltando ao in´ıcio, em multiplicac¸a˜o de matrizes:
〈u, v〉 = [ x1 · · · xn ]
 y1...
yn
 = uTv
Seja f : D ⊂ Rn → R uma func¸a˜o diferencia´vel num aberto D.
Chamamos gradiente de f no ponto x ao vector
∇f =
(
∂f
∂x1
, . . . ,
∂f
∂xn
)
.
Um ponto a ∈ D diz-se um ponto cr´ıtico de f se df(a) = 0, ou seja, se
∂f
∂xi
(a) = 0, ∀1 ≤ i ≤ n. O mesmo e´ dizer
a e´ um ponto cr´ıtico de f ⇐⇒ ∇f(a) = 0 .
Como se veˆ, o gradiente determina o diferencial de f :
df(x)(v) =
∑n
i=1 vi
∂f
∂xi
(x) = 〈∇f(x), v〉 .
Nota. Esta igualdade e´ de grande importaˆncia do ponto de vista geome´trico.
O vector gradiente da´-nos outra forma de olhar para df , isto e´, para a
matriz-linha Jac f .
Exerc´ıcio: Suponha f diferencia´vel numa bola e que df(x) = 0 em todos
os pontos. Mostre que f e´ uma constante.
Sugesta˜o: teorema de Lagrange.
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Aula 8
Interpretac¸a˜o geome´trica, func¸a˜o impl´ıcita
Comec¸emos com um exemplo em dimensa˜o 1:
Seja f(x) uma func¸a˜o C1 real de varia´vel real num intervalo D ⊂ R.
O seu gra´fico e´ dado como o conjunto de pontos de R1+1 = R2 Gf =
{(x, f(x)) : x ∈ D}. A recta tangente ao gra´fico, em cada ponto, e´ gerada
por T = (1, f ′(x)).
O gradiente da func¸a˜o (x,w)
Φ7−→ w − f(x) e´ o vector ∇Φ = (−f ′(x), 1).
Tem-se
〈T,∇Φ〉 = 〈(1, f ′(x)), (−f ′(x), 1)〉 = −f ′(x) + f ′(x) = 0 .
Em conclusa˜o, o gradiente de Φ e´ ortogonal ao gra´fico de f .
Novo exemplo, em dimensa˜o 3:
Seja f(x, y, z) uma func¸a˜o C1 real e definida num aberto D ⊂ R3.
O seu gra´fico e´ igual ao conjunto de pontos de R3+1 dado por Gf =
{(x, y, z, f(x, y, z)) : (x, y, z) ∈ D}.
O espac¸o tangente ao gra´fico, em cada ponto, e´ gerado por treˆs vectores:
T1 = (1, 0, 0,
∂f
∂x
), T2 = (0, 1, 0,
∂f
∂y
), T3 = (0, 0, 1,
∂f
∂z
) .
(E´ claro que estas definic¸o˜es se generalizam a qualquer dimensa˜o.)
Para se aperceber da noc¸a˜o de espac¸o tangente a um gra´fico em Rn, neste
caso R3, tomem-se curvas no gra´fico e suas velocidades:
T1 surge como a velocidade da curva x 7→ (x, 0, 0, f(x, y, z)),
T2 surge como a velocidade da curva y 7→ (0, y, 0, f(x, y, z)), etc.
Os treˆs vectores geram um subespac¸o vectorial de R4, o espac¸o tangente
a Gf .
O gradiente da func¸a˜o Φ(x, y, z, w) = w − f(x, y, z) e´ o vector ∇Φ =
(−∇f, 1). Tem-se enta˜o (exerc´ıcio), ∀i = 1, 2, 3,
〈Ti,∇Φ〉 = 0 .
Dito de outra forma, dΦ(x,y,z,w)(Ti) = 0.
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Em conclusa˜o, o gradiente de Φ e´ ortogonal ao gra´fico de f .
Nos dois exemplos anteriores repare-se que Gf e´ sempre o conjunto dos
zeros de Φ: {(x,w) ∈ D × R : Φ(x,w) = 0}, um conjunto de soluc¸o˜es de
Φ(x,w) = 0.
Em geral, suponhamos que e´ dada Φ : V ⊂ Rn+1 −→ R de classe C1. Um
conjunto de n´ıvel c (chamado superf´ıcie de n´ıvel caso n = 2 ou curva de n´ıvel
caso n = 1) e´ definido como
Mc = {(x1, . . . , xn+1) : Φ(x1, . . . , xn+1) = c} .
Suponhamos que alguma derivada parcial ∂Φ
∂xj0
6= 0. Enta˜o, pelos exemplos
acima, podemos afirmar que o espac¸o tangente a Mc em cada ponto e´ dado
pelos vectores Tj tais que 〈Tj,∇Φ〉 = 0.
Nota. Em linguagem da Geometria Anal´ıtica: o espac¸o tangente e´ o nu´cleo do diferencial, Tx(Mc) = Nuc dΦx.
Como conclusa˜o, de novo: o gradiente de Φ e´ ortogonal a Mc.
E´ tambe´m poss´ıvel recuperar a func¸a˜o impl´ıcita.
Teorema 8.5 (da func¸a˜o impl´ıcita em dimensa˜o n+ 1). Suponhamos que e´
dada Φ como acima. Suponhamos, sem perda de generalidade, que num certo
ponto (a1, . . . , an, b) do domı´nio de Φ temos
Φ(a1, . . . , an, b) = c e
∂Φ
∂xn+1
(a1, . . . , an, b) 6= 0 .
Enta˜o existe uma vizinhanc¸a D ⊂ Rn de (a1, . . . , an) e uma func¸a˜o f : D → R
de classe C1 tal que
f(a1, . . . , an) = b e Φ(x1, . . . , xn, f(x1, . . . , xn)) = c .
Mais ainda, pela regra da derivac¸a˜o da func¸a˜o composta, temos
0 =
∂Φ
∂xi
+
∂Φ
∂xn+1
∂f
∂xi
.
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Ou seja, ∀ ≤ i ≤ n,
∂f
∂xi
= − ∂Φ
∂xi
/
∂Φ
∂xn+1
.
Exemplo: Φ(x, y, z) = x2 + y2 + z2. Enta˜o ∂Φ
∂z
= 2z 6= 0 para z 6= 0.
Claro que a func¸a˜o impl´ıcita so´ existe para Φ = c ≥ 0, a´ı sendo igual a
z =
√
c− x2 − y2 em torno da soluc¸a˜o (0, 0,√c).
Aula 9
Teoremas da func¸a˜o impl´ıcita e da func¸a˜o inversa
Continuando a aula anterior, suponhamos que em vez de uma temos duas
equac¸o˜es
φ1(x1, . . . , xn−1, xn, xn+1) = 0 , φ2(x1, . . . , xn−1, xn, xn+1) = 0
e que temos uma soluc¸a˜o de ambas: φ(a1, . . . , an−1, b1, b2) = 0.
Poderemos enta˜o tentar escrever xn+1 a` custa das n primeiras varia´veis,
usando φ1 ou φ2, e depois talvez escrever xn a` custa das varia´veis que sobram.
E´ para tal necessa´rio que as duas equac¸o˜es sejam mesmo funcionalmente
dependentes de xn e xn+1, e independentes uma da outra. Prova-se - na˜o o
faremos neste curso - que tal condic¸a˜o e´ garantida por:
det
[
∂φ1
∂xn
∂φ1
∂xn+1
∂φ2
∂xn
∂φ2
∂xn+1
]
6= 0 .
Continuando o exemplo anterior, suponhamos que ale´m de x2 + y2 + z2 =
c ≥ 0 temos 2xy− z2 = 0, enta˜o vem (x+ y)2 = c e da´ı resulta, por exemplo,
y =
√
c− x e z =
√
2x(
√
c− x) em torno da soluc¸a˜o (
√
c
2
,
√
c
2
,
√
c
2
).
Generalizando, temos o
Teorema 9.6 (da func¸a˜o impl´ıcita em dimensa˜o n+m). Suponhamos que e´
dada Φ : V ⊂ Rn × Rm → Rm de classe C1 num aberto V e que num certo
ponto (a1, . . . , an, b1, . . . , bm) temos
Φ(a1, . . . , an, b1, . . . , bm) = 0 e det
[ ∂Φi
∂xj+n
]
i,j=1,...,m
6= 0
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(determinante calculado so´ no ponto em questa˜o). Enta˜o existe uma vizin-
hanc¸a D ⊂ Rn de (a1, . . . , an) e uma func¸a˜o f : D → Rm de classe C1 tal
que
f(a1, . . . , an) = (b1, . . . , bm) e Φ(x1, . . . , xn, f(x1, . . . , xn)) = 0 .
Do teorema anterior aplicado a φ(y, x) = y − f(x) resulta logo o
Teorema 9.7 (da func¸a˜o inversa). Seja f : D ⊂ Rn → Rn uma func¸a˜o de
classe C1 tal que num certo ponto a do aberto D verifica:
det(Jac f(a)) 6= 0 .
Enta˜o existe uma vizinhanc¸a de a onde f e´ invert´ıvel com inversa f−1 de
classe C1.
Derivando a igualdade f−1 ◦ f(x) = x pela regra da derivada da func¸a˜o
composta do lado esquerdo e por definic¸a˜o do lado direito, temos, para todo
o vector v,
df−1(y) ◦ df(x)(v) = v ,
onde y = f(x), ou seja
df−1(y) = (df(x))−1 .
Para a representac¸a˜o matricial, vem imediatamente
Jac f−1(y) = (Jac f(x))−1 .
Exemplo
Recorde a func¸a˜o exponencial e· : R→ R+ e sua inversa, que se sabe bem
por que existe. A inversa e´ log, verificando assim elog y = y e log ex = x.
A derivada da exponencial e´ conhecida: d(ex)(v) = exv = w. Enta˜o a
derivada da inversa e´
d(log y)(w) = v =
1
ex
w =
1
y
w .
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Exerc´ıcio: Encontre um intervalo onde y = senx e´ invert´ıvel e prove que
(arcsen y)′ = 1√
1−y2
.
Aula 10
Extremos relativos
Quase sempre daqui em diante f : D ⊂ Rn → R sera´ uma func¸a˜o de
classe C∞ com valores reais.
a ∈ D diz-se um ponto onde f tem um ma´ximo (local) ou, por abuso de
linguagem, diz-se um ma´ximo (local) de f se
∃ > 0 : f(x) ≤ f(a), ∀x ∈ B(a) .
Note-se que o valor f(a) e´ que e´ um ma´ximo do subconjunto f(B) ⊂ R.
Se a condic¸a˜o for f(x) ≤ f(a), ∀x ∈ D, enta˜o o ponto a passa por ser
um ma´ximo global de f .
Da mesma forma se define mı´nimo (local) de f : um ponto a ∈ D para o
qual ∃ > 0 : f(x) ≥ f(a), ∀x ∈ B(a).
Mas e´ o valor f(a) que e´ mı´nimo!
a e´ mı´nimo global se a condic¸a˜o for f(a) ≤ f(x), ∀x ∈ D.
Os quatro tipos acima sa˜o chamados de extremos relativos.
Falando de mı´nimos e ma´ximos, em geral, falamos de extremos locais.
Nota. falamos de ma´ximos ou mı´nimos estritos se eles forem isolados. Ou
seja, para um ma´ximo, por exemplo, na definic¸a˜o acima tem-se f(x) <
f(a), ∀x 6= a.
Da definic¸a˜o de diferenciabilidade e do facto de uma aplicac¸a˜o linear na˜o
nula de Rn em R tomar sempre, perto da origem 0, valores positivos e nega-
tivos (porqueˆ?), resulta logo o
Teorema 10.8. Se a e´ um extremo relativo, enta˜o df(a) = 0.
Assim, os extremos esta˜o entre os pontos cr´ıticos de f
(cf. Aula 7, recordemos que df(a) = 0⇔ ∇f(a) = 0⇔ f ′(a) = 0).
23
Por f ser de classe C2, podemos falar da fo´rmula de Taylor de ordem 2.
Eis como se obte´m de forma ra´pida:
Primeiro, fixados a ∈ D, v ∈ Rn, repare-se que derivando em ordem a t ∈ R a seguinte func¸a˜o temos logo (pela
regra da derivada da func¸a˜o composta e por ser d
dt
(a + tv) = v):
d2
dt2
(
f(a + tv)
)
=
d
dt
(
f
′
(a + tv)(v)
)
= f
′′
(a + tv)(v)(v)
Em particular, em t = 0, a primeira derivada em ordem a t e´ mesmo f ′(a)(v) e a segunda derivada e´ f ′′(a)(v)(v).
Posto isto, o resto o2(a, v, t) em
f(a + tv) = f(a) + tf
′
(a)(v) +
t2
2
f
′′
(a)(v)(v) + o2
ha´-de verificar limt→0
o2(a,v,t)
t2
= 0.
(Para t = 1 e v suficientemente pequeno resulta a pro´xima identidade)
Como diz´ıamos,
f(a+ v) = f(a) + f ′(a)(v) +
1
2
f ′′(a)(v, v) + o2
com o2(v)‖v‖2 −→ 0 quando v → 0.
Notas. E´ muito fa´cil provar que o diferencial de 2a ordem f ′′(x)(u, v) e´ linear
em cada uma das entradas u ou v (cf. Aula 6 donde alia´s se prova o mesmo
em geral para o diferencial de ordem p).
Se virmos v = (v1, . . . , vn) ∈ Rn, a expressa˜o de f ′′(x)(v, v) e´ um polino´-
mio nos vi de grau 2, pelo que f
′′(x)(v, v) e´ uma forma quadra´tica.
Situemo-nos agora numa vizinhanc¸a B(a) dum ponto cr´ıtico a. Como
f ′(a) = 0, temos
f(a+ v) = f(a) +
1
2
f ′′(a)(v, v) + o2
e assim, para  suficientemente pequeno, o que determina se f(a+ v) ≥ f(a)
ou f(a+v) ≤ f(a) numa vizinhanc¸a de a, isto e´ com ‖v‖ < , e´ mesmo o sinal
de f ′′(a)(v, v) — desde que este nu´mero na˜o se anule (mas ha´ excepc¸o˜es!).
Suponhamos agora que, nalguma base e˜1, . . . , e˜n de Rn, a matriz de f ′′(a)
era diagonal:
H˜ = [f ′′(a)(e˜i, e˜j)] =

λ1 0 0
0 λ2
. . .
0 λn
 .
24
E´ claro que, ∀v ∈ Rn, v = x1e˜1 + · · ·+xne˜n para certos escalares xi ∈ R.
Enta˜o
f ′′(a)(v, v) =
n∑
i,j=1
xixjf
′′(a)(e˜i, e˜j) = λ1x21 + · · ·+ λnx2n .
e, da fo´rmula de Taylor,
f(a+ v) = f(a) +
1
2
(λ1x
2
1 + · · ·+ λnx2n) + o2
pelo que
- se λi > 0, ∀i = 1, . . . , n, conclui-se que f(a) e´ um mı´nimo estrito
- se λi < 0, ∀i = 1, . . . , n, conclui-se que f(a) e´ um ma´ximo estrito
- se, ∀i = 1, . . . , n, λi 6= 0, alguns de sinal + e outros de sinal −, enta˜o o
ponto a e´ chamado de ponto-sela.
Hessiana, o teorema dos extremos relativos
Chamamos matriz hessiana de f a` matriz das segundas derivadas:
H = H(f)(a) =
[
∂2f
∂xi∂xj
(a)
]
.
Considerem-se dois vectores de Rn
u = (u1, . . . , un) =
∑
i uiei, v = (v1, . . . , vn) =
∑
i viei.
Por lineariedade,
d2f(a)(u, v) =
n∑
i,j=1
uivjf
′′(a)(ei, ej) =
n∑
i,j=1
uivj
∂2f
∂xi∂xj
(a) .
Em termos matriciais,
d2f(a)(u, v) =
[
u1 · · · un
] 
∂2f
∂x21
∂2f
∂xn∂x1
. . .
∂2f
∂x1∂xn
∂2f
∂x2n

 v1...
vn

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= uT (Hv)
Como H e´ sime´trica (pela igualdade das derivadas mistas), denotando
por ·T a transposta, temos H = HT e logo
uT (Hv) = 〈u,Hv〉 = 〈Hu, v〉 = (Hu)Tv.
Vamos chamar determinantes principais aos nu´meros reais ∆k que resul-
tam de tomarmos os determinantes das matrizes quadradas de H que va˜o
crescendo com a diagonal. Ou seja,
∆k = det

∂2f
∂x21
∂2f
∂xk∂x1
. . .
∂2f
∂x1∂xk
∂2f
∂x2k

com k = 1, . . . , n.
Por exemplo, ∆1 =
∂2f
∂x21
e ∆n = detH.
O sinal destes nu´meros e´ invariante por condensac¸a˜o sime´trica!
Teorema 10.9. Seja f : D ⊂ Rn → R uma func¸a˜o C2 num aberto D e seja
a ∈ D um ponto cr´ıtico de f .
- Se na sucessa˜o 1,∆1,∆2, . . . , . . . ,∆n todos teˆm sinal positivo, enta˜o a e´ um
mı´nimo de f .
- Se na sucessa˜o 1,∆1,∆2, . . . , . . . ,∆n os sinais esta˜o sempre a alterar (+−
+− ...), enta˜o a e´ um ma´ximo de f .
- Se na sucessa˜o 1,∆1,∆2, . . . , . . . ,∆n aparecem ambas repetic¸a˜o e alternaˆn-
cia de sinal, enta˜o a e´ um ponto-sela de f .
- Se algum ∆i = 0, na˜o devemos concluir nada.
Demonstrac¸a˜o.
Queremos primeiro ver que H e´ diagonaliza´vel. Isto e´, conseguimos encontrar matriz n × n de mudanc¸a de base,
denotada E, tal que ETHE = H˜ como suposemos atra´s, ou seja H˜ diagonal. Com efeito, nesse caso encontraremos uma
base de vectores pro´prios associados aos valores pro´prios λi e conseguiremos decidir dos extremos.
Confirme-se, como condic¸a˜o necessa´ria, que H tem valores pro´prios reais. Para isso lembremos que todo o polino´mio
tem uma ra´ız complexa. Logo o polino´mio caracter´ıstico de H tem uma ra´ız α +
√−1β ∈ C. Seja u + √−1v um vector
pro´prio de H no espac¸o vectorial Rn ⊕√−1Rn. Significa enta˜o que H(u+√−1v) = (α+√−1β)(u+√−1v). Como H e´
real, as partes reais e imagina´ria equacionam-se:
Hu = αu− βv e Hv = αv + βu .
Da igualdade 〈Hu, v〉 = 〈u,Hv〉 vem tambe´m α〈u, v〉 − β‖v‖2 = β‖u‖2 + α〈u, v〉. Logo β = 0. Porque u e v na˜o sa˜o
ambos nulos.
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Assim descobrimos pelo menos um, eventualmente dois vectores pro´prios reais associados a α ∈ R (podem u e v ser
o mesmo)!
Hu = αu e Hv = αv .
Agora recordemos o processo de condensac¸a˜o. Na triangularizac¸a˜o de uma matriz sime´trica como H, para chegar a`
diagonalizac¸a˜o podemos fazeˆ-lo a par de mais um processo que na˜o lhe quebra a simetria. A cada passo do processo de
operac¸o˜es elementares sobre linhas fazeˆmo-lo repetir sobre colunas respectivas. E se algum elemento da diagonal principal
for nulo, enta˜o ora se troca com a linha em baixo que na˜o tenha na mesma coluna essa entrada nula, fazendo tambe´m a
troca das colunas respectivas, ora, sendo todas essas entradas nulas, passa-se a` entrada principal seguinte, a` direita e em
baixo, onde podera´ ja´ haver entrada na˜o nula. Assim temos o processo
H 99K E1HET1 99K E2(E1HE
T
1 )E
T
2 99K · · · 99K H˜ = matriz diagonal .
A cada passo, na˜o so´ se mante´m a simetria como se manteˆm os sinais dos determinantes principais ∆i. Vejamos: e´
claro que somar linhas ou colunas na˜o altera os determinantes. Para ale´m disso, a cada passo, os determinantes principais
de por exemplo E2HE
T
2 , que altera por suposto a linha e coluna 2, verificam
|E2HET2 | = |E2||H||ET2 | = |E2|2|H| .
Isto porque o determinante de um produto de matrizes e´ o produto dos determinantes e o determinante da matriz transposta
e´ igual ao da matriz dada. Como |E2|2 > 0 e E1 na˜o altera nem a linha 1 nem as que esta˜o abaixo da linha 2, esta´
explicado por que se mateˆm os sinais de ∆i. Para outros processos a prova e´ ana´loga.
Por exemplo, os sinais de ∆1,∆2,∆3 sa˜o sempre +,−,− na seguinte cadeia:
 2 4 −14 0 3
−1 3 0
 99K
 2 0 −10 −8 5
−1 5 0
 99K
 2 0 00 −8 5
0 5 − 1
2
 99K
 2 0 00 −8 0
0 0 21
8
 .
Por u´ltimo lembremos que ao condensar a matriz para encontrar a base de vectores pro´prios, so´ podemos utilizar
as transformac¸o˜es sobre linhas (para na˜o fazer o erro do tipo 2v + 3w = 5∗). Enta˜o temos uma base β = {u1, . . . , un}
de Rn tal que EHui =
∑
j≤i xjiuj . Ou seja, EH = X com X nula por baixo da diagonal principal (matriz triangular
superior). Mas note-se que E, pelas definic¸o˜es, e´ de dois tipos: ou triangular inferior ou sime´trica. No primeiro caso, a
base ET β e´ uma base de vectores pro´prios, pois repare-se: temos EHET = XET sime´trica, por outro lado o produto
de duas triangulares superiores e´ triangular superior. Pelo que XET so´ pode ser matriz diagonal! O segundo caso, que
e´ quando a linha e coluna i se trocam respectivamente pelas linha e coluna j > i, corresponde sem outro perigo (!) a
trocar o vector ui pelo uj na base. Tal transformac¸a˜o E tem det < 0 mas a sua inversa e´ E
−1 = ET = E, ela pro´pria,
e portanto tambe´m na˜o influi nos ∆i como se viu acima. No final da condensac¸a˜o a` esquerda estamos sempre na situac¸a˜o
do primeiro caso. E logo a respectiva mudanc¸a de base da´-nos a base de vectores pro´prios que quer´ıamos.
Finalmente, de termos uma base de vectores pro´prios de H com a qual f se escreve no ponto a essencialmente como
f(x1, . . . , xn) = f(a) + λ1x
2
1 + · · · + λnx2n, como vimos atra´s, resulta que:
- f(a) e´ um ma´ximo se todos os λi < 0, ou seja, se os determinantes principais 1,∆1,∆2, . . . da matriz H, a hessiana de
f , a matriz inicial, va˜o alternando o sinal.
- f(a) e´ um mı´nimo se todos os λi > 0, isto e´, todos os ∆i > 0.
- a e´ um ponto-sela se nenhum dos λi e´ nulo, algum λi < 0 e outro λj > 0; tal que significa que na sequeˆncia dos ∆i va˜o
aparecer repetic¸o˜es e alterac¸o˜es de sinal.
- finalmente se v e´ um vector pro´prio associado a um λi = 0, enta˜o e´ o resto de ordem 2 na fo´rmula de Taylor na direcc¸a˜o
de v que ha´-de dizer da natureza do ponto cr´ıtico.
As condic¸o˜es rec´ıprocas das acima tambe´m valem, porque o polino´mio caracter´ıstico de H e´ invariante por trans-
formac¸a˜o de bases. Mais precisamente, dadas duas bases de Rn notemos Q a matriz de mudanc¸a de base. Enta˜o
det (H − λ1n) = det (Q(H − λ1n)Q−1) = det (QHQ−1 − λ1n). Pelo que λ e´ valor pro´prio de H se e so´ se e´ valor
pro´prio de QHQ−1.
(Em A´lgebra Linear dir´ıamos: um valor pro´prio e´ um invariante da representac¸a˜o matricial de uma dada aplicac¸a˜o
linear.)
Exemplo: Seja f(x, y, z) = x2 + 4xy − xz + 3yz. O u´nico ponto cr´ıtico
e´ (0, 0, 0). A hessiana e´ a matriz que aparece na demonstrac¸a˜o acima. A
origem e´ assim um ponto-sela pois na cadeia dos determinantes principais
1, 2,−16,−42 temos repetic¸a˜o e alternaˆncia de sinal.
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Aula 11
Extremos condicionados, multiplicadores de Lagrange
Suponhamos que temos duas func¸o˜es reais de classe C1 definidas num
aberto D ⊂ Rn.
f, φ : D −→ R
Seja M a superf´ıcie de n´ıvel 0 de φ: M = {x ∈ D : φ(x) = 0}.
Suponhamos que queremos encontrar os extremos de f sobreM ; essencial-
mente interessam-nos os ma´ximos e mı´nimos que f toma quando restringida
a M . Esse e´ um problema de extremos condicionados: extremos de f na
condic¸a˜o de φ = 0.
Recorde: ∇φ(x) e´ um vector ortogonal a TxM em cada ponto x ∈M (cf.
Aula 8).
Vendo agora f a variar sobre M , interessam-nos os pontos cr´ıticos no
sentido em que restringimos o diferencial de f a TM . Ou melhor, um ponto
extremo a de f sobre M fara´ anular df(a)(v) em todas as direcc¸o˜es v sobre
M , isto e´, nas direcc¸o˜es v tangentes a M . Em suma,
a e´ ponto critico de f condicionado a φ
⇐⇒ df(a)(v) = 0, ∀v ∈ TaM .
Escrevendo df(a)(v) = 〈∇f(a), v〉, vemos que a e´ cr´ıtico condicionado
se ∇f(a) ⊥ TaM . Supondo que a e´ ponto regular de φ, isto e´, ∇φ(a) 6= 0,
acabamos de provar que os dois gradientes teˆm de ser paralelos, colineares!
Teorema 11.10. Seja a um ponto regular de φ. Enta˜o a e´ extremo condi-
cionado de f sobre M = {φ = 0} se ∃λ ∈ R tal que
∇f(a) + λ∇φ(a) = 0 .
A mesma equac¸a˜o escreve-se ∇(f + λφ)(a) = 0 — enta˜o procurar os
extremos condicionados acima e´ o mesmo que procurar os pontos cr´ıticos de
F (x, λ) = f(x) + λφ(x) com a func¸a˜o F definida em D × R.
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Com efeito, ∂F
∂λ
(x, λ) = 0 se e so´ se φ(x) = 0, que e´ a condic¸a˜o inicial, a
na˜o esquecer.
Este me´todo de resoluc¸a˜o chama-se me´todo dos multiplicadores de La-
grange.
Exemplo: Supomos o problema de minimizar a distaˆncia de (0, 0) a` curva
M dada por x2 + y3 = 3.
Todos os pontos de M sa˜o regulares.
A func¸a˜o “distaˆncia” mais apropriada e´ f(x, y) = x2 + y2.
F (x, y, λ) = x2 + y2 + λ(x2 + y3 − 3) tem 3 pontos cr´ıticos: (0, 3√3, λ0),
(
√
3, 0,−1) e (
√
73
27
, 2
3
,−1). Por inspecc¸a˜o directa, o mı´nimo procurado esta´
em (0, 3
√
3).
Nota. Os valores de λ na˜o nos interessam sumamente, sa˜o auxiliares de
ca´lculo.
Aula 12
Multiplicadores de Lagrange com duas condic¸o˜es
Suponhamos que estamos no problema anterior de extremos de f , mas que
em vez de uma temos duas condic¸o˜es φ1, φ2. Portanto f, φ1, φ2 : D ⊂ Rn → R
sa˜o func¸o˜es de classe pelo menos C1.
Cada uma das superf´ıcies Mi = {x ∈ D : φi(x) = 0} oferece uma
condic¸a˜o a f ; pore´m queremos extremos sobre M = M1 ∩M2.
Usando os mesmos argumentos acima temos de analisar TM .
Tem-se sempre T (M1 ∩ M2) ⊆ TM1 ∩ TM2. Teremos igualdade se de
facto o ortogonal a ∇φ1 e o ortogonal a ∇φ2 na˜o coincidirem, ou seja, se os
dois vectores na˜o forem linearmente dependentes, o que vamos supoˆr - e o
que consiste na regularidade de (φ1, φ2).
Novamente, f tem extremo em a ∈M1 ∩M2 se o seu gradiente for ortog-
onal a T (M1 ∩M2) nesse ponto. Ou seja, ∇f(a) esta´ no plano gerado por
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∇φ1(a) e ∇φ2(a). Ou seja, o primeiro gradiente e´ combinac¸a˜o linear dos dois
u´ltimos.
Teorema 12.11. Seja a um ponto regular de (φ1, φ2). Enta˜o a e´ extremo
condicionado de f sobre M = {φ1 = 0, φ2 = 0} se ∃λ1, λ2 ∈ R tais que
∇f(a) + λ1∇φ1(a) + λ2∇φ2 = 0 .
De novo, torna-se enta˜o mais pra´tico considerar a func¸a˜o
F (x1, . . . , xn, λ1, λ2) = f(x) + λ1φ1(x) + λ2φ2(x)
e estudar os seus pontos cr´ıticos na totalidade.
Exemplo: Encontrar o mı´nimo de f(x, y, z) = |z| sobre o corte da esfera
de raio 3 e centro na origem pelo plano 2x+ 3y − z = 0. Enta˜o
F (x, y, z, λ, µ) = z + λ(x2 + y2 + z2 − 9) + µ(2x+ 3y − z) = 0 .
O ponto onde se da´ igual extremo e´ ±
√
18
91
(
1, 3
2
, 13
2
)
.
Exerc´ıcio: Generalizar a definic¸a˜o de regularidade e o teorema anterior
para m condic¸o˜es φ1, . . . , φm.
Aula 13
Noc¸o˜es sobre curvas em R3
Neste curso chamamos caminho, curva, linha ou trajecto´ria, denotada por
γ, a uma func¸a˜o cont´ınua r : [a, b]→ R3.
Uma reparametrizac¸a˜o da curva γ e´ dada pela composic¸a˜o de r com uma
func¸a˜o φ : [c, d]→ [a, b] bijectiva e crescente.
Estamos interessados na imagem de r e na˜o muito na forma como γ e´
percorrida.
r1 : [c, d] → R3 e r2 : [a, b] → R3 sa˜o parametrizac¸o˜es equivalentes de γ
(ou dizem-se curvas equivalentes) se existe uma reparametrizac¸a˜o da primeira
que se transforme na segunda, ou seja,
r1 = r2 ◦ φ
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A curva inversa de γ ≡ r(t), a ≤ t ≤ b, e´ definida por −γ ≡ r−(t) =
r(a+ b− t).
Trata-se da mesma curva, percorrida de tra´s para a frente.
A justaposic¸a˜o de duas curvas, a primeira terminando onde a segunda
comec¸a, e´ a curva que resulta das duas func¸o˜es parametrizada num so´ inter-
valo.
Exemplo. As seguintes curvas sa˜o equivalentes
r(t) = (cos t, sen t), t ∈ [0, 2pi], e r1(t) = (cos 5t, sen 5t), t ∈ [0, 2
5
pi].
Mas na˜o sa˜o equivalentes a r2(t) = (cos t
3pi, sen t3pi), t ∈ [0, 1].
Chamamos comprimento de γ ≡ r(t), t ∈ [a, b], ao nu´mero real
Lγ = sup
P
n−1∑
i=0
‖r(ti+1)− r(ti)‖
onde P denota partic¸o˜es do intervalo fechado [a, b] descritas por t0 = a <
t1 < t2 < · · · < tn = b.
Teorema 13.12. Se r e´ de classe C1, enta˜o o comprimento e´ dado por
Lγ =
´ b
a
∥∥dr
dt
∥∥dt.
Fazemos a justificac¸a˜o de acordo com a teoria do integral de Riemann estudada em Ana´lise Matema´tica de uma
varia´vel.
Note-se primeiro que
n−1∑
i=0
‖r(ti+1)− r(ti)‖ =
n−1∑
i=0
‖
ˆ ti+1
ti
r
′
(t) dt‖ ≤
∑ ˆ ti+1
rti
‖r′(t)‖ dt =
ˆ b
a
‖r′(t)‖ dt .
Agora seja s(t) o comprimento da curva restringida a [a, t] (a curva que vai do ponto r(a) a r(t)).
Para t > t0, temos pela desigualdade triangular e pela desigualdade acima que
‖r(t)− r(t0)‖ ≤ s(t)− s(t0) ≤
ˆ t
t0
‖r′‖ .
Dividindo tudo por t− t0 e tomando o limite quanto t→ t0, resulta ‖r′(t0)‖ ≤ s′(t0) ≤ ‖r′(t0)‖, donde se conclui (para
t0 < t seria o mesmo) que s
′(t0) = ‖r′(t0)‖.
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A func¸a˜o s(t) =
´ t
a
‖r′(t˜)‖ dt˜ e´ chamada de func¸a˜o comprimento de arco.
s e´ claramente crescente e bijectiva, do intervalo [a, b] em [0, Lγ].
Deve-se notar bem:
ds = ‖r′(t)‖ dt .
Seja agora φ : [0, Lγ]→ [a, b] a func¸a˜o inversa de s(t), isto e´, φ(s) = t. E´
claro que φ tambe´m e´ crescente.
Enta˜o r ◦ φ da´-nos uma parametrizac¸a˜o equivalente de γ.
Eis a parametrizac¸a˜o por comprimento de arco de γ.
Integrais de linha
Seja agora D um aberto de Rn e f : D −→ R uma func¸a˜o C0.
Seja γ = r(t), a ≤ t ≤ b, uma curva cuja imagem esta´ contida em D.
Prova-se que o integral
ˆ
γ
f ds =
ˆ b
a
f(r(t))‖r′(t)‖ dt
“na˜o depende da (escolha da) parametrizac¸a˜o”; mais precisamente, na˜o de-
pende da escolha de r entre todas as parametrizac¸o˜es equivalentes de γ.
´
γ
f ds chama-se integral de f ao longo de γ relativo ao comprimento de
arco.
Suponhamos que γ e´ dada por r(t) = (x(t), y(t), z(t)) (so´ para simplificar,
escolhemos R3).
Podemos falar do e calcular o integral
ˆ
γ
f dx =
ˆ b
a
f(r(t))x′(t) dt
o qual tambe´m na˜o depende da escolha da parametrizac¸a˜o
´
γ
f dx chama-se integral de f ao longo de γ relativo a x.
Da mesma forma define-se o
´
γ
f dy ou
´
γ
f dz.
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Aula 14
Trabalho de um campo vectorial e campo conservativo; potencial
Seja agora F : D ⊂ R3 −→ R3 uma func¸a˜o classe C0 — descrita enta˜o
por
F (x, y, z) = f1(x, y, z)e1 + f2(x, y, z)e2 + f3(x, y, z)e3
o que tambe´m se designa de campo vectorial sobre D.
Seja γ = r(t) uma curva como acima e ~t = r
′
‖r′‖ o versor da velocidade de
r (supondo que na˜o se anule).
Tem-se a igualdade
ˆ
γ
〈F,~t〉 ds =
ˆ b
a
〈F (r(t)), r′(t)〉 dt =
=
ˆ b
a
(
f1(r(t))x
′(t) + f2(r(t)) y′(t) + f3(r(t)) z′(t)
)
dt =
=
ˆ
γ
f1 dx+ f2 dy + f3 dz .
Assim se comporta o integral de linha: o trabalho de F sobre γ, con-
ceito da F´ısica, e´ o integral do campo vectorial F ao longo do caminho
na direcc¸a˜o da tangente.
Suponhamos agora que F e´ um gradiente, ou seja, existe ψ : D → R
tal que F = ∇ψ. Neste caso diz-se que F e´ um campo conservativo ou
campo vectorial gradiente.
A` func¸a˜o escalar ψ da´-se o nome de potencial.
Proposic¸a˜o 14.5. Condic¸a˜o necessa´ria para um campo vectorial F : D ⊂
Rn −→ Rn, F = (f1, . . . , fn), de classe C1 ser conservativo e´ que
∂fi
∂xj
=
∂fj
∂xi
.
Repare-se que dizer que F = (f1, . . . , fn) e´ um campo conservativo, ou seja
(f1, . . . , fn) =
(
∂ψ
∂x1
, . . . , ∂ψ
∂xn
)
, e´ o mesmo que dizer que f1 dx1+· · ·+fn dx3 =
dψ.
Neste caso, temos:
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Proposic¸a˜o 14.6. Se F e´ um campo vectorial gradiente, com potencial ψ,
enta˜o ˆ
γ
f1 dx1 + · · ·+ fn dx3 = ψ(B)− ψ(A)
para qualquer curva γ em D com in´ıcio em A e fim em B.
Em particular, e´ nulo o trabalho de F ao longo de qualquer curva γ
fechada: ˆ
γ
〈F,~t〉 ds = ψ(A)− ψ(A) = 0 .
A condic¸a˜o anterior permite integrar o campo vectorial F . Ou seja, en-
contrar o resultado rec´ıproco.
Com efeito, pode-se provar que sendo o integral de circulac¸a˜o de 〈F,~t〉
nulo ao longo de toda a curva fechada, enta˜o F e´ conservativo, isto e´, e´ um
campo vectorial gradiente.
Aula 15
Integral de Riemann em dimensa˜o > 1
Temos agora por objecto de estudo um dos mais incisivos instrumentos do
ca´lculo em va´rias varia´veis. Nem todos os teoremas podem ser provados pelos
meios simples que temos procurado mostrar. Essas outras demonstrac¸o˜es
deixaremos para curso mais especializado.
Seja I um intervalo de Rn. Existem reais ai ≤ bi tais que
I = [a1, b1]× · · · × [an, bn].
Chamamos volume de I ao nu´mero real V (I) = (b1 − a1) · · · · · (bn − an).
Chamamos diaˆmetro de I ao nu´mero d(I) =
√
(b1 − a1)2 + · · ·+ (bn − an)2.
Chamamos partic¸a˜o do intervalo I a um conjunto P = {I1, I2, . . . , Ik} de
subintervalos de I tais que
int Ii ∩ int Ij = ∅ ∀i 6= j e I1 ∪ I2 ∪ · · · ∪ Ik = I .
Dadas duas partic¸o˜es P1, P2 do mesmo intervalo I, dizemos que P1 e´ mais
fina que P2 (o que se denota por P1 4 P2) se cada intervalo de P1 esta´ contido
num intervalo de P2.
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E´ claro que dadas duas partic¸o˜es, ha´ sempre uma terceira mais fina que
qualquer uma delas (porqueˆ?).
Chamamos diaˆmetro da partic¸a˜o P ao ma´ximo dos diaˆmetros dos inter-
valos que a compo˜em.
Seja ξ = {X1, X2, . . . , Xk} uma sucessa˜o de pontos do intervalo I.
A sucessa˜o diz-se compat´ıvel com a partic¸a˜o P = {I1, I2, . . . , Ik}, se Xi ∈
Ii, ∀1 ≤ i ≤ k.
Agora seja f : I ⊂ Rn −→ R uma func¸a˜o real definida no intervalo I,
onde se tem tambe´m uma partic¸a˜o P e uma sucessa˜o ξ compat´ıvel com P .
Ao nu´mero real
S(f, P, ξ) =
k∑
i=1
f(Xi)V (Ii)
damos o nome de soma de Riemann de f relativa a P e a ξ.
Pode-se compreender a soma de Riemann como a soma dos volumes dos
paralelip´ıpedos de base Ii e altura f(Xi).
Dizemos que f e´ integra´vel a` Riemann, integra´vel-R ou, simplesmente,
que f e´ integra´vel sobre o intervalo I se existir um nu´mero real A tal que
∀δ > 0, ∃ > 0 tal que ∀ P partic¸a˜o de I
d(P ) <  =⇒ |S(f, P, ξ)− A| < δ, ∀ ξ compat´ıvel com P .
Outra forma de dizer e´ que, em vez de um , existe uma partic¸a˜o P0 tal
que, sempre que P 4 P0, temos a mesma desigualdade entre as respectivas
somas de Riemann e o nu´mero A.
Proposic¸a˜o 15.7. Se f e´ integra´vel, enta˜o A e´ u´nico.
Denota-se
A =
ˆ
I
f .
35
O conhecimento profundo da construc¸a˜o dos nu´meros reais, tomados como
limites de sucesso˜es de Cauchy, permite escrever a mesma condic¸a˜o sem se-
quer invocar A:
Teorema 15.13. f : I ⊂ Rn −→ R e´ integra´vel a` Riemann se e so´ se
∀δ > 0, ∃P0 partic¸a˜o de I, tal que ∀P1, P2 4 P0 =⇒
|S(f, P1, ξ1)− S(f, P2, ξ2)| < δ, ∀ ξ1, ξ2 .
(Subentende-se, ξ1, ξ2 compat´ıveis com P1, P2 respectivamente).
O primeiro propo´sito do integral de Riemann e´ o ca´lculo de volumes.
Seja M um subconjunto qualquer do intervalo I limitado: M ⊂ I ⊂ Rn.
Seja χM : I → R a func¸a˜o definida por
χM(x) =
{
1 x ∈M
0 x /∈M .
Dizemos que M e´ mensura´vel (a` Jordan) se χM e´ integra´vel.
Se tal for o caso, chamamos volume de M ao nu´mero real V (M) =
´
I
χM .
Propriedades do integral de Riemann
Teorema 15.14. Sejam f, g : I −→ R func¸o˜es integra´veis num intervalo I.
Enta˜o:
(i) f + g, fg e |f | sa˜o integra´veis
(ii) se |f(x)| ≥ c > 0, ∀x ∈ I, enta˜o 1
f
e´ integra´vel.
Aula 16
O seguinte teorema acenta na noc¸a˜o de continuidade uniforme de f ,
func¸a˜o cont´ınua sobre um compacto, que nos garante em termos estreitos
o controle global da variac¸a˜o de f no intervalo limitado e fechado I (com-
pacto).
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Teorema 16.15. Toda a func¸a˜o cont´ınua em I e´ integra´vel a` Riemann.
Mais geralmente:
Teorema 16.16. Toda a func¸a˜o cont´ınua num conjunto mensura´vel M ⊂ I
e´ integra´vel, no sentido que e´ integra´vel a func¸a˜o F dada por F (x) = f(x),
se x ∈M , e F (x) = 0 se x ∈ I\M .
Claro que se escreve ˆ
M
f =
ˆ
I
F .
Teorema 16.17 (do valor me´dio). Seja f : M −→ R cont´ınua num conjunto
conexo e compacto. Enta˜o existe x0 ∈ M tal que
´
M
f = f(x0)
´
M
1 =
f(x0)V (M).
Nota. Um conjunto diz-se conexo se na˜o for a unia˜o de dois abertos de
Rn disjuntos e na˜o-vazios. Intuitivamente exprime-se a ideia de que M e´
constitu´ıdo de um so´ pedac¸o.
Os pro´ximos dois teoremas permitem calcular diversos integrais. O pri-
meiro e´ fa´cil de provar.
Teorema 16.18 (fundamental do ca´lculo integral). Seja f : [a, b] ⊂ R −→ R
integra´vel. Enta˜o, sendo φ(x) =
´ x
a
f(t) dt, x ∈ [a, b], tem-se
φ′ = f .
Em particular,
ˆ b
x
f(t) dt = φ(b)− φ(x) = [φ]b
x
.
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Teorema 16.19 (Fubini). Seja f : I × J −→ R cont´ınua num intervalo de
Rn+p, com I ⊂ Rn, J ⊂ Rp intervalos fechados e limitados. Enta˜o:
(i) y 7−→ f(x, y) e´ integra´vel em J, ∀x ∈ I
(ii) x 7−→ ´
J
f(x, y) dy e´ cont´ınua e por isso integra´vel em I
(iii) tem-se ¨
I×J
f =
ˆ
I
(ˆ
J
f(x, y) dy
)
dx .
Do teorema de Fubini conclui-se que e´ indiferente a ordem de integrac¸a˜o!
Como corola´rios dos resultados acima temos que se f e´ integra´vel sobre
um subconjunto M ⊂ Rn+1, descrito pela condic¸a˜o M = {(x, y) ∈ Rn+1 :
x ∈ I ⊂ Rn, ϕ1(x) ≤ y ≤ ϕ2(x), ∀x ∈ I} para certas func¸o˜es cont´ınuas
ϕ1, ϕ2 : I → R, enta˜o
¨
M
f(x, y) dx dy =
ˆ
I
ˆ ϕ2(x)
ϕ1(x)
f(x, y) dy dx .
Exemplo 1: Procura-se calcular a a´rea entre a para´bola x2 e a cu´bica x3
para x ∈ [−2, 2].
Note-se que a` esquerda de 1 temos x3 < x2, enquanto a` direita temos o
contra´rio. Assim, a a´rea (volume em 2 dimenso˜es) e´ calculada por
(
ˆ 1
−2
ˆ x2
x3
+
ˆ 2
1
ˆ x3
x2
)1 dy dx =
ˆ 1
−2
(x2 − x3) dx+
ˆ 2
1
(x3 − x2) dx =
=
[
x3
3
− x
4
4
]1
−2
+
[
x4
4
− x
3
3
]2
1
=
=
1
3
− 1
4
+
8
3
+
16
4
+
16
4
− 8
3
− 1
4
+
1
3
=
102
12
=
17
2
.
Exemplo 2: Calculamos agora o volume da regia˜o M em R3 entre o
parabolo´ide z = 3− x2 − y2 e o plano z = x+ y.
E´ claro que a intersecc¸a˜o das duas superf´ıcies e´ dada por
3− x2 − y2 = x+ y ⇐⇒ (x+ 1
2
)2 + (y +
1
2
)2 =
7
2
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portanto uma circunfereˆncia. E´ fa´cil compreender que a regia˜o fica descrita
por
M = {(x, y, z) : x+ y ≤ z ≤ 3− x2 − y2, (x+ 1
2
)2 + (y + 1
2
)2 ≤ 7
2
}.
A partir daqui o problema resolve-se facilmente recorrendo a coordenadas
polares, que se introduzem a seguir.
Aula 17
Teorema geral de mudanc¸a de varia´veis em integrac¸a˜o
O teorema que aqui vem em t´ıtulo e´ sem du´vida o mais dif´ıcil de provar
neste nosso curso, o qual na˜o se deseja sobrecarregar com mais definic¸o˜es e
instrumentos que seriam apenas necessa´rios para tal prova. Mas e´ tambe´m
um daqueles resultados que o pro´prio engenho e a necessidade nos ilumi-
nam. Alia´s o teorema foi utilizado em diversas formas aplicadas, por grandes
matema´ticos como Euler ou Lagrange, mais de cem anos antes da primeira
demonstrac¸a˜o rigorosa.
Vejamos as hipo´teses.
E´ dado um subconjunto mensura´vel E ⊂ U ⊂ Rn contido num aberto U ,
por sua vez contido num intervalo limitado de Rn.
E´ dada uma func¸a˜o φ : U −→ V bijectiva sobre um outro aberto V , de classe
C1 e com inversa cont´ınua.
Denotamos ainda por M = φ(E) o subconjunto imagem de E por φ.
Finalmente, e´ dada func¸a˜o f : M −→ R integra´vel a` Riemann.
Teorema 17.20 (de mudanc¸a de varia´vel em integrac¸a˜o). Nas condic¸o˜es
descritas anteriormente, temos que M = φ(E) e´ mensura´vel e que
ˆ
M
f(y) dy =
ˆ
E
f ◦ φ(x) |det Jacφ (x)| dx .
Note-se que a func¸a˜o integranda do lado direito conte´m o mo´dulo do
determinante da matriz jacobiana.
Um pouco mais devemos observar sobre a demonstrac¸a˜o. Recordemos que
uma qualquer base {u1, . . . , un} de Rn define um volume ou so´lido, a saber, o
paralelip´ıpedo P de arestas ui e um mesmo ve´rtice a origem do referencial. P
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e´ o so´lido com pontos
∑
i xiui onde (x1, . . . , xn) ∈ [0, 1]n. Ora demonstra-se
em curso pro´prio de A´lgebra Linear que
V (P ) = det
 u1...
un
 .
Este valor e´ obviamente igual ao determinante da aplicac¸a˜o linear que trans-
forma a base cano´nica {ei} na base dos {uj}.
Assim, se L : Rn → Rn e´ uma aplicac¸a˜o linear qualquer (em particular
transforma subespac¸os lineares em subespac¸os lineares), enta˜o o determinante
de L e´ o quociente entre os volumes de um paralelip´ıpedo L(P ), imagem por
L de outro paralelip´ıpedo P do qual partimos:
V (L(P )) = V (P ) detL
(porqueˆ?).
Finalmente note-se que, infinitesimamente, o aparecimento do determi-
nante da jacobiana de φ no teorema geral de mudanc¸a de varia´vel se deve ao
que acabamos de observar.
Coordenadas polares e cil´ındricas
Somente para R2 e R3.
A transformac¸a˜o φ de coordenadas cartesianas (x, y) de R2 em coordena-
das polares
(x, y) = (ρ cos θ, ρ sen θ)
onde ρ =
√
x2 + y2 ∈]0,+∞[ e´ o raio e θ ∈]0, 2pi[ o aˆngulo que o ponto-vector
faz com o semi-eixo positivo dos x, e´ muito importante.
Feitas as contas, temos
det Jacφ = det
[
cos θ −ρ sen θ
sen θ ρ cos θ
]
= ρ > 0 .
Exemplo 1: Podemos agora calcular o volume que quer´ıamos atra´s (Aula
16):
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Escrevendo D = {(x, y) ∈ R2 : (x + 1
2
)2 + (y + 1
2
)2 ≤ 7
2
}. T´ınhamos
parado no ca´lculo de
¨
D
ˆ 3−x2−y2
x+y
1 dz dx dy =
¨
D
3− x2 − y2 − x− y dz dx dy
=
¨
D
7
2
− (x+ 1
2
)2 − (y + 1
2
)2 dx dy .
Pore´m! Note-se que a transformac¸a˜o que conve´m na˜o e´ exactamente aquela
das coordenadas polares de centro em (0, 0) mas sim outras de centro em
(−1
2
,−1
2
).
E´ claro que o jacobiano de (x, y) = (−1
2
+ ρ cos θ,−1
2
+ ρ sen θ) tambe´m
resulta no valor ρ.
O integral anterior continua como
=
ˆ 2pi
0
ˆ √ 7
2
0
(
7
2
− ρ2)ρ dρ dθ = 2pi
[
7
4
ρ2 − ρ
4
4
]√ 7
2
0
=
49
8
pi .
Exemplo 2: Para calcular a a´rea do c´ırculo Br(0) de raio r, temos
¨
Br(0)
1 dy dx =
ˆ 2pi
0
ˆ r
0
ρ dρ dθ = 2pi
[
ρ2
2
]r
0
= pir2
tal como se esperava.
Note-se que no exemplo 1 considera´mos inicialmente uma regia˜o em R3.
De facto o que fizemos foi utilizar coordenadas cil´ındricas, o que mais na˜o
sa˜o do que as coordenadas polares ampliadas com uma terceira, cartesiana,
z:
(x, y, z) = (ρ cos θ, ρ sen θ, z) .
Verifica-se facilmente que o determinante da matriz jacobiana e´ o mesmo: ρ.
Coordenadas esfe´ricas
Sa˜o apenas para R3.
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(x,y,z)
x y
z
Necessitando descrever os pontos em treˆs dimenso˜es por meio de coorde-
nadas esfe´ricas, como se viu na figura, temos:
(x, y, z) = (ρ senϕ cos θ, ρ senϕ sen θ, ρ cosϕ) = φ(ρ, θ, ϕ)
com 0 ≤ ρ < +∞, 0 ≤ θ < 2pi, 0 < ϕ < pi.
Note-se que ρ =
√
x2 + y2 + z2.
O factor a ter em conta pelo teorema da mudanc¸a de varia´vel em inte-
grac¸a˜o, Teorema 17.20, e´ o factor
det Jacφ =
∣∣∣∣∣∣
senϕ cos θ −ρ senϕ sen θ ρ cosϕ cos θ
senϕ sen θ ρ senϕ cos θ ρ cosϕ sen θ
cosϕ 0 −ρ senϕ
∣∣∣∣∣∣ = ρ2 senϕ .
Eis um exemplo fundamental, o ca´lculo do volume da bola B = Br(0) de
raio r:
V (B) =
ˆ
B
1 =
ˆ pi
0
ˆ 2pi
0
ˆ r
0
ρ2 senϕ dρ dθ dϕ =
4
3
pir3 ,
fo´rmula que ja´ era conhecida na antiguidade cla´ssica.
Aula 18
Teorema de Green
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Eis um primeiro teorema que relaciona a integrac¸a˜o de uma func¸a˜o sobre
um dado domı´nio, com outra integrac¸a˜o sobre a fronteira do mesmo.
Suponhamos que γ ⊂ R2 e´ uma curva seccionalmente de classe C1, sim-
ples e fechada (simples significa que so´ passa uma vez em cada ponto, para o
que na˜o conta o inicial — que neste caso se supo˜e igual ao final por a curva
ser fechada).
Nas condic¸o˜es anteriores, γ define um domı´nio do plano, denotado int γ ⊂
R2, a saber, o maior aberto limitado que tem γ como fronteira.
Suponhamos ainda que γ e´ percorrida no sentido positivo ou trigono-
me´trico, ou seja, no sentido contra´rio ao dos ponteiros do relo´gio, no plano
descrito em coordenadas (x, y). (O que esta´ em causa e´ a escolha de uma
orientac¸a˜o, outro conceito matema´tico que na˜o dependera´ do observador).
Teorema 18.21 (de Green). Sejam f, g : D ⊂ R2 −→ R duas func¸o˜es de
classe C1 num aberto. Seja γ uma curva nas condic¸o˜es acima, tal que a
regia˜o do plano R := γ ∪ int(γ) ⊂ D. Enta˜o:
‰
γ
f dx+ g dy =
¨
R
(
∂g
∂x
− ∂f
∂y
)
dx dy .
Note-se que se F = (f, g) e´ um campo vectorial conservativo em D, enta˜o
necessa´riamente ∂g
∂x
− ∂f
∂y
= 0 (veja-se a Aula 14).
Tendo em conta o rec´ıproco deste resultado, analisado no fim da referida
aula, podemos afirmar ainda que, se para qualquer γ ⊂ D, curva simples
e fechada, o interior de γ tambe´m esta´ contido em D (por exemplo se D
e´ convexo), enta˜o a condic¸a˜o acima e´ tambe´m suficiente. Ou seja, dado
F = (f, g)
∃ψ tal que dψ = f dx+ g dy ⇐⇒ ∂g
∂x
=
∂f
∂y
.
A condic¸a˜o geome´trica sobre D e´ identificada como a noc¸a˜o de D ser simplesmente conexo. E´ esse, com efeito, o
caso dos subconjuntos convexos (por definic¸a˜o, os que conteˆm os segmentos de recta entre os seus pontos).
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Observe-se ainda no teorema de Green a coereˆncia dos sinais se mudarmos
o sentido a` curva.
Outra conclusa˜o imediata e´ a fo´rmula
1
2
‰
γ
x dy − y dx =
¨
R
1 dx dy = A´rea(R) .
Integrais de superf´ıcie
Na˜o se pode conceber a noc¸a˜o de a´rea de uma dada superf´ıcie de acordo
com a intuic¸a˜o comum, mas sim como uma nova definic¸a˜o; pois uma superf´ı-
cie, em geral, possui aquilo que e´ conhecido como curvatura, dependente em
cada ponto e de forma intr´ınseca da estrutura me´trica do espac¸o.
Chamamos superf´ıcie a` imagem S de, ou a, uma func¸a˜o injectiva e con-
t´ınua
f : D ⊂ R2 −→ R3
(s, t) 7−→ (x(s, t), y(s, t), z(s, t)) .
Mais geralmente, uma superf´ıcie podera´ ser descrita por va´rias expresso˜es
funcionais, como seja o caso da descric¸a˜o da fronteira de um so´lido.
Suponhamos f de classe C1.
Tendo em conta a diferenciabilidade em cada ponto (s0, t0) ∈ D, requere-se
que infinitesimamente a a´rea de S sobre o rectaˆngulo Rs,t de arestas geradas
pelos pontos (s0, t0), (s0 + s, t0), (s0, t0 + t) — o qual tem a´rea st — coincida
no limite com a a´rea do paralelogramo em R3 gerado pelas imagens por meio
de f dos ve´rtices de Rs,t).
Por outras palavras, requere-se o elemento de a´rea igual a
dσ =
1
st
A´rea(df(Rs,t)) ds dt .
Note-se que aqui a notac¸a˜o, apesar de cla´ssica, e´ um pouco incoerente. Com efeito, na˜o definimos em geral σ como
uma func¸a˜o elemento de a´rea. Tomamos sim ‘dσ’ em analogia ao ds da func¸a˜o comprimento de arco definida na Aula 13.
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Como se viu na Aula 17, o determinante e´ uma operac¸a˜o alge´brica que
nos da´ a a´rea em R2 ou o volume em R3. Podemos calcular a a´rea do
paralelogramo df(Rs,t) em R3 utilizando o determinante, se aos dois vectores
∂f
∂s
, ∂f
∂t
juntarmos um terceiro N de norma 1, que lhes seja perpendicular (por
isso perpendicular a TS).
A a´rea desejada sera´ igual ao volume do paralelip´ıpedo com aquela base
e com altura 1 !
Queremos enta˜o encontrar um vector N1 := (a, b, c) ⊥ ∂f∂s , ∂f∂t tal que:{
ax′s + by
′
s + cz
′
s = 0
ax′t + by
′
t + cz
′
t = 0
.
Uma soluc¸a˜o e´
a = y′sz
′
t − y′tz′s, b = z′sx′t − z′tx′s, c = x′sy′t − x′ty′s .
Enta˜o, sendo N = N1‖N1‖ =
(a,b,c)√
a2+b2+c2
,
1
st
A´rea(df(Rs,t)) = det
(
N,
∂f
∂s
,
∂f
∂t
)
=
1
‖N1‖
∣∣∣∣∣∣
a b c
x′s y
′
s z
′
s
x′t y
′
t z
′
t
∣∣∣∣∣∣
=
1
‖N1‖(a
2 + b2 + c2) =
√
a2 + b2 + c2 = ‖N1‖ .
Nota. −N1 tambe´m e´ soluc¸a˜o do sistema que da´ N1 = (a, b, c). Obviamente
escolhemos o sinal em N de acordo com o que faz o determinante positivo!
Isto corresponde a uma escolha de orientac¸a˜o pois ha´ duas normais, ±N , a`
superf´ıcie dada.
Eis por que se define a a´rea de uma superf´ıcie S por
A(S) :=
¨
S
1 dσ =
ˆ ˆ
D
√
a2 + b2 + c2 ds dt .
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Podemos escrever a regra mnemo´nica (correspondendo a uma escolha de
orientac¸a˜o em R3):
N1 =
∣∣∣∣∣∣
e1 e2 e3
x′s y
′
s z
′
s
x′t y
′
t z
′
t
∣∣∣∣∣∣
e logo
dσ =
√
a2 + b2 + c2 ds dt = ‖N1‖ ds dt .
Definimos ainda o integral de superf´ıcie para uma dada func¸a˜o cont´ınua
g : S −→ R por
¨
S
g dσ =
ˆ ˆ
D
g(x(s, t), y(s, t), z(s, t)) ‖N1‖ ds dt .
Nota. Pode-se definir muito naturalmente uma equivaleˆncia de superf´ıcies,
tal como fizemos para as curvas, essencialmente considerando que se teriam
outras coordenadas para o mesmo subconjunto S de R3, e pode-se depois
demonstrar que o integral de superf´ıcie na˜o depende da escolha dessas para-
metrizac¸o˜es de S.
Exemplo: o mais habitual e´ S ser dada por uma equac¸a˜o z = φ(x, y),
(x, y) ∈ D; nos termos anteriores trata-se da func¸a˜o, injectiva,
f : D ⊂ R2 −→ R3 ,
f(x, y) = (x, y, φ(x, y)) .
Enta˜o encontramos facilmente a expressa˜o
¨
S
g dσ =
ˆ ˆ
D
g(x, y, z(x, y))
√
1 + (φ′x)2 + (φ′y)2 dx dy .
Exerc´ıcio: mostre que a a´rea da esfera S2r = {‖(x, y, z)‖ = r} de raio r e´
4pir2.
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Aula 19
Bordo de uma superf´ıcie e orientac¸a˜o induzida no bordo
Para melhor compreender um dos teoremas cimeiros deste curso devemos
observar algumas situac¸o˜es gerais da teoria das superf´ıcies.
Uma superf´ıcie S em R3 podera´ ser dada na˜o apenas por uma, mas por
va´rias func¸o˜es injectivas; nesse caso S coincide com a reunia˜o das imagens
dessas va´rias func¸o˜es, ou seja, S = S1 ∪ S2 ∪ · · · .
E´ o caso da superf´ıcie de um cubo, a unia˜o de seis faces.
E´ tambe´m o caso de uma superf´ıcie dada impl´ıcitamente por φ(x, y, z) =
0, como e´ exemplo a esfera x2 + y2 + z2 = 1, unia˜o de z =
√
1− x2 − y2 com
z = −√1− x2 − y2.
Em geral, vamos admitir que as imagens das func¸o˜es das Si na˜o se inter-
sectam, sena˜o, eventualmente, sobre as suas arestas ou bordos. O resultado
podera´ na˜o ter bordo nenhum (como e´ o exemplo da esfera). Tambe´m existem
superf´ıcies descritas por uma so´ expressa˜o e com bordos disconexos.
Sendo ϕ : D ⊂ R2 −→ R3, definida num aberto D, dando origem a uma
superf´ıcie S, chamamos bordo de S, ao conjunto
∂S = ϕ(fr(D)) .
Admitimos ϕ como estando tambe´m definida na fronteira de D, por
isso chamamos orientac¸a˜o induzida no bordo de S ao sentido da curva ϕ ◦ γ
quando γ e´ o caminho que descreve a fr(D) no sentido trigonome´trico do
plano R2.
Suponhamos que S e´ dada por ϕ(s, t) = (x(s, t), y(s, t), z(s, t)), (s, t) ∈
D, func¸a˜o de classe C1.
Referimos ja´ a existeˆncia de uma normal N a S (estamos tambe´m sempre
a admitir que ∂ϕ
∂s
, ∂ϕ
∂t
∈ R3 sa˜o linearmente independentes).
Como se sabe, N ⊥ TS.
S e´ naturalmente orientada pela base de R3 N, ∂ϕ
∂s
, ∂ϕ
∂t
ou, se se preferir,
∂ϕ
∂s
, ∂ϕ
∂t
, N
(se na˜o se fizerem mais assumpc¸o˜es - atenc¸a˜o - cf. banda de Mo¨ebius).
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Por exemplo um disco D = B1(0) ⊂ R2 coincide com uma superf´ıcie em
R3, por meio de (x, y) ↪→ (x, y, 0). E´ fa´cil ver que N = e3 = (0, 0, 1) e que
a orientac¸a˜o induzida no bordo e´ dada pelo sentido o´bvio ~t(x,y,0) = (−y, x, 0)
para pontos no bordo x2 + y2 = 1. Por exemplo no ponto (1, 0, 0) temos
~t = e2.
Este exemplo e´ paradigma´tico.
Suponhamos que nos da˜o a superf´ıcie S e a normal N em cada ponto,
sem nos darem as func¸o˜es coordenadas. Po˜e-se enta˜o a questa˜o:
Para um ponto (x, y, z) ∈ ∂S, como adivinhar a orientac¸a˜o induzida, ou
seja, como escolher ~t?
A resposta e´: tomar o plano tangente TS nesse ponto, imaginar nesse
plano um vector unita´rio ~u que aponta para fora de S e depois escolher ~t de
tal forma que as bases
~u,~t,N e e1, e2, e3 teˆm a mesma orientac¸a˜o.
(Mais precisamente, de forma que o determinante de transformac¸a˜o de uma
na outra seja positivo).
Exemplo. Seja S = {x2 +y2 +z2 = 2, −1 ≤ z ≤ 1} e N a normal exterior
a` bola.
Enta˜o o bordo ∂S tem duas componentes. E onde z = 1, temos ~t(x,y,z) =
(y,−x, 0). Onde z = −1, temos ~t(x,y,z) = (−y, x, 0).
O rotacional e o teorema de Stokes
Seja F : U ⊂ R3 −→ R3 um campo vectorial de classe C1 definido num
aberto de R3. Na habitual base cano´nica, existem func¸o˜es f, g, h : U ⊂→ R
tais que
F = (f, g, h) = f e1 + g e2 + h e3 .
Chamamos rotacional de F ao novo campo vectorial rotF definido, tam-
be´m sobre U , por
rotF =
∣∣∣∣∣∣
e1 e2 e3
∂
∂x
∂
∂y
∂
∂z
f g h
∣∣∣∣∣∣
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=(
∂h
∂y
− ∂g
∂z
)
e1 +
(
∂f
∂z
− ∂h
∂x
)
e2 +
(
∂g
∂x
− ∂f
∂y
)
e3 .
Finalmente podemos enunciar:
Teorema 19.22 (de Stokes). E´ dada uma superf´ıcie S seccionalmente de
classe C2 em R3. Supo˜e-se que a superf´ıcie esta´ inclu´ıda no domı´nio de um
campo vectorial F de classe C1. E´ tambe´m dada uma normal N sobre S.
Enta˜o ¨
S
〈rotF,N〉 dσ =
‰
∂S
〈F,~t〉 ds
onde se toma ∂S com a orientac¸a˜o induzida, ~t como o versor da tangente ao
bordo e s o comprimento de arco.
Uma versa˜o local do teorema, admitindo que sa˜o conhecidas as func¸o˜es
coordenadas ϕ(s˜, t), com (s˜, t) ∈ D, obriga-nos a recordar
dσ = ‖N1‖ ds˜ dt , N = N1‖N1‖ =
(a, b, c)√
a2 + b2 + c2
e ˆ
〈F,~t〉 ds =
ˆ
f dx+ g dy + h dz .
Diz-nos enta˜o claramente o teorema de Stokes que
¨
D
(
∂h
∂y
− ∂g
∂z
)
a+
(
∂f
∂z
− ∂h
∂x
)
b+
(
∂g
∂x
− ∂f
∂y
)
c ds˜ dt
=
‰
∂S
f dx+ g dy + h dz .
Note-se que, se h = 0 e f, g na˜o dependem de z, enta˜o temos uma versa˜o
do teorema de Green no espac¸o.
Claro que a versa˜o inicial do teorema de Stokes resulta da versa˜o local,
da decomposic¸a˜o S = S1 ∪ S2 ∪ · · · e da linearidade dos integrais de linha e
de superf´ıcie.
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Note-se que, uma vez N fixado, o mais frequente e´ a orientac¸a˜o induzida
numa parte do bordo comum a duas faces S1,S2 ser deduzida pela primeira,
sime´trica da que se deduz pela segunda.
Exemplo 1. Seja Q a superf´ıcie de um cubo em [0, 1]3 ⊂ R3 aberto em
cima, ou seja, faltando-lhe a face superior. Seja N a normal exterior (per-
pendicular a cada face e apontando para fora).
Seja F = xy2 e3.
Enta˜o a circulac¸a˜o nas arestas de lado e em baixo cancelam duas a duas; so´
sobrando a circulac¸a˜o nas arestas da face que falta. Note-se que a circulac¸a˜o,
em cima, se faz toda no mesmo sentido! Pore´m, a circulac¸a˜o daquele F no
bordo de Q e´ nula porque e3 ⊥ ∂Q. Por outro lado, rotF = 2xy e1 − y2 e2.
Enta˜o ¨
S
〈rotF,N〉 dσ = (¨
{x=1}
−
¨
{x=0}
)
2xy dσ
−(¨
{y=1}
−
¨
{y=0}
)
y2 dσ =
ˆ 1
0
ˆ 1
0
2y dy dx− 1 dx dy = 0
como espera´vamos.
Exemplo 2: Seja F um campo vectorial de classe C1 qualquer, numa
regia˜o contendo a superf´ıcie esfe´rica S ≡ x2 + y2 + z2 = r2 de raio r. O
bordo e´ vazio. Enta˜o ¨
S
〈rotF,N〉 dσ = 0 .
O integral
˜
S〈G,N〉 dσ chama-se fluxo de G atrave´s de S.
Aula 20
Divergeˆncia e o teorema de Gauss ou da divergeˆncia
Suponhamos que e´ dado um campo vectorial F = (f, g, h) : U −→ R3 de
classe C1 num aberto U ⊂ R3.
Define-se a divergeˆncia de F como a func¸a˜o escalar divF : U −→ R,
divF =
∂f
∂x
+
∂g
∂y
+
∂h
∂z
.
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Este conceito, por estranho que parec¸a, surge de forma natural em ge-
ometria diferencial. Tem importaˆncia por si mesmo na medic¸a˜o da variac¸a˜o
instantaˆnea de F , alia´s como mostra o pro´ximo teorema.
Suponhamos que M e´ uma regia˜o de R3 com volume na˜o nulo; como
exemplo, podemos ter M um aberto na˜o vazio.
Um tal so´lido da´ lugar a uma superf´ıcie S = ∂M , o bordo de M , a qual
vamos admitir coincidir com a fronteira de M em R3.
Admitimos tambe´m de modo ilustrativo, como ja´ ocorreu e ocorre geral-
mente, que S tem algum plano tangente TS em cada ponto.
Chamamos normal exterior a S = ∂M ao vector unita´rio Ne, ortogonal a
TS e que aponta para fora de M .
Portanto, tendo em conta as hipo´teses, Ne so´ esta´ definido nos pontos de
S onde na˜o haja ambiguidade de todas as noc¸o˜es anteriores.
Teorema 20.23 (de Gauss ou da divergeˆncia). Suponhamos que e´ dada uma
regia˜o M , com bordo seccionalmente de classe C2, contida no domı´nio de um
campo vectorial F como acima. Enta˜o
˚
M
divF =
¨
∂M
〈F,Ne〉 dσ .
Note-se que o integral triplo e´ sobre o volume M .
O resultado e´ linear sobre uma unia˜o M = M1 ∪M2 ∪ · · · .
Por exemplo, se se fizer uma decomposic¸a˜o ciru´rgica de M , repare-se que
as normais exteriores va˜o aparecer em bordos cont´ıguos em direcc¸o˜es iguais
mas sentido oposto.
A demonstrac¸a˜o do teorema e´ um interessante e fa´cil exerc´ıcio, desde
que admitamos que M se possa decompor em regio˜es mais simples do tipo
Mi = I ×D, com I ⊂ R e D ⊂ R2.
Exemplo. Seja M = Br(0) ⊂ R3 e suponhamos F = (x+ y)e1.
Enta˜o S = ∂M e´ a superf´ıcie esfe´rica de raio 1.
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Como divF = 1, temos
˝
M
divF = V (M) = 4
3
pir3.
Por outro lado, e´ o´bvio que Ne =
1
r
(x, y, z) em cada ponto (x, y, z) ∈ S.
Enta˜o 〈F,Ne〉 = 1r (x2 + xy).
Usando a parametrizac¸a˜o de S usual, z = ±√r2 − x2 − y2, temos
dσ = ‖N1‖ dx dy = r√
r2 − x2 − y2
e logo ¨
∂M
〈F,Ne〉 dσ = 2
¨
D
x2 + xy√
r2 − x2 − y2 dx dy .
Em coordenadas polares chegamos tambe´m a 4
3
pir3.
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Folha 1 de Exerc´ıcios de Ana´lise Matema´tica II
1 ) Represente graficamente os
seguintes subconjuntos de R2 ou R3:
(a) A = {(x, y) ∈ R2 : x ≥ 1
(b) 3x+ 2y < 5
(c) x2 + y2 < 5
(d) x2 − 4x+ y2 = 0
(e) x2 + 6x+ y2 − 7 > 0
(f) x2 + 5y2 ≤ 8
(g) x2 − y2 = 0
(h) x2 − y2 = 1
(i) xy ≥ 1
(j) B = {(x, y, z) ∈ R3 : x+y−z =
0
(k) x+ y + 2z < 2
(l) x2 + y2 + 5z2 < 4
(m) x2 + y2 + 8y + z2 = 0
(n) z2 = x2 + 5y2
(o) z = x2 + 5y2
(p) z = xy
(q) os pontos a igual ou menor dis-
taˆncia de (1, 2, 0) do que de
(2, 1, 0).
(r) o plano que conte´m (0, 0, 0),
(0, 1, 2),(3, 0, 1).
2) Determine o exterior, o interior
e a fronteira dos conjuntos definidos
em 1) que sa˜o abertos.
3) Mostre que a unia˜o de qual-
quer famı´lia de subconjuntos abertos
e´ um aberto; e que a intersecc¸a˜o de
qualquer famı´lia finita de abertos e´
tambe´m um aberto de Rn.
Que dizer de famı´lias de subcon-
juntos fechados de Rn?
4) Mostre que:
(a) e´ 0 o limite em (0, 0) de:
f(x, y) =
{ √
xy
3
√
x2+y2
(x, y) 6= (0, 0)
0 (x, y) = (0, 0)
(b) na˜o existe em (0, 0) o limite de
g(x, y) = xy, x > 0.
5) Qual o domı´nio onde sa˜o con-
t´ınuas:
(a) f(x1, . . . , xn)=
∑
a
i1···inx
i1
1 · · ·xinn
(generalizac¸a˜o de polino´mio a n
varia´veis)
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(b) f(x, y, z) = log(x(yz − 1))
(c) A : Rn → Rm uma aplicac¸a˜o lin-
ear qualquer.
Justifique as respostas.
6) Deduza as seguintes igualdades
para quaisquer vectores u, v ∈ Rn:
(a) ‖u + v‖2 + ‖u − v‖2 = 2(‖u‖2 +
‖v‖2)
(identidade do paralelogramo)
(b) ‖u+ v‖2 = ‖u‖2 + ‖v‖2 se e so´ se
〈u, v〉 = 0
(teorema de Pita´goras).
Folha 2 de Exerc´ıcios de Ana´lise Matema´tica II
1) Encontre uma base ortonormada u1, u2, u3 de R3, isto e´, satisfazendo
〈ui, uj〉 =
{
1 i = j
0 i 6= j , e que contenha o vector u1 =
√
5
5
(1, 2, 0).
2) Calcule o gradiente e resolva a
equac¸a˜o ∇f = 0, onde f e´ dada por
a) x2 − y2
b) cos(xy)
c) x2y + xy2
d) ex+y
e) senx− y cosx
f) x2 + 2x+ y2 − 4y
g) x2 + y2 + 5z2
h) (3x− y)(y − z)
i) x2 + y2 − z(x+ y) + z
j) 〈v, x〉, x, v ∈ Rn
k) ‖x‖
3) Continuando o exerc´ıcio 2, cal-
cule a matriz jacobiana e calcule o
diferencial no ponto (0, 0, 1, 2, 2) e na
direcc¸a˜o de (1, 2, 0, 0, 1):
a ◦ (c(x, y), h(s, t, z))
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O mesmo para d(x, c(y, z)) no
ponto (1, 3, 1) e na direcc¸a˜o de
(1, 0, 2).
4) Mostre que a intersecc¸a˜o de
qualquer famı´lia de subconjuntos
fechados e´ um fechado; e que a re-
unia˜o de qualquer famı´lia finita de
fechados e´ tambe´m um fechado de
Rn.
5) Estude o limite em (0, 0) de:
a) f(x, y) =
{
3
√
xy√
x2+y2
(x, y) 6= (0, 0)
0 (x, y) = (0, 0)
b) g(x, y) = sen (xsen y), x > 0.
c) h(x, y) = senx
y
e o limite de
h(x, x) em 0.
d) i(x, y) = e
x−1
y
.
6) Estude a diferenciabilidade das func¸o˜es todas da al´ınea 2) e da func¸a˜o
f acima no ponto (0, 0).
7) Mostre que a esfera Sn−1 = {x ∈ Rn : ‖x‖ = 1} e´ um compacto (isto
e´, fechado e limitado).
8) Sabe-se que toda a func¸a˜o real e cont´ınua num compacto tem um
ma´ximo. Sejam A,B : Rn → Rm duas aplicac¸o˜es lineares. Mostre que
lim
v→0
A
(
v
‖v‖
)
‖B(v)‖ = 0.
Folha 3 de Exerc´ıcios de Ana´lise Matema´tica II
1) Estude a diferenciabilidade em (0, 0) da func¸a˜o
f(x, y) =
{
x2y3
x2+y2
(x, y) 6= (0, 0)
0 (x, y) = (0, 0)
.
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2) Prove a desigualdade de
Cauchy-Bunyakovski:
|〈u, v〉| ≤ ‖u‖‖v‖ ∀u, v ∈ Rn
com igualdade se e so´ se u, v sa˜o co-
lineares.
(Sugesta˜o: considere a para´bola
f(λ) = ‖u + λv‖2, a qual sabemos
ser sempre ≥ 0.)
3) Sejam f(t) e g(t) func¸o˜es de
uma varia´vel e p(x, y) uma func¸a˜o
de duas varia´veis, todas elas va´rias
vezes diferencia´veis e com valores em
R. Encontre as primeiras, segundas
e terceiras derivadas de:
a) h(t) = f ◦ g(t)
b) i(t) = p ◦ (f(t), g(t))
c) q(x, y) = f(p(x, y)).
4) Sejam u(x, y) = ex cos y,
v(x, y) = exsen y e f(u, v) = u2 −
v2u.
a) Como func¸a˜o de x, calcule ∂f
∂x
primeiro directamente e depois
pela fo´rmula da derivada da
func¸a˜o composta.
b) Calcule o diferencial de f no
ponto (0, 0) e direcc¸a˜o (2, 3).
5) Determine e estude os pontos
cr´ıticos de
a) f(x, y) = x3 + 2y3 − 3xy
b) f(x, y) = x3 + 2y3 − 3x2y
c) f(x, y) = x2y3(5− 5x− y).
6) Continuando o exerc´ıcio 5,
comprove o teorema da igualdade
das derivadas mistas em duas das
al´ıneas.
7) Prove as fo´rmulas para a soma
e o produto de duas func¸o˜es diferen-
cia´veis g, h definidas em Rn e com
valores reais:
∇(h+ g) = ∇h+∇g
∇(gh) = (∇g)h+ g∇h .
8) Suponha que f : B ⊂ Rn → R
e´ diferencia´vel numa bola e que o
diferencial verifica df(x) = 0, ∀x ∈
B. Mostre que f e´ uma func¸a˜o con-
stante.
(Sugesta˜o: Teorema dos acre´scimos
finitos.)
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9) a) Comprove com ca´lculos que o gradiente da func¸a˜o f(x, y) = x2 −
3xy − y2 − 1 e´ ortogonal a` curva de n´ıvel M2 = {(x, y) : f(x, y) = 8} nos
seguintes pontos: i) (2,−1), ii) nos pontos da recta 3x + y = 0 e centro na
origem.
b) Verifique que, para qualquer func¸a˜o escalar f , o gradiente e´ ortogonal
a cada superf´ıcie de n´ıvel e que,
|df(x)(v)| ≤ ‖∇f(x)‖ para qualquer vector v de norma 1.
Folha 4 de Exerc´ıcios de Ana´lise Matema´tica II
♦=dificuldade elevada=exerc´ıcio facultativo
1) Seja f : D ⊂ Rn → Rm uma func¸a˜o diferencia´vel num aberto D. Seja
γ = γt uma curva diferencia´vel contida em D. Verifique que df : Rn → Rm
aplica o vector-velocidade γ′t de γ no vector-velocidade da curva f ◦ γ.
2) ♦ Mostre que o produto interno euclideano em Rn satisfaz a igualdade
〈u, v〉 = ‖u‖‖v‖ cos](u, v), ∀u, v ∈ Rn. Nota: recorde que o coseno de um
aˆngulo e´ definido como a raza˜o entre o cateto adjacente e a hipotenusa, num
triaˆngulo-rectaˆngulo.
3) ♦♦ Considere a equac¸a˜o de Laplace ∂2f
∂x2
+ ∂
2f
∂y2
= 0. Mostre que, sendo
f(s, t) uma soluc¸a˜o no plano (s, t), enta˜o tambe´m e´ soluc¸a˜o a func¸a˜o g dada
no plano (x, y) por
g(x, y) = f
( x
x2 + y2
,
y
x2 + y2
)
.
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4) Seja f(u, v) = (uv, u
v
). Verifique que f transforma Q1 = R+ × R+ em
Q1 e transforma Q2 = R−×R+ em Q3 = −Q1 de forma bijectiva. Visto que
f e´ uma func¸a˜o de classe C∞ no semi-plano {(u, v) : v > 0}, explique por
que e´ que f cortou este domı´nio em dois sectores (ainda ligados pela origem).
5) ♦ Deduza a fo´rmula da derivada da func¸a˜o inversa de y = cos x,
x ∈]0, pi[: (arccos y)′ = − 1√
1−y2
, y ∈]− 1, 1[.
6) ♦♦ Em virtude do teorema da func¸a˜o impl´ıcita podem-se colocar e
resolver os seguintes problemas:
a) Seja φ(x1, . . . , xn, z) uma func¸a˜o de classe C
∞ num aberto de Rn+1, que
em dado ponto (a1, . . . , an, b) verifica φ(a1, . . . , an, b) = 0 e
∂φ
∂z
6= 0. Mostre
que os pontos cr´ıticos da func¸a˜o impl´ıcita z = g(x1, . . . , xn) em torno de
(a1, . . . , an) sa˜o dados pelos zeros de
∂φ
∂xi
. Mostre que nesses pontos a
Hessiana de g e´ dada por
∂2g
∂xi∂xj
= − ∂
2φ
∂xi∂xj
/
∂φ
∂z
.
b) Estude os extremos da func¸a˜o z = g(x) impl´ıcita na equac¸a˜o φ = 0 onde
φ(x, z) = 4x2 + 5z2 + 2xz − 95.
c) Estude os extremos da func¸a˜o z = g(x, y) impl´ıcita na equac¸a˜o φ = 0
onde
φ(x, y, z) = 2z3 + 2x2z + 4x2 − 2y2 − 3xy − 2x+ 5 .
7) Determine e estude os pontos
cr´ıticos de
a) f(x, y, z) = (xz − y2)(2y− z − 1)
b) f(x, y) = (x− y)2 − x4 − y4
c) f = x2 +y2 +3z2 +yz+2xz−xy.
8) Calcule:
a) os extremos de xy na condic¸a˜o de
2x+ 2y = 1
b) os extremos de xy + yz + zx na
condic¸a˜o xyz = 1
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c) os extremos de x2 − y2 sobre a
curva y − 3x2 = 1
d) extremos de 1/(x2 + y2) sobre a
curva y2 + 3x4 = 1
e) distaˆncia entre (0, 0) e a hipe´r-
bole y2 − x2 + 2x+ 3 = 0
f) distaˆncia entre o ponto (1, 1, 2) ∈
R3 e a curva definida por x+ y+
z = 3 e 2x+ z2 = 0
g) ♦ a equac¸a˜o da recta do plano
que mais se aproxima dos pontos
(0, 0), (1, 2), (2, 2), (−1, 5), me-
dida na soma total das distaˆncias
verticais
h) os extremos da func¸a˜o
f(x, y, z) = x sobre a intersecc¸a˜o
do plano 2x+ 3y − 5z = 0 com a
superf´ıcie 2x2 + 4y2 + z2 = 6.
Folha 5 de Exerc´ıcios de Ana´lise Matema´tica II
♦=dificuldade elevada=exerc´ıcio facultativo
1)♦ (Coordenadas polares) Verifique que (x, y) = f(ρ, θ) = (ρ cos θ, ρ sen θ)
e´ uma transformac¸a˜o bijectiva de ]0,+∞[×[0, 2pi[ em R2\0. Restrinja o
domı´nio a um aberto de modo a ter uma transformac¸a˜o de classe C∞ com
inversa da mesma classe. Calcule det Jac f .
2) ♦ Descubra a func¸a˜o inversa de f(x, y) = (2tg x + 3, y senx), para
x ∈] − pi
2
, pi
2
[, y ∈ R, no maior domı´nio aberto de R2 poss´ıvel. Estude a
diferenciabilidade.
3) ♦ Considere o sistema de duas equac¸o˜es e 4 inco´gnitas{
eu − yu+ x2 − 1 = 0
veu + vy + 3u = 0
.
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a) Mostre que e´ poss´ıvel escrever (u, v) como func¸a˜o (impl´ıcita) de (x, y) em
torno de cada soluc¸a˜o (x0, y0, u0, v0) de certo domı´nio aberto de R4. Nota:
na˜o precisa calcular as expresso˜es de u e v.
b) Sendo (x0, y0, u0, v0) = (0, 2, 0, 0), diferencie o sistema em ordem a x e
descubra ∂u
∂x
e ∂v
∂x
no ponto (0, 2).
c) O mesmo que o anterior para derivadas em ordem a y.
4) ♦ Considere f(x, y, z) = 2xy − z2. Encontre, se poss´ıvel, a expressa˜o
de uma func¸a˜o:
a) g(s) definida num intervalo de R tal que f(x, y, g(s)) = (x+ y)s.
b) h(s, t) = (h1(s, t), h2(s, t)) definida num aberto de R2 e tal que
f(x, h(s, t)) = 2tg t(x sen s− 1
4
sen 2t) .
5) Suponha que sa˜o dados k pontos Z1, . . . , Zk ∈ Rn. Mostre que o
mı´nimo da soma dos quadrados das distaˆncias de x ∈ Rn a`queles pontos, ou
seja, f(x) =
∑k
α=1 ‖x− Zα‖2, e´ assumido em 1k
∑
α Zα.
6) Calcule:
a) ♦ os extremos de f(x, y, z) =
xaybzc na condic¸a˜o de x+y+2z =
1 (a, b, c > 0 constantes)
b) os extremos de 2xy + yz + zx na
condic¸a˜o xyz = V (V > 0 con-
stante)
c) ♦♦ o mı´nimo da a´rea do triaˆn-
gulo limitado pelos eixos coorde-
nados de R2 no primeiro quad-
rante e a recta tangente a` elipse
x2
a2
+
y2
b2
= 1
d) os extremos de exy−z sobre a in-
tersecc¸a˜o das superf´ıcies ex+y3 =
0 e 2y − z − 1 = 0
e) os extremos de f(x, y) = sen y so-
bre a curva
cosx+ senx sen y = 0
f) ♦ a distaˆncia entre o ponto
(0, 0, 0) ∈ R3 e a curva definida
pela intersecc¸a˜o de 3x2 +y2 = 3 e
de z − ax = 0 (estudo em func¸a˜o
da constante a)
g) os extremos da func¸a˜o f(x, y) =
x sobre a curva y2 − x2 + xy −
2y + 4 = 0.
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7) ♦♦ Prove que: a me´dia geome´trica e´ menor ou igual a` media arit-
me´tica. Ou seja, para quaisquer nu´meros reais positivos x1, . . . , xn, tem-se
sempre
n
√
x1 · · · xn ≤ x1 + · · ·+ xn
n
com igualdade se e so´ se x1 = x2 = · · · = xn. Sugesta˜o: comec¸e por
transformar xi = y
n
i e escreva a condic¸a˜o como f(y1, . . . , yn) ≤ 0. Calcule os
pontos cr´ıticos de f sobre a superf´ıcie yn1 + . . .+ y
n
n = C constante > 0.
Soluc¸o˜es da Folha 5 de Exerc´ıcios de AM II
1) Claro que f e´ bijectiva.
As chamadas coordenadas polares sa˜o muito importantes. Permitem es-
crever algumas equac¸o˜es em R2 de forma muito ra´pida.
Visto que as coordenadas descrevem uma volta em torno da origem (0, 0)
para cada ρ > 0 fixo, a inversa na˜o pode estar definida de forma cont´ınua
(caso contra´rio, uma circunfereˆncia fechada seria topologicamente o mesmo
que o intervalo [0, 2pi[).
Agora, a matriz jacobiana e o jacobiano (o seu determinante) sa˜o dados
por
Jac f =
[
cos θ −ρ sen θ
sen θ ρ cos θ
]
e det Jac f = ρ .
Pelo teorema da func¸a˜o inversa, a inversa de f existe em cada ponto e e´ da
mesma classe C∞ - mas note-se que existe localmente, na˜o globalmente.
Assim, para o semi-plano positivo x > 0 e a determinac¸a˜o habitual do
arctg , a inversa C∞ de f e´ (ρ, θ) = f−1(x, y) = (
√
x2 + y2, arctg y
x
).
Como se sabe, det Jac f−1 = det (Jac f)−1 = (det Jac f)−1 = 1
ρ
= 1√
x2+y2
.
2) A func¸a˜o inversa de (s, t) = f(x, y) = (2tg x + 3, y senx), para x ∈
]− pi
2
, pi
2
[, y ∈ R, e´ dada por
(x, y) = f−1(s, t) =
(
arctg
s− 3
2
,±t
√
4 + (s− 3)2
s− 3
)
,
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com + para s > 3, t ∈ R e com − para s < 3, t ∈ R.
f e´ de classe C∞ no seu domı´nio. Como bem se veˆ, na˜o e´ invert´ıvel sobre
a recta x = 0 contida no plano.
3) a) A matriz [
∂uφ1 ∂vφ1
∂uφ2 ∂vφ2
]
=
[
eu − y 0
veu + 3 eu − y
]
tem determinante e2u−y2. Enta˜o no aberto {(x, y, u, v) ∈ R4 : e2u−y2 6= 0},
o teorema da func¸a˜o impl´ıcita pode ser aplicado. Basta seguir o que diz o
teorema.
b) Agora temos{
∂xφ1 = 0
∂xφ2 = 0
≡
{
eu ∂u
∂x
− y ∂u
∂x
+ 2x = 0
∂v
∂x
eu + v ∂u
∂x
eu + ∂v
∂x
y + 3∂u
∂x
= 0
.
No ponto (x0, y0, u0, v0) = (0, 2, 0, 0), temos{
∂u
∂x
− 2∂u
∂x
= 0
∂v
∂x
+ ∂v
∂x
2 + 3∂u
∂x
= 0
.
Logo ∂xu = ∂xv = 0 no ponto (0, 2).
c) Tambe´m resulta em ∂yu = ∂yv = 0 no ponto (0, 2).
4) a) Na˜o e´ poss´ıvel: teria de ser 2xy − (g(s))2 = (x + y)s. Enta˜o, por
exemplo derivando em ordem a x, viria 2y = s, o que e´ absurdo por serem
varia´veis independentes.
b) Temos em equac¸a˜o 2xh1(s, t) − (h2(s, t))2 = 2tg t(x sen s − 14sen 2t).
Derivando em ordem a x, vem h1(s, t) = tg t sen s. Logo (h2(s, t))
2 =
2tg t 1
4
sen 2t = sen t
cos t
sen t cos t, pelo que podemos tomar h2(s, t) = sen t.
5) Podemos usar a expressa˜o f(x1, . . . , xn) =
∑k
α=1(x1 − Zα,1)2 + · · · +
(xn − Zα,n)2. Mas vamos tentar manter a notac¸a˜o vectorial.
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E´ claro que f(x) =
∑k
α=1〈x− Zα, x− Zα〉. Os pontos cr´ıticos sa˜o dados
pelos zeros do diferencial:
df(x)(v) =
∑
α
〈v, x− Zα〉+
∑
α
〈x− Zα, v〉 = 2
∑
α
〈v, x− Zα〉
Enta˜o df(x0) = 0 se e so´ se
∑
α(x0 − Zα) = 0. Ou seja kx0 =
∑
α Zα. E´
claro que se trata de um ponto onde f tem valor mı´nimo, pois o problema e´
geome´tricamente o´bvio.
Mas tambe´m podemos calcular a hessiana: ∀x ∈ Rn, temos d2f(x)(u)(v) =
2k〈v, u〉. A sua matriz e´ 2k1n. Enta˜o todos os determinantes principais sa˜o
positivos, logo f na˜o tem ma´ximo, so´ mı´nimo. (Tal ponto x0 designa-se por
centro de massa de Z1, . . . , Zk.)
6)
a) O ponto cr´ıtico e´ 1
a+b+c
(a, b, c/2). Escrevendo z = 1−x−y
2
e estudando a
func¸a˜o g(x, y) = xaybzc descobrimos a hessiana, pondo  = a+ b+ c− 2,
H =
aa−1bb−1cc−1
2c(a+ b+ c)
[ −(a+ c)b ab
ab −(b+ c)a
]
(ao derivar segunda vez, pode-se simplificar as contas sabendo que so´ nos
interessam os pontos cr´ıticos). A sucessa˜o dos determinantes principais
tem os sinais de 1,−(a+ c)b, a2bc+ ab2c+ abc2. Concluimos que o ponto
cr´ıtico e´ um ma´ximo.
b) O extremo aparece com as medidas 2x = 2y = z = 3
√
4V . E´ um mı´nimo.
c) A func¸a˜o de a´rea e´ A(x, y) = (a
2y2+b2x2)2
2a2b2xy
. O mı´nimo e´ assumido no ponto
(x, y) = ( a√
2
, b√
2
) onde a a´rea enta˜o vale ab.
d) Ma´ximo em (x, y, z) = (log 1
2
,− 3
√
1
2
,−2 3
√
1
2
− 1).
e) Ma´ximo 1 nos pontos (3pi
4
+ kpi, pi
2
+ 2kpi), k ∈ Z. Mı´nimo −1 nos pontos
(pi
4
+ kpi, 3pi
2
+ 2kpi), k ∈ Z.
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f) A func¸a˜o a minorar e´ x2 + y2 + z2 (se formos minorar a norma euclideana
temos de incluir a ra´ız quadrada, mas na˜o e´ necessa´rio - isso so´ complica
as contas). Trata-se enta˜o de estudar os extremos condicionados de
F (x, y, z) = x2 + y2 + z2 + λ(3x2 + y2 − 3) + µ(z − ax) .
Descobre-se enta˜o: se a2 > 2, o mı´nimo 3 esta´ em (0,±√3, 0). Se a =
±√2, enta˜o o mı´nimo 3 esta´ sobre a curva, ou seja f e´ constante sobre a
curva. Se a2 < 2 enta˜o mı´nimo 1 + a2 e´ obtido em (±1, 0,±a).
g) Ma´ximo em (2, 0) e mı´nimo em (−6
5
, 8
5
).
7) Fazendo a substituic¸a˜o xi = y
n
i , queremos encontrar o ma´ximo global
de
f(y1, . . . , yn) = y1 · · · yn − y
n
1 + · · ·+ ynn
n
.
Primeira resoluc¸a˜o. Considere C > 0 constante e a superf´ıcie de n´ıvel
S = {y ∈ Rn : yi ≥ 0, φ(y) = C} onde φ(y1, . . . , yn) = yn1 + · · · + ynn.
Restringida a S, f tem claramente o valor mı´nimo −C
n
, tomado sobre a
fronteira (quando algum yi = 0). Como S e´ compacto, f tem de ter um
ma´ximo em S. Ora os extremos relativos de f sujeitos a` condic¸a˜o de φ = C
esta˜o na diagonal ∆ = {y ∈ Rn : y1 = . . . = yn}, como veremos.
Derivando em ordem a yi, vemos que os pontos cr´ıticos de F (y, λ) =
F (y1, . . . , yn, λ) = f(y) + λ(φ(y)− C) sa˜o dados pelo sistema de n equac¸o˜es
(ŷi significa que esse factor e´ omisso),
∂F
∂yi
= y1 · · · ŷi · · · yn − yn−1i + λnyn−1i = 0 .
Multiplicando os dois lados por yi, vem
y1 · · · yn = (1− λn)yni , ∀1 ≤ i ≤ n.
Enta˜o y1 = . . . = yn e´ ponto cr´ıtico isolado em S: so´ ha´ uma soluc¸a˜o y1 =
. . . = yn =
n
√
C
n
. Tal ponto esta´ tambe´m na diagonal ∆. Ao longo de ∆ veˆ-se
que f(y1, y2, . . . , yn) = 0 e´ valor ma´ximo.
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Finalmente, resta-nos reparar que todo o ponto P = (p1, . . . , pn) ∈ Rn,
com os pj > 0, ∀j, esta´ nalguma superf´ıcie de n´ıvel de φ — aquela em que
C = pn1 + · · ·+ pnn. Conclui-se que 0 e´ um valor ma´ximo global.
Segunda resoluc¸a˜o. E´ fa´cil encontrar os u´nicos pontos cr´ıticos de f —
esta˜o na diagonal. Na direcc¸a˜o da diagonal, f e´ mesmo constante 0, pelo
que esses pontos cr´ıticos tambe´m tera˜o segunda derivada nula na direcc¸a˜o
da diagonal. Ou seja d2f(y)((1, 1, ..., 1), (1, 1, ..., 1)) = 0, ∀y ∈ ∆. Assim,
para analisar o extremos pela matriz hessiana, teremos em conta que ha´ uma
direcc¸a˜o degenerada.
Resta-nos enta˜o analisar d2f(y)(ui, uj) em base conveniente. Primeiro,
temos ∀i 6= j
∂2f
∂y2i
= (1− n)yn−2i ,
∂2f
∂yiyj
= y1 · · · ŷi · · · ŷj · · · yn.
Sejam, para i ≥ 2, ui = (a, 0, . . . ,−1, 0, . . . , 0) com −1 na entrada i e a =
1+
√
n
1−n . Tem-se (1− n)a2 − 2a+ 1 = 0. Agora, para i, j ≥ 2, y ∈ ∆,
d2f(y)(ui, uj) = a
2∂
2f
∂y21
− a ∂
2f
∂y1yi
− a ∂
2f
∂y1yj
+
∂2f
∂yiyj
=

(a2(1− n)− 2a+ 1)yn1 = 0 se i 6= j
(a2(1− n)− 2a+ 1− n)yn−21 = −nyn−21 se i = j
.
Sendo v = (1, 1, . . . , 1), e´ muito fa´cil ver que v, u2, . . . , un e´ uma base de Rn
(tome-se o determinante). Finalmente a hessiana nas direcc¸o˜es u2, . . . , un
fica:
H = [d2f(y)(ui, uj)] =

−nyn−21 0 0
0 −nyn−21 . . .
. . .
0 −nyn−21
 .
Portanto, da ana´lise dos determinantes principais, veˆ-se que y ∈ ∆ e´ um
ma´ximo local de f . Como f < 0 na fronteira, se houvesse valores positivos
de f , teria de haver pontos cr´ıticos fora da diagonal — o que na˜o e´ verdade.
f ≤ 0 globalmente.
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Folha 6 de Exerc´ıcios de Ana´lise Matema´tica II
♦=dificuldade elevada=exerc´ıcio facultativo
1) Prove que uma curva parametrizada pelo comprimento de arco e´ per-
corrida a velocidade de norma 1. Conclua que a func¸a˜o comprimento de arco
e´ a identidade.
2) Escreva a parametrizac¸a˜o por comprimento de arco e calcule o com-
primento das curvas (i) C ≡ C(t) = 3(cos2 t, sen t cos t, sen t), t ∈ [0, 2pi], (ii)
pi ≡ p(t) = (2t+ 1,√t− 1), t ∈ [0, 2].
3) Deˆ o exemplo de treˆs parametrizac¸o˜es de classe C1 de curvas em R2
ligando os pontos (0, 0) e (1, 2) com a mesma imagem, duas delas na˜o equiv-
alentes a` terceira.
4) Uma campo vectorial F : D ⊂ Rn −→ Rn diz-se central se existe uma
func¸a˜o real f(r), que so´ depende de r = ‖(x1, . . . , xn)‖, tal que
F (x1, . . . , xn) =
f(r)
r
(x1, . . . , xn) .
Mostre que um campo vectorial central pode ser conservativo, ou seja, satisfaz
∂Fi
∂xj
=
∂Fj
∂xi
, ∀i, j.
5) ♦ a) Sejam γ, γ1 duas curvas em D ⊂ Rn, domı´nio de uma func¸a˜o
escalar e cont´ınua f bem como de um capo vectorial. Prove queˆ
γ
fds =
ˆ
−γ
fds ,
ˆ
γ
〈F, dr〉 = −
ˆ
−γ
〈F, dr〉 ,
ˆ
γ
fdx = −
ˆ
−γ
fdx ,
ˆ
γ+γ1
fds =
ˆ
γ
fds+
ˆ
γ1
fds .
b) Mostre que um integral de circulac¸a˜o e´ nulo ao longo de qualquer caminho
fechado em D se e so´ se dados quaisquer pontos A,B ∈ D o integral de linha
e´ independente dos caminhos de A para B.
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6) Calcule:
a) ♦ o comprimento da cardio´ide, curva descrita pela equac¸a˜o ρ = a(1 +
cos θ), θ ∈ [0, 2pi], a > 0 constante, em coordenadas polares (x, y) =
(ρ cos θ, ρ sen θ).
b) o integral
´
γ
ρ dy onde γ e´ a cardio´ide ρ = 2 + cos θ. (Por que na˜o e´ nulo
este integral?)
c) o integral
´
γ
θ ds sobre a espiral de Arquimedes γ ≡ {(x, y) : ρ = aθ, 0 ≤
θ ≤ 2pi} com a > 0 constante.
d) o comprimento da he´lice circular γ ≡ γ(t) = (a cos t, a sen t, bt), 0 ≤ t ≤
2pi com a, b > 0 constante.
e)
´
τ
y√
x2+y2
dx sobre a curva τ ≡ {ρ = 2sen θ : 0 ≤ θ ≤ pi}.
f) o integral
´
γ
x2y dx+ y
√
x dy onde γ e´ o segmento que une (0, 1) a (2, 3).
g) o integral
´
C
y3−2x3y
(x3+y2)2
dx+
x4−xy2+ 3
2
x+ y
x
(x3+y2)2
dy onde C e´ o segmento de para´bola
(x, x2) que une (1, 1) a (3, 9).
h)
´
C
y
x2
dx−( 1
y2
+ 1
x
)
dy onde C e´ a circunfereˆncia de raio 1/2 e centro (1, 1).
i)
´
γ
(x2y +
√
xy)dx+
√
x(y − 2)dy onde γ contorna o quadrado de ve´rtices
(0, 0), (2, 0), (2, 2), (0, 2).
Nota: curvas fechadas no plano sa˜o percorridas no sentido trigonome´trico.
7) ♦ Seja F : D ⊂ R3 −→ R3 um campo vectorial de classe C1. Suponha
que fixamos A ∈ D e que o integral ψ(X) = ´ X
A
〈F, dr〉 e´ independente do
caminho de A para X qualquer que seja X ∈ D. Mostre que
dψ(X)(ei) = 〈F (X), ei〉
ou seja, mostre que existe uma func¸ao ψ tal que ∂ψ
∂xi
= Fi.
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Folha 8 de Exerc´ıcios de Ana´lise Matema´tica II
♦=dificuldade elevada=exerc´ıcio facultativo
1) Calcule:
a)
´ 2
1
´ x2
x
xey dy dx
b)
´ 1
0
´ 3
2
´ 2
−1 6x
2y
√
z dy dx dz
c)
´ 1
0
´ √3−2x2
0
xy2 dy dx .
2) Calcule recorrendo a coorde-
nadas polares ou cil´ındricas:
a)
´
B2(0)
x2y dy dx
b) limr→+∞
´
Br(0)
e−x
2−y2 dx dy
c)
´
[1,2]×B1(0)(y
2−z2)√1 + yz dx dy dz .
3) a) Mostre que a a´rea de um intervalo I ⊂ R2 aumenta em c2 quando I e´
transformado em φ(I) por φ : R2 → R2, φ(x, y) = (cx, cy), com c constante.
Conclua o mesmo para um aberto regular D.
b) Prove que o volume de um cone C(D) ⊂ R3 com base D e altura h e´
V (C(D)) =
1
3
A(D)h
c) Um so´lido de revoluc¸a˜o M em R3x,y,z e´ descrito pelas condic¸o˜es
√
x2 + y2 ≤
f(z) com f : [a, b]→ R+ cont´ınua. Mostre que V (M) = pi ´ b
a
(f(z))2 dz.
4) Inverta a ordem de integrac¸a˜o:
a)
ˆ 3
2
ˆ 2
x
2
3
f(x, y) dy dx b)
ˆ 0
−1
ˆ √1−x2
x+1
f(x, y) dy dx .
5) ♦ Calcule o volume da intersecc¸a˜o do cilindro em R3x,y,z de equac¸a˜o
(x− 1)2 + y2 ≤ 1 com a bola x2 + y2 + z2 ≤ 4.
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6) Calcule:
a)
˝
M
z
M = {(x, y, z) : x, z ≥ 0, y ≥
1, x+ 2y + z ≤ 6}
b)
˜
D
(x2 − x)y
D = {(x, y) : x2+y2−x ≤ 0, y ≤
0}
c)
˜
D
y senx
D = {y2 cosx+ 1 ≥ 0, 3pi
4
≤ x ≤
pi}
d) V (M)
M = {(x, y, z) ∈ R3 : x2 + y2 ≤
z ≤ 3 + 2x}.
7) Calcule o volume dos seguintes
so´lidos delimitados por superf´ıcies
co´nicas (a, b, c constantes):
a) M1 = {(x, y, z) ∈ R3 : x2a2 + y
2
b2
+
z2
c2
≤ 1}
b) M2 = {(x, y, z) ∈ R3 : x2a2 + y
2
b2
−
z2
c2
≤ 1, |z| ≤ 1}
c) M3 = {(x, y, z) ∈ R3 : x2a2 + y
2
b2
≤
z ≤ 1}.
8) Calcule os integrais de linha percorridos no sentido trigonome´trico:
a)
‰
γ
x2y dx+ exy dy
onde γ e´ o quadrado que percorre os ve´rtices (−1,−1)→ (1,−1)→ (1, 1)→
(−1, 1).
b)
‰
τ
2y2 − 1
x+ 1
dx+
3y + x
x
dy onde τ e´ o triaˆngulo (1, 1)→ (3, 1)→ (3, 3) .
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