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ABSTRACT
Validating user tags helps to reﬁne them, making them more use-
ful for ﬁnding images. In the case of interpretation-sensitive tags,
however, automatic (i.e., pixel-based) approaches cannot be ex-
pected to deliver optimal results. Instead, human input is key.
This paper studies how crowdsourcing-based approaches to image
tag validation can achieve parsimony in their use of human input
from the crowd, in the form of votes collected from workers on
a crowdsourcing platform. Experiments in the domain of social
fashion images are carried out using the dataset published by the
Crowdsourcing Task of the Mediaeval 2013 Multimedia Bench-
mark. Experimental results reveal that when a larger number of
crowd-contributed votes are available, it is difﬁcult to beat a ma-
jority vote. However, additional information sources, i.e., crowd-
workerhistoryandvisualimagefeatures, allowustomaintainsimi-
larvalidationperformancewhilemakinguseoflesscrowd-contributed
input. Further, investing in “expensive" experts who collaborate to
create deﬁnitions of interpretation-sensitive concepts does not nec-
essarily pay off. Instead, experts can cause interpretations of con-
cepts to drift away from conventional wisdom. In short, validation
of interpretation-sensitive user tags for social images is possible,
with “just a little help from the crowd."
Categories and Subject Descriptors
H.3.3 [Information Search and Retrieval]: Information Filtering
General Terms
Algorithms, Performance, Experimentation
1. INTRODUCTION
User tagging has played an important role in the rise of social
image sharing on the Internet. Tags assigned by users make it pos-
sible to ﬁnd images or to browse large image collections. However,
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users’ tagging patterns vary widely, and are dependent on the mo-
tivations and incentives that drive tagging behavior within a par-
ticular tagging system [9]. Automatic approaches exploiting pixel
processing have been proposed to address the social image labeling
challenge, e.g., [19, 21]. These approaches have made an impor-
tant contribution, but have not solved the problem of improving the
reliability of human-contributed tags. Ultimately, humans them-
selves remain the best source of human-interpretable descriptions
of images [12].
In this paper, we investigate how crowdsourcing can best con-
tribute to reﬁne labels that describe the depicted content of social
images. We tackle two image labeling tasks, validating whether or
not an image is related to the domain of clothing and fashion, and
validating which type of clothing item or fashion accessory it de-
picts. These two tasks are chosen because they are interpretation-
sensitive, meaning that there is no absolute deﬁnition of what con-
stitutes a fashion image, or a fashion image depicting a particular
item or accessory. Instead, humans must interpret these concepts
in order to apply them to images. Image retrieval systems that ex-
ploit tags build on the assumption that user tagging behavior will
match user search behavior, as pointed out by [14]. For this rea-
son, interpretation-sensitive tags are potentially very useful to sys-
tems. The challenge is not in making user-contributed tags consis-
tent with each other, but rather, making them more reliable.
Interpretation-sensitive image labeling tasks are understudied in
the literature, because automatic image classiﬁcation techniques
require visual consistency in order to function well. The interac-
tion between interpretation-sensitive labels and automatic content-
based labeling techniques is complex, as described, for example,
by [4]. Here, we take the view that visual consistency should not
be a factor in validating tags, but instead, we turn to human input
in the form of crowdsourcing.
The key difference between the original user-contributed tags
andthecrowd-basedvalidationofthosetagsisincentivization. Users
contribute tags in support of goals within the social image sharing
setting. In contrast, crowdworkerscontribute validationsoftags be-
cause it is their primary goal. Here, we deﬁne crowdsourcing as the
work that is carried out in microtask markets, e.g., online platforms
such as Amazon Mechanical Turk, that offer crowdworkers a re-
ward in exchange for carrying out a small amount of work. The in-
centivization mechanisms of crowdsourcing platforms allows them
to deliver human input on demand. The disadvantage of crowd-
sourcing platforms is that crowd input is costly and is of uneven
quality. In this paper, we tackle the issue of how human input can,
even in the face of uneven quality, be used parsimoniously in orderto reﬁne labels that describe the depicted content of social images.
The paper arose out of observations that we made in the Crowd-
sourcing Task of the MediaEval 2013 Multimedia Benchmark [7].
In this task, a number of different research groups tackled the prob-
lem of how to combine multiple votes collected from a crowdsourc-
ing platform into one high-quality validation of an image label. In
the course of this research, we repeatedly made the observation
that investing more resources into collecting human input did not
always increase the quality of results. Speciﬁcally, we came to two
insights, that form the major contributions of this paper: First, ex-
ploiting information from other sources makes it possible to “get by
with just a little help from the crowd workers on the crowdsourc-
ing platform". Second, although intuitively it seemed like a sureﬁre
solutiontoinvestinasetofexpertswhocouldconsulttocreate“ab-
solute deﬁnitions of labels, our “expensive experts"Â˘ AÂ´ Z drifted
away from conventional interpretations of the images. Including
their votes caused performance to deteriorate. In sum, the added
value of this paper is a systematic demonstration that more is not
necessarilybetterwhenitcomestousingcrowdsourcingtoimprove
the reliability of interpretation-sensitive tags for social image.
The rest of the paper is organized as follows, in the next section
we discuss the background of this research including related work
and the data set used by the benchmark task. Then, we discuss the
label validation experiments that led to each of our insights, and
end with a conclusion. Note that the novelty of this paper is not
so much the speciﬁc nature of the approaches that we take to label
aggregation and validation, but rather that it presents evidence that
for a wide range of approaches a common insight applies, i.e., in-
discriminately investing more resources is not an optimal approach
to interpretation-sensitive image labeling.
2. BACKGROUND
2.1 Related Work
The basic problem of how to take judgements gathered from the
crowd and aggregate them into a single high-quality judgement is
referred to as computing crowd consensus. Many techniques have
been developed for computing ofﬂine crowd consensus, and an ex-
cellent overview as well as reference implementations is offered
by the SQUARE task framework [15]. The approaches that we
use in this paper model the overall work of crowdworkers (history-
based approach) and also model the work of crowdworkers in con-
junction with image difﬁculty (Nominal Label Extract [10]). Note
that approaches exist that model even further dimensions of crowd-
worker performance [17]. However, for the purpose at hand, these
approaches serve as good representations of crowd consensus ap-
proaches. Other related work involves hybrid automatic/human ap-
proaches to multimedia. An entry to this topic is provided by the
frameworkpresentedbyBozzonetal.[1]. Also, workcarriedoutin
the area of assistive tagging, surveyed in [16], combines automatic
and human image labeling. Here, we choose a simple yet elegant
approach that is representative of approaches that combine visual
image features with votes collected from the crowd.
Other work on image labeling has encountered interpretation-
sensitivity or differences in crowd interpretations [3, 4], but in gen-
eral does not actively embrace it. For any given image, human
judges must consider both the visual content of the image, and also
their understanding of the real world. For many areas, judges will
share a common stable understanding of the world. Image label-
ing tasks in these areas are not considered interpretation sensitive.
However, a concept such as fashion is open to different interpreta-
tions. It clearly includes some, but not all images of people wearing
clothing. Different images give different impressions of whether
that clothing is worn consciously, or incidentally. For this reason,
whether or not an image is considered fashion is subject to inter-
pretation. Such interpretations cannot be considered “personal" or
“individual" perspectives, since a large amount of consensus does
exist; however, the consensus falls short of being universal [5]. Our
work on interpretation-sensitive image labeling tasks comes to a
different conclusion that work focusing on image labeling tasks for
which the common understanding of the world is less subject to in-
terpretive variation. For example, [11] ﬁnds that the crowd is able
to reproduce the labels generated by experts in the lab. In this pa-
per, experts who consult with each other are shown to diverge from
the conventional wisdom of the crowd, which, we argue, may ulti-
mately be more useful in a social image search application.
2.2 Data set and task
The two label validation tasks are deﬁned on a set of fashion-
related images collected from the Flickr
1 photo-sharing platform.
This data set, referred to as the “Fashion 10000 dataset”, is a pub-
licly available data set containing nearly 32K social images col-
lected from Flickr with Creative Commons licenses. The data set
was used in the Mediaeval 2013 Crowdsourcing task [7] and is de-
scribed further in [6]. Example images are shown in Figure 1. The
images are collected via a set of fashion-related keywords which
queried over Flickr. Each image is labeled with a fashion cate-
gory (e.g., ‘dress’, ‘trousers’, ‘tuxedo’). The name of the fashion
category of the image is the keyword that was used to retrieve the
image from Flickr at the time that the data set was collected. The
retrieval was constrained such that the keyword was required to oc-
cur in the tag set of the image, and for this reason, corresponds to a
user-assigned image tag [7].
Although users have tagged images with fashion words, not all
images are relevant to fashion or clothing. The ﬁrst labeling task
is to determine whether or not an image is truly related to fashion
or clothing (+/- Fashion). The second labeling task is to deter-
mine whether or not the fashion category of the image correctly
characterizes its depicted content (+/- valid-cat.). Three
sources of information can be exploited to infer the correct label
of an image: a) a set of ‘crowd votes’ which are annotations col-
lected from Amazon Mechanical Turk crowdsourcing (AMT) plat-
form with a basic quality control mechanism (three votes are pro-
vided for each label on each image), b) the metadata of the images
(such as title, description, comments, geo-tags, notes and context),
and c) the visual content of the image. In this work we developed
various algorithms that rely on these different sources of informa-
tions. The input from crowd workers for each of the two task can be
either ‘yes’, ‘no’ or ‘not sure’. However the ultimate output of the
labeling tasks are to predict a binary label, i.e., the ﬁnal estimated
label should be either ‘yes’ or ‘no’ [7].
A subset constituting 20% of the overall data set, containing
6262 images, was selected for testing purposes. This subset was
annotated with addition crowd input collected from AMT using a
state-of-the-art quality control mechanism [7]. For each image and
each label, three high quality votes were collected. A majority vote
is used to aggregate the three high quality votes to create high-
ﬁdelity label validation ground truth that are used for evaluating
the experiments.
3. LESS LABELS LITTLE LOSS
In this section, we present two different approaches that com-
bine crowd-contributed input and additional information sources to
validate image labels. The ﬁrst exploits worker history, and the sec-
ond is a hybrid human/automatic approach that makes use of visual
features.
1www.ﬂickr.comFigure 1: Sample images from the Fashion 10000 [6] dataset. Some images might be irreverent to fashion. Detecting whether an
image is related to fashion or not is a typical interpretation-sensitive task which can beneﬁts from the power of crowdsourcing.
3.1 Incorporating Worker’s History
The history algorithm uses a modiﬁed version of the EM algo-
rithm introduced in [2] to assess worker reliability and hidden la-
bels. The aggregated crowd label of an instance i corresponds to
L
i
crowd (i.e. Yes or No). L
i
crowd is computed by aggregating the in-
dividualworkerlabelsL
i
u 2 fY es;Nog. Theworkerconﬁdenceis
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The probability of an instance being labeled as negative is obvi-
ously p
 
i = 1   p
+
i . We will refer to the p
+
i and p
 
i as computed
by using either method as aggregated soft labels. The ﬁnal ag-
gregated hard label assigned by the crowd is given by comparing
the difference between the positive probability and the negative one
L
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The conﬁdence in a worker is deﬁned as:
C
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The above worker conﬁdence values are calculated based on the
ﬁnal aggregated hard labels using the following equations:
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Model P/N Discrimination +/- Fashion +/- Valid-cat.
3-workers N 0.9103 0.8393
3-workers Y 0.9056 0.8355
Majority Voting baseline 0.9053 0.8358
1-worker-only N 0.8970 0.8121
1-worker-only Y 0.8890 0.8155
One-worker-only baseline 0.8638 0.7795
Table 1: Performance of the 3-worker and 1-worker history-
based approach compared to two baselines. The history-based
approach loses performance when only one worker is used, but
the drop is minimal compared to the drop between the base-
lines.
fnu =
X
i
I(L
i
u = No)  I(L
i
crowd = Y es) (9)
The algorithm uses the E step to compute the aggregated crowd
labels, and the M step to update the worker conﬁdences.
Toevaluatethehistory-basedapproachbasedonalimitedamount
of crowd input (i.e., one worker annotation), we introduce a varia-
tionofthismethodwhichrelyonlyononecrowdvote. Thismethod
evaluates worker conﬁdence using a training set and chooses the
vote of the worker associated with the highest conﬁdence. This
scenario corresponds to the situation where we have three votes
available in the training data, and in order to validate the image la-
bel we can choose among three workers, one worker from whom
we can request input. We select the worker who was the best on the
training data and use that worker’s vote. The worker’s conﬁdence
is calculated in the same way that described in the previous section
using Eq. 5.
We evaluated the performance of the history algorithms in two
different scenarios. In the ﬁst scenario we use all the three avail-
able votes while in the second scenario we use the one-worker-only
model. The performance of the two scenarios on the test set based
on the F1 score are presented in Table 1. The F1 scores for both of
the labels (i.e., +/- Fashion and +/- valid-cat) are cal-
culated separately. Both scenarios are tested based on whether or
not there should be discrimination between the positive and neg-
ative conﬁdences. The three workers cases are compared with a
majority voting baseline and the one-worker-only cases are com-
pared with a baseline which is calculated only using one worker.
To calculate this baseline we assume that the input is contributed
by only by one worker: the vote of the ﬁrst worker who carried out
the task is taken to be the ﬁnal label.
As the results in Table 1 show, the performance of the three-
workers case for the no-discrimination scenario is slightly better
than the majority voting baseline. On the other hand, the per-
formance of the one-worker-only scenarios are considerably bet-
ter than one-worker-only baseline while they are very close to the
three-workers cases. Indeed with loss of almost 2% of the F1 forboth labels, the task can be done by only one worker resulting in
less costs for the crowdsourcing task.
3.2 Visual-Based Methods
The general idea of visual-based algorithms are to use the visual
features of the images. The classiﬁcation itself is based on a search-
based approach developed with the LIRE Framework [8]. A similar
technique was used in [20]. The classiﬁer is trained with a training
set which has a high ﬁdelity ground truth generated from expert
annotations.
UsingLIREweextractedtheglobalfeaturesCEDD,FCTH,JCD,
PHOG,EdgeHistogram, ColorLayout, Gabor, Tamura, Luminance
Layout, OpponentHistogram, JPEGCoefﬁcientHistogramandScal-
able Color (which are described and referenced in [8]). On these
features feature selection is applied to select the features with the
highest information gain. The selected features then are used for
feature combination. This combination is performed as late fusion.
That means that, at ﬁrst each feature is used to classify a query
image. In the next step these decisions are combined to a overall
classiﬁcation. The classiﬁcation is performed as a search where
the to classify image is the query. For each query a ranked list of
similar images is returned. Based on the classes of these images
the algorithm decides which class should be assigned to the query
image. The visual classiﬁer therefore predicts the class label for
image i as:
L
i
visual = argmax
c2fyes;nog
fSi(c)g (10)
where Si(c) indicates the class score of class c for when image i in
the test is used as query and is deﬁned as:
Si(c) = jcj:
X
j2fjjClass(j)=cg
Ri(j)
 1 (11)
where Ri(j) indicate the rank score of image j in the set of re-
trieved images.
Since visual features alone might not be strong enough to pre-
dict the interpretation sensitive class labels, we also explored two
additional scenarios where combine crowd votes with visual fea-
tures. In the ﬁrst scenario, the workers conﬁdence are calculated
in a similar way as history-based method and the ﬁnal label is pre-
dicted with a late fusion method using random forest classiﬁer [13].
In the second scenario, only the vote of the ﬁrst worker who sub-
mit the task is considered. This vote is also combined with visual
features with the similar late fusion manner.
Table 2 lists the F1 score of visual-only approach compared with
the two crowd-incorporated approaches. The results show that the
visual-only method does not perform well on both labels. How-
ever, when the visual classiﬁer is combined with crowd votes, the
performance improves signiﬁcantly. Interestingly, similar to the
history-based approaches, very close performance can be achieved
with only one crowd vote when they are combined with visual fea-
tures. This result also suggests that efﬁciently exploiting crowd
votes can compensate for having less annotations available.
4. WARPEDWISDOMOFEXPENSIVEEX-
PERTS
In this section, we address the question of how to best use addi-
tional resources available to collect human judgements. Intuitively,
it would appear that the problem of tag validation can be solved
if we simply contract a group of expensive experts to consult with
each other and arrive at agreement on how to validate the user tags.
Model +/- Fashion +/- Valid-cat.
Visual-only method 0.6969 0.2438
Visual + 3 crowd votes 0.9046 0.7955
Visual + 1 crowd vote 0.8946 0.8291
Dominant class baseline 0.7832 0.7403
Majority Voting baseline 0.9053 0.8358
One-worker-only baseline 0.8638 0.7795
Table 2: Performance of the visual-only approach compared
with two hybrid visual-crowd methods.
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Figure 2: The nominal label extract generative model, incorpo-
rating per-item difﬁculty and per-worker reliability
The experiments in this section use a model called Nominal La-
bel Extract (NLE). Like the history-based model, this model in-
corporates information about the user past performance in terms of
a per-worker conﬁdence, but also additionally also incorporates in-
formationonper-imagedifﬁculty. Exploratoryexperimentsdemon-
strated that this model does not work well when only one worker
annotation is available per image (intuitively, it is rather hard to es-
timate the difﬁculty of an image from a single vote). Rather, the
strength of NLE lies in cases where more annotations are available,
such as discussed here.
The NLE model, illustrated by the plate diagram in Figure 2,
originated from work by Mineiro [10] and extends the model of
Whitehill et al. [18] by incorporating a hierarchical Gaussian prior
on the elements of the confusion matrix (the  hyper-parameter in
the ﬁgure). The model assumes an unobserved ground truth label
z combines with a per-worker model parametrized by vector  and
scalaritemdifﬁculty togenerateanobservedworkerlabell foran
image. The hyper-parameter  moderates the worker reliability as
a function of the label class. The model parameters are learnt using
a ‘Bayesian’ Expectation-Maximisation algorithm. For our experi-
ments with this model, we used the NLE implementation published
by Paul Mineiro
2 with uniform class priors. Note that the software
was applied to data from each of the two labels separately. This
model is unsupervised, so it can be applied directly to the test data,
however, it can also be used in an extended semi-supervised fash-
ion by ﬁtting the model using the entire dataset of training and test
data together. Applying it to the entire dataset implies higher cost
(more labels are used, and thus had to be collected). Intuitively, one
mightexpectthatusingboththetestingandtrainingdatashouldim-
prove the ﬁt of the model (more data is available for each worker),
however, the additional data makes virtually no difference in our
experiments.
In order explore the behavior of the model under the availability
of more votes, extra votes were collected in two ways: Firstly, we
randomly selected 1000 images from the test set and had them an-
notated by two reliable experts. The two experts ﬁrst annotated the
2http://code.google.com/p/nincompoop/
downloads/Model +/- Fashion +/- Valid-cat.
NLE 0.9055 0.8397
NLE + additional experts 0.8719 0.8445
NLE + additional non-experts 0.9061 0.8372
Majority Voting baseline 0.9053 0.8358
Table 3: Performance of the Nominal label extract (NLE)
method compared with the situation where additional expert
and non-expert annotations are collected. Only the test data is
used for these experiments.
data independently, arriving at agreement in 671 cases (across both
questions). For the images they did not agree on for either ques-
tion, they collaboratively came to a decision about the ‘true’ vote
for both questions. The relatively low-level of initial agreement be-
tween the experts is an indication of the interpretation-sensitive na-
ture of the labeling task being performed (especially with respect to
+/- Fashion label). Secondly, for the images in the entire data
set (both test and training) that were assigned at least two ‘not sure’
votes by crowdworkers, we gathered more responses through addi-
tional crowdsourcing using the CrowdFlower
3 platform. In total we
gathered additional of 824 responses over 421 images from this ex-
tra crowdsourcing task. Table 3 shows the effect of these additional
votes on the F1 scores, with aggregation using the NLE algorithm.
In the case where expert votes were used, the additional votes were
used to clamp the model at the respective images in order to obtain
a better ﬁt.
The results in Table 3 indicate that although the performance
of the prediction can be improved slightly when additional non-
expertvotesareadded, butinterestinglyadditionalexpertvoteshurt
the performance for +/- Fashion label and improve the +/-
valid-cat. label slightly.
In order to understand how expert votes could hurt the image
label validation performance, we did a hand analysis of cases in
which the experts and the general crowd did not agree with each
other. Three sample cases are shown in Figure 3. We noticed that
the experts had a narrower range of images that they considered to
reﬂect fashion than non-experts; in particular, experts considered
that clothing worn for a particular function should not be consid-
ered fashion. In the image on the left, a man wearing a diving suit
is shown. In the image in the middle, a group of religious devo-
tees is pictured. The clothing that the people are wearing is part
of what they are doing in the picture. In other words, the people
in the picture could be argued not to have “chosen" their clothing.
The experts do not consider clothing in this situation to count as
fashion, but the crowd is more liberal. The most general assump-
tion about the world is that “anyone can wear anything anywhere"
(for example, to a costume party), and if Web users searching for
fashion inspiration make this assumption, then the crowdworkers
and not the experts should be considered right. The image on the
right shows fabric. Here, the experts considered the image to be
related to fashion (since fabric is the ﬁrst step in making a fashion
item), but the crowdworkers did not. Again, if Web users searching
for fashion want to see something that can be worn, then the inter-
pretation of the crowd should be considered right. Note that we do
not claim that the general crowd necessarily applies the same inter-
pretations as Web users searching for images. Rather we point out
that our experiments reveal evidence that experts consulting with
each other do not necessarily contribute valuable votes, since they
might drive interpretations away from the ones that are ultimately
most useful.
5. CONCLUSION
3http://crowdflower.com
Figure 3: Sample images from the test set for which experts
and general crowdworkers disagree on whether or not they are
fashion images.
In this paper, we have presented approaches demonstrating how
human input collected from a crowdsourcing platform can be used
parsimoniously in order to validate, and thus improve user tags.
The result is better descriptions of social images, which ultimately
transfers into improved search and browsing of social image col-
lections. We focus on the fact that crowdsourcing is expensive
with respect to automatic approaches and ask the question how we
can beneﬁt from crowdsourcing, while calling as little as possible
on the crowd. Our ﬁnding have revealed that additional informa-
tion sources can often compensate for crowdworker input, and that
good validation performance can be achieved with only “a little
help from the crowd". Further, we have observed that experts col-
laborating arrive at understandings of concepts that differ consider-
ably from the conventional wisdom of the crowd. If tags are to be
used to support image search that serves general user demographic,
the effort of experts invested in making tags more consistent could
ultimately be detrimental to the reliability of image tag validation.
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