We calculate in detail the Renyi entanglement entropies of cTPQ states as a function of subsystem volume, filling the details of our prior work [Nature Communications 9, 1635 (2018 ], where the formulas were first presented. Working in a limit of large total volume, we find universal formulas for the Renyi entanglement entropies in a region where the subsystem volume is comparable to that of the total system. The formulas are applicable to the infinite temperature limit as well as general interacting systems. For example we find that the second Renyi entropy of cTPQ states in terms of subsystem volume is written universally up to two constants,
Introduction
The notion of entanglement has become popular these days as a common language over physicists in the fields of high-energy, condensed matter, and quantum information [1] [2] [3] [4] . One useful measure of entanglement is the entanglement entropy, which quantifies the quantum correlation of one subsystem with its compliment. The entanglement entropy of the ground state of locally interacting systems is known to obey an area-law, where the quantity grows as O(C d−1 ) + log-corrections, where C is a typical length scale of the subsystem and d is the spatial dimension of the system (for a review see [5] and references therein). Incidentally, this has an explanation in terms of the gravity dual of the theory, called Ryu-Takayanagi formula [1, 6, 7] . The entanglement entropy of excited states, however, behaves differently -when the subsystem volume is small compared with the total volume, it follows a volume-law, meaning the entropy grows in proportion to the subsystem volume, i.e., grows as O(C d ) [8] . This is roughly because one needs to specify the field configuration of the whole space, as compared with the entangling surface only for ground states, to determine the entanglement degrees of freedom. In other words, considering excited states, one has to take the thermal entropy of the subsystem itself into account. Therefore, at small subsystem sizes, the thermal effect evades the quantum effect.
How does the entanglement entropy of excited states behave when the subsystem volume is not necessarily small -Can one recover the information of the quantum effect in that way? In particular, what will be the deviation from the volume law when the subsystem volume is almost half the total volume of the system? These questions are very much worth asking as their answer should fully characterise the entanglement entropy for any subsystem sizes, in comparison to the "volume-law", which is a statement about the entanglement entropy for small subsystem sizes and only teaches us the thermal information about the system. To answer these questions, we have to calculate the entanglement entropy against subsystem volume as a functional formthis graph is called the von Neumann/n-th Renyi Page curve for von Neumann/n-th Renyi entanglement entropy. In the monumental work [9] published in 1993, Don N. Page derived the von Neumann Page curve of random spin-1/2 systems:
where L and is the number of total spins and the number of spins the subsystem contains, respectively. As the Hamiltonian of the random spin system is given by H = 0, this gives the form of the Page curve for any systems at infinite temperature (β = 0). Note that from here one can recover the volume-law for the random spin system, whose coefficient is given by ln 2. This is just the thermal entropy of the system at infinite temperature. Also, you can see that when the volume of the subsystem is comparable to that of the entire system, the entanglement entropy deviates from the above volume law. It even starts decreasing when the subsystem volume is larger than half the total volume, and eventually vanishes when the subsystem is as large as the entire system (See Fig. 3 .1.2 for a similar plot for the second Renyi entropy). This result is important as it qualitatively solves the Black Hole information paradox, considering the subsystem as Black Hole radiation and the compliment as the remaining Black Hole [10, 11] . A similar structure for states after a quench was observed in the context of Black Hole formation/evaporation in [12] . Still, one has to consider finite-temperature systems to sharpen the understanding towards Black Hole information paradox. More importantly, but related, the entanglement entropy of excited states also appears in the context of thermalization [13] [14] [15] [16] [17] [18] . A quantum pure state in a scrambled system thermalises using its own subsystem as a thermal bath, and the quantum entanglement substitutes the role of the thermodynamic entropy [19] [20] [21] as it reaches the equilibrium. Such an effect and the system's entanglement/Renyi entropy is already observed in experiments using ultra-cold atoms [22] . This is the reason why the theory is needed which can generally characterize the subsystem volume-dependence of the Page curve in general interacting systems which are fast-scrambled. In general interacting systems, however, it is usually difficult to perform a generic computation applicable to a large class of theories. Even in this case where we restrict attention to fast-scrambled systems, they usually lack simple universal characterizations. The characterization is believed to be made by using out-of-time-order-correlators (OTOCs) [23] , but it still is difficult enough to apply such diagnosis to the problem in question.
Considering the above situation, we set out to compute the calculation of the entanglement entropy using canonical thermal pure quantum (cTPQ) states. 1 These states, first introduced in [26] , are known to be a set of typical random states with same macroscopic variables. The expectation values of any local operators distribute around thermally averaged values of those operators, with their variances exponentially small as the total volume of the system grows. One advantage of this method is that it is computationally easy to extract information about physical observables. The expectation value can just be extracted by averaging over random variables, or further, if you pick one random state in a collection of cTPQ states, the value of an observable you get is exponentially close to the one you might have got for the thermal expectation value of the observable.
We will first try to expand [9] and calculate the n-th Renyi Page curve of the random spin system, and then compute it for general interacting systems at finite temperature. Especially the second Renyi Page curve and prove that it behaves universally up to two constants (one for the offset of the entropy, and the other for the slope of the volume-law). We also compute the von Neumann Page curve by taking a limit of the Renyi index n → 1. The readers are refereed to our previous work [24] for uses and numerical evidences that back up this result -we conjectured that the preciseness of the fit of our formula to the actual Page curve constitutes the diagnosis for fast-scrambled systems.
The plan of the paper is as follows. In Section 2, we fix the notation and briefly review some of the properties of Page curves. In Section 3 we calculate the n-th Renyi Page curves of the random spin system for any n and prove that the von Neumann 1 There are two classes of TPQ states, canonical and micro-canonical type, and our previous paper [24] and this work uses the former, while [25] (appeared on the same day as [24] ) used the micro-canonical type.
Page curve, obtained by taking n → 1 matches with the previous result by Page, (1.1) [9] . In Section 4, we expand the previous section's result to general interacting systems at finite temperature using TPQ states. We especially focus on the second Renyi Page curve and stress that its form is determined by two constants which can be fitted with numerical data. We also compute the von Neumann Page curve by taking a limit of n → 1. In Section 5, we present an example to back up our formula.
2 Notations and properties of Page curves
Notations
Let us consider a general lattice system Σ with L spins. We only consider s = 1/2 spins in this paper for simplicity, so that the dimension of the Hilbert space 
By using the notations above, the reduced density matrix on subsystem A constructed from the density matrix ρ on Σ is defined as
and by using this, the n-th Renyi entanglement entropy is defined via
The von Neumann entanglement entropy is defined as
and can be calculated by performing an analytic continuation of S n and by taking n → 1:
Properties of Page curves
A Page curve is a graph of entanglement entropy plotted against the subsystem volume, . The entanglement entropy is indeed shape-dependent in general [27] , but understand this statement as we have agreed upon one way of choosing the subregion shape. We hereafter call S A n ( ) as the n-th Renyi Page curve and S A ( ) = S A 1 ( ) as the von Neumann Page curve. Additionally, note that S B ( ) denotes the entanglement entropy traced over A (i.e., S B = − tr B (ρ B ln ρ B )) when B contains spins. Here after we will omit the superscript A when there are no confusions.
Let us now list a few properties of entanglement entropy and Page curves.
• The Page curve is symmetric under subregion-subregion interchange.
-If ρ is pure, it holds that S A n = S B n because of the triangle inequality. -If the system is translational invariant, it follows that S A n ( ) = S B n ( ). -Combining the statements above, we have S A n ( ) = S A n (L − ).
• For any typical excited states at temperature β the Page curve follows a volume law, S n ( ) = s × + (subleading terms), where s is a constant which is dependent on β. Note that this, modulo subleading terms, should coincide with the Page curve calculated from ρ = e −βH / tr e −βH , the Gibbs ensemble in the limit L → ∞ with fixed , which is a consequence of canonical typicality [28] [29] [30] .
• For random spin system, the above subleading term is known to be of order O(1) [9] . The extension of this to general interacting systems is the main topic of this paper.
3 Calculation of the entanglement entropy of the random spin system
Calculation of the von Neumann (entanglement) entropy and the second Renyi (entanglement) entropy of the random spin system is already done in [9] and [31] . We mainly follow the latter work to expand this calculation to n-th Renyi entropy. We will also check if this result is consistent with the von Neumann entropy given in the former. 
Calculation of the n-th Renyi entropy

Random pure state
Let us consider the spin system Σ with L random spins. We divide the system up into two pieces as in Section 2. Following the notations there, general wavefunctions of the system can now be written as
We call this a random pure state, where we take c * , * to be uniformly distributed on a unit sphere in C d .
Calculation of tr A ρ n A
By straightforward calculation, we obtain
whose cyclicity of the index we represent by the diagram below: In a region where 2 and 2 m are much greater than 1 (note that 2 /2 m could be of order 1), at leading order in d-scaling only relevant contractions of the graph are such that we contract every link just once and that there is no loop in the resulting diagram. The contribution from one resulting diagram will be equal to d
B × |c| 2 · · · |c| 2 when the resulting number of white and blue dots, respectively, is n A and n B , where n A + n B = n + 1. We hereafter call those diagrams as diagrams of the order n A . Now, what is the number of diagrams of the order n A for general n and n A ? This number is the same number as you might have got if you counted the number of non-crossing partitions of {1, 2, . . . , n} of the rank n A , meaning you divide them up into non-crossing n A pieces. This number is already known as Narayana number [33] , denoted N (n, n A ), which is defined by N (n, n A ) = 1 n n n A n n A − 1 . We get, by using this notation, the following; 
This means that the n-th Renyi entropy of the random spin system approximately follows a volume law ( ln 2) when the subsystem A is small, which is then rounded off by the second term as A gets bigger. Especially when A makes up half the volume of the total system, i.e., when
where C(n) is the Catalan number [33] , defined by C(n) = 1 n + 1 
Analytic continuation to n = 1
After getting the results for Renyi entropies for general integer n, everyone should be naturally tempted to look into von Neumann entropy by performing an analytic continuation to n = 1. We are going to first see the maximal value of the von Neumann entropy for simplicity, and then determine the whole functional form of the entanglement entropy to see if it really matches the result given in [9] .
Entanglement entropy at its maximal value
Entanglement entropy, von Neumann or Renyi, takes its maximal value when subsystem A makes up half the volume of the total system. Looking at (3.8) and performing an analytic continuation, we get the maximal value of the von Neumann entropy achieved at = L/2:
We can also see with ease that S( = 0) = 0 (3.10)
Analytic continuation of the whole function
Analytic continuation of the whole function is a lot more subtle than just calculating its maximal value, and requires knowledge of Narayana polynomial [34] . Narayana polynomial N n (q) is defined as
and known to be represented in terms of Legendre polynomials as
Now let us analytic continue the function S n ( ). We work in a region where 0 L/2, so let us denote d A /d B = q, where 0 q 1. Then we have
For (3.14) to be an analytic continuation of N n (q), note that q has to satisfy q 1, because of the presence of the term like (q − 1) n+1 . This means in a region of interest, 0 q 1, the expression (3.12), rather than (3.11), must be used alternatively in order to perform an analytic continuation to n = 1:
This expression includes derivatives of Legendre polynomials in terms of their degrees. These are known to be 20) where R n (z) is a certain polynomial of order n [35] . Specifically, according to the paper above, we have R 0 (z) = 0 and R 2 (z) = . Plugging these into (3.19), we get 21) so that the von Neumann entropy of the random spin system becomes 
Infinite Renyi index limit of the random spin system
Let us also take n → ∞ in (3.8) to get the first eigenvalue of the reduced density matrix. By using (3.15) and (3.14), we have
Now, for large n, the asymptotic form of the Legendre polynomials can be found in [36, 37] :
where z > 1. By using this expression, the finite index limit of ∆ n (q) becomes 25) and the min-entropy of the random spin system becomes
Incidentally the maximal value of the min-entropy is 27) which can also be directly checked by taking n → ∞ in (3.8).
3.4 Aside: region where the subsystem Hilbert space dimension is small (1/d B ) , (3.28) where S 0 n is the right hand side of (3.6),
The correction of order O (1/d B ) , therefore, is present for the von Neumann, as well as Renyi, entropy -this explains the 1/d B discrepancy of (3.22) from the result given in [9] . Note that these wave functions are not normalised per se -they rather normalise to unity after being averaged over random variables, c a,b . The above two possible normalisations only make a subleading difference in any of the arguments below in terms of large-d scaling, and hence for the sake of convenience we adopt the latter convention. We again represent this in terms of diagrams as follows:
Calculation of the n-th
Here we represented e −βH/2 a 1 * , b 1 * and a 2 * , b 2 * e −βH/2 as and , respectively. These are connected with lines, which represent a 0 * , b 0 * and a 0 * , b 0 * . By taking an average over random variables, we contract each box only once (Fig. 4.2.1 ) -again as in Sec. 2.2, contracting twice will only count contributions which is subleading in d-scaling. Likewise, the contribution which comes from the diagrams which cannot be put on a plane, (4.4) are subleading in d-scaling when β is O(1) because those graphs would lack the number of traces in the limit β → 0.
Relating new diagrams with the old ones
The new graphs that we invented above have a correspondence with the old ones invented for the random spin system. If we only consider diagrams which are leading in large-d scaling, the correspondence between the new and the old ones is one-to-one Describing in texts, the boxes are replaced with double lines, while loops are replaced with blue or white dots depending on which subscript they have. Examples of this replacement are shown in the equations below. We are, hereafter, going to resort mostly to the old diagrams when we represent various trace contributions to (4.2) that are leading order in large-d. 
Calculation of tr
S 3 = 1 3 − 1 ×                                           (4.9) = 1 2 ×                                            (4.
Universality among Renyi entanglement entropies
We are going to try to simplify the above result using the boundedness and the translationinvariance of the Hamiltonian and extensivity of the free energy. This is done in two steps. The implication of the resulting expression is essential -the Renyi entanglement entropy can be determined by finite unknown parameters of order O(1), as promised in the introduction.
First step: rewriting each term with respect to the partition function
As we assume that the interaction of the Hamiltonian is bounded, we can split the Hamiltonian into one in subsystem A, one in B, and one including interactions in A and B:
By using this decomposition, it is possible, at leading order in large-d A,B , to replace each of the terms in the n-th Renyi entropy using Z A,B (β) ≡ tr A,B (e −βH A,B ) and several unknown O(1) parameters, P (β), Q(β), etc., coming from the boundary term, H int . 2 We are listing some of the examples of this type of decomposition below
Now (4.8) becomes
where R(β) ≡ P /Q. Likewise, (4.11) becomes
where R (β) is again an unknown O(1) parameter coming from the boundary terms. The above procedure is just in the spirit of Suzuki-Trotter decomposition [39, 40] .
Second step: using extensivity
Extensivity of the free energy lets us even simplify the expression for the Renyi entropies. We here list two examples of extensivity relations that is of use in simplifying S 2 . Note that again these are only true at leading order in large-d A and d B : 20) where S(β) and a(β) are, as usual, unknown O(1) parameters coming from the details of the theory. Note that the inequality 1 < a(β) 2 holds because of the concavity and monotonicity of the free energy (the equality holds when β = 0). By using those relations, (4.8) becomes
where
. 3 This recovers the result for the random spin system at β = 0. Likewise, (4.11) becomes
again consistent with the already derived expression for the random spin system at β = 0.
Main result and its implication
Let us restate the main result of this section in the following -by using several unknown O(1) coefficients, the n-th Renyi entanglement entropy in terms of its subsystem volume can be written as
(4.23)
with similar looking expressions for n 4. The implication of the above statement is clear: the n-th Renyi entanglement entropy can universally be decided up to several parameters, which can be fitted with experimental/numerical data afterwards. The meaning of terms in each expression is also obvious -the first term is an offset, the second means a volume-law (the slope being an effective dimension), and the third is a deviation from it. At = L/2, especially, this deviation becomes ln 2 for the second Renyi entropy, independent of the inverse temperature β or the Hamiltonian. We would like to stress that this fact is only peculiar to the second Renyi entropy, and generically the deviation at the center does depend on β for the Renyi index greater than 2. This can be a favourable fact in actually fitting the second Renyi entropy with the fit function above.
This completes the proof of the formula we presented in [24] .
More universality in the thermodynamic limit
As we mentioned in the last subsection, the deviation from a volume-law at the middle is generically dependent on the temperature. This, denoted ∆S n (L/2), is schematically written as
Again because of the concavity and the monotonicity of the free energy, we have c i (β) > 1. Hence, as you approach the thermodynamic limit, or when you take L large, the deviation of the general n-th Renyi entropy from a volume-law at = L/2 quickly approaches ln 2 for any β > 0, again independent of the inverse temperature β or the details of the model.
von Neumann entanglement entropy in finite temperature systems
Although it seems as if a very hard task to derive the expression for the n-th Renyi entropy and hence the von Neumann entropy at finite β as a result of taking a limit of n → 1, it is nevertheless possible to derive the general expression if you wish to expand in terms of β. We consider the case where Z B (β) Z A (β). Let us return to Eq. (4.17) and (4.18). S 2 is 26) and S 3 is simplified as (4.27) where R (β) and R (β) are some constants. In the similar manners, we can obtain the simple expression of the Renyi entropies when Z B (β) Z A (β):
where R n (β) is a constant of O (1) . In order to take the analytic continuation, we expand Z A (kβ) and Z A (mβ) in terms of β. Then, the O(β r ) terms are
We thus further expand the summation
where B is the Bernoulli number in the umbral form. Namely, suppose B j is the Bernoulli number, one formally treats the indices j in a sequence B j as if they were exponents. For example, in the umbral form we can write
In Eq. (4.32), it is possible to take n → 1 limit and we get
Therefore, we obtain the β-expansion of von Neumann entropy of the TPQ state:
is the average energy at the inverse temperature β, and
When β = 0, Eq. (4.35) reduces to
which reproduces the result given by Page in this limit.
Example: Ising model
As an illustration, we apply our formulation to the Ising model, and calculate the second Renyi entropy. The results in this section support the validity of the approximations and our main results in the last section. We consider one-dimensional Ising modelĤ
with the open boundary condition for the simplicity. Since the Hamiltonian is diagonal, the reduced density matrix of the TPQ state can be simplified.
where When we take the random average, there are many ways to contract c ap and c * ap , and tr ρ n A is a sum of all the contractions. At n = 2, the r.h.s of Eq. (5.4) consists of two terms:
Since the r.h.s of Eq.(5.5) is symmetric with respect to the subsystems A and B, we only consider the first term.
where {σ i } i , {τ i } i , and {τ i } i are a set of spins of a 1 , p 1 , and p 2 , respectively, and T m is a transfer matrix s.t.
A further analysis is made by using the eigenvalues and the eigenvectors of T m . λ ± and a ± | ↑ + b ± | ↓ are the two eigenvalues (|λ + | > |λ − |) and eigenvectors of T 1 , respectively, and χ ± and c ± | ↑ + d ± | ↓ are the two eigenvalues and eigenvectors of T 2 , respectively. Then, the partition function of this system is
Using these results, we calculate Eq.(5.6) 15) and the second Renyi entropy is 
The final result (5.16) consist of three terms, the volume-law slope, the deviation from it, and the offset term. The 1st term gives a volume-law contribution. The 2nd term gives the deviation from the volume-law, and it takes a minimum value − ln 2 at = L 2 . The 3rd term is the offset term because it is independent of . The most important observation of this example is that Eq. 
Conclusion and Outlook
We have derived the formula for the von Neumann/Renyi Page curves in a finite volume system. We first computed the Renyi Page curves for the infinite temperature systems using a diagrammatic approach, and then analytically continued to get the von Neumann Page curve, reproducing the result of Page [9] .
We then expanded the result to general interacting finite-temperature systems by using cTPQ states, and computed the Renyi Page curve using a similar diagrammatic technique. We then explicitly showed the universality of the form of the Page curves using a finite number of thermodynamic constants, from which we infer the effectiveness of the formulas in fitting with numerical or experimental data. We also computed the von Neumann Page curve by using the high-temperature expansion.
There are a number of interesting directions to pursue in the future. As was promoted in our previous work, [24] , this formula is conjectured to be a diagnosis for fast-scrambled systems, which might compliment the tedious task of computing the OTOC. It would be interesting to collect evidences in this direction by numerics or experiments. The advantage of this formula is that it works well for fast-scrambled models even at system sizes L ∼ 15, and such computations for verifying our formula might be easier to come by than other formulas about entanglement.
It would be also intriguing to derive the von Neumann Page curve for β = O(1). Because the volume-law of Renyi entropies are not actually exact in large total volume limit, and becomes concave rather than convex, our formula surely only applies to the regime where L 30. Although by computational or experimental difficulty, this is by no means a practical problem, it would be better to derive a complete formula for the von Neumann Page curve, which is known not to have this issue. 
A Averaging random variables
We rely on the work [41] for averaging random variables in Gaussian unitary ensemble (GUE). Although the work above mostly calculate the average of various random variables in Gaussian orthogonal ensemble (GOE), the generalisation to GUE is straightforward and we will just show the result of the averaging below:
Other combinations just vanish at leading order in 1/d.
B log of average v.s. average of log
In this appendix we provide a proof of the following property:
where d = α L , L is the system size, and 1 < α is the effective dimension of the system. Note that α = 2 at infinite temperature for S = 1/2 spin systems. This fact is actually very intuitive, because at large-d, the variation for W [z,z] ≡ tr A ρ n A is suppressed exponentially and one should be able to replace the average of functions with functions of the average.
B.1 The idea of the proof
Let us set up the notations. We denote W [z,z] ≡ tr A ρ n A , where z is the random complex number which we take averages over. We also write Ω ≡ W [z,z], so we are going to prove
Now we formally expand the log around
Ω = 1 and we get the following,
Note that we have used
. This gives 
B.2 Proof
The rigorous proof of (B.1) can be done using the idea above, but we still have to justify the expansion of the logarithm, because it can include the piece where the argument in the log is greater than 2, which is out of the convergence radius. The rigorous proof, then, only includes the expression using the Taylor expansion up to a finite order and a remaining term. where the last inequality again comes from the result in the previous subsection.
Sum of the above two terms Summing up the above two results, we have 16) which is the desired result.
Comments on Eq. (B.5)
We have not given any proof of (B.5), since proving this in full generality is too complicated. The proof goes the same as in deriving the result of the average of the Rényi entropy (just contracting the indices in the random number z), and when m = 2 and n = 2 for example we have 
