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By introducing an operator sum representation for arbitrary linear maps, we develop a generalized theory
of quantum error correction (QEC) that applies to any linear map, in particular maps that are not completely
positive (CP). This theory of “linear quantum error correction” is applicable in cases where the standard and
restrictive assumption of a factorized initial system-bath state does not apply.
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Introduction.— The theory of quantum error correction
(QEC) [1, 2] attempts to solve the problem of how to con-
trol open (non-isolated) quantum systems, in particular for the
purpose of quantum information processing [3]. It is founded
upon the assumption that the open system evolution is de-
scribed by a “completely positive” (CP) map [3]. A linear map
ΦCP is called CP if it is positive (ΦCP ≥ 0) and ΦCP⊗In ≥ 0
∀n ∈ Z+, where In is the n-dimensional identity operator.
Here we show that the assumption of a CP map is both highly
restrictive and unnecessary, and that in fact QEC applies to
any linear map. This result significantly extends the realm of
applicability of QEC, in particular to arbitrarily correlated or
entangled initial system-bath states.
Open quantum systems can be described as follows. The
open system S is coupled to a bath B (such that together
they form a closed system), and we wish to find a map Φ
from the initial system state (density matrix) ρS(0) to the
final state ρS(t). CP maps can always be written in the











αKα = I , so that Tr[ρS(t)] = 1.
In contrast, the most general transformation allowed in quan-
tum mechanics is a linear map ΦL. However, the probability
interpretation of quantum mechanics implies that ρS(t) is a
positive operator for all t, whence Φ must be a positive map
ΦP . The allure of CP maps is that they are positive, by defi-
nition for any initial state ρS(0). Positive maps, on the other
hand, have a restricted domain of positivity [4]. The stan-
dard prescription for open system dynamics leads to a class
of maps that is a subset of the positive maps: the reduced
system density matrix is defined as ρS(t) = TrB[ρSB(t)]
(partial trace), and the evolution of the joint system-bath state
ρSB(t) = U(t)ρSB(0)U
†(t), where U is the time-dependent
unitary propagator of the joint system-bath dynamics. Thus,
the following diagram holds:
ρS(0)
TrB←− ρSB(0) U(t)−→ ρSB(t) TrB−→ ρS(t). (1)
In order to arrive at a map Φ : ρS(0) 7→ ρS(t) it is clear that
one should be able to invert the first arrow, i.e., find a linear
“assignment map” Ω : ρS(0) 7→ ρSB(0) [4, 5, 6, 7]. Once
this is done, we arrive at the class of positive maps we call
“quantum (noise) maps”:
ρS(t) = ΦQ(t)[ρS(0)] ≡ TrB[U(t)Ω[ρS(0)]U(t)†]. (2)
The setting of CP maps in which QEC theory was devel-
oped [2] (as well as its more recent generalization to subsys-
tems [8]), is far more restricted. In order for ΦQ to become
a CP map for all ρS(0), the assignment map Ω must be fac-
torizing: ΩfacρS(0) = ρS(0) ⊗ ρB(0). This is the trouble-
some assumption: the factorization assumption upon which
CP noise maps depend,Ωfac, is more often than not violated in
reality, simply because it extremely hard to completely decou-
ple a system from its environment. Consequently most quan-
tum maps (2) are not CP maps. But there are good reasons to
consider linear maps even outside of the quantum maps class.
Such maps routinely arise in experiments [9] involving quan-
tum process tomography (QPT) [3]. While the observed non-
CPness is sometimes attributed to measurement error and/or
numerical instabilities associated with the inversion process
used in QPT, there is a more fundamental reason, as stressed
in Refs. [4, 7]: a linear non-positive map arises when it is ap-
plied to states that are outside of the positivity domain of the
map. The general conditions under which non-CP maps arise
were recently studied extensively and their physical accessi-
bility elucidated, along with potential applications [7].
Here we address QEC for arbitrary linear maps. We show
that for every linear map there exists a corresponding CP map,
such that if the CP map can be error-corrected then so can the
original linear map. This result implies that standard QEC
theory has much wider applicability than might have been ex-
pected on the basis of its original formulation in terms of CP
noise maps. We go further and show that there exists a new
class of codes for linear maps which require non-CP recov-
ery. Finally, we point out that encoding is only needed for a
linear noise map if the map is non-invertible, since otherwise
recovery is possible simply by applying the inverse map.
Examples of non-CP maps.— To further motivate our QEC
results below for linear maps, consider the following proto-
typical example of a non-CP map, relevant to quantum state
preservation: S and B undergo joint unitary evolution of du-
ration T , such that ρSB(0) = ρSB(T ) = ρS(0) ⊗ ρB(0).
Thus the map Φ0→t is CP for any 0 ≤ t ≤ T , and Φ0→T is
the identity map. Let the transformation Γτ→T (0 < τ < T )
be defined by Φ0→T = Γτ→T ◦ Φ0→τ , i.e., Γτ→T = Φ−10→τ .
2What are the properties of Γτ→T ? Note that the inverse of
a non-unitary CP map cannot be CP. Indeed, assume by con-




β; then the total map is







By the CP version of Lemma 1 below, this implies LβKα ∝ I
∀α, β, and henceLβ ,Kα ∝ I (unless Φ0→τ is a unitary map).
The theory of QEC for CP maps [1, 2, 3, 8] is implicitly
founded upon the assumption that one can precisely identify
the moment t = 0 in the above example. But if, in fact, the
error correction procedure starts at τ > 0, then one is dealing
with a non-CP transformation Γτ→T , and the applicability of
QEC theory may be doubted.
As a specific example, consider the inverse-phase-flip map.
The well-known CP phase-flip map is [3]: ΦPF(ρ) = (1 −
p)ρ + pZρZ , where 0 ≤ p ≤ 1 and Z is the Pauli σz ma-
trix. Solving for Φ−1PF from Φ
−1
PF[ΦPF(ρ)] = ρ, we find that
the inverse-phase-flip map is Φ−1PF(ρ) = c0ρ+ c1ZρZ , where
c1 = p/(2p − 1) and c0 = 1 − c1, and c0, c1 have opposite
sign for 0 < p < 1 (the point p = 1/2 is singular and must be
excluded). Moreover, Tr[Φ−1PF(ρ)] = Tr(ρ). Therefore Φ−1PF
is a trace-preserving, non-CP map.
Operator sum representation for linear maps.— We begin
by deriving an operator sum representation for arbitrary linear
maps, that generalizes the standard Kraus representation for
CP maps.
Theorem 1 A map ΦL : Mn 7→ Mm (where Mn is the space







where the left and right “operation elements” {Eα} and
{E′α} are, respectively, m× n and n×m matrices.
Our method is similar to Choi’s proof for a CP map repre-
sentation [10] (see also Ref. [11]).
Proof. Eq. (3) immediately implies that ΦL is a linear map.
For the other direction, let M˜ =
∑n
i,j=1 |i〉〈j| ⊗ |i〉〈j| =
n|φ〉〈φ|, where |i〉 is a column vector with 1 at position i and
0’s elsewhere, and |φ〉 = n−1/2∑i |i〉 ⊗ |i〉 is a maximally
entangled state over H ⊗ H, where H is the Hilbert space
spanned by {|i〉}ni=1. M˜ is also an n× n array of n × n ma-
trices, whose (i, j)th block is |i〉〈j|. Construct two equivalent
expressions for (I⊗ΦL)[M˜ ], where I is the (n×n)×(n×n)
identity matrix. (i) (I ⊗ ΦL)[M˜ ] is an n× n array of m×m
matrices, whose (i, j)th block is ΦL[|i〉〈j|]. (ii) Consider a
singular value decomposition (SVD) [12]: (I ⊗ ΦL)[M˜ ] =
UDV =
∑
α λαU |α〉〈α|V =
∑
α λα|uα〉〈vα|. Here U and
V are unitary, D = diag({λα}) is diagonal and λα ≥ 0 are
the singular values of (I ⊗ΦL)[M˜ ]. Divide the column (row)
vector |uα〉 (〈vα|) into n segments each of length m and de-
fine an m × n (n × m) matrix Eα (E′α) whose ith column
(row) is the ith segment; then Eα|i〉 (〈i|E′†α ) is the ith seg-
ment of |uα〉 (〈vα|). Therefore the (i, j)th block of |uα〉〈vα|
becomes Eα|i〉〈j|E′†α .
Equating the two expressions in (i) and (ii) for the
(i, j)th block of (I ⊗ ΦL)[M˜ ], we find ΦL[|i〉〈j|] =∑
αλαEα|i〉〈j|E′†α . Since λα ≥ 0 we can redefine Eα as√




α, which we do from now on. Fi-
nally, the linearity assumption on ΦL, together with the fact
that the set {|i〉〈j|}ni,j=1 spans Mn, implies Eq. (3).





i Ei = I . Also note that the two sets of operation
elements {Ei, E′i}i and {Fk, F ′k}k, where Fk =
∑
i uikEi




i, represent the same linear map ΦL if the
matrices u and v satisfy uv† = I .







i , ci ∈ C. (4)







Diagonalizable maps include Hermitian maps, i.e., maps
that preserve the Hermiticity of their domain. ΦH is a Her-




i , where di ∈ R [13].
Clearly, the various maps we have so far mentioned satisfy
the following chain of inclusions: {ΦCP} ⊂ {ΦQ} ⊂ {ΦP} ⊂
{ΦH} ⊂ {ΦD} ⊂ {ΦL}. In contrast to linear, diagonalizable,
Hermitian, and CP maps, there is no explicit representation
known for positive and quantum maps in terms of left and
right operation elements.
Linear Quantum Error Correction.— We now proceed to
study under which conditions linear maps can be corrected
via quantum encoding and recovery. In doing so we introduce
two new classes of linear maps, which we call CP recoverable
and non-CP recoverable. This enables us to develop a theory
of QEC for linear maps, which we term “linear quantum error
correction” (LQEC). Let us first recall the fundamental theo-
rem of QEC for CP noise and CP recovery maps [2]: Let P be
a projection operator onto the code space. Necessary and suf-






PF †i FjP = λijP ∀i, j. (5)
An elegant proof of this theorem, as well as a construction of
the corresponding CP recovery map, was given in [14], and
reproduced in [3]. We use some of the methods of Refs. [3,
14] in the proofs of our main results, Theorems 2 and 3.
CP-recoverable linear noise maps.— Theorem 2 shows
that there is a class of linear noise maps which are equivalent
to certain non-trace-preserving CP noise maps when it comes
to error correction using CP recovery.
















i . Then any QEC
code C and corresponding CP recovery map R for Φ˜CP are
also a QEC code and CP recovery map for ΦL.
3Proof. The operation elements of Φ˜CP are {Fi}Ni=1 =
{Ei}Ni=1 and {FN+i}Ni=1 = {E′i}Ni=1, whence Φ˜CP(ρ) =∑2N
i=1FiρF
†
i . The standard quantum error conditions (5) for





, become three sets of con-
ditions in terms of the Ei and E′i:
(i) PE†iEjP = αijP, (ii) PE′†i E′jP = α′ijP,
(iii) PE†iE′jP = γijP, (6)
where i, j ∈ {1, ..., N} and αij = λij , γij = λi,N+j ,
α
′
ij = λN+i,N+j . The existence of a projector P which
satisfies Eqs. (6)(i)-(iii) is equivalent to the existence of a
QEC code for Φ˜CP. Assuming that a code C has been found
(i.e., PC = C) for Φ˜CP, we use this as a code for ΦL and
show that the corresponding CP recovery map R is also a
recovery map for ΦL. Indeed, let Gj ≡
∑2N
i=1 uijFi be





where u is the unitary matrix that diagonalizes λ, i.e.,
u†λu = d. Let R = {Rk} be the CP recovery map for
Φ˜CP. Assume that ρ is in the code space, i.e., PρP = ρ.
We now show that R[ΦL(ρ)] = ρ, i.e., we have CP recov-














































ikλijujlP = dkδklP . Then the polar decomposition
[12] yields GkP = Uk(PG†kGkP )1/2 =
√
dkUkP . The
recovery operation elements are given by Rk = U †kPk ,





This allows us to calculate the action of the kth
recovery operator on the lth error: RkGlP =

















































i=1 λN+i,i = ρTrγ
†
. Next note that, using condition





i EiP = P =⇒ Trγ† = 1. Hence, finally:
R[ΦL(ρ)] = ρ for ρ in the code space.
We define the class of “CP-recoverable linear noise maps”
{ΦCPR} as those ΦL for which CP recovery is always pos-
sible. By Theorem 2 this includes all ΦL for which P can
be found satisfying conditions (6)(i)-(iii). However, these
conditions are not necessary, as the following example of a
CP-recoverable map on two qubits shows: ΦA(ρ) = AρI +





, and with CP recovery map










is not ∝ P .
Example of CP recovery.— Consider diagonalizable maps.
A straightforward calculation shows that the expanded CP




i is Φ˜CP =
2
∑
i |ci|FiρF †i . Now consider as a specific instance an
independent-errors inverse bit-flip map on three qubits:
ΦIPF(ρ) = c0ρ+ c1
∑3
n=1XnρXn where c0 and c1 are real,
have opposite sign, and c0 + 3c1 = 1 (a Hermitian map).
Then Φ˜CP = 2|c0|ρ + 2|c1|
∑3
n=1XnρXn (where Xn is
the Pauli σx matrix applied to qubit n), which is a non-trace
preserving version of the well known independent-errors CP
bit-flip map. The code is |0L〉 ≡ |000〉 and |1L〉 ≡ |111〉,
and P = |0L〉〈0L| + |1L〉〈1L|, which satisfies Eq. (6) with
E1 = F1 =
√









2,3,4 = F6,7,8 =
√
c∗1X1,2,3. Then by The-
orem 2 the same code (and corresponding CP recovery map)
also corrects ΦIPF. The CP recovery mapR has operation el-
ementsR0 = P and {Rn = 1√3PXn}3n=1; indeed, it is easily
checked that R[ΦIPF(PρP )] = PρP for any state ρ.
Non-CP-recoverable linear noise maps.— We now define
“non-CP-recoverable linear noise maps” {ΦnCPR} as those
ΦL for which non-CP-recovery is always possible. Theo-
rem 3 shows that {ΦnCPR} includes all ΦL for which P can
be found satisfying only conditions (6)(i) and (ii). Clearly,
{ΦCP} ⊂ {ΦCPR} ⊂ {ΦnCPR} ⊂ {ΦL}, but we do not
know where exactly the classes {ΦCPR} and {ΦnCPR} lie in
the hierarchy of linear maps we have mentioned above.
Theorem 3 Let ΦL = {Ei, E′i}i be a linear noise map. Then
a state ρ = PρP encoded using a QEC code defined by a pro-
jector P satisfying only Eqs. (6)(i) and (ii) can be recovered
using a non-CP recovery map.
Proof. Let Gk =
∑







unitary matrices u and u′ respectively diagonalize the Hermi-
tian matrices α and α′: d = u†αu and d′ = u′†α′u′. Let us

















k are projection op-
erators, and Uk and U ′k arise from the polar decompo-
sition of GkP and G′kP . The proof is entirely analo-
gous to the proof of Theorem 2, except that we must
keep track of both the primed and unprimed operators.














ing this in the recovery map applied to the linear noise













k = CPρP ∝ ρ,
where C ≡∑ijkl u∗lju′li√dkd′∗k δkjδki.
Note that, gathering the expressions derived in the last
proof, we have the following explicit expressions for the left
























4and in general Rk need not equal R′k, i.e., the recovery map
is linear but not necessarily CP. The physical implemention
of such recovery maps will involve assignment maps that en-
tangle data and ancilla qubits. While this is potentially more
demanding than CP recovery (where data and ancilla qubits
are initially disentangled), the advantage is that a wider class
of codes can be found given that only two of the three condi-
tions (6) must now be satisfied.
Example of non-CP recovery.— Consider the linear non-CP
trace-preserving noise map ΦAB(ρ) = AρB + (I − BA)ρI ,
where A and B are arbitrary linear operators. Specifically,









−Z I + Z
)






onto any two-dimensional subspace spanned by two orthonor-
mal vectors encoding a single logical qubit. It is then simple to






. On the other hand condition (6)(iii) is vio-









is not ∝ P . Therefore there does not exist in this case an ex-
panded CP map with associated CP recovery, and we consider
non-CP recovery. Indeed, it is further simple to verify that the






R′1 = P/2 perfectly recovers any state in the code space.
Error correction by inversion.— Standard QEC can also be
interpreted as “error correction by inversion”, in the following
sense: when the noise map is CP and recovery is also CP,
recovery is the inverse of the noise map restricted to the code
space (Theorem III.3 in Ref. [2]). The same is true for our
generalized QEC results above, which relax the restriction to
CP noise maps. However, when we consider non-CP maps,
it is sometimes possible to avoid encoding altogether. This is
due to the simple fact that if ΦL is an invertible linear noise
map then its inverse is also a linear map, and can hence be
applied to recover the state. Indeed, consider again the inverse
phase-flip map Φ−1PF as an example of a noise map. Its inverse
is the CP phase-flip map ΦPF, and it can be applied to recover
from Φ−1PF without encoding. Conversely, when ΦPF is the
noise map, it is possible to recover from it without encoding
using Φ−1PF, except at p = 1/2; at this singular point encoding
can help. This example illustrates the following self-evident
result:
Proposition 1 Let ΦL be a linear noise map. Then provided
Φ−1L exists it constitutes a (possibly non-CP) recovery map
for ΦL. When Φ−1L does not exist it is still possible to recover
from ΦL using encoding, as in Theorems 2 and 3.
The role of encoding is to make ΦL invertible over a sub-
space (the code space). It is of interest to characterize the
class of linear maps with CP inverse, as these noise maps then
admit CP recovery without encoding. We first need:
Lemma 1 Let Ψ be a single-operator linear map, i.e., Ψ(ρ)
= MρM ′†. If {Ei, E′i} are operation elements for the same
map, then ∀i Ei = ciM and E′i = c′iM .
We omit the proof as it is a straightforward reapplication of
the method used to prove Theorem 1.
Theorem 4 A linear noise map has a CP inverse only if it is
diagonalizable.
















j = ρ. By Lemma 1 with M = M ′ = I ,
we have KjEi = cjiI and KjE′i = c′jiI . Case 1: assuming
all cji and c′jiare non-zero we have Ei = cjiK
−1





j 6= 0, so E′i ∝ Ei. Case 2: There is at least
one vanishing cji (or c′ji). For a given Kp there is at least one
Eq such that KpEq = cpqI 6= 0, for otherwise we can ignore
the term involving Kp...K†p in the recovery because it has a
null effect. Therefore all operators Kp are invertible. Thus
KjEi = cjiI = 0 implies Ei = 0, in which case E′i ∝ Ei
trivially (with eigenvalue zero).
We know that the converse is false, as the inverse of the
phase-flip map is not CP. We leave open the problem of a suf-
ficient condition for the existence of a CP inverse of a linear
map.
Conclusions.— We have introduced a theory of Linear
Quantum Error Correction, which incorporates the CP-map-
based standard theory of QEC. If a linear map is invertible it
can be recovered via another linear (and sometimes CP) map.
Otherwise encoding can help, and we have shown that to every
linear map ΦL is associated a CP map which, if correctable,
also provides an encoding with corresponding CP recovery
map for ΦL (Theorem 2). Morover, it is possible to find a
non-CP recovery for ΦL within a larger class of codes (The-
orem 3). An interesting open problem is to find necessary
conditions complementing Theorems 2 and 3. The characteri-
zation and physical implementation of non-CP recovery maps
and the corresponding codes, as well as a further specializa-
tion to stabilizer codes [3] and generalization to the setting of
operator-QEC [8], are further interesting open problems.
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