A variety of extremely challenging biological sequence analyses were conducted on the XSEDE large shared memory resource Blacklight, using current bioinformatics tools and encompassing a wide range of scientific applications. These include genomic sequence assembly [6, 12] , very large metagenomic sequence assembly, transcriptome assembly [3] , and sequencing error correction. The datasets used in these analyses included uncategorized fungal species, reference microbial data, very large soil and human gut microbiome sequence data, and primate transcriptomes, comprised of both short-and long-read sequence data. A new parallel command execution program was developed on the Blacklight resource to handle some of these analyses. These results represent significant advances for their respective scientific communities. The breadth and depth of the results achieved demonstrate the ease of use, versatility, and unique capabilities of the Blacklight XSEDE resource for scientific analysis of genomic and transcriptomic sequence data, and the power of these resources, together with XSEDE support, in meeting the most challenging scientific problems.
INTRODUCTION
High-throughput, next-generation sequencing (NGS) of genomes, transcriptomes, and epigenomes is currently in a phase of burgeoning growth with each passing development cycle yielding a greater than exponential return in the amount of quality sequence data generated per unit of cost (genome.gov/sequencingcosts). This rapid progress in data generation can currently create data sets within weeks which are computationally intractable [10] for complete scientific analysis due to the large RAM footprint required or the volume of data to be analyzed. This limits their potential use in areas of scientific interest [7] and in translational medicine [2, 5] .
The computational requirements of these datasets often exceed the capacity of personal computing systems, server-level infrastructure, distributed high performance computing, and large shared memory high performance computing systems. Hence, many important scientific questions for which the data is or could be available either go unanswered or can only be addressed by a few research groups with a large bioinformatics infrastructure. Here we present science outcomes that highlight the ability of the cache coherent Non-Uniform Memory Access (cc-NUMA) architecture of the XSEDE resource Blacklight, housed at the Pittsburgh Supercomputing Center (PSC), to allow efficient genomic analysis of datasets outside the scope of other high performance computing systems, as well as user-friendly highthroughput analysis of standard-to large-sized genomic data. With these complementary capabilities, the XSEDE resource Blacklight extends the current technical limits of genomic and transcriptomic assembly for analyses requiring the largest shared memory systems, as well the scope of genomic research by enabling high-throughput large shared memory analysis.
BLACKLIGHT
The Blacklight system at the PSC is a SGI Altix UV 1000 with 2 partitions, each containing 16 TB of cache-coherent shared memory and 2048 cores. This means that a single application Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from Permissions@acm.org. running on Blacklight can access up to 16 TB of shared memory using up to ~2000 cores. The obvious application of this system is for algorithms and problems that benefit from holding large amounts of data in RAM. However, the fast interconnect that facilitates cc-NUMA across the system also enables rapid communication within distributed memory applications. This dual nature of the system allows researchers to run problems across a continuum, from a single, massive shared memory application, to many large shared memory applications running in parallel, to fully distributed or embarrassingly parallel applications. Since the realm of genomic analysis encompasses all of these modes of computing, this flexibility makes Blacklight convenient and powerful for researchers dealing with diverse genomic analysis pipelines. In addition, since Blacklight is essentially one big system, running a single OS, it is ideal for rapid prototyping of new serial and parallel algorithms for large data analysis.
GENOME ASSEMBLY
A variety of large animal genomes have been assembled on Blacklight using various de novo assembly codes. These include a 1.7 Giga basepair (Gbp) rattlesnake genome using the Velvet assembler, the 3.4 Gbp Little Skate genome using ABySS, and two species of ~200 Mbp Drosophila and the ~3 Gbp Florida Scrub Jay using ALLPATHS-LG. All of these assemblers create large de Bruijn graphs in memory to piece the short DNA reads produced by NGS machines into the large fragments required to assemble a compete genome. Since the assemblers must trace random paths through memory to assemble these fragments, the algorithm is not amenable to distributed programming. Therefore, a large shared memory machine is essential to completing these assemblies. Many plant and animal genomes are much larger than these, and would require many terabytes of memory to assemble. Researchers have deemed these very large genomes out of reach, but Blacklight's 16 TB of shared memory creates the possibility of doing complete assemblies of these important large genomes, such as Chinese Spring Wheat, with 17 Gbp of DNA.
In addition to doing very large genomes, researchers have used new long-read sequencing technology to obtain assemblies of genomes with complex structures that are difficult to sort out with short reads. Using Blacklight for sequence error correction of long read Pacific Biosciences single molecule sequence data, researchers were able to employ the CELERA assembler to assemble the genomes of an important group of anaerobic fungal organisms which reside in the rumen of herbivores. These organisms had been previously untenable for genomic analysis due to a highly repetitive and AT-biased genome [1] . This analysis yielded valuable insight into their role in rumen ecology as well as potentially novel enzymes to assist in bioethanol production. These results, which have just been published [11] , will greatly contribute to scientists' understanding of these organisms.
METAGENOMICS
Metagenomics, the assembly of multiple genomes using sequence data gathered from a given environment, presents unique challenges due to the complexity of the data and the amount of data needed to achieve sufficient coverage for assembly. The amount of contiguously addressable RAM required for metagenomics often exceeds the amount needed for assembly of individual genomes and what is often available on most high performance computer clusters. Extending the scope of metagenomic analysis and allowing the assembly of very large metagenomes would contribute to valuable insight into microbial ecology as well enable the discovery of novel enzymatic pathways that would help address the emerging biotechnology challenges of the 21 st century which include antibiotic resistance, environmental friendly bio-energy, bioremediation and sustainable agriculture.
To identify enzymes with potential use in biofuel production, a novel method for metagenomic microbial enzymatic discovery was recently employed that uses a synthetic ecosystem amenable to experimenter control (bio-reactor) seeded with a microbial founder community of high diversity allowing for complex higher-order microbial interactions and total de novo metagenomic assembly. In this method, artificial evolutionary pressure is applied to the seeded bio-reactor to select for members of the community that contain an experimentally desired feature or metabolic hallmark.
In the experiment reported here, a Brazilian soil sample was selected as the microbial founder community due to soil's extreme species level diversity, the majority of which are resistant to laboratory monoculture. This community was cultured for 8 weeks in an aerobic bioreactor using minimal media and a complex lignocellulotic plant material, sugarcane bagasse, as the sole carbon source with a 90% liquid phase replacement schema conducted every 7th day. Using this method, 300 Gbp of sequence data (Table 1 ) was generated and then assembled on Blacklight Velvetg peak RAM Usage (w/RAMDISK)
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Velvetg Wall Time Hoursusing the Velvet code [12] . This assembly required nearly 4 TB of shared RAM, a level attainable only on SGI Altix systems like Blacklight (see Table 2 ).
Taxonomic analysis of the resulting assembly yielded the expected distribution of species found in soil environments dominated by the taxon Proteobacteria, the predominant phylotype found in soil (see Figure 1, Figure2) . Further analysis of the assembled data resulted in the identification of a large number of enzymes related to the breakdown of plant cell walls, a highly desired group of enzymes that have the potential to accelerate bio-ethanol production [9] , demonstrating the effectiveness of these methods for the identification of novel enzymes of bio-industrial importance from prokaryota. This experiment also demonstrates the utility of Blacklight's large shared memory architecture for studying metagenomic communities at previously impractical resolutions. By using this methodology with a different bioreactor schema and varied evolutionary pressure, alternate microbial ecosystems can be evolved containing other metabolic hallmarks of experimental interest. These methods, together with other "omics" data and the right computational resources, form an effective high throughput, high resolution platform for gene discovery.
THE NON-HUMAN PRIMATE REFERENCE TRANSCRIPTOME RESOURCE 5.1 Data Generation with Massive RNA-Seq
In 2010, a committee of researchers set out to create a non-human primate reference transcriptome resource (NHPRTR) to help establish the genetic basis for phenotypic differences observed between primates, including differences between humans and non-human primates. Such a resource can provide valuable information regarding evolutionary processes, as well as insight into human health and disease from the pharmacogenomics work done on the animal models for infectious disease and novel treatments. To provide a comprehensive resource, a committee of experts chose 13 primate species. Tissues samples were then taken from 21 tissues and next-generation sequencing of RNA (RNA-Seq) was performed using three different approaches. The result was 40.5 billion 100 nucleotide reads that needed to be assembled into transcriptomes for each species and RNA-Seq method used (13 species x 3 methods = 39 assemblies). Since most of these species do not have any reference genome, the transcriptomes must be assembled de novo. The details behind the motivation for this resource and the generation of the RNASeq data are described in detail in the NHPRTR paper [8] .
Enabling Large-scale De Novo Transcriptome Assembly with Trinity on Blacklight
As described in the NHPRTR paper, investigators found that assembling the nearly 2 billion reads required these de novo transcriptome assemblies was beyond the capabilities of their local systems, and even beyond the capacity of the programs' initial estimates of large data inputs. At this point, they applied for an XSEDE allocation on Blacklight at the PSC, along with Extended Collaborative Support (ECS) from XSEDE to help them perform these transcriptome assemblies of unprecedented size and scale using Trinity. Through XSEDE's ECS service, PSC worked closely with the Trinity developers to harden Trinity on Blacklight and find the best way to run these massive assemblies.
To begin, PSC installed the latest, optimized version of Trinity contributed by the National Center for Genome Analysis Support (NCGAS) at IU, without which these assemblies would have taken several times longer to complete [4] . Even with this optimized version, challenges appeared immediately. While Blacklight had plenty of shared memory to handle the assemblies, at one point in the assembly, the Chrysalis phase, Trinity was creating and working on hundreds of thousands of files. Even very large assemblies of say, 600 million reads, while still producing tens of thousands of files, had no problem executing on the default Lustre filesystem, but the 2 billion read assemblies being attempted here produced too many files to be handled efficiently by this filesystem. To work around this, PSC established a local filesystem attached directly to Blacklight. This alleviated the problem for a single massive Trinity assembly, but I/O-related slowdowns occurred with many massive assemblies running at once.
Finally, an ideal workflow was devised (Figure 3 ), utilizing Blacklight's RAM disk at the right points in the workflow to speed up the calculations, run many assemblies at once, avoid problematic I/O issues, but also avoid wastefully using RAM disk for large files where it was less beneficial. First, preprocessing of the data, a primarily serial task, was performed on the research group's local resources. The preprocessed data was then moved to Blacklight's Lustre filesystem, and the initial Inchworm stage of the assembly was done entirely on the Lustre filesystem using 64 cores. For the Chrysalis stage, we introduced a modification to the Trinity code that allowed the Chrysalis directory to be given a different path from the rest of the Trinity working directory. This allowed the Chrysalis files to be created on RAM disk, while large files that did not need RAM disk remained on the Lustre filesystem. This phase generally required 128 cores (1 TB RAM) to provide extra memory resources to store files on the RAM disk associated with the job. After the Chrysalis phase was complete, the job script would back up the Chrysalis directory to the Lustre filesystem, but then continue to operate on those files in RAM disk for the final QuantifyGraph and Butterfly stages of Trinity.
We found that using 64 threads on 64 cores for the QG and Butterfly stages and running from RAM disk provided optimal performance, reducing runtime of those steps from a total of 250 hours (when running from Lustre using 32 threads) to 50 hours. Even after these optimizations, a significant amount of resources were needed, with a typical de novo assembly for one primate species with ~1.8 billion RNA-seq reads taking around 550 compute hours using 64-128 cores (35,200-70,400 service units).
This de novo assembly method has proven successful, generating transcriptomes with a mean average size >2kb for most RNA-seq methods used. Out of the 39 total assemblies required, 20 of the largest assemblies were performed on Blacklight over a period of a few weeks (Table 3 ).
Hosting a Community Resource
Now that the initial set of the massive de novo assemblies have been completed, the finished transcriptomes are being hosted on the Data Supercell so that the community of researchers interested in these data can apply for an XSEDE allocation and use Blacklight or other XSEDE resources to further work with and analyze the data. The researchers working with NHPRTR are planning additional assemblies and cross-transcriptome alignments, for which the ready availability of these data on XSEDE will be most useful [8] . Lastly, since they have been encouraged by these results, the NHPRTR group of researchers has started a larger set of brain and region-specific deep RNASequencing of the 21 tissues across all the primates, which will create an additional 11 billion reads and an expanded resource for research in the non-human primates, including evolutionary models, improved genome annotation across all primates (humans included), and improved models for infectious disease like HIV (using SIV) and AIDS. 
RAPID ALGORITHM DEVELOPMENT
One of the potential advantages of Blacklight's massive shared memory architecture is to enable scientists and developers to quickly prototype new parallel solutions to their research problems. As a simple example, when working with very large genomic datasets or other very large volume data, researchers often encounter circumstances where a heterogeneous group of large memory commands need to be executed expeditiously. While working with Trinity on Blacklight, a researcher and Trinity developer was able to quickly design a program to efficiently execute parallel commands that require large amounts of shared memory during the Quantify Graph and Butterfly stages of Trinity. This program, Parafly, uses C++ and OpenMP to launch a large set of jobs with varying memory requirements, filling the need for a versatile parallel execution program within Trinity. Parafly accepts a flat file with the group of commands that a user wishes to execute for input, placing minimal requirements on the end user for operation. The program operates by loading all commands to be executed into an array data structure, assigning thread conditions to each command to be executed, then executes each command in parallel while logging the exit status of each command. Parafly was incorporated into the main Trinity code, and since then has been spun off as a separate project and extended to efficiently execute any group of tasks that require a large amount of shared memory per system thread. The Parafly resource can be found for download at http://parafly.sourceforge.net/.
CONCLUSION
Results have been presented comprising large single organism genome assembly, unprecedented 3.5 TB metagenomic assembly of thousands of microorganisms, and high-throughput, highmemory assemblies of 20 primate transcriptomes. These advances are breaking new ground in their respective fields, and some, like the metagenome assembly and development of the NHPRTR would have been extremely difficult or impossible to do on any other system. While these diverse accomplishments highlight the power and flexibility of Blacklight's architecture for the assembly of NGS data, the research community is still becoming aware of these capabilities. As a result, Blacklight's potential to assemble the largest single organism genomes, or even larger metagenomic samples, has not yet been fully tested. As more groups engage with researchers who have benefitted from this resource, and engage with XSEDE through its ECS and Novel and Innovative Projects programs, we expect demand to continue to grow, along with our ability to harness the potential of the deluge of available NGS data to solve the most challenging problems in computational biology.
