Distance dependence of interactions between charged centres in proteins with common structural features  by Louro, Ricardo O. et al.
FEBS 28813 FEBS Letters 576 (2004) 77–80Distance dependence of interactions between charged centres in
proteins with common structural featuresRicardo O. Louroa,*, Teresa Catarinoa,b, Catarina M. Paquetea, David L. Turnera,c
aInstituto de Tecnologia Quımica e Biologica da Universidade Nova de Lisboa, Rua da Quınta Grande 6, Apt 127, 2780-156 Oeiras, Portugal
bDepartamento de Quımica da Faculdade de Ciencias e Tecnologia da Universidade Nova de Lisboa, Quinta da Torre, 2829-516 Caparica, Portugal
cDepartment of Chemistry, University of Southampton, Southampton SO17 1BJ, UK
Received 15 June 2004; revised 29 July 2004; accepted 30 August 2004
Available online 11 September 2004
Edited by Peter BrzezinskiAbstract Data collected for interactions among redox centres,
and interactions between redox centres and acid–base residues in
a family of small multihaem cytochromes are analysed. The
distance dependent attenuation of the interactions between non-
surface charges, for separations that range from 8 to 23 A, can
be described by a simple function derived from the Debye–
H€uckel formalism, ﬁt to 9.5 and 7.6 as values for the relative
dielectric constant and Debye length, respectively. However,
there is considerable scatter in the data despite the structural
similarities among the proteins, which is discussed in the
framework of using such simple models in predicting properties
of novel proteins.
 2004 Federation of European Biochemical Societies. Published
by Elsevier B.V. All rights reserved.
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Electrostatic interactions have a major inﬂuence on the
properties of biological macromolecules with respect to fold-
ing, the reactivity and aﬃnity of active centres, and in the
recognition and selectivity of substrates or metabolic partners.
Redox proteins present additional challenges in predicting the
reduction potential of their active sites because of the variety
of contributions. Solvent exposure of the redox co-factors is
unarguably a fundamental inﬂuence in the reduction potential
due to the high polarizability of water [1,2] but may not be
dominant [3]: studies based on site directed mutagenesis have
identiﬁed several other factors that control redox potentials,
such as amino acid hydrophobicity, side-chain volume, and
charge [4–6].
Redox proteins provide a convenient source of data for the
study of interactions between charges in proteins because
uptake or release of electrons may occur, in principle, without
modiﬁcation of nuclear coordinates, whereas studies of charge
modiﬁcation based on site-directed mutagenesis require eval-
uation of the structural alterations in the mutant, and the
eﬀects may not be easy to separate. Even the interactions be-
tween acid–base and redox centres are likely to be disruptive of* Corresponding author. Fax: +351-214428766.
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doi:10.1016/j.febslet.2004.08.066the structure since they involve at least movement of the
proton to/from the acid–base residue, with the corresponding
perturbation of H-bonds or ion-pairs.
The study of interactions between charged centres in me-
talloproteins may be complicated by redox-linked changes in
the preferred coordination geometry of the metal, with the
consequent straining of the structure, a well-known eﬀect in
copper proteins [7]. However, haem proteins with hexaco-
ordinate iron are convenient subjects because the macrocycle
and the axial ligands impose a deﬁned coordination geome-
try on the metal with only slight modiﬁcations in bond
length associated with the transition from Fe(II) to Fe(III).
Haems c are the most convenient since they are covalently
attached to the polypeptide chain and, thus, there is no
heterogeneity in the haem insertion in the protein, as is
observed for haems b [8].
Exceptionally large attenuation of electrostatic interactions
in proteins has been described in the literature and analysed in
the framework of simple Coulomb decay with large eﬀective
dielectric constants [9]. Later, it was proposed that the eﬀective
epsilon displays an apparent increase with distance, which led
to the development of empirical mathematical expressions
[10,11]. In this work, the collected data for several homologous
multihaem cytochromes c is reported. A model that considers
coulombic decay enhanced by a Debye–H€uckel shielding fac-
tor is shown to be able to capture the trend of distance de-
pendence of redox- and redox-Bohr interactions among the
various centres.2. Materials and methods
The interaction energies discussed here were obtained by ﬁtting data
from NMR and visible spectroscopy to a model comprising up to 32
microstates, which result from considering up to four haems and one
acid/base centre. This model considers that the interactions are pair-
wise, which implies a degree of averaging as subtle conformational
changes have been detected between the fully oxidised and reduced
forms [12–14]. Furthermore, even in cases where the principal acid/
base group has been identiﬁed, there are probably secondary proton-
ation sites. However, this analysis provides for a clear separation be-
tween the self-energies of each centre and the interactions among the
various charged centres in line with the arguments presented in the
literature for the separate treatment of these two factors [15–17]. For
consistency, repulsive interactions between charges of equal sign, and
attractive interactions between charges of diﬀerent sign are positive.
Electrostatic interactions taking place in a medium diﬀerent from
vacuum can be considered to be subject to two diﬀerent inﬂuences:blished by Elsevier B.V. All rights reserved.
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78 R.O. Louro et al. / FEBS Letters 576 (2004) 77–80(1) The medium is polarizable to an extent that depends on its
constituent molecules, with the consequent shielding of the interac-
tions. Thus, a dielectric constant larger than in vacuum is used to avoid
explicit enumeration of the contribution of each factor involved.
(2) Extra shielding occurs in ionic solutions due to the non-uniform
distribution of charges, which modiﬁes the distance dependent decay of
the interactions, which appear to be more strongly shielded with
distance than is expected from the dielectric constant of the protein
medium.
In these circumstances, the interaction (Vi) between two charged
particles with unit charge can be described by a model that considers
the medium between the interacting particles to have uniform polar-
izability and the eﬀect of counterions treated in terms of Debye–
H€uckel shielding [18]. This can be written as
Vi ¼ k 1er exp
r
rD
 
ð1Þ
where k stands for the electron charge divided by the vacuum electric
permittivity multiplied by 4p, and rD is the Debye length which de-
pends on charge density, temperature and ionic strength. This ex-
pression can be used taking the distance r between the charged centres
as the sole structural information, and can be ﬁt to the experimental
data by adjusting two parameters, e and rD.5 10 15 20 25
-50
Distance (Å)
Fig. 1. Distance dependence for electrostatic interactions in multihaem
cytochromes reported in units of meV. Hollow data points are believed
to be subject to substantial non-electrostatic contributions as discussed
in the text. All data were measured at 0.1 M salt except crossed circles,
which were measured at 0.36 M (vertical cross) and 0.5 M (diagonal
cross). Standard errors on the data range from 1 to 6 meV. The thick
line shows the ﬁt of the function in Eq. (1) to the data points while the
line labelled C shows the ﬁt of a Coulomb decay to the data with an
eﬀective epsilon of 61. W represents the model of Warshel et al. [15], L
represents the linear model [11], J represents the model of Johnson
et al. [36].3. Results
Detailed data on the distance dependence of redox interac-
tions among the various centres in multiredox centre proteins
are scarce, and current state of the art is limited to proteins
with up to four redox centres. Interactions between charged
centres were obtained from work on several multihaem cyto-
chromes [19–22] [our manuscript in preparation]. In Fig. 1, the
electrostatic interactions are plotted versus distance using the
atomic coordinates of the structures of several cytochromes c3
deposited in the PDB: 1CAO from Desulfovibrio (D.) afric-
anus, 2CTH from D. vulgaris Hildenborough (DvHc3), 1WAD
from D. gigas (Dgc3), 2CDV from D. vulgaris Miyazaki
(DvMc3), and 2CY3 from Desulfomicrobium norvegicum. The
distances for the tetrahaem cytochrome from Shewanella fri-
gidimarina (Sfc3) were taken from [23]. Since there is no ap-
parent correlation between the interaction energy and the
relative orientation of the haems, the charge was considered to
be localised on the iron. Interactions involving acid–base
centres were only considered for the cases of Dgc3, DvHc3 and
DvMc3 in which the primary acid–base centre is unambigu-
ously identiﬁed as the propionate 13 of haem I [20,24,25] and
in this case the average position of the carboxylate oxygen
atoms was considered as the location of the charge.
In some cases, speciﬁc conformational changes in the protein
associated with the redox or acid–base transitions have been
identiﬁed, that give rise to signiﬁcant non-electrostatic con-
tributions to the measured interaction [12–14,26–28]. The
corresponding data were not considered in the analysis and
were plotted in Fig. 1 as open circles. The three remaining
negative points closer to the origin were obtained for cyto-
chrome c3 from Desulfovibrio gigas and cytochrome c7. For
both proteins the structures in the reduced and oxidised state
do not show redox-linked conformational changes that can be
associated with these interactions. Therefore, we consider that
these values are a result of the experimental uncertainty of the
method used in their determination, and were used in the
analysis.
Eq. (1) was ﬁt to the data reported in Fig. 1, to obtain a
value for the apparent dielectric constant and Debye length.
The values that provide the best least squares ﬁt are 9.5 forthe relative dielectric constant and 7.6 A for the Debye
length.
Although the proteins analysed in this work show a span of
isoelectric points from 5.3 to 10.5, no trend is observed for the
dependence of the Debye length with charge density. This may
result from a degree of averaging, in particular over the pH
range for which the data was measured for each protein, as
mentioned in the introduction, and the fact that most of these
proteins have a relatively small overall charge in the experi-
mental pH range, therefore reducing the diﬀerences in charge
density among diﬀerent proteins.4. Discussion
Simple macroscopic models with a limited number of pa-
rameters cannot hope to describe accurately the electrostatic
properties of all centres in a protein, let alone a set of diﬀerent
proteins. Fig. 1 illustrates the natural heterogeneity of the di-
electric properties of the interior of proteins [29] that results
from the fact that each centre has a unique environment. As
stated in the introduction, exposure to the solvent inﬂuences
the dielectric environment, but the clear trend for the distance
dependence of the electrostatic interactions, shows that this is
not a dominant eﬀect in these cases. Furthermore, although
the application of the Poisson–Boltzmann equation to these
proteins gives good agreement with experimental interactions
when conformational eﬀects are not dominant [30,31], the
search for simple functions for self-energies or electrostatic
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Fig. 2. Comparison of typical published data for interactions between
surface charges with the function for distance dependent electrostatic
interactions used in this work, and n data from [40], j data from [41],
d data from [42], and s data from [9].
R.O. Louro et al. / FEBS Letters 576 (2004) 77–80 79interactions that allow for fast algorithms is a worthwhile
objective [32] due to their application in computational
structural biology.
The meaning of dielectric constants greater than 1 has been
debated extensively in the literature (for a recent review see
[16]). The value for the eﬀective dielectric constant in proteins
depends on which eﬀects are explicitly considered [16] and
relatively large values, ranging between 15 [33,34] and 20
[35,36], are accepted for the dielectric constant of the protein
interior. However, the distance dependence of the experimental
interactions appears to be diﬀerent from simple Coulomb de-
cay, shown by the line C in Fig. 1, which was obtained by
ﬁtting the data to a Coulomb decay and gave an eﬀective ep-
silon of 62. Eq. (1) is based on the Debye–H€uckel formalism,
where the dielectric constant deﬁnes the relative dielectric re-
sponse of the medium, and the Debye length corresponds to
the distance where the maximum concentration of counter ions
is found. However, when applying this equation to interactions
among charged centres buried inside proteins, these parame-
ters become purely empirical. This situation is akin to re-
garding dielectric constants larger than 1 in other macroscopic
models for the interior of proteins as scaling factors to ﬁt the
model to the data [16,29,37,38].
4.1. Comparison with other dielectric functions
Over the years, several formulations for a distance depen-
dent dielectric have been proposed, of which representative
examples can be found in [11,15,36], mostly developed to ﬁt
shifts in pKas of ionisable groups in proteins upon mutation of
other charged residues. For distances below 6 A, there is evi-
dence that the electrostatic shielding follows a sigmoidal
function due to the diﬀerent dielectric response of the ﬁrst and
second solvation shells surrounding a charge [39]. These eﬀects
could not be explored with the data analysed in this work
because the closest distance is 8.2 A. The lines reported in
Fig. 1 for the ﬁt of the model presented by Warshel et al. [15],
the linear model [11], and the model of Johnson et al. [36] show
that various macroscopic functions display similar perfor-
mance in the distance range of the present data set, with the
present model and the model of Johnson et al. showing a better
agreement with the data for shorter distances.
4.2. Comparison with other published data
There is a wealth of published work on values of DpKas of
amino acid residues in proteins subjected to site directed mu-
tagenesis, measured from the pH dependence of the chemical
shift of NMR signals.
Fig. 2 reports typical data for the interaction between sur-
face charged residues for charge reversal and charge neutrali-
sation mutants of Snase [40], barnase and subtilisin [41], for
the interaction between charged residues and the haem for
iso1-cytochrome c [42], and in cytochrome c [9], for distances
above 6 A as discussed above. It shows that the magnitude of
the electrostatic interactions for surface residues is systemati-
cally reduced compared with the expected values from the
model presented in this work.
In most cases the titration data were analysed using an
adapted version of the Henderson–Hasselbalch equation that
includes a Hill factor to improve the ﬁt, which reﬂects the
presence of interactions between titrating groups [43]. A
thorough analysis of the factors aﬀecting published data on
amino acid pKas is beyond the scope of this paper, but theobservation reported in the literature that the Hill factor can
vary up to 20% from unity merits a comment [40,41]. Such
variation on the Hill factor corresponds to approximately 25
meV (0.4 pK units) change on the absolute value of the total
interaction felt by each residue. Given the magnitude of the
DpKas reported, this value is signiﬁcant, since the presence of
cooperativities may lead to an under- or overestimate of the
DpKas, depending on the circumstances. Although the eﬀect of
each of the neighbouring titrating residues may be diﬃcult to
parse, the major inﬂuences on this Hill factor are necessarily
caused by residues titrating in the same pH range. Otherwise,
instead of aﬀecting the slope of the titration curve, the inter-
action would aﬀect the position of the curve and thus the
DpKas measured.
The modiﬁcation of the pKas of ionisable groups at the
surface of proteins by the presence of other charges has been
shown to diminish as the ionic strength is increased [40,41], as
may be expected because ions in solution can approach surface
charges. For the data reported in Fig. 1, there is no signiﬁcant
bias towards smaller interactions for the measurements per-
formed at higher salt concentrations. This suggests that the
interactions among the various charged centres inside these
cytochromes are not aﬀected signiﬁcantly by ionic strength of
the surrounding medium, despite the small size of the proteins.5. Conclusions
In this work, a large set of experimentally determined elec-
trostatic interactions between charged centres in proteins with
common structural features were collected. These data were
analysed using a simple electrostatic model in which Coulomb
distance decay is enhanced using a function based on the
Debye–H€uckel formalism. It is clear that, although such
80 R.O. Louro et al. / FEBS Letters 576 (2004) 77–80macroscopic electrostatic models are very eﬀective to correctly
capture the trend of the distance dependence of electrostatic
interactions for non-surface groups with distances in the range
from 8 to 23 A as shown here and by others [16,36,40], there is
considerable scatter. This is despite the fact that, with the ex-
ception of Sfc3, the arrangement of haems and the structure
between speciﬁc pairs of charges is similar within each protein.
Therefore, users of such functions must accept that substantial
deviations may occur between predicted and experimental in-
teractions even when there are no obvious coupled structural
rearrangements.
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