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Technologies involving the assignment and use of common user identifiers, such as Intel's ill-fated Processor Serial Number, provide a straighforward way for publishers to verify the authenticity of messages claiming authorization to receive digital works. These technologies are a useful adjunct to trusted systems, which allow content providers to prevent recipients from passing usable copies of the work to anyone who has not paid the content provider, and give content providers flexibility in specifying the nature of the event that will trigger a payment obligation. But their consequences are undesirable: Trusted systems relying on common identifiers will reduce anonymity and informational privacy on the Internet. They raise the prospect that a much larger proportion of ordinary transactions will require consumers to present unique identification numbers digitally linked to a wide range ofpersonally identifiable information. They are well-suited to being used across the board by a large number of unrelated information collectors, increasing the ease with which a wide range of information about a person can be aggregated into a single overall dossier. Moreover, the combination of trusted-systems technology (allowing publishers to ensure that speech released to Bob does not make its way, via sharing or secondary markets, to Alice) and the privacy effects described above (allowing publishers to collect extensive individualized information on consumers) will sharply enhance producers' ability to discriminate among individual consumers in connection with the sale and marketing of information goods. Some commentators suggest that this concentration of control is a good thing; the price discrimination it enables, they urge, will broaden distribution of information goods. Yet the benefits of such a system are clouded; any increase in distribution due to price discrimination comes at the cost of shutting down distribution that comes, in today's less-controlled system, through sharing or secondary markets. It will likely be accompanied by increased media concentration and a self-reinforcing cycle of commercial pressure on individual privacy.
In considering these effects, we should remember that they are unnecessary; publishers could get the benefits of trusted systems without relying on common identifiers at all. STANFORD Networked digital technology enables the easy and inexpensive movement of speech and information among persons who are strangers to one another. People may not always find unfettered movement desirable, though. A content producer may want to disseminate information to some recipients, such as those who have paid, but not others. A parent may wish that the computers in her home not display certain sexually explicit content offered by a willing speaker. A government might wish that certain speech be available to some recipients but not others, for example, that gambling solicitations be inaccessible in specific geographic jurisdictions.
In order to determine whether particular content should be disseminated to a particular recipient, the decisionmaker must have information about both the content and the recipient. To block content requiring payment to persons who have not paid, one needs to know both whether the requested document requires payment and whether the requester has paid; to block sexually explicit content to minors whose parents wish to shield them from such material, one needs to know both whether the particular document contains proscribed content and whether the requester is such a minor; to block gambling solicitations to persons in certain geographic jurisdictions, one needs to know both whether the particular document is a gambling solicitation and the geographic location of the requester. As Larry Lessig and Paul Resnick point out, this can present a difficulty: No one actor, at the outset, may possess all of that information. ' Various techniques are available to overcome that difficulty. One approach is filtering. A parent concerned about her child's access to sexually explicit speech knows something about her child's characteristics, but little about the contents of each of the Web sites her child might visit. Filtering systems attempt to solve that problem by generating information about those REv. 395 (1999) . Lessig and Resnick present a model including three categories of information: the content of the speech, the characteristics of the recipient, and the jurisdiction of the recipient (which they assume determines the law describing whether it is permissible to send speech with that content to a recipient with those characteristics).
Web sites, so that the parent, armed with both the characteristics of the speech and those of her child, can make blocking decisions based on her own policy preferences. However, the filtering enterprise turns out to be problematic in several respects. One problem lies in the difficulty of collecting accurate and nuanced information about myriad Internet speech resources; another lies in the difficulty of vindicating users' individual policy preferences via off-the-shelf software. Entry barriers and informational costs mean that only a few firms can manage to tag huge numbers of Web resources; consumers, in turn, do not know and have difficulty evaluating the evaluators' substantive criteria. 2 As a result, although filtering in theory diffuses power among hosts of information recipients, to some extent it concentrates power in the third-party ratings providers.3
Filtering, though, is not the only possible response to this sort of difficulty. Another approach, as Lessig and Resnick point out, is to set up Internet architecture to require the would-be recipient of speech to transmit information about her characteristics back to the content provider, so that the provider can then make content dissemination choices according to its policy preferences or binding legal .rules. 4 Increasingly, firms interested in commerce in information goods are designing structures to enable that process.
This paper examines the implications of different choices for managing the information flow from consumers to content providers. In particular, it focuses on the implications of an Internet architecture that identifies each consumer by a single unique identifier that can be tied to the consumer's real-world identity and that is available to a wide range of applications and content providers. Such a system can be implemented through hardwarebased identification like Intel's Processor Serial Number (PSN). It allows the content provider easily to identify the consumer originating any given packet stream and to correlate incoming payment and other information to the outgoing information and entertainment that the content provider releases to that consumer: All of the data is simply filed under the consumer's unique ID. That architecture stands in contrast to one in which content providers use more sophisticated cryptographic techniques to assign consumers identi-2. Because filtering software companies protect their evaluation processes and algorithms as trade secrets, consumers only have access to the descriptions of the guidelines in the companies' promotional materials. These have often proved inaccurate. For example, companies' claims that a human employee reviews each blocked site are routinely belied by an examination of the sites that end up being blocked. See, e.g., MICHAEL SIMS, BENNETrHASELToN, JAMIE MCCARTHY, JAMES fiers that cannot be linked to their real-world identities or their activities in other contexts. Those techniques would protect consumers' choices from disclosure and would preclude the assembly of dossiers on particular individuals.
Technologies involving the assignment of user or platform identifiers, enforced through hardware-based user identification such as the PSN, can give providers of information goods extensive new capabilities. Such technologies provide an easy and straightforward way for publishers to verify the authenticity of messages claiming authorization to receive digital works, giving them greater ability to limit availability of their works to folks who meet certain criteria. The technology dovetails with the use of trusted systems, allowing content providers to prevent recipients from passing usable copies of the work to anyone who has not paid the content provider, and giving content providers flexibility in specifying the nature of the event that will trigger a payment obligation.
These technologies, though, have other consequences as well. The most obvious relate to privacy: Trusted systems relying on transparent unique identifiers, and in particular systems built around the PSN, threaten to sharply diminish anonymity and informational privacy on the Internet. They raise the prospect that a much larger proportion of ordinary transactions will require consumers to present unique identification numbers digitally linked to a wide range of personally identifiable information. They are well-suited to across-the-board use by a large number of unrelated information collectors, increasing the ease with which a wide range of information about a person can be aggregated into a single overall dossier.
Moreover, the combination of trusted-systems technology that enables publishers to ensure that speech released to one consumer does not make its way via sharing or secondary markets to another, and the privacy effects of allowing publishers to collect extensive individualized information on consumers, will likely affect the economics and politics of speech markets. It will sharply enhance producers' ability to discriminate among individual consumers, on price and other grounds, in connection with the sale and marketing of information goods. Some commentators suggest that this concentration of control is a good thing because the price discrimination it enables will broaden distribution of information goods.S Yet the benefits of such a system are clouded; any increase in distribution due to price discrimination comes at the cost of shutting down the distribution that comes, in today's less-controlled system, through sharing or secondary markets. It will likely be accompanied by increased media concentration and a self-reinforcing cycle of commercial pressure on individual privacy.
Publishers can get the benefits of trusted systems without these socially undesirable consequences by relying on identification techniques that assure consumers a greater degree of privacy. Building trusted systems around hardware-based consumer identifiers therefore not only carries with it a dystopian future of universal personal monitoring and identification, but also is unnecessary to meet publishers' legitimate needs.
In Part I of this paper, I explore the market incentives for the widespread deployment of systems under which information flows from consumers to content providers. In Part II, I discuss the blend of anonymity and identifiability presented by current Internet architecture, and in Part III, I focus on a particular technology-the Processor Serial Number built into the Intel chips powering most computing devices today. In Part IV, I discuss the implications of such technology for privacy and the economics and politics of communications markets. Unique identifiers, and their associated technology, promise to give content providers vastly expanded powers to discriminate among consumers by setting prices on an individual basis and by picking and choosing who will be allowed to view or read particular works. Although some argue that these would be positive developments, I submit that they are, on balance, unfortunate. In Part V, I note that the negative consequences of this technology are avoidable: Content providers could rely on more sophisticated cryptographic techniques to manage access to their information goods. Such systems would allow content owners to exploit their intellectual property, but would avoid the consequences described in this paper.
I. RIGHTS MANAGEMENT AND TRUSTED SYSTEMS
The most important concern driving the information flow from consumers to content providers relates to rights management. The term "rights management" is commonly associated with the protection of intellectual property rights, but it need not be so limited. One can think of rights management as covering any technological means of controlling public access to, and manipulation of, digital resources. That sort of control is basic to any system of networked computing. At the heart of Unix, for example, is the concept of permissions, that define which users on a network can take what actions (read, write, execute) on which files and directories.6 Networking would not be very practical without a way of defining and limiting the set of people who can have access to particular documents and other network resources. Rights management techniques, in that sense, are simply a form of network security.
Those techniques demand a reliable way to match usernames with realworld individuals. After all, it is the individual, not the usemame, whose access to files is at issue. In the old days, when mainframe computers ruled the world, system administrators had little difficulty associating the individuals using their systems with unique usernames, and thus using permissions or similar file access rights to enforce that aspect of system security. The systems administrators themselves had assigned those usernames to the individuals in question.7 The situation was not much different for a selfcontained local area network.
But the Internet changed things: It has no system administrator. There is no reliable automated way, under current technology, to tell which individual is associated with any given username on an Internet-connected network.8 Indeed, even your own computer does not know who you are; if you tell your PC that you are Napoleon or loan of Arc, it has no reason to disbelieve you. 9 For this reason, the ordinary Internet architecture stymies attempts at rights management beyond a given network. It provides no convenient set of options in the middle ground between blocking access by anyone outside one's own network and granting access to everyone in the world.
How can one extend sophisticated file access rights beyond the controlled network environment into the Internet universe at large? Put another way, how can a local server extend secure control over the many interconnected networks that make up the Internet? To do that, it must be able to reliably identify everybody out there seeking access to its files, or at least, everybody to whom it is willing to grant access, and then be able to sort those persons by whichever of their characteristics it deems relevant. That is to say, it must have some way of reliably associating incoming packet streams with identified real-world individuals, and it must have-or be able to collect-enough information about each of those individuals to implement a set of rules determining whether to grant access. 10 9. See Agre, supra note 7, at 11. 10. This criterion is oversimplified, as Part V of the paper demonstrates, but it will do for now.
One way for a content provider to accomplish these tasks is to allow access only if the recipient's computer (or other device) incorporates hardware and software meeting security specifications, approved by the content provider, enforcing rules under which individuals can access and use particular digital content. In such a case, technologists refer to the server and recipient as being part of a "trusted system."" The server can rely on "trusted" elements of the recipients' device to identify the recipient, to transmit only accurate information about the recipient, and to limit the recipient's ability to manipulate any content it receives from the server in ways that exceed its authorization.
Trusted systems enable the sophisticated network security I discussed above, because they give the content provider a way to verify the authenticity of any message it receives that claims authorization to read a digital work. But their implications are broader. They allow the content provider to make the works available only to persons the content provider knows have paid for access. They allow the content provider to prevent the recipient from passing usable copies of the works to unauthorized persons. And they allow the content provider great flexibility in specifying the nature of the event that will trigger a payment obligation. For example, a content provider could allow a consumer to download a work for free, but require payment each time she reads or listens to it. In short, trusted systems have the capability to be an extraordinarily effective and profitable means of controlling, and rationing, access to works of information and entertainment.12
If trusted systems could be extended to the ordinary home computer, they would provide content owners with an important tool in the economic exploitation of their works. This would not be entirely straightforward, though. First, there is the issue of market acceptance: If the home PC is to take its place as part of a trusted system, then it will have to include hardware and/or software that disables, to some extent, the PC's ability to interact anonymously with other machines and to manipulate data stored on its own MANUAL AND TUTORIAL -XML EDITION 5 (ver. 2.00 1998) (A trusted system is a system that can hold digital works and which can be trusted to honor the rights, conditions, and fees specified for a work.").
12. See generally XEROX CORP., supra note 11 (describing the use of trusted systems to control access to, transfer of, and usage of digital works); Mark Gimbel, Some Thoughts on the implications of Trusted Systems for Intellectual Property Lzaw, 50 STAN. L. REv. 1671 (1998) (arguing that trusted systems enable an unprecedented degree of control over protected works). Xerox's ContentGuard is an example of sophisticated trusted-system technology. ContentGuard uses Java applets to control Self Protecting Documents (SPD), which are sent to particular users customized according to the user's credentials, the rights purchased for a given document, and the environment in which the document is to be viewed or printed. The SPD interacts with a back-office server to allow only authorized viewing or printing. hard disk. As Mark Stefik puts it: "What's in all this for consumers? Why should they welcome an arrangement in which they have less than absolute control over the equipment and data in their possession?" 3 Stefik, a proponent of trusted systems, answers that participation in trusted systems will benefit consumers in the long run because content providers will make desirable digital content available over the Internet only if trusted systems are available to them.14 This is contested ground. Although major record labels and Hollywood studios have worked hard to ensure that their products are available over the Internet only in secured form,15 the music industry, at least, appears to have reconciled itself to the fact that music is increasingly available over the Net in other formats.1 6 It seems plausible that the industry might reconcile itself to releasing its own product in a less-than-secure format if it believed that, on balance, there was money to be made that way. Even absent the legal and technological protections sought by content owners, the Web now provides both extensive professionally created and formatted commercial content, and extensive valuable content that is not professionally formatted and created.1 7
And the trend, even absent such protections, has been towards making more and more content available. But the proponents of trusted systems, at least, argue that the most commercially valuable content will not become available without robust technological (and backup legal) protections. 16. The Recording Industry Association of America (RIAA) initially attempted to block the manufacture and sale of any consumer electronics devices that could play music in the MP3 file format. MP3 allows the transmission of high quality music recordings over the Intemet, and does not encorporate copy-protection technology. After failing to suppress MP3 entirely, the RIAA entered into an agreement under which consumer electronics manufacturers are free to sell devices that play MP3 files, but will later on offer consumers a voluntary software upgrade allowing them to play music in an encrypted format, while disabling them from playing a confusingly defined category of other music. The music industry is in the process of developing this more secure, SDMI format, which will allow publishers to sell music in a more trusted environment. imaginary; indeed, it is at the center of a growth industry. In the next section of this paper, I will start by discussing the degree to which identifiability is inherent in Internet architecture. I will then discuss new identification technology that companies have sought to put in place.
II. ANONYMITY AND IDENTIFmABILITY ON THE INTERNET
In the physical, face-to-face world, we encounter an imperfect blend of anonymity and identifiability. We do not all know everything about each other, nor are we are all completely anonymous. In some respects, we are easily identifiable (a four-year-old cannot walk into a 7-11 and buy a copy of Playboy); in others, we are not (an adult can, without showing identification). We know some things about each other but not others; we negotiate boundaries through social interaction.18
Internet architecture presents a different blend of anonymity and identifiability.19 On one level, it provides for a higher degree of anonymity. "On the Internet," as the old saw has Rover explain while sitting at his computer, "nobody knows you're a dog."20 In ordinary social and commercial transactions, it is easy to conceal one's identity, or to adopt a new one. Further, that anonymity is for the most part socially acceptable. This has important advantages: It means, as Larry Lessig has explained, that one can explore the Internet without an internal passport, without having to present credentials.21
On another level, this apparent anonymity is deceptive. The Internet monitors the origin and destination of the packets that traverse it. It is therefore, in fact, extremely difficult to conceal one's identity while engaging in Internet activities from a truly determined adversary (such as a lawenforcement agency armed with subpoena power). And once one's identity is revealed, extensive information about one's online activities may come with it.
The most important reason for the absence of profound anonymity lies in the Internet's reliance on "IP addresses" to get packets to their destinations. IP addresses are the unique numbers that identify each computer connected to the Internet. Just as it would be impractical for a person to receive postal mail without a unique name-and-postal-address combination, a computer cannot receive or send information over the global Internet without a unique 18. See Agre, supra note 7, 1 16. IP address.22 Further, every packet of information transmitted over the Internet contains its origin and destination addresses in plain sight in its packet headers.2 3 Thus, when I undertake any transaction over the Internet, I transmit to the recipient (and anybody else listening in) the IP address of my home computer.
For most residential Internet users, this is only a limited concern. Most of us get IP addresses on a dynamic basis from our Internet service providers, using DHCP (Dynamic Host Configuration Protocol), so that we get different IP addresses each time we log on. 24 While a law enforcement agency armed with Intemet service provider records would be able to trace the IP addresses we used during different logons, and thus track our online activity, we are not at the mercy of the casual commercial or social observer.
25
This concern may become somewhat more important with the introduction of a new Internet addressing structure known as IPv6.26 As currently planned, IPv6 will incorporate an address configuration procedure under which, if a computer is connected to the Internet via an ethernet card or certain other classes of hardware, and the IP address is not unilateraly set by a DHCP or PPP server, then the computer's IP address will automatically include the unique identifier associated with that ethernet card or other hardware. 27 This will make it easier to match IP addresses to individual 22. This is oversimplified. Network address translation can allow a computer to function using an address, assigned by the local network, that is not globally unique. More simply, a user can piggyback on the IP address of a remote computer by logging into a shell account on that computer. The extent to which such a user's traffic can be traced to him individually (as opposed to the remote server generally) depends on the information retained by that server. Finally, a particular computer's IP address may change over time. See notes 24-25 infra and accompanying text.
23. See Thomas Narten, Privacy Extensions for Stateless Address Autoconfiguration in 1Pv6, at 2-3 (Oct. 1999) <http:llsearch.ietf.orglintemet-drafls/draft-ietf-ipngwg-addrconf-privacy-O 1.txt>.
24. This is somewhat oversimplified. A DHCP server will sometimes return to an Internet user the same address that it had used previously, if that address is still available. In certain contexts, a client could use the same address for months at a time. See id.
25. The situation is different if a computer's IP address is "static" as opposed to dynamic. In that case, the address will be associated with that computer for an extended period of time. Users with broadband, "always on" Internet connections are more likely to have persistent IP addresses.
Once a particular IP address is firmly associated with a user, it is easy to match that IP address with the entity (an Internet service provider, corporation, government agency, etc.) to which the relevant block of IP addresses was assigned. However, one cannot further match the IP address to the identity of an individual user without information supplied either by the intermediate entity or by the user himself (as in a registration database As of this writing, the most notorious system for feeding consumer information back to content providers is one quietly put in place by RealNetworks, makers of the leading multimedia software. It became public some time ago that each copy of RealPlayer, like Windows Media Player, contained a globally unique identifier (GUID) that was transmitted to the provider when the user accessed streaming media.32 It only recently became known that the same company's RealJukebox player transmitted information back to its makers including the names of all the CDs the user played, the number of songs recorded on her hard disk, the brand of portable MP3 player she owned, and the music genre she listened to most. 33 The information was tied to a unique identification number that could be mapped to the user's email address via the registration database. In short, RealNetworks had the 28. That will especially be the case if business information-exchange standards encourage the matching of a person's name and address with the identifier of the ethernet card preinstalled in the computer he buys. See note 78 infra.
29. See Narten, supra note 23, at 4-5. One of the developers of IPv6 has suggested changes in the IPv6 addressing architecture to ameliorate this concern. Id. at 5-11. capability to collect, in personally identifiable format, information regarding the listening activities of each user of its software. Responding to negative publicity, RealNetworks made available a software patch to disable RealJukebox's data collection function,34 and announced a new version of RealPlayer software that would not transmit a GUID unless the user affirmatively turned that feature on. 35 The company noted, though, that some content providers might require that consumers enable the GUID in order to access their content.
30.

36
Nor was this the first time a software-generated GUID gained public attention. Users discovered not too long ago that various Microsoft applications label each of the documents they create with a unique identifier. If the computer running the applications contains an ethernet card, the document identifier incorporates that ethernet card's unique identifier, and thus definitively identifies the computer in question.37 As a result, documents created in Microsoft Word and Excel, and perhaps other Microsoft programs, can be traced back to the originating computer. 3 s Until recently, Microsoft's Windows 98 Registration Wizard transmitted the ethernet card identifier to Microsoft upon software registration, along with the identification information (name, address, phone number, etc.) entered by the user. 39 Microsoft too has backpedaled somewhat in response to publicity: It announced that it would make a software patch available to prevent the insertion of the GUID into Microsoft Office documents, and would stop collecting the information during registrationAO Office 2000, it added, would not insert the GUID at all. 41 Each of these systems has powerful identification capabilities, but is limited in certain respects. Microsoft's is limited in scope, because the GUID identifies an individual's computer only if that computer contains an ethernet card. 4 A 2 The RealNetworks system is limited in a different respect: The GUIDs it assigns are not used by anyone other than RealNetworks.43 Although RealNetworks was in a position to use the GUID to catalog an individual's listening information, the system was not designed to be used by a variety of content providers in multiple contexts.
m. INTEL AND THE PROCESSOR SERIAL NUMBER
Intel, which manufactures the vast majority of the chips powering personal computers today, introduced a technology in early 1999 that it described as the foundation for a whole new world of trusted systems: the Processor Serial Number, or PSN. The PSN is a unique identification number burned into each computer's central processing unit as part of the normal manufacturing process.4 Intel. announced plans to incorporate the PSN into all of its products, including not only its Pentium III chips for personal computers, but also the microprocessors embedded in devices such as television set-top boxes, telephones, and "Internet appliances." 45 Applications running on any device equipped with a PSN can read the unique identification number and transmit it to any requesting remote server. Such a system could provide a foundation for the reliable flow of identification information from every consumer to Internet-based content providers. that the company was shifting its vision from "a world of a billion connected computers" to "a billion trusted computers."4 7 A vision of a world fully populated with myriad personal computers, each communicating with the rest, he explained, is insufficient unless those connected computers are trusted, and the first step on "the road to ... trusted connected PCs" is the PSN.48 Because each computer's PSN is unique, he continued, the PSN provides a hardware framework for treating the home PC as part of a trusted system49-that is, to allow servers on distant networks to authenticate the identity of a home PC user, and administer authenticated permissioning and rights management. 50 It could thus create a "trusted virtual world" for secure virtual enterprises, business-to-consumer electronic commerce, and secure delivery of high-value digital media content like movies and music. 1 Gelsinger explained that the PSN, "enabl[ing] platforms and the users that are on those platforms to be better identified,"52 was Intel's first building block in constructing this system. "You think about this maybe as a chat room, where unless you're able to deliver the processor serial number, you're not able to enter that protected chat room ... providing a level of access ; see also RICHARD SARGENT, CDSA EXPLAINED: A SOURCE BOOK FROM THE OPEN GROUP 59-60 (1998) (noting that Intel is working with Veridicom to incorporate interfaces for biometrics into its software security architecture). These technologies are primarily designed to enhance the security of a particular network, rather than to identify a user to the Internet at large. But as with the Intel PSN, once a user is uniquely identified, that information can be used to grant or deny him access to resources across a wide variety of Internet-connected systems.
47. Gelsinger, supra note 44, IN 3-4 (emphasis added bodying a common security architecture.5 4 The CDSA framework, initiated by Intel and developed in an open standards process, contemplates that independent software and hardware vendors will provide "add-in modules" that perform specific security functions for applications. 55 Applications can thus more easily be written to require that third parties establish their identity or authentication before gaining access to intellectual property. 56 Identity and authorization, in such a trusted environment, are verified on the basis of digital credentials; the Common Security Services Manager, part of CDSA, facilitates linking digital certificates to trust protocols.57
Gelsinger announced plans to add significantly to the PSN and the CDSA's capabilities the following year, "allowing... trusted access, adding authenticated permissioning to PCs, [and] increasing levels of capability" in the security architecture. 58 He announced plans to add capability in 2001 relating to "platform and peripheral integrity," thus "accomplishing the trusted transactions [and providing] a platform strong enough to bring all forms of valuable content to the PC."5 9 It is easy to imagine that with an architecture incorporating all of these capabilities, the hardware and software of the home PC might enable a remote server to query that PC for its unique PSN, determine whether the machine associated with that PSN has received rights to play a movie, and (if so) deliver the movie in a form such that the PC could play it a set number of times, but could not make a digital copy outside the control of trusted systems. 60 The 60. This discussion to some extent elides the distinction between identification of computer platforms and identification of consumers. The distinction comes into play to the extent that (a) more than one consumer uses a single computer;, or (b) a single consumer uses more than one computer. The latter case is most important in connection with consumer acceptance of trusted systems; consumers may be reluctant to accept systems that limit them to a single computer in viewing the works they purchase. Information Center announced a boycott of Intel.63 Large PC makers responded by announcing that, when shipping Pentium I machines for the consumer market, they would set the BIOS (the first software instructions a computer loads when it boots) to make the PSN invisible to most programs. 64 Intel announced plans to release software patches that consumers could use to do the same thing 6 5 These developments, though, have not entirely quieted the controversy over the PSN: A unit of the European Parliament, for example, recently published a working paper urging that the relevant committees of the Parliament call upon the NSA and FBI to provide information on their role in the PSN's creation, and suggesting that the Parliament "con- on the Net are similarly characterized by a small number of powerful publishers existing alongside a huge number of weak ones. 68 To the extent that powerful publishers control attractive intellectual property, they have market power that they can use to influence consumers' choices, and to push the environment toward one in which consumers consent to become part of a trusted architecture. 6 9
This advantage, further, would not flow merely to those individual publishers with the best market position. It seems unlikely that consumers, even if they have the tools to do so, would routinely toggle the PSN on every time they wish to run a protected program or access a protected Web site, and then immediately toggle it off. It has been reported that once a PSN is enabled, it Will be quite difficult for the ordinary consumer, with the tools typically available to such a consumer today, to turn it off. 70 But without regard to the ease or difficulty of that step, inertia is a powerful force. It seems most likely that a typical consumer seeking access to protected software or Web sites would simply turn the PSN on and keep it on, available to anyone to whom his software had the capability to display it.
Chastened by the public reaction to the PSN, Intel retreated and regrouped. It has not mentioned the PSN in any public statement in recent months; instead, it has sought to focus attention on its new Trusted Computing Platform Alliance (TCPA) initiative.71 Like the trusted computing program Intel had earlier announced, the TCPA is seeking to deliver an "enhanced HW the system's authentication capabilities.7 3 The TCPA has not yet released a specification with details to the public.
IV. TRUSTED SYSTEIMS AND COMMON IDENTIFIERS
A. Introduction
I want to explore some of the social implications of implementing, on a widespread basis, trusted systems based on identifiers such as the PSN. In that connection, it seems to me that two characteristics of the PSN are notable. First, the PSN is keyed to the holder's identity, rather than his characteristics. It enforces a particular model of trust, in which to learn the characteristics of a particular would-be information recipient, a publisher first ascertains that person's identity and then looks up the characteristics associated with that identity.
This model stands in contrast to a more privacy-protective approach, in which a person can present credentials verifying certain characteristics, such as country of residence, without necessarily disclosing his identity at all.7 4 For an example, consider an idea floated by Ira Magaziner in 1998.75 Magaziner was looking for an answer to one problem presented by Internet anonymity: It undercuts the ability of geographic jurisdictions to tax, because it may not be clear to the merchant and interested governments whether taxes are due and to whom. Magaziner suggested that consumers could make purchases online through the use of "electronic 'resident cards'" encoding their country of residence, so that escrow agents could collect taxes associated with that jurisdiction.76 The propo.al was unworkable, but was in one respect privacy-friendly: It contemplated that people would reveal, and carry with them online, a single personal characteristic (their country of residence), without having to reveal any other characteristics. The merchant could learn a buyer's residence, but that information transaction would not reveal his name. The PSN, by contrast, eschews this approach. For the PSN to be used as the basis for a trusted system, the content provider must correlate the PSN with its other data relating to the individual owning that computer, by tying all of that data to the single identifier that the PSN represents.
The second notable characteristic of the PSN is that it is a common identifier. That is, it is well-suited to use by different information collectors in 
B. Privacy
Widespread deployment of trusted systems based on such global identifiers will have social consequences. Such systems-in which the user's computer identifies itself during every transaction, to anybody who asksare pernicious from a privacy perspective. They allow the user to be tracked 
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proportion of ordinary transactions would require consumers to present unique identification numbers that would in turn be digitally linked to a much wider range of personal information. To the extent that collecting identification and assembling dossiers is easy, content providers may do so even when they have no compelling use for the information.
Advertisers and others already see great value in compiling dossiers of personally identifiable information for each of us. Consider, in this regard, the recent Abacus-Doubleclick merger. The combined company announced plans to cross-reference Abacus's database of consumer buying habits, containing real names and addresses and detailed buying information, with Doubleclick's database of consumer Internet surfing and buying habits.81 Doubleclick targets ads to users, based on "dozens of characteristics, including geographic[al] region, language, and business." 8 2 It backed off plans to associate its online information about individual consumers with Abacus's personally identifiable offline information only in the face of Federal Trade Commission and state investigations, private lawsuits, and a consumer boycott.
8 3 The adoption of common identifiers would facilitate the correlation of individual data profiles across databases without public relations headaches.
Systems facilitating the close tracking of content-of what people read, view, or listen to-seem particularly problematic. All of these are the constitutents of human thought. In the analog world, information or entertainment goods are commonly sold on a cash basis, leaving no paper or electronic trail. The copies themselves have no surveillance capabilities, and cannot report back to their makers. The copyright owner, indeed, collects no information about the user at all. 8 4 Trusted systems threaten to abandon those rules, facilitating the monitoring of individual thought. They raise the specter of the Panopticon, and of subtle and not-so-subtle pressures on indi-viduals to eschew socially or governmentally disfavored information goods.85
C. Communications Policy
A second set of consequences relates to the effects of this technology on the economics and politics of content markets. To begin with, all technological measures protecting digital content (of which trusted systems are a subset) raise an important set of issues typically associated with intellectual property law. Such measures allow sellers of entertainment or information to assert effective control over uses that are privileged by intellectual property law, and over subject-matter that is assigned by intellectual property law to the public domain. That is, they enable sellers to exercise control notwithstanding intellectual property law's judgment that society in those circumstances is best served by free use of the material by the public at large.86 Others have written cogently about these points, and I will not linger long on them here.87 Instead, I want to raise broader concerns, which I believe resonate less with those of intellectual property law, and more with those of communications policy generally.8 It is useful here to review two capabilities that trusted systems based on common identifiers give to sellers of entertainment or information. First, the reliable identification of the would-be consumer, together with any other information the seller can collect describing that would-be consumer, helps give the seller individualized information about each member of its target audience. Second, the access and copy protection capabilities of the system mean that the seller has much stronger control over which consumers get access to the work; the seller therefore can sharply limit any secondarymarket in the work.
In the Old Way of Doing Things, technical inefficiencies made it difficult to disseminate speech to a dispersed but tightly controlled group of folks. There was always some leakage: If you wanted to disseminate speech, you had to give up some control over its dissemination. For example, once a content owner distributed a copy of a work, it had no technological means of preventing the owner of that copy from selling, loaning, privately displaying, or giving away the copy as he chose.89 And the copyright law's "first sale doctrine" denied content owners the ability to impose such restrictions within the four comers of the copyright law. 9 0 These limitations on content owners' effective rights helped democratize access to content. They allowed gratis redistribution of, and secondary markets in, copies of the works. Though content owners have complained that the Internet threatens to divest them of any control over the distribution of their works, trusted systems threaten to eliminate even the small avenues for royalty-free redistribution that exist in the nondigital world. 9 1
It is worth lingering on the role of sharing, and other forms of redistribution, in the nontrusted system world. "Small-scale, decentralized reproduction of intellectual property" has long been a fact of life in markets for information, entertainment, and computer software. 9 2 People copy music tapes and CDs for themselves, family, and friends; they photocopy magazine articles; they allow family and friends to use, and copy, their computer software. They persist in doing so, notwithstanding the best efforts of the copyright industries to convince them that it is illegal, largely because they find it protection systems from an intellectual property standpoint, have been insufficiently appreciative of the virtues of technological protections).
89. hard to believe that this is something the law does or should proscribe. 93 And that system seems to work-at least, it has not obviously injured in any palpable way producer incentives to create intellectual property.
The nontrusted-system world is also characterized by a lot of sharing, in the vernacular sense, that does not implicate copyright law. As I noted above, people lend each other analog copies of protected works, and read, watch, or listen to works they have borrowed, all without implicating the copyright laws at all. At least in a static analysis, 9 4 both of these sorts of sharing are good, since they increase the distribution of information and thus social benefit without any social cost. 95 Put another way, sharing allows the distribution of information at the optimal demand price, because that price is equal to the marginal cost of distribution, which in this case is close to zero. 96 The most successful institutions in American life today that are based on such sharing are public libraries, which were established precisely to enable large-scale sharing of analog works.
The trusted-system world could involve a number of changes to this status quo. The content provider's enhanced control over access to the work could constrain both types of sharing I have described above. It would allow content providers to sharply limit the small-scale copying of intellectual property that has become both accepted and commonplace among consumers today, but that producers contend violates their copyrights. It could also greatly limit the small-and large-scale lending and borrowing of intellectual property that takes place today and is unimpeachably consistent with the copyright laws. After all, as noted above, the control given content providers by trusted systems does not rest on whether the content provider can assert intellectual property rights in the work, or whether a particular use of the work by a consumer would violate those rights.
The trusted-system world also seems well-suited to facilitate discrimination on the part of the content provider, a change with more ambiguous results. Most obviously, trusted systems will facilitate price discriminationthat is, the content provider can ask different consumers to pay different prices, unrelated to the provider's own costs. That is not the way markets typically work: Most commonly, a producer sets a uniform price, which each consumer chooses to pay or not pay. Sellers cannot effectively engage must be able to prevent (or limit) arbitrage-it must ensure that buyers who paid a low price do not turn around and resell the information or entertainment to someone who would otherwise be willing to pay the content provider the higher price. Otherwise, any attempt by the producer to partition the market would be unavailing. Trusted systems make this possible by greatly enhancing the content provider's ability to control any redistribution of the work.
Second, the seller must have market power. All copyright owners have some degree of market power because of the legal control that intellectual property law gives them; that is one reason they are able to charge prices in excess of marginal cost. Some, naturally, have more market power than others, based on the demand for the work and the availability of nearsubstitutes.
Finally, the seller must be able to set prices in a way that in fact reflects consumers' willingness to pay. Trusted-system technology can make this possible in two ways. First, as noted above, a trusted online architecture based on global user or platform identifiers will allow content providers to tie each consumer to a wide range of personally identifiable information. For example, when the consumer presents her PSN to gain access to a digital work, the content provider will be able to pull up other information associated with that PSN in order to make a judgment about the particular consumer's willingness to pay. 98 Alternatively, the content provider can shift its payment model from the "sale" model prevalent today, in which the consumer buys a copy of the work and can then read, listen to, or watch that copy an unlimited number of times without further payment, to a "pay-perread" system in which the customer pays a smaller amount on each occasion that she reads, listens to, or watches the work. This allows the content provider to collect more money from those customers who want to use the work many times and presumably are willing to pay more for that ability, and less from those who want to view the work only once. The difference between those prices is largely unrelated to the content provider's own costs. 99 Is this price discrimination a good thing or a bad one? Some have argued that it is benefiial.00 Price discrimination in information goods is so- cially useful, the argument runs, because it increases the distribution of information. Without price discrimination, the content provider must charge a single market price, and people unwilling to pay that price will be shut out of the market entirely. If the content provider can engage in price discrimination, by contrast, it can charge every consumer the exact price that she is willing to pay, thus simultaneously.maximizing profits and maximizing the number of people who will be exposed to the information and entertainment in question. " [W] e can say with confidence that many more consumers [will benefit] from the author's creation."10'
The matter, though, is not nearly so straightforward. Price discrimination is unquestionably good for producers since it converts consumer surplus into producer profits.
But, as a general matter, whether price discrimination increases overall welfare is a more difficult question, resting on the facts of each case. 102 An increase in the distribution of the good is a necessary, but not a sufficient, condition for increasing total welfare.103
More to the point, in thinking about whether the price discrimination enabled by trusted systems would be a good thing, we need to ask the question, "Compared to what"? One of the key reasons that trusted systems enable price discrimination is that they sharply decrease sharing; they are designed to eliminate any redistribution of the information good beyond the control of the content provider. That is, price discrimination allows the sale of information to consumers willing to pay less, but at the expense of cutting off existing means, through sharing and secondary markets, of getting the information or entertainment at low or no cost to some of those same consumers. Indeed, from a static perspective sharing is a more efficient way of allowing the market to reach those consumers, since it makes the good available to them at a price more nearly approaching the zero marginal cost of supplying it to them. Secondary markets, involving redistribution of information goods after their first sale and outside the control of the initial seller, can do the same job as price discrimination of getting information goods at lower prices to lowervaluation users. That is what used bookstores are all about. The price discrimination that trusted systems may facilitate therefore may not increase the number of consumers getting the good at all; it may simply ensure that the low-valuation consumers receive the good from the initial seller rather than someone else.1 0 4 Further, it does so at the distributional cost of shifting all surplus away from consumers. The points I have made so far are open to a variety of counterarguments. First, it might be argued that price discrimination will do a better job of getting the information or entertainment to low-valuation users, many of whom may not have the opportunity to gain access to the work through resale or sharing. The copyright-law implications of issues surrounding small-scale redistribution, even when no new copies are created (aside from the RAM copies that are associated with any invocation of a digital work), are hotly debated within the legal community. Large-scale copying and redistribution of digital works is illegal even when no price is charged.'0S Yet public libraries, at least, are set up precisely for the purpose of getting free information works to users unwilling to pay the price set by the market. Consumers interested in viewing a work only once and willing to wait until it is available can borrow from the library; those interested in viewing the work multiple times are more inclined to buy it. This is precisely the sort of result price discrimination is supposed to achieve.
By contrast, it is unclear to what extent price discrimination in practice can achieve the advantages theory promises for it. It is difficult to gauge consumer preferences precisely, and publishers are unlikely to drop prices too far based on guesses about a particular class of consumers' willingness to pay. While theoretical perfect price discrimination promises perfectly efficient markets, real-world third-degree discrimination will fall short of that ideal, as publishers group consumers by second-best proxy characteristics and attempt to set prices for each group. Nor will consumers easily accept second-degree discrimination: The splashy failure of DIVX, a pay-per-view movie format, should give rise to some doubt about the enthusiasm with which ordinary folks will embrace usage-based prices for digital works. 106 Next, one might argue that if sharing were technologically disallowed then market prices would fall. Without the possibility of sharing, the argument runs, information goods are not as valuable to purchasers. Yet when the content provider must set a single market price, it cannot easily raise that price to take into account the benefits of sharing, because different buyers will place significantly different values on the ability to share (and will in fact share with markedly different numbers of people).107 Moreover, the existence of leakage also acts to constrain prices, by providing a near-substitute for the purchased good.10
Finally and most obviously, one might argue that this analysis overlooks the dynamic impact of sharing and the nature of secondary markets in digital works: Sharing and resale do not generate revenues to the content provider, so they do not provide incentives to stimulate production. More baldly, one might argue that my discussion is in essence an argument for piracy-which will certainly lower prices to the consumer, but at the cost of diminishing incentives to produce. Secondary markets in the digital world, the argument runs, may involve large numbers of illegal perfect copies. Sale of those copies cuts directly into the profits, and thus the incentives, of the initial producer.
I do not contest that producer incentives are necessary. Publishers must be able to sell information goods at a price sufficiently above marginal cost, and for a sufficiently long period of time, to recover their fixed (first-copy) costs. Otherwise, they would lose money. To that end, there must be sufficient entry barriers limiting other folks' ability to sell those works as cheaply. We do not know, though, how much in the way of incentives producers need.109 Ordinary economic theory suggests that publishers will invest so long as they expect profits, taking into account normal rates of return. If publishers have adequate incentives even without the extra rents that price discrimination gives them, then we may get a better social result by reaching lower-valuation users through secondary markets, sharing, or even some degree of piracy than through the increased control that trusted systems bring.1i0
Further, there is a connection between media concentration and the power of information providers to identify consumers and to thus discriminate. To the extent that sellers' ability to price discriminate will rest on their access to personally identifiable information about buyers, publishers with access to those databases will have a competitive advantage over those who 107. Bakos et al., supra note 92, engage in a much more sophisticated analysis of this phenomenon. The authors conclude that sharing decreases producer profit when the diversity in team size, defined as the number of consumers sharing any particular copy of the good, exceeds the diversity in individual consumer valuations. They note that seller profit is enhanced if high-valuing consumers tend to share with low-valuing consumers rather than with each other, and if low-valuing consumers tend to share with a greater number of people than do high-valuing consumers. Both of these contingencies will tend to "even out" the value that each team places on the good, and thus will allow the producer to reflect that value more nearly in its selling price. do not. This may have two negative effects. First, it will tend to concentrate media markets-and, to the extent those markets are characterized by winner-take-all dynamics,"' will help determine who those winners are. Second, it will increase the value of the dossiers, and thus increase the commercial pressure on privacy.
The control facilitated by trusted systems and common identifiers may allow other sorts of discrimination as well. Most generally, it will increase producers' ability to pick and choose who will be allowed to view or read particular works. Given the power of a common identifier such as Intel's PSN to facilitate the association of a wide range of information with a given personal identifier, producers could in theory use these tools to allow access to a speech work only by persons who live in preferred zip codes, have certain levels of family income, or are white. There may be only limited circumstances in which a mass marketer of entertainment and information would have an incentive to do so: Most obviously, perhaps, a publisher might discriminate because of ideological motivations, or if particular content gained cachet from only limited distribution. From a free speech and communications policy standpoint, though, it seems disturbing to see extensive social investment in a technology built around the ability to prevent the movement of speech and information to the public at large.
For the most part, today, content producers and consumers share control over the uses and dissemination of speech works. Content producers have extensive control by virtue of their ability to produce and license the technological artifacts (such as film reels) embodying those works, reinforced by the rights granted them by the copyright law. Consumers have some control as well, by virtue of their own abilities to use, copy, and manipulate such works in ways that the copyright law either does not forbid or expressly privileges,!12 or in ways that have been effectively immune from copyright enforcement. And because these are speech works, that distribution of control has political consequences. It shapes the overall movement of information and expression within society. The rise of trusted systems based on common identifiers would shift that control.'13 V. IDENTIFICATION AND CREDENTIALS In short, trusted systems based on common identifiers that are tied to consumers' real-world identities have plainly undesirable privacy consequences. Their consequences for the structure of content markets appear to be negative on balance. And yet, one might think, they are unavoidable if we are to allow content providers control over exploitation of their works in the networked digital environment. That statement, though, is not correct. In fact, the Internet's architecture can support trusted systems, and the concomitant control by content providers over works of information and entertainment, without any need for common identifiers.
Recall the original concern driving industry plans for unique identification of Internet-connected computers and consumers: Content providers wish to be sure that a packet stream requesting access comes from a person who has paid or is otherwise entitled to access. One way to accomplish that result is to tag every computer/consumer with a single identifier that shows up in the packet stream requesting access and allows the provider to reference a database of consumers' characteristics. But that approach conveys much more information to the content provider than the provider actually needs.
What the content provider needs is a way to verify that the user has specific credentials: that the user has paid, or that he has some other characteristic that the content provider desires in its readers. Establishing the user's identity is an instrumental step towards verifying his credentials. Yet it is well-established in the cryptography literature that one can prove credentials without proving identity: That is the basis for anonymous digital cash., 4 A person, for example, can interact with other entities through a "pseudonym --a name that is reliably associated with that individual in a particular context through cryptographic techniques, but cannot be associated with other names the person uses in other contexts.'" 5 The word "pseudonym" sounds vaguely disreputable, but the goal is simple and usually honorable: It is to allow the user to enter into transactions and relationships in which they can be held accountable, without allowing data miners to collect into a single global profile the universe of transactions that the user enters into. It is consistent with current rights- IN C 112-14 (2d ed. 1996) (blind signatures) ; id. at 125-27 (secure voting); id. at 139-45 (digital cash).
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management technology'l 6 to build structures under which consumers interact with content owners anonymously or pseudonymously, without sacrificing content owners' ability to enforce contractual restrictions.l17 This approach would address the privacy issues raised earlier in this article, by making the aggregation of a user's information across unrelated transactions impossible. It would not make it impossible for a content provider to discriminate among users, but it would make that process more open and public. Because the content provider would not know any information about the user that the user did not provide, it could discriminate on the basis of a particular characteristic only after expressly asking the user to provide credentials relating to that characteristic. Content providers would be reluctant to seek information where such requests would be unpopular in the marketplace or the forum of public opinion.
I do not mean to suggest that verification systems protecting user privacy would be the first choice of content providers. For the reasons set out earlier in this paper, content providers may find such systems significantly less profitable, and hence less desirable, than those that give them access to a greater range of user information. However, the feasibility of privacyfriendly systems means that from the perspective of social policy, building trusted systems around common identifiers is not merely undesirable; it is unnecessary.
VI. CONCLUSION
Technologies involving the assignment and use of global user I)Ds, enforced through hardware-based user identification such as Intel's Processor Serial Number, could give providers of information goods extensive new capabilities. Such technologies provide an easy and straightforward way for publishers to verify the authenticity of messages claiming authorization to receive digital works, giving them greater ability to limit availability of their works to folks who meet certain criteria. These technologies, though, will have other consequences as well. The most obvious relate to privacy: Trusted systems relying on common identifiers, and in particular systems 116. See, e.g., note 12 supra (citing sources that discuss trusted systems); R. MARTIN ROSCHEISEN, A NETWORK-CENTRIC DESIGN FOR RELATIONSHIP-BASED RIGHTS MANAGEMENT built around the PSN, threaten to sharply lessen anonymity and informational privacy on the Internet. They raise the prospect that a much larger proportion of ordinary transactions will require consumers to present unique identification numbers digitally linked to a wide range of personally identifiable information. They are well-suited to being used across the board by a large number of unrelated information collectors, increasing the ease with which a wide range of information about a person can be aggregated into a single overall dossier.
Moreover, the combination of trusted-systems technology, which allows publishers to ensure that speech released to Bob does not make its way via sharing or secondary markets to Alice, and the privacy impacts of allowing publishers to collect extensive individualized information on consumers will likely affect the economics and politics of speech markets. It may sharply enhance producers' ability to discriminate among individual consumers, on price and other grounds, in connection with the sale and marketing of information goods. Some commentators suggest that this concentration of control is a good thing; the price discrimination it enables, they argue, will broaden distribution of information goods. Yet the benefits of such a system are clouded; any increase in distribution due to price discrimination comes at the cost of shutting down distribution that comes, in today's less-controlled system, through sharing or secondary markets. It will likely be accompanied by increased media concentration and a self-reinforcing cycle of commercial pressure on individual privacy.
It is important to remember, finally, that publishers can get the benefits of trusted systems without these socially undesirable consequences. Building trusted systems around common identifiers, in other words, is gratuitous.
