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THE EXTREMAL FUNCTIONS OF CLASSES OF
MATROIDS OF BOUNDED BRANCH-WIDTH
ROHAN KAPADIA
Abstract. For a set of matroidsM, let exM(n) be the maximum
size of a simple rank-n matroid inM. We prove that, for any finite
field F, if M is a minor-closed class of F-representable matroids
of bounded branch-width, then limn→∞ exM(n)/n exists and is a
rational number, ∆. We also show that exM(n) −∆n is periodic
when n is sufficiently large and that exM is achieved by a subclass
of M of bounded path-width.
1. Introduction
A classic theorem of extremal graph theory is Tura´n’s theorem, which
tells us the maximum number of edges in a simple n-vertex graph with
no Kr subgraph, and determines the graphs achieving the maximum.
Much recent work has gone into the related extremal problem for graph
minors: given a proper minor-closed class of graphs G, what is the
maximum number exG(n) of edges in a simple n-vertex graph in G?
It was first proved by Mader [8] that this number is bounded by a
linear function of n. The exact extremal function is known for several
particular classes of graphs; see for example [9]. The best-known case
is that of the planar graphs P, where exP(n) = 3n − 6 for n ≥ 3. A
more interesting example is the class G of graphs with no K3,3-minor,
for which we notice a certain periodic behaviour for n ≥ 2:
exG(n) =
{
3n− 5, if n ≡ 2 (mod 3)
3n− 6, otherwise.
This example illustrates the general principle governing extremal func-
tions of minor-closed classes. In recent work with Sergey Norin [7]
we show, for any proper minor-closed class of graphs G, that
limn→∞ exG(n)/n exists and is a rational number, ∆, and that exG(n)−
∆n is periodic when n is large enough, and we characterize certain ex-
tremal graphs. In this paper, we take the first step towards extending
these facts from graphs to matroids. In fact, the techniques we use
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are actually matroidal versions of the methods used for minor-closed
classes of graphs of bounded tree-width in [7].
For a matroid M , we write ε(M) for the number of points (rank-one
flats) in M , or equivalently, the size of the simplification of M . We
define the extremal function exM for a set of matroids M by setting
exM(n) = max{ε(M) :M ∈M, r(M) = n},
where the function takes the value ∞ if the maximum does not exist.
A class of matroids M is called linearly dense if there is a number c
such that exM(n) ≤ cn for all n ≥ 0. It was proven in Geelen and
Whittle [6] that a minor-closed class is linearly dense if and only if it
does not contain all simple rank-two matroids and does not contain
all graphic matroids. We will focus on a particular type of linearly
dense class. Given a finite field F, we look at minor-closed classes
of F-representable matroids of bounded branch-width (branch-width
will be defined later). These classes are linearly dense because the
set of graphic matroids has unbounded branch-width. In fact, Geelen,
Gerards and Whittle [3] have shown that a minor-closed class of F-
representable matroids has bounded branch-width if and only if it does
not contain all the planar graphic matroids.
We prove the following theorem, which, along with Theorem 6.5 that
appears in the last section, confirms special cases of Conjectures 7.6,
7.7, and 7.8 of [5].
Theorem 1.1. For each finite field F and each minor-closed class M
of F-representable matroids of bounded branch-width, there are integers
p and m and rational numbers ∆ and a0, . . . , ap−1 such that exM(n) =
∆n+ ai whenever n ≡ i (mod p) and n > m.
We will prove this theorem by finding a structural characterization
of some matroids of extremal size. We show that the extremal size
is always attained by a subclass of matroids with a certain path-like
decomposition. In fact, this subclass has bounded path-width; we will
not use path-width in this paper, but see [4] for a definition.
The number ∆ given by Theorem 1.1 is known as the limiting density
of the class M. Eppstein [1] began a study of the possible values of
limiting densities of minor-closed classes of graphs and posed several
questions about them.
In matroid theory literature, the extremal function is often called
the growth-rate function of the classM and denoted by hM or h(M, ·).
We are using the graph-theoretic terminology here because of the close
connection between the concept for linearly dense matroids and graphs.
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In the next three sections, we present the notions of matroid density,
of configurations, and of branch decompositions. In Section 5, we prove
that, for any finite field F, the limiting density of any minor-closed class
of F-representable matroids of bounded branch-width is rational, and
in the last section we complete the proof of Theorem 1.1.
2. Density
The density of a matroid M is d(M) = ε(M)/r(M). So a minor-
closed class of matroidsM is linearly dense if there is a number c such
that d(M) ≤ c for every matroid M in M. The limiting density of a
linearly dense class M, denoted d(M), is the minimum real number d
such that any rank-n matroid in M has density at most (d + o(1))n
(this is analogous to the limiting density of a class of graphs, as defined
in Eppstein [1]). That is,
d(M) = lim sup
n→∞
(max{d(M) : M ∈ M, r(M) = n}) .
Let k be a positive integer and δ a positive real number. A matroid
M is called (δ, k)-pruned if, for every minor N of M with rank at least
r(M)− k, we have
ε(M)− ε(N) ≥ (d(M)− δ)(r(M)− r(N)).
We say that a sequence of matroids {Mi : i ≥ 1} is pruned if, for
every positive real number δ and every positive integer k, there exists
an integer m so that, for all n ≥ m, Mn is (δ, k)-pruned.
Lemma 2.1. If M is a linearly dense minor-closed class of matroids
with limiting density ∆ and ∆ > 0, then there is a pruned sequence
{Mi : i ≥ 1} of matroids in M such that d(Mi)→ ∆ and r(Mi)→∞.
Proof. Since ∆ > 0, there is a sequence of matroids {M ′i : i ≥ 1} in M
such that d(M ′i)→ ∆ and r(M
′
i)→∞.
Let {δi : i ≥ 1} be a decreasing sequence of positive real numbers
that converges to zero. Let {ki : i ≥ 1} be a strictly increasing sequence
of positive integers. For each i, there is a positive integer mi such that
any matroid in M with rank at least mi has density at most ∆+ δi/4.
Set ni = mi + ki for each i ≥ 1.
Consider some pair (δi, ki). Let ci be the maximum number of points
in any matroid in M with rank at most ni. We can pick an integer h
such that d(M ′h) > ∆ − δi/4 and r(M
′
h) > max{ni, 2ci/δi}. We shall
show that M ′h has an (δi, ki)-pruned minor with rank at least ni. We
pick a maximal sequence (N0, . . . , Nt) of minors of M
′
h where
(a) N0 = M
′
h,
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(b) Nj is a minor of Nj−1 with rank at least r(Nj−1) − ki, for each
j = 1, . . . , t,
(c) ε(Nj−1) − ε(Nj) < (d(Nj−1) − δi)(r(Nj−1) − r(Nj)), for each j =
1, . . . , t, and
(d) r(Nt−1) ≥ ni.
We may assume that M ′h is not (δi, ki)-pruned, so t ≥ 1. Note that (c)
implies that d(Nt) > · · · > d(N0). Thus we have
ε(N0)− ε(Nt) ≤
t∑
j=1
(d(Nt)− δi)(r(Nj−1)− r(Nj))
which means
ε(M ′h)− ε(Nt) ≤ (d(Nt)− δi)(r(M
′
h)− r(Nt)).
Suppose that r(Nt) < ni. Then,
ε(M ′h)− ci ≤ (d(Nt)− δi)r(M
′
h).
On the other hand, since r(Nt) ≥ r(Nt−1)−ki ≥ ni−ki = mi, we know
that d(Nt) ≤ ∆+ δi/4. But ∆ < d(M
′
h) + δi/4, so that
ε(M ′h)− ci < (d(M
′
h)− δi/2)r(M
′
h).
Equivalently, δi
2
r(M ′h) < ci, which contradicts our choice of h. This
proves that r(Nt) ≥ ni. Then the maximality of the sequence
N0, . . . , Nt implies that Nt is (δi, ki)-pruned. Let Mi = Nt; as we
observed above, d(Mi) ≥ d(M
′
h) > ∆− δi/4.
Now {Mi : i ≥ 1} is a sequence of matroids such that r(Mi) → ∞,
d(M ′i)→ ∆, and Mi is (δi, ki)-pruned for each i ≥ 1.
The lemma now follows from the fact that for any δ, δi > 0 and
positive integers k, ki, if δi ≤ δ and ki ≥ k then any (δi, ki)-pruned
matroid is (δ, k)-pruned. 
3. Configurations
We present some definitions that partly come from [2] but with some
modifications. Let K be a field. A configuration is a finite multiset of
elements of some K-vector space. A subconfiguration of a configura-
tion A is a configuration that is contained in A. The linear span of a
configuration A is denoted 〈A〉.
A configuration A is called a minor of a configuration A′ if there is
a linear transformation L from 〈A′〉 to 〈A〉 such that 〈A〉 = L(〈A′〉),
ker(L) is the linear span of some subset of A′, and A ⊆ L(A′). When
this holds, we write A
L
← A′.
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The matroid M(A) represented by a configuration A is the matroid
with ground set A in which independence is linear independence over
K. The following is Theorem 5.4 of [2].
Proposition 3.1. If A
L
← A′, then M(A) is obtained from M(A′) by
contracting a subset X of ker(L)∩A′ that spans ker(L), adding back a
loop for each member of X, and finally taking the restriction to those
elements of A′ mapped by L to A. Conversely, for each minor M of
M(A′), there exists a linear transformation L and a configuration A
such that M is equal to M(A) and A
L
← A′.
This means that the minor relation on matroids over K is the same
as that on configurations over K, if we ignore the presence of loops
and zero vectors. We can therefore work with configurations in place
of matroids, since loops are irrelevant to questions of density.
We can extend all the notions of density from matroids to configu-
rations. For a configuration A, we define ε(A) = ε(M(A)) and d(A) =
d(M(A)), so d(A) = ε(A)/ dim(〈A〉). For a set F of configurations, the
limiting density of F is that of the set of matroids {M(A) : A ∈ F}. We
also define the extremal function exF to be that of this corresponding
set of matroids. So exF (n) = max{ε(A) : A ∈ F , dim(〈A〉) = n}.
Rooted configurations and patches. We call a triple (A,L,R) of
configurations a rooted configuration if there is a configuration A∗ that
can be partitioned into subconfigurations A, L, and R such that the
sets L and R are both linearly independent in 〈A∗〉, R ⊆ 〈A ∪ L〉,
and L ⊆ 〈A ∪ R〉. We treat L and R as sequences, so their elements
have an ordering L = {l1, . . . , l|L|} and R = {r1, . . . , r|R|}. We call
their elements the left terminals and the right terminals of the rooted
configuration, respectively. For a rooted configuration H = (A,L,R),
we write H˜ to denote the configuration A. Also, to avoid complicated
notation, we write 〈H〉 for 〈A∪L∪R〉. We call a rooted configurationH
spanning if dim(〈H˜〉) = dim(〈H〉). We call H = (A,L,R) non-trivial
if dim(〈H〉) > dim(〈L〉) = |L|.
An isomorphism between two rooted configurations H1 =
(A1, L1, R1) and H2 = (A2, L2, R2) is an isomorphism between 〈H1〉
and 〈H2〉 that maps A1 onto A2 and maps the elements of L1 and R1
onto those of L2 and R2, in order.
We call a rooted configuration H = (A,L,R) a minor of another
one H ′ = (A′, L′, R′) if there is a linear transformation L from 〈H ′〉 to
〈H〉 such that A
L
← A′ (so ker(L) is the span of some subset of A′) and
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L maps the elements of L′ and R′ respectively onto the elements of L
and R, in order. We write H
L
← H ′.
Let q be a non-negative integer. We define a (≤ q)-rooted configura-
tion to be a rooted configuration (A,L,R) where |L| ≤ q and |R| ≤ q
and we call it a q-patch if |L| = q and |R| = q. A q-patch (A,L,R) is
called linked if it has a minor (A′, L′, R′) such that L′ and R′ are equal
as ordered sequences.
Products. Let (A,L,R) be a (≤ q)-rooted configuration. Let (A1, A2)
be a partition of A into two sets such that dim(〈A1∪L〉∩〈A2∪R〉) ≤ q.
Let X be a basis of 〈A1∪L〉∩ 〈A2∪R〉. Then we can define the (≤ q)-
rooted configurations (A1, L,X) and (A2, X,R). We say that (A,L,R)
is the product of (A1, L,X) and (A2, X,R) and we write (A,L,R) =
(A1, L,X)× (A2, X,R).
A product is a way to decompose a rooted configuration into two
pieces, but we also need a way to compose two rooted configurations
into a product when they aren’t necessarily contained in the same un-
derlying vector space. However, this cannot always be defined uniquely.
Let H1 = (A1, L1, R1) and H2 = (A2, L2, R2) be two rooted configura-
tions. We define P(H1, H2) to be the set of all rooted configurations
H ′1 × H
′
2 where H
′
1 is isomorphic to H1 and H
′
2 is isomorphic to H2.
This set is only non-empty when |R1| = |L2| and there is an isomor-
phism between the spaces 〈R1〉 and 〈L2〉 that maps the elements of R1,
in order, to those to L2.
More generally, we write P(H1, . . . , Hk) for the set of all rooted
configurations H ′1 × · · · × H
′
k where H
′
i is isomorphic to Hi for each
i = 1, . . . , k. We call all rooted configurations in this set products of
H1, . . . , Hk. When H is a q-patch we write P(H
k) for P(H, . . . , H),
the set of products of k copies of H . Products and linked q-patches are
useful because of the following.
Proposition 3.2. If H1, H2, and H3 are q-patches and H2 is linked,
then every element of P(H1, H2, H3) has a minor in P(H1, H3).
Proof. LetH be an element of P(H1, H2, H3). WriteH2 = (H˜2, L2, R2).
There is a linear transformation on 〈H2〉 whose kernel is the span of a
subset of H˜2 that maps the elements of R2 in order onto those of L2. We
can apply the same linear transformation to the copy of 〈H2〉 in 〈H〉,
and then extend this linear transformation to a linear transformation
L on 〈H〉 whose kernel is the span of a subset of the copy of H˜2. The
minor H ′ of H such that H ′
L
← H is in P(H1, H3). 
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A second useful property of products is that whenever G and H are
rooted configurations and G is spanning, any element of P(G,H) is
also a spanning rooted configuration.
4. Branch decompositions
Recall that the connectivity function λM of a matroid M is defined
for sets X ⊆ E(M) by λM(X) = rM(X) + rM(E(M) \ X) − r(M).
For a configuration A and a subset X of A, note that λM(A)(X) =
dim(〈X〉 ∩ 〈A \X〉).
A branch decomposition of a matroid M is a tree T where every
vertex has degree one or three and E(M) is a subset of the leaves of T .
The set displayed by a subtree of T is the set of elements of E(M) in
that subtree. A subset X of E(M) is displayed by an edge e of T if it is
displayed by one of the components of T − e. The width of e, denoted
λ(e), is the value of λM(X) where X is any of the sets displayed by e.
The width of a branch decomposition is the maximum of the widths
of its edges and the branch-width of a matroid is the smallest of the
widths of all its branch decompositions.
We define a branch decomposition of a configuration A to be a branch
decomposition of the matroid M(A) and the branch-width of A to be
that of M(A). For a rooted configuration H , we define the branch-
width of H to be that of H˜ . It was proved by Geelen, Gerards and
Whittle [2] that configurations over a finite field with bounded branch-
width are well-quasi-ordered by the minor relation.
Theorem 4.1 ([2, Theorem 5.8]). For any finite field F and natural
number n, the set of configurations over F with branch-width at most
n is well-quasi-ordered by the minor relation.
A q-patch is essentially a configuration with 2q distinguished ele-
ments. So we can extend Theorem 4.1 from configurations to q-patches
by ‘marking’ a set of 2q distinguished elements of a configuration.
We can do this by going to a larger finite field and gluing non-F-
representable matroids onto these elements.
Theorem 4.2. For any finite field F and natural numbers n and q,
the set of q-patches over F with branch-width at most n is well-quasi-
ordered by the minor relation.
Proof. Let C1, C2, . . . be an infinite sequence of q-patches over F. We
need to show that there are indices i, j with i < j such that Ci is a minor
of Cj. Let F
′ be a finite extension field of F such that |F′| ≥ |F|+ 2q.
We can view the q-patches C1, C2, . . . as q-patches over F
′ (by applying,
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component-wise to each vector in the configuration, an embedding of
F onto a subfield of F′). For each Ci = (C˜i, Li, Ri), we let Ai be the
configuration C˜i ∪ Li ∪Ri. Denote the jth element of Li by lj and the
jth element of Ri by rj, for each j = 1, . . . , q. We define Mi to be the
matroid obtained from M(Ai) by taking repeated 2-sums as follows.
For each j = 1, . . . , q we do a 2-sum with a copy of U2,|F|+1+j with
basepoint lj . For each j = 1, . . . , q again, we do a 2-sum with a copy of
U2,|F|+q+1+j with basepoint rj . We do all the 2-sums without deleting
the basepoints. Note that none of these lines are representable over F.
Since the F′-representable matroids of branch-width at most n are
well-quasi ordered by the minor relation, there are indices i, j with
i < j such that Mi is (isomorphic to) a minor Mj. No elements of the
lines we added by 2-summing can be deleted or contracted from Mj
to get Mi. So there is a set X in C˜j such that Mi is isomorphic to a
restriction of Mj/X , by an isomorphism that maps the elements of Li
and Ri to those of Lj and Rj , in order. The q-patch Ci is a minor of
the q-patch Cj . 
Linked branch decompositions. For two disjoint sets A,B in a
matroidM , we write κM(A,B) for the minimum of λM(X) over all sets
X containing A and disjoint from B. Clearly, κM (A,B) = κM(B,A).
Let f and g be two edges in a branch decomposition T of M , let F
be the set displayed by the component of T − f not containing g, and
let G be the set displayed by the component of T − g not containing
f . Let P be the shortest path of T containing f and g. The edges f
and g are called linked if κM (F,G) is equal to the minimum width of
the edges of P . The branch decomposition T is called linked if all edge
pairs are linked. It was proved in Geelen, Gerards and Whittle [2] that
we can always find linked branch decompositions:
Theorem 4.3 ([2, Theorem 2.1]). Any matroid of branch-width n has
a linked branch decomposition of width n.
We can always choose such a linked branch-decomposition so that
every leaf of it is actually an element of the matroid. As we shall see,
linked branch decompositions are useful because of Tutte’s Linking
Theorem (see [2, Theorem 5.1] for a proof):
Theorem 4.4 (Tutte’s Linking Theorem). If X and Y are disjoint
subsets in a matroid M , then κM(X, Y ) ≥ n if and only if there exists
a minor M ′ of M with ground set X ∪ Y such that λM ′(X) ≥ n.
Rooted branch decompositions. A rooted tree is a tree whose edges
are oriented such that it has precisely one vertex, called the root, with
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indegree zero. The parent of a vertex in a rooted tree is its neighbour
on the path joining it to the root. We define the depth of a rooted tree
to be the maximum distance between a leaf and the root. A rooted
branch decomposition of a configuration A is a branch decomposition
that is a rooted tree. Every configuration A of branch-width n has a
rooted, linked branch decomposition of width n.
Decomposing into a product. In this subsection, we show that any
large enough configuration of bounded branch-width can be written
as a product of rooted configurations in a certain way. When A′ is a
subconfiguration of a configuration A, the boundary of A′ in A is the
space 〈A′〉 ∩ 〈A \A′〉. So the dimension of the boundary of A′ is equal
to λM(A)(A
′).
Lemma 4.5. For any positive integers w and p and any configuration
A with branch-width at most w such that |A| > 2p, there is a product
of p (≤ w)-rooted configurations
(A,L1, Rp) = (A1, L1, R1)× · · · × (Ap, Lp, Rp)
such that (A1, L1, R1) is spanning, and for all i = 1, . . . , p − 1, 1 ≤
|Ai| ≤ 2
i−1 and Ri spans the boundary of A1∪· · ·∪Ai in A. Moreover,
κM(A)(A1 ∪ · · · ∪ Ai, Aj ∪ · · · ∪ Ap) ≥ min{|Ri|, |Ri+1|, . . . , |Rj−1|} for
any i < j.
Proof. Let A be a configuration over some field with branch-width at
most w and |A| ≥ 2p. By Theorem 4.3, it has a linked, rooted branch
decomposition T of width at most w. We can choose it so that every
leaf of T is an element of A.
If T has depth less than p, then it has fewer than 2p leaves, so
|A| < 2p, a contradiction. So T has depth at least p. We pick a vertex
v1 at maximum distance from the root, and consider the set of vertices
{v1, . . . , vp} where vi is the parent of vi−1 in T , for each i = 2, . . . , p.
Let P denote the v1, vp-path of T and write ei for the edge of P joining
vi to vi+1, i = 1, . . . , p−1. For each i = 1, . . . , p, we define Si to be the
maximal subtree of T containing vi but no other vertex of P and we
set Ai to be the set displayed by Si. Then the sets A1, . . . , Ap partition
A and, for each i, the dimension of the boundary of A1∪ · · ·∪Ai is the
width of the edge ei in the branch decomposition, which is at most w.
We pick a basis R1 of the boundary of A1 in A and set L1 = R1;
then (A1, L1, R1) is a (≤ w)-rooted configuration and it is spanning.
Since S1 is a one-vertex tree (the leaf v1), we have |A1| = 1. For
each i = 2, . . . , p − 1, we inductively set Li = Ri−1 and let Ri be
a basis of the boundary of A1 ∪ · · · ∪ Ai in A; then (Ai, Li, Ri) is a
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(≤ w)-rooted configuration. Finally, we set Rp and Lp equal to Rp−1
so (Ap, Lp, Rp) is a (≤ w)-rooted configuration. We have (A,L1, Rp) =
(A1, L1, R1)× · · · × (Ap, Lp, Rp).
The fact that v1 is a leaf of T at the maximum distance from the
root means that Si is a tree of depth at most i− 1 and so |Ai| ≤ 2
i−1.
Since T has no vertex of degree two, every tree Si has a leaf so |Ai| ≥ 1.
For any i < j, the set A1∪· · ·∪Ai is displayed by the edge ei and the
set Aj ∪· · ·∪Ap is displayed by the edge ej−1. Thus, since T is a linked
branch decomposition, the value of κM(A)(A1 ∪ · · · ∪Ai, Aj ∪ · · · ∪Ap)
equals the minimum width of the edges ei, . . . , ej−1, and these widths
are equal to |Ri|, . . . , |Rj−1|. 
We can strengthen the above lemma for finite fields to get a product
of non-trivial rooted configurations.
Lemma 4.6. For any positive integers w and p and any configuration
A with branch-width at most w over a finite field F such that ε(A) >
2(|F|
w+1)p, there is a product of p non-trivial (≤ w)-rooted configurations
(A,L1, Rp) = (A1, L1, R1)× · · · × (Ap, Lp, Rp)
such that (A1, L1, R1) is spanning and |Ai| ≤ 2
(|F|w+1)i for all i =
1, . . . , p − 1. Moreover, κM(A)(A1 ∪ · · · ∪ Ai, Aj ∪ · · · ∪ Ap) ≥
min{|Ri|, |Ri+1|, . . . , |Rj−1|} for any i < j.
Proof. We may assume that M(A) is simple, that is, the multiset A
does not have two copies of any vector. Lemma 4.5 gives us a product
of p′ = (|F|w + 1)p possibly trivial (≤ w)-rooted configurations
(A,L1, Rp′) = (A1, L1, R1)× · · · × (Ap′, Lp′ , Rp′).
Write Hi = (Ai, Li, Ri) for each i. We shall combine these into larger
rooted configurations H ′1, . . . , H
′
p that satisfy the lemma.
Note that if Hi×· · ·×Hj is trivial for some i < j, then j ≤ i+ |F|
w,
because each |〈Ri〉| ≤ |F|
w. Hence, since p′ = (|F|w + 1)p, there are at
least p non-trivial terms in the sequenceH1, . . . , Hp′. We set ℓ1, . . . , ℓp−1
such that Hℓ1 , . . . , Hℓp−1 are the first p− 1 non-trivial members of the
sequence. We have ℓi ≤ (F|
w + 1)i for each i.
We define H ′1 = H1 × · · · ×Hℓ1. For each i = 2, . . . , p− 1 we define
H ′i = Hℓi−1+1 × · · · × Hℓi , and we define H
′
p = Hℓp−1+1 × · · · × Hp′.
Write H ′i = (A
′
i, L
′
i, R
′
i) for each i = 1, . . . , p. All of these rooted
configurations are non-trivial and (A,L′1, R
′
p) = H
′
1 × · · · ×H
′
p. Recall
thatH ′1 is spanning because it is a product whose first term isH1, which
is spanning. The fact that |A′i| ≤ 2
(|F|w+1)i for each i = 1, . . . , p − 1
follows from the fact that |A1 ∪ · · · ∪ Aℓi| ≤ 2
ℓi and ℓi ≤ (|F|
w + 1)i.
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By Lemma 4.5 we have κM(A)(A
′
1 ∪ · · · ∪ A
′
i, A
′
j ∪ · · · ∪ A
′
p) ≥
min{|Rℓi|, |Rℓi+1|, . . . , |Rℓj−1|} for any i < j. But recall that each Rn
spans the boundary of A1 ∪ · · · ∪ An in A so |Rn| = |Rn−1| for all
n > 1 such that Hn is trivial. Hence min{|Rℓi|, |Rℓi+1|, . . . , |Rℓj−1|} =
min{|Rℓk | : k = i, . . . , j − 1}. So κM(A)(A
′
1 ∪ · · · ∪ A
′
i, A
′
j ∪ · · · ∪ A
′
p) ≥
min{|R′k| : k = i, . . . , j − 1}. 
5. Rational limiting densities
For the remainder of the paper, we let F denote a finite field. In this
section, we prove that the limiting density of any minor-closed class of
F-representable matroids of bounded branch-width is a rational num-
ber. First we prove the following structural theorem, and afterwards
we will combine it with well-quasi-ordering to get this result. We call
a sequence of configurations pruned if the corresponding sequence of
matroids is.
Theorem 5.1. Let w be an integer, let F be a minor-closed class of
configurations over F with limiting density ∆, and let {Ai : i ≥ 1} be
a pruned sequence of configurations in F with branch-width at most
w such that d(Ai) → ∆ and ε(Ai) → ∞. There is an integer q and
an infinite sequence of non-trivial linked q-patches {Hj = (H˜j, Sj, Tj) :
j ≥ 1} such that, for each j = 1, 2, . . .,
(i) H˜j ∩ 〈Sj〉 is empty,
(ii) ε(H˜j) ≥ ∆(dim(〈Hj〉)− q), and
(iii) there is a rooted configuration Fj in P(H1, . . . , Hj) such that F˜j ∈
F .
Proof. We may assume each M(Ai) is simple. Since ε(Ai) → ∞, for
each positive integer p there is a configuration Am(p) with ε(Am(p)) >
2(|F|
w+1)p. By replacing our sequence of configurations with this subse-
quence we may assume that ε(Ap) > 2
(|F|w+1)p for all positive integers
p.
Hence by Lemma 4.6, for each p ≥ 1 there is a rooted configuration
(Ap, Lp,1, Rp,p) and p non-trivial (≤ w)-rooted configurations Ep,1 =
(Bp,1, Lp,1, Rp,1), . . . , Ep,p = (Bp,p, Lp,p, Rp,p), such that
(Ap, Lp,1, Rp,p) = Ep,1 × · · · × Ep,p,
Ep,1 is spanning, |Bp,i| ≤ 2
(|F|w+1)i for all i = 1, . . . , p −
1, and κM(Ap)(Bp,1 ∪ · · · ∪ Bp,k, Bp,ℓ ∪ · · · ∪ Bp,p) ≥
min{|Rp,k|, |Rp,k+1|, . . . , |Rp,ℓ−1|} for any k < ℓ. We may assume
that Bp,i ∩ 〈Lp,1〉 is empty for each i = 2, . . . , p by moving any element
e of this set into Bp,k for the smallest possible k where e ∈ 〈Rp,k〉.
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For each fixed positive integer j, the sets {Bp,j : p > j} all have size
at most 2(|F|
w+1)j . Hence, for each integer i, the rooted configurations
{Ep,1 × · · · × Ep,i : p ≥ 1} fall into finitely many isomorphism classes.
In particular, there are infinitely many values of p such that the
rooted configurations Ep,1 are all isomorphic to each other. Let p(1) be
one such value of p. We define a sequence {p(i) : i ≥ 1} inductively; fix
i and suppose p(i− 1) is defined. There are infinitely many values of p
such that the rooted configurations Ep,1 × · · · ×Ep,i are all isomorphic
to each other and such that the rooted configurations Ep,1×· · ·×Ep,i−1
are all isomorphic to Ep(i−1),1×· · ·×Ep(i−1),i−1; let p(i) be such a value
of p.
So for any natural numbers i and j with i < j, the configuration
Bp(i),1 ∪ · · · ∪ Bp(i),i is isomorphic to Bp(j),1 ∪ · · · ∪Bp(j),i.
Set q = lim inf i→∞ |Rp(i),i|. Then there is an infinite sequence
i1, i2, . . . such that
(a) |Rp(k),k| ≥ q for all k ≥ i1, and
(b) |Rp(ij),ij | = q for all j ≥ 1.
We define a sequence of (≤ w)-rooted configurations {H ′j : j ≥ 1} as
follows. For each j ≥ 1, we set
H ′j = Ep(ij+1),ij+1 × · · · ×Ep(ij+1),ij+1 .
Each rooted configuration H ′j is a non-trivial q-patch.
For each j ≥ 1, we will turn H ′j into a linked patch Hj by re-
defining its terminals. First, we define X1 = Rp(i2),i2 and we set
H1 = (H˜ ′1, X1, X1). So H1 is a linked patch. Now, suppose that we have
defined the patches H1, . . . , Hj−1. We define Hj inductively as follows.
Let Uj = Bp(ij+1),1 ∪ · · · ∪ Bp(ij+1),ij and let Vj = Bp(ij+1),ij+1+1 ∪ · · · ∪
Bp(ij+1),p(ij+1). Then H
′
j = (Ap(ij+1) − Uj − Vj , Rp(ij+1),ij , Rp(ij+1),ij+1).
Let M = M(Ap(ij+1)). It follows from (a) that κM(Uj , Vj) ≥ q.
Therefore, by Tutte’s Linking Theorem, there is a partition (C,D)
of Ap(ij+1) − Uj − Vj such that λM/C\D(Uj) ≥ q.
Thus, there is a linear transformation L on 〈Ap(ij+1)〉 with ker(L) =
〈C〉 such that 〈L(Uj)〉 ∩ 〈L(Vj)〉 ≥ q. Since the right boundary of Uj
is contained in 〈Rp(ij+1),ij〉 and the left boundary of Vj is contained in
〈Lp(ij+1),ij+1+1〉 = 〈Rp(ij+1),ij+1〉, both have dimension at most q. This
means that the boundaries of Uj and Vj have the same image under L.
Let Xj−1 be the set of right terminals of Hj−1 and call its el-
ements Xj−1 = {x1, . . . , xq}. Then we can define an ordered ba-
sis Xj = {x
′
1, . . . , x
′
q} of the boundary of Vj by setting each x
′
i to
be the element of this boundary such that L(x′i) = L(xi). We
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set Hj = (Ap(ij+1) − Uj − Vj , Xj−1, Xj). Then Hj has the minor
(L(Ap(ij+1) − Uj − Vj),L(Xj−1),L(Xj)), so it is a linked patch.
The sequence {Hj : j ≥ 1} satisfies (i) and (iii). It remains to show
that (ii) holds.
We fix some j ≥ 1. Set k = dim(〈Hj〉) − q. Let δ be any positive
real number. Since {Ai : i ≥ 1} is a pruned sequence of configurations,
there is an integer N such that Ai is (δ, k)-pruned for all i ≥ N . Recall
that there are infinitely many values of p for which the configuration Ap
is equal to J˜p for a rooted configuration Jp ∈ P(H1, . . . , Hj, . . . , Hn(p))
for some n(p) ≥ j. We may thus choose one such Aℓ such that d(Aℓ) >
∆ − δ and ℓ ≥ N ; so Aℓ is (δ, k)-pruned. So H˜j is isomorphic to
a subconfiguration of Aℓ; we identify this subconfiguration with H˜j
itself.
We can write Aℓ as J˜ℓ where Jℓ ∈ P(G1, Hj, G2) for some two rooted
configurations G1 in P(H1, . . . , Hj−1) and G2 in P(Hj+1, . . . , Hn(ℓ)) for
some n(ℓ) ≥ j. Since Ep(1),1 is spanning, so is G1. SinceHj is a linked q-
patch, Jℓ has a minor J
′ in P(G1, G2). We observe that ε(Aℓ)−ε(J˜ ′) =
ε(H˜j). Also, dim(〈Jℓ〉)− dim(〈J
′〉) = dim(〈Hj〉)− q = k. Since G1 is
spanning, so are Jℓ and J
′, so dim(〈Aℓ〉) − dim(〈J˜ ′〉) = k. Therefore,
the fact that Aℓ is (δ, k)-pruned means that
ε(Aℓ)− ε(J˜ ′) ≥ (d(Aℓ)− δ)(dim(〈Aℓ〉)− dim(〈J˜ ′〉)
ε(H˜j) ≥ (d(Aℓ)− δ)(dim(〈Hj〉)− q)
> (∆− 2δ)(dim(〈Hj〉)− q).
Since this is true for arbitrary δ, the theorem follows. 
The next theorem implies that the limiting density of any minor-
closed class of F-representable matroids of bounded branch-width is
rational.
Theorem 5.2. Let w be an integer and let F be a minor-closed class of
configurations over F of branch-width at most w with limiting density
∆ > 0. There is an integer q and a non-trivial linked q-patch H =
(H˜, L, R) such that
(i) H˜ ∩ 〈L〉 is empty,
(ii) ε(H˜) = ∆(dim(〈H〉)− q), and
(iii) there is a rooted configuration Fn in P(H
n) such that F˜n ∈ F , for
every n ≥ 1.
Proof. By Lemma 2.1 there is a pruned sequence {Ai : i ≥ 1} of con-
figurations in F such that d(Ai) → ∆ and dim(Ai) → ∞. Then
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Theorem 5.1 applies; we let {Hj : j ≥ 1} be the sequence of q-
patches it gives. It follows from Theorem 4.2 and the properties of
well-quasi-orders that {Hj : j ≥ 1} contains an infinite subsequence
Hi1, Hi2, Hi3 , . . . such that Hij is a minor of Hik for all j < k. We set
H = Hi1 . Recall that ε(H˜) ≥ ∆(dim(〈H〉)− q).
We know from Theorem 5.1 that there is a rooted configuration Fn in
P(H1, H2, . . . , Hin) such that F˜n ∈ F for each n. Since all the q-patches
Hj are linked, there is a minor F
′
n of Fn that is in P(Hi1 , Hi2, . . . , Hin).
Since H = Hi1 is a minor of each of Hi2 , . . . , Hin , there is also a
minor F ′′n of F
′
n that is in P(H
n). Note that F˜ ′′n is a minor of F˜n
so it is in F . Since H is non-trivial, dim(〈F˜ ′′n 〉) → ∞ so we have
∆ ≥ lim supn→∞ d(F˜
′′
n ). Since dim(〈H˜〉) and dim(〈H〉) differ by at
most q, and dim(〈F ′′n 〉) = q + n(dim(〈H〉)− q), we have
nε(H˜)
q + n(dim(〈H〉)− q)
≤ d(F˜ ′′n ) ≤
nε(H˜)
n(dim(〈H〉)− q)
and hence limn→∞ d(F˜ ′′n ) =
ε(H˜)
dim(〈H〉)−q
≤ ∆. Therefore, ε(H˜) =
∆(dim(〈H〉)− q). 
The second conclusion of this theorem has the following consequence.
Corollary 5.3. For each finite field F and each minor-closed class
M of F-representable matroids of bounded branch-width, the limiting
density of M is a rational number.
6. The extremal function
In this section, we characterize the extremal functions of all minor-
closed classes of matroids of bounded branch-width representable over
a finite field F. We define the notation P(G1, H
K, G2) to signify the
set P(G1, H, . . . , H,G2), where H appears K times. The next theorem
provides conditions under which we can find elements of a minor-closed
class belonging to such sets for arbitrarily large values of K. Later,
we will show that extremal matroids come from rooted configurations
having this form.
Theorem 6.1. For any natural number q, any minor-closed class F
of q-patches over F of bounded branch-width, and any linked q-patch H
in F , there is an integer K = K6.1(H,F) such that for all q-patches
G1 and G2 in F , if F contains an element of P(G1, H
K ′, G2) for some
K ′ ≥ K, then F contains an element of P(G1, H
L, G2) for all L ≥ 0.
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Proof. Consider the set Q = F × N × F along with the relation ≤Q
defined by setting (G′1, k
′, G′2) ≤Q (G1, k, G2) if and only if G
′
1 is a
minor of G1, k
′ ≤ k and G′2 is a minor of G2. Both F and N are well-
quasi-orders (under the minor relation and the ≤ relation, respectively)
and the Cartesian product of two well-quasi-orders is one as well, so Q
is well-quasi-ordered by ≤Q.
Define the set Fˆ ⊆ Q to be the downward closure under ≤Q of the set
of all triples (G1, k, G2) with the property that F contains an element
of P(G1, H
k, G2). Since Q is a well-quasi-order, there is a finite set
O ⊂ Q consisting of the ≤Q-minimal elements not in Fˆ . We pick an
integer K > max{k : (G1, k, G2) ∈ O}.
Suppose there are q-patches G1 and G2 in F such that F contains
an element of P(G1, H
K ′, G2) for some K
′ ≥ K but not any element
of P(G1, H
L, G2) for some L ≥ 0.
If (G1, L,G2) ∈ Fˆ , then there is a triple (G
′
1, L
′, G′2) such
that (G1, L,G2) ≤Q (G
′
1, L
′, G′2) and F contains an element of
P(G′1, H
L′, G′2). But then, since G1 is a minor of G
′
1 and G2 is a
minor of G′2, it follows that F contains an element of P(G1, H
L′, G2).
Moreover, since H is linked, it follows from Proposition 3.2 that F con-
tains an element of P(G1, H
L, G2), a contradiction. This proves that
(G1, L,G2) 6∈ Fˆ .
There therefore exists an element (H1, N,H2) ∈ O such that
(H1, N,H2) ≤Q (G1, L,G2). It then follows that H1 is a minor of
G1 and H2 is a minor of G2 and so, since K
′ ≥ K > N , we have
(H1, N,H2) ≤Q (G1, K
′, G2). Since Fˆ is downwardly-closed under the
≤Q relation, this means that (G1, K
′, G2) 6∈ Fˆ , which contradicts the
fact that F contains an element of P(G1, H
K ′, G2). 
Decomposing into linked patches. Here we show that a large
enough configuration of bounded branch-width can be decomposed into
a product of linked q-patches for some integer q.
Lemma 6.2. For any positive integers p and w and configuration A
over F of branch-width at most w with ε(A) ≥ 2(|F|
w+1)pw+1, there is an
integer q such that 0 ≤ q ≤ w and a q-patch H such that H˜ = A and
H is a product of p non-trivial linked q-patches H1 × · · · × Hp where
H1 is spanning.
Proof. Let A be a configuration over F of branch-width at most w
with ε(A) ≥ 2(|F|
w+1)pw+1 . By Lemma 4.6, there is a product of pw+1
non-trivial (≤ w)-rooted configurations:
(A,L1, Rpw+1) = (A1, L1, R1)× · · · × (Apw+1 , Lpw+1 , Rpw+1)
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such that (A1, L1, R1) is spanning and κM(A)(A1 ∪ · · · ∪ Ai, Aj ∪ · · · ∪
Apw+1) ≥ min{|Ri|, |Ri+1|, . . . , |Rj+1|} for any i < j.
(1) There is an integer q and there are p indices j1 < · · · < jp such
that |Rj1|, |Rj2|, . . . , |Rjp| are all equal to q and |Ri| ≥ q whenever j1 ≤
i ≤ jp.
Let q be the maximum integer such that there exists an integer k
with |Rk+1|, . . . , |Rk+pw−q+1| ≥ q; such q exists because these inequal-
ities hold when q = 0 and k = 0. If fewer than p of the numbers
|Rk+1|, . . . , |Rk+pw−q+1| are equal to q, then some stretch of at least
(pw−q+1 − (p − 1))/p > pw−q − 1 of them are greater than q. That is,
there is a k′ such that |Rk′+1|, . . . , |Rk′+pw−q | ≥ q+1, contradicting the
maximality of q. Hence we can choose the p indices j1, . . . , jp in the
set {k + 1, . . . , k + pw−q+1}. This proves (1).
Let q and j1, . . . , jp be as given by (1). We define H
′
1 = (A1 ∪
· · · ∪ Aj1, Rj1, Rj1). This is spanning because (A1, L1, R1) is. For each
i = 2, . . . , p− 1, we set H ′i = (Aji−1+1 ∪ · · · ∪Aji, Lji−1+1, Rji). Finally,
we let H ′p = (Ajp−1+1 ∪ · · · ∪ Apw+1, Ljp−1+1, Ljp−1+1). These are all
q-patches since each Lji−1+1 is equal to Rji−1.
Then (A,Rj1, Ljp−1+1) = H
′
1 × · · · × H
′
p. All the q-patches in
this product are non-trivial because each of the rooted configurations
(Ak, Lk, Rk) is non-trivial. Next, we modify the terminals of these
patches to make sure they are linked. Since its left and right termi-
nals are the same, H ′1 is linked. We set H1 = H
′
1 (so H1 is spanning)
and let X1 = Rj1 . We inductively define X2, . . . , Xp as follows. Let
k ∈ {2, . . . , p− 1} and suppose that X1, . . . , Xk−1 have been defined to
be bases of the spaces 〈Rj1〉, . . . , 〈Rjk−1〉.
We have κM(A)(A1∪· · ·∪Ajk−1, Ajk+1∪· · ·∪Apw+1) ≥ q. This means
that there is a linear transformation Lj on 〈A〉 whose kernel is the span
of a subset of Ajk−1+1∪· · ·∪Ajk and such that Lj(〈Ljk−1+1〉) = L(〈Rjk〉)
and this space has dimension q. Moreover, Xk−1 is a basis of 〈Ljk−1+1〉
so if we set Xk = L
−1(L(Xk−1)) ∩ 〈Rjk〉, then Xk is a basis of 〈Rjk〉.
Choosing the appropriate ordering of the elements of Xk, we see that
Hk = (Ajk−1+1 ∪ · · · ∪ Ajk , Xk−1, Xk)
is a linked q-patch.
Finally, we can define Hp = (Aip−1+1∪· · ·∪Apw+1 , Xp−1, Xp−1), which
is also a linked q-patch. So we have (A,X1, Xp−1) = H1×· · ·×Hp. 
Bounding the extremal size. Next, we show that for every minor-
closed class F of configurations of bounded branch-width with limiting
density ∆, there is a constant bound on |exF (n)−∆n|.
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Lemma 6.3. For any minor-closed class F of configurations of
bounded branch-width over a finite field F with limiting density ∆, there
is a number c6.3(F) so that |exF (n)−∆n| < c6.3(F) for all n ≥ 1.
Proof. For each configuration A in F , we define f(A) = ε(A) −
∆dim(〈A〉), so for each positive integer n, we have exF(n) − ∆n =
max{f(A) : A ∈ F , dim(〈A〉) = n}.
First, we prove that exF (n)−∆n is bounded below. By Theorem 5.2,
there is an integer q and a non-trivial q-patch H = (H˜, L, R) such that
H˜ ∩ 〈L〉 is empty, ε(H˜) = ∆(dim(〈H〉)− q), and for all k ≥ 1 there is
a rooted configuration Fk ∈ P(H
k) such that F˜k ∈ F .
Note that for any F in P(Hk), we have dim(〈F˜ 〉) ≤ dim(〈F 〉) and
dim(〈F 〉) = q + k(dim(〈H〉)− q), so
f(F˜ ) ≥ kε(H˜)−∆(q + k(dim(〈H〉)− q)) = −∆q.
We observe that for any two elements F, F ′ of P(Hk), we have
| dim(〈F˜ 〉)− dim(〈F˜ ′〉)| ≤ q.
Fix some n ≥ 1. We let k be the smallest integer such that
dim(〈F˜k〉) ≥ n. For each j < k, let F
′
j be an element of P(H
j) such
that F˜ ′j is a subconfiguration of F˜k. Since n > dim(〈F˜k−1〉), we have
n > dim(〈F˜ ′k−1〉) − q. Hence n > dim(〈F˜
′
k−1−q〉) because H is non-
trivial. So there exists a configuration A in F with dim(〈A〉) = n such
that A is a subconfiguration of F˜k and F˜ ′k−1−q is a subconfiguration of
A. So
exF(n)−∆n ≥ ε(A)−∆n
≥ ε(F˜ ′k−1−q)−∆n
= f(F˜ ′k−1−q)−∆
(
n− dim(〈F˜ ′k−1−q〉)
)
.
However, n ≤ dim(〈F˜k〉) ≤ dim(〈F˜ ′k−1−q〉) + (q + 1) dim(〈H〉). So
exF (n)−∆n ≥ f(F˜
′
k−1−q)−∆(q + 1) dim(〈H〉)
≥ −∆q −∆(q + 1) dim(〈H〉),
which proves that exF (n) −∆n is bounded from below by a constant
depending only on the class F .
Next, we show that exF (n)−∆n is bounded above. We assume that
it is not. There is then a sequence of configurations {Gi : i ≥ 1} in F
such that dim(〈Gi〉) →∞ and f(Gi) → ∞. We may assume that, for
each i, every proper minor G′ of Gi satisfies f(G
′) < f(Gi).
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By Lemma 6.2, for each positive integer n there is an integer q(n) and
a configuration Gi(n) in this sequence such that there is a q(n)-patch
(Gi(n), L, R) that is a product of n non-trivial linked q(n)-patches, the
first of which is spanning.
Some value appears infinitely among the q(n); call it q. We may
then assume that q(n) = q for all n (we take the subsequence of con-
figurations with this value of q(n) and for each n we take one that is
a product of n′ ≥ n q-patches and group the n′ q-patches into n of
them). For each n, we have a product (Gi(n), L, R) = Hn,1× · · ·×Hn,n
where each Hn,i is a non-trivial linked q-patch and Hn,1 is spanning.
Let each Hn,i = (H˜n,i, Ln,i, Rn,i). We may assume that, when k ≥ 2,
the set H˜n,k ∩ 〈Ln,k〉 is empty, by moving each member e of this set
into the q-patch Hn,j for the smallest j such that e ∈ 〈Rn,j〉.
For each n and k, there is an element J of
P(Hn,1, . . . , Hn,k−1, Hn,k+1, . . . , Hn,n) that is a minor of (Gi(n), L, R),
because Hn,k is a linked q-patch, by Proposition 3.2. We have
ε(H˜n,k) = ε(G˜i(n)) − ε(J˜). Therefore, the fact that f(Gi(n)) > f(J)
means that ε(H˜n,k) > ∆(dim(〈G˜i(n)〉)− dim(〈J˜〉)). Since Hn,1 is span-
ning, so are Gi(n) and J , so ε(H˜n,k) > ∆(dim(〈Gi(n)〉) − dim(〈J〉)) =
∆(dim(〈Hn,k〉)− q).
Let G be the set of all non-trivial linked q-patches H such that
ε(H˜) > ∆(dim(〈H〉) − q) and H˜ ∈ F . So all the patches Hn,k are
in G. Since any set of q-patches over F of bounded branch-width is
well-quasi-ordered by minors, the set of minor-minimal elements of G
is finite; call it O. Define
δ = min{ε(H˜)−∆(dim(〈H〉)− q) : H ∈ O}
and
m = max{dim(〈H〉)− q : H ∈ O}.
The fact that O is finite means that these numbers are well-defined;
we have δ > 0 and m > 0 by the definition of G. For each n and each
k, the q-patch Hn,k has a minor H
′
n,k in O. For each n, (Gi(n), L, R)
has a minor Pn which is in P(H
′
n,1, . . . , H
′
n,n). Also, P˜n ∈ F since it is
a minor of Gi(n). We have
d(P˜n) =
ε(P˜n)
dim(〈P˜n〉)
=
∑n
i=1 ε(H˜
′
n,i)
dim(〈P˜n〉)
≥
∑n
i=1(δ +∆(dim(〈H
′
n,i〉)− q))
dim(〈Pn〉)
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=
nδ +∆
∑n
i=1(dim(〈H
′
n,i〉)− q)
dim(〈Pn〉)
=
nδ +∆(dim(〈Pn〉)− q)
dim(〈Pn〉)
= ∆ +
nδ −∆q
q +
∑n
i=1(dim(〈H
′
n,i〉)− q)
≥ ∆+
nδ −∆q
q + nm
= ∆+
δ − ∆q
n
q
n
+m
.
So lim supn→∞ d(P˜n) ≥ ∆+
δ
m
, which is a contradiction because δ/m >
0 and ∆ is the limiting density of F . 
Characterizing the extremal configurations. We can almost
prove our main result, but need one short technical lemma.
Lemma 6.4. Let k, P , and N be integers. If N ≥ kP and a1, . . . , aN
is a sequence of N integers, then there are integers m and ℓ so that
ℓ ≥ k and
∑m+ℓ
i=m+1 ai ≡ 0 (mod P ).
Proof. Let b0, b1, . . . , bN be the sequence of partial sums; that is bj =∑j
i=0 ai for all j = 0, . . . , N . It suffices to show that there are m and ℓ
so that ℓ ≥ k and bm ≡ bm+ℓ (mod P ).
For each v ∈ {0, . . . , P − 1}, let i(v) and j(v) be the minimum and
maximum indices such that bi(v) ≡ v (mod P ) and bi(v) ≡ v (mod P ).
If j(v)− i(v) < k for all v, then it follows that N + 1 < kP , a contra-
diction. So for some v, we have j(v)− i(v) ≥ k. We set m = i(v) and
ℓ = j(v)− i(v). 
Finally, we prove our main structural theorem, which will imply
Theorem 1.1.
Theorem 6.5. For each minor-closed class F of configurations of
bounded branch-width over a finite field F, there are integers P and
M such that the following holds. For each integer i, there is an inte-
ger q and q-patches G1, H,G2 such that whenever n ≡ i (mod P ) and
n > M , there is a spanning q-patch F in P(G1, H
L, G2) for some L
such that F˜ ∈ F , dim(〈F˜ 〉) = n, and ε(F˜ ) = exF (n).
Proof. Let w be the maximum branch-width of configurations in F
and let ∆ be the limiting density of F . We define f(G) = ε(G) −
∆dim(〈G〉) for each configuration G, so exF (n) − ∆n = max{f(G) :
G ∈ F , dim(〈G〉) = n}. For a rooted configuration H and number q,
we define gq(H) = ε(H˜)−∆(dim(〈H〉)− q).
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(1) If J,G and H are q-patches such that J ∈ P(G,H) and G is a
spanning patch, then f(J˜) = f(G˜) + gq(H).
We have
dim(〈J〉) = dim(〈G〉) + dim(〈H〉)− q
= dim(〈G˜〉) + dim(〈H〉)− q
ε(J˜)−∆dim(〈J〉) = ε(G˜)−∆dim(〈G˜〉) + ε(H˜)−∆(dim(〈H〉)− q),
where the last line follows because ε(J˜) = ε(G˜) + ε(H˜). But the fact
that G is spanning implies that J is, which proves (1).
Let Tq be the set of all non-trivial linked q-patches H = (H˜, L, R)
such that H˜ ∈ F , gq(H) = 0 and H˜∩〈L〉 is empty. Since the q-patches
over F of branch-width at most w are well-quasi-ordered by the minor
relation, the set of minor-minimal members of Tq is finite; call it Sq.
Let S = ∪wq=0Sq. Let
P =
w∏
q=0
∏
H∈Sq
(dim(〈H〉)− q) and K = max{K6.1(H,F) : H ∈ S},
so K is the maximum of the integers K6.1(H,F) given by Theorem 6.1
for all the patches H in S. Note that P > 0 because the patches in
S are all non-trivial. We will show that exF (n)−∆n is periodic with
period P (except possibly on finitely many values of n).
(2) There is a positive integer b such that, for every integer q and every
rooted configuration H, if |gq(H)| < 1/b, then gq(H) = 0.
By Corollary 5.3, ∆ is a rational number; say ∆ = a/b for some
integers a and b with b > 0. Then gq(H) = ε(H˜) − ∆(dim(〈H〉)− q)
is a ratio of integers with denominator b, which proves (2).
Let c = c6.3(F) be the integer given by Lemma 6.3 so that |f(G)| <
c for all G in F . Let b be given by (2). We set
t = b · ⌈c+∆w + w⌉ and p = KP 2|S|(2t+ 1) + 2t.
Let N = 2(|F|
w+1)pw+1 . Recall that, by Lemma 6.2, for any configu-
ration A in F with ε(A) ≥ N there is an integer q in {0, . . . , w} and
a q-patch H with H˜ = A that is a product of p non-trivial linked q-
patches, the first of which is spanning. The purpose of the next three
claims is to show that, for any n > N , exF(n) is attained by some
product of the form G1 ×H
L ×G2 where L ≥ K.
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(3) Let m = KP 2|S| and let A be a configuration in F with ε(A) ≥
N . There is an integer q in {0, . . . , w} and there are q-patches
G,G1, G2, H1, . . . , Hm such that
• A = G˜,
• G ∈ P(G1, H1, . . . , Hm, G2),
• G1 is spanning, and,
• Hi ∈ Tq for all i = 1, . . . , m.
Recall that, since ε(A) ≥ N , Lemma 6.2 implies that there is an
integer q in {0, . . . , w} and a sequence of p non-trivial linked q-patches
(H1, . . . , Hp) such that H1 is spanning and A = G˜ for some G in
P(H1, . . . , Hp). We may assume that for each Hi = (H˜i, Li, Ri), if
i ≥ 2 then H˜i ∩ 〈Li〉 is empty, by moving elements e of this set into H˜j
for the smallest j with e ∈ 〈Rj〉.
Consider any t of these q-patches, say Hi1 , . . . , Hit. The fact that
all the patches H1, . . . , Hp are linked means that G has a minor G
′
in P(Hi1 , . . . , Hit). We can create a spanning q-patch H
′
i1
out of Hi1
by adding q new elements to H˜i1 parallel to the left terminals Li1 ; so
H˜i1 is a subconfiguration of H˜
′
i1
, dim(H ′i1) = dim(Hi1), and there is a
patch G′′ in P(H ′i1 , . . . , Hit) such that G˜
′ is a subconfiguration of G˜′′.
So ε(G˜′′) = ε(G˜′) + q and dim(〈G˜′′〉) − q ≤ dim(〈G˜′〉) ≤ dim(〈G˜′′〉).
Hence
f(G˜′′)− q ≤ f(G˜′) ≤ f(G˜′′) + ∆q − q.
Now, by (1), we have
f(G˜′′) = f(H˜ ′i1) +
t∑
j=2
gq(Hij)
= −∆q + gq(H
′
i1
) +
t∑
j=2
gq(Hij)
where the second equality follows from the fact that dim(〈H ′i1〉) =
dim(〈H˜ ′i1〉). Then, since gq(Hi1) ≤ gq(H
′
i1) ≤ gq(Hi1) + q, we have
−∆q +
t∑
j=1
gq(Hij) ≤ f(G˜
′′) ≤ −∆q + q +
t∑
j=1
gq(Hij),
and so
−q −∆q +
t∑
j=1
gq(Hij) ≤ f(G˜
′) ≤
t∑
j=1
gq(Hij ).
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If gq(Hij) > 0 for all j = 1, . . . , t, then by (2) and the definition of t,
it follows that f(G˜′) ≥ c, a contradiction to Lemma 6.3. On the other
hand, if gq(Hij) < 0 for all j = 1, . . . , t, then by (2) and the definition
of t, it follows that f(G˜′) ≤ −c, a contradiction to Lemma 6.3.
This proves that gq(Hi) > 0 for fewer than t of the patches Hi and
that gq(Hi) < 0 for fewer than t of the patches Hi. Hence all but at
most 2t of the patches H1, . . . , Hp are in Tq.
Note that m = (p − 2t)/(2t + 1). So there is a stretch
Hk+1, Hk+2, . . . , Hk+m of these patches such that Hk+1, . . . , Hk+m ∈ Tq.
Since G ∈ P(H1, . . . , Hp), there are elements G1 of P(H1, . . . , Hk) and
G2 of P(Hk+m+1, . . . , Hp) such that G ∈ P(G1, Hk+1, . . . , Hk+m, G2).
The fact that H1 is spanning implies that G1 is. This proves (3).
(4) Let s = KP |S| and let A be a configuration in F with ε(A) ≥
N . There is an integer q in {0, . . . , w} and there are q-patches
G,G1, G2, H1, . . . , Hs such that
• G˜ is a minor of A,
• G ∈ P(G1, H1, . . . , Hs, G2),
• G1 is spanning,
• H1, . . . , Hs ∈ Sq, and
• f(G˜) = f(A) and dim(〈G〉) ≡ dim(〈A〉) (mod P ).
Consider the integer q and the q-patches G,G1, G2, H1, . . . , Hm given
by (3). For i = 1, . . . , m, the q-patch Hi has a minor H
′
i in Sq. We set
ai = dim(〈Hi〉)−dim(〈H
′
i〉). Since m = sP , it follows from Lemma 6.4
that there is some subsequence aj+1, . . . , aj+s′ such that s
′ ≥ s and∑j+s′
i=j+1 ai ≡ 0 (mod P ).
Then G has a minor G′ such that
G′ ∈ P(G1, H1, . . . , Hj, H
′
j+1, . . . , H
′
j+s′, Hj+s′+1, . . . , Hm, G2)
and such that dim(〈G′〉) ≡ dim(〈G〉) (mod P ). Since G1 is spanning,
so are G and G′, so dim(〈G˜′〉) ≡ dim(〈A〉) (mod P ). Also, G˜′ is a
minor of A.
We also have f(G˜′) = f(G˜) = f(A) by (1) because
gq(Hi) = gq(H
′
i) = 0 for all i. There are q-patches G
′
1
in P(G1, H1, . . . , Hj) and G
′
2 in P(H
′
j+s+1, . . . , Hm, G2) such that
G′ ∈ P(G′1, H
′
j+1, . . . , H
′
j+s, G
′
2). Note that G
′
1 is spanning be-
cause G1 is. So (4) holds with G
′, G′1, G
′
2, H
′
j+1, . . . , H
′
j+s in place of
G,G1, G2, H1, . . . , Hs.
EXTREMAL FUNCTIONS FOR MATROIDS 23
(5) Let A be a configuration in F with ε(A) ≥ N . There is an integer
q in {0, . . . , w}, q-patches G,G1, G2, H, and an integer K
′ such that
K ′ ≥ K,
• G˜ is a minor of A,
• G ∈ P(G1, H
K ′, G2),
• G1 is spanning,
• H ∈ Sq, and
• f(G˜) = f(A) and dim(〈G〉) ≡ dim(〈A〉) (mod P ).
Consider the integer q and the q-patches G,G1, G2, H1, . . . , Hs given
by (4). Since Sq is finite, the patches H1, . . . , Hs fall into at most
|Sq| isomorphism classes. There is a q-patch H in Sq so that at
least s/|Sq| ≥ s/|S| = KP of these patches are isomorphic to H ;
let Hi1, . . . , HiKP be a subsequence consisting of some KP of them.
Define the sequence a1, . . . , aKP−1 by setting
aj =
ij+1−1∑
ℓ=ij+1
(dim(〈Hℓ〉)− q)
for each j = 1, . . . , KP − 1. By Lemma 6.4, it has a subsequence
am+1, . . . , am+L where
∑m+L
ℓ=m+1 aℓ ≡ 0 (mod P ) for some L ≥ K − 1.
Since all patches in Sq are linked, G has a minor G
′ = G′1×G
∗×G′2
where
G′1 ∈ P(G1, H1, . . . , Him+1−1),
G∗ ∈ P(Him+1 , Him+2 , Him+3, . . . , Him+L+1),
G′2 ∈ P(Him+L+1+1, . . . , Hs, G2).
That is, we have taken the product defining G and removed from
it all the terms Hj where j lies in the interval (im+1, im+L+1)
and is not actually one of the values im+1, im+2, . . . , im+L, im+L+1.
Note that G˜′ is a minor of A. Since each of Him+1, . . . , Him+L+1
is isomorphic to H , we have G∗ ∈ P(HL+1) and G′ ∈
P(G1, H1, . . . , Him+1−1, H
L+1, Him+L+1+1, . . . , Hs, G2).
We have dim(〈G′〉) ≡ dim(〈G〉) ≡ dim(〈A〉) (mod P ) because∑m+L
ℓ=m+1 aℓ ≡ 0 (mod P ). Since G1 is spanning, so are G, G
′
1, and G
′.
Therefore, it follows from the fact that gq(Hi) = 0 for all patches Hi
that f(G˜′) = f(G˜) = f(A). Since G′ ∈ P(G′1, H
L+1, G′2), claim (5)
holds with G′, G′1, G
′
2, L+ 1 in place of G,G1, G2, K
′.
We are now equipped to finish the proof. Define the function f ′ by
setting f ′(n) = exF (n)−∆n for all n. Since f
′ is bounded (Lemma 6.3),
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there is an integer M such that, for each i in {0, . . . , P − 1},
max{f ′(n) : n > M, n ≡ i (mod P )} = f ′(ni)
for some ni with ni ≡ i (mod P ) and N < ni < M .
Fix an integer i in {0, . . . , P − 1}. Let A be a configuration in F
maximizing f(A) subject to dim(〈A〉) = ni. So f(A) = f
′(ni).
We have ε(A) ≥ dim(〈A〉) = ni > N . So we can apply (5); let
q, G,G1, G2, H and K
′ be as given. Then dim(〈G〉) ≡ ni ≡ i (mod P ).
Let F∗ be the set of q-patches G such that G˜ ∈ F . It is minor
closed. Thus by the definition of K and Theorem 6.1 applied to F∗,
it follows that for any L ≥ 0 there is an element G′L of P(G1, H
L, G2)
with G˜′L ∈ F .
The fact thatH ∈ Sq means that dim(〈H〉)−q divides P . This means
that for any integer n such that n > M > ni and n ≡ dim(〈G〉) ≡
i (mod P ), there is an integer L and an element Fn = G
′
L of
P(G1, H
L, G2) with dim(〈Fn〉) = n and F˜n ∈ F . Since gq(H) = 0 and
G1 is spanning, (1) implies that f(F˜n) = f(G˜) = f(A) = f
′(ni). Hence
f(F˜n) ≥ f
′(n) = exF (n) − ∆n. Since Fn is spanning, dim(〈F˜n〉) = n,
and it follows that ε(F˜n) = exF (n). 
We can easily prove Theorem 1.1 as a corollary of Theorem 6.5.
Proof of Theorem 1.1. It is equivalent to prove the theorem for a
minor-closed class of configurations F over F of bounded branch-
width: let F be the closure under minors of the set of configurations
{A : M(A) ∈ M} (we only need to explicitly close this under minors
because if A′ is a minor of A, then M(A′) may contain loops that are
not present in the corresponding minor of M(A)).
Applying Theorem 6.5, there are integers p andm such that, for each
i in {0, . . . , p − 1} there is an integer q and q-patches G1, H,G2 such
that whenever n is an integer congruent to i mod p and n > m, there
is an integer L and a spanning q-patch F in P(G1, H
L, G2) such that
F˜ ∈ F , dim(〈F 〉) = n, and ε(F˜ ) = exF (n).
Fix an i in {0, . . . , p − 1} and consider the resulting integer q and
q-patches G1, H,G2. Let n be an integer congruent to i mod p with
n > m. Let ∆ = ε(H˜)/(dim(〈H〉) − q). We have an integer L and a
spanning q-patch F in P(G1, H
L, G2) such that F˜ ∈ F , dim(〈F˜ 〉) = n,
and ε(F˜ ) = exF (n). Then
ε(F˜ ) = ε(G˜1) + ε(G˜2) + Lε(H˜)
= ε(G˜1) + ε(G˜2) + L∆(dim(〈H〉)− q).
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Also,
n = dim(〈F˜ 〉) = dim(〈F 〉)
= dim(〈G1〉) + L(dim(〈H〉)− q) + dim(〈G2〉)− q.
Therefore, ε(F˜ ) = ε(G˜1) + ε(G˜2) +∆(n− dim(〈G1〉)− dim(〈G2〉) + q).
So the theorem follows by setting ai = ε(G˜1)+ ε(G˜2)−∆(dim(〈G1〉)+
dim(〈G2〉)− q). 
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