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RESUME 
Dans les reseaux ad hoc communement appeles MANET {Mobile Ad Hoc 
Network), bien que le routage soit d'une grande importance, il existe egalement un autre 
element d'interet qui est la declaration et la decouverte de service. La decouverte de 
service est le processus par lequel un utilisateur, une application ou un terminal peuvent 
localiser, recuperer de l'information et finalement utiliser un service disponible dans le 
reseau ambiant. Un service est une entite qui peut etre utilisee par une personne, un 
logiciel, un canal de communication, un dispositif, ou autre. 
En effet, les unites mobiles n'ont pas la possibilite d'acceder facilement a 
l'ensemble des services offerts par le reseau et ceci a cause de leurs ressources limitees 
(bande passante faible, energie limitee, faible portee radio, puissance de calcul faible, 
memo ire restreinte). Dans un environnement maitrise, la question est vite reglee : 
l'ensemble des composants logiciels est connu, restreint et les mises a jour centralisees. 
Parallelement, les propositions de decouverte de service pour les reseaux ad hoc 
fournissent des algorithmes permettant une decentralisation totale de la construction et 
de la maintenance de systemes distribues. 
L'objectif de ce memoire consiste a concevoir et developper un modele pour la 
decouverte de service en tenant compte des contraintes auxquelles sont soumises les 
unites mobiles. De facon specifique, ce modele utilisera un mecanisme qui differencie 
les nceuds stables des nceuds instables pour former un sous-ensemble de noeuds 
constituant un reseau dorsal virtuel (RDV). En effet, il s'agit de former un RDV meme 
dans un etat du reseau ou la mobilite est tres elevee en designant des unites mobiles cles 
pour heberger la liste des services offerts dans le reseau. La strategic de deploiement 
d'un RDV pour reperer et enregistrer les services a l'interieur d'un reseau dont la 
topologie change dynamiquement est apparue tres prometteuse. 
Pour evaluer la performance de la solution proposee, des simulations ont ete 
realisees sur differents scenarios, avec en sortie trois indices : la charge reseau, le taux 
moyen de succes et le delai moyen de reponse aux requetes. II en ressort que le modele 
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genere des resultats tres satisfaisants quant a la charge du reseau en termes de nombre de 
paquets de controle. Le pourcentage de diminution du nombre de messages de 
signalisation est de plus de 80% comparativement aux meilleures propositions dans la 
litterature. De plus, le taux moyen de succes aux requetes a subit une amelioration de 
pres de 1% en moyenne sur l'ensemble des cas considered. Amelioration minime mais 
considerant que les strategies considerees avaient deja de tres bons taux de succes de 
l'ordre de 90% de tentatives reussites, nous pouvons marquer ce perfectionnement. Les 
delais moyens de reponse aux requetes sont raisonnables mais perfectible. 
Au final, le modele propose ouvre une piste de recherche tres prometteuse dans 
des environnements aussi decentralises et elargies que sont les reseaux MANET. 
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ABSTRACT 
In mobile ad hoc networks, although routing is of great importance, another 
element of interest is service discovery. Service discovery is the process by which a 
user, an application or a terminal can locate information and finally use an available 
service in the surrounding environment. A service is an entity that can be used by a 
person, software, a communication channel or a device. 
Indeed, the mobile units often do not have the possibility of easily reaching all 
the services offered by a network because of their limited resources (low bandwidth, 
limited energy, short radio range, low computing power, restricted memory). In a 
controlled environment, the problem is solved: all software components are known and 
updates are centralized. On the other hand, the proposals for service discovery in mobile 
ad hoc networks provide algorithms allowing a complete decentralization for 
construction and maintenance of distributed systems. 
The objective of this thesis is to conceive and develop a model for service 
discovery by taking into account the limited resources to which the mobile units are 
subjected. More specifically, the model will use a mechanism which differentiates stable 
from unstable nodes in the network in order to form a subset of nodes constituting a 
virtual backbone (VBB). In fact, our approach is to form a VBB even in a network with 
increased mobility by selecting key mobile units to store the list of services offered by 
the network. The VBB deployment strategy to spot and record services inside a network 
with frequent topology changes appeared very promising. 
To evaluate the performance of the proposed solution, we implemented it and 
simulated through a series of simulations, by having the focus on the network load, the 
hit ratio and the average delay to requests. It emerges that the model generates very 
satisfactory results as for the network load in terms of number of control packets. When 
compared with other strategies, the percentage of reduction of signalling messages is 
more than 80%. 
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Our results show that the proposed model outperforms the other strategies, in 
terms of network load, hit ratio and average delay to requests. 
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Les micro-ordinateurs d'aujourd'hui executent plusieurs fois plus destructions 
par seconde que ce que pouvaient faire de gros ordinateurs a l'epoque. La progression 
des telecommunications est encore plus extraordinaire. II y a quarante ans les reseaux de 
haute performance communiquaient a 54Kbps; les liens modernes sur fibre optique 
transmettent au-dela de 10 Gbps. Depuis les premiers jours de l'informatique, le rapport 
entre la taille et la puissance des ordinateurs decroit. Des etudes retrospectives montrent 
qu'une limite a ete atteinte il y a pres de deux decennies, avec le lancement des 
ordinateurs personnels. Le marche des ordinateurs de poche croit tres rapidement et, en 
plus des avantages en termes de taille, poids et cout qu'ils offrent, ces ordinateurs 
portables devront pouvoir interagir entre eux. 
D'autre part l'augmentation du nombre de portables necessite un support reseau 
approprie qui permette de frequents changements de topologie. Le terme « reseaux ad 
hoc » designe de tels reseaux qui sont capables de se reconfigurer automatiquement et 
rapidement. La poursuite de la reduction de taille et de cout des portables necessite que 
ceux-ci soient dotes d'une capacite de communiquer directement entre eux, afin de 
mieux partager les ressources reduites. Ainsi, les ordinateurs individuels ont rendu 
possible l'introduction des applications bureautiques, la portabilite a atteint un niveau 
suffisant pour permettre l'emergence de nouvelles applications et revolution des 
services dans le reseau. Face a cette evolution, il parait necessaire de pouvoir declarer, 
decouvrir et deployer des services de la fagon la plus transparente possible et surtout 
dynamiquement. II nous semble interessant de se pencher sur le cas des reseaux ad hoc 
car ce domaine de l'informatique mobile est en plein essor. Dans ce chapitre 
d'introduction, nous exposerons de prime a bord les elements de la problematique de 
declaration et decouverte de services dans les reseaux ad hoc. Nous enchainerons avec 
les objectifs de la recherche et nous terminerons avec une esquisse du plan de memoire. 
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1.1 Definitions et concepts de base 
Un reseau ad hoc est une communaute de terminaux mobiles communicants via 
des liens sans-fil sans le support d'une infrastructure. En consequence, les unites 
mobiles forment un reseau temporaire abroge d'administration pour sa gestion ou 
configuration. Dans le plus simple des cas, les mobiles se trouvent dans la zone radio les 
uns des autres et forment un reseau ad hoc a un saut. Ce qui est plus interessant sont des 
terminaux qui ont besoin de noeuds intermediaires pour communiquer les uns avec les 
autres. Dans ce scenario, les noeuds intermediaires prennent la fonctionnalite de routeurs 
classiques. Dans un reseau ad hoc, les noeuds interagissent ensemble en tant qu'egaux et 
sont caracterises par: 
• une topologie qui peut changer aleatoirement et rapidement, les nceuds 
sont libres de se deplacer; 
• aucune infrastructure preexistante, aucune administration centralisee; 
• un noeud est a la fois routeur et station hote; acheminement autonome de 
paquets d'un usager a un autre; 
• contrainte d'energie car le noeud est alimente par une source d'energie 
autonome; 
• la portee de communication est limitee; 
• la duree de vie des liaisons est limitee dans le temps, du fait de la mobilite 
et de la consommation d'energie. 
Ces caracteristiques ecroulent la majorite des protocoles mis en place dans les 
reseaux filaires pour en developper de nouveaux qui tiennent compte de la methode 
d'acces ad hoc du reseau. Entre autres, les protocoles de routage doivent etre adaptes 
pour router convenablement les messages a travers le reseau dont la topologie change 
frequemment. De plus, etant donne la reserve d'energie restreinte, le nombre de 
messages qu'un terminal peut traiter et en particulier transferer est limite. La decouverte 
de services est aussi un processus qui doit etre redefini pour les reseaux ad hoc. La 
decouverte de service est le processus par lequel un utilisateur, une application ou un 
terminal peuvent localiser, recuperer de l'information et finalement utiliser un service 
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disponible dans le reseau ambiant. Un service est une entite qui peut etre utilisee par une 
personne, un logiciel, un canal de communication, un dispositif, ou autre. Ainsi, la 
decouverte de services fait intervenir deux concepts qui valent d'etre explicites : 
• requete de service : principe designe par la decouverte de service quand 
un noeud sollicite ou cherche dans son milieu un service donne. Le noeud 
formule une requete de service pour explorer la disponibilite d'un service 
dans le reseau ambiant; 
• annonce de service : principe designe par la decouverte de service quand 
un noeud desire annoncer ou publier dans le reseau le service qu'il offre. 
Le noeud formule une annonce de service pour avertir son environnement 
du service qu'il propose. 
Dans les reseaux filaires, la decouverte de services est resolue au niveau de 
l'application ou un repertoire centralise les informations sur les services. Dans ces 
reseaux fixes, un seul equipement agit en tant que repertoire de services et se charge de 
classer la liste des services offerts dans le reseau. Cet equipement est sollicite soit par 
l'utilisateur qui reclame un service ou parallelement, par le client desirant un service. 
Les evolutions en matiere d'informatique mobile ont conduit a des exigences de 
reconfiguration dynamique des systemes distribues. Toutes ces strategies a l'origine 
utilisees pour les reseaux filaires, doivent etre readaptees aux reseaux ad hoc dont 
1'architecture completement distribute est basee sur des entites mobiles servant de 
routeurs les unes aux autres et requerant des acces aux informations independamment de 
leur emplacement. Ceci a donne lieu a la definition de differents protocoles pour la 
decouverte de services. Par ce fait, les protocoles de decouverte de services se 
presentent sous la forme de services de courtage qui gerent des bases de donnees de 
services et qui traitent des requetes. Des lors que Ton souhaite permettre aux usagers 
d'un reseau de decouvrir aisement les services applicatifs qui peuvent leur etre fournis, il 
est necessaire soit, de centraliser les services sur un equipement - ou un ensemble 
d'equipements - precis, ou de disposer de mecanismes permettant d'annoncer au sein du 
reseau la presence des services, services qui peuvent etre alors repartis. 
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Pour un reseau mobile congu comme un prolongement d'un reseau 
d'infrastructure, la centralisation des services applicatifs se revele etre une solution 
pertinente en termes de facilite de gestion et de decouverte des services. En revanche, 
dans les reseaux mobiles sans infrastructure capables de se former dynamiquement, 
insinuant les reseaux ad hoc, il n'existe pas d'equipements privilegies sur lesquels on 
puisse centraliser les services applicatifs. Considerant qu'il n'est pas judicieux de 
designer des equipements particuliers pour jouer de role de serveur de services dans de 
tels reseaux, le probleme est alors de definir comment trouver les services dans un 
environnement mobile. 
1.2 Elements de la problematique 
L'exploitation des supports de communication multiples permet d'envisager 
l'ubiquite des services. Elle est a la base des reseaux de 4e generation. Le modele ad hoc 
permet d'etendre la couverture des reseaux d'acces sans fil (802.11) en mode de base et 
l'utilisation conjointe de ces modes permet outre l'extension de la connectivite, la 
creation de services novateurs dont les domaines d'application vont des reseaux 
embarques aux reseaux domestiques en passant par les espaces intelligents. En raison de 
leur potentiel important, les reseaux ad hoc meritent d'etre etudies et une des 
problematiques soulevee par les experts est la decouverte de services. En effet, les 
mecanismes actuels de decouverte de services manquent de fonctionnalites et deviennent 
inefficaces dans des environnements dynamiques a large echelle. II est done 
indispensable de proposer de nouveaux outils pour de tels environnements. Le probleme 
que Ton cherche a resoudre est de permettre une decouverte flexible (recherche 
multicriteres, completion automatique) des services dans un environnement dynamique a 
large echelle en tenant compte de la topologie du reseau physique sous-jacent. 
Ainsi, dans les reseaux filaires, la decouverte de services est resolue au niveau 
de 1'application ou un repertoire centralise les informations sur les services. Dans ces 
reseaux un service est represente par un agent de service et un utilisateur opere au nom 
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d'une application client. Des propositions pour la decouverte de services dans les 
reseaux ad hoc ont essaye de transposer cette idee de repertoire centralise. Cependant, 
dans les reseaux ad hoc, les approches qui font appel a un repertoire centralise ne 
s'appliquent pas pour les raisons qui suivent: 
• en raison de leur nature mobile, les noeuds peuvent joindre ou quitter un 
reseau a n'importe quel instant donne, ainsi, les services offerts dans le 
reseau changent frequemment rendant difficile la mise a jour du 
repertoire de services; 
• dans ce genre de reseau, il n'existe aucune garantie qu'un noeud pourrait 
etre disponible pour une certaine periode de temps. Ainsi, aucun des 
noeuds participants au reseau ne peut servir de repertoire de services; 
• il faut prendre en compte la specificite de ces reseaux : la bande passante 
limitee, le changement dynamique de la topologie en fonction du temps 
ainsi que le manque d'informations completes sur l'etat du reseau; 
• les deconnexions frequentes des usagers, c'est-a-dire que les terminaux ne 
restent pas indefiniment connectes, ceci dans le but d'economiser 
l'energie deja limitee dont dispose leur batterie; 
• la communication entre les stations mobiles etant par voix radio, la 
qualite du lien sans-fil reste inconnue et susceptible a des variations 
suivant la configuration et l'etat du reseau, offrant par ce fait, une qualite 
de service imprevisible. 
Chacune de ces raisons a un impact direct sur la maniere dont devrait etre con<ju 
le protocole de decouverte de service approprie. Le motif de deconnexion des unites 
mobiles a une influence indeniable sur la maniere dont les communications doivent 
s'effectuer entre entites du reseau ad hoc. En effet, etant donne que les services dans le 
reseau changent frequemment, il y a done une necessite de definir une procedure de mise 
a jour du repertoire de service qui soit la plus transparente possible. 
Les solutions existantes utilisees dans les reseaux filaires ou les usagers sont 
toujours connectes, ne pourraient pas convenir a un environnement aussi dynamique que 
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les reseaux ad hoc. En effet, il n'existe aucune garantie qu'un noeud pourrait etre 
disponible pour une certaine periode de temps. Ainsi, le principe de donnees entreposees 
sur un seul equipement pose un probleme d'envergure. Si toutes les unites mobiles 
doivent effectuer a chaque fois des requetes en direction d'un seul repertoire de services, 
cela risquerait de surcharger le serveur en question ainsi que d'augmenter la latence 
d'acces a l'information requise. Si a un certain instant le nombre d'unites devient 
important, il n'y aurait plus aucune garantie de service de la part du serveur, d'ou le 
probleme d'evolutivite. 
Certaines des propositions de decouverte de service se sont focalisees sur la 
decentralisation du repertoire de services sur plusieurs entites mobiles susceptibles 
d'agir en tant que serveur. Par ce fait, toutes les unites ayant les specifications requises 
sont en mesure de stocker la liste de services offerts dans le reseau. La replication du 
repertoire de services sur differentes entites est originale mais vient relever une autre 
complication. Si toutes les unites mobiles ayant la capacite requise doivent disposer 
d'une memoire pour stocker les memes donnees dans cette derniere, cela revelerait d'un 
gaspillage d'espace memoire. Les principaux problemes poses, qui ont trait au gaspillage 
de ressources, ne trouvent pas encore de solutions satisfaisantes et font pour la plupart 
l'objet de differentes etudes. Le principe de decentralisation ouvre des perspectives 
nouvelles mais une question reste en suspens : quelle est la meilleure decentralisation a 
considerer dans un tel milieu ayant des caracteristiques aussi particulieres 
qu'attrayantes? 
1.3 Objectifs de la recherche 
L'objectif principal de ce memoire est de proposer une approche pour la 
decouverte de services dans les reseaux ad hoc. Le defi est de permettre aux terminaux 
de decouvrir les services applicatifs qui sont spontanement offerts par les equipements 
partageant leur medium de communication. Egalement, il s'agit de permettre a ces 
terminaux d'annoncer les services qu'ils souhaitent rendre accessible aux membres du 
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reseau, tout ceci en minimiser les messages de signalisation dans le reseau. Les objectifs 
de la recherche sont done les suivants : 
> etudier les propositions deja apportees a ce niveau afin d'en souligner les 
faiblesses; 
> proposer et concevoir un protocole de decouverte qui aura la capacite de 
notifier les services disponibles, decouvrir automatiquement les services 
voisins et ceux qui ne le sont pas, discuter les capacites du service tout en 
minimisant les messages de signalisation a travers le reseau; 
> simuler le protocole propose afin d'en etudier le fonctionnement; 
> evaluer la performance du protocole a l'aide d'indices de performance qui 
sont des descripteurs de l'efficacite de la proposition par rapport aux 
meilleurs modeles repertories dans la litterature; 
> analyser les resultats de simulation obtenus par rapport aux attentes de la 
proposition. 
1.4 Plan du memoire 
La suite de ce memoire s'articule de la maniere suivante. Le chapitre II offre une 
vue d'ensemble des travaux dont la demarche et la finalite s'apparentent a la notre. 
Ainsi, nous allons definir quelques concepts de base relatifs a la decouverte de services 
dans les reseaux ad hoc pour ensuite faire etat d'une revue de litterature a ce propos. 
Le chapitre III introduira la proposition et son principe de fonctionnement en 
presentant les fonctionnalites de decouverte et d'annonces des services applicatifs au 
sein des reseaux ad hoc qui ont la propriete fondamentale d'etre extremement 
dynamiques. 
Nous presenterons dans le chapitre IV tous les elements ayant servis a 
1'implementation de la proposition. Nous decrirons les etapes menant a la simulation et a 
l'analyse de performance. Cette derniere nous permettra d'effectuer une comparaison 
des indices de performance par rapport aux autres protocoles proposes dans la litterature. 
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Dans un dernier chapitre, nous presenterons une synthese des resultats du 
memoire en mettant en lumiere les principales contributions apportees par notre 
approche. II s'agira aussi de conclure en presentant des travaux futurs relatifs a la 
decouverte de service proposee. 
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CHAPITREII 
DECOUVERTE DE SERVICES DANS LES RESEAUX AD HOC 
Un mecanisme efficace de decouverte des services est essentiel dans un 
environnement spontane. Cet environnement offre aux equipements connectes par 
reseau sans fil un moyen d'integration a l'interieur d'un reseau de communication global. 
II assiste de maniere transparente ces appareils et leur fournit des fonctions avancees. 
Les communications mobiles ad hoc compliquent le recours a la fonction de decouverte 
des services a cause des restrictions des ressources et de la dynamique de la topologie 
engagee dans le reseau. Les mecanismes actuels de decouverte de services deviennent 
inefficaces dans des environnements dynamiques a large echelle. H est done 
indispensable de proposer de nouveaux outils pour de tels environnements. Les modeles 
emergents fournissent des algorithmes permettant une decentralisation totale de la 
construction et de la maintenance de systemes distribues performants et tolerants aux 
pannes. 
Le probleme que Ton cherche a resoudre est de permettre une decouverte flexible 
(recherche multicriteres, completion automatique) des services prenant place dans un 
environnement dynamique a large echelle en tenant compte de la topologie du reseau 
physique sous-jacent. Pour comprendre cette problematique de la decouverte de service 
dans un reseau ad hoc, nous commencerons par distinguer les solutions proposees pour 
un reseau filaire et un reseau sans-fil a courte portee. Ensuite, nous aborderons les 
protocoles d'envergure proposes pour des reseaux de large densite. Mais avant, nous 
ferons un bref survol des reseaux ad hoc. 
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2.1 Reseaux ad hoc 
Par conception, un reseau ad hoc est tres peu structure: il s'agit de noeuds, tous 
equivalents du point de vue du reseau, qui doivent se charger eux-memes d'etablir toute 
l'infrastructure permettant les communications. Pour communiquer, un noeud ne peut 
emettre que si tous ces voisins ecoutent car dans les WLAN, les hotes se partagent les 
frequences, d'oii les risques de collision. De plus, les reseaux Manet sont tres souvent 
constitues de noeuds ayant des ressources limitees. En effet, la portee des 
communications, qui conditionne la puissance d'emission, a une forte influence sur 
l'autonomie electrique. La capacite de calcul et la bande passante sont autant de 
contraintes d'utilisation. Les reseaux ad hoc nous obligent ainsi a preter particulierement 
attention a l'utilisation de leurs ressources. 
Les champs d'application de ces reseaux sont divers : deploiement d'un reseau 
durant une operation militaire sur un champ de bataille ou durant une operation de 
sauvetage dans un lieu difficilement accessible, etc. Quelle que soit l'application visee, 
un reseau Manet possede des exigences specifiques du fait de ses particularites. Jusqu'a 
present, de nombreux travaux traitent de la securisation des reseaux ad hoc [1], des 
protocoles de routage [2], des mecanismes de decouverte de services [3] et bien d'autres. 
Cependant, differents points restent non abordes, ou insuffisamment traites dans les 
travaux existants. 
En particulier, il s'agit de definir un protocole de decouverte de service adapte 
aux reseaux ad hoc mobiles de grande etendue; il nous parait necessaire de traiter les 
reseaux ad hoc de maniere plus globale et en tenant compte des specificites de tels 
reseaux. La difficulty est de proposer des mecanismes relativement robustes, sans pour 
autant affecter les performances du reseau ad hoc de maniere trop prononcee. 
2.1.1 Requis d'un protocole de Manet 
Un reseau Manet est un systeme autonome de noeuds mobiles relies par des liens 
sans fils dont l'union forme un graphe arbitraire. Tel que deja invoque, les noeuds du 
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reseau jouent le role de routeurs et sont libres de se deplacer aleatoirement et de 
s'organiser arbitrairement. En consequence, la topologie du reseau peut changer 
rapidement et de maniere imprevisible. Un tel reseau ne necessite pas d'infrastructure 
fixe et represente une option attractive pour connecter spontanement des terminaux 
mobiles. Dans un reseau Manet, moins il y a de transmission, moins il y a de congestion 
dans le reseau. En resume, pour etre efficace, un outil de Manet doit avoir les 
caracteristiques qui suivent: 
> mecanisme de signalisation efficace : etant donne la contrainte de largeur 
de bande, le mecanisme doit faire en sorte que les liens ne soient pas 
encombres avec le trafic de gestion; 
> architecture legere: les noeuds ont des ressources limitees mais des grands 
besoins de traitement et d'auto organisation; 
> automatisme, intelligence et flexibilite : etant donne la nature dynamique, 
une gestion adaptative qui reagit aux changements; 
> echange securitaire des donnees de gestion aiin d'augmenter la survie 
globale du reseau. 
Subsequemment, pour etre convenables, les solutions proposees pour la decouverte de 
service dans un reseau Manet necessitent d'avoir recours a des methodes ayant les 
caracteristiques evoquees plus haut. Les caracteristiques intrinseques des reseaux ad hoc 
requierent done d'une strategic qui tienne compte des differents points cites. 
2.2 Decouverte de service 
La localisation des services plus connue sous la denomination decouverte des 
services, illustree a la Figure 2.1, a 3 fonctionnalites principales : la publication d'un 
service, la recherche d'un service et la mise en relation du client avec un serveur 
d'application. La recherche de service est un composant logiciel implementant une 
methode ou un ensemble de methodes permettant de selectionner un service sur la base 
des parametres requis par un requerant. Elle consiste principalement a selectionner un 
12 
service desire, puis de trouver le serveur d'applications le mieux approprie aux requis de 
la requete envoyee. Elle retourne au requerant l'adresse du serveur d'applications et le 
met en relation avec le serveur d'applications selectionne grace a une redirection de la 
requete vers l'adresse dudit serveur. 
^ Decouverte de services y 
Recherche d'un service Publication d'un service 
...P. A. 
Mise en relation 
Requerant d'un service -* du client avec un »-. Fournisseur de services 
serveur 
Figure 2.1 Processus de decouverte de service 
La publication de service est aussi un composant logiciel implementant un 
ensemble de methodes permettant de diffuser un service qu'un fournisseur offre. Elle 
consiste notamment a formuler une offre detaillee du service a publier pour ensuite 
annoncer sa disponibilite a travers le reseau. La decouverte de services permet ainsi a 
deux dispositifs de communiquer l'un a 1'autre leurs fonctions. Elle ne doit pas se limiter 
a publiciser une certaine classe de dispositifs ou les fonctionnalites des services. Ce n'est 
plus suffisant de trouver une imprimante, c'est necessaire de connaitre aussi les details 
de cette imprimante : les resolutions, la couleur, la quantite de papier, etc. 
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2.2.1 Definition d'un service 
Un service est une entite qui peut fournir des informations, effectuer une action 
ou controler une ressource. II peut etre implemente comme un logiciel, du materiel ou 
comme une combinaison des deux. Un service peut etre un serveur Web, une 
imprimante, une application de diffusion de flux video a la demande, etc. Afin de 
proposer un protocole de decouverte de service, on remarque qu'il faut d'abord que les 
terminaux offrants les services s'entendent sur la description du service en question. 
Decrire un service est done essentiel a son utilisation. 
2.2.2 Description d'un service 
Sans une description associee, on ne peut pas savoir ce qu'un service propose. II 
faut qu'un service publie ses caracteristiques de maniere claire. En fait, cette description 
peut etre normalised ou pas: soit des champs connus sont limites a des valeurs 
predefinies, soit le concepteur du service est entierement libre d'en definir sa description. 
La description pourrait etre articulee autour de langages tels XML 3, DAML 4 ou 
WSDL 5, qui permettent des descriptions precises des objets. 
II existe plusieurs solutions pour la description des services. Une des methodes 
les plus simples consiste en une page Web qui decrit le service et fournit un lien vers un 
fichier WSDL. Une autre possibilite est d'utiliser WSIL (Web Services Inspection 
Language), ou mettre en oeuvre un registre UDDI prive. Cependant, la plupart des 
solutions de description de services actuels comportent plusieurs defauts: 
• ils n'ont pas un langage expressif, des representations et des outils 
appropries pour une si vaste gamme de services; 
• les solutions actuelles utilisent une approche basee sur la recherche 
d'attributs ou noms des services. Qa apporte une mauvaise precision dans 
les recherches. Les mots utilises pour la recherche peuvent avoir le meme 
significatif (meme semantique), mais une syntaxe differente. On doit 
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done avoir une information semantique et syntaxique de chaque attribut 
soit dans la requete soit dans la registration de service; 
• le processus de decouverte doit supporter aussi des requetes cessantes ou 
persistantes, comme aussi la composition de services. 
II a ete aborde dans la litterature [4] que pour palier a ses defauts, la description 
de service doit comprendre le nom des operations, le type et sequence de tous les 
parametres de l'interface. La description doit etre comprehensible par les humains ou les 
machines. Done chaque attribut de service doit etre decrit sur les niveaux syntaxique et 
semantique. Les ontologies ont justement ete utilisees a cet effet. La description 
semantique du service a deux principaux avantages : 
• dependamment de leur fonctionnalite, les services sont classes 
hierarchiquement en groupe. Cette information est utilisee pour renvoyer 
de maniere selective une requete de services aux autres noeuds du reseau 
sans toutefois surcharger le reseau; 
• trouver des services similaires a celui de la requete, e'est a dire meme 
s'ils ont differents noeuds. 
Dans [5], D. Chakraborty et A. Joshi proposent d'exploiter la semantique offerte 
par DARPA Agent Markup Language [4]. Les services sont decrits avec l'ontologie 
DAML + OIL [6]. La Figure 2.2 qui suit presente la maniere dont ils ont trouve 











Figure 2.2 Description semantique des services 
Avec cette description, les messages de demande de service et les reponses aux 
requetes sont comprehensibles par les deux partis. Cependant, pour etre utilise, un 
service doit etre prealablement decouvert par un client (humain ou programme). Les 
processus de decouverte de service derivent souvent du domaine de 1'application. En 
effet, etant donne le caractere applicatif de certains services, les protocoles de 
decouverte sont, pour la plupart, integres aux couches superieures, soit celle de 
1'application particulierement. 
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2.2.3 Architecture en couche des protocoles 
Le routage est un processus de 1'architecture qui va servir de point de base pour 
le deploiement d'une procedure de decouverte de service. Quelques approches placent le 
routage a des couches inferieures a celle de la decouverte de service. La Figure 2.3 
montre la disposition des protocoles. 
SERVEUR / CLIENT 
Protocole de decouverte de services 
I 
I 
Protocole de routage 
Donnees 
Figure 2.3 Architecture des couches de protocoles 
Cette distinction est appropriee pour les services du reseau cable mais quelques 
chercheurs critiquent son utilisation dans les reseaux ad hoc. Une etude a ete faite [7] 
pour montrer que l'integration des deux couches de protocole permet d'augmenter 
l'efficacite du systeme. En effet, les auteurs montrent qu'il y aurait plusieurs benefices a 
integrer la decouverte de services au routage : 
• utilisation de routes disponibles : le protocole de decouverte de services 
pourra beneficier des multiples routes qu'un protocole de routage rend 
possible pour acceder a un serveur donne; 
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• reduction des entetes de routage : reutilisation de 1'infrastructure de 
routage pour la decouverte de services. Quand un service est decouvert, 
n'importe quel protocole de routage peut etre utilise pour le rejoindre. 
L'idee est done de gerer de maniere la plus efficace possible l'energie et la 
memoire disponible au niveau des terminaux en integrant la decouverte de services au 
routage. Quelques approches de decouverte de service utilisent les protocoles de routage 
DSR ou DSDV. Etant donne que les protocoles de routage fournissent le support de 
routage des protocoles de decouverte de services, il serait interessant de les presenter 
dans une section succincte. 
2.3 Protocoles de routage dans les reseaux ad hoc 
II s'agit pour nous de donner un bref apercu des mecanismes mis en oeuvre dans 
les protocoles de routage afin d'en concevoir l'agencement aux protocoles de decouverte 
de services. Dans les reseaux filaires, les protocoles de routage utilisent deux 
algorithmes. Ces algorithmes sont soient bases sur les etats des liens ou sur le vecteur de 
distance. Pour le routage base sur l'etat des liens, chaque noeud maintient une vision de 
la topologie complete du reseau. Cette vision se trouve a etre mise a jour frequemment. 
Pour le routage utilisant le vecteur de distance, pour chaque destination x, chaque noeud 
i maintient un ensemble de distances Dy(x) ou j est l'ensemble des voisins du noeud i. 
Les protocoles de routage des reseaux ad hoc sont classifies en groupes. Dans les 
protocoles de routage proactif, les routes vers toutes les destinations sont determinees 
des le debut et maintenues par un processus de mise a jour periodique. Dans les 
protocoles reactifs, les routes sont determinees quand elles sont demandees par la 
source. Les protocoles hybrides combinent les proprietes des deux premiers groupes. 
2.3.1 Protocoles de routage proactif 
Dans un protocole de routage proactif, chaque noeud maintient les informations 
de routage concernant tous les autres noeuds du reseau. Cette information de routage est 
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maintenue dans des tables de routage. Ces tables sont periodiquement mises a jour 
lorsque la topologie du reseau change. La difference entre les differents protocoles de 
routage proactif reside dans la maniere dont ces derniers mettent a jour et detectent 
l'information de routage et garde ce type d'information dans les tables. Un protocole des 
plus connus de ce groupe est Destination-sequenced distance vector (DSDV). Le routage 
propose par DSDV exige que chaque station mobile maintienne une table de routage qui 
regroupe l'ensemble des noeuds du reseau. Pour chacun des noeuds, elle garde entre 
autres le nombre de sauts necessaires pour l'atteindre. Ce protocole est lent et genere un 
fort trafic de routage. 
2.3.2 Protocoles de routage reactif 
Les protocoles de routage reactif reduisent les entetes supplementaires 
engendrees par les protocoles proactifs en ne maintenant que de l'information sur les 
routes actives. C'est a dire que les routes ne sont determinees et maintenues que pour les 
noeuds desirant joindre une destination donnee. Les protocoles reactifs sont classifies en 
deux categories : routage par la source et routage « hop by hop ». Pour le routage initie 
par la source, chaque paquet transporte l'adresse complete entre la source et la 
destination. Pour le routage « hop by hop », le paquet ne fait que transporter l'adresse de 
destination et celle du prochain noeud. Les deux protocoles qu'on a juges pertinent de 
presenter sont Ad Hoc on-demand distance vector (AODV) et Dynamic source routing 
(DSR). 
> AODV [9]: ce protocole est une amelioration de l'algorithme DSDV. 
AODV construit les routes par l'emploi d'un cycle de requetes « route 
request / route reply ». II maintient les chemins d'une facon distribute en 
gardant une table de routage au niveau de chaque nceud de transit 
appartenant au chemin recherche. Une entree de la table de routage 
contient: l'adresse de la destination, le noeud suivant, la distance en 
nombre de noeuds, le numero de sequence destination et le temps 
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d'expiration de 1'entree de la table. Ce protocole maintient aussi des 
groupes « multicast ». II constitue par ce fait des arborescences 
connectant les differents membres des groupes « multicast ». Les arbres 
sont composes des membres des groupes et des noeuds necessaries pour 
connecter les membres. Le protocole AODV a moins d'entetes de routage 
que les protocoles de routage proactifs; 
> DSR [8]: ce protocole est base sur la technique de routage initie par la 
source. Cette derniere determine la sequence complete des noeuds a 
travers lesquels les paquets de donnees seront envoyes. Les deux 
operations de base du protocole sont: la decouverte de routes et la 
maintenance de routes. 
2.3.3 Routage predictif 
Chacun des protocoles precedents apporte, a sa fa§on, de nouvelles optimisations 
au routage dans les reseaux mobiles ad hoc. S'il existe plusieurs routes disponibles entre 
une source et une destination, les protocoles selectionnent celle ayant le moindre nombre 
de sauts. Une autre approche au routage serait de distinguer la route ayant la duree de vie 
la plus longue, c'est-a-dire celle maintenant plus de temps la connectivity entre la source 
et la destination. Le routage predictif [10] a ete propose pour permettre la selection de la 
route ayant la duree de vie la plus longue parmi plusieurs disponibles. Les auteurs E.M 
Royer et C-K Toh argumentent que le routage predictif permet une meilleure utilisation 
de la bande passante en reduisant le taux de signalisation dans le reseau. Le principal 
argument que les auteurs defendent est qu'en selectionnant la route dont la duree de vie 
est la plus longue on retarde remission de messages de signalisation pour decouvrir une 
nouvelle route. 
Dans le routage predictif, pour chacune des routes disponibles entre la source et 
la destination, on predit le temps d'expiration de chaque lien (LET : Link Expiration 
Time) composant la route et on calcule le minimum entre tout ces temps. Ce minimum 
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est le temps d'expiration (RET: Route Expiration Time) suppose pour la route. 
Ensuite, on selectionne la route ayant le RET le plus grand pour communiquer avec une 
destination. Pour determiner le temps critique Tc avant lequel la source doit reconstruire 
une route pour ne pas perdre la communication en cours: la source retranche du RET le 
temps Td de remission du dernier paquet, soit Tc = RET - Td. 
Pour predire le LET d'un lien (i, j) d'une route, ces protocoles supposent d'abord 
que chaque noeud soit equipe de GPS qui lui fournit ses parametres de mouvement 
(position, vitesse et direction). Ensuite, les parametres de mouvements des deux noeuds 
composant le lien sont utilises dans la formule suivante : 
-(ab+cd)+^l(a2+c2)r2-(ad-bc) 
LET- — - (2.1) 
a +c 
oil, 
a = v, cos#(. -V.COS0. 
b = Xj - Xj 
c = v, sin di - vj sin 6-
d = yt- yj 
(xi, yi) les coordonnees d'un emetteur i 
(XJ, yj) les coordonnees d'un recepteur j 
vr- et Vj les vitesses des noeuds i et j , respectivement 
6 i et 6j (0 < 6 i, 6j < 2n) les vecteurs de mouvement des noeuds i 
et j , respectivement 
Si Vj = Vj et di- dp alors a = c = 0 et LET est infinie 
RET=min{LETi}r (2.2) 
ou, 
r, route disponible entre la source et la destination 
i, lien sur une route r 
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La Figure 2.4 illustre un exemple ou deux routes existent entre une source A et une 
destination F : la premiere est ABCEF avec 3 comme RET et la deuxieme est ABDEF 
avec 4 comme RET. Par consequent, F selectionne la route ABDEF pour la 
communication avec A. Cette selection est montree a la Figure 2.5. 
Temps d'expiration 
du lien 
Figure 2.4 Demande d'une route entre les noeuds A et F 
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Figure 2.5 Selection d'une route 
2.4 Strategies de decouverte de services 
Pour etudier la problematique de decouverte de services dans les reseaux ad hoc, 
on a juge pertinent d'exposer d'abord les protocoles proposes pour les reseaux filaires, 
reseaux fixes. Ensuite, on poursuivra avec les approches qui ont ete elabores pour les 
reseaux mobiles a un saut. Dans une section subsequente seront presentes les protocoles 
de decouverte de plus grande envergure, c'est-a-dire ceux pour les reseaux Manet. 
2.4.1 Decouverte de services dans les reseaux filaires 
Un mecanisme qui tient souvent lieu de reference dans la litterature pour la 
decouverte de services est Jini [11]. C'est une architecture pour les reseaux filaires, elle 
est distribute et orientee service. Elle est developpee par SUN Microsystems. Basee sur 
Java, Jini est composee de trois protocoles : decouverte, jonction, recherche. Le 
protocole utilise pour l'envoi de donnees est RMI. Le protocole reseau n'est pas 
independant du langage parce qu'il se base sur des mecanismes de serialisation d'objets 
Java. Le service de recherche est trouve par les clients via UDP multicast. Ces derniers 
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doivent telecharger le service proxy, qui normalement est un RMI stub qui permet la 
communication avec le serveur. C'est done le Jini Lookup Service ou JLS qui permet a 
un client de rechercher un service. A l'enregistrement, les services preservent le proxy 
pour le service dans l'espace virtuel de la machine. La flexibilite et la simplicite de Jini 
sont adaptees au developpement de Web services, services accessibles via une interface 
Web. Le processus de decouverte travaille ainsi : imaginez un disque supportant Jini et 
offrant un service de stockage persistant. Des que le disque est connecte au reseau, il 
diffuse une annonce de presence en envoyant un paquet multicast sur un port determine. 
Dans l'annonce de presence, sont inclus une adresse IP et un numero de port ou le disque 
peut etre contacte par le service de recherche. Les services de recherche scrutent sur le 
port determine les paquets d'annonce de presence. Lorsqu'un service de recherche recoit 
une annonce de presence, il l'ouvre et inspecte le paquet. Le paquet contient les 
informations qui permettent au service de recherche de determiner s'il doit ou non 
contacter l'expediteur de ce paquet. Si tel est le cas, il contacte directement l'expediteur 
en etablissant une connexion TCP a l'adresse IP et sur le numero de port extrait du 
paquet. En utilisant RMI, le service de recherche envoie a l'initiateur du paquet un objet 
appele un enregistreur de service (service registrar). L'objectif de cet enregistreur de 
service est de faciliter la communication future avec le service de recherche. Dans le cas 
d'un disque dur, le service de recherche attablerait une connexion TCP vers le disque dur 
et lui enverrait un enregistreur de service, grace auquel le disque dur pourra faire 
enregistrer son service de stockage persistant par le processus de jonction. 
L'inconvenient majeur de cette architecture est le manque d'interoperabilite avec d'autres 
methodes ou protocoles, puisque Jini requiert Java. 
SLP [12], Service Location Protocol, est aussi une architecture pour les reseaux 
filaires. SLP est un standard de 1'IETF pour un service de decouverte de service 
decentralise, leger et extensible. II y a trois agents en SLP : utilisateur, service et 
dossier: 
> Service Agents (SA) correspond aux intermediaires qui proposent les 
services; 
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> Directory Agents (DA) correspond a ceux qui les repertorient; 
> User Agents (UA) correspond aux agents qui utilisent les services. 
Les SA diffusent aupres des DA l'existence des services. Lorsqu'un UA recherche un 
service, il lui suffit de consulter un DA, qui lui indiquera a qui s'adresser. La solution 
centralisee de 1'IETF n'est pas adaptee pour des reseaux a noeuds volatiles. Les mises a 
jour seront trop frequentes sur un reseau volatile pour que l'utilisation de SLP soit 
envisageable. Ce protocole a egalement ete con^u pour fonctionner sans DA, au prix de 
communications « multicast » pour effectuer des recherches sur le reseau. Les 
performances de SLP diminuent, et l'utilisation intensive de l'adressage « multicast » 
n'est guere concevable sur un reseau sans fil. 
2.4.2 Decouverte de services dans les reseaux mobiles a un saut 
SDP [13], Service Discovery Protocol, est specifique pour des dispositifs 
Bluetooth, un systeme de connexion a courte portee. Pour faciliter la decouverte 
d'elements Bluetooth, les operations de decouvertes sont faites entre serveurs et clients. 
Un element Bluetooth peut etre a la fois client et serveur. Le serveur maintient une liste 
d'enregistrements de services qui decrit les caracteristiques des services associes avec le 
serveur. Chaque enregistrement de service contient l'information sur un seul serveur. Un 
client peut recuperer l'information a partir d'un enregistrement de service maintenu par le 
serveur SDP en emettant une requete SDP. Si le client, ou une application associee avec 
le client, decide d'utiliser un service, il doit ouvrir une connexion separee avec le 
fournisseur du service afin d'utiliser ce service. 
Generalement, un client SDP recherche les services sur la base de 
caracteristiques de services desirees. Cependant, il est parfois desirable de decouvrir 
quels types de services sont decrits par les enregistrements de services d'un serveur SDP 
sans aucune information prealable sur les services. La portee de Bluetooth et sa facilite 
d'utilisation en font un decouvreur de services efficace a faible distance. II ne serait point 
efficace pour les reseaux de plus grande taille. 
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2.4.3 Inconvenients des protocoles de decouverte de services existants 
II existe plusieurs inconvenients aux protocoles de decouverte de services dans le 
cadre de leur transposition aux reseaux ad hoc. Ainsi, des systemes tels que Jini offrent 
le moyen d'annoncer et de decouvrir dynamiquement des services, mais exigent de 
disposer de serveurs referengant les services disponibles. Or, dans les reseaux ad hoc de 
telles exigences ne peuvent pas necessairement etre satisfaites. Le protocole SLP adopte 
une approche similaire a celle de Jini en permettant a chaque service ou equipement 
d'annoncer sa presence au sein du reseau. Cette annonce de presence des services repose 
sur la diffusion d'un message specifique. Pour un reseau mobile congu comme un 
prolongement d'un reseau d'infrastructure, la centralisation des services applicatifs se 
revele etre une solution pertinente en termes de facilite de gestion et de decouverte des 
services. En revanche, dans les reseaux mobiles sans infrastructure capables de se 
former dynamiquement, il n'existe pas d'equipements privilegies sur lesquels on puisse 
centraliser les services applicatifs. Considerant qu'il n'est pas judicieux de designer des 
equipements particuliers pour jouer le role de serveur dans les reseaux Manet, d'autres 
solutions de decouverte de service proposees dans la litterature se sont penchees sur la 
mise en place de protocoles plus appropries pour les reseaux mobiles. 
2.5 Protocoles de decouverte de services pour les reseaux Manet 
Les protocoles de decouverte de services dependent du temps. Le temps etant le 
critere principal de complexite, un service disponible a un instant donne n'est 
probablement plus accessible a un moment ulterieur. Dans ce qui suit, on presente des 
protocoles qui tiennent compte de cette caracteristique. De conception extravagante, les 
protocoles seront critiques pour comprendre encore mieux les requis d'un protocole de 
decouverte de service pour les reseaux Manet. 
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2.5.1 Protocole de decouverte utilisant des sequences de rondes 
Dans [13], les auteurs supposent (P, Q) une paire de fonction ou P(s) est 
l'annonce de service et Q(c) est la requete. Avec 1,2,..., k ou k types de services sont 
offerts dans le reseau. Chaque serveur s poste un service de type ks a un ensemble de 
noeuds Ns selon l'algorithme P(s). De la meme maniere, chaque client c demande un 
service kc d'un ensemble de noeuds Nc selon l'algorithme Q(c). Le client trouve le 
service si ce dernier a ete poste a un noeud que le client demande. Pour s'adapter 
dynamiquement au changement de topologie, la solution qu'ils ont envisagee est 
constitute de strategies. Des strategies sont effectuees dans une sequence de rondes. A 
chaque ronde r, une paire de (P(s), Q(c)) est envoyee. La sequence est alors (Pl(s), 
Ql(c)), (P2(s), Q2(c)), ..., (PR(s), QR(c)), ou R est le nombre maximum de rondes avant 
que la strategie prenne fin. Pour modeliser la topologie changeante, une probabilite p est 
introduite et indique la qualite de connexion du lien de communication entre une paire 
de noeuds. Voici les cinq strategies prisees : 
> strategie 1 (Greedy) : tous les noeuds annoncent et tous les noeuds recherchent 
tous les noeuds du reseau en utilisant le mecanisme de « broadcast ». Cette 
strategie est non adaptive car a chaque ronde 1'execution est la meme; 
> strategie 2 (Incremental): pour utiliser moins de ressources, dans une premiere 
ronde, les serveurs et les clients annoncent et recherchent un petit ensemble de 
noeuds pour ensuite graduellement augmenter le nombre de requetes et annonces; 
> strategie 3 (Uniform memoryless): les serveurs annoncent tous les services 
qu'ils offrent a un ensemble aleatoire de noeuds. Les clients aussi envoient des 
requetes de services de maniere aleatoire. Le nombre de requetes affecte le temps 
d'attente, surcharge le reseau et la probabilite que le client c € N trouve le 
service recherche; 
> strategie 4 (With memory): chaque client construit un « cache » pour stacker les 
adresses des noeuds auxquels il a deja poste ou recherche. Chaque nouvelle ronde 
contacte des noeuds qui ne sont pas dans le « cache » ; 
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> strategie 5 (Conservative): cette strategic est basee sur la strategic 1 et requiert 
qu'a chaque ronde, tous les serveurs (clients) annoncent (recherchent) de leur 
voisin immediat (a un saut) en utilisant un mecanisme de « broadcast » a un saut. 
Le principal defaut de ces cinq strategies est que chaque noeud du reseau est soit serveur 
ou client. Ceci rend l'approche proposee par les auteurs dans [13] moins interessante 
pour des reseaux dynamiques ou la stabilite d'un ordinateur portatif, par exemple, peut 
etre utilisee et en meme temps ce dernier peut vouloir utiliser un service sur le web. 
2.5.2 Protocole de couverture de services base sur l'ecoute en local 
De la meme maniere, S. Chien-Chung, S. Thapornphat et R. Liu, Z. Huang [14] 
proposent un autre protocole de couverture de services base sur la decouverte d'un 
«dominating set» dans le reseau. Des solutions a ce probleme existent mais utilisent une 
entite centralisee, pour topologie fixe. lis proposent un protocole distribue avec 
desynchronisation complete d'election de mediateurs (nceuds du « dominating set »). Le 
reseau est ainsi compose de trois types de noeuds, mediateurs, « provider » ou ordinaires. 
Cette election est basee sur l'ecoute en local (MAC). En effet, chaque noeud « provider » 
se met en ecoute, s'il n'est pas couvert, il se declare mediateur. Pour augmenter la 
robustesse du protocole, ils supposent qu'un noeud peut etre couvert par plus qu'un 
mediateur. L'idee proposee est presentee a la Figure 2.6. Dans un reseau ad hoc, un 
noeud ne peut emettre que si tous ses voisins ecoutent, c'est a dire, qu'ils ne sont pas en 
train d'emettre. Sur ce principe : 
• chaque mediateur annonce periodiquement son identite et les nceuds 
appeles « provider » qu'il couvre; 
• chaque noeud « provider » etant en ecoute, declare ses services 
periodiquement; 
• les messages de signalisation sont des messages du protocole; 
• chaque nceud « provider » a un lien bidirectionnel avec le mediateur qu'il 
couvre; 
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• les liens des mediateurs avec les services qu'ils couvrent ne sont pas 
forcement bidirectionnels : cette approche tient compte de la presence de 
liens unidirectionnels. 
Noeud 
ordinaire o Noeud fournisseur Noeud mediateur 
— Lien bidirectionnel 
-> Lien unidirectionnel 
Figure 2.6 Couverture de service basee sur l'ecoute en local 
D'un autre cote, cette approche doit faire face a des corrections. En effet, de 
multiples mediateurs peuvent se trouver dans une zone et couvrir differents « provider ». 
Ainsi, un mediateur englobe les « provider » d'un autre. De plus, si plusieurs «provider» 
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passent par une zone non couverte, tous les « provider » en question deviennent des 
mediateurs. Les auteurs ont propose une reconfiguration pour pallier a ces points faibles. 
En premier lieu, la duree de vie des mediateurs a ete limitee. Ensuite, des conditions ont 
ete mises en place telles que le mediateur doit achever sa session quand sa duree de vie 
expire ou quand il est couvert par un autre mediateur. De cette maniere, ils ont minimise 
la redondance et equilibre de la charge. En conclusion, cette approche distribute basee 
sur une caracteristique de la couche MAC se porte tres mal dans le cas ou il existe de la 
congestion dans le reseau. Dans ce cas, plusieurs collisions surviennent destabilisant 
ainsi totalement le reseau. 
2.5.3 Decouverte de services avec ODMRP 
Les auteurs dans [15] proposent un protocole de decouverte de service ou les 
informations de signalisation se rapportant a l'annonce et a la decouverte du service sont 
concatenees aux paquets du protocole de routage ODMRP (On-Demand Multicast 
Routing Protocol). L'architecture exige alors que les nceuds participants au reseau 
supportent le routage ODMRP. L'approche supporte deux modeles, soient le « Push » et 
le « Pull » qui sont decrits dans ce qui suit. 
> dans l'approche du « Push », l'idee de base de la proposition suggere que 
si un noeud offre un service, il est alors considere serveur et il suffit pour 
lui d'envoyer en « multicast » dans ODMRP une annonce a tous les 
autres nceuds du reseau. Ainsi, s'il y a des noeuds interesses par cette 
annonce, ils n'ont qu'a l'enregistrer dans leur registre local de services. 
Ils envoient ensuite un paquet de reponse au serveur en question. A ce 
moment, le serveur repond au noeud par un message « Join », specifiant 
l'adresse IP du groupe « multicast » correspondant au service en question; 
> dans l'approche du « Pull », l'idee est qu'un service correspond a un 
numero d'identification unique. Si un noeud cherche un service, il trouve 
le numero d'identification y correspondant et envoie une requete a une 
adresse « multicast » connue. Cette adresse represente alors le numero de 
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groupe « multicast » du service en question. Si un noeud du reseau recoit 
la requete et supporte le mecanisme « Pull », il attend un temps aleatoire 
pour voir s'il n'y aurait pas une reponse dans le reseau a cette requete 
avec les dernieres nouvelles concernant le service. S'il y a eu une 
reponse, il ignore le message, sinon, il repond avec de 1'information qu'il 
possede sur la demande. 
Ainsi, le protocole n'envoie que des messages de mise a jour pour eviter d'envoyer 
periodiquement les messages « multicast ». De cette maniere la signalisation dans le 
reseau est reduite de facon considerable. Ne reste que le principal inconvenient de la 
methode est que seuls les nceuds supportant le routage ODMRP peuvent participer a la 
decouverte de service. Ce qu'on retient c'est que mettre en place un standard qui tienne 
compte de cette promesse constituerait une limite au design et implementation des unites 
mobiles. En effet, dans un environnement ad hoc tres diversifies, les entites ne peuvent 
etre jugees que sur des criteres d'admissibility qui soient souples. 
2.5.4 Protocole de decouverte et livraison de services, Konark 
L'architecture nominee Konark [16] est menue d'un mecanisme decentralise qui 
donne la possibilite a chaque nceud du reseau d'annoncer et de decouvrir les services 
dans le milieu. La procedure de description de service est basee sur le langage XML. La 
description est alors comprehensible a la fois par la machine et par l'homme. L'approche 
requiert qu'un micro-serveur « http » soit implante au niveau de chaque noeud pour 
pouvoir se charger de la livraison des services, livraison basee sur le protocole SOAP. 
SOAP est un protocole de transmission de messages. II definit un ensemble de regies 
pour structurer des messages qui peuvent etre utilises dans de simples transmissions 
unidirectionnelles, mais il est particulierement utile pour executer des dialogues de type 
requete / reponse. Les hypotheses que posent les auteurs de Konark sont les suivantes : 
• il assume que le reseau supporte une connectivite a la base du Internet 
Protocol (IP); 
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• il specifie que chaque noeud devrait avoir un registre local pour pouvoir 
stocker les services offerts par la machine. 
Konark cherche a supporter, en plus des services classiques d'imprimantes, fax, 
camera, audio, des services varies tels que des jeux, music, commerce, meteo, etc. Pour 
ce faire, il definit les services avec le format XML, qui se trouve a etre un langage riche 
permettant de decrire de multitudes de services, un peu comme WSDL. Konark suppose 
aussi que le reseau supporte le routage « multicast » pour la diffusion des requetes 
d'annonce de service. De plus, il propose un registre de services base sur la methode 
d'arborescence. L'approche consiste a ce que chaque noeud du reseau maintienne un 
«SDP manager» qui sera responsable de la decouverte de service et de l'enregistrement 
des services locaux. Tous les noeuds dans une zone locale joignent ainsi un groupe 
«multicast». Le «SDP manager» de chaque noeud maintient ainsi un cache appele 
«Service Registry* pour stocker les services locaux en plus des annonces qu'il recoit des 
autres noeuds. Pour decouvrir les services dans le reseau, les serveurs emploient le 
mecanisme de « Push », et les clients utilisent le mecanisme de « Pull », decrient plus 
haut. En premier lieu, un client initie un message de decouverte de service et l'envoie a 
l'adresse du groupe multicast. A la reception d'un tel message, chaque serveur verifie la 
correspondance de ce service avec ceux dans son registre de services. Si un tel service y 
est, le serveur construit un message d'annonce de service et le retourne au client. Le 
mecanisme d'annonce de service est similaire a celui de la decouverte dans le sens ou 
des la reception d'un message d'annonce, les clients l'inserent dans leur registre de 
services a l'endroit approprie dans l'arbre. 
Cette approche essaie d'envoyer les messages «multicast» de facon efficace. 
Malgre ce fait, il ne reste que pour converger le plus possible vers un protocole de 
decouverte de services qui soit le plus adapte au dynamisme des reseaux Manet, elle 
requiert une transmission assez importante de messages «multicast» remplissant le 
reseau de messages de signalisation. 
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2.5.5 Decouverte de service par une approche «multi-cluster» 
H. KoubaaetL. Inria Lorraine [17] proposent une organisation dynamique des 
services en «cluster». Le terme «cluster» signifie regroupement. Plus precisement, ils 
veulent former des regroupements d'entites bases sur la proximite semantique et 
physique. La proximite semantique designant le fait que les deux nceuds offrent des 
services similaires. Pour ce faire, ils proposent qu'une ontologie existe dans le reseau 
pour decrire les services offerts par les noeuds. 
La hierarchie en «cluster» pour la decouverte de service peut etre utilisee de la 
maniere suivante : quand un noeud cherche un service, il verifie si ce dernier n'est pas 
present dans son propre niveau de «cluster». Si ceci n'est pas le cas, la requete est 
transferee a un niveau plus haut dans la hierarchie de «cluster» jusqu'a l'atteinte du 
service recherche. A ce niveau, la reponse est renvoyee au bas pour atteindre le niveau 
du «cluster» qui a initie la requete. Ainsi, au bas de la hierarchie se trouvent les nceuds 
offrant des services qui sont similaires en plus d'etre physiquement proche les uns des 
autres. Dans les niveaux plus hauts, les clusters sont formes de terminaux offrants des 
services dont la description devient de plus en plus generale au fur et a mesure qu'on 
augmente dans l'arbre de la hierarchie. 
Le plus grand avantage de cette approche est que si un noeud cherche un service 
en particulier, il sera en mesure de retrouver le plus proche voisin offrant ce service. Un 
client demandant un service doit avoir comme reponse le serveur qui lui est le plus 
proche pour ne pas gaspiller de bande passante et surcharger le reseau. De cette maniere, 
on diminue le trafic dans le reseau en offrant des services a deux entites qui sont les plus 
proches les unes des autres. Cependant, le plus grand inconvenient est qu'il ne peut y 
avoir plus d'un service par machine, ce qui se trouve a etre irrealiste dans les reseaux 
actuels. De plus, l'ontologie qui est a la base de la proposition doit etre connue d'avance 
par toutes les machines pour pouvoir faire rouler l'algorithme de «cluster» en question. 
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2.5.6 Protocole de decouverte hybride base sur le groupement 
C. Lee et Al. [18] proposent un protocole hybride dans le sens ou il combine les 
deux approches, soit celle basee sur la requete de services et celle sur la diffusion du 
service. Dans ce protocole hybride suggere, les nceuds serveurs diffusent les services 
offerts mais cette diffusion n'est pas faite en «broadcast». Les auteurs definissent un 
parametre appele diametre qui donne la distance de propagation de ce message. Dans 
d'autres mots, ce parametre specifie le nombre maximum de noeuds que le message de 
service doit parcourir. Chaque noeud maintient un cache pour stocker tous ces messages 
de services. Puisque les noeuds ne regoivent pas de messages du reseau entier, ils ne sont 
pas surcharges en terme d'espace memoire, batterie, etc. Quand un noeud demande un 
service, il verifie d'abord que ce dernier n'est pas dans son cache. Si le service voulu 
n'est pas dans la zone locale du noeud, ce dernier, de la mSme maniere que les serveurs, 
specifient un diametre a la requete et la propage dans le reseau. Si le message atteint un 
noeud qui offre le service ou un autre ayant dans son cache la description d'un serveur 
offrant le service, le noeud repond a la requete du client en envoyant 1'identification du 
noeud donnant le service. Le principal inconvenient de cette approche est sa robustesse 
dans le cas ou le reseau est de grande taille. On se retrouve vite avec une surcharge du 
reseau quand ce protocole est utilise pour les reseaux de grande densite. 
2.5.7 Proposition d'un «Backbone» pour la decouverte de services 
Plusieurs chercheurs s'entendent sur le fait qu'il devrait exister des mecanismes 
qui differencient les noeuds stables des noeuds instables dans un reseau ad hoc [20]. Etant 
donne qu'on peut reperer un sous-ensemble de noeuds relativement stables, on peut s'en 
servir pour former un reseau dorsal, «Backbone». Dans [19], Ulas C. Kozat, G. Kondylis 
et B. Ryu proposent une architecture de decouverte de service decentralisee qui se sert 
du «Backbone» virtuel pour reperer et enregistrer les services disponibles dans les 
reseaux Manet. 
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Ainsi, la proposition se divise en deux etapes : formation du reseau dorsal virtuel 
et distribution des enregistrements de service, requetes et reponses. Avec cette 
proposition, on essaie de reperer en peu de temps le service recherche; les serveurs ne 
sont pas bombardes. Bref, l'efficacite est amelioree quand le reseau est grand. Ce qu'on 
doit faire a priori est d'informer tout le reseau des nceuds choisis comme constituant le 
Backbone. Dans 1'algorithme de selection du Backbone, les auteurs ont tenu compte du 
critere stabilite, NLFF (Normalized Link Failure Factor) qui represente plus precisement 
la proportion de pertes sur le lien. Le noeud avec le minimum de proportion de pertes sur 
le lien se selectionne comme noeud du «Backbone». Les nceuds se decident en un temps 
fini et la distance maximale separant deux nceuds du reseau dorsal est de 2. 
La procedure pour la selection du «Backbone» s'effectue comme suit; d'abord, 
tous les nceuds sont dits blancs, et seuls ceux avec le plus faible degre de NLFF 
deviennent noirs. Si apres un certain laps de temps un noeud est toujours blanc, il 
selectionne un noeud vert, noeud qui est a un saut d'un noeud noir, comme son point 
d'acces au «Backbone» virtuel. A ce moment, les nceuds noirs formeront le reseau 
dorsal. En fait, ils encouragent dans cette solution que les nceuds qui restent le plus 
longtemps dans le reseau deviennent les nceuds du «Backbone», nceuds noirs qui sont 
stables et se selectionnent a l'aide du critere de stabilite. L'envoi des messages de 
controle se fait via les messages «Hello» qui se trouvent a etre locaux, a un saut et par le 
meme fait tres legers pour la transmission. 
Apres que la premiere etape du processus aura pris fin, on se trouve en presence 
d'un «Backbone» virtuel forme des nceuds du reseau dorsal relies par des liens virtuels. 
La deuxieme etape de 1'architecture est d'envoyer efficacement les requetes et messages 
d'enregistrement des clients aux serveurs. Les serveurs pourront s'enregistrer aupres des 
noeuds noirs et les clients demanderont les services qu'ils veulent aupres des nceuds noirs 
appropries. Pour ce faire, ils proposent un algorithme en arbre qui sera base sur la 
procedure de «multicast» a partir de la source. 
L'inconvenient majeur de cette architecture est qu'elle perd son optimalite sous 
l'effet de la grande mobilite des terminaux. La proposition est lourde dans le sens que 
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soit un nceud fait parti du reseau dorsal soit il est un voisin de ce dernier. Categoriser de 
cette maniere les noeuds du reseau contribue une majeure retribution a l'idee en tant que 
telle. 
2.6 Conclusion 
Nous faisons ici l'hypothese, sinon le constat, que d'apres l'etat de l'art sur la 
decouverte de service dans les reseaux Manet, les requis d'un protocole de decouverte 
pour ce genre de reseau sont les suivants: 
> le noeud ou les noeuds qui auront la responsabilite de maintenir un cache 
ou registre de services, registre contenant la liste des services publies, 
doivent avoir une structure arborescente de donnees pour classifier 
1'information. De cette maniere, la structure facilite le processus de 
recherche et envoie de services; 
> le protocole doit trouver une solution a la situation suivante : au cas ou le 
serveur se deplace ou arrete d'offrir le service a cause de l'energie 
limitee, 1'architecture doit etre en mesure de continuer a offrir le service a 
un client qui en a fait la requete. La replication de serveurs pourrait etre 
une solution interessante dans le cadre d'applications de «web browsing»; 
> si un service n'est plus disponible, il faut que le protocole puisse suggerer 
une alternative, «second best» ; 
> l'architecture peut aussi vouloir reduire la congestion vers un nceud 
serveur. Si plusieurs clients veulent un service qu'un serveur offre, ce 
dernier va etre congestionne. Si on l'exploite indefiniment, on risque 
d'epuiser toutes ses ressources. La replication de service est encore une 
fois une solution envisageable; 
> dans le but de sauver du temps, le protocole doit pouvoir rapprocher les 
services aux clients mobiles: migration des services. Une solution 
pourrait profiter d'un reseau dorsal comme celui dans [19] pour deplacer 
un service ou repliquer le service proche du nceud client. Le serveur 
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pourra migrer le service d'un client mobile en cours d'execution vers un 
noeud stable geographiquement le plus proche. Le client peut continuer a 
executer le service au serveur le plus proche meme quand il sort de la 
region geographiquement couverte par le serveur courant; 
Dans ce chapitre, nous avons identifie les propositions corame etant 
particulierement adaptes pour adresser les problemes dans les Manet. Cependant, la 
decentralisation, la surcharge du reseau et le temps de reponse aux requetes restent 
toutefois problematiques dans des environnements aussi etendus et dynamiques que les 
Manet. Le prochain chapitre presente notre modele base sur le deploiement d'un reseau 
dorsal virtuel pour la decouverte et annonce de services. 
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CHAPITRE III 
RESEAU DORSAL VIRTUEL 
POUR LA DECOUVERTE DE SERVICES 
Dans ce chapitre, nous proposons un modele pour la decouverte de services dans 
les reseaux ad hoc, en tenant compte des contraintes auxquelles sont soumises les unites 
mobiles. De facon specifique, ce modele utilisera un mecanisme vu dans le precedent 
chapitre qui differencie les noeuds stables des noeuds instables pour former un sous-
ensemble de noeuds constituant le reseau dorsal. Nous commencerons par presenter les 
reflexions prealables a la conception de notre modele. Le modele en tant que tel sera 
presente de maniere detaillee de meme que les algorithmes developpes a chaque phase 
de la proposition. 
3.1 Prealable 
Tirer le meilleur parti de propositions de protocoles pour resoudre les problemes 
associes a la decouverte de services dans des environnements ad hoc : telle etait 
l'optique de depart de notre projet. Dans un environnement maitrise, la question est vite 
reglee : l'ensemble des composants logiciels est connu, restreint et les mises a jour sont 
centralisees. Pour atteindre des objectifs de souplesse et prendre en compte des systemes 
a grande echelle, les architectures vues dans le precedent chapitre qui sont basees sur le 
deploiement d'un reseau dorsal virtuel (RDV) pour reperer et enregistrer les services a 
l'interieur d'un reseau dont la topologie change dynamiquement sont apparues tres 
prometteuses. II s'agissait de former un RDV meme dans un etat du reseau ou la 
mobilite est tres elevee en designant des unites mobiles cles pour heberger la liste des 
services offerts dans le reseau. Ainsi, avant d'elaborer, sur cette base, un modele pour 
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notre problematique, il convenait de repondre a un certain nombre de questions qui nous 
ont paras essentielles. Le probleme que nous allons tenter de resoudre peut etre 
reformule de la fagon suivante : « Comment choisir des unites mobiles cles dans un 
reseau ad hoc pour y stocker des donnees? Comment augmenter le pourcentage d'acces 
a Vinformation lout en reduisant le delai d'acces a celle-ci ? » 
La limitation en bande passante et en energie oblige a la definition de 
mecanismes pour reduire la taille des messages echanges. La restriction de l'espace de 
stockage de 1'information du cote des unites mobiles impose la definition de 
mecanismes pour sauvegarder de l'espace. Plusieurs des protocoles de decouverte de 
services proposes suggerent que chaque entite dispose d'une memoire pour le stockage 
des donnees auxquelles elle accede frequemment. La consequence dans une telle 
situation est le gaspillage de l'espace. Meme si cela garantit des couts d'acces faibles a 
la liste de services offerts dans le reseau, et par ce fait, a l'adresse de l'unite offrant le 
service recherche, il convient de definir un mecanisme qui permette de specifier les 
quelques unites mobiles devant disposer d'une memoire cache pour heberger les 
donnees pertinentes a la decouverte de service. 
La rupture frequente des liens entre entites d'un reseau ad hoc ainsi que le 
partitionnement arbitraire du reseau rallonge le delai d'acces a l'information desiree. II 
faudra, pour reduire cette latence d'acces, definir une methode pour minimiser la 
distance entre le client et l'unite ayant la reponse a la requete de ce dernier. De meme, le 
dynamisme de la topologie du reseau impose la mise en oeuvre d'un mecanisme de mise 
a jour des donnees liees a la mobilite des entites mobiles. 
Pour tenir compte de tous ces requis, le modele que nous formulons se decortique en 
trois phases. La premiere etant le deploiement d'un reseau dorsal virtuel (RDV) le plus 
stable qui soit, pour reperer et enregistrer les services a Pinterieur d'un reseau dont la 
topologie change dynamiquement. La deuxieme phase est affectee d'un mecanisme de 
maintenance pour assurer la connectivite du RDV. Et la troisieme phase est le processus 
de decouverte et enregistrement de services mis en place pour repondre aux requetes et 
annonces publies. 
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3.2 Formulation du modele 
On propose le deploiement d'un reseau dorsal virtuel pour reperer et enregistrer 
les services a l'interieur d'un reseau dont la topologie change dynamiquement. Une 
illustration de l'architecture proposee est faite a la Figure 3.1. En effet, on y voit une 
representation de 22 unites mobiles constituant le reseau ad hoc. Les quatre unites 
mobiles, A, B, C et D encerclees en noir represented les entites specialisees designees 
stables et appartenant au RDV. La delimitation en pointillee de la portee radio d'un 
noeud stable est dynamique dans le temps. C'est-a-dire qu'une unite mobile quelconque 
peut acheminer ses requetes au noeud stable de son choix dependamment de sa 
proximite. Les liens virtuels 1, 2, 3 et 4 represented les echanges entres les noeuds du 
RDV. 
Figure 3.1 Architecture de designation des noeuds stables du reseau 
En effet, les quelques noeuds A, B, C et D qui constituent le RDV sont charges de 
maintenir la liste des services offerts dans le reseau. Les autres noeuds du reseau ne 
maintiennent aucune table et sont parfaitement independant de l'architecture mise en 
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place pour la decouverte de service. Contrairement a 1'architecture proposee par Ulas C. 
Kozat et al.,[19], dans le chapitre precedent, qui assume que soit un noeud appartient au 
RDV ou il lui est voisin, c'est-a-dire que la moitie de la densite du reseau ad hoc est 
constitute de noeuds stables; Le nombre de nceuds appartenant au RDV dans notre 
proposition est contingente. Ainsi, on remarque dans 1'illustration que le nombre de 
noeuds stables est borne, soit quatre noeuds et de beaucoup moindre que la moitie de la 
densite du reseau ad hoc illustre, soit onze noeuds. Les auteurs de [19] supposent que la 
moitie des noeuds du reseau sont stables : leurs propos sont contestables. En effet, dans 
un environnement ad hoc, c'est peu realiste qu'un noeud sur deux soit stable. II importe 
de donner de la valeur au terme stable car a premiere vue, il n'est point un qualificatif 
qu'on donnerait aux noeuds d'un reseau ad hoc. 
3.2.1 Hypotheses du modele 
Les hypotheses regissant le modele sont les suivantes : nous considerons un 
environnement ad hoc avec des noeuds mobiles. Les communications sont etablies avec 
des noeuds se trouvant dans une certaine aire et on suppose le deploiement en deux 
dimensions des unites mobiles. Tous les noeuds du reseau sont munis d'antennes 
omnidirectionnelles et sont munis d'une meme puissance de transmission. De plus, tous 
les liens sont bidirectionnels et les terminaux partagent le meme canal de 
communication pour transmettre et recevoir les paquets de controle. L'unite mobile est 
capable de fournir les informations telles que ses coordonnees geographiques, sa vitesse 
moyenne, l'energie a disposition de sa batterie ainsi que sa periode de residence dans la 
portee de transmission de l'emetteur. On suppose aussi que le reseau est connecte, c'est 
a dire qu'il n'y a pas de partitions dans le reseau. Notre protocole pourra quand meme 
creer un RDV dans chaque sous-reseau de maniere independante mais ces deux RDV ne 
seront pas en contact. 
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3.2.2 Notation et definitions 
La notation suivante est utilisee pour la modelisation : 
N: Ensemble de tous les noeuds dans le reseau 
M r (Network Information Table): Table que chaque noeud maintient pour enregistrer 
des informations sur les noeuds du reseau qu'il peut joindre. 
T : Ensemble des noeuds maintenus dans la NIT, N c T d N 
IDi: Numero d'identification du noeud i 
TTL: (Time To Live) duree de vie d'un paquet (en nombre de saut) 
Di: nombre total de voisins directs du noeud i 
BBj: variable 0-1 telle que : vaut 1 si le noeud i est un noeud du RDV, vaut 0 autrement 
S : Ensemble des noeuds appartenant au RDV, soit N c T c S <zT«zN. 
TE, TR, TO TW, Th : Temps d'enregistrement, Temps de reconstruction, Temps de calcul, 
Temps d'attente, temps message HELLO ou HEY, TE > TR> Tc > Tw > Th 
Tattenteclient: Temps d'attente d'un paquet ServiceRep 
Tattenteserveur : Temps d'attente d'un accuse de reception HelloServeur 
Messages de controle : HELLO, HEY, Requete de Service, Message de Publication, 
Message de Publication Publie, ServiceRep, HelloServeur, JoinRDV 
3.3 Architecture generate 
Notre premiere demarche est done de former le reseau dorsal virtuel qui soit le plus 
stable possible meme dans un etat du reseau ou la mobilite est tres elevee. Cela 
consistera a designer des unites mobiles cles pour heberger la liste des services offerts 
dans le reseau. Nous identifierons ces entites par noeuds du «BackBone» (BB). La 
designation judicieuse des noeuds stables requiert la prise en compte de plusieurs 
parametres tels que la vitesse moyenne des entites, le nombre total de voisins directs, 
l'energie instantanee dont elles disposent, leur capacite de stockage, etc. Par la suite, les 
noeuds du BB auront la tache de maintenir la liste des services offerts dans le reseau. Un 
aspect important de la solution que nous proposons est le mecanisme de maintenance. 
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Etant donne la mobilite des nceuds, un mecanisme de maintenance doit etre mis en place 
pour assurer la connectivite virtuelle du RDV. Bref, la proposition est sectionnee en trois 
phases : formation du RDV, maintenance du RDV et decouverte et enregistrement des 
services. 
3.4 Phase I : Formation du reseau dorsal virtuel 
PHASE I 
Formation du RDV 
II s'agit dans une premiere phase de selectionner quelques noeuds du reseau pour 
former un ensemble dominant d'elements stables. On procedera ensuite dans une 
deuxieme phase a la maintenance du reseau dorsal pour tenir compte de la topologie 
changeante de ce dernier. Plus precisement, il faudra remplacer les noeuds qui quittent le 
RDV par d'autres qui soient judicieusement choisis et qui devront accomplir les memes 
taches que ceux qu'ils ont remplaces. La derniere phase consiste a utiliser l'architecture 
deployee pour enregistrer les services publies par les serveurs et repondre aux requetes 
de services demandees par les clients. 
3.4.1 Stabilite d'un noeud 
Dans cette section, nous introduisons plus en detail le concept de stabilite d'un 
noeud. Stabilite et fiabilite sont deux points fortement lies. On peut ainsi qualifier ou 
decrire un noeud de stable quand on envisage un tres haut niveau de fiabilite de la part de 
ce dernier. L'integrale des criteres tels que l'energie de la batterie, la vitesse moyenne 
d'un noeud, l'espace de stockage, le nombre total de voisins directs ainsi que la plus 
longue periode de residence dans la portee de transmission de I'emetteur donne une 
PHASE II 
Maintenance du RDV 
PHASE III 
Decouverte et enregistrement 
des services 
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bonne estimation de la stabilite d'un noeud. II faut, sur la base de ces parametres, definir 
l'unite mobile eligible d'etre qualifiee de stable. Avant de detailler la procedure de 
designation des noeuds stables, nous introduirons quelques terminologies qui serviront a 
l'elaboration du modele. 
Energie de la batterie 
L'energie Ej a la disposition d'un noeud a un instant T donne est exprimee par : 
1 T 
Ej = Eo-j;^(Et-E-i) (3.1) 
E0 represente l'energie intrinseque de l'unite, et la variable Et les differentes valeurs de 
l'energie au cours du temps. 
Vitesse moyenne d'un noeud 
Chaque noeud calcule sa vitesse moyenne, grandeur donnant une idee de sa 
mobilite dans le temps de la fac.on suivante : 
nr 
M=^SV(^-^- ' ) 2 +(Ff-K-.)
2 +(Z-Z-i)2 (3.2) 
Les variables Xt, Yt et Zt representent les coordonnees des differentes positions occupees 
par l'unite au cours du temps. Trepresente l'instant auquel cette vitesse est estimee. 
Nombre total de voisins directs 
Le nombre total de voisins directs d'une unite represente le nombre d'unites dans 
son voisinage N(v), c'est-a-dire 1'ensemble des autres noeuds se trouvant dans sa portee 
radio. Elle est definie de la fagon suivante : 
Dj=\N(j)\= Y*faist(j,f)ZR} (3.3) 
feV,j*j-
R correspond a la portee radio de l'unite mobile et V represente 1'ensemble de tous les 
noeuds environnant l'unite en question. 
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Periode de residence dans la portee de transmission de l'emetteur 
La periode de residence Pij dans la portee de transmission de l'emetteur d'un 
emetteur i et d'un recepteurj peut etre calculee par la formule suivante [20] : 
-(ab+cd)+J[a2 +c2)r2 -iad-bc) 







les coordonnees d'un emetteur i 
(XJ, yj): les coordonnees d'un recepteur j 
v. et v • : les vitesses des noeuds i et j , respectivement 
6\ et 8j: les directions des noeuds i et j , (0 < 6\, &j< 2K) 
a = v, cos dj - v. cos dj 
b = xi— Xj 
c = v, sin 6i - Vj sin #; 
d = yi-yJ 
Exceptions : Si 6y = 0j et v( =v^, alors Fy = co 
Comme nous l'exposerons plus loin, on pourra tirer des particularites de 
l'environnement considere pour arriver a modeliser la procedure de designation des 
noeuds stables. 
3.4.2 Procedure de designation des noeuds stables 
II s'agit done dans une premiere phase de selectionner quelques noeuds du reseau 
pour former un ensemble dominant d'elements stables. Apres avoir enonce les variables 
qui permettent de definir 1'unite mobile eligible d'etre qualifiee de stable : l'energie de 
la batterie, la vitesse moyenne, le nombre total de voisins directs et la periode de 
residence dans la portee de transmission de l'emetteur, on introduit a present le 
parametre LLt (Link Loss) comme etant le nombre total de liens perdus pour le noeud i 
pour une periode de temps d'observation fixe normalisee. Ce parametre represente en 
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fait toutes les variables reunies sous forme de combinaison lineaire. Cette ponderation 
des variables est: 
LL = nfEi + rfMi + fDi + q»Pij 
m + n + t + q = l ( 3 > 5 ) 
m,q,t ^ 0 
Les variables m, n, t et q sont des facteurs de poids. Ainsi, le parametre LL, definit le 
profil d'eligibilite d'un noeud. L'unite mobile est qualifiee de stable si elle a une faible 
mobilite dans le temps, possede beaucoup de voisins, dispose de plus d'energie que la 
moyenne des autres noeuds et demeure plus longtemps dans la portee de transmission de 
l'emetteur. 
On peut finalement presenter le degre de stabilite d'un noeud comme etant NLFFi 
(Normalized link failure frequency), ou frequence de perte de liens normalised au niveau 
de chaque noeud : 
NLFFi=—- (3.6) 
Di 
Pour restreindre le nombre de noeuds parmi lesquels doit se faire la selection des noeuds 
les plus stables, on definit nlffth la valeur limite toleree pour NLFFi. 
Degre de stabilite : NLFF 
On apercoit que la valeur de NLFFi depend de deux parametres. Le premier LLt, 
correspond au taux de pertes de liens, 0 < LLt < 1. Plus cette valeur est petite plus la 
qualite du lien est meilleure. Le second A, correspond au nombre de voisins directs du 
noeud /. Plus cette valeur est elevee plus grande est la chance de trouver dans le 
voisinage un noeud qui pourra etre utilise comme substitut de i en cas de perte de lien 
avec ce dernier. Ainsi, NLFFi reflete la rapidite a laquelle le voisinage d'un noeud 
change. Plus cette valeur est faible, plus elle reflete une stabilite. Par exemple, on 
privilegiera un nceud ayant beaucoup de voisins et une valeur de LLt quelque peu 
superieure a un autre ayant tres peu de voisins mais une excellente stabilite de liens. La 
Figure 3.2 qui suit illustre nos propos : 
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Figure 3.2 Comparaison des degres de stabilite NLFF{ des noeuds 1, 2 et 3 
Voici les cas qu'on ajuges pertinent de presenter : 
Cas 1 : 
LL] = LL3 = con stan te 
d] = 3 
d3 = \ 
. NLFFj =LL, = cste 
d, 3 
. NLFF3 = LL_i = cste 
d3 1 




dj = d2 = constante, mais LLj^LL2 
. NLFFi =LLL = 09 
d] cste 
. NLFF2 =LL? = 0.3 
d2 cste 
NLFF2 < NLFF], le noeud 2 est plus stable a cause qu'il a moins de pertes de liens 
meme s'ils ont le meme nombre de voisins. 
Cas3 : 
LLi>LLi et d\>di 
. NLFFi =QJ = 0.0259 
3 
. NLFF3 = 0 5 = 0.0333 
1 
NLFFi < NLFFi ^ e s t & remarquer dans ce dernier cas que meme si le noeud 1 
comporte plus de perte de liens, il est considere plus stable que le noeud 3. 
En resume, si deux noeuds i ety ont le meme nombre total de voisins directs, mais i 
est plus eligible que j , alors / aura un plus grand NLFF. D'un autre cote, si i et j ont a 
peu pres le meme profil mais i a un plus faible nombre de voisins, alors i aura encore 
une fois un plus grand NLFF. Puisqu'une valeur faible de NLFF implique un noeud 
stable, on prevoit peu de changements dans le voisinage d'un tel noeud. NLFF donne un 
avantage aux noeuds ayant un voisinage plus abondant. 
Dans notre proposition, chaque noeud devra communiquer son degre de stabilite a ses 
voisins. Dans ce qui suit, nous introduisons plus en detail la procedure mise en place 
pour former la table d'information qui maintient justement les degres de stabilite 
echanges entre nceuds. 
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3.4.3 Formation de la table d'information, NIT 
Initialement, tous les noeuds du reseau ne font pas parti du RDV, alors ils ont une 
valeur de BB egale a 0. Les noeuds decident ensuite de leur role dans le reseau en 
s'echangeant des messages HELLO. Ces messages de controle contiennent tout 
simplement, en plus du numero d'identification de chaque noeud, IDj, une valeur de 
stabilite lui etant associee, NLFFj et la table d'information NIT. Le message HELLO est 
envoye a chaque 7)2 secondes par un «broadcast» a 1 saut (TTL=1), et il contient les 
entetes suivants : 
Type de paquet NLFF BB NIT TTL 
Figure 3.3 Contenu du message HELLO 
Ainsi, les noeuds collectent ces messages pour connaitre leur voisinage. Chaque noeud 
forme une table d'information, NIT, contenant la valeur de stabilite associee a chaque 
noeud dans l'environnement local. Apres la reception d'un premier message HELLO, 
chaque nceud connait le nombre de voisins immediats qu'il possede. II calcule son 
parametre NLFF avant d'envoyer un autre HELLO a ses voisins. 
L'idee est de degager au fur et a mesure de 1'evolution du systeme les entites stables 
du reseau. Les noeuds s'echangent des messages HELLO a chaque 7/, secondes et 
remplissent graduellement de cette maniere leur NIT, table d'information contenant la 
liste des noeuds du reseau. Vis-a-vis chaque noeud dans la table se trouve, entre autres, la 
valeur de NLFF, correspondant au degre de stabilite du nceud en question. 
Dans notre proposition, on prevoit que cet echange de messages HELLO pourra tres 
bien etre pris en charge par un algorithme de routage. En effet, les paquets echanges par 
ce dernier seront legerement modifies pour contenir un champ supplementaire contenant 
la valeur de NLFF necessaire a la selection du nceud le plus stable dans notre 
proposition. 
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> A t = ti = Th = 1 seconde, apres avoir envoye un premier HELLO de TTL = 1 
dans sa surface de transmission, un noeud est certain d'avoir atteint tous ses 
voisins immediats et par le meme fait, apres ce laps de temps t = ti, il aura 
dans son NIT, une liste ayant au total le nombre et les caracteristiques de ses 
voisins immediats. 
> A t = ti + ti, apres echange d'un autre message HELLO contenant la nouvelle 
NIT, le noeud connait maintenant les voisins de ses voisins. 
> A t = ti + ti + ti, les noeuds sont en mesure de connaitre les voisins des 
voisins de leurs voisins. 
Et ainsi de suite jusqu'a t = Tw correspondant au temps d'attente. A ce moment 
particulier, les noeuds auront une bonne vision locale de la topologie et seront en mesure 
de reperer dans leur NIT les noeuds ayant la valeur de NLFF la plus faible. Chaque noeud 
devra choisir un nombre optimal de noeuds, ces derniers se selectionnent en fait comme 
etant les noeuds les plus stables, ils correspondent aux nceuds du RDV. 
Cette phase de formation du reseau virtuel de notre proposition est quelque peu 
similaire a la BMP, Backbone Managment Phase, utilisee dans [19]. Particulierement 
dans notre cas, apres T = Tw tous les noeuds consultent leur NIT pour d'abord eliminer 
ceux ayant un NLFF plus eleve que la valeur limite nlffth toleree car ces derniers sont 
considered tres instables. Si dans la table du noeud i, il n'y a aucun noeud qui a une valeur 
NLFF < nlffth, c'est a dire qu'on est en presence d'un voisinage extremement instable, le 
noeud i peut fixer la valeur nlffth a l'infini pour continuer a faire rouler l'algorithme de 
selection du noeud le plus stable. Chaque noeud du reseau recherche dans sa table NIT les 
quelques noeuds ayant les plus faibles valeurs de NLFF. Dependamment du nombre de 
voisins qu'il possede dans sa table NIT, chaque noeud choisit un nombre optimal de 
noeuds stables dans son voisinage. Ces nceuds appartiennent au RDV et ont une valeur de 
BB = 1. 
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Election des noeuds stables 
Le degre de stabilite est utilise pour distinguer les noeuds de la table qui sont les 
plus stables. Autrement-dit, parmi 1'ensemble N des noeuds du reseau, chaque noeud 
possede dans sa NIT, un sous-ensemble T de N. II s'agirait a present de definir la 
formule permettant de connaftre le sous-ensemble S de T, soit N C T C S < Z T Q : N . On 
remarque que cette derniere notation met en lumiere la non-inclusivite totale du sous-
ensemble S dans T et la non-inclusivite totale de T dans N. Cela precise que seuls 
quelques noeuds de la NIT appartiennent a S en plus que les noeuds ne possedent pas 
dans leur NIT de l'information sur l'ensemble N de tous les noeuds dans le reseau. 
S = {min i{T}} (i= 1 , X 3) (3.7) 
JeT 
Avec Zj le noeud du reseau qui appartiennent au RDV et 2^ ^ etant le nombre maximum 
de noeuds que chaque unite doit choisir dans sa table, il s'agit d'imposer une contrainte 
permettant de delimiter cette variable. Nous avons deja precise que ce nombre ne doit 
pas etre trop eleve pour ne pas avoir trop de messages de signalisation transitant dans le 
reseau et ni trop faible pour avoir un temps de reponse approprie aux requetes. Ainsi, la 
designation des noeuds stables necessitent la connaissance du nombre optimal a choisir. 
Nombre optimal de noeuds stables 
Nous allons, dans cette section, determiner le nombre optimal de noeuds stables 
en lui definissant une borne inferieure et superieure. 
7 7 l < ^ < 7 7 2 
T 
7 7 2 ~ 2
 ( 3 ' 8 ) 
771=Vr 
Les variables 771 et 772 designent la borne inferieure et superieure du nombre de noeuds 
stables qu'il pourrait y avoir dans le reseau en tout temps. Nous avons transpose l'idee 
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referee par [20] a notre proposition, les auteurs ont estime la borne inferieure comme 
etant la racine carree du nombre d'unites mobiles dans une cellule pour les reseaux 
VANET. On l'appliquera a notre modele et on laissera les resultats de performance nous 
guider vers la borne convenant le mieux au modele. En plus, on a definit la borne 
superieure comme etant celle adoptee par les auteurs de [19], qui stipulent qu'un noeud 
sur deux dans le reseau est stable. Nous concluons que les resultats de simulation nous 
donneront le nombre optimal de noeuds stables a choisir, ce nombre se trouvera 
assurement a l'interieur des limites r/i et r/2. 
3.4.4 Reseau Dorsal Virtuel 
La communication entre les unites du RDV est illustree a la Figure 3.4. 
Figure 3.4 RDV, Reseau Dorsal Virtuel 
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En supposant que le nceud A soit le plus stable dans sa region, ce dernier repere dans sa 
table NIT d'autres noeuds stables soit B, C et D dans l'exemple, et il communique avec 
eux a l'aide de messages HEY. Tel que precise plus haut dans l'equation (3.8), le 
nombre de noeuds stables que le noeud A choisit depend de \T\, nombre de voisins 
immediats dans le reseau et doit faire l'objet d'une analyse particuliere qui sera abordee 
par la suite. Les noeuds stables sont encercles en noir dans la figure et sont alors 
considered BB = 1 car ils appartiennent au RDV. De la meme maniere, le noeud X etant 
le plus stable dans sa portee repere les noeuds C, Y et Z comme etant d'autres noeuds 
juges stables d'apres (3.7). 
On se retrouve avec un reseau dorsal virtuel constitue de noeuds les plus stables 
de la topologie. Ainsi, ces noeuds doivent avoir comme champ BB = 1 temoignant de 
leur role dans le reseau. Ils doivent en plus se connaitre les uns des autres pour la suite 
du protocole de decouverte de service. C'est le role de chaque noeud d'envoyer a ses 
voisins stables des messages contenant la liste de tous les noeuds que ce dernier a 
selectionne comme etant les plus stables. Ce message de controle s'appellera JoinRDV 
et aura comme champs : 
Type de paquet Liste de noeuds stables 
Figure 3.5 Contenu du message JoinRDV 
A la reception d'un JoinRDV, chaque noeud aura a : 
> se considerer BB = 1 pour commencer a assumer ses responsabilites envers le 
reseau; 
> enregistrer dans sa memoire les adresses des noeuds stables contenus dans la 
liste qu'il vient de recevoir. 
A ce moment, une fois qu'un noeud est etiquete BB = 1, il doit: 
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> commencer a envoyer des messages HEY a chacun de ces voisins stables et 
ceci a intervalle regulier. Cette etape est cruciale au maintient de la stabilite 
du RDV. La Figure 3.6 qui suit montre le contenu d'un paquet HEY : 
Type de paquet Adresse destination 
Figure 3.6 Contenu d'un paquet HEY 
> maintenir une table a deux colonnes, tableHEY, afin d'enregistrer les temps 
de reception des paquets envoyes par leurs voisins. 
Si apres un certain temps un des voisins d'un noeud stable ne lui a pas envoye un 
message HEY, le nceud commence la maintenance pour remplacer le noeud qui est juge 
perdu. Cette deuxieme phase est expliquee en detail dans la section qui suit. Mais avant 
de poursuivre, voici en resume 1'algorithme qui permet de generer le reseau dorsal qui 
soit le plus stable possible. 
(A) Tant que le temps de la simulation < Tw faire 
Formuler le paquet HELLO 
Envoyer le paquet HELLO aux voisins immediats 
Scheduler le prochain envoie de paquet HELLO 
(B) Quand un paquet HELLO arrive 
Extraire l'Adresse source du message 
Extraire le contenu du paquet 
Pour i= 1....ITI de la table NIT Faire 
Si cette entree dans la table existe deja 
Mettre a jour la table NIT 
Mettre a jour le dataPtr 
Sinon creer une entree dans la table NIT 
Inserer contenu du paquet dans la NIT 
Fin Si 
Si c'est le premier message HELLO des voisins immediats 
Calcul du nombre total de voisins directs du noeud 
Calcul de la stabilite NLFF du noeud 
Mettre a la table NIT 
Fin Si 
(C) Si le temps de la simulation == Tw 
Temp = Contenu de la table NIT; 
Pour k := 1,... |T| de la table NITj Faire 
Retournermin {NITj}i< 
Retourner le nombre d'entrees dans NITj 
Fin Si 
(D)Dependamment du nombre d'entrees dans NITj 
Calculer 2i6me, 3ifime,4iimc,... minimum 
Mettre a jour la table TableServeur 
(E)Pour j := 1,... |S| de la table TableServeur Faire 
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Si 1'adrcssc de l'unite mobile existe dans la table TableServeur 
Formuler un paquet de controle HEY 
Envoyer le paquet HEY aux autres noeuds dans la table 
Diffuser la liste de noeuds stables 
Charger la table TableHey 
Scheduler le prochain envoie de paquet HEY 
Vider la table TableServeur 
Retourner dans l'etal SERVEUR 
Sinon Vider la table TableServeur 
Retourner dans l'etat CLIENT 
Fin Si 
Figure 3.7 Algorithme general de formation du reseau dorsal virtuel, RDV 
3.5 Phase I I : Maintenance du reseau dorsal virtuel 
PHASE I 
Formation du RDV 
PHASE II 
Maintenance du RDV 
PHASE III 
Decouverte et enregistrement 
des services 
Apres avoir forme l'ensemble dominant qui constitue le reseau dorsal virtuel, on 
procede a l'etape de la maintenance. En effet, la maintenance est locale de maniere a 
reagir rapidement aux changements dans la topologie. De cette maniere, l'algorithme 
propose sera decentralise. Ainsi, si pour une raison ou pour une autre un nceud quitte le 
reseau dorsal soit par une deconnexion causee par un manque d'energie ou a cause de 
son dynamisme, une reconstruction du chemin doit se faire localement. Etant donne que 
les noeuds s'envoient periodiquement des messages HEY pour s'assurer de toujours etre 
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en contact, quand un noeud ne re§oit rien dans l'intervalle de temps Th, temps separant 
deux messages HEY, il suffit pour lui d'attendre pendant un petit temps supplemental 
TR, temps de reconstruction, avant de commencer le processus de reconstruction. Le 
noeud en question regie la situation localement en trouvant un autre noeud stable pour 
remplacer le noeud perdu. Ce processus est demontre a la Figure 3.8 qui suit. 
Figure 3.8 Maintenance du RDV 
Le noeud H appartient au RDV. Si le noeud H se trouve a etre deconnecte du reseau, 
les autres noeuds du RDV vont realiser cette situation apres T = Th + TR. En effet, ils 
n'auront pas rec,u le message HEY de leur voisin H qui a quitte le reseau. Apres que le 
nombre de noeuds stables au niveau de chaque noeud aura atteint la limite inferieure 
donnee par la contrainte r\\, le noeud en question remplacera les noeuds perdus par 
d'autres noeuds du reseau. Du point de vue de J et K, ils n'ont pas regu de messages de la 
part de H en Th + TR secondes, alors que du point de vue de H, il n'a rien regu ni de J ni 
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de K en Th + TR secondes. Pour cette raison, J et K commencent la reconstruction alors 
que H se prune, c'est-a-dire met a jour son champs BB pour etre egal a 0. Ainsi, si un 
noeud sort du RDV, il faut pouvoir : 
1) le pruner en modifiant le champ BB pour qu'il soit egal a 0; 
2) le remplacer, si necessaire, par un autre. 
En resume, tous les noeuds du RDV doivent etre en mesure de : 
> S'envoyer a intervalle Th secondes des messages HEY 
> Reconnaitre que si apres Th + TR ils n'ont pas rcqu de messages HEY, ils 
n'appartiennent plus au RDV. 
> Reconnaitre que si apres Th + TR ils n'ont rien recu d'un seul noeud, ils 
doivent le pruner et commencer la maintenance si necessaire 
3.5.1 Maintenance partielle 
L'objectif est done de ne pas surcharger le reseau avec des messages de routage. 
Apres qu'un probleme de rupture de lien soit detecte, le noeud qui a detecte l'anomalie 
se charge lui-meme de la reparation, e'est le principe de maintenance partielle. Cette 
procedure de reconstruction presente 1'interet d'etre rapide et de consommer peu de 
bande passante. On limite l'aire de prospection et done le nombre de reemissions des 
paquets de recherche de nceuds stables. Dans notre proposition, on cherche a former un 
RDV qui soit constitue de noeuds les plus stables possibles; Par ce fait, on diminue les 
risques de defaillance de liens car le RDV est suppose fiable. N'empeche qu'etant donne 
le caractere ad hoc de la topologie, on prevoie un mecanisme de maintenance. Cette 
maintenance est realisable car les anomalies sont facilement reparables. Une anomalie 
est facilement reparable lorsqu'elle peut etre reparee par une maintenance locale. La 
mise en oeuvre de maintenance locale aux probability's de succes rehaussees est assuree 
par la prise en compte du parametre NLFF qui temoigne de la stabilite des noeuds dans le 
reseau. 
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La procedure de reconstruction est la suivante : si le seuil du nombre de noeuds 
stables est atteint, les noeuds dans l'exemple de la Figure 3.8 plus haut doivent 
reconstruire leur NIT pour decouvrir quels sont les nouveaux noeuds les plus stables dans 
leur voisinage. Le noeud J par exemple demande de connaitre ses voisins via des 
messages HELLO, afin de connaitre le degre de stabilite, NLFF de chaque voisin. Le 
noeud K fait pareillement. Quand le noeud J aura rempli sa table d'information NIT, il 
choisit les noeuds les plus stables, le noeud K aussi. Les noeuds s'envoient des messages 
HEY pour etre informes de leur role dans le reseau soit, BB = 1. 
Une rupture de lien peut etre detectee par le noeud soit en amont soit en aval du 
lien rompu. Des informations sur la rupture peuvent etre fournies par des protocoles de 
couches inferieures. Par exemple, le protocole IEEE802.il de la couche liaison peut 
prendre en charge cette operation. Ainsi, dans le cas ou le lien vers le noeud suivant est 
rompu, dependamment du seuil, le noeud initie la phase de maintenance. En effet, ceci 
doit etre rare car le parametre NLFF devrait donner une bonne idee de l'environnement 
de chaque noeud du RDV, NLFF dependant du nombre de voisins immediats. II ne 
devrait done pas y avoir de problemes pour trouver au moins un noeud dans le voisinage 
du noeud qui quitte le RDV pour le remplacer. 
Apres la maintenance, on peut avoir introduit un seul nouveau noeud, soit L 
comme dans l'exemple de la figure 3.8, ou plus si necessaire. Les noeuds ainsi introduits 
devront etre informes qu'ils appartiennent au RDV pour qu'ils puissent assumer leurs 
responsabilites en tant que noeud BB = 1 dans le RDV. De plus, ils devront etre informes 
de la presence des autres noeuds stables du RDV. Ainsi, comme J et K ont la liste de ces 
noeuds, ils pourront la transmettre a l'aide des messages de controle JoinRDV illustres a 
la Figure 3.5. Une fois cette derniere etape completee, peu importe quel noeud quitte le 
RDV, il sera localement remplace par un autre qui soit aussi stable. Cette situation 
represente bien une maintenance partielle dans le sens que la reconstruction est locale. 
L'algorithme de maintenance propose est presente a la Figure 3.9 : 
59 
(A) A la reception d'un message HEY 
Pour k := 1,...|S| liste de serveurs, Faire 
Si l'adresse du destinataire n'est pas dans la liste 
Inserer adresse dans la tableHey 
Sinon l'adresse est dans la liste 
Inscrire nouveau temps de reception, lastHeard, dans la tableHey 
Fin Si 
(B) A la reception d'un message CheckTable 
Pour k :=1,...|S| liste de serveurs, Faire 
Si le temps de simulation - tableHey->lastHeard <Th+TR 
Effacer ce serveur de la table 
Effacer ce serveur de la liste de serveurs 
Fin Si 
Calculer la borne inferieure dans l'equation (3.8) 
Si 0 < borne < borne inferieure 
Commencer la maintenance 
Envoyer messages HELLO 
Enregistrer nouveau noeud stable 
Sinon 
Si borne == 0 
Retourner dans Fetal CLIENT 
Fin Si 
Sinon 
Si borne > borne inferieure 
Scheduler le prochain message CheckTable 
Retourner dans 1'etat SERVEUR 
Fin Si 
Fin Si 
Figure 3.9 Algorithme de maintenance du RDV 
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3.6 Phase I I I : Enregistrement et decouverte de services 
PHASE I 
Formation du RDV 
PHASE II 





Maintenant que le reseau dorsal est mis en place, il s'agit d'avoir des 
mecanismes pour permettre aux serveurs d'enregistrer leurs services et aux clients de 
prendre connaissance de l'emplacement des services qu'ils desirent. 
3.6.1 Publication d'un service par le serveur 
Les nceuds du reseau dorsal sont des nceuds stables qui doivent avoir en tout 
temps une liste des services offerts dans le reseau. lis s'echangent periodiquement des 
mises a jour des services qu'ils regoivent. En effet, quand un serveur desire faire 
connattre le service qu'il offre, il doit d'abord s'enregistrer aupres de n'importe quel 
noeud du RDV. Ce noeud aura a son tour la tache d'informer ses voisins dans le RDV, 
via unicast, de 1'enregistrement qu'il vient de recevoir. De temps a autre, chaque serveur 
doit renouveler son enregistrement. Ainsi TE, le temps d'enregistrement correspond au 
temps que doit attendre un serveur avant de renouveler sa publication. A la reception de 
ce nouveau message, un noeud du RDV peut tout simplement s'assurer que ce serveur est 
bel et bien dans sa liste, ceci voudra dire que le service est toujours offert, aucune mise a 
jour aupres des voisins n'est requise. Si apres un temps TE aucun message de 
renouvellement n'est regu pour un service donne, le service se trouve a etre enleve de la 
liste des services offerts. La Figure 3.10 montre la maniere dont un serveur s'enregistre 
aupres du reseau. 
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Figure 3.10 Enregistrement d'un service 
Le nceud M desire informer le reseau dorsal du service qu'il offre. II n'a qu'a 
envoyer un Message de Publication au noeud BB = 1 qui lui est le plus proche avec un 
nombre de sauts fixe. De cette maniere, n'importe quel noeud du reseau, peu importe son 
emplacement, pourra croiser un noeud du reseau dorsal et s'enregistrer aupres de lui. Le 
nombre de sauts est plus ou moins faible et depend du voisinage des noeuds. II permet de 
diminuer les messages de signalisation qui transitent dans le reseau en ne dirigeant que 
localement l'information pertinente. Avec quelques sauts, le nceud M trouve les nceuds 
A et B du reseau dorsal. A ce niveau, par simple routage unicast le restant des nceuds du 
RDV seront informes du nouveau service en question. Voici le contenu d'un Message de 
Publication : 
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Type de paquet ID 
Adresse 
source 
Taille de la description du service 
Description de service Groupe deNombre de 
service sauts 
Duree de vie 
Figure 3.11 Contenu d'un Message de Publication 
II est a noter que la taille de la description de service permet d'avoir une liste de 
services dans le cas ou le serveur en offre differents types. Le noeud du RDV qui regoit 
ce message edite son ServiceCache qui contient les champs suivants : 
ID Adresse Source Description du service Groupe de service Duree de vie 
Figure 3.12 Contenu du ServiceCache 
Apres la reception du Message de Publication et une mise a jour du 
ServiceCache, le noeud du RDV envoie d'abord un message HelloServeur au serveur 
avec comme adresse de destination 1'adresse source du message de publication. Voici le 
contenu du message HelloServeur : 
Type de paquet Adresse Destination 
Figure 3.13 Contenu de HelloServeur 
Par la suite, le noeud du RDV doit informer le restant des nceuds du RDV du 
service qui vient d'etre disponible dans le reseau. Pour ne pas avoir de livraisons 
dupliquees ou de cycles infinis dans le RDV, il faut que chaque noeud BB=1 qui regoit 
un message de ses voisins verifie : 
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> si ID du message requ est le meme qu'une des entrees du ServiceCache, il 
jette le message. Ceci veut dire qu'il a deja recu cette annonce de service; 
> si ID est nouveau et que le type de paquet est un Message de Publication, il 
l'enregistre dans son ServiceCache et envoie aux restants des noeuds du RDV 
l'enregistrement. C'est que ce message vient d'un noeud serveur en dehors du 
RDV. Chacun des noeuds stables recevra un message de type Message de 
Publication Publie dont le contenu est le suivant: 
Type de paquet 
Description de service 
Taille de la description du service 
ID 




Groupe de service 
Adresse nceud 
offrant service 
Figure 3.14 Contenu du Message de Publication Publie 
• Type de paquet: message de publication publie 
• ID : meme numero que 1'identification ID du message de 
publication recu 
• Adresse source : adresse du nceud en question 
• Adresse destination : adresse d'un voisin immediat dans le 
RDV 
• Adresse nceud offrant service : adresse source qui se trouve 
dans le message de publication regu 
• Taille de la description de service, Description de service, 
groupe de service et duree de vie : meme champs que ceux 
du message de publication regu 
> si ID est nouveau et que le type de paquet est un message de publication publie, 
le message ne vient pas directement d'un serveur mais d'un de ses deux voisins 
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dans le RDV, le noeud en question enregistre ce service et renvoie ce message de 
publication publie a son prochain voisin dans le RDV et non celui qui le lui a 
envoye. II ne fait que modifier les champs adresse source en mettant sa propre 
adresse et adresse destination celle du prochain voisin. 
Voici done le flux de messages pour un serveur desirant annoncer ces services, il 
est visualise dans le diagramme de sequence de la Figure 3.15 qui suit: 
Noeud Hoaid NoendNosod 
Figure 3.15 Diagramme de sequence pour un serveur 
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Le serveur formule un Message de publication et part l'horloge a Tattenteserveur : 
1) le message transite d'un noeud a un autre dans le reseau pour le nombre fixe de 
sauts; 
2) si un nceud i recoit le Message de Publication et qu'il fait parti du RDV, il 
effectue des verifications avec le numero ID pour s'assurer que le service n'est 
pas deja enregistre. Si oui, il 1'enregistre sinon, il le jette. Dans les deux cas, il 
envoie en unicast un message HelloServeur au serveur; 
3) dans le cas ou le numero ID du Message de Publication est nouveau, le noeud i 
envoie en unicast un Message de Publication Publie a ses voisins du RDV, j , k, I 
et m; 
4) les noeuds j et k, voisins immediats de i recoivent le Message de Publication 
Publie et font la meme verification a savoir si le numero ID n'est pas deja dans 
leur ServiceCache. S'il est nouveau, les noeuds j et k enregistrent le service et 
envoient en unicast a leurs voisins immediats mais non le voisin / qui leur a 
envoye le message; 
5) pareillement, les noeuds / et ra effectuent les verifications. Et ainsi de suite 
jusqu'a ce que tous les noeuds du RDV recoivent le Message de Publication 
Publie. 
6) si apres un Tattenteserveur, le serveur n'a toujours pas recu de message 
HelloServeur, c'est que soit: 
> le nombre de sauts dans le message de publication est trop faible, il n'a 
pu atteindre un noeud du RDV. Cette probabilite de ne pas atteindre un 
noeud du RDV dans un nombre de sauts fixe est tres faible parce que c'est 
la richesse meme de notre proposition; 
> le message de publication a ete perdu; 
> le message HelloServeur a ete perdu. 
Quelle que soit la raison, le serveur envoie a nouveau le Message de Publication 
mais cette fois en doublant la valeur du nombre de sauts, et il repart l'horloge a 
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Tattenteserveur. On s'assure ainsi que le service sera connu d'au moins un nceud du 
RDV. 
Le point fort de notre proposition est qu'elle fait en sorte que la mobilite du 
serveur dans le reseau est transparente, c'est a dire peut importe ou le serveur va se 
deplacer dans la topologie, plusieurs noeuds stables (nceuds du RDV) pourront donner 
son adresse a un client requerant son service. Le client communiquera avec le serveur en 
unicast via n'importe quelle route fournit par n'importe quel protocole de routage. 
3.6.2 Requete de service du client 
De la meme maniere, lorsqu'un noeud desire decouvrir un service et qu'il ne fait 
pas parti du reseau dorsal, il n'a qu'a envoyer une Requete de Service avec un nombre 
de sauts fixe. Le noeud du RDV le plus proche lui enverra la reponse a sa requete avec 
un ServiceRep. Encore une fois, la requete a une portee relativement faible et ne 
correspond aucunement pas a une procedure de «flooding». De cette maniere, le trafic 
dans le reseau est diminue de facon considerable. Voici le contenu d'une Requete de 
Service : 
Type de paquet 
Description de service 





Groupe de service 
Figure 3.16 Contenu d'une Requete de service 
II est a noter que contrairement au Message de Publication, la Requete de Service 
ne contient pas de champs de duree de vie. A la reception d'une Requete de Service, le 
noeud du RDV renvoie un ServiceRep contenant l'adresse du noeud offrant le service 
demande: 
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Type de paquet Adresse Destination Adresse noeud offrant service 
Figure 3.17 Contenu d'un message ServiceRep 
Voici done le flux de messages pour un client desirant connaitre un service, il est 
visualise dans le diagramme de sequence de la Figure 3.18: 
Formulation 
de la requete 
Reception dejj 
l'adresse du£ 
serveur . fj 
Si le Client ne ,j 






Reception de £ 
l'adresse dur <A 
h 




Verification si le 
service est 
offert 
Figure 3.18 Diagramme de sequence pour un client 
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Le client formule sa Requete de Service et part l'horloge a Tattenteclient: 
1) la requete transite d'un noeud a un autre dans le reseau pour le nombre fixe de 
sauts; 
2) si un noeud i recoit la Requete de Service et qu'il fait parti du RDV, il verifie si le 
service est disponible dans le reseau. Selon le cas, le noeud i envoie en unicast un 
ServiceRep avec dans le champ 'adresse offrant service' vide si aucun serveur 
n'offre le service ou rempli avec l'adresse du serveur approprie; 
3) si apres un Tattenteclient, le client n'a toujours pas recu de ServiceRep, c'est que 
soit: 
> la prediction initiale de la valeur du nombre de sauts dans la Requete de 
Service est trop faible, le message n'a pu atteindre un noeud du RDV. 
Encore une fois, cette probabilite de ne pas atteindre un noeud du RDV 
dans un nombre de sauts fixe est tres faible parce que 1'architecture 
proposee mise sur cette caracteristique, nombre de sauts fixes, pour 
vanter l'efficacite du protocole; 
> la Requete de Service a ete perdu; 
> Le ServiceRep a ete perdu. 
Quelle que soit la raison, le client envoie a nouveau la requete mais cette fois en 
doublant la valeur du nombre de sauts, et il repart l'horloge a Tattenteclient. 
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CHAPITRE IV 
IMPLEMENTATION ET RESULTATS 
Apres une presentation de l'analyse theorique du comportement que l'on peut 
attendre de notre proposition, nous avons entrepris de developper un environnement de 
simulation suffisamment complet qui nous permette de tester notre approche. La 
simulation permettra de confirmer aussi bien les resultats de l'analyse theorique que le 
comportement des algorithmes observes a travers une emulation temps reel du reseau et 
une mise en oeuvre sur un reseau sans fil IEEE 802.11. Dans un premier temps, nous 
presenterons cet environnement d'implementation et nous procederons par la suite a 
1'evaluation de performance du modele propose pour faire notre preuve de concept. 
Outre la presentation des resultats de simulations obtenus, nous effectuerons une analyse 
de ces derniers et situerons les performances du modele par rapport aux performances 
d'autres solutions proposees dans la litterature. 
4.1 Implementation 
La plate-forme utilisee pour la mise en oeuvre de notre solution est du type PC. 
C'est une machine munie d'un processeur Intel Pentium de 1.80 GHz, avec un systeme 
d'exploitation Windows XP. L'editeur Visual C++ 6.0 est utilise pour la programmation 
et la compilation s'effectue avec l'engin nmake faisant partie de la suite Visual Studio 
.NET (2003 )de Microsoft. Bien que 1'environnement OPNET permette la modelisation 
et la simulation de reseaux de communication grace a ses bibliotheques de modeles et de 
protocoles, cet editeur majeur de solutions d'analyse et d'optimisation de reseaux et 
d'applications n'est pas l'ideal pour simuler les reseaux WLAN. L'implementation avec 
le simulateur Qualnet [21] quant a elle, serait une bonne alternative car elle modelise les 
couches superieures et inferieures de maniere efficace. 
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4.1.1 Qualnet 
Qualnet, developpe par SNT est une suite logicielle dediee a la simulation de 
reseaux filaires ou sans fil de tous types (Wifi, GSM, liaisons tactiques, ...)• H se base 
sur un langage de simulation parallele denomme PARSEC (PARallel Simulation 
Environment forComplex system). Ce langage d'emulation est a evenement discret tres 
similaire au langage C. La mise en place d'un protocole s'effectue a l'aide d'une 
machine d'etats dont les transitions s'effectuent a l'occurrence d'evenements; un 
evenement est decrit comme etant un incident causant le changement d'etat ou 
l'activation d'une action precise. La vitesse inegalee, l'adaptabilite et la fidelite de 
Qualnet permettent d'optimiser facilement des reseaux existants grace a la mise en 
oeuvre rapide de modeles et a des outils d'analyse precis. 
L'efficacite du noyau Qualnet est qu'il permet d'integrer facilement de nouveaux 
protocoles grace au modele en couches du simulateur. Chaque protocole execute sa 
machine d'etats dependamment de la couche a laquelle il est implements. L'occurrence 
d'un evenement correspond a une transition dans la machine d'etats. L'interface entre 
les couches est aussi basee sur l'occurrence d'un evenement. Chaque protocole peut soit 
creer des evenements pour transiter a un autre etat, ou creer des evenements qui seront 







Processeur Evenement 1 
Evenement 2 
Processeur Evenement 2 
Finalisation 
Figure 4.1 Modelisation d'un protocole dans Qualnet 
Ainsi, chaque couche est implemented comme un gestionnaire d'evenement qui 
regoit des evenements sous forme de structure de donnees appelees messages contenant 
le type d'evenement ainsi que les informations associees. Le gestionnaire d'evenements 
determine alors le type d'evenement puis en cree ou non un nouveau. A chaque couche, 
un protocole est initialise par une fonction qui regoit en entree les donnees relatives a 
son fonctionnement et effectue sa configuration. Ainsi, quand un evenement survient, le 
gestionnaire d'evenements en determine le type et effectue l'aiguillage vers le protocole 
concerne. A la fin de chaque simulation, une fonction de finalisation est appelee pour 
chaque protocole et pour chaque noeud pour l'impression des statistiques. Un evenement 
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de fin de simulation est genere automatiquement pour permettre la transition vers l'etat 
final des protocoles impliques dans la simulation. En resume, chaque protocole doit 
implementer les trois fonctions suivantes : une fonction d'initialisation, un gestionnaire 
d'evenements, et une fonction de finalisation. 
4.2 Methodologie d'implementation 
Cette section presente les details de 1'implementation du modele propose au sein 
du simulateur. Nous commencerons par justifier le choix de la couche d'implantation du 
modele, puis nous arborerons le graphe d'etats des differentes composantes de la 
proposition. 
4.2.1 Choix de la couche d'implantation 
Dans les reseaux filaires, la decouverte de services est resolue au niveau de 
l'application. Tel qu'indique au chapitre II, il a ete montre par [7] que dans les reseaux 
ad hoc 1'integration des deux couches Application et Reseau permet d'augmenter 
l'efficacite du systeme. En effet, les auteurs exposent qu'il y aurait plusieurs benefices a 
integrer la decouverte de services au routage. En resume, l'idee etait de gerer de maniere 
la plus efficace possible 1'energie et la memoire disponible au niveau des terminaux en 
integrant la decouverte de services au routage. Nous proposons 1'integration du 
protocole de decouverte de service au sein de la couche Application du modele OSI. 
Nous croyons que ce choix dans notre proposition offre les memes benefices que 
l'alternative d'incorporer la decouverte de services au routage. Etant donne que notre 
proposition est legere en termes de messages de signalisation, la reutilisation de 
1'infrastructure de routage pour la decouverte de services pour diminuer les entetes de 
routage aura un impact negligeable sur la charge du reseau pour le protocole que nous 
proposons. 
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4.2.2 Graphe d'etats 
Grace a la machine d'etats, un type d'application comme la decouverte de service 
est naturellement implantable avec Qualnet. II s'agit de traduire les algorithmes de la 
Figure 3.7 et 3.9 par un graphe fini d'etats, constitue de noeuds correspondant aux 
evenements et lie par des arcs representant les transitions. Un graphe d'etats doit etre 
borne avec tous ces elements connectes, et doit respecter des contraintes d'accessibilite 
et de continuity. La premiere phase de la proposition, soit la formation du RDV est 






DISCOVERY NODE IDLE 
MESSAGEJ!.eceive(HELLO) 
• * 
DISCOVERY NODE RCV PKT HELLO 
T = Tw 
' 
DISCOVERY_SELET10N_BB 
Figure 4.2 Graphe d'etats de la phase I 
A l'initialisation du protocole, chaque noeud du reseau se trouve dans l'etat 
DISCOVERY_INITIAL_STATE. La fonction DiscoveryInit(Node* node, NodeAddress 
clientAddr) modelise cet etat. Cette fonction s'assure que la structure de donnees du 
protocole est formulee au niveau de chaque entite et que les parametres globaux du 
protocole sont initialise. La transition se fait naturellement vers l'etat 
DISCOVERY_NODE_IDLE, ou commence la collecte d'informations sur le voisinnage 
afin que chaque unite puisse collecter les differentes variables requises pour calculer son 
de stabilite NLFF. La transition vers l'etat DISCOVERY_TIMER_EXPIRED represente 
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l'envoie de messages HELLO entre unites. Cet evenement est modelise par une structure 
de donnees du type MESSAGE_Send(). D'un autre cote, la transition vers l'etat 
DISCOVERY_NODE_RCV_PKT_HELLO, represente la reception d'un message 
HELLO. Le temps de sejour dans l'etat DISCOVERY_NODE_IDLE est de Tw. C'est le 
temps requis pour que chaque noeud remplit sa table NIT, qui est un membre de la 
structure de donnees principale du protocole, soit dataPtr->NIT. La transition etiquetee 
par T = Tw modelise l'evenement chronometre d'atteinte de la fin de ce temps de sejour. 
Le passage vers l'etat DISCOVERY_SELETION_BB represente la fin de la Phase I du 
protocole. 
La suite du graphe d'etats s'articule sur le choix qu'aura fait chaque noeud quant 
a son etat. Soit que le noeud est un nceud stable et appartient au RDV, il transite, via l'arc 
BB=1 vers l'etat DISCOVERY_NODE_SERVER_IDLE ou le noeud n'est pas 
considere stable et transite via l'arc BB=0 vers l'etat 
DISCOVERY_NODE_CLIENT_IDLE. La Figure 4.3 illustre la suite du graphe d'etat 
du protocole de decouverte de services propose. Les phases II et III du protocole sont 
modelises. 
75 
DISCOVERT SELETION BE 
DISCOVERY NODE SERVER IDLE 
Me s s age Adver1isment| 
MESSAGE_Receive(HEY) 
DISCOVERY NODE RCV PKT HEY 
DISCOVERY SEND LIST 
MessageAdvertisment 
MESSAGE_Smd(HEY) 






DISCOVERY NODE CLIENT IDLE 
DISCOVERY_TTMER_EXITRED_REQtIEST 
DISCOVERY_TIMER_EXPIRED_ADV 
DISCOVERY TIMER CHECK TABLE 
DISCOVERY SEND RESPONSE 
SeraceRequest 
DISCOVEE.Y_TMER_EXPIRED_HEY 
Figure 4.3 Graphe d'etats des Phases II et III 
Etat SERVEUR 
Le serveur assure la gestion des requetes des clients. II se charge principalement 
de traiter les requetes des clients et de gerer la liste des services actifs (creer, supprimer, 
ajouter ou retirer un service), en plus d'changer des messages HEY. Le fonctionnement 
du serveur se resume a repeter continuellement les deux etapes suivantes : 
• attendre une demande de service emanant d'un client; 
• traiter la demande de service; 
• maintenir le contact avec les nceuds du RDV. 
Ainsi, a partir de l'etat DISCOVERY_NODE_SERVER_IDLE de la Figure 4.3, 
l'echange de paquets HEY avec les autres noeuds du RDV est modelise par l'evenement 
sur la tansition allant vers l'etat DISCOVERY_TIMER_EXPIRED_HEY, soit Envoie 
HEY. Cet envoie est possible avec l'utilisation de la structure de donnees 
MESSAGE_Send(). De la meme maniere que pour la reception de messages HELLO, la 
76 
transition allant vers l'etat DISCOVERY_NODE_RCV_PKT_HEY est etiquetee par 
l'evenement Recoit HEY. A la reception de cet evenement, pour des mesures de 
maintenance, chaque noeud du RDV doit enregistrer le temps de reception du paquet 
HEY, soit dataPtr->lastHeard. Cette etape correspond a la Phase II de la proposition, 
soit la maintenance du RDV. La transition allant vers l'etat 
DISCOVERY_TIMER_CHECK_TABLE modelise le chronometre ayant atteint le 
temps T = 8 * DISCOVERY_HEY_INTERVAL_T_H. 
La derniere Phase du protocole est prise en charge par les clients et les serveurs. 
Du cote des serveurs, a partir de l'etat DISCOVERY_NODE_SERVER_IDLE de la 
Figure 4.3, a la reception d'un evenement MessageAdvertisment qui correspond a la 
publication de service formulee par un client, le serveur transite vers l'etat 
DISCOVERY_SEND_LIST. A ce niveau, le serveur effectue une suite de verification 
avant d'envoyer le nouveau service enregistre a sa liste, UsteServeurs, contituee des 
noeuds du RDV. D'un autre cote, la transition etiquetee par l'evenement ServiceRequest 
correspond a la requete envoyee par un client. Le serveur transite alors vers l'etat 
DISCOVERY_SEND_RESPONSE. 
Etat CLIENT 
A partir de l'etat DISCOVERY_NODE_CLIENT_IDLE de la Figure 4.3, si le 
client offre un service, il formule un evenement MessageAdvertisment et passe dans 
l'etat DISCOVERY_TIMER_EXPIRED_ADV. II y sejourne juste pour le temps que ca 
prend pour qu'un noeud du RDV reponde a son offre. D'un autre cote, apres reception 
d'un HelloServeur et de retour dans l'etat precedent, le client peut vouloir emettre une 
requete de service et ainsi se mettre en attente de la reponse a sa demande en passant 
dans l'etat DISCOVERY_TIMER_EXPIRED_REQUEST. Cette sequence donne un 
aprecu et complete les trois phases du protocole de decouverte propose. 
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4.3 Plan d'experiences 
La definition du plan d'experiences est une tache qui s'est avere ardue et qui 
demande des prealables consistants. Dans cette section, nous presenterons d'abord la 
configuration de la simulation pour ensuite faire un survol rapide des tests preliminaires 
et des observations que nous en avons tirees. Nous continuerons sur une presentation des 
indices de performance et nous argumenterons le choix des facteurs primaires que nous 
avons identifies. Enfin, seront presentes les sessions retenues pour notre plan 
d'experiences. 
4.3.1 Configuration de la simulation 
II faut evoquer ici le manque de standards dans les simulations des reseaux ad 
hoc. La definition de ces standards est un champ plus ou moins actif de la recherche 
mais il n'existe a l'heure actuelle aucun consensus sur la maniere dont il faudrait 
conduire des simulations MANET. Nous nous sommes surtout attaches a faire des 
experiences qui nous permettent de comparer notre modele avec ceux proposes dans la 
litterature. 
Dans le cadre de notre serie de simulations, nous considerons un reseau mobile 
ad hoc uniformement distribue sur une surface carre ou rectangulaire. Les unites mobiles 
utilisent une interface de communication sans fil de type 802.1 lb en mode ad hoc avec 
un debit d'interface de 2 Mbps. La propagation des signaux se fait suivant un modele en 
espace libre. Le modele de mobilite choisi pour les simulations est le Random-Waypoint 
deja largement utilise dans la litterature, car approchant plus la realite. En effet, dans ce 
modele, une unite mobile choisit une destination a l'interieur de la surface definie pour 
ensuite se deplacer en direction de sa destination a vitesse constante choisie selon une 
distribution uniforme situee entre MIN_SPEED et MAX_SPEED. Une fois que l'unite 
atteint sa destination, elle attend sur place pour un temps determine par PAUSE_TIME 
avant de choisir une nouvelle destination et de s'y rendre. Deux variables permettent de 
controler le mouvement des unites mobiles : la vitesse v et la duree de pause p. Le temps 
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de simulation sera de 10 minutes. Le nombre de nceuds dans le reseau sera varie et le 
temps entre les requetes de services sera fixe a 10s. Le protocole de routage utilise sera 
DSR. 
4.3.2 Tests preliminaires 
La generation de l'univers logiciel de notre simulation nous a paru complexe car 
les parametres a regler etaient nombreux. Des tests preliminaires nous ont toutefois 
permis de constater 1'influence negligeable sur nos indices de performance de quelques 
parametres. 
Le premier des parametres correspond a l'intervalle de temps TH- La phase I 
commence avec la premiere etape qui est la decouverte du voisinage. Pendant Tw 
secondes, les noeuds s'envoient des messages HELLO a chaque TH secondes pour 
decouvrir les autres noeuds de leur entourage et former ainsi leur NIT. Plus la frequence 
d'envoie de messages Hello est elevee, TH petit, plus il y aura de paquets qui seront 
envoyes dans cet intervalle de temps Tw. Le but de l'envoie des messages Hello est de 
former la NIT. La frequence d'envoie de messages Hello n'avait aucun effet sur les 
indices de performance retenus. 
L'intervalle de temps Tw correspond a la peri ode pendant laquelle les nceuds 
s'envoient des messages HELLO a chaque TH secondes pour decouvrir les autres nceuds 
de leur entourage et former ainsi leur NIT. Plus la frequence d'envoie de messages Hello 
est elevee, TH petit, plus il y aura de paquets qui seront envoyes dans cet intervalle de 
temps Tw. De la meme maniere, l'intervalle de temps Tw n'affectait pas les indices de 
performance a l'etude. 
Le protocole de routage utilise par les noeuds a aussi fait l'objet d'une analyse 
preliminaire. Les clients envoient des requetes de service par procedure de «broadcast» 
avec une duree de vie fixe. Le «broadcast» se fait dans la surface de propagation du 
noeud. L'architecture proposee deploie des nceuds un peu partout dans le reseau. 
Quelques noeuds forment le reseau dorsal virtuel et ont comme tache principale de 
79 
repondre aux requetes de services envoyees par les clients. On prevoie que lorsqu'un 
client envoie sa requete il reussira a rejoindre au moins un nceud du BB. Ce dernier lui 
enverra un serviceReply par unicast. Les resultats ont montres que peut importe le 
protocole de routage utilise, les impacts sur les indices de performances etaient 
negligeables. Cet etat de fait, certes interessant, nous a permis de nous concentrer sur des 
parametres generaux plus significatifs. 
4.3.3 Indices de performance 
II s'agit a present de determiner les indices de performance qui permettent 
d'evaluer 1'architecture de decouverte de service proposee. Plusieurs parametres 
determinent la maniere dont un systeme opere. Le but est de determiner pour un 
environnement particulier l'ensemble de parametres le plus convenable. C'est ainsi 
qu'on valide l'exactitude du protocole en s'assurant qu'il fonctionne comme voulu. Cela 
nous permet d'evaluer la performance et le comportement de notre protocole. L'accent 
est mis sur les criteres et les resultats. Une strategic de decouverte de services est dite 
performante si elle possede ces 3 caracteristiques : 
• le premier indice est la charge reseau en termes de nombre de paquets. 
Cet indice correspond au poids du protocole sur le reseau; 
• le second indice est le taux moyen de succes. Ce taux est le ratio du 
nombre de tentatives reussites sur le nombre total de requetes envoyees. 
Une tentative est considered reussite quand le client regoit des le premier 
envoie une reponse a sa requete. Ainsi, dans notre algorithme, le client 
n'envoie pas une autre requete jusqu'a ce qu'il recoive une reponse; 
• le dernier indice est le delai moyen entre le temps qu'un client envoie une 
requete et le temps que ce dernier recoive une reponse. Cet indice est 
particulierement important pour des applications en temps reel. Cette 
metrique est particulierement importante quand des applications en temps 
reel attendent pour un service. 
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Ces indices de performances dependent de plusieurs facteurs. Le nombre de parametre 
pouvant a priori influencer un indice de performance peut etre tres grand. Ainsi, le cout 
d'une experience augmente avec le nombre de facteurs a considerer, d'ou la necessite 
d'une selection soigneuse des facteurs. Nous presentons dans ce qui suit les facteurs 
primaires retenus. 
4.3.4 Facteurs primaires 
Le Tableau 4.1 de la page suivante presente les facteurs primaires retenus et 
leurs niveaux associes. La mobilite des nceuds est de toute evidence un facteur dont 
l'influence est interessante a analyser. Nous avons retenus trois ordres de grandeur pour 
des vitesses allant de lm/s a 20m/s. Un autre facteur est le nombre de serveurs dans le 
reseau. Ce nombre correspond en fait au nombre de noeuds qui offrent un service et qui 
doivent envoyer des publications de service pour ce faire connaitre. Le nombre de 
serveurs est un facteur d'importance et les differents niveaux considered sont de 1, 3 et 5 
serveurs. Le nombre de clients correspond au nombre de noeuds dans le reseau 
demandant un service. Un client formule une requete de service et attend pour la 
reponse. Nous avons choisi trois niveaux avec comme niveau le plus eleve 30 clients par 
rapport au plus bas niveau qui est de 10 clients. La topologie du terrain est un autre 
facteur d'envergure dans les reseaux ad hoc. C'est pourquoi nous avons choisi des 
dimensions de terrain allant de la forme rectangulaire (1500m*300m) a la forme carree 
(2400m*2400m). Le dernier facteur a l'etude sera le nombre de nceuds appartenant au 
BB. Dans l'optique de verifier experimentalement les bornes de l'equation (3.8) donnee 
dans le chapitre III, l'etude de ce facteur paraft indispensable. Le nombre de nceuds 
appartenant au BB variera entre (8 et 55) noeuds. 
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Tableau 4.1 Facteurs primaires et niveaux associes : 
Facteurs 
Nom 
Nombre de nceuds 
dans le reseau 
Mobilite des noeuds 
Nombre de serveurs 
Nombre de clients 
Topologie du terrain 
Nombre de nceuds 




















































Pour determiner l'influence des facteurs primaires sur la performance de la 
proposition, des experiences a sessions multiples sont necessaires. Nous avons fait le 
choix d'effectuer des experiences «un facteur a la fois». Les sessions ou scenarios a 
1'etude se resument comrae suit: 
• pour etudier l'effet de la mobilite des noeuds, on fera varier la valeur de p, 
le temps de pause, dans le modele de mobilite Randon_Waypoint, (0, 50, 
100, 250, 500 et 900) secondes. La valeur de v, vitesse, sera maintenue a 
20m/s. II est a remarquer que plus la valeur de p est petite plus la mobilite 
sera elevee. Tous les autres parametres resteront constants: Tsim = 
900S, Tw= IS, TH = 0.1S, topologie rectangulaire (1500m * 300m), 3 
serveurs, le nombre de noeuds dans le reseau (50, 80, 150) noeuds, le 
protocole de routage DSR; 
• pour etudier l'effet du nombre de serveurs sur le delai moyen de reponse a 
une requete, le nombre de serveurs variera entre (1, 3, 5, 10) serveurs, 
quand tous les autres parametres resteront constants : Tsim = 900S, Tw= 
IS, TH = 0.1S, v = 20m/s, p = 200s, (10, 15, 20) clients, THEY=10s, 
topologie rectangulaire (1500m * 300m). Pour chaque nombre de 
serveurs, quatre experiences sont effectuees avec le nombre de noeuds 
dans le reseau (30, 40, 50, 70), le protocole de routage DSR. Dans chaque 
experience, pour chaque session, le nombre de clients est selectionne 
parmi, 10, 15 et 20. Ainsi, chaque point sur le graphique correspond a 
une moyenne de 12 scenarios; 
• pour etudier l'effet du nombre de clients, ce dernier variera entre (1 et 
60), quand tous les autres parametres resteront constants : Tsim = 900S, 
Tw= IS, TH = 0.1S, v = 20m/s, p = 200s, THEY = 10s, topologie 
rectangulaire (1500m * 300m). Pour chaque nombre de clients, cinq 
experiences sont effectuees avec le nombre de noeuds dans le reseau (40, 
50, 80, 90), le protocole de routage DSR. Dans chaque experience, pour 
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chaque session, le nombre de serveurs est selectionne parmi, (3, 4, 5, 6, 
7, 8). Ainsi, chaque point sur le graphique correspond a une moyenne de 
12 scenarios; 
• pour etudier l'effet de la topologie, on deploiera 100 noeuds dans une zone 
rectangulaire moyenne 1500m*300m et grande 2400m* 1500m et dans 
une zone carree moyenne 1500* 1500m et grande 2400m*2400m. Pour 
des vitesses de (l,4,8,15,20)m/s et p = 0, tous les autres parametres 
resteront constants : Tsim = 900S, Tw= IS, TH = 0.1S, THEY = 10s, 3 
serveurs, 20 clients, le protocole de routage DSR; 
• pour etudier l'effet de la densite du reseau dorsal virtuel sur le delai 
moyen de reponse a une requete, le nombre de noeuds appartenant au BB 
variera entre (8 et 55), quand tous les autres parametres resteront 
constants : Tsim = 900S, Tw= IS, TH = 0.1S, v=10m/s, p = 0s, THEY = 
10s, topologie rectangulaire (1500m * 300m), 3 serveurs, 10 clients. Pour 
chaque densite de noeuds, cinq experiences sont effectuees avec le 
nombre de noeuds dans le reseau (40, 60, 80,100), le protocole de routage 
DSR. 
Tel que precise, un nombre d'observations doivent etre collectees pour chaque quantite 
considered, de telle sorte que les distributions de ces quantites et leurs moments peuvent 
etre estimes avec une precision suffisante. Ainsi, pour approcher des intervalles de 
confiance de 95% dans les mesures, nous effectuerons une serie de simulations pour 
chaque indice de performance. 
4.4 Analyse des resultats 
Une fois les indices de performance et les sessions definis, on peut mener les 
experiences et proceder a leur interpretation. Nous nous interessons a 1'evolution du 
systeme sur les indices de performance identifies. Dans nos representations graphiques, 
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c'est une moyenne qui est representee en ordonnee de nos graphes qui presentent les 
resultats. 
Dans les sous-sections suivantes, nous discuterons de 1'effet sur 1'evolution du 
systeme des facteurs primaires considered. L'influence de la mobilite, du nombre de 
serveurs, du nombre de clients, de la topologie du reseau et du nombre de noeuds 
appartenant au RDV seront ainsi successivement etudies dans leur impact sur le delai 
moyen de reponse a une requete, sur le taux moyen de succes et sur la charge du reseau. 
4.4.1 Influence des facteurs sur le delai moyen 
Effet de la mobilite sur le delai moyen de reponse 
Le premier facteur a l'etude est la mobilite des noeuds du reseau. On note, a partir 
des resultats illustres a la Figure 4.4, que lorsque la mobilite des nceuds est tres elevee, 
/?<300s, le delai moyen de reponse a une requete est plus eleve. Ce temps se stabilise 
pour des vitesses v moyenne et faible. Les 3 scenarios sont ordonnes suivant le nombre 
de nceuds dans le systeme. On constate que pour des densites de nceuds dans le reseau, 
petite, moyenne et elevee (50, 80 et 100 nceuds), le delai de reponse a augmente de fagon 
non-significative. Ces courbes modelisent bien le comportement de notre approche face 
a la mobilite des nceuds. Nous trouvons tres acceptable les delais reportes car ils relatent 
d'une strategic ou les delais de reponse sont peut affectes par la mobilite des nceuds. Le 
plateau dans la figure est tres significatif dans le sens que peut importe ou les unites 
mobiles se trouvent dans la topologie, ils reussissent a trouver un noeud du BB qui 
repondra la leur requete. Ce delai de reponse est le meme pour une vitesse moyenne ou 
elevee. Meme pour une densite de reseau eleve, nous avons la une meme allure de 
courbe et nous estimons que les resultats sont tres acceptables. 
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Figure 4.4 Effet de la mobilite sur le delai moyen de reponse 
Pour comparer notre proposition avec les autres architectures, la Figure 4.5 montre les 
courbes de tendance du delai moyen de reponse en fonction des differentes valeurs de p. 
Notre proposition est comparee au protocole DSDP [19] et ce, pour un scenario 
constitue de 3 serveurs avec le nombre de clients 10 et 30 et une topologie rectangulaire 
de(1500m*300m). 
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Effet de la mobilite sur le delai de reponse 
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Figure 4.5 Comparaison de l'effet de la mobilite sur le delai moyen de reponse avec 
DSDP pour les cas de 3-serveurs/10-30 clients 
Pour des temps de pause p < 250, nos courbes se trouvent en dessous de celles de la 
proposition DSDP. Ceci montre que notre proposition est plus performante en termes de 
delai de reponse a une requete pour une mobilite de noeuds eleve. Les courbes DSDP 
suivent une raerae allure que nos courbes avec un plateau a partir de vitesses moyennes 
et faibles. Nous considerons insignifiante la difference de vitesses entre nos propositions 
pour une faible mobilite. Ceci peut etre explique par l'environnement considere. En 
effet, en s'approchant des temps de pause de p = 900s, on s'approche vers des reseaux 
immobiles, stables ou la meilleure approche est la centralisation, la ou un seul serveur 
maintienne la liste des services. Le deploiement de noeuds stables dans le reseau qu'on 
propose devient exigeant dans un tel environnement. Cependant, pour des reseaux 
mobiles comme des reseaux ad hoc, l'avantage de notre proposition est que le delai de 
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reponse a une requete pour des noeuds tres mobiles est meilleur que ceux proposes dans 
la litterature. 
Effet du nombre de serveurs 
Le deuxieme facteur a l'etude est le nombre de serveurs, c'est-a-dire le nombre 
de noeuds offrant des services. Un noeud qui offre un service doit publier ce dernier. II 
envoie un message de publication. Quand un noeud du BB recoit ce message, il y repond 
par un message HelloServeur. Si le serveur n'a pas recu ce message apres un certain 
temps, Tattenteserveur, il envoie une autre requete de service. Et ainsi de suite jusqu'a 
ce que son service soit publie. Le noeud du BB qui a regu la publication doit inserer le 
service offert dans sa table servicecache et avertir les autres noeuds du reseau dorsal 
virtuel de l'enregistrement qu'il vient de recevoir en envoyant des messages de 
publication publiee. A premiere vue, on avait suppose que le nombre de serveurs aura 
un impact negatif sur le delai de reponse aux requetes. Contrairement a notre hypothese, 
le nombre de serveurs dans le reseau n'affecte pas le temps de reponse a une requete. 
Dans la Figure 4.6, les courbes sont tres peu affectees par 1'augmentation du nombre de 
serveurs. Ceci peut etre compris par le fonctionnement du protocole. En effet, le 
processus d'enregistrement et de requete de service se fait via le reseau dorsal virtuel, 
BB. C'est-a-dire a travers des noeuds stables eparpilles un peu partout dans 1'architecture. 
Une fois qu'un noeud du BB intercepte une publication, il envoie l'enregistrement aux 
autres noeuds du BB. Cet envoie se fait en unicast parce que les noeuds du BB se 
connaissent. Cette procedure ne surcharge pas le reseau, ne causant ainsi pas de 
congestion, ce qui facilite le fait que le reseau peu supporter plusieurs serveurs. Sachant 
que c'est la surcharge du reseau qui augmente le delai de reponse a une requete, on 
conclue que le nombre de serveurs n'affecte pas le delai de reponse a une requete. 
2. 
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Figure 4.6 Effet du nombre de serveurs sur le delai de reponse 
Dans la Figure 4.7 notre proposition est comparee au protocole DSDP et les 
courbes de tendance du delai moyen de reponse en fonction de la vitesse des noeuds y 
sont illustrees. 
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Figure 4.7 Comparaison de l'effet du nombre de serveurs sur le delai moyen de 
reponse pour les cas de 1,3,5 serveurs / 10 clients. 
Nous constatons que nos trois courbes se trouvent a avoir des delais de reponse plus 
faibles que la proposition DSDP. On vante le fait que notre proposition repond mieux 
que les autres architectures proposees dans le cas ou le reseau offrait plusieurs services. 
Avec l'augmentation du nombre de serveurs, le temps de reponse est reste le meme par 
rapport a l'autre proposition ou il s'est trouve a croitre avec l'accroissement du nombre 
de serveurs. Cette situation est due au fait que la disponibilite dans le reseau de noeuds 
judicieusement choisis permet la collecte efficace de messages de Publication. Dans 
l'approche DSDP, un noeud stable utilise un mecanisme de multicast pour avertir de la 
presence d'un service dans le reseau. Dans notre approche, le routage se fait par unicast 
ce qui est moins couteux et les courbes le temoignent. 
Effet du nombre de clients 
Le troisieme facteur a l'etude est le nombre de clients desirant des services. Les 
clients envoient des requetes de service par procedure de «broadcast». Le «broadcast» se 
fait dans la surface de propagation du noeud, et ceci dans un diametre d'a peu pres 250m, 
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en plus d'avoir un nombre de sauts fixe. L'architecture proposee deploie des noeuds un 
peu partout dans le reseau. Ces noeuds forment le reseau dorsal virtuel et ont comme 
tache principale de repondre aux requetes de services envoyees par les clients. On 
prevoie que lorsqu'un client envoie sa requete il reussira a rejoindre au moins un noeud 
du BB. Ce dernier lui enverra un message serviceReply par unicast. On pense que plus le 
nombre de clients sera eleve, plus le nombre de messages de ServiceRequest dans le 
reseau sera eleve. En effet, les courbes de la Figure 4.8 confirment cette hypothese, le 
delai de reponse a une requete augmente de facon reguliere avec le nombre de clients 
dans le reseau. 
Effet du nombre de clients sur le delai de 
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Figure 4.8 Effet du nombre de clients sur le delai de reponse 
Pour comparer notre proposition avec 1'architecture DSDP, la Figure 4.9 montre les 
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Figure 4.9 Comparaison de 1'effet du nombre de clients sur le delai moyen de 
reponse avec d'autres protocoles pour les cas de 3 serveurs / 20-30 clients 
Ainsi, on note des variations irregulieres dans les deux protocoles. On ne peut conclure 
une tendance pour les courbes. En particulier, on remarque que les delais de reponse de 
notre proposition se situent entre (0,04 et 0,08) secondes. Pour la proposition DSDP, les 
delais s'etalent de (0,01 a 0,11) secondes. Ces resultats sont peu attirants pour DSDP car 
1'approximation des courbes irregulieres (DSDP20Clients et DSDP30Clients) par une 
equation de degre un, produit des pentes croissantes par rapport a 1'approximation de 
nos courbes ou les pentes sont quasi regulieres. On en conclue pour notre proposition 
que le nombre de clients dans le reseau a peu d'impact sur le delai moyen de reponse a 
une requete. 
Effet de la topologie du reseau 
L'autre facteur a l'etude est la topologie du reseau considere. La Figure 4.10 qui suit 
montre l'effet de la topologie sur le delai moyen de reponse. 
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Effetde la topologie sur le delai moyen de 
reponse 
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Figure 4.10 Effet de la topologie sur le delai moyen de reponse 
On observe que le delai de reponse croit de maniere assez lente lorsque la topologie 
devient plus grande. Cette augmentation est peu significative pour des terrains de surface 
petite et moyenne. Cependant, pour des grandes et tres grandes topologies, cette 
augmentation devient significative. A notre surprise, la tres grande topologie 
(2400m*2400m) a enregistre de meilleure temps que celle de (2400m* 1500m). 
Effet de la densite du reseau dorsal virtuel 
Le dernier facteur a 1'etude est le nombre de noeuds appartenant au BB. Tel 
qu'indique, le BB, reseau dorsal, est forme de noeuds ayant comme principale tache de 
repondre aux requetes de service initiees par les clients. Us maintiennent une liste de 
service et agissent ainsi comme des serveurs distribues dans le reseau. La caracteristique 
qui distingue ces noeuds des autres est leur facteur de stabilite. On suppose que plus le 
reseau dorsal est dense, constitue de plusieurs noeuds, plus le temps de reponse a une 
requete de service sera petit. On pense qu'il sera beaucoup plus probable que le client 
trouve un noeud du BB dans sa surface de transmission et aura par ce consequent une 
KjfC^f 
6 8 10 12 14 1G 18 2 
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reponse immediate a sa requete. La Figure 4.11 qui suit illustre l'effet de la densite du 
BB sur le delai moyen de reponse a une requete. 
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Figure 4.11 Effet de la densite du BB sur le delai moyen de reponse 
On remarque que le reseau sature pour une densite de noeuds superieure a 30. Plus 
precisement, si le nombre de noeuds appartenant au BB depasse cette valeur de densite, 
les temps de reponse aux requetes de service deviennent intolerables. D'un autre cote, 
les simulations indiquent que peu importe le nombre de noeuds dans le reseau, un RDV 
constitue de 15 a 25 nceuds offre des delais de reponse admissibles. II fallait absolument 
avoir recours aux experiences pour reperer dans les resultats de simulation, le point de 
convergence recherche. Cette conclusion n'a pu etre formulee sans les simulations. 
Ainsi, on peut finalement confirmer l'exactitude des bornes inferieures et superieures de 
l'equation (3.8) formulee au chapitre III. 
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4.4.2 Influence des facteurs sur le taux moyen de succes 
Effet de la mobilite sur taux 
La Figure 4.12 montre l'effet de la mobilite sur le taux moyen de succes des 
tentatives. On rappelle que cet indice correspond au ratio du nombre de tentatives 
reussites sur le nombre total de requetes envoyees. Cette mesure est faite dans le but 
d'evaluer l'efficacite de l'approche. 
Effet de la mobi l i te sur le taux moyen de 
succes 
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Figure 4.12 Effet de la mobilite sur le taux moyen de succes des requetes 
Le taux moyen de succes ne connait pas de variation significative par rapport a la 
mobilite des noeuds. Le taux de succes aux requetes envoyes pour les deux approches est 
tres similaire. Cette situation s'explique par le fait que les deux approches sont basees 
sur le deploiement d'un ensemble de noeuds stables dans le reseau pour repondre aux 
requetes. Dans les deux modeles se trouvent des unites dispersees. Dans le cas ou il 
existe une seule entite qui soit sollicite en abondance, le taux de succes sera affecte de 
fac.on significative. Dans notre proposition, les taux de moyen de reponse aux requetes 
ne connaissent aucune variation notable par rapport a la vitesse des nceuds. 
95 
Effet du nombre de serveurs et clients 
La Figure 4.13 montre l'effet du nombre de serveurs sur le taux moyen de 
succes. Encore une fois, on s'aper§oit que dans l'approche DSDP, comme pour le delai 
moyen de reponse a une requete, indice de performance etudie dans la sous-section 
precedente, le taux moyen de reponse a une requete est tres affecte par le nombre de 
serveurs dans le reseau. Comparativement, notre proposition offre des pourcentages de 
succes tres similaires et peu variants avec la mobilite peu importe le nombre de serveurs. 
Figure 4.13 Effet du nombre de serveurs sur taux 
La Figure 4.14, quant a elle, illustre l'effet du nombre de clients sur le taux 
moyen de succes. De la meme maniere, notre proposition offre des taux de succes 
stables et variant peu avec la mobilite des nceuds. 
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Figure 4.14 Effet du nombre de clients sur taux 
Effet de la topologie 
La Figure 4.15 qui suit presente les courbes comparatives de l'effet de la 
topologie du terrain sur le taux moyen de succes des requetes. 
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Effet de la topologie sur le taux moyen de 
succes 
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Figure 4.15 Effet de la topologie sur le taux moyen de succes 
Ces resultats montrent, une fois de plus, comme pour les autres facteurs etudies, cet 
indice de performance qu'est le taux moyen de succes est peut ou pas affecte par la 
topologie. D'un autre cote, la performance de l'approche DSDP, est degrade pour des 
topologies de grande surface, soit (2400m* 1500m). On note des resultats aussi bas que 
80%. 
Effet de la densite du reseau dorsal virtuel 
La Figure 4.16 montre 1'effet de la densite du reseau dorsal virtuel sur le taux 
moyen de succes. Ce dernier facteur est encore fois etudie dans le but d'analyser 
1'equation (3.8) mais cette fois d'apres l'indice du taux moyen de succes. La constatation 
est la meme que celle deja formulee. II ne faut point que le nombre de nceuds 


















La performance degrade aussitot le depassement de cette limite. Cette affirmation 
certifie l'equation theorique. La degradation est due principalement a la Phase II de la 
proposition, soit la maintenance. En effet, dans cette phase les noeuds s'envoient 
regulierement des messages HEY pour s'assurer d'etre en contact. Intuitivement, on 
realise que plus la densite des noeuds stables est eleve, plus de messages doivent etre 
echanges et traites, creant une latence supplementaire au niveau de chaque noeud. 
Effet de la densite du RDV sur le taux 
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Figure 4.16 Effet du nombre de noeuds appartenant au RDV sur 
le taux moyen de succes 
4.3.3 Influence des facteurs sur la charge du reseau 
Effet de la mobilite 
La Figure 4.17 (a) qui suit illustre l'effet de la mobilite sur le dernier indice de 
performance a 1'etude, soit la charge du reseau. On apergoit une legere degradation de 
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performance pour une mobilite elevee car les deconnexions deviennent plus frequentes. 
Dans le cas de pertes de liens, la phase II, soit la maintenance, est initiee seulement apres 
que le protocole ait atteint un etat indesirable, i.e. le nombre de noeuds appartenant au 
RDV est egal a la limite inferieure toleree. Meme si cette probability de maintenance est 
faible, a cause du critere de stabilite des noeuds du RDV, la reconstruction locale en tant 
que tel est legere. D'un autre cote, etant donne que seul le noeud du RDV le plus proche 
de l'UM repond par unicast aux enregistrements ou aux requetes de services, le reseau 
est peu charge de messages. 
Nous savions intuitivement que 1'apport majeur de notre proposition par rapport 
aux approches proposees dans la litterature est la diminution du nombre de paquets de 
signalisation ou de controle dans le reseau. Cette intuition a ete confirmee par tous les 
facteurs analyses. La flagrance de la difference entre la charge de reseau de notre 
proposition avec celle de DSDP est montree dans la Figure 4.17 (b). 
Effetde la mobil ite sur la charge reseau 
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Figure 4.17 (b) Effet de la mobilite sur la charge pour differentes architectures 
La contribution de notre proposition temoigne d'une economie de plusieurs dizaines de 
milliers de paquets de signalisation dans le reseau. Ceci est du au fait que notre RDV est 
constitue de noeuds judicieusement choisis a l'interieur de bornes ayant fait l'objet d'une 
analyse prealable. On conclut que l'approche est legere dans le sens ou le reseau est peu 
charge et constitue d'un ensemble minime de noeuds stables. 
Effet du nombre de serveurs et de clients 
Les Figures 4.18 et 4.19 qui suivent illustrent l'effet du nombre de serveurs et de 
clients sur la charge du reseau. Encore une fois, notre proposition montre de tres bons 
resultats comparativement a l'approche DSDP. 
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Figure 4.18 Effet du nombre de serveurs sur la charge reseau 
102 
Effetdu nombre de clients sur la charge 
reseau 
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Figure 4.19 Effet du nombre de clients sur la charge reseau 
4.5 Synthese des performances 
A la suite de la presentation et de l'analyse detaillee des resultats, une synthese 
s'impose pour situer la solution proposee. Les resultats obtenus rencontrent des objectifs 
d'efficacite globalement tres pertinents, notamment sur la charge du reseau en termes de 
nombre de paquets de controle. Le pourcentage de diminution du nombre de messages 
de signalisation est plus de 80% comparativement aux meilleures propositions dans la 
litterature. Ceci fait de notre proposition de decouverte de service une solution legere 
mais ameliorable. En effet, nous estimons avoir obtenus des delais de reponse aux 
requetes raisonnables mais perfectible. A ce niveau, il faudrait pouvoir envisager une 
analyse particuliere des parametres utilises pour le calcul du degre de stabilite au niveau 
de chaque noeud. Quant au taux moyen de succes aux requetes, il a subit une 
amelioration de pres de 1% en moyenne sur l'ensemble des cas consideres. Amelioration 
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minime mais considerant que les cas considered avaient deja de tres bons taux de succes 
de l'ordre de 90% de tentatives reussites, nous pouvons marquer ce perfectionnement. 
Dans tous les cas, le modele propose est intrinsequement superieures aux 
modeles existants, notamment quand un grand nombre de noeuds dans le reseau est 
envisage, quand la mobilite est elevee, et meme pour de grandes topologies de terrain. 
En somme, nous pouvons affirmer que 1'evaluation de performances met en lumiere la 
validite de notre approche adoptee pour assurer la decouverte de services par le 




Dans ce memoire, nous avons traite du probleme de la decouverte de services 
dans les reseaux ad hoc. Dans de tels environnements decentralises, les approches basees 
sur la definition d'un critere de stabilite d'un noeud et la distinction, parmi les unites 
mobiles du reseau, des noeuds considered stables sont parues prometteuses. Ainsi, nous 
avons propose une strategic basee sur le deploiement d'un reseau dorsal virtuel (RDV). 
II faut mentionner que l'objectif principal des noeuds du RDV est de maintenir la liste 
des services offerts dans le reseau dans le but de reduire la latence d'acces a 
l'information desiree, de diminuer la charge dans le reseau et d'ameliorer le taux de 
succes de reponse a une requete. Dans ce chapitre, nous allons faire une synthese des 
travaux realises. Nous allons egalement presenter les limites de la strategic que nous 
avons proposee ainsi que quelques pistes pour des travaux futurs dans le domaine. 
5.1 Synthese des travaux 
Dans ce projet, nous avons modifie la caracteristique de stabilite d'un noeud dans 
un MANET. En effet, la combinaison lineaire des parametres tels que l'energie de la 
batterie, la vitesse moyenne d'un nceud, l'espace de stockage, le nombre total de voisins 
directs ainsi que la plus longue periode de residence dans la portee de transmission de 
l'emetteur donne une bonne estimation de la stabilite d'un nceud. C'est sur la base de 
ces parametres qu'on a considere qu'une unite mobile est eligible d'etre qualifiee de 
stable. Avant d'aller plus loin, il faut mentionner le constat suivant: le seul travail dans 
la litterature sur la selection de nceuds stables dans le reseau pour la decouverte de 
services s'est avere peu realiste. En effet, les auteurs de [19] supposent qu'un noeud sur 
deux est stable. Cette hypothese est contestable car il importe de donner de la valeur au 
terme stable dans un environnement tel que les reseaux ad hoc. Ce terme ne peut etre 
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associe qu'aux noeuds ayant un tres haut niveau de fiabilite. C'est pourquoi nous avons 
esquisse une formulation mathematique de ce probleme en mettant un accent particulier 
sur les contraintes auxquelles sont soumises les unites mobiles ainsi que le reseau ad hoc 
qu'elles constituent. 
De facon specifique, pour atteindre des objectifs de souplesse et prendre en 
compte des systemes a grande echelle, notre architecture basee sur le deploiement d'un 
reseau dorsal virtuel pour reperer et enregistrer les services a l'interieur d'un reseau dont 
la topologie change dynamiquement est apparue tres prometteuse. Dans notre modele, il 
s'agit de former un RDV meme dans un etat du reseau ou la mobilite est tres elevee en 
designant des unites mobiles cles pour heberger la liste des services offerts dans le 
reseau. Ces unites disposant d'un profil bien determine sont les seuls a entrer dans le 
processus de decouverte de services, les autres se contenteront uniquement, si c'est le 
cas, d'envoyer des offres ou des requetes de services. 
Notre proposition se decortique en trois phases. Dans la phase I, pendant un certain 
temps, tous les noeuds du reseau envoient et collectent des messages HELLO pour 
connaitre leur voisinage afin d'associer une valeur de stabilite a chaque nceud dans 
l'environnement local. L'idee est de degager au fur et a mesure de revolution du 
systeme les entites stables du reseau. La mobilite anarchique des entites du reseau ne 
peut permettre aux nceuds stables de rester en contact pendant un nombre indefini de 
temps. Outre la mobilite, la consommation d'energie et la duree de vie des liaisons sont 
d'autres risques qui mettent en peril les communications entre nceuds du RDV. Fort de 
ces restrictions liees aux comportements intrinseques des reseaux ad hoc, nous avons 
envisage une deuxieme phase qui est la maintenance du RDV. En effet, la maintenance 
est locale de maniere a reagir rapidement aux changements dans la topologie. Ainsi, si 
pour une raison ou pour une autre un noeud quitte le reseau dorsal soit par une 
deconnexion causee par un manque d'energie ou a cause de son dynamisme, une 
reconstruction du chemin doit se faire localement. Ainsi le processus de reconstruction 
est mis en place dans la Phase II pour regler la situation localement en trouvant un autre 
noeud stable pour remplacer le nceud perdu. Dans la Phase III, nous avons presente les 
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mecanismes pour permettre aux serveurs d'enregistrer leurs services et aux clients de 
prendre connaissance de l'emplacement des services qu'ils desirent. 
Notre modele a fait l'objet d'une comparaison avec le modele DSDP dans lequel 
toutes les unites mobiles participent au processus de decouverte de service. Pour evaluer 
les performances du modele que nous avons propose, nous avons implemente et simule 
la strategie au mo yen d'un simulateur pour reseau sans fil. 
Des indices de performance ont ete definis ainsi que des facteurs qui influencent 
le modele. Les variations de ces facteurs a travers des niveaux prefixes ont fourni un 
ensemble de resultats montrant la performance du modele de decouverte de service, 
comparativement aux autres configurations etudiees. Dans la majeure partie des cas 
etudies, la charge de reseau est nettement reduite, le taux de succes de reponse aux 
requetes est legerement ameliore et le delai moyen de reponse aux requetes est 
satisfaisant comparativement aux meilleurs delais notes dans la litterature. Le 
deploiement d'un reseau dorsal virtuel pour la decouverte de services, jusque-la quasi 
inexploree, est done une strategie dont l'usage est a approfondir dans ces types de 
reseaux. 
5.2 Limites de l'approche proposee 
En depit des resultats interessants obtenus avec la strategie de deploiement d'un 
reseau dorsal virtuel pour la decouverte de services proposee dans ce memoire, il 
persiste certaines limitations sur lesquelles nous mettons l'emphase. En effet, les 
resultats obtenus qui assurent la performance de notre strategie par rapport aux autres 
approches sont generes avec l'usage du protocole de routage DSR. Les memes 
experiences effectuees avec un autre protocole tel qu'AODV produisent une degradation 
de performance de la strategie proposee en ce qui concerne le delai moyen de reponse 
aux requetes. Done, le probleme de routage constitue toujours un goulot d'etranglement 
dans les reseaux ad hoc. Le modele de decouverte de service propose n'est done pas 
independant du protocole de routage utilise. II faudra done, pour le rendre independant 
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du protocole de routage, effectuer des ameliorations en tenant compte des realites du 
routage dans les reseaux ad hoc. 
5.3 Travaux futurs 
La strategic proposee pour le deploiement d'un reseau dorsal virtuel base sur le 
profil des noeuds du reseau a donne des resultats suffisamment prometteurs pour donner 
lieu a des developpements ulterieurs. Les resultats d'experimentation ont revele une 
piste de consideration assez importante. Le delai moyen de reponse a une requete est 
principalement cause par le processus de maintenance introduit a la phase II de la 
proposition. En effet, il s'agirait de gerer convenablement les echanges de messages 
entre noeuds du RDV. Plus generalement, notre modele pourrait etre, sous certaine 
condition, combine a une procedure de graphe de recouvrement pour minimiser la 
latence de transfert de messages. 
Notre modele suppose que l'integration du protocole de decouverte de service au 
protocole de routage sous-jacent n'aura integration pas un impact important sur la 
charge du reseau. II pourrait etre tres interessant d'etudier et de concevoir un 
mecanisme qui fusionne les protocoles en question afin de verifier si la charge du reseau 
ne pourrait etre diminuee davantage. 
Enfin, il serait aussi pertinent d'ajouter d'autres parametres a la combinaison 
lineaire qui definit la stabilite d'un noeud. Ce modele analytique pourrait etre davantage 
augmente de criteres permettant de contingenter le nombre de noeuds stables du reseau et 
par ce fait, representer encore mieux les caracteristiques intrinseques des unites mobiles 
d'un reseau ad hoc. 
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