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I. INTRODUCTION
Many control methods using on-line (model or controller) parameter estimation have been proposed for nonlinear system control problems. However, for processes with very fast moving nonlinear dynamics, for example, a thermal power system [1] , the computational cost of achieving reliable, fast-converging on-line estimation often becomes very high. This paper aims to circumvent these difficulties by utilizing a global modeling and optimizing method for nonlinear real-time control which does not require on-line parameter estimation.
In model based real-time control strategies for nonlinear systems, radial basis function (RBF) networks offer a framework for the modeling of the system to be controlled, because of their simple topological structure, their precision in nonlinear dynamics approximation, and their fast learning. However, in many real applications, a great many RBF centers may be needed in order to obtain the required degree of precision, which leads to difficulties in parameter estimation.
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V. networks to approximate the coefficients of a state-dependent AR model yield an RBF-AR model [3] , [4] , which has the advantages of both the state-dependent AR models in the description of nonlinear dynamics and of RBF networks in function approximation. A natural extension of the ideas behind RBF-AR modeling leads us to the RBF-ARX model (an RBF-AR model with an eXogenous variable). In general, RBF-ARX models use far fewer RBF centers when compared with a single RBF network model. Any kind of RBF and the RBF-ARX model parameter estimation procedure must include the selection of appropriate centers and scaling factors for the RBF networks, and estimation of all the linear weights of the RBF networks in the model. There are mainly three types of method to estimate RBF-type model parameters. The first method optimizes all parameters of the model regardless of parameter features by using a nonlinear parameter optimization algorithm such as the Levenberg-Marquardt method (LMM) [5] , which is generally based on an exhaustive search in the solution space and therefore requires extensive computation. LMM is now a commonly used method for approaching large problems [6] . Gorinevsky [7] and Gorinevsky et al. [8] presented some convincing results which used the Levenberg-Marquardt training algorithm for RBF networks.
The second approach is first to select the basis function centers by selecting input vectors either algorithmically or at random and setting them to be the centers [4] , [9] , [10] . The linear weights may then be estimated by the standard linear least-squares method (LSM). Obviously, although that method may give a rough approximation, it cannot yield optimal parameters.
The third scheme, presented in this paper, is an automatic estimation method that can both optimize all the model parameters simultaneously and also accelerate the computational convergence of the optimization search process when compared with the first kind of method.
McLoone et al. [6] proposed an off-line hybrid training algorithm for feedforward neural networks, including RBF networks, which combines the full memory BFGS algorithm [11] for estimating nonlinear parameters and the linear LSM for linear weight estimation at each iteration of parameter search process. At each iteration of this hybrid algorithm, the linear weights are updated only one time, and the updated linear weights are used as inputs to the gradient-based optimization procedure for the nonlinear parameters.
In this paper, we present a structured nonlinear parameter optimization method (SNPOM) for RBF-type model estimation, which, like the McLoone method, combines LMM for estimating nonlinear parameters and LSM for linear weight estimation at each iteration, but at each iteration the linear weights are updated many times during the process of looking for the search direction to update the nonlinear parameters.
1045-9227/03$17.00 © 2003 IEEE Although the structure of the new method presented contains more computational steps than that of McLoone's algorithm [6] , the new method is a completely structured hybrid algorithm which can obtain a faster convergence rate and better modeling precision than McLoone's algorithm as is shown in Section IV-A.
With the rapid development of computer technology the speed of convergence and improved modeling accuracy which can be provided by the proposed method become the foci of interest, rather than the computational load.
II. RBF NETWORK TYPE MODELS

A. State-Dependent ARX Model
We consider the nonlinear systems that can be described by the following nonlinear ARX model (NARX):
where is the output, is the input vector which includes the manipulated variable and disturbance signals. For time series , and is white noise. Various kinds of function have been applied to approximate the unknown nonlinear map that maximizes the likelihood of the model. A general version is the state-dependent ARX model, which follows from the idea of the state-dependent AR model [2] : (2) Here, is regarded as the state vector at time , which in many cases contains maybe only the output series or the input series or another. The state-dependent coefficients of the model are given by , , and , . The basic idea of the state-dependent ARX model (2) is to achieve the local linearization of the general NARX model (1) by introducing a locally linear ARX model with state-dependent coefficients. Although the state-dependent ARX model (2) provides a useful framework for general nonlinear system modeling, the problem lies in specifying the functional form of its coefficients.
B. RBF-ARX Model
In this paper, a set of RBF networks are used to approximate the state-dependent coefficients of model (2), because an RBF network may approximate any functions by using members of a family of basis functions. Moreover, the locality of the basis functions makes the RBF networks much more suitable for learning local variations [12] . Gaussian RBF networks are selected as approximations of coefficients of model (2) . The model derived is called the RBF-ARX model, and is given by (3) where , and are the orders;
; are the centers of the RBF networks; are the scaling parameters; , , and are the state dependent functional coefficients which are all composed of RBF networks; , ; , and ; are the scalar or vector constants; and denotes the vector 2-norm. In general case, the RBF networks in model (3) may have different centers for different regressive variables. However, in some applications, all the RBF networks may be allowed to share the same centers, because model (3) possesses the autoregressive structure, thus, although the RBF centers are the same in that case, the regressive polynomials' coefficients are different. In model (3), the signal on which the time varying model coefficients depend may be the output signal, the input signal, or any other measured signal that is part of the system to be considered.
In order to compare the modeling results, we also considered using an RBF neural network to approximate (1), yielding (4) where are the constants. The RBF-ARX model (3) with Gaussian RBF network-style coefficients has a basic structure similar to a linear ARX model. The RBF-ARX model (3) includes equation (4) as one of its components; and may therefore be regarded as a more general nonlinear model than the RBF neural network (4) .
At any working point, a locally linearized ARX model may be easily obtained by fixing the state vector to that time-point in model (3). This property is very useful in that it allows us to use a linear model-based control method to build a controller, which cannot be done when using RBF networks or other nonlinear models such as the Hammerstein model (see, e.g., [13] ). Model (3) may also be conveniently implemented in real-time control, because it avoids the need for on-line parameter estimation.
In some applications of RBF neural networks, a large number of centers may be necessary to obtain a satisfactory modeling of a nonlinear system; thus resulting in "overfitting," i.e., the curse of dimensionality, which is a great problem in model fitting. However, the RBF-ARX model partially disperses the complexity of the model into the AR part, so it may be not necessary to have so many centers. Therefore, for obtaining the similar modeling precision, in the cases having the same total number of parameters, the nonlinear parameters may be much fewer in number for a RBF-ARX model than for an RBF network as shown in Table I . Since the parameter optimization algorithm presented in this paper separates all the parameters into a linear part and a nonlinear part and applies different approaches for the estimation of both parts, the computational burden of parameter estimation for the RBF-ARX model may be largely reduced when compared with that of an RBF network.
III. PARAMETERS OPTIMIZATION
The off-line identification procedure for the RBF or RBF-ARX model includes both order selection and estimation of all the parameters. Using a classical nonlinear parameter optimization algorithm, such as the LMM [5] , to estimate all the parameters would involve a large amount of computation because the number of the parameters to be estimated is usually quite large. In this paper, the LMM [5] and the linear LSM, are used in conjunction to form an unconstrained SNPOM for parameter estimation of RBF-based models.
The main idea behind the SNPOM is to divide the parameter search space into two subspaces (i.e., the linear weight subspace and the nonlinear parameters subspace). The search centers on the optimization in the nonlinear subspace; but at each iteration in the optimization process, a search in the nonlinear (or linear) subspace is executed on the basis of the estimated values just obtained in linear (or nonlinear) subspace. The search in the nonlinear subspace uses a method similar to the LMM, and the search in the linear subspace uses the LSM. This algorithm is implemented as follows.
A. Parameter Classification
For the RBF-ARX model (3), the linear parameters are given by (5) and the nonlinear parameters are given by (6) On the other hand, for the RBF network (4), the linear parameters are (7) and the nonlinear parameters are (8) In general, we can rewrite models (3) and (4) for estimation purposes as (9) or (10) where is the vector including all nonlinear parameters, is the vector including all linear weights, and (10) is the regression form of model (9) , which is linear with respect to .
B. Initialization
First, the order must be chosen. The best approach of choosing a suitable order is presented in Section III-D. For an RBF-ARX model (3), the orders are , and . For an RBF network (4), the orders are and . The initial values are chosen from prior knowledge of the system under consideration. Fixing and estimating by LSM, yields (11) . . .
where , , is the measured dataset; is the largest time lag of the any estimable variable in model (9) or (10); is the number of measured data observations; and is the pseudoinverse of , calculated using the singular value decomposition (SVD) [19] for overcoming ill-conditioned problems which will improve the robustness of the numerical computation.
C. Optimization
The objective function is taken to be (13) . . .
where is the one-step-ahead prediction of the output based on model (9) . The optimization problem is to compute (15) The iteration step is denoted by and the Jacobian matrix of with respect to is denoted by (16) The innovation strategy for the nonlinear parameters is (17) where is the search direction, and is a scalar step length parameter that gives the distance to the minimum. In order to increase the robustness of the search process, which is based on the LMM, the in (17) is obtained from a solution of the set of linear equations (18) where the scalar controls both the magnitude and the direction of . When tends to zero, the will tend toward the Gauss-Newton direction. As tends to infinity, tends toward the steepest descent direction. The size of is determined at each iteration by using a method similar to that of the function "lsqnonlin" in the Matlab Optimization Toolbox [17] .
Following the determination of , (18) is solved to obtain a search direction . A step length of unity in (17) is then taken in the direction .
is obtained by a line search procedure similar to the mixed quadratic and cubic polynomial interpolation and extrapolation method given by Coleman et al. [17] .
The optimization calculation centers on the search for at each iteration using (17), followed by the immediate update of the linear weights using the LSM as follows: (19) . . .
where the pseudoinverse of is also evaluated using SVD [19] . The line search procedure for determining the step length in (17) ensures that (21) at each iteration in the parameters and updated by (17) and (19) . Hence, and are the best parameter choices to decrease the objective function (12) at the th iteration.
Remark 1: In the SNPOM described above, the global optimum of the linear weights may easily be obtained using (19) , which adjusts the search direction and the step length to ensure that the objective function decreases in all parameters, not just the nonlinear part at each iteration. Note that if only changing based on the fixed during the process of looking for the search direction and the step length to update at the th iteration (as was done in [6] ), the used objective function is then during the th iteration, which is only affected by not also by . Thus, the searched is not better one because it did not consider the effect of . As a result, the convergence rate in that case would be slower compared with the proposed SNPOM where any change of will make also change. In the SNPOM the objective function is affected by and simultaneously at any time, so the searched and , based on the included "full-information," should be better; this makes the SNPOM proposed has faster convergence rate. In terms of computing efficiency, the SNPOM is much better than general methods of optimizing all parameters regardless of parameter type, especially for the case where there are more linear than nonlinear parameters in a model.
Remark 2: A procedure for choosing the initial values of the nonlinear parameters in the RBF-ARX model (3) or RBF network (4) is to choose a subset of the input vector values evenly or randomly as initial centers , with the initial scaling parameters selected as (22) so that the linear weights are bounded and stable when the signal moves far away from the centers.
D. Determining the Order of the Model
An appropriate order for the identified model (9) may be determined by the Akaike information criterion (AIC) [4] , [14] - [16] . The procedure is to repeat the above SNPOM for model (9) for different orders and choose the final model by looking for a small AIC value, together with appropriate model dynamics.
For RBF-ARX model (3) and RBF network (4), the AIC is defined as follows:
as (23) where is the model residual variance under the chosen orders, is the largest order of the regression part, and is the total number parameters to be estimated.
IV. APPLICATIONS
A. Modeling of the Nitrogen Oxide (NOx) Decomposition Process in Thermal Power Plants
The purpose of NOx decomposition process control in thermal power plants is to reduce the NOx concentration in the gas escaping from the flue of the plant boiler in order to protect the environment. The process has nonlinear dynamics dependent on the load demand of the plant, and the observable nonlinear characteristics are mainly due to variation in gain with load. The general NOx signal sensor has quite a large time delay (about 120 s, so that when compared with a 20-s sampling period the discrete NOx signal time-delay is six steps). To overcome the influence of the time-delay on the controller, an RBF-ARX model is used to predict the six-step-ahead NOx output of the process as follows: (24) where is the NOx signal to be predicted; are the inputs or disturbances of the process; , is the load demand series; and are the orders; is the time-delay of the process; and the RBF net-style coefficients are similar to those in model (3), where all the RBF networks use the same centers and scaling factors for simplicity. Hence, model (24) has linear weights and nonlinear parameters to be estimated. Fig. 1 shows a set of data sampled from a real NOx decomposition process. The working point of the process depends on the load demand . Fig. 2 shows the parameter search process for estimating (24) using both the presented SNPOM and also, for comparison, McLoone's method [6] , where the McLoone's idea-based algorithm combines the LMM for nonlinear parameters estimation and the LSM for linear weights estimation and in which LSM is carried out only one time at each iteration of nonlinear parameters search. Fig. 2 shows that SNPOM has a faster convergence rate and better modeling precision.
Note that the RBF-ARX(6,6,1,2) model (24) has 89 parameters to be estimated, of which only three are nonlinear parameters, so only a few search iterations need to be carried for the nonlinear parameters. Figs. 3 and 4 show the six-step-ahead prediction of the NOx signal based on a recursively estimated linear ARX model (the result is provided by Japan Chubu Electric Power Co.) and the RBF-ARX(6,6,1,2) model (24) estimated by SNPOM, respectively. The multistep prediction precision of the RBF-ARX model is much better than that of the recursively estimated linear ARX model. Because of the nonlinearity and faster variation of working point of the process, the multi-step-ahead prediction using the recursively estimated linear ARX model gave larger predictive errors especially when there were large load variations as may be seen from Fig. 3 .
B. Modeling of a Complex Nonlinear Time Series
Here we use the Mackey-Glass equation (a well-known chaotic benchmark time series) in order to compare not only the performance of the RBF-AR model (24) (with and RBF network (4) but also to compare different optimization methods. In the Mackey-Glass equation (25) the selected equation parameters , , and will be used.
The original Mackey-Glass series is shown in Fig. 5 , in which the first 500 data points are used to train the model, and the last 500 data points are used to test the model. Fig. 6 shows the convergence of the prediction error variance for the RBF-ARX(5,3,2) and RBF(5,5) model during parameter search iteration using SNPOM (as presented in this paper), LMM [5] , Gauss-Newton method (GNM) [see e.g., [17] ] and trust region method (TRM) [see, e.g., [18] ], respectively. It is clear that the SNPOM has the fastest convergence rate, and the estimated model's predictive error variance using SNPOM is also smaller than that of other methods.
For the RBF-network/RBF-AR-model and the trainingdata/testing-data respectively, Table I gives comparisons between SNPOM and another method, the evolutionary programming algorithm (EPA) proposed by Shi et al. [15] , which is a mutual estimation procedure based on evolutionary programming and the standard linear least squares method, where the AIC values are measured as in (23). Table I shows that in all cases, the estimation performance of SNPOM is better than that of EPA, especially for RBF networks. It is also clear from Table I that an RBF-AR model with fewer model parameters may obtain better fitting precision than an RBF network.
V. CONCLUSION
The SNPOM presented in this paper is an off-line hybrid iteration optimization method, which gives fast convergence and satisfactory modeling accuracy compared with many other methods. It may be effectively used for parameter optimization of RBF-type models and other similar nonlinear models whose parameters can be divided into two sets, linear and nonlinear. This is especially true for cases where the number of linear parameters is larger than the number of nonlinear parameters. The RBF-ARX model estimated off-line by SNPOM is a global model which effectively describes some smooth nonlinear dynamics, and which synthesizes the merits of RBF networks and of AR models.
