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Los sistemas conocidos como lazos de control en red (NCS, Networked Control Systems),
emplean una red de comunicacio´n que permite a los nodos sensor, controlador y actuador com-
partir informacio´n a trave´s de la misma. Dichos sistemas se caracterizan por trabajar con dos
puntos de sincronizacio´n (muestreo y actuacio´n) para realizar una accio´n de control en una
planta. Adema´s, debido al uso de una red de comunicacio´n, se insertan retardos de tiempo, que
producen problemas de sincronizacio´n como retardos de control, errores transitorios y jitter. La
mayorı´a de los ana´lisis realizados para hacer frente a estos problemas requieren que los retardos
de control sean constantes y que los puntos de sincronizacio´n esten bien definidos en el tiempo,
lo cual es difı´cilmente conseguido debido a la latencia de la red y a factores externos que afectan
al desempen˜o del sistema. Dentro de este marco, se ha desarrollado un nuevo modelo matema´ti-
co el cual soluciona los problemas de sincronizacio´n y adicionalmente basa su funcionamiento
en un solo punto de sincronizacio´n, en los instantes de actuacio´n. El presente trabajo aborda
algunas pautas de implementacio´n para hacer esta nueva te´cnica aplicable sobre microcontro-
ladores reales; donde los resultados de simulacio´n y experimentos pra´cticos confirman que la
te´cnica de sincronizacio´n en los instantes de actuacio´n es efectiva.
VIII
Abstract
The systems known as networked control systems (NCS), use a communication network
that allows the sensor, controller and actuator nodes to share information through it. These sys-
tems are characterized by working with two synchronization points (sampling and actuation) to
perform a control action in a plant, in addition, due to the use of a communication network time
delays are inserted, which produce synchronization problems such as control delays, transient
errors and jitter. Most of the analyzes carried out to deal with these problems require both cons-
tant control delays and well defined in time synchronization points. This is difficult to achieve
due to the latency of the network and external factors that affect the performance of the system.
Within this framework, a new mathematical model has been developed which solves synchro-
nization problems and also bases its operation on a single synchronization point at actuation
instants. This paper addresses some implementation guidelines to make this new technique
applicable to real microcontrollers; where the results of simulation and practical experiments
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Los avances en las tecnologı´as de la computacio´n y comunicaciones han dado origen a un
tipo de sistema de control, el cual emplea una red de comunicacio´n que permite a los nodos
tales como sensor, controlador y actuador intercambiar informacio´n por medio de la misma.
Estos sistemas son comu´nmente conocidos como NCS (Networked Control Systems)[1].
Al aplicarse en una NCS un modelo de control convencional, se requiere una invarianza de
tiempo con un muestreo equidistante. La invarianza de tiempo requiere que los retardos de con-
trol sean constantes y que las acciones de control y muestreo sean bien definidos en el tiempo.
Como los modelos de control convencional no tienen el mismo desempen˜o con una NCS, se
genera entonces variaciones de tiempo. Para solucionar los problemas que generan las varia-
ciones de tiempo, se las incluye en el disen˜o del controlador o deben de ser despreciables en
comparacio´n con la dina´mica del proceso controlado. Estas variaciones de tiempo dan origen a
problemas de sincronizacio´n tales como retrasos de control, errores transitorios, y jitter [2].
Este nuevo enfoque se centra en que todas las operaciones de control sean sincronizadas en
los instantes de actuacio´n, lo cual permite instantes de muestreo irregulares y ofrece robustez
frente a los jitters y otros problemas de sincronizacio´n.
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1.2. Objetivos
El objetivo principal de este proyecto consiste en desarrollar una te´cnica de control en red
con sincronizacio´n en los instantes de actuacio´n. Los siguientes objetivos especificos son tam-
bie´n realizados:
Abordar el estado del arte referente a los lazos de control basados en red.
Desarrollar una estrategia que permita controlar plantas en los instantes de actuacio´n.
Simular la estrategia para comprobar su desempen˜o.
Implementar el algoritmo de control para validarlo sobre un microcontrolador real.
1.3. Antecedentes
El modelo de espacio de estado para un sistema de control discreto, lineal e invariable en el
tiempo con retardo de tiempo, implica un tiempo de sincronizacio´n en los instantes de mues-
treo y actuacio´n suponiendo que el muestreo y la actuacio´n ocurren al inicio y al final de cada
operacio´n de tarea.
Para una NCS la sincronizacio´n llega a ser el aspecto ma´s crı´tico puesto que los retardos de
tiempo variables evitan el correcto funcionamiento del sistema. Para hacer frente a estos pro-
blemas se han realizado investigaciones como en [3] y [4], donde se obtiene modelos de control
matema´ticos que son usados para el ana´lisis y disen˜o de controladores con muestreo perio´dico.
Este algoritmo de sistemas de control en red sincronizado en los instantes de actuacio´n ofre-
ce un modelo de espacio de estado para tareas de control en tiempo real, con el fin de resolver
los problemas que se generan en un sistema de control donde afecta los retardos de tiempo y los
problemas que conllevan los mismos.
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Sin embargo, la aplicacio´n de esta solucio´n propuesta basa su operacio´n en mediciones de
tiempo absoluto, y por lo tanto requiere sincronizacio´n de reloj precisa entre los nodos de la red,
aprovechando el protocolo PTP [5] la sincronizacio´n de reloj esta´ garantizada, este requisito se
discute y se analiza para el caso especı´fico de NCS basado en CAN (Control Area Network)[6].
1.4. Problema
Cuando los sensores y actuadores se comunican con un controlador remoto a trave´s de una
red multipropo´sito es necesario usar te´cnicas mejoradas para la estimacio´n del estado, la deter-
minacio´n de la estabilidad del lazo cerrado y la sı´ntesis del controlador. Los sistemas de control
en red son sistemas en los que la comunicacio´n entre sensores, actuadores y controladores se
produce a trave´s de una red de comunicacio´n digital de banda limitada compartida[4].
Debido a que las NCS tienen una arquitectura flexible y los costos en instalacio´n y manteni-
miento son reducidos, sus aplicaciones se encuentran en una amplia gama de a´reas tales como
redes de sensores mo´viles [7], cirugı´a remota [8], y vehı´culos ae´reos no tripulados (UAVs)[9],
etc.
Los retardos de tiempo presentes en los controladores de lazo cerrado basados en NCS,
generan problemas de sincronizacio´n como retrasos de control, jitter y errores transitorios, los
cuales evitan su correcto funcionamiento, y, para eliminar estos efectos negativos, muchas in-
vestigaciones se centran en encontrar soluciones basados en el supuesto de que la operacio´n de
los lazos de control esta´n sincronizados en los instantes de muestreo.
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1.5. Justificacio´n
Al suponer que un sistema tiene muestreo perio´dico, se asume una invariancia de tiempo, la
cual requiere que los retardos de control sean constantes y que las acciones de control y mues-
treo tengan lugar en instantes bien definidos en el tiempo [4]. Al no cumplirse estas exigencias,
es cuando se generan los problemas de sincronizacio´n.
La relevancia de este nuevo enfoque de sincronizacio´n esta´ en eliminar los problemas antes
mencionados implementando este nuevo algoritmo en los lazos de control basados en NCS.
1.6. Alcance
El presente proyecto se lo simulara´ en Matlab aplica´ndolo a una planta doble integrador




Para hacer frente a los problemas generados por los retardos de tiempo variables, se han
desarrollado varias te´cnicas como las que se presentan a continuacio´n.
2.1. Enfoque integrado
Para comenzar con el ana´lisis de [10], se implementa el lazo de control con una arquitectura
distribuida, con tres nodos que se comunican a trave´s de una red de comunicacio´n f ieldbus. En
la Figura 2.1, el nodo sensor muestrea al sistema y(t) con un perı´odo de muestreo h y envı´a los
datos al nodo controlador introduciendo un retardo de tiempo de comunicacio´n τsc (retardo de
tiempo del sensor a controlador). El nodo controlador por su parte ejecuta el ca´lculo de control
previamente disen˜ado, introduciendo un retardo de tiempo de ca´lculo τc, el cual se supondra´
constante para cada ejecucio´n del controlador. Del controlador se produce la salida u(t), la cual
se envı´a al nodo actuador, introduciendo otro retardo de tiempo de comunicacio´n τca (retardo
de tiempo del controlador al actuador).
La acumulacio´n de los retardos de tiempo inducidos por la arquitectura distribuida llamada
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Figura 2.1: Arquitectura distribuida basada en Fieldbus.
retardo de tiempo de muestreo a actuacio´n se describe por
τ = τsc+ τc+ τca. (2.1)
Para propo´sitos de control, se describe un modelo de espacio de estados para el sistema in-




= Ax(t)+Bu(t− τ) (2.2)
y(t) =Cx(t)+Du(t), (2.3)
donde se supone que τ es menor que el perı´odo de muestreo h, describiendo ası´ el sistema de














El sistema especificado por 2.4 y 2.5 puede controlarse mediante retroalimentacio´n de esta-
do, expresados en 2.6, donde L, la ley de control de realimentacio´n de estado se puede obtener
mediante una estrategia de disen˜o de control, como la ubicacio´n de polos o enfoque de optimi-
zacio´n.
u(kh) =−L(h,τ)x(kh) (2.6)
Luego del proceso de disen˜o, el nodo controlador ejecutara´ un algoritmo de control que
dependera´ del perı´odo de muestreo h y del retardo de tiempo constante de muestreo a actuacio´n
τ . Aquı´ surgen dos problemas de implementacio´n:
1. Al asumir τ constante, τsc y τca variara´n segu´n las caracterı´sticas de la red fieldbus, la
polı´tica de control de acceso al medio y el tra´fico de datos. Por lo tanto τ variara´ en cada
ejecucio´n del lazo de control. Representando un problema, debido a que 2.6 basada en
2.5 y 2.4 se ha disen˜ado suponiendo que τ es constante.
2. El algoritmo de control exige que el perı´odo de muestreo y los retardos de tiempo de
muestreo-actuacio´n se conozcan al comienzo de cada ejecucio´n del controlador. El nodo
sensor realiza un muestreo perio´dico con h y el retardo de tiempo de ca´lculo τc son co-
nocidos y constantes y se los conoce al comienzo de cada ejecucio´n del controlador. Los
retardos de tiempo variables de muestreo a actuacio´n inducidos por la red no pueden ser
conocidos completamente, ası´ τsc se puede conocer usando te´cnicas de marcas de tiempo
si se asume un tiempo global para la sincronizacio´n de reloj en la arquitectura, pero τca
no se puede conocer al inicio de la ejecucio´n del controlador.
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La propuesta para hacer frente a estos problemas es el de modificar la arquitectura distribui-
da, ejecutando el controlador inmediatamente antes de que la salida se envı´e a la planta, es decir
eliminar el nodo controlador y mover el ca´lculo de control al nodo actuador, como se observa
en la Figura 2.2.
Figura 2.2: Nueva arquitectura distribuida.
Con esta nueva arquitectura, cada retardo de tiempo de actuacio´n a muestreo puede cono-
cerse al inicio de cada ejecucio´n de calculo del controlador, representado por
τ = τsa+ τc (2.7)
donde τc sera´ un retardo de tiempo fijo pero τsa variara en cada ejecucio´n del lazo de control
debido a las caracterı´sticas de comunicacio´n de fieldbus y la dina´mica. Ası´, la estrategia de
disen˜o de control debera´ tener en cuenta esta variacio´n, sabie´ndose que esta sera´ limitada, es
decir, τsa tomara valores dentro de un rango discreto conocido determinado en la etapa de disen˜o
segu´n las latencia de mensaje del peor de los casos de fieldbus. Por lo tanto, en cada ejecucio´n k
del ca´lculo de control, el retardo de tiempo de muestreo a actuacio´n (τk) tomara´ valores dentro
del rango generalizado descrito por
0≤ τk ≤ Latencia de mensaje del peor caso de Fieldbus. (2.8)
Sabiendo esto, el ca´lculo de control puede compensar el tiempo de ejecucio´n para cada
retardo de tiempo en cada ejecucio´n del lazo de control si implementa el sistema de datos
muestreados con un retardo de tiempo descrito en 2.4 y 2.5 formuladas como 2.9 y 2.10, donde
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2.2. Sincronizacio´n de muestreo y actuacio´n en ausencia de
tiempo global
Los enfoques efectivos que se utilizan en una NCS a menudo requieren el imponer una
ejecucio´n perio´dica de operaciones de muestreo y/o actuacio´n, que imponen retrasos de tiem-
po constantes sincronizados. Teniendo en cuenta que el muestreo y la actuacio´n se realizan en
diferentes nodos de la red, el tiempo global GT (t) entre los nodos logrado por la sincroniza-
cio´n del reloj es la estrategia esta´ndar que permite tales operaciones sincronizadas. Esta te´cnica
presentada en esta investigacio´n, permite implementar las operaciones de muestreo y actuacio´n
en una NCS con la ausencia de un tiempo global. Esto se logra administrando tiempos locales
entre los nodos de la red en lugar de forzar el mismo tiempo global en todos los nodos.
Definiendo la progresio´n de tiempo para cada nodo como una funcio´n del tiempo global que
permita que S(t), C(t), A(t), indiquen los tiempos locales en el sensor, controlador y actuador
9
respectivamente. Dejando a GT (t) sea el tiempo global definido por
GT (t) = t, t ∈R+. (2.11)
Por lo tanto, los tiempos locales pueden ser descritos por
S(t) = kst+φs, C(t) = kct+φc, A(t) = kat+φa, (2.12)
donde φs, φc, y φa modelan la desincronizacio´n dada por los diferentes tiempos de inicio en
los diversos nodos, y ks, kc, y ka modelan los desvı´os de relojes locales con respecto al tiempo
global.
Figura 2.3: Te´cnica de sincronizacio´n
La te´cnica de sincronizacio´n esta basada en tres pasos:
1. En primer lugar, el intervalo de tiempo τk transcurrido desde el tiempo de muestreo “adi-
vinado” hasta el tiempo de actuacio´n perio´dica esperado kh se calcula en el nodo con-
trolador. Aquı´, se considera que en el nodo controlador el tiempo de muestreo C(tsk) se
ha realizado en la recepcio´n del mensaje entrante, C(t1), teniendo en cuenta su tiempo de
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transmisio´n τt , es decir
C(tsk) =C(t1)− τt . (2.13)
Lo cual es verdad si se impone que la planta sea muestreada justo antes de que el mensaje
del sensor sea transmitido exitosamente. Esto explica por que las operaciones de mues-
treo sk (flecha hacia arriba) en la Figura 2.3 aparecen justo antes de las transmisiones de
mensajes del sensor (subcaja verde) y no cada cierto periodo h. Luego, el controlador,
sabiendo que el actuador aplicara´ la sen˜al de control perio´dicamente, en C(kh), puede
calcular el intervalo de tiempo τk que debe transcurrir entre el tiempo de muestreo y el
tiempo de actuacio´n como
τk =C(kh)−C(tsk) =C(kh)− (C(t1)− τt). (2.14)
Este intervalo de tiempo puede variar cada operacio´n de lazo cerrado.
2. Segundo, el controlador actualiza este intervalo de tiempo τk, obteniendo τA. Esto se de-
be a que ya ha sido parcialmente consumido y sera´ consumido antes que el mensaje del
controlador llegue al actuador. Ba´sicamente, resta de τk el tiempo de ejecucio´n del con-
trolador C(t2)−C(t1), y los tiempos de transmisio´n de mensaje del sensor y controlador,
2τt . Usando 2.14 se obtiene el intervalo de tiempo enviado al actuador τA, ası´
τA =C(kh)−C(t2)− τt . (2.15)
3. El nodo actuador esperara τA para aplicar la sen˜al de control.
2.2.1. Pseudoco´digo sin asumir un tiempo global
Cada nodo de un lazo de control en red que use esta te´cnica de sincronizacio´n, debe im-
plementar en el sesor, controlador y actuador, los pseudoco´digos presentados en el algoritmo 1
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para sincronizar las operaciones sin asumir un tiempo global.
En el sensor, luego que se llevo a cabo una accio´n del actuador, se muestrea la planta y el
mensaje del sensor se intenta enviarlo. Esto se repite hasta que se transmita exitosamente el
mensaje.




send sensor message (Sk);
until TX success f ull;
end
Algoritmo 1.2: Pseudoco´digo para el nodo controlador
begin
Sk := receive sensor message;
C(t1) := get time();
τk :=C(hk)− (C(t1)− τt);
Uk := f2(Sk,τk);
repeat
C(t2) := get time();
τA :=C(hk)− (C(t2)− τt);
send controller message (Uk,τA);
until TX success f ull;
end
Algoritmo 1.3: Pseudoco´digo para el nodo actuador
begin
(Uk,τA) := receive controller message;
delay (τA);
apply control signal (Uk);
end
Algoritmo 1: Pseudoco´digo sin asumir tiempo global
El controlador tras recibir el mensaje del sensor, obtiene el tiempo actual y calcula τk, y
una accio´n de control. Particularmente, f2(.) puede disen˜arse usando one-shot task [11], el cual
a sido desarrollado para sistemas de control con un muestreo aperio´dico y una actuacio´n pe-
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rio´dica. No´tese que para calcular τA, se realiza permanentemente hasta que el mensaje se envı´e
exitosamente.
En el actuador, tras recibir el mensaje del controlador, se programa un timmer, el cual se
disparara´ luego de τA unidades de tiempo y entonces se aplicara la sen˜al de control a la planta
[12].
2.3. Reduccio´n del tra´fico de datos sin sacrificar el rendi-
miento en un NCS
En [13] se presenta un mecanismo de ejecucio´n alternativo para cada lazo de control en red
que permite reducir el uso de ancho de banda de red al modificar el algoritmo del nodo sensor,
mientras que garantiza el mismo o mejor rendimiento de control que el logrado por un caso pe-
rio´dico. Para aplicar esta nueva regla de ejecucio´n, se utiliza un paradigma de ejecucio´n de cada
lazo de control activado por eventos, en lugar de un paradigma activado por tiempo, esto debido
a que el control disparado por eventos ha demostrado ser una te´cnica prometedora para reducir
la demanda computacional de los controladores. Esta te´cnica consiste en que el nodo sensor
busca el tiempo de activacio´n del lazo siguiente ma´s lejano que se pueda aplicar, considerando
que el rendimiento resultante no disminuya con respecto al desempen˜o dado por un controlador
perio´dico, el peor de los casos a ejecutarse en este enfoque, es cuando el lazo de control se
producira´ una vez transcurrido el perio´do de muestre´o, de lo contrario, este se ejecutara´ luego,
reduciendo ası´ la tasa de tra´fico en la red.
Para analizar esta te´cnica se considera que la planta para el sistema de control en red se
describe mediante un sistema lineal de tiempo continuo
x˙(t) = Ax(t)+Bu(t) (2.16)
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y(t) =Cx(t)
donde x ∈ R(n×1) es el estado de la planta, u ∈ R es la sen˜al de control (entrada), A ∈ R(n×n) y
B ∈R(n×1) son las matrices de sistema y de entrada, respectivamente, y C ∈R(1×n) es la matriz
de salida. Dejando
u(t) = u(k) = Lx(tk) = Lxk ∀t ∈ [tk, tk+1) (2.17)
sea las actualizaciones de control dadas por un controlador de retroalimentacio´n lineal L di-
sen˜ado en el dominio de tiempo discreto usando solo muestras del estado en instantes discretos
t0, t1.....tk.
Por otro lado, para cada lazo de control en red, en lugar de aplicar el control perio´dico, se
interesa lograr un patro´n de ejecucio´n no perio´dico, basado en:
1. ampliando en cada ejecucio´n del controlador el intervalo de muestreo actual
2. mientras que proporciona el mismo o mejor rendimiento de control que el caso perio´dico
3. suponiendo que la ganancia L del controlador disen˜ada para el escenario perio´dico se
mantiene constante en el nuevo enfoque de ejecucio´n no perio´dica
4. y considerando que las pro´ximas activaciones despue´s de la actual sera´n perio´dicas.
Figura 2.4: Patrones de ejecucio´n perio´dica (lı´nea superior), versus no perio´dica (lı´nea inferior)
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La lı´nea superior de la Figura 2.4, ejemplifica la ejecucio´n perio´dica de un lazo de con-
trol, con tk+1− tk = h donde k = 0, ...,∞, evaluando su desempen˜o con una funcio´n de costo
J evaluada a partir del tiempo actual (t0 = 0) a infinito, etiquetado como J∞0 . La lı´nea inferior
ejemplifica el enfoque propuesto. Denotando τ = t1− t0 el intervalo de tiempo desde el tiempo
actual t0 hasta el siguiente tiempo de activacio´n t1. Durante el intervalo de tiempo τ , la ejecucio´n
actual del lazo de control esta´ teniendo lugar. Desde t1 a infinito, se supone que las ejecuciones
del lazo de control son perio´dicas con el perı´odo anterior, es decir, suponiendo que tk+1− tk = h
con k = 1, ...,∞. Para este enfoque, Jτ0 denota la funcio´n de costo J evaluada durante τ , y J
∞
τ
denota el costo restante J evaluado de t1 a infinito debido a las pro´ximas ejecuciones perio´dicas
asumidas. Para simplificar, se usa
J(τ) = Jτ0 + J
∞
τ (2.18)
para denotar la evaluacio´n del tiempo actual t0 = 0 hasta el infinito de la funcio´n de costo J al
usar el patro´n de ejecucio´n no perio´dica del enfoque presentado. Para un lazo de control dado,
el problema a resolver en cada ejecucio´n del lazo de control es encontrar el valor τ ma´s largo
de manera que
J(τ)≤ J∞0 con τ ≥ h. (2.19)
2.3.1. Problema de optimizacio´n
Encontrar el τ ma´s largo que satisface 2.19 se puede transformar en un problema de optimi-







J∞0 − J(τ)≥ 0 (2.22)
τ > h (2.23)
x(τ) =Φ(τ)x0+Γ(τ)u0 (2.24)
donde u0 = Lx0 (2.25)
y Φ(τ) = eAτ , Γ(τ) =
∫ τ
0
eAsdsB, τ ∈ [tk, tk+1). (2.26)
La funcio´n 2.20 indica que en cada ejecucio´n de lazo cerrado deberı´amos encontrar el mayor
τ cuyo costo J(τ) es igual o menor que el costo J∞0 dado por el enfoque de ejecucio´n perio´dica,
restriccio´n especificada por 2.22.
La restriccio´n 2.21 reduce el conjunto de restricciones a un conjunto de puntos aislados
(puntos crı´ticos) que puede contener un ma´ximo y un mı´nimo para J.
La restriccio´n 2.23 asegura que el siguiente tiempo de activacio´n ocurrira´ ma´s tarde que el
tiempo especificado por h, y la restriccio´n 2.24 modela au´n ma´s la bu´squeda de τ porque esta´
restringida a la dina´mica especı´fica de ciclo cerrado en consideracio´n.
Para solucionar el problema de optimizacio´n 2.20-2.24 con el caso de que la funcio´n de
costo J y la ganancia de controlador L son las esta´ndar usadas en un ajuste de control o´ptimo.
Por lo tanto, para cada lazo de control 2.16, el rendimiento del control se mide mediante una
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[xT (t)Qcx(t)+uT (t)Rcu(t)+2xT (t)Ncu(t)]dt, (2.27)
donde las matrices de ponderacio´n Qc y Rc son matrices semi-definidas positivas sime´tricas
[14].
La evaluacio´n de 2.27 varia si se adopta un enfoque de ejecucio´n perio´dico o aperio´dico.
Para el caso perio´dico, si la ganancia L en 2.17 se disen˜a utilizando control lineal cuadra´tico




donde S(h) es la solucio´n a la ecuacio´n algebraica de Riccati, y x0 es un estado inicial dado.
Para una ejecucio´n aperio´dica, y usando la misma ganancia L que antes, la evaluacio´n del
costo 2.27 se puede especificar en te´rminos de Jτ0 y J
∞








Al observar el problema de optimizacio´n 2.20-2.24, el primer paso es encontrar los puntos











Q¯= [2SA+Qc], N¯ = [Nc+SB], R¯= Rc.
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Para resolver 2.31, x(τ) debe hacerse explı´citamente en funcio´n de τ , y luego resuelve para τ .
Un enfoque general puede ser el usar una aproximacio´n de orden n de x(τ) si no existe una
expresio´n exacta para x(τ). En primer lugar, Φ(τ) y Γ(τ) en 2.24 pueden escribirse en te´rminos
de Ψ(τ) como [14]
















Teniendo en cuenta 2.25 y sustituyendo 2.32 y 2.33 en la restriccio´n 2.24 se obtiene
x(τ) = x0+AΨ(τ)x0+Ψ(τ)BLx0. (2.35)
Las matrices de conmutacio´n Ψ(τ) y A, 2.35 se puede escribir como
x(τ) = x0+Ψ(τ)[A+BL]x0. (2.36)









2.3.2. Resumen de la nueva te´cnica
La solucio´n explicita presentada anteriormente se puede resumir a continuacio´n:
1. Dado un estado inicial x0, calcule x(τ) como en 2.37 si no existe una solucio´n exacta, y
calcule u0 como en 2.25 considerando que L esta´ disen˜ado para un perı´odo de muestreo
dado h.
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2. Calcule 2.31 y resuelva para τ , y mantenga los verdaderos positivos ma´s largos que h.
3. Calcule el costo de cada valor τ , como en 2.18 considerando 2.29 y 2.30, y calcule el costo
del controlador perio´dico, como en 2.28. Luego mantenga esos valores τ que satisfagan
la restriccio´n 2.22 y elija el ma´s grande.
4. Si en cualquier paso el conjunto de valores para τ esta´ vacı´o, tome τ = h.
2.3.3. Pseudoco´digo de la nueva regla de ejecucio´n
Suponiendo un modelo simple de ejecucio´n para cada circuito de control en red, el algorit-
mo 2 ilustra los co´digos ba´sicos que se ejecutara´n en los nodos de sensor, controlador y actuador
si se considera un enfoque perio´dico.
Algoritmo 2.1: Pseudoco´digo para el nodo sensor disparado por interrupcio´n cada h
begin
Xk := sample();
send sensor message (Xk);
end
Algoritmo 2.2: Pseudoco´digo para el nodo controlador, disparado por recepcio´n de mensaje
begin
Xk := receive sensor message();
Uk := compute control signal(L,Xk);
send controller message (Uk);
end
Algoritmo 2.3: Pseudoco´digo para el nodo actuador, disparado por recepcio´n de mensaje
begin
(Uk) := receive controller message();
apply control signal (Uk);
end
Algoritmo 2: Pseudoco´digo para control perio´dico
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La implementacio´n del enfoque presentado modifica el pseudoco´digo del nodo del sensor
como se ilustra en el algoritmo 3. En este caso, el nodo del sensor se dispara de acuerdo con τ ,
que puede variar en cada ejecucio´n del sensor. Y la ejecucio´n del ca´lculo τ , que da la solucio´n
al problema de optimizacio´n 2.20-2.24, es la nueva te´cnica presentada en la subseccio´n 2.3.2.
1: begin
2: X(k) := sample();




Algoritmo 3: Pseudoco´digo con la nueva regla de ejecucio´n disparado por interrupcio´n cada
τ
2.4. Control predictivo en red basado en eventos
El me´todo de control predictivo en red (NPC) [15], es un modelo basado en un algoritmo
de control predictivo y aprovecha la caracterı´stica de que un paquete de datos se puede transfe-
rir simulta´neamente en la red. Este nuevo me´todo presentado en esta investigacio´n se basa en
eventos donde un grupo de secuencias de control futuras para cada delay de tiempo posible son
empaquetados y envı´ados a la planta a traves´ de la red. En el lado de la planta se selecciona la
sen˜al de control basandose en las salidas del sistema y almacenadas en lugar de seleccionarse
con la medicio´n del retardo de transmisio´n como en [16] y posteriormente aplicada a la planta.
La Figura 2.5, muestra la estructura del sistema NPC basado en eventos, el cual se puede
dividir en dos secciones. Una seccio´n es el lado de la planta, el cual se compone de un compen-
sador de retardo de red y un bu´fer del actuador. En la otra seccio´n se encuentra el controlador
basado en eventos, el cual consiste de un generador de prediccio´n de control y un identificador
en linea.
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Figura 2.5: Estructura de una NPC basado en eventos
2.4.1. Generador de control predictivo basado en eventos
El generador de control trabaja solo cuando recibe del lado de la planta los datos del canal
de retroalimentacio´n, caso contrario, sin recibir datos nuevos del lado de la planta esta´ en estado
inactivo. Sea R[z−1,n] el conjunto de polinomios en el indeterminado z−1 con coeficientes en el
campo de los nu´meros reales y con el orden n en un conjunto de nu´meros enteros no negativos.
Por ejemplo, un polinomio A(z−1) ∈ R[z−1,n], es decir, A(z−1) = a0 + a1z−1 + ...+ anz−n.
Adema´s considerando una planta SISO de tiempo discreto definida por el modelo de promedio
mo´vil autoregresivo
A(z−1)y(t) = B(z−1)u(t−1) (2.38)
donde u(t) y y(t) son la entrada y salida de lazo abierto de la planta, y A(z−1) ∈ R[z−1,n] y
a0 = 1 y B(z−1) ∈ R[z−1,n] son los polinomios del sistema.
Sin considerar el retraso de transmisio´n de la red, un controlador esta´ disen˜ado como
C(z−1)u(t) = D(z−1)e(t) (2.39)
donde los polinomios C(z−1) ∈ R[z−1,nc] y c0 = 1 y D(z−1) ∈ R[z−1,nd], y
e(t) = r(t)− y(t) (2.40)
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donde y(t) es la prediccio´n de salida, y r(t) es la entrada de referencia.
Denotando que tsc es el retardo de tiempo del canal de retroalimentacio´n. En el momento t,
el lado del controlador recibe un paquete del lado de la planta. Incluido en este paquete esta´n
las secuencias de salidas de la planta y [incluyendo y(t− tsc),y(t− tsc−1), ...,y(t− tsc−n)], y
las secuencias de control previas u [incluyendo u(t− tsc−1),u(t− tsc−2), ...,u(t− tsc−nc)], e
indica el tiempo al que se empaqueta y envia el paquete.
Para simplicidad del ana´lisis, se asume que el ma´ximo retardo de tiempo esta limitado por
N-pasos. Definiendo la operacio´n en las predicciones como
x(t+ i|t) = q−1x(t+ i+1|t), for i= 0,1, ... (2.41)
x(t−1) = q−1x(t|t) (2.42)
x(t− i−1) = q−1x(t− i), for i= 1,2, ... (2.43)
para i = 0,1,2, ..., donde x(.) representa y(.) o u(.), y x(t+ i|t) denota la i-ene´sima prediccio´n
de paso futuro de x(t) basado en los datos previos hasta el momento t.
Para predecir la secuencia de control futura, tenemos
y(t− tsc|t− tsc) = y(t− tsc). (2.44)
La secuencia de control correspondiente puede ser calculado como
u(t− tsc|t− tsc) = (1−C(q−1))u(t− tsc|t− tsc)+D(q−1)(r(t− tsc)− y(t− tsc|t− tsc)). (2.45)
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Es muy simple mostrar que recursivamente la salida futura de la planta es
y(t− tsc+k|t− tsc) = (1−A(q−1))y(t− tsc+k|t− tsc)+B(q−1)(u(t− tsc+k−1|t− tsc) (2.46)
donde k = 0,1, ...,N−1, y la sen˜al de control futura es
u(t−tsc+k|t−tsc)= (1−C(q−1))u(t−tsc+k|t−tsc)+D(q−1)(r(t−tsc+k)−y(t−tsc+k|t−tsc))
(2.47)
donde k = 0,1, ...,N−1.
Despue´s de un ca´lculo de N-pasos, se obtiene la secuencia de control futuraU(t− tsc|t− tsc)
y la secuencia de salida del sistema futuro Y (t− tsc|t− tsc), donde
U(t− tsc|t− tsc) = [u(t− tsc|t− tsc),u(t− tsc+1|t− tsc), ...,u(t− tsc+N−1|t− tsc)]T (2.48)
Y (t− tsc|t− tsc) = [y(t− tsc|t− tsc),y(t− tsc+1|t− tsc), ...,y(t− tsc+N−1|t− tsc)]T . (2.49)
Luego de haberse generado 2.48 y 2.49, son empaquetados juntos y enviados a la seccio´n de la
planta.
2.4.2. Compensador de retardo de red
La tarea del compensador es la de elegir la sen˜al apropiada para la secuencia futura de con-
trol predecido, considerando dos escenarios.
1. El paquete de control se recibe durante el ciclo de control
Si se lo recibe durante el ciclo de control en el tiempo t del lado de la planta, el compensador
debe elegir la sen˜al de control apropiada de la secuencia entrante. La seleccio´n se basa en la
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salida previa del sistema y(t− 1),y(t− 2), ...y(t− n) que esta´n almacenadas en el bu´fer de la
planta.
Para encontrar la mejor sen˜al de control para el actuador se compara la secuencia de predic-
cio´n de salida y(t−td+k−1|t−td),y(t−td+k−2|t−td), ...y(t−td+k−m|t−td) con la salida
de la planta almacenada actualmente y(t− 1),y(t− 2), ...y(t−m), donde k = m,m+ 1, ...,N y
m es la profundidad de comparacio´n, seleccionando y aplicando la salida de control correspon-
diente u(t− td+ k|t− td).
El detalle del algoritmo de ajuste se describe a continuacio´n. Si la profundidad de compara-
cio´n es m, entonces el coeficiente de peso se define como α1,α2, ...,αm, donde αk representa
la importancia relativa de la salida previa de k− pasos a la salida del controlador actual. La
fo´rmula de comparacio´n es
Jk = α1|y(t− td+ k−1|t− td)− y(t−1)|+α2|y(t− td+ k−2|t− td)− y(t−2)|
+ ...αm|y(t− td+ k−m|t− td)− y(t−m)|.
(2.50)
Cada J1,J2, ...,JN−m se calcula, respectivamente, y se compara entre sı´. El Jk ma´s pequen˜o
es seleccionado. De forma correspondiente, el valor k de la secuencia de controlU(t− td|t− td)
se elige como la sen˜al del actuador.
2. El paquete de control no se recibe durante el ciclo de control
Debido al rendimiento aleatorio de la red, es posible que no se reciba un paquete de control
durante el ciclo de control. En esta situacio´n, se debe comparar la secuencia previa U(t− td−
1|t− td−1) y Y (t− td−1|t− td−1). La adaptacio´n del enfoque descrito previamente deberı´a
dar como resultado el mismo resultado que si el paquete de control se recibe durante el ciclo de
control. La fo´rmula de comparacio´n es
Jk = α1|y(t− td+ k−2|t− td−1)− y(t−1)|+α2|y(t− td+ k−3|t− td−1)− y(t−2)|
+ ...αm|y(t− td+ k−m−1|t− td−1)− y(t−m)|.
(2.51)
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Los valores J1,J2, ...,JN−m se comparan, y se elige el valor Jk ma´s pequen˜o y se selecciona valor
correspondiente en la secuencia de control U(t− td+ k−1|t− td).
2.4.3. Bu´fer del actuador
Luego de seleccionarse la sen˜al de control u, esta es almacenada con la sen˜al de salida
y. La longitud del bu´fer se determina por la descripcio´n del modelo y el me´todo de control












Las secuencias almacenadas en el bu´fer son requeridas para la prediccio´n de las secuencias
futuras y adema´s de la seleccio´n de la sen˜al adecuada de estas secuencias. Este proceso se
repite cuando se inicia un nuevo ciclo de control.
2.4.4. Identificador de para´metros on-line
La precisio´n del modelo es importante para el rendimiento de los sistemas NPC incluso
con este nuevo algoritmo de seleccio´n. Al no ser este modelo preciso, la calidad del control se
degradada e incluso puede inestabilizar al sistema de control. Dado que los sistemas de la planta
son invariables y ligeramente no lineales y tienen para´metros que son variables, dependiendo
de las condiciones de operacio´n, entonces el modelo que representa la planta debe seguir estos
cambios. Por lo tanto, se adopta un estimador de para´metros de mı´nimos cuadrados recursivos
en el esquema de control [18] . La planta se describe como
(1+a1z−1+ . . .+anz−n)y(t+d) = (b0+B1z−1+ . . .+bmz−m)u(t). (2.53)
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El algoritmo se puede escribir como




P(t) = [P(t−1)− P(t−1)ϕ(t)ϕ
T (t)P(t−1)
λ +ϕT (t)P(t−1)ϕ(t) ]/λ
(2.54)
donde el valor inicial del vector estimado θˆ = [−a1,−a2, . . . ,−an,b0,b1, . . . ,bn]T , el vector
regresio´n es
ϕ(t) = [y(t−1),y(t−2), ...,y(t−n),u(t−d),u(t−d−1), ...,u(t−d−m)]T (2.55)
y λ es el factor de olvido. El vector de regresio´n ϕ(t) y y(t) se obtiene del paquete enviado desde
el lado de la planta. Se almacenan en la memoria intermedia del actuador. ε(t) es la diferencia
entre la salida real y la prediccio´n de un paso ϕT (t)θˆ(t−1). Cuando ε(t) es grande, indica que
el modelo actual no es exacto. En este caso, el vector de para´metros θˆ(t) realizara´ los cambios




En este capı´tulo se realiza una revisio´n condensada de los lazos de control en red sincroni-
zados en los instantes de actuacio´n y posteriormente se establecen las directrices de implemen-
tacio´n del mismo.
3.1. Antecedentes
3.1.1. Arquitectura de una NCS
Un lazo de control simple basado en una NCS tiene una arquitectura como se muestra en la
Figura 3.1, donde el sensor, controlador y actuador intercambian datos a trave´z de mensajes de
red. El enviar un mensaje sobre una red toma un tiempo, por lo tanto en una NCS los retardos de
tiempo son introducidos en cada lazo de control. En este tipo de arquitectura se identifican tres
tipos de retardos de tiempo: retardo entre el sensor y controlador, τsc, retardo en el controlador,
τc, y el retardo entre el controlador y el actuador, τca. Dentro de cada perı´odo de muestreo h los
tres retardos de tiempo dan como resultado un retardo acumulado representado por
τ = τsc+ τc+ τca, (3.1)
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donde τsc y τca depende de la red de comunicacio´n y τc depende del algoritmo de control y el
nodo de procesamiento.
Figura 3.1: Arquitectura comu´n de una NCS
3.1.2. Modelo de control fundamental con retardo de tiempo
El enfoque comu´n para disen˜ar sistemas de control en red tiene dos pasos fundamentales. El
primero es obtener el modelo discreto de la planta y el segundo es disen˜ar una ley de control de
tiempo discreto para el modelo de la planta en tiempo discreto. Un enfoque tradicional sugiere
que en el lazo de control se mantenga un muestre´o y actuacio´n perio´dica.
Conside´rese la descripcio´n matema´tica tradicional de una planta dada por el modelo de
espacio de estados de un sistema de tiempo discreto lineal invariante en el tiempo con un perı´odo
de muestreo h [14]
xk+1 =Φ(h)xk+Γ(h)uk (3.2)
yk =Cxk,
donde xk es el estado de la planta, uk y yk son las entradas y salidas de la planta, la matriz
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C ∈ Rp×n es la matriz de salida y las matrices Φ(t) y Γ(t) se obtienen mediante




con t = h, donde A ∈ Rn×n y B ∈ Rn×m son las matrices de dina´mica del sistema y las matrices





Las variables m, n y p denotan las dimensiones de los estados, entradas y salidas respectiva-
mente.
Para la operacio´n de un lazo de control esta´ndar de 3.2, el comando de control uk se calcula
por
uk = Lxk con L ∈ R1×n, (3.5)
donde L es la ganancia de realimentacio´n de estado obtenida usando me´todos de disen˜o de
control esta´ndar de las matrices Φ(h) y Γ(h). La aplicacio´n de 3.5 a la planta dispone calcular
el comando de control con tiempo cero, lo cual es fı´sicamente imposible incluso para un lazo de
control basado en procesador, debido a que ejecutar el algoritmo de control toma cierto tiempo.
El modelo 3.2 puede ser modificado para hacer frente a un retraso de tiempo que modela una
latencia de Entrada/Salida que aparece debido al ca´lculo del algoritmo de control o debido a la
insercio´n de una red en un lazo de control, obteniendo un modelo esta´ndar que incorpora un
delay de tiempo τ , con τ ≤ h, es [19]
xk+1 =Φ(h)xk+Φ(h− τ)Γ(τ)uk−1+Γ(h− τ)uk. (3.6)
El modelo 3.6 se utiliza como modelo de control simple fundamental para el disen˜o y ana´li-
sis de NCS. Este modelo asume una referencia de tiempo dado por los instantes de muestreo
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con un retardo de tiempo fijo desde el muestreo hasta la actuacio´n, es decir, el sincronismo esta
dado por los instantes de muestreo. La aplicacio´n de este modelo en un lazo de control en red es
usualmente infringido, debido a que los retardos de tiempo insertan impredecibilidad de tiempo
desde el muestreo hacia la actuacio´n.
3.1.3. Modelo de control con sincronizacio´n en los instantes de actuacio´n
Para hacer frente a los problemas que generan los retardos de tiempo en un lazo de control
en red, se ha modificado el modelo de la seccio´n 3.1.2, permitiendo de esta forma eliminar el
retardo de tiempo de Entrada/Salida, y basar su funcionamiento en solo un punto de sincro-
nizacio´n (instante de actuacio´n) permitiendo de esta manera asimilar muestreos con tiempos
irregulares [19].
Sincronizando la operacio´n de cada lazo de control en los instantes de actuacio´n, se obtiene
que el tiempo transcurrido entre cada instante de actuacio´n consecutivo tk−1 y tk, es el perı´odo
de muestreo h. Dentro de este intervalo de tiempo el estado de la planta es muestreado, xs,k ∈
(tk−1, tk), y la marca de tiempo a la cual se tomo´ la muestra, ts,k. La diferencia entre este tiempo
y el tiempo del siguiente instante de actuacio´n
τk = tk− ts,k (3.7)
es usado para estimar el estado en el instante de actuacio´n como
xˆk =Φ(τk)xs,k+Γ(τk)uk−1. (3.8)
Haciendo uso de 3.8, se calcula la accio´n de control como
uk = Lxˆk con L ∈ R1×n (3.9)
donde L es la ganancia del controlador original como en 3.5. La accio´n de control uk se mantiene
constante entre cada instante de actuacio´n. Adema´s, la accio´n de muestreo no se requiere que
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sea perio´dica, debido a que τk en 3.7 puede variar en cada operacio´n del lazo de control.
3.2. Directrices de implementacio´n
3.2.1. Algoritmo de control
El algoritmo de control basado en 3.7 - 3.9 se fundamenta en mediciones de tiempo absolutas
y mensajes de control como lo ilustra la Figura 3.2 , donde las letras A, S, y C representan la
ejecucio´n del co´digo en el actuador, sensor y controlador respectivamente. Y los nu´meros 1, 2 y
3 representan los mensajes requeridos para cada operacio´n de lazo de control. Cada operacio´n
Figura 3.2: Operacio´n del algoritmo de control
de lazo de control se inicia por el nodo actuador luego de aplicar la sen˜al de control uk−1, inicia
el siguiente instante de actuacio´n tk, cuyo valor es enviado al sensor (mensaje 1). El sensor al
recibir el mensaje, muestrea la planta xs,k y obtiene la marca de tiempo absoluto ts,k. Este u´ltimo
juntamente con tk es usado para calcular τk para luego enviar al controlador xs,k y τk (mensaje
2). El controlador estima el estado de la planta que se aplicara en el instante tk, 3.8, y calcula
la accio´n de control uk, 3.9. La accio´n de control uk es enviada al actuador (mensaje 3), el
cual lo aplicara´ a la planta en el tiempo de actuacio´n sincronizado. El algoritmo 4, presenta los
pseudoco´digos necesarios para ejecutarse el lazo de control en red utilizando el enfoque actual.
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Algoritmo 4.1: Nodo sensor, disparado por mensaje
begin
mientras (no haya mensaje del actuador) hacer (nada);
tk := leer el mensaje;
(xs,k, ts,k) := lee el estado junto con la marca de tiempo;
τk := tk− ts,k;
envı´a el mensaje al controlador (xs,k,τk);
end
Algoritmo 4.2: Nodo controlador, disparado por mensaje
begin
mientras (no haya mensaje del sensor) hacer (nada);




envı´a el mensaje al actuador (uk);
end
Algoritmo 4.3: Nodo actuador, sincronizado por h
begin
mientras (no haya mensaje del controlador) hacer (nada);
uk := leer el mensaje;
esperar a la interrupcio´n de actuacio´n;
aplicar a la planta uk;
tk := tk+h;
envı´a el mensaje al sensor tk;
end
Algoritmo 4: Pseudoco´digo del sensor, controlador y actuador
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3.2.2. Sincronizacio´n de reloj
Como se ha mencionado previamente, el modelo de control con sincronizacio´n en los ins-
tantes de actuacio´n se basa su funcionamiento en mediciones de tiempo absolutas y mensajes,
siendo escencial para el correcto funcionamiento. Por lo tanto la sincronizacio´n de reloj y la
programacio´n de la red son de vital importancia.
Para llevar acabo este tipo de sincronizacio´n en el lazo de control en red, se asumira´ que los
nodos sensor, controlador y actuador esta´n basados en una red CAN. Adema´s que este´n sincro-
nizados usando el protocolo IEEE 1588 PTP (Presicion Time Protocol). Este protocolo asegura
que los eventos y marcas de tiempo en los nodos usen la misma base de tiempo. En [20] se de-
talla la aplicacio´n de este protocolo en microcontroladores de bajo costo, los cuales tı´picamente
funcionan a bajas frecuencias de reloj con una resolucio´n de tiempo pobre, especialmente en el
rango de los milisegundos. Teniendo en cuenta esta limitacio´n, la precisio´n de sincronizacio´n
para nuestra implementacio´n es de 1 ms. Esta precisio´n, aunque dista mucho de la precisio´n
de un microsegundo, que puede alcanzar este protocolo, en muchos casos es suficiente para los
propo´sitos de control.
El protocolo detalla que para llevar a cabo el proceso de sincronizacio´n cada reloj de los
nodos esclavo se deben sincronizar con el reloj del nodo maestro a trave´s de mensajes de sin-
cronizacio´n. El proceso de sincronizacio´n se lleva a cabo en dos fases.
1. Correccio´n de la diferencia de tiempo entre el maestro y esclavos. Como se detalla
en la Figura 3.3 la medicio´n de compensacio´n se lleva a cabo por medio de mensajes de
sincronizacio´n (TM1) el cual contiene el tiempo de transmisio´n. El esclavo al recibir este
mensaje mide el tiempo de recepcio´n, luego el maestro envı´a un segundo mensaje (men-
saje de seguimiento) con el tiempo exacto de transmisio´n de TM1, con estos parametros
el esclavo calcula la compensacio´n para aplicar al reloj. Este proceso se lleva a cabo en
intervalos de 2 segundos, adema´s, si en la red de comunicacio´n no se produce ningu´n
delay de transmisio´n de mensaje, los relojes ya se habra´n sincronizado.










































Figura 3.3: Correccio´n de diferencia de tiempo
el esclavo envı´a un mensaje de solicitud de delay (TS3) hacia el maestro, el cual contiene
el tiempo exacto de transmisio´n. El maestro tras recibir el mensaje determinara´ el tiempo
de recepcio´n de TS3 y lo enviara´ de regreso en un mensaje de respuesta del retardo de
tiempo (TM3). Con la ayuda de estos dos parametros, el esclavo puede calcular el retardo
de tiempo entre el esclavo y el maestro. La medicio´n de este parametro se lo realiza en




































Figura 3.4: Medicio´n de delay
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3.2.3. Protocolo CAN
El protocolo CAN especifica que el mensaje con el identificador ma´s bajo tiene la mayor
prioridad, por lo cual los conflictos de acceso al bus es resuelto por arbitraje de los identificado-
res. Tomando en cuenta esta regla se determina a los identificadores de mensaje de la siguiente
forma:
Los mensajes de sincronizacio´n de reloj tienen la prioridad ma´s alta.
Todos los mensajes enviados por el nodo actuador tienen el siguiente nivel de prioridad,
debido a que estos mensajes disparan la accio´n de operacio´n de cada lazo de control.
Los mensajes enviados por el nodo sensor tienen el siguiente nivel de prioridad.
Por u´ltimo, los mensajes enviados por el nodo controlador tienen el u´ltimo nivel de prio-
ridad.




En este capı´tulo, la teorı´a desarrollada hasta ahora es validada a trave´s de una simulacio´n en
el software Matlab y posteriormente aplicada en un ejemplo nume´rico, especı´ficamente sobre
un circuito electro´nico doble integrador. Adema´s, se analizan los resultados obtenidos para
corroborar su funcionamiento adecuado.
4.1. Descripcio´n del sistema
Se presenta un experimento sobre una planta real para ilustrar la teorı´a introducida en la
seccio´n anterior. Para lo cual se hace uso de la plataforma Arduino UNO y la shield CAN-BUS
DEV-10039. Cada shield CAN-BUS va apilada sobre la plataforma Arduino, permitiendo la
comunicacio´n mediante el bus CAN con el resto de nodos en la red.
En la Figura 4.1, se presenta el diagrama de conecciones del sistema para llevar a cabo la
implementacio´n del algoritmo 4. No´tese a) la red CAN-BUS, la cual es conformada por tres Ar-
duino UNO y tres shield CAN-BUS, que comprenden los nodos sensor, controlador y actuador,
necesarios para implementar el algoritmo 4. Adema´s de b) la planta doble integradora y c) el
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Como planta experimental se utiliza un circuito electro´nico de doble integracio´n (crı´tica-
















Como se detalla en el algoritmo 4, el valor τk es usado para la estimacio´n de estados xˆ en el
instante de actuacio´n de la planta τk, el cual tiende a variar en cada lazo de control. Es decir, que
la planta 4.1 se debe discretizar con los diferentes τk posibles, para lo cual se usaran funciones
polinomiales para inferir los valores e imitar su comportamiento en el microprocesador. Se
llamara´ al intervalo de los τk posibles T ∈ R1×s dentro de un intervalo cerrado [τk min,τk max]
como
T = {τk min,τk min+ τg,τk min+2τg, ...τk max}. (4.2)
donde τg es la granularidad de τk definida como la unidad de menor incremento para los valores
de estimacio´n de estado y s el largo de T .
El resultado obtenido de la discretizacio´n de las matrices A y B, y definiendo los valores del














donde el elementoΦ12(τk) varia su valor, mientras que los elementos restantes deΦ(τk) perma-
necen constantes, adema´s, en la matriz Γ(τk) ambos elementos varian su valor, pero el elemento
Γ21(τk) es igual al elemento Φ12(τk). En la figura 4.2, la lı´nea continua representa la curva ajus-
tada del elemento Φ12(τk) y Γ21(τk), mientras que los valores Φ12(τk) y Γ21(τk) obtenidos con
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T se representa mediante cı´rculos.














Figura 4.2: Ajuste polino´mico del elemento Φ12(τk) y Γ21(τk)
En la figura 4.3, la lı´nea continua representa la curva ajustada del elemento Γ11(τk), y me-
diante cı´rculos se representan los valores Γ11(τk) obtenidos con T .














Figura 4.3: Ajuste polino´mico del elemento Γ11(τk)
A continuacio´n se resumen los resultados nume´ricos:
El elemento Φ12(τk) y Γ21(τk) esta´n formados del siguiente polinomio:
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Φ12(τk) =−23,8095τk.
El elemento Γ11(τk) se forma del siguiente polinomio:
Γ11(τk) = 283,4461(τk)2.
Como resultado de la discretizacio´n de las matrices A y B, y remplazando los elementos













Como no es posible realizar una realimentacion exacta del estado, pues este no se conoce, la
ley de control uk = Lxk se reemplazara por una realimentacio´n del estado estimado y teniendo
en cuenta la ley de realimentacio´n se obtiene que
uk =−K(τk)xˆ, (4.6)
donde K(τk) es calculado en cada ejecucio´n del controlador considerando como tiempo de
muestreo los valores τk de 4.2.
Con la ayuda de el comando lqrd en Matlab se determina la matriz K(τk) del vector de
control o´ptimo, el cual hace el uso de las matrices 4.1 y se establece una matriz de peso Q = [2
0; 0 0.5] y un para´metro de optimizacio´n R=0.01, y T especifica los tiempos de muestreo del
regulador discreto.
Por lo tanto, se obtiene un total de s matrices de ganancias de control del tipo K(τk) ∈Rm×n
ya que son evaluadas para cada uno de los posibles s valores de τk dentro del conjunto T. Estas
matrices tienen la forma
Kτk = lqrd(A,B,Q,R,T (τk)) =

K11(τk) · · · K1n(τk)
... . . .
...
Km1(τk) · · · Kmn(τk)
 (4.7)
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Figura 4.4: Ajuste polino´mico de las ganancias K11(τk) y K21(τk)
teniendo un total de m×n polinomios, cada uno siguiendo la forma













donde el subı´ndice (i j) indica la pertenencia de los coeficientes α al polinomio Ki j(τk); las filas
i y las columnas j denotan la posicio´n de los polinomios en la matriz de ganancias. En la Figura
4.4 las curvas ajustadas (lı´neas continuas) describen aproximadamente el comportamiento de las
ganancias y las ganancias del controlador evaluadas para el conjunto T se muestran mediante
cı´rculos. Como resultado tenemos que la matriz de ganancias del controlador esta´ formada de
dos polinomios
K(τk) = [K11(τk),K12(τk)], (4.9)
donde el elemento K11(τk) se forma del siguiente polinomio:
K11(τk) = 44399448,08τ4k −2949673,35τ3k +84402,9τ2k −1414,04τk+14,0780
y el elemento K12(τk) se forma del siguiente polinomio:
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K12(τk) =−22103894,7τ4k +1465116,84τ3k −41985,38τ2k +725,74τk−8,8157.
4.2. Simulacio´n
La simulacio´n se llevo a cabo con el simulador TrueTime, como se muestra en la Figura 4.5;
los tres nodos (sensor, controlador y actuador) se implementaron usando un kernel de TrueTime,
los cuales son conectados a un bloque de red CAN de TrueTime configurado a una velocidad
de transmisio´n de 125 Kbps.
En cada uno de los nodos de la red se implementan los pseudoco´digos presentados en el algo-
ritmo 4. Adema´s, en el nodo actuador se crea la u´nica tarea perio´dica, la cual se activa cada
12ms marcando el inicio de cada instante de actuacio´n tk, mientras que el resto de nodos se
disparan por mensajes. En el nodo controlador se realiza la discretizacio´n de la planta con τk y
se implementa un regulador lineal cuadra´tico (LQR) para determinar la matriz de ganancias K.
En cuanto a la sincronizacio´n de reloj en la simulacio´n no se realiza, ya que todos los nodos
trabajan con el reloj interno del computador y la sincronizacio´n en los instantes de actuacio´n
esta dada por la tarea perio´dica creada en el actuador.
Figura 4.5: Simulacio´n en TrueTime
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4.3. Implementacio´n sobre un microprocesador
La Figura 4.6 comprende los tres nodos necesarios para llevar a cabo la implementacio´n:
a) el nodo sensor, b) el nodo actuador y c) el nodo controlador. Cada nodo de la red ejecuta
internamente el algoritmo 4. Adema´s, la shield CAN-BUS se configura a una velocidad de
transmisio´n de 125 Kbps. Para conocer ma´s acerca del ambiente de la shield CAN-BUS se
recomienda revisar [22]. No´tese en la Figura 4.6: d) el sistema doble integrador (planta), al que
se realiza la accio´n de control. Como detalla el algoritmo 4, en el nodo actuador se configura una
interrupcio´n cada h que es igual a 12ms, en la que se genera el siguiente instante de actuacio´n
tk que es enviado al nodo sensor. Adema´s de ejecutar el nuevo instante de actuacio´n, tambie´n
aplica la sen˜al uk a la planta mediante modulacio´n de ancho de pulso (PWM). Posteriormente,
el nodo sensor tras recibir tk muestrea la planta, para luego calcular el valor τk y enviar estos
valores al controlador. En el nodo controlador, en lugar de discretizar la planta y de calcular las
ganancias de K con τk, se usan los polinomios presentados en 4.5 y 4.9 con los que se estima
el estado de la planta para el instante tk y calcula la sen˜al de control para enviarla finalmente al
nodo actuador.
En la Figura 4.7 se presenta todo el sistema necesario para realizar la implementacio´n, no´tese
el dispositivo myRIO y adicional una laptop, la cual corre el software LabVIEW que permite
presentar las gra´ficas de la supervicio´n de la planta.
La sincronizacio´n de reloj en el sistema se lleva a cabo usando el protocolo IEEE 1588 PTP,
usando como reloj maestro al nodo actuador, donde se configura una interrupcio´n cada dos
segundos en la cual se envı´a los mensajes de sincronizacio´n al resto de nodos. Cabe mencionar
que la accio´n de sincronizacio´n es muy independiente de la accio´n de lazo de control.
En la Figura 4.8 se presenta los datos de la sincronizacio´n de reloj de los diferentes nodos a)
actuador, b) sensor y c) controlador, donde la primera columna de las figuras detalla la hora, la
segunda columna el tiempo al que se recibe el mensaje del puerto serial y la tercera columna
los datos del puerto serial; en esta u´ltima columna de las tres figuras se observa que los relojes
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Figura 4.6: Implementacio´n real de los algoritmos, a) sensor, b) actuador, c) controlador y d)
planta.
Figura 4.7: Sistema para realizar las pruebas de implementacio´n.
44
Figura 4.8: Resultados de la sincronizacio´n de reloj: nodo a) actuador, b) sensor y c) controlador.
del sensor y controlador estan sincronizados con el actuador, teniendo un error de hasta 1ms, tal
como lo detalla [20]. Los datos de los diferentes nodos se los obtuvo con el software plxDAQ,
para mas informacio´n sobre este ambiente referirse a [23].
4.4. Ana´lisis de resultados
La Figura 4.9 muestra la activacio´n de los nodos tanto en: a) la simulacio´n, como en b) la
planta real; en la implementacio´n real el nodo actuador se ejecuta cada 12 ms aproximadamen-
te ya que en ocasiones oscila entre valores muy pequen˜os, esto debido a incertidumbre. Tras
haberse iniciado el lazo de control en el actuador, se procede con el nodo sensor, el cual tien-
de a varı´ar su ejecucio´n en cada lazo como se ha predicho, lo cual permite tener un muestreo

































4350 4400 4450 4500 4550 4600 4650 4700 4750 4800 4850
tiempo (miliseg.)
k
Figura 4.10: Valores de τk en la planta real
Al disen˜arse la planta con un periodo de actuacio´n de 12 ms, el valor de τk debe mantenerse en
este valor; como se nota en la figura 4.10 el valor de τk oscila alrededor de este valor, determi-
nando que los valores se encuentran dentro del inte´rvalo T = [1ms : 20ms], dando a notar que el
tiempo de ejecucio´n del nodo sensor es irregular.
Por otro lado en la Figura 4.11, se tiene el comportamiento de la planta al aplicarse el
algoritmo de control tanto en a) la simulacio´n como en b) la planta real. En la planta real se
aprecia que el estado x1 tiende a seguir a la referencia r, pero no se mantiene en un estado
estable por lo cual se origina un oscilamiento. Este comportamiento es debido a que los estados





















Figura 4.11: Evolucio´n de los estados de la planta aplicando el algoritmo de control: a) simula-
cio´n (arriba), b) implementacio´n real (abajo)
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Capı´tulo 5
Conclusiones y trabajo futuro
5.1. Conclusiones
Se demostro que la aplicacio´n de este algoritmo de control puede controlar una planta
basando su funcionamiento en solo un punto de sincronizacio´n, en este caso en el instante
de actuacio´n. Para ello, se implemento el algoritmo sobre microcontroladores de bajo
costo y que manejan una velocidad de reloj baja.
Se remplazo el uso del problema LQRD y de discretizacio´n de la planta por polinomios
que asemejan su funcionamiento en el nodo controlador evitando asi el ca´lculo fuera de
linea de estos para´metros.
Se corroboro´ que la teorı´a del algoritmo de control llega a cumplirse al realizarse su
aplicacio´n en una red y planta real.
5.2. Trabajo futuro
Por medio de simulaciones y de la aplicacio´n pra´ctica sobre un microprocesador real verifi-
can la efectividad del algoritmo de control sobre muestreos con tiempo irregulares, lo cual abre
un campo de investigacio´n para mejorar el desempen˜o de la planta, en relacio´n a implementar
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te´cnicas de observacio´n para eliminar los errores que presenta la planta.
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Este ape´ndice incluye el software y el firmware desarrollados en el proyecto. So´lo se han
anexado los archivos ma´s importantes. Para obtener el co´digo completo, consulte los medios
adjuntos.
.A. Software
.A.1. Disen˜o del controlador y para´metros de simulacio´n (runThisFile-
First.m)
Programa 1: Disen˜o del controlador y para´metros para la simulacio´n
%%CONTROLLER DESIGN
c l e a r a l l , c l o s e a l l , c l c
g l o b a l A B C D
h = 12e−3; % sa m p l i n g p e r i o d
A = [0 −23.8095; 0 0 ] ; % m a t r i x A
B = [ 0 ; −23 .8095] ; % m a t r i x B
C = [1 0 ] ; % m a t r i x C
D = [ 0 ] ;
s y s = s s (A, B , C , D) % Space s t a t e s
s y s d = c2d ( sys , h )
%%Opt imal d e s i g n
Q = [2 0 ; 0 0 . 5 ] ;
R = 0 . 0 1 ;
[K, S , e ] = l q r d (A, B , Q, R , h ) ;
%%SIMULATION IN FRONT OF GIVEN CONDITIONS
tTop = 1 0 ; % maximum t ime f o r s i m u l a t i o n
%t i c k = 0 . 0 0 0 1 ; % g r a n u l a r i t y
x = [ 1 ; −1]; % g i v e n i n i t i a l c o n d i t i o n s
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h i s t o r y x = [ ] ; % b u f f e r i n i t i a l i z a t i o n
%h i s t o r y = [ h i s t o r y s y s d . c∗x ] ;
h i s t o r y x = [ h i s t o r y x x ] ;
h i s t o r y u = [ ] ;
h i s t o r y u = [ h i s t o r y u 0 ] ;
f o r i = 0 : h : tTop
u = −K∗x ; % a p p l i e s c o n t r o l
x = s y s d . a∗x+ s y s d . b∗u ;
y = s y s d . c∗x ;
h i s t o r y x = [ h i s t o r y x x ] ; % u p d a t e s b u f f e r
%h i s t o r y y = [ h i s t o r y y ] ; % u p d a t e s b u f f e r
h i s t o r y u = [ h i s t o r y u u ] ;
end
t ime = 0 : h : tTop+h ;
f i g u r e
p l o t ( t ime , h i s t o r y x ( 1 , : ) , t ime , h i s t o r y x ( 2 , : ) , t ime , h i s t o r y u ( : ) ) ;
x l a b e l (’Time [s]’ ) ; % p l o t f i g u r e s
y l a b e l (’x, u’ ) ;
l e g e n d (’x[1]’ ,’x[2]’ ,’u’ ) ;
.B. Firmware
.B.1. Co´digo implementado sobre microcontrolador (nodo1Working.ino)
Programa 2: Co´digo implementado sobre el nodo Sensor
# i n c l u d e "mcp_can.h"
# i n c l u d e <SPI . h>
c o n s t i n t SPI CS PIN = 1 0 ; / / CS p in a rdu ino
unsigned char stmp [ 5 ] = {0 , 0 , 0 , 0 , 0} ; / / v e c t o r t o send da ta over CAN
unsigned char l e n = 0 ; / / l e n g t h o f da ta
unsigned char buf [ 5 ] = { 0 , 0 , 0 , 0 , 0} ; / / b u f f e r t o save da ta o f CAN
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i n t x1 ; / / s t a t e s
b y t e ∗ p t r x 1 = ( b y t e ∗ )&x1 ;
i n t x2 ;
b y t e ∗ p t r x 2 = ( b y t e ∗ )&x2 ;
unsigned long t a u k = 0 ;
unsigned long t imeStamp = 0 ;
unsigned long t k = 0 ;
b y t e ∗ p t r t k = ( b y t e ∗ )&t k ;
unsigned long TS1 = 0 ; / / ’ o f f s e t ’ o f c l o c k s y n c h r o n i z a t i o n
unsigned long T S1 = 0 ;
unsigned long TM1 = 0 ;
b y t e ∗ptr TM1 = ( b y t e ∗ )&TM1;
unsigned long sysTime = 0 ;
long o f f s e t = 0 ;
char e [ 1 0 ] ; / / v e c t o r s t o send da ta over s e r i a l p o r t
char e1 [ 1 0 ] ;
char e2 [ 1 0 ] ;
char e3 [ 1 0 ] ;
i n t marca = 1 ; / / s tamp o f node a c t i v a t i o n
long r e s e t t i m e r = 0 ; / / r e s e t t im e r o f p lx−DAQ
MCP CAN CAN( SPI CS PIN ) ; / / s e t CS p in
void d a t o s ( ) / / read s t a t e s o f t h e p l a n t
{
x1 = ana logRead ( A0 ) ;
x2 = ana logRead ( A1 ) ;
t imeStamp = m i l l i s ( ) − o f f s e t − 1 ;
t a u k = t k − t imeStamp ;
f o r ( i n t i = 1 ; i >= 0 ; i−−)
stmp [ i ] = p t r x 1 [ i ] ;
f o r ( i n t i = 1 ; i >= 0 ; i−−)
stmp [2 + i ] = p t r x 2 [ i ] ;
stmp [ 4 ] = t a u k ;
CAN. sendMsgBuf (0 x02 , 0 , 5 , stmp ) ; / / s end s da ta t o t h e c o n t r o l l e r 0 x02
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}void e n v i a S c h e d u l e ( ) / / s end s s c h e du l e da ta over s e r i a l p o r t
{
S e r i a l . p r i n t ("DATA,TIME," ) ;
d t o s t r f ( sysTime , 5 , 3 , e1 ) ; / / changes da ta t o char
d t o s t r f ( marca , 5 , 3 , e ) ;
S e r i a l . p r i n t ( e1 ) ; S e r i a l . p r i n t ("," ) ;
S e r i a l . p r i n t l n ( e ) ; S e r i a l . p r i n t l n ( ) ;
}
void e n v i a S i n c ( ) / / s end s s y n c h r o n i z a t i o n da ta over s e r i a l p o r t
{
i f ( r e s e t t i m e r == 1)
S e r i a l . p r i n t l n ("RESETTIMER" ) ; / / r e s e t t im e r o f p lx−DAQ
S e r i a l . p r i n t ("DATA,TIME,TIMER," ) ;
sysTime = m i l l i s ( ) − o f f s e t − 1 ;
d t o s t r f ( sysTime , 5 , 3 , e2 ) ; / / changes da ta t o char
S e r i a l . p r i n t ( e2 ) ; S e r i a l . p r i n t l n ( ) ;
}
void env iaTauk ( ) / / s end s t auk da ta over s e r i a l p o r t
{
S e r i a l . p r i n t ("DATA,TIME," ) ;
sysTime = m i l l i s ( ) − o f f s e t − 1 ;
d t o s t r f ( sysTime , 5 , 3 , e2 ) ; / / changes da ta t o char
d t o s t r f ( t auk , 5 , 3 , e3 ) ;
S e r i a l . p r i n t ( e2 ) ; S e r i a l . p r i n t ("," ) ;
S e r i a l . p r i n t ( e3 ) ; S e r i a l . p r i n t l n ( ) ;
}
void s e t u p ( )
{
S e r i a l . b e g i n ( 3 8 4 0 0 ) ;
whi le (CAN OK != CAN. b e g i n ( CAN 125KBPS ) ) / / i n i t can bus : baudra t e = 125 k
{
S e r i a l . p r i n t l n ("CAN BUS Shield init fail" ) ;
S e r i a l . p r i n t l n (" Init CAN BUS Shield again" ) ;
}
S e r i a l . p r i n t l n ("CAN BUS Shield init ok! ’Sensor’" ) ;
S e r i a l . p r i n t l n ("CLEARDATA" ) ; / / c l e a r p r e v i o u s da ta o f t h e p lx−DAQ
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S e r i a l . p r i n t l n ("LABEL, Hora, tiempo, Datos_S" ) ; / / names t h e columns ’ l a b e l s o f t h e p lx−DAQ
}
void l oop ( )
{
i f (CAN MSGAVAIL == CAN. c h e c k R e c e i v e ( ) ) / / c h e c k s incoming da ta
{
T S1 = m i l l i s ( ) ; / / message a r r i v a l t ime
CAN. readMsgBuf (& len , buf ) ; / / save da ta i n t h e b u f f e r
i f (CAN. g e t C a n I d ( ) == 0x01 ) / / s t a r t t o read and send t h e s t a t e s
{
/ / s y sT ime = m i l l i s ( )−o f f s e t −1; / / t ime stamp t o send i n t h e e n v i a S c h e du l e loop t o t h e
p lx−DAQ
f o r ( i n t i = 3 ; i >= 0 ; i−−)
p t r t k [ i ] = buf [ i ] ;
d a t o s ( ) ;
/ / env iaTauk ( ) ; / / send t auk da ta t o t h e p lx−DAQ
/ / e n v i a S c h edu l e ( ) ; / / send s c h e du l e da ta t o t h e p lx−DAQ
}
i f (CAN. g e t C a n I d ( ) == 0x00 ) / / c l o c k s y n c h r o n i z a t i o n o f t h e f i r s t message 0 x00
{
i f ( buf [ 4 ] == 0) {
f o r ( i n t i = 3 ; i >= 0 ; i−−)
ptr TM1 [ i ] = buf [ i ] ;
TS1 = T S1 ;
}
i f ( buf [ 4 ] == 1) / / c l o c k s y n c h r o n i z a t i o n o f t h e second message 0 x00
{
f o r ( i n t i = 3 ; i >= 0 ; i−−)
ptr TM1 [ i ] = buf [ i ] ;
o f f s e t = TS1 − TM1;
/ / r e s e t t i m e r += 1; / / t im e r ’ s s tamp f o r t h e p lx−DAQ






.B.2. Co´digo implementado sobre microcontrolador (nodo2Working.ino)
Programa 3: Co´digo implementado sobre el nodo Controlador
# i n c l u d e <SPI . h>
# i n c l u d e "mcp_can.h"
c o n s t i n t SPI CS PIN = 1 0 ; / / CS p in a rdu ino
unsigned char l e n = 0 ; / / l e n g t h o f da ta
unsigned char buf [ 5 ] = {0 , 0 , 0 , 0 , 0} ; / / b u f f e r t o save da ta o f CAN
unsigned char stmp [ 5 ] = {0 , 0 , 0 , 0 , 0} ; / / v e c t o r t o send da ta over CAN
f l o a t K1 = 0 . 0 ; / / g a i n s
f l o a t K2 = 0 . 0 ;
f l o a t t a u k = 0 . 0 ;
c o n s t f l o a t v max = 3 . 4 5 ;
i n t p i n r = 6 ; / / r e f e r e n c e o u t p u t p i n
# d e f i n e r e f P o s 0 . 5 / / p o s i t i v e an n e g a t i v e v a l u e s f o r t h e r e f e r e n c e
# d e f i n e r e fNeg −0.5
i n t t opCoun t = 100 ; / / p e r i o d t o change t h e r e f e r e n c e ( a c t u a t i o nP e r i o d = 0 . 0 12 )
unsigned i n t c o u n t = 0 ; / / T r e f = 2 ∗ t opCoun t∗ a c t u a t i o nP e r i o d
unsigned long sysTime = 0 ;
f l o a t r = re fNeg ; / / r e f e r e n c e
unsigned char ∗ p t r r = ( unsigned char ∗ )&r ;
i n t x1 = 0 ; / / s t a t e x1 a t t h e o u t p u t o f t h e second i n t e g r a t o r
unsigned char ∗ p t r x 1 = ( unsigned char ∗ )&x1 ;
i n t x2 = 0 ; / / s t a t e x2 a t t h e o u t p u t o f t h e f i r s t i n t e g r a t o r
unsigned char ∗ p t r x 2 = ( unsigned char ∗ )&x2 ;
f l o a t x11 = 0 . 0 ; / / s t a t e x1
unsigned char ∗ p t r x 1 1 = ( unsigned char ∗ )&x11 ;
f l o a t x22 = 0 . 0 ; / / s t a t e x2
unsigned char ∗ p t r x 2 2 = ( unsigned char ∗ )&x22 ;
60
i n t uk = 0 ; / / c o n t r o l
f l o a t uk1 = 0 . 0 ; / / uk−1
unsigned char ∗ p t r u k 1 = ( unsigned char ∗ )&uk1 ;
f l o a t x h a t 1 1 = 0 . 0 ;
f l o a t x h a t 2 1 = 0 . 0 ;
f l o a t B 11 = 0 . 0 3 2 5 9 ; / / ma t r i x B
f l o a t B 21 = −0.2553;
f l o a t A 11 = 1 . 0 ; / / ma t r i x A
f l o a t A 12 = −0.2553;
f l o a t A 21 = 0 . 0 ;
f l o a t A 22 = 1 . 0 ;
unsigned long TS1 = 0 ; / / ’ o f f s e t ’ o f c l o c k s y n c h r o n i z a t i o n
unsigned long T S1 = 0 ;
unsigned long TM1 = 0 ;
b y t e ∗ptr TM1 = ( b y t e ∗ )&TM1;
long o f f s e t = 0 ;
char e [ 1 0 ] ; / / v e c t o r s t o send da ta over s e r i a l p o r t
char e1 [ 1 0 ] ;
char e2 [ 1 0 ] ;
i n t marca = 1 ; / / s tamp o f node a c t i v a t i o n
long r e s e t t i m e r = 0 ; / / r e s e t t im e r o f p lx−DAQ
MCP CAN CAN( SPI CS PIN ) ; / / s e t CS p in
void c a l c u l a t e C o n t r o l ( )
{
f o r ( i n t i = 1 ; i >= 0 ; i−−)
p t r x 1 [ i ] = buf [ i ] ;
f o r ( i n t i = 1 ; i >= 0 ; i−−)
p t r x 2 [ i ] = buf [2 + i ] ;
t a u k = ( f l o a t ) buf [ 4 ] / 1000 ;
x11 = ( ( f l o a t ) x1 ∗ 5 / 1024) − v max / 2 ;
x22 = ( ( f l o a t ) x2 ∗ 5 / 1024) − v max / 2 ;
A 12 = −23.8095 ∗ t a u k ; / / p o l y n om i a l s f o r ma t r i x e l emen t s
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B 11 = 283 .4461 ∗ ( t a u k ∗ t a u k ) ;
B 21 = A 12 ;
/ / p o l y n om i a l s f o r c o n t r o l l e r ga i n s
K1 = 44399448 .08 ∗ ( t a u k ∗ t a u k ∗ t a u k ∗ t a u k ) − 2949673 .35 ∗ ( t a u k ∗ t a u k ∗ t a u k ) + 84402 .9
∗ ( t a u k ∗ t a u k ) − 1414 .04 ∗ t a u k + 1 4 . 0 7 8 0 ;
K2 = −22103894.7 ∗ ( t a u k ∗ t a u k ∗ t a u k ∗ t a u k ) + 1465116 .84 ∗ ( t a u k ∗ t a u k ∗ t a u k ) −
41985 .38 ∗ ( t a u k ∗ t a u k ) + 725 .74 ∗ t a u k − 8 . 8 1 5 7 ;
x h a t 1 1 = ( ( A 11 ∗ x11 ) + ( A 12 ∗ x22 ) ) + ( B 11 ∗ uk1 ) ;
x h a t 2 1 = ( ( A 21 ∗ x11 ) + ( A 22 ∗ x22 ) ) + ( B 21 ∗ uk1 ) ;
uk1 = (−K1 ∗ ( x h a t 1 1 − r ) ) − ( K2 ∗ x h a t 2 1 ) ;
i f ( uk1 > 1 . 6 5 )
uk1 = 1 . 6 5 ;
i f ( uk1 < −1.65)
uk1 = −1.65;
uk = uk1 ;
uk = ( uk / v max ) ∗ 168 + 8 4 ;
uk = ( i n t ) uk ;
stmp [ 0 ] = uk ;
CAN. sendMsgBuf (0 x03 , 0 , 1 , stmp ) ; / / s end s c o n t r o l a c t i o n t o t h e a c t u a t o r 0 x03
}
void r e f ( )
{
c o u n t ++;
i f ( c o u n t >= topCoun t ) / / change r e f e r e n c e
{
d i g i t a l W r i t e ( p i n r , d i g i t a l R e a d ( p i n r ) ˆ 1 ) ;
c o u n t = 0 ;
i f ( r == r e f P o s )
{
r = re fNeg ;
}
e l s e i f ( r == re fNeg )
{
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void e n v i a S c h e d u l e ( ) / / s end s s c h e du l e da ta over s e r i a l p o r t
{
S e r i a l . p r i n t ("DATA,TIME," ) ;
d t o s t r f ( sysTime , 5 , 3 , e1 ) ; / / changes da ta t o char
d t o s t r f ( marca , 5 , 3 , e ) ;
S e r i a l . p r i n t ( e1 ) ; S e r i a l . p r i n t ("," ) ;
S e r i a l . p r i n t l n ( e ) ; S e r i a l . p r i n t l n ( ) ;
}
void e n v i a S i n c ( ) / / s end s s y n c h r o n i z a t i o n da ta over s e r i a l p o r t
{
i f ( r e s e t t i m e r == 1)
S e r i a l . p r i n t l n ("RESETTIMER" ) ; / / r e s e t t im e r o f p lx−DAQ
S e r i a l . p r i n t ("DATA,TIME,TIMER," ) ;
sysTime = m i l l i s ( ) − o f f s e t − 1 ;
d t o s t r f ( sysTime , 5 , 3 , e2 ) ; / / changes da ta t o char
S e r i a l . p r i n t ( e2 ) ; S e r i a l . p r i n t l n ( ) ;
}
void s e t u p ( )
{
S e r i a l . b e g i n ( 3 8 4 0 0 ) ;
pinMode ( p i n r , OUTPUT) ; / / d i g i t a l o u t p u t o f r e f e r e n c e
whi le (CAN OK != CAN. b e g i n ( CAN 125KBPS ) ) / / i n i t can bus : baudra t e = 125 k
{
S e r i a l . p r i n t l n ("CAN BUS Shield init fail" ) ;
S e r i a l . p r i n t l n (" Init CAN BUS Shield again" ) ;
d e l a y ( 1 0 0 ) ;
}
S e r i a l . p r i n t l n ("CAN BUS Shield init ok!’Controlador’" ) ;
S e r i a l . p r i n t l n ("CLEARDATA" ) ; / / c l e a r p r e v i o u s da ta o f t h e p lx−DAQ
S e r i a l . p r i n t l n ("LABEL, Hora, tiempo, Datos_C" ) ; / / names t h e columns ’ l a b e l s o f t h e p lx−DAQ
}
void l oop ( )
{
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i f (CAN MSGAVAIL == CAN. c h e c k R e c e i v e ( ) ) / / c h e c k s incoming da ta
{
T S1 = m i l l i s ( ) ; / / message a r r i v a l t ime
CAN. readMsgBuf (& len , buf ) ; / / save da ta i n t h e b u f f e r
i f (CAN. g e t C a n I d ( ) == 0x02 ) / / s t a r t t o c a l c u l a t e c o n t r o l
{
/ / s y sT ime = m i l l i s ( )−o f f s e t −1; / / t ime stamp t o send i n t h e e n v i a S c h e du l e loop t o t h e
p lx−DAQ
c a l c u l a t e C o n t r o l ( ) ;
r e f ( ) ;
/ / e n v i a S c h edu l e ( ) ; / / send s c h e du l e da ta t o p lx−DAQ
}
i f (CAN. g e t C a n I d ( ) == 0x00 ) / / c l o c k s y n c h r o n i z a t i o n o f t h e f i r s t message 0 x00
{
i f ( buf [ 4 ] == 0) {
f o r ( i n t i = 3 ; i >= 0 ; i−−)
ptr TM1 [ i ] = buf [ i ] ;
TS1 = T S1 ;
}
i f ( buf [ 4 ] == 1) / / c l o c k s y n c h r o n i z a t i o n o f t h e second message 0 x00
{
f o r ( i n t i = 3 ; i >= 0 ; i−−)
ptr TM1 [ i ] = buf [ i ] ;
o f f s e t = TS1 − TM1;
/ / r e s e t t i m e r += 1; / / t im e r ’ s s tamp f o r t h e p lx−DAQ





.B.3. Co´digo implementado sobre microcontrolador (nodo3Working.ino)
Programa 4: Co´digo implementado sobre el nodo Actuador
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# i n c l u d e <SPI . h>
# i n c l u d e "mcp_can.h"
# i n c l u d e <a v r / i o . h>
# i n c l u d e <a v r / i n t e r r u p t . h>
c o n s t i n t SPI CS PIN = 1 0 ; / / CS p in a rdu ino
c o n s t i n t pwm1 = 6 ; / / pwm ou t p u t
i n t h = 1 2 ; / / a c t u a t i o n p e r i o d
long t i e m p o a n t e r i o r = −h ;
i n t uk = 0 ; / / c o n t r o l a c t i o n
unsigned char l e n = 0 ; / / l e n g t h o f da ta
unsigned char buf [ 4 ] = {0 , 0 , 0 , 0} ; / / b u f f e r t o save da ta o f CAN
unsigned char stmp0 [ 6 ] = {0 , 0 , 0 , 0 , 0 , 0} ; / / v e c t o r s t o send da ta over CAN
unsigned char stmp1 [ 4 ] = {0 , 0 , 0 , 0} ;
unsigned long t k = 0 ; / / a c t u a t i o n i n s t a n t
b y t e ∗ p t r t k = ( b y t e ∗ )&t k ;
unsigned long m e s s a g e t i m e = 0 ; / / t ime t o s y n c h r o n i z a t i o n
b y t e ∗ p t r m e s s a g e = ( b y t e ∗ )&m e s s a g e t i m e ;
i n t s t a r t = 0 ; / / s y s t em s t a r t s tamp
i n t i n i c i o = 7 ; / / s t a r t b u t t o n
i n t marca = 1 ; / / s tamp o f node a c t i v a t i o n
char e [ 1 0 ] ; / / v e c t o r s t o send da ta over s e r i a l p o r t
char e1 [ 2 ] ;
char e2 [ 1 0 ] ;
long r e s e t t i m e r = 0 ; / / r e s e t t im e r o f p lx−DAQ
MCP CAN CAN( SPI CS PIN ) ; / / s e t CS p in
void e n v i a S c h e d u l e ( ) / / s end s s c h e du l e da ta over s e r i a l p o r t
{
S e r i a l . p r i n t ("DATA,TIME," ) ;
d t o s t r f ( message t ime , 5 , 3 , e1 ) ; / / changes da ta t o char
d t o s t r f ( marca , 5 , 3 , e ) ;
S e r i a l . p r i n t ( e1 ) ; S e r i a l . p r i n t ("," ) ;
S e r i a l . p r i n t l n ( e ) ; S e r i a l . p r i n t l n ( ) ;
}
void e n v i a S i n c ( ) / / s end s s y n c h r o n i z a t i o n da ta over s e r i a l p o r t
{
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i f ( r e s e t t i m e r == 1)
S e r i a l . p r i n t l n ("RESETTIMER" ) ; / / r e s e t t im e r o f p lx−DAQ
S e r i a l . p r i n t ("DATA,TIME,TIMER," ) ;
d t o s t r f ( m i l l i s ( ) , 5 , 3 , e2 ) ; / / changes da ta t o char
S e r i a l . p r i n t ( e2 ) ; S e r i a l . p r i n t l n ( ) ;
}
void s e t u p ( )
{
c l i ( ) ; / / d i s a b l e i n t e r r u p t s
S e r i a l . b e g i n ( 3 8 4 0 0 ) ;
whi le (CAN OK != CAN. b e g i n ( CAN 125KBPS ) ) / / i n i t can bus : baudra t e = 125 k
{
S e r i a l . p r i n t l n ("CAN BUS Shield init fail" ) ;
S e r i a l . p r i n t l n (" Init CAN BUS Shield again" ) ;
}
S e r i a l . p r i n t l n ("CAN BUS Shield init ok!’Actuador’" ) ;
S e r i a l . p r i n t l n ("CLEARDATA" ) ; / / c l e a r p r e v i o u s da ta o f t h e p lx−DAQ
S e r i a l . p r i n t l n ("LABEL, Hora, tiempo, Datos_A" ) ; / / names t h e columns ’ l a b e l s o f t h e p lx−DAQ
/ / i n t 1 s e t t o 2 s ec
/ / TCNT = 2 ˆ ( r e s . t im e r ) −(( p e r i o d [ s e c ] ∗ Tosc ) / p r e e s c a l e )
/ / TCNT = 65535 − ( ( 2 ∗ 16 Mhz ) / 1 024 )
TCCR1A = 0 ;
TCCR1B = 0 ;
TIMSK1 = (0 << OCIE1B ) | (0 << OCIE1A ) | (1 << TOIE1 ) ;
TCCR1B |= (1 << CS10 ) ;
TCCR1B |= (0 << CS11 ) ;
TCCR1B |= (1 << CS12 ) ;
TCNT1 = 34285;
OCR1A = 0x00 ;
OCR1B = 0x00 ;
/ / i n t 2 s e t t o 12ms
/ / TCNT = 2 ˆ ( r e s . t im e r ) −(( p e r i o d [ s e c ] ∗ Tosc ) / p r e e s c a l e )
/ / TCNT = 255 − ( ( 0 . 0 1 2 ∗ 16 Mhz ) / 1 024 )
TCCR2A = 0 ;
TCCR2B = 0 ;
TIMSK2 = (0 << OCIE2B ) | (0 << OCIE2A ) | (1 << TOIE2 ) ;
TCCR2B |= (1 << CS20 ) ;
TCCR2B |= (1 << CS21 ) ;
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TCCR2B |= (1 << CS22 ) ;
TCNT2 = 6 7 ;
OCR2A = 0x00 ;
OCR2B = 0x00 ;
s e i ( ) ; / / e nab l e i n t e r r u p t i o n s
}
ISR ( TIMER1 OVF vect ) / / s t a r t s t o s y n c h r o n i z a t i o n
{
TCNT1 = 34285; / / t im e r va l u e
m e s s a g e t i m e = m i l l i s ( ) ; / / t ime t o s y n c h r o n i z e
f o r ( i n t i = 3 ; i >= 0 ; i−−)
stmp0 [ i ] = p t r m e s s a g e [ i ] ;
stmp0 [ 4 ] = 0 ;
CAN. sendMsgBuf (0 x00 , 0 , 5 , stmp0 ) ; / / s end s t h e f i r s t s y n c h r o n i z a t i o n mesagge 0x00
m e s s a g e t i m e = m i l l i s ( ) ; / / e x a c t t ime t h a t message was s e n t
f o r ( i n t i = 3 ; i >= 0 ; i−−)
stmp0 [ i ] = p t r m e s s a g e [ i ] ;
stmp0 [ 4 ] = 1 ;
CAN. sendMsgBuf (0 x00 , 0 , 6 , stmp0 ) ; / / s end s t h e second s y n c h r o n i z a t i o n mesagge 0x00
/ / r e s e t t i m e r += 1; / / t im e r ’ s s tamp f o r t h e p lx−DAQ
/ / e n v i a S i n c ( ) ; / / send s i n c r o n i z a t i o n da ta t o p lx−DAQ
i f ( s t a r t > 0) {
s t a r t += 1 ;
}
}
ISR ( TIMER2 OVF vect )
{
TCNT2 = 6 7 ; / / t im e r va l u e
i f ( s t a r t > 0)
{
a n a l o g W r i t e (pwm1 , uk ) ; / / c o n t r o l a c t i o n t o t h e p l a n t
m e s s a g e t i m e = m i l l i s ( ) ;
t k += m e s s a g e t i m e − t i e m p o a n t e r i o r ; / / t k = t k + h
t i e m p o a n t e r i o r = m e s s a g e t i m e ;
f o r ( i n t i = 3 ; i >= 0 ; i−−)
stmp1 [ i ] = p t r t k [ i ] ;
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CAN. sendMsgBuf (0 x01 , 0 , 4 , stmp1 ) ; / / s end s t k message t o t h e s e n s o r 0 x01
/ / e n v i a S c h edu l e ( ) ; / / send s c h e du l e da ta t o t h e p lx−DAQ
}
}
void l oop ( )
{
i f ( d i g i t a l R e a d ( i n i c i o ) == HIGH) / / s y s t em s t a r t
s t a r t = 1 ;
d e l a y ( 1 ) ;
i f ( s t a r t >= 10)
{
s t a r t = 0 ;
}
i f (CAN MSGAVAIL == CAN. c h e c k R e c e i v e ( ) ) / / check incoming da ta
{
CAN. readMsgBuf (& len , buf ) ; / / save da ta i n t h e b u f f e r
i f (CAN. g e t C a n I d ( ) == 0x03 ) {
uk = buf [ 0 ] ;
}
}
}
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