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Abstract
In this paper, we study a variant of the quadratic penalty method for linearly constrained
convex problems, which has already been widely used but actually lacks theoretical justifica-
tion. Namely, the penalty parameter steadily increases and the penalized objective function
is minimized inexactly rather than exactly, e.g., with only one step of the proximal gradient
descent. For such a variant of the quadratic penalty method, we give counterexamples to show
that it may not give a solution to the original constrained problem. By choosing special penalty
parameters, we ensure the convergence and further establish the convergence rates of O
(
1√
K
)
for the generally convex problems and O
(
1
K
)
for strongly convex ones, where K is the number
of iterations. Furthermore, by adopting Nesterov’s extrapolation we show that the convergence
rates can be improved to O
(
1
K
)
for the generally convex problems and O
(
1
K2
)
for strongly
convex ones.
When applied to the decentralized distributed optimization, the penalty methods studied
in this paper become the widely used distributed gradient method and the fast distributed
gradient method. However, due to the totally different analysis framework, we can improve
their O
(
logK√
K
)
and O
(
logK
K
)
convergence rates to O
(
1√
K
)
and O
(
1
K
)
with fewer assumptions
on the network topology for general convex problems. Using our analysis framework, we also
extend the fast distributed gradient method to a communication efficient version, i.e., finding an
ε solution in O
(
1
ε
)
communications and O
(
1
ε2+δ
)
computations for the non-smooth problems,
where δ is a small constant.
1 Introduction
The problem of interest in this paper is the linearly constrained convex problem:
min
x∈Rd
h(x) + f(x), s.t. Ax = b, (1)
where f is a convex function with Lipschitz continuous gradient: ‖∇f(x)−∇f(y)‖ ≤ L‖x−y‖,∀x,y.
h is convex and can be non-smooth. In the extreme case, f can vanish. For brevity, we denote
F (x) = h(x) + f(x). We assume that there exists an optimal solution x∗ of (1) and there exists
λ∗ such that (x∗, λ∗) is a saddle point of problem minxmaxλ F (x) + 〈λ,Ax− b〉. We focus on
ε-approximate minimizer which satisfies |F (xK)− F (x∗)| ≤ O(ε) and ‖AxK − b‖ ≤ O(ε), where K
is the number of iterations, and ‖ · ‖ is the `2 norm for a vector and the Frobenius norm for a matrix.
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The quadratic penalty method is a natural yet relatively old way to solve (1). It considers the
following unconstrained problem:
min
x∈Rd
G(x) = h(x) + f(x) +
β
2
‖Ax− b‖2 (2)
instead. It is known that the minimizer of (2) is a near optimal solution to (1) if the penalty β is
large enough, and when β → +∞ the solution to (2) coincides with that of (1) [1] 1.
However, directly solving (2) with a large pre-defined penalty will make the solution to (2) very slow
[1]. So in practice, to address this issue the continuation technique is used [1, 3, 4, 5, 6, 7, 8, 9]. Namely,
solving a sequence of problem (2) with the penalty parameter β gradually increasing from a relatively
small value. Though continuation is widely adopted in the penalty method [1, 3, 4, 5, 6, 7, 8, 9],
its practical implementation is actually different from its theoretical analysis. Namely, most of the
existing theoretical analysis requires solving problem (2) exactly for each value of β [1, 3, 4]. With
such an assumption, the convergence of the solution to (2) to that of (1) can be established, and
some convergence rates are also provided [1, 3, 4]. However, in reality people do not solve problem (2)
exactly since solving problem (2) with a large β exactly is time consuming due to its ill-conditioning.
Instead, they only solve problem (2) inexactly, e.g., apply the proximal gradient descent to problem
(2) only once and then increase β immediately. Thus recent work relaxes exact solution to problem
(2) to approximate solution [8, 9]. However, the approximation error needs to be carefully controlled.
This is still inconsistent with the real practice in many engineering applications, where people tend
to use simple stopping criteria when solving problem (2), e.g., iterate for a fixed number of iterations
(typically only once, as far as we know from the machine learning community). With such a variant of
the quadratic penalty method, whether the iterates converge to the solution to (1) is unsure (please
see Section 3 for counterexamples), not to say the convergence rate.
Decentralized distributed computation can be widely found in scientific and engineering areas
including automatic control, signal processing and machine learning. For specific applications, please
see the references in [10]. Existing decentralized algorithms include the distributed subgradient
(gradient) method [11, 12, 13, 14, 15, 16, 17], the fast gradient method [18], the dual averaging
method [19], the dual decomposition [20], ADMM [21, 22, 23] and EXTRA [10, 24]. For the general
convex problem, [12] shows the O
(
logK√
K
)
convergence rate for the distributed gradient method and
[19] established the O
(
logK√
K
)
convergence rate for the dual averaging method, which has a special
case of the subgradient method and gradient method. [18] proved the convergence rate of O
(
logK
K
)
for the fast gradient method. Dual decomposition [20], ADMM [23] and EXTRA [10] have the
convergence rate of O
(
1
K
)
. Recently, [25] proposed a communication efficient distributed algorithm
based on the primal-dual method, which can find an ε solution in O
(
1
ε
)
communications and O
(
1
ε2
)
computations. In comparison, the distributed subgradient method needs O
(
log 1/ε
ε2
)
communications
and computations.
The decentralized distributed optimization can be formulated as a constrained problem [20, 21,
22, 23]. We can see that the proved convergence rates of the distributed gradient method [12, 19]
and the fast gradient method [18] are generally weaker than the convergence rates we often see in
constrained optimization by a factor of logK, such as the non-ergodic O
(
1√
K
)
convergence rate of
ADMM [26] and ergodic O
(
1
K
)
convergence rate for ADMM, the Augmented Lagrangian method
and the primal-dual method [27, 28]. An open problem is that can we improve the convergence rates
of such widely used methods in distributed community from O
(
logK√
K
)
and O
(
logK
K
)
to O
(
1√
K
)
and O
(
1
K
)
?
1For some particular problems, e.g., sparsity penalized problems [2], β → +∞ is not a necessary condition for
making the solutions to (2) and (1) identical. This situation is not of interest of our paper.
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1.1 Contributions
In this paper, we aim at filling in the gap between the theories and the practice of the quadratic
penalty method for problem (1). We assume that problem (2) is solved by the Proximal Gradient
(PG) method or the Accelerated Proximal Gradient (APG) method [29], two simple first order
algorithms widely adopted by the machine learning community. Then in practice people will perform
the proximal gradient descent only once and then increase β. With carefully chosen penalties, for PG
we establish the convergence rates of O
(
1√
K
)
and O
(
1
K
)
when f is generally convex and strongly
convex, respectively; for APG we improve the convergence rates to O
(
1
K
)
and O
(
1
K2
)
. We further
give counterexamples to show that the heuristic methods currently widely used in practice may not
converge to the solution to the original constrained problem.
When applied to the decentralized distributed optimization, we found that the PG based penalty
method and the APG based penalty method become the distributed gradient method in [11, 19, 13]
and the fast distributed gradient method in [18], respectively. Due to the totally different analysis
framework, we can improve the O
(
logK√
K
)
and O
(
logK
K
)
convergence rates in these literatures to
O
(
1√
K
)
and O
(
1
K
)
under fewer assumptions on the network topology. Using our analysis framework,
we can also easily extend the method in [18] to a communication efficient version, i.e., the algorithm
finds an ε solution in O
(
1
ε
)
communications and O
(
1
ε2+δ
)
computations for the non-smooth problems,
where δ is a small constant.
2 The Quadratic Penalty Method with Continuation and In-
exact Update
In this section, we study the quadratic penalty method with continuation and inexact update. Section
2.1 derives the convergence rate when PG is used to minimize (2) while Section 2.2 studies the case
of APG.
2.1 PG as the Solver
In this subsection, we use PG to solve problem (2) inexactly and then increase the penalty. Actually,
in each iteration we solve (2) with only one iteration, rather than solving (2) exactly or approximately
up to certain precisions as the existing literatures assume. Such a treatment fits for real practice
better. Concretely, at each iteration the method consists of the following standard proximal gradient
step:
xk+1 = prox
1/ηk
h,k
(
xk −
∇f(xk) + βαkAT (Axk − b)
ηk
)
, (3)
which is obtained by the approximate minimization of
min
x
h(x) + f(xk) + 〈∇f(xk),x− xk〉+ L
2
‖x− xk‖2
+
β
αk
〈
AT (Axk − b),x− xk
〉
+
β‖ATA‖2
2αk
‖x− xk‖2,
where ηk = L+
β‖ATA‖2
αk
and xk+1 = prox
1/ηk
h,k
(z) means that h(xk+1)+ ηk2 ‖xk+1−z‖2 ≤ minx h(x)+
ηk
2 ‖x−z‖2+ k2. We can set k = 0 when the proximal mapping prox1/ηkh (·) has closed form solution.
2For some cases, i.e., the lp norm, although its proximal mapping has no closed form solution, it is much more
efficient to find its approximate proximal mapping [30] than finding an approximate solution to problem (2).
3
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Comparing with (2), for notational simplicity we have replaced the penalty β with βαk , where
αk ≥ 0 is decreasing, to show that the actual penalty increases. The inexactness comes from two
aspects: 1. We linearize f(x) + β2αk ‖Ax−b‖2 in (2). 2. We allow to compute the proximal mapping
of h(x) approximately when such proximal mapping has no closed form solution.
We first give a general result in Theorem 1, which considers both the generally convex case and
the strongly convex case.
Theorem 1 Assume that f(x) is strongly convex with modulus µ ≥ 0. Let αk ≥ 0 be a decreasing
sequence with 1α−1 = 0. Define θk as
1−θk
αk
= 1αk−1 . Assume that
(ηk−µ)θk
2αk
≤ ηk−1θk−12αk−1 , (4)∑∞
k=0
k
αk
<∞, ∑∞k=0 ( 2√k+1ηk+1αkαk+1√ηkθk + 2√k√θkαk) <∞. (5)
Then for the PG based quadratic penalty method (3), we have
|F (xK+1)− F (x∗)| ≤ O (αK) , ‖AxK+1 − b‖ ≤ O (αK) ,
where {x∗} is an optimal solution to (1).
Proof 1 Let λk+1 = βαk (Axk − b). Then from the k optimality condition of (3) [31], we have that
there exists σk such that ‖σk‖ ≤
√
2k
ηk
and
0 ∈ ∇f(xk) + ∂kh(xk+1) +ATλk+1 + ηk(xk+1 − xk + σk).
So
h(x)− h(xk+1) ≥ −k −
〈∇f(xk) +ATλk+1 + ηk(xk+1 − xk + σk),x− xk+1〉 .
On the other hand, by the Lipschitz gradient condition of f [29] we have:
f(xk+1) ≤f(xk) + 〈∇f(xk),xk+1 − xk〉+ L
2
‖xk+1 − xk‖2
≤f(x)− µ
2
‖x− xk‖2 + 〈∇f(xk),xk+1 − x〉+ L
2
‖xk+1 − xk‖2.
So
F (xk+1)− F (x) ≤
〈
ATλk+1,x− xk+1
〉
+ ηk 〈xk+1 − xk + σk,x− xk+1〉
+
L
2
‖xk+1 − xk‖2 − µ
2
‖x− xk‖2 + k
=
〈
ATλk+1,x− xk+1
〉
+ ηk 〈xk+1 − xk,x− xk〉+ ηk 〈σk,x− xk+1〉
− µ
2
‖x− xk‖2 −
(
L
2
+
β‖ATA‖2
αk
)
‖xk+1 − xk‖2 + k.
Letting x = xk and x = x∗, we have
F (xk+1)− F (xk) ≤
〈
ATλk+1,xk − xk+1
〉− (L
2
+
β‖ATA‖2
αk
)
‖xk+1 − xk‖2
+ ηk 〈σk,xk − xk+1〉+ k,
and
F (xk+1)− F (x∗) ≤
〈
ATλk+1,x
∗ − xk+1
〉
+ ηk 〈xk+1 − xk,x∗ − xk〉
+ ηk 〈σk,x∗ − xk+1〉 − µ
2
‖x∗ − xk‖2 −
(
L
2
+
β‖ATA‖2
αk
)
‖xk+1 − xk‖2 + k.
4
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Multiplying the first inequality by 1− θk and the second by θk and adding them, we have:
F (xk+1)− (1− θk)F (xk)− θkF (x∗)
≤ 〈λk+1, θkAx∗ + (1− θk)Axk −Axk+1〉+ ηkθk 〈xk+1 − xk,x∗ − xk〉
+ ηk 〈σk, θkx∗ + (1− θk)xk − xk+1〉 − µθk
2
‖x∗ − xk‖2
−
(
L
2
+
β‖ATA‖2
αk
)
‖xk+1 − xk‖2 + k
≤ 〈λk+1, θkAx∗ + (1− θk)Axk −Axk+1〉+ ηkθk 〈xk+1 − xk,x∗ − xk〉
− µθk
2
‖x∗ − xk‖2 −
(
L
2
+
β‖ATA‖2
αk
)
‖xk+1 − xk‖2
+
√
2kηk(‖x∗ − xk+1‖+ ‖x∗ − xk‖) + k.
where we use
ηk 〈σk, θkx∗ + (1− θk)xk − xk+1〉 = ηk 〈σk,x∗ − xk+1〉+ ηk(θk − 1) 〈σk,x∗ − xk〉
≤ηk‖σk‖‖x∗ − xk+1‖+ ηk‖σk‖‖x∗ − xk‖ ≤
√
2kηk(‖x∗ − xk+1‖+ ‖x∗ − xk‖),
and the first inequality is due to 0 ≤ θk ≤ 1 and the second is from ‖σk‖ ≤
√
2k
ηk
. So we have
F (xk+1)− F (x∗) + 〈λ∗,Axk+1 − b〉 − (1− θk) (F (xk)− F (x∗) + 〈λ∗,Axk − b〉)
=F (xk+1)− (1− θk)F (xk)− θkF (x∗) + 〈λ∗,Axk+1 − (1− θk)Axk − θkb〉
≤ 〈λk+1 − λ∗, θkAx∗ + (1− θk)Axk −Axk+1〉+ ηkθk 〈xk+1 − xk,x∗ − xk〉
− µθk
2
‖x∗ − xk‖2 −
(
L
2
+
β‖ATA‖2
αk
)
‖xk+1 − xk‖2
+
√
2kηk(‖xk+1 − x∗‖+ ‖xk − x∗‖) + k
=
〈
λk+1 − λ∗, θkAx∗ + (1− θk)Axk −Axk+1
〉
+
ηkθk
2
(‖xk − x∗‖2 − ‖xk+1 − x∗‖2)
− µθk
2
‖x∗ − xk‖2 −
(
L
2
+
β‖ATA‖2
αk
− ηkθk
2
)
‖xk+1 − xk‖2
+
√
2kηk(‖xk+1 − x∗‖+ ‖xk − x∗‖) + k
=
αk
β
〈
λk+1 − λ∗,λk − λk+1
〉
+
ηkθk
2
(‖xk − x∗‖2 − ‖xk+1 − x∗‖2)
− µθk
2
‖x∗ − xk‖2 −
(
L
2
+
β‖ATA‖2
αk
− ηkθk
2
)
‖xk+1 − xk‖2
+
√
2kηk(‖xk+1 − x∗‖+ ‖xk − x∗‖) + k
=
αk
2β
(‖λk − λ∗‖2 − ‖λk+1 − λ∗‖2 − ‖λk+1 − λk‖2 + ‖λk+1 − λk+1‖2)
+
ηkθk
2
(‖xk − x∗‖2 − ‖xk+1 − x∗‖2)
− µθk
2
‖x∗ − xk‖2 −
(
L
2
+
β‖ATA‖2
αk
− ηkθk
2
)
‖xk+1 − xk‖2
+
√
2kηk(‖xk+1 − x∗‖+ ‖xk − x∗‖) + k
5
5
≤αk
2β
(‖λk − λ∗‖2 − ‖λk+1 − λ∗‖2 − ‖λk+1 − λk‖2)
+
ηkθk
2
(‖xk − x∗‖2 − ‖xk+1 − x∗‖2)
− µθk
2
‖x∗ − xk‖2 −
(
L
2
+
β‖ATA‖2
2αk
− ηkθk
2
)
‖xk+1 − xk‖2
+
√
2kηk(‖xk+1 − x∗‖+ ‖xk − x∗‖) + k,
where we define λk = βαk−1 (Axk − b) and use
λk+1 − λk = β
αk
(Axk+1 − b)− β
αk−1
(Axk − b)
=
β
αk
(Axk+1 − b)− β(1− θk)
αk
(Axk − b)
=
β
αk
(Axk+1 − (1− θk)Axk − θkb)
(6)
in the third equality and
αk
2β
‖λk+1 − λk+1‖2 = αk
2β
∥∥∥∥ βαkA(xk+1 − xk)
∥∥∥∥2 ≤ β‖ATA‖22αk ‖xk+1 − xk‖2 (7)
in the second inequality. From 1−θkαk =
1
αk−1
, we have θk = 1− αkαk−1 and
ηkθk = L− Lαk
αk−1
+ β‖ATA‖2
(
1
αk
− 1
αk−1
)
. (8)
Thus we have L2 +
β‖ATA‖2
2αk
− ηkθk2 ≥ 0 and
F (xk+1)− F (x∗) + 〈λ∗,Axk+1 − b〉 − (1− θk) (F (xk)− F (x∗) + 〈λ∗,Axk − b〉)
≤αk
2β
(‖λk − λ∗‖2 − ‖λk+1 − λ∗‖2)+ (ηk − µ)θk
2
‖xk − x∗‖2 − ηkθk
2
‖xk+1 − x∗‖2
+
√
2kηk(‖xk+1 − x∗‖+ ‖xk − x∗‖) + k.
Dividing both sides by αk and using 1−θkαk =
1
αk−1
and (4) we have
1
αk
(F (xk+1)− F (x∗) + 〈λ∗,Axk+1 − b〉)− 1
αk−1
(F (xk)− F (x∗) + 〈λ∗,Axk − b〉)
≤ 1
2β
(‖λk − λ∗‖2 − ‖λk+1 − λ∗‖2)+ (ηk − µ)θk
2αk
‖xk − x∗‖2 − ηkθk
2αk
‖xk+1 − x∗‖2
+
√
2kηk
αk
(‖xk+1 − x∗‖+ ‖xk − x∗‖) + k
αk
≤ 1
2β
(‖λk − λ∗‖2 − ‖λk+1 − λ∗‖2)+ ηk−1θk−1
2αk−1
‖xk − x∗‖2 − ηkθk
2αk
‖xk+1 − x∗‖2
+
√
2kηk
αk
(‖xk+1 − x∗‖+ ‖xk − x∗‖) + k
αk
.
6
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Summing over k = 0, 1, · · · ,K, we have
1
αK
(
F (xK+1)− F (x∗) + 〈λ∗,AxK+1 − b〉+ ηKθK
2
‖xK+1 − x∗‖2
)
+
1
2β
‖λK+1 − λ∗‖2
≤ 1
2β
‖λ0 − λ∗‖2 +
K∑
k=0
√
2kηk
αk
(‖xk+1 − x∗‖+ ‖xk − x∗‖) +
K∑
k=0
k
αk
=
1
2β
‖λ0 − λ∗‖2 +
√
20η0
α0
‖x0 − x∗‖+
K∑
k=0
2
√
k√
θkαk
√
ηkθk√
2αk
‖xk+1 − x∗‖
+
K∑
k=1
2
√
kηkαk−1
αk
√
ηk−1θk−1
√
ηk−1θk−1√
2αk−1
‖xk − x∗‖+
K∑
k=0
k
αk
,
where we use 1α−1 = 0, η−1 = L.
On the other hand, since (x∗,λ∗) is the saddle point, we have x∗ = argminx F (x)
+ 〈λ∗,Ax− b〉. So
F (x∗) + 〈λ∗,Ax∗ − b〉 ≤ F (xk+1) + 〈λ∗,Axk+1 − b〉 .
Thus we have 0 ≤ F (xk+1)− F (x∗) + 〈λ∗,Axk+1 − b〉. Let
uk+1 =
1
αk
(
F (xk+1)− F (x∗) + 〈λ∗,Axk+1 − b〉+ ηkθk2 ‖xk+1 − x∗‖2
)
+ 12β ‖λk+1 − λ∗‖2, then
uK+1 ≤ 1
2β
‖λ0 − λ∗‖2 +
√
20η0
α0
‖x0 − x∗‖+
K∑
k=0
2
√
k√
θkαk
√
uk+1 +
K+1∑
k=1
2
√
kηkαk−1
αk
√
ηk−1θk−1
√
uk +
K∑
k=0
k
αk
=SK+1 +
K∑
k=0
(
2
√
k+1ηk+1αk
αk+1
√
ηkθk
+
2
√
k√
θkαk
)√
uk+1,
where we let Sk+1 = 12β ‖λ0 − λ∗‖2 +
√
20η0
α0
‖x0 − x∗‖+
∑K
k=0
k
αk
. Since u0 = 12β ‖λ0 − λ∗‖2 ≤ S0,
then from the following Lemma:
Lemma 1 [31] Assume {Sk} is increasing and {vk}, {αi} are nonnegative, v20 ≤ S0. If v2k ≤
Sk +
∑k
i=1 αivi, then vk ≤ 12
∑k
i=1 αi +
√(
1
2
∑k
i=1 αi
)2
+ Sk.
We have
√
uK+1 ≤
√
SK+1 +
K∑
k=0
(
2
√
k+1ηk+1αk
αk+1
√
ηkθk
+
2
√
k√
θkαk
)
,
and
uK+1 ≤2SK+1 + 2
(
K∑
k=0
(
2
√
k+1ηk+1αk
αk+1
√
ηkθk
+
2
√
k√
θkαk
))2
=
1
β
‖λ0 − λ∗‖2 + 2
√
20η0
α0
‖x0 − x∗‖+ 2
K∑
k=0
k
αk
+ 2
(
K∑
k=0
(
2
√
k+1ηk+1αk
αk+1
√
ηkθk
+
2
√
k√
θkαk
))2
≡ C.
So F (xK+1)−F (x∗)+〈λ∗,AxK+1 − b〉 ≤ CαK and 12β ‖λK+1−λ∗‖2 ≤ C. Since
∥∥∥ βαK (AxK+1 − b)∥∥∥ =
‖λK+1‖ ≤ ‖λK+1 − λ∗‖+ ‖λ∗‖ ≤
√
2βC + ‖λ∗‖, then we have
‖AxK+1 − b‖ ≤
(√
2βC + ‖λ∗‖
β
)
αK .
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Thus we have
F (xK+1)− F (x∗) ≤CαK − 〈λ∗,AxK+1 − b〉 ≤ CαK + ‖λ∗‖ ‖AxK+1 − b‖
≤
(
C +
√
2βC + ‖λ∗‖
β
‖λ∗‖
)
αK ,
and
F (xK+1)− F (x∗) ≥ −‖λ∗‖ ‖AxK+1 − b‖ ≥ −‖λ∗‖
(√
2βC + ‖λ∗‖
β
)
αK ,
which completes the proof.
Then we can specialize the choice of αk at each iteration for the generally convex case and strongly
convex case, respectively. Theorem 2 establishes the O(1/
√
K) and O(1/K) convergence rates for
these two cases, respectively.
Theorem 2 If the conditions in Theorem 1 hold and
1. if µ = 0, αk = 1√k+1 and k =
1
(k+1)5+δ
, then assumptions (4) and (5) hold and we have
|F (xK+1)− F (x∗)| ≤ O
(
1/
√
K
)
and ‖AxK+1 − b‖ ≤ O
(
1/
√
K
)
.
2. if µ > 0, αk = θk = 1k+1 , β ≤ µ‖ATA‖2 and k = 1(k+1)4+δ , then assumptions (4) and (5) hold
and we have
|F (xK+1)− F (x∗)| ≤ O (1/K) and ‖AxK+1 − b‖ ≤ O (1/K).
Proof 2 If µ = 0 and αk = 1√k+1 , then from (8) we have
ηkθk
αk
= L
(
1
αk
− 1αk−1
)
+β‖A
TA‖2
αk
(
1
αk
− 1αk−1
)
= L√
k+1+
√
k
+ β‖A
TA‖2
1+
√
1−1/(k+1) , which is decreasing as k increases. Thus (4) holds. From
1−θk
αk
= 1αk−1 ,
we have θk = 1−
√
k√
k+1
= 1√
k+1(
√
k+1+
√
k)
. So∑∞
k=0
k
αk
=
∑∞
k=0
1
(k+1)4.5+δ
<∞,∑∞
k=0
(
2
√
k+1ηk+1αk
αk+1
√
ηkθk
+
2
√
k√
θkαk
)
= O
(∑∞
k=0
√
k√
θkαk
)
= O
(∑∞
k=0
1
(k+1)1+δ/2
)
<∞.
Thus (5) holds and we have |F (xK+1)− F (x∗)| ≤ O
(
1/
√
K
)
and ‖AxK+1 − b‖ ≤ O
(
1/
√
K
)
.
If µ > 0 and αk = θk, then (4) reduces to ηk−µ ≤ ηk−1. Consider ηk−ηk−1 = β‖ATA‖2
(
1
αk
− 1αk−1
)
=
β‖ATA‖2, where we use 1αk − 1αk−1 = θkαk = 1. So if β ≤
µ
‖ATA‖2 , then (4) holds. On the other hand,
from 1αk − 1αk−1 = 1 and 1α−1 = 0 we have αk = 1k+1 .∑∞
k=0
k
αk
=
∑∞
k=1
1
(k+1)3+δ
<∞,∑∞
k=0
(
2
√
k+1ηk+1αk
αk+1
√
ηkθk
+
2
√
k√
θkαk
)
= O
(∑∞
k=0
√
k√
θkαk
)
= O
(∑∞
k=0
1
(k+1)1+δ/2
)
<∞.
Thus (5) holds and we have |F (xK+1)− F (x∗)| ≤ O (1/K) and ‖AxK+1 − b‖ ≤ O (1/K).
2.2 APG as the Solver
In this section, we consider to use APG for problem (2). At each iteration, it consists of two steps:
8
8
yk =xk +
(ηkθk − µ)(1− θk−1)
(ηk − µ)θk−1 (xk − xk−1),
xk+1 =prox
1/ηk
h,k
(
yk −
∇f(yk) + βαkAT (Ayk − b)
ηk
)
.
(9)
Similar to Theorem 1, we first establish the following general theorem.
Theorem 3 Assume that f(x) is strongly convex with modulus µ ≥ 0. Let αk ≥ 0 be a decreasing
sequence with 1α−1 = 0. Define θk as
1−θk
αk
= 1αk−1 and ηk = L+
β‖ATA‖2
αk
. Assume
ηk(θk)
2−µθk
2αk
≤ ηk−1(θk−1)22αk−1 , θk ≥
µ
ηk
, (10)∑∞
k=0
k
αk
<∞, ∑∞k=0 2√k√αk <∞. (11)
Then for APG based quadratic penalty method (9), we have
|F (xK+1)− F (x∗)| ≤ O (αK) , ‖AxK+1 − b‖ ≤ O (αK) ,
where x∗ is an optimal solution to problem (1).
Proof 3 Let λk+1 = βαk (Ayk − b) and λk+1 =
β
αk
(Axk+1−b). Similar to Theorem 1, we can have
h(x)− h(xk+1) ≥ −k −
〈∇f(yk) +ATλk+1 + ηk(xk+1 − yk + σk),x− xk+1〉 ,
f(xk+1) ≤ f(x)− µ
2
‖x− yk‖2 + 〈∇f(yk),xk+1 − x〉+ L
2
‖xk+1 − yk‖2.
So
F (xk+1)− F (x) ≤
〈
ATλk+1,x− xk+1
〉
+ ηk 〈xk+1 − yk,x− yk〉+ ηk 〈σk,x− xk+1〉
− µ
2
‖x− yk‖2 −
(
L
2
+
β‖ATA‖2
αk
)
‖xk+1 − yk‖2 + k,
Letting x = xk and x = x∗, we have
F (xk+1)− F (xk) ≤
〈
ATλk+1,xk − xk+1
〉
+ ηk 〈xk+1 − yk,xk − yk〉+ ηk 〈σk,xk − xk+1〉
−
(
L
2
+
β‖ATA‖2
αk
)
‖xk+1 − yk‖2 + k,
F (xk+1)− F (x∗) ≤
〈
ATλk+1,x
∗ − xk+1
〉
+ ηk 〈xk+1 − yk,x∗ − yk〉+ ηk 〈σk,x∗ − xk+1〉
− µ
2
‖x∗ − yk‖2 −
(
L
2
+
β‖ATA‖2
αk
)
‖xk+1 − yk‖2 + k,
9
9
Similar to Theorem 1, we have
F (xk+1)− F (x∗) + 〈λ∗,Axk+1 − b〉 − (1− θk) (F (xk)− F (x∗) + 〈λ∗,Axk − b〉)
≤ 〈λk+1 − λ∗, θkAx∗ + (1− θk)Axk −Axk+1〉
+ ηk 〈xk+1 − yk, θkx∗ + (1− θk)xk − yk〉
− µθk
2
‖x∗ − yk‖2 −
(
L
2
+
β‖ATA‖2
αk
)
‖xk+1 − yk‖2
+ ηk 〈σk, θkx∗ + (1− θk)xk − xk+1〉+ k
=
αk
β
〈
λk+1 − λ∗,λk − λk+1
〉
+
ηk
2
(‖θkx∗ + (1− θk)xk − yk‖2 − ‖θkx∗ + (1− θk)xk − xk+1‖2)
− µθk
2
‖x∗ − yk‖2 − β‖A
TA‖2
2αk
‖yk − xk+1‖2
+ ηk 〈σk, θkx∗ + (1− θk)xk − xk+1〉+ k
=
αk
2β
(‖λk − λ∗‖2 − ‖λk+1 − λ∗‖2 − ‖λk+1 − λk‖2 + ‖λk+1 − λk+1‖2)
+
ηk(θk)
2
2
(∥∥∥∥x∗ + 1− θkθk xk − 1θk yk
∥∥∥∥2 − ∥∥∥∥x∗ + 1− θkθk xk − 1θk xk+1
∥∥∥∥2
)
− µθk
2
‖x∗ − yk‖2 − β‖A
TA‖2
2αk
‖yk − xk+1‖2
+ ηkθk
〈
σk,x
∗ +
1− θk
θk
xk − 1
θk
xk+1
〉
+ k
≤αk
2β
(‖λk − λ∗‖2 − ‖λk+1 − λ∗‖2 − ‖λk+1 − λk‖2)− µθk
2
‖x∗ − yk‖2
+
ηk(θk)
2
2
(∥∥∥∥x∗ + 1− θkθk xk − 1θk yk
∥∥∥∥2 − ∥∥∥∥x∗ + 1− θkθk xk − 1θk xk+1
∥∥∥∥2
)
,
+ ηkθk
〈
σk,x
∗ +
1− θk
θk
xk − 1
θk
xk+1
〉
+ k.
where we use (6) in the first equality and (7) in the last inequality but replacing xk with yk in (7).
Consider
ηk(θk)
2
2
∥∥∥∥x∗ + 1− θkθk xk − 1θk yk
∥∥∥∥2
=
ηk(θk)
2
2
∥∥∥∥ µηkθk (x∗ − yk) +
(
1− µ
ηkθk
)(
x∗ +
ηk(1− θk)
ηkθk − µ xk −
ηk − µ
ηkθk − µyk
)∥∥∥∥2
≤µθk
2
‖x∗ − yk‖2 + θk(ηkθk − µ)
2
∥∥∥∥x∗ + ηk(1− θk)ηkθk − µ xk − ηk − µηkθk − µyk
∥∥∥∥2 ,
where we let θk ≥ µηk . Let dk+1 = 1θkxk+1 − 1−θkθk xk, dk =
ηk−µ
ηkθk−µyk −
ηk(1−θk)
ηkθk−µ xk =
1
θk−1
xk −
10
10
1−θk−1
θk−1
xk−1, we have yk = xk +
(ηkθk−µ)(1−θk−1)
(ηk−µ)θk−1 (xk − xk−1) and
F (xk+1)− F (x∗) + 〈λ∗,Axk+1 − b〉 − (1− θk) (F (xk)− F (x∗) + 〈λ∗,Axk − b〉)
≤αk
2β
(‖λk − λ∗‖2 − ‖λk+1 − λ∗‖2)
+
ηk(θk)
2 − µθk
2
‖dk − x∗‖2 − ηk(θk)
2
2
‖dk+1 − x∗‖2
− ηkθk 〈σk,dk+1 − x∗〉+ k
≤αk
2β
(‖λk − λ∗‖2 − ‖λk+1 − λ∗‖2)
+
ηk(θk)
2 − µθk
2
‖dk − x∗‖2 − ηk(θk)
2
2
‖dk+1 − x∗‖2
+
√
2ηkkθk‖dk+1 − x∗‖+ k.
Then following the same proof in Theorem 1 and using ηk(θk)
2−µθk
2αk
≤ ηk−1(θk−1)22αk−1 , we have
1
αk
(
F (xk+1)− F (x∗) + 〈λ∗,Axk+1 − b〉+ ηk(θk)
2
2
‖dk+1 − x∗‖2
)
− 1
αk−1
(
F (xk)− F (x∗) + 〈λ∗,Axk − b〉+ ηk−1(θk−1)
2
2
‖dk − x∗‖2
)
+
1
2β
‖λk+1 − λ∗‖2 − 1
2β
‖λk − λ∗‖2
≤θk
√
2kηk
αk
‖dk+1 − x∗‖+ k
αk
.
Summing over k = 0, · · · ,K, we have
1
αk
(
F (xK+1)− F (x∗) + 〈λ∗,AxK+1 − b〉+ ηK(θK)
2
2
‖dK+1 − x∗‖2
)
+
1
2β
‖λk+1 − λ∗‖2
≤ 1
2β
‖λ0 − λ∗‖2 +
K∑
k=0
2
√
k√
αk
√
ηkθk√
2αk
‖dk+1 − x∗‖+
K∑
k=0
k
αk
,
Similar to Theorem 1, we have
1
αk
(
F (xK+1)− F (x∗) + 〈λ∗,AxK+1 − b〉+ ηK(θK)
2
2
‖dK+1 − x∗‖2
)
+
1
2β
‖λk+1 − λ∗‖2
≤ 1
β
‖λ0 − λ∗‖2 + 2
K∑
k=0
k
αk
+ 2
(
K∑
k=0
2
√
k√
αk
)2
.
Following the same proof as Theorem 1, we can have the conclusion.
Then we can specialize the value of αk for the generally convex case and the strongly convex case
and establish the convergence rates in Theorem 4.
Theorem 4 If the conditions in Theorem 3 hold and
11
11
1. if µ = 0, αk = θk = 1k+1 and k =
1
(k+1)3+δ
, then assumptions (10) and (11) hold and we have
|F (xK+1)− F (x∗)| ≤ O (1/K) and ‖AxK+1 − b‖ ≤ O (1/K).
2. if µ > 0, 1−θk(θk)2 =
1
(θk−1)2
, αk = (θk)2, θ0 = 1, µ
2
4L‖ATA‖ ≤ β ≤ µ‖ATA‖2 and k = 1(k+1)4+δ , then
assumptions (10) and (11) hold and we have
|F (xK+1)− F (x∗)| ≤ O
(
1/K2
)
and ‖AxK+1 − b‖ ≤ O
(
1/K2
)
.
Proof 4 If µ = 0 and αk = θk, then (10) reduces to ηkθk ≤ ηk−1θk−1 and θk ≥ 0, which is true due
to 0 ≤ θk < θk−1 and the definition of ηk. From 1−θkαk = 1αk−1 and 1α−1 = 0 we have αk = 1k+1 .
∞∑
k=0
k
αk
=
∞∑
k=0
1
(k + 1)2+δ
<∞,
∞∑
k=0
2
√
k√
αk
=
∞∑
k=0
1
(k + 1)1+δ/2
<∞.
So we have ‖AxK+1 − b‖ ≤ O (1/K) and |F (xK+1)− F (x∗)| ≤ O (1/K).
If µ > 0 and αk = (θk)2, then (10) reduces to ηk−µ/θk ≤ ηk−1 and Lθk+ β‖A
TA‖2
θk
≥ µ. Consider
ηk − µ/θk − ηk−1 = L+ β‖A
TA‖2
αk
− µ/θk −
(
L+ β‖A
TA‖2
αk−1
)
= β‖ATA‖2
(
1
αk
− 1αk−1
)
− µ/θk = β‖A
TA‖2−µ
θk
, where we use 1αk − 1αk−1 = θkαk = 1θk . So if
β ≤ µ‖ATA‖2 , then ηk − µ/θk ≤ ηk−1.
Then we consider Lθk +
β‖ATA‖2
θk
≥ µ. It holds if β ≥ θkµ−L(θk)2‖ATA‖2 . Since θµ− Lθ2 ≤
µ2
4L ,∀θ, we
only need β ≥ µ2
4L‖ATA‖2 . So we finally get the condition
µ2
4L‖ATA‖2 ≤ β ≤
µ
‖ATA‖2 . From θ0 = 1
and 1−θk(θk)2 =
1
(θk−1)2
, we can easily have θk ≤ 2k+2 and αk ≤ 4(k+2)2 .
∞∑
k=0
k
αk
= O
( ∞∑
k=0
1
(k + 1)2+δ
)
<∞,
∞∑
k=0
2
√
k√
αk
= O
( ∞∑
k=0
1
(k + 2)1+δ/2
)
<∞.
Thus we have ‖AxK+1 − b‖ ≤ O
(
1/K2
)
and |F (xK+1)− F (x∗)| ≤ O
(
1/K2
)
.
3 Counterexamples for Using the Usual Solvers
In this section, we give counterexamples to show that using the usual PG or APG for computing the
inexact solution to (2) may not converge to the solution to (1). This justifies the special choice of
the sequences of penalty parameters shown in Sections 2.1 and 2.2 for the strongly convex case.
3.1 A Counterexample for the Usual PG Solver
In (1), we choose h(x) = f(x) = 12‖x‖2, A = (D 0) ∈ Rn×2n, and b is any n × 1 vector, where
D = diag(d1, · · · , dn) is an n×n diagonal matrix with |d1| ≥ · · · ≥ |dn| and d1 6= 0. More specifically,
our exemplar problem is:
min
x
1
2
‖x‖2 + 1
2
‖x‖2, s.t. (D 0)x = b, (12)
12
12
and (3) can be explicitly written as
xk+1 =
1
2αkβ−1d−21 + 1
(
I− d−21 D2 0
0 I
)
xk +
1
2αkβ−1 + d21
(
Db
0
)
.
The latter n entries of xk+1 can be written down as:
xk+1,i =
1
2αkβ−1d−21 + 1
xk,i =
1
k∏
t=0
(2αtβ−1d−21 + 1)
x0,i, i = n+ 1, · · · , 2n.
It is easy to see that the latter n entries of the optimal solution to (12) are all zeros. if
+∞∑
t=0
αt < +∞,
then
+∞∏
t=0
(2αtβ
−1d−21 + 1) ≤
+∞∏
t=0
exp(2αtβ
−1d−21 ) = exp
(
2β−1d−21
+∞∑
t=0
αt
)
< +∞,
and xk,i > 0,∀k, i = n+ 1, · · · , 2n. So iterate (3) cannot converge to the optimal solution when αk
decreases faster than O(1/k1+δ), where δ is a small constant.
3.2 A Counterexample for the Usual APG Solver
We use counterexample (12) and set θk = 2k+1 , µ = 0 in (9) for simplicity, which leads to yk =
xk +
k−2
k+1 (xk − xk−1). The coefficient k−2k+1 is adopted in [29] and is widely used in practice. Through
the example, we have that
xk+1,i =
1
2αkβ−1d−21 + 1
yk,i = (1− τk)
(
xk,i +
k − 2
k + 1
(xk,i − xk−1,i)
)
,∀i ≥ n+ 1,
where we set τk = 1− 12αkβ−1d−21 +1 . Let bk = xk,i − xk−1,i and x1,i = x0,i =
1
δ + 1 with 0 < δ < 0.7,
then bk+1 = k−2k+1 (1− τk)bk − τkxk,i. We can use induction to prove that when 0 < τk ≤ 1(k+1)2+δx0,i ,
then 0 ≥ bk ≥ − 1(k+1)1+δ and xk,i > 1,∀k.
For k = 2, since x1,i = x0,i, so b1 = 0, b2 = −τ1x0,i ≤ 0 and b2 = −τ1x0,i ≥ − 122+δ ≥ − 131+δ
when 0 < δ < 0.7, which satisfies the condition.
Assume that 0 ≥ bk ≥ − 1(k+1)1+δ holds for k ≤ t, we have xk,i − xk−1,i ≥ − 1(k+1)1+δ ,∀k ≤ t.
Summing with k = 1 to t, we have xt,i − x0,i ≥ −
∑t
j=1
1
(j+1)1+δ
. So xt,i ≥ x0,i −
∑t
j=1
1
(j+1)1+δ
>
x0,i −
∫∞
1
1
x1+δ
dx =
1
δ + 1− 1δ = 1. We also have xt,i ≤ xt−1,i ≤ · · · ≤ x0,i.
Since 0 < τt < 1, bt ≤ 0 and xt,i > 1, we can easily have bt+1 ≤ 0.
On the other hand, bt+1 ≥ − t−2t+1 (1 − τt) 1(t+1)1+δ − τtx0,i ≥ − t−2t+1 1(t+1)1+δ − τtx0,i. So we only
need 1
(t+2)1+δ
− t−2t+1 1(t+1)1+δ ≥ τtx0,i = 1(t+1)2+δ . It is equivalent to
(
1− 1t+2
)1+δ
≥ t−1t+1 . Since(
1− 1t+2
)1+δ
≥ 1− 1+δt+2 ,∀δ ≥ 0, we only need 1− 1+δt+2 ≥ t−1t+1 , which is satisfied when t+3t+1 ≥ δ.
Since τk =
2αkβ
−1d−21
2αkβ−1d−21 +1
≤ 2αkβ−1d−21 , then αk ≤ βd
2
1
2(k+1)2+δx0,i
makes iterate (9) not converge to
the optimal solution.
4 Decentralized Distributed Optimization
In this section, we consider the decentralized consensus optimization, where n agents form a connected
network and cooperatively solve problem:
min
1
n
∑
i
(fi(x) + hi(x)). (13)
13
13
Each fi and hi are only available to agent i and a pair of agents can exchange information if and only
if they are connected directly. We consider the distributed algorithms using only local computation
and communication, i.e., each agent i maintains a local variable x(i), locally computes the gradient
of fi and proximal operation of hi to update x(i), and then performs one communication with its
neighbors.
We reformulate problem (13) as (1). Let x =
 x(1)
T
...
x(n)T
, f(x) =∑i fi(x(i)), h(x) =∑i hi(x(i)),
∇f(x) =
 ∇f1(x(1))
T
...
∇fn(x(n))T
. Assume that fi has Li-Lipschitz continuous gradient, then f has
(maxi Li)-Lipschitz continuous gradient. We only consider the general convex case in this section.
The analysis can be directly extended to the strongly convex case. Formulate the problem as:
min f(x) + h(x), s.t. Ux = 0, (14)
where U =
(
I−W
2
)1/2 and W is a symmetric and double stochastic matrix. Wi,j > 0 if and only
if agents i and j are neighbors or i = j, otherwise, Wi,j = 0. Such W satisfies null(I−W) = {1}
and 1 = λ1(W) ≥ λ2(W) ≥ · · · ≥ λn(W) ≥ −1, where λi(W) is the i-th largest eigenvalue. Thus
‖U‖2 = 1 and constraint Ux = 0 ensures that x is consensual, i.e., x(1) = · · · = x(n).
We use the penalty method to solve problem (14). For the PG based penalty method, at each
iteration, (3) becomes
xk+1 =prox
1/ηk
h,k
(
xk −
∇f(xk) + βαkUTUxk
ηk
)
=prox1/ηkh,k
(
Wˆkxk − 1
L+ β/αk
∇f(xk)
)
,
(15)
where Wˆk = (L+β/2αk)I+(β/2αk)WL+β/αk → I+W2 ≡ Wˆ as αk → 0 and ηk = L +
β
αk
. Then Wˆ is also
symmetric and double stochastic with 1 = λ1(Wˆ) ≥ λ2(Wˆ) ≥ · · · ≥ λn(Wˆ) ≥ 0. For each agent i,
(15) can be described as:
1. Receive xk(j) from its neighborhoods.
2. Compute xk+1(i) = prox
1/ηk
hi,k/n
(∑
j Wˆ
k
i,jxk(j)− 1L+β/αk∇fi(xk(i))
)
.
3. Broadcast xk+1(i) to its neighborhoods.
We can find that this strategy becomes the distributed gradient method. Specially, [13] studied
the iterate of xk+1(i) =
∑
j W˜i,jxk(j)−α∇fi(xk(i)) [11] with a constant step size, where W˜ respects
the adjacent structure of the network and is symmetric and double stochastic with 1 = λ1(W˜) >
λ2(W˜) ≥ λ3(W˜) ≥ · · · ≥ λn(W˜) > −1. In this case, the algorithm does not converge to the
solution of problem (13) but a point in its neighborhood. This fact corresponds to the common
sense that a constant penalty makes the penalty method not converge to the optimal solution of
the constrained problem [1]. [19] proposed a distributed dual averaging algorithm, which has the
special case of xk+1(i) =
∑
j W˜i,jxk(j) − αk∇fi(xk(i)) with a decreasing step size of αk = 1√k .
[19] established the ergodic O
(
logK√
K
)
convergence rate in the sense of
∑
i fi
(
1
K
∑K
k=1 xk(t)
)
−∑
i fi(x
∗) ≤ O
(
logK√
K
)
,∀t. [12] studied a slight different scheme of uk(i) =
∑
j W˜i,jxk(j), xk+1(i) =
14
14
proxαkhi [uk(i)− αk∇fi(uk(i))] with αk = 1√k and also established the O
(
logK√
K
)
convergence rate of
min1≤k≤K
∑
i fi (xk(t))−
∑
i fi(x
∗) ≤ O
(
logK√
K
)
. The technique in [19, 12] is to analyze the dual
averaging method (gradient descent method) with the deviation of
∥∥∥x(i)− 1n∑j x(j)∥∥∥ and control
the deviation by the diminishing step size. As a comparison, we analyze it from the view of the
penalty method and accordingly we can improve the convergence rate to O
(
1√
K
)
under the same
algorithm framework. Moreover, we have less requirement on the network topology, i.e., [13, 19]
requires the spectral gap of 1−max{|λ2(W˜)|, |λn(W˜)|} > 0 while we have no such assumption on
W. Specially, we have the following theorem.
Theorem 5 Assume that fi + hi is li-Lipschitz continuous, ∀i. Let αk = 1√k+1 and k = 1(k+1)5+δ ,
then for the PG based penalty method, we have[∑
i
fi(xk(t)) + hi(xk(t))
]
−
[∑
i
fi(x
∗) + hi(x∗)
]
≤ O
(
1√
k
)
,
where x∗ is a minimum of problem (13) and xk(t) is the local variable in any agent t.
Proof 5 From Theorem 2, we have
|f(xk) + h(xk)− f(x∗)− h(x∗)| ≤ O(1/
√
k), ‖Uxk‖ ≤ O(1/
√
k).
Rewrite xk as xk = [b:,1, · · · ,b:,d]. Since W is a symmetric and double stochastic matrix, then
O(1/k) ≥‖Uxk‖2 =
d∑
i=1
bT:,iU
2b:,i =
1
2
d∑
i=1
bT:,i(I−W)b:,i
=
1
4
d∑
i=1
n∑
p=1
n∑
q=1
Wp,q(bp,i − bq,i)2 = 1
4
n∑
p=1
n∑
q=1
Wp,q‖bp,: − bq,:‖2
=
1
4
n∑
p=1
n∑
q=1
Wp,q‖xk(p)− xk(q)‖2 ≥ wmin
4
∑
p,q,Wp,q>0
‖xk(p)− xk(q)‖2,
where we let wmin = minp,q,Wp,q>0Wp,q. Then
O(1/
√
k) ≥
∑
p,q,Wp,q>0
‖xk(p)− xk(q)‖.
Moreover, let p1 and pr be two nodes such that they do not connect directly. Since the network is
connected, then there exists a connected path p1, · · · , pr and
O(1/
√
k) ≥ ‖xk(p1)− xk(p2)‖+ · · ·+ ‖xk(pr−1)− xk(pr)‖ ≥ ‖xk(p1)− xk(pr)‖.
So for any t, we have ∑
i
[fi(xk(t)) + hi(xk(t))− fi(x∗)− hi(x∗)]
=
∑
i
[fi(xk(t)) + hi(xk(t))− fi(xk(i))− hi(xk(i))]
+
∑
i
[fi(xk(i)) + hi(xk(i)− fi(x∗)− hi(x∗)]
≤
∑
i
li‖xk(t)− xk(i)‖+O(1/
√
k)
=O(1/
√
k),
15
15
which completes the proof.
Now we use the APG based penalty method for problem (14), then (9) becomes
yk = xk +
θk(1− θk−1)
θk−1
(xk − xk−1),
xk+1 = prox
1/ηk
h,k
(
Wˆkyk − 1
L+ 1/αk
∇f(yk)
)
,
(16)
At each iteration, each agent i performs the following operations:
1. Receive yk(j) from its neighborhoods.
2. Compute xk+1(i) = prox
1/ηk
hi,k/n
(∑
j Wˆ
k
i,jyk(j)− 1L+1/αk∇fi(yk(i))
)
and yk+1(i) = xk+1(i) +
θk+1(1−θk)
θk
(xk+1(i)− xk(i)).
3. Broadcast yk+1(i) to its neighborhoods.
Similar to the relation between the PG based penalty method and the distributed gradient
method, we also find that iterate (16) becomes the fast gradient method [18], which has the iterate
of xk+1(i) =
∑
j W˜i,jyk(j) − αk∇fi(yk(i)),yk+1(i) = xk+1(i) + k+1k+4 (xk+1(i) − xk(i)), where the
network topology matrix W˜ is symmetric and double stochastic with W˜  0 and λ2(W˜) < 1. [18]
established the convergence rate of O
(
logK
K
)
with a decreasing step size of αk = 1k by the tool of
inexact Nesterov’s gradient method [32], where the inexactness comes from
∥∥∥x(i)− 1n∑j x(j)∥∥∥ and
it is controlled by the decreasing step size. Due to the totally different analysis framework from the
view of the penalty method, we can improve the convergence rate to O
(
1
K
)
and do not require the
network topology satisfying W  0 and λ2(W) < 1. Similar to Theorem 5, we have the following
theorem for the APG based penalty method.
Theorem 6 Assume that fi + hi is li continuous, ∀i. Let αk = 1k+1 and k = 1(k+1)3+δ , then for the
APG based penalty method, we have[∑
i
fi(xk(t)) + hi(xk(t))
]
−
[∑
i
fi(x
∗) + hi(x∗)
]
≤ O
(
1
k
)
,
where x∗ is a minimum of problem (13) and xk(t) is the local variable in any agent t.
EXTRA [10] is another decentralized first order method with O
(
1
K
)
convergence rate in the
sense of 1K
∑K
k=1 ‖Uxk + ∇f(xk)‖2 ≤ O
(
1
K
)
and 1K
∑K
k=1 ‖Uxk‖2 ≤ O
(
1
K
)
. However, for the
constraint, they only established mink≤K ‖Uxk‖ ≤ o
(
1√
K
)
. As a comparison, we can establish
‖UxK‖ ≤ O
(
1√
K
)
for the PG based penalty method and ‖UxK‖ ≤ O
(
1
K
)
for the APG based
penalty method. EXTRA [10] also requires λn(W) > −1.
4.1 Communication Efficient Distributed Optimization
In this section, we consider the case that communication is a major bottleneck in distributed
optimization. In these days, CPUs can read and write the memory at over 10 GB per second whereas
communication over TCP/IP is about 10 MB per second [25]. Thus such a consideration is necessary.
In this section, we consider the case of f = 0 and the proximal mapping of h has no closed form
solution. Then the fast gradient method in [18] cannot handle such a nonsmooth problem and
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Algorithm 1 AdaptSmooth [33]
for t = 0, 1, · · · , Tk − 1 do
Define Gγti,k(u) as (18).
Apply the accelerated gradient method [35] to minimize Gγti,k for O(
1√
γtσ
) iterations such that
Gγti,k(ut+1)−minGγti,k ≤
G
γt
i,k(ut)−minG
γt
i,k
4 .
γt+1 = γt/2.
end for
Output xk+1(i) = uTk .
the dual averaging method [19] needs O
(
log 1/ε
ε2
)
communications and computations to reach an
ε solution. We consider to use the APG based penalty method to improve the results to O
(
1
ε
)
communications and O
(
1
ε2
)
computations, matching the best known result of the primal-dual based
decentralized method in [25].
We consider the following iterate:
yk = xk +
θk(1− θk−1)
θk−1
(xk − xk−1),
xk+1 = prox
1/ηk
h,k
(
Wˆyk
)
,
(17)
where Wˆ = I+W2 . Theorem 6 tells us that if we can control the error as k =
1
(k+1)3+δ
, then iterate
(17) only needs O
(
1
ε
)
outer iterations, i.e., O
(
1
ε
)
communications. So we only need to consider the
inner iterations in (17) to control the computation cost.
Define Gi,k(x(i)) = hi(x(i)) + β2αk ‖x(i)−
∑
j Wˆi,jyk(j)‖2. Then the goal of each agent i at the
k-th iterations is to find an k/n minimizer of Gi,k. Gi,k is βαk strongly convex but nonsmooth. Many
algorithms can be used to minimize Gi,k and we use the AdaptSmooth method in [33], which has the
best convergence rate as far as we know and is described in Algorithm 1. In the algorithm we define
hγi (x(i)) = maxz
[
〈z,x(i)〉 − h∗i (z)−
γ
2
‖z‖2
]
,
Gγi,k(x(i)) = h
γ
i (x(i)) +
β
2αk
∥∥∥∥∥∥x(i)−
∑
j
Wˆi,jyk(j)
∥∥∥∥∥∥
2
.
(18)
where h∗i is the Fenchel dual of hi. Then G
γ
i,k is a smooth approximation of Gi,k. It is
β
αk
≡ σ
strongly convex and has
(
1
γ +
β
αk
)
-Lipschitz continuous gradient. Theorem 4.2 in [33] states that if
each hi is li-Lipschitz continuous and Gi,k(u0)−minGi,k ≤ 4, then AdaptSmooth with γ0 = 4/l2i
and Tk = log2(4/k) produces uTk such that Gi,k(uTk)−minGi,k ≤ k in 1√kσ total computations
of ∇Gγi,k. From the settings in Theorem 6, we know 1√kσ = 1/
√
β(k+1)
(k+1)3+δ
= O
(
(k + 1)1+δ/2
)
. So
iterate (17) needs
∑K
k=1(k + 1)
1+δ/2 = O
(
K2+δ
)
total computations of ∇Gγi,k to reach an O(1/K)
solution, i.e., O
(
1
ε2+δ
)
computations for an ε solution. In general, evaluating ∇Gγi,k may be more
costly than obtaining the subgradient of hi. However, when G
γ
i,k is given in closed form, smoothing
is efficient. For more details, please see [34].
5 Conclusion
In this paper, we study the quadratic penalty method with continuation and inexact update for linearly
constrained convex problems, i.e., performing the proximal gradient descent only once and then
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increase the penalty. For such a variant of the quadratic penalty method, we give counterexamples
to show that it may not converge to the solution to the original constrained problem. By carefully
choosing the penalty parameters, for the PG based penalty method, we establish the convergence
rates of O
(
1√
K
)
and O
(
1
K
)
when f is generally convex and strongly convex, respectively; for APG
we improve the convergence rates to O
(
1
K
)
and O
(
1
K2
)
.
When applied to the decentralized distributed optimization, the penalty methods become the
widely used distributed gradient method and fast distributed gradient method. However, due to the
different analysis framework, we can improve their O
(
logK√
K
)
and O
(
logK
K
)
convergence rates to
O
(
1√
K
)
and O
(
1
K
)
under fewer assumptions on the network topology for general convex problems.
We also give a communication efficient version of the fast distributed gradient method, which can
find an ε solution in O
(
1
ε
)
communications and O
(
1
ε2+δ
)
computations for the non-smooth problems,
where δ is a small constant.
References
[1] B. T. Polyak. The convergence rate of the penalty function method. USSR Computational
Mathematics and Mathematical Physics, 11(1):1–12, 1971.
[2] W. Yin. Analysis and generalizations of the linearized Bregman method. SIAM J. Imaging
Sciences, 3(4):856–877, 2010.
[3] V. Hien Nguyen and J.-J. Strodiot. Convergence rate results for a penalty function method,
pages 101–106. Springer Berlin Heidelberg, 1978.
[4] David G. Luenberger. Convergence rate of a penalty-function scheme. Journal of Optimization
Theory and Applications, 7(1):39–51, 1971.
[5] E. Hale, W. Yin, and Y. Zhang. Fixed-point continuation for l1-minimization: Methodology
and convergence. SIAM J. on Optimization, 19(3):1107–1130, 2008.
[6] D. Goldfarb and S. Ma. Convergence of fixed-point continuation algorithms for matrix rank
minimization. Foundations of Computational Mathematics, 11(2):183–210, 2011.
[7] A. Ganesh, Z. Lin, J. Wright, L. Wu, M. Chen, and Y. Ma. Fast algorithms for recovering a
corrupted low-rank matrix. In International Workshop on Computational Advances in Multi-
Sensor Adaptive Processing, pages 213–216, 2009.
[8] G. Lan and R. Monteiro. Iteration-complexity of first-order penalty methods for convex
programming. Mathmatical Programming, 138(1-2):115–139, 2013.
[9] I. Necoara, A. Patrascu, and F. Glineur. Complexity certifications of first order inexact
Lagrangian and penalty methods for conic convex programming. to appear in Optimization
Methods and Software, 2017.
[10] W. Shi, Q. Ling, G. Wu, and W. Yin. EXREA: An exact first-order algorithm for decentralized
consensus optimization. SIAM J. Optimization, 25(2):944–966, 2015.
[11] A. Nedic and A. Ozdaglar. Distributed subgradient methods for multi-agent optimization. IEEE
Trans. on Automatic Control, 54:48–61, 2009.
[12] I. Chen. Fast distributed first-order methods. master’s thesis., 2012.
[13] K. Yuan, Q. Ling, and W. Yin. On the convergence of decentralized gradient descent. SIAM J.
Optimization, 26(3):1835–1854, 2016.
18
18
[14] A. Nedic. Asynchronous broadcast-based convex optimization over a network. IEEE Trans. on
Automatic Control, 56(6):1337–1351, 2011.
[15] A. Nedić and A. Olshevsky. Distributed optimization over time-varying directed graphs. IEEE
Trans. on Automatic Control, 60(3):601–615, 2015.
[16] K. Tsianos, S. Lawlor, and M. Rabbat. Consensus-based distributed optimization: Practical
issues and applications in large-scale machine learning. In Annual Allerton Conference on
Communication, Control, and Computing, pages 1543–1550, 2012.
[17] M. Zhu and S. Martínez. On distributed convex optimization under inequality and equality
constraints. IEEE Trans. on Automatic Control, 57(1):151–164, 2012.
[18] D. Jakovetic, J. Xavier, and J. Moura. Fast distributed gradient methods. IEEE Trans. on
Automatic Control, 59:1131–1146, 2014.
[19] J. Duchi, A. Agarwal, and M. Wainwright. Dual averaging for distributed optimization: Conver-
gence analysis and network scaling. IEEE Trans. on Automatic Control, 57:592–606, 2012.
[20] H. Terelius, U. Topcu, and R. Murray. Decentralized multi-agent optimization via dual decom-
position. IFAC proceedings volumes, 44(1):11245–11251, 2011.
[21] W. Shi, Q. Ling, G. Wu, and W. Yin. On the linear convergence of the ADMM in decentralized
consensus optimization. IEEE Trans. on Signal Processing, 62(2):1750–1761, 2014.
[22] A. Makhdoumi and A. Ozdaglar. Convergence rate of distributed ADMM over network. arx-
iv:1601.00194, 2016.
[23] E. Wei and A. Ozdaglar. On the o(1/k) convergence of asynchronous distributed alternating
direction method of multipliers. arxiv:1307.8254, 2013.
[24] W. Shi, Q. Ling, G. Wu, and W. Yin. A proximal gradient algorithm for decentralized composite
optimization. IEEE Trans. on Signal Processing, 63(23):6013–6023, 2015.
[25] G. Lan, S. Lee, and Y. Zhou. Communication-efficient algorithms for decentralized and stochastic
optimization. arxiv:1701.03961, 2017.
[26] D. Davis and W.T. Yin. Convergence rate analysis of several splitting schemes. Technical report,
UCLA CAM Report, 2014.
[27] B.S. He and X.M. Yuan. On the O(1/t) convergence rate of the Douglas-Rachford alternating
direction method. SIAM J. on Numerical Analysis, 50:700–709, 2012.
[28] A. Chambolle and T. Pock. A first-order primal-dual algorithm for convex problems with
applications to imaging. Journal of Mathematical Imaging and Vision, 40(1):120–145, 2011.
[29] A. Beck and M. Teboulle. A fast iterative shrinkage thresholding algorithm for linear inverse
problems. SIAM J. Imaging Sciences, 2(1):183–202, 2009.
[30] W. Zuo, D. Meng, L. Zhang, X. Feng, and D. Zhang. A generalized iterated shrinkage algorithm
for non-convex sparse coding. In Proceedings of the IEEE international conference on computer
vision, pages 217–224, 2013.
[31] M. Schmidt, N. Le Roux, and F. Bach. Convergence rates of inexact proximal-gradient methods
for convex optimization. In NIPS, 2011.
[32] O. Devolder, F. Glineur, and Y. Nesterov. First-order methods of smooth convex optimization
with inexact oracle. Mathematical Programming, 146(1-2):37–75, 2014.
19
19
[33] Z. Allen-Zhu and E. Hazan. Optimal black-box reductions between optimization objectives. In
NIPS, 2016.
[34] Y. Nesterov. Smooth minimization of nonsmooth functions. Mathmatical Programming, pages
127–152, 2005.
[35] Y. Nesterov. Introductory lectures on convex optimization: A basic course, volume 87. Springer
Science & Business Media, 2013.
20
20
