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Abstract
In recent years, an increased interest in the Electron Paramagnetic Res-
onance (EPR) spectroscopy technique has been observed. As in Nuclear
Magnetic Resonance (NMR), there is a tendency in EPR to go to higher
microwave frequencies (95 GHz and higher) to obtain enhanced spectral res-
olution and sensitivity. In this thesis, the potentialities of high field high
frequency EPR (HF 2EPR) are exploited in the study of the dynamics of a
paramagnetic probe guest molecules (spin probe) in disordered matrices such
as polymers and molecular glass formers. The high magnetic fields involved,
offer a unique angular sensitivity to the reorientation motion, while by in-
creasing the microwave frequency the dynamics appear more and more in the
slow motion regime. The information from the slow motion HF 2EPR spec-
tra analysis, are obtained from the line shifts rather than the lines widths.
Moreover a multi-frequency approach is adopted (95 GHz, 190 GHz and
285 GHz) which offers great advantages in the dynamics studies. In fact
the motional model chosen in order to describe the reorientation of the spin
probe molecules must satisfactorily fit the three sets of spectra.
The focus of this work was to investigate the characteristics temperatures
of the polystyrene (PS) well below the glass transition temperature Tg down
to cryogenic temperatures as well as the characteristics temperatures in the
molecular liquid ortho-terphenyl (OTP), and in the polymer polybutadiene
(PB) both above Tg.
The slow motion spectra of a small, stiff, spherical spin probe in glassy
PS were obtained. A fully analytical and numerical simulation analysis was
carried out. Two different regimes separated by a crossover region were
evidenced. Below 180 K the spin probe is trapped, the rotational times
are nearly temperature independent with no apparent distribution. In the
temperature range, 180 − 220 K a large increase of the rotational mobility
is observed with a widening of the distribution of correlation times which
exhibits two components: i) a delta-like temperature-independent compo-
nent representing the fraction of spin probe w still trapped; ii) a strongly
temperature-dependent component representing the fraction of un-trapped
spin probe 1-w undergoing activated motion over an exponential distribution
of barriers heights. Above 180 K a steep decrease of w is evidenced. The
de-trapping of spin probe and the onset of its large increase of the rotational
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mobility at 180 K are interpreted as signature of the onset of the fast mo-
tion detected by neutron scattering in PS at 175± 25 K. By the analytical
evaluation of the frequency shift an alternative approach to characterize the
spin probe dynamics is found that confirms the results from full numerical
simulation.
In the temperature range T > Tg,an optimal choice of the spin probes
allowed the investigation of the molecular glass former OTP and polymer
PB by studying the slow motion regime of HF 2EPR spectra. As a function
of temperature, the frequency shift of the HF 2EPR spectra exhibit several
well distinct regimes with a characteristic cusp-like behaviour. The cusp
is found to be very close to the so-called critical temperature Tc which is
predicted by the mode coupling theory developed by Go¨tze and co-workers.
Chapter 1
Introduction
The study of viscous liquids and glass transition are old research fields, which
continue to attract attention because of major unsolved problems [1, 2, 3, 4,
5, 6]. The older pure glass is a moulded amulet of deep lapis lazuli color, of
about 7000 B.C. [7]. Although glass is the oldest artificial material utilized
by man, new discoveries and applications continued to appear. Thus the
glassy state of pharmaceuticals is being recognized as more effective that the
crystalline form because is dissolves more quickly; in that regard, the glassy
state of a common medicament aspirin has been recently studied [8]. Another
relatively recent realization is that the glass transition plays a central role
in the preservation of food [9, 10]. More traditional applications of glasses
and glass science include, optical fibers or glass ceramics and of course glass
is steel extensively used for windows and containers, not to mention the
beautiful artworks based on a thousand-year old tradition.
The glass transition was unknown to most physicists until a few decades
ago, and the glassy state was barely mentioned in textbooks on condensed
matter physics. The focus on amorphous semiconductors and spin glasses
of the 1980s led to an increasing interest in glasses and glass formation.
Many liquids require fast cooling to avoid crystallization, e.g., most alloys,
but there are also many liquids that are easily supercooled and, in fact diffi-
cult to crystallize, e.g., silicates and numerous organic liquids.Apparently all
supercooled liquids are able to form glasses [11, 5, 6]. In view of this univer-
sality, the glassy state may be regarded as the fourth state of conventional
matter.
The glass transition takes place when the viscosity upon cooling becomes
so large that molecular motion is arrested on the time-scale of the experi-
9
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ment. The laboratory glass transition is dynamic and not a first order phase
transition. Is a second order phase transition in the Ehrenfest sense with
continuity of volume and entropy, but discontinuous changes of their deriva-
tives [12]. For cooling rates of the order of a Kelvin per minute, the glass
transition takes place when the viscosity, η, is around 1013 poise (P).
The fascination of this phenomenon lies in the fact that chemically quite
different liquids, involving ionic interaction, van der Waals forces, hydrogen
bonds, covalent bonds, or even metallic bonds, have a number of common
properties when cooled to become highly viscous [6, 13, 14, 4]. Of particular
interest is the average relaxation time τ . This quantity may be determined,
as the inverse dielectric, mechanical or specific heat loss peak frequency.
Alternatively, is may be calculated from the viscosity, and the instantaneous
(infinite-frequency) shear modulus, G∞ by means of Maxwell’s expression
τ =
η
G∞
(1.1)
The Maxwell relaxation time τ provides the key to understand the glass
transition. Typical values of G∞ are in the 10
9 Pa s range, so since η ≈
1012 Pa s at the glass transition, τ is of the order of 1000 s. Thus the glass
transition takes place when the Maxwell relaxation time becomes comparable
to the cooling time. Noting that, independent of the unit system, d lnT is
the relative temperature change dT/T , the glass transition temperature Tg
is determined by ∣∣∣∣∣d lnTdt
∣∣∣∣∣
Tg
≈ 1
τ (Tg)
(1.2)
The Maxwell relaxation time does not determines only how fast a macro-
scopic stress relaxes; numerous experiments show that τ also determines the
typical time between molecular displacements or reorientations. This con-
firms that the glass transition takes place when the liquid is unable to reach
equilibrium on the experimental time scale, i.e., when “some process in the
amorphous material occurs too slowly at low temperatures to permit ther-
modynamic equilibrium to be established in all degrees of freedom”[1].
In the last decades, much of the scientific focused on the attempt to
unravel the mechanisms triggering the liquid to glass transition and to un-
derstand better the properties of amorphous solids. However, the viscous
liquid phase preceding glass formation has drawn attention as well, because
since the glass derive from liquids, like in the history science, one must know
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the past to understand the present. Moreover, even basic properties of vis-
cous liquids are not well understood. A problem often encountered in this
area is that, due to structural disorder, dynamic phenomena appear in a
wide range of time (or frequency) and length scales. To obtain a coherent
physical picture of the microscopic dynamics it is thus required to apply a
combination of techniques, and not just a single method. The techniques
and the time windows which can be accessed in the study of the glass-
formers and polymeric material are : dielectric relaxation [15, 16, 17, 18]
(10−11 to 104 s); dynamic light scattering [19, 20, 21, 22] (10−12 to 102 s);
NMR [23, 24, 25] (relaxation time from 10−11 to 103 s), diffusion coefficients
from 10−5 to 10−10 cm2/s)); dynamic neutron scattering [26] (10−12 to 10−7 s);
optical probe methods [27, 28, 29] (relaxation time from 10−12 to 105 s, diffu-
sion coefficients from 10−5 to 10−17 cm2/s); atomistic computer simulations
[30, 31, 32, 33] (10−14 to 10−7 s).
About 37 years ago, Goldstein argued that diffusion in liquids occurs
by different mechanisms at high and low temperatures [34]. In this view,
molecules at low temperature move by crossing substantial potential energy
barriers, i.e., activated transport or hopping. At high temperatures, thermal
energy will be comparable to the barrier heights, and translational motion
will have a fundamentally different character, i.e., free diffusion. Goldstein
concluded that the transition from free to activated diffusion should occur
when the relaxation time for the shear viscosity is about 10−9 s and the
viscosity is about 10 P . The evidences that such change occurs at high
temperature is offered by mode coupling theory (MCT ) [35], which describes
a change in relaxation mechanism for T ≈ Tc, at which the molecular time
scale are roughly about 10−7 s. Other evidences cames from dielectric and
other spectroscopic techniques in the splitting of a single high temperature
relaxation process into the α and β processes at lower temperature. This
pattern was established more then 36 years ago [36, 37]. The β process can
often be given a specific and local molecular origin [38], while the α relaxation
is general and apparently of cooperative origin. The experimental results of
the rotational dynamics show a sharp crossover from the regime where the
Debye-Stockes-Einstein law holds to a new one which is accounted for by a
fractional Debye-Stockes-Einstein law, Dr ∝ (η/T )−ζ , with ζ ≤ 1 [39, 24].
This happens also around the temperature where Goldstein predicted the
change in the relaxation mechanism.
As was mention above, the time scale for molecular motion increases dra-
matically as a supercooled liquid is cooled toward Tg, until it will be stopped
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on the time-scale of the experiment at the glass transition temperature. If,
as is generally assumed, the dynamics are dominated by barriers to be over-
come by thermal fluctuations, one would expect an expression of the form
η ≈ exp(∆E/kBT ) [40] (according to eq. 1.1 τ and η are roughly proportional
since G∞ is much less temperature dependent than τ or η). This is referred
to an Arrhenius temperature dependence, after the Swedish chemist Svante
Arrhenius, who discovered that chemical reaction times usually follow this
law. The Arrhenius law, however, only works for a few liquids, pure silica, or
phosphor pentoxide [41]. In most cases viscous liquids show a stronger than
Arrhenius increase of the viscosity upon cooling toward the glass transition.
Below the glass transition temperature where segmental motion is frozen,
a considerable amount of local motion in the form of rotation or rotational
oscillation may be present, each mode corresponding to a relaxation process
at characteristic temperature and frequency. In the last two decades, workers
have introduced novel experimental techniques to investigate the molecular
dynamics of glass-formers and polymers in the short time or high frequency
regime that conventional methods are not able to reach. These techniques
that probe molecular motion and vibrations in the picoseconds time range
include neutron and light scattering [42, 43, 44, 45, 46, 47, 48, 49, 50, 51],
high frequency dielectric relaxation [52, 53, 54] and another less common
technique [55].
The experimental results hold the promise of revealing the fundamental
physics of vibration and relaxation of polymeric and glass-forming substances
as well as identifying the theory that gives the correct predictions. Among
theories that make connection to the molecular dynamics at microscopic
time, the basic MCT [35] is by far the one that is most often compared
with the short time measurements and molecular dynamics simulation. This
preference is due to the well-defined and general predictions given by the
idealized MCT , which can be tested by experiments. In addition to the
idealized mode coupling theory, there is also the extended mode coupling
theory that includes hopping [50].
Another theory that links short time dynamics to long time dynamics is
based on the elastic models. The first paper suggesting that the activation
energy is determined by short time elastic properties appears during the
World War II [56]. During the years the elastic models was compared to
experiment and different research groups extended the theory [57, 58, 59, 60,
61, 62, 63].
Ref.[4] gave a discussion of a possible links between very short time and
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very long time dynamics, on the basis of measurements on glass-formers
of different fragilities that the behavior of a controversial low-frequency vi-
brational mode, or group of modes, known collectively as the “boson peak”
is predictive of the fragility. The boson peak is determined by neutron or
Raman inelastic scattering studies [64, 65, 66] and is located in the range
10− 60 cm−1. Systems with strong boson peaks which can be observed even
above Tg tend to be those with strong liquid character; fragile glass-formers
have weak boson peaks which can only be observed below Tg.
Molecular reorientation in disordered systems like amorphous polymers
or low molecular mass glass-formers occurs on different time scale as it is ob-
served by nuclear magnetic resonance (NMR) [67], dielectric [68, 69, 70, 71]
and mechanical [72] relaxation, and optical spectroscopy [73, 74]. On ap-
proaching the glass transition, the large scale motion becomes more and more
hindered by the increasing structural constraints [75, 76, 77]. Molecules, or
subunits of macromolecules, are surrounded and trapped by rigid pockets,
which are usually referred to as cages. The cage effect can be imaged in real
space by optical video microscopy of glassy colloids [78, 79]. Molecular dy-
namics studies give insight into this localization process [80, 81, 82, 83, 84],
which involves both the translational and the rotational degrees of freedom
[85]. The cage concept is rather intuitive and fruitful in that it may be in-
corporated in formal theoretical treatments of the glassy dynamics, like the
mode coupling theory [50], and recent extensions deal with polymer chains
[86]. Molecular motion in the presence of cages exhibits different time scales.
The fast regime corresponds to the rattling of the trapped particle, the inter-
mediate regime is due to the escape process of this particle, and the slowest
regime is ascribed to the cage relaxation with its collective character. Record-
ing experimental data about all these regime is not trivial and only indirect
signatures are often presented [87].
Electron paramagnetic resonance spectroscopy is a method for character-
izing structure, dynamics, and spatial distribution of paramagnetic species.
Diamagnetic materials can be studied by using spin probes, which are stable
paramagnetic species such as nitroxide radicals and transition metal ions.
Nitroxide radicals are primarily used to probe soft condensed matter, while
transition metal or rare earth ions are also popular as spin probes in inorganic
optical glasses. The question of whether the information recovered by probe
methods tend to be tractable as the bulk measurements can be answered
by reference to data from the groups of Sillescu [88], of Edinger [27, 89], of
Richert [90, 91] and of Leporini [92, 93].
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Recent developments in microwave technologies have lead to a renaissance
of the electron paramagnetic resonance (EPR) due to the implementation of
new spectrometers operating at frequencies ≥ 90 GHz, whose most promi-
nent application fields are structural biology [94], single molecule magnetic
clusters and low dimensional spin structures [95]. The most widely employed
EPR technique utilizes continuous wave irradiation at standard X-band fre-
quencies (9.5 GHz) while performing a magnetic field sweep to obtain the
spectra. However, the resulting spectra can be very complex and the spec-
tral resolution quite poor. There have been three important methodological
developments to overcome this problem: (1) the use of higher microwave
frequencies and, respectively, higher magnetic fields in EPR (HF 2EPR)
to spread the spectra in the field dimension; (2) pulsed EPR methods,
which add a new dimension (a time axis) to the spectra and (3) double res-
onance techniques, such as ENDOR (Electron Nuclear DOuble Resonance)
or ELDOR (Electron-Electron DOuble Resonance), which allow excitations
of two spins (either an electron spin and a nuclear spin or two electron spins)
to specifically measure the spin-spin coupling.
High field high frequency electron paramagnetic resonance (HF 2EPR) is
currently the fastest developing branch of EPR spectroscopy, with respect to
both technical advances and new applications. Highly sensitive spectrometers
with microwave resonators are now available up to frequencies of 360 GHz
[96]. A set-up at 250 GHz employing a Fabry-Perot resonator is available
for studies on single crystals [97], and a spectrometer has been constructed
that should allow for routine use of pulse EPR at frequency of 180 GHz
[98]. As frequencies up to W -band (≈ 95 GHz) are now accessible by
commercial spectrometers, it has been argued that W -band frequencies have
attained the status of ‘conventional’ EPR [99]. Even higher frequencies up
to 3 THz can be reached by transmission-type (or single-pass) spectrometers
[100]. With such set-ups, it is possible to study samples at many different mi-
crowave frequencies, i.e., to use a truly multi-frequency approach. There are
also some disadvantages of transmission-type spectrometers, such as lower
sensitivity, difficulties in obtaining pure absorption spectra, and propaga-
tion effects [99]. Propagation effects occur in samples with high dielectric
constants when the sample size is of the same order of magnitude as the
wavelength of the excitation radiation. Then the sample itself behaves as a
Fabry-Perot interferometer and interference fringes are observed in the signal
[101].
The HF 2EPR spectrum of a spin probe is sensitive to rotational motions
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with correlation times in the 10−12− 10−7 s ranges. However, the most obvi-
ous advantages of theHF 2EPR are improved resolution of g anisotropies and
the simplification of EPR spectra in the regime where the electron Zeeman
interaction dominates all other interactions. For motion of a spin probe in the
slow tumbling regime, with correlation times between ≈ 10−10−10−8 s [102]
the intensity of the absorption line shape at each B-field value stems from the
different resonating contributions due to the spin probes with suitable ori-
entations. The high resolution of the molecular orientations related to each
B value is a unique feature of high field high frequency EPR [103, 104]. In
fact, if the spin probe undergoes slow reorientation, the anisotropic Zeeman
interaction at high magnetic fields causes a broad dispersion of resonance
frequencies, which means a great orientation selectivity. As an illustration of
the high selectivity of HF 2EPR, figure (1.1) shows the sub ensembles of the
overall orientation distribution of the orientation of the spin probe that are
excited at 95 GHz, if the magnetic field is set at Bi with i = x, y, z. They
include molecules with their x, y and z molecular axis, i.e. the principal axes
of the g and the hyperfine tensors, being aligned with the static magnetic
field, respectively. The HF 2EPR spectroscopy allows one to characterize
the reorientation properties of these sub ensembles.
The studies reported in this thesis concern the motion of the spin probes
in polymeric and glass-former materials, which has been investigated through
multi-frequency high field EPR spectroscopy. In the first chapter it is pre-
sented a short introduction in the EPR spectroscopy. It will be described the
principle of the electron paramagnetic resonance with the interactions of in-
terest in this study and a short presentation of the EPR line shape. Further
it will be presented the high frequency high field continuous-wave electron
paramagnetic resonance and the technical aspect of the spectrometer used
for measurements. In the second chapter a short introduction in disordered
systems and in the physical process of polymeric and glass-former materials is
presented. The glass transition phenomena and the relaxation above and be-
low the glass transition temperature is briefly discussed. Further the concept
of energy landscape is introduced. In chapter three a discussion of the EPR
spectroscopy in disordered system is presented, with a short introduction to
the spin probe technique. Different reorientation regime of spin probe, the
Redfield and the slow tumbling motion, are described. In the four chapter
the theoretical results it will be presented. After an introduction of the fea-
tures of the EPR line shape the calculation of the dynamical line shape it
will be presented. In the last chapter the experimental studies are presented.
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Figure 1.1: The selection of orientation sub ensembles at 95 GHz experiment
for field values Bx (top), By (middle), Bz (bottom). The shaded areas are
the orientations of the static magnetic field with respect to the molecular
frame of the excited spin probe. Reproduced from [93].
After the description of the materials and methods of the sample preparation
the results on the study of the fast dynamics and the deep structure of the
energy landscape of polystyrene are presented. Further the critical temper-
ature study in glass-former and polymers will be presented. In conclusion a
criteria for the optimal choice of the spin probe in soft condensed matter is
described.
Chapter 2
Electron Paramagnetic
Resonance Spectroscopy
2.1 Introduction
In magnetic resonance spectroscopy there are some confusions about the used
terminology. Our subject is sometimes called electron paramagnetic reso-
nance (EPR) or electron spin resonance (ESR). Paramagnetic resonance,
strictly speaking, refers to the magnetic resonance of permanent magnetic
dipole moments and it encompasses not only the magnetic resonance of elec-
trons but also nuclear magnetic resonance (NMR). Electron spin resonance
is more specific, but it is perhaps inaccurate in its implications because or-
bital angular momentum as well as spin angular momentum contributes in
general to the electronic magnetic dipole moment. Even the famous quench-
ing which occurs for the iron group does not stamp out altogether the orbital
angular momentum contribution to the magnetic moment.
Electron magnetic resonance has been also recently used in order to avoid
confusion and make clear symmetric the sonority with the NMR techniques.
At the end of the World War II, due to the research that was carried
out in the radar development, microwave and electronic technology had ad-
vanced to the point where electron paramagnetic resonance and microwave
spectrometers could be constructed with the required sensitivity and resolu-
tion.
The first detected electron paramagnetic resonance absorption in solids
was made by Zavoisky in 1945 [105]. The initial experiments used 2.25-
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meter wavelength, 133MHz, to observe absorption as a function of magnetic
field in substances whose line widths were approximately 50 gauss or larger,
and a resonance line was scarcely discernible at such low frequencies, which
corresponds to a resonance ”peak” at about 4 gauss.
Even if today EPR may be observed over a wide range of frequencies
most experiments are performed at 9.5GHz (X band) a small fraction are
made at 35GHz (Q band). By high-frequency EPR one should understand
the frequencies higher than 95GHz (W band) and by very low frequency
EPR the frequencies smaller then 3GHz. Nevertheless, the fundamentally
physical principles are the same for all frequency ranges, the only one that is
change are the technical aspects due to the change in the wavelanght of the
microwave used and in the resonance magnetic field involved.
Although high frequency experiments have been mentioned in an earlier
publication [106], it was only in 1976 that systematic investigation with high
frequency EPR was reported [107]. The first review on chemical application
of 150GHz was published only in 1983 [108].
2.2 Principle of electron paramagnetic reso-
nance
Electron paramagnetic resonance is a spectroscopic technique that deals with
the transitions induced between the Zeeman levels of a paramagnetic system
situated in a static magnetic field [109]. A paramagnetic system is a system
in which the constituent atoms (or ions) have permanent magnetic moments
of atomic or nuclear magnitude. In the absence of an external magnetic
field such dipoles are randomly oriented, there is no resulting magnetic mo-
ment, but the application of a field results in a redistribution over the var-
ious orientations in such a way that the substance acquires a net magnetic
moment. Such permanent magnetic dipoles occur only when the atom or
nucleus possesses a resultant angular momentum, and the two are related by
the expression:
µ = γJ (2.1)
where µ is the magnetic dipole moment, J the angular momentum (an inte-
gral or half-integral multiple of h/2π = h¯, where h¯ is the Planck’s constant),
and γ is the giromagnetic ration, which is of order (e/mc) for electrons and
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(e/Mc) for nuclei. The mass m for electrons is about 2000 times big then the
mass M of the proton. Thus EPR energies are generally about 2000 times
as big as NMR energies.
It is well know that when such dipole is subjected to a magnetic field, H,
the motion of the vectors J and µ consist of a uniform precession about H
with angular velocity ωL, called Larmor precession, expressed by
ωL = −γH (2.2)
The component of J and µ along H remains fixed in magnitude, so the
energy of the dipole in the magnetic field H (the ”Zeeman energy”)
E = −µ ·H (2.3)
is a constant of the motion.
When a free atom or ion has a resultant angular momentum in its electron
system, it will possess a permanent magnetic dipole moment. The magnet-
ogyric ration is then
γ = −g(e/2mc) (2.4)
where the negative sign occurs because of the negative charge on the electron;
e and m are the charge and mass of the electron (both taken as positive
numbers). The quantity g is a pure number of order unity, whose value
depends on the relative contributions of orbit and spin to the total angular
momentum.
If only orbital angular momentum or electron spin momentum is present
we can write J = L and g = gL or J = S and g = gS. For the orbital angular
momentum we find gL = 1. For the electron spin momentum, gS ≡ ge, we
have important quantum electro-dynamical correction
ge = 2 (1 + α/2π + · · ·) = 2.0023193043737 (2.5)
where α is the fine structure constant. In many cases it is sufficient to take
ge ∼= 2.00232
When both the orbital and the spin momentum are present, the nature of
g depends on the nature of the coupling between them. In the LS-coupling
we can write J = L+ S and the appropriate value of g is
gJ = 1 +
J (J + 1) + S (S + 1)− L (L+ 1)
2J (J + 1)
(2.6)
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The resultant electronic magnetic dipole moment is
µ = −gβeJ (2.7)
where βe is the Bohr magneton, |e| h¯/2mc. Equation (2.7) is valid as long as
we can neglect any interactions that would admit states of different J .
We have seen that a magnetic dipole µ (see eqn(2.1)), when is placed in a
magnetic field H, precesses about the field with angular velocity ωL (see eqn
(2.2)). This precession produces an oscillatory magnetic moment in any di-
rection normal to the magnetic fieldH, which can interact with an oscillatory
magnetic field H1 cosωt which is also normal to H. The interaction has a
marked effect on the motion of the dipole only when ω is close to the natural
precession frequency ωL, so we are concerned with a resonance phenomenon.
When the resonance condition ω = ωL is fulfilled, the component µ cosα of
the dipole along the steady magnetic field H can be altered materially even
by oscillatory fields whose amplitude H1 << H. This effect is known as
”magnetic resonance”
The interaction energy (Zeeman energy) of the magnetic moment with
an external magnetic field H of uniform intensity H0 is calculated by the
quantum mechanical operator
HEZ = −µ ·H = gβeH · J = gβeH0Jz (2.8)
where Jz is the operator corresponding to the projection of the angular mo-
mentum along the field direction. The expectation values of Jz, which will be
denoted by MJ , range between −J and +J by integer steps, and therefore
the effect of the magnetic field is to produce 2J + 1 levels, each of which
has an energy EMJ = gβeH0MJ and a population given by the Boltzmann
distribution law
PMJ = exp (−EMJ/kT ) /
∑
MJ
exp (−EMJ/kT ) (2.9)
Transitions can occur between the levels if the sample is irradiated with an
electromagnetic field of proper frequency to match the energy difference. In
the normal EPR experiments, this field is polarized in a plane perpendicular
to the static field direction. The transition are induced only between adjacent
levels characterized by the quantum numbers MJ and MJ ± 1, so it is has
the selection rule ∆M = ±1. The resonance condition leading to energy
absorption by the sample from the field is met when
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hν = ∆E = gβeH0 (2.10)
In the following, we shall treat only molecular systems in which the mag-
netic properties are principally due only to the spin angular momentum S.
It can be shown that a magnetic moment caused by the orbital motion can
result only in the cases of atoms, linear molecules, or systems with orbitally
degenerate electronic states. Even in these cases, intermolecular interactions
in the condensed phases or molecular distortions lifting the degeneracy may
quench the orbital angular momentum. In any other non-linear, non de-
generate molecule an effective quenching of the orbital angular momentum
occurs, although small residual contributions still remain, due to spin-orbit
coupling. As a result, the measured g value deviates from the free electron
of 2.0023 value. The amount of this deviation can be a way to characterize
the molecule under investigation.
For instrument reasons electron paramagnetic experiments are usually
carried out at a fixed frequency, and the resonance condition is found by
varying the intensity of the static magnetic field. At 190GHz the resonant
field for ge is about 6.8T . The magnetic energy is 0.3− 6.3 cm−1 some hun-
dred times smaller then kT at room temperature, so that the difference in
population of the magnetic levels (see eqn 2.9), is very small. However, this
population difference is responsible for the detection of the EPR signal. In
fact, when the sample is irradiated with the microwave field, it absorbs en-
ergy from the field and it is excited to higher energy levels. At the same time,
the inverse transition occurs by stimulated emission, but since the rates of
both processes are proportional to the population of the levels from which
the transition starts, a net energy absorption results. These circumstances,
nevertheless, do not suffice to permit continuous detection of the signal, since
the prevailing absorption process would eventually equalize the population
of the magnetic levels, causing the signal to disappear (saturation). Actu-
ally, there are relaxation mechanisms, which bring the system back to the
Boltzmann equilibrium populations after it has been disturbed by the ab-
sorption of radiation. The equilibrium situation is restored by means of non
radiative transitions from the higher to the lower energy state states and
the consequent transfer to the environment of the magnetic energy, which
is dissipated as thermal energy. The rate at which thermal equilibrium is
restored is defined by a characteristic time called the spin-lattice or longitu-
dinal relaxation time T1, assuming the process to be represented by a single
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exponential decay:
dMz/dt = − (Mz −Meq) /T1 (2.11)
whereMz is the macroscopic magnetization of the sample andMeq is given
by the Curie law
Meq = χ0H = Ng2eβ2eS (S+ 1)B0/3kT (2.12)
where N is the number of spins, ge is the free spin g value, T is the absolute
temperature and B0 is the magnetic induction. Throughout this thesis we
refer to the magnetic induction B as the magnetic field, as is common in
modern magnetic resonance literature.
The spin-lattice relaxation process shortens the lifetime of the magnetic
levels, and therefore broadening of the spectral lines may occur because of
the Heisenberg uncertainty principle. According to this principle, if a system
maintains a particular state no longer then the time ∆t, the uncertainty in
the energy of the state cannot be less than ∆E ∼= h/∆t. This means that the
spectral line width, in frequency units, must be at least of the order of 1/T1.
However, under conditions of low microwave power, so as to avoid saturation
effects, the line widths are usually caused by other relaxation mechanisms,
which produce modulation of the magnetic levels without causing transitions
between them. These processes, which keep the total Zeeman energy constant
in contrast with the spin-lattice relaxation mechanisms previously discussed,
are characterized by a relaxation time T2 called the spin-spin or transverse
relaxation time.
Due to this processes, the perpendicular component of the magnetiza-
tion, which in absence of relaxation would follow the oscillating microwave
field with the same angular velocity ω = 2πν, decays toward zero with the
characteristic time T2 according to the rate equation
dMx/dt = −Mx/T2 (2.13)
Equations (2.11) and (2.13) are known as the phenomenological Bloch
equations for the macroscopic magnetization. The transverse relaxation pro-
cesses produce an absorption curve that is described by a Lorentzian function.
On angular frequency scale, the normalized shape function for a resonance
line centered at ω0 is in this case
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f (ω) =
T2
π
1
1 + T 22 (ω − ω0)2
(2.14)
2/31/2 T2
(b)
2/ T2
 
(a)
Figure 2.1: Plot of a Lorenzian function (a) and of its first derivative (b).
Experimentally, T2 is obtained from the width of the curve at half-height,
which is 2/T2 (see fig.2.1a). In the common EPR spectrometer, however,
a 10-kHz field modulation is used in order to obtain more effective signal
amplification, and this causes the displayed curve to be the derivative of the
absorption curve (see fig.2.1b). If the peak-to-peak distance of the derivative
curve, corresponding to the width of the absorption curve at the points of
maximum slope, is denoted by δ, we find that
1/T2 =
(√
3/2
)
δ (2.15)
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2.3 Spin Hamiltonian
There are different interactions occurring in a paramagnetic system [110,
111]. The interaction energy of a paramagnetic ion in a constant magnetic
field is described by the static spin Hamiltonian, H0.
H0 = HEZ +HHF +HZFS +HNZ +HNQ +HNN
= βeBgS+ SAI+ SDS− βngnBI+ IPI+ IdI (2.16)
whereH0 is called a spin Hamiltonian since, apart from the phenomenological
constants, it contains only spin coordinates described by the electron spin
vector operator S and the nuclear spin vector operator I. The quantities
g, D, A, P and d are often called tensors, although g, A and d do not
transform as tensors under rotation, nevertheless the term will be used in
the following. The terms in eqn (2.16) describe: HEZ : the electron Zeeman
interaction; HHF : the hyperfine couplings between the electron spin and the
m nuclear spin; HZFS: the zero-field splitting; HNZ : the nuclear Zeeman
interaction; HNQ: the nuclear quadrupole interactions for spins with nuclear
spin quantum numbers I > 1/2; HNN : the spin-spin interaction between
pairs of nuclear spins.
These interactions can manifest themselves depending on the nature of
the system or of the medium in which it is embedded. The magnetic interac-
tions can be intra- or intermolecular, however, the latter can be avoided by
using samples in which the paramagnetic molecules are diluted in a diamag-
netic host, which can be either a solvent or a crystal lattice. The intramolec-
ular interaction has the tendency to simplify the EPR spectra.
The inherent magnetic interactions of the isolated molecules are respon-
sible for the complex structure of the spectra. If their magnitude is known,
the EPR spectrum of a particular molecular species can be reconstructed
theoretically. Conversely, the analysis of a EPR spectrum makes available a
number of magnetic parameters that can be related to a particular molecular
structure.
2.3.1 Zeeman Interaction
The Zeeman energy is the energy due to the interaction between the mag-
netic moment J and the external magnetic field B and is expressed by the
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equation (2.8). However for a non-degenerate electronic ground state the
orbital angular momentum is quenched (L=0)[112]. This can be understood
by considering an electron in the atomic p orbital. The three degenerate
p-function may be written in either of tow ways:
xf(r); yf(r); zf(r) (2.17)
or
(x+ iy)√
2
f(r); zf(r);
(x− iy)√
2
f(r) (2.18)
where f(r) is a spherically symmetric function. The three function of (2.18)
are eigenfunction of Lz, the z component of angular momentum and the m-
values being, from left to the right, 1, 0, and -1. The wave functions of (2.17)
are simple linear combination of those of (2.18). As long as the atom is free,
either set of wave functions is equally good, but if a magnetic field is applied
parallel to the z-direction, the set of (2.18) must be chosen.
If the free atom is introduced into a molecule, the p electron is then
subjected to the electrostatic interactions arising from other electrons and
nuclei composing the molecule. If we fix a set of Cartesian axes (x,y,z) to
the atom under consideration, the interactions in the directions of theses
axes will be generally different, as a consequences of the fact that the local
symmetry of the atom in the molecule is lowered with respect to the spherical
symmetry of the free atom. As a result, the primitive degeneration of the
three p state is lifted. The atomic function that represent the new situation
are the ”symmetry − adapted” functions px,py,pz:
px = xf(r); py = yf(r); py = yf(r) (2.19)
These functions are real, and for all three the ”expectation value” of the z
component of the angular momentum is zero, as found by direct integration
on the angular part of the p functions. The same is true for the other angular
momentum components, Lx and Ly. Under these circumstances, it is said
that the orbital angular momentum is ”quenched”.
In this condition the Zeeman interaction is
HEZ = geβeB · S (2.20)
26CHAPTER 2. ELECTRON PARAMAGNETIC RESONANCE SPECTROSCOPY
If the value of the component of the spin angular momentum S along the
magnetic field is ms, then it follows that the eigenstates of the operator HEZ
are
Ems = geβeBms (2.21)
ms=-1/2
ms=1/2
S=1/2
B=0 B>0
E=ge e
Figure 2.2: Zeeman splitting of an S = 1
2
state.
For a system with S = 1
2
, ms can assume only the values ±12 (see Fig.
2.2). The difference in energy between the two levels produced by magnetic
field is
∆E = geβeB (2.22)
If the sample is irradiated with an electromagnetic radiation of frequency
ν0 energy absorption will occur at a field value satisfying the resonance con-
dition
B = hν0/geβe (2.23)
The form of equation (2.20) presupposes that the Zeeman interaction
depends only the angle between the spin vector S and the magnetic field. In
practice this is commonly found not to be the case; the Zeeman interaction
depends also on the angle that B makes with certain axes defined by the
local symmetry of the magnetic complex. A more general form, which takes
into account anisotropy of this kind, is
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HEZ = βe (B · g · S) (2.24)
which is a shorthand notation for
HEZ = βe(gxxHxSx + gyyHySy + gzzHzSz + gxyHxSy +
gyxHySx + gyzHySz + gzyHzSy + gzxHzSx + gxzHxSz) (2.25)
In the majority of cases (the exception being the complex with rather low
symmetry) the quantities gxy = gyx, etc., and the cross terms can then be
eliminated by a suitable choice for the x, y, z axes (known as the ”principal
axes”), yielding the simpler form
HEZ = βe(gxxHxSx + gyyHySy + gzzHzSz) (2.26)
If the magnetic field B is applied in a direction with cosines (l, p, r) with
respect to these principal axes, the energy levels are given by an equation of
the form (2.21) with a value of g given by the relation
g2 = l2g2xx + p
2g2yy + r
2g2zz (2.27)
With this value of g, the resonance condition is again given by equation
(2.23). If a complex has cubic symmetry, it follows necessarily that gxx =
gyy = gzz, so the Zeeman interaction has the same Hamiltonian as for a free
magnetic dipole. In axial symmetry gxx = gyy = g⊥; gzz = g‖, equation (2.28)
reduces to
g2 = g2‖ cos
2 θ + g2⊥ sin
2 θ (2.28)
where θ is the angle between B and the z-axis.
When the orbital angular momentum is completely quenched, L = 0,
the deviation of the principal values from the ge value of the free electron
spin and the orientation dependence of the electron Zeeman term are caused
by the interaction of ground state and excited states, which admixes orbital
angular momentum L from the excited states into the ground state. The
Hamiltonian which describes this effects is given by
HEZ +HLS = βeB (L+ geS) + λLS (2.29)
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where HEZ is the electron Zeeman term including the orbital angular mo-
mentum, and HLS = λLS is the spin-orbit interaction with the spin-orbit
coupling constant λ. Second-order perturbation theory then yields for the g
tensor
g = ge1+ 2λΛ (2.30)
where Λ is a symmetric tensor with the elements
λij =
∑
n6=0
〈ψ0 |Li|ψn〉 〈ψn |Lj|ψ0〉
ǫ0 − ǫn (2.31)
The wave function ψ0 describes the ground state occupied by the unpaired
electron and ψn denotes the n-th excited state, with the corresponding ener-
gies ǫ0 and ǫn. The closer the excited states to the ground state and the larger
the spin-orbit coupling, the larger the deviation of the g principal values from
ge.
Since for most organic radicals the excited states are high in energy, the
g values deviate, in general, by less then ∆g = 0.01 from ge. Nevertheless, in
solution where the average value g = (gx + gy + gz)/3 is observed and lines
are often very narrow, ∆g is sometimes large enough to identify a paramag-
netic species. In solids the determination of the g principal values of organic
radicals usually requires high-field EPR.This can be used for a definition of
high frequency EPR [113]:
∆g
g
> ∆Bhip1/2 (2.32)
In compounds with transition metal ions, lanthanide, or actinides, the g
values may cover a wide range and can even become negative [114]. Since
in such compounds the g tensor is essentially determinated by the metal
ion and the directly coordinated ligands, the g values observed in an EPR
spectrum can often be used as fingerprints to identify the metal ion and to
provide information on the symmetry of a paramagnetic center [115]
2.3.2 Hyperfine interaction
The hyperfine interaction between an electron and a nuclear spin described
by the Hamiltonian
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HHF = SAI (2.33)
comprises one of the most important sources of information in EPR spec-
troscopy. Equation (2.33) with the hyperfine tensor A can be written as
the sum of the isotropic or Fermi contact interaction, HF , and the electron-
nuclear dipole-dipole coupling, HDD. The Fermi contact interaction is given
by
HF = aisoSI (2.34)
where
aiso =
2
3
µ0
h¯
geβegnβn |ψ0|2 (2.35)
is the isotropic hyperfine coupling constant and |ψ0|2 is the electron spin
density at the nucleus.
The electron-nuclear dipole-dipole coupling is described by
HDD = µ0
4πh¯
geβegnβn
[
(3Sr)(rI)
r5
− SI
r3
]
(2.36)
where r is the vector connecting the electron and the nuclear spin. Inte-
gration over the spatial electron distribution yields the Hamiltonian for the
anisotropic dipole-dipole coupling
HDD = STI (2.37)
with the dipolar coupling tensor T
For the systems in which we have a substantial orbital magnetic moment
(LS-coupling) this will adds a pseudo-isotropic as well as a pseudo-anisotropic
contribution to the hyperfine interaction. These contributions may be de-
scribed by considering second-order terms of the form 〈ψ0 |HLI |ψn〉 〈ψ0 |HLS|ψ0〉,
with HLS defined in equation (2.29) and HLI = geβegnβnµ0LI/(4πh¯r3) [116].
The orbital contribution to the hyperfine coupling is described by SALI,
with the coupling tensor
AL = 2λΛTd/ge (2.38)
where Td is the diagonal tensor in the hyperfine principal axes system. If
only the orbital momentum of the central ion is considered, the wave function
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ψ0 and ψn consist solely of atomic orbitals of this ion. With equation (2.30)
and ∆g = g − ge1 expressed in the molecular frame (g diagonal) we find
AL =∆gT/ge (2.39)
Since equation (2.39) is the product of a diagonal tensor ∆g with a traceless
and symmetric tensor T which has, in general, a different principal axes
frame, AL becomes asymmetric. The proton hyperfine interaction in given
by the asymmetric tensor
A = aiso1+T+∆gT/ge = aiso1+ gT/ge (2.40)
In the solid state we have seen that the interaction between the electronic
magnetization and an external magnetic field B may vary with the orienta-
tion of B with respect to the principal axes of the ligand field, and we may
expect the same to be true for its interaction with the nuclear magnetic field.
Thus instead of a simple expression of the form of equation (2.33) we may
anticipate a more complicated type of interaction analogous to that for the
Zeeman interaction (see eqn (2.25)). Both experimentally and theoretically
we find that in the vast majority of cases the correct term is of the form of
equation (2.33) which is shorthand for
HHF = (AxxSxIx + AyySyIy + AzzSzIz + AxySxIy + AyxSyIx
+AyzSyIz + AzySzIy + AzxSzIx + AxzSxIz) (2.41)
By a suitable choice of axes that, when the hyperfine structure is due to the
nucleus of the paramagnetic ion itself and not to the nucleus of a ligand ion,
nearly always means the principal axes of the g-tensor, this can be reduced
to the form
HHF = AxxSxIx + AyySyIy + AzzSzIz (2.42)
In a first approximation in a strong external magnetic field (A << gβB) the
magnetic hyperfine energy is
E = AMm (2.43)
where M is the electronic magnetic quantum number and m the nuclear
magnetic quantum number, and A is given by the relation
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g2A2 = l2g2xxA
2
xx +m
2g2yyA
2
yy + n
2g2zzA
2
zz (2.44)
where (l,m, n) are the direction cosines of B with respect to the principal
axes (x,y,z). In the case of axial symmetry (gxx = gyy = g⊥, gzz = g||;
Axx = Ayy = A⊥, Azz = A||), this takes the form
g2A2 = g2||A
2
|| cos
2 θ + g2⊥A
2
⊥ sin
2 θ (2.45)
where θ is the angle between B and the unique axis (the z-axis). As before,
if the system has the cubic symmetry so that gxx = gyy = gzz and also Axx =
Ayy = Azz, we have no need for the complexities of a tensor type interaction
and the magnetic hyperfine interaction is the same, equation (2.33), as we
have expected by simple analogy with a free ion.
In figure 2.3 we draw an energy level diagram, for simplicity we take take
the case of S = 1
2
, I = 1 with no anisotropy, for which the spin Hamiltonian
is similar to that for free ion
H0 = gβ(B · S) +A(S · I)− gIβ(B · I)) (2.46)
The last term is the nuclear Zeeman interaction, which is usually small and
will be neglected in the following. In figure 2.3 the levels are then shown as
a function of B. In zero magnetic field the six levels split into a quadruplet
corresponding to a total angular momentum 3/2 and a doublet 1/2. In strong
fields the levels diverge linearly and in first approximation are given by
E = gβBM + AMm− gIβBm (2.47)
where the electronic magnetic quantum number M = +1/2 or −1/2 and
nuclear magnetic quantum number m = +1,0 or −1
In a strong external field (A << gβB) the transition ∆M = ±1, ∆m = 0
are the main allowed transition, corresponding to a simple magnetic reso-
nance of the electronic magnetization without changes in the orientation of
the nuclear magnet. In figure 2.3 they are indicated by continuous verti-
cal lines. In the approximation of equation 2.47 these transition are equally
spaced at
hν = gβB + Am (2.48)
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I=1
S=1/2
A
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S+I=3/2
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+1/2
-1/2
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Energy levels
Spectrum
Figure 2.3: Energy levels and allowed transition for S = 1
2
, I = 1 for the
Hamiltonian (with no anisotropy) HHF = gβ(B · S) +A(S · I). The allowed
∆M = ±1, ∆m = ±0 transitions are indicated by continuous vertical lines.
The forbidden ∆M = ±1,∆m = ±1 transition are indicated by broken
vertical lines.
The three transitions corresponding to m = +1,0 and −1 are equally intense
at all normal temperatures (kT >> A), since the three (or, more generally,
2I+1) nuclear orientations are equally probable.
Transitions in which ∆M = ±1,∆m = ±1 are called forbidden transition
and involve a change in the orientation of the nuclear magnetic moments
as well as the electronic magnetic moment, their intensity being smaller
then that of the ∆m = 0 transitions considered above, by a factor of or-
der (A/hν)2. They are indicated in figure 2.3 by the broken vertical lines.
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2.3.3 Zero-field splitting
When S = 1 or more, an additional splitting of the energy levels may ap-
pear due to indirect effects of the crystal field . This interaction is field-
independent and is therefore also called zero-field splitting [110]. It can be
expressed by the fine structure term
HZFS = SDS (2.49)
where D is the symmetric and traceless zero-field interaction tensor. In the
principal axes system of the D tensor, equation 2.49 can be written as
HZFS = DxS2x +DyS2y +DzS2z
= D
[
S2z −
1
3
S (S + 1)
]
+ E
(
S2x − S2y
)
(2.50)
withD = 3Dz/2 and E = (Dx − Dy)/2. For cubic symmetry, D = E = 0;
for axial symmetry D 6= 0, E = 0, and for symmetries lower then axial,
D 6= 0, E 6= 0. In symmetries less than cubic, additional higher-order terms
may become relevant [110].
2.4 Interaction with the microwave field
In addition to the effect of the static magnetic field, which determine the
separation of the Zeeman levels, we have to consider the presence of the
microwave field, which is responsible for the EPR transitions. We shall
consider a magnetic field B1, which rotates at angular velocity ω, in addition
to the static field B0. The total field B(t) is then
B(t) = iB1 cosωt+ jB1 sinωt+ kB0 (2.51)
The magnetic field associated with the radiation oscillates along the x
axis perpendicular to the main field direction, and thus has the components,
B1x = B1 cosωt, B1y = B1z = 0 (2.52)
The corresponding Hamiltonian for the interaction with the spin magnetic
moment, neglecting for simplicity the g-factor anisotropy, is
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H = geβeB1Sx cosωt (2.53)
Since B1 is much smaller then the main field B0, H can be treated as
a time dependence perturbation on the eigenstates of HEZ . From standard
perturbation theory, it can be easily verified that the effect of H is to induce
transitions between the states |α〉 and |α´,〉 of HEZ of energies Eα and Eα´, at
the rate given by the transition probability [117, 118]
wαα´, = (2π/h¯)g
2
eβ
2
eB
2
1 |〈α |Sx| α´,〉|2 δ(Eα − Eα´, − h¯ω) (2.54)
Here δ is the Dirac delta function, which imposes the conditionEα−Eα´, = h¯ω.
The condition for non vanishing values of 〈α |Sx| α´,〉 is found by rewriting
the spin operator Sx in terms of the ”shift” operator S+ and S−. Therefore
transition will occur only between levels with an energy separation ∆E = h¯ω,
satisfying the selection rule ∆m = ±1.
With the magnetic field defined by the equation (2.51) and by noting
M+ = Mx + iMy and M− = Mx − iMy, the Bloch equations (see eqn (2.11)
and (2.13)) can be written as
dM+
dt
+ iγBM+ +
M+
T2
= iγMzB1e
iωt
dM−
dt
− iγBM− + M−
T2
= −iγMzB1e−iωt
dMz
dt
+
Mz
T1
=
1
2
iγ
{
M+e
−iωt −M−e−ωt
}
B1 +
Meq
T1
(2.55)
In the case of very slow passage through resonance, which is the case com-
monly encountered in electronic magnetic resonance, the solution of the Bloch
equation (2.55) can easily be found. Essentially we assume that the passage
is so slow that at all times we have the steady-state conditions dMz/dt = 0.
Then the equations 2.55 are readily integrable, giving the complex conjugate
solutions
M+ =
γB1Mze
iωt
ω + γB − i
T2
M− =
γB1Mze
−iωt
ω + γB + i
T2
(2.56)
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Substitution back into equation (2.55) gives the value of Mz
Mz
Meq
=
1 + (ω − ωL)2 T 22
1 + (ω − ωL)2 T 22 + γ2B21T1T2
(2.57)
whence
M±
Meq
=
{(ω − ωL)T2 ± i} γB1T2e±iωt
1 + (ω − ωL)2 T 22 + γ2B21T1T2
(2.58)
where, as before, the symbol ωL is used for the Larmor angular frequency.
These equations show that, the term {(ω − ωL)T2}2 Mz remains practically
equal toMeq except at resonance, and even then the departure is small unless
γ2B21T1T2 > 1.
We can express the oscillatory part of the magnetization in terms of the
complex susceptibility χ such that
M+ = χB1e
iωt (2.59)
Then, since Meq = χ0B,
χ
χ0
=
γBT2 {(ω − ωL)T2 + i}
1 + (ω − ωL)2 T 22 + γ2B21T1T2
(2.60)
The real and imaginary parts of χ = χ
′ − iχ′′ can be expressed in terms
either of fields or of frequency (writing ∆ω = T−12 ), giving in the latter case
χ
′
χ0
=
ωL (ωL − ω)
(ω − ωL)2 + (∆ω)2 + γ2B21 (∆ω)T1
χ
′′
χ0
=
ωL∆ω
(ω − ωL)2 + (∆ω)2 + γ2B21 (∆ω)T1
(2.61)
Thus χ
′
is zero at resonance, while at other frequencies it is positive or
negative according to whether ωL is greater or less than the applied ω. The
imaginary part of the susceptibility is a maximum at resonance, and provided
that γ2B21T1T2 << 1, at resonance one has
χ
′′
χ0
= ωLT2 (2.62)
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Figure 2.4: Saturation illustrated by plotting χ
′′
of eqn 2.61
for two values of γ2B21T1T2
showing that the imaginary part of the susceptibility is much greater than
the static susceptibility.
The average rate A at which energy is absorbed per unit volume by the
sample from the B1 is
A = (ω/2π)
∫ 2pi/ω
0
B · (dM/dt)dt = 2ωχ′′B2
1
(2.63)
The condition γ2B21T1T2 << 1 can be assured with small enough B1. How-
ever, as the amplitude of the rotating or oscillating field increases, the exter-
nal radiation field begins to put energy into the electronic paramagnet at a
rate comparable to the ability of the spin-lattice relaxation processes to carry
it off. 1/T1 determines the maximum energy absorption and is observed by
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coupling equations (2.61) with (2.63) and evaluating their limit as B1 →∞
Amax = lim
B1→∞
2ωB21χ
′′
=
χ0B
2
T1
(2.64)
It is apparent that, the peak in the χ
′′
(ω) curve drops as B1 increases.
Figure 2.4 compares χ
′′
for γ2B21T1T2 << 1 with γ
2B21T1T2 = 1. It is clear
that the possibility of measuring T1 rates with this effect, which is called
saturation because the paramagnetic system is saturated with power to the
extent that the spin-lattice relaxation processes cannot carry it off to the
lattice without disturbing the equilibrium of the paramagnet.
2.5 EPR lineshape
A great deal of information can be obtained from a careful analysis of the
width and shape of a resonant absorption line [111]. In theEPR spectroscopy
the most common line shapes are Gaussian and Lorenzian but most often
we deal with a convolution shape, the so called Voing profile function. If
it is assumed that the microwave power level is sufficiently low so that the
saturation is avoided and the modulation amplitude is much less than line
width, then integrated area, A, of a resonance absorption line is proportional
to the number of spins.
The EPR lineshape can be homogeneously and inhomogeneously broad-
ened. An ensemble of spin systems, where the electron and nuclear spins in
each single system experience the same time-averaged fields is called a spin
packet [119]. The EPR spectrum of such a spin packet consists of homoge-
neous lines ( see fig. 2.5(a)). Several source of homogeneous broadening are:
dipolar interaction between like spins; spin-lattice interaction; interaction
with the radiation field; motion narrowed fluctuations in the local field.
An inhomogeneously broadened line consist of a superposition of spin
packets with distinct Larmor frequencies which do not change in time [120]
(see fig.2.5 b). As a result of this frequency distribution the shape of the inho-
mogeneous line is often approximately Gaussian with the width Γinh. There
are many sources of inhomogeneous broadening. An inhomogeneous external
magnetic field B0 causes a spatial variation of Zeeman frequencies across the
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Figure 2.5: Homogeneous and inhomogeneous lines:(a)homogeneous line of
width Γhom consisting of a superposition of spin packets of width Γhom and
the same central frequency.(b) Inhomogeneous line of width Γinh consisting of
a superposition of spin packets of width Γhom and different center frequencies.
sample. One of the dominant line broadening mechanisms in orientationally
disordered systems originates from the anisotropy of the interaction tensors.
The superposition of spectra of isolated spin systems with different orienta-
tions, which constitute the powder EPR spectrum, can be considered as an
inhomogeneously broadened line. Unresolved hyperfine structure is another
important source of inhomogeneous broadening. In the solid state, where
the unpaired electron interacts with several nuclei, the large number of unre-
solved hyperfine interactions usually results in a pronounced inhomogeneous
line broadening.
The distribution of local fields caused by strain effects, in particular g
strains, also results in an inhomogeneous line broadening [116]. This effect
rises in amorphous systems where each paramagnetic center is located in
a distribution of different environments. Due to spin-orbit coupling this
distribution leads to a distribution of the g-tensor principal values. The
g-strain effect is to a first approximation proportional to the deviation of
the g principal values from ge. In order to discriminate the g-strain effect
by other inhomogeneous broadening effects one must observe that: a) the
inhomogeneously broadened spectrum has a line width that is not commonly
related to a spin-spin relaxation time T2; b) if the spin probe concentration
becomes higher the line shape is unchanged; c) the observed line width is
orders of magnitude larger then the line width of the corresponding ENDOR
spectra; d) the line width is not constant with the microwave frequency or
with the static magnetic field, but rather is proportional to these quantities.
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To a first approximation, the resolution of differences in the g values
scales linearly with frequency. This is strictly true in the absence of the g
strain, i.e., in the absences of a distribution in the g tensor principal values.
In glasses and frozen solutions the effect can be particular pronounced. In
similar cases, the resolution increases up to a frequency where the g strain
becomes the dominant mechanism for line broadening. A further increase in
frequency leads to a decrease in resolution. The optimum frequency not only
depends on the degree of disorder in the structure of a paramagnetic centre,
but also on the anisotropy of the g tensor since, as noted above, g strain is to
a first approximation proportional to the deviation of the g principal values
from ge.
2.6 High-frequency, high-field continuous-wave
electron paramagnetic resonance
The high-frequency high-field electron paramagnetic resonance (HF 2EPR)
is the most natural way to increase information capacity in magnetic reso-
nance spectra. As it was mentioned in section 2.1 by HF 2EPR one should
understand the frequencies higher than 95GHz (W-band) and magnetic field
higher than B = 3T for systems with the value of g = ge ∼= 2.00232, or the
Prisner definition of high field [113]
∆g
g
> ∆Bhip1/2 (2.65)
2.6.1 g-value resolution
The magnetic field B at which electron paramagnetic resonance is observed
is determined by equation (2.23)
B =
hω
2πgβe
(2.66)
where h is the Planck constant, βe is the Bhor magneton, and ω is the
frequency of the microwave radiation. If paramagnetic centers with different
g values are present, the difference in the field positions of the resonances is
proportional to ω
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Figure 2.6: g resolution at low field and high field for two species with S1 =
S2 = 1/2 and g1 > g2.
δB =
hω
2πβe
(
1
g1
− 1
g2
)
(2.67)
This is the fundamental reason for HF 2EPR: to have enhanced spectral
resolution.
For organic free radicals the relative differences ∆g/g do not exceed 10−4−
10−3. According to equation (2.67) at ω = 9.5GHz the line separation is
δB = 0.3−3G (1G = 10−4T ) which is impossible to detect. For large classes
of paramagnetic species X − band EPR is consequently a low-resolution
spectral method with δB < ∆Bpp, ∆Bpp being the line width. Since usually
∆Bpp = 1−10G, we need at least one order of magnitude increase frequency
to get high resolution. Figure2.6 show the g − resolution for a system with
two species g1, g2 (g1 > g2) both of them with electron spin S = 1/2 and in
which the spin Hamiltonian is described by the equation (2.20).
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2.6.2 High resolution in glassy and powder systems
When solid samples are under study, they are often in a powder or glassy
state where paramagnetic species have chaotic angular orientations. The
detected EPR signal, is composed from signals of all possible orientations
and looks approximately like figure 2.8 in which the electron spin is S = 1/2
and the nuclear spin is I = 1 and for which the energy level diagram is the
same with the one presented in figure 2.3.
The allowed transition are labeled (2I + 1) values of M indicating the
eigenvalues of the component of the spin I parallel to the static magnetic
field. The Zeeman g− and hyperfine A−tensors are assumed to have the
same principal axes x, y, z. The spectrum L(ω) exhibits relevant details when
ω is close to the 3(2I + 1) turning points ωi(M) (i=x,y,z) defined as
ωi(M) = giβeB +MAi (2.68)
Figure 2.7 shows the EPR spectra for a system with an axial g-tensor
and no hyperfine interaction in disordered glass (powder) and in ordered
environment (crystal) at 190 GHz. In the powder, the orientation of the
principal axis of magnetic tensors are isotropically distributed over the whole
unit sphere. In the crystal instead the principal axis forms with the static
magnetic field direction a single angle θ.
The powder line shape is a weighted sum of several components, each
corresponding to the fraction of the spin probe with a well defined orientation
θ of the principal axis with respect to the static magnetic field. In crystal
instead the line shape is given by the absorption of a single component due
to the paramagnetic systems with the orientation θ = θ0.
In the derivative pattern of the powder line shape (see fig.2.7 top), there
are two lines corresponding to the extreme values of the resonance field, the
so called turning points. In the lower part of fig. 2.7 the EPR line shape
for the paramagnetic system located in a crystal is presented as a function of
the θ angle. It must be noted that the powder line shape can be interpreted
as a weighted sum of the different crystal line shapes obtained by changing
the θ angle.
The turning points can be interpreted either as the extrema of the distri-
bution of the resonating frequencies or the points where L(ω) is maximum.
When the first derivative L(B) is detected, in regions of g = gx,g = gz we
observe an almost pure absorption function L0(B), and at g = gy an almost
pure derivative function L
′
0(B) (see Fig.2.8b). This is true, of course, only if
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Figure 2.7: Turning points at 190GHz for a system with gx = gy = g⊥ =
2.00994, gz = g|| = 2.00221, Ax = Ay = Az = 0 in powder (top) and single
crystals (rotation patterns). Crystal rotated about the symmetric axis.
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Figure 2.8: Structure of an EPR spectrum of a system with electron spin
S = 1/2, nuclear spin I = 1 and with anisotropic g− and A− tensors; (a) the
three hyperfine components at 190GHz; (b) the overallHF 2EPR absorption
(thin line) and the derivative (bold line) line shape at 190GHz; (c) derivative
line shape at 95GHz. Both in the solid state and with the same magnetic
field scale.
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the intrinsic line width ∆Bpp and the hyperfine interaction is small compared
to the the g−anisotropy. This condition can be expressed as:
βeg
2
(
∆B0ypp +∆B
0z
pp + |Ay|+ |Az|
)
< |gy − gz| hω
2π
(2.69)
This may be considered as the high-resolution condition for solid-state EPR
spectra, to be fulfilled only at high enough ω. From figures 2.8b and 2.8c one
see that for nitroxide radicals this is fulfilled almost completely at 190GHz
but not at 9.5GHz
2.6.3 Sensitivity
In an EPR experiment, the minimum detected number of spin, Nmin, gives
the sensitivity. From purely physical consideration the minimal detected
number of spins should drop with frequency as ωn, where n ≈ 2. Indeed, the
rate of energy absorption near resonance is
E = Khω
∆ns
2π
≈ ω2 (2.70)
where K is the transition probability per second, independent of ω and ∆n
is the population difference. But in reality many other technical factors
influence the sensitivity, such as the filling factor η and the quality factor Q
of the resonator. The minimum detected number of spin can be written as
[111]
Nmin = CVs/Qηω
2P 1/2 (2.71)
where C is a constant, Vs is the sample volume, Q is the unloaded Q factor,
η is the filling factor and ω is the resonant frequency, and P is the microwave
power.
A careful analysis [111] predicts that the power factor n in the relation
Nmin ≈ ω−n (2.72)
may change from 9/2 to 7/2 for an absolute number of spins, and from 3/2 to
1/2 for spin concentrations. For high frequencies it is even more difficult to
predict the sensitivity, because the optimal sample holders sharply depend
on dielectric losses. The special question arises in the case of solid-state
anisotropic spectra similar to that shown in figure 2.8. With increasing ω
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the spectrum spreads over a wider interval of B and its peak intensity drops.
Fortunately, this decrease is not dramatic. When the first derivative of the
signal is detected, the intensity of the canonical peaks depends on the total
spectral width (∆Ban) and on of the individual line width (∆B0) as follows
J = δB
−3/2
0 ∆B
−1/2
an (2.73)
This means that if ∆Ban ∝ ω, the sensitivity drops only as ω1/2 due to broad-
ening of the spectra. This allows one to hope that the sensitivity becomes
better at higher frequency not only for liquid samples with narrow lines, but
for solid-state anisotropic spectra as well.
2.7 Technical aspects
As it was mentioned at beginning in the section 2.1, the fundamentally phys-
ical aspects of the EPR spectroscopy are the same for all the frequency
range, the only one that is change are the technical aspects: the waveguide,
the resonator, the magnet.
In the High Field-High Frequency laboratory in Pisa, where the work of
this thesis took place it is used an oversize 10mm waveguide and a quasi
optical waveguide [121]. The oversize waveguide losses depend very much
from the transmission lines geometry, for a 1.5m distance used it can has
16dB of losses. Losses are much lower due to the use of the corrugated
waveguide, arrived to have only 1dB losses in the quasi optical. For the
EPR measurements it is not used a resonator, the setup is the so called
′′single pass′′. To generate 3−mm microwave it is used a 95GHz Gunn os-
cillator (52mW for 95GHz) plus a frequency doubler (13mW for 190GHz)
and a frequency triplet (6.6 mW for 285GHz). As microwave detector it is
used a liquid helium cooled InSb detector system with a optical responsivity
of 18.8kV/W and optical NEP at 10kHz of 1.2pWHz−1/2. For ω > 50GHz
it is unreasonable to use iron-core electromagnets. The resonant fields for
centers with g = 2 reach 3.4 − 10.2T at frequencies of 95 − 285GHz. Su-
perconducting solenoids has been long ago utilized in NMR spectroscopy.
In Pisa laboratory is a 12T superconducting magnet with a homogeneity of
±10−6 for a spherical volume of 1cm diameter. The maximal field sweep rate
is 0.4T/min. Modulation coils modulation is of 10kHz with an amplitude
of 2G. The sample temperature is stabilized by helium gas flow with a total
range from 4 to 310K with a stability of ±0.1K.
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Chapter 3
Polymer and small molecule
glass-former systems
Polymers are substances containing a large number of structural units joined
by the same type of linkage. These substances often form into a chain-like
structure. Polymers in the natural world have been around since the begin-
ning of time. Starch, cellulose, and rubber all possess polymeric properties.
The first chemical derivative of a natural polymer manufactured was cel-
lulose nitrate, which was popular around 1885 for stiff collars and cuffs as
celluloid [122]. Today, the polymer industry has grown to be larger than the
aluminium, copper and steel industries combined.
Polymers already have a range of applications that far exceeds any other
class of material available to man. Current applications extend from adhe-
sives, coatings, foams, and packaging materials to textile and industrial fi-
bres, composites, electronic devices, biomedical devices, optical devices, and
precursors for many newly developed high-tech ceramics.
3.1 Introduction
Polymers, also known as macromolecules are built up of a large number of
repeating units, which are linked together by covalent bonds. A molecule with
only a few constitutional repeating units is called an oligomer. Amonomer
is the substance that the polymer is made from. Figure 3.1 presents the
chemical composition of a few common polymers with there monomers. The
process to converts a monomer to a polymer is called polymerization.
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Figure 3.1: Chemical structure of some common polymers.
Polymer chains have three basic properties:
1. The molecular weight and molecular weight distribution of the molecules.
2. The conformation of the chains in space. The term conformation refers
to the different arrangements of atoms and substituents of the polymer
chain brought about rotations about single bonds.
3. The configuration of the chain. The term configuration refers to the
organization of the atoms along the chain. Configurationally isomerism
involves the different arrangements of the atoms and substituents in
a chain, which can be interconvert only by the breakage of primary
chemical bonds.
Coupling of the units in polyethylene is unambiguous (see fig. 3.1). For
polystyrene, however, this is no longer the case, as styrene is composed of two
different groups, CH2 and C7H6. In principle, both group can be attached
to the growing chain and, in addition, the phenyl-group can be placed on
either side of the C − C-backbone. Variations may result in steric disorder
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along the chain [123]. The notion used to describe steric order is tacticity.
Polymers with a unique way of coupling of the monomeric units are called
isotactic and contrasted to those with an irregular steric structure which are
addressed as atactic. If the coupling varies, but in a regular way, polymer
chains are called syndiotactic. All three types are found for polystyrene,
depending on the process chosen for the synthesis.
Another important propriety of a polymer is the repeating unit iso-
merism. The isomers are molecules that have the same molecular formula,
but have a different arrangement of the atoms in space. That excludes any
different arrangements which are simply due to the molecule rotating as a
whole, or rotating about particular bonds.
C C
H
CH2
H
CH2 n
C C
H
CH2H
CH2
n
cis-poly(butadiene) trans-poly(butadiene)
 
Figure 3.2: Polybutadiene.
There are different structural isomerism types: geometric isomerism, func-
tional group isomerism, position isomerism [124]. The most important ex-
ample of geometrical isomerism is the cis and trans isomerism about double
bonds. Figure 3.2 show polybutadiene as an example of this class of poly-
mers. The cis-trans isomerisms arise because rotation about the double bond
is impossible without disrupting the structure. The cis and trans structure
are both crystallisable when appearing in pure form, but with different melt-
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ing temperatures. If a mixture of cis and trans isomers occurs, crystallization
may be suppressed, similar to atactic polymers. In position isomerism, the
basic carbon skeleton remains unchanged, but important groups are moved
around on that skeleton. In functional group isomerism, the isomers con-
tain different functional groups - that is, they belong to different families of
compounds.
The conformational state of a polymer is given by his rotational potential.
Figure 3.3 show the rotational potential energy diagram [125] that indicated
three stable positions or conformations: the trans, the gauche plus and the
gauche minus.
Figure 3.3: The rotational energy diagram for carbon-carbon single bonds
in a hydrocarbon polymer such as polyethylene. Illustrated are the energy
wells of the trans, gauche plus and the gauche minus positions. Reproduced
from [125].
The barriers separating the three conformational states have heights sev-
eral times the thermal energy, kT , which means that the lifetime in a given
state will be much longer than the vibration periods within the well. The
sequence of bond conformations at a given instant defines the rotational iso-
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meric state of the chain.
The rate of the transitions is given by two factors. First is the Arrhenius
factor exp(−Eact/kT ), where Eact represents the free energy of activation.
The Arrhenius factor yields the probability of being near the saddle point
joining the two energy wells in questions. This is multiplied by a factor
reflecting the frequency of saddle traversal.
The enormous size of polymer molecules gives them unique properties
[126]. Polymer properties are often obtained for a minimum of molecular
weights of about 10000 − 25000 g mol−1. The same polymer from different
sources may have different molecular weights so it’s necessary to define aver-
age molecular weights and molecular weights distribution [127, 128]. The two
most important molecular weight average are the number-average molecular
weight, Mn [124]
Mn =
∑
iNiMi∑
iNi
(3.1)
where Ni is the number of molecules of molecular weightMi, and the weight-
average molecular weight, Mw
Mw =
∑
iNiM
2
i∑
iNiMi
(3.2)
The ration Mw/Mn is called polydispersity index (PDI) and is a measure of
the distribution of molecular weights in a given polymer sample. It indicates
the distribution of individual molecular weights in a batch of polymers. The
PDI has a value always greater than one, but as the polymer chains approach
uniform chain length, the PDI approaches unity.
Molecular weight distribution function may vary greatly between different
polymeric compounds. Distributions depend on the method of synthesis used
in the polymerization process, and most methods belong to either of two
general classes. In the first class of processes, known as step polymerizations,
monomers react in such a way that groups of them which are already linked
together can be coupled with other groups. In the second class, called chain
polymerizations, reactive centres which react only with monomers are created
at the beginning and become shifted after the reaction to the new end of the
chain growing [123].
Polymers are macromolecules with a very complex structure which in-
fluence the physical proprieties. The connectivity of polymers gives them a
very complicate behaviour. Due to the high molecular weight the relation
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between the Maxwell time and the structural relaxation is no more valid. A
simple way to understand the polymers behaviour is to study the very simple
molecules: the glass-formers.
An archetypical glass-former is the liquid ortho-terphenyl (OTP), 1,2-
diphenylbenzene, C18H14, boiling point Tb = 605K, melting point Tm =
329K that has been extensively studied for more than 45 years by many
methods. OTP is a relatively simple compact, non-polar molecule with an
overall shape that comes close to a spherical particle. It consists of small,
hopefully rigid molecular units which interact via weak non-directional van
der Waals forces (see fig. 3.4). Therefore it is expected that the dynamics
of super cooled OTP represents structure-independent, generic properties of
glass-forming liquids and does not depend on microscopic structural pecu-
liarities [129].
ortho-terphenyl
 
Figure 3.4: Molecular structure of OTP (C18H14). Consists of a central
benzene ring and two lateral phenyl rings in ortho position, the two lateral
rings being attached to the central one by covalent bonds.
Furthermore, OTP was chosen for our investigations since it has been
extensively studied in literature by many spectroscopic methods. Thus, as a
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function of temperature and pressure many data are available for comparison.
3.2 Glass transition
The term ′′glass′′ is commonly used to mean the optically transparent fu-
sion product of inorganic materials which have been cooled to a rigid condi-
tion without crystallizing. This generally means the ordinary silicate glasses
which are used for making windows. Literally thousands of glasses, each with
its characteristic properties and chemical composition, have been made and
they do not necessarily contain inorganic materials. Substances of quite di-
verse chemical composition have been obtained as glasses and it is becoming
widely recognized that the property of glass-formation is not, strictly speak-
ing, an atomic or molecular property but rather one of a state of aggregation.
We should concern ourselves with the description of glass as a class of matter.
The general features of the glass transition are consistent with the qual-
itative idea the glass is a frozen liquid. This statement does not imply that
a glass is a polycrystalline. Rather, it is a reasonable approximation to say
that glass is a fluid stopped short at a particular moment, with the atoms
of the glass in the same positions as they were in the fluid at that moment.
The atoms undergo no additional rearrangement in forming the glass from
the fluid. A glass is a three-dimensional snapshot of the fluid.
Figure 3.5 shows the specific volume Vsp as a function of temperature for
a typical liquid. On cooling from high temperature, a liquid may crystallize
at Tm. This first-order phase transition usually results in a decrease in the
specific volume (water is a notable counterexample). A liquid that manages
to pass Tm without crystallizing is called a super cooled liquid. As a super
cooled liquid is cooled to lower temperatures, its density and viscosity in-
crease, and the molecules that comprise it move more and more slowly. At
some temperatures the molecules move so slowly that they do not have a
chance to rearrange significantly before the temperature is further lowered.
Since these rearrangements are necessary for the liquid to find the equilib-
rium Vsp for that temperature, the experimentally observed Vsp will begin to
deviate from the equilibrium value at this point. At temperature not much
lower than this, the time scales for molecular rearrangement become hope-
lessly long compared to the time scale of the experimental observations. The
structure of this material is ′′frozen′′ for practical purposes, and we call it a
glass.
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Figure 3.5: Schematic representation of the specific volume as function of
temperature for a liquid which can both crystallize and form a glass. The
thermodynamic and dynamic properties of a glass depend upon the cooling
rate: glass 2 was formed with a slower cooling rate then glass 1.
The glass transition temperature Tg can be defined in many different
ways. One method uses the change in the thermal expansion coefficient
(= [d(lnVsp)/dT ]p). As shown in figure 3.5 this change does not occur
suddenly, but rather over a range of temperatures which has been called
′′transformation range′′. Tg depends on cooling rate, as a smaller cooling
rate allows the sample to stay in equilibrium until lower temperatures. Typ-
ically, the dependence of Tg upon cooling rate is relatively weak, one order of
magnitude change in cooling rate may change Tg by only 3− 5 K. Notwith-
standing its dependence on cooling rate, Tg is an important material property.
As observed in the laboratory, the glass transition is not a phase transition
but rather a kinetic event that depends on the crossing of an experimental
timescale and the timescale of molecular rearrangements. As indicated by
figure 3.5, there is not a single glassy state, the thermodynamic and dynamic
properties of a glass depend upon how it was formed.
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Conditions that favour the vitrification are those that hinder crystalliza-
tion: high surface tension and high entropy of fusion. The increased slug-
gishness in the exploration of configurations that characterizes vetrification
is manifested macroscopically by a sharp viscosity increase. Therefore, for a
given viscosity-temperature relationship, vitrification is favoured by low val-
ues of Tm. For most simple molecules the product T∆S needed to overcome
the energetic advantage of the crystal over amorphous packing, ∆H, occurs
when T is not far from the melting point, Tb, so the hot liquid is highly
fluid, and crystallization on cooling below Tm occurs very readily. However,
there are a few molecules which happen to have shapes and/or atomic size
relations for which no efficient packing exist, and then the melting condition
is met when T << Tb. The melt is then viscous at Tm, crystal nucleation is
slow, and crystal growth is inhibited, i.e. glass-form [130]
The importance of the glass transition in polymer science was stated by
Eisenberg [131]: “The glass transition is perhaps the most important single
parameter which one needs to know before one can decide on the application
of ... non-crystalline polymers ...”
For polymeric systems the Tg depends on the polymer’s architecture [126],
and there are several factors influencing the transition:
Chain Length. Each chain end has some free volume associated with it.
A polymer with shorter chains will have more chain ends per unit volume,
so there will be more free volume. Hence Tg for shorter chains will be lower
than Tg for long chains. For all polymers the ratio of the free volume vs. the
total volume is about 0.025 at Tg.
Chain Flexibility. A polymer with a backbone that exhibits higher
flexibility will have a lower Tg. This is because the activation energy for
conformational changes is lower. Therefore, conformational changes can take
place at lower temperatures.
Side Groups. Larger side groups can hinder bond rotation more than
smaller ones, and therefore cause an increase in Tg. Polar groups such as Cl,
CN or OH have the strongest effect.
Branching. Polymers with more branching have more chain ends, so
have more free volume, which reduces Tg, but the branches also hinder ro-
tation, like large side groups, which increases Tg. Which of these effects is
greater depends on the polymer in question, but Tg may rise or fall.
Cross− linking. Cross-linking reduces chain mobility, so Tg will be
increased. It also affects the macroscopic viscosity of the polymer, since if
there are cross-links between the chains, then they are fixed relative to each
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other, so will not be able to slide past each other.
Plasticisers. Small molecules, typically esters, added to the polymer
increase the chain mobility by spacing out the chains, and so reduce Tg.
In early 1950s, Beaman and Boyer [132, 133], noticed that both Tg and the
melting point of crystallisable polymers increased with decreasing chain flex-
ibility and increasing cohesive energy density. They stabilised the following
empirical correlations:
Tg
Tm
=
1
2
symmetrical molecules
Tg
Tm
=
2
3
asymmetrical molecules (3.3)
Super cooled liquids may be stable for very long times. For example, a
pure sample of liquid ortho− terphenyl will not crystallize for years at room
temperature even if though this is 35K below its melting point. For atactic
polymers, the crystalline state is often never obtained and may be higher in
free energy than the liquid state at all temperatures. The likelihood that
a liquid remains in the super cooled state rather then crystallizing during
cooling depends upon cooling rate, the cleanliness of the liquid, the viscosity
at Tm, the similarity of the liquid packing to that of the crystal, and other
factors [134].
Glasses are characterized by certain well-defined properties which are
common to all. The X-ray and the electron diffraction studies show that they
lack long range periodic order of the constituent atoms, ions or molecules.
Unlike crystals, glasses do not have a sharp melting point and do not cleave
in preferred directions. Glasses belong to the group of non-crystalline solids.
Like crystalline solids, they show elasticity, a glass fiber can be bent almost
double in the hand and when released springs back to its original shape, and
like liquids, they flow under a shear stress, as evident from the increased
thickness of the glass at the bottom of windows in some very old buildings.
It can see that the glassy form of matter combines the short− time rigidity
of the crystalline state with the long-time fluidity of the liquid state.
Many theoretical concepts have been proposed to explain the glass tran-
sition among these free-volume, thermodynamic and kinetic theories. In the
free-volume theories, introduced by Cohen and Turnbull [135] and substanti-
ated by Cohen and Grest [136], the slowing down of the dynamics is related
to the decrease of free volume and excess entropy. Thermodynamic theories
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first formulated by Gibbs and Di-Marzio [137] and Adams and Gibbs [138]
assume an underlying second-order phase transition in the limit τ → ∞ to
account for the Kauzmann paradox. According to the kinetic theories there
is no true thermodynamic glass transition. The kinetic theories predict that
the glass transition is a purely kinetic phenomenon and that it appears when
the response time for the system to reach equilibrium is of the same size as
the time scale of the experiment. The theory predicts that a lowering of the
cooling rate will lead to a decrease in the kinetic glass transition temperature.
3.3 Relaxation processes
In the majority of uses of polymeric materials one is interested in their me-
chanical performances. Their properties are of peculiar nature since polymer
melts are different from low molecular mass liquids and polymer solids differ
from conventional crystalline solids. While crystalline and amorphous solids
have elastic behaviour, simple liquids experience viscous forces only; viscous
liquids combine elastic and viscous properties. Therefore they are generally
addressed as viscoelastic.
Viscoelastic behaviour does not just mean a superposition of independent
viscous and elastic forces, but it includes in addition a new phenomenon
known as anelasticity, where both become coupled. It become apparent in
the observation that part of deformation, although being reversible, requires
a certain time to become established when a load is applied. The strong
temperature dependence represents another characteristic of the physical
properties of polymeric materials and contrast with the much less sensitive
behaviour of melts or ceramics. As a consequence of the changes, the tem-
perature range for a certain application of a polymer is limited. The most
important limitation results from the glass transition where the glassy solid
transforms into the melt. The relaxation processes play a dominant role
and result in a complex pattern of temperature and frequency dependent
properties. Knowledge of type and timescale of molecular motions in solid
polymers should provide a better understanding of their mechanical proper-
ties [139, 140, 141]
If the temperature of the super cooled liquid is suddenly changed, the
variation of, for exempla, enthalpy or volume, following the temperature
jump does not occur instantaneously. Rather, the properties vary in time
(they relax! ), starting at the origin values and ending at the new values. The
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average relaxation time, the time for the property to relax to the new value
following the change, is strongly temperature-dependent, increasing at low
temperature. It can vary from micro-seconds to years over a temperature
interval of, for instance, 50K. The glass transition will occur when the
time required for this relaxation is long compared to the time period of the
experiment. If the fluid behaviour is not time-dependent on the scale of the
observation, the fluid acts like a solid. The fluctuation-dissipation theorem
connects a linear response with the time evolution or spectral distribution of
spontaneous fluctuations. Thus, relaxation in the equilibrium state can be
investigated by a variety of spectroscopic or scattering methods.
The temperature dependence of the relaxation processes is expressed by
one of the two equations: the Arrhenius equation (see eqn. 3.4) and the
Williams-Landel-Ferry (WLF) equation (see eqn. 3.6). The Arrhenius equa-
tion is
τ = τ0 exp(+
∆E
RT
) (3.4)
where ∆E is the activation energy, R is the gas constant and τ0 is the pre-
exponential factor (relaxation time). The Arrhenius equation can be fitted
to data from isothermal plots of the loss modulus against frequency, recalling
that the loss modulus appears at the angular frequency
ω =
1
τ
⇒ f = 1
2πτ
(3.5)
where f is the frequency (in hertz).
A different type of temperature dependence of the glass transition is the
Vogel-Fulcher equation, which is essentially a generalization of the WLF
equation
τ = τ0 exp[+C/(T − T0)] (3.6)
Figure 3.6 illustrates equation (3.4) and (3.6). The WLF behaviour ap-
pears curved in the Arrhenius plot and the curve approaches a singularity at
temperature T0. It should also be noted that the term activation energy does
not apply to relaxation processes showing WLF temperature dependence.
The rate of relaxation in a sample does not cover the whole spectral range
homogeneously, but usually one observes a separation into several ranges of
frequency where relaxation rates are accumulated. Each range belongs to a
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Figure 3.6: Illustration of different temperature dependences of relaxation
processes.
group of processes with similar roots. These different groups are convention-
ally designated by Greek letters α, β, γ, and to use the symbol α for the
process with the lowest transition rates showing up at the highest tempera-
ture. On the other hand, the symbol γ is used for the processes observed at
the low temperature end, and that means those with highest transition rate.
The well known Maxwell relation [142] η = G∞ < τ > connects the share
viscosity η with the relaxation time over the shear modulus at infinite fre-
quency G∞. Under the assumption that G∞ varies only weakly with external
control parameters such as temperature and pressure, it follows η ∝< τ >
Another operational definition of the glass transition temperature Tg is
given via the temperature where the viscosity η reaches η(Tg) = 10
12Pa s.
With shear module of solids, typically of the order G∞ ≈ 10GPa, this cor-
responds to a relaxation time of the order of 100s.
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3.3.1 Experimental approaches
Neutron scattering
Neutron scattering remains one of the most versatile methods for the study of
the fast dynamics. It can be used in almost every type of material since it does
not depend on optical transparency, dipole moments, or polarizabilities [143].
In neutron scattering one observes excitations at a well defined momentum
transfer Q of the order of several A˚−1, i.e. microscopic motion on interatomic
and intermolecular distance can be resolved. The observed quantity is the
so-called dynamic structural factor S(Q,ω) which is a well defined correlation
function [143, 144, 145]
S(Q,ω) =
1
N
∫ dω
2π
eiωt
N∑
j,k=1
〈
eiQRj(0)e−iQRk(t)
〉
(3.7)
which couples directly to the nuclear coordinates Rj(t). It therefore provides
an ideal, link between experiment and theory as S(Q,ω) is the space-time
Fourier transform of the well known van Hove correlation function G(r, t)
[146]. The Fourier transform of the S(Q,ω) is the so-called intermediated
scattering function S(Q, t).
Equation (3.7) is based on the coherent superposition of partial wave
scattered by pairs of nuclei j, k. The coherence can be diminished by spin
flips except when both partial waves are scattered by the same nucleus j = k.
This leads to an additional incoherent scattering which contains valuable
information about tagged-particle motion.
Other experimental approaches
Light scattering spectroscopy has been often employed in many super cooled
liquids polymeric systems. Raman scattering has primarily been performed
in connection with the boson peak and the study of the vibrational dynam-
ics of the glassy and polycrystalline state [147, 148, 149]. Brillouin scat-
tering explores the longitudinal acoustic (LA) and transverse acoustic (TA)
modes in the GHz range and their interaction with the structural relaxation
[150, 151, 152]. Inelastic x-ray scattering extends the Q − ω-range of the
conventional Brillouin technique and makes it possible to study sound wave
on intermolecular distances and in the THz range [153, 154, 155]. Although
the scattering mechanism and the connection to density fluctuations are still
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debated [156] the experimental results have been often compared to mode-
coupling theory (see section 3.3.3).
3.3.2 Relaxation above the glass transition tempera-
ture
The slower structural α-relaxation usually does not decay exponentially as
a function of time. In many cases the structural relaxation function Φ(t) is
well described by Kohlrausch’s stretched exponential expression [157, 158],
obtained by replacing t/τ in the Debye law by (t/τ)β
Φ(t) = exp[−(t/τ)β], 0 < β < 1 (3.8)
Figure 3.7 shows the relaxation function with values of β shown on the curves.
Note that β = 1 corresponds to single relaxation time behaviour (that is,
single exponential decay).
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Figure 3.7: The relaxation function Φ(t) vs. normalized time t/τ , following
an instantaneous small change in temperature or strain. Values of β are
shown on figure.
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For this function, the mean relaxation time < τ > can be calculated as
< τ >=
∫ ∞
0
Φ(t)dt = τβ−1Γ(β−1) (3.9)
where Γ() is the gamma function. The exponent β is not a material constant;
it differs for different correlation functions (see fig. 3.7) or observables which
are probed by different experimental techniques [159]. Such variation of β
demonstrate that an understanding of structural relaxation will not be pos-
sible without accounting for the different way in which experimental probes
couple to the microscopic degrees of freedom.
Other empirical functions including those given by Cole and Davidson
[160], Havriliak and Negami [161], Jonscher [162] and Dixon and Nagel [163,
16] often fit the raw experimental data better then the Kohlrausch form.
However, one must be aware of the fact that these other forms have at least
one more fitting parameter then the Kohlrausch function.
Figure 3.8: ’Angell plot’: viscosities of various glass-forming liquids in an
Arrhenius representation with reduced temperature scale Tg/T . This plot
motivates Angell’s ’strong’-’fragile’ classification in which OTP is one of the
most fragile liquids. Reproduced from [3].
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Figure 3.8 shows some dynamic characteristic of super cooled liquids. The
format of this plot was suggested by Angell [164] and provides a convenient
way to compare the manner in which different liquids slow down as Tg is
approached. Although never observed in any real glass-former the Arrhenius
law η ∝ exp(−EA/T ) is taken as a reference to classify the temperature
dependence of η(T, P ). This classification according to Angell is physical
since the curvature in the Arrhenius plot is correlated with the structure of a
glass-former: strong systems, which deviate only slightly from the Arrhenius
law, are typically networks such as SiO2 or GeO2, where the transport is
controlled by thermally activated breaking of covalent bonds. Largest devi-
ations are found for molecular liquids, ionic melts and some polymers. They
are termed fragile systems.
In the last 20 years the organic small-molecule materials have been inten-
sively investigated in an attempt to comprehend the liquid to glass transition
and to understand better the properties of amorphous solids. As it can be
concluded from figure 3.8, the time scale of the slowest process, change con-
tinuously by more than 13 orders of magnitude when varying the temperature
from above the melting point to below the glass transition temperatures, Tg.
Goldstein was the first to pointed out that considerably above Tg might ex-
ist a temperature which marks a crossover from the high-temperature fluid
to a barrier dominated, super cooled state, at which the relaxation time is
about 10−9s [34]. However, it was not until the development of the mode
coupling theory (MCT) [165] that most workers realized that there might
be a change in the relaxation mechanism for T ≈ Tc (see section 3.3.3).
The detailed and quantitative predictions of the MCT regarding the scaling
properties of the time correlation functions in the vicinity of Tc have lead
to an enormous amount of information being collected using various short-
time spectroscopy’s such as neutron scattering [166, 129], light scattering
[167, 147], optical Kerr effect spectroscopy [42, 168] and sub-millimetre wave
spectroscopy [169].
3.3.3 Mode-coupling theory
The dynamics of normal simple liquids is governed mainly by excluded vol-
ume and binary collisions between molecules, which, at high temperatures
or low density, become more and more statistically independent from each
other. It can be described by generalizing the kinetic equation of Boltzmann.
When the liquid is densities it is clear that this description breaks down at
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some point, as the binary collision events become highly correlated. This
gives rise to two well known phenomena: beck-flow and cage effect. Sup-
pose a tagged particle is trapped in a cage formed by its nearest neighbours,
which are caged themselves. With decreasing temperature and increasing
density, each particle becomes progressively more trapped in the transient
cage and undertakes correlated collisions, which lead to a strong damping of
the motion and correspond to an increasing friction. Successive cage diffu-
sion events require a cooperative rearrangement of many particles and provide
long-range transport motion, which slows down drastically as the cage effect
strengthens.
This picture suggests three dynamical regimes: first, a short time micro-
scopic (vibrational) regime in which the particle vibrates inside its transient
cage; second, a long time relaxation regime controlled by diffusion, and third,
an intermediate regime in which the cage itself undergoes collective distor-
tions that may open the way for cage diffusion events.
With increasing density, the frequency of the opening of escape paths out
of the cage may become vanishingly small, leading to a complete disappear-
ance of ordinary diffusive motion. However, a particle can still escape from
its cage by thermally activated hopping that carries it over a local potential
minimum. So, as a low-temperature amorphous solid is warmed up, ther-
mally activated viscous flow will start and cross over to flow mediated by
ordinary cage diffusion events at higher temperatures.
Equation of motion
The starting point of the original (referred to as simplified or idealized) ver-
sion of MCT is a generalized Langevin equation of motion for the normalized
density fluctuation correlator ΦQ(t) = 〈ρq(t)ρ−Q(t)〉 / 〈ρq(0)ρ−Q(0)〉, where
ρQ(t) is the Fourier component of the density fluctuation
∂2tΦQ(t) + υQ∂tΦQ(t) + Ω
2
QΦQ(t) + Ω
2
Q
∫ t
0
dt
′
mQ(t− t′)∂t′ΦQ(t
′
) = 0 (3.10)
The set of integro-differential equation can be closed using Kawaski’s factor-
ization approximation. The kernel mQ(t) is expressed in terms of products
of correlation functions (called the mode-coupling approximation)
mQ(t) =
∑
k1+k2=Q
V (Q; k1, k2)Φk1(t)Φk2(t) = FQ(V,Φk(t)) (3.11)
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The internal control parameters V representing the strength of the coupling
of different density modes are controlled by the external control parameters
such as temperature T or density n via the static structure factor S(Q;n, T ).
They can be calculated from the interaction potentials and vary smoothly
with wave number Q and all external control parameters. Changing the
temperature or the pressure, a dynamic phase transition from a liquid to a
glass occurs at a critical value Vc, called the glass transition singularity. In
vicinity of a particular value Vc, a characteristic slowing down of ΦQ(t) is
found [170, 171]. As it is not accompanied by marked structural changes we
deal with a purely dynamic transition.
Solutions of mode-coupling equations
The square root singularity
Denoting the distance from the singularity Vc by the separation parameter
σ, it follows for the Debye-Waller factor or the nonergocity parameter fQ =
limt→∞ΦQ(t) in leading order [172, 173]
fQ(σ) = f
c
Q +
{
O(σ) (σ < 0, ergodic)
hQ
√
σ +O(σ) (σ > 0, nonergodic)
(3.12)
hQ is called the critical amplitude. Let x be one external control parameter
such as T or n, then for the glass transition we have σ ∝ (x − xc)/xc. This
square root cusp in fQ(x) is an important signature of xc in the MCT.
The Debye-Waller factor can easily be measured by electron neutron scat-
tering. In practice, due to the finite instrumental resolution δE it is impos-
sible to measure elastic scattering ω = 0. All scattering events within δE
appear elastic. Therefore, an effective nonergodicity parameter fQ is used,
which corresponds to the replacement of fQδ(ω) by the area under the α peak
or equivalent by the plateau height of the correlation function ΦQ(t ∼= h¯/δE)
The first experimental indications of an anomalous behaviour of the Debye-
Waller factor fQ = exp(−2W ) (where W = 1/6Q2 〈u2〉(T)), were observed
long before MCT of the glass transition that was developed in Mo¨ssbauer-
spectra of 57Fe in ferrocene dissolved in butylphthalate [174] and OTP [175].
The predicted square-root singularity (see eqn. 3.12) was extensively
tested by neutron [176, 177, 178, 179, 180, 181] and X-ray scattering exper-
iments [154, 153] and computer simulation [182, 183]. Figure 3.9 shows the
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fQ temperature dependence of the neutron scattering experiment. For low
temperatures it is simply follow the harmonic evolution of the mean square
displacement. The anomalous decrease connected with the glass transition
starts somewhere around Tg in the glassy phase due to anharmonic motion
to a microscopic scale length. It is clear that the structural relaxation, which
at Tg is of the order of seconds, cannot be responsible for this effect and
therefore Tg as conventionally defined has nothing to do with it.
Figure 3.9: (a) Incoherent Mo¨ssbauer-Lamb factor of protonated OTP for
several Q-values [178]. A harmonic behaviour at low temperature is followed
by the onset of an anomalous decrease around Tg. Note the cups in the tem-
perature dependence at Tc. (b) Temperature dependence of the Debye-Waller
factor of the density correlations for various value of Q. Lines are fits with
a square-root law leading to a critical temperature of Tc ≈ 290K. Towards
higher temperatures weak linear temperature dependence is assumed. The
inset demonstrates the square-root law in linearized form. Reproduced from
[129]
On approaching Tc the sharp transition predicted by the idealized version
of the theory is smeared out through thermally activated hopping processes,
which are present in any molecular liquid. Clearly, between the caloric glass
transition temperature Tg and Tc structural relaxation is present. When its
timescale falls into experimental window quasielastic broadening appears and
its total intensity can no longer be determined from strict elastic scattering
alone. The results from x-ray scattering are presented in figure 3.10
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Figure 3.10: Temperature dependence of the Debye-Waller factor
fQ(T )derived at Q = 2.5nm
−1 from he quasielastic to total intensities ra-
tio (full circles) and at Q ∼= nm−1 from υ∞ and υ data (open circles). The
error bars correspond to ±σ statistical error. The full line is the best fits
to the full circles in the low and high temperatures regions. They cross in
a region consistent with both Tg and Tc, as indicated by the dashed lines,
representing the limits of the ±σ prediction band. Reproduced from [154].
The β-relaxation
The existence of a β-relaxation with a critical spectrum is probably the most
important result of MCT. It concerns the macroscopic time range between
the microscopic short-time dynamics determined by Ω0 and the α-relaxation
dynamics at long times. This time range corresponds to the frequency range
around the minimum in the susceptibility spectrum χ
′′
(ω) separating the
microscopic peak from the low-frequency α-relaxation peak. In the ideal
version of MCT the shape of ΦQ(t) in this region is completely determined
by a separation parameter σ and a material-dependent constant λ.
Strong prediction are made in the β-relaxation regime, the external con-
trol parameters being sufficiently close to the critical point. For t0 = Ω
−1
Q <<
t << τ and for |x− xc| sufficiently small the correlators ΦQ(t) stay close to
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the plateau value f cQ. The motion equation (see. eqn.3.10) can then be
asymptotically developed in terms of
∣∣∣ΦQ(t)− f cQ∣∣∣. Note that thereby one
implicitly defines a time interval where ΦQ(t) is close to f
c
Q called β-regime.
One obtains in leading order [173, 184]
ΦQ(t) = f
c
Q +HQg ± (t/tσ), (σ >< 0) (3.13)
where the amplitude and the cross-over time
HQ = hQc0 |σ|1/2 and tσ = t0 |σ|1/2a (3.14)
depend critically on the distance from the transition point. c0 is a material-
dependent dimensionless constant describing the proportionality between the
theoretical and the experimental control parameters.
It is a remarkable property that ΦQ(t) factorizes into a purelyQ-dependent
amplitude HQ and purely time-dependent function g±(t/tσ). Applied to the
particle density n(r, t) this means that the variations of the density in space
are uncorrelated with those in time.
The scaling function g±(t˜) depends only on the line shape parameters λ
and can be calculated from the expression [185]
g±(t˜) =
{
t˜−a ± A1t˜a + A2t˜3a ± ... : (t0 << t << tσ, σ >< 0)
−Bt˜b +B1/(Bt˜b) + ... : (tσ << t << τ , σ < 0) (3.15)
The exponent a and b as well as the expansion coefficients Ai and Bi and
the cross-over time are tabulated functions of λ. Starting from short times
t → tσ, g± slowly decays to zero. For times t longer than tσ it changes its
sign from σ < 0 and initiates the further decay of the correlation
The two non-universal critical exponents a and b are related to the line
shape parameter λ via the transcendental equation
Γ2(1− a)
Γ(1− 2a) = λ =
Γ2(1 + b)
Γ(1 + 2b)
, 0 < a < 1/2, 0 < a < b < 1 (3.16)
from which it follows that 1/2 < γ < 1.
On leaving the plateau region, we obtain from equation 3.15 the asymp-
totic power law
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ΦQ(t) = fQ −BhQ |σ|2 (t/tσ)b = fQ −BhQ(t/τ)b (3.17)
with a new universal timescale
τ = t0 |σ|−γ , γ = 1
2a
+
1
2b
(3.18)
which leads up to the final decay of correlations in the α-process. Its fractal
time dependence is the key to stretching [172]. Equation 3.17 is called the
von Schweidler law and its region of validity is often rather limited. However,
it gives a theoretical explication of the often observed time-temperature-
pressure principle
ΦQ(t;X) = ΦQ(t/τ(X)), x = T, P, ... (3.19)
This means, in general, that the line shape may still depend on Q but not
on X. A change of the external control parameter only causes a rescaling in
time.
Mode coupling theory predicts that the relaxation times τ of all correla-
tors that couple to density fluctuations should show a divergent behaviour
near the critical point in the form of a power law with the same universal
exponent γ. This property is called the α-scale universality. The exponent
γ can be calculated once the line shape parameter λ is know and vice versa.
The final decay of the correlations is often parameterized by the Kohlrausch
stretched exponential (see eqn. 3.8). The Kohlrausch law is not a general
solution of the MCT equations. However, it is an asymptotic result in the
limit of large wave number [186].
3.3.4 The sub-Tg relaxation
A glass, for which the atoms undergo only anharmonic oscillations about fixed
equilibrium positions, can be considered a true solid as long as the average
structural relaxation time is much longer than the time scale of an exper-
iment. However, this idealization is only approximate. The experimental
results at temperatures below the glass transition temperature conclusively
reveal atomic motions that are not simple anharmonic vibrations of the dis-
ordered solid. In other words, structural relaxations occur in the glass.
The molecular interpretation of the sub-Tg relaxations has been the sub-
ject of considerable interest in the last 50 years. By varying the repeating
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unit structure and by studying the associated relaxation processes, it has
been possible to make a group assignment of the relaxation processes. That
is not to say that the actual mechanisms have been resolved. The relaxation
processes can be categorized as side-chain or main-chain. Sub-glass pro-
cesses appear both in polymers with pendant groups as poly(methyl methacry-
late) (PMMA) and in linear polymers such as poly(ethylene) or poly(ethylene
terephthalate). In the latter case, the sub-glass process must involve motion
in the backbone chain.
Apart from side group reorientations the most ubiquitous ones are the
slow Johari Goldstein β-processes [36] which are to be distinguished from the
fast β-processes that were predicted by the MCT [165]. The slow β-processes
can be observed in many small-molecule glass-formers, even in those which
possess no obvious intramolecular degrees of freedom [70, 36]
The origin of the Boson peak which is observed by inelastic neutron
scattering or by Raman scattering [187, 188] in amorphous systems as an
excess vibrational scattering over the expected Debye contribution is still
unclear. Another phenomena of on particular interest and a current subject
of strong controversy is the so called fast dynamics of glasses, occurring in
the time window 1− 102 ps with several studies carried out mainly by neu-
tron [189, 190, 191, 192, 193, 66, 194, 195] and Raman [196, 197, 198, 199]
scattering and numerical simulations [200].
The scattering results corresponding to very different glass-forming sys-
tems show that these systems approximately behave as harmonic solids in
the low temperature range well below the glass temperatures Tg. In this
range the measured of the so-called dynamic structural factor S(Q,ω), of a
given glass-forming system at different temperatures fall on a master curve
when they are properly scaled by Bose and Debye-Waller factors. This quasi-
harmonic behaviour is also reflected by the temperature dependence of the
atomic mean-squared displacement 〈u2〉 calculated from neutron scattering
data. In the low temperature range, 〈u2〉 shows an approximate linear de-
pendence with temperature, which is a signature of harmonic behaviour. In a
not well-defined temperature range below Tg, the dynamics of glass-forming
systems deviates from the harmonic behaviour and quasielastic scattering
starts to accumulate in the low frequency range S(Q,ω). Accordingly, the
temperature dependence of 〈u2〉 also starts to deviate from the linear depen-
dence. The onset temperature above which the deviation from the harmonic
behaviour becomes apparent will be denoted by Tf .
The microscopic origin of the fast dynamics is still a question open to a
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strong controversy. Different theoretical approaches have been proposed over
the past years: connection with the β process of the mode-coupling theory
[201], strong softening of the sound waves [202], and relationship with the
short-time regime of the α relaxation [203, 204], among others.
In some cases, especially for polymers with simple chemical structures of
the diene [205, 206, 207, 208, 209] and vinylide [195] type, the onset temper-
ature Tf of the fast process agrees with the Vogel-Fulcher (VF) (see eqn. 3.6)
temperature T0 which accurse at about 50K below the glass transition tem-
perature Tg for most amorphous polymers [139]. The correlation between Tf
and T0 strongly suggests that the fast process is a precursor of the α-process
or the glass transition.
In contrast to the observations of simple polymers, the fast process of
polymers with large side groups or large internal degrees of freedom is ob-
served far below the Vogel-Fulcher temperature T0 [66, 210, 192, 190]. The
value of Tf above T0 [195] have also been reported. The role carbon-carbon
torsion barriers were also pointed out [189].
In particular case the polystyrene exhibits relatively complex relaxation
behaviour. Apart the glass transition (α), polystyrene exhibits four sub-
glass relaxation processes, referred to as β, γ and δ in order of decreasing
temperature [211]. One view [212, 213] is that the cryogenic δ process (55 K in
PS at 10 kHz) is due to oscillatory motions of phenyl groups, whereas others
[211] believe that it arises from defects associated with the configuration of
the polymer. The γ process appearing in PS at 180K at 10 kHz has also
been attributed to phenyl group oscillation or rotation. The high temperature
process denoted β, occurs in PS between Tg − 100K and Tg and is believed
to be due to a rotation of the phenyl group with a main-chain.
The glassy polystyrene has been extensively studied in the literature by
many spectroscopic methods [214, 215, 216, 198, 66, 217, 218, 219, 220, 211],
thus, as a function of temperature and pressure many data are available for
comparison. For polystyrene the fast process starts appearing at ≈ 200K or
≈ 120K below T0. Such a low onset temperature has been assigned to sub
transitions like the β-and/or γ-process due to the phenyl group motions or
the internal degree of freedom [66, 192].
In order to investigate the origin of the fast process appearing at ≈ 200K,
in neutron scattering [192, 66] and nuclear magnetic resonance [221] exper-
iments, wan used polystyrene samples (PS) and polystyrene samples selec-
tively deuterated at the chain, (PS−d3) and the phenyl rings (PS−d5). The
temperature dependence of the neutron scattering elastic intensity and the
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Figure 3.11: Temperature dependence of (a) elastic scattering and (b) mean
square displacement〈u2〉 for various energy resolution δǫ. Reproduced from
[192].
mean square displacement of PS for various energy resolutions are shown
in figure 3.11. In the low temperature region, the elastic intensity Iel(Q),
and the mean square displacements 〈u2〉 decrease linearly with temperature,
suggesting that the motion observed at low temperatures has vibrational
nature. At ≈ 200K the elastic intensity measured and the mean square
displacements, with the highest resolution (δǫ = 0.02 and 0.2meV ) begins
to deviate from this linear relationship corresponding to the change of the
spectra from inelastic-like to quasielasticlike. These facts must be due to
the onset of the fast process above this temperature and the motion should
appear in the energy range below ≈ 2meV .
Figure 3.12 shows the temperature dependence of the elastic intensity
of polystyrene PS and deuterated phenyl rings PS − d5 for Q = 0.86 and
1.64 AA−1. As mentioned above, the elastic intensity of PS begins to de-
crease more sleepy above ≈ 200K. This onset temperature slightly depends
on Q; the higher Q the lower the onset temperature. In PS − d5, however,
such an anomalous decrease of elastic intensity is hardly seen at ≈ 200K, but
it becomes rather pronounced at ≈ 250K. These results may be understood
if is assumed that the temperatures at which motions of the main chains
and side groups (phenyl rings) start to occur are different. The fact that the
temperature dependence of elastic intensity of PS − d5 does not change at
≈ 200K strongly demonstrates that the fast process appearing at ≈ 200K is
originated from the phenyl ring motion coupled with the main chain motion.
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Figure 3.12: Comparison of temperature dependence of elastic scattering
intensity between PS and PS −D5 for Q = 0.86 and 1.64A˚−1. Reproduced
from [192].
In conclusion for polystyrene the onset of the fast motion has been as-
cribed to the change of the librational dynamics of the side-chain phenyl-ring
[192, 193] with expected involvement of the main chain through the connect-
ing bonds [194, 222, 223]. In fact, the phenyl rings in glassy polystyrene
undergo very complex 180◦ flips and librational motions [221, 222] exploring
several decades of characteristic times [223]. According to nuclear magnetic
resonance the flip motion becomes frozen at about 190K [224, 225].
3.4 Energy landscape
The complex behaviour of glasses, the folding of proteins, and the structure
and dynamics of atomic and molecular clusters has been long studied in
separate disciplines. In the last decade, energy landscape theory has emerged
as a unifying language for experimentalist and theorists to describe structure
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formation and dynamics in these complex systems. In such systems there are
many detestable states, and many possible transitions between the different
states. The system’s state is represented by a point which moves on or above
a surface [226, 227, 228].
For viscous liquids and glasses (among other things) at low temperatures,
in addition to a rapid decrease of relaxation rates, a glass-forming liquid ex-
hibits, complex dynamics such as non-exponential relaxation [4], breakdown
of the Stokes-Einstein relation [229, 230], and translation-rotation decoupling
[27]
An appealing approach for understanding complex dynamics is to consider
the influence of a system’s energy landscape on the relaxation processes it
displays [34, 231, 232]. The dynamics of the system is viewed as the motion
of the state point (described by the coordinates of all particles) in the 3N -
dimensional configuration space, where N is the number of particles. The
potential energy of the system, a function of particle coordinates, defines
a complicated 3N -dimensional surface or landscape which is impossible to
conceptualize properly. Nevertheless, a two-dimensional representation is
useful, and can illustrate the distinctions between liquid, crystal and glass.
Figure 3.13 shows a highly schematic illustration of a two-dimensional energy
landscape.
In equilibrium, the liquid moves between minima in a region of energy
determined by the temperature. When the temperature is increased, the
system will spend most of its time higher up on the energy landscape, gaining
access to more possible states [233, 234]. Perfect crystals occupy just one deep
minimum, and melt in order to lower their free energy by gaining access to
all the minima of the landscape. Glass-formers are liquids that fail to find
their way back to the crystal minimum on cooling, and hence wander down
among the myriad minima of the landscape as they undergo super cooling
(see fig. 3.13). Eventually the system gets stuck in one of the lower minima,
not as low as for the crystal and we have a glass.
At high temperatures, kinetic energy permits access to most basins. At
lower temperatures, the sampling shifts to lower energies and mutual access
among basins become subject to considerable activation.
In glasses the dynamics is thermally activated in the substructures of the
minima of the energy landscape accounting for various subtle degrees of free-
dom [233]. Two of the most important model describing the dynamics in
glasses are: i) the standard tunnelling model [235] which applay at temper-
ature T < 10 K and ii) the so-called Gilroy-Phillips model [236](ADWP )
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Figure 3.13: Schematic diagram of the potential energy hypersurface in the
multidimensional configuration space for a many particle system. Repro-
duced from [232].
in which the thermally activated transition in the asymmetric double well
potentials is assumed. Important information is drawn by the energy bar-
rier distribution g(E). In the glassy state the temperature dependence of
the energy barrier distribution g(E) is only weakly temperature dependent
[38, 237]. For glassy polystyrene this was first tested by scaling of light scat-
tering data [238]. Buchenau confirmed that conclusion by comparing results
from several techniques covering a wide time window from 1 Hz up to about
100 GHz [239].
The shape of the energy barriers distribution g(E) in glasses has been
extensively investigated via experiments in the frame of: i) the standard
tunneling model [219], ii) the so-called Gilroy-Phillips model (ADWP ) [238],
or iii) the Johari-Goldstein β-process [240, 241, 38, 242], by via theories
[243, 244, 245, 246, 247, 248, 249, 250] and simulations [251]. Basically, two
different distributions are usually recovered, the gaussian distribution [252,
242, 237, 198, 38, 240, 243, 245, 251] and exponential distribution [198, 238,
219, 244, 246, 247, 248, 249, 250]. The convolution of this two distributions
[253] as well as the truncated Levy flight, i.e. a power low with exponential
cut-off, resembling the stretched exponential [254] were also considered.
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It must be noted that any experiment probes the behaviour of some dy-
namical quantities (positions, orientations, etc.), this quantities are either
particular ”projections” of the collective coordinates of figure 3.13, or addi-
tional extrinsic degrees of freedom, e.g., due to the use of guest molecules
probing the glass dynamics. Then the apparent energy landscape, which is
obtained by the experiments, is either a projection of the host energy land-
scape or of the guest energy landscape from which only indirect information
about the guest energy landscape may be draw.
It is interesting to relate g(E) with the density of states, i.e. the dis-
tribution of the minima of the energy landscape. On the upper part of the
landscape, being explored at high temperatures, the central limit theorem
suggests that the density is Gaussian [243, 251]. At low temperatures the
state point is trapped in the deepest low-energy states which are expected
to be exponentially distributed following general arguments on extra-value
statistics leading to the so-called Gumbel distribution [248]. Random en-
ergy models [243] and numerical simulations [250] support the conclusion.
The barrier height E during the jump from one state with energy E1 to
another state with energy E2 has been modelled by the linear combination
E = αE2 + (1− α)E1 [249]. In the case of trap models (α = 0) the minima
and the energy barriers have the same distribution. This also holds true for
annealed disorder and α > 0 [247, 249]. Moreover, one notes that the lin-
ear combination of independent Gaussian variables is Gaussian too, and the
linear combination of independent exponential variables has an exponential
tail. All in all strict relations are expected between g(E) and the density of
states.
The shape of the energy barrier distribution g(E) has usually been studied
by measuring the different susceptibilities χ
′′
(ν) arising from either collective
or single-particle response. If the susceptibility is followed by a static dis-
tribution of activated relaxation times in the presence of a wide distribution
g(E) it follows [255]
χ
′′
(ν) ∝ Tg(E); E = kT ln(1/2πντ0) (3.20)
The above equation shows that the shape of χ
′′
(ν) yields the shape of g(E).
The conversion factor between the frequency and the energy scales is the
unknown attempt frequency 1/τ0, which is usually treated as one adjustable
parameter to set both the width and the location of g(E). The dielectric
spectroscopy provides a convenient frequency range for recovering the full
3.4. ENERGY LANDSCAPE 77
shape of χ
′′
(ν) and then of g(E) [38, 237]. In other cases, e.g. light scatter-
ing [238] and mechanical relaxation [219], the accessible frequency range is
limited, and g(E) is recovered by building suitable master curves assuming
the time-temperature superposition principle. Nuclear magnetic resonance
offers an alternative procedure for getting information on g(E) by analysing
the NMR linshape in terms of two weighted components [252, 256]. How-
ever, an adjustable conversion factor between the frequency and the energy
scales is also needed.
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Chapter 4
EPR in polymers and small
molecule glass-formers
The spin-probe-spin-label method with nitroxides was initially developed in
the early to mid 1960s, primarily in the laboratories of McConnell (Stanford)
and Rozantzev (Institute of Chemical Physics, Russia), as well as others.
Since then, this method has matured into a valuable tool to study local
structure and dynamics of complex macromolecules. Over the years, the
progress in spin-probe-spin-label methodology and applications has been well
documented in the literature [257, 258, 259, 260, 261]
Although the field of spin-probe-spin-label electron paramagnetic reso-
nance (EPR) continues to grow through new applications, the vast majority
of these experiments are still carried out at X-band (9 − 10 GHz), and
only a few are done at Q-band (35GHz) and high frequencies. However,
high-field/high-frequency (HF ) EPR at frequencies above ca. 34 GHz is
uniquely positioned among other experimental spin-probe-spin-label meth-
ods. With an increase in magnetic field the EPR spectrum from a nitroxide
spin probe transforms significantly (see chapter 2). The reason for this is a
predominance of the Zeeman term anisotropy in the spin Hamiltonian over
the nitrogen hyperfine interaction at magnetic fields above ca. 1.1T . Thus,
while at magnetic fields of conventional X-band EPR (0.3 T , 9 GHz) the
nitroxide spectrum is determined by an axial hyperfine term averaged by
spin-probe motion, at magnetic field above 3.4 T (95 GHz, W -band), the
rhombic Zeeman term provides some new information inaccessible by tradi-
tional means [262].
Lebedev and co-workers were the first to systematically explore high-
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field/high-frequency spin-probe-spin-label EPR experiments in the 1980s.
Using a 140 GHz (5 T ) EPR spectrometer they explored the enhanced sen-
sitivity of HF EPR to molecular motion, effect of local polarity on nitroxide
g-factor, and pioneered many other useful applications [263, 108, 107].
4.1 Spin-probe in polymers and small molecule
glass-formers
The application of spin probes in polymer systems has received great atten-
tion possibly due to the ease of sample preparation. Russian workers have
been foremost in the application of spin probes [264]. The particular aspects
of the spin probe, and the nitroxide application studies to polymer has been
reviewed in literature [265, 266].
The important use of nitroxid spin probes is a monitoring of motion. The
molecular motion is of interest over an extremely wide range of conditions,
from internal rotation in dilute polymer solution to motion in crystalline
and amorphous bulk material. A serious potential limitation of spin probe
technique is that one knows certain only that the electron paramagnetic res-
onance spectrum is a monitor of the motion of the nitroxide. Whether this
reflects a properly of the polymeric material must be established, if possible.
Fortunately, molecular motion in polymers can and has been studied by many
techniques. Among those giving direct dynamic information are nuclear mag-
netic resonance, fluorescence depolarization, light and neutron scattering, di-
electric relaxation, internal friction and other dynamic mechanical methods.
In addition, techniques such as scanning calorimetry and dilatometry as well
as other equilibrium measurements give indirect information concerning mo-
tion. The nitroxide EPR spectrum, being responsive to almost 105 range
in rotational correlation time, seems potentially well suited for exploring a
variety of polymer problems.
In the past many spin-probe studies have been carried out using a vari-
ety of polymers and probes [267, 264, 268, 269, 270, 271, 272, 273, 274, 275,
276, 277, 278, 279, 280, 281]. In most cases, the doping is done by removing
the solvent from a solution of the nitroxide and polymer. It also has been
done by absorption of a nitroxide vapor into the polymer matrix [272] and by
direct dissolution of the nitroxide into a molten polymer [274]. A potential
problem with any method is the inhomogeneous distribution of the nitrox-
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ide. This includes partitioning between amorphous and crystalline regions
in semi crystalline polymers, partitioning between different monomeric units
in copolymers, particularly block copolymers, and changes in partitioning as
a function of temperature. The partitioning problem is not always easy to
identify, avoid, or interpret.
Example of spin probes doped into solid synthetic polymers are shown in
figure 4.1. The concentration is kept sufficiently low (< 10−3 M) that spin
exchange is not a problem.
BDPA complex with benzene (1:1)
2,2-Di(4-tert-octylphenyl)-1-picrylhydrazyl, DPPH
3-(2-isothiocyanato-ethyl-carbamoyl)-proxyl
5-doxyl-stearic acid
4-(1-hydroxy-1-methylethyl)-2,2,5,5-tetramethyl-
-3-imidazolinium-1-yloxy
16-doxyl-stearic acid
Figure 4.1: Spin probe examples.
The EPR line shape for an unpaired electron of a radical molecule is
given by the interacts of a nucleus of spin I, and the observed spectrum
will consist of 2I + 1 hyperfine components, each of which is identified by
the nuclear quantum number M characterizing the sub levels involved in
the transitions. These components are expected to have the same intensity,
given that the energy separation between the magnetic levels is very small
compared to the thermal energy kT , and so the population of the levels (see
eqn. 2.9 from chapter 2) are practically equal. In most cases the heights
of the various lines do not appear to be the same. Examination of the
line shape reveals that this is due to the fact that the lines are not of the
same width. The line width variations have to be ascribed in most cases to
82CHAPTER 4. EPR IN POLYMERS AND SMALL MOLECULE GLASS-FORMERS
the fluctuation of the anisotropic terms of the magnetic Hamiltonian caused
by the molecular motions [282, 283]. The Hamiltonian for a spin-probe in
a polymeric system can be considered as the sum of two contributions: an
isotropic, orientationally invariant partH0, and a purely anisotropic, angular
dependent part H1, which can be written as
H1 = βeB · g′ · S+
N∑
k=1
S ·A′ · I (4.1)
where g
′
and A
′
are traceless tensors.
In liquid phase, the molecular tumbling makes H1 a random function
of time. As a consequence, there is a random modulation of the energy
levels and of the transition frequencies. In spite of the average value of H1,
broadening of the absorption lines is expected to occur.
The frequency fluctuations can be characterized through their amplitude
and coherence. The amplitude ∆ is defined by the mean square value of
the anisotropic interactions (in angular frequency units), and the coherence
is given by the correlation times τc of the random motion. In the cases of
anisotropic interactions modulated by Brownian motions, the correlations
time is a measure of the length of time over which the molecules persist in a
given orientation. In cases, in which modulation of the magnetic parameters
of the system results from solvent interactions or conformational changes,
the correlation time will be related to the mean time of existence of any
particular molecular configuration.
A random process is considered to be fast if ∆τc < 1. Under this condi-
tion the anisotropic terms are averaged to zero and the spectrum is composed
of sharp Lorentzian lines, characterized by the isotropic values of the mag-
netic parameters. The effect of time-dependent of the Hamiltonian manifests
itself through the appearance of more or less pronounced differences in line
width among the hyperfine components of the spectrum. This fact causes
the relative height of the spectral lines to deviate from the expected value.
A random process is considered to be slow if ∆τc > 1. Under this
condition the line shape reflects directly the random frequency distribution,
approaching the limiting case of powder spectra.
The line shape analysis is very important in polymeric and glass-former
applications of EPR spectroscopy because it represents the only way to ob-
tain information on molecular motions. Unfortunately, the theoretical ap-
proaches to this matter remains undoubtedly the most difficult problem of
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magnetic resonance theory [284, 117, 285, 286, 282, 287, 283].
4.1.1 Theory of fast tumbling EPR spectra, the Red-
field regime
The EPR spectrum is sensitive to the molecular motion in a broad range
of the correlation times. For fast motional regime, with an upper limit for
correlation times of about 10−8 sec the solution of the line shape problem
is given by the Redfield theory after which also the name of the Redfield
regime. For a complete characterization of the random motion in liquids it
well be used the density matrix formalism and the time-dependent pertur-
bation expansions.
Relaxation and line shapes
The Hamiltonian for species in liquids always consist of a time independent
part H0 and a part H1(t) that is a random function of time. The equation
for the density matrix of the spin system is
dρ(t)
dt
=
i
h¯
[ρ(t),H0 +H1(t)] (4.2)
It is not possible to obtain exact solution to this equation, and thus we
must make use of time-dependent perturbation expansions. According to a
method proposed by Redfield, for the second order of approximation it is has
[117, 288]
dραα′
dt
=
i
h¯
[ρ,H0]αα′ +
∑
ββ
′
Rαα′ββ′ρββ′
=
i
h¯
(Eα′ − Eα) ραα′ +
∑
ββ
′
Rαα′ββ′ρββ′ (4.3)
The matrix elements of spin density operator ρ are calculated on the
basis of the eigenfunctions of H0, and the Rαα′ββ′ are constant coefficients.
The summation is restricted to states that satisfy the condition among the
energies Eα −Eα′ = Eβ −Eβ′ . The coefficients Rαα′ββ′ form a matrix which
is known as relaxation matrix.
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Considering the effect of the applied alternating field, which induces the
transition between the levels,H2(t), equation (4.3) becomes
dραα′
dt
=
i
h¯
[ρ,H0 +H2(t)]αα′ +
∑
ββ
′
Rαα′ββ′ρββ′
=
i
h¯
(Eα′ − Eα)ραα′ +
i
h¯
∑
α
′′
[ραα′′ < α
′′|H2(t)|α′ > −
− < α|H2(t)|α′′ > ρα′′α′ ] +
∑
ββ′
Rαα′ββ′ρββ′ (4.4)
The value of the Mx component of the magnetization, in the density
matrix formalism can be calculated by equation
Mx = −Ngβe < Sx >= −NgβeTrρ(T )Sx (4.5)
For a system of spin S = 1/2 for which there are only two levels α and β, Sx
can be written as:
< Sx > = TrρSx = ραβ < β|Sx|α > +ρβα < α|Sx|β >
=
1
2
(ραβ + ρβα) = Reρβα (4.6)
where Re ρβα means the real part of ρβα
The magnetic moment Mx is induced by the oscillating field applied in
the direction perpendicular to the static field Hx = H2 cosωt. If this field is
removed at time t = 0 the time development of the transverse magnetization
is obtained by solving equation (4.3) [287]
dρβα
dt
= (iω0 +Rβαβα)ρβα (4.7)
where ω0 = (Eα − Eβ)/h¯.
This equation is solved immediately, and by setting
−Rβαβα = 1
T2
(4.8)
Mx(t) becomes
Mx(t) ∝ cosω0t exp(−t/T2) (4.9)
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This equation permits to relate the experimentally observable relaxation time
T2, to microscopic properties of the system through the calculation of the
relaxation matrix element Rβαβα.
In magnetic resonance experiment, the shape of the resonance absorption
curve is determinated by the profile of the energy absorbed as a function of
the frequency ω of the exploring radio frequency (rf) field. The oscillating
field Hx(t) induces a magnetic moment Mx(t) in the macroscopic sample,
and the power absorbed by the sample from the field is
P = −M · dH
dt
= −Mx(dHx
dt
) (4.10)
The actual spectrum is determined by the average power absorbed per cycle
[284, 289]
P (ω) = − ω
2π
∫ 2pi/ω
0
MxdHx
dt
dt (4.11)
where Mx is obtained by solving the differential equation for the density
matrix (see eqn. (4.4)). In the limit of small H2, Mx(t) is proportional to
H2 and is composed of a part in phase and a part out of phase with the
oscillating field [285, 117].
Mx(t) = H2[χ′(ω) cosωt+ χ′′(ω) sinωt] (4.12)
By substituting this expression into equation (4.11), it is found after the
integration that the only χ
′′
(ω) actually determines the spectral line shape
P (ω) =
1
2
ωχ
′′
(ω)H22 (4.13)
For the case of two-level system, S = 1/2
χ
′′
(ω) =
1
2
πω0χ0f(ω) (4.14)
where χ0 is the static susceptibility and f(ω) is the Lorentzian function
described by equation (2.14) and illustrated in figure 3.1 (see chapter 2).
If the relaxation behaviour of the system cannot be described by a sin-
gle exponential decay, the absorption curve will be the superposition of
Lorentzian’s of different widths [282].
Given the random nature of the time dependence of H1(t) (see eqn. 4.2),
the effect of the perturbation on the system must be treated in a statistical
way. The general expression for Rαα′ββ′ is found to be [117]
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Rαα′ββ′ = 2Jαβα′β′ (ωαβ)− δα′β′
∑
γ
Jαγβγ(ωγβ)−
−δαβ
∑
γ
Jγα′γβ′ (ωβ′γ)
Jαα′ββ′ (ω) =
1
2
∫ +∞
−∞
Gαα′ββ′e
−iωtdt
Gαα′ββ′ (t) = h¯
−2 < H1(0)αα′H1(t)∗ββ′ > (4.15)
Here H1(t)αβ is a shorthand notation for the α, β matrix element of
H1(t), the brackets mean the average over the statistical ensemble, and
ωαβ = (Ealpha − Eβ)/h¯. G(t) is called the correlation function of H1(t).
Even if the statistical average of H1(t) is zero, the mean square interaction
< |H1(t)|2 > is not, and so G(t) tells how the value of H1 at any time t0 is
correlated with values at later times t0 + t. This function is independent of
the time origin, due to the stationary nature of the random processes that
cause the fluctuation of H1. The detailed time dependence of the correlation
function depends on the physical model that is assumed to account for the
main mechanism of modulation of H1(t), but in general any statistical model
leads to an exponential decay of the form
G(t) = h¯−2 < |H1|2 > e−t/τc (4.16)
where τc is the correlation time for the random motion.
Hamiltonian in Spherical Basis
The Hamiltonian H1 is a function of the Euler angles, and these are random
function of the time. To have a tractable form it is convenient to expressed
the tensor in a spherical basis instead of the usual Cartesian set.
A spherical tensor of rank l is a quantity represented by 2l+1 components
that transform under rotation according to the law [290, 291]
T
′(l,m) =
∑
m
′
Dlm′m(αβγ)T
l,m
′
(4.17)
Since m,m
′
can only assume the values l, l−1, ...− l, the coefficients Dl
m
′
m
form, for a given value of l, a matrix of dimension 2l + 1, which is known as
a Wigner rotation matrix. For the inverse rotation one has
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T (l,m) =
∑
m
′
Dlm′m(−γ − β − α)T
′(l,m
′
)
=
∑
m
′
Dl∗m′m(αβγ)T
′(l,m
′
)
=
∑
m′
(−1)m−m
′
Dl−m−m′ (αβγ)T
′(l,m
′
) (4.18)
The Wigner rotation matrix elements Dlmm(αβγ) are found to have the
following functional dependence on the Euler angles
Dlmm(αβγ) = e
−imαdmm′ (β)e
−im
′
γ (4.19)
The reduced rotation matrices are real function and are found in tables.
The Wigner functions reduce in some special cases to spherical harmonics
or to Legendre polynomials. The Wigner functions are the solutions of the
Schro¨dinger equation for the symmetric rotator.
The magnetic Hamiltonian takes the form
H =∑
r
∑
l,m,q
(−1)qF l,−qr Dlm,q(αβγ)A(l,m)r (4.20)
where r specifies any particular interaction (Zeeman, hyperfine, etc.), F l,qr
are the irreducible spherical components related to the tensor µ expressed in
the molecular system, and A(l,m)r are the corresponding spin operators.
In solution, due to the molecular tumbling, the Wigner functions must be
averaged over the probability distribution P (αβγ) sin βdαdβdγ of finding the
molecular orientation defined within a volume element in the Euler space.
There has been a very large number of theoretical and experimental stud-
ies of molecular reorientations in liquids since the early work of Einstein [292]
and Debye [293, 294] on rotational Brownina motion. It assumes that reori-
entations occurs by infinitesimal rotations and is restricted to cases where
the molecule undergoes many changes in angular momentum before the ori-
entation has been changed appreciably, i.e. the latter has a much longer
correlation time. If we denote the Euler angles that specify the orientation
of the molecule relative to a fixed coordinate system by Ω then the solution
of the diffusion equation given the probability P (Ω, t) of finding the molecule
within the solid angle dΩ at time t. This model was solved a long time ago
for spherical [294] and asymmetric molecules [295, 296]
88CHAPTER 4. EPR IN POLYMERS AND SMALL MOLECULE GLASS-FORMERS
4.1.2 Intermediate and slow motion
High field electron paramagnetic resonance spectra in the slow motion limit
are especially informative because of the superior angular resolution resulted
from the dominance of g-matrix anisotropy. The slow tumbling region is
that range of rotational reorientation times for which the EPR spectrum
can no longer be described as a simple superposition of Lorenzian lines,
characteristics of the fast motional or motional narrowing region, however the
EPR spectrum still shows effects of the motion, i.e. the motion is not so slow
as to yield a proper rigid-limit spectrum. For free radicals, nitroxides,this
usually means, that we are considering the range of correlation times 10−9 ≤
τc ≤ 10−6sec. In this region, the spectra are affected in a complicated way
by both the motions and the magnetic spin interactions [297].
It has been recognized in the context of reorientation dynamics in su-
percooled liquids and polymers near the calorimetric glass transition that
models with finite angular jumps lead to a better phenomenological descrip-
tion of the experimental data [298, 299, 300, 301, 302, 303]. The key quantity
in models describing jump dynamics is the distribution p(ǫ) of the jumps ǫ;
ǫ = θ0n, where n is the rotation axis of a jump of size θ0. If molecules are
highly symmetric, rotations through the same angle about different axes oc-
curs with the same probability , namely p(ǫ) depends only on the modulus
|ǫ| = θ0. This model is the so called Ivanov-model [304, 305, 306], that was
later developed by Anderson [307] and others [308, 309, 310, 311, 312, 313].
A complete extension of the Ivanov model which releases strong assumptions
on molecular symmetry is given by Leporini et al. in which the molecular
shape leads to axially symmetric p(ǫ) [314]. Diezemann et al. has discussed
only the limit case for which p(ǫ) ∝ δ(ǫ− ǫ0) [315].
In a jump motion the molecule stays for an average residence time τ in
a definite orientation site and then moves quit fast to a new one. Ideally,
if the trapping time is quit long, the time spent to change the site may be
described as vanishingly small. Like as before (see sec. 4.1.1) we note with
Ω the orientation of the molecule which can be conveniently described by
suitable Euler angles Ω = (α, β, γ) [290]. It is assumed that the molecular
orientation is a stationary Markov process, so that the probability of being
in a state Ω1 at time t, if in state Ω2 at time t − ∆t, is (a) independent of
the value of Ω at any time earlier than t −∆t and (b) depends only on ∆t
and not on t [316, 317].
The usual assumption is that jumps occurs at independent random mo-
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ments, that is they are distributed according to a Poisson distribution, and
the waiting times between two jumps are uncorrelated with the jump size
[304, 305, 306]. Notice with τ the mean residence time before a jump takes
place, for ∆t vanishingly small one can obtain for the transition probability
the forward master equation [316, 317]
∂P (Ω, t|Ω0,t0)
∂t
=
1
τ
(A− 1)P (Ω, t|Ω0,t0) (4.21)
The terms A/τ and τ express the gain and the loss rates of site Ω, A is an
operator that encloses all the relevant information about the jump geometry.
If the jump size is small, the model analytically recovers the diffusion limit
[318].
Based principally on the theoretical treatment by Freed et al. [257, 257,
319, 320, 308, 321], two approaches have been used to determine the correla-
tion time,τc, from slow-tumbling EPR spectrum. However, substantial diffi-
culty has been encountered when employing these methods for quantitative
investigations of amorphous substances such as polymers, which constitute
a heterogeneous environment for nitroxide spin-probes.
One approaches has involved computer simulation of the entire EPR
spectrum .This methods are based either on Monte Carlo simulations [322,
309, 323] or various types of perturbation expansions about the relaxation
limit [324, 325, 320, 326, 327, 328, 329]. The perturbation techniques are
basically equivalent to moment expansions [330], in the sens that the finite
order perturbation theory or equivalently a finite truncation of a basis set
of fast motion eigenfunctions [324, 320] results in a spectrum which has n
exact moments, where n is the order of the perturbation (truncation). A
large number of moments is required to reproduce the characteristic sharp
features of the slow motion of the line shape.
A second approach has involved the analytic proprieties of the line shape
function in the slow motion regime [331, 330, 332, 333, 334]. The asymptotic
convergence to constant terms of the anisotropic potential, in the fast mo-
tion eigenfunctions representation, was utilized to formulate the line shape in
terms of an infinite Toeplitz-like matrix [330, 335]. Using the analytic prop-
erties of the Toeplitz matrices a non-perturbation solution for the spectrum
was obtained. The resulting expression for the line shape is compact and
valid for all the tumbling regime whenever the modulation process is of the
finite size jump type. However for Brownian rotational diffusion the method
is less effective, since the representation of the motion does not converge to
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constant terms asymptotically.
Computer simulation for EPR spectrum
The computational techniques based on the information derived from spectral
moments have quite a long history. In the field of magnetic resonance [336,
337, 338, 339, 340, 341, 342, 343, 344], these can be traced back to the
pioneering work of Van Vlack [337]. General speaking, when the ideal scheme
of a rigid regular lattice can not apply, the rigorous evaluation of spectral
moments becomes very complicated. For EPR spectroscopy the spin degrees
of freedom are coupled with molecular orientation, the dynamics of which
depend on the interaction between the tagged molecules (the one containing
the electronic spin) and the solvent molecules. A vast simplification can be
attained when the theory of the stochastic Lioville equation (SLE) [345]
is used. This method is based on regarding the molecular orientation Ω
as a set of stochastic variables derived by a standard [345] (or generalized
[346]) Langevin equation. This means replacing the dynamical operator that
rigorously describes the dynamics of the thermal bath with the Fokker-Planck
operator associated with the standard (or generalized) Langevin equation
driving Ω.
In the field of the magnetic resonance, alternative approaches are cur-
rently used: the Mori theory [347, 348] and related approaches [349, 350,
351, 352], the Lanczos [353] method [354, 355, 356], the Pade´ approximates
[357].
Giordano et al. [358] has found a happy compromise between the Kubo
[345] and Mori [347, 348] theories. The Kubo theory of the stochastic Li-
ouville equation [345, 359] has been widely applied to EPR spectroscopy
by Freed and coworkers [359], where Kivelson and Ogan [360] illustrate how
to apply the Mori theory to the same field of investigated. In the further
it will be presented the Giordano et al. approaches which uses the gener-
alized Langevin equation method as a pure calculation technique to solve
the stochastic Liouville equation of Kubo. This affords both computational
advantages and a deeper understanding of the physical phenomena.
According to the linear response theory [361] the EPR spectrum can be
expressed as
I(ω) = ReLΦ(t) = ReL< S−S+(t) >
< S−S+ >
(4.22)
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where the problem of determining the line shape is reduced to determining
the Laplace transform LΦ(t) of the equilibrium correlation function
Φ(t) =
〈S−S+(t)〉
〈S−S+〉 (4.23)
where S± = Sx ± iSy are the ±1 spherical components of the spin angular
momentum S. The time evolution of the variables S± is described by the
following equation of motion
dS±
dt
= iLS± (4.24)
where L is the rigorous quantum-mechanical Liouvillian superoperator de-
fined as
iL ≡ iHx = −i[H, ...] (4.25)
H in turn, is given by
H = Hs +HI +HB (4.26)
Hs is the intra-molecular purely electronic and nuclear spin part of the total
Hamiltonian, that is, the part which does not depend on the molecular ori-
entation. HB denotes the Hamiltonian of the irrelevant degrees of freedom.
HI denotes the interaction between Hs and HB. In the following it will be
disregard the magnetic intermolecular interaction, so the main contribution
to the relaxation of our spin system comes from the interaction with the
orientation degree of freedom.
In the presence of an orientation potential, one should consider the effec-
tive frequencies corresponding to the harmonic approximation of this poten-
tial. The adiabatic elimination procedure, should allow to take into account
the inertial corrections to the standard adiabatic elimination, thereby mak-
ing it possible to determine the influence of inertia on EPR spectra within
the context of a contracted description that retains only the variable Ω. In
this way it is arrive at an equation of the form
∂
∂t
p(Ω, t) = Γγp(Ω, t) (4.27)
where p(Ω, t) is the probability of finding the molecule under investigation
to have the orientation Ω at time t. For the lowest-order correlation result,
the standard Favro equation [362, 363], where
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ΓΩ = −M(D ·MV (Ω))−MDM (4.28)
D is the molecular diffusion tensor, andM is the generator of rotations in the
molecular frame. V (Ω) is the potential whose form has to be made explicit.
The random matrix theory in this case coincides exactly [364] with the well
known stochastic Liouville equation [345]. This consists of replacing the
rigorous operator iL defined by equation (4.25) with the dynamical operator
Γ = iHxs + iHxI + Γ+Ω (4.29)
so the equation (4.24) becomes
d
dt
S+(t) = ΓS+(t) = i[Hs +HI(Ω), S+(t)] + Γ+ωS+(t) (4.30)
in which the rigorous quantum-mechanical liouvillian superoperator has been
substituted by an effective operator, and Γ+Ω is the operator adjoint to that
introduced in equation (4.28). To apply the Heisenberg method, it must be
defined a proper scalar product. A(Ω, I, S) and B(Ω, I, S) are two variables
that are assumed to depend on molecular orientation, nuclear and electronic
spin. Replacing iL with Γ, the scalar product < B|A > can be defined as
< B|A >= TrSI
∫
d(Ω)B(Ω, I, S)A(Ω, I, S)ρeq(I, S)weq(ω) (4.31)
where ρeq(I, S) and weq(Ω) denote the equilibrium distribution of the spin
system and molecular orientation, respectively. This means that
ΓΩweq(Ω) = 0
weq(Ω) =
exp[−V (Ω)/kT ]∫
d(Ω) exp[−V (Ω)/kT ] (4.32)
This definition is made necessary by the fact that B(Ω, I, S) will be usu-
ally defined as follows
B+(Ω, I, S) ≡ φ(ω)S− (4.33)
It will be considered the following two cases:
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(i) φ(Ω) = constant (4.34)
(ii) φ(Ω) = g21 (4.35)
g21 =
g2||g
2
⊥
g˜2
sin2 α+ g2⊥ cos
2 α
and
g˜2 = g2|| cos
2 β + g2⊥ sin
2 β
where g|| and g⊥ represent the components of an axial g-splitting tensor and
β in the angle between the static magnetic field direction and the cylindrical
symmetry axis. The case (ii) it is used only to evaluate the EPR spectra of
paramagnetic ions with large anisotropy interactions.
The correlation function Φ(t) of equation (4.22) can be written in terms
of the scalar product of equation (4.31) as
Φ(t) =
< f0|f0(t) >
< f0|f0 > (4.36)
where |f0 > is the first vector of the following biorthogonal set of vectors:
|f0 > = |S+ >; P0 ≡ |f0 < f0|f0 >−1< f0|
|f1 > ≡ (1− P0)Γ|f0 >
|f˜1 > ≡ (1− P0)Γ+|f0 >; P1 ≡ |f1 >< f˜1|f1 >−1< f˜1| (4.37)
|f2 > ≡ (1− P0)(1− P1)Γ|f1 >
|f˜2 > ≡ (1− P0)(1− P+1 )Γ+|f˜1 >
This basis is obtained by the generalized Mori theory without requiring iΓ to
be Hermitian. This leads one to show that the kth-order correlation function
Φk(t) =
< f˜k|fk(t)
< f˜k|fk >
(4.38)
is related to the (k + 1)th via the hierarchy relationship
d
dt
Φk(t) = λkΦk(t)−
∫ t
0
∆2k+1Φk+1(t− τ)Φk(τ)dτ (4.39)
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where
λk ≡ < f˜k|Γ|fk(t)
< f˜k|fk >
(4.40)
∆2k ≡ −
< f˜k+1|fk+1(t)
< f˜k|fk >
(4.41)
By Laplace transforming equation (4.36), becomes
Φˆ0(z) = Φˆ(z) =
1
z − λ0 + ∆
2
1
z−λ1+
∆2
2
z−λ2+...
(4.42)
This expression is precisely analogous to that obtained by the original
Mori theory [347, 348], in which the Hermitian nature of Γ makes λk purely
imaginary and ∆2k purely real. In this approach, both λk and ∆
2
k are complex
quantities, resulting in a faster convergence than in other approach [347, 348],
where only the last step of the chain has a complex λk introduced to simulate
the rest of continued fraction. The real part of λk represent the dissipative
diffusion terms.
Equation (4.42) is of basic importance for the computer algorithm. This
equation it is used to compute the EPR spectra without recourse to diag-
onalization procedures. The parameters λk and ∆
2
k of equations (4.41) and
(4.41) must be determined in terms of the moments
sn ≡ < f0|Γ
n|f0 >
< f0|f0 >
with a procedure which is simpler than that suggested by the projection
algebra outlined above. Let develop Φ0(t) into a Taylor power series
Φ0(t) =
N∑
i=i
s
(0)
i
ti
i!
s
(0)
i = si (4.43)
The number N should be made as large as possible. Then one can develop
Φ1(t− τ) around t = τ as follows
Φ1(t− τ) =
N−2∑
n=0
1
n!
s(1)n (t− τ)n =
N−2∑
n=0
1
n!
s(1)n
n∑
k=0
tn−k(−τ)k (4.44)
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Replacing equations (4.43) and (4.44) into equation (4.39) with k = 0, and
in general si0 = 1 we obtain
s(i)m =
s
(i−1)
1 s
(i−1)
m+1 − s(i−1)m+2
(s
(i−1)
1 )
2 − s(i−1)2
− s(0)m −
m−1∑
k=1
s
(i)
k s
(i−1)
m−k ; 0 ≤ m ≤ N − 2i (4.45)
From the definitions of equations (4.38), (4.41), (4.41), it is straightforward
to get
λi = s
(i)
1 (4.46)
∆2i+1 = (s
i
1)
2 − s(i)2 (4.47)
In this way Φˆ(z) can be expressed in a continued fraction from, whose ex-
pression can be given on terms of the moments sn. Now one evaluate the
parameters sn to obtain the spectra of interest to EPR spectroscopy. Let us
define the nth-order state
|an >≡ Γn|f0 > (4.48)
where
|f0 >= S+ΠN (4.49)
when ΠN is the identity operator in the nuclear space. The general expression
for |an > reads
|an >=
∑
l,p,q,i,j,α,β
c(n)l,p,q,i,j,α,βD
l
p,q(Ω)Ai,jBα,β (4.50)
We assumed that the magnetic tensors appearing in the spin Hamiltonian
and the diffusion tensor have the same principal axis system. The Dlp,q are
the Wigner matrices of rank l. The nuclear spin operators are expanded over
the set of (2I + 1)2 matrices Ai,j, I being the nuclear angular momentum,
defined via
(Ai,j)k,s = δi,kδj,s (4.51)
ΠN =
2I+1∑
i=1
Ai,i (4.52)
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Likewise, the electronic spin operators, are expended over the (2S + 1)2
matrices Bα,β, which, in turn, are defined in the same way as the Ai,j (see
eqn. 4.52). The computer algorithm must evaluate the multidimensional
array c(n).
By sing equation (4.52) it can be written,
sn = sn(1) + sn(2) + ...+ sn(2I + 1) (4.53)
Note that equation (4.53) suggests an alternative approach to the EPR spec-
trum consisting in expressing the lineshape as the summation of 2I + 1 con-
tinued fractions, one for each of the 2I+1 contributions to the s,ns of equation
(4.53). This means that
I(ω) =
2I+1∑
i=1
Ii(ω) (4.54)
where Ii(ω) is the real part of the Laplace transform of the correlation func-
tion of equation (4.36) with the scalar product now given by
< A|B >i= TrSI
∫
dΩB(Ω, I, S)A(Ω, I, S)Ai,iρeq(I, S)weq(Ω) (4.55)
Analytically approach of the EPR line shape
Various asymptotic and moment expansions have been used to determine
line shape in the slow tumbling region [335, 365, 327, 366, 330, 367]. Baram
used this asymptotic approach to examine the parallel-edge line for systems
with spin S = 1/2 in the secular approximation [332]. He makes use of the
secular stochastic Liouville equation for the density matrix and expands it
both about the turning points; this is equivalent to a slow motion expansion
in τ−1/2c , and to lowest order in τ
−1/2
c the equation reduces to that of an
harmonic oscillator. The Baram’s line widths and shift are proportional to
τ−1/2c .
The Baram theory was extended by Kivelson and Lee to the case of
hyperfine interaction to deal with the special case of the parallel edge [331].
The theory yields the functional dependence for the line width and shift in
the slow motion limit but not the precise numerical factors. The width and
shift vary as τ−1/2c for molecules oriented parallel to the external magnetic
field B. Both authors assumed isotropic diffusion model.
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In the further it will be presented the Kivelson theory for molecules with
a single S = 1/2 electron spin and a single nuclear spin I. The g tensor and
the hyperfine interaction tensors are assumed to be axially symmetric with
the values g|| and A||, respectively, along the molecular symmetry axis, and
the values g⊥ and A⊥, respectively, along a perpendicular axis. θ is the angle
between the applied magnetic field B and the symmetry axis of the molecule.
The form of the Hamiltonian is:
H(θ) = βeg(θ)BSz′ +K(θ)Sz′Iz′′ (4.56)
where βe is the Bohr magneton and
g(θ) =
√
g2|| cos
2 θ + g2⊥ sin
2 θ (4.57)
K(θ) =
√
A2||g
2
|| cos
2 θ + A⊥g2⊥ sin
2 θ/g(θ) (4.58)
The electron and the nuclear spins are quantized along axes Z
′
and Z
′′
,
respectively. In general the axes do not coincide with the direction of the
static magnetic field defining the Z axis of the laboratory frame (X,Y, Z) and
depend on the orientation of the spin probe [368]. If very slow reorientation
processes are considered, then it can be sets Z
′
= Z and also Z
′′
= Z [369].
Parallel-edge lines corresponds to θ = 0, i.e. to the Hamiltonian
HM|| = βeg||BSz + A||MSz (4.59)
It is assumed that molecules initially at a given angle θ0 reorient very
slowly by means of orientation diffusion. This diffusional motion is described
by
∂W
∂t
= D
(
1
sin θ
∂
∂θ
sin θ
∂W
∂θ
)
(4.60)
where D is the orientation diffusion constant and W (θ, t|θ0, 0) sin θdθ is the
conditional probability that if the molecule is oriented at angle θ0 at t = 0,
at time t its orientation will be described by a range of angles between θ and
θ + dθ. It can really be shown that
W (θ, t|θ0, 0) = 1
2
∑
i
[2l + 1]Pl(θ)Pl(θ
0) exp [−l(l + 1)Dt] (4.61)
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where Pl(θ) is the lth order Legendre polynomial. In the fast motion limit,
each molecule samples all angles in the characteristic of the experiment, i.e.
the spin relaxation time T2. However, in the slow motion limit,
DT θ
0
2 << 1 (4.62)
molecules initially at θ0 sample only a small (restricted) range of angles
about θ0. To evaluate < Pl(θ) >θ0 , the restricted ensemble average of Pl(θ),
it must be determined the angular range of the restricted ensemble. It is
assumed that the relevant range of angles of about θ0 is determined by the
angular reorientation that takes place in the characteristic time required for
the experiment, and that this characteristic time is T θ
0
2 , the spin relaxation
time for molecules oriented close to θ = θ0. With this cutoff, it can proceed
with either of two simple approximation
i. It is assumed that < Pl > arise from [Pl(θ) sin θdθ] contributions as-
sociated with every θ orientation within a small range of orientations,
θ0 ≤ θ ≤ θR.
ii. It is assumed that only those molecules which actually pass through
θ = θ0 during the time T θ
0
2 of the experiment contribute to the parallel-
edge line, in which case the restricted ensemble to be considered would
include only such molecules.
Whether it is used the assumption (i) or (ii) in the slow motion limit
for < Pl(θ) >θ0 evaluation one obtain the same functional form and the
same order of magnitude, which suggests that the results are reasonably
independent of the details of the approximations.
It is introduced the mean spin Hamiltonian < HM >θ0 for molecules
oriented with θ near θ0. The averaging process is complicated because H
as defined in equation (4.56) and (4.58) is a complicated function of cos θ.
However, since the spread of angles about θ0 is assumed to be small, the spin
Hamiltonian for the molecules within that small spread is
HM(θ) = HM(θ0) +
∫ θ
θ0
dθ(∂HM/∂θ) (4.63)
where it can be assumed that (∂HM/∂θ) does not change perceptibly with θ
except for sin θ cos θ. Thus, for θ0 = 0
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HM(θ) ≈ HM(0) + 1
2
∆MSz(1− cos2 θ) (4.64)
where
∆M = C1B + C2M (4.65)
with
C1 = βe
1
g||
(
g2⊥ − g2||
)
(4.66)
C2 =

g2⊥
g2||

(A2⊥ − A2||)
A||
)
(4.67)
It is possible now to evaluate the mean spin Hamiltonian < HM >θ0 at
θ0 = 0 with the aid of assumptions (i) and (ii)
< HM >0= HM(0) + 2u∆MSzDT 02 (M) (4.68)
where T 02 is T
θ0
2 , and
u = 1 if assumption (i) is used and (4.69)
u = 1/2 if assumption (ii) is used and (4.70)
With the definition of HM in equations (4.56) and (4.58) and that of
< HM >0 in equation (4.68) it can be introduced the spin lattice Hamiltonian
HMSL for angles near 0
HMSL = HM(θ)− < HM >0 (4.71)
By defined the quantity hM
hM =
[
S+,HMSL
]
〈
|S+|2
〉1/2 (4.72)
The spin relaxation time T θ
0
2 (M) for molecules oriented about θ
0 is given by
[288, 370]
1
T θ
0
2 (M)
=
∫ ∞
0
dt < hM(t)hM(0) > (4.73)
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Equation (4.73) can be rewrite by means of a Mori continued fraction expan-
sion [347, 348]
1
T θ
0
2 (M)
=
|hM(0)|2∫∞
0 dt
〈
h˙M(tp)h˙M(0)
〉 (4.74)
where the subscript p on tp indicates projected propagators which will be
ignored. h˙M(t) involves, spins, angle, and angular velocities which relax with
times of order T2, τc and τω, respectively. We assume that
τω << T
0
2 (M) << τc (4.75)
therefore, it can assumed that the time derivatives in equation (4.74) act
only on the angular function so can be approximated as
∫ ∞
0
dt
〈
h˙M(tp)h˙M(0)
〉
≈ ∆2MD
〈
cos2 θ sin2 θ
〉
0
(4.76)
where the rotational diffusion constant D is
D =
∫ ∞
0
〈
θ˙(t)θ˙(0)
〉
dt (4.77)
Equation (4.76) after one evaluate
〈
cos2 θ sin2 θ
〉
0
with the aid of assumption
(i) and (ii), becomes
∫ ∞
0
dt
〈
h˙M(tp)h˙M(0)
〉
≈ 4uD2T 02 (M)∆2M (4.78)
The numerator in equation (4.74) can be evaluated and by identified the
average 〈〉 with the average 〈〉0 one obtain〈
|hM |2
〉
= 4vD2
[
T 02 (M)
]2
∆2M (4.79)
where
v = 1 if assumption (i) is used and (4.80)
v = 5/12 if assumption (ii) is used and (4.81)
Now from equation (4.74) and by noting that D = (6τc)
−1 one can obtain
1
T 02 (M)
=
1√
3
√
v
u1/4
√
|C1B + C2M | 1√
τc
(4.82)
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The mean Larmour frequency ωM(0) for molecules near θ
0 can also be
obtained
ωM(θ
0)S+ =
[
S+,
〈
HM
〉
θ0
]
(4.83)
Thus, at θ0 = 0,
ωM(0) = ω
0
M(0) + 2uδMDT
0
2 (M) (4.84)
where
ω0M(0) = βeg||B + A||M (4.85)
If one combine equation (4.84) with equation (4.82) obtain a frequency shift
ωM(0)− ω0M(0) =
(
1√
3
)(
u5/4√
v
)√
C1B + C2M
(
1√
τc
)
(4.86)
4.2 EPR methods for study the spin probe
motions.
Dynamics processes influence EPR signals, if anisotropic interactions are
modulated at the time scale of the experiment. The shortest accessible cor-
relation times are determined by the onset of the extreme narrowing region
where relaxation times reach their fast motion limit. The upper limit is de-
termined by the longitudinal relaxation time of the electron spins, since the
spin system loses its memory after a few T1 times. Most often situations the
parameters of the spin Hamiltonian in the rigid limit need to be known before
the dynamics of the species can be investigated. Rotational diffusion causes
relaxation by modulating the anisotropic interactions when its time scale is
comparable to the electron Zeeman frequency [371]. In general, the spec-
tra still appear to be isotropic in this regime and the incomplete averaging
manifests itself only in the line widths. For slower rotational diffusion, the
time scale approaches the anisotropy of the interaction in the Hamiltonian.
In this slow tumbling regime, the spectra exhibit both homogeneous broad-
ening due to the relaxation effect of the motion and residual inhomogeneous
broadening due to incomplete averaging of the anisotropic interactions. A
major weakness of the continues wave EPR (cw − EPR)for the relaxation
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studies is the problem of extracting reliable homogeneous line broadening
from inhomogeneously broadened EPR spectra.
A quickly expanding range of new EPR methods are becoming available
and are changing the entire EPR spectroscopy landscape, as it was decades
ago for the NMR spectroscopy with the advent of pulsed techniques [372].
Below a quickly overwiew is given.
First the time-domain EPR is considered, in particular pulsed EPR.
Earliest developments data from Mims et al [373, 374], followed by the
Novosibirsk group’s [375, 376]. Their focus was largely on solids, typically
at low temperatures. Recent extensive developments in this regime have
been provided by Schweiger and co-workers [377, 378, 379], Thomann and
Bernardo [380], Hoffman et al [381] and many others [382, 383, 384]. This
is a regime of long relaxation times making it possible to perform extensive
pulse sequences in order to pursue several objectives. However, the spectra
generally have a very broad extention in field, so it is only possible to irra-
diate small portions at a given time; this is typically the regime of selective
pulse sequences.
More challenging technological requirements are met in developing pulse
EPR for studies of dynamics in fluids. Here relaxation times are as low as
nanoseconds for T2, but T1 are often substantially longer (microseconds) for
nitroxides. The difficulties here consist in the need to supply intense enough
microwave radiation pulse so that the electron spins can be rotated by angles
π/2 in short times compared with T2 and to have spectrometer dead times
short enough that signal decay due to T2 is not so great to completely quench
the signal after the dead time. Short intense pulses and short dead times are
also the natural requirements in order to conduct Fourier Transform (FT )
experiments, wherein the whole spectrum is irradiated by a pulse a short
duration, and one starts collecting either the free induction decay (FID) or
the echo decay as soon after the pulse as possible. Once the FID is col-
lected, then it becomes possible to perform two-dimensional (2D)-FT EPR
experiments, by analogy to 2D −NMR.
Double resonance can also be used in the molecular dynamics studies.
Hyde and Maki [385] were first observed electron-nuclear double resonance
(ENDOR) for organic radicals in liquids. By this method the EPR signal is
partially saturated and the nuclear spins on the radical are irradiated at their
NMR frequency. The ENDOR effects in liquid are very small, only about a
percent. A very important feature of ENDOR is that it permits to observe
the line widths from the NMR transition of the free radical. These data
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very nicely complement the information obtained from the cw − EPR line
widths. This is of major importance for the case of concentration dependent
line widths. The sources are Heisenberg spin exchange and electron-electron
dipolar interaction between colliding radicals. Their very similar effects on
EPR line widths make it very difficult to separate them out, but it is im-
portant to do so in order to utilize these interactions to study microscopic
molecular diffusion in liquids. Electron-electron double resonance (ELDOR)
is another technique, which offer information about the dynamics in liquids
[386].
In order to cancel the inhomogeneously broadening effects and to obtain
the homogeneous line widths, which are the inverse of T2, the spin echoes
technique can be used. In this way it is possible to explore T2 from fast
to slow motions dynamics. For fast motion, T2 has the well know inverse
dependence on the correlation time, while for slow motion the homogeneous
T2 depends on correlation time through positive (usually fractional), power.
A disturbing limitation of EPR measurements of T2 is that one just obtains
only a single parameter from which extracting information on the motional
dynamics. In fast motional regime one may study the variation of T2 with
hyperfine line. For slow motional regime one must study the full line shape of
slow motion EPR experiment but it would have the big advantage that the
homogeneous T2 relates solely to the dynamical processes. This advantage is,
however, limited by the fact that when molecular motions are slow enough,
the solid-state relaxation processes, such as spin diffusion, take over. How-
ever, one can explore slow process by studying the homogeneous T2 rather
the near rigid limit cw − EPR spectra. Initial EPR experiments of this
type were performed by sweeping the magnetic field and collecting the spin
echo from weak or highly selective, microwave pulse [387]. When Fourier-
Transformed in the echo delay time, τ this lead to a 2D−EPR spectrum in
which the homogeneous line shape is plotted along the frequency axis. This
2D spectrum thus effectively supplies the homogeneous T2 variation across
the EPR spectrum.
A field 2D−EPR experiment, from which one obtains the magnetization
transfer rates across the EPR spectrum, can be also performed, in a manner
analogous to the T2-type 2D − EPR experiment, except that a stimulated
echo sequence π/2, −π/2, −π/2, replace the spin-echo sequence π/2, −π,
and one steps out the time T between the second and third pulses [388].
Another method is the spin-echo ELDOR experiment in which the cross-
relaxation is study. Instead of using two microwave frequencies, the magnetic
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field is stepped out during the time between the first inverting π pulse and
the detecting π/2 −π spin echo sequence. This technique has been inde-
pendently developed by Freed and co-workers [389] and by Tsvetkov and
co-workers [390]. By using the theory, it can be show that a substantial
orientation-independent nuclear spin-flip rate could explain the ELDOR ex-
periment [388]. Clearly the most informative method for studying magneti-
zation transfer is by ELDOR. With this technique in fact one observes not
only the transitions in a certain spectral region but also the spectral region
to which the transition is made. This was the basic idea of the stepped field
spin echo ELDOR experiment. By this way one could attempt to perform
a 2D experiment as a function of pumping and observing frequencies, com-
bining either a sweep of one or both frequencies of an ELDOR experiment
and/or the sweep of the field and the of the field jump [391].
Chapter 5
Theoretical results
5.1 Features of the EPR line shape
As already mentioned in the previous chapters (see chapters 2, and 4), line
shape analysis is very important in applications ofEPR spectroscopy because
it represents the only way to obtain detailed information on molecular mo-
tion. In the following I shall briefly introduce the dependence of the EPR line
shape on the rotational correlation time of the spin probe nitroxide molecule
that is approximated by a rigid sphere. The structure of the EPR line shape
when very slow reorientation occurs it will be discussed also. In order to
do this, the simulated EPR line shapes obtained by a numerical procedure
developed by Leporini et al [392, 39] and described in chapter 4 it will be
used. The evaluation assumes that the reorientation occurs instantaneously
after a mean residence time τ0 around a rotational axis randomly distributed
over the unity sphere by sudden jump of angular width θ [304, 306, 307].
The spin Hamiltonian for a nitroxide spin probe having S = 1/2 and
I = 1 is given by equation
H = βeB · g · S+ S ·A · I (5.1)
where βe is the Bohr magneton, g andA are the Zeeman g- and the hyperfine
A-tensors respectively and are assumed to be collinear. The energy levels are
given by equation (2.47) from chapter 2:
E = gβBm+ AMm (5.2)
where m and M are the electronic magnetic quantum number (m = +1/2 or
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−1/2) and nuclear magnetic quantum number M = +1,0 or −1 respectively.
The allowed transition are labelled by the (2I + 1) values of M , indicating
the eigenvalues of the component of the spin I parallel to the static magnetic
field.
5.1.1 EPR line shapes and molecular motion
The change of the rotational rates of spin probe results in marked effects on
the EPR line shape for correlation times in the range of few picoseconds up to
hundreds of nanoseconds as summarized by the numerical simulations shown
in figures 5.1 and 5.2. The main broadening mechanism of the EPR spectra is
the coupling between the reorientation of the spin probe and the relaxation of
the electron magnetizationM, via the anisotropy of the electron Zeeman and
the hyperfine magnetic interactions. When the molecule rotates, the coupling
gives rise to fluctuating magnetic fields acting on the spin system. The
resulting phase shifts and transitions relax the magnetization and broaden
the resonance.
The simulated spectra are convoluted by a Gaussian width in order to
account for the superhyperfine interaction caused by the interaction of the
unpaired electron, mainly located on the 2pπ orbital of the nitrogen atom,
with the surrounding nuclei (manly the methyl groups CH3). This superhy-
perfine interaction results in an additional contribution to the inhomogeneous
broadening of the line.
It has been shown that the EPR spectra of nitroxide spin probe in disor-
dered systems, are very sensitive to a range of interactions between the spin
probe and its surroundings, and this gives insight into the spin probe dy-
namics in a host disordered system. The latter point is illustrated in figures
5.1 and 5.2 in which the dependence of the EPR line shape on the rotational
correlation time of the spin probe in the 9.5− 285 GHz frequency range, is
presented. For very fast reorientation the anisotropy of the magnetic inter-
actions, Zeeman and hyperfine, are effectively averaged and a triplet of fairly
narrow lines is observed. The splitting is due to the hyperfine coupling to the
14N nucleus while the widths of the three lines is due to hyperfine-dependent
relaxation rates. This is commonly referred to as the fast motional regime
(see panel a in fig. 5.1 and 5.2 ). Because of the averaging process, only
estimates of rotational rates, and no dynamic details, can be determined
in this regime. For slower reorientation, the line widths differences become
more pronounced, and the clearly discernible triplet structure is lost. This
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Figure 5.1: Dependence of the EPR line shape on the rotational correlation
time of the spin probe τc (simulations) for 9.5 GHz (left) and 95 GHz (right).
The spin probes are assumed to rotate by jumps of size θ = 20◦ with a
rotational correlation time τc. All line shape were convoluted by a Gaussian
with width 0.1 mT to account for inhomogeneous broadening. Left: (a)
τc = 0.17 ns, (b) τc = 2.55 ns, (c) τc = 5.1 ns, (d) τc = 42.5 ns. Right: (a)
τc = 0.021 ns, (b) τc = 0.425 ns, (c) τc = 2.34 ns, (d) τc = 42.5 ns.
is commonly referred to as the transition to slow tumbling regime (see panel
b in fig. 5.1 and 5.2 ). As the molecular dynamic slows down, the spectrum
becomes more sensitive to the microscopic details of the motional processes
involved, the g and hyperfine tensor is no longer averaged. This is known as
the slow motional regime (see panel c in fig. 5.1 and 5.2 ), and it constitutes
the most informative experimental condition. On further slowing down of
the rotational dynamics, the spectrum loses its sensitivity to the dynamics.
This is the so-called rigid limit regime (see panel d in fig. 5.1 and 5.2 ).
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Figure 5.2: Dependence of the EPR line shape on the rotational correlation
time of the spin probe τc (simulations) for 190 GHz (left) and 285 GHz
(right). The spin probes are assumed to rotate by jumps of size θ = 20◦
with a rotational correlation time τc. All line shape were convoluted by a
Gaussian with width 0.1mT to account for inhomogeneous broadening. Left:
(a) τc = 0.0085 ns, (b) τc = 0.13 ns, (c) τc = 1.91 ns, (d) τc = 42.5 ns. Right:
(a) τc = 0.0068 ns, (b) τc = 0.055 ns, (c) τc = 3.4 ns, (d) τc = 42.5 ns.
5.1.2 HF 2EPR and molecular dynamics
Another specialty of the HF 2EPR is the fact that the higher the EPR fre-
quency, the slower the motion appears to be for a given diffusion rate. This
is illustrated in figure 5.3, where the simulated spectra corresponding to the
same motional rate for different EPR frequencies from 9.13 GHz to 448 GHz
are shown. At the low frequency end, one observes simple motionally nar-
rowed spectra, whereas at the high frequency end, the spectra show a slowing
motional regimes, reaching almost at the rigid limit. Thus one can see that
the higher frequency HF 2EPR spectra act as a faster snapshot of the dy-
namics [104]. This is because of the increased role of the g-tensor term, which
is linear in static magnetic field in the spin-Hamiltonian (see eqn.4.1 in chap-
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ter 4). As the orientation-dependent part of the spin Hamiltonian increase
in magnitude with increasing frequency, the motional-narrowing ∆tauc < 1
fails, and the spectra become slow motional. In this slow motion regime the
most important information are not obtained from the line shape analysis,
but rather from the frequency shift of the EPR lines.
5.1.3 Structure of the EPR line shape
Figures 5.4 and 5.5 shows the structure of the EPR line shape in the slow
dynamical regime at frequencies 9.5, 95, 190 and 285 GHz. The overall
absorption EPR line shape for a nitroxide is given by the convolution of the
three hyperfine components, corresponding to the nuclear magnetic quantum
number M = +1,0 and −1. An EPR spectrum is obtained by sweeping the
static magnetic field. In this slow dynamical regime, the intensity of the
absorption line shape at each magnetic field value comes from the different
resonating contributions due to the spin probes in a given orientation. One
of the main advantages of HF 2EPR over EPR at conventional microwave
frequency (9.5 GHz) is the increased orientational resolution. This is clearly
shown in figures 5.4 and 5.5. At frequencies above 95 GHz, the regions
corresponding to molecules with their x-axis, y-axis and z-axis parallel to
the magnetic field are well separated because of the dominant role of the
g-anisotropy. Moreover, in the molecular z-axis direction, due to the higher
value of the hyperfine interaction, the splitting corresponding to M = +1,0
and −1 is observable, while in the y and x directions, the small values of
the hyperfine interaction is averaged and the lines are not observed. This is
definitely not the case at 9.5 GHz (see fig. 5.5 (left)) where the anisotropic
Zeeman interaction is smaller or of the same order of magnitude with the hy-
perfine interaction. In this condition the three hyperfine components overlap
and it is impossible to distinguish between the different molecular orienta-
tions.
Another important feature of very high frequency EPR in the slow mo-
tion regime is the enhanced orientational selectivity, which is largely due to
the greatly enhanced g-tensor resolution. The high resolution of the molecu-
lar orientations due to the dominant role of the Zeeman interaction, improves
increasing the magnetic field value B. In fact, if the spin probe undergoes
slow reorientation, the anisotropic Zeeman interaction, causes a broad dis-
persion of resonance fields.
This extension of the HF 2EPR spectrum widely exceeds the excitation
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Figure 5.3: Simulated nitroxide spectra corresponding to an isotropic rota-
tional correlation time of 1.35 ns. For the sake of clarity the field range of
the spectra are normalized to the spread of the 9.14 GHz spectra. . At the
lowest frequencies, the spectra are in the motional narrowing regime. As the
frequency increases, the spectra are more characteristic of the slow-motional
regime. This is an example of wherein processes that appear to be rapid in
the EPR time scale at low frequencies appear slow on the EPR time scale at
higher frequencies. Above 40 GHz, the g-tensor anisotropy begins to dom-
inate the spectra. At the very higher frequencies, the hyperfine interaction
is not resolved, where at low frequencies, the spectrum is dominated by the
hyperfine interactions.
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Figure 5.4: Structure of the 95 GHz (left) and 190 GHz (right) line shape of
a nitroxide spin probe undergoing very slow reorientation (simulation). Top:
the three hyperfine components. Middle: the overall absorption line shape.
Bottom: the derivative line shape. The spin probe rotates by jumps of size
θ = 20◦ with correlation time 20 ns. The line shapes were convoluted by a
Gaussian with width 0.1 mT to account for inhomogeneous broadening.
band width of the microwave radiation, so that spin probes with well-defined
orientations are selected. An illustration of the high selectivity of HF 2EPR
where the sub ensembles of the overall orientation distribution of the orien-
tation of the spin probe that are excited at 95 GHz, is presented in figure
1.1 from chapter 1. The HF 2EPR spectroscopy allows one to characterize
the reorientation properties of these sub ensembles.
5.1.4 Turning points position in the slow motion regime
The EPR spectrum exhibits relevant details when the operator frequency
is close to the so called turning points ( see chapter 2). These are always
signalled by peaks or dips in the first derivative EPR spectrum. Due to the
high resolution in slow motion regime at high frequency the regions of the
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Figure 5.5: Structure of the 9.5 GHz (left) and 285 GHz (right) line shape of
a nitroxide spin probe undergoing very slow reorientation (simulation). Top:
the three hyperfine components. Middle: the overall absorption line shape.
Bottom: the derivative line shape. The spin probe rotates by jumps of size
θ = 20◦ with correlation time 20 ns. The line shapes were convoluted by a
Gaussian with width 0.1 mT to account for inhomogeneous broadening.
spectrum corresponding to magnetic x, y and z molecular axis are clearly
marked. Thus, the principal values of the magnetic tensors can be determined
directly from the position and the mutual distance of the turning points. The
enhanced accuracy with which the components of the g and A tensors may
be determined from rigid limit spectra is another important features of high
frequency studies. A detailed view of the EPR line shape of a nitroxide spin
probe, dissolved in an unoriented frozen medium, is shown in figure 5.6 in
which the spin probe undergoes to very slow reorientation by jump angles.
The turning points are defined by the equation 2.68 (see chapter 2)
ωi(M) = giβeB +MAi (5.3)
this gives nine turning points for a nitroxide spin probe. In principle, all
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magnetic parameters can be evaluated by the position of the turning points.
For 9.5 GHz there are only two turning points that one can identify on an
EPR spectrum (see fig. 5.6 (a)). This corresponds to the outermost peaks
of the spectrum. All other turning points are hindered by the broadening of
the spectrum which usually blurs the spectral details. As a matter of fact,
for 9.5 GHz only gz and Az can be measured directly from the position of
the turning points of an EPR spectrum.
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Figure 5.6: Detailed view of the EPR spectrum of a non axial nitroxide
species, undergoing very slow reorientation (simulation) at 9.5 GHz (a),
95 GHz (b), 190 GHz (c) and 285 GHz (d). The spin probe rotates by jumps
of size φ = 20◦ with correlation time τSCT = 20.5ns. The line shapes were
convoluted by a Gaussian with width 0.1 mT to account for inhomogeneous
broadening.
Figure 5.6 (b), (c), (d) shows the turning points for HF 2EPR spectrum.
As one can see, due to the increase of the Zeeman interaction it is possible
to identify much more turning points, compared to low frequency.
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The major advantage of HF 2EPR in the study of the rotational mo-
tion of spin probes derives primarily from the fact that the spectra regions
corresponding to different orientations of the probe are well separated from
one another, as shown above. In contrast, at conventional EPR frequency
(9.5 GHz) spectral regions corresponding to the x, y and z orientations are
not well resolved for nitroxides ( see fig. 5.6). Ideally, in the slow motional
regime one should study how the homogeneous line widths vary across the
spectrum. The orientation dependence of these widths have been shown to
be very sensitive indicators of the nature of the motion both in terms of the
precise model of rotational reorientation as well as the degree of anisotropy
[393, 394, 395].
Slow motional spectra obtained at high frequency exhibit different degrees
of sensitivity to the diffusion model throughout the slow-motional regime.
For faster motions, near the limit of motional narrowing, one finds that
the spectra are rather insensitive to the diffusion model. However, spectral
differences between different types of diffusion models become observable in
the central range of the correlation times corresponding to the middle of the
slow motional regime. Very near the limit regime the spectrum approaches
the rigid powder pattern line shape and must become model independent. It
is interesting that for high field this model sensitivity increases until one is
quite near to the rigid limit, thereby supplying the larger model sensitivity
region that one has at 9.5 GHz.
Qualitatively, the major changes in the spectral line shape as motional
rates increase from the rigid limit are: 1) an increase in the homogeneous
line width due to motion; 2) a shift of the positions of the turning points of
the spectrum at gx, gy and gz toward the average g value of the spectrum as
the motion starts to average the spectrum; and 3) a filling-in of intensity in
the spectral regions between the turning points. Different diffusion models
produce these affects to different degrees: for example, Brownian diffusion ef-
fects the positions of the turning points most strongly at the onset of motion,
whereas jump diffusion mainly affects the line widths at the same motional
rates.
More specifically, to show the high sensitivity of theEPR line shape to the
dynamical model and to give a quantitative estimation of the changes in the
spectral line shape, the distance between the different turning points is used.
At conventional EPR frequency the only distance that one can measure
is that between the two turning points on the spectrum. The distance of
the outermost extreme, is equal with 2Az. At high frequencies, one has
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more possibilities to define a distance (see fig. 5.6). At high frequency, the
outermost extreme distance is equal with µeB [(gz − Az)− gx]. It will be
noted with ∆Bfij, where f = 95, 190, 285 GHz and i, j = x, y, z the
distance between the interest turning points.
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Figure 5.7: Distance dependence of ∆B between the outermost extrema
of the EPR line shape at 9.5, 95, 190 and 285 GHz (see fig.5.6) on the
rotational correlation time τc for small and large jump angles θ.
By using an isotropic rotational jump model to simulate the EPR spectra
in the slow motional regime, a qualitative study of the outermost extreme
(∆B) can be done. Figure 5.7 shows the dependence of the distance on
the rotational correlation time of the outermost extreme (∆B) in the slow
motion regime at 9.5, 95, 190 and 285 GHz. For comparison, the ∆B
dependence for two different jump size, large jump angle θ = 90◦ and small
jump angle (diffusion model) θ = 20◦ is presented. Let’s indicate with ∆B∞
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Figure 5.8: Dependence of the EPR line shape in the slow motion regime
at 285 GHz on the rotational correlation time of an spherically symmetric
molecule rotating by instantaneous random jumps of fixed size 90◦ (panel a)
and 20◦ (panel b) after a mean residence time τ0
the value of the difference outermost extreme in the rigid limit, i.e. the value
of the correlation time above which no change of ∆B can be observed, which
correspond a correlation time value τc =∞. Figure 5.8 shows the simulated
EPR spectra in the slow motion regime at 285 GHz. For large jump angle
size, ∆B = ∆B∞ at correlation time around τc = 12 ns. For small jump
angle size, ∆B = ∆B∞ at very long correlation tine, around τc = 150 ns (see
fig. 5.7). Moreover, the relative change of ∆B is jump angle size dependent
and increases by increasing the frequency. At 9.5 GHz, the differences are
small, for both jump angle size there is a relative change of about 0.9 mT . At
285 GHz there are large differences between the relative change of ∆B for
small and large jump angle (see also figure 5.8). For large jump angle, ∆B
variation is of about 1.39 mT , while for small jump angle there is 7.187 mT
of ∆B variation.
In order to use the numerical simulation programmes one needs the values
of the paramagnetic parameters, i.e., the principal components (gx, gy, gz and
Ax, Ay, Az). The data in figures 5.7 and 5.8 clearly demonstrate that in the
slow motion regime, the apparent position of the turning points still change
with τ although the overall line shape is close to its rigid limit. Moreover
figure 5.7 shows that at very long correlation times, there are no differences
between the small and the large jump angle size. Therefore, the value of the
paramagnetic parameters must be obtained at such a low temperature that
the correlation time must be very long; larger than 150 ns, if small jump
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angle is used, or much shorter if large jump angle is used.
5.2 Dynamical line shift
Baram has developed an analytical theory by writing the EPR line shape in
the form of the Schro¨dinger equation of the harmonic oscillator for a simple
case of a system with S = 1/2 in the secular approximation [332]. This
theory was extended by Kivelson and Lee [331] (see chapter 4 section 4.1.2)
to the case of hyperfine interaction to deal with the special case of the parallel
edge, i.e. θ0 = 0 and which results evidenced a square-root dependence of
the transverse relaxation time and of the resonance shift. All this authors
assumed isotropic diffusion.
The results by Baram, Kivelson and Lee may be generalized to treat
anisotropic diffusion analytically, i.e., without resorting to a sophisticated
general numerical approaches [396]. Moreover, one notices that close to the
canonical orientations of the g and hyperfine tensor (Bi, i = x, y, z, see figs
.5.4 and 1.1) the change in the spin Hamiltonian are small for small-amplitude
motion, and in addition, pseudo secular contributions can be neglected. Thus
the extrema and the saddle points of the resonance spectrum can be consid-
ered in a simplified treatment in the framework of the anisotropic diffusion
model and analytical expressions of the relaxation time and frequency shift
can be obtained.
The model of interest for us is a nitroxide spin probe with a single S = 1/2
electron spin and hyperfine interaction with molecules having spin I and
magnetic quantum number M . A and g-tensors are assumed to be collinear.
Noted with θ and φ the polar and the assimutal angles specifying the direction
of the field B in the common principal axis frame of the g and hyperfine
tensor. The spin Hamiltonian is [331, 397].
H0 = g (θ, φ) βeBSZ, +K (θ, φ)SZ,IZ,, (5.4)
where βe is the Bohr magneton and
g (θ, φ) =
√(
g2x cos
2 φ+ g2y sin
2 φ
)
sin2 θ + g2z cos
2 θ (5.5)
K (θ, φ) =
√(
g2xA
2
x cos
2 φ+ g2yA
2
y sin
2 φ
)
sin2 θ + g2zA
2
z cos
2 θ
g (θ, φ)
(5.6)
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The electron and the nuclear spins are quantized along axes Z , and Z ,,,
respectively. In general, the axes do not coincide with the direction of the
static magnetic field defining the Z axis of the laboratory frame (X,Y, Z) and
depend on he orientation of the spin probe [397]. The above noted Hamil-
tonian follows from the exact diagonalization of the original form written
in the laboratory frame including the secular (SZ , SZIZ), the pseudo secu-
lar (SZ , SZIXY ), and the nonsecular SXY terms. If very slow reorientation
processes are considered, the nonsecular terms may be dropped. This sets
Z , = Z. It will also set Z ,, = Z. This follows since it is evaluated the re-
laxation following the selective excitation at the canonical orientations Bi,
i = x, y, z, where the resonant spin probes are oriented with one of their
principal axes parallel to B (see figs. 5.4 and 1.1). In this configuration the
axes Z ,, and Z coincide [397]. On this basis it is rewrite equation 5.4 as
H0 =
I∑
M=−I
ωM (θ, φ)PMSZ (5.7)
PM is the projector of the I-spin subspace with magnetic quantum number
M in the laboratory frame and
ω (θ, φ) = g (θ, φ)µeB +K (θ, φ)M (5.8)
The density matrix describing the spin system ρ (Ω, t) depends on the
orientation Ω at time t and fulfills the stochastic Liouville equation [398]
d
dt
ρ (Ω, t) = (−iωM (Ω, t) + Γ) ρ (Ω, t) (5.9)
The operator Γ describes the reorientation process and reads [398]
Γ = −
[
D⊥L
2 +
(
D|| −D⊥
)
L2z
]
(5.10)
L2 and Lz are the modulus and the z axis projection on the angular momen-
tum, respectively. D|| and D⊥ are the components of the diffusion tensor for
the small-angle motion.
Equation (5.9) will be solved with the initial conditions θ(0) = θ0 and
φ(0) = φ0. Furthermore, ωM(θ, φ) will be denoted as ωy(θ0 = π/2, φ0 = 0),
ωx(θ0 = π/2, φ = π/2), and ωz(θ0 = 0). With no loss of generality, it can
be assign the two extrema at ωx, ωz and the saddle point to ωy, respectively,
i.e., |ωx − ω0| < |ωy − ω0| < |ωz − ω0|.
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It is now possible to derive the expressions of the transverse relaxation
times T2i, and of the frequency shift ωj − ωk (j 6= k, j; k = x, y, z) after the
excitation at Bi, i = x, y, z by solving equation 5.9. The equation may be
recognized in the form of the Schro¨dinger equation of the harmonic oscillator,
as was noted by Baram for the simple case of a system with S = 1/2 in the
secular approximation [332]. For this it is assumed a Hamiltonian of the form
H = H0 +H1(Ω) +Hr.f.(t) (5.11)
where H0 is the interaction with the static external field, Hr.f.(t) is the in-
teraction with the oscillating ratio frequency field and
H1(Ω) =
[
1
2
(
3 cos2 θ − 1
)
+
1
2
η sin2 θ cos2 φ
]
F0 (5.12)
is the anisotropic part of the Hamiltonian representing the interaction of
the system operators F with the time dependent lattice variable Ω(t). In
equation (5.12) θ and φ are the polar and azimuthally angles specifying the
direction of the external field of the body frame of reference, and η is the
asymmetry parameter.
By assuming the Hamiltonian 5.11, the evolution equation 5.9 of the
density matrix ρ can be written as [324, 399]
dρ(Ω, t)
dt
=
(
−iH + 1
τc
∇2
)
ρ(Ω, t) (5.13)
where τ is the correlation time, in units of the interaction, of the rotational
diffusion. The Fourier transform of equation (5.13), assuming the linear
response approximation and high temperature limit gives
[
−ω +H1(Ω) + i
τ
∇2
]
ρ(Ω, ω) = ρ0 (5.14)
where ω and 1/τ are in units of the interaction and ρ0 is a constant propor-
tional to the radio frequency field. Equation (5.14) describes the motion of
a rotator in an anisotropic potential field, with the correlation time τ play-
ing the role of an imaginary moment of inertia. In the slow motion limit
(or strong field limit) the motion of the rotator is determined mainly by the
properties of the potential. The potential function is parabolic in the vari-
ables θ, φ in the neighbourhood of its extrema and saddle points, which are
the extrema of the static density of states, or the characteristic frequencies of
the powder spectrum. Thus the rotator tends to liberates about this points,
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and since the motion is sufficiently slow the range of orientation satisfying the
inequality ∆ω ≤ 1/τ is small, and the librations uncoupled. The motional
process can be described as a combination of independent local librations
about the characteristic frequencies of the powder.
Equation (5.14) can be rewritten by setting ∇2 = −L2 as
{
−ω +H1(Ω)− i
[
D⊥L
2 +
(
D|| −D⊥
)
L2z
]}
ρ = ρ0 (5.15)
Let y(Ω, ω) = ρ(Ω, ω)×√sin θ in equation (5.15) and F0 = 1 in equation
5.12, then this equation reduces to
{
D⊥
[
d2
dθ2
+
1
4 sin2 θ
+
1
4
+
1
sin2 θ
∂2
∂φ2
] (
D|| −D⊥
) ∂2
∂φ2
− i [−ω +H1(Ω)]
}
y = −i
√
sin θ(5.16)
and
H1(Ω) = 1
2
(
3 cos2 θ − 1
)
+
1
2
η sin2 θ cos2 φ (5.17)
Equation 5.16 is expanded about the characteristic orientation (the saddle
point (π/2, 0) and the extrema (π/2, π/2), (0, 0)). It is assumed that the
symmetry axis of D is in the Z direction. The case of interest for us is
the non-axially symmetric Hamiltonian, η 6= 0. For the axially symmetric
Hamiltonian, one can obtain immediately the result by replaced η = 0.
One can start by the expanding equation 5.16 around the saddle point
Y : (θ = π/2, φ = 0). For this orientation the motion equation is equivalent
to the equation for two non-interacting linear harmonic oscillators. For the
beginning it is expending the equation 5.17 around (π/2, 0). In the second
order it is obtained
H1(Ω) = 1
2
(η − 1)− ηφ2 + 1
2
(3− η) (θ − π/2)2 (5.18)
Considering 1/ sin2 θ = 1 and substituting equation 5.18 in equation 5.16
{
D⊥
d2
dθ2
− i1
2
(3− η)
(
θ − π
2
)2
+D||
∂2
∂φ2
+ iηφ2 +
D⊥
2
+ iω − i
2
(η − 1)
}
y = −i
√
sin θ
(5.19)
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This equation can be interpreted as the equation of two harmonic oscillators
with the mass −1/2D and elastic constant −i(3− η) and −i2η for which the
eigenvalues are given by
En1,n2 =
√
i (3− η) 2D⊥
(
n1 +
1
2
)
+
√
−i4ηD||
(
n2 +
1
2
)
(5.20)
and the eigenfunction in the second order in (θ − π/2) and φ is
µ (y)n1,n2 = iω−
1
2
(η − 1)+(1 + i)
[√
(3− η)D⊥
(
n1 +
1
2
)
+
√
2ηD||
(
n2 +
1
2
)]
(5.21)
For the expanding of equation 5.16 about the extrema X : (θ = π/2, φ =
π/2) one start by expanding equation 5.17 around (π/2, π/2) obtaining in
the second order
H1(Ω) = −1
2
(η + 1) + η
(
φ− π
2
)2
+
3 + η
2
(
θ − π
2
)2
(5.22)
Considering 1/ sin2 θ = 1 and substituting equation 5.22 in equation 5.16
{
D⊥
d2
dθ2
− i3 + η
2
(
θ − π
2
)2
+D||
d2
dφ2
− iη
(
φ− π
2
)2
+
D⊥
2
+ iω +
i
2
(η + 1)
}
y = −i
√
sin θ
(5.23)
The first two terms of equation (5.23) can be interpreted as the Hamil-
tonian of two harmonics oscillator with mass −1/2D and elastic constant
−i (3 + η) and −2ηi for which the eigenvalues are given by
En1,n2 =
√
i (3 + η) 2D⊥
(
n1 +
1
2
)
+
√
4iηD||
(
n2 +
1
2
)
(5.24)
and the eigenfunctions are given by
µ(x)n1,n2 = iω+
i
2
(η + 1)+(1 + i)
[√
(3 + η)D⊥
(
n1 +
1
2
)
+
√
2ηD||
(
n2 +
1
2
)]
(5.25)
For the extrema Z : (θ = 0, φ) one start by expanding equation 5.17
around (0, 0) obtaining in the second order of θ
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H1(Ω) = 1 + θ
2
2
(η cos 2φ− 3) (5.26)
In equation 5.15, L2 and L2z can be write as [400, 290, 401]
L2 = −
[
1
sin2 θ
∂2
∂φ2
+
1
sin θ
∂
∂θ
sin θ
∂
∂θ
]
(5.27)
L2z = −
∂2
∂φ2
(5.28)
Substitute’s equation (5.28) in equation (5.15)
{
−ω +H1(Ω) + i
[
D⊥
(
1
sin2 θ
∂2
∂φ2
+
1
sin θ
∂
∂θ
sin θ
∂
∂θ
)
+
(
D|| −D⊥
) ∂2
∂φ2
]}
ρ = ρ0
(5.29)
Substitutes equation 5.26 in equation 5.29, expanding the terms in ∂
2
∂θ2
considering that at limit sin θ ∼= θ and multiplying by −i both terms of
equation 5.29 it is has
{
iω − i− i
2
θ2 (η cos 2φ− 3) +D⊥
[
1
θ2
∂2
∂φ2
+
1
θ
∂
∂θ
+
∂2
∂θ2
]}
ρ = −iρ0
(5.30)
Making the variable changes
u = θ cosφ
v = θ sinφ (5.31)
equation (5.30) can be rewritten as
{[
D⊥
∂2
∂u2
+
i
2
(3− η)u2
]
+
[
D⊥
∂2
∂v2
+
i
2
(η + 3) v2
]
+ iω − i
}
ρ = −iρ0
(5.32)
This is the equation of two harmonics oscillator with mass −1/2D⊥ and
elastic constant −i (3 + η) and −i (3− η) for which the eigenvalues are given
by
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En1,n2 =
√
D⊥ (1− i)
[(
n1 +
1
2
)√
3 + η +
(
n2 +
1
2
)√
3− η
]
(5.33)
and the eigenfunction are given by
µn1,n2(z) = 1 +
√
D⊥ (1 + i)
[(
n1 +
1
2
)√
3 + η +
(
n2 +
1
2
)√
3− η
]
(5.34)
The expressions of the transverse relaxation time T2i, i = x, y, z are given
by ℑ[µn1,n2(i)] [369] and the frequency shift are given by the ℜ[µn1,n2(i)]. The
results are obtained assuming an implicit form for the Hamiltonian H1(Ω) in
terms of the η and F0.
Now it is possible to calculate the explicitly expression for the η and Fo
including also the pseudosecolar terms. For this one writes the Hamiltonian
in the spherical coordinate
H1 = gβeBSz + ASzIz +D20,0
(
F 2,0g T
2,0
g + F
2,0
A T
2,0
A
)
+
+
(
D20,2 +D
2
0,−2
) (
F 2,2g T
2,0
g + F
2,2
A T
2,0
A
)
(5.35)
where
T 2,0g =
√
2
3
Sz
T 2,0A =
√
2
3
SzIz
D20,0 =
3 cos2 β − 1
2
D20,2 +D
2
0,−2 =
√
3
2
sin2 β cos 2γ
F 2,0g =
√
2
3
[
gz − (gx + gy)
2
]
βeB
F 2,2g =
1
2
(gx − gy) βeB
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F 2,0A =
√
2
3
[
Az − (Ax + Ay)
2
]
F 2,2A =
1
2
(Ax − Ay) (5.36)
The spin Hamiltonian becomes
H1 = gβeBSz + ASzIz +
+
2
3
3 cos2 β − 1
2
[(
gz − gx + gy
2
)
βeB +
(
Az − Ax + Ay
2
)
Iz
]
Sz +
+sin2 β cos 2γ
1
2
[(gx − gy) βeB + (Ax − Ay) Iz]Sz =
=
(
3 cos2 β − 1
2
+
1
2
η sin2 β cos 2γ
)
F0 (5.37)
where the explicit form of the η and F0 is given by
F0 =
2
3
[(
gz − gx + gy
2
)
βeB +
(
Az − Ax + Ay
2
)
Iz
]
(5.38)
η =
3
2
(gx − gy) βeB + (Ax − Ay) Iz(
gz − gx+gy2
)
βeB +
(
Az − Ax+Ay2
)
Iz
(5.39)
The pseudosecolar contribution of η and F0 is calculated for each charac-
teristic orientation, expending the HamiltonianH1 around the turning points
For the turning points Y: θ = pi
2
, φ ∼= 0 is obtained
ωy = const− η − 3
2
F0
(
θ − π
2
)2
− ηF0φ2 (5.40)
which with the values of η and F0 given by the equation 5.39 it is obtained
ωy = const+
[
g2z − g2x
2gx
+
A2z − A2x
2Ax
g2z
g2x
M
] (
θ − π
2
)2
+
+
[
g2y − g2x
2gx
+
A2y − A2x
2Ax
g2y
g2x
M
]
φ2 (5.41)
By noted with
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γ,i =
βeB
[
2g2z −
(
g2x + g
2
y
)]
2gi
(5.42)
γ,,i =
βeB
(
g2x − g2y
)
2gi
(5.43)
it is found the ηy and F0 y as
F0 y =
1
3
{
γ, +
M
2Axg2x
[
2
(
A2z − A2x
)
g2z −
(
A2y − A2x
)
g2y
]}
(5.44)
ηy = −
[
γ,, +
A2y − A2x
2Ax
g2y
g2x
]
/F0 y (5.45)
For the expended of the Hamiltonian around the turning point X: θ ∼= pi2 ,
φ ∼= pi2 it is obtained
ωx = const+ (η + 3)
F0
2
(
θ − π
2
)2
+ ηF0
(
φ− π
2
)
(5.46)
By substitute equation 5.39 in equation 5.46
ωx = const+
[
g2z − g2y
2gy
+
A2z − A2y
2Ay
g2z
g2y
M
] (
θ − π
2
)2
+ (5.47)
+
[
g2x − g2y
2gy
+
A2x − A2y
2Ay
g2x
g2y
M
] (
θ − π
2
)2
(5.48)
and it is found the ηx and F0 x as
F0 x =
1
3
{
γ, +
M
2Ayg2y
[
2
(
A2z − A2y
)
g2z −
(
A2x − A2y
)
g2y
]}
(5.49)
ηx =
[
γ,, +
A2x − A2y
2Ay
g2x
g2y
M
]
/F0 x (5.50)
For the last direction of interest, the expanded Hamiltonian around the
turning point Z: θ ∼= 0, φ-arbitrary
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ωz = const+
1
2
F0 (η cos 2φ− 3) θ2 (5.51)
By substitute equation 5.39 in equation 5.51
ωz = const− θ
2
2
{
gz −
g2x + g
2
y
2gz
+
[
g2y
(
A2z − A2y
)
+ g2x
(
A2z − A2x
)] M
2g2zAz
}
+
+
1
2
{
g2x − g2y
2gz
−
[
A2z − A2x
2Az
g2x
g2z
− A
2
z − A2y
2Az
g2y
g2z
]
M
}
θ2 cos 2φ (5.52)
For this direction it is found
F0 z =
1
3
{
γ, +
[
g2y
(
A2z − A2y
)
+ g2x
(
A2z − A2x
)] M
2g2zAz
}
(5.53)
ηz =
{
γ,, −
[
A2z − A2x
2Az
g2x
g2z
− A
2
z − A2y
2Az
g2y
g2z
]
M
}
/F0 z (5.54)
It is possible now to express the transverse relaxation time and the fre-
quency shift. For the T2i, i = x, y, z it is has the following expression [369]
1
T2 x
=
√
F0 x
2
{√
(3 + ηx)D⊥ +
√
2ηxD‖
}
1
T2 y
=
√
F0 y
2
{√
(3− ηy)D⊥ +
√
2ηyD‖
}
1
T2 z
=
√
F0 z
2
{√
(3− ηz) +
√
(3 + ηz)
}√
D⊥ (5.55)
For the frequency shift the expressions are
ωx = (βeBgx +MAx) +
√
F0 x
2
{√
(3 + ηx)D⊥ +
√
2ηxD‖
}
ωy = (βeBgy +MAy) +
√
F0 y
2
{√
(3− ηy)D⊥ −
√
2ηyD‖
}
ωz = (βeBgz +MAz)−
√
F0 z
2
{√
(3− ηz) +
√
(3 + ηz)
}√
D⊥(5.56)
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It must be stressed again that the above presented model can only be
applied if the angular range spanned during T2 is small, i.e., DT2 << 1. DT2
is the largest product to be obtained by combining the diffusion coefficients
D‖ and D⊥ with the transverse relaxation time T2 x, T2 y, T2 z. The above
noted inequality states that the rotational correlation time is much longer
than T2.
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Chapter 6
Experimental studies
In the EPR studies of the soft condensed matter systems like polymers, or
glass-former one need to use the so called spin probe technique or the spin
label techninque (see chapter 4). The systems used most often as spin-probes
are the nitroxide reported in figure 6.1.
These species are stable and inert because of the protective effect exerted
by four methyl groups. In the motional narrowing limit the EPR spectra
of these compounds show three sharp, well-resolved hyperfine lines resulting
from the coupling of the unpaired electron spin, S = 1/2, with the nitrogen
nuclear spin, I = 1. Figure (2.3) from chapter 2 shows the energy levels and
allowed transition for a nitroxide free radical.
6.1 Materials and Methods
The studies reported in this thesis concern the reorientation of different free
radicals spin probes in a variety of diamagnetic hosts. The free radicals
spin probes studies are the nitroxides: 2,2,6,6-Tetramethyl-1-piperidinyloxy,
TEMPO, 4-Hydroxy-2,2,6,6-tetramethylpiperidine 1-oxyl, TEMPOLO, 17-
Hydroxy-4’,4’-dimethylspiro(5a-Androstane-3,2’-oxazolidin)-3’-yloxy, 4’,4’-
Dimethylspiro(5a-Cholestane-3,2’-oxazolidin)-3’-yloxy and 10-doxyl-Nonadecane.
A detailed chemical structure of the spin probes used are presented in figure
(6.1).
The diamagnetic hosts in which the free radicals spin probe were dissolved
are: poly(styrene) (PS) (for the chemical structure see figure (3.2), chapter
(3)), poly(butadiene), cis-1,4, 36% and trans-1,4, 55% vinyl, 9% (PB) (for
129
130 CHAPTER 6. EXPERIMENTAL STUDIES
2,2,6,6-Tetramethyl-
1-piperidinyloxy,TEMPO
4-Hydroxy-2,2,6,6-tetramethylpiperidine 
1-oxyl,TEMPOLO
10-doxyl-nonadecane
Nona
4',4'-Dimethylspiro(5a-cholestane-
3,2'-oxazolidin)-3'-yloxy, Chole
17ß-Hydroxy-4',4'-dimethylspiro(5a-
androstane-3,2'-oxazolidin)-3'-yloxy
Andro
Figure 6.1: Chemical structure of some nitroxide spin probe
the chemical structure see figure (3.2), chapter (3)) and the glass-former
ortho-terphenyl (OTP) (for the chemical structure see figure (3.4), chapter
(3)).
All materials used in this study was purchased from Aldrich, and was used
as received. All the free radicals spin probes are solide at room temperature,
save Nona, which is a liquid. The relevant physical properties of these
materials are listed in Table 6.1.
The reorientation of the spin probes in the diamagnetic hosts was inves-
tigated through high-field, high-frequency electron paramagnetic resonance
(HF 2EPR) spectroscopy (see chapter 2 for a detailed described of the ex-
perimental set-up) at three different Larmor frequencies: 95 GHz, 190 GHz
and 285 GHz and in the temperature range between 10 K and 310 K. The
X band frequency, has been used only to stress the new information that
HF 2EPR spectroscopy its offer in the study of the rotational dynamics of
the free radicals spin probe dissolved in diamagnetic host, compared to con-
ventional EPR.
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Polymers Mw(Kg/mol) Mw/Mn Tg (K) Tc(K)
PS 230 - 367 420 [402]
PB 420 1.64 178 216[403, 404]
OTP 100 - 243 285[49], 290[147], 293[178]
spin-probes Mw(g/mol) Tm (K)
TEMPO 156.2 309-311
TEMPOLO 172.24 -
Nona 368.63 305-307
Chole 473.77 351-358
Andro 377.56 -
Table 6.1: The values of the molecular weight Mw, polydispersity Mw/Mn,
glass transition temperature Tg, and critical temperature Tc for the study
systems.
6.1.1 Sample Preparation
In this studies the following samples were used:
1. TEMPO dissolved in glassy polystyrene and polybutadiene
2. TEMPOLO dissolved in polystyrene and polybutadinene
3. Nona dissolved in polybutadinene and ortho-terphenyl
4. Chole and Andro dissolved in ortho-terphenyl
In the preparation of the samples of free radicals spin probes in polymers
was used the solution method [405] by dissolving the spin probe (TEMPO,
TEMPOLO andNona) and the polymer (polystyrene (PS), polybutadinene
(PB)) in chloroform. The solution was transferred onto the surface of a glass
slide and heated at Tg + 10 K for 24 h. After that procedure no chloroform
was detected by nuclear magnetic resonance (NMR). For all the studies, sam-
ples of about 0.8 cm3 were used. The sample was then placed in a Teflon
sample holder in a single-pass probe cell. For the TEMPO dissolved in PS
sample, after ageing at room temperature for six months the EPR line shape
exhibited no appreciable change.
In the preparation of the sample of free radical spin probes inOTP it was
used a similar procedure. The study on the glass-former OTP was realized
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in the super-cooled state. Even if it is well know that OTP is a system that
can be easily super-cooled, great attention was necessary in order to obtain
this state. Before the mixing with the spin probe, for purification of the
glass-former, the OTP it was heated for 48 h at 423 K (Tm + 70K). For
a better homogeneity of the spin probe Chole and Andro in OTP it was
used 0.1 ml of chloroform. After this it was heated at 353 K for 48 h.
The preparation of the sample of free radical Nona in OTP was per-
formed in the same way. However, due to the fact that Nona is a liquid it
was not necessary to use chloroform as solvent.
Free radicals and transition ions in solution have line width that tend to
increase linearly with concentration C, from a residual value ∆B0 at zero
concentration in accordance with the expression
∆B1/2 = ∆B0 +KC
where ∆B0 and K are functions of temperature. When the concentration
becomes large enough, the dipole effects and, if the viscosity is low, the
exchange effects become appreciable. This intermolecular interaction can
affect the EPR line shape. In the study of the dynamical reorientation
of spin probe, one must use sample with the spin probe concentration low
enough to avoid an extra broadening of the EPR line shape due to this
intermolecular interactions. For the PS sample it was analyzed the EPR
line shape at four different concentration of spin probe TEMPO. Figure
6.2 shows the normalized EPR line shape at 9.5 GHz as a function of the
spin probe concentration. In order to estimate the concentration broadening
effect, the central line width was analyzed. As one can see from figure 6.2
that for concentration of the spin probe lower than 0.08 % in wheight there
is no extra broadening effect, and the central line has about the same width
(≈ 0.305mT ). An appreciable broadening effect of the line widths is observed
for concentration highest than 0.8 % in wheight, for 1.5 % in wheight the
central line widths has ≈ 0.53 mT .
From this results it can be considered that for concentration of the spin
probe lower than 0.08 % in wheight, we don’t have an appreciable broadening
effect of the EPR line shape due to the dipole-dipole interaction. Since
dipole-dipole interaction (see chapter 2) is magnetic field independent it is
expected that at high field the roadening effects appear at concentration
higher than 0.8 % in wheight.
Based on these results, only samples with spin probe concentration around
0.08 % in weight, were used in the studies presented throughout in this thesis.
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Figure 6.2: The EPR line shape at 9.5 GHz in function of the spin probe
concentration. From top to bottom the concentration in weight are: 0.04 %,
0.08 %, 0.8 %, 1.5 %. Dot line is the sample used in this thesis.
All the systems with ther relative concentration of the spin probe are listed
in Table 6.2.
6.2 Study of the fast dynamics and the deep
structure of the energy landscape in PS.
The study of glassy solid dynamics is a very active one [75, 252]. Here, one
is interested in the temperature range which is, on the one hand, well below
the glass transition temperature Tg, to neglect aging effect and consider the
glassy system as one with constant structure and, on the other hand, high
enough to neglect tunneling effects governing the low-temperature anomalies
of glasses.
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System Concentration System Concentration
TEMPO+PS 0.08 % TEMPO+PB 0.0597 %
TEMPO+OTP 0.015 % TEMPOLO+PB 0.061 %
Andro+OTP 0.0767 % Chole+OTP 0.0895 %
Andro+PB 0.0781 % Nona+OTP 0.084 %
Table 6.2: The spin probe concentration in weight in the diamagnetic host.
6.2.1 Sensitivity of HF 2EPR to the reorientation of
molecular guests TEMPO in glassy PS.
As shown in section 5.1 (see chapter 5) the information that one can obtain
from an EPR spectrum are taken from the line width and from the dis-
tances between the turning points analysis. In the following it is presented a
quantitatively detailed temperature study of the reorientation of spin probe
TEMPO in PS by X-band (9.5 GHz) and by multifrequency high-field
EPR (95− 285 GHz) spectroscopy.
Figure 6.3 shows the temperature dependent spectra of the nitroxide spin
probe TEMPO in glassy PS at 285 GHz. By cooling below T = 300 K
the line shape has the typical pattern of slow tumbling regime (see figure
5.5b, chapter 5). Here, the isotropically fast motion partially averages the
Zeeman and the hyperfine interaction. At 270 K the HF 2EPR spectrum
clearly shows that the system is in the slow motion regime (see figure 5.5b,
chapter 5). The motion of the spin probe is in fact so slow that the Zeeman
and hyperfine interactions are not averaged anymore. All the components
of the g tensor and the Az component of the hyperfine interaction can be
identified on the spectrum (see figure 5.6, chapter 5). However, even if the
spectrum shows the rigid pattern, the paramagnetic parameters cannot be
extracted from the spectrum at this temperature because, by further cooling
the spectrum keeps changing. It is apparent therefore that the motion is still
affected the coupling constants. Below 50 K no change in the HF 2EPR
spectrum can be observed and a genuine rigid spectrum is obtained.
Figure 6.4 (left) shows the temperature dependence of the distance ∆Bzx
(see fig.5.6) at 9.5, 95, 190 and 285 GHz of the spin probe TEMPO in PS
in the temperature range between 10 − 270 K. As shown in figure 5.6 (see
chapter 5) the distance ∆Bzx is the distance of the outermost hyperfine lines
in the EPR spectrum (the whole spectrum) and is given for high frequency
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Figure 6.3: HF 2EPR spectra of spin probe TEMPO in glassy PS at
285 GHz.
by the difference between the turning points (µegzB − Az) and (µegxB). At
conventional frequency (9.5 GHz) ∆Bzx is given by the difference between
the turning points (µegzB−Az) and (µegzB+Az) which mens ∆Bzx = 2Az.
For better comparison, the data was translated on vertical with different
constants: 32.8 mT for 9.5 GHz, 24.25 mT for 95 GHz and 12.14 mT for
190 GHz.
As one can see from figure 5.6, at high frequency much more turning point
can be identified. Figure 6.4 (right) shows the temperature dependence of
the distance ∆Bzy (see fig.5.6) at 95, 190 and 285 GHz of the spin probe
TEMPO in PS in the temperature range between 10−270 K. The distance
∆Bzy is given by the difference between the turning points (µegzB − Az)
and (µegyB + Ay) for 190 and 285 GHz and by between he turning points
(µegzB−Az) and (µegyB−Ay) (see fig. 5.6) for 95 GHz. Like for ∆Bzx the
vertical translation has been done with the constants: 13.31 mT for 95 GHz
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Figure 6.4: Temperature dependence of the quantity ∆Bzx (left) and ∆Bzy
(right) of TEMPO in PS at 9.5 GHz, 95 GHz, 190 GHz, 285 GHz. Dashed
line: guide for the eye.
and 6.09 mT for 190 GHz.
The choice of this turning points in the definition of the various ∆B was
guided by the simplest identification and straightforward measurements. For
9.5 GHz only the the two turning points can be identified. For 95 GHz, on
the Y direction (see fig. 5.4) the EPR line shape has a kind of structure
(see fig.5.6). This can be very sensitive to the phase and base line, so the
position of the turning point (µegyB+Ay) is not very stable therefore in the
definition of the ∆Bzy it has been choice the turning point (µegyB − Ay).
Figure 6.4 evidenced that ∆B is still changing at temperatures as low
as 50 K proving that the reorientation motion of TEMPO is detectable
even at such low temperatures. According to the qualitative analysis pre-
sented in chapter 5 [104], the change of ∆B with the temperature prove that
TEMPO in glassy PS, i.e., at T < Tg, proceeds by small angular jump
angles. Note that, the same result was found also from numerical simulation
of the HF 2EPR spectra.
Figure 6.4 clearly shows that at lower frequency ∆B change less, proving
the higher sensitivity of HF 2EPR to the rotational dynamics. Noticeably,
the small-angle rotational dynamics affects the position of the lines contribut-
ing to the pattern of the HF 2EPR line shape more than their width. In fact,
figure 6.5 shows the temperature dependence of the average line width of the
HF 2EPR spectrum. It is seen that the width approaches a plateau value
below 180 K signaling less sensitivity to the TEMPO reorientation than the
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Figure 6.5: Average line width of the three ( 190 GHz and 285 GHz ) , and
two ( 95 GHz ) high-field outermost peaks of the lineshape. Inset: width of
the high-field outermost peak of the lineshape at 9.5 GHz. See section 5.1.4
for details.
quantity ∆B.
The interpretation of the large influence of the rotational dynamics on
the position of the lines depends on the marked frequency-dependence of the
latter [369]. For a spin probe of which the rotational motion occurs by small
jump angle the changes of the line shape are more significant by increasing
the frequency (see fig.6.4) and are mostly due to line shifts (see also the
fig.5.7). If the the rotational motion occurs by large jump angle the changes
of the line shape are due to the broadening effects.
As one can see from figure 6.4 the distances ∆Bzx and ∆Bzy, seems
to have the same temperature dependence. The general shape it indeed
the same, for all the frequency: below 50 K, a temperature independent
illustrate, for T > 50 K a linear regime was found. At 285 GHz the linear
regime is for all temperature renge,up to 270 K, for 190 and 95 GHz only
until 220 K.
However, closer inspection reveals differences in this linear regime of the
distances ∆Bzx and ∆Bzy. A linear fit analysis was carry out for both quan-
tities at all frequencies. Table 6.3 shows the results.
As one can see from table 6.3 the quantities ∆Bzx and ∆Bzy has different
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∆Bzx
b285(10
−3 mTK−1) b190(10
−3 mTK−1) b95(10
−3 mTK−1) b9.5(10
−3 mTK−1)
14.23± 0.46 8.41± 0.33 5.89± 0.37 5.2± 0.37
∆Bzy
b285(10
−3 mTK−1) b190(10
−3 mTK−1) b95(10
−3 mTK−1)
5.16± 0.12 2.97± 0.27 2.26± 0.68
Table 6.3: Best fit result for linear fit with ∆B = a − biT , where i =
285, 190, 95, 9.5 in the temperature range: 50 − 270 K for 285 GHz,
50− 220 K for 190 and 95 GHz, 100− 220 K for 9.5 GHz.
slope. The distance ∆Bzx (the outermost hyperfine distance) shows a larger
variation then the ∆Bzy, so it can be said that is more sensitive to the
rotational dynamics of spin probe. Moreover shows how the variation of the
∆Bzy increasing with the frequency. If for 9.5 GHz and 95 GHz, ∆Bzx has
approximately the same slope, in the limit error, for 190 GHz the slope is
increasing with 42% and with 241% for 285 GHz, respectively. The distance
∆Bzy shows a small variation. This can be accountable by the fact that at
the variation of ∆Bzx it is has contribution from the shift of two turning
points, while for the ∆Bzy only a turing point shift contributed. The y
region does not shift significantly [104]. Note that, the ∆Bzy has a much
less frequency dependence, for 95 and 190 GHz the linear slope is the same,
while for 285 GHz is increasing with only 73%.
6.2.2 Model of the rotational motion in PS.
The fact that in the glassy state the structural relaxation comes to an halt
on a macroscopic experiment time scale (ca. 102 s or larger) does not imply
, however, that motion has ceased completely. In fact, even if no large-scale
restructuring occurs, secondary processes are active (see chapter 3).
If the average trapping time τ before to overcome the barrier of height E
at temperature T is governed by the Arrhenius law,
τ = τ0exp(E/kT ) (6.1)
k being the Boltzmann’s constant, the distribution of barrier heights induces
a distribution of trapping times ρ(τ). The explicit form of ρ(τ) for a gaussian
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distribution of barrier heights with width σE is the log-gauss distribution (
LGD )
ρLGD(τ) =
1√
2πσ2
exp
[
− 1
2σ2
(
ln
τ
τLGD
)2] 1
τ
(6.2)
σ = σE/kT is the width parameter. If the distribution of barrier heights is
exponential with width E
g(E) =
{
0 if E < Emin
1
E
exp(−E−Emin
E
) if E ≥ Emin (6.3)
ρ(τ) is expressed by the power-law distribution ( PD )
ρPD(τ) =
{
0 if τ < τPD
xτxPDτ
−(x+1) if τ ≥ τPD (6.4)
with x = kT/E and τPD = τ0 exp(Emin/kT ). Note that the absence of
energy barriers below Emin does not change the shape of ρPD and allows for
the temperature dependence of τPD.
If the width of the energy-barriers distribution is vanishingly small, a
single trapping time ( SCT ) is found with:
ρSCT (τ) = δ(τ − τSCT ) (6.5)
The use of suitable probes to investigate the secondary relaxations in
glasses by NMR [252, 242, 224, 256, 406, 407], EPR (see chapter 4) and
Phosphorescence [408] studies is well documented. In spite of the efforts,
the relation between the probe motion and the host dynamics is usually not
obvious with few exceptions which notably involves small molecules [407, 224,
409, 410, 411]. It was also noted that small molecules, e.g. xanthone and
benzophenone, are more sensitive to shorter segmental motions occurring at
lower temperatures [408].
Because of the roughness of the energy landscape and the highly branched
character of the free volume distribution, one expects that small spin probes
undergo jump dynamics in glasses [409, 412, 85]. In the presence of jumps
correlations are lost roughly after one single trapping time, i.e. τl ∼= τ . For
l = 2 a simple rotational jump model yields [409]
τ2 =
τ0[
1− sin(
5θ
2 )
5 sin( θ2)
] (6.6)
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where θ and τ0 are the size of the angular jump and the mean residence (trap-
ping) time before a jump takes place, respectively. In the limit θ << 1 eq.6.6
reduces to τ2 = 1/6D = τ0/θ
2, where D is the rotational diffusion coefficient,
i.e. the isotropic diffusion model. If θ ∼= 1, τ2 ∼= τ0. Similar conclusions are
drawn for arbitrary l values. The above discussion suggests that in the pres-
ence of jump dynamics the distribution of the rotational correlation times τl
and the distribution of trapping times τ of the spin probe do not differ too
much. Henceforth, to emphasize that viewpoint, τ2 will be denoted as τc.
The occurrence of a static distribution of correlation times in glasses leads
to evaluate the EPR line shape L(B0), which is usually detected by sweeping
the static magnetic field B0 and displaying the first derivative, as a weighted
superposition of different contributions:
L(B0) =
∫ ∞
0
dτcL(B0, τc) ρ(τc) (6.7)
where L(B0, τc) is the EPR line shape of the spin probes with correlation
time τc and ρ(τc) is the τc distribution. The choice of labeling the different
contributions by τc is arbitrary. An efficient numerical method to calculate
the HF 2EPR line shape is detailed elsewhere (see chapter 4)[392].
The identification of the rotational correlation time with the waiting time
before one activated jump takes place, is questionable when the latter be-
comes extremely rare. In fact, if energy barriers are too high, entropic-like,
alternative pathways may become competitive to cancel the orientation cor-
relations. A simple account of that is provided by the truncation of ρ(τc) in
eq.6.7 beyond a certain τmax to give an effective distribution
ρT (τc) = H(τmax − τc)ρ(τc) + wδ(τc − τmax) (6.8)
where δ(x) is the Dirac delta, H(x) = 1 for x > 0 and zero otherwise and
w =
∫ ∞
τmax
dτ ρ(τc) (6.9)
The weight w is the fraction of trapped molecules, i.e. the ones losing the ro-
tational correlations by undergoing not-activated motion. Note that for con-
sistence to hold τmax must be nearly temperature-independent. Henceforth,
ρTPD will denote ρT in the particular case ρ = ρPD, eq.6.4 with τPD < τmax.
Representative plots of the bimodal distribution ρTPD are shown in fig.6.6.
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Figure 6.6: Schematic view of the bimodal distribution of correlation times
ρTPD (see eq.6.8 with ρ = ρPD)for different values of the trapped fraction
w, τmax = 1, x = 0.8, ρPD denotes the shorties correlation time. The delta
function is replaced by a narrow gaussian with width 0.01.
6.2.3 Adjustable parameters
The data analysis fits the experimental HF-EPR line shapes collected at
different temperatures and different operating frequencies ( in the present
case 95 190 and 285 GHz ) with the theoretical prediction as expressed via
eq.6.7 and the proper distribution function ρT , eq.6.8. It is worthwhile to
state explicitly the number of adjustable parameters. They are divided in
two sets:
i) the parameters which are temperature- and frequency- independent.
The set includes the six magnetic parameters of the spin probe ( the principal
components of the g and hyperfine tensors ) and the jump angle φ;
ii) the parameters which are temperature-dependent and almost frequency-
independent. The set includes the width of the energy-barrier distribution,
e.g. E for the exponential distribution, eq.6.3, and the characteristic time
scales of ρT , eq.6.8. In the case ρT = ρTPD, they are the shortest and the
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longest correlation time τPD and τmax respectively. Having set the former
time scales the weight w is not adjustable. In the simplest case of no distri-
bution of correlation times ( eq.6.5 ) τSCT only is adjusted.
6.2.4 Magnetic parameters of the TEMPO in PS.
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Figure 6.7: The line shape at 95 GHz (a) 190 GHz (b) and 285 GHz (c) of
TEMPO in PS at 50K. The superimposed dashed lines are best fits accord-
ing to the SCT model, eq.6.5, with τSCT = 29.37 ns (95 GHz), τSCT = 25 ns
(190 GHz) and τSCT = 19 ns (285 GHz). Jump angle φ = 60
◦. The mag-
netic parameters are listed in Table 6.4. The x axis is parallel to the N −O
bond, the z axis is parallel to the nitrogen and oxygen 2p orbitals containing
the unpaired electron, and the y axis is perpendicular to the other ones ( see
fig.6.1 for details ). The theoretical lineshape is convoluted by a Gaussian
with width 0.15mT to account for the inhomogeneous broadening.
In order to characterize the motional parameter of the spin probe, it is
first necessary to have accurate values of the magnetic g and A-hyperfine
tensors. These are best obtained at low temperature where the rotational
motion of the spin probe is very slow and the resulting line shape approaches
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the powder or rigid limit line shape ( see chapter 2). In general, the nitroxides
exhibit magnetic parameters which are solvent dependent [257].
The enhanced resolution of the HF 2EPR allowed a more accurable mea-
surement of the magnetic parameters of TEMPO in PS at very low tem-
perature. The use of a multifrequency approched gives a more even better
evaluation of these parameters.
Figure 6.7 shows the measured HF 2EPR line shape of TEMPO in PS
at 50 K. At all three operating frequencies, the line shapes are well fitted
by a single correlation time (SCT model, eq.6.5) and only two adjustable
parameters: the correlation time τSCT and the jump angle φ. Moreover, the
line shapes are well fitted with a single set of magnetic parameters reported
in Table 6.4 and with a jump angle φ = 60◦. The small discrepancy between
the simulation and the line shape at low magnetic field was already noted
in other studies [104]. However, as one can see from figure 6.7 the discrep-
ancies increase by increasing the frequency, i.e., the magnetic field, and are
observed for the larger deviation of the g principal values from ge, therefore,
the discrepancies can be tentatively ascribed to g-strain effects (see section
2.5 from chapter 2).
The value of the paramagnetic parameters of TEMPO in PS were found
at 50 K where they are not affected by any averaging process. This can be
understood also from figure 6.4, which very clearly demonstrate that below
50 K no change in ∆B is observed, i.e., the rigid regime is reached.
The magnetic parameters are determined by the turning points position
and by the outer hyperfine distance, ∆Bxz, respectively. Due to the large
widening of the HF 2EPR spectrum, one can have a more precise measure-
ment of the turning point position, consequently, a more precise values of the
magnetic parameters, i.e., ±3× 10−5 for g tensor and ±0.2 G for A tensor.
gx = 2.00994± 3× 10−5 Ax(mT ) = 0.62± 0.02
gy = 2.00628± 3× 10−5 Ay(mT ) = 0.70± 0.02
gz = 2.00212± 3× 10−5 Az(mT ) = 3.40± 0.02
Table 6.4: Magnetic parameters of TEMPO dissolved in PS.
At this low temperatures the reorientation rates of the spin probe is so
slow that the EPR line shape is only weakly affected by the rotational dy-
namics. As an example, figures 6.8 and 6.7 shows the change in the orien-
tational jump angle size . As one can see the quality of the fit is nearly the
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Figure 6.8: The line shape at 95 GHz (a) 190 GHz (b) and 285 GHz (c) of
TEMPO in PS at 50K. The superimposed dashed lines are best fits accord-
ing to the SCT model, eq.6.5, with τSCT = 85 ns (95 GHz), τSCT = 102 ns
(190 GHz) and τSCT = 127 ns (285GHz). Jump angle φ = 20
◦. Magnetic
parameters of TEMPO as in figure 6.7 The theoretical lineshape is convo-
luted by a Gaussian with width 0.15mT to account for the inhomogeneous
broadening.
same when the jump angle spans the range range 20◦ − 60◦.
Here, one must also carefully consider the correlation time τSCT values.
For jump angle φ = 60◦ the value of the correlation time is around 25 ns, and
decrease by increasing the frequency. For jump angle φ = 20◦ the correlation
time is much longer, about 100 ns, and is increasing with frequency. This
results can be understood with reference to figure 5.7 (see chapter 5). The
value of the field distance of the outermost extrema ∆B of the spin probe
TEMPO in PS at 50 K can be considered to be ∆B = ∆B∞. Figure 5.7
clearly shows that the correlation time value at which ∆B = ∆B∞ for large
angles is much smaller than the correlation time value for small jump angle.
Moreover, increasing the frequency, the value ∆B = ∆B∞ for large jump
angle, is reached for shorter correlation time, while for small jump angle,
6.2. STUDY OF THE FAST DYNAMICS AND THE DEEP STRUCTURE OF THE ENERGY LANDSCAPE
this value,i.e., ∆B = ∆B∞, is reached for longer correlation time.
6.2.5 High temperature reorientation regime.
The EPR spectrum of a radical depends not only on the magnetic interac-
tions of the unpaired electron spin, but also on the reorientational motion of
the probe molecule. The dependence is relatively simple (see chapter 5), when
the reorientation is sufficiently fast, or more specifically, when the magnetic
interactions are averaged, the EPR spectrum is a simple superposition of
Lorentzian lines whose widths can be related to the correlation time by Red-
field theory (see chapter 4). In the slow motional regime the EPR spectrum
depends in a much more complicated fashion on the combined influences of
molecular motion and magnetic interactions, consequently, providing a more
detailed picture of the molecular dynamics (see chapters 4 and 5). There-
fore, the study of the fast dynamics and the deep structure of the energy
landscape in PS was accomplished using the spin probe technique in the
temperature range in which the HF 2EPR line shape has the slow tumbling
regime pattern.
Figure 6.9 shows the HF 2EPR spectra at room temperature, (T ∼=
300 K. As one can see, even if is well below the glass transition temperature
of the host matrix the spin probe TEMPO is in a reorientation regime in
which the Zeeman and the hyperfine interaction are only partially averaged
(transition to the slow tumbling regime, see figs. 5.4 and 5.5) and a single
line is observed. Above this temperature the spectra can be related only to
the correlation time by Redfield theory.
By cooling the sample, the higher temperature for which the HF 2EPR
spectrum, is in the slow tumbling regime, is T = 270 K which means almost
100 K below the glass transition temperature of the PS. With the magnetic
parameter fixed at T = 50 K, we start to analyse the HF 2EPR line shape
at all three frequency used in this study.
As mentioned already (see chapter 5) the spin probe in the slow motion
regime is very sensitive to the motional models and to the environment.
At such low temperature, is sufficient to consider that the average trapping
time of the spin probe τ , before to overcome an energy barrier of height E
is governed by the Arrhenius law (see equation 6.1) therefore, a distribution
of barriers heights induces a distribution of trapping times.
In the beginning we consider that the width of energy barriers distribution
is vanishingly small. Consequently, a single correlation time SCT model is
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Figure 6.9: HF 2EPR spectra of TEMPO in PS at 95 GHz (a) 190 GHz
(b) and 285 GHz (c). The temperature T = 300 K .
found (see equation 6.5). Figure 6.10 shows the HF 2EPR line shapes at
95, 190 and 285 GHz of TEMPO in PS at T = 270 K in which the
single correlation time (SCT ) model is used. For this model there are only
two adjustable parameters τSCT and φ respectively. As one can see from
figure 6.10, at all three frequencies the results for different jump angles φ are
presented. In this way for a given jump angle φ the residual parameter τSCT
hase been adjusted. All the others parameters, six magnetic parameters and
one model parameter (jump angle φ) were fixed.
From figure 6.10 is apparent that the hypothesis of a vanishingly small
width of the energy barrier gives a poor agreement with the experiment,
especially in the X and Z (see fig. 5.4) directions. This is valid for all
frequencies and for all fixed jump angles.
Showing that the width of energy barrier distribution is not vanishingly
small, and guided by the results obtained in the reference materials (see
chapter 3), a Gaussian distribution of the energy barrier was assumed. For a
Gaussian shape of the energy barrier distribution, a log-Gauss distribution,
the LGD model, of the correlation time is obtained (see equation 6.2). Figure
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Figure 6.10: Best fits of the HF 2EPR lineshape at 95 GHz (left), 190 GHz
(center) and 285 GHz (right) of TEMPO in PS at 270 K according to
the SCT model, equation 6.5 and different jump angles φ. The magnetic
parameters are as in Table 6.4. The best fit parameters are as follows. Left:
φ = 5◦, τSCT = 2.76 ns; φ = 20
◦, τSCT = 3.40 ns; φ = 60
◦, τSCT = 5.0 ns;
φ = 90◦, τSCT = 4.16 ns. Center: φ = 5
◦, τSCT = 3.96 ns; φ = 20
◦,
τSCT = 4.16 ns; φ = 60
◦, τSCT = 4.62 ns; φ = 90
◦, τSCT = 3.16 ns. Right:
φ = 5◦, τSCT = 5.26 ns; φ = 20
◦, τSCT = 5.95 ns; φ = 60
◦, τSCT = 3.75 ns;
φ = 90◦, τSCT = 2.66 ns. The theoretical lineshape is convoluted by a
Gaussian with width 0.15mT to account for the inhomogeneous broadening.
6.11 shows the HF 2EPR line shapes at 95, 190 and 285 GHz of TEMPO
in PS at T = 270 K in which the log-Gauss distribution (LGD) model (see
equation 6.2) is used. For this model there are three adjustable parameters:
τLGD, the jump angle φ and the width of distribution σ. In figure 6.11, the
results at different jump angles φ are presented for all three frequencies. For
a given jump angle φ the two parameter, τLGD and σ have been adjusted. As
one can see from figure 6.11 the LGD model yields better agreement than
the SCT model, especially for large jump angles. However, closer inspection
reveals deviation in the wings of the HF 2EPR line shapes at both low and
high field for this large jump angles. The HF 2EPR absorption of these
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Figure 6.11: Best fits of the HF 2EPR lineshape at 95 GHz (left), 190 GHz
(center) and 285 GHz (right) of TEMPO in PS at 270 K according to
the LGD model, equation 6.2 and different jump angles φ. The magnetic
parameters are as in Table 6.4. The best fit value of the width was found to
be independent of the jump angles and set to σ = 1.0. The other best
fit parameters are as follows. Left: φ = 5◦, τLGD = 3.0 ns; φ = 20
◦,
τLGD = 3.0 ns; φ = 60
◦, τLGD = 4.0 ns; φ = 90
◦, τLGD = 3.5 ns. Center:
φ = 5◦, τLGD = 3.6 ns; φ = 20
◦, τLGD = 3.6 ns; φ = 60
◦, τLGD = 1.8 ns;
φ = 90◦, τLGD = 1.6 ns. Right: φ = 5
◦, τLGD = 4.0 ns; φ = 20
◦, τSCT =
4.0 ns; φ = 60◦, τLGD = 2.0 ns; φ = 90
◦, τLGD = 1.1 ns. The theoretical
lineshape is convoluted by a Gaussian with width 0.15mT to account for the
inhomogeneous broadening.
regions is mainly determined by spin probe molecules with their x molecular
axis (low field) and z axis (high field) parallel to the static magnetic field (see
chapter 5) so that the distance between them is the outermost extrema ∆Bzx.
As the magnetic parameters of the spin probe are precisely measured, and
due to the fact that the ∆Bzx is larger than the experimental one, figure 5.7
shows a clear signature of the overestimate of the jump angle size. The best-
fit value of the width parameters σ = 1 of the LGD distribution (see eq. 6.2)
corresponds to the width σE/k = 270 K of the energy barrier distribution of
TEMPO in PS. Ro¨ssler and co-workers found by NMR, σE/k = 276 K for
hexamethybenzene inPS in the temperature range roughly 150−300K [406].
Even if TEMPO and hexamethybenzene have similar size their shape is
6.2. STUDY OF THE FAST DYNAMICS AND THE DEEP STRUCTURE OF THE ENERGY LANDSCAPE
rather different, so it is quite reassuring to note that the rotational motion of
different small probes investigated by different techniques lead to comparable
results.
To improve the results an exponential distribution of the energy barrier
was considered (see equation 6.3). Also because an exponential shape of
the energy barrier would be in agreements with the results from extreme-
value statistics [248] and with the trap model by Bouchaud and co-workers
[249, 247] (see chapter 3). If an exponential energy barrier distribution is
choosed then a power distribution of the correlation time, PD model, is
obtained (see equation 6.4). Figure 6.12 compares the PD model (see eq. 6.4)
with the HF 2EPR line shapes at all three frequencies 95, 190 and 285 GHz
of TEMPO in PS at 270 K. The number of adjustable parameters are the
same with the number of adjustable parameters for the LGD model. For PD
model the three adjustable parameters are: τPD, x and jump angle φ. As
before, in order to reduce the number of adjustable parameters, the results
at different jump angle φ are presented and as for the LGD model, only
two adjustable parameters remains, i.e., τPD and x. As one can see from
figure 6.12 with the same number of the adjustable parameters of the LGD
model, the PD model gives a very good agreement with the experimental
data, especially for small jump angles.
Figures 6.10, 6.11 and 6.12 show the results obtained for the HF 2EPR
line shapes at 95, 190 and 285 GHz of TEMPO in PS at T = 270 K by
using three different models in order to describe the dynamical motion of
the spin probe. The most simple one is the SCT model, in which there is
only one adjustable parameter, τSCT . It clearly shows the poor agreement
with the experimental data for all different jump angle (see fig.6.10). This
result prove that at this temperature, the spin probe sense an energy barrier
distribution, so the processes are activated. Assuming Gaussian shape of the
energy barrier distribution that the spin probe sense , which is the shape
that one expects for the upper part of an landscape (see chapter 3) one more
adjustable parameter is introduced. However, the large disagreement is still
observed in the simulated spectra for all different jump angle (see fig.6.11).
By assuming that the spin probe experiences an exponential shape of the
energy barriers distribution, using the same number of adjustable parameters
like for the Gaussian shape, a clearly improved of the experimental data it
seen, especially for small jump angle (see fig.6.12). The same shape of the
energy barriers distribution one expected for the deep structure of an energy
landscape (see chapter 3).
150 CHAPTER 6. EXPERIMENTAL STUDIES
3.38 3.39 3.40 6.765 6.780 6.795 10.17 10.20 10.23
=5°
Exp 95 GHz
PD
 
=5°
Exp 190 GHz
PD
 
 
 
=5°
Exp 285 GHz
PD
 
 
 
 
=20°
 E
PR
 s
ig
na
l (
a.
u.
)
 
=20°
 
 
=20°
  
 
=60°
 
 
=60°
 
 
=60°
  
 
=90°
 B(T)
 
=90°
 B(T)
 
=90°
 
 B(T)
 
Figure 6.12: Best fits of the HF 2EPR lineshape at 95 GHz (left), 190 GHz
(center) and 285 GHz (right) of TEMPO in PS at 270 K according to
the PD model, equation 6.4 and different jump angles φ. The magnetic
parameters are as in Table 6.4. The other best fit parameters are as follows.
Left: φ = 5◦, x = 0.65, τPD = 0.55 ns; φ = 20
◦, x = 0.6, τPD = 0.5 ns;
φ = 60◦, x = 0.55, τPD = 0.85 ns; φ = 90
◦, x = 0.55, τPD = 0.85 ns.
Center: φ = 5◦, x = 0.6, τPD = 0.24 ns; φ = 20
◦, x = 0.575, τPD = 0.225 ns;
φ = 60◦, x = 0.6, τPD = 0.25 ns; φ = 90
◦, x = 0.63, τPD = 0.25 ns. Right:
φ = 5◦, x = 0.52, τPD = 0.13 ns; φ = 20
◦, x = 0.5, τPD = 0.13 ns; φ = 60
◦,
x = 0.5, τPD = 0.15 ns; φ = 90
◦, x = 0.55, τPD = 0.15 ns. The theoretical
lineshape is convoluted by a Gaussian with width 0.15mT to account for the
inhomogeneous broadening.
Choosing an exponential distribution of the energy barriers which is
equivalent to a PD model for the correlation time, as the one who describe
the dynamical of spin probe TEMPO in PS at 270 K the temperature
dependence of the HF 2EPR spectra is studied.
Figures 6.13 and 6.14 compares the PD model (see eq. 6.4) with the
HF 2EPR line shapes of spin probe TEMPO in PS at 240 K and 220 K
respectively. For all three frequencies the same jump angle φ = 20◦ was
used. This choice is due to the fact that at 270 K the best agreement it has
for small jump angles, φ = 20◦. In this way there are only two adjustable
parameters for all three frequencies, τPD and x, and as one can see from
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Figure 6.13: The HF 2EPR lineshape at T = 240 K and frequencies 95 GHz
(panel a ), 190 GHz (panel b ) and 285 GHz (panel c ) of TEMPO in PS.
The dash doted superimposed curves are numerical simulation by using the
PD model, equation 6.4, with x = 0.48, τPD = 0.6 ns (panel a ); x = 0.4,
τPD = 0.25 ns (panel b ); x = 0.34, τPD = 0.16 ns (panel c ). In all
three cases the best-fit value of the jump angle is φ = 20◦. The magnetic
parameters are as in Table 6.4. The theoretical lineshape is convoluted by a
Gaussian with width 0.15mT to account for the inhomogeneous broadening.
figures 6.13 and 6.14 a good agreement between the numerical simulation
and the experimental spectra is obtained.
So far, it was unambiguosly shown that in the temperature range between
270 and 220 K the rotational motion of the spin probe TEMPO in PS can
be very well described by an exponential distribution of the energy barriers
sensed by the spin probe. Moreover, it was shown that at temperatures much
below the glass transition temperature of the host matrix, PS T < Tg−97K,
the reorientation of the spin probe is accomplished by small jump angle. This
result was confirmed at three frequencies used by the numerical simulation
of the HF 2EPR spectrum, with only two adjustable parameters.
At lower temperatures the energy barriers become much higher and the
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Figure 6.14: The HF 2EPR lineshape at T = 220 K and frequencies 95 GHz
(panel a ), 190 GHz (panel b ) and 285 GHz (panel c ) of TEMPO in PS.
The dash doted superimposed curves are numerical simulation by using the
PD model, equation 6.4, with x = 0.44, τPD = 0.7 ns (panel a ); x = 0.35,
τPD = 0.28 ns (panel b ); x = 0.31, τPD = 0.2 ns (panel c ). In all three cases
the best-fit value of the jump angle is φ = 20◦. The magnetic parameters are
as in Table 6.4. The theoretical lineshape is convoluted by a Gaussian with
width 0.15mT to account for the inhomogeneous broadening.
fraction of the trapped molecules greated. The bimodal distribution, TPD
model, must be used in order to describe the rotational motion of the spin
probe (see subsections 6.2.7 and 6.2.2). Figure 6.15 shows the best-fit of
the HF 2EPR spectra at 200 K. Due to the increase of the weight, w, of
the fraction of trapped molecules, a numerical simulation of the HF 2EPR
spectrum by using a SCT model is also presented. As one can see from
figure 6.15 the TPD model is still the one that gives the best agreement
with the experimental data, but a good agreement it is obtained also for the
SCT model. For both models the jump angle is fixed at φ = 20◦ and the
remaining adjustable parameters are two for TPD model and only one for
SCT model.
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Figure 6.15: The HF 2EPR lineshape at T = 200 K and frequencies 95 GHz
(panel a ), 190 GHz (panel b ) and 285 GHz (panel c ) of TEMPO in PS.
The dash doted superimposed curves are numerical simulation by using the
PD model, equation 6.4, with x = 0.4, τPD = 2.5 ns (panel a ); x = 0.32,
τPD = 2.0 ns (panel b ); x = 0.28, τPD = 0.6 ns (panel c ). The dotted
lines are numerical simulations by using the SCT model, equation 6.5 with
τSCT = 17.0 ns (panel a ); τSCT = 20.3 ns (panel b ); τSCT = 21.2 ns
(panel c ). In all three cases the best-fit value of the jump angle is φ = 20◦.
Notice that PD model has only one more adjustable parameter with respect
to SCT one. The magnetic parameters are as in Table 6.4. The theoretical
lineshape is convoluted by a Gaussian with width 0.15mT to account for the
inhomogeneous broadening.
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6.2.6 Low temperature reorientation regime.
Looking at the results obtained for the reorientation motion of the spin probe
in PS at 200 K, one see that even if the there’s still a distribution of the
energy barriers, with the same shape of that observed at higher temperatures,
the ratio of the fraction of the trapped molecule is high enough that a good
enough agreement by using the SCT model is abtained also. By further
cooling, the ratio of the trapped molecule is increasing, so the reorientation
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Figure 6.16: The HF 2EPR line shape of TEMPO in PS at 180 K and
frequencies 95 GHz (panel a ), 190 GHz (panel b ) and 285 GHz (panel c
). The dotted superimposed lines are simulations by using the SCT model,
equation 6.5, with jump angle φ = 20◦ and τSCT = 25.4 ns (panel b );
τSCT = 29.7 ns (panel c ). The dashed superimposed line in ( panel a )
and ( panel b ) is a simulation using using the SCT model, equation 6.5,
with jump angle φ = 35◦ and τSCT = 29.8 ns (panel a ); τSCT = 26.2 ns
(panel b ). The magnetic parameters are as in Table 6.4. The theoretical
line shape is convoluted by a Gaussian with width 0.15mT to account for the
inhomogeneous broadening.
of TEMPO exhibits a single correlation time.
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Figure 6.16 shows the line shape at 95 GHz, 190 GHz and 285 GHz of
TEMPO in PS at T = 180 K. In fact, the line shapes at all three different
frequencies are well fitted by a single correlation time ( SCT model, equation
6.5, two adjustable parameters, τSCT , φ and a single set of magnetic param-
eters ). This means that at this temperature the spin probe doesn’t sens any
distribution of energy barriers, and there is no activated processes anymore.
This is interpreted by saying that at such low temperatures overcoming en-
ergy barriers is very difficult and entropic-like, alternative pathways become
competitive to cancel orientation correlations, i.e. the representative point
TEMPO orientation is confined in flat regions of the energy landscape sur-
rounded by high energy barriers. Further, due to the slow reorientation rates
the line shape is weakly sensitive to size of the jump angle φ whose best-fit
value is in the range 20◦ − 35◦.
Figure 6.17 shows the line shape at 95 GHz, 190 GHz and 285 GHz of
TEMPO in PS at T = 115 K. As one can see the spin probe continue
to remain antrapped, so that the SCT model still gives the best agreement
between the numerical simulation and the experimental HF 2EPR spectra.
In the figure is reported only the results obtained by using the a small jump
angle, analogous agreements are obtained for large jump angle. Due to the
much slow reorientation time, the uncertainty in the jump angle is in the
range 20◦ − 50◦.
Figures 6.17, 6.16 and 6.8 clearly shows that in the temperature range
between 50 K and 180 K the spin probe orientation is confined in flat region
of the energy landscape surrounded by high energy barriers, i.e., is trapped.
6.2.7 Crossover regime: T ∼= 200K
Two different dynamical regimes of TEMPO in PS were evidenced. At
lower temperature, between 50 K and 180 K reorientation of TEMPO
exhibits a single correlation time (see section 6.2.6 and 6.2.4) whereas at
higher temperature, between 200 K and 270 K, a distribution of correlation
time is found (see section 6.2.5).
To understand better the two different reorientation regimes of the spin
probe and the crossover region, first the low-temperature regime was ad-
dressed. It was found that the HF 2EPR spectrum at all three frequencies
(95, 190 and 285 GHz) were nicely fitted by the SCT model at 180K, 115K
(see figs. 6.16, 6.17), 147.5 K and 82.5 K (data not shown) with negligible
changes of the rotational rates τ−1SCT with respect to 50 K (see fig.6.7). This
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Figure 6.17: Best fits of the HF 2EPR line shape at 95 GHz (panel a ),
190 GHz (panel b ) and 285 GHz (panel c ) of TEMPO in PS at 115 K
according to the SCT model, equation 6.5 and different jump angles φ. The
magnetic parameters are as in Table 6.4. The best fit parameters are as
follows: panel a φ = 20◦, τSCT = 46.7 ns; φ = 60
◦, τSCT = 20.0 ns; panel b
φ = 20◦, τSCT = 49.3 ns; φ = 50
◦, τSCT = 23.0 ns; panel cφ = 20
◦, τSCT =
52.7 ns; φ = 50◦, τSCT = 20 ns. The theoretical line shape is convoluted by a
Gaussian with width 0.15mT to account for the inhomogeneous broadening.
outcome clarifies that in the temperature range between 50− 180 K the re-
orientation of the spin probe TEMPO in PS is not an activated process.
This was interpreted by the fact that at such low temperatures overcoming
energy barriers is very difficult and entropic-like, alternative pathways be-
come competitive to cancel orientation correlations, i.e. the representative
point TEMPO orientation is confined in flat regions of the energy landscape
surrounded by high energy barriers. In this respect, according to the discus-
sion leading to equation 6.8, TEMPO is trapped, i.e. w = 1, in equation 6.9.
Moreover, due to the fact that the HF 2EPR spectra are well fitted by the
SCT model at all temperature, arise that the spin probe doesn’t sense any
distribution of the energy barriers. This must be compared with the effec-
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tiveness of the PD model at high temperatures between 200 K and 270 K
pointing to ρT (τ) ∼= ρ(τ) = ρPD, i.e. to a large detrapping of TEMPO
(w ≈ 0).
The crossover region between the trapped and antrapped reorientation
regimes of TEMPO is around 200 K. Figure 6.15 shows the line shape at
95 190 and 285 GHz of TEMPO in PS at T = 200 K. Here, the best-fit
curve by using the SCT model deviates from the experiment. Better agree-
ment is provided by considering the truncated power distribution of correla-
tion times ρTPD (see eq.6.8 with ρ = ρPD, eq.6.4). That choice is guided by
the attempt to bridge the low temperature regime with the high temperature
one ( T ≥ 220K, see subsection 6.2.5 ) where TEMPO exhibits the power
distribution of correlation times. ρTPD(τ) is truncated for τ > τmax, τmax be-
ing the rotational correlation time of trapped TEMPO ( see subsection6.2.2
). It is expected to be weakly temperature-dependent. From this respect,
it is natural to identify τmax with τSCT at 180K, i.e. to assume that the
rotational dynamics of TEMPO at T ≤ 180K is a non-activated process
(as it is showed τSCT between 50K and 180K is found almost temperature-
independent, see figures 6.7,6.16 and 6.17). That constraint was kept for
all the temperatures T ≥ 200K. i.e. all the simulations in terms of ρTPD
set τmax at the best-fit values of τSCT at 180K with φ = 20
◦ which is the
best-fit value of the jump angle for both frequencies in that temperature
range. Due to this strategy, ρTPD(τ) has the same adjustable parameters of
ρPD(τ) eq.6.4 which, in turn, adds only one adjustable parameter to that
of the elementary SCT model, (see eq.6.5). Two relevant quantities of the
TPD distribution are the quantities w, equation6.9, and E which express the
fraction of trapped TEMPO molecules and the width of the energy-barrier
distribution, respectively. At 200K w95 GHz = 0.41, w190 GHz = 0.44 and
w285 GHz = 0.34. The complete temperature dependence of w and E it will
be presented in the next section.
6.2.8 The w and E temperature dependence.
At higher temperatures the agreement of the TPD model with the experi-
ment becomes more pronounced. In particular, on increasing the tempera-
ture, the fraction of trapped TEMPO molecules w decreases markedly (see
figure 6.18), making the differences between TPD and PD models, and equa-
tion 6.4, immaterial. In fact, this is confirmed by the results obtained in the
temperature range 220− 270 K showing clear evidence of power distribution
158 CHAPTER 6. EXPERIMENTAL STUDIES
50 75 100 125 150 175 200 225 250 275
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
 
 
 95 GHz
 190 GHz
 285 GHz
w
T(K)
Figure 6.18: Temperature dependence of the fraction of trapped TEMPO
molecules, equation 6.9.
of correlation times ρPD(τ) (see subsection 6.2.5).
From the results obtained for the rotational motion of spin probeTEMPO
in PS the width of the exponential distribution of barrier heights E can be
obtained. The width E is given by the expression
x =
kT
E
⇒ E = kT
x
(6.10)
Table 6.5 summarizes the best-fit results of the PD model (φ = 20◦) for all
three frequencies. As one can see from table 6.5 the width of barrier heights
distribution of TEMPO in PS is in the range 450 K ≤ E/k ≤ 714 K.
One may wonder if this range corresponds to correlation times which
are effectively accessible by HF 2EPR, since the longest correlation time
of TEMPO which may be measured is τmax ∼= 100 ns. To this aim, one
must estimate the maximum energy barriers which TEMPO may overcome
leading to appreciable motion narrowing effects in the line shape as
Emax ∼= kT ln(τmax/τPD) (6.11)
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95 GHz 190 GHz 285 GHz
T(K) E/k(K) T(K) E/k(K) T(K) E/k(K)
270 450± 27 270 470± 28 270 540± 32
240 500± 30 240 600± 36 240 705± 42
220 500± 30 220 628± 38 220 709± 42
200 500± 30 200 625± 38 200 714± 43
Table 6.5: The width of the exponential distribution of barrier heights E of
TEMPO in PS in the temperature range between 270− 200 K as provided
by the best fit of the HF 2EPR line shapes at 95, 190 and 285 GHz by using
the PD model with jump angle φ = 20◦.
On the other hand, from equation 6.3 one can see that the temperature
dependence of τPD gives an average energy barrier Emin+E. It is important
to estimate the minimum energy barriers which TEMPO may overcome
also to comparet with the value of E obtained from the best-fit of HF 2EPR
spectra. From equation 6.4 one has
τPD = τ0 exp
(
Emin
kT
)
(6.12)
Figure 6.19 (left) shows the Arrhenius plot of τPD vs 1000/T at all three
frequencies. From the linear fit of this data the Emin value is found. The
temperature dependence of E, Emax and Emin clearly shows that the width
of the exponential energy barrier distribution is accessible by the HF 2EPR
spectroscopy and is higher than the minimum energy barrier that HF 2EPR
can observe (see fig. 6.19 (right)). It can be noted also that E is temperature-
independent in the range 200− 240 K.
The results obtained so far were taken from the analysis of the nitroxide
spin probe HF 2EPR spectra dissolved in the host PS. The shape and the
width of the energy barriers distribution , g(E) is the one of the spin probe
TEMPO. The reason why the polymer PS was selected as host matrix is due
to the existence of extensive studies by different spectroscopic techniques in
the bulk state for this polymer. It is interesting to compare the shape and the
width of the energy-barrier distribution which is experienced by TEMPO,
g(E) with the results obtained for the bulk PS, gPS(E).
Distribution of the energy barriers of bulk PS was investigated by in-
ternal friction [219], Raman [198] and light scattering [238]. From all this
160 CHAPTER 6. EXPERIMENTAL STUDIES
-0.6
-0.4
-1.5
-1.4
-1.3
3.84 4.16 4.48
-2.0
-1.8
-1.6
500
1000
1500
500
1000
1500
200 225 250 275
500
1000
1500
190 GHz
 
 
a     -2.17364
E
min
  0.39951 kln
[ 
PD
 (n
s)
 ]
95 GHz
 
 
 
 
ln(
PD
) = a + (E
min
* X)/k
a      -2.45399 
E
min
  0.25863 k
285 GHz
 
 1000/T (K-1)
 
a     -3.93586
E
min
  0.50946 k
(a)
 
 
 
 
(b)
 E
 (K
)
 
 
(c)
  
 T(K)
Figure 6.19: Left: The Arrhenius plot of τPD vs 1000/T at all three frequen-
cies 95, 190 and 285GHz in the temperature range between 270−220K. The
values of the Emin obtained for all three frequencies are: E
95
min = 258.63 K,
E190min = 399.51 K and E
285
min = 509.43 K. Right: Temperature dependence of
the width E (triangles) of the exponential energy-barrier distribution, equa-
tion 6.3, the width Emax (squares) of the maximum energy barriers, equation
6.11 and width Emin (circus) of the minimum energy barriers, equation 6.12
, as detected by the HF 2EPR at 95 GHz (panel a ), 190 GHz (panel b )
and 285 GHz (panel c ).
studies an exponential distribution of the energy barriers heights was found
which is the same of the shape energy barriers distribution of the spin probe
TEMPO. Furthermore, using the master curve method, the studies convert
the mechanical [219] and the optical susceptibilities [198, 238] to estimate
the width of gPS(E) (see chapter 3). The width of the energy barriers distri-
bution values found for PS are EIF/k = 760±40K , ERaman/k = 530±60K
and ELS/k = 530± 40K, respectively. By comparison, it was observed that
the distribution of energy barriers g(E) probed by TEMPO has not only the
same shape of that of PS, but it exhibits also comparable width (see table
6.5). In particular, the constant value of E for TEMPO at low temperatures
is consistent with the conclusion that the latter probes the barrier-height
distribution of glassy PS which is temperature-independent [237, 38]. The
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apparent decrease of E at the highest temperature is, most probably, not due
to PS which is still well below Tg but to faster reorientation of TEMPO
leading to a decoupling from PS dynamics.
It was noted that both the shape and the width of gPS(E) shows within
errors weak frequency-dependence in the wide range covered by the slow me-
chanic measurements carried out between 1Hz−87KHz and the fast Raman
and light scattering measurements data ( ∼ 3 − 300GHz ) [239]. However,
the HF 2EPR measurements at 95, 180 and 285 GHz show a weak frequency
dependence of the energy barrier width (see table 6.5). This weak frequency
dependence of the width can be understood by looking at the energy barriers
distribution that each frequency can explore. As one can see from figure 6.19
each frequency can explore a different range of the energy distribution. The
EPR experiment carried out at 95 GHz can explore energy barriers between
251 − 1150 K, the EPR experiment carried out at 190 GHz can explore
energy barriers between 400− 1400 K and the EPR experiment carried out
at 285 GHz can explore energy barriers between 505− 1500 K, respectively.
This different range of the energy barrier distribution explored by different
frequency explains the smooth frequency dependence of the energy barrier
distribution width observed in the HF 2EPR measurements.
As in all molecular probe techniques, it is appropriate to investigate the
effect of the size and shape of the probe on the shape of the energy barrier
distribution. By using a very small, spherical, stiff spin probe (see figure 6.1)
such as TEMPO, one is supposed to have a very good spatial resolution
not disturbing much the environment. On the other hand with, for instance,
Andro or Nona, in the temperature range of interest, the EPR spectra
will be probably in the rigid limit. But even in the case of slow tumbling
regime, using large spin probes one is any way expected to obtain different
information from the line shape analysis, due to their possible influence on
the environment. This does not imply that the energy landscape is changed
with respect to that of TEMPO but that it is merely averaged.
6.2.9 Characteristic times of TEMPO in PS.
Figure 6.20 shows the overall temperature dependence of the characteristic
times describing the reorientation of TEMPO according to the SCT ( see
eq.6.5, τSCT ) , PD (eq.6.4, τPD ) and TPD ( eq.6.8 with ρ = ρPD, τPD
and τmax) models. On heating, after a flat region between 50− 180 K where
TEMPO exhibits a single correlation time τSCT , between 180 − 220 K a
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second component of the distribution of correlation times arises, being de-
scribed by a truncated power distribution of correlation times whose shortest
timescale τPD drops of a factor of about 80. The increase of the rotational
mobility parallels the strong decrease of the fraction of trapped TEMPO
molecules w, figure 6.18. The changes of the bimodal distribution of corre-
lation times by decreasing w is pictured in figure 6.6.
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Figure 6.20: Temperature dependence of the characteristic times of the SCT ,
PD and TPD distributions at 95 GHz (panel a ), 190 GHz (panel b ),
285 GHz (panel c ). The error bars in the temperature range between 50−
180 K account for the uncertainty on the best fit value of the jump angle
which in in the range 20◦ ≤ φ ≤ 60◦. Dotted lines are guides for the eye.
Interestingly, similar effects on guest molecules were reported. NMR
showed that toluene ( similar in shape to TEMPO, see fig.6.1 ) in glassy
PS exhibits both frozen and mobile components, the latter arising at about
170−180 K ( after corrections for the PS plasticization due to the not small
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toluene concentration ) [224, 407]. Moreover, it was noted by EPR that
oriented spin probes in PS lose their alignment above ∼= 200K [413].
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T > 180 K
Figure 6.21: The exploration of the orientation energy landscape by
TEMPO. T ≤ 180 K: all molecules are trapped ( w = 1). Orientational
correlations are lost via non-activated entropic-like pathways. T > 180 K:
a fraction of the molecules equal to 1−w rotate by activated jumps over the
exponentially-distributed energy barriers.
We interpret the increased rotational mobility of TEMPO above 180 K
as a signature of the onset of the fast dynamics of PS which, according
to neutron scattering studies is located at Tf = 175 ± 25 K (see chapter
3). In fact, our results suggest the following scenario ( see fig.6.21): below
180 K TEMPO molecules are unable to hop over barriers. The orientation
correlations are lost by non-activated entropic-like processes with negligible
distribution of the characteristic timescales. Above that temperature the
onset of fast PS dynamics, which is well coupled to the rotational timescales
of TEMPO, facilitate the crossover of the barriers which is successfully
accomplished by a fraction (1 − w) of TEMPO molecules. Jumping over
the barriers allows TEMPO to probe the exponential distribution of PS
barrier-heights. As a consequence, a distribution of correlation times arises.
The onset of fast dynamics has been ascribed to the change of the libra-
tional dynamics of the side-chain phenyl ring (see section 3.3.4, chapter 3).
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In fact, according to NMR the flip motion of the ring becomes frozen at
about 190 K [224]. Thus, it is tempting to conclude that the detrapping of
TEMPO above 180 K is due to the onset of some motion of the phenyl ring
which is expectedly well coupled to TEMPO due to the similar shape ( see
figs.6.1). However, the role of carbon-carbon torsional barriers to drive the
fast dynamics of glass-forming polymers was also pointed out [189].
6.2.10 Analytically approach of theHF 2EPR line shape
of molecular guests TEMPO in glassy PS.
The advantages of studying slow motions at high EPR fields are offset some-
what by the increased computational challenge of carrying out a rigorous
analysis. In particular, the increased spectral resolution, as well as the larger
magnitude of the orientational-dependent of the spin Hamiltonian at the high
field spectra, requires correspondingly larger basis sets in the eigenfunction
expansion of the stochastic Liouville equation needed to calculate the EPR
spectrum (see chapter 4) [259]. Powerful and efficient computational meth-
ods were required for generating accurate spectral simulation of the entire
line shape in the model sensitive region (see chapter 4) [259, 414].
A much more easy way to deal with the slow reorientation regime pattern
of an EPR spectra is given by the analytical approach. In the small-angle
assumption a system with spin S = 1/2 is well described by Baram model
[332]. Kivelson and Lee [415] has extended the Baram model for a system
with hyperfine and Zeeman axial symmetry interactions (see chapter 2). For
a nitroxide, in the first approximation, the hyperfine interaction, can be con-
sidered to have axial symmetry (see table 6.4). The Zeeman interaction, even
if one approximate with an axial symmetry system, is possible only at low
field, at high magnetic fields this is not anymore accurately. In chapter 5 a
Baram-Kivelson generalize model in which the anisotropic Zeeman and hy-
perfine interactions are considered was described. The transverse relaxation
time T2i (see eq. 5.55) and the shift ωi (see eq. 5.56), i = x, y, z, of a spin
probe nitroxide which reorientate by small jump angle is recovered from the
Schro¨dinger equation of the harmonic oscillator.
As one can se from section 6.2 the reorientation motion of molecular
guests TEMPO in glassy PS occurs by small jumps angle therefore the
change of the HF 2EPR line shape are mostly due to the line shift instead
of the broadening (see setion 6.2.1). In the following the analytical approach
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to describe the reorientation motion of molecular guests TEMPO in glassy
PS will be used.
Before to study the spin probe TEMPO in PS a checking up on the
numerical simulation results of equations 5.56 was maked. The distances
∆Bzx and ∆Bzy (see section 5.1.4 for definition) are obtained from numerical
simulation of spectra, using the SCT model (see eq.6.5), with the magnetic
parameters founded for TEMPO in glassy PS, the jump angle φ = 20◦, and
for different correlation times between 2.63 ns ≤ τSCT ≤ 200 ns.
Equations 5.56 can be rewrited in a more convenient form by noting that
D =
1
6τc
(6.13)
where τc is the correlation time, for SCT model τc ≡ τSCT and considering
D⊥ = D‖. Thus it is obtained
ωx = (βeBgx +MAx) +
√
F0 x
2
√
6τSCT
{√
(3 + ηx) +
√
2ηx
}
(6.14)
ωy = (βeBgy +MAy) +
√
F0 y
2
√
6τSCT
{√
(3− ηy)−
√
2ηy
}
(6.15)
ωz = (βeBgz +MAz)−
√
F0 z
2
√
6τSCT
{√
(3− ηz) +
√
(3 + ηz)
}
(6.16)
The theoretical value of the ∆Bzx is obtained direct from equations 6.16
and 6.15, and is given by the difference (ωz −ωx). The same also from ∆Bzy
which is given by the difference (ωz − ωy) (see equations 6.16 and 6.16).
Figure 6.22 shows the comparison between the ∆Bzx and ∆Bzy obtained
from the numerical simulation, i.e., Kivelson model with g and A anisotropic
tensors, and the theoretical results obtained from equations 6.16, 6.16 and
6.15, i.e. Baram-Kiveson generalized model. The τSCT used in equations
6.16, 6.16 and 6.15 to obtain ∆Bzx and ∆Bzy values are the same with the
one used in the simulation.
For a better comparison all results was normalized at the value of ∆B285GHz
founded for τSCT = 200 ns. As one can see from figure 6.22 there is a good
agreement between ∆B obtained from numerical simulation and ∆B ob-
tained analytically. Further, the τ−1/2 dependence of ∆B founded by Kivel-
son and Lee (see cheaper 4) for an axially symmetric system is certified by
the good agreement with the equations 6.16, 6.16 and 6.15.
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Figure 6.22: The correlation time dependence of the ∆B for three fre-
quencies 95GHz-square, 190GHz-triangle and 285GHz-circle using a jump
angle φ = 20◦. Left: ∆B = ∆Bjzx = (µBgzB − Az) − µBgxB with
j = 95, 190, 285GHz. Right: ∆B = ∆Bkzy = (µBgzB − Az)− (µBgyB + Ay)
with k = 190, 285GHz and ∆B = ∆B95zy = (µBgzB − Az) − (µBgyB − Ay).
The values of ∆B for 95GHz and 190GHz was vertical translated by a
constant in such a way that all three frequency has the same value of
∆B at correlation time τ = 197.4ns. The translated constant are: for
95GHz,∆Bzy is 13.648mT ; ∆Bzx is 25.91mT and for 190GHz, ∆Bzy is
6.883mT ; ∆Bzx is 13.077mT . The dot lines are the results obtained with
the ”Baram−Kiveson generalized model” ( equations 6.16, 6.16 and 6.15),
using the same correlation times as those used for simulation. For this the
vertical constant translated was: for 95GHz, ∆Bzy is 18.579mT , ∆Bzx is
26.813mT ; for 190GHz, ∆Bzy is 13.249mT , ∆Bzx is 13.783mT ; for 285GHz,
∆Bzy is 7.079mT , ∆Bzx is 0.633mT .
In the following, due to the good agreement between the numerical simula-
tion and the analytical results of the ∆B showed in figure 6.22, the equations
6.16, 6.16 and 6.15 will be used in order to describe the temperature depen-
dence of the turning points shifts of reorientation molecular guests TEMPO
in glassy PS.
In order to analysis the temperature dependence of the HF 2EPR reori-
entation spin probe TEMPO shifts, the quantity δB is defined. As one can
see from figure 6.4 for all temperature below 50 K, ∆B is constant and has
the maximum value. δB represents the effectively shift of the the turning
point in the interesting temperature range with respect to the maximum po-
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sition, and is given by the difference between ∆B50 K and the value of ∆B
at temperature higher than 50 K.
For the distances of interest δBzx given by ∆Bzx(50 K) −∆Bzx(T ) and
δBzy given by ∆Bzy(50K)−∆Bzy(T ). The ∆Bzx(50K) and ∆Bzy(50K) are
the distance at 50K while ∆Bzx(T ) and ∆Bzy(T ) are the distance at different
temperature 50 < T ≤ 270 K. For the analytical calculation the maximum
value of ∆B = ∆B∞ was selected for a correlation time τ∞ = 200 ns above
which was considered that the ∆B∞ remains constant. From ∆B∞ it has
been subtracted ∆B measured from a simulated spectra with τ < τ∞. The
simulated spectra is obtained with the same correlation time for which it is
obtained the best fit data of ∆B of the HF 2EPR spectra.
Figure 6.23 shows the temperature dependence of the δBzx (on the left
site) and δBzy (on the right site) at all three frequencies used in the study of
the rotational motion of TEMPO in glassy PS. One can distinguish two dif-
ferent regime, one between 82.5 K and 200 K and another one above 200 K.
As shown in section 6.2.6 in the temperature range between 50−180 K a sin-
gle correlation time, SCT model (see eq.6.5) depict the reorientation motion
of the spin probe TEMPO in glassy PS. Thus, the value of the τSCT used in
equations 6.16, 6.16 and 6.15 in order to obtain the value of the shifts δBzx
and δBzy, was the same with that obtained for the best fit of the HF
2EPR
spectrum with the SCT model. At 200 K the values of the best fit with
the SCT model was used also. For higher temperatures, the values of τSCT
was obtained in a similar way, which means , a SCT model simulation of
the HF 2EPR spectrum was accomplished. The value of the τSCT was choice
from the best fit of the turning points position.
As one can see from figure 6.23, even if the correlation time used to
calculate the shifts δBzx and δBzy was obtained with the same criterion,
i.e., the best fit of the turning points position of the HF 2EPR spectrum
by using the SCT model, only at lower temperatures a good agreement is
obtain . Above 200 K a deviation of the analytical values is observed.
Here one must recall the result for the reorientation motion of TEMPO
in glassy PS (see sections 6.2.5 and 6.2.6). A crossover region at (T ≈ 200K)
(see section 6.2.7) between two different reorientation motion regime of the
spin probe was founded. Below 200 K a SCT model describe the spin probe
reorientation, above 200K a distribution of the correlation time was founded.
At about the same crossover temperature, T ≈ 200 K, a deviation of the
analytically δB from the experimental data is observed. Therefore, in order
to calculate the δB, one needs to use a distribution of the correlation time
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instead of a single correlation time, i.e., SCT model, in equation 6.16, 6.16
and 6.15.
Inspired from the result already obtained, a truncated power distribution
of correlation times, TPD model (see eq.6.8) is used. In this way equations
6.16, 6.16 and 6.15 becomes
ωx = (βeBgx +MAx) +
√
F0 x
2
√
6
{√
(3 + ηx) +
√
2ηx
}〈
τ−1/2
〉
TPD
(6.17)
ωy = (βeBgy +MAy) +
√
F0 y
2
√
6
{√
(3− ηy)−
√
2ηy
}〈
τ−1/2
〉
TPD
(6.18)
ωz = (βeBgz +MAz)−
√
F0 z
2
√
6
{√
(3− ηz) +
√
(3 + ηz)
}〈
τ−1/2
〉
TPD
(6.19)
where
〈
τ−1/2
〉
TPD
is the average over the TPD distribution and is given
by
〈
τ−1/2
〉
TPD
=
∫ τmax
τPD
xτxPDτ
−(x+1.5)dτ +
w
τ 0.5max
(6.20)
where w is given by equation 6.9 in which ρ(τ) = ρPD(τ). In equation 6.20
the values of τmax was the same with that used in the numerical simulation
analysis (see section 6.2.5).
Figure 6.23 shows the value of δBzx and δBzy obtained for the equations
6.18, 6.19 and 6.19 (see the checked sing in figure 6.23). As one can see from
figure 6.23, at high temperatures a good agreement with the experimental
values of δBzx and δBzy is obtained for all three frequencies, confirmed the
result obtained with the numerical simulation of the HF 2EPR spectra, i.e.,
for temperature above 200 K the spin probe sense a distribution of the cor-
relation time.
To summarize, in figure 6.23 the temperature dependence of δBzx and
δBzy experimental shifts of the reorientation spin probe TEMPO in glassy
PS are showed. A Baram-Kivelson generalized model (see chapter 5) is used
in order to obtain the analytically values of δBzx and δBzy. By using a SCT
model assumption (see equations 6.16, 6.16 and 6.15 ), a good agreement
with the experimental was obtained at temperature below 200 K. At higher
temperatures, the correlation time distribution assumption was necessary
(see equations 6.18, 6.19 and 6.19) in order to obtain a good agreement with
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the experimental data. The analytically approach confirmed the numerical
simulation study of the reorientation spin probe TEMPO in PS.
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Figure 6.23: Experimental temperature dependence of the shift δB (τ∞ =
200ns) for three frequencies 95GHz-full square, 190GHz-full triangle and
285GHz-full circle. Turning point (µBgzB−Az)−µBgxB on the left site and
(µBgzB−Az)−(µBgyB+Ay) for 190, 285GHz; µBgzB−Az)−(µBgyB−Ay)
for 95GHz on the right site. Empty sign for SCT model using for
285GHz the correlation times τSCT = 8.5, 13, 19.79, 25.91, 33, 58, 88, 126 ns;
for 190GHz τSCT = 9, 14, 22, 28.5, 33, 57, 87, 125 ns; for 95GHz τSCT =
9.25, 15, 23, 30, 36, 55, 85, 123ns. Cheket sign for TPD model using for
285GHz the correlation times τTPD = 5.5, 7.64, 11.89, 15.29ns, w =
0.43, 0.629, 0.752, 0.83, x = 0.5, 0.34, 0.31, 0.28 and τmax = 29.7353ns;
for 190GHz τTPD = 5.5, 8.5, 15, 23ns, w = 0.37, 0.60, 0.78, 0.91,
x = 0.575, 0.4, 0.35, 0.32 and τmax = 30.25ns; for 95GHz τTPD =
5.5, 9.5, 17.89, 25ns, w = 0.35, 0.56, 0.78, 0.91, x = 0.6, 0.48, 0.44, 0.4 and
τmax = 31.34ns.
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6.3 HF 2EPR studies of the crossover region
in small molecules glass-formers and poly-
mers.
In section 6.2, a multifrequency HF 2EPR spin probe technique was used to
study the reorientation of a molecular guest, TEMPO, in a glassy polymer,
PS, at very low temperature T < Tg − 100 K. Two different methods was
used in order to analyse the reorientation motion of the spin probe: i) the
numerical simulation of the entire HF 2EPR line shape, ii) the shifts of
the turning points of the HF 2EPR spectrum. By both methods the same
description of the reorientation motion of the spin probe was found (see
section 6.2). Moreover, by comparison the results obtained from the bulk PS
studies, one observe an excellent agreement with the results obtained from
the HF 2EPR spin probe technique in PS matrix. Therefore, by measuring
a simple distance on the HF 2EPR spectrum of a spin probe, one can obtain
information about the host matrix.
By using the great sensibility of the HF 2EPR spectroscopy, the glass-
former (OTP) and the polymeric (PB) systems at high temperature T > Tg
will be analyse in the following, by studying the turning points shift. In
order to analyse the shifts of the HF 2EPR line shape, a slow tumbling
pattern of the spectra one must obtain (for more detailed see section 6.4).
For glassy PS at very low temperature, for the slow tumbling regime, the
small nitroxide free radical spin probe TEMPO was needed (see section 6.2).
In the temperature range of interest for the OTP (for chemical structure see
figure 3.4) study, two different free radicals spin probes Andro and Nona
was used (for chemical structure see figure 6.1). For the PB (for chemical
structure see figure 3.2) study at high temperature, T > Tg, the spin probe
TEMPO was needed in order to obtain the slow tumbling pattern of the
HF 2EPR spectra. The concentration of the spin probes and the samples
preparation are described in section 6.1.
In order to study the HF 2EPR turning points shift, a quantity ∆B, i.e.,
a distance between of the interesting two turning points, must be defined.
In the case of the spin probe TEMPO in PS two of such a ∆B distance
was defined, ∆Bzx and ∆Bzy (see section 5.1.4). As one can see from section
6.2.10 the same results of the reorientation spin probe was obtained from
both distances. However, closer inspection reveals different frequency depen-
dence between ∆Bzx and ∆Bzy (see section 6.2.1). The outermost hyperfine
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distance ∆Bzx shows a very strong frequency dependence, while ∆Bzy has a
much more less one (see table 6.3). Du to the strong frequency dependence
of the ∆Bzx, in the reorientation study of spin probes in OTP and PB, only
∆Bzy has been analysis. Henceforth, to emphasize this choice, ∆Bzy will be
denoted as ∆B.
6.3.1 HF 2EPR studies in OTP
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Figure 6.24: Defined ∆B for 95 GHz and 285 GHz. The experimental
spectra are for 95 GHz at T = 281.2 K, and for 285 GHz at T = 276.3 K.
Figure 6.24 show the experimental HF 2EPR spectra of the spin probe
Andro in glass-former OTP at 281.2 K for 95 GHz and at 276.3 K for
285 GHz, respectively. As one can see, the distances ∆B is also indicated on
the figure 6.24. The choice of the turning points which define the quantity
∆B, at all three frequencies, was guided by the same criterion used also
for the spin probe TEMPO in glassy PS (see section 5.1.4). As one can
see from figure 6.24 for 95 GHz, ∆Bzy ≡ ∆B95 is given by the difference
between the turning point (µBgzB) and (µBgyB−Ay). For 285 GHz, ∆B285
is given by the difference between (µBgzB) and (µBgyB+Ay). The distance
∆B190 is given by the difference between the same turning points like those
for 285 GHz.
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Figure 6.25: HF 2EPR spectra of spin probe Andro in OTP at 285 GHz.
Figure 6.25 shows the temperature dependent spectra of the nitroxide
spin probe Andro in glass former OTP at 285 GHz.. In the temperature
range between 224 K and 307.3 K, the EPR spectrum change from a nearly
rigid limit regime to a transition to slow motion regime pattern (see panel b
and d in fig.5.2). At low temperature (at 224 K) the EPR line shape has
the nearly rigid limit pattern. By heating the sample, the EPR line shape is
changing, i.e., the outermost lines, the z and x direction moves towards to the
y direction (see figure 5.6). This is the so called slow motion regime, in which
the Zeeman and hyperfine interaction are averaged, by further heating the
averaging process become more and more pronounced, leading to a collapse
of the EPR line shape. However, at around 298.2 K, this collapse of the
EPR line shape it seems that in some way to cease. In the temperature
range between 298.2 K and 304.5 K there is no change in the line shape.
Since the turning points position are shifted due to the averaging process
of the Zeeman and hyperfine interaction, in this temperature range it seems
that the averaging process comes to a halt. At around 305 K the collapse
process restart and in the range of 2 K a large change in the EPR line shape
position is observed.
Figure 6.26 shows the experimental HF 2EPR spectra of spin probe
Andro in OTP at 285 GHz in the temperature range between 292.1 K
and 307.3 K. Here one must note the unusual temperature dependence of
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Figure 6.26: HF 2EPR spectra of the spin probe Andro in OTP at 285 GHz
in the temperature range between 292.1 K and 307.3 K.
the HF 2EPR line shape. From 292.1 K to 297.8 K, in only 5.7 K temper-
ature range, an appreciable change of the line shape is observed leading to a
narrowing of the overall width. On further heating, the line shapes seem to
”freeze”. In fact by heating with 6.7 K, there is no further changes in the
line shapes and in the temperature range between 297.8 K and 304.5 K the
spectra are perfectly overlapping. By heating 2.8 K above 304.5 K, a large
change of the line shape is observed which leads to a further narrowing of
the line shape and a broadening of the peaks of the structure.
It must be noted that between 304.5K and 297.8K the neatOTP viscos-
ity is changed by a factor three [416, 417] while the line shape is unchanged.
This puts in evidence that the spin probe dynamics is too slow to be detected
by the EPR experiment. Moreover, since in the range 297.8 − 304.5 K it
is impossible to detect the orientational dynamics, the latter cannot be ob-
served at lower temperatures.
Figure 6.27 shows the temperature dependence of the distance ∆B of
Andro in OTP (see fig.6.24 for the definition) at the frequencies 95, 190
and 285 GHz. For a better comparison the data from 95 and 190 GHz has
been translated on vertical with the constants of about 11.4 mT for 95 GHz
and 5.5 mT for 190 GHz, respectively.
As one can see from figure 6.27, several different temperature range can
6.3. HF 2EPR STUDIES OF THE CROSSOVER REGION IN SMALL MOLECULES GLASS-FORMERS
215 235 255 275 295
16
17
18
19
20
Tc
  B
285
 B
190
 B
95
 
 
 T(K)
B
 (m
T)
Figure 6.27: Temperature dependence of the quantity ∆B at 95, 190 and
285 GHz of Andro in OTP (see fig.6.24 for the definition).The data from
95 and 190 GHz are arbitrarily vertically shifted for the sake of clarity. For
95 GHz with 11.4 mT and from 190 GHz with 5.5 mT .
be distinguished in the analysis of the quantity ∆B. Starting from lower
temperature, a first temperature range is the one between 215 − 280 K. In
this temperature range, a linear dependence of ∆B can be observed. Even
if the glass transition temperature of the OTP is found in this temperature
range (Tg = 243 K), no signature of a such transition of the host matrix is
observed in the reorientation of the guest spin probe.
Due to the HF 2EPR multifrequency technique, besides temperature de-
pendence of the reorientation of the spin probe Andro in the glass-former
OTP, a frequency reorientation analysis of the quantity ∆B one can observe
too. For this first temperature range (between 215 − 280 K), no frequency
dependence can be observed. Moreover, all three frequency has the same
linear temperature dependence of the quantity ∆B.
As one can see from figure 6.27 a second temperature range for the re-
orientation motion of the spin probe can be considered as the one between
280 K and 297.5 K. For temperatures higher then 280 K, a change in the re-
orientation process of the spin probe occurs and consequently, a deviation of
the quantity ∆B from the low temperature dependence can be observed. At
297.5 K a steep change in the temperature dependence in the reorientation of
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Figure 6.28: Square temperature dependence of the distance (∆B − h)2
at 285 GHz (circles), 190 (triangles) and 95 GHz (squares) of Andro in
OTP. Left: the rescaling frequency square dependence. Right: the lin-
ear fit with (∆B − h)2 = a + b(Tc − T ); a95 = −0.41 ± 0.01mT 2, b95 =
0.125± 0.003mT 2K−1; a190 = 0.02± 0.02mT 2, b190 = 0.124± 0.004mT 2K−1;
a285 = 0.49± 0.02mT 2, b285 = 0.121± 0.003mT 2K−1.
the spin probe Andro in glass-former OTP is observed. This temperature
will be denoted as the critical temperature (Tc) and has the same value for
all three frequencies, 95 190 and 285 GHz, Tc = 297.5± 3 K.
In order to determine the temperature dependence of the reorientation
of the spin probe Andro in OTP, the following procedure has been done.
By noted with h the value of the ∆B at Tc, i.e., h = ∆BTc , a rescaling
(∆B−h)2 in function of the Tc−T for the temperature range 280−297.5 K
has been done. Figure 6.28 shows the rescaled curve (∆B − h)2 vs Tc − T
property of the reorientation spin probe Andro in glass-former OTP in the
temperature range Tc − 17.3K < T < Tc. As one can see from figure 6.28
(left) a very good rescaling for all three frequency is obtained. For the sake
of clarity, the data of the fit are vertically arbitrarily shifted in figure 6.28
(right). As one can see very satisfactorily fit of the experimental data can be
obtained with an equation of the form (∆B − h)2 = ai + bi(Tc − T ), where
i = 95, 190 285 GHz (see figure 6.28 (right)). For all three frequency the fit
parameter b has the same constant value, bi = 0.123± 0.002mT 2K−1.
For temperatures higher than Tc, a third reorientation regime of the spin
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Figure 6.29: The frequency independence of ∆B at 95, 190 and 285 GHz
of Andro in OTP (see fig.6.24 for the definition).Insertion: the frequency
dependence of ∆B at 95, 190 and 285 GHz of Andro in OTP.
probe Andro dissolved in OTP can be identified. As one can see from figure
6.27, this reorientation regime can be characterised by a constant value of
∆B, i.e., a plateau value, which for further heating start to drop down.
So far, at temperatures T < Tc, a frequency independence of the reori-
entation process of the spin probe Andro in OTP has been observed. At
all three frequencies, the quantity ∆B shows the same linear temperature
dependence at low temperature, i.e., T < 280 K, and the same square de-
pendence in the temperature range 280 < T < Tc (see figures 6.27 and 6.28).
Therefore, an overlap of ∆B temperature dependence at all frequencies one
must obtain. Figure 6.29 shows the frequency independence of ∆B, at least
for T < Tc. Closer inspection reveals a frequency dependence of the reori-
entation process of the spin probe at temperatures T > Tc (see insertion in
figure 6.29).
At temperatures T > Tc, for all three frequencies, the reorientation pro-
cess of the spin probe is characterized by a plateau value of ∆B (see figure
6.27 and insertion in figure 6.29). The temperature at which ∆B start to
drop down from the plateau value, is frequency dependence (see insertion
in figure 6.29). From figure 6.27 one can obtain at 95 GHz, a ∆B plateau
length of approximately 3 K while for 285 GHz, ∆B length plateau has of
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about 7 K.
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Figure 6.30: Temperature dependence of the quantity ∆B (see fig.6.24 for
the definition) at 285 GHz of Andro and Nona (for chemical structure see
fig. 6.1) in glass-former OTP.
6.3.2 HF 2EPR studies in PB
In order to reproduce the results obtained in the study of the glass-former
OTP by using the spin probeAndro a second spin probeNona is used. Due
to the frequency dependence of the length of ∆B plateau, i.e., the possibility
to determine the critical temperature, only the 285 GHz frequency is used.
Figure 6.30 shows the temperature dependence of the quantity ∆B of both
spin probes Andro and Nona in OTP at 285 GHz. As one can see from
figure 6.30, even if the Andro and the Nona has different shapes and size
(for the chemical structure see figure 6.1) the temperature dependence of
∆B, for temperature T < Tc, has the same slope. The critical temperature
Tc at which the steep temperature change occurs in the reorientation of the
spin probes has the same value, Tc = 297.5 ± 3 K. However, for T > Tc
differences in the temperature dependence of ∆B is observed. Due to the
size and shape differences (see fig. 6.1) the temperature at which the value of
∆B drop down from the plateau value is different from the two spin probe.
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The Andro ∆B plateau value, drop down after 7 K while for Nona after
only approximatively 2.5 K.
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Figure 6.31: Temperature dependence of the quantity ∆B at 285 GHz of
TEMPO in PB(see fig.6.24 for the definition).
The study of the critical temperature it is also investigated in the poly-
meric systems [403, 404]. The polymeric system used to study the reorien-
tation process of a spin probe was polybutadiene ( PB) (see fig.3.2). The
spin probe for which in the temperature range of interest, a slow tumbling
pattern of the HF 2EPR spectra is obtained, was TEMPO. Figure 6.31
shows the temperature dependence of ∆B due to the reorientation motion of
TEMPO in PB at 285 GHz (for the chemical structure see figure 6.1). The
general shape of ∆B temperature dependence is similarly with the one for
spin probes in OTP. For very low temperature, a linear dependence of ∆B is
obtained. By heating the sample, a square root temperature dependence for
∆B variation is obtained. At 220.5±3 K, a steep change in the temperature
dependence in the reorientation process of the spin probe TEMPO in PS
is observed and a plateau value for temperatures T > Tc is reach.
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Figure 6.32: Comparison of HF 2EPR spin probes Andro and Nona in
OTP (left) and TEMPO in PB (right) at 285 GHz with neutron scattering
data.
6.3.3 Comparison of HF 2EPR with the neutron scat-
tering data
Figure 6.32 shows the temperature dependence of the reorientation pro-
cesses of the spin probe TEMPO in PB and spin probes Andro and
Nona in glass-former OTP at 285 GHz. For a better comparison a tem-
perature rescaling has been done. As one can see from figure 6.32 for all
three samples the temperature dependence of ∆B seems to be the same.
However, closer inspection reveals differences in the reorientation process.
At lower temperatures (T < Tc − 12K), the linear fits parameters of ∆B
(∆B = a − bT ) is approximately the same for both spin probes dissolved
in OTP , b = (5 ± 0.75) × 10−3 mTK−1, while for TEMPO in PB is
obtained a value of b = (10.87 ± 0.43) × 10−3 mTK−1. Moreover, a ∆B
fit in the temperature range Tc − 12 < T < Tc, with an equation of the
form (∆B − h)2 = n + m(Tc − T ), where as before h = ∆BTc , it gives
m = (12.88± 0.58)× 10−2 mT 2K−1 for both spin probes dissolved in OTP
and m = (8.99± 0.82)× 10−2 mT 2K−1 for TEMPO dissolved in PB. Any-
way, for all samples a steep change in the reorientation process of the spin
probes at a critical temperature Tc occurs. Moreover, for glass-former OTP
the critical temperature has the same value for both spin probes used.
The glass-former OTP and the polymer PB has been extensively studied
in literature by many spectroscopic methods [403, 404, 49, 178, 147, 129, 418].
In chapter 3 the results from the neutron scattering experiment on the
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critical temperature of glass-former OTP are presented (see figures.3.9 and
3.10). The Debye-Waller factor temperature dependence shows a cross over
region with a well defined cusp like behaviour [129]. The neutron scattering
experiment on the OTP gives a critical temperature at Tc = 293 K [178].
Differently, by fit procedure of the temperature dependence of the structural
relaxation time (which does not exhibit any anomaly when Tc is crossed),
both depolarized-light-scattering (Tc = 290± 5 K) [147] and optical hetero-
dyne detected optical Kerr effect (Tc = 285 K) [49], provide alternative but
less direct identification of the value of the critical temperature.
As one can see from figure 6.32 (left) a good agreement is obtained with
the value at which a steep change in the reorientation of the spin probes in
OTP is observed. For the polymer PB the values of the critical temperature
founded by neutron scattering is Tc = 216 ± 1 K [404], Tc = 205 K [419]
and Tc = 220 K [420] ( see figure 6.32 (right)). Thus, also for the reorienta-
tion of the spin probe TEMPO in PB the value of the critical temperature
is in good agreement with the value founded for the bulk PB. The critical
temperature is in good agreement with the MCT theory also (see chapter
3). Moreover, the MCT theory anticipate for structural relaxation time at
temperature T < Tc a square root temperature dependence. From the study
of the reorientation of the spin probe, in the glass-former OTP and poly-
mer PB, a square root dependence was found (see section 6.3.1 and 6.3.2).
The possible connection between the MCT prediction and our experimental
results is intriguing but further experimental studies are needed to provide
more convincing evidence about it.
6.3.4 Crystalisation effects.
The glass-former OTP is a very easy supercooled system. If one manage to
cooled below the melting point without crystallized then OTP can remain
in the supercooled state, at room temperature, for years. The structural
anomaly founded around the critical temperature are manifested for systems
in the supercooled state. In section 6.3 it was investigated the critical temper-
ature of OTP, which is around Tc = 297.5 K. Even if OTP can be very easy
supercooled, due the thermodynamics or mechanical shock the system can
evolve suddenly from the metastable condition to the new crytaline phase.
At this kind of the environment structural change, the HF 2EPR spectra of
a spin probe is very sensitive.
Figure 6.33 shows the HF 2EPR line shape at 285 GHz of Chole and
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Figure 6.33: The HF 2EPR line shape at 285 GHz (left) of Chole in OTP
and 190 GHz (right) of Nona in OTP.
190 GHz of Nona dissolved in glass-former OTP in the supercooled and
crystal state, respectively ((for chemical structure see fig. 6.1). The sample
preparation and the concentration of spin probe dissolved in the host matrix
are presented in section 6.1. Using two different frequencies and two different
guest spin probe, it is obtained the same pattern of the HF 2EPR line shape
i.e. the slow tumbling regime, in the supercooled state of the glass-former
OTP. If at a certain temperature the host matrix OTP suffer a structural
transition passing from the supercooled state to the crystalline state, then
the HF 2EPR line shape of spin probe Nonais changing dramatically (see
the right site of fig. 6.33). The drastic change in the spectral shape around
the crystallization temperature is noteworthy. At this temperature, due to
the fact that the glass-former OTP has crystallized, the free radicals is no
longer accommodates in the structure of the system. It is recalled that
crystallization is one of the most efficient methods of purification. Therefore,
the spin probe molecules are outside the OTP crystal structure, they are
aggregate, which means the sample is no longer dilute and a broad signal
due to the dipole-dipole interaction is observed.
Similar effect is observed in the HF 2EPR line shape of spin probe Chole
(see the left site of fig. 6.33). However, by further cooling, it is observed how
the HF 2EPR line shape is start to change in the pattern of slow tumbling
regime, i.e., it start to see the x and z line shape direction (see fig. 5.1.3).
The result of the crystallization process of the OTP supercooled system, is
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not a perfect crystal but rather a polycrystalline. In this way, the spin probe
founded in each crystalline contribute to the overall HF 2EPR line shape.
However, as one can see from figure 6.33, the phase transition of the host
matrix is very well detectable in the HF 2EPR line shape of guest spin probe.
6.4 Consideration on the optimal choice of
the spin probe
In sections 6.2 and 6.3 the reorientation of the guest molecules in different
host systems is presented. The investigated of the spin probes is realized
below and above the glass transition temperature of the host matrices. Even
if the host matrices are changing dramatically around the glass transition
temperature, the HF 2EPR spectra of the spin probes has the same slow
tumbling regime patterns. By analysis the HF 2EPR line shape of the reori-
entation of the spin probes the results obtained are in good agreements with
the results obtained from the bulk matrices experiments.
At list from the result presented in this thesis, it seems very important
to have a slow tumbling patter of the HF 2EPR spectra for the goal of
study the polymeric and glass-former systems. Depending on the polymers
or glass-formers and the investigated temperature range, a selected suitable
spin probe must be done with a carefully attention.
Figure 6.34 shows the experimental HF 2EPR line shape at 95 GHz and
285 GHz of spin probe TEMPO in PS. Even if the temperature range
is much below the PS glass transition temperature, the reorientation rates
of the spin probe is still changing the HF 2EPR line shape feature. At
temperatures above 270 K (Tg − 97 K), the spin probe reorientation rate
is too fast and the Zeeman and hyperfine interactions are averaged. For
temperature below 270 K the slow tumbling regime motion of the spin probe
occurs (see section 6.2). One can remark that below about 270 K the pattern
of the HF 2EPR line shape is virtually frequency independent. This allows
the joint study of the ∆B parameter for the different frequencies.
Figure 6.35 shows the experimental HF 2EPR line shapes of two different
spin probes in the supercooled OTP glass-former at 95 GHz and 285 GHz
at temperatures above the OTP glass transition temperature (Tg = 243 K).
The first tentative to study the supercooled state of OTP was using the spin
probe TEMPO. As one can see from figure 6.35 the spin probe motion of
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Figure 6.34: Comparation between the experimental HF 2EPR line shape
at 95 GHz (top) and 285 GHz (bottom) of TEMPO in PS in temperature
range between 50 K and 300 K.
TEMPO is fast at both frequencies and the line shape partially averaged.
In this regime the information of the spin probe dynamics is retrived only by
using accurate numerical simulation of the whole EPR spectrum. In order
to obtain the slow tumbling regime for the HF 2EPR line shape pattern,
in which ∆B can be defined, the Androsatne spin probe is more suitable.
Due to its large size in fact the Andro spin probe motion undergoes slow
rotational dynamics resulting in a clear definition of the peaks needed to
measure ∆B. Wheres in the same temperature range the dynamics of the
smaller spin probe TEMPO is too fast to define ∆B (see section 6.3).
Figure 6.36 shows the temperature dependence of the experimentalHF 2EPR
line shape of spin probe TEMPO at 285 GHz and of spin probe Nona at
95 GHz dissolved in PB and the respective ∆B temperature dependence.
The temperature range of interest is around the PB glass transition tem-
perature, Tg − 30K < T < Tg + 50K. As one can see from figure 6.36 the
HF 2EPR line shape of spin probeNona dissolved in PB in the all tempera-
ture range has the slow tumbling regime pattern. However, a close inspection
of the experimental line shape and ∆B temperature dependence shows that
the line shape is not changing. This means that the spin probe dynamics is
too slow to be investigated by the HF 2EPR, i.e., the line shape is in the
rigid regime.
The problem is solved by changing the spin probe Nona with the smalle
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Figure 6.35: Experimental HF 2EPR line shapes of different spin probes in
the OTP glass-former at 293 K.
spin probeTEMPO. For temperature above 228K, the spin probeTEMPO
is moving fast, the Zeeman and hyperfine interactions are averaged and the
quantity ∆B is not defined. Nevertheless, below 228 K, the slow tumbling
HF 2EPR line shape pattern is obtained. As one can see from figure 6.36 in
the temperature range of interest a variation of about 1.5mT of quantity ∆B
is obseved (for a full discussion of this temperature dependence see section
6.3)
186 CHAPTER 6. EXPERIMENTAL STUDIES
10.14 10.16 10.18 10.20 3.36 3.37
150 180 210 240
15.1
15.2
15.3
150 180 210 240
19.0
19.5
20.0
20.5
21.0
TEMPO
 
 
288.1K
151.6K
EP
R
 si
gn
al
 (a
.u
.)
B(T)
Nonadecane
 
50 K
290 K
 
 
 B(T)
 T (K)
 
 
 T (K)
 
 
 B
 (m
T)
 
Figure 6.36: Top: temperature dependence of experimental HF 2EPR line
shape at 285 GHz of TEMPO (left) and at 95 GHz of Nona (right) in
PB. Bottom: temperature dependence of quantity ∆B for TEMPO (left)
and Nona (right) in PB.
Chapter 7
Summary
The use of spin labels and spin probes in biologically related systems has
been the thrust of numerous investigations [421, 422, 423, 424, 425]. The
application of the spin probe and spin label to synthetic polymer systems
is in its infancy, even though a synthetic polymer was labeled in one of the
earliest nitroxide studies [426].
The most important use of the nitroxide spin labels and spin probes is
as a monitor of motion. To the polymer scientist, molecular motion is of
interest over an extremely wide range of conditions, from internal rotation in
dilute polymer solution to motion in crystalline and amorphous bulk material.
Due to the ease of sample preparation (see chapter 6), during this thesis,
the spin probe technique was applied in order to study the motion of bulk
polymers and small-molecule glass formers. In order to overcome the serious
potential limitation of the spin probe technique, i.e., one knows for certain
only that the electron spin resonance spectrum is a monitor of the motion of
the spin probe, the results obtained during this thesis have been compared
with the theoretical models and with experimental results obtained with
other spectroscopic technique which investigate direct the polymers motion.
In accordance with the interesting temperature range, i.e., above or below
the glass transition temperature, the polymeric systems present an intriguing
dynamical complexity covering a large range of time scales. The spin probe
technique is sensitive to the rotational correlation times of the free radical in
the 10−12 ÷ 10−6 s range. Of particular interest for the nitroxide probes in
viscous media or for nitroxide spin labels attached to large macromolecules,
are rotational correlation times between 10−9 ≤ τc ≤ 10−6 s. This rotational
regime correspond to the region for which the EPR spectrum show a slow
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tumbling regime pattern (see figures 5.1 and 5.2 from chapter 5). Moreover,
by increasing the working frequency from conventionalX-band (9.5 GHz) up
to 285 GHz, the slow tumbling regime is much more easily reached (see figure
?? from chapter 4). The information that one can obtain form the EPR line
shape analysis of a spin probe in this reorientation regime, are rather due to
the frequency shift then to the line shape change. In this thesis, a full and
accurate analysis of the HF 2EPR line shape of the spin probe in the slow
tumbling regime is reported.
The results of this thesis can be divided into two parts. In the first
part, the Kivelson and Lee model [331] (see chapter 4 section 4.1.2) for
the frequency shift it has been generalized for anisotropic diffusion case (see
chapter 5). In the second part an experimental studies of the HF 2EPR line
shape of different spin probes dissolved in host matrices has been carried out
at three different frequencies, 95, 190 and 285 GHz (see chapter 6).
As for as the theory of frequency shift is concerned it must be noted that
the analysis of a slow motion spectra is complicated by the fact that the
relationship between the spectrum and the physical parameters of interest
is rather indirect. The partial averaging of EPR spectra by molecular mo-
tion or spin dynamics can produce very complicated lines shapes requiring
detailed spectral numerical simulation [427] to extract the desidered infor-
mation. For a system with axially symmetric molecules which are tumbling
slowly, Kivelson and Lee has found the analytically expression of the fre-
quency shift and of the line width. In chapter 5 of this thesis, by applying
the Schro¨dinger equation of the harmonic oscillator, as was not by Baram
for the simple case of a system S = 1/2 [332], a fully analytically treatment
of the frequency shift for a nitroxide (anisotropic molecules with S = 1/2,
I = 1) system is reported. For both, width and shift, the τ−1/2c correlation
time dependence was found.
As for the experiment in chapter 6 of this thesis, the rotational motion of
the guest molecule TEMPO in PS was investigated by using HF 2EPR at
three different Larmor frequencies: 95, 190 and 285 GHz (see section 6.2).
The investigated temperature range was between 270 K (97 K below the PS
glass transition temperature) and 10 K. A numerical simulation study of the
rotational motion at different temperatures has been done. Above 180 K the
use of a single correlation time (SCT model, see eqn.6.5) was found to be
inadequate to fit theHF 2EPR line shape. Limited improvement was reached
by considering a Gaussian distribution of energy barriers for TEMPO (LGD
model, see eqn.6.2) even if the best fit width compared rather well with the
189
one of molecular probes with similar size in PS as measured byNMR studies
[406]. Assuming the exponential shape of the energy barrier distribution for
the spin probe (PD model, see eqn.6.4) led to much better agreement at
all temperature range between 270 K and 220 K. The same shape was
also evidenced by other studies, i.e., internal friction [219], Raman [198],
light scattering [238], on the distribution of the energy barriers of PS which
reported considerably different estimates of the width E (> 40%). The width
of the barrier height distribution of TEMP was found to be in the range of
the previous estimate of E for PS.
The evidence that the deep structure of the energy landscape of PS ex-
hibits the exponential shape of the energy barrier distribution agrees with the
results from extreme-value statistics [248] and the trap model by Bouchaud
and co-workers [247, 249].
The study of the reorientation motion of the spin probe at very low tem-
peratures, below 180K, show that the rotational times are nearly temperature-
independent with no apparent distribution. In the temperature range be-
tween 180−220K a large increase of the rotational mobility is observed with
widening of the distribution of correlation times. In order to describe the
temperature behavior of the correlation time, a bimodal distribution can be
used in which, a delta-like temperature independent component representing
the fraction of TEMPO molecules w which persist in the low temperature
dynamics, namely they lose their rotational correlations before a jump over
barriers takes place, and a strongly temperature dependent component to
be described by a power distribution representing the fraction of TEMPO
molecules 1−w undergoing activated motion over an exponential distribution
of barrier heights g(E). Above 220 K w is negligibly small.
The drop in the fraction of trapped TEMPO molecules and the related
accelerated dynamics which both set in at ∼= 180 K is interpreted as signa-
tures of the onset of the fast dynamics of PS which, according to neutron
scattering studies, is located at Tf = 175 ± 25 K [428]. The onset of fast
dynamics has been ascribed to the change of the librational dynamics of the
side-chain phenyl ring [428, 429]. In fact, according to NMR the flip motion
of the ring becomes frozen at about 190 K [224]. Thus, it is tempting to
conclude that the detrapping of TEMPO above 180 K is due to onset of
some motion of the phenyl ring which is expectedly well coupled to TEMPO
due to the similar shape.
In section 6.2.1 a quantitative evidence of the dynamical lines shift of
the HF 2EPR line shape in the onset regime of the small-angle rotational
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dynamics when the latter unfreezes is provided. Moreover, it is also found
that the reorientation of molecular guests in disordered glasses may proceed
by diffusive steps as well and not necessarily by large angular jumps.
In section 6.2.10 of this thesis, the analytically results obtained form the
frequency shift is apply to the reorientation motion of TEMPO in PS. Be-
low 180 K the predict τ−1/2c correlation time dependence was found for the
shifts. However, above 180 K deviation of this τ−1/2c dependence is found.
From previously simulation study, it was know that from this temperature
range, a distribution of the correlation time is necessary in order to fit the
experimental data. Replacing the correlation time with the same shape of
the correlation time distribution, i.e., the power distribution, in the analyt-
ical shift expression, a good agreement for temperature above 180 K is also
obtained.
In the second part of the experimental results, the OTP glass former and
the PB polymer has been studied at temperature above Tg. Using optimal
spin probes, the slow tumbling HF 2EPR spectra pattern was obtained. By
measuring the outermost hyperfine distance (∆B) of the slow tumbling spec-
tra the crossover temperature of the host matrices (OTP and PB) it has
been identified. In the OTP study two different spin probe has been used,
Andro at all frequencies. As a function of temperature, the quantity ∆B
exhibit several well distinct regimes. The first one, below 280 K, in which
a linear temperature dependence is observed, the second one between 280
and 297.5 K in which a square root temperature is found. At 297.5 K a
step change in the temperature dependence in the reorientation of the spin
probes is observed. This temperature has been denoted as the critical tem-
perature, Tc, and has the same value for all three frequencies, Tc = 297.5 K.
For the third regime, above 297.5 K, the reorientation regime can be char-
acterized by o constant value of ∆B, i.e., a plateau value, which for further
heating start to drop down. The behavior is attributed to the change of the
dynamics in the super-cooled liquid as predicted by mode coupling theory.
Moreover, the critical temperature Tc agrees well with those values obtained
from other methods. Choosing the spin probe Nona the same value of the
Tc and the same temperature behavior of quantity ∆B is reported. Exploit-
ing this approach for PB, again the critical temperature and the different
reorientation regimes of the spin probe is determined which also agrees with
previous reports.
The HF 2EPR spectroscopic technique in the study of dynamics spin
probe molecules in disorder matrices such as polymers and molecular glass
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formers has provided information to understand the dynamics in disordered
media. The use of the small, stiff, spherical spin probe TEMPO has enabled
to characterize the higher energy barriers distribution and the onset of the
fast motion in glassy PS. The use of the large spin probes, i.e., Andro,
Nona, above the glass temperatures has provided information on the critical
temperatures of the molecular glass former OTP and polymer PB.
192 CHAPTER 7. SUMMARY
Bibliography
[1] W.Kauzmann. Chem.Rev., 43(219), 1948.
[2] J.Ja¨ckle. Rep.Prog.Phys., 49(171), 1986.
[3] C.A.Angell. Science, 267(1924), 1995.
[4] S.R.Nagel M.D.Ediger, C.A.Angell. J.Phys.Chem., 100(13200), 1996.
[5] G.Harrison. The dynmic properties of supercooled liquids. Academic
Press, New York, 1976.
[6] S.Brawer. Relaxation in viscous liquids and glasses. American Ceramic,
Society, Columbus, OH, 1985.
[7] F.Petrie. Trans. British Newcomen society, 5(72), 1925.
[8] D.Pyke G.P.Johari. Phys.Chem.Chem.Phys., 2(5479), 2000.
[9] G.roudaut G.Blond M.Le Meste, D.Champion. J.Food.Sci., 67(2444),
2002.
[10] S.Kasapis. Drying Technol., 23(731), 2005.
[11] U.Mohanty. Adv.Cehm.Phys., 89(89), 1995.
[12] N.Goldenfeld. Lectures on phase transitions and the renormalization
group. Addison-Wesley, Reading, MA, 1992.
[13] C.A.Angell. J.Phys.Chem.Solids, 49(863), 1988.
[14] G.W.Scherer. J.Non-Cryst.Solids, 123(75), 1990.
[15] G.Williams. J.Non-Cryst.Solids, 131.
193
194 BIBLIOGRAPHY
[16] S.R.Nagel B.D.Williams J.P.Carini P.K.Dixon, L.Wu. Phys.rev.Lett.,
65(1108), 1990.
[17] K.J.Rao J.G.Berberian. J.Chem.Phys., 84(6921), 1986.
[18] E.W.Fischer F.Stickel, F.Kremer. Physica A, 201(318), 1993.
[19] K.A.Nelson I.C.Halalay, Y.Yang. J.Non-Cryst.Solids, 172.
[20] C.H.Wang G.Fytas, Th.Dorfmuller. J.Phys.Chem., 87(5041), 1983.
[21] G.Meier E.W.Fischer W.Steffen, A.Patkowski. J.Chem.Phys.,
96(4171), 1992.
[22] R.A.MacPhail W.T.Grubbs. J.Chem.Phys., 100(2561), 1994.
[23] H.W.Spiess. J.Non-Cryst.Solids, 131.
[24] P.Eiermann E.Ro¨ssler, J.Tauchert. J.Phys.Chem., 98(8173), 1994.
[25] H.Sillescu G.Fleischer F.Fujara, B.Geil. Z.Phys.B, 88(195), 1992.
[26] B.Farago B.Frick L.Fetters D.Richter, R.Zorn. Phys.Rev.Lett., 68(71),
1992.
[27] M.D.Ediger M.T.Cicerone, F.R.Blackburn. J.Chem.Phys., 102(471),
1995.
[28] H.Sillescu D.Ehlich. Macromolecules, 23(1600), 1990.
[29] J.M.Torkelson A.Dhinojwala, J.C.Hooker. J.Non-Cryst.Solids, 172.
[30] H.C.Andersen W.Kob. Phys.Rev.E, 51(4626), 1995.
[31] R.L.Jaffe G.D.Smith, D.Y.Yoom. Macromolecules, 28(5897), 1995.
[32] H.R.Schober B.B.Laird. Phys.Rev.Lett., 66(636), 1991.
[33] M.L.Klein J.L.Barrat. Annu.Rev.Phys.Chem., 42(23), 1991.
[34] M.Goldstein. J.Chem.Phys., 51(3728), 1969.
[35] L. Sjo¨gren W.Go¨tze. Rep.Prog.Phys., 55(241), 1992.
BIBLIOGRAPHY 195
[36] M.Goldstein G.P.Johari. J.Chem.Phys., 53(2372), 1970.
[37] M.Goldstein G.P.Johari. J.Chem.Phys., 55(4245), 1971.
[38] S.R.Nagel L.Wu. Phys.Rev.B, 46(11198), 1992.
[39] M.Giordano D.Leporini L.Andreozzi, A.Di Schino. Europhys.Lett.,
38(669), 1997.
[40] S.G.Brush. Chem.Rev., 62(513), 1962.
[41] A.K.Varshneya. Fundamentals of inorganic glasses. Academic Press,
New York, 1994.
[42] S.D.Gottke M.D.Fayer G.Hinze, D.D.Brace. J.Chem.Phys., 113(3723),
2000.
[43] E.Ro¨ssler J.Wiedersich, N.V.Surovtsev. J.Chem.Phys., 113(1143),
2000.
[44] M.Fuchs W.Go¨tze S.Hildeberand A.Latz G.Li N.J.Tao H.Z.Cummins,
W.M.Du. Phys.Rev.E, 47(4223), 1993.
[45] W.M.Du J.Hernandez N.J.Tao H.Z.Cummins, G.Li. Transport Theor.
Statistic. Phys., 24(981), 1995.
[46] B.Geil M.Kiebel W.Petry W.Schnauss H.Sillescu J.Wuttke E.Bartsch,
F.Fujara. Physica A, 201(223), 1993.
[47] J.Wuttke W.Petry. Transport Theor. Statistic. Phys., 24(1075), 1995.
[48] E.Ro¨ssler J.Wiedersich, S.V.Adichtchev. Phys.Rev.Lett., 84(2718),
2000.
[49] G.Hinze M.D.Fayer S.D.Gottke, D.D.Brace. J.Phys.Chem.B, 105(238),
2001.
[50] W.Go¨tze. J.Phys.Condens.Matter, 11, 1999.
[51] S.D.Gottke M.D.Fayer G.Hinze, D.D.Brace. Phys.Rev.Lett., 84(2437),
2000.
[52] N.B.Olsen. J.Non-Cryst.Solids, 235.
196 BIBLIOGRAPHY
[53] A.Hofmann E.W.Fischer E.Schlosser A.Sch”onhals, F.Kremer.
Phys.Rev.Lett., 70(3459), 1993.
[54] A.Loidl P.Lunkenheimer, A.Pimenov. Phys.Rev.Lett., 78(2995), 1997.
[55] K.A.Nelson Y.Yang. J.Chem.Phys., 104(5429), 1996.
[56] H.Eyring A.Tobolsky, E.R.Powell. Frontiers in chemistry, Vol.1. Eds.
R.E.Burk, O.Grummit; Interscience, New York, 1943.
[57] M.Mooney. Trans.Soc.Rheol., 1(63), 1957.
[58] F.Bueche. J.Chem.Phys., 30(748), 1959.
[59] S.V.Nemilov. Russ.J.Phys.Chem., 42(726), 1968.
[60] S.V.Nemilov. Sov.J.Glass Phys.Chem., 18(1), 1992.
[61] S.V.Nemilov. Thermodynamic and kinetic aspects of the vitreous state.
CRC, Boca Raton, FL, 1995.
[62] T.Christensen J.C.Dyre, N.B.Olsen. Phys.Rev.B, 53(2171), 1996.
[63] J.C.Dyre. J.Non-Cryst.Solids, 235.
[64] A.P.Sokolov V.N.Novikov. Solid.State.Commun., 77(243), 1991.
[65] M.Soltwisch D.Quitmann A.P.Sokolov, A.Kislink. Phys.Rev.Lett.,
69(1540), 1992.
[66] D.Richter B.Frick. Science, 267(1939), 1995.
[67] H.W.Spiess K.Schmidt-Rohr. Multidimensional solid-state NMR and
polymers. Academic, London, 1994.
[68] E.W.Fischer A.Sch”onhals A.Hofmann, F.Kremer. Disorder effects on
relaxational process. ed. R.Richert, A.Blumer, Springer, Berlin, 1994.
[69] M.Dressel Yu.G.Goncharow R.B”ohmer A.Loidl P.Lunkenheimer,
A.Pimenov. Phys.Rev.Lett., 77(318), 1996.
[70] S.Benkhof T.Blochowicz E.R”ossler A.Kudlik, Ch.Tschirwitz. Euro-
phys.Lett., 40(649), 1997.
BIBLIOGRAPHY 197
[71] A.Sch”onhals F.Kremer. Broadbanddielectric spectroscopy. Springer,
Berlin, 2002.
[72] K.L.Ngai D.J.Plazek. AIP polymer property handbook. ed. J.E.Mark,
American Institute of Physics, New York, 1996.
[73] M.D.Fayer Y.S.Bai. Phys.Rev.B, 39(11066), 1989.
[74] M.A.Dugan M.D.Fayer L.R.Narasimhan, Y.S.Bai. Chem.Phys.Lett.,
176(335), 1991.
[75] G.B.McKenna P.F.McMillan S.W.Martin C.A.Angell, K.L.Ngai.
J.Appl.Phys., 88(3113), 2000.
[76] M.D.Ediger. Annu.Rev.Phys.Chem., 51(99), 2000.
[77] R.Richert. Phys.Chem.Condens.Matt., 14, 2002.
[78] D.A.Weitz E.R.Weeks. Phys.Rev.Lett., 89(095704), 2002.
[79] H.Sillescu A.Kasper, E.Bartsch. Langumir, 14(5004), 1998.
[80] A.Heuer B.Doliwa. Phys.Rev.Lett., 80(4915), 1998.
[81] J.Baschnagel S.C.Glotzer C.Bennemann, C.Donati. Nature, 399(246),
1999.
[82] K.Binder A.Zippelius K.Vollmayer-Lee, W.Kobe. J.Chem.Phys.,
116(5158), 2002.
[83] S.K.Kumar J.Baschnagel S.Kamath, R.H.Colby. J.Chem.Phys.,
116(865), 2002.
[84] W.Kob. J.Phys.:Condens.Matter, 11, 1999.
[85] D.Leporini C.De Michele. Phys.Rev.E, 63(036701), 2001.
[86] M.Fuchs S.H.Chong. Phys.Rev.Lett., 88(185705), 2002.
[87] eon C.P.E.Versamis G.D.Chryssikos K.L.Ngai C.M.Roland L.J.Buckley
A.Rivera, C.L˙Phys.Rev.Lett., 88(125902), 2002.
[88] H.Sillescu. J.Non.Cryst.Solids, 131.
198 BIBLIOGRAPHY
[89] M.D.Ediger M.T.Cicerone. J.Chem.Phys., 104(7210), 1996.
[90] R.Richert. Chem.Phys.Lett., 171(222), 1990.
[91] R.Richert. J.Phys.Chem. B, 101(6323), 1997.
[92] M.Giordano D.Leporini L.Andreozzi, A.Di Schino.
J.Phys.:Condens.Matter, 8(3795), 1996.
[93] U.Wiesner H.W.Spiess G.Jaschke D.Leporini, V.Scha¨dler.
J.Chem.Phys., 119(11830), 2003.
[94] T.F.Prisner M.Bennati. Rep.Prog.Phys., 68(411), 2005.
[95] G.Smith P.C.Reidi. Electron paramagnetic resonance, 19(338), 2004.
[96] K.Mobius M.R.Fuchs, T.F.Prisner. Rev.Sci.Instrum., 70(3681), 1999.
[97] K.A.Earle J.H.Freed S.K.Misra, S.I.Andronenko. Appl.Magn.Reson.,
21(549), 2001.
[98] B.Kinzer T.F.Prisner M.Rohrer, O.Brugmann. Appl.Magn.Reson.,
21(257), 2001.
[99] A.Dei D.Friselli D.Gatteschi A.K.Hassan L.Lenci M.Martinelli
C.A.Massa L.A.Pardi F.Popescu I.Ricci L.Sorace L.C.Brunel,
A.Caneschi. Res.Chem.Intermed., 28(215), 2002.
[100] J.Krzystek A.Scienkiewicz P.Goy M.Rohrer L.C.Brunel A.K.Hassan,
L.A.Pardi. J.Magn.Reson., 142(300), 2000.
[101] R.Galazka G.Eilers, M.Von Ortenberg. Int.J.Infrared Milli., 15(695),
1994.
[102] M.Krause G.Jaschke H.W.Spiess D.Leporini, X.X.Zhu. Macro-
molecules, 35(3977), 2002.
[103] L.G.Oranskii V.I.Kurochkin Y.L.Lebedev M.A.Ondar, O.Y.Grinberg.
J.Struct.Chem., 22(626), 1981.
[104] J.H.Freed D.E.Budil, K.A.Earle. J.Phys.Chem., 97(1294), 1993.
[105] E.Zavoisky. J.Phys.USSR, 9(211), 1945.
BIBLIOGRAPHY 199
[106] D.J.Ingram. Free radicals as studied by Electron spin resonance. But-
terworth, London, 1958.
[107] V.F.Shuvalov L.G.Oranskii V.I.Kurochkin Ya.S.Lebedev
O.Ya.Grinberg, A.A.Dubinski. Dokl.Phys.Chem. (Engl.Transl.),
230(923), 1976.
[108] Ya.S.Lebedev O.Ya.Grinberg, A.A.Dubinski. Russ.Chem.Rev.
(Engl.Transl.), 52(850), 1983.
[109] L.J.Berliner. Spin Labeling Theroy and Applications. Academic Press,
INC, 1976.
[110] A.Abragam and B.Bleaney. Electron paramagnetic resonance of tran-
sition ions. Dover Publications, New York, 1970.
[111] JR. Charles P.Poole. Electron spin resonance, A comprehesive treatise
on experimental techniques. Dover Publications, Mineola,New York,
1983.
[112] C.P.Slichter. Principles of magnetic resonance. Springer-Verlag Berlin
Heidelberg New York, 1978.
[113] T.F.Prisner M.Bennati. Reports on progress in physics, 68(411), 2005.
[114] C.A.Hutchison and B.Weinstock. J.Chem.Phys., 32(56), 1960.
[115] J.R.Pilbrow. Transition ion electron paramagnetic resonance. Claren-
don, Oxford, 1990.
[116] A.J.Hoff. Advanced EPR. Elsevier, Amsterdam, 1989.
[117] C.P.Slichter. Principles of magnetic resonance. Harper, New York,
1963.
[118] H.F. Hameka. Advanced Quantum Mechanics. Pergamon, Oxford,
1965.
[119] A.Schweiger and G.Jeschke. Principles of pulse electron paramagnetic
resonance. University Press,Oxford, 2001.
[120] A.M.Portis. Phys.Rev., 91(1071), 1953.
200 BIBLIOGRAPHY
[121] M.Fittipaldi L.Lenci I.Longo M.Martinelli C.A.Massa G.Annino,
M.Cassettari and L.A.Pardi. Appl.Magn.Reson., 19, 2000.
[122] H.Staudinger. Die hocholecular organischen verbindung. Springer-
Verlag, Berlin, 1932 (reprinted 1960).
[123] Gert Strobl. The physics of polymers. Springer, 1997.
[124] L.H.Sperling. Introduction to physical polymer science. Jhon Wiley
and Sons, Inc, 1992.
[125] E.Helfand. Science, 226(647), 1984.
[126] Ulf W.Gedde. Polymer physics. Kluwer Academic publishers, 1995.
[127] Jr. P.E.Slade. Polymer molecular weights, Part I and II. Dekker, New
York, 1975.
[128] T.C.Ward. J.Chem.Ed., 58(867), 1981.
[129] Albert To¨lle. Reports on progress in physics, 64(1473), 2001.
[130] C.A.Angell. Proc.Int.Enrico Fermi School of Physics (Couse
CXXXIV). Amsterdam:IOS Press, 1997.
[131] W.W.Grassley L.Mandelkern J.L.Koenig J.E.Mark, A.Eisenberg.
Physical properties of polymers. Americal Chemical Society, Wash-
ington, DC, 1984.
[132] R.G.Beaman. J.Polym.Sci., 9(472), 1953.
[133] R.F.Boyer. J.Appl.Phys., 25(825), 1954.
[134] Pablo G. Debenedetti. Metastable liquids: concepts and principles.
Princeton University Press, Princeton, New Jersey, 1996.
[135] D.Turnbull M.H.Cohen. J.Chem.Phys., 31(1164), 1959.
[136] G.S.Grest M.H.Cohen. Phys.Rev.B, 20(1077), 1979.
[137] E.A.Di-Marzio J.H.Gibbs. J.Chem.Phys., 28(373), 1958.
[138] J.H.Gibbs G.Adam. J.Chem.Phys., 43(139), 1965.
BIBLIOGRAPHY 201
[139] J.D.Ferry. Viscoelastic properties of polymers, 3rd Ed. Wiley, New-
York, 1980.
[140] G.Williams N.G.McCrum, B.E.Red. Anelastic and dielectric effects in
polymeric solids. Wiley, New-York, 1967.
[141] I.M.Word. Mechanical properties of solid polymers. Wiley, New-York,
1971.
[142] J.C.Maxwell. Encyclopedia Britannica 6th edn, vol 9, p 315 (Collected
Works vol 2, p 616). Cambridge: Cambridge Univerity Press, 1980.
[143] S.W.Loevesey. Theory of neutron scattering from condensed matter.
Oxford: Clarendon, 1984.
[144] G.L.Squres. Introduction to the theory of thermal neutron scattering.
Oxford: Clarendon, 1984.
[145] M.Be´e. Quasielastic neutron scattering. Bristol:Hilger, 1988.
[146] L. von Hove. Phys.Rev., 95(249), 1954.
[147] H.Gla¨ser G.Meier E.W.Fischer W.Steffen, A.Patkowski. Phys.Rev. E,
49(2992), 1992.
[148] A.de Andres J.L.Martinez A.Criado, F.J.Bermejo. Mol.Phys., 82(787),
1994.
[149] R.M.Pick D.Kirin, V.Volovˇ sek. J.Mol.Struct., 482.
[150] C.H.Wang Y.Higashigaki. J.Chem.Phys., 74(3175), 1981.
[151] J.C.Shen C.H.Wang, X.R.Zhu. Mol.Phys., 62(749), 1987.
[152] D.Fioretto G.Monaco, L.Comez. Phil.Mag.B, 77(463), 1998.
[153] G.Ruocco F.sette A.Cunsolo M.Krisch A.Mermet
M.Soltwitsc R.Verbini C.Masciovecchio, G.Monaco. Phys.Rev.Lett.,
80(544), 1998.
[154] G.Ruocco F.Sette G.Monaco, C.Masciovecchio. Phys.Rev.Lett.,
80(2161), 1998.
202 BIBLIOGRAPHY
[155] C.Masciovecchio G.Ruocco F.Sette G.Monaco, G.Fioretto.
Phys.Rev.Lett., 82(1776), 1999.
[156] H.Nilgens E.W.Fischer A.Patkowski, W.Steffen. J.Chem.Phys.,
106(8401), 1997.
[157] R.Kohlrausch. Pogg.Ann.Phys., 91(56), 1854.
[158] R.Kohlrausch. Pogg.Ann.Phys., 91(179), 1854.
[159] F.Kohlrausch. Pogg.Ann.Phys., 119(337), 1863.
[160] R.H.Cole D.W.Davidson. J.Chem.Phys., 19(1484), 1951.
[161] S.Nagami S.Havriliak. J.Polym.Sci.C, 14(99), 1966.
[162] A.K.Jonscher. Relaxations in solid. Chelsea Dielectric, London, 1983.
[163] P.K.Dixon. Phys.Rev.B, 42(8179), 1990.
[164] C.A.Angell. Relaxations in complex systems. ed.K.L.Ngai,
G.B.Wright,pp. 3-11, Naval Res.Lab., 1984.
[165] L.Sjo¨gren W.Go¨tze. Rep.Prog.Phys., 55(241), 1992.
[166] S.Yip. Relaxation kinetics in supercooled liquids- mode coupling theory
and its experimental tests Trans. Theory Stat. Phys. 24. Marcel Dakker,
New York, 1995.
[167] L.M.Torell A.Fontana R.Bergamann, L.Bo¨rjesson. Phys.Rev. B,
56(11619), 1997.
[168] M.Ricci R.M .Pick R.Torre, P.Bartolini. Europhys.Lett., 52(324), 2000.
[169] R.Brand A.Loidl P.Lunkenheimer, U.Schneider. Contemp.Phys.,
41(15), 2000.
[170] E.Leutheusser. Phys.Rev.A, 29(2765), 1984.
[171] A.Sjo¨lander U.Bengtzelius, W.Go¨tze. J.Phys.C:Solid State Phys.,
17(5915), 1984.
[172] W.Go¨tze. Z.Phys.B, 60(195), 1985.
BIBLIOGRAPHY 203
[173] W.Go¨tze. Liquids, freezing and the glass transition. Amsterdam:
North-Holland, 1991.
[174] P.A.Flinn S.L.Ruby, B.J.Zabransky. J.Physique Coll., 37.
[175] A.Vasquez P.A.Flinn. J.Chem.Phys., 72(1958), 1976.
[176] J.F.Legrand W.Petry H.Sillescu J.Wuttke E.Bartsch, F.Fujara.
Phys.Rev.E, 53(2011), 1996.
[177] J.F.Legrand W.Petry H.Sillescu J.Wuttke E.Bartsch, F.Fujara.
Phys.Rev.E, 52(738), 1995.
[178] F.Fujara M.Kiebel H.Sillescu B.Farago W.Petry, E.Bartsch. Z.Phys.B,
83(175), 1991.
[179] E.Bartsch F.Fujara M.Kiebel W.Petry H.Sillescu O.Debus,
H.Zimmermann. Chem.Phys.Lett., 180(271), 1991.
[180] M.Kiebel H.Sillescu E.Bartsch, F.Fujara. Ber.Bunsengen.Phys.Chem.,
93(1252), 1989.
[181] C.A.Angell T.Atake. J.Chem.Phys., 83(3218), 1979.
[182] G.Wahnstro¨ng L.J.Lewis. Solid State Commun., 86(295), 1993.
[183] G.Wahnstro¨ng L.J.Lewis. Phys.Rev.E, 50(3865), 1994.
[184] W.Go¨tze. Phase transitions and relaxation in systems with competing
energy scales(NATO ASI Series C145). Dordrecht:Kluwer, 1993.
[185] W.Go¨tze. J.Phys.:Condens.Matter, 2(8485), 1990.
[186] M.Fuchs. J.Non-Cryst.Solids, 172.
[187] A.Kisliuk D.Quitmann A.P.Sokolov, E.Ro¨ssler. Phys.Rev.Lett.,
71(2062), 1993.
[188] W.Petry J.Texeira D.Richter, A.J.Dianoux. Dynamics of disordered
materials. Bristol:Hilger, 1988.
[189] A.Arbe J.Colmenero. Phys.Rev.B, 57(13508), 1998.
204 BIBLIOGRAPHY
[190] F.Kremer E.W.Fischer G.Floudas, J.S.Higgins. Macromolecules,
25(4955), 1992.
[191] K.Kaji T.Kanaya. Adv.Polym.Sci., 154(87), 2001.
[192] K.Kaji T.Kanaya, T.Kawaguchi. J.Chem.Phys., 104(3841), 1996.
[193] J.Bartos M.Klimova T.Kanaya, K.Kaji. Macromolecules, 30(1107),
1997.
[194] R.Zorn B.Frick U.Buchenau, C.Pecharroman. Phys.Rev.Lett, 77(659),
1996.
[195] D.Richter B.Frick. Phys.Rev.B, 47(14795), 1993.
[196] A.P.Sokolov A.Cailliaux C.Dalle-Ferrier C.Alba-Simionesco B.Frick
Y.Ding, V.N.Novikov. Macromolecules, 37(9264), 2004.
[197] B.Strube N.V.Surovtsev E.Duval-A.Mermet V.N.Novikov,
A.P.Sokolov. J.Chem.Phys., 107(1057), 1997.
[198] B.Strube A.P.Sokolov, V.N.Novikov. Europhys.Lett., 38(49), 1997.
[199] W.Steffen B.Frick A.Wischnewski A.P.Sokolov, U.Buchenau.
Phys.Rev.B, 85, 1995.
[200] R.J.Roe. J.Non-Cryst.Solids, 235.
[201] B.Collier F.Mezei E.C.Svenson E.Kartini, M.F.Collins. Phys.Rev.B,
54(6292), 1996.
[202] D.Richter B.Frick U.Buchenau, A.Wischnewski. Phys.Rev.Lett.,
77(4035), 1997.
[203] A.Alegria J.Colmenero, A.Arbe. Phys.Rev.Lett., 71(2603), 1993.
[204] G.Goddens B.Frick C.Mijangos-H.Reinecke J.Colmenero, A.Arbe.
Phys.Rev.Lett., 78(1928), 1997.
[205] W.Petry U.Buchenau B.Frick, D.Richter. Z.Phys.B:Condens.Matter,
70(73), 1988.
BIBLIOGRAPHY 205
[206] I.Fetters B.Frick, D.Richter. Basic features of the glassy states,
Ed.J.Colmenero, A.Alegria. Worls Scientific: Singapore, 1990.
[207] K.Kaji T.Kanaya, T.Kawaguchi. Physica B, 182(403), 1992.
[208] K.Kaji T.Kanaya, T.Kawaguchi. J.Chem.Phys., 98(8262), 1993.
[209] J.Colmenero B.Frick D.Richter-U.Buchenau R.Zorn, A.Arbe.
Phys.Rev.E, 52(781), 1995.
[210] D.Richter T.Kanaya K.Kaji-R.Wehrmann U.Buchenau, C.Scho¨nfeld.
Phys.Rev.Lett, 73(2344), 1994.
[211] Y.Wada O.Yano. J.Polym.Sci.Part A2, 9(669), 1971.
[212] R.N.Work R.D.McCammon, R.G.Saba. J.Polym.Sci.Part A, 7(1271),
1969.
[213] R.G.Saba J.A.Sauer. J.Macromol.Part A, 3(1217), 1969.
[214] H.Sillescu. IUPAC Macromolecules, Edited by H.Benoit, P.Rempp.
Pergamon Press, Oxford-New York, 1982.
[215] D.C.Douglass V.J.McBrierty. Macromol. Rev., 16(295), 1981.
[216] H.Sillescu P.Lindner, E.Ro¨ssler. Makromol. Chem., 182(3653), 1981.
[217] A.H.Windle G.R.Mitchell. Polymer, 25(906), 1984.
[218] Z.Y.Hua W.Xu, Y.F.Chen. J.Macromol.Sci.-Phys., (395), 1997.
[219] D.G.Cahill K.A.Topp. Z.Phys.B, 101(235), 1996.
[220] P.Esquinazi W.Lorenz Junyun Li F.Pobell A.Nittke, M.Scherl. Journal
of Low Temperature Physics, 98(517), 1995.
[221] H.W.Spiess. Colloid Polym. Sci., 261(193), 1983.
[222] E.O.Stejskal R.A.McKay J.Schaefer, M.D.Sefcik. Macromolecules,
17(1107), 1984.
[223] M.E.Paulaitis R.Khare. Macromolecules, 28(4495), 1995.
[224] H.Sillescu. Makromol.Chem.,Macromol.Symp., 1(39), 1986.
206 BIBLIOGRAPHY
[225] E.Ro¨ssler. Dissertation. Universito¨t Mainz, 1984.
[226] D.J.Wales. Energy landscape. Cambridge:Cambridge Univerity Press,
2003.
[227] D.J.Wales. Phys.Bio, 2, 2005.
[228] F.H.Stillinger P.G.Debenedetti. Nature, 410(259), 2001.
[229] B.Geil G.Heuberger H.Silescu I.Chang, F.Fujara. J.Non-Cryst. Solids,
172.
[230] H.Silescu G.Heuberger. J.Phys.Chem., 100(15255), 1996.
[231] M.Goldstein. J.Chem.Phys., 67(2246), 1977.
[232] F.H.Stillinger. Science, 267(1935), 1995.
[233] C.A.Angell. Nature, 393(521), 1998.
[234] F.H.Stillinger S.Sastry, P.G.Debenedetti. Nature, 393(554), 1998.
[235] W.A.Phillips. J.Low Temp.Phys., 7(351), 1972.
[236] W.A.Phillips K.S.Gilroy. Philos.Mag.B, 43(735), 1981.
[237] L.Wu. Phys.Rev.B, 43(9906), 1991.
[238] V.N.Novikov E.Ro¨ssler A.P.Sokolov N.V.Surovtsev, J.A.H.Wiedersich.
Phys.Rev.B, 58(14888), 1998.
[239] U.Buchenau. Phys.Rev.B, 63(104203), 2001.
[240] E.Ro¨ssler M.Vogel. J.Chem.Phys., 114(5802), 2001.
[241] E.Ro¨ssler M.Vogel. J.Chem.Phys., 115(10883), 2001.
[242] H.Sillescu F.Qi, R.Bo¨hmer. Phys.Chem.Chem.Phys., 3(4022), 2001.
[243] B.Derrida. Phys.Rev.B, 24(2613), 1981.
[244] E.W.Montroll H.Scher. Phys.Rev.B, 12(2455), 1975.
[245] H.Ba¨ssler. Phys.Rev.Lett., 58(767), 1987.
BIBLIOGRAPHY 207
[246] T.Odagaki. Phys.Rev.Lett., 75(3701), 1995.
[247] J P.Bouchaud C.Monthus. J.Phys.A: Math.Gen., 29(3847), 1996.
[248] M.Mezard J P.Bouchaud. J.Phys.A: Math.Gen., 30(7997), 1997.
[249] J P.Bouchaud B.Rinn, P.Maass. Phys.Rev.B, 64(104417), 2001.
[250] P.Sibani J.C.Scho¨n. Europhys.Lett., 49(196), 2000.
[251] J P.Bouchaud R.A.Denny, D.R.Reichman. Phys.Rev.Lett., 90(025503),
2003.
[252] G.Hinze E.Ro¨ssler R.Bo¨hmer, G.Diezemann. Prog.Nucl.Mag.Reson.,
39(191), 2001.
[253] H.M.Vieth E.Ro¨ssler, M.Taupitz. J.Phys.Chem., 94(6879), 1990.
[254] T.G.St.Pierre R.L.Stamps M.J.Walker D.Greig J.A.D.Matthew
N.T.Gorham, R.C.Woodward. J.Apll.Phys., 95(6983), 2004.
[255] P. Bordewijk C.J.F. Bo¨ttcher. Theory of electric polarization. Amster-
dam: Elsevier, 1978.
[256] K.Bo¨rner M.Schulz H.M.Vieth E.Ro¨ssler, M.Taupitz. J.Chem.Phys.,
92(5847), 1990.
[257] L.J.Berliner. Spin Labeling. Theroy and Applications. Academic Press,
New York, 1976.
[258] L.J.Berliner. Spin Labeling II. Theroy and Applications. Academic
Press, New York, 1979.
[259] J.Reubem L.J.Berliner. Spin Labeling. Theroy and Applications.
Plenum Press,Biol.Magn.Reson.,Vol 8, 1989.
[260] L.J.Berliner. Spin Labeling. The Next Millennium. Plenum
Press,Biol.Magn.Reson.,Vol 14, 1998.
[261] P.J.Fajer. Encyclopedia of analytical chemistry. ed. R.A.Meyers; John
Wiley, Chichester, UK, 2000.
[262] A.I.Smirnov. Electron paramagnetic resonance, 18(109), 2002.
208 BIBLIOGRAPHY
[263] Ya.S.Lebedev. Modern pulsed and continous-wave electron spin reso-
nance. ed. Ya.S.Lebedev,M.K.Bowman; John Wiley, New York, 1990.
[264] A.M.Wassermann A.L.Buchachenko, A.L.Kovarskii. Advances in poly-
mer science. ed. Z.A.Rogovin; Halsted Press, New York, 1976.
[265] G.G.Cameron A.T.Bullock. Structural studies of macromolecules by
spectroscopic methods. ed. K.J.Ivin; Wiley, New York, 1976.
[266] J.J.Lindberg P.Tormala. Structural studies of macromolecules by spec-
troscopic methods. ed. K.J.Ivin; Wiley, New York, 1976.
[267] A.M.Wassermann A.L.Buchachenko, A.L.Kovarskii. Study of polymers
by the paramagnetic probe method. Usp.Khim.Fiz.Polim., 1973.
[268] G.P.Rabold. J.Polym.Sci.,Part A-1, 7(1187), 1969.
[269] G.P.Rabold. J.Polym.Sci.,Part A-1, 7(1203), 1969.
[270] S.Gross. J.Polym.Sci.,Part A-1, 9(3327), 1971.
[271] P.M.Smith A.T.Bullock, G.G.Cameron. Euro.Polym.J., 11(6177),
1975.
[272] A.L.Buchachenko A.M.Wassermann, T.A.Alexandrova.
Euro.Polym.J., 12(691), 1976.
[273] Y.Motozato N.Kusumoto, M.Yonezawa. Polymer, 15(793), 1974.
[274] R.F.Boyer P.L.Kumler. Macromolecules, 9(903), 1976.
[275] R.Lenk. Chimia, 28(51), 1974.
[276] J.J.Lindberg P.Tormala, H.Lattila. Polymer, 14(481), 1973.
[277] J.Tulikoura P.Tormala. Polymer, 15(248), 1974.
[278] P.Tormala A.Savolainen. J.Polym.Sci.,Polym.Phys.Ed., 12(1251),
1974.
[279] M.Kaneko A.Tsutsumi, K.Hikichi. Polym.J., 8(511), 1976.
[280] R.Hagege B.Catoire. Bull.Sci.Inst.Text.Fr., 2(209), 1973.
BIBLIOGRAPHY 209
[281] W.G.Miller Z.Veksli. Macromolecules, 10(1245), 1977.
[282] G.K.Fraenkel J.H.Freed. J.Chem.Phys., 39(326), 1963.
[283] G.R.Luckhurst A.Hudson. Chem.Rev., 69(191), 1969.
[284] A.Abragam. The principles of nuclear magnetism. Oxford Univ.Press
(Clarendon), London and New York, 1961.
[285] N.M.Atherton. Electron spin resonance. Ellis Horwood Ltd., Chich-
ester, England, 1973.
[286] J.H.Freed. J.Chem.Phys., 41(2077), 1964.
[287] D.Kivelson. Electron spin relaxation in liquids. eds. L.T.Muus,
P.W.Atkins, Plenum, New York, 1972.
[288] A.G.Redfield. Advan.Magn.Resonance, 1(1), 1965.
[289] G.E.Pake. Paramagnetic resonance. Benjamin, New York, 1962.
[290] M.E.Rose. Elementary theory of angular momentum. Wiley, New York,
1957.
[291] G.R.Satchler D.M.Brink. Angular momentum. Oxford Univ.Press
(Clarendon), London and New York, 1968.
[292] A.Einstein. Ann.Phys.(Leipzig), 19(371), 1906.
[293] P.Debye. Ber.Deut.Phys.Ges., 55(777), 1916.
[294] P.Debye. Polar molecules. Dover, New York, 1928.
[295] J.Perrin. J.Phys.Radium, 5(497), 1934.
[296] L.D.Favro. Phys.Rev., 119(53), 1960.
[297] J.H.Freed. Ann.Rev.Phys.Chem, 23(265), 1972.
[298] H.Sillescu B.Gail, F.Fujara. J.Mag.Reson., Ser.A, 130(18), 1998.
[299] G.Hinze. Phys.Rev.E, 57(2010), 1998.
[300] G.Hinze R.Bo¨bmer. J.Chem.Phys., 109(241), 1998.
210 BIBLIOGRAPHY
[301] G.Hinze H.Sillescu G.Diezemann, R.Bo¨bmer. J.Non-Cryst.Solids, 235.
[302] H.Sillescu R.M.Diehl, F.Fujara. Europhys.Lett., 13(257), 1990.
[303] S.C.Kuebler H.V.Spiess A.Heuer, J.Leisen. J.Chem.Phys., 105(7088),
1996.
[304] E.N.Ivanov. Sov.Phys.JETP, 18(1041), 1964.
[305] E.N.Ivanov K.A.Valiev. Sov.Phys.Usp., 16(1), 1973.
[306] K.A.Valiev E.N.Ivanov. Opt.Spectrosc., 35(169), 1973.
[307] J.E.Anderson. Faraday Symp.Chem.Soc., 6(82), 1972.
[308] C.F.Polnaszek J.H.Freed S.A.Goldman, G.V.Bruno. J.Chem.Phys.,
56(716), 1972.
[309] H.Sillescu. J.Chem.Phys., 54(2110), 1971.
[310] J.R.Norris. Chem.Phys.Lett., 1(333), 1967.
[311] S.L.Weissman J.R.Norris. J.Phys.Chem., 73(3118), 1969.
[312] P.A.Egelstaff. J.Chem.Phys., 53(2590), 1970.
[313] S.A.Kivelson D.Kivelson. J.Chem.Phys., 90(4464), 1989.
[314] M.Faetti D.Leporini L.Alessi, L.Andreozzi. J.Chem.Phys., 114(3631),
2001.
[315] H.Sillescu G.Diezemann. J.Chem.Phys., 111(1126), 1999.
[316] N.G.van Kampen. Stochastic processes in physics and chemistry.
North-Holland, Amsterdam, 1981.
[317] C.W.Gardiner. Handbook of stochastic methods. 2nd ed. Springer,
Berlin, 1985.
[318] C.Donati D.Leporini L.Andreozzi, F.Cianflone.
J.Phys.Condens.Matter, 8(3795), 1996.
[319] D.Kivelson. J.Chem.Phys., 33(1094), 1966.
BIBLIOGRAPHY 211
[320] C.F.Polnaszek J.H.Freed, G.V.Bruno. J.Phys.Chem., 75(3386), 1971.
[321] J.H.Freed R.P.Mason. J.Phys.Chem., 78(1321), 1974.
[322] C.S.Johnson M.Saunders. J.Chem.Phys., 48(534), 1968.
[323] H.M.McConnell R.C.McCalley, E.J.Shimshick. Chem.Phys.Lett.,
13(115), 1972.
[324] M.Fixman. J.Chem.Phys., 48(223), 1968.
[325] J.H.Freed. J.Chem.Phys., 49(376), 1968.
[326] J.M.Deutch J.Albers. J.Chem.Phys., 55(2613), 1971.
[327] S.Alexander A.Baram, Z.Luz. J.Chem.Phys., 58(4558), 1973.
[328] B.P.Hills P.W.Atkins. Molec.Phys., 29(761), 1975.
[329] G.Yue H.L.Friedman, L.Blum. J.Chem.Phys., 65(4396), 1976.
[330] A.Baram. Molec.Phys., 41(823), 1980.
[331] S.Lee D.Kivelson. J.Chem.Phys., 76(5746), 1982.
[332] A.Baram. Molec.Phys., 44(1009), 1981.
[333] A.Baram. Molec.Phys., 45(309), 1982.
[334] A.Baram. J.Chem.Phys., 87(1676), 1983.
[335] Z.Luz S.Alexander, A.Baram. J.Chem.Phys., 61(992), 1974.
[336] K.Kambe A.Abragam. Phys.Rev., 91(894), 1953.
[337] J.H.Van Vleck. Phys.Rev., 74(1168), 1948.
[338] R.G.Gordon. J.Chem.Phys., 40(1973), 1964.
[339] R.G.Gordon. J.Chem.Phys., 39(2788), 1963.
[340] R.G.Gordon. J.Math.Phys., 9(655), 1968.
[341] J.C.Gill. J.Phys.C:Solid State Phys., 4(1420), 1971.
212 BIBLIOGRAPHY
[342] G.W.Parker. J.Chem.Phys., 58(3274), 1973.
[343] H.Mashiyama K.Tomita. Progr.Theor.Phys., 51(1312), 1974.
[344] I.J.Lowe M.Engelsberg. Phys.Rev.B, 12(3547), 1975.
[345] R.Kubo. Stochastic processes in chemical physics, advances in chemical
physics. Ed. K.E.Shuler,Vol XVI, pp.101-127, Wiley, New York, 1969.
[346] P.Grigolini M.Ferrario. Chem.Phys.Lett., 62(100), 1979.
[347] H.Mori. Prog.Theor.Phys., 33(423), 1965.
[348] H.Mori. Prog.Theor.Phys., 34(399), 1965.
[349] G.W.Parker F.Lado, J.D.Memory. Phys.Rev.B, 4(1406), 1971.
[350] P.Marin M.Giordano, P.Grigolini. Chem.Phys.Lett., 83(554), 1981.
[351] M.Dupuis. Prog.Theor.Phys., 37(502), 1967.
[352] A.Lonke. J.Math.Phys., 12(2422), 1971.
[353] C.Lanczos. J.Res.Nat.Bur.Stand., 45(255), 1950.
[354] J.H.Freed G.Moro. J.Phys.Chem., 84(2837), 1980.
[355] J.H.Freed G.Moro. J.Phys.Chem., 74(3757), 1981.
[356] R.Dekeyser M.H.Lee, I.M.Kim. Phys.Rev.Lett., 52(1579), 1984.
[357] J.A.Tyon A.J.Dammers, Y.K.Levine. Chem.Phys.Lett., 88(198), 1982.
[358] D.Leporini P.Marin M.Giordano, P.Grigolini. Advan.Chem.Phys.,
62(321), 1985.
[359] J.H.Freed. Electron spin relaxation in liquids. eds. L.T.Muus,
P.W.Atkins, Plenum, New York, 1972.
[360] K.Ogan D.Kivelson. Adv.Magn.Reson., 7(71), 1974.
[361] R.Kubo. J.Phys.Soc.Japan, 12(570), 1957.
[362] L.Dale Favro. Fluctuation phenomena in solids. Ed. R.Burgess, Aca-
demic New York, 1965.
BIBLIOGRAPHY 213
[363] P.S.Hubbard. Phys.Rev.A, 6(2421), 1972.
[364] P.Grigolini. Chem.Phys., 38(389), 1979.
[365] Z.Luz S.Alexander, A.Baram. Mol.Phys., 27(441), 1974.
[366] S.Alexander A.Baram, Z.Luz. J.Chem.Phys., 64(4321), 1976.
[367] A.Baram. J.Chem.Phys., 71(2503), 1979.
[368] B.Bleaney A.Abragam. Electron paramagnetic resonance of transition
ions. Oxford University Press, London, 1970.
[369] U.Wiesner H.W.Spiess G.Jeschke D.Leporini, V.Scho¨dler.
J.Chem.Phys., 119(11829), 2003.
[370] A.G.Redfield. I.B.M. J.Res.Dev., 1(19), 1957.
[371] G.R.Luckhurst A.Carrington, A.Hudson. Proc.Roy.Soc.London, (582),
1965.
[372] A.Wokaun R.R.Ernst, G.Bodenhausen. Principles of nuclear magnetic
resonance in one and two dimensions. Oxford, UK:Claredon, 1987.
[373] J.D.McGree W.B.Mims, K.Nassau. Phys.Rev., 123(2059), 1961.
[374] J.Peisach W.B.Mims. Advanced EPR: Applications in Biology and Bio-
chemistry. ed. A.J.Hoff; Amsterdam:Elsevier, 1989.
[375] Y.D.Tsvetkov K.M.Salikhov. Time-domain electron spin resonance.
ed. L.Kevan, R.N.Schwartz; New York:Wiley, 1979.
[376] Y.D.Tsvetkov K.M.Salikhov, A.G.Semyenov. Electron spin echoes and
their applications. Novosibirsk, Russia: Nauka, 1976.
[377] A.Schweiger. Appl.Magn.Reson., 5(229), 1993.
[378] J.Forrer A.Schweiger M.Willer, J.Granwehr. J.Magn.Reson., 133(46),
1998.
[379] A.Schweiger G.Jeschke. Mol.Phys., 88(355), 1996.
[380] M.Bernardo H.Thomann. Chem.Phys.Lett., 169(5), 1990.
214 BIBLIOGRAPHY
[381] P.E.Doan B.M.Hoffman, C.E.Davoust. J.Magn.Reson.
[382] R.N.Schwartz eds. L.Kevan. Time-domain electron spin resonance.
New York:Wiley Intersci, 1979.
[383] M.K.Bowman eds. L.Kevan. Modern pulsed and continous wave ESR.
New York:Wiley, 1990.
[384] A.J.Hoff ed. Advanced EPR: Applications in Biology and Biochemistry.
Amsterdam:Elsevier, 1989.
[385] A.H.Maki J.S.Hyde. J.Chem.Phys., 40(3117), 1964.
[386] J.H.Freed J.S.Hyde, J.C.W.Chien. J.Chem.Phys., 48(4211), 1968.
[387] J.H.Freed G.L.Millhauser. J.Chem.Phys., 81(37), 1984.
[388] J.H.Freed L.J.Schwartz, G.L.Millhauser. Chem.Phys.Lett., 127(60),
1986.
[389] J.H.Freed J.P.Hornak. Chem.Phys.Lett., 101(115), 1983.
[390] K.M.Salikhov Yu.D.Tsetkov S.A.Dzuba, A.G.Maryasov.
J.Magn.Reson., 58(95), 1984.
[391] Yu.D.Tsetkov S.A.Dzuba. Chem.Phys., 120(291), 1988.
[392] D.Leporini P.Marin M.Giordano, P.Grigolini. Adv.Chem.Phys.,
62(321), 1985.
[393] J.H.Freed G.L.Millhauser. J.Chem.Phys., 81(37), 1984.
[394] J.H.Freed G.L.Millhauser. J.Chem.Phys., 85(63), 1986.
[395] J.H.Freed G.L.Millhauser, J.Gorcester. Electronic magnetic resonance
of the solid state. Ed. J.A.Weil, Canadian society for chemistry, Ot-
tawa, 1987.
[396] J.H.Freed L.J.Schwartz, A.Stillman. J.Chem.Phys., 77(5410), 1982.
[397] A.Abragam and B.Bleaney. Electron paramagnetic resonance of tran-
sition ions. Dover Publications, New York, 1970.
BIBLIOGRAPHY 215
[398] P.W.Atkins L.T.Muus. Electron spin relaxation in liquids. Plenum,
New York, 1972.
[399] C.F.Polnaszek J.H.Freed, G.V.Bruno. J.Chem.Phys., 75(3386), 1971.
[400] E.M. Lifshitz L.D. Landau. Quantum mechanics: Non-relativistic the-
ory. Oxford, Pergamon Press, 1958.
[401] F.Morse. Methods of theoretical physics. McGraw-Hill, New York, 1953.
[402] A.Sokolov A.Kisliuk, R.T.Mathers. J.Polym.Sci.B, 38(2785), 2000.
[403] J.Colmenero B.Farago A.Arbe, D.Richter. Phys.Rev.E, 54(3853), 1996.
[404] D.Richter B.Frick, B.Farago. Phys.Rev.Lett., 64(2921), 1990.
[405] T.Volkmer U.Wiesner G.G.Maresch H.W.Spiess J.W.Saalmueller,
H.W.Long. J.Polym.Sci.B, 34(1019), 1996.
[406] H.W.Spiess E.Ro¨ssler, H.Sillescu. J.Phys.Chem., 94(6879), 1990.
[407] H.W.Spiess E.Ro¨ssler, H.Sillescu. Polymer, 26(203), 1985.
[408] T.D.Z.Atvars M.Christoff. Macromolecules, 32(6093), 1999.
[409] C.Donati D.Leporini L.Andreozzi, F.Cianflone.
J.Phys.Condens.Matter, 8(3795), 1996.
[410] D.Leporini L.Pardi M.Faetti, M.Giordano. Macromolecules, 32(1876),
1999.
[411] D.Leporini A.Barbieri, G.Gorini. Phys.Rev.E, 69(061509), 2004.
[412] T.Keyes J.Kim. J.Chem.Phys., 121(4237), 2004.
[413] T.Klimenko A.Kh.Vorobiev, V.S.Gurman. Phys.Chem.Chem.Phys.,
2(379), 2000.
[414] S.Saxena J.H.Freed D.E.Budil, S.Lee. J. Magn. Reson. Series A,
120(155), 1996.
[415] S.Lee D.Kivelson. J.Chem.Phys., 76(5746), 1985.
[416] D.R.Uhlmann W.T.Laughlin. J.Phys.Chem., 76(2317), 1972.
216 BIBLIOGRAPHY
[417] D.R.Uhlmann M.Cukiermann, J.W.Lane. J.Chem.Phys., 59(3639),
1973.
[418] G.Ruocco F.Sette G.Monaco, C.Masciovecchio. Phys.Rev.Lett.,
80(2161), 1998.
[419] B.Farago D.Richter, B.Frick. Phys.Rev.Lett., 61(2435), 1988.
[420] W.Petry U.Buchenau B.Frick, D.Richter. Z.Phys.B, 70(73), 1988.
[421] L.J. Berliner S.S.Eaton, G.R. Eaton. Biomedical EPR: Free Radicals,
Metals, Medicine, and Physiology. Springer, 2005.
[422] N. Kocherginsky H.M. Swartz. Nitroxide Spin Labels. CRC Press, 1995.
[423] L.J. Berliner S.S.Eaton, G.R. Eaton. Biomedical EPR, Part B: Method-
ology, Instrumentation, and Dynamics. Springer, 2004.
[424] L.J. Berliner O.Grinberg. Very High Frequency (VHF) ESR/EPR.
Springer, 2004.
[425] L.J. Berliner. Biological Magnetic Resonance: The Next Millenium.
Springer, 1998.
[426] P.L.Nordio H.M.McConnell T.J.Stone, T.Buckman.
Proc.Natl.Acad.Sci.U.S.A., 54(1010), 1965.
[427] S.Saxena J.H.Freed D.E.Budil, S.Lee. J.Magn.Reson.A, 120(155),
1996.
[428] D.Richter B.Frick, U.Buchenau. Colloid.Polym.Sci., 273(3841), 1995.
[429] K.Kaji T.Kanaya, T.Kawaguchi. J.Chem.Phys., 104(3841), 1996.
List of Figures
1.1 The selection of orientation sub ensembles at 95 GHz experi-
ment for field values Bx (top), By (middle), Bz (bottom). The
shaded areas are the orientations of the static magnetic field
with respect to the molecular frame of the excited spin probe.
Reproduced from [93]. . . . . . . . . . . . . . . . . . . . . . . 16
2.1 Plot of a Lorenzian function (a) and of its first derivative (b). 23
2.2 Zeeman splitting of an S = 1
2
state. . . . . . . . . . . . . . . . 26
2.3 Energy levels and allowed transition for S = 1
2
, I = 1 for the
Hamiltonian (with no anisotropy) HHF = gβ(B ·S)+A(S · I).
The allowed ∆M = ±1, ∆m = ±0 transitions are indicated by
continuous vertical lines. The forbidden ∆M = ±1,∆m = ±1
transition are indicated by broken vertical lines. . . . . . . . . 32
2.4 Saturation illustrated by plotting χ
′′
of eqn 2.61 . . . . . . . . 36
2.5 Homogeneous and inhomogeneous lines:(a)homogeneous line
of width Γhom consisting of a superposition of spin packets of
width Γhom and the same central frequency.(b) Inhomogeneous
line of width Γinh consisting of a superposition of spin packets
of width Γhom and different center frequencies. . . . . . . . . . 38
2.6 g resolution at low field and high field for two species with
S1 = S2 = 1/2 and g1 > g2. . . . . . . . . . . . . . . . . . . . . 40
2.7 Turning points at 190GHz for a system with gx = gy = g⊥ =
2.00994, gz = g|| = 2.00221, Ax = Ay = Az = 0 in powder
(top) and single crystals (rotation patterns). Crystal rotated
about the symmetric axis. . . . . . . . . . . . . . . . . . . . . 42
217
218 LIST OF FIGURES
2.8 Structure of an EPR spectrum of a system with electron spin
S = 1/2, nuclear spin I = 1 and with anisotropic g− and A−
tensors; (a) the three hyperfine components at 190GHz; (b)
the overall HF 2EPR absorption (thin line) and the derivative
(bold line) line shape at 190GHz; (c) derivative line shape at
95GHz. Both in the solid state and with the same magnetic
field scale. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.1 Chemical structure of some common polymers. . . . . . . . . . 48
3.2 Polybutadiene. . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.3 The rotational energy diagram for carbon-carbon single bonds
in a hydrocarbon polymer such as polyethylene. Illustrated
are the energy wells of the trans, gauche plus and the gauche
minus positions. Reproduced from [125]. . . . . . . . . . . . . 50
3.4 Molecular structure of OTP (C18H14). Consists of a central
benzene ring and two lateral phenyl rings in ortho position, the
two lateral rings being attached to the central one by covalent
bonds. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.5 Schematic representation of the specific volume as function of
temperature for a liquid which can both crystallize and form a
glass. The thermodynamic and dynamic properties of a glass
depend upon the cooling rate: glass 2 was formed with a slower
cooling rate then glass 1. . . . . . . . . . . . . . . . . . . . . . 54
3.6 Illustration of different temperature dependences of relaxation
processes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.7 The relaxation function Φ(t) vs. normalized time t/τ , follow-
ing an instantaneous small change in temperature or strain.
Values of β are shown on figure. . . . . . . . . . . . . . . . . . 61
3.8 ’Angell plot’: viscosities of various glass-forming liquids in
an Arrhenius representation with reduced temperature scale
Tg/T . This plot motivates Angell’s ’strong’-’fragile’ classifica-
tion in which OTP is one of the most fragile liquids. Repro-
duced from [3]. . . . . . . . . . . . . . . . . . . . . . . . . . . 62
LIST OF FIGURES 219
3.9 (a) Incoherent Mo¨ssbauer-Lamb factor of protonated OTP for
several Q-values [178]. A harmonic behaviour at low tem-
perature is followed by the onset of an anomalous decrease
around Tg. Note the cups in the temperature dependence at
Tc. (b) Temperature dependence of the Debye-Waller factor
of the density correlations for various value of Q. Lines are
fits with a square-root law leading to a critical temperature
of Tc ≈ 290K. Towards higher temperatures weak linear tem-
perature dependence is assumed. The inset demonstrates the
square-root law in linearized form. Reproduced from [129] . . 66
3.10 Temperature dependence of the Debye-Waller factor fQ(T )derived
at Q = 2.5nm−1 from he quasielastic to total intensities ratio
(full circles) and at Q ∼= nm−1 from υ∞ and υ data (open cir-
cles). The error bars correspond to ±σ statistical error. The
full line is the best fits to the full circles in the low and high
temperatures regions. They cross in a region consistent with
both Tg and Tc, as indicated by the dashed lines, representing
the limits of the ±σ prediction band. Reproduced from [154]. . 67
3.11 Temperature dependence of (a) elastic scattering and (b) mean
square displacement〈u2〉 for various energy resolution δǫ. Re-
produced from [192]. . . . . . . . . . . . . . . . . . . . . . . . 72
3.12 Comparison of temperature dependence of elastic scattering
intensity between PS and PS−D5 for Q = 0.86 and 1.64A˚−1.
Reproduced from [192]. . . . . . . . . . . . . . . . . . . . . . . 73
3.13 Schematic diagram of the potential energy hypersurface in the
multidimensional configuration space for a many particle sys-
tem. Reproduced from [232]. . . . . . . . . . . . . . . . . . . . 75
4.1 Spin probe examples. . . . . . . . . . . . . . . . . . . . . . . . 81
220 LIST OF FIGURES
5.1 Dependence of the EPR line shape on the rotational correla-
tion time of the spin probe τc (simulations) for 9.5 GHz (left)
and 95 GHz (right). The spin probes are assumed to rotate
by jumps of size θ = 20◦ with a rotational correlation time
τc. All line shape were convoluted by a Gaussian with width
0.1 mT to account for inhomogeneous broadening. Left: (a)
τc = 0.17 ns, (b) τc = 2.55 ns, (c) τc = 5.1 ns, (d) τc = 42.5 ns.
Right: (a) τc = 0.021 ns, (b) τc = 0.425 ns, (c) τc = 2.34 ns,
(d) τc = 42.5 ns. . . . . . . . . . . . . . . . . . . . . . . . . . 107
5.2 Dependence of the EPR line shape on the rotational corre-
lation time of the spin probe τc (simulations) for 190 GHz
(left) and 285 GHz (right). The spin probes are assumed
to rotate by jumps of size θ = 20◦ with a rotational correla-
tion time τc. All line shape were convoluted by a Gaussian
with width 0.1 mT to account for inhomogeneous broadening.
Left: (a) τc = 0.0085 ns, (b) τc = 0.13 ns, (c) τc = 1.91 ns,
(d) τc = 42.5 ns. Right: (a) τc = 0.0068 ns, (b) τc = 0.055 ns,
(c) τc = 3.4 ns, (d) τc = 42.5 ns. . . . . . . . . . . . . . . . . 108
5.3 Simulated nitroxide spectra corresponding to an isotropic ro-
tational correlation time of 1.35 ns. For the sake of clarity
the field range of the spectra are normalized to the spread
of the 9.14 GHz spectra. . At the lowest frequencies, the
spectra are in the motional narrowing regime. As the fre-
quency increases, the spectra are more characteristic of the
slow-motional regime. This is an example of wherein pro-
cesses that appear to be rapid in the EPR time scale at low
frequencies appear slow on the EPR time scale at higher fre-
quencies. Above 40 GHz, the g-tensor anisotropy begins to
dominate the spectra. At the very higher frequencies, the hy-
perfine interaction is not resolved, where at low frequencies,
the spectrum is dominated by the hyperfine interactions. . . . 110
LIST OF FIGURES 221
5.4 Structure of the 95 GHz (left) and 190 GHz (right) line shape
of a nitroxide spin probe undergoing very slow reorientation
(simulation). Top: the three hyperfine components. Middle:
the overall absorption line shape. Bottom: the derivative line
shape. The spin probe rotates by jumps of size θ = 20◦ with
correlation time 20 ns. The line shapes were convoluted by
a Gaussian with width 0.1 mT to account for inhomogeneous
broadening. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
5.5 Structure of the 9.5 GHz (left) and 285 GHz (right) line shape
of a nitroxide spin probe undergoing very slow reorientation
(simulation). Top: the three hyperfine components. Middle:
the overall absorption line shape. Bottom: the derivative line
shape. The spin probe rotates by jumps of size θ = 20◦ with
correlation time 20 ns. The line shapes were convoluted by
a Gaussian with width 0.1 mT to account for inhomogeneous
broadening. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
5.6 Detailed view of the EPR spectrum of a non axial nitrox-
ide species, undergoing very slow reorientation (simulation) at
9.5 GHz (a), 95 GHz (b), 190 GHz (c) and 285 GHz (d).
The spin probe rotates by jumps of size φ = 20◦ with correla-
tion time τSCT = 20.5ns. The line shapes were convoluted by
a Gaussian with width 0.1 mT to account for inhomogeneous
broadening. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
5.7 Distance dependence of ∆B between the outermost extrema of
the EPR line shape at 9.5, 95, 190 and 285 GHz (see fig.5.6)
on the rotational correlation time τc for small and large jump
angles θ. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
5.8 Dependence of the EPR line shape in the slow motion regime
at 285 GHz on the rotational correlation time of an spherically
symmetric molecule rotating by instantaneous random jumps
of fixed size 90◦ (panel a) and 20◦ (panel b) after a mean
residence time τ0 . . . . . . . . . . . . . . . . . . . . . . . . . 116
6.1 Chemical structure of some nitroxide spin probe . . . . . . . . 130
6.2 The EPR line shape at 9.5 GHz in function of the spin
probe concentration. From top to bottom the concentration
in weight are: 0.04 %, 0.08 %, 0.8 %, 1.5 %. Dot line is the
sample used in this thesis. . . . . . . . . . . . . . . . . . . . . 133
222 LIST OF FIGURES
6.3 HF 2EPR spectra of spin probe TEMPO in glassy PS at
285 GHz. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
6.4 Temperature dependence of the quantity ∆Bzx (left) and ∆Bzy
(right) of TEMPO in PS at 9.5 GHz, 95 GHz, 190 GHz,
285 GHz. Dashed line: guide for the eye. . . . . . . . . . . . . 136
6.5 Average line width of the three ( 190GHz and 285GHz ) , and
two ( 95 GHz ) high-field outermost peaks of the lineshape.
Inset: width of the high-field outermost peak of the lineshape
at 9.5 GHz. See section 5.1.4 for details. . . . . . . . . . . . . 137
6.6 Schematic view of the bimodal distribution of correlation times
ρTPD (see eq.6.8 with ρ = ρPD)for different values of the
trapped fraction w, τmax = 1, x = 0.8, ρPD denotes the short-
ies correlation time. The delta function is replaced by a narrow
gaussian with width 0.01. . . . . . . . . . . . . . . . . . . . . . 141
6.7 The line shape at 95 GHz (a) 190 GHz (b) and 285 GHz
(c) of TEMPO in PS at 50K. The superimposed dashed
lines are best fits according to the SCT model, eq.6.5, with
τSCT = 29.37 ns (95GHz), τSCT = 25 ns (190GHz) and τSCT = 19 ns
(285 GHz). Jump angle φ = 60◦. The magnetic parameters
are listed in Table 6.4. The x axis is parallel to the N − O
bond, the z axis is parallel to the nitrogen and oxygen 2p
orbitals containing the unpaired electron, and the y axis is
perpendicular to the other ones ( see fig.6.1 for details ). The
theoretical lineshape is convoluted by a Gaussian with width
0.15mT to account for the inhomogeneous broadening. . . . . 142
6.8 The line shape at 95 GHz (a) 190 GHz (b) and 285 GHz
(c) of TEMPO in PS at 50K. The superimposed dashed
lines are best fits according to the SCT model, eq.6.5, with
τSCT = 85 ns (95GHz), τSCT = 102 ns (190GHz) and τSCT = 127 ns
(285GHz). Jump angle φ = 20◦. Magnetic parameters of
TEMPO as in figure 6.7 The theoretical lineshape is convo-
luted by a Gaussian with width 0.15mT to account for the
inhomogeneous broadening. . . . . . . . . . . . . . . . . . . . 144
6.9 HF 2EPR spectra of TEMPO in PS at 95 GHz (a) 190 GHz
(b) and 285 GHz (c). The temperature T = 300 K . . . . . . 146
LIST OF FIGURES 223
6.10 Best fits of theHF 2EPR lineshape at 95GHz (left), 190GHz
(center) and 285 GHz (right) of TEMPO in PS at 270 K
according to the SCT model, equation 6.5 and different jump
angles φ. The magnetic parameters are as in Table 6.4. The
best fit parameters are as follows. Left: φ = 5◦, τSCT =
2.76 ns; φ = 20◦, τSCT = 3.40 ns; φ = 60
◦, τSCT = 5.0 ns; φ =
90◦, τSCT = 4.16 ns. Center: φ = 5
◦, τSCT = 3.96 ns; φ = 20
◦,
τSCT = 4.16 ns; φ = 60
◦, τSCT = 4.62 ns; φ = 90
◦, τSCT =
3.16 ns. Right: φ = 5◦, τSCT = 5.26 ns; φ = 20
◦, τSCT =
5.95 ns; φ = 60◦, τSCT = 3.75 ns; φ = 90
◦, τSCT = 2.66 ns.
The theoretical lineshape is convoluted by a Gaussian with
width 0.15mT to account for the inhomogeneous broadening. . 147
6.11 Best fits of theHF 2EPR lineshape at 95GHz (left), 190GHz
(center) and 285 GHz (right) of TEMPO in PS at 270 K
according to the LGD model, equation 6.2 and different jump
angles φ. The magnetic parameters are as in Table 6.4. The
best fit value of the width was found to be independent of the
jump angles and set to σ = 1.0. The other best fit parameters
are as follows. Left: φ = 5◦, τLGD = 3.0 ns; φ = 20
◦, τLGD =
3.0 ns; φ = 60◦, τLGD = 4.0 ns; φ = 90
◦, τLGD = 3.5 ns.
Center: φ = 5◦, τLGD = 3.6 ns; φ = 20
◦, τLGD = 3.6 ns;
φ = 60◦, τLGD = 1.8 ns; φ = 90
◦, τLGD = 1.6 ns. Right:
φ = 5◦, τLGD = 4.0 ns; φ = 20
◦, τSCT = 4.0 ns; φ = 60
◦,
τLGD = 2.0 ns; φ = 90
◦, τLGD = 1.1 ns. The theoretical
lineshape is convoluted by a Gaussian with width 0.15mT to
account for the inhomogeneous broadening. . . . . . . . . . . . 148
224 LIST OF FIGURES
6.12 Best fits of theHF 2EPR lineshape at 95GHz (left), 190GHz
(center) and 285 GHz (right) of TEMPO in PS at 270 K
according to the PD model, equation 6.4 and different jump
angles φ. The magnetic parameters are as in Table 6.4. The
other best fit parameters are as follows. Left: φ = 5◦, x = 0.65,
τPD = 0.55 ns; φ = 20
◦, x = 0.6, τPD = 0.5 ns; φ = 60
◦,
x = 0.55, τPD = 0.85 ns; φ = 90
◦, x = 0.55, τPD = 0.85 ns.
Center: φ = 5◦, x = 0.6, τPD = 0.24 ns; φ = 20
◦, x = 0.575,
τPD = 0.225 ns; φ = 60
◦, x = 0.6, τPD = 0.25 ns; φ = 90
◦,
x = 0.63, τPD = 0.25 ns. Right: φ = 5
◦, x = 0.52, τPD =
0.13 ns; φ = 20◦, x = 0.5, τPD = 0.13 ns; φ = 60
◦, x = 0.5,
τPD = 0.15 ns; φ = 90
◦, x = 0.55, τPD = 0.15 ns. The
theoretical lineshape is convoluted by a Gaussian with width
0.15mT to account for the inhomogeneous broadening. . . . . 150
6.13 TheHF 2EPR lineshape at T = 240K and frequencies 95GHz
(panel a ), 190 GHz (panel b ) and 285 GHz (panel c ) of
TEMPO in PS. The dash doted superimposed curves are nu-
merical simulation by using the PD model, equation 6.4, with
x = 0.48, τPD = 0.6 ns (panel a ); x = 0.4, τPD = 0.25 ns
(panel b ); x = 0.34, τPD = 0.16 ns (panel c ). In all three
cases the best-fit value of the jump angle is φ = 20◦. The mag-
netic parameters are as in Table 6.4. The theoretical lineshape
is convoluted by a Gaussian with width 0.15mT to account for
the inhomogeneous broadening. . . . . . . . . . . . . . . . . . 151
6.14 TheHF 2EPR lineshape at T = 220K and frequencies 95GHz
(panel a ), 190 GHz (panel b ) and 285 GHz (panel c ) of
TEMPO in PS. The dash doted superimposed curves are nu-
merical simulation by using the PD model, equation 6.4, with
x = 0.44, τPD = 0.7 ns (panel a ); x = 0.35, τPD = 0.28 ns
(panel b ); x = 0.31, τPD = 0.2 ns (panel c ). In all three cases
the best-fit value of the jump angle is φ = 20◦. The magnetic
parameters are as in Table 6.4. The theoretical lineshape is
convoluted by a Gaussian with width 0.15mT to account for
the inhomogeneous broadening. . . . . . . . . . . . . . . . . . 152
LIST OF FIGURES 225
6.15 TheHF 2EPR lineshape at T = 200K and frequencies 95GHz
(panel a ), 190 GHz (panel b ) and 285 GHz (panel c ) of
TEMPO in PS. The dash doted superimposed curves are
numerical simulation by using the PD model, equation 6.4,
with x = 0.4, τPD = 2.5 ns (panel a ); x = 0.32, τPD = 2.0 ns
(panel b ); x = 0.28, τPD = 0.6 ns (panel c ). The dotted lines
are numerical simulations by using the SCT model, equation
6.5 with τSCT = 17.0 ns (panel a ); τSCT = 20.3 ns (panel b
); τSCT = 21.2 ns (panel c ). In all three cases the best-fit
value of the jump angle is φ = 20◦. Notice that PD model has
only one more adjustable parameter with respect to SCT one.
The magnetic parameters are as in Table 6.4. The theoretical
lineshape is convoluted by a Gaussian with width 0.15mT to
account for the inhomogeneous broadening. . . . . . . . . . . . 153
6.16 TheHF 2EPR line shape of TEMPO inPS at 180K and fre-
quencies 95 GHz (panel a ), 190 GHz (panel b ) and 285 GHz
(panel c ). The dotted superimposed lines are simulations by
using the SCT model, equation 6.5, with jump angle φ = 20◦
and τSCT = 25.4 ns (panel b ); τSCT = 29.7 ns (panel c ). The
dashed superimposed line in ( panel a ) and ( panel b ) is a sim-
ulation using using the SCT model, equation 6.5, with jump
angle φ = 35◦ and τSCT = 29.8 ns (panel a ); τSCT = 26.2 ns
(panel b ). The magnetic parameters are as in Table 6.4. The
theoretical line shape is convoluted by a Gaussian with width
0.15mT to account for the inhomogeneous broadening. . . . . 154
6.17 Best fits of the HF 2EPR line shape at 95 GHz (panel a ),
190 GHz (panel b ) and 285 GHz (panel c ) of TEMPO
in PS at 115 K according to the SCT model, equation 6.5
and different jump angles φ. The magnetic parameters are as
in Table 6.4. The best fit parameters are as follows: panel a
φ = 20◦, τSCT = 46.7 ns; φ = 60
◦, τSCT = 20.0 ns; panel
b φ = 20◦, τSCT = 49.3 ns; φ = 50
◦, τSCT = 23.0 ns; panel
cφ = 20◦, τSCT = 52.7 ns; φ = 50
◦, τSCT = 20 ns. The
theoretical line shape is convoluted by a Gaussian with width
0.15mT to account for the inhomogeneous broadening. . . . . 156
6.18 Temperature dependence of the fraction of trapped TEMPO
molecules, equation 6.9. . . . . . . . . . . . . . . . . . . . . . 158
226 LIST OF FIGURES
6.19 Left: The Arrhenius plot of τPD vs 1000/T at all three fre-
quencies 95, 190 and 285 GHz in the temperature range be-
tween 270 − 220 K. The values of the Emin obtained for all
three frequencies are: E95min = 258.63 K, E
190
min = 399.51 K
and E285min = 509.43 K. Right: Temperature dependence of the
width E (triangles) of the exponential energy-barrier distribu-
tion, equation 6.3, the width Emax (squares) of the maximum
energy barriers, equation 6.11 and width Emin (circus) of the
minimum energy barriers, equation 6.12 , as detected by the
HF 2EPR at 95 GHz (panel a ), 190 GHz (panel b ) and
285 GHz (panel c ). . . . . . . . . . . . . . . . . . . . . . . . 160
6.20 Temperature dependence of the characteristic times of the
SCT , PD and TPD distributions at 95 GHz (panel a ),
190 GHz (panel b ), 285 GHz (panel c ). The error bars
in the temperature range between 50− 180 K account for the
uncertainty on the best fit value of the jump angle which in in
the range 20◦ ≤ φ ≤ 60◦. Dotted lines are guides for the eye. . 162
6.21 The exploration of the orientation energy landscape byTEMPO.
T ≤ 180 K: all molecules are trapped ( w = 1). Orientational
correlations are lost via non-activated entropic-like pathways.
T > 180 K: a fraction of the molecules equal to 1−w rotate
by activated jumps over the exponentially-distributed energy
barriers. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
LIST OF FIGURES 227
6.22 The correlation time dependence of the ∆B for three frequen-
cies 95GHz-square, 190GHz-triangle and 285GHz-circle us-
ing a jump angle φ = 20◦. Left: ∆B = ∆Bjzx = (µBgzB −
Az)−µBgxB with j = 95, 190, 285GHz. Right: ∆B = ∆Bkzy =
(µBgzB−Az)−(µBgyB+Ay) with k = 190, 285GHz and ∆B =
∆B95zy = (µBgzB − Az) − (µBgyB − Ay). The values of ∆B
for 95GHz and 190GHz was vertical translated by a constant
in such a way that all three frequency has the same value of
∆B at correlation time τ = 197.4ns. The translated constant
are: for 95GHz,∆Bzy is 13.648mT ; ∆Bzx is 25.91mT and for
190GHz, ∆Bzy is 6.883mT ; ∆Bzx is 13.077mT . The dot lines
are the results obtained with the ”Baram−Kiveson generalized model”
( equations 6.16, 6.16 and 6.15), using the same correlation
times as those used for simulation. For this the vertical con-
stant translated was: for 95GHz, ∆Bzy is 18.579mT , ∆Bzx is
26.813mT ; for 190GHz, ∆Bzy is 13.249mT , ∆Bzx is 13.783mT ;
for 285GHz, ∆Bzy is 7.079mT , ∆Bzx is 0.633mT . . . . . . . . 166
6.23 Experimental temperature dependence of the shift δB (τ∞ =
200ns) for three frequencies 95GHz-full square, 190GHz-full
triangle and 285GHz-full circle. Turning point (µBgzB−Az)−
µBgxB on the left site and (µBgzB −Az)− (µBgyB +Ay) for
190, 285GHz; µBgzB−Az)− (µBgyB−Ay) for 95GHz on the
right site. Empty sign for SCT model using for 285GHz the
correlation times τSCT = 8.5, 13, 19.79, 25.91, 33, 58, 88, 126 ns;
for 190GHz τSCT = 9, 14, 22, 28.5, 33, 57, 87, 125 ns; for 95GHz
τSCT = 9.25, 15, 23, 30, 36, 55, 85, 123ns. Cheket sign for TPD
model using for 285GHz the correlation times τTPD = 5.5, 7.64, 11.89, 15.29ns,
w = 0.43, 0.629, 0.752, 0.83, x = 0.5, 0.34, 0.31, 0.28 and τmax =
29.7353ns; for 190GHz τTPD = 5.5, 8.5, 15, 23ns, w = 0.37, 0.60, 0.78, 0.91,
x = 0.575, 0.4, 0.35, 0.32 and τmax = 30.25ns; for 95GHz
τTPD = 5.5, 9.5, 17.89, 25ns, w = 0.35, 0.56, 0.78, 0.91, x =
0.6, 0.48, 0.44, 0.4 and τmax = 31.34ns. . . . . . . . . . . . . . . 170
6.24 Defined ∆B for 95 GHz and 285 GHz. The experimental
spectra are for 95 GHz at T = 281.2 K, and for 285 GHz at
T = 276.3 K. . . . . . . . . . . . . . . . . . . . . . . . . . . . 172
6.25 HF 2EPR spectra of spin probe Andro in OTP at 285 GHz. . 173
6.26 HF 2EPR spectra of the spin probeAndro inOTP at 285GHz
in the temperature range between 292.1 K and 307.3 K. . . . 174
228 LIST OF FIGURES
6.27 Temperature dependence of the quantity ∆B at 95, 190 and
285GHz of Andro inOTP (see fig.6.24 for the definition).The
data from 95 and 190 GHz are arbitrarily vertically shifted
for the sake of clarity. For 95 GHz with 11.4 mT and from
190 GHz with 5.5 mT . . . . . . . . . . . . . . . . . . . . . . . 175
6.28 Square temperature dependence of the distance (∆B − h)2 at
285 GHz (circles), 190 (triangles) and 95 GHz (squares) of
Andro in OTP. Left: the rescaling frequency square depen-
dence. Right: the linear fit with (∆B − h)2 = a + b(Tc − T );
a95 = −0.41 ± 0.01mT 2, b95 = 0.125 ± 0.003mT 2K−1; a190 =
0.02 ± 0.02mT 2, b190 = 0.124 ± 0.004mT 2K−1; a285 = 0.49 ±
0.02mT 2, b285 = 0.121± 0.003mT 2K−1. . . . . . . . . . . . . . 176
6.29 The frequency independence of ∆B at 95, 190 and 285 GHz
of Andro in OTP (see fig.6.24 for the definition).Insertion:
the frequency dependence of ∆B at 95, 190 and 285 GHz of
Andro in OTP. . . . . . . . . . . . . . . . . . . . . . . . . . 177
6.30 Temperature dependence of the quantity ∆B (see fig.6.24 for
the definition) at 285 GHz of Andro andNona (for chemical
structure see fig. 6.1) in glass-former OTP. . . . . . . . . . . 178
6.31 Temperature dependence of the quantity ∆B at 285 GHz of
TEMPO in PB(see fig.6.24 for the definition). . . . . . . . . 179
6.32 Comparison of HF 2EPR spin probes Andro and Nona in
OTP (left) and TEMPO in PB (right) at 285 GHz with
neutron scattering data. . . . . . . . . . . . . . . . . . . . . . 180
6.33 The HF 2EPR line shape at 285 GHz (left) of Chole inOTP
and 190 GHz (right) of Nona in OTP. . . . . . . . . . . . . 182
6.34 Comparation between the experimental HF 2EPR line shape
at 95 GHz (top) and 285 GHz (bottom) of TEMPO in PS
in temperature range between 50 K and 300 K. . . . . . . . . 184
6.35 Experimental HF 2EPR line shapes of different spin probes in
the OTP glass-former at 293 K. . . . . . . . . . . . . . . . . . 185
6.36 Top: temperature dependence of experimental HF 2EPR line
shape at 285 GHz of TEMPO (left) and at 95 GHz of Nona
(right) in PB. Bottom: temperature dependence of quantity
∆B for TEMPO (left) and Nona (right) in PB. . . . . . . . 186
List of Tables
6.1 The values of the molecular weightMw, polydispersityMw/Mn,
glass transition temperature Tg, and critical temperature Tc
for the study systems. . . . . . . . . . . . . . . . . . . . . . . 131
6.2 The spin probe concentration in weight in the diamagnetic host.134
6.3 Best fit result for linear fit with ∆B = a − biT , where i =
285, 190, 95, 9.5 in the temperature range: 50 − 270 K for
285 GHz, 50 − 220 K for 190 and 95 GHz, 100 − 220 K for
9.5 GHz. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
6.4 Magnetic parameters of TEMPO dissolved in PS. . . . . . . 143
6.5 The width of the exponential distribution of barrier heights E
of TEMPO in PS in the temperature range between 270 −
200 K as provided by the best fit of the HF 2EPR line shapes
at 95, 190 and 285 GHz by using the PD model with jump
angle φ = 20◦. . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
229
