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Abstract—Affective computing is a field of great interest in
many computer vision applications, including video surveillance,
behaviour analysis, and human-robot interaction. Most of the
existing literature has addressed this field by analysing different
sets of face features. However, in the last decade, several studies
have shown how body movements can play a key role even in
emotion recognition. The majority of these experiments on the
body are performed by trained actors whose aim is to simulate
emotional reactions. These unnatural expressions differ from
the more challenging genuine emotions, thus invalidating the
obtained results. In this paper, a solution for basic non-acted
emotion recognition based on 3D skeleton and Deep Neural
Networks (DNNs) is provided. The proposed work introduces
three majors contributions. First, unlike the current state-of-the-
art in non-acted body affect recognition, where only static or
global body features are considered, in this work also temporal
local movements performed by subjects in each frame are
examined. Second, an original set of global and time-dependent
features for body movement description is provided. Third, to
the best of out knowledge, this is the first attempt to use deep
learning methods for non-acted body affect recognition. Due to
the novelty of the topic, only the UCLIC dataset is currently
considered the benchmark for comparative tests. On the latter,
the proposed method outperforms all the competitors.
I. INTRODUCTION
Emotions are an important aspect of our daily lives [10]
since they affect our cognitive processes as well as how we re-
spond to social interactions. The affective behaviours exhibited
by a person allow to convey several levels of information to an
interlocutor and can be expressed via various communication
channels, including language, facial expressions, or body pos-
tures. Humans are in general apt to understand and interpret
the information given by these behavioural cues which are, in
fact, key in human-human interaction [9]. Affective computing
[5] is the research field focused on the design of autonomous
systems that try to reproduce this interpretative human ability.
Over the years, this field has received great interest from the
scientific community, resulting in relevant applications, such
as security [15], marketing [3], or health-care [31].
Most of the available computer vision research on affec-
tive computing deals with the emotions perceived by facial
expressions [33], [34], [8]. This is due to the wide availability
of formal models, e.g., the Facial Action Coding System
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(FACS) [12], which provides a methodical approach to treat
the affect recognition task. Contrarily, the lack of formal
models has strongly limited the research on emotions related
to postures and body movements. Moreover, it was customary
to consider the body as a simple intensity indicator of the
emotions previously detected by the face [25]. Thanks to later
studies [24], [32], body analysis has been recently considered
an important component in the affect recognition task and,
encouraged by this new perspective, several works have started
to analyse the body [14], [20]. Despite the good results shown
by these solutions, their experiments were based on acted
expressions performed by actors, which tried to reproduce
as genuine as possible affects. As a matter of fact, a real
challenging scenario for an automatic system is provided
by non-acted natural expressions [21], [13], which are more
complex and less separable compared to the acted ones.
In this paper, an original deep neural architecture is pro-
posed to classify a set of non-acted affective body move-
ments, described as a combination of meta-features. The
meta-features can be divided into two categories: a set of
temporal local features that describes the movement in each
time instant and a set of temporal global features that describes
the movement in relation to the whole analysed time window.
The proposed architecture is composed of two main branches,
whose purpose is to analyse a set of meta-features. The first
branch uses a Long Short Term Memory (LSTM) [17] network
to manage the time-dependent features, while the second
branch uses a Multi-Layer Perceptron (MLP) [27] network
to elaborate the global features. Finally, the classification is
given by a layer that merges the outputs of the two branches.
Several experiments were performed on the only benchmark
dataset [21] presented in the state-of-the-art for the non-acted
affect recognition task, which also reports a base rate achieved
by human observers. In the network training phase, a data
augmentation phase was carried out to manage those classes
of emotions represented by few samples. The results on the
benchmark dataset show both how our method overcomes the
current state-of-the-art and how the obtained accuracy is in
line with the human base rate.
A. Related work
The most accurate affect recognition systems are based on
electroencephalography [28]. Although these systems achieve
excellent results, they are limited by the use of dedicated
sensors that require a controlled environment. The computer
vision applications, on the other hand, are more suitable to
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2work in real and uncontrolled scenarios, thanks to the use
of more versatile sensors, such as RGB, RGB-D, or thermal
cameras. Most of the vision based methods involve emotion
recognition by the analysis of facial expressions [8], [18], [23].
This is due to the presence of a great deal of labelled data
in the state-of-the-art, organized in datasets, such as in [26].
Although the face is one of the most discriminative ways to
identify people’s emotions, it is not always possible to capture
facial expressions in large and crowded environments. This
aspect motivated researchers to try other solutions, including
poses and body movements.
Thanks to several studies [24], [32], data concerning the
body, correctly labelled with emotions, are beginning to ap-
pear. In addition, the evolution of sensors and feature ex-
traction techniques are allowing to obtain increasingly higher
performance in the estimation of body poses. A valid example
is reported in [20], where several basic machine learning tech-
niques, such as logistic regression, naive Bayes, and decision
tree classifier, were used to analyse the data acquired by the
VICON system. A key work was proposed in [22], where a
Mixture Discriminant Analysis (MDA) and an unsupervised
Expectation Maximization (EM) model were used to build
separate cultural models for affective posture recognition. In
[14] is presented a framework to analyse affective behaviour
by a small set of visual features extracted from two consumer
video cameras, and an unsupervised learning method based
on clustering techniques. Although all these works present
good results on data recited by actors, they do not address
real and un-recited scenarios. The first work that focuses on
this problem is presented in [21], where a benchmark dataset,
concerning non-acted affects extrapolated from people playing
with the Nintendo Wii console, is presented. Using key body
postures and an MLP network, the authors manage to get
results which are close to the base rate obtained by human
observers. Afterwards, the authors of [13], using the dataset
proposed in [21], present an interesting collection of meta-
features to train a Support Vector Machine (SVM), where these
meta-features consider the body movements globally, over the
entire time window. It should be noted that, about the affect
recognition using the body, the majority of the state-of-the-art
methods are focused only on acted data, and do not consider
time-dependent features or deep learning techniques.
B. Contributions
The main contributions of the proposed work, in relation to
the current literature for natural non-acted affect recognition,
can be summarized in three key points:
• the proposal of an original combination of local and
global temporal features to describe body movements
both at a low level, examining a given time instant (local)
as well as at a high level, considering the whole analysed
time window (global);
• the introduction of time with respect to body movement
analysis as a consequence of the use of temporal local
features, thus allowing a dynamic posture examination
instead of a static one;
• the introduction of deep learning, to handle body affect
recognition, by leveraging a custom architecture based on
merging LSTM and MLP networks to correctly manage
the proposed features.
II. METHOD
In this section, the proposed non-acted affect recognition
method based on body motions and LSTM network is de-
scribed. In the first module (Sec. II-A), the collection of
temporal local feature vectors Vα and temporal global fea-
ture vector vβ are extracted from a frame sequence S =
{s0, . . . , st, . . . , sT−1}, representing joints rotations of a 3D
skeleton for each time instant t ∈ [0, T − 1]. Afterwards, Vα
and vβ are given as inputs to the two branches of the proposed
network (Sec. II-B). Finally, the output vectors of the two
branches, zα and zβ , are combined and used to obtain the
normalized vector yˆ containing the classification. In Fig. 1,
the overall architecture is reported. The different stages of the
pipeline are detailed below.
A. Feature extraction
The meta-features used in this work are divided into two
main categories: the temporal global features and the temporal
local features.
• The temporal global features are computed over the
whole input sequence S, thus describing the body move-
ment globally without taking into account the time.
Following the description of [13], from which we taken
inspiration, this set of features can be divided into four
different subsets: posture group, limb rotation movement,
posture movement group, and joint rotation group. In this
work, we only use the first three subsets of features.
This choice derives from the fact that rotation angles
along the X, Y, Z axes refer to a single key posture,
as described in the joint rotation group. In our work,
the rotation angles are described locally using the second
feature category (i.e., temporal local features). A further
difference regards the posture group, which is extended
with five additional features: pose difference, pose sym-
metry, directed symmetry for the arm joints, as well as
arms-shoulders openness.
• The temporal local features are computed on each 3D
acquisition st ∈ S and describe the variation of body
movements in relation to time. Starting from the previ-
ously mentioned groups, these features are extracted as
follows: from the first three groups (i.e., extended posture
group, limb rotation movement, and posture movement
group), we compute the features using two consecutive
frames st and st+1, with st, st+1 ∈ S and ∀t ∈ [0, T−2];
while from the last one (i.e., joint rotation group), we
take into account the normalized joint rotation angles over
each single frame st ∈ S.
The final result of this feature extraction step is represented
by a collection of vectors Vα and a single vector vβ , i.e., tem-
poral local features and temporal global features, respectively.
B. Proposed network architecture
The proposed network is composed of two branches: an
upper branch, based on stacked LSTMs, and a lower branch,
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Figure 1. Architecture of the proposed method.
based on a MLP, operating on the features Vα and vβ ,
respectively. The upper branch consists of N -stacked LSTMs
to obtain a higher-level of abstraction on the input data [16].
The choice to use the LSTM derives from the remarkable
results obtained in several issues regarding the analysis of
body movements, such as gesture recognition [2] or action
recognition [30]. For each time instant t = 0, . . . , T − 1, the
activation functions for an LSTM unit at the l-th stack layer
are the following:
il,t = σ(Wxixt +Whihl,t−1 +Wcicl,t−1 + bi) (1)
fl,t = σ(Wxfxt +Whfhl,t−1 +Wcfcl,t−1 + bf ) (2)
cl,t = ft  ct−1 + il,t  tanh(Wxcxt +Whchl,t−1 + bc) (3)
ol,t = σ(Wxoxt +Whohl,t−1 +Wcocl,t−1 + bo) (4)
hl,t = ol,t  tanh(cl,t) (5)
where i, f , c, and o denote input gate, forget gate, output gate,
and cell activation vectors, respectively. Moreover, hω vectors
model the hidden states (with ω ∈ {i, f ,o, c}) and Whω terms
indicate their linked weight matrices. Matrices Wxi, Wxf ,
Wxo, and Wxc encode the weights of input gate, forget gate,
output gate, and cell; while Wci, Wcf , and Wco are the
diagonal weights for peep-hole connections. Finally, bi, bf ,
bc, and bo denote input, forget, cell, and output bias vectors,
respectively. Function σ is the logistic sigmoid and  denotes
the element-wise product.
According to the classical LSTM architecture, each unit
of an LSTMl, at time t, takes as input a vector xt and
the previous hidden state hl,t−1. Where the given input xt
indicates a temporal local feature vector vt ∈ Vα if l = 0
(i.e., the first level of the stack), otherwise it represents the
hidden vector of the underlying layer xt = hl−1,t (i.e., for
layers higher than the first one). The output vector zα of the
upper branch is represented by hN−1,T−1, namely the hidden
state of the last layer N − 1 at the last time instant T − 1 for
the analysed time window.
Regarding the lower branch, it is composed by a MLP with
3 hidden layers, where each hidden node transforms its input,
obtained from the weighted sum of the output values of the
previous layer, with a rectified linear unit (ReLU) activation
function. The first hidden layer has weighted connections with
the temporal global feature vector vβ , which represents the
input layer. The number of hidden nodes in each layer (as
well as the number of output nodes) is smaller than the number
of input entries, in this way the MLP is used to extrapolate
highly significant patterns from the input, mapping vβ into a
low-dimensional description represented by the output layer
vector zβ .
In the last part of the network, the zα and zβ vectors are
combined in a new vector called z, using the concatenation
operator. Afterwards, a dense layer using a ReLU activation
function is applied, thus connecting each entry value in z to
an entry of the output vector y via a weight. This layer is
used to map the vector z to a number of output nodes equal
to the size of the set of affects to be recognized. The size of
this set is indicated with the value K. The final classification
yˆ is obtained by applying to y a softmax regularization:
yˆ(k) =
ey(k)∑K−1
q=0 e
y(q)
. (6)
Finally, the proposed network is trained using the cross-
entropy loss and the RMSprop optimization algorithm [11].
III. EXPERIMENTAL RESULTS
In this section, implementation details and exhaustive ex-
periments on several configurations of the proposed network
are reported. We also compare our method with key works of
the non-acted affective recognition literature.
A. Dataset
The benchmark used in the experiments is the UCLIC
Affective Body Posture and Motion database [21]. This collec-
tion is composed by sequences capturing 11 standing humans
playing at Nintendo Wii Sports games for a minimum of
thirty minutes. The chosen format is the BioVision Hierarchy
4(BVH), which provides both a skeleton hierarchy and its
motion data. The hierarchy comprises all relevant joints for the
skeleton, including head, neck, chest, collar, shoulders, elbows,
wrists, hips, knees, and ankles. About the motion data, for
each frame of the recording, the starting X, Y, and Z positions
of the hierarchy root are stored, as well as the various joints
rotations. Starting from these values, the 3D location of all
body joints are computed.
Kleinsmith et al. [21] analysed the whole dataset and
hand-picked 103 frames representing skeleton configurations
in which emotional expressiveness can be identified, thus
defining key postures inside the available recordings. The
authors, following an established protocol, labelled the frames
of the UCLIC dataset according to human observations. The
affects identified inside the sequences, observable during the
playing games, were classified as: concentration, triumph,
frustration, and defeat. Finally, human observations were used
to define a base rate for human capabilities, thus estimating
the classification accuracy for each of these affect classes.
B. Implementation details
All the experiments were performed on an 6-Core Intel i7
2.60GHz CPU with 32GB RAM with a GeForce GTX 1070
graphics card, while, the proposed network was implemented
using the TensorFlow [1] framework. These assessments were
performed using the 10-cross validation average, following the
protocol used in [21].
Both LSTM and MLP branches use 64 hidden units in each
layer, where the LSTM consists in 3-stacked layers and the
MLP is composed of 3 hidden dense layers. To avoid the over-
fitting problem, a 30% dropout [29] probability is applied in
each layer of both branches. In the stacked LSTM the dropout
is the recurrent one. The training step was performed using
1500 epochs, with a learning rate of 0.01 and a batch size
of 5. The choice of the LSTM units is based on the results
obtained by comparing the most common recurrent units used
in the state-of-the-art, as shown in Tab. I. This procedure was
performed because, as reported in several works (e.g., [19],
[6]), the performance of gated recurrent units may depend
heavily on both dataset and corresponding task. So a trial test
phase was required to choose the right cell. Although the more
recent units (i.e., GRU [19], UGRNN [7], and NAS [4]) have
obtained higher scores on single affective categories, such as
concentrated and defeated, the LSTM was chosen since able
to achieve the best average percentage overall.
C. Model and feature analysis
A key aspect of the proposed method was the feature
selection. The description of several feature groups, tested out
to find the most effective combination, is reported bellow:
M0: this set is composed of 132 entries, representing all the
temporal global features;
M1: this set is composed of 101 vectors, representing the first
three groups of the temporal local features computed from
each frame inside the time window. Starting from the key
pose indicated in the referenced dataset, the time window
is built using the preceding and subsequent 50 frames;
Unit C T F D
LSTM 70.00% 62.86% 20.00% 60.00%
RNN 64.45% 48.57% 20.00% 72.00%
GRU 76.67% 31.43% 10.00% 40.00%
UGRNN 77.78% 51.43% 0.00% 52.00%
NAS 72.22% 52.42% 0.00% 64.00%
Table I
EXPERIMENTAL RESULTS FOR EACH UCLIC DATASET CLASS, USING THE
10-CROSS VALIDATION PROTOCOL, OBTAINED BY VARYING RECURRENT
NEURAL NETWORK UNITS; WHERE C = CONCENTRATING, T =
TRIUMPHANT, F = FRUSTRATED, AND D = DEFEATED.
Model Features C T F D
B2 M0 67.78% 62.86% 15.00% 62.00%
B1 R0 70.00% 62.86% 20.00% 60.00%
B1 R1 72,23% 65.71% 20.00% 64.00%
B1 R0+M1 75.56% 65.71% 30.00% 64.00%
B1 R1+M1 76.67% 65.71% 20.00% 64.00%
B1 + B2 R0+M1, M0 77.78% 68.57% 30.00% 64.00%
B1 + B2 R1+M1, M0 78.89% 68.57% 35.00% 68.00%
Table II
EXPERIMENTAL RESULTS FOR EACH UCLIC DATASET CLASS, OBTAINED
BY USING THE FIRST BRANCH B1 (BASED ON THE STACKED LSTM), THE
SECOND BRANCH B2 (BASED ON THE MLP), AND THE WHOLE NETWORK,
VARYING THE FEATURES GROUPS.
R0: this set represents the raw Euler joint rotation angles
stored in the UCLIC dataset. This set of rotations uses
the same time window of M1;
R1: this set represents the R0 features normalized in [0, 1]
taking into account the joint movement range. This set
of rotations uses the same time window of M1.
The obtained results, shown in Tab. II, highlight how the
simultaneous use of the two branches is more effective with re-
spect to the single branches. Moreover, tests emphasize a better
classification of the concentrated, frustrated, and defeated af-
fects whenever the normalized rotations are considered inside
the temporal local features on both single LSTM branch
and full architecture. An important aspect, also backed-up by
Tab. II, is the relevance of time-based information. It should
be noted that all the LSTM based models exceed the MLP
performance, which does not consider time information. A
rationale behind this behaviour can be attributed, for example,
to speed variations on the human joint configuration depending
on the current affective state. Indeed, as shown in Fig. 2, a
comparison between triumphant and concentrated affects can
be considered, where the former causes the human subject to
perform more dynamic movements, while the latter leads to
a more static motion sequence. Finally, an overview of the
system classification performance, over the UCLIC dataset,
is shown in Fig. 3. As expected, most of the results lie
on the confusion matrix diagonal. The misclassified samples
are usually associated with the concentrated class, due to
human observers using this affect as the neutral one in the
referenced dataset. During the training step, the network learns
this pattern and, following the human behaviour, uses the
concentrated category as the default one.
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Figure 2. Body motion comparison between concentrated and triumphant
affects on the 101 analysed time window.
Figure 3. Confusion matrix of the proposed solution according to the
affect set on the UCLIC dataset over a 10-cross validation run. The rows
and columns of the confusion matrix denote predictions and ground truth,
respectively.
D. Data augmentation
A common issue that afflicts numerous datasets is the low
number of labelled samples. In particular, the UCLIC dataset
suffers this aspect, as observable by the class related to the
frustrated affect, thus making the correct classification by
automated systems a hard task. To overcome this problem, an
automatic data augmentation procedure was devised with the
aim to increase the number of samples and to obtain a uniform
distribution of data among the various emotion categories. The
conceived procedure was designed as follows: starting from
the original 3D skeleton joint rotation sequences of the UCLIC
dataset, noise was applied to frames near the labelled key
postures, following a uniform Gaussian distribution with low
standard deviation (i.e., ±5◦ per axis angle), thus generating
new joint rotation sequences. This new motion data was
then normalized to avoid meaningless rotations, which are,
normally, either unfeasible or extremely rare (e.g., an head
turned backwards, or an hyper-extended elbow) to be used
inside the dataset.
With this simple approach the procedure was able to gener-
ate synthetic data sequences that are consistent with the real
data, thus achieving a uniform distribution of samples among
the four emotion categories and reaching 250 samples instead
Type of Dataset Features C T F D
Base
R0 70.00% 62.86% 20.00% 60.00%
R1 72,23% 65.71% 20.00% 64.00%
R0+M1, M0 77.78% 68.57% 30.00% 64.00%
R1+M1, M0 78.89% 68.57% 35.00% 68.00%
Augmented
R0 73.28% 67.59% 10.00% 61.00%
R1 74.95% 67.82% 20.00% 61.25%
R0+M1, M0 76.67% 79.05% 50.84% 67.00%
R1+M1, M0 82.22% 80.95% 51.67% 70.00%
Table III
EXPERIMENTAL RESULT COMPARISON, FOR EACH UCLIC DATASET
CLASS, AMONG THE VARIOUS PROPOSED NETWORK MODELS, WITH OR
WITHOUT THE AUGMENTED DATA, USING THE 10-CROSS VALIDATION
PROTOCOL.
system C T F D
human base rate 57.00% 64.00% 39.00% 61.00%
Kleinsmith et al. [21] 65.30% 61.90% 16.00% 64.70%
our 78.89% 68.57% 35.00% 68.00%
Table IV
EXPERIMENTAL COMPARISONS ON THE UCLIC DATASET USING THE
10-CROSS VALIDATION PROTOCOL.
of being limited to only 103. To avoid an over-fitting scenario
and wrong recognition rates due to similar samples being
wrongly distributed in both training and test sets, the synthetic
sequences were placed in the same set of the original sample
they were generated from. If an original sample is contained
in the test set, during the 10-cross validation approach, its
associated forged sequences are not considered for the training
set. In Tab. III the results using the augmented data are
reported.
Models trained on the synthetic sequences easily outper-
form their counterparts trained on the original dataset. These
improvements also affect the more challenging frustrated set,
clearly demonstrating that having more real samples would
improve the classification rates, especially with our proposed
network.
E. Comparisons
The proposed method is compared to the current literature in
non-acted body affect recognition. The results on the UCLIC
dataset, shown in Tab. IV, highlight how our method exceeds
the pioneer work of Kleinsmith et al. [21] in the classification
of each class, especially in the recognition of the frustrated
affect, that represents one of the major challenges offered by
this dataset, the accuracy is greatly increased. Moreover, our
solution is in line with respect to the reported human base
rate.
In Tab. V the overall results based on the average of the
accuracy rates, obtained on each class, are shown. One of
the competitors does not consider the accuracy related to the
frustrated class, this is due to the protocol used in [13] that
excludes this class because the are few samples. Even if we
do not consider these overall values useful to understand the
actual performance of a method, we have reported them to
perform a comparison with [13]. It should be noted that even
using this measure our system achieves the best results.
6system NoFrustrated Overall
Garber et al. [13] 66.50% -
Kleinsmith et al. [21] 66.33% 59.22%
our LSTM R1+M1 68.80% 56.60%
our Full R1+M1, M0 71.82% 62.61%
Table V
EXPERIMENTAL COMPARISONS ON THE UCLIC DATASET WITH AND
WITHOUT THE FRUSTRATED CLASS BASED ON THE OVERALL ACCURACY.
IV. CONCLUSION
In this paper, an original combination of local and global
temporal features is used, with a custom deep neural net-
work architecture, to realize an original non-acted body af-
fect recognition method. An exhaustive experimental phase
was performed on the only benchmark dataset available in
the current literature. The obtained results shown how the
proposed solution outperforms key works in this topic, thus
demonstrating how time based features can improve the clas-
sification performance with respect to the single postures. As
future development, we are investigating new feasible features
as well as implementing an alternative solution to generate
realistic synthetic data (i.e., by Generative Adversarial Net-
works (GAN)). To conclude, we are planning to improve the
UCLIC dataset by integrating new real samples, especially for
the frustrated class, and by defining new affect classes.
REFERENCES
[1] M. Abadi and et al. TensorFlow: Large-scale machine learning on
heterogeneous systems, 2015. Software available from tensorflow.org.
4
[2] D. Avola, M. Bernardi, L. Cinque, G. L. Foresti, and C. Massaroni.
Exploiting recurrent neural networks and leap motion controller for
the recognition of sign language and semaphoric hand gestures. IEEE
Transactions on Multimedia, 21(1):234–245, 2019. 3
[3] R. P. Bagozzi, M. Gopinath, and P. U. Nyer. The role of emotions in
marketing. Journal of the Academy of Marketing Science, 27(2):184–
206, 1999. 1
[4] Z. Barret and L. Quoc V. Neural architecture search with reinforcement
learning. In Proceedings of the International Conference on Learning
Representations (ICLR), pages 1–16, 2017. 4
[5] E. Cambria. Affective computing and sentiment analysis. IEEE
Intelligent Systems, 31(2):102–107, 2016. 1
[6] J. Chung, aglar Gu¨lehre, K. Cho, and Y. Bengio. Empirical evaluation of
gated recurrent neural networks on sequence modeling. In Proceedings
of the International Conference on Neural Information Processing
Systems (NIPS), pages 1–9, 2014. 4
[7] J. Collins, J. Sohl-Dickstein, and D. Sussillo. Capacity and trainability
in recurrent neural networks. In Proceedings of the International
Conference on Learning Representations (ICLR), pages 1–17, 2017. 4
[8] C. A. Corneanu, M. O. Simn, J. F. Cohn, and S. E. Guerrero. Survey
on rgb, 3d, thermal, and multimodal approaches for facial expression
recognition: History, trends, and affect-related applications. IEEE
Transactions on Pattern Analysis and Machine Intelligence, 38(8):1548–
1568, 2016. 1, 2
[9] R. Cowie, E. Douglas-Cowie, N. Tsapatsoulis, G. Votsis, S. Kollias,
W. Fellenz, and J. G. Taylor. Emotion recognition in human-computer
interaction. IEEE Signal Processing Magazine, 18(1):32–80, 2001. 1
[10] A. Dama´sio. Descartes’ error: emotion, reason, and the human brain.
Quill, 1994. 1
[11] J. Duchi, E. Hazan, and Y. Singer. Adaptive subgradient methods
for online learning and stochastic optimization. Journal of Machine
Learning Research, 12:2121–2159, 2011. 3
[12] P. Ekman and W. V. Friesen. Facial Action Coding System (FACS):
Manual. Consulting Psychologist Press, 1978. 1
[13] M. Garber-Barron and M. Sei. Using body movement and posture
for emotion detection in non-acted scenarios. In Proceedings of the
International Conference on Fuzzy Systems (FUZZ), pages 1–8, 2012.
1, 2, 5, 6
[14] D. Glowinski, N. Dael, A. Camurri, G. Volpe, M. Mortillaro, and
K. Scherer. Toward a minimal representation of affective gestures. IEEE
Transactions on Affective Computing, 2(2):106–118, 2011. 1, 2
[15] M. Greenwald, E. Cook, and P. J. Lang. Affective judgment and
psychophysiological response: Dimensional covariation in the evaluation
of pictorial stimuli. Journal of Psychophysiology, 3(1):51–64, 1989. 1
[16] M. Hermans and B. Schrauwen. Training and analyzing deep recurrent
neural networks. In Proceedings of the International Conference on
Neural Information Processing Systems (NIPS), pages 190–198, 2013.
3
[17] S. Hochreiter and J. Schmidhuber. Long short-term memory. Neural
computation, 9(8):1735–1780, 1997. 1
[18] S. Jain and J. K. Aggarwal. Facial expression recognition with temporal
modeling of shapes. In Proceedings of the International Conference on
Computer Vision Workshops (ICCVW), pages 1642–1649, 2011. 2
[19] R. Jozefowicz, W. Zaremba, and I. Sutskever. An empirical exploration
of recurrent network architectures. In Proceedings of the International
Conference on International Conference on Machine Learning - Volume
37, pages 2342–2350, 2015. 4
[20] A. Kapur, A. Kapur, N. Virji-Babul, G. Tzanetakis, and P. F. Driessen.
Gesture-based affective computing on motion capture data. In Pro-
ceedings of the International Conference on Affective Computing and
Intelligent Interaction (ACII), pages 1–7, 2005. 1, 2
[21] A. Kleinsmith, N. Bianchi-Berthouze, and A. Steed. Automatic recog-
nition of non-acted affective postures. IEEE Transactions on Systems,
Man, and Cybernetics, Part B (Cybernetics), 41(4):1027–1038, 2011. 1,
2, 3, 4, 5, 6
[22] A. Kleinsmith, P. R. D. Silva, and N. Bianchi-Berthouze. Cross-cultural
differences in recognizing affect from body posture. Interacting with
Computers, 18(6):1371–1389, 2006. 2
[23] V. Mavani, S. Raman, and K. P. Miyapuram. Facial expression
recognition using visual saliency and deep learning. In Proceedings of
the International Conference on Computer Vision Workshops (ICCVW),
pages 2783–2788, 2017. 2
[24] H. K. M. Meeren, C. C. R. J. van Heijnsbergen, and B. de Gelder.
Proceedings of the National Academy of Sciences of the United States
of America. 1, 2
[25] A. Michael. Bodily Communication. Methuen, 1988. 1
[26] A. Mollahosseini, B. Hasani, and M. H. Mahoor. Affectnet: A database
for facial expression, valence, and arousal computing in the wild. IEEE
Transactions on Affective Computing, 10(1):18–31, 2019. 2
[27] M.-C. Popescu, V. E. Balas, L. Perescu-Popescu, and N. Mastorakis.
Multilayer perceptron and neural networks. WSEAS Transaction on
Circuits and Systems, 8(7):579–588, 2009. 1
[28] K. Schaaff and T. Schultz. Towards emotion recognition from electroen-
cephalographic signals. In Proceedings of the International Conference
on Affective Computing and Intelligent Interaction and Workshops
(ACII), pages 1–6, 2009. 1
[29] N. Srivastava, G. Hinton, A. Krizhevsky, I. Sutskever, and R. Salakhutdi-
nov. Dropout: A simple way to prevent neural networks from overfitting.
Journal of Machine Learning Research, 15(1):1929–1958, 2014. 4
[30] L. Sun, K. Jia, K. Chen, D.-Y. Yeung, B. E. Shi, and S. Savarese. Lattice
long short-term memory for human action recognition. In Proceedings of
the International Conference on Computer Vision (ICCV), pages 2147–
2156, 2017. 3
[31] A. Tamara and L.-P. Beln. A longitudinal analysis of the relationship
between positive and negative affect and health. Journal of Psychology,
5(8):859–863, 2014. 1
[32] J. Van den Stock, R. Righart, and B. de Gelder. Body expressions
influence recognition of emotions in the face and voice. Emotion,
7(3):487–499, 2007. 1, 2
[33] Z. Zeng, M. Pantic, G. I. Roisman, and T. S. Huang. A survey of affect
recognition methods: Audio, visual, and spontaneous expressions. IEEE
Transactions on Pattern Analysis and Machine Intelligence, 31(1):39–
58, 2009. 1
[34] W. Zhao, R. Chellappa, P. J. Phillips, and A. Rosenfeld. Face recog-
nition: A literature survey. ACM Computing Surveys, 35(4):399–458,
2003. 1
