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AN ABSTRACT 
of 
CODASYL DATA BASE LOADING: 
ANALYSIS, CRITERIA, AND METHODOLOGY 
This paper has developed a methodology for the design of CODASYL 
type data base loading programs.  The strategy includes two main factors: 
schema definitions and input files.  The strategy optimizes such factors 
as efficiency of loading time, physical placement of records in the data 
base, and time necessary for access and retrieval of records. The 
methodology is tested on a sample case. 
1.0 INTRODUCTION 
1.1 GENERAL BACKGROUND 
1.1.1 Information and Decision-Making 
A very high value is being placed on information in organizations 
today.  "It is the basis for effective decisions at all levels within a 
business organization." (Semprevivo: 99) As organizations constantly 
expand, decision-making requirements increase and the need for data 
resources to make these decisions increase.  "Ideally information is the 
sum total of data needed for decision making." (Hirsh: 34) Therefore, 
management increasingly desires the ability to access necessary data 
almost immediately. 
A tool to help management in making decisions is an information 
system which is hopefully designed to accommodate and meet the users' 
needs.  Information for top management levels should be concise and 
comprehensive.  As one proceeds to lower levels, information becomes 
more detailed and specific. 
1.1.2 Traditional Information Systems 
To help produce efficient and effective information systems, method- 
ologies have been developed to address the various stages of system design 
from birth through death.  These stages of development are referred to 
as the system's life cycle. 
The life cycle of systems, both manual and computerized, involves 
four major stages: birth, development, operations and maintenance, and 
death.  Birth occurs when there is recognition of a need by the user. 
Such a need may be a functional change in the present system, or the 
creation of a totally new system which hopefully will be less expensive 
than the present one with regard to dollars and time. 
The development stage generally involves a feasibility study, specifi- 
cations, programming and procedures, and implementation.  A feasibility 
study addresses the technical, operational, and economical feasibility 
of the system. 
System specifications involve functional, technical, and conversion 
specifications.  Functional specifications are requirements which the 
system has to meet to satisfy the users. 
Technical specifications include languages to code programs, storage 
media, file structure(s), data elements, types of records, and size of the 
files with growth capacity and overhead included.  Conversion specifica- 
tions are the activities necessary to convert the existing system to the 
new system with regard to equipment, data processing, and procedures. 
Program specifications are written in accordance with system 
specifications.  Afterwards, programming and coding begin.  Procedure 
specifications are designed and developed.  Testing and debugging are 
performed but not in a "real" situation.  Programs are tested on "test" 
data. 
The final phase of development is implementation of the system. 
This includes: the assignment of systems personnel; the training of user 
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personnel; the structuring of user relationships; the preparation for 
new equipment; and the testing of the system. (Semprevivo: 304) 
Systems testing includes determination of testing criteria, evalua- 
tion of results, and a "go" or "no go" decision.  (Semprevivo: 309) 
Data used for this stage are either "live" or hypothetical.  After 
systems testing, a change over is completed during which the new system 
is cut-in and the old is eliminated. 
The systems follow-up or post-implementation review addresses how 
well the system meets the goals and objectives stated in the proposal, 
if procedures and operations function efficiently, and if criteria for 
system decision making, security and privacy, training, and control and 
integrity have been met. (Semprevivo: 319) 
Operations and maintenance refers to production,, maintenance, and 
evaluation of the current system. 
Death occurs when a system is cut out or eliminated.  Systems are 
replaced in response to the changing needs of users. 
A very important decision in systems design is the appropriate file 
structure(s) to satisfy users' needs.  File structures fall into the 
following categories: sequential, index-sequential, random access, and 
unordered. These are referred to as flat files or traditional files. 
Traditional file structures have the following characteristics 
which are generally viewed as deficiencies: 
1. No logical data independence 
2. No physical data independence 
3. Slow application programming and low productivity 
4. Difficulty in changing the data structures and/or descriptions 
5. Inability to handle queries within a reasonable response time; 
new computer programs have to be written to accommodate new 
requests 
6. Sequential files lacking direct access 
7. Lack of appropriate privacy locks on specific files but not on 
data items 
8. Duplication of data in various files causing the need for 
multiple updating if an item's value changes, and the potential 
for inconsistent data 
9. High maintenance costs 
10.  Inability for all applications to use the same file structure 
1.1.3 Data Base Management Systems 
One solution to the problem of satisfying management's information 
needs is a computerized data base system.  Data base systems provide the 
potential for: 
1. On-line capabilities 
2. Direct and quick access to all data items 
3. Processing unanticipated requests in short time periods by using 
report generators and query languages 
4. Minimum redundancy 
5. More efficient handling of data 
6. Logical data independence 
7. Physical data independence 
8. Multiple relationships among data items 
9. Effective procedures for privacy, security, and integrity of 
data 
10. Data migration 
11. Sharing data elements among diverse applications 
12. Accessing the same data in different ways by applications with 
different requirements 
13. Complex forms of data organization without complicating the 
application programs 
14. Multiple key retrieval 
15. Increased programmer productivity 
16. Easy restructuring of data items 
17. Ability to change the data structure without changing the 
application programs 
18. Reduction of applications, storage, and processing costs 
The life cycle discussed previously applies to the development of 
all systems including computerized data bases.  One phase of development 
is a conversion stage which includes, as one of its tasks, preparation 
of data for the formats to be employed in the new system.  These newly 
formatted data may include the same data items as the old system, addi- 
tional data items, or exclude data items currently in the pld system. 
All data must be initially loaded into the new system.  A computer 
program used for this purpose is referred to as a "loading program". 
Martin (1976) refers to such routines as utility programs f/>r conversion. 
(Martin (1976): 238) This thesis will address this particular aspect of 
the life cycle. 
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1.2 THE PROBLEM 
1.2.1 The State-Of-The-Art 
Presently in the literature, there are few methodologies or guide- 
lines for designing loading programs.  Haseman and Whinston (1977) 
discuss, in generalities, various approaches to loading with permutations 
of three variables: these are the logical view (L), mapping definition 
(M), and storage structure (S).  Three approaches are: 
1. General Approach (L, M, S) => (L', M', S') (Haseman and 
Whinston: 295) - The logical view, mapping definition, and 
storage structure change. 
2. Storage Structure Approach (L, M, S) => (L, M, S') (Haseman and 
Whinston: 296) - Only the storage structure changes. 
3. Data Restructure Approach (L, M, S) => (L1, M, S) (Haseman and 
Whinston: 296) - Only the logical view of data changes. 
Various methods have been proposed to incorporate changes into the 
data base structure.  These approaches currently are in the early stages 
of their development.  Some of these methods are: 
1. Translation Language.  Languages that "...provide users with a 
means to supply the needed information to the system and to 
specify the translation process." (Haseman and Whinston: 297) 
2. Automatic Data Conversion.  The user supplies only the necessary 
conversion information. (Haseman and Whinston: 297) 
3. Optimization Approach.  A method "...to determine the optimal 
structure..." in terms of data relationships and user needs. 
(Haseman and Whinston: 298) 
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A.  Dynamic Restructuring Approach,  "...the capability of the 
system to learn from past usage statistics and determine an 
optimal data base organization point." (Haseman and Whinston: 
299) 
These concepts have developed but the "how to" has not been studied in 
depth. 
The idea of specialized loading programs has been mentioned in the 
literature.  This approach utilizes programs for each data file to be 
loaded into the data base.  Advantages of this approach are ease of 
writing the programs, efficiency with which the programs will operate, 
and ease with which the data can be loaded into the data base by the 
operations staff.  (Haseman and Whinston: 233) 
The opposite approach is the application of generalized loading 
programs which use routines to load all data files.  These can be 
utilized with different sets of job cards.  Depending upon design of the 
programs, runs can be done either in batch mode or on-line.  An 
advantage of this method is that only one program is written to load all 
files.  A major disadvantage is that it can become very complicated for 
network data bases. (Haseman and Whinston: 234) No one has described 
exactly how to organize or code these loading programs. 
Haseman and Whinston (1977) cite three steps of data base loading 
which need to be developed: 
1. A method for describing the input files to be loaded into the 
data base 
2. A method to determine in which order the input files should be 
loaded 
-8- 
3.  A method to read the source or input files, convert the data 
format where necessary, and load the data into the data base 
(Hasetnan and Whinton:  299-300) 
In addition, there is little discussion of the advantages and 
disadvantages of combining or separating the updating and loading 
program(s). Design considerations and functional definitions combine to 
determine the advantages and disadvantages. 
1.2.2 CODASYL Standards 
In response to growing information needs, the Conference on Data 
Systems Languages (CODASYL) was organized in 1965. The latest publication 
was released in 1977.  The software available for this thesis and test 
case is in accordance with the 1971 report.  Updates of the standards 
after 1971 do not affect the groundwork upon which this thesis is based. 
The 1971 Data Base Task Group presented a report stating the desired 
features for CODASYL type or network structure data bases.  Briefly, 
these features are: 
1. Logical Data Independence. The programmer's logical view of 
the data is independent of the actual physical storage'. 
2. Physical Data Independence. The physical storage of the data 
is independent of the logical view. 
3. Multiple Access.  More than one run-unit can concurrently update 
or retrieve data. 
4. Languages.  Three host languages are available:  COBOL, FORTRAN, 
and PL/1. 
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5. Interrogation.  Query language capabilities are available. 
6. Update. Updating can include modifying and deleting a total 
record or modifying any one field within the record. 
7. Creation.  Initial creation involves loading the data into the 
data base. 
8. Data Definition.  A data definition provides information with 
regard to the logical representation of the data and the physical 
storage. 
9. Data Base Administrator.  The individual(s) responsible for 
loading, monitoring, and maintaining the data base. (Haseman and 
Whinston: 113) 
Within CODASYL standards, data items within the data base can have 
certain relationships.  Details and discussions of the concepts of this 
type of data base structure can be found in Appendix A.  The general 
concepts covered are:  data structures, relationships, data items and 
aggregates, records, sets, subschemas, schemas, and data description 
language. 
1.2.3 Statement Of The Problem 
Currently, there are few, if any, methodologies for the design of 
loading programs.  If available, they would help designers, analysts, 
programmers, etc. of data base systems in performing this function. 
Additionally, both time and money invested in this function could be 
reduced. 
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1.3 PURPOSE 
1.3.1 Objective 
The objective of this thesis is to develop a methodology to deter- 
mine the optimum strategy for loading a CODASYL type data base. 
1.3.2 Methodology 
This thesis will reach its objective by addressing the following 
issues: 
1. The functions of the loading program.  The loading program can 
be designed for: initial creation, initial creation and updating, 
or initial creation and subsequent additions. 
2. The compatibility of the present and future system.  The loading 
strategy is dependent upon which of the following variables 
will change when converting from the present to the new data 
base system: the logical representation of the data, the mapping 
of the logical records in the physical location, and the storage 
device. 
3. Existing or future design constraints on the new data base 
design.  Some potential constraints include: present and future 
system conversions, future data base physical and logical 
requirements or reorganization, loading requirements, and user 
interface. 
4. Strategy for loading.  The strategy to load a data base is 
ft 
dependent on two main factors: the schema design and the input 
data. 
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By using different schemas with permutations of possible data 
relationships, this thesis will present, discuss, and analyze criteria 
for loading a CODASYL data base. To support the proposed methodology, a 
loading program for a sample case will be written and tested. 
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2.0 DATA BASE LOADING PROGRAM FUNCTIONS AND DESIGN CONSIDERATIONS 
The objective of this thesis is to develop a strategy for designing 
data base loading programs.  To attain this objective, there must be an 
understanding of what loading is, what functions a loading program 
performs, and how a loading program design is affected by various data 
base functional considerations.  These broad topics and the specific 
subareas listed below will be covered in this chapter: 
1. Definition of Loading 
2. Functions of the Loading Program 
a. Loading only 
b. Loading and updating 
c. Initial entry at any point in time 
3. Design Considerations 
a. Present and future systems conversions 
b. Future data base physical and logical requirements or 
reorganization 
The functional loading program and system design considerations, 
present and future, are dependent upon each other.  There are advantages 
and potential disadvantages of accomplishing loading as a separate func- 
tion, combining loading and updating, and using the loading program for 
initial entries at any point in time.  A matrix of the design factors 
and loading program functional interpretations are provided in Figure 1 
to summarize these.  Discussions will be used to support each cell entry. 
Figure 1 is a 7 x 3 matrix of seven design considerations by three 
loading program functional methods.  The row labels are design considera- 
tions which should be taken into account when designing the loading 
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program.  The column headings are the three functional methods for loading 
programs which are discussed in detail below. 
If problems are not foreseen with regard to the combination of a 
specific design consideration and functional definition, a 'Y' or 'YES' 
is entered in the appropriate cell.  But if there is a chance of a 
problem as indicated in the discussions below, an 'N' or 'NO1 will be 
entered.  If the consideration has no effect on the functional definition 
or vice versa, 'N/A' or 'NOT APPLICABLE' will be entered. 
When making a decision as to how to define the functions of the 
loading program, an 'N' entry in the matrix in Figure 1 should be viewed 
as a possible problem.  The design factor should then be evaluated for 
the specific case.  In some instances, this factor may not be problematic. 
It must be kept in mind that each data base project has different 
constraints with regard to time, personnel, and money.  Therefore, the 
above issues should be viewed in terms of their tradeoffs and a conclu- 
sion drawn for each one. 
■14- 
|                                 I    LOADING PROGRAM FUNCTIONS   | 
1 III Initial | 
|  Entries & | 
| | Loading | Loading & | Subsequent | 
|       DESIGN CONSIDERATIONS       |  Only   | Updating  | Additions  | 
| Present & Future Systems Conversions!   Y   |    N    |     N    | 
| Reorganization                   |   Y   |    N    |     N    | 
|            | Function           |   Y   |    N    |     N    | 
| Functional | 1 1 1 1 
| | Initialization | Y | N | N | 
| Requirements |                    1        1          1           1 
|             j Checking Routines    |   Y   |    N    |     N    j 
| User Ease                        I   Y   |    N    |     N    | 
| Duplication of Code               |   Y   |   N/A   |     Y    | 
Y  = Problems probably will not exist 
N  = Problems have a potential to exist 
N/A = The design consideration is not applicable 
DESIGN CONSIDERATIONS BY LOADING PROGRAM FUNCTIONS (MATRIX) 
FIGURE  1 
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2.1 DEFINITION OF LOADING 
Loading the data base means transferring the data from their 
present structure, e.g., manual files, flat files, another data base, 
etc., to the new data base.  The tern loading is defined as entering 
data into the data base during initial creation. 
2.2 FUNCTIONS OF THE LOADING PROGRAM 
A loading program can be employed to perform one of three functions: 
1. Initial Loading Only.  The program is used only to create the 
data base. 
2. Initial Loading and Updating Combined.  Initial loading has 
been defined above. The function of updating is maintenance 
or modifying the contents of the data fields in the data base 
after initial creation. Modifications include the addition of 
a record occurrence or set occurrence, the removal or deletion 
of a record occurence or set occurrence, and the changing of 
values in data items, aggregates, records, or sets.  Since 
updating is defined as modifying and/or deleting data already 
in the data base and adding new entries, it implies that the 
data base currently exists.  Therefore, if the two functions 
are combined, the loading program will both initially create 
the data base and maintain/modify the data subsequently. 
3. Loading initial entries at any point in time including creation 
and subsequent needs.  The loading program can be used to load 
data when the data base is initially being created and to load 
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new entries into the data base thereafter.  New entries include 
new record occurrences of a defined record type and new set 
occurrences of a defined set type which have not existed 
previously in the data base.  This functional definition does 
not include maintenance/ modifications of existing data. 
Separate programs would be necessary for these functions. 
2.2.1 Optimum Functional Definition of Loading Programs 
Most of the literature tends to support the viewpoint of using 
program(s) that are designated for the loading function only. These are 
discussed in succeeding paragraphs. 
The CODASYL Data Base Task Group 1971 report defined updating and 
loading as two separate functions: "Updating a data base is a process of 
changing the value content of some portion of the data base." (Haseman 
and Whinston: 113) "The creation function involves the loading of a new 
data base." (Haseman and Whinston: 113) 
Loading routines, as defined by Date (1976), are "...to create the 
initial version of the data base in accordance with the (DMD) data model 
definition and mapping definition." (Date: 15) With this definition, the 
initial version is the only one created by such a program. 
Programs used to take existing files before the implementation of a 
data base and place the data into the data base "...may be used once 
only when the conversion occurs." (Martin (1976): 238) Again, the 
frequency of use of this program is once, and therefore, not to be 
employed for future inputs and updates. 
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Sprowls (1976) discusses "an initial application program" which is 
used to load records into the data base.  Again, note that the loading 
program is used initially to load the data. (Sprowls: 190) He also 
discusses "an updating program" which is used only to modify the already 
existing data.  The functions are separated. 
When discussing updating, Semprevivo (1976) defines modifications 
and creation as separate functions.  Modifications refer to additions, 
deletions, and changes or updates to an already existing data base. 
Creation refers to the initial creation of the data base. 
In support of separating the loading or initial creation function 
and the updating function, Semprevivo (1976) warns: 
"Sometimes it is possible to use the same computer pro- 
gramming logic,to initially create and then later on to add 
to the information base.  However, there are some extra design 
considerations involved in creating an information base." 
(Semprevivo: 200) 
Semprevivo (1976) cites four areas of high concern when creating a 
data base: 
1. "Missing or incomplete data 
2. Inaccurate data 
3. Incompatible data 
4. Unnecessary data" (Semprevivo: 202) 
2.3 LOADING PROGRAM DESIGN CONSIDERATIONS AND FUNCTIONS 
System design considerations can affect the decision of defining 
the loading program functions.  Some potential design constraints 
include present and future system conversions, reorganization, loading 
requirements, and user interface. 
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2.3.1 Present and Future Systems Conversions 
There are basically three parameters to consider when converting 
from one system to a new data base: 
1. The logical representation of data 
2. The mapping of the logical records into the physical location 
3. The storage structure 
If any one of these variables changes, some of the questions to be 
addressed are: 
How compatible are the present system's features with the new 
system? 
Are the data structures the same, e.g., relational, network, 
hierarchial? 
Are the data relationships going to remain the same? 
Are the record types going to be redefined? 
Are the record contents going to change? 
Can any of the present application programs be implemented on 
the new system? 
What are the anticipated future needs? 
v 
2.3.1.1 Software Changes - Logical Representation 
The old format of the data may not be compatible with the new format 
in one of the following ways: 
1. A one-to-one correspondence between the present data files and 
the data base records may not exist. 
2. Current data may be ordered differently than as defined in the 
future data base. 
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3.  Current data items may be defined differently than they are in 
the future data base. 
If the data in the old system are not compatible with the new, they 
can be transferred to the new sytem in one of three ways: 
1. The data can be inputted into the new system manually, e.g., 
input all the data into the new files for loading by individual 
transactions at a terminal.  In this case, the loading program 
can be designed totally within the definition and requirements 
of the new data base system. The present system imposes no 
constraints. 
2. The data can be converted into intermediary files (e.g., normal 
form) with structures that better accommodate loading.  The 
advantage of standard intermediary form is "...the reduction of 
the total number of possible combinations between the source and 
target data items." (Haseman and Whinston: 294) Again, like the 
case of manually entering all data, the loading program design 
will be totally compatible with the new data base design and 
requirements. 
3. The data can be converted reformatted via computer programs 
directly converting the files from the old system to the new 
one. 
If current computerized files are to be used to enter all or some 
data into the data base system, the design of the loading program is 
dependent upon the present system's file definition, logical definition 
of records, available access methods, physical storage of data, etc. 
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If there are differences in the existing system's and future 
system's definitions, the computerized input files used to initially 
load the data base will probably be defined differently than those used 
in the future to update the data base.  For instance, data items may be 
named differently or record layouts or data definitions may be different. 
Therefore, the program to load the data base will take care of these 
differences, but this handling of data will not be necessary in the 
future.  The same code and input file(s) could not accomodate the initial 
loading of the data base and subsequent additions and modifications. 
In addition, if the present system imposes certain constraints on 
the loading program design, it may not be wise to design the update 
function with the same constraints. For the reasons cited, a 'Y' has 
been entered into cell 1,1 (Loading Only) and an 'N' in cells 1,2 
(Loading and Updating), and 1,3 (Initial Entries and Subsequent 
Additions). 
2.3.1.2 Hardware Changes - Mapping and Storage Structure 
A problem with changing from one data base system to another is 
incompatibility due to nonstandardization of the current data base 
management system.  "The logical or stored data appropriate in one system 
may not be suitable in another." (Haseman and Whinston: 290) 
The hardware facilities of the two systems may not be compatible. 
When addressing hardware changes, two aspects of storage structure to be 
addressed are: 
1.  The representation of items, e.g., Binary Coded Decimal (BCD) or 
American Standard Code Information Interchange (ASCII). 
-21- 
2.  The method used to map items into the physical storage. (Haseman 
and Whinston: 296) 
2.3.2 Reorganization 
After the creation of a data base, the need may arise to change the 
logical and/or physical structure of the data base.  The process of 
recreating the data base is a future design consideration and should be 
explored.  If frequent reorganization is envisioned, this issue and the 
loading program definition should be considered. 
Sockut and Goldberg (1979) use reorganization to cover both restruc- 
turing (logical changes) and reformatting (physical changes). 
"Reorganization may be performed for a variety of reasons. 
Reorganization may be highly desirable (e.g., to improve 
performance, storage utilization, or human productivity), or 
reorganization may be necessary (e.g., to change security 
policies, to create a new data base from old data bases, or to 
improve functional capabilities)." (Sockut and Goldberg: 2) 
Examples of logical changes in the data base are: 
1. Add/delete a record type 
2. Redefine a data field, data aggregate, or record type 
3. Add/delete a set type 
A.  Change a linkage 
5. Change the length of a variable 
6. Change a one-to-one relationship to one-to-many 
7. Change a field from one record to another record (Sockut and 
Goldberg: 8) 
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Examples of physical changes in the data base are: 
1. The elimination or reduction of overflow 
2. The merging of two contiguous areas into a larger area when 
linked lists are in unallocated areas 
3. The balancing of an index hierarchy 
4. The collection of records to eliminate empty space created from 
the deletion of records 
5. The reorganization of frequently accessed records to positions 
more easily accessible 
6. The reorganization of the physical records to reflect the 
logical representation (Sockut and Goldberg: 21) 
When reorganization is performed, the data base definition changes. 
The data is unloaded, the new schema compiled, and the data reloaded. 
Thus, a new version of the data base is created.  If new versions are 
frequently created, modifications will have to be made to both the 
loading and updating routines.  It may be less confusing to deal with 
each function separately with regard to code modifications and the 
implementation of the changes. Therefore, a 'Y' has been placed in cell 
"Reorganization" by "Loading Only" and an 'N1 in cells "Reorganization" 
by "Loading and Updating" and by "Initial Entries and Subsequent 
Additions". 
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2.3.3 Loading Program Requirements 
2.3.3.1 Functions 
When loading a data base, the only function necessary is addition 
of records.  This provides the capability to enter data into the data 
base.  Subsequent updating requires the following types of changes: 
linkages, deletions, and modifications.  These functions may not be 
included in nor appropriate for a loading design.  There-fore, if the 
need to accommodate such changes arises, it necessitates the writing of 
other programs to be able to make the required revisions.  Because the 
two functions have different requirements, it is concluded they be 
accomplished separately.  An 'N' is placed in cells 3,2 (Loading and 
Updating) and 3,3 (Initial Entries and Subsequent Additions) and a 'Y' 
is placed in cell 3,1 (Loading Only). 
2.3.3.2 Initialization 
Another function performed by the loading program may be the initial- 
ization of certain fields, counters, and/or flags.  As new data are 
entered, these are changed accordingly. 
The loading program must initialize these fields when creating and 
storing records.  If the same program is used for updating, the risk of 
incorrectly setting pointers, counters, flags, etc. exists when records 
are modified.  Care must be taken so these pointers, counters, and flags 
are correctly altered. 
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Counters, flags, pointers, etc. updates can be either system 
dependent or data dependent.  System dependent refers to performing 
certain procedures at set time intervals to update these fields.  Data 
dependent updates refer to modifying certain fields when data is entered. 
If counters, flags, points, etc. are not dependent on system 
updates, then there will be fewer problems using the initial loading 
programs to enter new entries subsequent to the loading.  Since the 
possibility for errors exists if loading and updating are combined, a 
'Y1 is in cell 4,1 (Loading Only), and an 'N' in cells 4,2 (Loading and 
Updating) and 4,3 (Initial Entries and Subsequent Additions). 
2.3.3.3 Checking Routines 
Various checks can be performed to verify the integrity of the data 
when loading.  Haseman and Whinston (1977) discuss three (3) approaches: 
1. One approach involves "...defining a legal range of values 
within which a data item value may occur." (Haseman and 
Whinston: 234) 
2. "A second technique which can be used takes advantage of any 
redundant information in the input files and uses redundant 
information as a cross-reference check with existing data in 
the data base." (Haseman and Whinston: 234) 
3. The third technique takes "...advantage of known' relationships 
about the various data items, possibly even using some statis- 
tical techniques." (Haseman and Whinston: 234) 
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In some cases, loading may require that values for all data fields 
must be entered.  This would ensure that all data items are entered 
initially.  If so, a check would be performed to detect blank fields. 
If a field is empty, either a warning or an error message can be 
generated.  When updating, a blank field may be an indicator not to 
change the field's current value. Therefore, a blank would not generate 
a warning or an error message.  Since the checks for the two functions 
may be different, it is concluded they be performed separately to avoid 
any problems.  A 'V is placed in cell 5,1 (Loading Only) and an 'N' in 
cells 5,2 (Loading and Updating) and 5,3 (Initial Entries and Subsequent 
Additions). 
2.3.3.4 User Ease 
Data entry for loading the data base should be designed with the 
user in mind.  Typically, those who key in data have limited technical 
knowledge of systems. Therefore, the less complicated the process, the 
greater the probability for success. 
If loading requires values for all fields and loading and updating 
are combined, more work will be required by data entry operators with 
regard to the preparation of data for updating.  Not only will more work 
be required, but the probability of additional errors will increase. 
While updating data, correct existent data may be re-entered incorrectly. 
Since combining the two functions may be confusing and necessitate more 
work, it is recommended they be performed separately.  Therefore, a 'Y* 
is entered in cell 6,1 (Loading Only) and an 'N' in cells 6,2 (Loading 
and Updating) and 6,3 (Initial Entries and Subsequent Additions). 
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2.3.3.5 Duplication Of Code 
A disadvantage of separating the loading and updating functions is 
duplication of code. Much of the code is the same for both functions. 
If different code is used for loading and updating, additional mainte- 
nance and documentation are necessary.  More space is also required by 
the system to store the code. 
These disadvantages are not as critical, however, since code can be 
lifted or copied from one program and used in the other. For example, 
the same code is necessary to locate an owner record in order to add the 
member record or modify it.  If a check is done to test the values of a 
field when loading (e.g., zero through three), the same check is 
necessary when modifying the field. 
An advantage of combining the loading and updating functions is the 
elimination of duplicate code.  This advantage is minimal compared to 
the disadvantages of combining the two functions.  The problems that may 
be encountered (e.g., present and future systems conversions, reorgani- 
zation, functional requirements, and user ease) are counteracted by the 
advantage. 
If different code is used for initial creation and initial entries 
thereafter, there is some duplication.  This disadvantage can be 
counteracted by the following factors: 
1. The potential for erroneous data in the system exists due to 
system dependent updates as opposed to data entry updates. 
2. Updating program(s) for modifications and deletions will 
contain much of the same code as the loading program. 
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Therefore, it is recommended that duplication of code for the two 
functions be allowed to exist.  Entries in cells 7,1 (Loading Only), 7,2 
(Loading and Updating) and 7,3 (Initial Entries and Subsequent Additions) 
reflect this.  Ideally, initial entries and subsequent additions should 
be separated for the same reasons that loading and updating should be 
separated. 
2.4 SUGGESTED LOADING PROGRAM FUNCTIONAL DEFINITION 
After reviewing the three possible interpretations of loading in 
conjunction with the design considerations, the two functions (loading 
and modifications) should be treated separately for the following 
reasons: 
1. By definition, the two functions are different and have differ- 
ent requirements. 
2. The separation can eliminate the problem of initialization of 
fields. 
3. There is a higher probability of correct data if the functions 
are separated with regard to initialization. 
A.  It is best to design systems which are easier for the user 
population to understand and implement.  It is also easier to 
introduce one function at a time to users with regard to their 
understanding and implementation. 
5.  Initial loading is dependent on the present system.  This is 
especially true if converting from a computerized system to a 
data base.  The constraints imposed may not allow for the 
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optimal input design.  Therefore, it would be beneficial if the 
update function were designed within the same constraints. 
After reviewing the discussion and Figure 1, it appears that loading 
is the only safe functional definition for a loading program.  Every 
column in the matrix for Loading Only contains a 'Y'.  This indicates 
that potential problems are minimized.  The column for Loading and 
Updating contains six 'N' entries and one 'N/A' entry.  The column for 
Initial Entries and Subsequent Additions contains six 'N1 entries and 
one 'Y' entry.  Again, an 'N' entry represents a "potential" problem. 
Each situation would have to be reviewed. 
Once the functional definition of the loading program has been 
determined, the loading strategy must be decided.  A methodology will be 
developed for this task in the next chapter.  It is based on CODASYL 
type or network data bases.  Details regarding this particular data base 
structure with regard to data types and data definitions are in Appendix 
A. 
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3.0 LOADING PROGRAM DESIGN - A METHODOLOGY 
The functions of the loading program and design considerations for 
data base systems have been discussed and described.  In addition, CODASYL 
data structures and relationships are available in Appendix A.  The next 
step is to design the loading program itself.  Decisions must be made 
regarding the strategy to be employed. 
Two major inputs for determining the data base loading program 
strategy are the schema or logical representation of the data and the 
input data.  First, one must examine how the data will look and then 
determine how to convert the present data into its new structure. 
The schema definition will influence the order in which data items 
are to be loaded.  Present data files may be compatible with loading 
requirements or may have to be modified to meet these requirements. 
Additionally, one or more data files may be used to load the data. 
Possible data definitions within the schema, present format of input 
data, and number of loading files will be discussed with regard to 
loading strategy. 
The methodology presented is based on loading programs used only 
for the purpose of initial creation.  Initial creation occurs at the 
time of birth of the data base and subsequent reorganization.  This 
functional definition is in agreement with CODASYL standards. 
Discussions of strategies for loading are provided.  Figure 2 
indicates the issues addressed.  A top-down approach is used.  Areas 
are discussed first, then sets, and lastly records. 
Five issues are important when deciding on how to load data.  These 
are: 
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1. The amount of time to load the data 
2. The amount of time needed to access the data 
3. The frequency of use of the data element 
A.  The physical placement of the data 
5.  The order in which the record is stored within the set 
Loading strategy will be discussed with these issues in mind. 
3.1 AREAS 
The data base can be loaded by area.  In other words, an area may 
be completely loaded, then the next area, etc. This approach provides an 
order or organization to accomplish the loading task.  If the input file 
contains all data or the input files parallel the areas, this approach 
may be possible.  In addition, the schema would have to be compatible 
with this approach with regard to set and record definitions.  These 
issues will be discussed in subsequent sections. 
3.1.1 Number of Areas 
A schema can be comprised of only one area or multiple areas. 
First, one area type schema will be addressed and then two types of 
multiple area senemas. 
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3.1.1.1 One Area And Loading 
When only one area is defined for a schema, it means that all data 
for the data base is contained within this area.  This is a trivial 
case. All data for the area will be loaded. The exact order of entry 
will be dependent on both the relationships among records and the input 
files used.  This will be discussed in subsequent sections. 
3.1.1.2 Multiple Areas And Loading 
3.1.1.2.1 Multiple Self-Contained Areas 
A schema can contain multiple areas of which all areas are 
self-contained.  Self-contained refers to all owner record types and 
member record types of all sets within the area are located within the 
area itself.  In other words, each area is not dependent on any other 
area to complete relationships between records.  If the input files 
permit, all data could be loaded for each self-contained area without 
affecting other areas.  Figure 3 depicts self-contained areas. 
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3.1.1.2.2 Multiple Non-Self-Contained Areas 
A schema can contain multiple areas of which each area is not self- 
contained.  In other words, one area is dependent upon others to complete 
relationships between records.  An example is the owner record type of a 
set in one area and the member record type(s) in another, Figure 4.a. 
The owner record type and one member record type can be in one area and 
another member record type is in another area, Figure A.b. Two or more 
owner record types can be in different areas than their member record 
type(s), Figure A.c.  Two or more member record types can be in different 
areas than their owner record type, Figure A.d. 
In these situations, care must be taken with regard to the order in 
which data is loaded.  If loading is done by area, this strategy can be 
accomplished only if some areas with spanning sets contain the owner 
records of a set and are lacking their member records.  These areas, 
containing the owner records, would be loaded first.  Then the areas 
containing spanning sets without the owner record type would be loaded. 
Owner records of a defined set must be loaded before their member 
records. 
If the loading strategy is not developed in terms of area defini- 
tion, then data would be loaded with regard to set relationships and 
record definitions.  In other words, the loading strategy is determined 
by owner/member relationships. 
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3.2 SETS 
Owners and their members of a set can be loaded in one of two ways. 
All owner occurrences of a given set and then all member occurrences of 
that owner occurrence can be loaded.  Or, each owner occurrence and then 
its corresponding member record occurrences can be loaded.  If all owner 
records were loaded first, the appropriate ones would then have to be 
located in order to store the member records.  But, if each owner record 
and its corresponding member record(s) were loaded at the same time, it 
would not be necessary to locate the owner before storing each member. 
This approach saves time when loading the records.  But, the input file 
format(s) may not allow this approach.  The costs must be determined 
with regard to using this approach and preparing input files compatible 
with this strategy. 
If a record has two or more owners of different sets, all owner 
records should be loaded and then the corresponding member record data. 
The reverse is also true.  If an owner record has more than one member 
record, in the same or different sets, the owner data should be loaded 
first and then all corresponding member data. 
3.2.1 One Owner Type And One Member Type 
A set type can be comprised of occurrences containing only one owner 
record and only one member record. The owner record must be loaded first 
and then the member record.  If not, an error message will be generated. 
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3.2.2 One Owner Type And Many Member Types 
A set type can be comprised of occurrences containing only one 
owner record and multiple member records. The owner record must be 
loaded first. Then the member records should be stored. If not. error 
messages will be generated. Load the most frequently used member record 
first. This will result in closer physical placement of its member 
record to its owner record. In the future, time will be saved when 
accessing and retrieving the records. 
3.2.3 Many Owner Types And One Member Type 
A record type can be the member of more than one set.  If so, all 
owner records must be loaded first.  Then the corresponding member 
record(s) can be entered.  If not, an error message will be generated. 
3.2.4 Many Owner Types And Many Members 
If two or more record types are owners of a set with multiple 
4 
member type records, as shown in Figure 5 load each owner record first 
then the most frequently used corresponding member record and then the 
next most frequently corresponding member record, etc.  If the most 
frequently used member record is loaded first, it will be placed closest 
to the owner record.  This will save time when accessing and retrieving. 
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3-2.5 Sets Self-Contained In Areas 
If all of a sets records, both owner type and member type(s), are 
within the same area, it is a self-contained set.  In this case, if one 
choses to load by area, all owner occurrences of a set are loaded first 
and then all member occurrences.  This holds true if the schema contains 
one area or multiple self-contained areas. 
3.2.6 Sets Non-Self-Contained In Areas 
The owner record type and member record type(s) of the same set may 
be in different areas.  Figures 4.a through 4.d contain examples of 
these.  If the approach to load by area is used, the safest method is to 
load areas containing sets without their member record type first.  Then 
areas containing sets without owner records should be loaded.  There is 
an exception to this situation.  If the member record is defined as 
AUTOMATIC, the area containing the owner record type of the shared set 
should be loaded first.  If the member record type is defined as 
AUTOMATIC and stored before the owner record, an error message will be 
generated.  But, if the member record is defined as MANUAL, it can be 
stored before the owner record but can only be inserted after the 
appropriate owner record is stored. 
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3.3 RECORDS 
Issues to address with regard to the loading of records 
are: 
1. Is the record defined as an owner type, member type, or both an 
owner and a member type of different sets? 
2. How is the record's membership (owner/member) defined? 
3. If the record is defined as a member of more than one set, is 
it defined consistently through set definitions? 
4. If a record type is defined as sorted in more than one set, is 
the sort key the same? is the order the same? 
5. Is the record defined as a member of a SYSTEM set? 
3.3.1 Record Type 
3.3.1.1 Owner Or Member 
For each set, a record is defined as either an owner record type or 
a member record type.  When loading, an owner record type of a set must 
be loaded before its corresponding member record type(s).  This estab- 
lishes the set occurrence.  The member records can be loaded after their 
corresponding owner records. 
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3.3.1.2 Owner And Member 
If a record is both an owner record of a set and a member record of 
another, it can be loaded in first either as a member record or as an 
owner record.  The order used is dependent on how the membership of the 
record type is defined.  The record can be defined as AUTOMATIC or 
MANUAL.  Figure 6 will be discussed as Example 1 and Figure 7 as Example 
2. 
3.3.1.2.1 AUTOMATIC Membership - Example 1 
Assume Record B is an AUTOMATIC member of Set A-B.  If Record B is 
loaded first into Set A-B, the owner record must have been loaded previ- 
ously.  Since it is defined as AUTOMATIC in Set A-B, if it is loaded and 
stored prior to its respective owner record (Record A), an error message 
will be generated.  Record A must be stored before its member records are 
stored into Set A-B. 
3.3.1.2.2 MANUAL Membership - Example 1 
Assume Record B is defined as MANUAL in Set A-B.  Record B is 
stored first as an owner record.  This storage affects Set B-C and not 
Set A-B because Record B is defined as MANUAL and is not automatically 
stored into Set A-B.  Record B must be inserted into Set A-B.  Therefore, 
Record B can be stored into Set B-C at any time (before or after Record 
A is stored) and inserted into Set A-B only after Record A is stored. 
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3.3.1.2.3 AUTOMATIC Membership - Example 2 
Figure 7 depicts another situation.  If Record B is defined as AUTO- 
MATIC in Sets A-B and C-B, then Area A can be loaded before Area Br but 
not the reverse.  Once Record B is stored, it is automatically entered 
into Sets A-B and C-B.  If Area A has not been loaded, A records do not 
exist.  Therefore, an error message will be generated when attempting to 
link Record B to a non-existent owner record.  In other words, if Area B 
were loaded first, Record B would not be linked to an owner Record A in 
Area A. 
3.3.1.2.4 MANUAL Membership - Example 2 
Assume Record B is defined as MANUAL in Sets A-B and C-B.  Area B 
could be loaded before Area A. Record B can be stored into Area B after 
Record C is stored.  Record B will automatically be stored into Set C-B; 
Set A-B is not affected. After Record A is stored, Record B can be 
inserted into Set A-B. 
3.3.1.A Multiple Membership 
If a record is the member of more than one set, once stored, it is 
automatically entered into the sets for which it is defined as AUTOMATIC. 
It must then be inserted into the sets for which it is defined as MANUAL. 
If membership is defined as MANUAL, storing the record does not 
enter the record into set occurrence.  The record must be inserted into 
the set. 
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3.3.1.5 Multiple Ownership 
If a record type is the owner of more than one set, the owner record 
occurrences should be stored before any member record(s).  Although, 
technically a member record type defined as MANUAL can be stored into 
other sets before its corresponding owner record type of the manual 
sets.  Before inserting the member record into the set, the owner record 
must have been previously stored. 
3.3.2 Sorted Records 
If the records are defined as sorted, they should be ordered in 
ascending or descending order before loading.  If so, they will be 
loaded in the most efficient way with regard to pointers, access, and 
time when retrieving.  If a record is sorted on different keys/different 
order in different sets, it should be appropriately sorted per set 
before loading. 
Records viewed logically close together will be placed physically 
close together if prior sorting is done.  The records will be linked by 
pointers.  Therefore, if the set is read in sequential order, the ordered 
records are located near each other on the storage device. 
If records are not sorted prior to loading, records that are 
logically ordered may be on different pages of the data base.  This 
necessitates swapping pages in and out of memory when accessing the set 
sequentially. 
Figure 8 is an example of pages in the data base and the data 
contained on them.  The figure lists page numbers, the names of the 
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records on each page, and the next pointer.  The next pointer indicates 
the page on which the succeeding record is located.  The record sequence 
is A through I.  An asterisk (*) denotes end of file.  In this case, 
there would be thrashing when accessing records sequentially. 
"Thrashing means that needed pages are repeatedly displaced 
from main memory and have to be brought in again. The term 
denotes severe performance degradation...." (Martin (1977): 
615) 
Figure 9, depicts how the pages would be arranged in the data base 
if the records were sorted before loading.  In this case, the logical 
order of the records parallels the physical order.  Swapping pages in 
and out of memory will not be necessary when retrieving records 
sequentially. 
3.3.3 SYSTEM Set Membership 
A SYSTEM set is a special kind of set.  The owner record type is 
the SYSTEM and does not have to be loaded.  Only the member record types 
are loaded.  These should be sorted in the order defined by the schema 
prior to entry.  The advantages of prior sorting are discussed in the 
previous section. 
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3.A INPUT FILES 
It is desirable to use input files, existent or newly created, which 
allow the loading program to be as efficient as possible.  In this case, 
efficiency refers to the amount of time it takes to load all the data, 
the accuracy of loading, and the optimization of the placement of 
records to decrease access and retrieval time. 
When deciding upon the input files to be used, the designer must 
look at the current system.  The first question is: "Is the present 
system manual or computerized?" If the present system is manual, then 
all fields must be defined and created for the new computer system.  In 
this case, then next question is:  "What is the optimal way to structure 
the input file(s)?" If the present system is computerized, the next 
question is:  "Is it a traditional file structure type system or data 
base system?" If the system includes traditional file structures, one 
must explore how these files are organized and how compatible they are 
with the input strategy.  If the present system is a computerized data 
base, one must determine the compatibility of logical representation, 
mappings, and storage structure of the current and future systems.  All 
these issues will lie discussed.  Figure 10 depicts a decision tree of 
all the questions discussed above. 
3.4.1 Present System - Manual 
When one is changing from a manual to a computerized system, there 
is a great deal of flexibility in the organization of input files.  All 
data will have to be keyed in at a terminal.  Therefore, design con- 
straints imposed by the current system file definition are minimal. 
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3.4.1.1 Considerations 
Below is a list and discussions of issues which will increase 
loading efficiency. These should be taken into consideration when 
designing the new input files. 
1. Data and Records.  Data corresponding to a record in the data 
base should be grouped together in the input file.  It is more 
efficient to input all data items into a record when creating 
the record then to partially enter data and then have to relo- 
cate the record to add other data items. This will save time 
when loading. 
2. Records and Order.  If records are defined as sorted in the 
data base, the input files containing the corresponding informa- 
tion for each record should reflect the sorted order. When 
loading, records logically ordered will be placed physically 
close together.  This will decrease access and retrieval time 
when accessing these records in sequence.  There will be no 
need to jump between pages in the data base when retrieving 
each record. 
3. Owner and Members.  The decision for the input file format with 
regard to owner and member records is highly dependent on the 
loading strategy.  The designer must decide if all owner record 
occurrences of a set will be loaded first and then all member 
record occurrences or if each complete set occurrence will be 
loaded individually.  When designing the input files, the data 
corresponding to an owner record occurrence may or may not be 
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placed next to the data corresponding to its member record 
occurrence.  Owner and member records of a set can be loaded in 
one of two ways: 
a. All owner records and then all member records of a set 
can be loaded.  In this case, the input files will contain all 
data for each owner record for all owner records.  It may be 
followed by all data for each member record for all member 
records.  Or, the member record data may be in another file. 
b. The other approach is to load an owner record of a set; 
then all its members (if appropriate, sorted), and then the 
next owner record of the set and all its members, etc. Loading 
an owner record occurrence and then all its member records is 
more efficient with regard to time than loading all owner record 
occurrences and then all member record occurrences of a set 
type.  If one loads all owner records first, time must be spent 
locating all these owner records when storing and/or inserting 
the member records.  Loading time will also be saved in the 
following three situations.  If a record type has two or more 
owner type records, input files can contain the data for each 
owner record type and then the corresponding data for each 
member record type for each set occurrence.  If the member 
record is not loaded when its two owner records are current of 
set, the two records will have to be located before storing/ 
inserting the records. This takes processing time. 
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If a record type, Record B, (refer to Figure 6) is both an owner 
(Set B-C) and a member (Set A-B), input files can contain its data for 
the owner record type (Record A), the data for Record B, and then the 
data for Record B's member record type (Record C) for each set occur- 
rence.  This approach will save time when loading.  After Record A 
is loaded, it is current of Set A-B.  Therefore, it is in the proper 
location to store/insert its corresponding Record B.  Once Record B is 
loaded, it is current of Set B-C.  Therefore, it is in proper location 
to store/insert its corresponding Record C. Following this strategy, 
both Record A and Record B do not have to be located when storing/ 
inserting their member records, B and C, respectively. 
If an owner has more than one member type record, the most fre- 
quently used member type record should be loaded first.  This will 
physically place the two records, owner and member, closer together and 
may eliminate a lot of swapping when retrieving the set's records. 
3.4.2 Present System Computerized 
If the current system is computerized, the data structure can be 
either traditional files or data base files.  Issues to address have 
differing impacts on each situation.  These considerations will be 
addressed below. 
3.4.2.1  General Considerations 
There are three general considerations to bear in mind while 
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deciding on the input file design: volume, cost, and time.  The volume 
of data for the new system may affect the decision whether to manipulate 
current files via sort routines, merge routines, etc. as opposed to 
inputting all data manually to establish new files. 
The cost of the two approaches must be considered.  It may be easier 
to start from scratch using the best input files possible.  However, the 
cost may be prohibitive within the project's budget.  On the other hand, 
it may prove more expensive to adapt current files for data input to the 
new system.  This decision is unique to each project. 
The final general consideration is time.  If time is limited, the 
faster approach, whatever it may be, will be used.  If time is not a 
very important constraint, the tradeoffs of volume and cost can be the 
only considerations. 
These considerations must be viewed within the framework of each 
project.  The tradeoffs and constraints will affect the input strategy 
used to load the data base. 
3.4.2.2 Specific Considerations 
The first consideration is hardware compatibility.  In order to use 
the current system's files to input data into the new system, the two 
systems have to be compatible.  Compatibility is necessary with regard 
to: 
1. Coding.  The code can be represented in either binary or ASCII. 
2. Input-Output Devices.  The new system has to be able to read 
files produced by the old system. 
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If the two systems are not compatible in this regard, the data will 
have to be entered manually. 
The last consideration is inputs to the new system.  The bulk of 
the data for the new system to be created may or may not be computerized. 
If it is not, then one must enter all data manually.  This will allow 
input files to be free of any constraints.  If the majority or all data 
is already computerized, then the possibility of using present files 
should be investigated.  The present files are already in machine 
readable form as opposed to being raw data.  It may be desirable to 
reformat the current files to better accomodate loading.  If the 
creation of intermediary files imposes constraints on the loading 
strategy, it may be wise to load the data manually.  The severity of the 
constraints will determine this decision.  There are various issues to 
address when creating intermediary files for this purpose.  They are 
addressed below. 
1.  Traditional File Structures.  A factor to consider when deciding 
to create intermediary or merged files is the current physical 
placement of data.  Presently, if data corresponding to a record 
in the new data base are dispersed among many files, it may be 
better to merge the files.  When loading, all data corresponding 
to a particular record can be loaded once.  This will save time. 
If a record is partially loaded, time will be spent locating the 
record in order to input the rest of the data items.  This will 
decrease the efficiency of loading.  If the flat files parallel 
the data for the data base records, then each file can be loaded 
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one by one.  The files would have to be loaded with regard to 
owner and member record types in the data base. 
If data item definitions are going to change, they can be 
handled in the following ways.  If the present file structures 
are going to be used, the items can be redefined by the loading 
program before being entered.  If the present file structures 
are going to be merged or redefined, the items can be redefined 
before being entered into the new input file. 
Data Base Systems.  When transferring from one data base system 
to another, three areas must be investigated:  logical view of 
the data, mapping definitions, and hardware storage structure. 
If all three are the same and the data items and records are the 
same, then the data base files can be used to load the new data 
base.  If the logical view changes, intermediary files can be 
created reflecting these changes or the loading program can 
handle the reformatting. 
If the mapping definitions change, (e.g., a record type 
becomes the owner of a new member record type, a record type is 
no longer a member of a set, a record type becomes part of a 
SYSTEM set, etc.), the data must be unloaded.  The data can be 
reloaded in its present format with necessary modifications 
performed by the loading program code or reformatted into an 
intermediary file. 
If the hardware is not compatible, the data can be entered 
manually or the data may be punched onto cards.  Then the cards 
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would be read directly into the system or used to create input 
files compatible with the new system.  Again, tradeoffs will have 
to be taken into consideration. 
If more than one variable changes, the above approaches 
can be combined or broken into stages.  The exact approach 
taken will be dependent on the individual situation. 
If the data definitions are going to change from the 
present data base to the new one, they can be handled in two 
ways. Either redefine the appropriate data items in the 
loading program or make the necessary changes and produce 
intermediary files. 
3.5 NUMBER OF INPUT FILES 
There are advantages and disadvantages to using multiple input 
files vs. one input file. Two initial considerations are:  volume and 
present data format.  If there is a large volume of data to be loaded, 
multiple loading file's should be used.  Reasons are discussed in 
succeeding paragraphs.  If the data presently exist in a number of files 
which can be used to load the data base, then all appropriate files 
should be used.  If the data will be entered manually, the discussions 
below should help determine the strategy used. 
3.5.1 Advantages of Multiple Input Files 
There are several advantages to loading data into the data base via 
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multiple files.  First, it may be desirable to load the data base in 
phases.  The implementation plan may be to phase in the new system.  The 
situation to use multiple files may also occur if certain data is not 
currently ready to load but other data is.  Therefore, separate files 
will contain different data and will be loaded in at different times. 
Another advantage to the use of multiple input files is:  if any 
problems occur when loading in the data, only one file containing some 
of the data will have to be reloaded as opposed to re-entering a file 
containing all the data for the total data base.  If individual areas or 
segments of the data base are loaded in separate files and a problem 
occurs in one area, only that area will have to be reloaded.  The other 
areas will remain untouched. 
Thirdly, if reorganization is envisioned, especially within a 
particular area, separate loading files per data content will allow 
some files to remain the same and only others to be modified.  Therefore, 
when reloading, only isolated areas of the data base loading program will 
require modifications.  If problems occur, only an isolated area will be 
affected. 
Fourthly, if a record is a member of more than one set and sorted 
differently in each set, one may want to sort the records appropriately 
in separate files and load the appropriate sorted file when entering 
data in each set. 
Fifthly, if the current data is in multiple files and compatible 
with the new system, then it is obvious that multiple input files would 
be used.  For reasons cited above, when creating input files manually, 
the use of multiple input files is recommended. 
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3.6 DISCUSSION 
Loading a data base is dependent on two main factors: the schema 
design and the input files.  Guidelines and suggestions have been 
discussed with regard to these two issues.  Recommendations have been 
made with regard to efficiently loading a data base in terms of general 
strategy and saving loading, access, and retrieval time. 
3.6.1 General Strategy 
1. Load the data base by area, if possible. The primary reason is 
that it provides a systematic method to load the data base. 
But, this strategy can only be applied if the schema permits 
and the input files conform. 
2. Use current data that is in machine readable form and compatible 
with the new system.  If necessary, via computer programs, 
reformat the data for loading. 
3. Use multiple input files to allow phased implementation and 
easier isolation of possible errors/problems. 
3.6.2 Loading, Access, and Retrieval Time Strategies 
1. Records defined as sorted should be ordered prior to entry. 
2. Load each owner record and then its corresponding member record 
(when possible) to eliminate the need to locate the owner 
record when storing the member record. 
3. Load all data for each record (when possible) to eliminate 
having to relocate the record to complete input. 
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4.  If an owner record of a set has more than one member record 
type, load the most frequently accessed member type first, the 
next most frequently accessed member record type, etc. 
3.6.3 Conclusion 
The situations discussed throughout this chapter are likely ones to 
be encountered when designing a data base loading program.  As indicated 
though, the number of permutations are infinite with regard to the data 
structures.  If the methodology presented is employed, a loading program 
can be successfully designed.  Since every situation is unique, the 
designers must incorporate the specific data base design features, the 
tradeoffs, and flexibility when proceeding through the steps of 
designing the loading program. 
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4.0 TESTING THE METHODOLOGY 
Now that a methodology has been developed, it will be implemented. 
Following is a discussion of the strategy and logic used to load a data 
based.  The sample schema contains multiple member record types per set 
type, a record type comprised of a concatenated key, spanning set types, 
SYSTEM sets, multiple owner record types of one member record type and 
member record types defined as AUTOMATIC and MANUAL within a set.  All 
topics discussed can be applied to this case. 
A discussion of the purpose of this specific data base is provided. 
Following this, the appropriate steps are followed to write the loading 
program. 
The schema and DDL for this test case are provided in Appendices B 
and C, respectively. 
4.1 SCHEMA SCHEMO 
The schema is designed for a retail/mail order business.  The system 
requirements are: 
1. Customer account information 
2. Cash sales information 
3. Payroll information 
4. Department information 
5. Inventory information 
6. Vendor information 
This schema contains four areas: Employee-Area, Sales-Area, Inventory- 
Area, and Customer-Area. 
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The records within the areas are: 
Employee-Area: 
Department-Record 
Payroll-Record 
Sales-Area: 
Sales-Record 
Sale-Line-Iterns 
Inventory-Area: 
Inventory-Record 
Vendor-Item-Record 
Customer-Area: 
Account-Record 
Customer-Record 
CityState-Record 
Zip-Record 
Sale-Line-Items record is a concatenated key for the Sales-Record and 
Inventory-Record.  It contains the customer transaction number and inventory 
item number. 
Vendor-Itern-Record is also a concatenated record for the Inventory- 
Record and Vendor-Record.  It contains the inventory item number and vendor/ 
supplier number. 
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The sets that are self-contained in areas are: 
AREA SET OWNER MEMBER 
Employee 
Sales 
Inventory 
Customer 
Performance 
Item 
Item-Seq 
Alpha-Vendor 
Vendor 
Customer 
Badcust 
CityState 
Zip 
SYSTEM 
Sales-Record 
SYSTEM 
SYSTEM 
Vendor-Set 
Account-Record 
Customer-Record 
CityStateRecord 
Zip-Record 
Payroll-Record 
Sale-Line-Iterns 
Inventory-Record 
Vendor-Record 
Vendor-Itern-Record 
Customer-Reocrd 
Account-Record 
Customer-Record 
Customer-Record 
The sets that have owners and members in different areas are: 
SET 
Dept-Set 
Commission-Set 
Charge-Set 
Inven-Set 
OWNER/AREA 
Department/Employee 
Payroll/Employee 
Account/Customer 
Inventory/Inventory 
MEMBER/AREA 
Payroll/Employee 
Sales/Sales 
Sales/Sales 
Sales/Sales 
Sale-Line-Item/Sales 
Vendor-Item/Inventory 
The three sequential sets are Performance-Set, Item-Seq-Set, and 
Alpha-Vendor-Set. 
All set memberships are MANDATORY AUTOMATIC except Badcust-Set and 
Charge-Set. Badcust-Set is OPTIONAL MANUAL and Charge-Set is MANDATORY 
MANUAL. 
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4.2  INPUT FILES 
The data provided for this test case were in flat files and already 
sorted as defined in the DDL.  Four flat files were provided that paralleled 
the four areas in the data base.  Therefore, the input files were already 
optimally designed in terms of the issues previously discussed.  Loading 
by area was not only possible to perform but the only strategy to use. 
A.3 LOADING LOGIC 
The schema identifies owners and members.  The Sales-Area records have 
owner records in the Employee-Area, Inventory-Area, and Customer-Area. 
Therefore, if the strategy used to load is by area, the Sales-Area should 
be loaded last.  The member records in the Employee-Area, Inventory-Area, 
and Customer-Area are dependent only on owner records in their respective 
areas.  No member record has an owner outside its area.  Therefore, it 
does not matter which of the three areas is loaded first, second, or third. 
Using the "load by area" approach, the areas will be loaded in the following 
order: Employee-Area, Customer-Area, Inventory-Area, and then Sales-Area. 
4.3.1 Employee-Area: 
1. Load the Department-Record. 
2. Sort and store each owner record's associated Payroll-Record(s). 
3. Once the Payroll-Record(s) are stored, the Performance-Set is 
established. 
A.  The owner of the Commission-Set is loaded. 
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4.3.2 Customer-Area: 
1. Load the Account-Record, the owner of Customer-Set. 
2. Load the CityState-Record, the owner of CityState-Set. 
3. Load Zip-Record, the owner of Zip-Set. 
4. Now all owner records of the Customer-Record are loaded.  STORE 
the Customer-Record in the Customer-Set, CityState-Set, and Zip-Set. 
5. If a customer's account in overdue, INSERT the Customer-Record 
into the Badcust-Set. 
(Note, 1-3 could have been done in any order.) 
4.3.3 Inventory-Area: 
1. Sort (if possible) Inventory-Record and Vendor-Record information 
before loading. 
2. Load the Inventory-Record, the owner of Inven-Set.  This 
establishes the Item-Seq-Set. 
3. Load the Vendor-Record, the owner of Vendor-Set.  This 
establishes the Alpha-Vendor-Set. 
4. Load and STORE Vendor-Item-Record with the appropriate owner 
records. 
(Note, 2 and 3 could have been done in reverse order.) 
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A.3.4 Sales-Area: 
1. Find the Sales-Record owners: Account-Record, Department-Record, 
and Payroll-Record. This establishes all owners as current of 
set.  STORE Sales-Record in Commission-Set and Dept-Set. 
2. INSERT Sales-Record in Charge-Set. 
3. Store appropriate Sale-Line-Items records. 
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5.0 SUMMARY, CONCLUSIONS, AND RECOMMENDATIONS 
5.1 SUMMARY 
This thesis has focused on loading programs for CODASYL type data bases. 
The writing of a loading program involves various stages.  Designers must 
decide what functions the program will perform.  As defined by the CODASYL 
Database Task Group, a loading program should be written for the initial 
loading of the data base. 
Individuals selected to work on the loading program should have knowl- 
edge about the requirements of the system and/or technical skills about 
data bases. 
A full understanding of- the data base schema is also important.  Design- 
ers must be aware of how the data base is divided, what relationships exist 
between records, and how record memberships are defined. 
To date, the literature has not provided a methodology for writing 
loading programs. This thesis has developed and presented an approach. 
Possible schema designs with regard to areas, sets, and records have been 
explored.  General approaches and specific handling of DDL inputs have 
been developed which are supported by prior discussions. 
Specific examples have been provided for each issue discussed. An 
example schema has been analyzed and the methodology used for designing 
the loading progrm has been applied. 
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5.2 CONCLUSIONS 
Guidelines and standardization can increase the success of loading 
programs.  Each data base is unique, but certain possible relationships, 
sets, etc. appear in all scheraas. 
This thesis has presented various situations which can occur.  It is 
acknowledged that all combinations and permutations of possible conditions 
have not been covered.  However, all presented can be applied to aid 
designers in determining a loading strategy. 
5.3 RECOMMENDATIONS 
This has been an effort to generate ideas regarding data base loading 
programs.  It is recommended that the methodology be tested on other cases. 
In addition, methodologies should be developed for loading programs asso- 
ciated with other types of data base structures. 
Further research should be accomplished to prove statistically that 
the benefits cited herein are truly attained by following the developed 
methodology.  In addition, the efficiency of the methodology should be 
tested. 
Certain design considerations were discussed with regard to the loading 
program functional definition.  A matrix was also provided.  Research work 
could be performed to test the cell entries in various cases.  Additionally, 
considerations may be added to the matrix and explored further. 
With regard to conversion from a computerized system to a data base 
system, three general considerations were discussed: time, money, and volume. 
Research work could determine a cut off point with regard to volume for 
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deciding whether to design input files from scratch or manipulate present 
files.  Along the same line, time estimates could be determined for file 
manipulation, e.g., if a system currently has fifty files, one-hundred 
thousand records, etc., then it will take X time to conver the files for 
loading. 
This methodology should be reviewed and revised, where necessary, if 
future releases of CODASYL standards are published. 
A methodology has been developed for designing loading programs for 
CODASYL type data bases.  Future research has been cited for others to 
explore. Each individual's experiences will bring different insights and 
approaches to this area of research.  More work in this field can only 
increase the possibilities for more efficient and successful data base 
systems. 
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APPENDIX A - CODASYL DESCRIPTIONS 
The purpose of this Appendix is to discuss and describe the CODASYL 
type data base with regard to its history, data structure, data rela- 
tionships, data items and aggregates, records, sets, areas, subschema, 
schema, and data definition language (DDL). 
A-1.1  BACKGROUND - CONFERENCE ON DATA SYSTEMS LANGUAGES 
The concept of network or plex structure data bases implies a 
CODASYL type data base.  The ideas for this type of data base started in 
1965 at the Conference on Data Systems Languagues (CODASYL). The 
concepts of Data Description Language (DDL), Data Manipulation Language 
(DML), and Device Media Control Language (DMCL) were also developed. 
A network data structure is also referred to as a plex structure. 
Any record in a plex structure can be linked to N other records.  In 
other words, a child can have more than one parent and vice versa.  A 
child can be the parent of other children. 
Plex structures can be either simple or complex.  A simple plex 
refers to a 1:M relationship between the parent and child. A complex 
plex refers to M:N relationship between parent and child.  See Figure 
A-l. 
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SIMPLE PLEX AND COMPLEX PLEX 
FIGURE  A - 1 
The Data Description Language Committee (DDLC) developed a 
language to describe the data base.  The logical view is pictorially 
represented in a schema.  CODASYX has one limitation with regard to 
describing relationships: it "...cannot describe complex plex structures 
without their being modified to a simple form". (Martin (1976): 90) 
CODASYL handles a complex plex by converting it to simple plexes. 
See Figure A-2. 
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COMPLEX PLEX AND CONVERTED COMPLEX PLEX 
FIGURE  A-2 
The Data Manipulation Language consists of a set of verbs used 
within host languages, e.g., COBOL/FORTRAN, to manipulate the data in 
the data base. 
DMCL performs the following three functions: 
1. Assign data to devices and media space 
2. Specify how buffering, paging, and overflow are controlled 
3. Specify addressing and searching techniques such as indexing 
and chaining 
The following is a discussion of the types of relationships defined 
by CODASYL and how they are represented pictorially.  A bottom-top 
approach will be used to discuss the contents of the DDL.  These include 
data items and aggregates, records, sets, areas, subschemas, and schemas. 
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A-1.2 RELATIONSHIPS 
CODASYL data can be structured in any of the following ways: 
sequential or cycles, trees, and networks.  Data relationships can be 
either one-to-one, one-to-many, or many-to-many.  Sequential refers to 
processing data in ascending or descending order irrespective of physical 
position. 
A tree structure is a hierarchy of elements.  The highest level is 
the root.  All nodes lower than the root are directly related to only 
the node immediately above. 
A-l.2.1 One-to-One 
A one-to-one relationship refers to one owner or parent record of a 
set and one member or child record.  Technically, the records could be 
combined into one.  The schema representation is shown in Figure A-3. 
| RECORD A | 
| RECORD B | 
I I 
ONE-TO-ONE RELATIONSHIP 
FIGURE  A-3 
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A-1.2.2 One-to-Many 
Typically, a set is a 1:N relationship or "...simple plex 
structure".  (Martin (1976): 182) CODASYL can handle this type of 
relationship.  It is represented in a schema as shown in Figure A-4. 
I I 
| RECORD A | 
I I 
JL 
I      I 
| RECORD B | 
ONE-TO-MANY RELATIONSHIP 
FIGURE  A-4 
A-1.2.3 Many-to-Many 
M:N or "...complex plex structures (with complex mapping from child 
to parent) cannot be described without converting it to a simple form". 
(Martin (1976): 184) 
This problem is resolved in one of two ways: 
1. "...a special link record is defined merely to affect the M:N 
relationship; the record has no data other than pointers to 
establish the linkage." (Sprowls:  144) 
2. A record with a concatenated key is the key of the first record 
plus the key of the second record.  See figure A-5. 
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I I 
I RECORD A | 
 I 
f | RECORD B | 
I I 
I I 
| RECORD A | I I |  RECORD B | 
£_ 
INTERMEDIARY | 
RECORD   I 
Complex Plex Converted Complex Plex 
MANY-TO-MANY RELATIONSHIP 
FIGURE  A-5 
A-1.3 DATA ITEMS AND TYPES 
A-1.3.1 Data Items and Data Aggregates 
A data item is "The smallest unit of data that has meaning to its 
users...." (Martin (1976): 5) It is also referred to as a data element, 
elementary item, or field.  Data items can contain arithmetic, string, or 
alphanumeric data.  For example, age is a numeric data item. 
A data aggregate is "...a named collection of data items within a 
record". (Haseman and Whinston:  125)  An aggregate can be vectors or a 
repeating group.  A vector is a "...one-dimensional, ordered collection 
of data items, all of which have identical characteristics". (Haseman 
and Whinston:  125) A repeating group is a collection of data that 
exists an arbitrary number of times within a record occurrence.  It may 
be comprised of "...data item, vectors, and repeating group". (Haseman 
and Whinston:  125) An example is the age of an employee's dependent. 
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A-1.3.2 Records 
A record is a "...collection of zero, one, or mare data items or 
data aggregates". (Haseman and Whinston:  124) Record characteristics 
listed in the DDL are identification or unique number(s) of name(s), a 
location mode necessary for storage and access, and the area in which it 
is to be stored.  (Sprowls:  136) In addition, duplicates or more than 
one record with the same value in the key field must be addressed. 
1. Record Identification.  Each record has a unique name or number 
by which it can be identified. 
2. Location Mode.  Location mode refers to how a record is 
retrieved. 
There are three options: 
o Direct access refers to retrieving via machine address. 
o VIA refers to "...primary access to a record is VIA a set". 
(Sprowls:  136) 
o CALC refers to applying "...a hashing algorithm...to the 
primary key to store and retrieve a record". (Sprowls:  136) 
3. Area Name.  The area name identifies the area in which the 
record is located.  A record can be in only one area. 
A.  DUPLICATES (NOT) ALLOWED Clause.  It must be specified if two 
records can have the same value in the key field,  this refers 
to duplicates being or not being allowed. The default is 
duplicates allowed. 
If duplicates are allowed, there is no need to check 
through all existing records' key fields before entering the 
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new record.  If duplicates are not allowed, then a check is 
performed.  An error message is generated if a record with the 
same key is already stored in the data base. 
5.  Record Representation in a Schema.  Records are drawn in a 
schema as shown in Figure A-6. 
RECORD NAME 
RECORD-SCHEMA REPRESENTATION - A 
FIGURE  A-6 
Figure A-7 depicts a more specific example of a record. 
EMPLOYEE RECORD 
I i i i I 
| EMPLOYEE NAME | ADDRESS | JOB LOC | SKILL LEVEL | 
i I ! ! : I 
RECORD-SCHEMA REPRESENTATION - B 
FIGURE      A-7 
A-1.3.3    Sets 
The CODASYL set is the building block for record relationships. 
Sets are similar to tree structures.  "Any N-level tree requires at 
least N-l sets to describe it." (Martin (1976): 181)  A schema can have 
N-many sets. 
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"A CODASYL set is an occurrence of a named collection of 
records, and each set type can represent a relationship 
between two or more record types.  Each set type can have one 
record type declared as its owner and one or more record types 
declared as its members.  Each set must contain one occurrence 
of its owner record type and many contain any number of 
occurrences of its member record types." (Martin (1976): 
180) 
A record may be a member of more than one set.  An owner record may 
be a member of another set.  A record can be the owner of more than one 
set. A record type cannot be both the owner and member of the same set. 
A record can occur only once in the occurrence of the same set.  A set 
may have an arbitrary number of occurrences of its member record types. 
Set relationships can be one-to-one or one owner record type and 
one member record type, or one-to-many or one owner record type and many 
member records of the same type, or many-to-many or many owner records 
of the same type and many member records of the same type, SYSTEM or one 
owner type record type and two or more different member type records of 
the same set, and one owner type recor and two or more different member 
types of different sets.  Figures A-8.a through A-8.f depict these examples, 
respectively. 
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I I I I I I I I 
I RECORD A |       | RECORD A |       | RECORD A |       | RECORD B | 
 I       I 
SET A-B 
_ik_ 
I 
I RECORD B 
SET A-B 
i. 
I RECORD B | 
I I 
? ^ 
I INTERMEDIARY | 
I   RECORD   | 
FIGURE 8.a FIGURE 8.b FIGURE 8.c 
| RECORD A | 
^ 
RECORD A 
SET A-B 
3L 
RECORD B 
I      f 
SET A-C 
RECORD C | 
FIGURE 8.d FIGURE 8.e 
SET RELATIONSHIPS 
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1 
| RECORD A 
1 
1 
1 
1 
A-D 
1 
| RECORD 
1 
B 
1 
1 
1 
SET A-C 
SET 
SET B-D 
SET B-E 
RD C 
1 
1 
1 
JL_ * 
1 | RECC 
1 
1            1 
I RECORD D | 
1         1 
FIGURE 8.f 
1 
1 
1 
1 
RECORD E | 
1 
SET RELATIONSHIPS 
In all the above cases, each member record can be an owner of 
another set.  Examples are shown in Figures A-9.a through A-9.f. 
1            1 | RECORD A | 
1         1 
■B 
1         1 
| RECORD A | 
1         1 
•B 
1 
| RECORD 
1 
A 
1 
1 
1 
| RECORD B 
1 
SET A- 
n \ 
SET A- 
V \ 
1          1 
| RECORD B | 
1         1 
U      1 
I RECORD B | 
1         1 
1 
| INTERMEDIARY 
|   RECORD 
1 
1 
1 
1 
FIGURE 9.b 
1 
FIGURE 9.a FIGURE 9.c 
SET RELATIONSHIPS 
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G OJ 
RECORD A 
FIGURE 9.d 
II 
J         1 | RECORD A | 
1         1 
1 
SET A-B SET A-C 
pi     V. 
1 
I RECORD 
1 
i     U            i 
B |      | RECORD C | 
1     1         1 
FIGURE 9.e 
I I 
I RECORD A | 
I I 
SET A-C 
fcf "I RECORD C | 
I 
SET A-D 
a RECORD B 
SET B-D 
I 
| RECORD D | 
I I 
FIGURE 9.f 
SET B-E 
A' 
I 
| RECORD E 
SET RELATIONSHIPS 
A-l.3.3.1 Types of Sets 
An owner record alone establishes a set occurrence which is unique 
from other occurrences of the same set.  "When a set occurence contains 
only an occurrence of its owner record, it is known as an empty set." 
(Sprowls: 134) 
A special type of set is a singular set.  In this case, the owner 
record is the SYSTEM. 
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"There can be only one occurrence of a singular set.  A 
singular set is used to create traditional files in which all 
records are of the same type.  A data base can have many 
singular sets, or files, and they are frequently used." 
(Martin (1976): 182) 
Singular sets can be processed as sequential files.  A record type 
can be both a member of a singular set and a complex set. Refer to 
figure A-10. 
Q | RECORD A | 
 I 
SINGULAR SET 
FIGURE      A-10 
A dynamic set is represented in a schema as shown in Figure A-ll. 
?A  
I 
RECORD A | 
 I 
SYSTEM SET 
FIGURE      A-ll 
"A dynamic set is one which can have no member records 
declared for it in the schema.  Instead, any record can be 
made a member of it, or removed from it, by executing in the 
application program an appropriate command from the Data 
Manipulation Language." (Martin (1977): 151) 
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A-1.3.3.2 DDL Set Description 
Each set description appears in the DDL listing the set name, MODE, 
ORDER, OWNER, MEMBER, and SET SELECTION. 
1. Set Name 
The purpose of the set name is to identify the set.  Conventionally, 
when naming a set, the owner record name is used first and then the 
member record name second. For example, the owner record name of a set 
is DEPT-REC. The member record name is EMPLOY-REC. The set name would 
be DEPT-EMPLOY. 
2. Set MODE 
The purpose of the set MODE is to link the set occurrences.  The 
set MODE is currently always defined as chain.  This means that the 
owner record has a "...pointer to the first member, the first to the 
second, etc. until the last member record occurrence points back to the 
record". (Sprowls:  133) 
3. ORDER 
The purpose of ORDER is to specify the sequence in which member 
records are to be maintained.  Sets are logically stored by sorting on a 
specified key in either ascending or descending order. New occurrences 
are inserted NEXT, PRIOR, first in, first out (FIFO), last in, last out 
(LIFO), or IMMATERIAL with regard to the current of set. 
4. OWNER 
The purpose of OWNER is to establish the parent of the plex. Only 
one owner record is named for each set. An owner record can be ordered 
only if it is a member of another set. (Martin (1976): 186) 
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5.  MEMBER 
The purpose of MEMBER is to establish the child of the plex.  Mem- 
bership has to be declared in the DDL for member records of sets with 
regard to adding and deleting member records.  If a member record is 
defined as AUTOMATIC, it means that "...membership in the set is estab- 
lished by DBMS when a record occurrence is stored". (Haseman and Whinston: 
125)  If the record is a member of more than one set, it will be stored 
in all sets defined as AUTOMATIC. 
MANUAL refers to inserting "...the record occurrence in the set 
through the use of the appropriate DML commands". (Haseman and Whinston: 
125-126)  If the record is a member of more than one set, it will first 
have to be stored and then inserted into each specific set. 
Records can be removed or deleted.  A member record that is defined 
as MANDATORY means that the record is "...permanent and can be changed 
only by deleting the owner records". (Haseman and Whinston:  126) 
OPTIONAL refers to membership that "...can be modified using the DML 
commands". (Haseman and Whinston:  126) 
Each member record of a set must be defined as one of the 
following: AUTOMATIC MANDATORY, AUTOMATIC OPTIONAL, MANUAL MANDATORY, or 
MANUAL OPTION.  The respective capabilities discussed above are then 
available. 
Member records can be ordered FIRST, LAST, PRIOR, NEXT, IMMATERIAL, 
or SORTED. Records can be sorted on a data base key in either ascending 
or descending order. This defines where new member records are inserted 
into the set. 
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6.  SET SELECTION 
The purpose of SET SELECTION is to establish how to locate the set 
occurrence desired.  Set addressing or selection is through one of the 
following methods: 1) a named program procedure, 2) a data base key, 3) 
a calculation using a given data base key, or 4) through another set. 
(Martin (1976): 190) 
If one wants to add or retrieve a member record of a set, the owner 
record must be located.  The SET OCCURRENCE SELECTION clause specifies 
how an owner record of the set is located.  The choice is between 
CURRENT OF SET and LOCATION MODE OF OWNER".  (Sprowls:  153) 
CURRENT OF SET refers to the last location used in the set when the 
during previous operations was terminated.  LOCATION MODE OF OWNER 
refers to set selection through sets. 
A-1.3.4 Areas 
An area is a "...named subdivision of a data base to which records 
may be assigned independently of their membership of set". (Martin 
(1976): 188) "An arbitrary number of areas may be declared in a schema." 
(Martin (1977): 156) 
"An area can be either permanent or temporary and local to a 
run-unit (task)." (Martin (1977): 156) Permanent areas are defined in 
the DDL. Temporary areas are unique to a run-unit. 
"No record may be assigned to more than one area.  Once 
assigned the record may not change areas. A record type or 
set type may have occurrences in multiple area.  A set may 
span many areas." (Martin (1976): 188) 
•87- 
Areas are represented in a schema as shown in Figure A-12. 
AREA-A 
AREA-SCHEMA REPRESENTATION 
FIGURE  A-12 
The area is named.  In addition to naming the area, privacy 
iock(s), if appropriate, can be specified.  "A privacy lock is a value 
against which a privacy key value must be matched before the data in 
question can be used." (Martin (1976): 157-158) Privacy locks can be 
specified from data items to areas. (Martin (1976): 10) 
"Areas allow the data base administrator to subdivide a data base 
to enhance system efficiency." (Martin (1976): 188) Users are only 
accessing the part of the data base they need.  In addition, security is 
better.  Users can be locked out of areas to which they should not have 
access. 
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A-1.4 SUBSCHEMA AND SCHEMA 
A-l.4.1  Subschema 
The purpose of the subschema is to restrict programmer use of data 
base area for reasons of efficiency and security.  "The subschema 
describes only a portion of the data base, and the application programmer 
is limited to the subset of the schema that is known to it through the 
subschema." (Sprowls:  165) Several programmers can use the same 
subschema, even concurrently. 
"The subschema concept allows the programmer's view of 
the data base to be restricted, so that he need not bother 
about parts of the data base which his program does not need 
to process.  This also means that he cannot inadvertently 
change parts of the data base outside his domain of interest." 
(Meadow:  9) 
The subschema may contain the whole data base, just one record, or 
parts of other subschemas.  A subschema cannot be made of more than one 
schema.  A program can only use one subschema.  A program must use one 
subschema to process the data base. 
A subschema may omit, add, or modify entries in the schema.  Some 
capabilities are: 
1. "Names of the areas, records, data items, and sets may be 
renamed.  They may be made compatible with the host 
language or changed for the convenience of the programmer. 
2. The data items may be given different attributes from the 
schema. 
3. The relative order of the data items in the record may be 
changed. 
A.  Data items in the schema record may be omitted from the 
subschema." (Sprowls:  167) 
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A-1.4 SUBSCHEMA AND SCHEMA 
A-1.4.1 Subschema 
The purpose of the subschema is to restrict programmer use of data 
base area for reasons of efficiency and security.  "The subschema 
describes only a portion of the data base, and the application programmer 
is limited to the subset of the schema that is known to it through the 
subschema." (Sprowls:  165) Several programmers can use the same 
subschema, even concurrently. 
"The subschema concept allows the programmer's view of 
the data base to be restricted, so that he need not bother 
about parts of the data base which his program does not need 
to process. This also means that he cannot inadvertently 
change parts of the data base outside his domain of interest." 
(Meadow:  9) 
The subschema may contain the whole data base, just one record, or 
parts of other subschemas. A subschema cannot be made of more than one 
schema.  A program can only use one subschema.  A program must use one 
subschema to process the data base. 
A subschema may omit, add, or modify entries in the schema.  Some 
capabilities are: 
1. "Names of the areas, records, data items, and sets may be 
renamed.  They may be made compatible with the host 
language or changed fon> the convenience of the programmer. 
2. The data items may be given different attributes from the 
schema. 
3. The relative order of the data items in the record may be 
changed. 
4. Data items in the schema record may be omitted from the 
subschema." (Sprowls:  167) 
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The subschema must be produced from the source subschema.  It 
cannot be converted into the object subschema before the schema itself 
has been translated. 
A-1.4.2 Schema 
"The schema is the overall view of the logical structure of the data 
base as seen by the central authority responsible for the data base." 
(Meadow:  9)  It is comprised of one schema entry, record entries, set 
entries and one or more area entries.  There is a one-to-one 
relationship between the data base and the schema. The schema must be 
produced from the source schema to the object schema. 
The schema is independent of the physical representation to the 
extent that it "should not have to be changed when device characteristics 
or physical organization techniques change". (Martin (1976): 188) 
A-1.5 DATA DESCRIPTION LANGUAGE (DDL) 
In CODASYL type data bases, the logical view of data is defined in 
words in the data definition language (DDL).  The DDL is a set of 
statements which describe the logical representation of the data base or 
the schema.  It is comprised of the subschema and schema.  It is not 
executable code or a program. 
The DDL is independent of the physical representation of the data. 
"It does not even allow statements to be made concerning the amount of 
data to be stored in the data base and how much space is to be reserved 
for the data." (Meadow:  9) 
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The DDL itself does not produce the data base.  It is only a 
description of what the data base looks like.  To generate the data 
base, "...the source schema must be converted into computer readable 
form and translated into the object schema." (Meadow:  8) This 
conversion process is referred to as the Schema DDL Translation. (Meadow: 
10)  Syntax and logical verification takes place before the object schema 
is generated. (Sprowls:  157) 
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APPENDIX C - DATA DESCRIPTION LANGUAGE (DDL) 
IMAGES IN ORDER BY COMMAND. 
INTERCEPT BIND EXCEPTIONS. 
NOTE UNANTICIPATED EXCEPTIONS. 
RECORDS-PER-PAGE 35. 
ASSIGN SALES-AREA TO FILE01 
FIRST PAGE 1 
LAST PAGE 19 
PAGE SIZE 512 WORDS. 
ASSIGN INVENTORY-AREA TO FILE02 
FIRST PAGE 21 
LAST PAGE 41 
PAGE SIZE 512 WORDS. 
ASSIGN CUSTOMER-AREA TO FILE03 
FIRST PAGE 43 
LAST PAGE 63 
PAGE SIZE 512 WORDS. 
ASSIGN EMPLOYEE-AREA TO FILE04 
FIRST PAGE 65 
LAST PAGE 83 
PAGE SIZE 512 WORDS. 
SCHEMA NAME IS SCHEMO. 
AREA NAME IS SALES-AREA. 
AREA NAME IS INVENTORY-AREA. 
AREA NAME IS CUSTOMER-AREA. 
AREA NAME IS EMPLOYEE-AREA. 
RECORD NAME IS SALES-RECORD. 
LOCATION MODE IS CALC USING TRAN-KEY 
DUPLICATES NOT ALLOWED 
WITHIN SALES-AREA. 
02 TRAN-KEY PIC 9(14). 
02 SALES-TYPE PIC 9. 
02 TOTAL-ITEM-PRICE PIC 9(6)V99. 
02 SALES-TAX PIC 9(6)V99. 
02 TOTAL-SALE-NAME PIC 9(6)V99. 
RECORD NAME IS SALE-LINE-ITEMS 
LOCATION MODE IS CALC USING TRAN-PLUS-ITEM 
DUPLICATES NOT ALLOWED 
WITHIN SALES-AREA. 
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02 TRAN-PLUS-ITEM      PIC X(20). 
02 ITEM-QUANTITY       PIC 9(4). 
02 ITEM-PRICE PIC 9(6)V99. 
RECORD NAME IS INVENTORY-RECORD 
LOCATION MODE IS CALC USING ITEM-CODE 
DUPLICATES NOT ALLOWED 
WITHIN INVENTORY-AREA. 
02 ITEM-CODE PIC X(6). 
02 ITEM-DESCRIP PIC X(34). 
02 ITEM-LOCATION PIC X(5). 
02 UNITS-ON-HAND PIC 9(6). 
02 UNITS-ON-ORDER PIC 9(6). 
02 UNIT-PRICE PIC 9(5)V99. 
02 EOQ PLC 9(5). 
02 REORDER-POINT PIC 9(5). 
RECORD NAME IS VENDOR-RECORD 
LOCATION MODE IS CALC USING VENDOR-NUMBER 
DUPLICATES NOT ALLOWED 
WITHIN INVENTORY-AREA. 
02 VENDOR-NUMBER PIC 9(4). 
02 VENDOR-NAME PIC X(30). 
02 VENDOR-ADDRESS PIC X(20). 
02 VENDOR-CITYSTATE PIC X(17). 
02 VENDOR-ZIP PIC 9(5). 
RECORD NAME IS ZIP-RECORD 
LOCATION MODE IS CALC USING ZIP-CODE 
DUPLICATES NOT ALLOWED 
WITHIN CUSTOMER-AREA. 
02 ZIP-CODE PIC 9(5). 
RECORD NAME IS CITYSTATE-RECORD 
LOCATION MODE IS CALC USING CITYSTATE 
DUPLICATES NOT ALLOWED 
WITHIN CUSTOMER-AREA. 
02 CITYSTATE PIC X(17). 
RECORD NAME IS VENDOR-ITEM-RECORD 
LOCATION MODE IS CALC USING VENDOR-ITEM 
DUPLICATES NOT ALLOWED 
WITHIN INVENTORY-AREA. 
02 VENDOR-ITEM PIC X(10). 
02 UNIT-COST PIC 9(5)V99. 
02 LEAD-TIME PIC 9(4). 
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RECORD NAME IS CUSTOMER-RECORD 
LOCATION MODE IS VIA CUSTOMER-SET 
WITHIN CUSTOMER-AREA. 
02 CUST-NAME 
02 CUST-ADDRESS 
02 PREVIOUS-BAL 
02 PURCHASES 
02 PAYMENTS 
02 OTHER-CHGS 
02 CURR-BAL 
02 BAL-0VER30DAYS 
02 BAL-OVER60DAYS 
02 BAL-0VER90DAYS 
PIC X(30). 
PIC X(30). 
PIC 9(6)V99. 
PIC 9(6)V99. 
PIC 9(6)V99. 
PIC 9(6)V99. 
PIC 9(6)V99. 
PIC 9(6)V99. 
PIC 9(6)V99. 
PIC 9(6)V99. 
RECORD NAME IS PAYROLL-RECORD 
LOCATION MODE IS CALC USING EMPLOYEE-NO 
DUPLICATES NOT ALLOWED 
WITHIN EMPLOYEE-AREA. . 
02 EMPLOYEE-NO 
02 EMP-NAME 
02 EMP-ADDRESS 
02 EMP-CITYSTATE 
02 EMP-ZIP 
02 NUM-DEPENDENTS 
02 HOURLY-RATE 
02 OVERTIME-RATE 
02 CURR-REG-HOURS 
02 CURR-OT-HOURS 
02 COMMISSION-PCT 
02 CURR-SALES 
02 CURR-GROSS 
02 CURR-TAXES 
02 CURR-NET 
PIC 9(A). 
PIC X(30). 
PIC X(30). 
PIC X(17). 
PIC 9(5). 
PIC 99. 
PIC 999V99. 
PIC 999V99. 
PIC 999. 
PIC 999. 
PIC V9(4). 
PIC 9(7)V99. 
PIC 9(5)V99. 
PIC 9(5)V99. 
PIC 9(5)V99. 
RECORD NAME IS DEPARTMENT-RECORD 
LOCATION MODE IS CALC USING DEPTKEY 
DUPLICATES NOT ALLOWED 
WITHIN EMPLOYEE-AREA. 
02 DEPTKEY PIC 9(A). 
RECORD NAME IS ACCOUNT-RECORD 
LOCATION MODE IS CALC USING ACCT-NUM 
DUPLICATES NOT ALLOWED 
WITHIN CUSTOMER-AREA. 
02 ACCT-NUM PIC 9(8), 
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SET NAME IS DEPT-SET 
MODE IS CHAIN LINKED TO PRIOR 
ORDER IS SORTED WITHIN RECORD-NAME 
-OWNER IS DEPARTMENT-RECORD 
MEMBER IS SALES-RECORD MANDATORY AUTOMATIC 
LINKED TO OWNER 
ASCENDING KEY IS TRAN-KEY 
DUPLICATES NOT ALLOWED 
SET SELECTION LOCATION MODE OF OWNER 
MEMBER IS PAYROLL-RECORD MANDATORY AUTOMATIC 
LINKED TO OWNER 
ASCENDING KEY IS EMPLOYEE-NO 
DUPLICATES NOT ALLOWED 
SET SELECTION LOCATION MODE OF OWNER. 
SET NAME IS ITEM-SET 
MODE IS CHAIN LINKED TO PRIOR 
ORDER IS ALWAYS NEXT 
OWNER IS SALES-RECORD 
MEMBER IS SALE-LINE-ITEMS MANDATORY AUTOMATIC 
LINKED TO OWNER 
SET SELECTION LOCATION MODE OF OWNER. 
SET NAME IS INVEN-SET 
MODE IS CHAIN LINKED TO PRIOR 
ORDER IS ALWAYS NEXT 
. OWNER IS INVENTORY-RECORD 
MEMBER IS SALE-LINE-ITEMS MANDATORY AUTOMATIC 
LINKED TO OWNER 
SET SELECTION LOCATION MODE OF OWNER 
MEMBER IS VENDOR-ITEM-RECORD MANDATORY AUTOMATIC 
LINKED TO OWNER 
SET SELECTION LOCATION MODE OF OWNER. 
SET NAME IS ITEM-SEQ-SET 
MODE IS CHAINLINKED TO PRIOR 
ORDER IS SORTED 
DUPLICATES NOT ALLOWED 
OWNER IS SYSTEM 
MEMBER IS INVENTORY-RECORD MANDATORY AUTOMATIC 
ASCENDING KEY IS ITEM-CODE. 
SET NAME IS VENDOR-SET 
MODE IS CHAIN LINKED TO PRIOR 
ORDER IS ALWAYS NEXT 
OWNER IS VENDOR-RECORD 
MEMBER IS VENDOR-ITEM-RECORD MANDATORY AUTOMATIC 
LINKED TO OWNER 
SET SELECTION LOCATION MODE OF OWNER. 
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SET NAME IS ALPHA-VENDOR-SET 
MODE IS CHAIN LINKED TO PRIOR 
ORDER IS SORTED 
DUPLICATES ARE ALLOWED 
OWNER IS SYSTEM 
MEMBER IS VENDOR-RECORD MANDATORY AUTOMATIC 
ASCENDING KEY IS VENDOR-NAME. 
SET NAME IS ZIP-SET 
MODE IS CHAIN LINKED TO PRIOR 
ORDER IS ALWAYS NEXT 
OWNER IS ZIP-RECORD 
MEMBER IS CUSTOMER-RECORD MANDATORY AUTOMATIC 
LINKED TO OWNER 
SET SELECTION LOCATION MODE OF OWNER. 
SET NAME IS CITYSTATE-SET 
MODE IS CHAIN LINKED TO PRIOR 
ORDER IS ALWAYS NEXT 
OWNER IS CITYSTATE-RECORD 
MEMBER IS CUSTOMER-RECORD MANDATORY AUTOMATIC 
LINKED TO OWNER 
SET SELECTION LOCATION MODE OF OWNER. 
SET NAME IS PERFORMANCE-SET 
MODE IS CHAIN LINKED TO PRIOR 
ORDER IS ALWAYS NEXT 
OWNER IS CITYSTATE-RECORD 
MEMBER IS CUSTOMER-RECORD MANDATORY AUTOMATIC 
LINKED TO OWNER 
SET SELECTION LOCATION MODE OF OWNER. 
SET NAME IS PERFORMANCE-SET 
MODE IS CHAIN LINKED TO PRIOR 
ORDER IS SORTED 
DUPLICATES ALLOWED 
OWNER IS SYSTEM 
MEMBER IS PAYROLL-RECORD MANDATORY AUTOMATIC 
ASCENDING KEY IS CURR-SALES. 
SET NAME IS CHARGE-SET 
MODE IS CHAIN LINKED TO PRIOR 
ORDER IS SORTED 
DUPLICATES NOT ALLOWED 
OWNER IS ACCOUNT-RECORD 
MEMBER IS SALES-RECORD MANDATORY MANUAL 
LINKED TO OWNER 
ASCENDING KEY IS TRAN-KEY 
SET SELECTION LOCATION MODE OF OWNER. 
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SET NAME IS CUSTOMER-SET 
MODE IS CHAIN LINKED TO PRIOR 
ORDER IS ALWAYS FIRST 
OWNER IS ACCOUNT-RECORD 
MEMBER IS CUSTOMER-RECORD MANDATORY AUTOMATIC 
LINKED TO OWNER 
SET SELECTION LOCATION MODE OF OWNER. 
SET NAME IS BADCUST-SET 
MODE IS CHAIN LINKED TO PRIOR 
ORDER IS ALWAYS FIRST 
OWNER IS ACCOUNT-RECORD 
MEMBER IS CUSTOMER-RECORD OPTIONAL MANUAL 
LINKED TO OWNER 
SET SELECTION LOCATION MODE OF OWNER. 
SET NAME IS COMMISSION-SET 
MODE IS CHAIN LINKED TO PRIOR 
ORDER IS ALWAYS NEXT 
OWNER IS PAYROLL-RECORD 
MEMBER IS SALES-RECORD MANDATORY AUTOMATIC 
LINKED TO OWNER 
SET SELECTION LOCATION MODE OF OWNER. 
SUB-SCHEMA NAME IS TOTO. 
AREA SECTION. 
COPY ALL AREA. 
RECORD SECTION. 
COPY ALL RECORDS. 
SET SECTION. 
COPY ALL SETS. 
END-SCHEMA. 
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