Abstract-Cone of influence analysis, i.e. determining the parts of the circuit which are relevant to a considered circuit signal, is an established methodology applied in several design tasks. In abstractions like the Register Transfer Level (RTL) or the gate level, cone of influence analysis is simple. However, the introduction of higher levels of abstractions, particularly the Electronic System Level (ESL), made it significantly harder to reliably extract a cone of influence.
I. INTRODUCTION
Knowing the dependencies within hardware systems has always been a key issue in several design tasks. As a prominent example, cone of influence analysis is an established method which is heavily applied e.g. in design understanding [8] , debugging [1] , verification [3] , [4] , [6] , and more. The general idea is thereby to take only those parts of the circuit into consideration that are relevant to the respective design task. As long as circuits and systems are designed and verified at the Register Transfer Level (RTL) or the gate level, the extraction of the cone of influence is simple.
However, due to the increasing complexity of circuits and systems, designers strive for higher levels of abstraction. This eventually led to the design at the Electronic System Level (ESL) [2] with SystemC [15] being its de-facto standard [13] , [18] . Here, the desired system is no longer implemented through a netlist description which is composed of signals connected to components or gates. Instead, the system is implemented in an algorithmic fashion from which, eventually, a binary to be executed is derived. As a consequence, the "classical" structure of a hardware system is no longer available leading to crucial obstacles for cone of influence extraction.
In fact, SystemC incorporates the full expressive power of C++ and, by this, allows for a significant amount of different description means. Compared to the simple netlist, this significantly complicates a cone of influence analyzer following the "classical" scheme known from the RTL and gate level. Moreover, at the ESL, the entire source code of the considered system is not always available. As soon as precompiled libraries, user inputs, multiple threads, or network access are used, cone of influence determination cannot rely on the actual netlist or code anymore. Finally, side effects harden the analysis further. For example, if a (partial) cone of influence includes a global variable, the number of further components possibly also being part of the cone of influence increases significantly. Because of reasons like this, cone of influence analysis became significantly harder at the ESL.
In this work, we present an approach which addresses this problem. Instead of a structural analysis as commonly applied at RTL and gate level, a behavioral scheme is proposed. That is, stimuli representing various executions of the system under consideration are analyzed. From the results, eventually, the desired information on the cone of influence for a considered signal are derived. To this end, methods from the domain of machine learning [17] are exploited.
Following this scheme leads to an approximation of the cone of influence, i.e. exactness of the results is not guaranteed. However, the proposed approach offers a promising alternative to the "classical" cone of influence analysis which provides 1) a non-invasive methodology, i.e. no changes in the code have to be performed, 2) a behavioral-based methodology that does not rely on the source code of a system, but only on its simulated behavior, and 3) a fast methodology, since the respective analyses can be performed in negligible run-time.
Furthermore, case studies confirm that the quality of the achieved approximations ranges from very good to sufficient. In the majority of the cases, in fact, the exact cone of influence can be obtained. But also if only an approximation returns, the differences to the actual cone of influence remain small.
In the remainder of this paper, the proposed methodology is described in detail. First, the problem is precisely defined in Section II. Afterwards, the proposed approach is described and discussed in detail in Section III. Section IV summarizes the results obtained by the conducted case study. Finally, Section V concludes the paper.
II. PROBLEM FORMULATION
Cone of influence analysis is an established methodology in the design of circuits and systems. The general idea is to take only those parts of the circuit into consideration that are relevant to the respective design task. Applications can e.g. be found in the following domains: • Design understanding [8] : If a designer wants to understand the purpose of a signal, only the components triggering this signal need to be inspected.
• Debugging [1] : If an erroneous behavior occurs on a signal, the reason for this error must be within the components triggering this signal.
• Verification [3] , [4] , [6] : If the correctness of a signal shall be verified, the verification engine only has to consider the components triggering this signal.
At abstractions like RTL or gate level, a cone of influence of a signal s in a circuit is the set of all signals as well as modules and gates the considered signal s depends on. Here, these components can easily be obtained by a backward traversal starting from the currently considered signal. Fig. 1(a While the cone of influence analysis is trivial for circuits provided at the RT level or the gate level, new obstacles are introduced if a circuit or system is available at the ESL. Particularly if SystemC, the de-facto standard in ESL, is applied, problems occur. Here, after the compilation, the resulting binary is stripped of all meta information which leaves the designer without proper analyzing capabilities. Moreover, even if the source code is still available, a sufficient cone of influence analysis is often not possible due to the following reasons:
Example 1. Consider the gate level circuit shown in
• SystemC allows for a significant amount of different description means (the full expressive power of C++ including its dialects) which need to be supported by the respective analyzer. This, of course, can be addressed by altering the code so that it is composed of supported constructs only. However, this might become a timeconsuming and, therefore, expensive task.
• The availability of source code usually stops at precompiled libraries, user inputs, multiple threads, file or network access, and all other possibilities of the program interfacing with any other element other than source code. For all these elements, it is unknown how to obtain the respective cone of influence.
• Global variables could be changed by any function or library call at any time. Consequently, if a (partial) cone of influence includes a global variable, the number of further components possibly also being part of the cone of influence increases significantly. This results in the accumulation of dependencies that might not be part of the logic behind the source code.
• In order to reduce these overestimations, an analyzer needs to decide whether it should act conservatively or progressively, i.e. either taking all possible value changes into account (and maybe end up discovering much more dependencies than there are) or leaving out those that it deems reasonable (and maybe end up not having the one connection that is important for a certain case). As a result, if source code is not or only partially available (which might already be the case when using standard library calls), the cone of influence analysis at ESL is restricted as illustrated by means of Fig Motivated by this, in the remainder of this paper we propose an alternative to the "classical" approach of cone of influence extraction which supports the new requirements at the ESL.
III. PROPOSED APPROACH
In this section, the proposed approach for cone of influence analysis at the ESL is presented. First, the general idea is outlined before the respective steps are described in detail.
A. General Idea
The "classical" approach for cone of influence analysis suffers from the obstacles discussed above when being applied to ESL designs. Hence, instead of a structural analysis, a behavioral scheme is proposed. To this end, a set of stimuli is applied to the system with the intent of triggering various behaviours. Afterwards, the relations between the respective signal assignments are observed in order to deduce the desired information. The following example illustrates the idea. Fig. 2 Obviously, relations like the one discussed in this example are unintuitive and hard to grasp for human beings. Furthermore, the conducted implications might be premature and misleading, i.e. wrong conclusions may be drawn. However, considering a significant amount of stimuli and applying a comprehensive analysis of such relations, quite reliable information can be extracted. In fact, analyzing such relations and deducing information from that has intensely been considered in the past -forming the domain of machine learning [17] .
Example 2. Consider the abstract SystemC module as illustrated in
In the following, a state-of-the-art technique of machine learning is exploited to determine the desired cone of influence. Following this idea has the following advantages:
• It is non-invasive. As only the interfaces of a module are utilized, the source code does not need to be adjusted or changed -regardless of the existing code base. By this, the proposed approach also does not rely on compilerspecific additions and changes.
• Its results are based on observed correlations instead of potentially unused connections in the source code. If, for example, the output signal is defined by a∧b, a structural analysis will assume that it depends on both inputs, a and b. If, however, b can only be true if a is true as well, b in fact does not actually affect the output. This is especially important if the source code for a calculation is not available.
• It is fast. Although the process of finding the optimal signal to divide a given set based on the information gain itself is complex, the data can be handled efficiently. Due to these reasons and despite the disadvantages resulting from its indeterminism, applying machine learning offers a promising alternative for an efficient cone of influence extraction at the ESL. To this end, two major steps are needed to be performed: First, a sufficient set of stimuli to be analyzed is created. Afterwards, this set is analyzed through machine learning leading to the desired results. In the following, both steps are described in detail.
B. Stimuli Generation
The proposed approach determines the desired cone of influence from a thorough analysis of certain assignments to the signals of the considered system from which characteristics of their relations are automatically deduced. Consequently, the quality of the approach significantly relies on the set of stimuli applied to the system. For the machine learning algorithm to perform well, a number of "good" stimuli to be considered Fig. 2 . Illustrating the general idea need to be generated. To this end, different strategies may solely or in parallel be applied (see e.g. [23] ). They should particularly incorporate the following two characteristics: 1) Diversity: An important indicator for a well-chosen set of stimuli is the diversity of the assignments to the considered signal that is supposed to be classified. If these assignments rarely change, the machine learning algorithm will usually have trouble drawing helpful conclusions. For example, consider a simple system computing c = a ∧ b. If only stimuli {a = 0, b = 0}, {a = 0, b = 1}, and{a = 1, b = 0} are applied, a possible conclusion could be that signal c is always set to 0. In order to avoid that, stimuli leading to c = 1 should also be considered. Following the same reasoning, also the assignments to the respective input signals should be diverse. Otherwise, it is harder to determine which input signals actually triggered a change in the signal considered for cone of influence analysis.
In general, the machine learning algorithm attempts to "tidy up" a given set of cluttered signal assignments and, by doing this, extracts the desired information. Therefore, the provided set of data should be as "untidy" or as diverse as possible. For the considered signal, this is not easy to achieve since its values are determined by the module's inner, unknown structure. However, many approaches for stimuli generation have been proposed in the past, which can be exploited to satisfy these requirements including approaches for simple random simulation or directed simulation [23] , or more elaborated methods like e.g. constraint-based random simulation [21] , [22] .
2) Quantity: Apart from the assignments to be applied to the signals, the amount of different assignments is also an important factor to the quality of the result. In general, the more stimuli are generated, the better results can be achieved. However, when using machine learning algorithms to classify a given signal, the algorithms tend to suffer from overfitting when they are exposed to too much information (see e.g. [10] ). But when deterministic behavior is considered (as it is the case for systems specified in ESL), the applied machine learning approaches are usually hardly affected by this. 
C. Machine Learning
Using the assignments generated in the first step, relations between them from which the desired information can be deduced are determined next. To this end, a machine learning approach is utilized. Basically, the idea of machine learning is to locate those patterns in the given set that provide the simplest explanation possible of the given phenomenon. This follows Occam's razor which states that, if there are several theories that explain a given phenomenon, the one making the least assumptions probably is the right one [10] . This idea of mere correlation implying causation usually should be applied carefully. However, especially in discrete and manageable environments like system designs, the assumption that correlating signals are somehow connected certainly is legitimate.
While there are many algorithms that can be used to classify data sets (see e.g. [11] ), we applied the C4.5 algorithm introduced in [16] for the purpose of cone of influence analysis. This approach is widely used and has been proven efficient in many applications as computer vision [7] , language processing [12] , medical diagnosis [24] , financial analysis [14] , general game playing [19] , robotics [5] and others.
C4.5 takes a given data set and recursively splits this set into more "tidy" sub-sets. To this end, all possible splits are previously evaluated by means of the entropy function −(p 0 log 2 (p 0 ) + p 1 log 2 (p 1 )), where p 0 (p 1 ) denotes the probability of the considered signal being set to 0 (1) according to the data set. If no progress can be obtained from further splitting anymore, the algorithm terminates. Then, from the resulting tree, conclusions concerning the cone of influence can be drawn. More precisely, the following steps are performed: 1) Determine the entropy of the currently considered set.
2) Determine an input signal on which the currently considered data set shall be split. To this end, apply the entropy function, i.e. chose the input signal which would lead to two sub-sets whose entropy (i.e. "tidiness") is better than in the currently considered set. 3) In case no such input signal could be determined, add a leaf node to the decision tree and terminate. This happens if all available stimuli (i.e. the given data set)
• always lead to a constant assignment for the considered signal or • cannot further be refined through splitting. 4) Split the currently considered data set with respect to the chosen signal. Afterwards create a decision node whose successors pin-point to the newly created sub-sets. 5) Recursively start over at Step 1 using the newly created sub-sets. From the resulting decision tree, the cone of influence of the considered signal can be deduced. In fact, each decision node actually represents an input signal which mostly refined the values of the considered signal. From this, it can be concluded that the respectively chosen signal actually influences the considered signal and, hence, is likely be a part of the cone of influence. Fig. 2. First, Here, it can be seen that the first sub-set is only composed of stimuli setting the considered signal to 1, i.e. the entropy is 0 and this sub-set is not further split. In contrast, the second sub-set can further be refined. This is done in the remaining iterations eventually leading to the complete decision tree as shown in Fig. 3 .
From this decision tree, it can now be deduced that the considered signal very likely depends on the inputs i 0 , i 2 , and i 3 , i.e. the input signals that had the most possible effect to it. In contrast, inputs i 1 and i 4 are not part of this tree and, hence, probably do not influence the considered signal.
IV. CASE STUDIES
As discussed in Section III-A, the proposed approach approximates the actual cone of influence. To determine how far the approximation differs from the actual cone of influence, i.e. to evaluate the quality of the approach, several case studies have been conducted. To this end, the proposed approach has been implemented in C++. For stimuli generation, a random scheme has been applied. For machine learning, the C4.5 implementation provided by the WEKA framework (J48) [9] was utilized. All case studies have been conducted on a AMD Phenom II X4 machine with 3.4 GHz and 8 GB of memory running Windows 7. In this section, the results of the case studies are summarized and discussed.
A. Considered Benchmarks
In order to ensure a precise analysis, we evaluated the proposed approach using specifically generated SystemC models that realize arbitrary logic operations. More precisely, SystemC programs have been generated that instantiated a module with n inputs and a single output (representing the considered signal for which a cone of influence shall be determined). The output value was thereby triggered by a randomly generated functional polynom based on an arbitrarily chosen set of inputs. By this, we were able to easily track the exact cone of influence (which simply was constituted by the applied monoms of the polynom), while, at the same time, providing a realistic scenario in which the proposed approach can be evaluated. Table I summarizes the results obtained in the case studies. The first two columns provide the number of inputs of the considered SystemC modules as well as the number of their operations. Afterwards, the results of the proposed cone of influence analysis are presented which have been obtained when either 10, 20, 50, 100, 200, 500, 1,000, 5,000, or 10,000 stimuli were applied. Column respectively denotes thereby the number of input signals which have correctly been identified as being part of the cone of influence. Column f p respectively denotes the number of incorrectly classified input signals (i.e. the false positives), while column f n respectively denotes the number of missed input signals (i.e. the false negatives). That is, in all cases with f p = 0 and f n = 0, the exact cone of influence has been determined. In all other cases, either too many (if f p > 0) and/or too few (if f n > 0) input signals have been classified to be in the cone of influence, i.e. either an over-approximation and/or and under-approximation resulted. The last two columns provide the number of incorrectly classified input signals ( Table I have been obtained in less than one CPU minute, i.e. in negligible run-time.
B. Results
The results confirm the discussions from the previous sections. The following conclusions can be drawn:
• Applying machine learning indeed enables an efficient cone of influence approximation for system descriptions at the ESL. All results have been determined in negligible run-time.
• The quality of the approximations ranges from very good to sufficient. In fact, in more than two Thirds of the cases, the exact cone of influence was determined (all entries with f n = 0 and f p = 0). • In the remaining cases, the results should be distinguished between false positives and false negatives. A large number of false positives (f p 0) represents an over-approximation, i.e. more signals than necessary are considered. This is unwanted, but not crucial. Much more relevant is a large number of false negatives (f n 0) as they represent missed signals, i.e. signals which are entirely not considered although they influence the considered signal. As can be seen in Table I , in the few cases where no exact result has been achieved, this number of false negatives usually is small. That is, even if it was not possible to determine an exact result, a sufficient approximation was obtained.
• Finally, the effect of the number of applied stimuli on the quality of the approximations can be observed. The more stimuli are applied, the closer the approximated cone on influence is to the exact one. This particularly holds for larger designs which, obviously, require more stimuli to get better approximations.
Overall, the proposed approach provides good approximations, in many cases even the exact determination, of the desired cone of influence in SystemC designs.
In order to test the behaviour of the algorithm if some of the variables remain hidden (e.g. because they are internal states of a library and cannot be logged), the same test runs were also executed with min(
of the used variables remaining hidden to the ML algorithm. While the results suffer from an increasing number of false positives as the amount of applied stimuli increases, the false negatives remain unaffected (according to the Wilcoxon signed-rank test [20] ). This complies with the aim to keep the amount of missed signals low.
V. CONCLUSION
In this work, we presented a methodology for cone of influence analysis at the ESL. For this purpose, techniques for machine learning have been exploited. The resulting approach is non-invasive, does not rely on the availability of the code, and performs fast, but does not guarantee exactness of the results. However, case studies confirmed that, in many cases, the exact cone of influence can be achieved. Moreover, even if this was not possible, a sufficient approximation could be obtained. The method could be applied for design understanding, speeding up tests and verification tasks and visualizing an approximation of a module's interior structure.
For future work, a more detailed evaluation of the available machine learning methods is left. Furthermore, dedicated stimuli generation for the sake of cone of influence analysis seem to be a promising direction which may help to further improve the reported results. 5  3  1  1  1  2  0  0  2  0  0  2  0  0  2  0  0  2  0  0  2  0  0  2  0  0  2  0  0  0%  0%  6  0  0  3  0  0  3  3  0  0  3  0  0  3  0  0  3  0  0  3  0  0  3  0  0  3  0  0  0%  0%  15  1  0  3  2  0  2 
