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Abstract
Over the past decade, convolutional neural networks (CNNs) have become the driv-
ing force of an ever-increasing set of applications, achieving state-of-the-art perfor-
mance. Most of the modern CNN architectures are composed of many convolutional
and fully connected layers and typically require thousands or millions of parameters to
learn. CNNs have also been effective in the detection of Event-Related Potentials from
electroencephalogram (EEG) signals, notably the P300 component which is frequently
employed in Brain-Computer Interfaces (BCIs). However, for this task, the increase in
detection rates compared to approaches based on human-engineered features has not
been as impressive as in other areas and might not justify such a large number of pa-
rameters. In this paper, we study the performances of existing CNN architectures with
diverse complexities for single-trial within-subject and cross-subject P300 detection
on four different datasets. We also proposed SepConv1D, a very simple CNN archi-
tecture consisting of a single depthwise separable 1D convolutional layer followed by
a fully connected Sigmoid classification neuron. We found that with as few as four
filters in its convolutional layer and a small overall number of parameters, SepConv1D
obtained competitive performances in the four datasets. We believe this may represent
an important step towards building simpler, cheaper, faster, and more portable BCIs.
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1. Introduction
A Brain-Computer Interface (BCI) is a system composed of software and hardware
that builds a channel of communication between the subject and the computer, using
only the subject’s brain signals [1]. The general process followed by a BCI can be
divided into: subject’s stimulation, acquisition of brain activity, signal preprocessing,
feature extraction, classification, and translation of the output’s classification into in-
structions to control an application or a device. One of the brain signals captured with
the electroencephalogram (EEG) of interest in the community for controlling BCIs is
the Event-Related Potential (ERP). In particular, the late P300 component has a stable
temporal relationship with respect to the stimulation event, an interesting characteristic
to control BCIs. For instance, it is related to cognitive and attention processes and it is
independent of the type of stimulation presented to the subject. The P300 is associated
with the oddball paradigm, which consists in presenting a series of frequent stimuli in-
terrupted by infrequent stimuli [2]. Thus, every time the infrequent stimulus is detected
by the subject, his brain unconsciously generates a positive peak, approximately 300
ms afterwards.
Given that a BCI based on ERP signals is highly subject-specific, it requires two
phases to be used: i) an offline training phase to calibrate the system for each sub-
ject and ii) an online phase to actually let the subject control the BCI. Typically, the
subject has to repeat several times the oddball paradigm to increase the ERP’s signal-
to-noise ratio [3]. Since the stimulation process can become unacceptably slow and
tiring for the subject, much of the effort in the BCI development is to stimulate the
subject as few times as possible, preferably only once (i.e., by a single-trial), while still
achieving an adequate detection of the P300 component. More recently, some works
have attempted to eliminate the calibration stage for each subject by using instead the
information acquired previously for other subjects [4]. The P300 detection based on
the information retrieved during the calibration stage by a single subject is known as
within-subject classification, whereas the detection based on the information retrieved
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by other subjects is known as cross-subject classification.
In order to detect the P300 under these conditions, a large number of feature ex-
traction, feature selection, and classification methods have been applied by the BCI
community. Some of these methods rely on human-engineered features that require
significant expertise [5]. The authors of [6] explained that once extracted, the features
are selected to: i) reduce redundancy, ii) choose the ones related to the mental states
targeted by the BCI, iii) generate fewer parameters to be optimized by the classifier, and
iv) produce faster predictions for a new sample. Among the most prominent feature se-
lection approaches used for P300 detection are the embedded methods (e.g., Stepwise
Linear Discriminant Analysis [7]) and the wrapper methods (e.g., Genetic Algorithms
[8]). On the other hand, the approaches more commonly used for P300 classification
have been the Linear Discriminant Analysis [9], Support Vector Machines [10], Feed
Forward Neural Networks [11, 12], and adaptive classifiers [13, 14].
Recently, some methods merge feature extraction, feature selection, and classifica-
tion by using matrix classifiers (e.g. [15]) or Deep Learning with Convolutional Neural
Networks (CNN) (e.g. [16, 17, 4]). In particular, the latter has gained a lot of interest
since it has demonstrated to be very effective in fields such as Computer Vision [18]
and Speech Recognition [19], not only to replace human-engineered features but also
to increase classification rates. Some characteristics of these methods are their depth,
the use of a large number of parameters, and the need of huge amounts of data to
train. These characteristics may be a disadvantage for P300 detection, mainly due to
the limited training data available [20, 6].
Although CNN architectures have been effective for single-trial within-subject and
cross-subject P300 detection from EEG signals, the increase in detection rates com-
pared to approaches based on human-engineered features has not been as impressive
as in other areas [21] and might not justify such a large number of parameters. In this
paper, we study the performances of the state-of-the-art CNN architectures with di-
verse complexities for single-trial within-subject and cross-subject P300 detection on
four different datasets. We also propose SepConv1D, a very simple CNN architecture
consisting of a single depthwise separable 1D convolutional layer followed by a fully
connected Sigmoid classification neuron. We compare the state-of-the-art architectures
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with SepConv1D and a simple Fully-Connected Neural Network (FCNN) with a sin-
gle hidden layer with only two neurons, both in terms of detection performance and
complexity.
The remainder of this paper is organized as follows. In Section 2, we review the
state-of-the-art CNN architectures for P300 detection. In Section 3, we describe in
detail SepConv1D and a simple Fully-Connected Neural Network. In Section 4, we
present the experimental design and the datasets. Section 5 shows the results of the ex-
perimental evaluation and discusses the performances and complexities of the analyzed
architectures. Finally, in Section 6 we provide some concluding remarks.
2. State-of-the-art CNN architectures to detect P300
Convolutional Neural Networks (CNN) have become the state-of-the-art for single-
trial P300 detection from EEG signals Recently, many different CNN architectures have
been proposed for this task, achieving high detection performances. This section gives
a concise presentation of these architectures, specifying the minor modifications we
made in some of them for comparison purposes. Details about the activation functions
can be found in Appendix A.
CNN-1. Cecotti et al. [22] proposed a 4-layer architecture, named CNN-1. To the best
of our knowledge, this was the first CNN for P300 detection. The first layer of CNN-1
is a 1D-convolution in the space domain, representing spatial filters. The second layer
is a 1D-convolution over time which subsamples and filters the signals. Both convolu-
tional layers have a Scaled Hyperbolic Tangent activation function. The output of the
second convolutional layer is flattened and fed into a fully-connected layer with 100
neurons Finally, the classification layer is composed of two Sigmoid neurons as output.
Table B.1 shows further details about the CNN-1 architecture. Additionally, the authors
presented the CNN-3, a CNN-1 architecture with one filter in its first 1D-convolutional
layer, in contrast to the 10 filters of the CNN-1. See Table B.2 to compare the dif-
ferences in the number of parameters and the outputs of the layers. To evaluate the
performance of these architectures in the current research context, we slightly modi-
fied these two architectures as follows: i) we changed from two output neurons with a
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Sigmoid activation function to two output neurons with a Softmax activation function
and ii) we changed the loss function from Mean Square Error to Binary Cross Entropy.
We named the modified CNN-1 as UCNN-1 and the CNN-3 as UCNN-3.
CNN-R. Manor and Geva [23] proposed a more complex architecture, containing two
convolutional-max-pooling blocks, a convolutional layer, two fully connected layers,
and a Softmax classification layer. The first convolutional block performs a spatial
convolution. The weights and biases of this layer are regularized with a spatiotemporal
penalty that reduces overfitting. The second convolutional block finds temporal pat-
terns in the signal that represent the change in amplitude of the spatial maps learned in
the first block. CNN-R uses a ReLU activation function in all its hidden layers and ap-
plies Dropout after each fully-connected layer. Table B.3 depicts the detailed CNN-R’s
architecture.
DeepConvNet. Schirrmeister et al. [16] proposed an architecture consisting of four
convolutional blocks followed by a Softmax classification layer. The first convolu-
tional block is composed of two layers: in the first layer each filter performs a con-
volution over time and in the second each filter performs a spatial filtering. The first
convolutional block is followed by three standard convolutional-max-pooling blocks.
DeepConvNet uses ELU as activation function in all its hidden layers and Dropout
is applied after each convolutional block. Table B.4 shows further details about the
architecture.
ShallowConvNet. In addition to the DeepConvNet, Schirrmeister et al. [16] presented
an architecture originally designed to decode band-power features. The first two lay-
ers perform a temporal convolution and a spatial filtering. They are followed by a
squaring nonlinearity, an average pooling operation, a logarithmic activation function,
and a Softmax classification layer. In ShallowConvNet, Dropout is applied before the
Softmax classification layer. See Table B.5 for more details about the architecture.
BN3. Liu et al. [17] proposed a six-layer architecture that combines Batch Normaliza-
tion [24] and Dropout [25] techniques that is less susceptible to overfitting and faster
in training than CNN-1. First, it applies a 1D convolutional layer for spatial feature
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extraction, followed by a 1D convolutional and a subsampling layer for temporal fea-
ture extraction. The two convolutional layers are followed by a Batch Normalization,
two fully connected layers with 128 neurons and a classification layer with a single
Sigmoid neuron. The ReLU activation function is used in the second convolutional
layer and the Hyperbolic Tangent activation function is used in the two fully connected
layers. Dropout is applied after each fully-connected layer. Table B.6 depicts details
about the architecture.
EEGNet. Lawhern et al. [4] proposed a compact CNN architecture consisting of two
convolutional blocks followed by a Softmax classification block. The first convolu-
tional block decomposes the EEG signal at different band-pass frequencies and reduces
the number of trainable parameters by a depthwise convolution. The architecture ap-
plies Batch Normalization [24] along the feature map dimension before applying the
Exponential Linear Units nonlinearity. The second convolutional block uses a sepa-
rable convolution, which is a depthwise convolution followed by point-wise convolu-
tions, to reduce the number of parameters and to decouple the relationship of feature
maps. EEGNet applies Average Pooling and Dropout after each convolutional block.
See Table B.7 for more details about the architecture.
OCLNN. Shan et al. [26] proposed a one-convolutional-layer architecture which learns
features directly from the raw temporal data instead of learning from abstract temporal
data extracted through a spatial convolutional layer, as was frequently done in previous
architectures. It is the simplest CNN-based architecture presented so far. It consists of
a 1D convolutional block with a ReLU activation function, followed by a Softmax clas-
sification block. The convolutional block divides the temporal signals from the input
channels into 15 parts and performs a convolution operation on each one for tempo-
ral and spatial feature extraction. Dropout is applied before the Softmax classification
block. See Table B.8 for more details about the architecture.
3. Methods
As previously explained, we would like to provide an alternative to complex ar-
chitectures for P300 detection. To that end, we now describe a simple CNN-based
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architecture, the SepConv1D. Additionally, we describe a one-layer Fully-Connected
Neural Network.
3.1. EEG signals
The EEG signals are recorded by C channels and discretized by S temporal signal
samples. From now on, S = T×F, where T corresponds to the time period between the
moment posterior to the stimulus and T , and F denotes the signal sampling frequency.
The filtered signals are represented by a matrix X of size C×T , where each vector xc =
[x1, . . . , xT ] represents the signals recorded by a single EEG channel c ∈ {1, . . . ,C}.
3.2. SepConv1D
SepConv1D is a simple CNN architecture consisting of two layers. The architecture
is illustrated in Figure 1. The EEG input signals to the architecture is the matrix XT .
In the first layer, a depthwise separable 1D convolutional block is applied to the
input signals to learn temporal features. The kernel size of the convolution operation
is 16 × C. This kind of convolution has been successfully used before by the EEGNet
architecture [4]. On the other hand, since input signals are acquired from all C elec-
trodes, they provide information in the space domain. Thus, this layer learns features
from both the temporal and spatial domains. We use a stride of eight for the convo-
lution operation and a Hyperbolic Tangent Sigmoid activation function (see Appendix
A). The number of filters in the convolutional layer was set through an experimental
evaluation, which is described in Section 5. The classification of the EEG signal is
done through a fully-connected layer, which is fed by the resulting vector of flattening
the output of the convolutional layer. The fully-connected layer is defined as:
y(1) = f (w(1)y(0) + b(1)), (1)
where w(1) and b(1) are the weights and biases, respectively. This layer is composed of
a single neuron with a Sigmoid activation function (see Appendix A for the definition),
which yields the P300 detection result as a binary classification output.
SepConv1D is based on OCLNN; the main difference between them is that Sep-
Conv1D uses a depthwise separable 1D convolutional layer to reduce the number of
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Figure 1: SepConv1D, a CNN architecture consisting of a depthwise separable 1D convolutional layer fol-
lowed by a Sigmoid classification layer. Table 1 shows further details about the architecture.
trainable parameters, whereas OCLNN uses a standard 1D convolutional layer. More-
over, OCLNN connects two neurons to a Softmax function in the output layer and
applies Dropout, while SepConv1D connects a single neuron to a Sigmoid function
and does not apply Dropout. Table 1 details the number of filters, the input and output
sizes of the layers, and the number of parameters.
3.3. FCNN
We also propose the use of a one-layer Fully-Connected Neural Network (FCNN),
similar to the one presented by [11] (see Figure 2). We used the Hyperbolic Tangent
activation function in the hidden layer and a Sigmoid function in the output layer (see
Appendix A). The FCNN is composed of two neurons in the hidden layer, whose
output is given by h(1)j = f
(∑D
i=1 w
(0)
i j xi + b
(0)
j
)
, where w(0)i j is the connection weight
from input i in layer 0 to the intermediate neuron j, b(0)j is the bias of the neuron j, xi is
an element of the vector resulting of flattening the matrix X, and D = C · T . Thus, the
output of FCNN is yˆ1 = f
(∑2
j=1 w
(1)
j1 h
(1)
j + b
(1)
)
, where w(1)j1 is the connection weight
from neuron j in layer (1) to the output neuron and b(1) is the bias of the output neuron.
See Table B.9 for more details about the architecture.
8
yˆ1
<latexit sha1_base64="3zUtiii6mgrgRi4xpGCfwC/Sg5A=">AAAB+3icbVDLSgMxFM3UV62vqks3wSK4k DKjgi6LblxWsA9pS8mkd9rQJDMkmUoZ5ivc6sqduPVjXPgvptNZaOuBwOGcc7k3x48408Z1v5zCyura+kZxs7S1vbO7V94/aOowVhQaNOShavtEA2cSGoYZDu1IARE+h5Y/vp35rQkozUL5YKYR9AQZShYwSoyVHrsjYpJp2vf 65YpbdTPgZeLlpIJy1Pvl7+4gpLEAaSgnWncUTBg8nRkmQPcS4JoowyiHtNSNNUSEjskQOpZKkiWy21N8YpUBDkJlnzQ4U39PJERoPRW+TQpiRnrRm4n/eZ3YBNe9hMkoNiDpfFEQc2xCPCsCD5gCavjUEkIVs7diOiKKUGPr Ktk+vMXfL5PmedW7qLr3l5XaTd5MER2hY3SKPHSFaugO1VEDUSTQM3pBr07qvDnvzsc8WnDymUP0B87nD2shlZE=</latexit>
1
<latexit sha1_base64="T/TllSJGGdYws9piV1v5+a7GcvI=">AAA B83icbVC7SgNBFL0bXzG+opY2g0GwkLCrgpZBG8sEzAOSEGYnd5Mhs7PLzGwkhHyBrVZ2YusHWfgvTjZbaOKBgcM553LvHD8WXBvX/XJya+s bm1v57cLO7t7+QfHwqKGjRDGss0hEquVTjYJLrBtuBLZihTT0BTb90f3cb45RaR7JRzOJsRvSgeQBZ9RYqeb1iiW37KYgq8TLSAkyVHvF704/ YkmI0jBBtW4rHHN8ujA8RN2dotBUGc4EzgqdRGNM2YgOsG2ppGkivXlGzqzSJ0Gk7JOGpOrviSkNtZ6Evk2G1Az1sjcX//PaiQluu1Mu48Sg ZItFQSKIici8ANLnCpkRE0soU9zeStiQKsqMralg+/CWf79KGpdl76rs1q5LlbusmTycwCmcgwc3UIEHqEIdGCA8wwu8Oonz5rw7H4tozslmj uEPnM8f42+R2A==</latexit>
1
<latexit sha1_base64="T/TllSJGGdYws9piV1v5+a7GcvI=">AAAB83icbVC7SgNBFL0bXzG+opY2g0GwkLCrgpZBG8sEzAOSEGYnd5Mhs 7PLzGwkhHyBrVZ2YusHWfgvTjZbaOKBgcM553LvHD8WXBvX/XJya+sbm1v57cLO7t7+QfHwqKGjRDGss0hEquVTjYJLrBtuBLZihTT0BTb90f3cb45RaR7JRzOJsRvSgeQBZ9RYqeb1iiW37KYgq8TLSAkyVHvF704/YkmI0jBBtW4rHHN8ujA8RN2dotBUGc4EzgqdRGNM2YgOsG2ppGkivX lGzqzSJ0Gk7JOGpOrviSkNtZ6Evk2G1Az1sjcX//PaiQluu1Mu48SgZItFQSKIici8ANLnCpkRE0soU9zeStiQKsqMralg+/CWf79KGpdl76rs1q5LlbusmTycwCmcgwc3UIEHqEIdGCA8wwu8Oonz5rw7H4tozslmjuEPnM8f42+R2A==</latexit>
xD
<latexit sha1_base64="ua+mPHsbmmSSk8SKBrI2/ HVcrDQ=">AAAB9XicbVC7TgJBFL3rE/GFWtpMJCYWhixqoiVRC0uM8kiAkNnhLkyYnd3MzIKE8Am2WtkZW7/H wn9xWLZQ8CSTnJxzbu6d40WCa+O6X87S8srq2npmI7u5tb2zm9vbr+owVgwrLBShqntUo+ASK4YbgfVIIQ08 gTWvfzP1awNUmofy0YwibAW0K7nPGTVWenhq37ZzebfgJiCLpJiSPKQot3PfzU7I4gClYYJq3VA44Dg8NTxA3 Rqj0FQZzgROss1YY0RZn3axYamkSSK5ekKOrdIhfqjsk4Yk6u+JMQ20HgWeTQbU9PS8NxX/8xqx8a9aYy6j2K Bks0V+LIgJybQC0uEKmREjSyhT3N5KWI8qyowtKmv7KM7/fpFUzwrF84J7f5EvXafNZOAQjuAEinAJJbiDMlS AQRee4QVenaHz5rw7H7PokpPOHMAfOJ8/m3KS1g==</latexit>
x1
<latexit sha1_base64="FXdq52i14KgrsxHvD3XfE xWhrH4=">AAAB9XicbVC7TgJBFL2LL8QXamkzkZhYGLKrJloSbSwxyiMBQmaHuzBhdnYzMwsSwifYamVnbP0e C//FYaFQ8CSTnJxzbu6d48eCa+O6X05mZXVtfSO7mdva3tndy+8fVHWUKIYVFolI1X2qUXCJFcONwHqskIa+ wJrfv536tQEqzSP5aEYxtkLalTzgjBorPTy1vXa+4BbdFGSZeHNSgDnK7fx3sxOxJERpmKBaNxQOOA7PDA9Rt 8YoNFWGM4GTXDPRGFPWp11sWCppmkivnpATq3RIECn7pCGp+ntiTEOtR6FvkyE1Pb3oTcX/vEZiguvWmMs4MS jZbFGQCGIiMq2AdLhCZsTIEsoUt7cS1qOKMmOLytk+vMXfL5PqedG7KLr3l4XSzbyZLBzBMZyCB1dQgjsoQwU YdOEZXuDVGTpvzrvzMYtmnPnMIfyB8/kDfdWSww==</latexit>
Input 

layer
Hidden 

layer
Output 

layer
Figure 2: One-layer Fully-Connected Neural Network composed of an input, a two-neuron hidden layer, and
an output layer.
4. Experimental Design
We compare the performance of the state-of-the-art CNN architectures with Sep-
Conv1D and FCNN for both single-trial within-subject and cross-subject P300 detec-
tion. In what follows, we explain in detail the experimental design.
4.1. Datasets
For our experiments, we used four benchmark datasets where the subjects were
visually stimulated with the Donchin 6 × 6 speller matrix described in [2]. The speller
matrix is composed of alphanumeric symbols that allow the subjects to write a word.
In all datasets, the presence of the P300 component in an EEG signal was indicated by
y = 1 and the absence by y = 0.
P300-LINI [27]
This dataset is composed of the EEG signals of 22 healthy students from 21 to 25
years old without known neurological damage. The P300-LINI dataset contains signals
of ten EEG channels (Fz, C4, Cz, C3, P4, Pz, P3, PO8, Oz, and PO7) and was acquired
following the international 10-20 system, with the right earlobe and the right mastoid
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serving as reference and ground locations respectively. However, we only used six of
them (Fz, Cz, Pz, PO8, Oz, and PO7), since it has been previously reported [28] to be
the most relevant to detect the P300 component. The signal was digitized at a rate of
256 Hz and processed online using a notch filter (Chebyshev of order 4) with cutoff
frequencies between 58 and 62 Hz and a bandpass filter (Chebyshev of order 8) with
cutoff frequencies between 0.1 and 60 Hz.
In order to generate the oddball paradigm, the rows and columns of the matrix
flashed randomly 15 times every 125 ms (i.e., trials); each flash lasted 62.5 ms. The
resulting set D1 consists of 480 EEG signals that potentially contained P300 and 2,400
EEG signals without P300, for each subject. Each segment was filtered offline using
a 4th-order Butterworth bandpass filter with bandwidth range from 0.1 to 12 Hz to
extract the ERP signals embedded in the EEG. The DC component was removed by
subtracting the mean of each electrode from the filtered signal. We extracted segments
of 800 ms of EEG data after every stimulus. Finally, the linear trend was removed from
each segment.
BCI Competitions
BCI Competition II - Data set IIb [29] and BCI Competition III - Data set II [30]
contain 64 channels and were acquired following the international 10-10 system. The
signals were digitized at a rate of 240 Hz and filtered with cutoff frequencies between
0.1 and 60 Hz. In order to generate the oddball paradigm, the rows and columns of the
matrix flashed randomly 15 times every 100 ms, with an inter stimulus interval of 75
ms.
BCI Competition II - Data set IIb [29] is composed of the EEG signals of one
subject collected in three sessions (sessions 10-12): session 10 has five runs, session
11 has six runs, and session 12 has eight runs. We only processed the labeled data
of sessions 10 and 11. In every case, we extracted segments of 650 ms of EEG data
after every stimulus. The resulting set D2 consists of 570 EEG signals that potentially
contained P300 and 2,850 EEG signals without P300.
BCI Competition III - Data set II [30] is composed of the EEG signals of two
subjects. Each subject generated a training and a test set. We processed the training
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sets of both subjects since they are labeled. We extracted segments of 1000 ms of
EEG data after every stimulus. The resulting set D3 consists of 3,825 EEG signals that
potentially contained P300 and 12,750 EEG signals without P300, for each subject.
BNCI Horizon 2020
Dataset 8. P300 speller with ALS patients was acquired by Riccio et al. [31] and
its available at [32]. This dataset is composed of the EEG signals of eight subjects
with Amyotrophic Lateral Sclerosis. This dataset contains eight EEG channels (Fz,
Cz, Pz, Oz, P4, P3, PO8, and PO7) and was acquired following the international 10-
10 system. All channels were referenced to the right earlobe and grounded to the left
mastoid. The signal was digitized at a rate of 256 Hz and band-pass filtered with cutoff
frequencies between 0.1 and 30 Hz. In order to generate the oddball paradigm, the
rows and columns of the matrix flashed randomly 10 times at a rate of 4 Hz for 125
ms, with an inter stimulus interval of 125 ms. We extracted segments of 800 ms of
EEG data after every stimulus. The resulting set D4 consists of 700 EEG signals that
potentially contained P300 and 3,500 EEG signals without P300, for each subject.
4.2. Evaluation
For the architectures under analysis, we ran 200 training iterations (epochs) of the
Adam optimizer with the parameters recommended by [33] and performed early stop-
ping if the validation loss did not improve in 50 iterations. Categorical Cross-Entropy
was the loss function for all architectures except for BN3, FCNN, and SepConv1D for
which the Binary Cross Entropy loss function was used, and for CNN1 and CNN3
which used Mean Squared Error. The Glorot uniform initializer was employed for all
architectures except for CNN1, UCNN1, CNN3 and UCNN3, which employed the ini-
tializer proposed by Cecotti and Gräser [22]. In addition, we applied standarization on
each EEG channel separately.
For within-subject detection, we performed 10 repetitions of stratified 5-fold cross-
validation for every subject. In each repetition 5 splits were generated using 5-fold
cross-validation, where a split consisted of a training set with 80% of the data of a
given subject and a validation set with the remaining 20%. For cross-subject detection,
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we used data from a subset of subjects to train a model for another subject. Conse-
quently, the evaluation of this type of detection was only possible on the D1 and D4
datasets, because the D2 and D3 datasets have only 1 and 2 subjects respectively. For
this evaluation, we performed a leave-two-out cross-validation, where one subject is
selected for testing, another for validation, and the remaining for training. This pro-
cess was repeated for each subject, producing 22 folds for D1 and 8 folds for D4. For
both types of detection, we computed the Area Under the Curve (AUC) of the Receiver
Operating Characteristic (ROC) over the test set in each split.
4.3. Implementation details
The experiments were performed on a single PC with Linux Ubuntu 16.04, an
Intel(R) Core(TM) i7-6700K CPU @ 4.00GHz, 64 GB in RAM, and an NVIDIA
GeForce GTX 1080 GPU with 2560 CUDA cores and 8 GB of RAM. The architec-
tures were implemented in Keras [34] with Tensorflow 1.14.0 [35] as backend. For
DeepConvNet, ShallowConvNet and EEGNet, we used the code provided by Lawh-
ern et al.: https://github.com/vlawhern/arl-eegmodels. The rest of the ar-
chitectures were implemented following the descriptions of the corresponding papers.
The code of all the architectures under analysis is available at http://github.com/
gibranfp/P300-CNNT
5. Results and Discussion
5.1. Within-subject classification
In this section, we describe the experiments for within-subject P300 detection.
These experiments were performed on the four benchmark datasets described in Sec-
tion 4.1.
5.1.1. Selection of the number of filters for the SepConv1D
In order to find the balance between computational cost and performance, we eval-
uated SepConv1D with 1, 2, 4, 8, 16 and 32 filters. Figure 3 shows the mean and
standard deviation of the AUC values obtained over all repetitions, splits and subjects
for SepConv1D with the different number of filters on the four benchmark datasets. For
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Figure 3: Comparison of SepConv1D mean AUC with different number of filters for within-subject P300
detection.
Layer No.
filters
Size No.
params
Output Activation
function
Options
Input 206 × 6
ZeroPadding1D (214, 6) padding = 4
SeparableConv1D 4 kernel = 16,
stride = 8
124 (25, 4)
Activation (25, 4) tanh
Flatten (25)
Dense 1 101 (1) Sigmoid
Table 1: SepConv1D architecture for within-subject classification with four filters for dataset D1 (see Sec-
tion 4.1).
D1 the performance is almost identical in all cases, while for D2 and D4 the peak per-
formance is reached with four and eight filters and remains relatively stable with larger
filter numbers. For D3 the highest mean AUC is achieved with 16 filters, although it is
very similar with 4, 8, and 32 filters and just slighly lower with 1 and 2 filters. Given
these results, it would be possible to select only one filter for D1 and 16 filters for D3.
However, four filters appears to be adequate for all datasets. Thus, we decided to use
SepConv1D with four filters for subsequent experiments; the amount of trainable pa-
rameters for this configuration is as follows (see Table 4): 225 for D1, 1, 361 for D2,
1, 405 for D3, and 265 for D4. See Table 1 for more details about the SepConv1D
architecture with four filters and EEG signals of six channels and 206 samples as input.
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Architecture D1 D2 D3 D4
CNN1 0.89±0.06 0.88±0.04 0.82±0.04 0.85±0.05
UCNN1 0.88±0.07 0.87±0.08 0.81±0.05 0.85±0.05
CNN3 0.72±0.16 0.78±0.14 0.68±0.13 0.66±0.14
UCNN3 0.77±0.13 0.81±0.09 0.7±0.11 0.71±0.13
CNNR 0.88±0.06 0.86±0.05 0.76±0.06 0.86±0.04
DeepConvNet 0.9±0.05 0.9±0.04 0.84±0.04 0.88±0.04
ShallowConvNet 0.83±0.08 0.82±0.07 0.78±0.05 0.86±0.05
BN3 0.88±0.06 0.81±0.05 0.8±0.05 0.84±0.05
EEGNet 0.89±0.05 0.9±0.04 0.83±0.04 0.88±0.04
OCLNN 0.89±0.05 0.85±0.05 0.8±0.05 0.85±0.05
FCNN 0.89±0.05 0.78±0.05 0.75±0.04 0.84±0.05
SepConv1D 0.88±0.06 0.85±0.05 0.82±0.04 0.86±0.05
Table 2: Mean AUC and standard deviation obtained by the architectures under analysis for within-subject
single-trial P300 detection on all datasets. See details in tables C.1-C.4.
5.1.2. Comparison with state-of-the-art CNN-based architectures
Table 2 compares the performance of SepConv1D and FCNN with state-of-the-art
CNN architectures for within-subject P300 detection on the four benchmark datasets.
The mean and standard deviation of the AUC values obtained over all repetitions, splits
and subjects are reported for each architecture and dataset.
We performed statistical testing using a one-way analysis of variance (ANOVA)
between the architectures under analysis. Then, we performed a multiple comparison
of the AUC values. The results are shown in Figure 4. As can be seen, the AUC values
obtained by SepConv1D are close to those obtained by the best performing architec-
tures on all datasets. Figures 4(b), (c), and (d) show that DeepConvNet and EEGNet
achieved the best performance in all datasets. However, the difference between Sep-
Conv1D and EEGnet is not statistically significant for D1 and D3. Also, CNN1 is better
than SepConv1D and their difference is statistically significant only for D2. In all cases,
the differences between UCNN1, OCLNN, and SepConv1D are not statistically signifi-
cant. In all cases, CNN3 and UCNN3 had the lowest AUC values. Additionally, FCNN
performs worse than sepConv1D except for D1.
5.2. Cross-subject P300 detection
We now proceed to describe the experiments for cross-subject P300 detection.
These experiments were performed only on datasets D1 and D4 because datasets D2
14
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Figure 4: Multiple comparison of the AUC values obtained by SepConv1D and state-of-the-art CNN archi-
tectures for within-subject P300 detection on the four benchmark datasets.
and D3 had only one and two subjects respectively.
5.2.1. Selection of the number of filters for the SepConv1D
As in within-subject P300 detection, we carried out experiments with 1, 2, 4, 8,
16 and 32 filters for SepConv1D to find a compromise between computational cost
and performance for cross-subject P300 detection. Figure 5 shows the mean AUC and
standard deviation for both datasets. Interestingly, the mean AUC and the standard
deviation are very similar for all the filters on dataset D1. Similarly, only a slightly
better performance on D4 was obtained with one and two filters. Thus, we decided to
use four filters for subsequent experiments for datasets D1 and D4.
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Figure 5: Comparison of mean AUC values obtained by SepConv1D with different number of filters for
cross-subject P300 detection on datasets (a) D1 and (b) D4.
Architecture D1 D4
CNN1 0.82±0.05 0.78±0.04
UCNN1 0.84±0.06 0.78±0.05
CNN3 0.78±0.11 0.73±0.08
UCNN3 0.83±0.06 0.76±0.07
CNN-R 0.83±0.06 0.79±0.04
DeepConvNet 0.84±0.06 0.79±0.04
ShallowConvNet 0.82±0.07 0.79±0.03
BN3 0.83±0.06 0.78±0.04
EEGNet 0.84±0.06 0.8±0.03
OCLNN 0.83±0.06 0.79±0.04
FCNN 0.83±0.06 0.75±0.04
SepConv1D 0.84±0.06 0.78±0.04
Table 3: Mean AUC and standard deviation obtained by the architectures under analysis for single-trial
cross-subject P300 detection on D1 and D4. See details in tables C.2 and C.4.
5.2.2. Comparison with state-of-the-art CNN-based architectures
Table 3 presents the performance of all architectures for cross-subject P300 de-
tection on datasets D1 and D4. The mean and standard deviation of the AUC values
obtained over all splits are reported for each architecture (see details in tables C.2 and
C.4).
We also performed an ANOVA statistical testing between the architectures under
analysis, as well as a multiple comparison of their AUC values. The results can be
seen in Figure 6. The comparison shows very similar performances between all the
architectures, except for CNN3, that has the worst performance in all cases. However,
only on D4 EEGNet has the best perfomance among all the architectures and it is
statistically different from SepConv1D (p > 0.05).
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Figure 6: Multiple comparison of the AUC values obtained by SepConv1D and state-of-the-art CNN archi-
tectures for cross-subject P300 detection on D1 and D4.
Architecture D1 D2 D3 D4
CNN-1/UCNN-1 1,036,922 787,502 1,207,502 1,036,942
CNN-3/UCNN-3 1,031,009 781,067 1,201,067 1,031,011
CNN-R 19,848,098 16,445,794 21,950,818 19,848,290
DeepConvNet 139,877 174,927 176,927 141,127
ShallowConvNet 12,082 104,322 105,282 15,282
BN3 44,589 39,489 47,681 44,625
OCLNN 1,842 11,762 16,882 2,290
EEGNet 1,394 2,258 2,354 1,426
FCNN 2,477 19,973 30,725 3,301
SepConv1D 225 1,361 1,405 265
Table 4: Number of trainable parameters of each architecture for all datasets.
5.3. Complexity
Table 4 details the number of trainable parameters used by each architecture for the
benchmark datasets. In general, the number of parameters has been decreasing since
CNNs were first introduced for P300 detection in 2011 by Cecotti and Graser [22].
It is worth noting that OCLNN, EEGNet, FCNN, and SepConv1D are able to reduce
the number of parameters to the order of thousands, at least in one of the datasets (see
Figure 7(a)). However, OCLNN requires more than 14,700 parameters for datasets D2
and D3. Something similar occurs with FCNN, which uses almost 20,000 parameters
for D2. In contrast, EEGNet manages to keep the number of parameters more or less
stable and in the order of thousands. In all cases, SepConv1D requires the least number
of parameters: as few as 225 and 265 parameters for datasets D1 and D4 respectively
and at most 1,361 and 1,405 for datasets D2 and D3 respectively.
On the other hand, Figure 7(b) takes a closer look at the complexity of EEGNet and
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Figure 7: A comparison of the architectures’ complexity for each dataset: (a) trainable parameters and (b)
FLOPS = Floating Point Operations per Second. For more details see tables 4 and C.5, respectively.
SepConv1D in terms of FLOPS. As previously mentioned, the differences between the
AUC values of SepConv1D and those of EEGNet are not statistically significant on
dataset D1. However, the number of FLOPS and trainable parameters needed by Sep-
Conv1D is significantly lower compared to EEGNet. As previously explained, the
differences between the AUC values of EEGNet and SepConv1D are statistically sig-
nificant for within-subject P300 detection on datasets D2 and D4. Specifically, EEGNet
obtained a 0.05 and 0.04 higher mean AUC but at the cost of 1,814 and 2,342 additional
FLOPS and 897 and 1,161 additional parameters, respectively. Something similar hap-
pens for dataset D3, even though the difference between SepConv1D and EEGNet is
not statistically significant.
Finally, we analyzed the training time and the number of epochs needed to meet
the early stopping criteria as well as the inference time (i.e., the time needed to pro-
cess the test set) for the architectures under analysis (see Table 5). To illustrate the
performance of the architectures, we compared their mean AUC with both their cor-
responding epochs (Figure 8(a)) and inference time (Figure 8(b)) for within-subject
P300 detection on the dataset D3. The differences in time between SepConv1D and the
architectures with the highest mean AUC (EEGNet and DeepConvNet) are 0.09 and
0.15 seconds respectively, while the differences in the number of epochs are 84.49 and
31.4 respectively. These differences are significantly higher than the number of epochs
and inference time required by SepConv1D, even though the differences between their
AUC values were not statistically significant.
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Architecture D1 D2 D3 D4
CNN1 E 97±33 68± 8 65± 6 71±14TT 5.33±1.74 8.08± 1.39 59.66± 9.6 5.79±1.29
IT 0.04±0.004 0.06 ±0.013 0.24± 0.015 0.05± 0.006
UCNN1 E 88±27 74±26 66±12 76±24TT 4.89±1.46 8.8± 3.01 63.93± 15.76 6.27±1.98
IT 0.04±0.004 0.06 ±0.013 0.24± 0.014 0.05± 0.006
CNN3 E 111±37 86±28 85±29 93±31TT 5.25±1.75 9.68± 3.28 76.1± 28.19 6.56±2.13
IT 0.04±0.003 0.06 ±0.01 0.24± 0.013 0.05± 0.004
UCNN3 E 114±42 78±13 72±16 87±30TT 5.41±1.97 9.01± 1.84 68.42± 20.46 5.87±1.93
IT 0.04±0.003 0.06 ±0.009 0.24± 0.011 0.05± 0.004
CNN-R E 61± 2 167±29 89±29 64± 2TT 12.46±0.49 47.25± 6.57 148.38± 45.75 18.68±0.67
IT 0.07±0.01 0.09 ±0.026 0.32± 0.026 0.09± 0.014
DeepConvNet E 122±40 79±10 122±25 106±24TT 13.33±4.15 26.41± 2.88 276.22± 58.13 18.16±3.97
IT 0.11±0.007 0.13 ±0.013 0.37± 0.013 0.12± 0.010
ShallowConvNet E 177±29 144±45 95±40 157±33TT 16.57±2.69 63.41±18.85 281.23±116.77 25.12±5.29
IT 0.06±0.011 0.09 ±0.015 0.37± 0.018 0.06± 0.010
BN3 E 113±21 77± 4 71± 3 95± 9TT 4.04± 0.7 8.8± 1.31 71.08± 10.78 5.06±0.56
IT 0.07±0.001 0.09 ± 0.007 0.27± 0.009 0.08± 0.002
EEGNet E 200± 3 166±30 175±30 198± 7TT 17.18± 0.5 53.69± 7.28 360.66± 62.81 27.67±1.13
IT 0.08±0.005 0.10 ± 0.005 0.31± 0.008 0.09± 0.005
OCLNN E 199± 5 129±41 87±11 161±26TT 4.55±0.28 11.88± 2.84 75.69± 17.95 5.87±0.99
IT 0.04±0.002 0.05 ± 0.003 0.22± 0.005 0.04± 0.002
FCNN E 197± 7 89±21 98±11 132±12TT 3.74±0.21 5.71± 1.26 53.88± 7.23 4.04±0.38
IT 0.02±0.001 0.04±0.002 0.17± 0.014 0.03± 0.001
SepConv1D E 199± 5 104±14 90±12 183±24TT 5.34±0.32 10.61± 2.01 80.02± 14.7 8.22±1.14
IT 0.03±0.002 0.05 ±0.003 0.22± 0.009 0.04± 0.002
Table 5: Epochs (E), train time (TT), and inference time (IT) obtained by the architectures under analysis for
single-trial within-subject P300 detection on each dataset.
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Figure 8: Comparison between mean AUC values and both (a) epochs and (b) inference time (see Table
5), obtained by the architectures under analysis for within-subject P300 detection on D3. The standard
deviations of the AUC are directly proportional to the diameter of the circles.
6. Conclusions
In this paper, we presented SepConv1D, a simple Convolutional Neural Network
architecture consisting of a depthwise separable 1D convolutional layer followed by
a Sigmoid classification layer. The proposed architecture can perform within-subject
and cross-subject single-trial P300 detection on a par with state-of-the-art CNN-based
architectures but with a lower computational cost. We showed experimentally that deep
and complex neural network does not necessarily achieve better performance in P300
detection from EEG signals.
In all cases, SepConv1D required the lowest number of trainable parameters and
FLOPS, and only the FCNN has a lower inference time, although it has a worst per-
formance. In the dataset with the largest number of subjects, it only required 225
parameters, while EEGNet (the architecture with the closest number of parameters)
required 1,474, even though their performance was not significantly different. Addi-
tionally, the number of FLOPS and inference time required by SepConv1D were sig-
nificantly lower: EEGNet required 2,801 FLOPS and 0.000274 ms of inference time,
while SepConv1D required only 443 FLOPS and less than a half of inference time.
The performance difference between EEGNet and SepConv1D was statistically sig-
nificant for within-subject P300 detection on two datasets, where EEGNet obtained a
0.05 and 0.04 higher mean AUC but requires 1,814 and 2,342 more FLOPS and 897
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and 1,161 additional parameters and takes 0.05 more seconds for inference. Moreover,
we analyzed the time and the number of epochs needed for the architectures under
analysis to meet the early stopping criteria during training. Moreover, among the top
performing architectures (i.e., EEGNet and DeepConvNet), SepConv1D required the
least training time. For cross-subject P300 detection, there were no statistically sig-
nificant differences in performance between the architectures on any of the datasets.
These findings are important because simpler, cheaper, faster, and more portable Brain
Computer interfaces can be built.
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Appendix A. Activation Functions
In this appendix, we describe the activation functions used by the analyzed archi-
tectures.
• The Linear activation function is a polynomial of one degree, which is limited in
its learning power of complex functional mappings. It is defined as
f
(
z(l)i
)
= γz(l)i , (A.1)
where γ is the slope.
• The Log activation function is a logarithmic function bounded in a range of [1e−
7, 10000].
f
(
z(l)i
)
= log
(
z(l)i
)
. (A.2)
• The Square activation function does not have a stable range since they explode in
magnitude quickly. Since its output is a big value, this function tends to result in
bad generalization. Additionally, it takes longer to converge than other activation
functions. It is defined as
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f
(
z(l)i
)
= z(l)2i . (A.3)
• The Sigmoid activation function is a sigmoidal function in the range [0, 1]. It is
defined as
f
(
z(l)i
)
=
1
1 + e−z
(l)
i
. (A.4)
• The Hyperbolic Tangent activation function (tanh) is a sigmoidal function in the
range [−1, 1]. It is defined as
f
(
z(l)i
)
= tanh
(
z(l)i
)
=
e2z
(l)
i − 1
e2z
(l)
i + 1
. (A.5)
• The Scaled Hyperbolic Tangent activation function (stanh) [36] is a sigmoidal
function in the range [−1, 1] whose advantage is that the negative inputs will be
mapped strongly negative and the zero inputs will be mapped near zero. It is
defined as
f
(
z(l)i
)
= 1.7159tanh
(
2
3
z(l)i
)
. (A.6)
• The Softmax activation function [37] turns scores into probabilities that sum to
one. It is defined as
f
(
z(l)i
)
=
ez
(l)
i∑ j ez(l)j . (A.7)
• The Rectified Linear Unity (ReLU) alleviates the vanishing and exploding gradi-
ent problems in deep neural networks that are usually associated with saturated
activation functions such as Sigmoid or tanh. The activation function rectifies
the inputs z by setting the negative values to zero and by keeping the positive
values [38], which enables faster convergence during training:
f
(
z(l)i
)
= max
(
0, z(l)i
)
. (A.8)
• As with ReLU, the Exponential Linear Units (ELU) [39] alleviate the vanishing
and exploiting gradient problems via the identity for positive values. They have
negative values allowing them to push the mean of the activations closer to zero:
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f
(
z(l)i
)
=

z(l)i if z
(l)
i > 0
φ
(
ez
(l)
i − 1
)
if z(l)i ≤ 0
. (A.9)
The ELU hyperparameter φ controls the value to which an ELU saturates for
negative inputs.
Appendix B. Architectures
This appendix provides the specifications of the state-of-the-art CNN architectures
analyzed in this paper. For the sake of simplicity, the reported number of filters, input
size, number of parameters, and output size of every layer correspond only to those
obtained for dataset D1.
Layer No.
filters
Size No. params Output Activation
function
Options
Input 206×6
Conv1D 10 1 70 (206, 10) padding = same, data format =
"Channels last", bias and ker-
nel initializer = **
Activation (206, 10) stanh
Conv1D 50 13 6, 550 (206, 50) padding = same, data format =
"Channels first", bias and ker-
nel initializer = **
Activation (206, 50) stanh
Flatten (10, 300)
Dense 100 1, 030, 100 (100) Sigmoid
Dense 2 202 (2) Sigmoid1/
Softmax2
Table B.1: CNN-1 and UCNN-1 architectures. 1 CNN-1 uses Sigmoid activation. 2 UCNN-1 uses Softmax
activation.
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Layer No.
filters
Size No. params Output Activation
function
Options
Input 206×6
Conv1D 1 1 7 (206, 1) padding = same, data format =
"Channels last", bias and ker-
nel initializer = **
Activation (206, 1) stanh
Conv1D 50 13 700 (206, 50) padding = same, data format =
"Channels last", bias and ker-
nel initializer = **
Activation (206, 50) stanh
Flatten (10, 300)
Dense 100 1, 030, 100 (100) Sigmoid
Dense 2 202 (2) Sigmoid1/
Softmax2
Table B.2: CNN-3 and UCNN-3 architectures. 1 CNN-3 uses Sigmoid activation. 2 UCNN-3 uses Softmax
activation.
Layer No.
filters
Size No. params Output Activation
function
Options
Input 206×6
Conv1D 96 1 672 (206, 96) activity regularizer1
Activation (206, 96) ReLU
Max Pooling 1D 3 stride
2
(102, 96)
Conv1D 128 6 73,856 (97, 128)
Activation (97, 128) ReLU
Max Pooling 1D 3 stride
2
(48, 128)
Conv1D 128 6 98,432 (43, 128)
Activation (43, 128) ReLU
Flatten (5, 504)
Dense 2,048 11, 274, 240 (2, 048) ReLU
Dropout (2, 048) p = 0.8
Dense 4,096 8,392,704 (4, 096) ReLU
Dropout (4, 096) p = 0.8
Dense 2 8,194 (2)
Activation (2) Softmax
Table B.3: CNN-R architecture. 1 Activity regularizer = 0.01
∑N−1
t=1 (a
(l)
t+1 − a(l)t )2, where a(l)t is the output of
the convolutional layer l at time t.
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Layer No.
filters
Size No. params Output Activation
function
Options
Input 6×206
Reshape 1 × 6 ×
206
Conv2D 25 1 × 5 150 (25, 6, 202) max norm = 2
Conv2D 25 6 × 1 40, 025 (25, 1, 202) max norm = 2
BatchNorm 100 (25, 1, 202) data format = "Channels first",
 = 1 × 10−05, momentum =
0.1
Activation (25, 1, 202) ELU
MaxPool2D 1 × 2
pool
size
and
stride
(25, 1, 101)
Dropout (25, 1, 101) p = 0.5
Conv2D 50 1 × 5 6,300 (50, 1, 97) max norm = 2
BatchNorm 200 (50, 1, 97) data format = "Channels first",
 = 1 × 10−05, momentum =
0.1
Activation (50, 1, 97) ELU
MaxPool2D 1 × 2
pool
size
and
stride
(50, 1, 48)
Dropout (50, 1, 48) p = 0.5
Conv2D 100 1 × 5 25, 100 (100, 1, 44) max norm = 2
BatchNorm 400 (100, 1, 44) data format = "Channels first",
 = 1 × 10−05, momentum =
0.1
Activation (100, 1, 44) ELU
MaxPool2D 1 × 2
pool
size
and
stride
(100, 1, 22)
Dropout (100, 1, 22) p = 0.5
Conv2D 200 1 × 5 100, 200 (200, 1, 18) max norm = 2
BatchNorm 800 (200, 1, 18) data format = "Channels first",
 = 1 × 10−05, momentum =
0.1
Activation (200, 1, 18) ELU
MaxPool2D 1 × 2
pool
size
and
stride
(200, 1, 9)
Dropout (200, 1, 9) p = 0.5
Flatten (1, 800)
Dense 2 4, 802 (2) Softmax max norm = 0.5
Table B.4: DeepConvNet architecture. Version modified by [4].
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Layer No.
filters
Size No. params Output Activation
function
Options
Input 6×206
Reshape 1 × 6 ×
206
Conv2D 40 1 × 13 560 (40, 6, 194) max norm constraint function
= 2
Conv2D 40 6 × 1 9,600 (40, 1, 194) max norm constraint function
= 2, doesn’t use bias
BatchNorm 160 (40, 1, 194) axis to be normalized =1,  =
1 × 10−05, momentum = 0.1
Activation (40, 1, 194) Square
AveragePool2D pool
1 × 35,
stride
1 × 7
(40, 1, 23)
Activation (40, 1, 23) Log
Dropout (40, 1, 23) p = 0.5
Flatten (900)
Dense 2 1, 842 (2) Softmax max norm constraint function
= 0.5
Table B.5: ShallowConvNet architecture. Version modified by [4].
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Layer No.
filters
Size No. params Output Activation
function
Options
Input 206×6
BatchNorm 24 206 × 6
Conv1D 16 1 112 206 × 16 ReLU bias initializer = Glorot Uni-
form
Conv1D 16 20 5,136 11 × 16 ReLU bias initializer = Glorot Uni-
form, strides = 20, padding =
same
BatchNorm 64 11 × 16
Activation 11 × 16 ReLU
Flatten 176
Dense 128 22,656 128 tanh bias initializer = Glorot Uni-
form
Dropout 128 p = 0.8
Dense 128 16,512 128 tanh bias initializer = Glorot Uni-
form
Dropout 128 p = 0.8
Dense 1 129 1 Sigmoid bias initializer = Glorot Uni-
form
Table B.6: BN3 architecture.
Appendix C. Per-subject mean AUC values and architecture complexities
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