We estimate the variance parameter of a stationary simulation-generated process using "folded" versions of standardized time series area estimators. We formulate improved variance estimators based on the combination of multiple folding levels as well as the use of batching. The improved estimators preserve the asymptotic bias properties of their predecessors but have substantially lower variance. A Monte Carlo example demonstrates the efficacy of the new methodology.
INTRODUCTION
One of the most important problems in simulation output analysis is the estimation of the mean μ of a steady-state (stationary) simulation process {Y i : i = 1, 2, . . .}. For instance, we may be interested in determining the steadystate mean transit time in a job shop. Assuming that the simulation is indeed operating in steady state, one usually uses the sample mean of the observations,Ȳ n ≡ n i=1 Y i /n, as the point estimator for μ.
However, point estimation of the mean usually does not suffice, since any serious statistical analysis should also include a measure of the variability of the sample mean. One such measure is the variance parameter, which is defined as the sum of covariances of the process at all lags, and which can often be expressed as σ 2 ≡ lim n→∞ nVar (Ȳ n ) . With knowledge of such a measure in hand, we could provide, among other benefits, confidence intervals for μ, typically of the form μ ∈Ȳ n ± t σ 2 /n, where t is a quantile from an appropriate distribution and σ 2 is an estimator for σ 2 .
Unfortunately, the problem of estimating the variance parameter is difficult since discrete-event simulation data are almost always serially correlated as well as non-normal, e.g., consecutive waiting times in a queueing system. Thus, traditional statistical analysis methods may be inappropriate since they may rely on the assumption of independent and identically distributed (i.i.d.) normal observations. This article gives new estimators-with pleasing properties-for the variance parameter σ 2 of a stationary simulation process.
Over the years, a number of methodologies for estimating σ 2 have been proposed in the literature (see Law 2006 ), e.g., the techniques of nonoverlapping batch means (NBM), overlapping batch means (OBM), standardized time series (STS), spectral analysis, and regeneration. NBM divides the data {Y 1 , . . . , Y n } into nonoverlapping batches, and uses the sample variance of the sample (batch) means from the batches as a foundation to estimate σ 2 . OBM (Meketon and Schmeiser 1984) re-uses the data by forming overlapping batches, and then invokes an appropriately scaled sample variance of the resulting overlapping batch means to estimate σ 2 . The OBM variance estimator has about the same bias as, but significantly lower variance than, the corresponding NBM estimator employing the same batch and total sample sizes. STS (Schruben 1983 ) uses a functional central limit theorem to standardize output from a steady-state discrete-event simulation into a process that converges to a limiting Brownian bridge process as the sample size becomes large. Known properties of the Brownian bridge process are then used to obtain estimators for σ 2 . Overlapping batched versions of various STS estimators have been shown to have the same bias as, but substantially lower variance than, their nonoverlapping counterparts; see Alexopoulos et al. (2007b Alexopoulos et al. ( , 2007c . Additional variancereducing techinques in which STS reuses data can be found in Foley and Goldsman (1999) , Goldsman et al. (2007) , and Aktaran-Kalaycı, Goldsman, and Wilson (2007) .
The current article studies the consequences of a "folding" operation on the original STS process (and its corresponding limiting Brownian bridge process). The folding operation produces multiple standardized time series processes, which in turn will ultimately allow us to re-use the original data to produce multiple estimators for σ 2 -estimators that are often asymptotically independent as the sample size grows. These folded estimators will lead to combined estimators having smaller variance than existing estimators not based on the folding operation.
The article is organized as follows. Section 2 gives background material. Section 3 introduces the notion of folding a Brownian bridge, and shows that each application of folding yields a new Brownian bridge process. Section 4 gives results on the expected values, variances, and covariances of certain functionals related to the area under a folded Brownian bridge. In Section 5, we apply these results to the problem of estimating the variance parameter of a steady-state simulation process. In particular, we apply the folding operation to the original standardized time series of the simulation output process to produce new estimators that converge to the appropriate functionals of the corresponding folded Brownian bridges. We illustrate the efficacy of the folded estimators via analytical and Monte Carlo examples, and we find that the new estimators indeed reduce estimator variance at little cost in bias. Section 6 presents conclusions. For more details and proofs of the results in this paper, see Antonini (2005) and Antonini et al. (2007) .
BACKGROUND
This section contains preliminaries on the STS methodology. We begin with some standard assumptions that we shall invoke whenever needed. These assumptions will ensure that our variance estimators work properly on a wide variety of stationary processes. For n = 1, 2, . . . and t ∈ [0, 1], the process Billingsley (1968) and Glynn and Iglehart (1990) . 2.
, is twice continuously differentiable and satisfies the normalizing condition
Assumptions A.1-A.3 hold for a variety of stochastic processes encountered in practice (see Glynn and Iglehart 1990) .
The STS, which we define next, will form the basis of all of the estimators studied herein. Schruben (1983) , the (level-0) standardized time series of the process {Y i } is
Definition 1 As in
The next section relates the STS (2) to a Brownian bridge process. In Section 5.2, we show how to use this process to derive estimators for σ 2 .
FOLDED BROWNIAN BRIDGES
Our development requires some additional nomenclature. First of all, we define a Brownian bridge, which will turn out to be the limiting process of a standardized time series.
Definition 2 Suppose that W(·)
is a standard Brownian motion process. The associated level-0 Brownian bridge process is
In fact, a Brownian bridge {B(t) : t ∈ [0, 1]} is a Gaussian process with E[B(t)] = 0 and Cov(B(s), B(t)) = min{s, t} − st, for s, t ∈ [0, 1]. Brownian bridges are important for our purposes because under Assumptions A.1-Antonini, Alexopoulos, Goldsman, and Wilson A.3, Schruben (1983) 
B(·) and that
Y n and T 0,n (·) are asymptotically independent as n → ∞.
We now define what we mean by the folding map, which can be applied either to a STS or a Brownian bridge.
Definition 3 The folding map
:
Moreover, for each nonnegative integer k, we define k :
The folding operation can be performed multiple times on the Brownian bridge process, as demonstrated by the following definition.
Definition 4 (see Shorack and Wellner 1986) For k = 1, 2, . . ., the level-k folded Brownian bridge is
Intuitively speaking, when the folding operator is applied to a Brownian bridge process {B 0 (t) : t ∈ [0, 1]}, it does the following: (i) reflects (folds) the portion of the original process defined on the subinterval Lemma 1 shows that as long as we start with a Brownian bridge, folding it will produce another Brownian bridge.
The next lemma relates the level-k Brownian bridge with the original (level-0) Brownian bridge and the initial Brownian motion process. These results are useful in deriving properties of certain functionals of B k (t). 
and it follows from (3) that
B k (t) = (t − 1)W(1) + 2 k−1 i=1 W i 2 k−1 − t 2 k − W i−1 2 k−1 + t 2 k .
SOME FUNCTIONALS OF FOLDED BROWNIAN BRIDGES
This section gives results on the weighted areas under successively higher levels of folded Brownian bridges. Such functionals will be used in Section 5 to construct estimators for the variance parameter σ 2 .
Definition 5 For k = 0, 1, . . ., the weighted area under the level-k folded Brownian bridge is
Under simple conditions, Theorem 1 shows that N k (f ) has a standard normal distribution.
Theorem 1 For any normalized weight function f (t)
(satisfying Assumption A.4) and any nonnegative integer k, we have N k (f ) ∼ Nor(0, 1).
Corollary 2 Under the conditions of Theorem 1, we have
Corollary 2 shows that E[A k (f )] = σ 2 , a finding that we will revisit in Theorem 8 when we develop estimators for σ 2 .
Meanwhile, we proceed with several results concerning the joint distribution of the {N k (f ) : k = 0, 1, . . .}. Our first such result gives an expression for the covariance between folded area functionals from different levels. Before stating the theorem, for any weight function f (·), we define
and F ≡F (1).
Theorem 3 Let f 1 (t) and f 2 (t) be normalized weight functions. Then for = 0, 1, . . . and k = 1, 2, . . ., we have
The following lemma establishes the multivariate normality of the random vector 
Lemma 3 If the normalized weight function satisfies
f (t) = f (1 − t) for all t ∈ [0, 1],
Theorem 4 If the normalized weight function f (t) satisfies f (t) = f (1 − t) for all t ∈ [0, 1], then the random variables
The next corollary, which follows immediately from Theorem 4, will serve as the basis for the new variance estimators to be derived in Section 5. Foley and Goldsman 1999 
Corollary 5 Under the conditions of Theorem 4, the random variables
{A k (f ) : k = 0, 1, . . .} are i.i.d. σ 2 χ 2 1 .
Example 1 The following weight functions arise in simulation output analysis applications (see
(f ) : k ≥ 0} are i.i.d. σ 2 χ 2 1 for f = f 0 , f 2 , or f cos,j , j = 1, 2, . . ..
APPLICATION TO VARIANCE ESTIMATION
We finally show how the area functionals of folded Brownian bridges can be used in simulation output analysis. With this application in mind, we apply the folding transformation to Schruben's level-0 STS in Section 5.1, thereby obtaining several new versions of the STS. These new series are used in Section 5.2 to produce new estimators for σ 2 . Section 5.3 gives obvious methods to improve the estimators, and Section 5.4 gives a Monte Carlo example showing that the estimators work as intended.
Folded Standardized Time Series
Analogous to the level-k folded Brownian bridge from Definition 4, we define the level-k folded STS.
Definition 6 For k = 1, 2, . . ., the level-k folded STS is
The next goal is to examine the convergence of the level-k folded STS to the analogous level-k folded Brownian bridge process. The following result is an immediate consequence of the almost-sure continuity of k on D [0, 1] for k = 0, 1, . . ., and the Continuous Mapping Theorem (CMT) (Billingsley 1968 ).
Theorem 6 If Assumptions A.1-A.3 hold, then for any fixed nonnegative integer k, we have
Antonini, Alexopoulos, Goldsman, and Wilson Moreover, √ n Ȳ n −μ and T 0,n (·), . . . , T k,n (·) are asymptotically independent as n → ∞.
Folded Area Estimators
We introduce folded versions of the STS area estimator for σ 2 , along with their asymptotic distributions, expected values, and variances. To begin, we define our new estimators, along with their limiting Brownian bridge functionals.
Definition 7
For each nonnegative integer k, the STS level-k folded area estimator for σ 2 is
where
and f (·) is a normalized weight function (satisfying Assumption A.4). The case k = 0, f = f 0 corresponds to Schruben's original area estimator (Schruben 1983) .
The following definitions provide the necessary set-up to establish in Theorem 7 below the asymptotic distribution of the random vector A(f ; n) as n → ∞. 
Note that n maps the process (1) into the corresponding STS (2) so that we have n X n (t) = T 0,n (t) for t ∈ [0, 1] and n = 1, 2, . . .; moreover, maps a standard Brownian motion process into a standard Brownian bridge process,
Definition 11 For a given normalized weight function f (·), for every nonnegative integer k, and for every positive integer n, the approximate (discrete) folded area map k n :
Moreover, the corresponding asymptotic folded area map
In terms of Eq.
(1), the definition of A k (f ) from Corollary 2, and the Definitions 8-11, we see that k n (X n ) = A k (f ; n) and k (W) = A k (f ) for every nonnegative integer k. We are now ready to proceed with the main convergence theorem, which shows that the folded area estimators converge jointly to their asymptotic counterparts.
Theorem 7 If Assumptions A hold, then
A(f, n) =⇒ n→∞ A(f ).
Sketch of Proof.
Although the proof of Theorem 7 is detailed in Antonini et al. (2007) , it can be summarized as follows. Our goal is to apply the generalized CMT (i.e., Theorem 5.5 of Billingsley 1968) to prove that the (k + 1)×1 random vector with j th element 
Next we exploit the almost-sure convergence 
Combining (4) and (5) 
Remark 2
One can obtain finer-tuned results for
In particular, under Assumptions A, Foley and Goldsman (1999) and Goldsman, Meketon, and Schruben (1990) show that Song and Schmeiser 1995) . In addition, Alexopoulos et al. (2007a) find that if Assumptions A hold and n is even, then
Enhanced Estimators
The individual estimators whose properties are given in Theorem 8 are all based on a single long run of n observations, and all involve a single level k of folding. We now discuss extensions of the estimators that have improved asymptotic properties-batching and combining levels. Batching: We can organize the data by breaking the n observations into b contiguous, nonoverlapping batches, each of size m so that n = bm; and then we can compute the folded variance estimators from each batch separately. As the batch size m → ∞, the estimators computed from different batches are asymptotically independent under broadly applicable conditions on the original (unbatched) process {Y i : i ≥ 1}; and thus more-stable estimators can be obtained by combining the folded variance estimators computed from all available batches.
With this motivation, suppose the ith batch of size m consists of the observations Y (i−1)m+1 , . . . , Y im , for i = 1, . . . , b. Using the obvious changes to the appropriate definitions, one can construct the level-k STS from the ith batch of observations; and from that, we obtain the resulting level-k area estimator from the ith batch, say A k,i (f ; m). Finally, the level-k batched folded area estimator for σ 2 is Combining levels of folding: Theorem 8 shows that, for a particular weight function f (·), all of the estimators from different levels of folding behave about the same asymptotically in terms of their expected value and variance. We can improve upon these individual estimators by combining the different levels. To this end, denote the average of the folded area estimators from levels 0, 1, . . . , k bȳ
Under the conditions of Remark 1 and Theorem 8, we have lim n→∞ E[Ā k (f ; n)] = σ 2 and lim n→∞ Var[Ā k (f ; n)] = 2σ 4 /(k + 1). Thus, we obtain combined estimators with about the same expected value σ 2 as a single folded estimator from one level, yet with significantly smaller variance.
Example
We illustrate the performance of the new folded estimator with a Monte Carlo experiment involving a stationary first-order autoregressive [AR (1) In the current example,
