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IRREDUCIBILITY OF A SUM OF POLYNOMIALS DEPENDING
ON DISJOINT SETS OF VARIABLES
VIKRAMJEET SINGH CHANDEL AND UMA DAYAL
Abstract. In this article, we give two different sufficient conditions for the irre-
ducibility of a polynomial of more than one variable, over the field of complex num-
bers, that can be written as a sum of two polynomials which depend on mutually
disjoint sets of variables. These conditions are derived from analyzing the Newton
polytope of such a polynomial and then applying the ‘Irreducibility criterion’ intro-
duced by Gao.
1. Introduction and statement of results
In this article, we are interested in finding sufficient conditions that will guaran-
tee that a polynomial in several variables whose coefficients are complex number is
irreducible over the field of complex numbers. The method that we employ in our
investigation is called the ‘Polytope Method’ and is strongly motivated from the work
of Gao in [3]. Before we outline this method let us denote by R and C the set of real
and complex numbers respectively.
Given a positive integer n ≥ 1, and a nonempty subset A ⊂ Rn, the convex hull of
A, denoted by Conv(A), is the set defined by:
Conv(A) :=
{ m∑
1
tj aj : tj ∈ [0, 1] with
m∑
1
tj = 1 and aj ∈ A, 1 ≤ j ≤ m
}
.
A polytope in Rn is (by definition) the convex hull of finitely many points in Rn. A
point of a polytope is called a vertex if it does not lie in the interior of the convex hull
of two distinct points of the polytope. It is a well known fact that a polytope is always
the convex hull of its vertices. We refer the reader to either one of the following: [1],
[4], [7], [9] for further basic properties of polytope.
There is a very natural way of associating a polytope to a given polynomial. In
this article, we shall always consider polynomials in the variables z1, . . . , zn with coef-
ficients in C. The set of all such polynomials will be denoted by C[z1, . . . , zn]. Given a
polynomial Q ∈ C[z1, . . . , zn], the support of Q, denoted by supp(Q), is the set defined
by
supp(Q) :=
{
α ∈ Nn :
∂|α|
∂zα
Q(0) 6= 0
}
.
Here, if we write α = (α1, . . . , αn) then |α| =
∑n
1 αi.
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The Newton polytope of Q, denoted by N(Q), is (by definition) the convex hull of
supp(Q). This is the association that we alluded to in the beginning of this paragraph.
The term ‘Polytope Method’, as coined in the article [3], has its origin in a paper by
Ostrowski [6]. Ostrowski in [6] uses the term ‘Baric Polyhedron’ in place of Newton
polytope for a class of more general polynomials called algebraic polynomials where
the exponents of variables are rational numbers. We also wish to refer the reader to
the work done in the articles [2], [5] and [8] where methods based on studying the
polytopes have been employed in determining the irreducibility of polynomials.
We begin with a key result in the paper [6, Theorem VI] for polynomials that is at
the heart of the ‘Polytope Method’. For this purpose, we need the notion of Minkowski
sum of convex sets.
Given convex sets A and B in Rn, the Minkowski sum of A and B, denoted by A+B,
is (by definition) the set
{
a+ b : a ∈ A, b ∈ B
}
. We now state:
Result 1.1 (Ostrowski, [6]). Let Q ∈ C[z1, . . . , zn] be such that Q = Q1Q2 for some
Q1, Q2 ∈ C[z1, . . . , zn]. Then N(Q) = N(Q1) + N(Q2).
Based on Result 1.1, Gao in [3] gave an irreducibility criterion by introducing the
notion of an integrally indecomposable polytope. We shall state this criterion here but
we need a few definitions.
A point in Rn will be called an integral point if all of its coordinates are integers.
A polytope will be called an integral polytope if all of its vertices are integral points.
Further, an integral polytope C is called integrally decomposable if there exist integral
polytopes A and B, consisting at least two points, such that C = A + B. A polytope
that is not integrally decomposable is called an integrally indecomposable polytope.
Now we present the ‘Irreducibility criterion’ due to Gao.
Irreducibility criterion. Let Q ∈ C[z1, . . . , zn] be a nonconstant polynomial that is
not divisible by any of zi. If the Newton polytope N(Q) of Q is integrally indecompos-
able then Q is irreducible over C.
Notice that the irreducibility criterion above follows immediately from Result 1.1.
Based on this criterion and by constructing integrally indecomposable polytopes, Gao
in [3] gave new classes of irreducible polynomials. An important theorem ([3, Theo-
rem 4.2]) that characterizes integrally indecomposable ‘prisms’ is the following:
Result 1.2 (paraphrasing Theorem 4.2 in [3]). Let C be an integral polytope in Rn
contained in some hyperplane H and let v ∈ Rn be an integral point that is not in H.
Suppose that v1, . . . , vk are all the vertices of C. Let C˜ = {v} ∪ C. Then the polytope
Conv(C˜) is integrally indecomposable if and only if
gcd(v − v1, . . . , v − vk) = 1.
Here, and elsewhere in this article, for an integral point w, gcd(w) shall denote the
greatest common divisor of the coordinates of w. For a finite set of integral points
w1, . . . , wk gcd(w1, . . . , wk) will denote the greatest common divisor of the coordinates
of wi taken together.
Using Result 1.2, Gao constructed many classes of irreducible polynomials that were
not known before. A particular class of polynomials for which Gao gave a sufficient
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condition for irreducibility is the following. Let Q ∈ C[z1, . . . , zn], n ≥ 2, be such that
Q(z) = Q1(z1) + Q2(z2, . . . , zn) where Q1 and Q2 are nonconstant polynomials. Then
Q is irreducible if gcd(d(Q1), d(Q2)) = 1, where d(Qj), j = 1, 2, denotes the degree of
Qj. Motivated by this result we want to investigate the following problem:
(∗) Consider a polynomial P (z1, . . . , zn) = P1(z1, . . . , zν) + P2(zν+1, . . . , zn), where
P1, P2 are nonconstant polynomials and n ≥ 2, 1 ≤ ν ≤ n − 1. Investigate
sufficient conditions under which P is irreducible over C.
In case ν = 1, one such condition is given by the above stated result of Gao. By
investigating the Newton polytope of a polynomial as stated in (∗), we find out that
there is special integral prism, as in Result 1.2, that is a face of the Newton polytope
of such a polynomial. This fact lead us to our first criterion:
Theorem 1.3. Let P ∈ C[z1, . . . , zn], n ≥ 2, and ν be such that 1 ≤ ν ≤ n − 1.
Suppose we can write P = P1 + P2 where P1 ∈ C[z1, . . . , zν ], P2 ∈ C[zν+1, . . . , zn] are
nonconstant polynomials. Let d(Pj) denote the degree of polynomials Pj, j = 1, 2.
Suppose that gcd(d(P1), d(P2)) = 1, then P is irreducible over C.
Clearly this result generalizes the result of Gao when ν = 1. Also, if we choose
nonempty sets I, J such that I ∪ J = {1, . . . , n} with I ∩ J = ∅ and let P be a
polynomial that can be written as the sum of two nonconstant polynomials PI and PJ
that depend only on the variables zi, i ∈ I and zj , j ∈ J respectively. Then we will
also notice that the method of our proof also implies that P will be irreducible over C
if the degrees of these polynomials are relatively prime to each other.
In Section 2, where we do certain computations regarding the determination of N(P),
P as in Theorem 1.3, we shall also notice that, under a mild restriction on Pj, N(Pj)
are faces of N(P). This observation allows us to present our second criterion:
Proposition 1.4. Let P ∈ C[z1, . . . , zn], n ≥ 2. Supose we can write P = P1 + P2
where P1 ∈ C[z1, . . . , zν ], P2 ∈ C[zν+1, . . . , zn] are nonconstant polynomials. Then P is
irreducible over C if the condition:
• N(P1) is not a singleton set and is integrally indecomposable
is satisfied. The analogous condition on P2 also implies the irreducibilty of P .
The proof of the above proposition is presented in Section 2 while the proof of
Theorem 1.3 is presented in Section 3.
2. A few auxiliary results and proof of Proposition 1.4
This section is devoted to study the Newton polytope N(P) of the polynomial P ,
where P is as in Theorem 1.3. One of the important results of this section is a result
which says that under the condition that Pj(0) = 0, j = 1, 2, N(Pj) are faces of N(P).
This is Proposition 2.3 below. We start with recalling the definition of a face of a
general convex set C.
Let H be a hyperplane in Rn. By its definition there exist a nonzero α ∈ Rn and
γ ∈ R such that H :=
{
x ∈ Rn :
∑n
j=1 αjxj = γ
}
. The hyperplane divides Rn into the
following two half spaces:
H+ :=
{
x ∈ Rn :
n∑
1
αjxj − γ ≥ 0
}
, and H− :=
{
x ∈ Rn :
n∑
1
αjxj − γ ≤ 0
}
.
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A supporting hyperplane for a convex set C is a hyperplane H such that H ∩ C 6= ∅
and either C ⊆ H+ or C ⊆ H−. A face of C is then a set of the form C ∩H , where H
is a supporting hyperplane for C.
We begin with a lemma that describes the convex hull of a union of two sets:
Lemma 2.1. Let A,B be two nonempty finite sets in Rn. Then
Conv(A ∪ B) =
{
tα + (1− t)β : t ∈ [0, 1], α ∈ Conv(A), β ∈ Conv(B)
}
.
Proof. Let x ∈ Conv(A ∪ B). Then there exist xi ∈ A ∪ B and ti ∈ [0, 1], 1 ≤ i ≤ l,
such that x =
∑l
1 tixi and
∑l
1 ti = 1. Consider the following sets
IA(x) =
{
i : 1 ≤ i ≤ l, xi ∈ A \B
}
, IB(x) =
{
i : 1 ≤ i ≤ l, xi ∈ B
}
.
Notice that IA(x) ∩ IB(x) = ∅ and IA(x) ∪ IB(x) = {1, . . . , l}. Therefore, we have
x =
∑
i∈IA(x)
tixi +
∑
i∈IB(x)
tixi. Assuming that
∑
i∈IA(x)
ti 6= 0, 1, we write
x = λ
( ∑
i∈IA(x)
(ti/λ)xi
)
+ µ
( ∑
i∈IB(x)
(ti/µ)xi
)
,
where λ =
∑
i∈IA(x)
ti, µ =
∑
i∈IB(x)
ti. Clearly λ+ µ = 1. If we set
α =
∑
i∈IA(x)
(ti/λ)xi, β =
∑
i∈IB(x)
(ti/µ)xi.
then α ∈ Conv(A) and β ∈ Conv(B), since
∑
i∈IA(x)
(ti/λ) =
∑
i∈IB(x)
(ti/µ) = 1. Hence,
x = λα+ (1− λ)β. We also notice if λ = 0 or λ = 1 then x ∈ Conv(B) or x ∈ Conv(A)
respectively. This establishes that Conv(A ∪ B) ⊆
{
tα + (1 − t)β : t ∈ [0, 1], α ∈
Conv(A), β ∈ Conv(B)
}
.
To see the converse, let x = tα + (1 − t)β for some t ∈ [0, 1] and α ∈ Conv(A), β ∈
Conv(B). Now there exist ai ∈ A, λi ∈ [0, 1], 1 ≤ i ≤ l and bj ∈ B, γj ∈ [0, 1], 1 ≤ j ≤
m, such that
α =
l∑
1
λiai,
l∑
1
λi = 1 and β =
m∑
1
γjbj ,
m∑
1
γj = 1
Therefore, x =
∑l
1 tλiai +
∑m
1 (1− t)γjbj and
∑l
1 tλi +
∑m
1 (1− t)γj = 1. This proves
that x ∈ Conv(A ∪ B). 
We wish to compute the Newton polytope N(P) of P as given in the statement of
Theorem 1.3. Before we do this in our next lemma, we make the following observations:
(i) Given a nonconstant polynomial Q ∈ C[z1, . . . , zn], Q is irreducible if and only
if Q˜(z1, . . . , zn) := Q(z1 + a1, . . . , zn + an), where ai ∈ C, is irreducible.
(ii) Given a nonconstant polynomial Q ∈ C[z1, . . . , zn] such that Q(0) 6= 0, we
know there exist ai ∈ C, 1 ≤ i ≤ n, such that Q(a1, . . . , an) = 0. Then
Q˜(z1, . . . , zn) := Q(z1 + a1, . . . , zn + an) satisfies Q˜(0) = 0.
Because of (i) and (ii) above, we can assume, without loss of generality, when con-
sidering the irreducibility/reducibility of P , that P1(0) = 0 and P2(0) = 0. Now we
compute N(P).
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Lemma 2.2. Let n ≥ 2 and let P ∈ C[z1, . . . , zn] be a polynomial such that P = P1+P2
where P1 ∈ C[z1, . . . , zν ] and P2 ∈ C[zν+1, . . . , zn] be such that P1(0) = 0, P2(0) = 0.
Then the Newton polytope of P is given by:
N(P) =
{
tα + (1− t)β : t ∈ [0, 1], α ∈ N(P1), β ∈ N(P2)
}
.
Proof. The reader will discern that the above follows from Lemma 2.1, once we establish
that supp(P) = supp(P1) ∪ supp(P2). Notice that supp(P) ⊆ supp(P1) ∪ supp(P2).
Claim. supp(P1) ∩ supp(P2) = ∅.
To see this let α ∈ supp(P1) ∩ supp(P2). This implies α ∈ supp(P1) and α ∈ supp(P2).
We know supp(P1) ⊆
{
(z1, z2, . . . , zn) ∈ C
n : zν+1 = · · · = zn = 0
}
and supp(P2) ⊆{
(z1, z2, . . . , zn) ∈ C
n : z1 = · · · = zν = 0
}
where 1 ≤ ν ≤ n. Hence α = 0 ∈ Rn.
However, since P1(0) = 0 and P2(0) = 0, this is a contradiction. Thus, supp(P1) ∩
supp(P2) = ∅.
It follows from the claim above that supp(P1)∪ supp(P2) ⊆ supp(P) since none of the
monomials in P1 can cancel out the monomials in P2 and viceversa. Hence we have
supp(P1) ∪ supp(P2) = supp(P). The lemma itself now follows from Lemma 2.1. 
Now we establish the result that was alluded to in the introduction of this section.
Proposition 2.3. The Newton polytopes N(P1) and N(P2), associated to P1 and P2 as
in Lemma 2.2, are faces of N(P).
Proof. For every j ∈ {1, . . . , n}, let us consider the hypersurface
Hj =
{
(x1, . . . , xn) ∈ R
n : xj = 0
}
and H+j =
{
x ∈ Rn : xj ≥ 0
}
.
Notice that N(P) ⊂ H+j for all j ∈ {1, . . . , n} and N(P)∩Hj 6= ∅ for every j ∈ {1, . . . , n}.
Hence, from the definition of a face, N(P) ∩Hj are faces of N(P).
Claim. N(P1) =
⋂n
ν+1
(
N(P) ∩Hj
)
.
It is clear that N(P1) ⊆
⋂n
ν+1
(
N(P)∩Hj
)
since N(P1) ⊂ Hj for every j ∈ {ν+1, . . . , n}.
To see the converse, let x ∈
⋂n
ν+1
(
N(P) ∩ Hj
)
then x ∈ N(P) ∩ Hj for every j ∈
{ν + 1, . . . , n}. This implies that there exist t ∈ [0, 1] and α ∈ N(P1), β ∈ N(P2) such
that
x = tα + (1− t)β and xj = 0 for all j ≥ ν + 1.
If t = 1, we see that x = α ∈ N(P1). So, let us suppose this is not the case, i.e.,
t 6= 1. We have xj = tαj + (1 − t)βj and αj = 0 for every j ≥ ν + 1. Hence for each
j ≥ ν +1, xj = 0 if and only if (1− t)βj = 0. This implies that β = 0 ∈ R
n, which is a
contradiction since 0 /∈ N(P2). So t = 1 and x ∈ N(P1). Therefore the converse holds
true and the claim above is established.
Thus N(P1) is the intersection of finitely many faces of N(P). It is a fact ([1,
Lemma 4.5, p.15]) that the intersection of finitely many faces of a convex set is also
a face. Therefore, N(P1) is a face of N(P). Arguing in a similar fashion and working
with hyperplanes Hj, 1 ≤ j ≤ ν, we see that N(P2) is also a face of N(P). 
We shall now present a proof of Proposition 1.4. Before that we need a result that
says how faces of a polytope decompose under Minkowski sum. We shall also use this
result in Section 3. The reader is referred to [1, Theorem 1.5, p. 105] for a proof of
this.
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Result 2.4. Let A and B be polytopes in Rn and suppose C = A+B. Then every face
of C is a Minkowski sum of unique faces of A and B.
We are now ready to present:
The proof of Proposition 1.4. We assume first that N(P1) is not a singleton set
and is integrally indecomposable. In case, P (0) 6= 0, rearranging the constant term if
necessary, we assume that P2(0) = P (0). Now we find (bν+1, . . . , bn) such that
P˜ (z1, . . . , zn) = P (z1, . . . , zν , zν+1 + bν+1, . . . , zn + bn) = P1 + P˜2
where P˜2(z1, . . . , zn) = P2(zν+1 + bν+1, . . . , zn + bn) and P˜2(0) = 0. Applying Proposi-
tion 2.3 we see that N(P1) is a face of N(P˜ ).
Claim. N(P˜ ) is integrally indecomposable.
To see the claim above, suppose there exist integral polytopes A and B, both containing
atleast two points, such that
N(P˜ ) = A+B.
Now since N(P1) is a face and contains more than one point, by Result 2.4 there exist
A1, B1, faces of A and B respectively such that N(P1) = A1 + B1. Moreover, A1, B1
contains more than one points. This implies N(P1) is integrally indecomposable which
is a contradiction to our hypothesis. Hence the claim is established.
Since none of the zi’s divide P˜ , from the irreducibility criterion we get that P˜ is
irreducible and hence P is irreducible.
3. Proof of the main theorem
In this section, we shall present the proof of our main theorem. In this direction, let P
be a polynomial in C[z1, . . . , zn] such that P = P1+P2, where P1 ∈ C[z1, . . . , zν ], P2 ∈
C[zν+1, . . . , zn] are nonconstant polynomials with Pj(0) = 0. We shall first describe
certain faces of the Newton polytope of P . For this purpose we shall need a well
known result about the geometry of polytopes. The result is:
Result 3.1. Let C be a polytope and let F1 be a face of C. Suppose F0 be any face of
F1 then F0 will be a face of C.
The reader is referred to [1, Theorem 1.7, p. 31] for a proof of this result.
We now begin with describing certain faces of N(P). Define:
Aj :=
{
v ∈ Rn : v is a vertex of N(Pj) such that
n∑
1
vi = d(Pj)
}
.
Here, d(Pj), j = 1, 2, denotes the degree of Pj. It is clear that Aj 6= ∅, j = 1, 2. We
also consider the hyperplane defined by:
H0 :=
{
x ∈ Rn : d(P2)
( ν∑
1
xi
)
+ d(P1)
( n−ν∑
1
xν+j
)
= d(P1)d(P2)
}
. (3.1)
Proposition 3.2. The convex set H0 ∩ N(P) is a face of N(P). Moreover,
H0 ∩ N(P) =
{
tα + (1− t)β : t ∈ [0, 1], α ∈ Conv(A1), β ∈ Conv(A2)
}
. (3.2)
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Proof. Let L(x) := d(P2)
(∑ν
1 xi
)
+ d(P1)
(∑n−ν
1 xν+j
)
. Then if we let X = tX1 +
(1 − t)X2, where X1 ∈ N(P1), X2 ∈ N(P2) and t ∈ [0, 1], then we have L(X) =
tL(X1) + (1− t)L(X2).
Let {w1, . . . , wk} be the set of all vertices of N(P1). Then there exist sj ∈ [0, 1],
1 ≤ j ≤ k, and
∑k
1 sj = 1 such that we have:
X1 =
k∑
1
sjwj =
k∑
1
sj(wj1, . . . , wjν, 0, . . . , 0)
=
( k∑
1
sjwj1,
k∑
1
sjwj2, . . . ,
k∑
1
sjwjν, 0, . . . , 0
)
.
Here, wji denotes the i-th coordinate of the vertex wj. It follows then that
ν∑
i=1
X1i =
ν∑
i=1
k∑
j=1
sjwji =
k∑
j=1
sj
( ν∑
i=1
wji
)
. (3.3)
For each j, since wj is a vertex of N(P1), we have
∑ν
i=1wji ≤ d(P1). From this and
(3.3) we have:
ν∑
i=1
X1i =
k∑
j=1
sj
( ν∑
i=1
wji
)
≤
k∑
j=1
sjd(P1) = d(P1).
Hence L(X1) = d(P2)
∑ν
i=1X1i ≤ d(P2)d(P1). This proves that N(P1) lies in the
negative half space determined by H0.
The inequality L(X1) ≤ d(P2)d(P1) becomes an equality if and only if
ν∑
i=1
X1i = d(P1) =
k∑
j=1
sj
( ν∑
i=1
wji
)
= d(P1). (3.4)
Define A := {j : 1 ≤ j ≤ k : sj 6= 0}. Then it follows from (3.4) that for each j ∈ A ,
wj ∈ A1.
Therefore, if X1 ∈ N(P1) then L(X1) ≤ d(P1)d(P2), and this inequality becomes an
equality if and only if X1 ∈ Conv(A1). Similarly, we shall have that if X2 ∈ N(P2)
then L(X2) ≤ d(P1)d(P2) and this inequality becomes an equality if and only if X2 ∈
Conv(A2). From these two assertions it follows that L(X) ≤ d(P1)d(P2) and this
inequality is an equality if and only if Xj ∈ Conv(Aj). This proves that H0 ∩N(P) is a
face of N(P) and is given by (3.2). 
Let us consider the following sets:
A11 =
{
v ∈ A1 : v1 ≥ w1 for any w ∈ A1
}
, and
A1i =
{
v ∈ A1(i−1) : vi ≥ wi for any w ∈ A1(i−1)
}
for each i, 2 ≤ i ≤ ν.
Notice that since A1 is nonempty, each of A1i is nonempty. Moreover we have
A1 ⊇ A11 ⊇ · · · ⊇ A1ν .
Notice that A1ν is a singleton set. This is because if X1, X2 ∈ A1ν then X1i = X2i for
all i, 1 ≤ i ≤ ν−1. Now since
∑ν
1 X1i =
∑ν
1 X2i, we have X1ν = X2ν . Hence X1 = X2.
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For each i, 1 ≤ i ≤ ν, we consider
Ci =
{
tα + (1− t)β : t ∈ [0, 1], α ∈ Conv(A1i), β ∈ Conv(A2)
}
Hi =
{
x ∈ Rn : d(P2)xi +
( n−ν∑
1
xν+j
)
vi = vid(P2)
}
.
Here, vi is the i-th coordinate of any vector v ∈ A1i. Now we present two very crucial
lemmas that we shall need in our proof of the main theorem.
Lemma 3.3. If we let C0 = H0∩N(P) be as in the Proposition 3.2. Then C0∩H1 = C1
and C1 is a face of C0.
Proof. Let α ∈ C0 then there exist X1 ∈ Conv(A1), X2 ∈ Conv(A2) such that α =
tX1 + (1 − t)X2, t ∈ [0, 1]. If we let L1(x) = d(P2)x1 +
(∑n−ν
1 xν+j
)
v1, then L1(α) =
tL1(X1)+(1−t)L1(X2). Now L1(X1) = d(P2)X11 and since v1 ≥ w1 for any w ∈ A1, we
see that v1 ≥ X11 with equality when X1 is a convex combination of vertices belonging
to A1 whose first co-ordinate is v1.
Clearly L1(X2) = v1d(P2). Hence we see that tL1(X1)+(1−t)L1(X2) = td(P2)X11+
(1 − t)v1d(P2) ≤ tv1d(P2) + (1 − t)v1d(P2) = v1d(P2). The inequality in here is an
equality if and only if X1 ∈ Conv(A11). This establishes the lemma above. 
Our next lemma concludes that for each i, 1 ≤ i ≤ ν − 1, Ci+1 is a face of Ci.
Lemma 3.4. For each i, 1 ≤ i ≤ ν − 1, Ci ∩Hi+1 is a face of Ci and is equal to Ci+1,
where Hi+1 is the hyperplane as defined above.
Proof. For each i, let us set Li+1(x) = d(P2)xi+1 +
(∑n−ν
1 xν+j
)
vi+1. Let α ∈ Ci then
α = tX1 + (1 − t)X2 for some t ∈ [0, 1] and X1 ∈ Conv(A1i), X2 ∈ Conv(A2). Hence
Li+1(α) = tLi+1(X1) + (1− t)Li+1(X2) for every i.
Notice Li+1(X1) = d(P2)X1(i+1). Since X1 ∈ Conv(A1i), we see that X1(i+1) ≤
vi+1 with equality if and only if X1 ∈ Conv(A1(i+1)). On the other hand Li+1(X2) =
vi+1d(P2). The lemma now follows from similar arguments as in the last paragraph of
the proof of the previous lemma. 
We are now ready to present the proof of our main theorem.
3.1. The proof of Theorem 1.3. Observe that without loss of generality we can
assume that Pj(0) = 0, j = 1, 2. We notice that, since A1ν is a singleton set, Cν is
a prism with its distinguished vertex being the unique element of A1ν and its base
Conv(A2). From Lemma 3.4, we see that Cν is a face of Cν−1. Applying Lemma 3.4
and Result 3.1 iteratively we get that Cν is a face of C1 which, by Lemma 3.3, is a face
of C0. Proposition 3.2 says that C0 is a face of N(P). Again applying Result 3.1, we
get that Cν is a face of N(P).
Let us denote by X0 the unique element of A1ν and let X1 be any vertex of A2. Then
the segment
{
tX0 + (1 − t)X1 : t ∈ [0, 1]
}
is an edge of the prism Cν . Since Cν is a
face of N(P), using Result 3.1 again, we get that the segment is also an edge of the
polytope N(P).
Claim. The edge
{
tX0 + (1− t)X1 : t ∈ [0, 1]
}
is integrally indecomposable.
To see this, suppose the edge is not integrally indecomposable. Then, by Result 1.2,
we get that gcd(X0 −X1) = gcd(X01, . . . , X0ν ,−X1(ν+1), . . . ,−X1n) = r 6= 1. This
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implies r divides
∑ν
i=1X0i and r divides
∑n−ν
j=1 , Xi(ν+j). Since
∑ν
i=1X0i = d(P1) and∑n−ν
j=1 Xi(ν+j) = d(P2), we have gcd(d(P1), d(P2)) divides r. This gives a contradiction.
Hence the edge is integrally indecomposable.
Now we claim that N(P) is integrally indecomposable. This is because if it is not
so then using Result 2.4 we see that the edge as described above will be integrally
decomposable. Since none of the zi’s divide P , from the ‘Irreducibility criterion’ P is
irreducible. 
3.2. Examples. In this subsection, we present a family of irreducible polynomials
using the sufficient condition given in this article.
Example 1. Let P1 ∈ C[z1, z2] be of the form
azn1 + bz
m
2 + cz
u
1 z
v
2 +
∑
cijz
i
1z
j
2
where a, b, c 6= 0. Let P2 ∈ C[z3, . . . , zn] be any nonconstant polynomial. Suppose that
un + mv 6= mn and czu1 z
v
2 is the only term that is accountable for the degree of P1.
Notice that (u, v) will be on the positive side of the line passing through (n, 0) and
(0, m), i.e., mu+nv > mn. To see this, suppose first that n ≥ m. We know u+ v > n.
So,
mu+ nv ≥ m(u+ v) > mn.
The other case could also be verified easily.
Suppose now for each (i, j) for which cij 6= 0, we have mi+nj ≥ mn, vi−(u−n)j ≤ vn,
and uj− (v−m)i ≤ mu. Then N(P1) will be a triangle with vertices (n, 0), (m, 0) and
(u, v). By Result 1.2 and Proposition 1.4, we see that P = P1 + P2 is irreducible if
gcd(m,n, u, v) = 1.
Example 2. Suppose we can rearrange the terms of P ∈ C[z1, . . . , zn] such that we
can write P = P1 + P2 where P1 can be written in the form P1 = Q1 +Q2 where Q1 ∈
C[z1] is a nonconstant polynomial of degree r and Q2 ∈ C[z2, . . . , zν ] is a nonconstant
polynomial of degree m. Observe that if gcd(r,m) = 1 then the method of the proof
of Theorem 1.3 implies that N(P1) is integrally indecomposable polytope. Hence by
Proposition 1.4, P will be irreducible for any nonconstant P2 ∈ C[zν+1, . . . , zn].
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