Abstract
Introduction and related works
The use of search engines for finding images such as Google, Yahoo, and Msn is becoming increasingly widespread. However, for many internet image search engines, it is difficult for users to make a decision as to which internet image search engine should be selected. It is obvious that the more effective the system is, the more it will offer satisfaction to the users. Therefore, retrieval effectiveness [1] , [2] , [3] , [4] becomes one of the most important parameters to measure the performance of web image retrieval systems [5] , [6] , [7] , [8] , [9] , [10] , [11] , [12] . As is widely accepted, the most commonly used performance measures are precision and recall, which is equivalent to positive predictive value and the sensitivity or true positive rate respectively in ROC analysis [10] , [13] , [14] , [15] , [16] , [17] , [18] , [19] , [20] , [21] , [25] , and to compute the sensitivity can be rather difficult as the total number of relevant images is not directly observable in such a potentially infinite repository. Many researchers have conducted studies to evaluate the retrieval effectiveness of web search engines. Ece Çakır et al. [7] described the retrieval effectiveness of image search engines based on various query topics. Fuat Uluç et al. [14] described the impact of the number of query words on image search engines. However, none of these studies describe how to estimate the total number of relevant images for the image search engines. All of them only view the first two pages of returned results. In the study by Sprink and Jansen [16] , data collected from Dogpile was analyzed and one of the findings was that the percentages of the users that viewed only the first page and those that viewed only the first two pages of document search results were about 71% and 15.8% respectively. Although many studies used recall as the measure to evaluate the image search engines, not many papers work on the estimation of the number of relevant images and the distribution of the number of relevant images in inexhaustible results. An algorithm called sample-resample is presented in by Si and Callan [15] ; in environments containing resource descriptions already created by query-based sampling, the sampleresample method uses several additional queries to provide an estimate of the database size. If the database size has been known, the distribution of relevant images would be able to estimate.
In our paper, we model the probabilistic behaviour of the distribution of relevant images among the returned results and design a set of benchmarks to evaluate the performance of some widespread internet image search engines. In the next section, experimental queries design, time series models [23] , [24] which include moving average and exponential smoothing model, and evaluation measurements will be introduced. The experimental results and the validation of the models will be discussed in section 3. Finally we summarize our works, and present some directions for future work in the last section.
Methodology and queries design
Image search engines tend to return a large number of images which the engines consider to be relevant, and such pool of results generally is very large and may be regarded to be effectively inexhaustible. While the images are presented as relevant, it is normally true that many of them are actually irrelevant, and that the distribution of relevant images over the returned results is non-uniform.
To predict the relevance for individual images is generally difficult since it only takes on binary values and therefore tends to oscillate randomly between relevance and irrelevance with little noticeable trend. Increasing the range of possible values will be necessary to enhance the ability for prediction, and it is advantageous to accumulate the aggregate relevance for larger groups of images in a sequential manner. Our approach will involve appropriately grouping the random binary sequence into non-overlapping groups and convert it into a form which makes them more amenable for prediction. Therefore, for simplicity we place them in groups 20 since most image search engines return 20 images in a page by default. In a sequential manner, such aggregate relevance for large groups of images can be displayed as a time series {X 0 , X 1 , X 2 ,…, X J }, and is given by the formula
Where X J denotes the aggregate relevance of all the images in page J; I J k signify the relevance of an image, with 1 indicating the k th image in page J is relevant and 0 indicating the k th image in page J is irrelevant.
1. Experimental Queries
We have designed a set of benchmark queries to gauge the performance of different internet image search engines, of which 70% are provided by the authors and 30% are the popular search suggestion terms observed from Google when a user submits a keyword. 70% queries consist of one-word, twoword and three-word queries, representing a range of user interests. While 30% queries consists of the popular suggestive terms with the least returned results and suggestive queries with the largest returned results what Google shows in the drop-down menu. The same set of queries is applied uniformly across all image search engines to calibrate and compare their performance. The list of queries is shown in Table 1 . The measured empirical values X J are averaged over all the benchmark queries. It is expected that the characteristic parameters for the different time series models will be different for different image search engines. We make use of moving average and exponential smoothing in time series analysis to evaluate the behavioral pattern of the search performance.
Google, Yahoo and Msn are selected as the testing image search engines. This because from [22] , the total market share of Google, Yahoo and Msn are 90.2%, namely, Google [26] , Yahoo [27] , and Msn [28] has market shares of 64%, 16.3%, and 9.9% respectively.
♦ Google (www.google.com) ♦ Yahoo (www.yahoo.com) ♦ Msn (www.bing.com) (new msn image search engine)
Time series models
People are always trying to reduce uncertainty and make better estimates of what will happen in the future. Here, in order to evaluate the performance of image search engines, we will use various time series models to estimate the number of relevant images for image search engines. In other words, we will investigate the relationship of the number of relevant images and page number for image search engines. Time series forecasting is the use of a model to forecast future events based solely on known past events, namely to predict data points before they are measured. As we know, moving averages and exponential smoothing are the common quantitative techniques used to forecast future events based on past events. 
1. Moving average
Moving average can be used when the data points are relatively steady over time. The next forecast is the average of the most recent n data values from the time series. This method tends to smooth out short-term irregularities and highlight long-term trends in the data series. Mathematically, the formula can be displayed as follows:
Where F t+1 = forecast for time period t + 1; Y t = actual value in time period t; n= number of periods to average. Thus, by validate the experimental results and the value of Mean Absolute Deviation (MAD), we would be able to investigate the distribution of the aggregate relevance of images and to determine the appropriate number of periods to be averaged.
Exponential smoothing
Letting the returned page numbers be indicated by t, then the set of cumulative relevance may be represented by {x t }, and the set of estimated cumulative relevance represented as {s t }. α = smoothing constant (0 < α < 1);
x t = pervious period's actual demand.
In our experiment, we do not know what the smoothing constant α is. Therefore, we will validate the results and select the best smoothing constant α that results in the lowest mean absolute deviation, since selecting an appropriate value for α is the key to obtain a good forecast. Four smoothing constants will be examined, α=0.2, α=0.4, α=0.6 and α=0.8. The models with α=0 or α=1 will not be examined, because of their weak forecasting ability. Moreover, the smoothing constants are not assigned too close, e.g. α=0.8 and α=0.9, which will make the value of MAD too close to validate the models. Thus by tracking this sequence {s t }, we would be able to determine the behaviour of the cumulative relevance and so to determine the appropriate smoothing factor, which will give an indication of the importance of the historical pages.
3. Performance measures
In image retrieval the most commonly used performance measures are precision and recall. Precision gives the ratio of the number of relevant images retrieved to the total number of irrelevant and relevant images retrieved. Here, precision ratios will be calculated for each page for each image search engine. Hence, the precision can be used to roughly see how scores of relevant images are distributed over their ranks.
Recall gives the ratio of the number of relevant images retrieved to the total number of relevant images in the database. As we know, measuring the recall presents a challenge because the number of relevant images in infinite database is hard to determine. In this paper, we shall mainly concentrate on precision.
Experimental results
In our experiments, a total of 100 queries are submitted to selected image search engines individually, and retrieval outputs of search engines are recorded. The images are evaluated on relevance, 1 indicates relevant and 0 indicates irrelevant. Based on Spink and Jansen's study [12] , evaluating the images in the first two pages is normally enough because most of users only review the first two pages, such a finding seems useful for the users who only want to find less than forty images.
However, it can not satisfy the users who want to search for more images. Therefore, based on the sample data we have recorded, the models should not be so limited here.
Moving average for image search engines
We scatter the actual data and forecast data of Google in Figure 1 . In this Figure, ' +' denotes the actual number of relevant images in a page for Google, 'o' indicates the forecast data by using 2-order moving average, and '*' denotes the forecast data using 3-order moving average. The Figure 1 shows that the forecast data are a little greater than the actual data. It indicates that the forecast error is less than 1 image; no matter we use 2-order moving average or 3-order moving average. Moreover, the 2-order moving average appears to be more accurate than the 3-order moving average. In the following paragraphs, we will validate the results using mean absolute deviation (MAD). most of the forecast data are close to the actual data both for 2-order moving average and 3-order moving average, especially for page 9 and page 10. However, for page 4, the forecast data is larger than actual data with over 1 image but less than 1.5 images using 2-order moving average model and with over 1.5 images using 3-order moving average model. To evaluate how well these two models could predict the number of relevant images for Yahoo, we will use the mean absolute deviation (MAD) to validate the models, and it will guide us to select the more accurate model.
The actual data and forecast data of Msn are also scattered in Figure 3 . In this Figure, '+' denotes the actual number of relevant images in a page for Msn, 'o' indicates the forecast data by using 2-order moving average, and '*' denotes the forecast data using 3-order moving average. The forecast data seems close to the actual data for most pages except page 4. In Figure 3 , it also indicates that the 2-order moving average model gives a better prediction results than the 3-order-moving average model gives. Thus, from Figure 3 , we prefer 2-order moving average model to 3-order moving average.
Mathematically, we will evaluate the experimental results by using measurement MAD so that we are able to select a better forecast model. In order to determine the better model, we display the value of mean absolute deviation in the following Table. From Table 2 , the 2-order moving average model could forecast the number of relevant images per page more accurately with MAD 0.5, 0.5, 0.7 respectively for Google, Yahoo and Msn, while the MAD for the 3-order moving average model are 0.7, 0.6, 0.9 respectively for Google, Yahoo and Msn. Based on the value of MAD, 2-order moving average model appears to be more accurate than 3-order moving average model in our experiments. Therefore, we will select the 2-order moving average model to forecast the number of relevant images for image search engines rather than the 3-order moving average model. Figure, ' +' denotes the actual number of relevant images in a page for Google, 'o' indicates the forecast data when smoothing factor is equal to 0.2, '*' denotes the forecast data with α equal to 0.4, 'x' indicates forecast data with α equal to 0.6 and '□' denotes forecast data with α=0.8. Figure 4 shows that the larger the smoothing factor, the closer the forecast data to actual data. Therefore, the exponential smoothing model with smoothing factor α=0.8 is preferred, because it gives the most accurate forecast. Figure 5 displays the actual data and forecast data with different smoothing factors for Yahoo. In Figure 5 , the exponential smoothing model with α=0.2 has weak prediction strength, which most of forecast errors are larger than 1 image; while when the constant is equal to 0.8, the model could obtain the best forecast results. However, with moving average, the difference between forecast result and actual result in page 4 is obvious, even larger than 1.5 images. Whether the exponential smoothing model is able to forecast the number of relevant images well, we will validate it mathematically based on the mean absolute deviation. In Figure 6 , different signs also denote different forecast data for Msn. The exponential smoothing model with α=0.8 gives better forecast results, with the difference between forecast data and actual data less than 0.5 image per page. And it is obvious that the difference between forecast data and actual data when smoothing constant α=0.2, α=0.4 and α=0.6 are larger than that when α=0.8. From this figure, α=0.8 produces a better forecast. Their accuracy can be compared using the mean absolute deviation.
In Table 3 , four values of the smoothing constant α are examined, α=0.2, α=0.4, α=0.6 and α=0.8. To evaluate the accuracy of each smoothing constant, we compute the MAD. On basis of this analysis, the smoothing constant of α=0.8 is preferred to α=0.2, α=0.4 and α=0.6. Because the value of MAD is the smallest when the value of smoothing constant α is equal to 0.8, this indicates that the exponential smoothing model with α=0.8 is working well in prediction. Therefore, we will choose the exponential smoothing model whose smoothing constant is equal to 0.8 for Google. Table 4 shows a comparison of the calculations for the exponentially smoothed forecasts using constants of α=0.2, α=0.4, α=0.6 and α=0.8, where the value of MAD decreases as the value of α increases. The exponential model with smoothing constant α=0.8 appears to be more accurate because of its smallest value of MAD. Thus, we choose the exponential smoothing model with smoothing constant α=0.8, because it is able to give us better forecast results. In Table 5 , we can see that the closer the value of α to 1, the smaller the value of MAD. When compared to actual data, the 0.8 smoothing constant appears to do a better job. On the basis of forecast error, the 0.8 constant is better also. Therefore, we choose the exponential smoothing model with smoothing constant α=0.8 since it give better results for Msn. 
4. Accuracy test for different models
A total of 9 queries consisting of one-word, two-word and three-word queries are used to test the forecast model. The Mean Absolute Deviation (MAD) is used to measure the accuracy.
The MAD is a common measure of forecast error in time series analysis. It can be used to determine which forecasting method is more accurate. MAD is a quantity used to measure how close forecasts or predictions are to the eventual outcomes. As we know, the smaller the value of MAD the better the model is. Table 6 shows us the results for different models and different image search engines. According to Table 6 , the values of MAD are 0.7, 0.9 and 1.1 for Google, Yahoo and Msn respectively when we use exponential smoothing model to forecast the number of relevant images. These values are the smallest among all the time series models so that the exponential smoothing model is more accurate in forecasting the number of relevant images. The 2-order moving average model comes second, the values of MAD are a little larger than those that the exponential smoothing models provide, which are 1.1, 1.0 and 1.3 respectively for Google, Yahoo and Msn. Therefore, the exponential smoothing model with smoothing constant α=0.8 is preferred to 2-order moving average, because it could provide a more accurate forecast results. Hence, we can conclude that such models are able to give good and robust prediction of image search performance. 
Conclusion
Most image search engines return a large collection of images which the engines regard as relevant, but actually, quite a proportion of images are not relevant in such a large pool of results. To predict the distribution of relevant images over the returned results for image search engine, we design a set of benchmark queries and develop time series models to allow their behavioral properties to be represented. We find that the time series models are able to provide relatively accurate and useful prediction of search behaviour especially the exponential smoothing model which represents stronger forecast strength. Consequently, the results of this research will have a direct bearing on future search engine design to provide informative guidance to users on the retrieval of relevant images, and allow the users to optimize their strategy in the recovery and discovery of images.
