Instruments flown on CubeSats are small. Meaningful applications of CubeSats in astronomical observations rely on the choice of a particular subject that is feasible for CubeSats. Here we report the result of a feasibility study for observing gamma-ray polarization from Cygnus X-1 using a small Compton polarimeter on board a 3U CubeSat. Silicon detectors and cerium bromide scintillators were employed in the instrument models that we discussed in this study. Through Monte Carlo simulations with Geant4-based MEGALib package, we found that, with 10-Ms observation time in a low earth orbit, the minimum detectable polarization degree can be lower than 10% in 100 -250 keV, 20% in 250 -400 keV, and 65% in 400 -2000 keV, if the instrument trigger energy threshold is set at 40 keV. A 3U CubeSat dedicated to observing Cygnus X-1 can therefore yield useful information on the polarization state of gamma-ray emissions from the brightest persistent X-ray black-hole binary in the sky.
INTRODUCTION
Because of much lower cost and much shorter developing cycle than traditional space missions with larger satellites, CubeSat missions have been blooming in recent years. A unified specification for the bus is forming. According to CubeSat Design Specification (CDS, http://www.cubesat.org ), one unit of CubeSat (1U) is 10 cm × 10 cm × 11.35 cm in size and weighs about 0.8 -1.3 kg. A CubeSat can be a combination of several units. CubeSats have been utilized in many different fields, including astronomy and astrophysics (Shkolnik 2018 ). An MeV telescope on a CubeSat has also been discussed in the literature (Lucchetta et al. 2017; Rando et al. 2019) .
Cygnus X-1 (Cyg X-1) is the brightest persistent Xray black-hole binary (BHB) in the sky. Its black hole mass is estimated to be about 15 M and the companion is a supergiant star of more than 20 M (Ziolkowski 2014) . In X-ray and soft gamma-ray bands, its emission mainly consists of a thermal component below about 10 keV, a Comptonization component between 10 keV and several hundred keV, and another power-law component (sometimes undetected during the soft state) at even higher energy. The low energy thermal one is believed to come from the accretion disk and the Comptonization one is due to the reprocessing of photons from the disk by higher-energy particles in certain Compton clouds. Reflection of these reprocessed (Comptonized) photons from the Compton clouds by the accretion disk is often needed to better understand the spectrum in this energy range. Based on measurements of IBIS and SPI on board INTEGRAL, the high-energy power-law component was reported to show high degree of linear polarization (Laurent et al. 2011; Jourdain et al. 2012; Rodriguez et al. 2015) , which implies a magnetic field strength stronger than the equipartition value in the jet, if the emission is due to synchrotron radiation from the arXiv:1911.12958v1 [astro-ph.IM] 29 Nov 2019 jet (Zdziarski et al. 2014) . The emission between 250 -400 keV, which contains Comptonized photons (plus reflection) and some contribution from the jet, has a somewhat smaller polarization degree of (40 ± 10)%, based on SPI measurement (Jourdain et al. 2012 ), but undetected by IBIS with a 20% upper limit. At even lower energies, SPI reported a 20% upper limit for 130 -230 keV (Jourdain et al. 2012) and PoGO+ gave an 8.6% upper limit for 20 -180 keV (Chauvin et al. 2018) , which argues for an extended, rather than compact, Compton cloud region (Chauvin et al. 2018 (Chauvin et al. , 2019 .
In view of scientific importance of measuring polarization states of soft gamma-ray emissions from Cyg X-1, we propose to build a small Compton polarimeter to fly on a 3U CubeSat. In this paper we report the result of the feasibility of such a concept, based on simulations using MEGAlib (Zoglauer et al. 2008) . We describe instrument models in Section 2, their performance in Section 3, and the expected minimum detectable polarization (MDP) in Section 4.
INSTRUMENT MODELS
In our previous study, a whole bulk of CeBr 3 scintillator crystal was used in the instrument model (Chang et al. 2019) . Although scattering location in the bulk can be determined to an accuracy of 3 mm or so (Gostojic et al. 2016) , multiple scatterings in a single bulk cannot be separated and therefore will result in improper Compton event reconstruction. Using an array of bar scintillators, with each bar having a cross section size of 3 mm × 3 mm, can improve this issue. We found that the detector efficiency can be increased by a factor of 5 or so if a bar array is used.
With the replacement of a bulk scintillator by a barshape scintillator array, we found that the MDP of observing Cyg X-1 in LEO with the instrument of the size described in Chang et al. (2019) is not low enough. Since it is possible for a 3U CubeSat to accommodate an instrument about four times larger than that, we therefore consider a larger instrument in this study.
In Chang et al. (2019) , the spacing between each layer of detectors was set at 1 cm. We found that a smaller spacing yields better efficiency and MDP, although the angular resolution measure (ARM) distribution becomes wider. Since Cyg X-1 overwhelmingly dominates in brightness in the energy range that we are interested in (100 -2000 keV) and our purpose is not for an imaging observation, we consider now instrument models with that spacing as small as possible.
We consider six models, with two in a group. Models 1-1 and 1-2 consist of four layers of double-sided silicon strip detectors (DSSDs) on the top as the scatter and a 12-mm-thick cerium bromide (CeBr 3 ) scintillator array at the bottom as the absorber. Each scintillator crystal is 3 mm × 3 mm × 12 mm in size and is wrapped with teflon on its top and four lateral sides. It is a 16 × 16 array, which can be readout from the bottom by four SiPMs, each with 8 × 8 readout channels of corresponding size (3 mm × 3 mm) for one channel. There is a 0.2 mm spacing between scintillator bars and between SiPM channels. The width of each electrode strip on DSSD is 3 mm. There are 16 strips on one side, also with 0.2 mm space between adjacent strips. The DSSD thickness is 0.5 mm for Model 1-1 and 2 mm for Model 1-2. The space between layers is 3 mm. These models are shown in Figure 1 The thickness, i.e., the length of each scintillator bar, is 12 mm in Models 1-1 and 1-2. It sets the spacial resolution in the detector volume for that direction to be worse than the other two directions. It affects the Compton event reconstruction accuracy. Besides, the total thickness of DSSD considered in Models 1-1 and 1-2 seems small so that many detected photons in fact only produce hits in the scintillator array (90% for Model 1-1, 75% for Model 1-2 if the triggering energy threshold is set at 40 keV). In the other models, therefore, we use scintillator arrays only. These arrays are similar to that in Models 1-1 and 1-2, but with different thickness. In Models 2-1 and 2-2, two 6-mm-thick CeBr 3 arrays are used. The same SiPM described in Models 1-1 and 1-2 is used for readout. In Model 2-1, the top CeBr 3 array is readout from the top so that the space between these two array layers can be minimized. In Model 2-2, the two layers are both readout from the bottom with a 3-mm space between the two layers to allow the SiPM installation. Similar philosophy is applied to Model 3-1 and Model 3-2, both of which consist of 4 layers of 3-mm-thick CeBr 3 arrays. These models are all shown in Figure 2 .
INSTRUMENT PERFORMANCE
Throughout this study, we consider a higher trigger energy threshold at 40 keV and a lower one at 5 keV. The actual threshold value will be determined when the instrument is built with all the readout electronics ready. We use Medium Energy Gamma-ray Astronomy Library (MEGAlib) (Zoglauer et al. 2008 ) for all the simulations and analysis.
Detector Compton efficiency
To study the on-axis detector Compton efficiency, we use input photon fluxes at different energies injected from the top in the simulation. The efficiency is defined as the ratio of the number of 'useful' Compton events to the total number of photons passing through detectors. To find useful events among all the triggered ones, we exclude single-hit events, since they cannot be used for Compton reconstruction. Events that have three or more hits in one single DSSD are also excluded, since the localization of hits through cross strips brings too much confusion for such cases. These two types of events can be recognized by readout electronics and therefore can be rejected on board to reduce telemetry loading if desired. Events with pair-production hits are excluded for the reason of improper event reconstruction. We then further exclude events with eight or more hits and those which are un-reconstructable because of incompatible kinematics in the reconstruction attempt.
For the efficiency discussed here, we apply an energy cut, that is, we consider only those events with reconstructed energy within 3-σ range from the photopeak, where σ is the standard deviation determined from a Gaussian fit. We also apply an earth-horizon cut to exclude those events whose Compton cones are more than 50% below the earth horizon. The on-axis efficiency of the six models is shown in Figure 3 . Although the difference is not really large, we can see that Model 2-1 has the highest efficiency at all the energies except for the case of 5-keV threshold where Model 1-2 has higher efficiency at energies lower than 200 keV. This is because silicon detectors are more opaque to lower-energy photons and the energy transferred to the recoiled electrons is usually smaller. A lower triggering energy threshold therefore revives those Compton events with low energy hits in DSSDs.
We also see that the efficiency of all the six models is higher than that of COMPTEL in the energy range from 1.5 MeV to 3 MeV. In our instrument models, the acceptance angle, i.e., the range of scattering angles within which photons will not straightforwardly fly out of the detector volume, is larger than COMPTEL's. There are multiple scattering events in our models, while COMP-TEL essentially only picks up two-hit events. Roughly speaking, about half of the Compton events detected in our models are with three hits or more. Besides, the spatial resolution in the detector volume is much smaller than COMPTEL's. All these factors help to yield more events with successful Compton event reconstruction and therefore the Compton efficiency is enhanced. The instruments considered here, however, are small. Their capability to catch photons of higher energies is thus worse than COMPTEL. 
The shield
We employ the LEO radiation background model incorporated in MEGAlib for our simulation. In order to shield out most of the background, in particular the large number of low energy photons from the earth atmosphere, we use a 1-mm-thick 20-cm-long square tube made of lead to enclose the detectors from the four lateral sides and the bottom, as shown in Figure 2 . This choice is based on our previous study (Chang et al. 2019) , which indicates that such a shield can significantly reduce the number of triggered events, presumably low energy events in the background, with a modest weight. In that study, the instrument is only one quarter of the ones discussed in this paper. We therefore conducted new simulations using Model 1-2 and obtained results similar to that presented in Table 1 of Chang et al. (2019) . For the current instrument model, this 1-mm-thick Pb shield leads to a reduction in the total number of triggered events down to about 20% of that without the shield for the case of 40-keV threshold and to 6.3% for 5-keV threshold.
This shield in fact works only for photons of energy lower than about 300 keV. It is almost transparent for photons beyond about 600 keV, as shown in Figure 4 , in which the zenith-angle-dependent effective area is plotted for different energies. The function of this shield is therefore only to reduce low-energy background events. From Figure 4 , one can see that the FoV is about 30
• in diameter for energy lower than 300 keV. On the other hand, Cyg X-1 is persistent and so bright at energies higher than 100 keV that other sources (e.g. Cyg X-3 and GRS 1915+105 are about 10
• and 25
• away, respectively) may contaminate the measurement only at the level of 10% or so (Bouchet et al. 2008; Petry et al. 2009 ). V404 Cyg, which is about 5
• away from Cyg X-1, may be much brighter than Cyg X-1 during its outburst, but that is only for a short period of time. Besides, the transparency of this shield at high energy may also allow this instrument to act as a high-energy transient monitor. Although it has only a limited localization capability, which will be studied in more details in a future work, a constellation of such CubeSats may achieve good localization with the arrival-time-difference method.
Data rate in LEO and source detection
For estimating telemetry demand of the payload, we derive the data rate from simulation with the LEO radiation background. To reduce the telemetry loading, on board rejection described in Subsection 3.1 is adopted. • -20
• is due to the longer path in the shield for photons coming from that direction.
The data rates (actually, event rates) for all the models are listed in Table 1 . About half of the events, depending on energy, are two-hit events. Others have three hits or more. It depends on future definition of data format to determine the data size. Roughly speaking, assuming 10 event/sec and 20 bite/event, science data from the instrument will be about 20 MB per day. Of course this counts only the science data. The whole data volume will be significantly larger when housekeeping data is included.
In Table 1 , the source rate is derived from simulations with the Cyg X-1 spectrum (Laurent et al. 2011) as the input from the zenith. It includes only those events the same as in the consideration of detector efficiency in Section 3.1, but without energy cut around the photopeak. Since the source is dim compared with the background, simulations of a much longer observation time than the background case are required. The background rate is derived from simulations with the LEO radiation background incorporated in MEGAlib. Its event selection criteria are the same as that in deriving the source rate, but pair-production events are included since they cannot be recognized in the measured data. Both the source and background rates are with a 50% earth horizon cut and we consider only those photons in the energy range from 100 keV to 2 MeV. We can see from Table 1 , in fact, one day observation can already yield a source detection at about 10-σ level. For polarization measurement, of course, longer observation time is needed. For the 5-keV threshold case for which we consider photons from 20 keV to 2 MeV, results are similar to Table 1 , with all the numbers increasing a little bit (at most only up to 30%), except that the source rate increases roughly by a factor of 3.
MINIMUM DETECTABLE POLARIZATION (MDP)
Compton scattering is polarization dependent (e.g., Lei, Dean & Hills (1997) ). The probability density function of scattering into a particular azimuthal direction η goes like (e.g., Lowell et al. (2017) )
where the amplitude A, offset B, and the polarization angle η 0 are parameters to fit the measured azimuthal scattering angle distribution (ASAD). The modulation factor µ, defined as A/B, can be compared with that of an assumed 100% linearly polarized photon beam, usually denoted as µ 100 , to estimate the polarization degree. Before using Eq.(1) to fit an ASAD, one should subtract the background ASAD for cases of real measurements and divide the background-subtracted ASAD by a mean-scaled ASAD of an assumed totally unpolarized source. The ASAD of both totally polarized and unpolarized sources are obtained from simulations with proper settings. The smallest polarization fraction which can be detected for a given source count rate R S , background count rate R B , and observation time T , is described by the minimum detectable polarization (MDP) (Weisskopf, Elsner & O'Dell 2010) :
where the factor 4.29 corresponds to a confidence level of 99%, and C S and C B are the total counts from the source and the background, respectively. We use Eq.(2) to derive MDP with µ 100 , C S and C B obtained from simulations for different instrument models in different energy ranges. Note-Data, source (Src) and background (Bkg) rates are all in units of event/s. See the main text for event selection criteria for these rates. The detection signal-to-noise ratio (S/N) with 1 Ms observation is very significant for all the models. Here shows only the case of 40-keV threshold, and the energy range of selected photons is from 100 keV to 2 MeV.
In the discussion about the source rate and background rate in Section 3.3, we apply only a 50% earth horizon cut but not any ARM cut for event selection. It is in fact not yet really optimized, although the detection significance is already quite high. In exploring MDP, we check ARM cut at several different angles to find the optimal one. Shown in Figure 5 is the MDP in the energy bands of 100 -250 keV, 250 -400 keV, and 450 -2000 keV for a 10-Ms observation. The upper panels are with the 40-keV triggering energy threshold and the lower ones 5 keV. We can see in the upper panels that Model 2-1 can achieve the lowest MDP in these three energy bands, except that Model 1-2 is somewhat better (lower MDP) in 400 -2000 keV. The corresponding lowest MDP is about 8.5% in 100 -250 keV, 18.5% in 250 -400 keV, and 65% in 400 -2000 keV for Model 2-1.
In the lower panels, with a low threshold at 5 keV, Model 1-2 becomes the best, in particular in low-energy bands. This is because silicon detectors are more sensitive to low-energy events and also inclined to produce low-energy hits in the Compton scattering sequence. The MDP is similar to that in the upper panels for 250 -400 keV and 400 -2000 keV, but goes down to 3.5% for 100 -250 keV. This can be understood from the higher efficiency of Model 1-2 shown in Figure 3 and the larger number of photons at low energy. With this low energy threshold, it is possible to discuss the MDP in 20 -100 keV, in which Model 1-2 can achieve an MDP about 3% (Figure 6 ) for an ARM cut at 45
• .
DISCUSSION
As we presented in the above, MDP lower than the currently measured polarization degree or upper limits thereof can be achieved with the model concept described in this paper, in particular with Model 1-2 and Model 2-1, for a 10-Ms observation time. If the CubeSat life time can be one year or longer, MDP can be even lower. For the lower-energy bands, if the triggering energy threshold can be pushed down to 5 keV, the MDP (3% for 20 -100 keV and 3.5% for 100 -250 keV) is much lower than the current upper limits. Polarization measurement in these energy bands will bring strong constraints to theoretical models for hard X-ray emissions from Cyg X-1. For photon energy lower than 100 keV, however, because of the large field of view (see Figure 4) , contamination from other sources can be at the level of 25% or so, while that for energy higher than 100 keV is roughly about 10% (Bouchet et al. 2008; Petry et al. 2009 ).
Although Model 2-1 looks promising, it requires more readout channels than Model 1-2. More precisely speaking, Models 1-1 and 1-2 have 384 readout channels (plus 8 from guard rings), Models 2-1 and 2-2 have 512 channels, and Models 3-1 and 3-2 have 1024. Assuming less than 1 mW power consumption for each channel, these models demand a power of less than 1 W. This is manageable for a CubeSat. Model 1-2 may require too high a voltage for its 2-mm-thick DSSD. The MDP of Model 1-1, whose DSSD is 0.5-mm thick, can be used to set the range of the change in MDP when a DSSD thinner than 2 mm is employed in the instrument. Besides pointing to Cyg X-1 whenever possible, the CubeSat should also rotate slowly along the axis of line of sight to eliminate possible systematic bias in azimuthal scattering angle measurement.
This instrument could also be useful for measuring polarization of soft gamma-ray emissions from the Crab nebula and its pulsar. We will explore this possibility, as well as its performance of acting as a GRB monitor, either standing alone or in a constellation, in a future work. Figure 6 . The MDP in 20 -100 keV at different ARM cut for the six models. The triggering energy threshold is set at 5 keV.
