We describe a data reduction pipeline for VLBI astrometric observations of pulsars, implemented using the ParselTongue AIPS interface. The pipeline performs calibration (including ionosphere modeling), phase referencing with proper accounting of reference source structure, amplitude corrections for pulsar scintillation, and position fitting to yield the position, proper motion and parallax. The optimal data weighting scheme to minimize the total error budget of a parallax fit, and how this scheme varies with pulsar parameters such as flux density, is also investigated. The robustness of the techniques employed are demonstrated with the presentation of the first results from a two year astrometry program using the Australian Long Baseline Array (LBA). The parallax of PSR J1559-4438 is determined to be π = 0.384 ± 0.081 mas (1σ), resulting in a distance estimate of 2600 pc which is consistent with earlier DM and HI absorption estimates.
Introduction
Accurate, model independent distances to pulsars are, like many astronomical distance measurements, highly prized but difficult to obtain. The dispersion measure (DM) of a pulsar indicates the integrated column density of free electrons between the observer and the pulsar, and can be used in conjunction with Galactic electron distribution models to estimate -2 -pulsar distances, but this approach suffers from considerable uncertainty when the electron distribution model is poorly understood, such as at high Galactic latitudes. Timing residuals for millisecond pulsars (MSPs) can be used to determine parallax and proper motion (e.g. Hotan et al. 2006 ), but only for the very limited subset of pulsars with extremely accurate timing solutions. VLBI astrometry offers a means to directly measure the parallaxes and proper motions of nearby pulsars.
By obtaining an independent pulsar distance estimate, a pulsar DM can be used to determine the average electron density along the line of sight; an ensemble of such measurements can be used to improve electron distribution models. Whilst several recent large pulsar parallax programs have significantly increased the number of known VLBI parallaxes (e.g. Chatterjee et al. 2004) , to date very few VLBI parallaxes have been obtained for southern pulsars, due to the bias of VLBI facilities towards the Northern Hemisphere. As such, models of Galactic electron distributions are more uncertain at far southern declinations.
Furthermore, binary pulsars offer the opportunity to make exceedingly precise tests of gravitational theories, since relativistic effects contribute to the observed rate of change of binary period (Ṗ b ), which can be measured very precisely in systems with a stable pulsar. However, kinematic effects (Shklovskii 1970 ) also contribute toṖ b , and can only be accurately subtracted to obtainṖ b due to General Relativity (GR) if the pulsar distance and transverse velocity are accurately known. The effect scales with the square of proper motion, and hence is typically largest for nearby pulsars, where VLBI measurements of parallax are most feasible. Since the uncertainty of a DM-based distance estimate is large for any individual pulsar, a reliable estimate of the error on derived GR quantities requires a direct distance determination. Similarly, luminosities for individual pulsars based on DM-inferred distances are questionable, so deriving accurate an accurate luminosity for any individual pulsar generally requires an independent confirmation of distance.
In this paper, we describe our target selection policy in §2, and the observations undertaken in §3. The data reduction pipeline is described in §4, and we present the results of PSR J1559-4438 in §6. We analyse the optimum visibility weighting scheme to use for VLBI astrometry in §7, and the magnitudes of different sources of systematic errors are investigated in §8. Our conclusions are presented in §9.
Target selection
Our observational program encompassed 8 pulsars, listed in Table 1 . Previous Southern Hemisphere VLBI pulsar astrometry programs (Dodson et al. 2003; Legge 2002; Bailes et al. 1990 ) have yielded only two published pulsar parallaxes, so one of our primary motivations was to increase the number of southern VLBI parallaxes and hence improve models of Galactic electron distributions at southern declinations. Additionally, as this is the first such large scale southern parallax study, we chose to target pulsars of varying brightness and predicted distance to determine the types of targets that would be feasible for future southern VLBI studies.
In this paper we present results for the bright pulsar J1559-4438. As an isolated pulsar with a characteristic age of 4 Myr and DM distance of 2.35 kpc, J1559-438 is unremarkable, but as it provides the highest signal to noise detections of our target pulsars, and suffers most heavily from scintillation, it provides the clearest example of the techniques which we will apply to the data reduction of the remaining pulsars. PSR J2048-1616 was included as a second "technique check" source and those results will be presented in a future publication.
The remaining targets can be broadly divided into two scientific categories: binary pulsars used for tests of GR and gravitational wave detection (J0437-4715, J0737-3039A/B and J2145-0750), and pulsars with unusual DM-based luminosity in the radio (low luminosity pulsars J0108-1431 and J2144-3933) or x-ray (J0630-3834, whose x-ray luminosity is anomalously high). Each group will be the subject of a forthcoming analysis.
Observations
Eight observational epochs were spread over a two year period between May 2006 and February 2008. Epochs were typically 24 hours in duration, and observed a subset of the 8 pulsars, depending on which were closest to parallax extrema. The observing frequency was centred on 1400 MHz for the first observation, and 1650 MHz for the remaining 7 observations. PSR J0437-4715 was observed separately, with four epochs of 12 hours duration, centred on 8400 MHz. Observations at this higher frequency were made possible by the high flux and narrow pulse profile of PSR J0437-4715 . Dual circular polarization was used at all frequencies.
The Australian Long Baseline Array (LBA) consists of six antennas -the Australia Telescope National Facility (ATNF) telescopes in New South Wales (Parkes, Australia Telescope Compact Array [ATCA], Mopra); the University of Tasmania telescopes at Hobart, Tasmania and Ceduna, South Australia; and the NASA DSN facility at Tidbinbilla, Australian Capital Territory. The Parkes, phased ATCA, Mopra, and Hobart telescopes participated in all experiments, but a Tidbinbilla antenna (70m or 34m) was used only when available, and Ceduna participated in observations of J0437-4715 only 1 . The maximum baseline length with Ceduna is 1700 km, and without Ceduna is 1400 km. Representative uv coverage at 1650 MHz and 8400 MHz is shown below in Figure 1 .
All observations used the recently introduced LBADR disk-based recording system (Phillips et al., in preparation) . At the three ATNF observatories, the presence of two Data Acquisition System (DAS) units allowed a recording rate of 512 Mbps (8 × 16 MHz bands, Nyquist sampled at 2 bits), while the non-ATNF stations recorded at 256 Mbps (4 × 16 MHz bands). For epochs where dual-polarization feeds were available at all antennas, two frequency bands were dropped at the non-ATNF stations, but as some of the NASA DSN feeds are single polarization only, 1650 MHz epochs featuring the 70m NASA antenna and 8400 MHz epochs featuring the 34m NASA antenna instead retained a single polarization of all frequency bands.
A phase reference cycle time of six minutes, apportioned equally to target and calibrator, was used for all observations. As the LBA consists of disparate antennas ranging up to 70m in diameter (and, when phased, the ATCA has an equivalent diameter of hundreds of metres for the purposes of calculating field of view), it was not possible to utilise in-beam calibrators for any sources, unlike recent pulsar astrometric programs using the VLBA (Chatterjee et al. 2001 (Chatterjee et al. , 2005 .
The data were correlated using matched filtering on pulse profiles with the DiFX software correlator (Deller et al. 2007 ), producing RPFITS 2 format visibility data. Matched pulse profile filters (a more advanced pulsar 'gate') allow the maximum recovery of signal to noise when observing pulsars, by dividing the pulse into bins and appropriately weighting each bin by the expected signal strength before summation. Table 1 shows the predicted gain due to pulse profile filtering for each target source. Pulsar ephemerides were obtained using the ATNF Pulsar Catalogue (Manchester et al. 2005) , with the exception of the double pulsar J0737-3039, which was periodically updated with the latest published ephemeris. Two second integrations and 64 spectral points per 16 MHz band were used for all observations.
Data reduction
Data reduction was performed principally in AIPS 3 , using the python interface ParselTongue (Kettenis et al. 2006) . The DIFMAP package (Shepherd 1997 ) was used for imaging and self calibration. The data reduction was implemented as a pipeline, with user interaction for imaging, editing of solution tables, and visibility flagging. All scripts used in the data reduction process are available at http://astronomy.swin.edu.au/~adeller/software/scripts/. The individual stages of the pipeline are described below.
Amplitude and weight calibration and flagging
Amplitude calibration using the measured telescope system temperatures was carried out using the AIPS tasks APCAL and ANTAB. Flagging based on predicted or (when available) logged telescope off-source times due to slewing or failures was applied using UVFLG, while the first and last 10 seconds of every scan was excised with the task QUACK. For the ATCA, the tied array infrastructure required flagging the first 3 correlator integrations (30 seconds) of each scan with QUACK. The weight of each visibility point, which is set to a constant value when the RPFITS format data is loaded into AIPS, was initially scaled by the predicted baseline sensitivity using a ParselTongue script. The effect of data weighting is investigated further in §6.3.
Geometric model and ionospheric corrections
At the low frequencies which are generally used for pulsar astrometry, ionospheric variations usually make the dominant contribution to systematic error (see e.g. Brisken et al. 2002) . Using ionospheric models based on Global Position System (GPS) data provided by the NASA Jet Propulsion Laboratory 4 , we corrected for phase variations due to the ionosphere using the task TECOR. This observing program roughly coincided with the solar minimum of 2006, and consequently the ionospheric variations were generally at a minimum.
Total Electron Content (TEC) models suffer at southern declinations due to the relatively sparse distribution of GPS receivers at southern latitudes. Consequently, the derived ionospheric corrections are much less reliable for the LBA than for similar Northern Hemisphere instruments. The dispersive delay corrections generated by TECOR were inspected for each epoch, and the effectiveness of different TEC maps is investigated in §6.2.
While the observational program was underway, considerably more accurate station positions were derived for several LBA antennas using archival geodetic observations and the OCCAM software (Titov, Tesmer & Boehm 2004) , a dedicated 22 GHz LBA geodetic experiment (Petrov et al., in preparation) and GPS measurements. Additionally, more accurate positions for some calibrators were published in the 5th VLBA Calibrator Survey (VCS5; Kovalev et al. 2007 ). The visibilities were corrected to account for the revised positions using an AIPS SN table generated with the Wizardry feature of ParselTongue, which stored the difference between the initial and corrected geometric models.
For some pulsars, their proper motions (> 100 mas yr −1 ) caused significant position shifts over the course of a 24 hour observation, comparable in some cases to the epoch positional accuracy. As the geometric model generation used in DiFX at the time of these observations could not account for proper motion, the visibility phases and uvw values were corrected in AIPS using a SN table generated by ParselTongue, interpolating between predicted postions for the pulsar at the start and end of the experiment.
Fringe-fitting and amplitude calibration refinement
Fringe fitting was performed using the AIPS task FRING, using a point source model, on the phase reference calibrator data for each target pulsar. Subsequently, a single structural model was produced for each calibrator using the combined datasets from all epochs. Each source was modeled using a dominant component (delta or narrow Gaussian) fixed at the phase center, and 0 -2 secondary components which were allowed to vary in position. The flux of all components was allowed to vary. Typically, the variation between epochs of secondary component(s) flux were < 1% of peak image flux. The solutions were applied to each calibrator and the data averaged in frequency, exported to disk and loaded into DIFMAP. The calibrator model was loaded and several iterations of self-calibration and modelfitting performed. The difmap 'modelfit' command uses the Levenberg-Marquardt least-squares minimisation algorithm to fit the free model parameters to the visibility points, incorporating the visibility weights. The self calibration corrections were then written to disk as an AIPS SN table using the 'cordump' patch to difmap 5 . Additionally, data points flagged in DIFMAP were collated in a Wizardry script and converted into a flag file suitable for the AIPS task UVFLG.
The amplitude corrections generated in this manner allowed compensation for imperfectly measured system temperature values, and were also applied to visibility weights. For bands which could not be self-calibrated, due to only being observed by the three ATNF antennas, a correction was estimated based on the nearest band with self calibration solutions of the same polarization. The self calibration solutions were loaded into AIPS using TBIN, and applied to the target pulsars using CLCAL.
The use of bandpass calibration was investigated but found to make insignificant difference to the fitted target position. The LBA Data Acquisition System (DAS) utilitizes digital filtering and typical bandpass phase ripple was < 2
• . When averaging in frequency, the lowest and highest 10% of the band was discarded and the central 80% of the band averaged with uniform weight assigned to each channel.
Pulsar scintillation correction
Nearby pulsars can suffer dramatic, and rapid, variations in visibility amplitude due to diffractive scintillation. The size of the scintillation pattern is typically much larger than the size of the Earth, and so the amplitude variations are essentially independent of baseline length. Maximal amplitude fluctuations (where the rms is equal to the mean flux) are seen for pulsars in the strong scattering regime (see e.g. Walker 1998), which can be predicted from Galactic electron distribution models. The NE2001 model (Cordes & Lazio 2002 ) predicts that strong scintillation should be observed for J0630-2834, J1559-4438, J2048-1616, J2144-3933 and J2145-0750. As an example, Figure 2a shows the variation of visibility amplitude with time for J1559-4438 on Tidbinbilla baselines over a 2 hour period. Observed scintillation parameters for target pulsars are shown in Table 2 . Assuming the material responsible for the scintillation is turbulent, with a Kolmogorov distribution, the scintillation time τ scint and scintillation bandwidth B scint can be scaled to the frequencies used in these observations with the relations τ scint ∝ ν 1.2 and B scint ∝ ν 4.4 (Cordes et al. 1986 ).
Left uncorrected, the variation in visibility amplitude with time scatters power throughout the image plane, as shown in Figure 2c , which shows the residuals for J1559-4438 after fitting a single point source to the visibilities shown in Figure 2a . To overcome this, a ParselTongue script was written to produce an AIPS SN table which would flatten visibility amplitudes by averaging data over all sensitive baselines to 1/4 of the scintillation time, normalizing, and taking the square root to obtain an antenna based correction. The visibility weights were then scaled by the inverse of the square of the correction, upweighting points when the amplitude was high and downweighting points of low significance. The effect of these corrections is shown in Figure 2b and d, which show the visibility amplitudes and image residuals respectively. In this example, the signal to noise ratio (SNR) of the detection is improved by a factor of two when the visibility amplitudes are corrected for scintillation, which ultimately reduces the error on the position determination by a corresponding factor.
Positional determination and parallax fitting
The calibrated visibilities for each pulsar were averaged in frequency, written to disk and loaded into DIFMAP. A single delta function model component was initialized at the peak of the dirty image, and the modelfit command used to obtain the best fit for the pulsar visibility data. Each observing band, as well as the combined dataset, was then imaged separately using uniform weighting (2 pixels, weights raised to the power −1) producing 8 images which were saved and read back into AIPS using the task FITLD. Variations to the weighting scheme are discussed in §6.3. The AIPS task JMFIT was used to determine the pulsar position and formal (SNR-based) errors in the image plane. Systematic offsets of several (3-6) mas were observed at all epochs between the 4 bands that were only contributed to by the three ATNF antennas, and the 4 bands common to all antennas. The magnitude and direction of these offsets varied between epochs, and so the ATNF-only bands (which additionally had formal errors of approximately five times the other bands, primarily due to the shorter baselines) were dropped. We suspect that the systematic offsets were caused by the lack of an accurate amplitude self-calibration solution for these bands.
For each pulsar, the best fit values of J2000 position (RA and declination), proper motion (RA and declination) and parallax were initially determined by iteratively minimising the error function calculated by summing the value of predicted minus actual position over all measurements, weighted by the individual measurement errors. The iterative minimisation code used is described in Brisken et al. (2002) . A reference time for the proper motion was chosen to be 31 Dec 2006 (MJD 54100) to minimize proper motion uncertainty contibutions to be position uncertainty.
This approach yields error estimates for the 5 fitted parameters which are almost certainly an underestimate, for two reasons:
1. There are systematic errors, varying from band to band within an epoch (intra-epoch errors) such as the residual unmodeled differential ionosphere, bandpass effects etc, and varying from epoch to epoch (inter-epoch errors) caused by effects dependent on observing time, such as seasonal or diurnal ionospheric variations, and variations in refractive scintillation image wander (Rickett 1990) . These should increase the error on each individual measurement, but estimating the magnitude of the systematic component for each individual measurement is poorly constrained.
2. Each measurement is assumed to be completely independent, whereas as noted above we expect correlated errors between measurements from the same epoch. In essence, this approach overestimates the number of independent measurements, lowering the reduced chi-squared and implying a better fit than the actual result.
It is possible to make an estimate of the magnitude of the intra-epoch errors by comparing the scatter in fitted positions from the individual bands. Forming a weighted centroid position for each epoch utilising all measurements from that epoch allows an estimation of the likelihood that the measured points are consistent with that centroid, through the calculation of a reduced chi-squared value. If the reduced chi-squared value exceeds unity, the presence of unmodeled systematic errors can be inferred.
Since we have no a priori knowledge of the systematic error distribution, we have chosen to allocate an equal systematic error to each measurement, and add in quadrature to the original measurement error. The errors in right ascension and declination are treated separately. This is necessarily an iterative procedure, since the weighted centroid will be altered by the addition of these systematic error estimates. In effect, this assumes a zero mean, gaussian distribution for the systematic errors. Although this is unlikely to be the true distribution, it is the most reasonable assumption available, and certainly more correct than assuming no systematic errors at all. The intra-epoch systematic error estimate for an epoch is obtained when the reduced chi-squared reaches unity.
Once a single position measurement and error has been calculated for each epoch, the fit to position, parallax and proper motion can be re-calculated, and the reduced chi-squared of the fit inspected again. Since the number of measurements were reduced, the addition of systematic errors did not always lower the reduced chi-squared of the fit. If reduced chi-squared remained significantly greater than unity, we concluded that significant interepoch systematic errors remained. As with intra-epoch errors, the true error distribution is unknown, and so the inter-epoch error was apportioned equally between epochs. The errors in right ascension and declination were treated separately, and iterated until a reduced chisquared of unity was obtained.
Thus, the final astrometric dataset for each pulsar consisted of a single position measurement for each epoch, with a total error equal to the weighted sum of the individual band formal errors, added in quadrature to the estimates of intra-epoch and inter-epoch systematic errors.
For each pulsar, the robustness of error estimation after the inclusion of estimated systematic contributions was checked by implementing a bootstrap technique. Bootstrapping, which involves repeated trials on samples selected with replacement from the population of measured position points, is a statistical technique allowing the estimation of parameter errors without complete knowledge of the underlying distribution (Press 2002) . In this instance, the original single band position measurements were taken as the population, and N samples were drawn, where N was the original number of measurements. Each bootstrap consisted of 10,000 such trials, and the parameter errors estimated from the variance of the resultant distributions. A minimum of 3 different epochs needed to be included to ensure a fit was possible -on the rare occasion that a trial did not satisfy this requirement, it was re-drawn.
Thus, three sets of fitted parameters and errors were obtained for each pulsar -a "naive" result using the single-band positions, a bootstrap result, and a more conservative estimate which attempts to account for the impact of systematic errors (the "inclusive" fit). In general, the estimated magnitude of errors on fitted parameters increased through these three different schemes. Typically, the ratio in the errors on the inclusive fit to those on the naive fit ranged from 0.95 to 1.90. We feel that the final error values obtained from the inclusive fit are the most accurate estimation possible, and are inherently conservative. All quoted errors are 1σ unless otherwise stated.
Results for PSR J1559-4438

Initial results
Using the techniques described above, we obtained initial results for J1559-4438 (shown in Table 3 ). The motion of J1559-4438 in right ascension and declination is shown in Figure 3 , along with the fitted path according to the systematic-error weighted fit. The fit is clearly unsatisfactory, since it predicts a negative parallax (though consistent with zero). The final column of Table 3 shows that systematic errors far exceed the nominal single-epoch positional accuracies, and inspection of Figure 3 shows that the first epoch (MJD 53870) is markedly discrepant with the remaining epochs.
As we show below, fine-tuning of the data reduction is required in order to obtain optimal results from each pulsar, in particular with regard to the details of the ionospheric corrections and the visibility weighting schemes using in imaging. We describe the steps taken for J1559-4438 in §6.2 and §6.3.
Ionospheric correction
The obvious source of the large systematic errors present in the initial fit shown in §6.1 is the varying ionospheric correction between epochs. Accordingly, as a first check, the position fits for each epoch were recalculated after subtracting the differential ionospheric correction between PSR J1559-4438 and its phase reference -in effect, removing the applied ionospheric correction and leaving the data uncorrected for ionospheric effects. This was implemented using a ParselTongue script which made a two-point interpolation between adjacent calibrator scans to calculate the differential correction to the target (which was not absorbed into the fringe-fit), which was stored in a CL table and subtracted using the AIPS task SPLAT. The applied values were saved for later analysis.
Typically, we would expect the largest ionospheric corrections when the angular displacement of the pulsar from the sun is small, since angular displacement and solar activity are the largest influence on TEC. The angular displacement at each epoch between the original fitted position and the position obtained when ionospheric correction was removed is presented in Table 4 , and plotted against angular separation of the pulsar from the sun at the time of observation in Figure 4 . The revised astrometric fit obtained without ionospheric correction is plotted in Figure 5 . Figure 4 that the first epoch (MJD 53870) is discrepant in that the position shift due to ionospheric correction is unusually large, given the large angular separation from the Sun. As shown in Figure 5 , this epoch becomes more consistent with the fit when the ionospheric correction is removed, but the third epoch (MJD 54057) becomes much more inconsistent. This is unsurprising, however, since this epoch had the smallest pulsar-Sun separation and the largest ionospheric corrections.
It is immediately apparent from
To investigate whether the chosen ionospheric map was at fault, the first epoch was rereduced with all available maps from the NASA CDDIS archive 6 , but no significant change was found in fitted position. Given that the different TEC maps make use of many of the same GPS stations, this is unsurprising. This problem is exacerbated at southern declinations due to the low density of GPS receivers at southern latitudes. Additionally, any errors in the TEC maps would have an impact ∼ 40% greater for this first epoch, due to its lower observing frequency of 1400 MHz, compared with the 1650 MHz center frequency used for all subsequent observations. Thus, due to the probability of residual ionospheric errors for this epoch, and also the potential for frequency-dependent calibrator source structure, the first epoch (MJD 53870, the only 1400 MHz epoch) was dropped from all further analysis. The fit to the remaining 7 epochs, with ionospheric corrections re-enabled, is shown in Figure 6 . While a realistic fit is now obtained, the measurement of parallax is still not significant.
Data weights
Initial pulsar imaging and position fitting used visibilities weighted according to the best estimate of instantaneous baseline sensitivity. Whilst this is theoretically optimal for data which consists only of signal S and additive random thermal errors E therm , it fails to account for the presence of multiplicative systematic errors E sys = e iφsys(t) caused by residual calibration errors. Typically, these systematic errors are dominated by atmospheric and ionospheric gradients, although other contributions include antenna and calibrator source position errors, time-variation of antenna bandpasses, and instrumental phase jitter. Fomalont (2005) presents a theoretical review of phase referencing errors, while Pradel et al. (2006) presents a simulation-based approach.
If φ sys (t) had zero-mean and was ergodic, its effect would be indistinguishable from thermal noise and could be easily estimated, allowing the visibility weights to be corrected. For antenna/source position errors and large-scale atmospheric/ionospheric structure, however, the residual errors are correlated over long times, causing systematic shifts in the fitted position for the target.
When normal sensitivity-based weighting is employed in the presence of substantial and persistent systematic phase errors, the systematic noise on the most sensitive baseline will be absorbed into the fit, at the cost of a poorer fit to the less sensitive baselines. The magnitude of the induced error will be dependent on the ratio of systematic to thermal errors, and the discrepancy in sensitivity between the most and least sensitive baselines in the array. For the LBA, the most sensitive baseline (Parkes-DSS43: system equivalent flux density 30 Jy) is roughly 13 times more sensitive than the least sensitive (Hobart-Mopra: 380 Jy). Thus, the LBA is particularly susceptible to the influence of systematic errors, due to the pronounced variation in baseline sensitivities.
The systematic errors can be crudely estimated (in a model-dependent fashion) by performing phase-only self-calibration on the target pulsar over a sufficiently long timescale to obtain sufficient SNR, and comparing the magnitude of the corrections to those expected from thermal noise alone. While this approach probes systematic errors over a shorter time period than those which would dominate for inter-epoch errors (tens of minutes, rather than hours to days), it is illustrative of the presence of systematic errors overall. Such corrections are shown in Figure 7 for the ATCA station using a three-minute solution interval during the observation on MJD 54127. The corrections are clearly correlated over timescales of tens of minutes, and the rms deviation of 4.4
• is an order of magnitude greater than the estimated thermal phase rms of 0.4
• (calculated in this high-SNR limit as station sensitivity divided divided by target flux, scaled by pulse filtering gain and converted from radians to degrees). Thus, for this observation, systematic errors ≫ thermal errors and weighting visibilities by sensitivity actually degrades the quality of the position fit.
If the average E sys could be accurately estimated for each baseline over the duration of an experiment, the baseline visibility weights could be adjusted by assuming that E sys is timeinvariant. Even more desirable would be the estimation of E sys as a function of time, allowing a time-variable adjustment of the visibility weights. Given present instrumentation, there is no way to reliably estimate systematic error (time dependent or independent) in a model independent fashion. In the limit where E sys ≫ E therm , however, the visibility weight for each baseline (regardless of sensitivity) will be dominated by the systematic error contribution, resulting in approximately equal weights for all visibilities. Accordingly, visibility weights for all baselines were reset to an equal, constant value and data reduction repeated. The results are discussed below in §6.4.
Final results
The revised fit obtained using equally weighted visibility data is described in Table 5 and plotted in Figure 8 . Through comparison of Table 5 with Table 3 , it can be seen that the average fit error for a single epoch has increased by 20%, but the inter-epoch systematic error has decreased by 95%. Thus, while using equally weighted data incurs a small sensitivity penalty, it benefits significantly through the reduced susceptibility to systematic errors.
The use of natural weighting, as opposed to uniform weighting, was investigated but found to produce inferior results. Fitted parameters remained relatively constant but errors on the fitted parameters increased by ∼ 50%. This is unsurprising, since the use of natural weighting promotes a larger beamsize, since more visibility points are concentrated at small uv distances.
The best-fit distance of 2600 +690 −450 pc is consistent with the DM-based distance prediction from the NE2001 Galactic electron distribution model (2350 pc; Cordes & Lazio 2002) , which differed considerably from the earlier Taylor & Cordes (1993) distance estimate of 1580 pc. Whilst DM-based distance predictions are often assumed to be accurate to ∼20%, errors up to a factor of several have been observed for individual objects (e.g. PSR B0656+14; Brisken et al. 2003) . The VLBI distance is also consistent with the lower distance estimate of 2.0 ± 0.5 kpc made using HI line absorptions by Koribalski et al. (1995) . The measured values of proper motion (µ α = 1.52±0.14 mas yr −1 , µ δ = 13.15±0.05 mas yr −1 ) are consistent with the VLA observations of Fomalont et al. (1997) , who measured µ α = 1 ± 6 mas yr −1 , µ δ = 14 ± 11 mas yr −1 . Neglecting acceleration from the Galactic potential, the kinematic age of the pulsar can be estimated from its Galactic latitude b = 6.3667
• and proper motion perpendicular to the Galactic plane µ b = 8.93 mas yr −1 as 2.57 ± 0.51 Myr, assuming a birth location within 100 pc of the plane. Under the standard assumption of a braking index of 3, the observed period P = 257 ms and period derivativeṖ = 1.01916 × 10 −15 (Siegman et al. 1993 ) imply a birth period P 0 between 35 and 151 ms -longer than is often assumed for normal pulsars (see e.g. Migliazzo et al. 2002) , but similar to the calculated value of P 0 = 139.6 ms for PSR J0538+2817 (Kramer et al. 2003) .
With an accurate proper motion now calculated, the position angle of the proper motion for PSR J1559-4438 can be compared to the position angle of the emission polarisation, which tests the alignment of the rotation and velocity vector, as described by Johnston et al. (2007) . If the pulsar emits predominantly parallel or perpendicular to the magnetic field lines, then the angle between the velocity and polarisation position angles is expected to be 0
• or 90 • respectively. Johnston et al. (2007) found plausible alignment in 7/14 pulsars of similar ages to PSR J1559-4438. From Table 5 , it is easy to calculate the velocity position angle as PA v = 6.6 ± 0.6
• . The polarisation position angle for PSR J1559-4438 given in Johnston et al. (2007) is 71 ± 3, and so in this instance there is no strong case for alignment of the velocity and rotation axes.
One inconsistency with previously published data on PSR J1559-4438 is the transverse velocity, which at 164 km s −1 (95% confidence upper limit of 287 km s −1 ) is inconsistent with the 400 km s −1 estimated from scintillation by Johnston et al. (1998) . However, this scintillation estimate assumes that the scattering material resides in a thin screen at the midpoint between the pulsar and the solar system, and neglects any motion of the scattering screen itself. As the true distribution of the scattering material along the line of sight to the pulsar is not known, the most reasonable interpretation of our results is that the scattering screen for PSR J1559-4438 resides considerably closer to the pulsar than to the solar system.
Optimal data weighting
From the results shown in §6.3 and §6.4, it is clear that for PSR J1559-4438 our astrometric error budget is dominated by systematic errors, and that the use of equally weighted visibility points is optimal. However, Table 1 shows that this may not be the case for other pulsars in our target sample, as some are orders of magnitude fainter than PSR J1559-4438. Accordingly, we have investigated the conditions under which sensitivity-weighted visibilities give superior results to equally-weighted visibilities. This was carried out by adding simulated thermal noise of varying RMS to the existing dataset.
Three "noisy" datasets D A , D B , and D C were constructed by adding gaussian-distributed noise to the real and imaginary visibility components of the original observations. Since the theoretical single epoch SNR for sensitivity-weighted data should be ∼ 800 (a factor of 10 greater than the typically obtained SNR), the RMS of the added noise in the three datasets was set to predicted baseline sensitivity scaled by a factor of 20, 40, and 80, which should allow a maximum single-epoch SNR of 40, 20 and 10 respectively. The results of fitting the modified datasets (using the inclusive fit approach only) with and without the use of sensitivity weighting are presented in Tables 6 and 7 respectively. Tables 6 and 7 show that while the equally weighted dataset performs better for D A , when the average epoch SNR is still high, its performance rapidly deteriorates as the average epoch SNR decreases. In D C , the pulsar was not detected in several epochs using equallyweighted data. The reduction in performance is less marked for the weighted datasets, although they are clearly still affected by systematic errors. However, if the pulsar was closer and the parallax larger, these systematics would be less dominant, and weighted datasets would allow measurement of a parallax when equally weighted datasets may be overwhelmed by thermal errors, to the point of not detecting the pulsar in a single epoch.
As noted in §6.3, the use of weighted visibility points would always be optimal if the weights could include an estimate of the systematic error contribution to that visibility. In the absence of such an estimate, we propose that for the LBA with typical observing conditions and calibrator throws, the transition region from systematic to thermal error dominated astrometry occurs when the single-epoch detection SNR falls to approximately 10 for equally-weighted visibilities. This is shown by the similarity of result quality for D B , where the average epoch SNR was approximately 10 for the equally-weighted visibilities. Alternatively, both weighting regimes can be used and average total single-epoch error (formal + systematic) can be compared to estimate the optimal weighting scheme. Again, this is borne out in the simulated datasets, where a transition from systematic errors dominating to epoch fit errors dominating is seen as more noise is added.
Estimated contributions to systematic error
The major contributions to systematic error in VLBI astrometry include geometric model errors (station/source position, Earth Orientation Parameters), residual ionospheric and tropospheric errors, variable phase reference source structure, and image wander due to refractive scintillation. Of these, at 1650 MHz residual ionospheric errors would be expected to dominate, despite the a priori ionospheric calibration employed (e.g. Brisken et al. 2002) . However, these should be largely uncorrelated from epoch to epoch, and hence the addition of more observations can be expected to continue to improve the fit. Residual tropospheric errors should also be uncorrelated with epoch, and considerably smaller.
Geometric model errors cause relative astrometric errors which increase with calibrator throw. Earth Orientation Parameters (EOPs) are well determined by geodetic observations and make minimal contributions to astrometric errors (Pradel et al. 2006) . Similarly, the mean position of well-determined calibrators makes a minimal contribution. Some LBA stations, however, have position uncertainties of several cm, which could make a several hundred µas contribution to systematic error. The magnitude of the error depends on the source declination and the calibrator-target separation. Given similar uv coverage at different epochs, however, the offset will be largely constant with time and is absorbed into the reference position of the target. Future planned geodetic observations will continue to improve LBA station positions, and reduce this systematic contribution. Additionally, as noted in §4.2, small station position errors can be corrected post-correlation, which offers the potential to further improve previous position fits.
Refractive image wander is caused by large-scale fluctuations in the ISM, and can be estimated based on the strength of the pulsar scattering and the scattering disk size (e.g. Rickett 1990). For strong scattering, which includes PSR J1559-4438, the image wander is less than the scattering disk size, if Kolmogorov turbulence is assumed for the scattering material (Rickett 1990). Thus, since Table 2 shows that scattering disk of PSR J1559-4438 is estimated to be only 133 µas at our observing frequency, the maximum refractive image wander is ≪ 100 µas, and can be discounted as a source of systematic error. Table 2 shows that refractive scintillation is unlikely to be significant for any of our currently targeted pulsars.
The variability of calibrator structure with time depends on the source chosen, but all compact extragalactic radio sources are expected to show some variability, with typical rms values of 100 µas (Fomalont 2005) . Over short time periods, this image wander may be correlated from epoch to epoch and absorbed into proper motion fits, but over long times (which could be longer than as astrometric observing program), the mean apparent position will be constant.
Conclusions
A pipeline for the reduction of LBA astrometric data has been developed in ParselTongue and verified by calculating the parallax (π = 0.384 ± 0.081 mas) and proper motion (µ α = 1.52 ± 0.14 mas yr −1 , µ δ = 13.15 ± 0.05 mas yr −1 ) of PSR J1559-4438. The calculated values are consistent with the DM distance estimate and earlier HI absorption and proper motion studies. Full account has been made of the impact of residual systematic errors on the quality of the astrometric fit. The optimal weighting scheme in the presence of systematic errors and varying thermal errors has been investigated, resulting in the guideline that superior astrometric quality can be obtained for the LBA for typical astrometric observations by using equally weighted, as opposed to sensitivity weighted, visibilities if the target can be detected with S/N > 10. The completion of this parallax program will result in the publication of 5 more Southern Hemisphere pulsar parallaxes, which will quadruple the number of Southern Hemisphere pulsars with parallaxes determined directly from VLBI astrometry. • ) is now inconsistent. -Self-calibration corrections, using a three-minute timescale, for the ATCA station on J1559-4438. Clear systematic deviations are seen from the zero-mean distribution expected from purely thermal noise. The rms of the corrections exceeds those expected due to thermal noise by an order of magnitude. Equally weighted visibilities were used, mitigating systematic errors and allowing for the first time a significant measurement of the parallax for this pulsar.
