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ABSTRACT
We present the main spacial models used in spacial statistics: (i) second order model; intrinsic model and geo-
statistic; (ii) spacial model of Gibbs-Markov and AR-models on a discrete network; (iii) model of point processes
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RESUMEN
Presentamos los principales modelos espaciales usados en estad
’istica: (i) modelo de segundo orden; modelo intrı´nsico y geo-estatadı´stico; (ii) modelo espacial de Gibbs-
Markov y AR-modelos en una red discreta ; (iii) modelo de procesos puntuales.
1 Introduccio´n
La estadı´stica espacial estudia feno´menos aleatoriosX = {Xs, s ∈ S} indizados por un conjunto espacial S, Xs con
estado en E. La localizacio´n del sitio s ∈ S puede ser determinista (geo-estadı´stica, campo de Markov, AR espacial)
o aleatorio (proceso puntual). Cla´sicamente, S ⊆ R2 pero se puede tener S ⊆ R (cromatografı´a, experimentos
agrono´micos) o tambie´n S ⊆ R3 (prospeccı´on mineral, ciencias del suelo, ima´genes 3-D). En cuanto a una dina´mica
espacial, el ı´ndice espacio-temporal es (s, t) ∈ R2×R+. La estadı´stica espacial conoce un desarollo importante en
numerosas ramas tales que ingenierı´a minera, ciencias del medio ambiente y de la tierra, ecologı´a, biologı´a, geografı´a
y economı´a, epidemiologı´a, agronomı´a, forestales, procesamiento de imagen, etc. Hay tres tipos de datos espaciales :
• los datos geo-estadı´sticos : S ⊂ R2 es un sub-conjunto continuo, X es con valor real, observado sobre un sub-
conjunto finito O = {s1, s2, · · · , sn} regular o no. La geo-estadı´stica se preocupa de la identificacio´n y estimacio´n
del modelo, luego de la prediccio´n (kriging) en los sitios no observados.
• los datos sobre una red (un latice) : S es discreto estructurado por un grafo de vecindad G, X es con valores reales
o no, observado sobre O = {s1, s2, · · · , sn}. Los sitios representan unidades geogra´ficas (nu´mero de enfermos en un
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departamento, datos integrados sobre una superficie) o un sitio espacial, pixeles de una imagen o una red de estaciones
de mediciones de lluvia (pluviometrı´a). Dominan dos familias de modelos : las Auto-Regresiones (AR) espacial y los
campos de Markov. modelacio´n, estimacio´n, control de la correlacio´n espacial, restauracio´n de imagen o problemas
inversos son algunos de los objetivos de estudio para esos datos.
• los datos puntuales (Proceso Puntual, PP) : aquı´ se observan las posiciones aleatorias x = {x1, x2, · · · , xn} ⊂ R2
de los casos del feno´meno : x es la realizacio´n de un proceso puntual espacial, PP marcado (PPM) si adema´s se
observa una marca en cada xi. Una pregunta central es de saber si la reparticio´n espacial es “al azar” (PP de Poisson)
o no, y si no es de Poisson, cual es el modelo de dependencia espacial, si presenta clusters, etc.
Como las series de tiempo, la estadı´stica espacial se diferencia de la estadı´stica cla´sica por la dependencia de las
observaciones : X es un proceso espacial o un campo aleatorio sobre S. Pero la estadı´stica espacial es radicalmente
distinta de la de las series de tiempo porque se basa en modelaciones no causales. Por ejemplo, una modelacio´n
espacial de Markov se define en te´rminos de vecindad espacial en “todas las direcciones”.
La tipologı´a en 3 tipos de datos espacials estructura este artı´culo. Para cada categorı´a, presentaremos los principales
modelos utilizados y algunas de su propiedades. Estudios ma´s exhaustivos y ejemplos de aplicaciones se pueden
encontrar en libros como los de Chiles y Delfiner (Geo-estadı´stica, [17]), Chalmond (ana´lisis de imagen, [16]), Cressie
[19], Diggle (PP, [22]), Diggle y Rivero (Geo-estadı´stica)[23], Gaetan et Guyon ([27]; [28]), Geman (procesamiento
de ima´genes, [29], [30]), Guyon [32], Lantue´joul (simulacio´n geo-estadı´stica, [35]), Mo¨ller et Waagepetersen (PP,
[42]), Ripley ([49],[50]), Rue et Held (campo gaussiano, [52]), Schabenberger y Gotway [53], Van Lieshout (PP,
[61]), Wakernagel (Geo-estadı´stica, [64]), Winkler (campo de Markov y ana´lisis de ima´genes, [66]). Tambie´n se
encontrara informacio´n y referencias en R [46] en particular con sus paquetes espaciales, geoR para la geo-estadı´stica
[47], spdep para la dependencia espacial y la modelacio´n AR, spatstat para los P.P. (cf. [8]) y otros tales
RandomFields (simulacio´n y ana´lisis de RF) o mcmc por la simulacio´n espacial por dina´mica de cadena de Markov.
Damos al final una bibliografı´a de base limitada pero que permite ir ma´s adelante en todos los to´picos que presentamos
aquı´.
2 Modelo de segundo orden y geo-estadı´stica
Aquı´, X = {Xs, s ∈ S} es un campo sobre S ⊆ Rd con valores en E ⊆ R (o en E ⊆ Rd). Este capı´tulo es dedicado
a los campos de segundo orden, es decir campos X t.q. V ar(Xs) < ∞ para todo s, y su modelacio´n es realizada
via la covarianza. Luego presentamos la clase mayor de los campos intrı´nsecos, los cuales son de crecimiento de
varianza finita, y su modelacio´n por la via del variograma. Otra forma de definir un campo de orden dos es por la
via de las Auto-Regresiones espaciales simulta´neas (SAR), S siendo discreto y equipado de una relacio´n (orientada)
de vecindad. Los SAR son adaptados a los datos integrando una medida sobre una “unidad espacial” s. Las AR
Condicionales (CAR) extienden esos modelos. Primero, recordamos algunas definiciones de base.
Definition 2.1 X es un proceso de orden dos (se denota X ∈ L2) si para todo s ∈ S, E(X2s ) < ∞. La media de X
es la funcio´nm : s 7→ m(s) = E(Xs) y la covarianza la funcio´n c : (s, t) 7→ c(s, t) = Cov(Xs, Xt). X es centrado
sim(s) = 0 en todo s.
La propiedad caracterı´stica de una covarianza es la de ser semi-definida positiva (s.d.p.), es decir que para todom ≥ 1,
a ∈ Rm y (s1, s2, · · · , sm) ∈ Sm, se tiene :
∑
i,j=1,m aiajc(si, sj) ≥ 0. La covarianza es definida positiva (d.p.)
si adema´s
∑m
i=1
∑m
j=1 aiajc(si, sj) > 0 para a 6= 0. Los procesos gaussianos forman una sub-clase importante de
procesos de L2.
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Definition 2.2 X es un proceso gaussiano si para toda parte finita Λ ⊂ S y toda sucesio´n real a = (as, s ∈ Λ),∑
s∈Λ asXs es gaussiana.
SimΛ = E(XΛ) y ΣΛ = Cov(XΛ) es inversible, XΛ tiene como densidad :
fΛ(xΛ) = (2pi)−]Λ/2(detΣΛ)−1/2 exp
{−1/2 t(xΛ −mΛ)Σ−1Λ (xΛ −mΛ)} ,
donde ]U es el cardinal de U y xΛ la realizacio´n deXΛ. El teorema de Kolmogorov asegura que para toda funcio´nm
y toda covarianza c d.p., existe un campo (gaussiano) de mediam y covarianza c.
2.1 Proceso estacionario
Supongamos que S es el grupo aditivo Rd o Zd.
Definition 2.3 X es un campo estacionario de L2 si la media es constante y la covarianza c invariante por traslacio´n
:
∀s, t ∈ S : E(Xs) = m y c(s, t) = Cov(Xs, Xt) = C(t− s).
C : S → R es la covarianza estacionaria de X . La funcio´n de correlacio´n es h 7→ ρ(h) = C(h)/C(0). Se tiene :
Proposition 1 Sea X un proceso estacionario de L2 de covarianza C. Entonces :
1. ∀h ∈ S, |C(h)| ≤ C(0) = V ar(Xs).
2. ∀m ≥ 1, a ∈ Rm y {t1, t2, · · · , tm} ⊆ S :
∑m
i=1
∑m
j=1 aiajC(ti − tj) ≥ 0.
3. Si A : Rd −→ Rd es lineal, XA = {XAs, s ∈ S} es estacionario de covarianza CA(s) = C(As).
4. Si C es continua en 0, entonces C es uniformemente continua dondequiera.
5. Si C1, C2 son covarianzas estacionarias, tambie´n lo son C(h) = a1C1(h) + a2C2(h) si a1,a2 ≥ 0 y C(h) =
C1(h)C2(h).
X es un Ruido Blanco Fuerte (RBF) si los {Xs, s ∈ S} son centrados, independientes y ide´enticamente distribuidos
(i.i.d.). X es un Ruido Blanco Debil (RBD) si los {Xs, s ∈ S} son centrados, incorrelacionados y de varianzas finitas
constantes : ∀s 6= t, Cov(Xs, Xt) = 0 y V ar(Xs) = σ2 <∞.
Sea ‖·‖ la norma euclidiana sobre Rd : ‖x‖ = ‖x‖2 =
√∑d
i=1 x
2
i si x = (x1, x2, · · · , xd).
Definition 2.4 La covarianza es isotro´pica si Cov(Xs, Xt) depende unicamente de ‖s− t‖ :
∃C0 : R+→ R t.q. : ∀t, s ∈ S, c(s, t) = C0(‖s− t‖) = C(s− t).
Una covarianza isotro´pica es estacionaria pero, como vamos a verlo, la isotropı´a impone restricciones.
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2.1.1 Representacio´n espectral de una covarianza
Para esta nocio´n y resultados asociados, no hay diferencias fundamentales entre proceso sobre R y campo sobre Rd.
La teorı´a de Fourier y el teorema de Bochner ponen en biyeccio´n una covarianza estacionaria C sobre S y su medida
espectral F .
El caso S = Rd : se asocia a C una medida F ≥ 0 sime´trica y acotada sobre B(Rd), C(h) = ∫Rd ei thuF (du) donde
thu =
∑d
i=1 hiui. Si C es integrable, F admite una densidad f , la densidad espectral (d.es.) de X, que verifica :
f(u) = (2pi)−d
∫
Rd
e−i
thuC(h)dh. (2.1)
Si X es isotro´pico, f tambie´n es isotro´pica y recı´proco mente. Sea h = (r, θ) et u = (ρ, α) las representaciones
polares de h y u, cd(r) = C(h) y fd(ρ) = f(u) las covarianza y d.es. isotro´picas asociadas. Se tiene [67], C(h) =
cd(r) =
∫
[0,∞[ Λd(rρ)ρ
d−1fd(ρ)dρ donde Λd(v) = Γ(d/2)(ν/2)−(d−2)/2J(d−2)/2(v), Jκ la funcio´n de Bessel de
primera especie y de orden κ. Para n = 2 y 3 :
c2(r) = 2pi
∫
[0,∞[
ρJ0(ρr)f2(ρ)dρ y c3(r) =
2
r
∫
[0,∞[
ρ sin(ρr)f3(ρ)dρ.
En particular, tenemos las cotas inferiores para una correlacio´n isotro´pica [67, 50] : ρ0(‖h‖) ≥ −0.403 sobre R2,
ρ0(‖h‖) ≥ −0.218 sobre R3, ρ0(‖h‖) ≥ −0.113 sobre R4 y ρ0(‖h‖) ≥ 0 sobre RN.
Ejemplo : covarianza exponencial sobre Rd.
Para t ∈ R,C0(t) = b exp(−α |t|), α, b > 0, tiene como transformada de Fourier f(u) = 12pi
∫
]−∞,∞[ be
−α|t|−iutdt =
αb
pi(α2+u2) . Como f ≥ 0 es integrable, es un d.es. y C0 es una covarianza sobre R. Por otra parte, la identidad,∫
]0,∞[
e−αxJκ(ux)xκ+1dx = 2α(2u)
κΓ(κ+ 3/2)
pi1/2(α2 + u2)κ+3/2
,
dice que φ(u) = αbΓ[(d+1)/2]
[pi(α2+u2)](d+1)/2
es una d.es. isotro´pica sobre Rd asociada a la covarianza :
C(h) = C0(‖h‖) = b exp(−α ‖h‖).
Para toda dimensio´n d, C es una covarianza, denominada covarianza exponencial.
El caso S = Zd : sea Td = [0, 2pi[d el toro de dimensio´n d. A C estacionaria sobre Zd se associa una medida F ≥ 0
acotada sobre B(Td) tal que :
C(h) =
∫
Td
ei
tuhF (du). (2.2)
Si
∑
h∈Zd C(h)
2 <∞, F admite una densidad f(u) = (2pi)−d∑h∈Zd C(h)e−i tuh enL2(Td).Si adema´s∑h∈Zd |C(h)| <
∞, f es continua.
2.2 Proceso intrı´nseco y variograma
2.2.1 Definicio´n, ejemplos y propiedades
Una manera de debilitar la hipo´tesis de estacionalidad L2 es de considerar, para todo h, el proceso de los incrementos
{∆X(h)s = Xs+h−Xs, s ∈ S} deX . Esos incrementos pueden ser estacionarios en L2 sin estacionalidad deX o sin
que X sea en L2.
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Definition 2.5 X es un proceso intrı´nseco si, ∀h ∈ S,∆X(h) = {∆X(h)s = Xs+h−Xs : s ∈ S} es estacionario en
L2. El semi-variograma de X es la funcio´n γ : S → R definida por :
2γ(h) = V ar(Xs+h −Xs).
TodoX estacionario de L2 y de covarianza C es intrı´nseco de variograma 2γ(h) = 2(C(0)−C(h)). Pero el recı´proco
es falsa : el movimiento browniano B es de variograma γ(h) = 12 |h| = V ar(Bt+h − Bt) pero no es estacionario.
Tambie´n, un proceso con media afin y residuo estacionario es intrı´nseco. En lo que sigue, nos limitaremos a estudiar
procesos intrı´nsecos con crecimientos centrados : ∀s, h, m(h) = E(Xs+h −Xs) = 0.
Proposition 2 Propiedades de un variograma γ
1. γ(h) = γ(−h), γ(h) ≥ 0 y γ(0) = 0.
2. γ es condicionalamente definido negativo (c.d.n.) : ∀a ∈ Rn t.q.∑ni=1 ai = 0, ∀{s1, . . . , sn} ⊆ S,∑ni,j=1 aiajγ(si−
sj) ≤ 0.
3. Si A es una transformacio´n lineal sobre Rd, h 7→ γ(Ah) es un variograma.
4. La propiedad (5) de la covarianza C de la i (1) se mantiene para γ.
5. Si γ es continua en 0, γ es continua en todo s donde γ es localmente acotada.
6. Si γ es acotada en una vecindad de 0, ∃a et b ≥ 0 t.q. ∀x : γ(x) ≤ a‖x‖2 + b.
Al contrario de una covarianza, un variograma no es necesariamente acotado (i.e. γ(h) = |h| para el movimiento
browniano). Pero la proposicio´n indica que γ crece al infinito a lo ma´s como ‖h‖2. Un ejemplo de tal crecimiento
γ(t) = σ2t2 es el variograma de Xt = Z0 + tZ1, t ∈ R, donde Z0 y Z1 son centradas independientes y V ar(Z1) =
σ2 > 0.
Existen caracterizaciones asegurando que γ es un variograma. Una es la siguiente ([17]) : si γ es continua y si
γ(0) = 0, entonces γ es un variograma si y solamente si (ssi) para todo u > 0, t 7→ exp{−uγ(t)} es una covarianza.
Por ejemplo, como t 7→ exp−{u ‖t‖2}, u > 0, es una covarianza sobre Rd para todo d, γ(t) = ‖t‖2 es un variograma
sobre Rd.
Si X es estacionario de covarianza C, X es intrı´nseco de variograma 2γ(h) = 2(C(0) − C(h)). En particular, el
variograma de un proceso estacionario es acotado. Matheron ([39] y [40]) probo´ el recı´proco parcial siguiente : si el
variograma de un proceso intrı´nseco X es acotado, entonces Xt = Zt + Y donde Z es estacionario en L2 y Y es una
v.a.real.
Si C(h) → 0 cuando ‖h‖ → ∞, γ(h) → C(0) si ‖h‖ → ∞ : el variograma γ tiene un nivel de alcance C(0) =
V ar(X) si ‖h‖ → ∞.
Ejemplos de variogramas isotro´picos Los ejemplos siguientes son variogramas isotro´picos sobre Rd muy cla´sicos
(para otros ejemplos, cf. [67], [17], [64] y el artı´culo de revista [54]). Los 5 primeros ejemplos de variograma son
asociados a una covarianza estacionaria C(h) = C(0)− γ(h), con alcance a > 0 y nivel de alcance σ2.
Pepitico : γ(h;σ2) = σ2 si h > 0, γ(0) = 0, asociado a un RB.
Exponencial : γ(h; a, σ2) = σ2{1− exp(−‖h‖/a)}.
Esfe´rico (d ≤ 3) : γ(h; a, σ2) = σ2 {1.5‖h‖/a− 0.5(‖h‖/a)3} si ‖h‖ ≤ a, = 0 sino.
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Exponencial generalizado : γ(h; a, σ2, α) = σ2(1− exp(−(‖h‖/a)α) si 0 < α ≤ 2; α = 2 es el modelo gaussiano.
Mate´rn [38]:
γ(h; a, σ2, ν) = σ2{1− 2
1−ν
Γ(ν)
(‖h‖ /a)νKν(‖h‖ /a)},
donde Kν(·) es la funcio´n de Bessel modificada de segunda especie y de para´metro ν > −1 [1, 56, 67].
Potencia : γ(h; b, c) = b‖h‖c, 0 < c ≤ 2.
Comentarios
1. Una interpretacio´n de la covarianza esfe´rica es la siguiente : el volumen V (a, r) de la interseccio´n de dos esferas
de R3 de mismo dia´metro a y cuya distancia al centro r es, V (a, r) = ν(Sa)
{
1− 1.5(r/a) + 0.5(r/a)3} si
r ≤ a y V (a, r) = 0 sino, donde ν(Sa) es el volumen de la esfera de radio a. Un proceso que realiza esta
covarianza es Xs = N(Sa(s)) que cuenta el nu´mero de puntos de un PP de Poisson homoge´neo (cf. §4.4) de
intensidad σ2/ν(Sa) en la esfera Sa(s) de dia´metro a centrada en s ∈ R3.
2. La restriccio´n de una covarianza a todo sub-espacio sigue siendo una covarianza. Al contrario, la extensio´n de
una covarianza isotro´pica de Rd a Rp, p > d, no es siempre una covarianza.
3. El intere´s en la covarianza deMate´rn esta´ en su para´metro ν : ν controla la regularidad de γ en 0; esta regularidad
luego controla la regularidad en media cuadra´tica del campoX y de su prediccio´n X̂ por kriging : si ν es mayor,
ma´s regular es γ en 0 y ma´s regular es el campo X y la superficie de kriging X̂ [56].
4. El modelo potencia es auto-similar, es decir : ∀s > 0, γ(sh) = sαγ(h); no es acotado (i.e. el movimiento
browniano).
5. Esos modelos se extienden por combinacio´n lineal positiva : si X =
∑
j Xj es suma de procesos intrı´nsecos
incorrelacionados, γX(h) =
∑
j γXj (h).
Anisotropı´as Si−→e es una direccio´n deRd, ‖−→e ‖ = 1, el variograma−→e -direccional es 2γ(h) = V ar(Xs+h−→e −Xs).
Hay anisotro´pia si dos variogramas direccionales son distintos. Se distinguen dos tipos de anisotro´pia : la anisotro´pia
geome´trica esta´ asociada a una deformacio´n lineal del espacio; la segunda esta´ asociada a una estratificacio´n del
variograma sobre varios sub-espacios de Rd [17, 53].
2.2.2 Continuidad y diferenciabilidad de X
Equipando L2 con la norma en media cuadra´tica (m.c.), la proposicio´n siguiente caracteriza la continuidad en m.c. de
X .
Proposition 3 Sea X un proceso de L2 centrado y de covarianza C(s, t) = Cov(Xs, Xt). Entonces X es continuo
en m.q. ssi su covarianza es continua sobre la diagonal de S × S.
Un proceso X sobre R1 es diferenciable en m.c. en s si existe une v.a.r.
·
Xs tal que limh→0
Xs+h−Xs
h =
·
Xs en L2.
Proposition 4 Sea X un proceso de L2 centrado de covarianza C(s, t) = Cov(Xs, Xt). Si ∂
2
∂s∂tC(s, t) existe y es
finita en la diagonal de S × S, entonces X es diferenciable en m.c. dondequiera, ∂2∂s∂tC(s, t) existe dondequiera y la
covarianza de
·
X es Cov(
·
Xs,
·
Xt) = ∂
2
∂s∂tC(s, t).
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El caso de un campo estacionario. Se deduce de esas proposiciones que :
• un proceso intrı´nseco (resp. estacionario de L2) es continuo en m.c. si γ (resp. C) es continuo en h = 0; en este
caso, γ (resp. C) es continuo sobre todo conjunto donde γ es acotado (resp. es continuo donde quiera).
•• t 7−→ Xt es diferenciable en m.c. sobre R si γ′′(0) existe. En este caso, γ′′ existe donde quiera y
·
X es estacionario
de covarianza γ′′, el proceso bivariate (X,
·
X) ∈ L2 verificando [67] : E(
·
Xs+τXs) = γ′(τ) et E(Xs
·
Xs+τ ) =
−γ′(τ). En particular, Xs et
·
Xs son incorrelacionados para todo s. Adema´s, si X es estacionario con C(s, t) =
c(s− t), entonces C ′′s,t(s, t) = −c′′(s− t); si c′′(0) existe,
·
X es estacionario de covarianza −c′′.
[2] da condiciones de continuidad y diferenciabilidad casi segura para un campo (campo gaussiano) X .
2.3 Las Auto-Regresiones espaciales
2.3.1 ModeloMA
Sea (cs, s ∈ Zd) un asucesio´n de l2(Zd) y η un RB sobre Zd de varianza σ2η. Un MA(∞) sobre Zd es un proceso
lineal definido sobre L2 por :
Xt =
∑
s∈Zd
csηt−s. (2.3)
X es la media mobil infinita de η por los pesos c. La covarianza de X es C(h) = σ2η
∑
t∈Zd ctct+h y su d.es.
f(u) = σ
2
η
(2pi)d
∣∣∣∑t∈Zd ctei tut∣∣∣2 .
2.3.2 Modelo ARMA
Esos modelos extienden los ARMA temporales. Sea P y Q dos polinomios de la variable compleja z ∈ Cd,
P (z) = 1−
∑
s∈R
asz
s et Q(z) = 1 +
∑
s∈M
csz
s,
donde R yM son dos subconjuntos finitos de Zd\{0}, zs = zs11 · · · zsdd si s = (s1, s2, · · · , sd). Si BsXt = Xt−s, un
ARMA verifica :
∀t ∈ Zd : P (B)Xt = Q(B)ηt. (2.4)
Sea T = {ξ ∈ C, |ξ| = 1} en toro unidimensional.
Proposition 5 Si P (z) 6= 0 sobre Td, (2.4) admite una solucio´n estacionaria en L2 de d.es., si eiu = (eiu1 , · · · , eiud)
:
f(u) =
σ2
(2pi)d
∣∣∣∣QP (eiu)
∣∣∣∣2 .
Como las series de tiempo, los ARMA espaciales acercan todo campo que admite una d.es. continua. La d.es. de
un ARMA siendo racional, su covarianza decrece exponencialmente a 0 en el infinito. Pero, al contrario de las series
de tiempo, un ARMA espacial (d ≥ 2) no admite en general una representacio´n unilateral (o representacio´n causal)
finita para el orden lexicogra´fico.
Dos tipos de AR, los SAR y los CAR, son muy populares y u´tiles en modelacio´n espacial. Miramos primero el caso
de modelos estacionarios.
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2.3.3 Auto-Regresio´n Simulta´nea (SAR) estacionaria
Supongamos que X es centrado y R ⊂ Zd\{0} es finito t.q. P (z) = 1 −∑s∈R aszs 6= 0 sobre Td. Un modelo
estacionario SAR relativo al RB η y los a = {as, s ∈ R} es el modelo :
Xt =
∑
s∈R
asXt−s + ηt. (2.5)
(2.5) son ecuaciones AR Simulta´neas en el sentido de la econometrı´a : los {Xt−s, s ∈ R} son variables endo´genas
“atrasadas espacialmente”, un sitio u influyendo t si t− u ∈ R. Esta relacio´n define el grafo orientadoR del SAR.
Ilustramos con algunos ejemplos.
Modelo semi-causal Espacio×Tiempo s ∈ Z es un sitio espacial, t ∈ N el tiempo; una dina´mico markoviano en t
y local en s es :
∀t ∈ N y s ∈ Z : Xs,t = αXs,t−1 + β(Xs−1,t +Xs+1,t) + εs,t.
La vinculacio´n (s, t− 1)→ (s, t) esta´ orientada, (s, t)←→ (s∓ 1, t) no lo es. La representacio´n causal lexicogra´fica
de este SAR es infinita [13].
Modelo SAR isotro´pico a los 4-vecinos ma´s cercanos (vmc) sobre Z2
Xs,t = α(Xs−1,t +Xs+1,t +Xs,t−1 +Xs,t+1) + εs,t.
Aquı´,R es sime´trico y X existe ssi, ∀λ, µ ∈ [0, 2pi[, P (λ, µ) = 1− 2α(cosλ+ cosµ) 6= 0 (una condicio´n suficiente
es |α| < 1/4.). En este caso, la d.es. de X es f(λ, µ) = σ2ε P (λ, µ)−2 ∈ L2(T2).
SAR(1) factorizante
Xs,t = αXs−1,t + βXs,t−1 − αβXs−1,t−1 + εs,t, |α| et |β| < 1 (2.6)
es el AR asociado a P (z1, z2) = (1−αz1)(1−βz2). Su covarianza es separable, c(s− s′, t− t′) = σ2α|s−s
′|β|t−t′|,
con σ2 = σ2ε(1− α2)−1(1− β2)−1. Es fa´cil generalisar esos modelos AR al orden p = (p1, p2) y a una dimensio´n
d ≥ 2. La factorizacio´n del polinomio AR y de la covarianza hacen ma´s fa´ciles las manipulaciones nume´ricas de
esos modelos. En particular, si se observa X sobre un recta´ngulo, la matriz de covarianza de X es un producto de
Kronecker.
Los modelos SAR son de facı´l uso y parsimoniosos en el nu´mero de para´metros. Pero hay que cuidar dos cosas :
1. Sin restricciones, un SAR no es en general identificable (i.e. SAR(θ) ≡ SAR(θ′) para un θ 6= θ′ es posible).
2. La estimacio´n de un SAR por mı´nimos cuadrados ordinarios (MCO) sobre los residuales no es convergente.
2.3.4 Auto-Regresio´n condicional (CAR) estacionaria
Sea X un proceso sobre Zd, centrado, estacionario en L2 con d.es. f . Si f−1 ∈ L1(Td), entonces X admite una
representacio´n lineal no causal ([32], Th. 1.2.2), Xt =
∑
s∈Zd\{0} csXt−s + et, donde cs = c−s para todo s y,
adema´s, para todo s 6= t, Cov(et, Xs) = 0. Eso conduce a la definicio´n siguiente de los campos L-markovianos o
CAR(L). Sea L una parte finita y sime´trica de Zd\{0}, L+ la parte positiva de L para el orden lexicogra´fico sobre
Zd.
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Definition 2.6 Un CAR(L) estacionario de L2 se escribe, para todo t ∈ Zd,
Xt =
∑
s∈L
csXt−s + et con cs = c−s y tal que : ∀s 6= t, Cov(et, Xs) = 0, E(et) = 0. (2.7)
Esa definicio´n traduce que
∑
s∈L csXt−s es la mejor prediccio´n lineal en L
2 de Xt sobre todas las dema´s variables
{Xs, s 6= t} : X es L-markoviano para la prediccio´n lineal. Si X es gaussiano, es la mejor prediccio´n : X es un
campo gaussiano L-markoviano. Varias cosas diferencian los CAR de los SAR :
1. Un CAR exige restricciones parame´tricas : L es sime´trico y ∀s : cs = c−s.
2. Los residuales condicionales {et} no forman un ruido blanco : {et} es un ruido colorado.
3. Los residuales et no esta´n correlacionados a los Xs si s 6= t.
Proposition 6 X definido por (2.7) existe en L2 si P ∗(λ) = (1 − 2∑s∈L+ cs cos( tsu)) no se anula sobre Td. En
este caso, la d.es. vale fX(u) = σ2e(2pi)
−dP ∗(λ)−1 y los e forman un ruido colorado de covarianza :
Cov(et, et+s) =
{
σ2e si s = 0,
−σ2ecs si s ∈ L y Cov(et, et+s) = 0 sino.
Donde la d.es. de un CAR es proporcional a P ∗(u)−1, la d.es. de un SAR es proporcional a |P (u)|−2. Como para un
SAR, las ecuaciones de Yule-Walker sobre la covarianza de un CAR se obtienen multiplicando por Xs la ecuacio´n
(2.7) que define Xt, luego tomando la esperanza : por ejemplo, para el CAR isotro´pico a los 4-vmc sobre Z2, las
ecuacio´nes de YW son :
∀s : c(s) = σ2e δ0(s) + a
∑
t:‖t−s‖1=1
c(t).
Tres razones pueden justificar una modelacio´n CAR :
1. una representacio´n CAR es intrı´nseca : es la “mejor” prediccio´n lineal deXt sobre las otras variables {Xs, s 6=
t};
2. la estimacio´n de un CAR porMCO es convergente;
3. la familia de los CAR estacionarios contiene estrictamente la de los SAR si d ≥ 2.
Proposition 7 Modelos SAR y modelos CAR estacionarios sobre Zd .
1. Todo SAR es un CAR. Sobre Z1, las dos clases coinciden.
2. Si d ≥ 2, la familia de los CAR es mayor que la de los SAR.
La representacio´n CAR del SAR, P (B)Xt = εt se obtiene por identificacio´n a partir de la forma ana´litica de la d.es.
f de X ,
f(u) =
σ2ε
(2pi)d |P (eiu)|2 =
σ2e
(2pi)dC(eiu)
, con c0 = 1.
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Si A−B = {i− j : i ∈ A et j ∈ B}, se obtiene L = {R∗ −R∗} \ {0}, donde R∗ = R ∪ {0} y :
si s ∈ L : cs = (σ2e/σ2ε)
∑
v,v+s∈R
avav+s si s 6= 0 et 0 si no.
Para d = 1, la identidad de las clases SAR y CAR resulta del teorema de Fejer que dice que un polinomio
trigonome´trico P ∗(eiλ) ≥ 0 es el mo´dulo al cuadrado de un polinomio trigonome´trico : si P ∗(eiλ) ≥ 0, existe
P t.q. P ∗(eiλ) =
∣∣P (eiλ)∣∣2.
Por ejemplo, el SAR factorizante, Xs,t = αXs−1,t + βXs,t−1 − αβXs−1,t−1 + εs,t, |α|,|β| < 1, es un CAR a los
8-vmc,
c1,0 = α(1 + α2)−1, c0,1 = β(1 + β2)−1, c1,1 = c−1,1 = −c1,0 × c0,1,
σ2e = σ
2
εκ
2 ou` κ2 = (1 + α2)−1(1 + β2)−1.
κ2 < 1 es el factor de reduccio´n en varianza de la prediccio´n CAR de X comparada a la prediccio´n SAR.
Un procesoMA de soporte finito es de covarianza con alcance acotado. Si d = 1, el teorema de Fejer asegura que el
recı´proco es verdad : un proceso sobre Z de covarianza de alcance finito es unMA. Eso falla si d ≥ 2 : por ejemplo,
para d = 2, el campo de correlacio´n ρ tiene distancia 1, |ρ| < 14 , y 0 de distancia > 1 no admite una representacio´n
MA; eso se basa sobre argumentos similares a los utilizados en la prueba de (2) de la proposicio´n anterior.
2.3.5 AR non-estacionario sobre un red finita S
Un campo real sobre S = {1, 2, · · · , n} es una v.a. X∗ ∈ Rn. La no estacionalidad de X∗ puede ser sobre la red
S, sobre la media µ = E(X∗) o sobre la covarianza Σ = Cov(X∗). Consideramos aquı´ la no estacionalidad en
covarianza, trabajando sobre el campo centrado X = X∗ − µ y su covarianza Σ = Cov(X∗) = Cov(X). Sea
ε = (εt, t ∈ S) un RB de L2 : representaciones, sitio por sitio o globales,MA, AR y ARMA de X en base de ε son
definidas por las ecuaciones :
MA : Xt =
∑
s∈S
bt,sεs , o X = Bε,
AR : Xt =
∑
s∈S:s 6=t
at,sXs + εt , o AX = ε,
ARMA : Xt =
∑
s∈S:s 6=t
at,sXs +
∑
s∈S
bt,sεs, o AX = Bε,
donde, para s, t ∈ S, Bt,s = bt,s, As,s = 1, At,s = −at,s si t 6= s. La representacio´nMA esta´ siempre definida; las
representaciones AR y ARMA existen si A es inversible. Si Γ = Cov(ε), esos modelos son caracterizados al orden
dos por sus covarianzas, Σ = BΓ tB para unMA, Σ = A−1Γ t(A−1) para un AR y Σ = (A−1B)Γt(A−1B) para
un ARMA.
Consideramos ε un RB de varianza 1 (Γ = In) y sea < un orden total (arbitrario) de enumeracio´n de S. Si X es
centrado de covarianza Σ inversible, X admite una u´nica representacio´n AR causal relativa a ε y a <. Esta repre-
sentacio´n esta´ asociada a la matriz triangular inferior A∗ de la factorizacio´n de Cholesky, Σ = tA∗A∗. A∗, como Σ,
depende de n(n+ 1)/2 para´metros, lo que confirma la identificabilidad del modelo AR causal. Las representaciones
AR equivalentes, pero en general no identificables, son A˜X = η, donde, para P orthogonal, η = Pε y A˜ = PA∗ (η
es todavı´ia un RB de varianza 1).
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En la pra´ctica, un modelo AR es asociado a un grafo de influencia R no necesariamente sime´trico : s → t es una
arista orientada deR si Xs influya sobre Xt, la vecindad de t siendo Nt = {s ∈ S : s→ t}.
Ejemplo : una modelacio´n SAR a los vmc (econometrı´a, epidemiologı´a).
Sea W = (wt,s)t,s∈S una matriz de influencia de s sobre t, t.q., ∀t, wt,t = 0. Por ejemplo, W es la matriz de
contiguidad espacial de un grafo; otras elecciones deW son presentadas en Cliff y Ord [18]). Por ejemplo, un SAR a
los vmc con un para´metro de dependencia espacial ρ es :
Xt = ρ
∑
s:s 6=t
wt,sXs + εt, ou X = ρWX + ε.
Representacio´n markoviana CAR.
Sea X el CAR : ∀t ∈ S : Xt =
∑
s∈S:s 6=t ct,sXs + et con E(et) = 0, V ar(et) = σ
2
t > 0 y Cov(Xt, es) = 0
si t 6= s. Esta representacio´n esta´ asociada al grafo de vecindad G de arista s → t si ct,s 6= 0. Como vamos a
ver, G es sime´trico. Sea C la matriz de coeficientes Cs,s = 0 y Ct,s = ct,s si s 6= t, D la matriz diagonal con
Dt,t = σ2t . Las ecuaciones de Yule-Walker se escriben Σ = CΣ+D y Σ verifica : (I−C)Σ = D. Si Σ es inversible,
Σ−1 = D−1(I − C) es sime´trica y d.p.. En particular, C y G son sime´tricos y la representacio´n CAR verifica :
∀t 6= s ∈ S : ct,sσ2s = cs,tσ2t . (2.8)
Campo gaussiano markoviano
Supongamos que X es un campo gaussiano sobre S = {1, 2, · · · , n}, X ∼ Nn(µ,Σ) donde Σ es inversible y que S
esta´ equipado de un grafo G sime´trico, denotando 〈s, t〉 si s y t son vecinos. Se dice queX es un campo G-markoviano
si, denotando Q = (qs,t) = Σ−1 la matriz de precisio´ n deX , entonces qst = 0 salvo 〈s, t〉. Luego, se tiene para todo
t ∈ S,
L(Xt|Xs, s 6= t) ∼ N (µt − q−1t,t
∑
s:〈t,s〉
qt,s(Xs − µs), q−1t,t ) (2.9)
yX es el CAR : Xt − µt = −q−1t,t
∑
s:〈t,s〉 qt,s(Xs − µs) + et, V ar(et) = q−1t,t . Sea [Q] la matriz n× n de diagonal
0, [Q]t,s = qt,s si t 6= s y Diag(Q) la matriz diagonal de diagonal la de Q : X se escribe,
X − µ = −(Diag(Q))−1[Q](X − µ) + e.
Como lo veremos en el §3, los CAR gaussianos son modelos de Gibbs con potenciales cuadra´ticos [52].
Grafo de Markov G de un SAR
El SAR gaussiano AX = ε existe si A−1 existe. Su covarianza inversa es Σ−1 = Q = σ−2( tAA) y el grafo R del
SAR es : 〈t, s〉R ⇐⇒ at,s 6= 0. La representacio´n CAR equivalente tiene como coeficientes ct,s = −qt,s/qt,t donde
qt,s =
∑
l∈S al,tal,s y un grafo de Markov G definido por :
〈t, s〉G ⇐⇒
{
sea 〈t, s〉R, sea 〈s, t〉R,
sea ∃l ∈ S t.q. 〈l, t〉R y 〈l, s〉R .
G es no es orientado de alcance “doble” del deR.
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2.3.6 Auto-Regresio´n con covariables : SARX
Esos modelos se han desarrollado en particular en econometrı´a espacial. Sea Z una matriz exo´gena real n × p. Un
SARX (X para eX o´gena) propone adema´s de la SAR una Regresio´n de X sobre Z :
X = ρWX + Zβ +WZγ + ε, ρ ∈ R, β et γ ∈ Rp. (2.10)
Tres factores explican X : las exo´genas Zβ, las endo´genas ρWX y las exo´genas atrasadas WZγ. El modelo de
Durbin espacial es (I − ρW )X = (I − ρW )Zβ + ε, el con desfase espacialX = ρWX +Zβ + ε. Las medias para
esos tres SARX son respectivamente :
E(X) = (I − ρW )−1[Zβ +WZγ], E(X) = Zβ et E(X) = (I − ρW )−1Zβ,
para una misma covarianza Σ−1×σ2 = (I−ρ tW )(I−ρW ) si ε ∼ RB(σ2). Se deduce sencillamente la estimacio´n
de los SARX por MV gaussiano.
2.4 El modelo de Regresio´n espacial
Es el modelo con residual un campo aleatorio ε :
Xs = m(s) + εs, E(εs) = 0.
Existen numerosas maneras de modelar la media s 7→ m(s) : regresio´n (lineal o no, log-lineal), ana´lisis de varianza
(exo´gena cualitativa), ana´lisis de la covarianza. Para el residual ε, Cressie [19] propone la descomposicio´n εs =
Ws + ηs + es dondeWs es una componente de ruido a larga escala y regular, ηs una componente a pequen˜a escala y
es un ruido blanco, error de medida o ruido de pepita.
SiX se observa en n sitios si ∈ S, el modelo se escribeXsi = tzsiδ+ εsi , i = 1, n con zsi y δ ∈ Rp, zsi una covari-
able observada y ε = (εsi , i = 1, n) un residual centrado y correlacionado espacialmente. Si X =
t(Xs1 , . . . , Xsn),
ε = t(εs1 , . . . , εsn), Z =
t(zs1 , . . . , zsn) :
X = Zδ + ε con E(ε) = 0 y Cov(ε) = Σ. (2.11)
El segundo paso es la modelacio´n de Σ.
2.5 Prediccio´n con covarianza conocida o krigeage
Se desea construir un mapa de prediccio´n deX sobre todo S cuandoX es observado en n puntos de S. La terminologı´a
krigeage es de Matheron [39] en referencia a los trabajos de Krige [34], un ingenerio de minas de Sur Africa. Se
observa {Xs1 , . . . , Xsn} y se desea hacer una prediccio´n lineal de Xs0 cuando la covarianza (el variograma) de
X es conocido. Sea X0 = Xs0 , X =
t(Xs1 , . . . , Xsn), Σ =Cov(X), σ
2
0 = V ar(X0) y c =Cov(X,X0) ∈ Rn
las caracterı´sticas (conocidas o estimadas) de orden dos de X . Buscamos un predictor sin sesgo de X0, Xˆ0 =∑n
i=1 λiXsi =
tλX que minimiza EQM(s0) = E{(X0 − Xˆ0)2}.
El krigeage sencillo examina la situacio´n conm(·) conocida. Sin restriccio´n, supongamos X centrado.
Proposition 8 Krigeage sencillo : la prediccio´n lineal y sin sesgo de X0 optimal para el EQM y la varianza del
error de prediccio´n son,
Xˆ0 = tcΣ−1X y τ2(s0) = σ20 − tcΣ−1c. (2.12)
Si X es gaussiano, Xˆ0 = E(X0 | Xs1 , . . . , Xsn) y X0 − Xˆ0 ∼ N (0, τ2(s0)).
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Si X = Zδ + ε, si z0 y Σ son conocidos pero no δ, el resultado del krigeage universal es el siguiente.
Proposition 9 Krigeage universal: la prediccio´n lineal optimal de X0 es
Xˆ0 = {tcΣ−1 + t(z0 − tZΣ−1c)(tZΣ−1Z)−1tZΣ−1}X. (2.13)
con varianza del error de prediccio´n τ2(s0) = σ20− tcΣ−1c+ t(z0 − tZΣ−1c)(tZΣ−1Z)−1(z0− tZΣ−1c).
La interpretacio´n del krigeage universal es la siguiente : Xˆ0 = tz0δˆ + cΣ−1(X − Zδˆ) es la suma de la estimacio´n
optimal tz0δˆ (con δˆ = (tZΣ−1Z)−1tZΣ−1X) de E(X0) = tz0δ y del krigeage sencillo cΣ−1(X − Zδˆ) de los
residuales ε̂ = (X − Zδˆ) estimados por MCG.
SiXs = m+ εs, se habla de krigeage ordinario. Las fo´rmulas de krigeage se escriben de manera similar en te´rminos
del variograma si ε es intrı´nseco porque la estacionalidad no es necesaria en la obtencio´n de esos resultados. El
krigeage es un interpolador exacto, es decir que Xˆs0 = Xs0 si s0 es un sitio de observacio´n.
Regularidad de la superficie de krigeage
La regularidad en 0 de la covarianza C (del variograma γ) determina la regularidad de la superficie de krigeage
s 7→ Xˆs. Por el modelo pepitico, la prediccio´n es en todo s la media aritme´tica de los (Xsi) si s0 6= si, con
discontinuidades Xˆs0 = Xsi en s0 = si. Ma´s generalmente, si C(h) no es continua en 0, s 7→ Xˆs no es continua en
los puntos de observacio´n si. Si C(h) es continua en 0, s 7→ Xˆs es continua donde quiera pero no es derivable en los
puntos de observacio´n. Si C(h) es parabo´lica en 0, s 7→ Xˆs es continua y derivable donde quiera.
Si en la dimensio´n d = 1 el krigeage utiliza una covarianza cu´bica, el interpolador es una funcio´n spline cu´bica. En
dimensio´n superior y para una covarianza separable cu´bica, las predicciones son cu´bicas por parte en cada variable
([17], p. 272). Una comparacio´n empı´rica entre las previsiones mediante funciones splines o por krigeage es dada en
[36].
3 Campo de Gibbs-Markov sobre una red S
Sea X = (Xi, i ∈ S) un campo aleatorio sobre S, un conjunto discreto de sitios, X ∈ Ω = ES con E un espacio
de estado general. S puede ser regular (S ⊆ Z2, ana´lisis de imagen, radiografı´a) o no (econometrı´a, epidemiologı´a).
Notamos pi la ley de X o su densidad. Nos interesamos aquı´ en la descripcio´n de pi a partir de leyes condicionales, en
particular contestaremos a la pregunta : si {νi(·|xi), i ∈ S, xi ∈ ES\{i}} es una familia de leyes sobre E indexadas
por xi, la configuracio´n de x fuera de i, cuando esas leyes son las condicionales de una ley conjunta pi ? Si es el caso,
se dice que la leyes condicionales se encolan en pi. Si la dependencia de νi(·|xi) en xi es “local”, se dice queX es un
campo de Markov (Markov Random Field (MRF) en ingle´s).
Sin condiciones, las {νi} no se “encolan”. La famila de las especificaciones de Gibbs es una familia para la cual
las condicionales se pegan sin condicio´n. La importancia de los modelos de Gibbs es reforzada por el teorema de
Hammersley-Clifford que dice que un campo de Markov es un campo de Gibbs con potenciales locales. Los auto-
modelos markovianos (AMM) de Besag forman una sub-clase de campos de Gibbs sobre R muy u´til en estadı´stica
espacial.
En este capı´tulo, el espacio de estados E es general (recordamos que E ⊆ R en geo-estadı´stica y para los SAR).
Eso abre muchas posibilidades de aplicaciones : E = R+ para observaciones positivas (campo exponencial o
campo Gamma, meteorologı´a), E = N para una variable contadora (campo de Poisson, epidemiologı´a), E =
{a0, a1, · · · , am−1} para un campo catego´rico (reparticio´n de m especies vegetales, ecologı´a), E = {0, 1} para
un campo binario (presencia/auscencia de una enfermedad), E = Λ × Rp para un campo cruzando una etiqueta ν
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cualitativo con una modalidad cuantitativa x (en teledeteccio´n, ν es una textura de paisaje y x una firma multiespec-
tral), E = {0}∪]0,+∞[ para un estado mixto (en pluviometrı´a, X = 0 si no llueve, X > 0 sino), sin olvidar E = R
o E = Rp para un campo gaussiano.
En lo que sigue, (E, E) esta´ equipado de una medida de referencia λ > 0; E es la σ-a´lgebra boreliena y λ la medida
de Lebesgue si E ⊂ Rp; E es P(E) y λ la medida contadora si E es discreto.
Encolamiento de leyes condicionales
Sin condiciones, leyes condicionales {νi} no se encolan. Arnold, Castillo y Sarabia [3] dan una condicio´n para que
dos familias (X|y) et (Y |x), x ∈ S(X) y y ∈ S(Y ) se encolen : sean µ y ν dos medidas sobre S(X) y S(Y ), a(x, y)
la densidad de (X = x|y) con respecto a µ, b(x, y) la de (Y = y|x) con respecto a ν, Na = {(x, y) : a(x, y) > 0} y
Nb = {(x, y) : b(x, y) > 0}. Entonces las familias se encolan ssı´ Na = Nb( .= N) y si :
∀(x, y) ∈ N : a(x, y)/b(x, y) = u(x)v(y), (3.1)
donde
∫
S(X)
u(x)µ(dx) <∞. Ası´, las leyes gaussianas (X|y) ∼ N (a+ by, σ2 + τ2y2) y (Y |x) ∼ N (c+ dx, σ′2 +
τ ′2x2), σ2 et σ′2 > 0 no se encolan si ττ ′ 6= 0; si τ = τ ′ = 0, se encolan si dσ2 = bσ′2, la ley conconjunta siendo
gaussiana (cf. (2.8); para ver cuales son las condiciones asegurando que leyes condicionales se encolan, cf. [3] y el
lemma de Brook [15]).
3.1 Campo de Gibbs sobre S
Sea S denumerable (i.e. S = Zd si S es regular), S = PF (S) el conjunto de las partes finitas de S, xA = (xi, i ∈ A)
la configuracio´n de x sobre A, xA = (xi, i /∈ A) la configuracio´n sobre S\A, xi = x{i}, ΩA = {xA, y ∈ Ω},
ΩA = {xA, x ∈ Ω}, F = E⊗S la σ-a´lgebra sobre Ω y dxΛ la medida λ⊗Λ(dxΛ) sobre (EΛ, E⊗Λ).
3.1.1 Potencial de interaccio´n y especificacio´n de Gibbs
Un campo de Gibbs es asociado a una familia piΦ de leyes condicionales definidas por potenciales de interaccio´n Φ.
Definition 3.1 Potencial de interaccio´n, energı´a, admisibilidad, especificacio´n de Gibbs
1. Un potencial de interaccio´n es un familia Φ = {ΦA, A ∈ S} de aplicaciones medibles ΦA : ΩA 7−→ R t.q.,∀Λ ∈ S,
la suma siguiente existe,
UΦΛ (x) =
∑
A∈S:A∩Λ6=∅
ΦA(x). (3.2)
UΦΛ es la energı´a de Φ sobre Λ, ΦA el potencial sobre A.
2. Φ es admisible si ∀Λ ∈ S y yΛ ∈ ΩΛ, ZΦΛ (xΛ) =
∫
ΩΛ
exp UΦΛ (xΛ, x
Λ)dxΛ < +∞.
3. Si Φ es admisible, la especificacio´n de Gibbs piΦ es la familia de leyes condicionales :
piΦΛ(xΛ|xΛ) = {ZΦΛ (xΛ)}−1 exp UΦΛ (x), Λ ∈ S. (3.3)
La familia piΦ es coherente, es decir : si Λ ⊂ Λ∗, piΛ es la restriccio´n a Λ de piΛ∗ . La sumabilidad (3.2) se verifica si
S es un espacio me´trico y si Φ es de alcance acotado : ∃R <∞ t.q. ΦA ≡ 0 si δ(A) = supi,j∈A d(i, j) > R.
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Especificacio´n piΦ y medidas de Gibbs G(Φ) Una medida de Gibbs µ ∈ G(Φ) es un ley µ sobre (Ω,F) t.q. sus
leyes condicionales coinciden con piΦ. Si S es finito, pi(x) = piS(x) y G(Φ) = {pi}. Si S es infinito, una pregunta
es si existe tal medida y, si existe, si hay unicidad. Eso no es asegurado sin condiciones particulares. Contestar a
eso es uno de los objetivos de la meca´nica estadı´stica (cf. Georgii, [31]). Si E es un espacio polaco (por ejemplo
un cerrado de Rd, o un conjunto finito) y si λ es finita, Dobrushin ([25]; [31]) demostro´ que G(Φ) 6= ∅. Pero esta
ley no es necesariamente u´nica : si ]G(Φ) > 1, se dice que hay transicio´n de fase, dos leyes distintas generando las
mismas leyes condicionales. Eso quiere decir que si S es infinito, una especificacio´n de Gibbs no especifica siempre
un modelo conjunto sobre S. Esta es una de las dificultades de la estadı´stica asinto´tica para los campos de Gibbs.
Dobrushin ha dado una condicio´n suficiente asegurando que no hay transicio´n de fase.
Identificabilidad de un potencial Φ. Sin restricciones, Φ 7→ piΦ no es identificable : por ejemplo, cualquiera sea
un real c, si cambiamos ΦA en Φ˜A = ΦA+ c, entonces piΦ ≡ pieΦ. Una manera de hacer Φ identificable es la siguiente
: sea τ un estado de referencia de E; entonces las condiciones siguientes hacen Φ identificable :
∀A 6= ∅,ΦA(x) = 0 si ∃i ∈ A t.q. xi = τ. (3.4)
Es una consecuencia de la fo´rmula de inversio´n de Moe¨bius : ∀A, ΦA(xA) =
∑
V⊆A(−1)](A\V )U(xA, τA), que
asocia unı´vocamente a U los potenciales que verifican (3.4).
3.1.2 Ejemplos de especificacio´n de Gibbs
Un modelo de Gibbs se caracteriza por los potenciales Φ = {ΦA, A ∈ C} indizados por la familia C ⊆ P(S). Si los
ΦA se escribenΦA(x) = θAφA(x), con φA conocidas, pi pertenece a la familia exponencial pi(x) = Z−1(θ) exp tθT (x)
de para´metro θ = (θA, A ∈ C) y estadı´stica exhaustiva T (x) = (φA(x), A ∈ C). Conocer la forma explı´cita de las
leyes condicionales permite :
• (i) utilizar algoritmos MCMC de simulacio´n (muestreador de Gibbs, algoritmo de Metro´polis);
• (ii) usar estimacio´n mediante seudo-verosimilitud condicional (SV C) fa´ciles de poner en marcha numerica-
mente y con buenas propiedades asinto´ticas cuando elMV es de difı´cil obtencio´n (Gaetan et Guyon [27],[28]).
Modelos de Ising. Introducidos por los fı´sicos para modelar configuraciones espaciales de spins xi ∈ {−1,+1}
sobre la red Z3, esos modelos binarios son populares en el ana´lisis de imagen o en la estadı´stica espacial. Si S ⊆ Z2,
el modelo de Ising isotro´pico a los 4-vmc tiene como potenciales Φ{i}(x) = αxi, i ∈ S y Φ{i,j}(x) = βxixj si
〈i, j〉, es decir ‖i− j‖1 = |i1 − j1| + |i2 − j2| = 1. Si Λ ⊆ Z2 es finita, la energı´a sobre Λ es UΛ(xΛ|xΛ) =
α
∑
i∈Λ xi + β
∑
i∈Λ, j∈S : 〈i,j〉 xixj y pi
Φ
Λ se escribe :
piΛ(xΛ|xΛ) = Z−1Λ (α, β;xΛ) exp UΛ(xΛ;xΛ),
donde el constante de normalizacio´n vale Z(α, β;xΛ) =
∑
xΛ∈EΛ exp UΛ(xΛ;x
Λ). El papel de los para´metros α
y β es el siguiente : α modula la ley marginal, β la correlacio´n espacial. ZΛ(α, β;xΛ), suma de 2]Λ te´rminos, es
rapidamente incalculable : por ejemplo, si Λ es un (pequen˜o) cuadrado 10× 10, hay 2100 ' 1.27× 1030 te´rminos en
ZΛ! Al contrario, la ley condicional en i es explI´cita,
pii(xi|xi) = expxi(α+ βvi(x))2ch(α+ βvi(x)) con vi(x) =
∑
j:〈i,j〉
xj ,
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funcio´n de los 4-vmc. De aquı´ sale la simulacio´n de piΛ por el muestreador de Gibbs o la estimacio´n de los para´metros
(α, β) por SV C.
El modelo de Ising se generaliza en varias direcciones, cubriendo ası´ un ancho espectro de situaciones : se puede
introducir una anisotropı´a, aumentar la relacio´n de vecindad 〈i, j〉, introducir potenciales ma´s alla´ que de pares, au-
mentar el nu´mero de estados de E (modelo de Potts, Strauss [59]) con estados cualitativos (variedades en ecologı´a)
o cuantitativos (nivel de gris en ana´lisis de imagen). Tambie´n, esos modelos se pueden definir sobre una red S sin
regularidad, sin estacionalidad para el grafo de vecindad G y sin estacionalidad para los potenciales.
Especificacio´n gaussiana sobre S = {1, 2, · · · , n}. Si Σ−1 = Q existe, una ley gaussiana X = (Xi, i ∈ S) ∼
Nn(µ,Σ) es un campo de Gibbs de energia U(x) = 12 t(x− µ)Q(x− µ) y potenciales :
Φ{i}(x) = xi{
∑
j:j 6=i
qijµj} − 12qiix
2
i y Φ{i,j}(x) = −qijxixj si i 6= j.
Las leyes condicionales LA(XA|xA) se deducen de la energı´a condicional UA(·|xA). X es un campo G-markoviano
si, para todo i 6= j : qij 6= 0⇐⇒ 〈i, j〉 es una arista de G.
3.2 Campo de Markov y campo de Gibbs
El intere´s de los campos de Gibbs tiene entre sus capacidades el definir sencillamente y de manera flexible especi-
ficaciones condicionales coherentes. Pero tambie´n los campos de Gibbs son campos de Markov. Definamos esta
nocio´n.
Sea S = {1, 2, · · · , n} un conjunto de sitios equipado de un grafo de vecindad G sime´trico y sin lazo, 〈i, j〉 la relacio´n
de vecindad asociada, ∂A = {i ∈ S, i /∈ A : ∃j ∈ A t.q. 〈i, j〉} la frontera de vecindad de A y ∂i = ∂{i} si i ∈ S.
Definition 3.2 Campo de Markov, cliques de un grafo
1. X es un campo de Markov (Markov Random Field (MRF) en ingle´s) sobre S para G si, ∀A ⊂ S y xA ∈ ΩA, la ley de
X sobre A condicional a xA depende unicamente de x∂A : piA(xA|xA) = piA(xA|x∂A).
2. Una parte C no vacı´a de S es una clique del grafo G si o C es un singleton o si los elementos de C son dos a dos
vecinos para G. El conjunto de las cliques de G es denotado C(G).
Por ejemplo, para el grafo a los 4-vmc sobre Z2, las cliques son los singletons {i} y los pares {i, j} t.q. ‖i− j‖1 = 1.
Para la relacio´n a los 8-vmc, hay adema´s las partes A = {i, j, k} y A = {i, j, k, l} t.q. ∀u,v ∈ A, ‖u− v‖∞ ≤ 1.
A una familia C de partes de S que incluya todos los singletones de S se associa el grafo G(C) ası´ definido : i 6= j son
vecinos de G(C) si ∃C ∈ C t.q. {i, j} ⊂ C. La propiedad siguiente identifica un campo de Markov a un campo de
Gibbs.
Theorem 1 Teorema de Hammersley-Clifford (Besag, [14];[27],[28]).
1. Sea pi un campo G markoviano sobre E t.q. piA(xA|xA) > 0,∀A ⊂ S y x ∈ ES . Entonces existe un potencial
Φ = {ΦA, A ∈ C} definido sobre C, las cliques de G, t.q. pi es un campo de Gibbs de potencial Φ.
2. Recı´procamente, sea C una familia de partes de S incluyendos los singletones. Entonces, un campo de Gibbs de
potenciales Φ = {ΦA, A ∈ C} es un campo de Markov para el grafo de vecindades G(C).
Una sub-clase importante de campos de Markov es la de los auto-modelos de Markov de Besag.
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3.3 Auto-modelos markovianos de Besag (AMM)
Estos modelos de Markov son caracterizados por densidades condicionales en una familia exponencial. Empezamos
con el resultado ba´sico de su definicio´n.
Sea pi un campo deMarkov sobre S = {1, 2, · · · , n} con potenciales de singletones y de pares, pi(x) = C exp{∑i∈S Φi(xi)+∑
{i,j} Φij(xi, xj)}. Para todo x ∈ En, pi(x) > 0. Adema´s se supone que se verifica la condicio´n de idenficabilidad
(3.4) con 0 ∈ E el estado de referencia. La propiedad siguiente permite identificar los potenciales deX a partir de las
leyes condicionales de X .
Theorem 2 (Besag [14];[27],[28]) Supongamos que cada pii(·|xi) pertenece a la familia exponencial :
log pii(xi|xi) = Ai(xi)Bi(xi) + Ci(xi) +Di(xi), (3.5)
donde Bi(0) = Ci(0) = 0. Entonces :
1. Para todo i, j ∈ S, i 6= j, existe αi y βij = βji tales que :
Ai(xi) = αi +
∑
j 6=i
βijBj(xj) , Φi(xi) = αiBi(xi) + Ci(xi),Φij(xi, xj) = βijBi(xi)Bj(xj). (3.6)
2. A la inversa, leyes condicionales que verifican (3.5) y (3.6) se encolan en una ley conconjunta que es un campo de
Markov de potenciales dados por (3.6).
Una sub-clase importante de campo de Markov es la de los campo de Gibbs con valores en E ⊆ R y potenciales no
mayores que los potenciales de pares, siendo los potenciales de pares cuadra´ticos.
Definition 3.3 Auto-Modelo de Markov (AMM) : X es un AMM si X es con valores en R y si su ley pi se escribe :
pi(x) = Z−1 exp{
∑
i∈S
Φi(xi) +
∑
〈i;j〉
βijxixj} con, ∀i, j, βij = βji (3.7)
Auto-modelo logı´stico : E = {0, 1} y ∀i, pii(·|xi) ∼Logit(θi(xi)), θi(xi) = {αi +
∑
j:〈i,j〉 βijxj}, t.q. i 6= j,
βij = βij :
pii(xi|xi) =
expxi{αi +
∑
j:〈i,j〉 βijxj}
1 + exp{αi +
∑
j:〈i,j〉 βijxj}
.
Esas leyes se encolan en una ley conconjunta de energı´a U(x) =
∑
i αixi +
∑
〈i,j〉 βijxixj .
Auto-modelo binomial : E = {0, 1, 2, . . . , N}. Consideramos leyes pii(·|xi) ∼ Bin(N, θi(xi)) t.q. θi(xi) verifica :
Ai(xi) = log{θi(xi)/(1− θi(xi))} = αi +
∑
j:〈i,j〉
βijxj .
Si ∀i 6= j, βij = βji, esas leyes se encolan en una conjunta de energı´a U(x) =
∑
i(αixi+log
(
N
xi
)
)+
∑
〈i,j〉 βijxixj .
El para´metro binomial condicional es θi(xi) = [1 + exp−{αi +
∑
j∈S:〈i,j〉 βijxj}]−1.
Para esos dos ejemplos, E es finito y luego U es siempre admisible. No es el caso en los ejemplos siguientes.
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Auto-modelo de Poisson : E = N. Supongamos que pii(·|xi) ∼ P(λi(xi)), i ∈ S con para´metro log-lineales:
log λi(xi) = Ai(xi) = αi +
∑
j:〈i,j〉
βijxj .
Si ∀i 6= j, βij = βji ≤ 0 , la energı´a vale U(x) =
∑
i(αixi+log(xi!))+
∑
j:〈i,j〉 βijxixj . La energı´a U es admisible
ssi βij ≤ 0 para todo i 6= j. Esto traduce una competencia entre sitios vecinos. Se puede permitir cooperacio´n de dos
maneras : (i) acotando E por un K < ∞ (censura derecha); (ii) trabajando con las leyes de Poisson condicionales a
{X ≤ K} [33, 4].
Auto-modelo exponencial : E =]0,+∞[. Son modelos con condicionales exponencial :
pii(xi|xi) ∼ Exp(µi(xi)), µi(xi) = {αi +
∑
j:〈i,j〉
βijxj}.
Si, ∀i 6= j, αi > 0 et βij = βji ≥ 0, esa leyes se encolan en una ley conjunta de energı´a U(x) = −
∑
i αixi −∑
〈i,j〉 βijxixj . La positividad de βij ≥ 0 traduce una competencia entre los sitios. Se puede autorizar cooperacio´n
de forma ana´loga a los AMM de Poisson.
Auto-modelo gaussiano : E = R. Sea X ∼ Nn(µ,Σ) sobre S = {1, 2, · · ·n} tal que Cov(X) = Σ es inversible,
Q = Σ−1. X es un modelo de Gibbs de energı´a U(x) = −(1/2) t(x − µ)Q(x − µ), con potenciales Φi(xi) =
− 12qiix2i + αixi, αi =
∑
j qijµj , y Φij(xi, xj) = −qijxixj . La energı´a U es admisible ssi Q es d.p.. Como
Ui(xi|xi) = Φi(xi)+
∑
j 6=i Φij(xi, xj), la ley condicional Li(Xi|xi) es gaussiana de varianza q−1ii y media µi(xi) =
−q−1ii
∑
j 6=i qij(xj − µj). Este modelo es un CAR gaussiano (cf. (2.9)).
Auto-modelo markoviano con covariables (AMMX) : sin restricciones, un modelo no estacionario es de dimensio´n
demasiado grande para ser u´til en modelacio´n estadı´stica. Un camino para reducir la dimensio´n es modelar los
para´metros θ = {(αi, βij), i 6= j, i, j ∈ S} a partir de covariables exo´genas z = (zi, i ∈ S) y de pesos dados
{(ai), (wij)}, w sime´trica. Por ejemplo, el modelo βij = δwij y αi =
∑p
j=1 γjaizij donde zi =
T (zi1, . . . , zip) ∈
Rp es observable, es de dimensio´n p + 1. Un ejemplo de AMMX de Poisson es estudiado en Ferra´ndiz et altri [26]
para la modelacio´n epidemiolo´gica espacial de varios tipos de ca´nceres en la regio´n de Valencia, Espan˜a.
4 Proceso puntual espacial
Los procesos puntuales (PP) se utilizan en varias ramas (Diggle, [22]) tales que ecologı´a y forestales (Matern, [38]),
epidemiolo´gı´a espacial ([37]), ciencias de los materiales ([55]), geofı´sica, astrofı´sica ([43]), etc. La teorı´a proba-
bilı´stica de los PP necesita definiciones (i.e. medidas de Palm) y justificaciones te´cnicas que no tratamos aquı´ y que se
pueden encontrar en los libros de Daley y Veres-Jones [21], Stoyan, Kendall y Mecke [57], van Lieshout [61], Møller
y Waagepetersen [42].
4.1 Definiciones y notaciones
Sea S un conjunto de Rd, B (resp. B(S), resp. Bb(S)) los borelianos de Rd (resp. de S, resp. acotados de S),
ν la medida de Lebesgue sobre Bd. La realizacio´n x de un PP X sobre S es dado por una coleccio´n localmente
finita de puntos de S, x = {x1, x2, · · · }, xi ∈ S, es decir una parte x ⊂ S t.q. x ∩ B es finita para toda parte
B ∈ Bb(S). Denotamos por E el espacio de las configuraciones localmente finitas ,x, y . . . tales configuraciones
sobre S, xi, yi, ξ, η puntos de esas configuraciones.
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4.1.1 Espacio exponencial de las configuraciones
Si S ∈ Bb(S), el espacio E de las configuraciones del PP X sobre S es la unio´n de los espacios En de las config-
uraciones con n puntos, n ≥ 0 : E = ⋃n≥0En es el espacio exponencial de las configuraciones, equipado de la
σ-a´lgebra E que hace medibles las variables contadoras N(A) : E −→ N para todos los A ∈ Bb(S). La ley de X es
la probabilidad P imagen sobre (E, E) de P. Esta es caracterizada por las leyes finitas de esas variables.
Definition 4.1 Proceso puntual.
1. Un proceso puntual sobre S es una aplicacio´n X de un espacio de probabilidad (Ω,A,P) en E t.q., ∀A ∈ Bb(S), el
nu´mero de puntos N(A) = NX(A) de X en A es medible.
2. La ley de un PP X es definida para todo m ≥ 1 y (A1, A2, · · · , Am) de Bb(S) por las leyes finitas sobre Nm de
(N(A1), N(A2), · · · , N(Am)).
Si S ∈ Bb(S), NX(S) es casi-seguramente finito. Aquı´, se estudiara´ unicamente PP sencillos, es decir PP sin
repeticio´n de puntos xi : en tal caso, una realizacio´n x coincide con un sub-conjunto de S.
PP estacionario, PP isotro´pico. Un PP sobreRd es estacionario si, ∀ξ ∈ Rd, la ley del PP trasladadoXξ = {Xi+ξ}
es la misma que la de X . El PP es isotro´pico si la ley de ρX , la ρ-rotacio´n de X , es la misma que la ley de X , eso
para toda rotacio´n ρ.
PP marcado (PPM ). SeaK un espacio me´trico, por ejemploK ⊆ Rm. Un proceso punctual de marcado (X,M)
sobre S ×K es un PP sobre S ×K t.q. X sea un PP sobre S : (x,m) = {(x1,m1), (x2,m2), · · · } dondemi ∈ K
es la marca en xi. Ejemplos de marcas son : K = {m1,m2, · · · ,mK} (K tipos de puntos), K = R+ (la marca es
una medida r ≥ 0), K = [0, 2pi[×R+ (la marca es un segmento centrado en x, de orientacio´n θ ∈ [0, 2pi[ y longitud
l ≥ 0). Examinemos algunos ejemplos de PPM.
• Sea B(x, r) ⊂ S la bola de R2 de centro x y de radio r > 0. Un ejemplo de PP marcado es el dato de los centros
xi de un PP X y de marcas bolas B(xi, ri) centradas en xi y de radios i.i.d. independientes de X . En te´rminos de
morfologı´a matema´tica [55, 57], X = ∪xi∈XB(xi, ri) es un proceso booleano.
•• Un PP marcado de fibras [57] es asociado a marcas curvilinealesmi, por ejemplo un segmento centrado en xi, de
longitud li ∼ Exp(l−1) y orientacio´n θi, (θi, li) i.i.d. y independientes de X; tal PPM se utilizan en ciencias de los
suelos para modelar la reparticio´n espacial de una red de raı´ces en S ⊂ R3.
• • • Un PP multivariado X = (X(1), X(2), · · · , X(M)) se puede ver como un PPM conM marcas : X(m) es el
sub-conjunto de S de las posiciones de la variedad m. X se identifica con X˜ = ∪Mm=1X(m), el PPM superposicio´n
de los X(m).
4.2 Momentos de un proceso puntual
Si los momentos de orden 1 (esperanza) y 2 (covarianza) son la base del estudio de los procesos con valores reales, las
nociones adoptadas para los PP son las medidas de momento de orden p ≥ 1 (en particular p = 1 y p = 2), medidas
sobre (S,B(S))p definida por :
µp(B1 × · · · ×Bp) = E(N(B1) · · ·N(Bp)).
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Momento de orden 1, intensidad ρ de un PP. La medida de intensidad λ deX es la medida de momento de orden
1 :
λ(B) = µ1(B) = E(N(B)) = E{
∑
ξ∈X
1(ξ ∈ B)}.
En general, λ(dξ), la probabilidad de que haya un punto de X en el volumen dξ alrededor de ξ, se expresa a partir
de una densidad de intensidad ρ(ξ), λ(dξ) = ρ(ξ)dξ. Si X es estacionario, λ es invariante por traslacio´n, es decir
λ(B) = τν(B) donde τ , la intensidad constante de X, es el nu´mero medio de puntos de X en un volumen unidad.
Momento factorial y intensidad ρ2 de orden 2. La covarianza de variables contadoras se obtiene a partir de la
medida del momento de orden 2, µ2(B1 × B2) = E(N(B1)N(B2)). Sin embargo, anotando
∑6=
ξ,η∈X la suma
extendida a los sitios ξ 6= η distintos de X , la descomposicio´n,
µ2(B1 ×B2) = E{
∑
ξ∈X
1(ξ ∈ B1 ∩B2)}+ E{
6=∑
ξ,η∈X
1((ξ, η) ∈ (B1, B2))},
ensen˜a que µ2 tiene una componente medida sobre B(S) y otra medida sobre B(S) × B(S). Esta singularidad desa-
parece considerando la medida de momento factorial α2 de orden 2 definida por :
α2(B1 ×B2) = E{
6=∑
ξ,η∈X
1((ξ, η) ∈ (B1, B2))} = µ2(B1 ×B2)− λ(B1 ∩B2).
α2 coincide con µ2 sobre el producto de eventos disjuntos.
Si h1 : Rd → [0,∞) y h2 : Rd × Rd → [0,∞) son medibles, se tiene ([42]) :
E{
∑
ξ∈X
h(ξ)} =
∫
Rd
h1(ξ)λ(dξ) y E{
6=∑
ξ,η∈X
h2(ξ, η)} =
∫
Rd
∫
Rd
h(ξ, η)α2(dξ, dη). (4.1)
Si B1 y B2 son acotados, Cov(N(B1), N(B2)) = α2(B1 × B2) + µ1(B1 ∩ B2) − µ1(B1)µ1(B2). Si ξ 6= η,
α2(dξ × dη) es la probabilidad que X presenta un punto en dξ y un punto en dη. Si α2 es absolumente continua con
respeto de la medida de Lebesgue sobre (S,B(S))2, su densidad ρ2(ξ, η) es la densidad de intensidad de orden 2 de
X . Si X es estacionario (resp. isotro´pico), ρ2(ξ, η) = ρ2(ξ − η) (resp. ρ2(ξ, η) = ρ2(‖ξ − η‖)).
Correlacio´n de pares reponderada. Una pregunta central en el estudio de los PP es de saber si los puntos de la
realizacio´n x de un PP tienen una tendencia a atraerse (conglomerados o clusters), o al contrario a repelerse (regular-
idad), o a no influirse (independencia). Esta u´ltima hipo´tesis, denominada CSR para Complete Spatial Randomness,
traduce que los puntos de x se reparten en S independientemente unos de los otros, pero no necesariamente de manera
uniforme sobre S. Esto define la clase de los PP de Poisson (PPP) con densidad ρ(·); los PPP estacionarios son PPP
de densidad ρ constante.
Sin suponer la densidad estacionaria, Baddeley, Møller y Waagepetersen [7] definen la correlacio´n de pares reponder-
ada g(ξ, η) que es un indicador al orden 2 de la dependencia espacial :
si ρ(ξ) > 0 y ρ(η) > 0 : g(ξ, η) =
ρ2(ξ, η)
ρ(ξ)ρ(η)
. (4.2)
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Como g(ξ, η) = 1+ Cov(N(dξ),N(dη))ρ(ξ)ρ(v)dξdη , la interpretacio´n de g es la siguiente : (i) g(ξ, η) = 1 : independencia entre los
puntos (hipo´tesis CSR); (ii) g(ξ, η) > 1 : atraccio´n entre los puntos (la covarianza es> 0); (iii) g(ξ, η) < 1 : repulsio´n
entre los puntos (la covarianza es < 0).
Se dice que X es estacionario de orden dos para la correlacio´n reponderada si g(ξ, η) = g(ξ − η). Un PP puede ser
estacionario al orden 2 para esta nocio´n sin estacionalidad al orden 1 (cf. §4.5.1). Esta nocio´n permite construir una
prueba de independencia espacial sin suponer la estacionalidad de la densidad espacial.
4.3 Ejemplos de proceso puntual
Modelo condicional de n(x) = n ≥ 0. Si S es acotada, la ley de X puede definirse a partir de,
1. las probabilidades pn que una configuracio´n x tiene n puntos, n ≥ 0;
2. la densidad condicional gn sobre En, las configuraciones con n puntos, n ≥ 1.
La densidad gn sobre En es en biyeccio´n con una densidad fn sobre Sn invariante para las permutaciones de las coor-
denadas : fn(x1, x2, · · · , xn) = 1n!gn({x1, x2, · · · , xn}). Si B∗n = {(x1, x2, · · · , xn) ∈ Sn t.q. {x1, x2, · · · , xn} ∈
Bn} es asociado a Bn ∈ En, la probabilidad de B =
⋃
n≥0Bn es :
P (X ∈ B) =
∑
n≥0
pn
∫
B∗n
fn(x1, x2, · · · , xn)dx1dx2 · · · dxn.
Especificar los pn es poco realista en la pra´ctica. Esos pn sera´n implı´citos si X esta´ definido por una densidad
incondicional (cf. §4.6)
Puntos independientes : proceso Binomial de n puntos. Sea S acotada de volumen 0 < ν(S) <∞. Un PP bino-
mial sobre S con n puntos coincide con la realizacio´n de n puntos i.i.d. uniformes sobre S : si {A1, A2, · · · , Ak} es
una particio´n boreliana de S, (N(A1), N(A2), · · · , N(Ak)) es la ley multinomialM(n; q1, q2, · · · , qk) de para´metros
qi = ν(Ai)/ν(S), i = 1, k. Eso se extiende a reparticiones i.i.d. no necesariamente co densidad uniforme ρ(·) : eso
define la reparticio´n de un PP de Poisson de intensidad ρ con n puntos en S (cf. §4.4).
Ma´s regularidad espacial : un modelo con nu´cleo duro. Una manera de “regularizar” x es prohibir puntos de-
masiado cercanos. Eso es adoptado cada vez que un individuo i en xi necesita un espacio propio alrededor de e´l :
esferas no penetrables en fı´sica, a´rboles en una selva, animales sobre un territorio de caza, centros de ce´lulas de un
tejido celular, panaderı´as en una ciudad. Esos modelos son casos particulares del modelo de Strauss que es un modelo
de Gibbs definido por su densidad incondicional (cf. §4.6.2).
Reparticio´n con clusters : el PP de Neyman-Scott. Examinamos la modelacio´n siguiente de una dina´mica de
poblacio´n :
1. las posiciones X de los padres forman un PP de Poisson;
2. a la generacio´n siguiente, cada padre i en xi genera hijos Yxi en nu´mero Kxi y posiciones Yxi alrededor de xi,
con (Kxi , Yxi) i.i.d. independientes de X .
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El PP de Neyman-Scott [43] es la superposicio´n D = ∪xi∈xYxi de los hijos de la primera generacio´n. D presenta
clusters cerca de los padres. Las generalizaciones son mu´ltiples: otra reparticio´n espacial de los padres, dependencias
entre los hijos (competencia), leyes de descendencia no ide´nticas (variabilidad de fertilidad), etc. Esos modelos son
de la clase de los PP de Cox (cf. §4.5).
Presentamos ahora las tres grandes clases de PP :
1. Los PP de Poisson (PPP) que modelan reparticiones espaciales “al azar” y son caracterizados por su intensidad
ρ(·);
2. Los PP de Cox que son PPP condicionales a un contexto aleatorio. modelan reparticiones espaciales menos
regulares y pueden presentar clusters como el PP de Neyman-Scott.
3. Los PP de Gibbs son definidos a partir de la densidad de una especificacio´n condicional. Sirven para modelar
reparticiones espaciales ma´s regulares que las de un PP de Poisson, como la de un modelo con nu´cleo duro.
4.4 Proceso puntual de Poisson
Sea λ una medida positiva sobre (S,B(S)) de densidad ρ, λ finita sobre Bb(S). Un PP de Poisson (PPP) de medida
de intensidad λ(·) > 0 y densidad ρ(·) se caracteriza por :
1. ∀A ∈ Bb(S) t.q. λ(A) <∞, N(A) sigue una ley de Poisson de para´metro λ(A);
2. Condicionalmente a N(S) = n, los puntos de x ∩A son i.i.d. con densidad proporcional a ρ(ξ), ξ ∈ A :
P (N(A) = n) = e−λ(A)
(λ(A))n
n!
y gn({x1, x2, · · · , xn}) ∝ ρ(x1)ρ(x2) · · · ρ(xn).
Si Ai, i = 1, p son p borelianos disjuntos de Bb(S), las v.a. N(Ai) son independientes. El PPP es homoge´neo
de intensidad ρ si λ(·) = ρν(·) : a la independencia espacial se agrega la uniformidad de la reparticio´n espacial.
ρ(·) se puede modelar de manera log-linear log ρ(ξ) = tz(ξ)β, β ∈ Rp con covariables conocidas z(ξ), ξ ∈ S.
Simulacio´n de un PPP : Se utiliza el algoritmo de rechazo, o borrado de puntos : si ρ(x) < c <∞ sobre S,
1. simular Xh = {xi}, un PPP homoge´neo sobre S de intensidad c;
2. borrar independientemente los xi con la probabilidad (1− ρ(xi)c ).
4.5 Proceso puntual de Cox
Sea Λ = (Λ(ξ))ξ∈S un proceso ≥ 0 sobre S t.q., casi-seguramente y ∀B ∈ Bb(S),
∫
B
Λ(ξ)dξ < ∞. Un PP de Cox
X dirigido por Λ = (Λ(ξ))ξ∈S es un PPP de densidad aleatoria Λ; Λ modela un contexto aleatorio. Si la densidad de
Λ es estacionaria, X es estacionario.
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4.5.1 Proceso de Cox log-gaussiano
Introducido por Møller, Syversveen et Waagepetersen [41], esos modelos admiten una intensidad Λ log-lineal con
efecto aleatorio :
log Λ(ξ) = tz(ξ)β +Ψ(ξ). (4.3)
Aquı´, Ψ = (Ψ(ξ))ξ∈S es un proceso gaussiano centrado de covarianza c(ξ, η) = Cov(Ψ(ξ),Ψ(η)) t.q. c asegura la
integrabilidad local de Λ. Las medidas de momentos de esos procesos se manipulan bien : en particular, log ρ(ξ) =
tz(ξ)β + c(ξ, ξ)/2 y la correlacio´n de pares reponderada g(ξ, η) = exp(c(ξ, η)). La correspondencia c ←→ g es
biyectiva. Si Ψ es estacionario (resp. isotro´pico), X es estacionario (resp. isotro´pico) al orden 2 para la correlacio´n
reponderada g.
4.5.2 PP doblemente de Poisson
Tambie´n llamado shot noise process, son PP de Cox X de intensidad,
Λ(ξ) =
∑
(c,γ)∈ϕ
γk(c, ξ). (4.4)
En esta escritura, ϕ es la realizacio´n de un PPP sobre S×R+, k(c, ·) una densidad sobre S centrada en c. Ası´,X es la
superposicio´n de PPP independientes de intensidades γk(c, ·) para una reparticio´n de Poisson de los (c, γ). Esos PP
se pueden utilizar para modelar una dina´mica de poblacio´n.
Para el PP de Neyman-Scott ([43] y §4.3), los centros c forman un PPP estacionario de intensidad τ y γ es el nu´mero
medio de hijos nacidos de cada padre; este PP es estacionario de intensidad τγ. El PP de Thoma´s [60] es asociado a
una ley de dispersio´n gaussiana k(c, ·) ∼ Nd(c, σ2I); el PP de Thoma´s es isotro´pico de correlacio´n reponderada [42],
g(ξ, η) = g(‖ξ − η‖) con g(r) = 1 + 1
4piκσ2
exp
{
− r
2
4σ2
}
.
Se puede tambie´n considerar un modelo inhomoge´neo donde Λ depende de covariables z(ξ) [63],
Λ(ξ) = exp(tz(ξ)β)
∑
(c,γ)∈ϕ
γk(c, ξ).
De misma correlacio´n reponderada g que (4.4), este PP permite estudiar propiedades de dependencia al orden 2 en
presencia de una inhomogeneidad al orden 1.
4.6 Densidad de un proceso puntual
Para S ∈ Bb(Rd), vamos a definir la densidad de probabilidad f de un PP X sobre S con respecto a una medida de
referencia sobre (E, E), la de un PPP (1). Como es el caso muchas veces, la densidad de un PP sera´ conocida salvo
un factor multiplicativo cercano, f(x) = cg(x), g conocida. Eso no tiene consecuencia para la simulacio´n MCMC de
un PP vı´a el algoritmo de Metro´polis para el cual basta conocer g (cf. Mo¨ller et Waagepetersen [42];[27], Ch. 4;[28]).
Pero para la estimacio´n parame´trica de θ del modelo fθ(x) = c(θ)gθ(x) por MV necesitara´ conocer c(θ), constante
analı´ticamente incalculable que tendra´ que ser nume´ricamente aproximada mediante un me´todo MCMC([42]; [27],
Ch. 5;[28]). Otro me´todo de estimacio´n que evita esta dificultad es el me´todo de Ma´xima Seudo-Verosimilitud
Condicional (MSVC) para el cual basta conocer gθ(x).
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4.6.1 Definicio´n
Sea Yρ un PPP (ρ). El desarollo de Poisson siguiente, para un evento F ∈ E :
P (Yρ ∈ F ) =
∞∑
n=0
e−λ(S)
n!
∫
Sn
1{x ∈ F}ρ(x1)ρ(x2) · · · ρ(xn)dx1dx2 · · · dxn,
y x = {x1, x2, · · · , xn} permite definir la densidad de un PP con respecto a la medida sobre E de Y1 ∼ PPP (1).
Definition 4.2 X es de densidad f con respecto a Y1 si para cada F ∈ E :
P (X ∈ F ) = E[1{Y1 ∈ F}f(Y1)] =
∞∑
n=0
e−ν(S)
n!
∫
Sn
1{x ∈ F}f(x)dx1dx2 · · · dxn.
La probabilidad de En, las configuraciones con n puntos, es pn = e
−ν(S)
n!
∫
Sn
f(x)dx1dx2 · · · dxn. Adema´s, condi-
cionalamente a n(x) = n, los puntos de x son de densidad fn(x1, x2, · · · , xn) ∝ f({x1, x2, · · · , xn}) : fn es
conocida salvo un factor multiplicativo cercano, los pn son dados implicı´tamente pero nume´ricamente incalcula-
bles. Una de las pocas situaciones donde esas cantidades se explicitan es la de un PPP (ρ) para el cual f(x) =
eν(S)−λ(S)
∏n
i=1 ρ(xi).
Intensidad condicional de Papangelou. Una densidad f es hereditaria si se tiene :
∀x ∈ E t.q. f(x) > 0 y si y ⊂ x, entonces f(y) > 0. (4.5)
Las densidades usuales son hereditarias. Si f es hereditaria, la intensidad de Papangelou de ξ /∈ x condicionaa a x es
[44]:
λ(ξ,x) =
f(x ∪ {ξ})
f(x)
si f(x) > 0, λ(ξ,x) = 0 sinon. (4.6)
Si f(x) = c g(x), λ(ξ, x) no depende de c. Papangelou (4.6) establece que la correspondencia entre f y λ es biyectiva
: ası´, un PP puede modelarse a partir de su intensidad condicional. Esta intensidad esta´ en la base de las simulaciones
MCMC de un PP definido por su densidad o de la estimacio´n parame´trica por MSVC.
La interpretacio´n de λ(ξ, x) es la probabilidad de presencia de un punto deX en ξ si la realizacio´n fuera de ξ es x. Se
tiene : E(λ(ξ,X)) = ρ(ξ) si la densidad de X es ρ. Para un PPP (ρ), λ(ξ, x) = ρ no depende de x. Para los PP de
Markov (cf. 4.9.1), λ(ξ, x) = λ(ξ, x ∩ ∂ξ) depende u´nicamente de la configuracio´n de x al vecindad ∂ξ de ξ.
4.6.2 Proceso puntual de Gibbs
Supongamos que X es de densidad f(x) = exp{−U(x)}/Z con una energı´a U(x) admisible, es decir :
∀n ≥ 0 : qn =
∫
Sn
exp−{U(x)} dx1dx2 · · · dxn <∞ y
∞∑
n=0
e−ν(S)
n!
qn <∞.
Una condicio´n suficiente de admisibilidad es que ∃n0 < ∞ t.q. ∀x, n(x) ≤ n0 y que U sea admissible condicional-
mente para todo n ≤ n0 (i.e. X es un modelo de nu´cleo duro). Otra condicio´n suficiente de admisibilidad es que U
este´ acotada. Si U(x) =
∑
y⊂x φ(y), se dice que X es un PP de Gibbs de potencial φ.
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PP de Strauss, PP con nu´cleo duro. El ejemplo de base es la energı´a con potenciales de singletones y de pares :
U(x) =
n∑
i=1
ϕ(xi) +
n∑
i=1
n∑
j>i
ψ(‖xi − xj‖).
Si r > 0 es un radio dado, el PP de Strauss [58] tiene como potenciales :
ϕ(xi) = a y ψ{xi,xj}(x) = b1(‖xi − xj‖ ≤ r).
Su densidad es fθ(x) = c(θ) exp( tθ T (x)) con θ = (a, b) ∈ R2, T1(x) = n(x) y T2(x) = s(x) =
∑
i<j 1(‖xi − xj‖ ≤
r) : T2 cuenta el nu´mero de pares “r-vecinos” de x. Si β = ea y γ = eb,
fθ(x) = c(β, γ)βn(x)γs(x).
El PPP homoge´neo corresponde a γ = 1; el PP con nu´cleo duro a γ = 0, con densidad fβ,r(x) = cβn(x)1{∀i 6=
j, ‖xi − xj‖ > r} y como S esta´ acotado, n(x) es acotado y la energı´a de PP con nu´cleo duro es admisible.
Algunas distribuciones asociadas al PP de Strauss.
• condicionalmente a n(x) = n, fθ,n(x) ∝ γs(x);
• si γ < 1, X es ma´s regular que el PP binomial, todavı´a ma´s si γ esta´ cerca de 0;
• γ = 1 da el PP Binomial a n puntos;
• si γ > 1, X es menos regular que un PP binomial : clusters aparecen.
• Incondicionalmente, fθ es admisible ssi γ ≤ 1 [51].
Algunas generalizaciones del PP de Strauss : se puede,
1. prohibir pares con distancia menor que r0, 0 < r0 < r : s(x) =
∑
i<j 1(r0 ≤ ‖xi − xj‖ ≤ r) (PP de Strauss
con nu´cleo duro);
2. “saturar” los nxi(x) =
∑
ξ∈x: ξ 6=xi 1‖xi−ξ‖≤r a un δ <∞ dada (PP de saturacio´n de Geyer);
3. modelar el potencial de pares con una funcio´n con k escalones :
φ(xi, xj) = γk si d(xi, xj) ∈ (rk−1, rk], φ(xi, xj) = 0 sino, k = 1, p,
para r0 = 0 < r1 < r2 < ... < rp = r dados. Si sk(x) es el nu´mero de pares con distancia en (rk−1, rk] ,
k = 1, ..., p :
fθ(x;β, γ1, ..., γp) = c(θ)βn(x)
p∏
k=1
γ
sk(x)
k ;
fθ est admisible ssı´ γ1 ≤ 1.
4. con potenciales de tripletas (o ma´s) de puntos dos a dos con distancia ≤ r : si t(x) cuenta esas tripletas,
fθ(x) = c(θ)βn(x)γ
s(x)
δt(x) es admisible ssi γ y δ ≤ 1.
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PP con interaccio´n de a´rea o con interaccio´n de conexidad. Son otras alternativas que permiten modelaciones,
sin restricciones parame´tricas, de reparticiones ma´s o menos regulares que la de un PPP ([61]; [?]). Tienen como
densidad,
fθ(x) = cβn(x)γh(x)
donde h es para definir. Para r > 0, sea B(x) =
⋃
xi∈xB(xi, r/2)∩ S la unio´n (limitada a S) de las bolas de centros
xi ∈ x y radios r, a(x) la superficie de B(x) y c(x) el nu´mero de sus componantes conexas. El PP con interaccio´n
de a´rea corresponde a h(x) = a(x), el PP a interaccio´n de conexidad a h(x) = c(x). S siendo acotado y r > 0, las
funciones a y c son acotadas y las densidades son admisibles sin restricciones sobre los para´metros (β, γ). Para cada
modelo, la reparticio´n espacial va a ser ma´s (resp. menos) regular si γ < 1 (resp. γ > 1) y γ = 1 da el PPP (β). Una
dificultad en la utizacio´n de esos modelos es el ca´lculo nume´rico de a(x) y de c(x).
4.7 Distancias a los vecinos ma´s cercanos (vmc)
Esas estadı´sticas son u´tiles para construir pruebas de hipo´tesis “CSR” de la independencia espacial de un PP. Los
resultados sobre sus leyes utilizan la nocio´n de medidas de Palm del PP, Pξ para ξ ∈ S. Heurı´sticamente, Pξ est la ley
del PP condicional a la presencia de un punto ξ ∈ x (cf. [21]; [61]; [42]). Se definen dos distancias a los vmc de X .
Distancia de ξ ∈ X a su vmc en X : es la distancia d(ξ,X\{ξ}) de un punto ξ ∈ X a su vecino ma´s cercano en X .
Esta distancia tiene como funcio´n de reparticio´nGξ(r) = Pξ(d(ξ,X\{ξ}) ≤ r), r ≥ 0. SiX es estacionario,Gξ = G
es independiente de ξ. Si X es un PPP homoge´neo sobre R2, G(r) = P (N(B(ξ, r)) = 0) = 1 − exp{−λpir2}, con
esperanza (2
√
λ)−1 y varianza λ−1(pi−1 − 0.25).
Distancia de un punto corriente u ∈ S a su vmc en X : es la distancia d(u,X) a un punto corriente u ∈ S al
vecino ma´s cercano deX . Tiene como funcio´n de reparticio´n Fu(r) = P (d(u,X) ≤ r), r ≥ 0. SiX es estacionario,
Fu = F . Si X es un PPP homoge´neo, G(r) = F (r). Por lo tanto, un indicador del cara´cter PPP homoge´neo de X
es la estadı´stica :
J(r) =
1−G(r)
1− F (r) .
Si X es un PP estacionario, J > 1, J = 1 y J < 1 indican respectivamente que X presenta ma´s, tanto y menos
regularidad que un PPP homoge´neo.
4.8 Momento reducido de orden 2
4.8.1 El momentoK de Ripley [48]
Sea X un PP isotro´pico sobre Rd con intensidad ρ. Un otro indicador de orden 2 de la reparticio´n espacial de X es la
funcio´nK de Ripley o momento reducido de orden 2 :
K(h) =
1
ρ
Eξ[N(B(ξ, h)\{ξ})], h ≥ 0, (4.7)
donde Eξ es la esperanza para la ley de Palm Pξ. Hay dos interpretaciones deK :
1. ρK(h) es proporcional al nu´mero medio de puntos de X en la bola B(ξ, h) si ξ ∈ X pero sin considerar a ξ;
2. ρ2K(h)/2 es el nu´mero medio de pares de puntos distintos con distancia≤ h, uno de esos puntos perteneciendo
a un sub-conjunto fijado A de superficie unidad.
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Si ρ2(ξ, η) = ρ2(‖ξ − η‖) es la densidad de orden dos de X y bd el volumen de la esfera unidad de Rd, K(h) =
d×bd
ρ
∫ h
0
ξd−1ρ2(ξ)dξ. En particular, para d = 2,
ρ2K(h) = 2pi
∫ h
0
uρ2(u)du y ρ2(h) =
ρ2
2pih
dK
dh
(h). (4.8)
Si X es un PPP homoge´neo sobre Rd, K(h) = bd × hd. Si X es un PP de Neyman-Scott con padres siguendo un
PPP (ρ) homoge´neo, cada padre xi generando N hijos de leyes de dispersio´n centrado en xi e isotro´pica alrededor
de xi y de la densidad k(ξ) = g(‖ξ‖), entonces, con G(h) =
∫ h
0
g(u)du, se tiene [19],
K(h) = bdhd +
E(N(N − 1))G(h)
ρ[E(N)]2
.
Otro indicador del cara´cter de Poisson de un PP es dado por la funcio´n L(h) =
{
K(h)
bd
}1/d
: si X es un PPP
homoge´neo, h 7→ L(h) = h es una recta; L co´ncava indica una reparticio´n con clusters; L convexa indica una
reparticio´n ma´s regular que la de un PPP.
4.8.2 MomentoKBMW
SiX es un PP estacionario de orden dos para la correlacio´n reponderada g (4.2), Baddeley-Moller-Waagepetersen [7]
han extendido la funcio´nK de Ripley al momento :
KBMW (h) =
∫
Rd
1{‖ξ‖ ≤ h}g(ξ)dξ = 1
ν(B)
E
 6=∑
ξ,η∈X∩B
1{‖ξ − η‖ ≤ h}
ρ(ξ)ρ(η)
 . (4.9)
Una vez estimada, KBMW permite construir estadı´sticas para la prueba de hipo´tesis del cara´cter “CSR” de Poisson
de un PP sin suponer la estacionalidad al orden 1 de X .
4.9 Proceso puntual de Markov
La nocio´n de PP de Markov fue introducida por Ripley et Kelly [51]. Baddeley y Møller [6] la generalizaron a la
propiedad deMarkov a los vecinos ma´s cercanos (vmc).
4.9.1 Propiedad de Markov de Ripley-Kelly
Sea X un PP sobre S de densidad f con respecto a un PPP (λ), λ una medida con densidad positiva y finita sobre
Bb(S). Sea ξ ∼ η una relacio´n de vecindad sime´trica sobre S (i.e. ξ ∼r η si ‖ξ − η‖ ≤ r). Sea ∂A = {η ∈ S et
η /∈ A : ∃ξ ∈ A t.q. ξ ∼ η} la vecindad de A ⊂ S y ∂{ξ} = ∂ξ si ξ ∈ S.
Definition 4.3 Un proceso X de densidad f hereditaria (cf. (4.5)) es de Markov para la relacio´n ∼ si, ∀x con
f(x) > 0, la intensidad condicional de Papange´lou λ(ξ, x) = f(x ∪ {ξ})/f(x) depende unicamente de ξ y de
∂ξ ∩ x :
λ(ξ, x) =
f(x ∪ {ξ})
f(x)
= λ(ξ;x ∩ ∂ξ).
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La propiedad de Markov, local en ξ, se extiende a todo A ⊆ S : si X es de Markov, la ley de X ∩ A condicional a
X ∩Ac depende unicamente de X ∩ ∂A ∩Ac. Algunos ejemplos son :
1. Si X ∼ PPP (ρ), λ(u, x) ≡ ρ(ξ) : un PPP es de Markov para cualquier relacio´n de vecindad sobre S.
2. Para el PP de Strauss (4.6.2), λ(ξ, x) = β exp{log γ ×∑i 1{‖xi − ξ‖ ≤ r} : el PP de Strauss es de Markov
para la relacio´n ∼r; sus generalizaciones (cf. §4.6.2) son tambie´n ∼r markovianas.
3. El PP con nu´cleo duro tiene por intensidad condicional λ(ξ, x) = β1{∂ξ ∩ x = ∅} : es ∼r-markoviano.
Al contrario, el PP con interaccio´n de conexidad no es ∼rmarkoviano : la razo´n intuitiva de eso es la siguiente : dos
puntos de S pueden ser conexos aunque este´n arbitrariamente lejos para la distancia euclidiana. Eso es una de la
justificacio´n de la extensio´n a la nocio´n de PP de Markov a los vmc (cf. §4.9.2).
Como para los campos de Markov sobre una red discreta, un teorema de Hammersley-Clifford caracteriza la densidad
de un PP de Markov a partir de potenciales definidos sobre las cliques del grafo de vecindad : una clique de la
configuracio´n x = {x1, x2, · · · , xn} para ∼ es una sub-configuracio´n y ⊆ x t.q. para toda {xi, xj} ⊆ y, xi ∼ xj
(ma´s la convencio´n que los singletones son cliques). Sea C la familia de las cliques de (S,∼).
Proposition 10 [51, 61] Un PP de densidad f es de Markov para la relacio´n∼ ssi existe una funcio´nΦ : E → (R+)∗
medible t.q. :
f(x) =
∏
y⊂x, y∈C
Φ(y) = exp
∑
y⊂x, y∈C
φ(y).
φ = logΦ es el potencial de interaccio´n de Gibbs del PP; su intensidad condicional de Papangelou es λ(u, x) =∏
y⊂x, y∈C Φ(y ∪ {u}). Un ejemplo de densidad de PP de Markov con interacciones de pares es :
f(x) = α
∏
xi∈x
β(xi)
∏
xi∼xj , i<j
γ(xi, xj).
El PP de Strauss corresponde a los potenciales β(xi) = β y γ(xi, xj) = γ1{‖xi−xj‖≤r}.
Propiedad deMarkov para un PPmarcado. La definicio´n de la propiedad deMarkov y el resultado de Hammersley-
Clifford no cambian si Y = (X,M) es un PP marcado sobre S × K para ∼, una relacio´n de vecindad sobre
S × K. Si (X,M) es con marcas independientes y si X es de Markov para la relacio´n ∼ sobre S, (X,M) es
un PPM de Markov para la relacio´n (x,m) ∼ (y, o) ⇐⇒ x ∼ y. Un ejemplo de modelo isotro´pico con inter-
acciones de pares y nu´mero finito de marcas M = {1, 2, · · · ,K} es dado por la densidad en y = {(xi,mi)},
f(y) = α
∏
i βmi
∏
i<j γmi,mj (‖xi − xj‖) : si, para rkl > 0, k, l ∈ K, k 6= l, K reales dados, γkl(d) ≡ 1 para
d > rkl, Y es un PPM de Markov para la relacio´n de vecindad (ξ,m) ∼ (ξ′,m′)⇐⇒ ‖ξ − ξ′‖ ≤ rm,m′ .
Ejemplo : interaccio´n de recubrimiento en forestales. Supongamos que la zona de influencia de un a´rbol centrado
en xi sea el disco B(xi;mi), con los mi ≤ m < ∞. Una interaccio´n de competencia entre dos a´rboles i y j puede
modelarse por Φ2((xi;mi), (xj ;mj)) = b× ν(B(xi;mi) ∩ B(xj ;mj)). En cuanto a los potenciales de singletones,
podemos tomar, paraK umbrales dados 0 = r0 < r1 < r2 < · · · < rK−1 < rK = m <∞ :
Φi(xi;mi) = α(mi) = ak si rk−1 < mi ≤ rk, k = 1,K.
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La energı´a asociada es admisible si b < 0 (competencia entre los a´rboles) y el PP marcado asociado es de Markov
sobre R2×R+ para la relacio´n (x,m) ∼ (x′,m′)⇐⇒ ‖x− x′‖ ≤ 2m. Su intensidad condicional es,
λ((u, h); (x,m)) = exp{α(h) + b
∑
j:‖xj−u‖≤2m
ν(B(u;h) ∩B(xj ;mj))}
[42, 5] presentan otros ejemplos.
4.9.2 Propiedad de Markov a los vmc
Una propiedad de Markov ma´s general que la de Ripley-Kelly es la propiedad de Markov a los vecinos ma´s cercanos
(vmc), nocio´n desarrollada por Baddeley y Møller [6]. La presentamos brevamente con un ejemplo, el del PP con
interaccio´n de conexidad. Este PP no es de Markov al sentido de Ripley-Kelly pero lo es para una otra relacio´n de
vecindad, la relacio´n ∼x a los x-vmc, ella es la misma funcio´n de la configuracio´n x.
Sea x una configuracio´n sobre S, r > 0 dado y B(x) =
⋃
xi∈xB(xi, r/2)∩S : dos puntos ξ y η de x son conectados
por x si ξ y η son en la misma componente conexa de B(x); se denota ξ ∼x η : ∼x es una relacio´n sobre los puntos
de x dependiente de x.
Sea c(x) el nu´mero de componentes conexas deB(x). Si S es acotado, la densidad del PP con interaccio´n de conexidad
vale f(x) = cαn(x)βc(x), α y β > 0 y la intensidad condicional de Papangelou es λ(ξ, x) = αβc(x∪{ξ})−c(x). Si
η ∈ x no est´ conectado a ξ en B(x∪ {ξ}), η no contribuye a la diferencia c(x∪ {ξ})− c(x) y λ(ξ, x) no depende de
η : X es de Markov para la relacio´n ∼x a los vmc para las componentes conexas.
Ilustramos esta propiedad de Markov a los vmc con otro ejemplo, la de la relacio´n con los vmc para la triangulacio´n
de Delaunay. Sea x una configuracio´n localmente finita de puntos de S ⊂ R2. A cada xi ∈ x se asocia su zona
de influencia Pi(x) definida por : ξ ∈ Pi(x) ⇐⇒ ∀j 6= i, ‖ξ − xi‖ ≤ ‖ξ − xj‖. Si x = {x1, x2, · · · , xn},
la descomposicio´n S = ∪ni=1Pi(x) se llama la mosaica de Voronoi de x. Salvo eventualmente zonas Pi(x) en la
fronterae de S, Pi(x) es un polı´gono convexo. A esta mosaica se associa la triangulacio´n de Delaunay t(x) de x, dos
puntos xi et xj distintos de x siendo vecinos si Pi(x) y Pi(x) tienen una lado comu´n. Eso define una relacio´n ∼t(x),
la relacio´n a los vmc para la triangulacio´n de Delaunay t(x) de x. Si φ y ψ son potenciales acotados de singletones y
de pares, la densidad de Gibbs siguiente es de Markov a los vmc para la ralacio´n ∼t(x),
f(x) = c exp{
∑
i=1,n
φ(xi) +
∑
xi∼t(x)xj
ψ(xi, xj)}.
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