This approach can be im plem ented by sim ultaneously draw ing a series o f choropleth m aps, w ith each representing a p articu lar variable. In th is paper, w e develop an evolutionary algorithm th a t can be used to generate a set o f classifications th a t allow a user to explore th e spatial patterns o f m ultiple choropleth m aps in term s o f th eir visual correlation. S ynthetic and census data are used to dem onstrate the effectiveness o f our approach. We also d iscuss th e role o f o u r approach in an in teractive m apping environm ent and its im plication fo r sp atial data m ining.
Introduction
A common approach to comparing the spatial distribution o f variables is to place multiple small maps side by side. This idea, called small multiples (Tufte 1990) , has proved to be effective, especially when the variables being displayed are correlated. When this idea is applied to multiple classed choropleth maps, however, one m ust realize that it is not the original variables that are displayed. Instead, what is conveyed to a reader is the patterns formed by the classification o f the variables. Changing the classification o f each map will result in changes in the overall pattern formed by m ultiple choropleth maps. Therefore, the choice o f an appropriate classification for each map is critical when comparisons among variables m ust be made.
M onmonier (1975, 1976) discussed the issue o f maximizing the visual correlation o f choropleth maps. He emphasized 1) the development o f a metric that can be used to measure visual correlation between two maps, 2) a heuristic approach that can be used to find a good classification for a map so that it is visually sim ilar to a referent map, and 3) the modification o f commonly used classification objectives so that visual correlation can be incorporated. These methods are effective when a referent map can be determined a priori. In his approach, the goal is to search for a classification that produces a choropleth map that is visually similar to the referent map. Given the definition o f the visual correlation metric, it is possible to use classification methods developed in the literature (see, for example, Jenks and Caspall 1971; Armstrong et al. 2003; Slocum et al. 2004 ) to achieve this goal.
When a referent map is not specified, the search for classifications for more than one choropleth map becomes more difficult. It is suggested in the literature that quantiles, equal areas, mean-standard deviation, and nested means classification methods (especially the first two) are appropriate to support comparison o f multiple choropleth maps (Brewer and Pickle 2002; Slocum et al. 2004,342-345) . Though these methods have some theoretical potential, for the purpose o f visual exploration, especially during the early stages o f a research project (MacEachren and Kraak 1997; Kraak and MacEachren 1999) , one may wish to have greater flexibility to examine the data (e.g., multiple variables in this case). In addition, simply maximizing the visual correlation between m ultiple maps may lead to a debate about map misuse. In many mapping and spatial analysis applications, when multiple variables are to be compared using choropleth maps, one may wish to explore both visual sim ilarity and dissim ilarity and, more importantly, to examine a range of sim ilar and dissim ilar maps using an interactive visualization system. Our goal, therefore, is to find a number o f classifications that yield sim ilar or dissim ilar spatial patterns among the choropleth maps being displayed.
The purpose o f this paper is to develop an optimization approach that can be used to search for a set o f classifications so that choropleth maps can be drawn from minimal to maximal similarity among those maps. In general, searching for classifications can be considered as an optimization problem that can be solved using traditional exact approaches such as linear programming methods (Cromley 1996; Murray and Estivill-Castro 1998) . However, these methods are computationally intensive and their use may become lim ited when applied to large problems. In addition, these methods are designed to yield an optimal solution (i.e., a set o f classification intervals), in terms of the objective function formulation. In our case, it is necessary to provide a number o f solutions ranging from least to most visual similarity. To achieve this goal, we adopt the principles o f evolutionary algorithms that can be used to generate a diverse set o f solutions.
In the reminder o f this paper, Section 2 introduces the concept o f evolutionary algorithms and describes the essence o f their use in our research. Section 3 provides a number o f experiments and their results are discussed. We conclude the paper by summarizing our experiments and discussing the potential application o f our approach in interactive geographical visualization.
Methods
Since the 1960s, several groups of researchers around the world have independently developed a number o f computational approaches that can be used to solve optimization problems. These approaches are collectively called evolutionary algorithms (EAs) because they share a computational notion o f Darwinian evolution that can be observed in biological systems (Rechenberg 1965; Fogel et al. 1966; Holland 1975; Koza 1992) . Different from exact optimization methods, EAs are normally called heuristic methods because they cannot guarantee that an optimal solutions will be found. However, it has been demonstrated that EAs can be used to find high quality (i.e., optimal or near-optimal) solutions to optimization problems. More Figure 1 : The overall procedure o f an evolutionary algorithm importantly, it is possible to use EAs to yield a diverse set of solutions that include solutions ranging from undesirable to desirable ones.
An EA is typically designed as an iterative procedure that consists o f a set o f individuals, each representing a solution to the problem being solved. The individuals together are called a population. At the initial iteration, the values o f the individuals are randomly assigned. These initialized individual solutions are then evaluated based on the objective function. After evaluation, an individual that is considered to be good (i.e., with a high objective function value when maximization is the case) w ill be assigned a high fitness value. Individuals with high fitness values are more likely to be selected to undergo a set o f evolutionary operations. The most commonly used evolutionary operations include recombination and mutation. The recombination operation combines parts of two individuals into a new individual and then copies the new one into the next generation or iteration o f the EA; the mutation operations will randomly change a portion o f an individual in order to produce a new individual. The process o f evaluation, selection, and evolutionary operations repeats until some user-defined criterion (e.g., maximum number o f iterations) is satisfied. Figure 1 illustrates the overall procedure o f an EA.
Problem Form ulation
Let n be the total number of spatial units in a study area and m be the total number o f variables that are displayed using m choropleth maps. Though one could argue that a large number o f maps will place a substantial cognitive burden on readers, we do not set a limitation on the value of m . We also assume that observations o f each variable are placed into k classes, where each class must include at least one spatial unit. The goal o f our research, therefore, becomes a search for a set o f A; classifications, each corresponding to a variable.
To measure the visual correlation among m choropleth maps, we assume that if each spatial unit on a map is assigned to the same class across all m variables, the maps exhibit a maximal visual correlation. On the other hand, for each spatial unit, if there is at least one variable value that falls into a different class than the other variables, we say the the maps exhibit the least visual correlation. Based on this discussion, we first define a counting variable for each spatial unit:
The value of s ranges between 0 and 1. A set o f choropleth maps with a maximal visual correlation w ill have an s value o f 1, and the least visual correlation will have an s value o f 0.
EA Design for M ultivariate Choropleth Classification
Armstrong et al. (2003) A recombination operation normally takes two (parent) individuals as input and produces one or two new (child) individuals. The parent individuals are selected from file current population according to their fitness values. To define the fitness value, we first modify the original form o f our objective function to s '^ = «(*)/( 1 + c^)), where is the original objective function value for the i-th individual in a population, and C(<) is the number o f empty classes. Here, we use as a penalty factor to encourage feasible solutions (i.e., solutions without empty classes) to evolve. Then, our fitness function can be written as /(, where s '^ is the modified objective function value o f the i-th individual solution, and s'm ax and are the maximal and minimal modified objective function values o f all individuals, respectively. During the selection process, individuals with high fitness values will have a high chance to be selected.
We developed two recombination operations. The first operation is sim ilar to the one-point crossover used in genetic algorithms (Goldberg 1989) . For each part of a new individual, the elements are randomly divided into two substrings. The elements in the first and second 1 if the j-th unit falls into the same class for all variables 0 otherw ise,
where j e [1, n]. Then, the objective function can be defined as substrings are directly copied from the corresponding substrings o f the first and second parent individual, respectively. The second recombination method uses a weighting scheme to combine the elements of the two parent individuals. For each part, a random value r between 0 and 1 is determined and the z-th element in the new individual is assigned to a value o f r ■ pu + (1 -r) ■ p 2i, where p u and p2i are the i-th elements in the first and second parent individuals, respectively. During the operation o f our EA, one o f the two recombination methods is randomly selected and executed.
Though the use o f recombination is essential in an EA, a mutation operation is generally believed to be critical in order to help the EA escape local optimal solutions. In our research, three mutation operations ate developed, similar to the algorithms developed by Armstrong et al. (2003) . The first mutation operation increases or decreases all elements in each part o f an individual; the second operation inverts the order of the elements in each part; and the third operation assigns a new value (randomly determined) to a randomly selected element in each part. During the execution o f the program, one mutation operation is randomly selected and carried out.
Com putational Experim ents
We applied our EA to two types of data. The first type includes two data sets (called Sync and Async) that are artificially generated. For each of these two data sets, there are two variables that must be displayed using two choropleth maps. The characteristics o f these data sets are described in Table 1 . Data set Sync is designed to be an "easy" case because a large number of classifications can yield maximal visual correlation, though finding classifications that yield dissim ilar patterns may be a challenge to the EA (Figure 2a) . Data set Async, on the other hand, is easy for the EA to find the minimal visual correlation, though, in this case, finding classifications that are associated with the maximal visual correlation may be difficult (Figure 2b ). For the second type o f experimental data, we use three variables from the 2000 Census o f Ohio: percentages o f Asian, Black, and Hispanic populations.
To run our EA, we set the total iterations to 1000 and the number o f individuals in the EA population to 20. During the EA execution, solutions generated during the early iterations are often infeasible. As the EA progresses, because o f the selection operation and the use o f a penalty factor in our fitness function, a higher portion o f feasible solutions w ill emerge. In our experiments, the program is designed to only report feasible solutions. In addition, the objective function values o f (feasible) solutions also evolve from low to high values. Therefore, after the EA execution, we have a set o f classifications that exhibit a range o f objective function values (i.e., indication o f visual correlation). However, if the EA is only designed to maximize visual correlation, the program may not necessarily generate classifications that exhibit minimal visual correlation. To address this issue, we run the EA two times: the first time, the goal is to maximize visual correlation, while the second is to minimize visual correlation. After the two executions, w e extract and display interesting solutions. Figures 3 ,4 , and 5 show the results obtained by the EA. These results demonstrate that our EA approach can be used to generate classifications that exhibit a spectrum o f visual correlations (measured by the objective function value s). It should be noted that for data set Sync, it is impossible to generate classifications associated with zero visual correlation. In the experiments, our EA successfully found a set o f classifications that yield a low visual correlation (Figure 3e) . A sim ilar but inverse situation occurs in the experiments with data set Async, where the EA returned classifications that exhibit high visual correlation (Figure 4a ).
For the case o f the Ohio data, we also compared the EA results with an oft-suggested classification method (quantiles) and it is shown that the quantiles method does not yield high (Figure 5f ). For data set Sync, the quantiles classification method will generate a visual correlation o f 1; for data set Async, the quantiles method w ill yield zero visual correlation. Finally, it is worth reporting that our EA is efficient in terms o f computational time. T he average CPU time used in our experiments is about 2.5 seconds on a Pentium M 1.40 GHz laptop computer. As discussed in Section 2, the EA approach cannot guarantee an optimal solution. To fully discuss this "limitation", two aspects must be pointed out. First, EAs are heuristic methods that are designed to solve optimization problems in an efficient manner. Therefore, though one run of the EA may not necessary yield the optimal solution, m ultiple runs o f an EA will approximate, if not reach, the optimum. Second, and more important, in many applications, it is desirable for researchers to explore many alternative solutions, and the optimum is only one o f these alternatives. The second point is especially important when exploring the visual correlation among choropleth maps.
D iscussion and Conclusions
Research in choropleth map classification has a tradition that focuses on error control. That is, a classified map should present minimal errors in order to correctly convey the spatial information (Jenks and Caspall 1971) . W hile this tradition should be upheld, modem cartography has evolved toward an era o f geographical visualization (see, for example, MacEachren and Taylor 1994; Slocum et al. 2004) . In this new development, a distinction between communication and visualization is recognized (DiBiase 1990; MacEachren and Kraak 1997) . Based on this distinction, traditional choropleth map classification methods are suitable fo r communication when relatively low levels o f interaction between maps and map readers are desired. However, traditional methods are not normally used to explore data and to reveal unknown patterns that are embedded in large data volumes. Armstrong et al. (2003) suggested that exploration can be conducted in the context o f m ulticriteria class intervals for one variable. In this paper, we concentrate on exploring visual correlation among multiple variables in a choropleth mapping framework. An evolutionary algorithm is developed to achieve this goal and the results from our experiments using various types o f data sets have demonstrated the effectiveness o f our approach. It is possible and relatively straightforward to further analyze the EA output (a set o f class intervals) in a more dynamic fashion by exporting the output into an interactive visualization system; in this way, a user w ill be able to explore more alternative visual correlations among spatial variables.
