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Autoignition of non-premixed methane-air mixtures is investigated using first-order Con-
ditional Moment closure (CMC). In CMC, scalar quantities are conditionally averaged
with respect to a conserved scalar, usually the mixture fraction [8]. The conditional fluc-
tuations are often of small order, allowing the chemical source term to be modeled as a
function of the conditional species concentrations and the conditional enthalpy (tempera-
ture). The first-order CMC derivation leaves many terms unclosed such as the conditional
scalar dissipation rate, velocity and turbulent fluxes, and the probability density function.
Submodels for these quantities are discussed and validated against Direct Numerical Si-
mulations (DNS). The CMC and the turbulent velocity and mixing fields calculations are
decoupled based on the frozen mixing assumption, and the CMC equations are cross-stream
averaged across the flow following the shear flow approximation [63]. Finite differences are
used to discretize the equations, and a two-step fractional method is implemented to treat
separately the stiff chemical source term. The stiff ODE solver LSODE [45] is used to
solve the resulting system of equations. The recently developed detailed chemical kinetics
mechanism UBC-Mech 1.0 [49] is employed throughout this study, and preexisting me-
chanisms are visited. Several ignition criteria are also investigated. Homogeneous and
inhomogeneous CMC calculations are performed in order to investigate the role of physical
transport in autoignition. Furthermore, the results of the perfectly homogeneous reactor
calculations are presented and the critical value of the scalar dissipation rate for ignition
is determined. The results are compared to the shock tube experimental data of Sullivan
et al. [113].
The current results show good agreement with the experiments in terms of both ig-
nition delay and ignition kernel location, and the trends obtained in the experiments are
successfully reproduced. The results were shown to be sensitive to the scalar dissipation
model, the chemical kinetics, and the ignition criterion.
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t = 0.20, 0.30, 0.60, 1.00 and 1.50 ms. . . . . . . . . . . . . . . . . . . . . . 64
5.1 Axial variation of the area-weighted PDF at t = 1 ms: x = 1 cm (——–),
x = 2 cm (- - - - -), x = 3 cm (· · · · · · ·), and x = 4 cm (− · − · −). . . . . . 69
5.2 Axial variation of the cross-stream averaged conditional scalar dissipation
rate at t = 1 ms: Girimaji’s model-Eq.(3.36) (——–) and the AMC model-
Eq.(3.41) (- - - - -). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
5.3 Axial variation of the cross-stream averaged axial velocity at t = 1 ms: x = 1
cm (——–), x = 2 cm (- - - - -), x = 3 cm (· · · · · · ·), and x = 4 cm (− ·− · −). 70
xiii
5.4 Axial variation of the cross-stream averaged turbulent diffusivity at t = 1
ms: x = 1 cm (——–), x = 2 cm (- - - - -), x = 3 cm (· · · · · · ·), and x = 4
cm (− · − · −). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
5.5 Initial conditional (a) enthalpy and (b) temperature for Tair = 1300 K . . . 79
5.6 Initial conditional concentrations of CH4, O2 and N2. . . . . . . . . . . . . 79
6.1 Change in the conditional temperature using the 43, 63 and 125-point mix-
ture fraction grids: (a) t = 0.25 ms and x = 1.50 cm (b) t = 0.95 ms and
x = 3.00 cm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
6.2 Variation of the difference QT,LC(t, x, η) −QT,TE(t, x, η) with axial position
at t = 1.4 ms for an air temperature of 1300 K: (a) x = 0.50 cm, (b) x = 1.00
cm, (c) x = 2.00 cm, (d) x = 3.00 cm, (e) x = 4.00 cm, and (f) x = 5.00 cm. 91
6.3 Comparison of the ignition delay results using the homogeneous CMC equa-
tions (Eq.(6.1)) with the experimental data of Sullivan et al. [113]. . . . . . 93
6.4 Comparison of the ignition delay of Series II with the results of Series I and
the experimental data of Sullivan et al. [113]. . . . . . . . . . . . . . . . . 95
6.5 Comparison of the ignition location with the experimental data of Sullivan
et al. [113]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
6.6 Temporal variation of the cross-stream averaged conditional temperature at
various axial locations for Tair = 1300 K (Series II): (a) t = 0.25 ms, (b)
t = 0.50 ms, (c) t = 0.75 ms, (d) t = 1.00 ms, (e) t = 1.25 ms, and (f)
t = 1.42 ms (ignition time). . . . . . . . . . . . . . . . . . . . . . . . . . . 97
6.7 Concentration of the major species for Tair = 1300 K: (a) t = 0.50 ms, (b)
t = 0.75 ms, (c) t = 1.00 ms, (d) t = 1.25 ms, (e) t = 1.42 ms (ignition
time), and (f) t = 1.775 ms. . . . . . . . . . . . . . . . . . . . . . . . . . . 99
6.8 Balance of Eq.(6.2) for Tair = 1300 K at x = xign = 4.00 cm: · · · spatial
transport, - - - chemistry, and —– micro-mixing. (a) t = 0.50 ms, (b)
t = 0.75 ms,(c) t = 1.00 ms, (d) t = 1.25 ms, (e) t = 1.42 ms (ignition
time), and (f) t = 1.775 ms. . . . . . . . . . . . . . . . . . . . . . . . . . . 101
xiv
6.9 Balance of Eq.(6.2) for Tair = 1300 K at t = td = 1.42 ms: · · · physical
transport, - - - chemistry, and —– micro-mixing. (a) x = 0.25 cm, (b)
x = 1.00 cm,(c) x = 1.75 cm, (d) x = 2.50 cm, (e) x = 3.25 cm, and (f)
x = 4.00 cm (ignition Location). . . . . . . . . . . . . . . . . . . . . . . . . 102
6.10 Ignition delay using GRI-Mech 3.0 [107]: (a) AMC model and (b) Girimaji’s
model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
6.11 Ignition delay using the 2000 K criterion: —– global time step, - - - interme-
diate time step, and - - - ignition time. (a) Tair = 1300 K, (b) Tair = 1350
K, and (c) Tair = 1400 K. . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
6.12 Ignition delay using the maximum slope criterion: (◦) instantaneous maxi-
mum conditional temperature, (•) maximum conditional temperature hav-
ing maximum slope. (a) Tair = 1300 K, (b) Tair = 1350 K, and (c)
Tair = 1400 K. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
6.13 Ignition delay in physical space using the ∆T̃ (t, x, r) = 75 K criterion for
Tair = 1300 K (the AMC model is used). (a) ∆T̃ (t, xign, r) (b) Mixture
fraction contours at t = tign = 1.44 ms . . . . . . . . . . . . . . . . . . . . 109
6.14 Variation of ignition delay with χo(s
−1). . . . . . . . . . . . . . . . . . . . 111
6.15 Comparison of the ignition scalar dissipation rates from Series I and II with
the limiting value. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
6.16 Ignition delay of a perfectly homogeneous reactor. . . . . . . . . . . . . . . 113
6.17 Comparison of the current result with other experiments and numerical si-












J Molecular diffusive flux
k Turbulent kinetic energy, specific reaction rate
l Turbulence length scale
m Mass
Nη Number of grid points in mixture fraction space
Nx Number of grid points in physical space
Ns Number of species in the mixture
p Pressure
xvi
P Probability density function
q Rate of progress of a reaction
q̇ Radiation source term








ui Velocity in the i
th direction
ux Axial velocity component
W Molecular weight
x Axial Cartezian coordinate





α A species in the mixture
β Mixture fraction coupling function
∆t Time step
∆x Grid spacing








ν Kinematic viscosity, stoichiometric coefficient
ρ Density
τij Shear stress
τc Chemical time scale
τt Turbulent time scale
ξ Mixture fraction
χ Scalar dissipation rate
ψ A conserved scalar
ω̇ Chemical source term
Dimensionless Numbers
Da τt/τc Damköhler number
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Over the past few years methane has been seen as a good alternative fuel for direct-injection
compression-ignition engines. This is mainly due to two reasons:
1. lower emissions compared to traditional fuels such as octane and diesel, which meets
the recent environmental regulations and,
2. its abundance and availability world-wide.
In order to maintain high engine efficiency, the characteristics of autoignition need to be
investigated and its mechanism needs to be well understood. However, due to the difficul-
ties and high costs associated with the experimental measurements of a reacting mixture
inside an running engine, it is crucial to develop reliable chemical kinetics mechanisms and
turbulent combustion models that are able to accurately predict autoignition in conditions
relevant to engine operation. This opens the door to new challenges: the degree of detail of
the chemical kinetics, and the accuracy and complexity of the model. The two combined
determine the efficiency of the calculations and the reliability of the predictions. Extensive
research has been conducted in both areas and tremendous improvements have been made
so far. Computationally, autoignition of non-premixed transient fuel jets in direct-injection
systems remains a complicated problem due to the unsteady and turbulent nature of the
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ignition phenomenon, and due to the stiff and non-linear chemical kinetics involved in the
oxidization of the fuel. Thus, many simplifications are required while simulating practical
engineering applications. Another difficulty encountered in ignition problems is the lack of
a universal ignition criterion that is well correlated with experimental observations.
1.2 Objectives
In this study, auto-ignition of non-premixed methane-air mixtures is investigated using
first-order Conditional Moment closure (CMC). For this purpose, a recently developed
detailed chemical kinetics mechanism suitable for the prediction of ignition delay of high-
pressure methane-air mixtures for air temperatures below 1400 K is used. Such conditions
are relevant for engine applications. However, they have not been extensively investigated
by many researchers. This study is motivated by the fact that the mechanism described
above has never been used with CMC before. Other important aspects to explore are the
effect of physical transport on autoignition in terms of both ignition delay and ignition
kernel location, the sensitivity of CMC to micro-mixing models, and the ignition limit.
1.3 Outline
Chapter 2 presents the governing balance equations and the different averaging techniques
used in turbulence modeling. A review of turbulence models and their applicability to
reactive flows is given. The statistical properties of turbulent reacting flows, the non-
linearity of the chemical source term, and the turbulence-chemistry interactions are also
discussed. Finally, the commonly used non-premixed turbulent combustion models are
reviewed.
The CMC model is explained in Chapter 3. The conditional species and temperature
transport equations equations are derived using the decomposition approach. The primary
closure hypothesis is discussed, and submodels for the unclosed terms in the CMC equations
are presented and validated against direct numerical simulations and experiments.
Chapter 4 describes the shock tube autoignition experiments of non-premixed methane-
air mixtures. The geometry of the facility is described and the experimental conditions
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are provided. The frozen mixing assumption is introduced, and decoupling between the
turbulent flow field calculations and CMC is explained. This chapter also discusses the
adjustments made to the k-ε turbulence model and concludes with a quantitative and
qualitative description of the simulation results.
The numerical solution of the CMC equations is presented in Chapter 5. The cross-
stream averaging and the enthalpy-mixture fraction linear coupling techniques are ex-
plained. Numerical details such as the fractional step method, the discretization schemes,
and the initial and boundary conditions are provided in detail. Also included are the
description and mode of operation of the packages used in the simulations (a gas phase
chemical kinetics package, a stiff ordinary differential equation solver, and an adaptive
integrator). Finally, the chemical kinetics mechanism used in this study is described, in
addition to a brief overview on other mechanisms.
Chapter 6 presents the results of this study. First, grid and time step sensitivity analy-
ses are conducted. Homogeneous and inhomogeneous CMC calculations are then performed
using different mixing models. In the inhomogeneous case, various chemical kinetics me-
chanisms and ignition criteria are tested, and the balance (budget) in the CMC equations
is analyzed. Ignition limit calculations and perfectly homogeneous reactor calculations are
also performed. The results are compared to experiments and other numerical simulations.
Finally, a summary is given in Chapter 7. Further developments are proposed.
Chapter 2
Background
Prior to the discussion of the CMC method, it is essential to present the tools used through-
out this study, and to review some of the computational methods available in the litera-
ture. First, the conservation equations that govern the flow field are described. Then, the
differences between Reynolds and Favre averaging techniques are explained, and the Favre-
averaged conservation equations are provided. The most widely used turbulence models are
also reviewed and briefly discussed. The statistical properties of turbulent reacting flows
are then presented and the concept of the probability density function is introduced. Issues
related to the non-linearity of the chemical source term and turbulence-chemistry interac-
tions are addressed. The non-premixed turbulent combustion mode is emphasized in this
chapter. The flame structure and characteristics of this combustion mode are described,
and the usage of the mixture fraction variable and its variance are discussed. Finally,
common turbulent combustion models from the literature are reviewed.
2.1 Overview
Autoignition, sometimes called self-ignition or spontaneous ignition, can be defined as the
process in which a fuel-oxidizer mixture reacts in a self-heating fashion, leading to the
ignition of the mixture. The autoignition mechanism involves a series of chain reactions
and a large number of species that emerge during the oxidization of the fuel. From a
thermodynamic point of view, the mixture ignites when the rate of thermal energy release is
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greater than the rate of thermal energy dissipation [40], i.e. when a sufficient degree of self-
heating is reached. This is achieved via the complicated and strongly coupled interactions
between chemistry and turbulence, which manifest through exothermic chemical reactions,
turbulent mixing and turbulent transport. However, distinction should be made between
chemical and turbulent time scales, as they play a determistic role in the description of the
chemistry-turbulence interactions. This issue is discussed in Section 2.5.3. Autoignition
is accompanied by a sudden pressure increase and an abrupt heat release (temperature
increase), and followed by the development of a flame. Physically, autoignition can be
described in terms of two quantities: the location of the ignition kernel and ignition delay.
The location of the ignition kernel is simply the location in the mixture where ignition
occurs. On the other hand, ignition delay in injection stystems is defined as the period
of time between the start of injection of the fuel and the appearance of the first ignition
kernel [117]. Two autoignition regimes can be distinguished:
1. premixed when the fuel and the oxidizer are initially mixed. The mixing process
should take place at sufficiently low temperatures in order to inhibit the chain-
branching reactions that are responsible for the oxidization of the fuel, and con-
sequently, achieve an non-reactive homogeneous mixture [40, 89], and
2. non-premixed when the fuel and the oxidizer are not initially mixed. They separately
enter into the combustion chamber where they mix and react [40, 66, 89]. Usually
the temperature of the fuel is much lower than that oxidizer.
This study focuses on the autoignition of non-premixed methane-air mixtures at high
pressures and over a wide range of air temperatures. Very few experimental studies were
conducted in this area. Most research focused on the autoignition of premixed mixtures
with dilutants [31, 73, 91]. Sullivan et al. [113] and Fraser et al.[102] performed non-
premixed autoignition studies under engine relevant conditions. In their experiments, low-
temperature pure methane was injected into high-temperature high-pressure air in order to
simulate diesel environments. Further details on these experiments are provided in Sections
4.1 and 6.6, respectively. Computationally, autoignition has been studied using DNS. Some
examples include the work of Mastorakos et al. [78, 80], Im et al. [50] and Sreedhara et
al. [110]. However, DNS have many limitations and require special considerations (see
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Section 2.4.3). The first-order CMC method implemented in this study was successfully
applied to various autoignition problems. For example, Kim et al. [57, 58] used it for the
prediction of the ignition delay in turbulent methane jets, and Markides et al. [76] for the
autoignition of n-heptane plumes. First-order CMC was also applied for the prediction
of spray autoignition by Wright et al. [123] and by Kim et al. [60]. Extensions to this
method include the second-order CMC introduced by Mastorakos et al. [79] and the
Doubly Conditioned Moment Closure (DCMC) method first applied by Cha et al. [17].
The second-order CMC was applied to autoignition [79], and to extinction and reignition
problems [56]. DCMC was also applied to to extinction and reignition problems [17, 65].
It is also important to mention that the first order CMC has been widely used in the
simulation of turbulent non-premixed flames. For example, Roomina et al. [104, 105]
implemented this method for the prediction of turbulent methane-air and methanol jet
flames, and Devaud et al. [21, 23] for lifted turbulent hydrogen-air flames. Many other
studies are available in the CMC literature [63]. The derivation of the first-order CMC
equations is given in Chapter 3.
2.2 Governing Equations
This section presents the different conservation equations. The equations of mass, lin-
ear momentum, species, and specific enthalpy are written in cartesian coordinates using
tensorial notation for simplicity.
2.2.1 Mass







The first term on the left hand side (LHS) of Eq.(2.1) is local rate of change of Yα and the
second term represents convective transport.
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2.2.2 Linear Momentum













The first term on the LHS of Eq.(2.2) is local rate of change of Yα while the second
accounts for convective transport. The first term on the right hand side (RHS) is the
pressure gradient and the second represents transport via viscous forces. Here τij is the















where µ is the dynamic viscosity and δij is the Kronecker delta. The last term on the RHS
of Eq.(2.2), Bi, accounts for body forces in the direction of the i
th cartesian coordinate.
2.2.3 Species









+ ω̇α α = 1, 2, · · · , Ns, (2.4)
where Ns is the total number of species in the mixture. The first term on the LHS of
Eq.(2.4) is local rate of change of Yα, while the second represents convective transport. On
the RHS, the first term accounts for mass transfer by molecular diffusion. The notation
Jαi represents the molecular diffusive flux of the species. This term is modeled using Fick’s





where Dα is the diffusion coefficient or diffusivity of species α. The last term on the RHS of
Eq.(2.4), ω̇α, is the chemical source. This quantity accounts for the creation or destruction
of species α via chemical reactions. Given a set of I elementary reversible reactions in a









ν ′′αiSα i = 1, 2, . . . , I, (2.6)
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where Sα is the chemical symbol of species α and ναi denotes the stoichiometric coefficient
of species α in reaction i. A single prime superscript (′) is used with ναi if Sα is a reactant
while a double prime (′′) is used if Sα is a product. kfi and kbi are the forward and backward
specific reaction constants, respectively. The chemical source term of species α is written





(ν ′′αi − ν
′
αi) qi α = 1, 2, . . . , Ns, (2.7)
where the rate of progress for the ith reaction, qi, is computed as the difference of the






























where Ck is the molar concentration of the k
th species. The forward specific reaction
constant appearing in Eqs.(2.6) and (2.8) is written in an Arrhenius temperature-dependent
















where A0i is the frequency factor, bi is the reaction exponent (the Boltzmann factor), Ru
is the universal gas constant, Ta,i and Ea,i are the activation temperature and energy,
respectively.
2.2.4 Specific Enthalpy



















The first two terms on the LHS and RHS of Eq.(2.10) represent the local rate of change
and the convective transport of enthalpy and pressure, respectively. The third term on the
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RHS accounts for dissipation by viscous stresses (frictional heating), q̇rad is the radiation
heat transfer and uiBi is the work done by body forces. The last term on the RHS is the
spatial change of the heat flux, ℑαi . This term accounts for both conduction heat transfer
and enthalpy transport by molecular diffusive fluxes (℘αi defined in Eq.(2.5)). ℑ
α
i is thus




























































where hα is the enthalpy of species α per unit mass, cp is the specific heat at constant
pressure and λ is the thermal conductivity. Pr = µcp/λ is the Prandtl number, Scα =
µ/(ρDα) is the Schmidt number and Leα = Scα/Pr = λ/(ρcpDα) is the Lewis number.
2.3 Averaging Techniques in Turbulent Flows
Two steps are required in order to compute the mean of the conservation equations. In
the first step, the instantaneous quantity of interest is written as the sum of its mean and
a fluctuation about this mean. This process is called decomposition. In the second step,
the decomposed quantity is substituted into the corresponding transport equation, and
finally the mean of the resulting expression is taken. This section includes two averaging
techniques: Reynolds and Favre averaging.
2.3.1 Reynolds Averaging
Given an unsteady random process, any physical quantity can be written as the sum of an
ensemble-average (mean) value and a fluctuation about that value [99]. Thus, a quantity
ψ(xi, t) is expressed as
ψ(xi, t) = ψ̄(xi, t) + ψ
′(xi, t), (2.12)
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such that ψ̄′(xi, t) = 0. If N elements are available in the ensemble, the ensemble-average
of ψ(xi, t) is calculated using







where N must be large enough in order to eliminate the effects of the fluctuations ψ′(xi, t).
2.3.2 Favre Averaging
In the case of flows with considerable density variations, a density-weighted average is used
to find the mean the different physical quantities. This type of averaging is referred to as
Favre averaging [28]. The decomposition of a quantity ψ in this case is the similar to the
Reynolds decomposition. ψ(xi, t) is written as the sum of a Favre-average value and a
fluctuation about that value:
ψ(xi, t) = ψ̃(xi, t) + ψ
′′(xi, t), (2.14)
where the double prime superscript is used to distinguish the Favre fluctuations from
the Reynolds fluctuations. The difference between the two decomposition methods lies
in treatment of the mean fluctuations. In Reynolds decomposition, it is required that
ψ̄′(xi, t) = 0, while in Favre decomposition, the mean of the density-fluctuation product
must vanish, that is
ρψ′′(xi, t) = 0. (2.15)
Accordingly,
ρψ(xi, t) = ρ
[
ψ̃(xi, t) + ψ′′(xi, t)
]
= ρψ̃(xi, t) + ρψ′′(xi, t)
= ρ̄ψ̃(xi, t).
(2.16)
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2.3.3 Favre-Averaged Balance Equations
Since reactive flows involve large density variations, Favre-averaging is usually used in
turbulent combustion calculations. Decomposing the different quantities in the balance
equation presented in section 2.2 using Eq.(2.14), then taking the mean of the resulting








































































+ uiBi + q̇rad. (2.21)
The Reynolds stresses ρ̄ũ′′i u
′′






′′ (Eq.(2.21)) are in unclosed form. These issues are addressed in the next section.
2.4 Turbulence Modeling
Turbulence modeling is the process in which closure for the unknown turbulence correla-
tions, such as the Reynolds stresses and the turbulent fluxes, is sought in order to close
the system of the governing equations. This section reviews the Reynolds averaged Navier-
Stokes (RANS) models in addition to the state of the art Large Eddy Simulations (LES)
and Direct Numerical Simulations (DNS).
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2.4.1 RANS Models
RANS models involve solving the averaged instantaneous balance equations. In RANS, the
Reynolds stresses are obtained from a turbulence viscosity model or by direct modeling
[99]. The order of a model is defined as the number of additional equations that need to
be solved in order to determine the unknown turbulence correlations. This section reviews
zero, one and two-equation models, the Reynolds stress model, and the applicability of
RANS models to turbulent reacting flows.
Zero-Equation Models
Zero-equation models are the simplest among turbulence models since the closure of the
shear stress term is algebraic and does not introduce any new partial differential equations
(PDE). Two models were proposed: the uniform turbulent viscosity model introduced








where εm is a constant from which the name of the model originates. Prandtl suggested















where lm is the mixing length, a constant dependent on the nature of the problem. This
model yields good predictions in free shear and boundary layer flows [99]. Although cheap
and easy to implement, the mixing length model is incomplete since the mixing length lm
needs to be specified, which is a very hard task in complex flows [99]. Furthermore, it is
incapable of capturing many flow details such as separation and recirculation.
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One-Equation Models


















+ ρP − ρε̃, (2.25)
where µt = ρCk̃
1/2/lm is the turbulent viscosity, ε̃ = CDk̃
3/2/lm is the turbulent eddy
dissipation, σk is the turbulent Prandtl number, l is a length scale, and C and CD are
empirical constants. C depends on the type of the flow and CD is usually set equal to 0.09.
P = −ũ′′i u
′′





























This model is slightly more accurate than the mixing model presented in the previous
section and still requires the specification of the length scale [99]. Generally, one-equation
models are not successful except when applied to flows with constant production to dissi-
pation ratio (i.e. strong shear flows). The only advantage they have over the zero-equation
models is that the turbulent kinetic energy is calculated.
Two-Equation Models
As discussed in the previous section, when using one-equation models, a length scale must
be provided in order to close the turbulent kinetic energy equation, Eq.(2.25). Two-
equation models overcome this difficulty by introducing besides the k̃-equation, an ad-
ditional PDE that is related to the turbulence length scale. Many variables were proposed
for this equation: ω by Kolmogorov [64], ω2 by Saffman [106], ε by Jones et al. [51] and
τ by Speziale et al. [109]. The k-ε model is one the most widely used models due to its
simplicity, completeness and wide range of applicability. It consists of an equation for k̃
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in both Eqs.(2.25) and (2.27). The standard model constants are:
Cµ = 0.09, Cε1 = 1.44, Cε2 = 1.92, σk = 1.0, and σε = 1.3. (2.29)










respectively. The k-ε model is applicable to a wide variety of turbulent flows. When
applied to a round jet, it is known to overpredict the spreading rate [99], which results in
an underpredicted penetration length. A possible way to solve this problem is to adjust
the values of Cε1 and Cε2. Details on this technique are provided in Chapter 4. Other
solution options include the addition of a source term to the ε̃-equation, but generally, this
modification results in an poor performance when compared to the standard model [99].
Reynolds-Stress Models
The main advantage of the Reynolds-Stress Models (RSM) over the models presented so
far is that the turbulent viscosity hypothesis is not needed to model the shear stresses
[99]. Transport equations derived directly from the momentum equations are solved for
the individual stresses ũ′′i u
′′
j in addition to an equation providing a turbulence length or
time scale such as the ε̃-equation. The detailed equations can be found in [99, 69]. This
model is applicable to any turbulent flow [99] and overall, it is more accurate than the
two-equation models. However, two major drawbacks of this model are its complexity and
relatively high computational cost. For instance, seven equations need to be solved (six
for ũ′′i u
′′
j and one for ε̃) compared to two in the case of two-equation models [99].
RANS models have been extensively used in in turbulent combustion simulations. Pe-
ters [89] notes that the usage of RANS in such flows tends to suppress large scale insta-
bilities in steady state situations, a frequently occurring phenomenon in combustion. He
explains this by the fact that RANS uses an effective turbulent viscosity that is much
2.4. Turbulence Modeling 15
larger in magnitude than the molecular viscosity. However, modeling reacting flows with
RANS remains attractive due to the relatively low computational cost compared to other
techniques LES and DNS.
2.4.2 LES
LES are three-dimensional time-dependent simulations in which large scale geometry-
dependent motions are resolved and smaller scale self-similar motions are modeled [29,
30, 99]. The idea behind LES originates from the fact that the transport of the conserved
flow properties is mainly achieved by the energetic large eddies, while the smaller and
weaker eddies contribute less to the transport of those properties [29]. LES involves four
major operations [99]:
1. Filtering process in which the velocity is decomposed into a filtered component which
describes the motion of the large eddies (resolved scale component) and a residual
component (subgrid scale component). Filtering requires the usage of a filter func-
tion,
2. Derivation of the equation of the filtered velocity field from the Navier-Stokes equa-
tions,
3. Modeling of the residual stress tensor in the momentum equation,
4. Numerical solution of the filtered equations.
LES is more accurate than the two-equation models and the RSM since most of the energy
spectrum is resolved, while modeling is only performed at small scales. Regarding com-
putational cost, LES falls between the RSM and DNS. LES is generally applicable to
any turbulent flow. However, special considerations are needed when solving high-speed
compressible flows and and reacting flows [99]. Further details on LES can be found in
references [99, 29].
For the case of reacting flows, Cook et al. [19] suggested a methodology based on a
presumed form for the subgrid scale probability density function of a conserved scalar.
Colucci et al. [18] proposed the Filtered Density Function (FDF) approach wherein a
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transport equation for the FDF is solved and the effects of scalar mixing and convection
within the subgrid are modeled.
2.4.3 DNS
In DNS all the scales of motion are resolved by solving directly the instantaneous three-
dimensional Navier-Stokes equations, without performing any averaging or modeling [29,
99]. For this reason, DNS is considered to be the most accurate approach in Computational
Fluid Dynamics (CFD). However, the computational cost in such simulations is very high.
Usually the computational domain is chosen to be a box of side L, such that L is large
enough to represent the different eddy sizes. In order to resolve all the scales of motion,
the grid spacing ∆x must be set to fractions of the smallest length-scale, the Kolmogorov
scale denoted by η. Thus the number of grid points in each dimension must be at least
L/η, which is proportional to Re
3/4
L




[29, 99]. This is why DNS is restricted to small Reynolds numbers. Another
important consideration is the time step ∆t. The choice of ∆t depends on the desired
degree of accuracy. Due to the limitations discussed above, DNS is restricted to very
simple flows. Still, it is a valuable benchmarking tool in the process of developing reliable
turbulence models, as it provides the most accurate solution for a given problem.
In the case of reacting flows, in addition to the aforementioned limitations, the re-
quirement of solving an additional set of transport equations (one for each species in the
mixture) increases the computational cost further. For this reason the chemical kinetics
mechanisms used in the calculations are usually reduced and one-step irreversible chemical
reactions are assumed. Many DNS studies have been conducted in this area. For instance,
the work done by Swaminathan et al. [116], Eswaran et al. [27], Mell et al. [81], Baum et
al. [4], Trouvé et al. [118], Brethouwer et al. [13].
2.5 Turbulent Reacting Flows
This section describes the stochastic behavior of turbulent reacting flows, and discusses the
non-linearity of the chemical source and the turbulence-chemistry interactions. The struc-
ture and the characteristics of the non-premixed combustion mode are briefly presented,
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and the mixture fraction variable and its variance are introduced.
2.5.1 Stochastic Description of Turbulent Reacting Flows
Turbulent combustion is a stochastic process in which the velocity components and scalars
quantities such as the temperature, the pressure and the species concentrations are fluc-
tuating variables. One way to quantify these variables is to characterize them by their
probability density function (PDF) [63]. Given a stochastic variable Ψ and a sample space
variable, say ψ, the cumulative probability C(Ψ < ψ) is defined as the probability of oc-
currence of Ψ such that Ψ < ψ. With this definition in mind, C is an increasing function
bounded by 0 and 1 since C(Ψ < ψ) → 0 as ψ → −∞ and C(Ψ < ψ) → 1 as ψ → +∞.
This behavior is illustrated in Figure 2.1. In a similar fashion, given the sample variables
ψ1 and ψ2, C(ψ1 < Ψ < ψ2) = C(Ψ < ψ2) − C(Ψ < ψ1).
Referring to Figure 2.2, the PDF, P , is related to C by:
P (ψ) = lim
∆ψ→0






such that ∫ +∞
−∞
P (ψ)dψ = 1. (2.33)









F (ψ)P (ψ)dψ. (2.35)
The joint PDF of two events ψ1 and ψ2 is expressed using Bayes’ theorem as
P (ψ1, ψ2) = P (ψ1|Ψ2 = ψ2)P (ψ2). (2.36)
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Figure 2.1: Cumulative distribution function (reproduced from reference [63]).
Figure 2.2: Probability of the event ψ < Ψ < ψ + ∆ψ (reproduced from reference [63]).
2.5. Turbulent Reacting Flows 19
The conditional expectation of Ψ1 such that Ψ2 = ψ2 is therefore
〈Ψ1|Ψ2 = ψ2〉 =
∫ +∞
−∞








Similarly, this definition can be extended to the conditional expectation of any function
F (Ψ1) conditioned at Ψ2 = ψ2:
〈F (Ψ1)|Ψ2 = ψ2〉 =
∫ +∞
−∞













〈F (Ψ1)|Ψ2 = ψ2〉P (ψ2)dψ2. (2.39)
The relations above will be extensively used in the subsequent chapters.
2.5.2 Non-Linearity of the Chemical Source Term
In reacting flows, the mean of the chemical source term, ¯̇ωα (with α = 1, 2, . . . , Ns), is
required in order to close the governing balance equations. However, ω̇α is a highly non-
linear function of the density ρ, the temperature T and the species concentrations Yα. Thus
¯̇ωα cannot be easily expressed in terms of the means of these quantities. That is,
¯̇ωα(ρ, T, Yα) 6= ω̇α(ρ̄, T̃ , Ỹα). (2.40)
A thorough overview on the non-linear nature of ω̇α is provided by Veynante et al. [121]
and Poinsot et al. [93]. Using a Taylor series expansion for ¯̇ωα (expressed using the Ar-
rhenius equation), they show that in the simplest case of an irreversible chemical reaction,
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algebraic expressions and transport equations are required to close the resulting fluctua-
tions. Furthermore, they note that ¯̇ωα is poorly calculated if only few terms of the series
are considered (large truncation errors). This means that ¯̇ωα is strongly affected by the
fluctuations in the flow field. Therefore, this quantity should be carefully modeled. Several
strategies are discussed in Section 2.6.
2.5.3 Turbulence-Chemistry Interactions
The interactions between turbulence and chemistry can be described in terms of the
Damköhler number, Da. This number is defined as the ratio of the turbulent time scale





If Da > 1, then τc is smaller than τt, meaning that the reaction time is shorter than the
mixing time. In the case where Da ≫ 1, the chemical reactions can be assumed to be
infinitely fast (local chemical equilibrium assumption). This corresponds to a thin reaction
zone that is convected by the turbulent flow field [121]. On the other hand, if Da < 1,
then the reaction time is longer than the mixing time and the chemistry is considered to
be slow. In this case, the species are mixed by the flow field before reactions start to take
place [121].
2.5.4 Non-Premixed Combustion
In non-premixed combustion the fuel and the oxidizer are not initially mixed. They se-
parately enter into the combustion chamber where they mix and burn [40, 66, 89]. The
resulting flame is called a diffusion flame because the molecular diffusion (mixing) rate is
slower than the chemical reaction rate (or in other words, the mixing time scale is longer
than the chemical reaction time scale (Da ≫ 1)), which makes mixing the controlling agent
of the burning process [89, 121, 66, 40]. For this reason, the assumption of infinitely fast
chemistry (local chemical equilibrium) is reasonable in many situations. However, this
assumption becomes invalid when the mixing time scale is not too large. In this case,
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Figure 2.3: Structure of a laminar non-premixed flame (reproduced from reference [121]).
nonequilibrium effects should be taken into consideration [89]. The structure of a non-
premixed (diffusion) flame is shown in Figure 2.3. The fuel and the oxidizer are located
on both sides of the reaction zone where chemical reactions take place. This zone is wide
due to continuous interdiffusion of reactants and products [40, 89]. As for the rate of
burning, it is controlled by the molecular diffusion of the reactants towards the reaction
zone [121]. As displayed in Figure 2.3, the concentration of the reactants decrease in this
zone, while the temperature and the overall reaction rate increase, accompanied by heat
release. Non-premixed flames are very sensitive to turbulence. For instance, they are
incapable of propagating and mainly controlled by mixing [121]. In addition, they are sen-
sitive to stretch and prone to quenching by turbulent fluctuations [93]. This combustion
mode is not discussed further since this study is confined to the autoignition of a non-
premixed methane-air jet, and flames are beyond the scope of this work. Further details
on non-premixed laminar and turbulent flames can be found in references [66, 40, 93], and
[11, 89, 93, 121], respectively.
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2.5.5 The Mixture Fraction Variable and its Variance
The Favre-averaged mixture fraction ξ̃ and its variance ξ̃′′2 are two important quantities
in the modeling of turbulent non-premixed combustion. The interest in conserved scalar
quantities such as ξ̃ is motivated by the fact that simple presumed PDFs based on ξ̃ and
ξ̃′′2 can be used in order to describe the stochastic behavior of the different reacting scalars
[30]. For instance, two widely used presumed forms are the Gaussian distribution and the
β-PDF (Section 3.3.2).
Considering a two-feed system where fuel and oxidizer are supplied through different





where ṁ1 and ṁ2 denote the mass flow rates of the fuel and oxidizer streams, respectively.
Bilger [6, 7] formulated another definition based on the elemental mass fraction of the





where β is a coupling function that vanishes at stoichiometry and the subscripts 1 and 2
denote the fuel and oxidizer streams, respectively. The details on the construction of β
can be found in references [6, 7, 89]. ξ in Eqs.(2.42) and (2.43) varies between 0 and 1.
Assuming that the species’ diffusivities are all equal to D, the mixture fraction transport















The LHS terms represent the local rate of change and convection of ξ. The term on the
RHS accounts for ξ transport by means of molecular diffusion. Taking the Favre-average

















The turbulent flux ũ′′i ξ
′′ appearing on the RHS of Eq.(2.45) is usually modeled using the
gradient diffusion hypothesis, which introduces the turbulent diffusivity, Dt (Section 3.3.1).
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Since the magnitude of Dt is much larger than the magnitude of the molecular diffusivity
D, the mean of the term corresponding to transport by molecular diffusion (first term











Another equation is needed to compute the variance of the mixture fraction. The Favre-




















Once Eqs.(2.45) and (2.47) are solved, ξ̃ and ξ̃′′2 are used as input parameters in the
presumed PDF.
2.6 Turbulent Combustion Modeling
Before proceeding to the formulation of the CMC method, it is important at this stage to
review the turbulent combustion models that are available in the literature. Models for
non-premixed combustion with infinitely fast and finite-rate chemistry are emphasized.
2.6.1 Eddy Break-Up and Eddy Dissipation Models
The Eddy Break-Up (EBU) model was suggested by Spalding [108] for premixed flames
exhibiting infinitely fast chemical reactions. In such flames, since the mixing time-scale
is much larger than the chemical time-scale, mixing is the rate-determining process. The
idea behind the EBU model is to replace the chemical time-scale by the larger turbulence










where C is the EBU constant and Y ′′P
2 is the variance of the products mass fraction.
Magnussen et al. [75] proposed a modification to Eq.(2.48) by substituting Y ′′P
2 for the
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mean mass fraction of the deficient species in the mixture [89]. This model is called the
Eddy Dissipation Model (EDM). In EDM, the chemical source term is modeled as the















where Y F , Y O and Y P are the mean mass fractions of fuel, oxidizer and products, respec-
tively. A and B are model constants, and ν is the stoichiometric oxidizer to fuel mass
ratio.
The above models are attractive due to their simplicity and ease of implementation.
However, their performance is generally poor. This is due to the fact that they use the
turbulence time-scale instead of the chemical time scale, thus entirely neglecting the effect
of chemical kinetics. Another drawback is that the model constants are not universal and
need to be adjusted in most problems [89]. The EBU model is extendable to non-premixed
combustion by incorporating the mixture fraction variable [6].
2.6.2 Linear Eddy Model
The Linear Eddy Model (LEM) was initially introduced for non-reactive flows by Kerstein
[53], who later extended the model to reactive flows [54, 55]. In LEM, transport and mixing
of a reactive scalar φi(x, t) in a turbulent flow field are computed along transverse lines
that move with the mean fluid velocity. Two steps are required to perform the calculations.
The first step considers the time evolution of φi in one dimension by means of diffusion












The second step accounts for the effect of convective transport. This step involves a
sequence of random processes along the transverse line called ”block inversions” [53]. Each
inversion may be viewed as a representation of the effect of an individual eddy on the scalar
field [89]. LEM is applicable to both premixed and non-premixed combustion. However,
this method is computationally expensive because the calculations are performed using the
smallest turbulence length-scale of the flow field (to represent all the eddies).
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2.6.3 Laminar Flamelet Model
The Laminar Flamelet (LF) concept was initially introduced by Williams [122]. Peters
[89] defines flamelets as thin reactive-diffusive layers embedded within a non-reactive tur-
bulent flow field. This description is only valid when the chemical time-scale (specifically
the time-scale of the rate-determining chemical reaction) is very small compared to the
convection and diffusion time-scales (Da ≫ 1). In such a situation, chemical activity is
highest within a very thin layer. If the thickness of this layer is smaller than the Kol-
mogorov length-scale, turbulence does not affect the local structure of the flame and the
flame is therefore considered to be locally laminar [89]. Peters [90] and Kuznetsov [67]
independently derived the LF equations for non-premixed combustion. In order to couple
turbulence and chemistry, two quantities are used: the conserved mixture fraction and the
instantaneous scalar dissipation rate. The mixture fraction transport equation is given by
Eq.(2.44). The flame (stoichiometric) surface is determined by setting ξ(xi, t) = ξst, ξst
being the stoichiometric mixture fraction. For a reactive scalar ψi, the laminar flamelet



















The steady flamelet model is described here. Closure of the chemical source term is achieved
in a two-step process. The first step involves solving the steady state laminar flamelet
equations numerically. The solution is then tabulated in a two-dimensional flamelet library.
The entries of this library consist of the mass fractions of the species and the temperature,
all functions of ξ and χ. In the second step, the means of the quantities of interest are
computed, which requires the knowledge of the joint PDF P̃ (ξ, χ). If P̃ (ξ, χ) is known, the







ψi(ξ, χ)P̃ (ξ, χ)dχstdξ. (2.53)
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The steady flamelet model is only valid in the case of infinitely fast chemistry. If the
chemical time scale is of the order of or greater than the turbulence time scale (i.e. slow
chemistry with Da ∼ 1 or Da > 1), the transient term in Eq.(2.51) is retained and a
Lagrangian approach is adopted. This model is known as the Lagrangian or unsteady
laminar flamelet model [89]. This case is not discussed further. Additional details on the
laminar flamelet model can be found in Peters [87, 88, 89] and Bray et al. [12].
2.6.4 Joint Probability Density Function Model
In this method, the joint PDF transport equation of the velocity and the reactive scalars
is solved. Pope [96] derived this equation by coupling the momentum and species trans-
port equations through an arbitrary one-point scalar function of the random velocity and
















































where P = P (u,Q;x, t) is the joint PDF, τij is the shear stress (see Eq.(2.3)), p
′ = p−〈p〉
is the unconditional pressure fluctuation , 〈p〉 is the unconditional average of the pressure,
Ns is the total number of scalars, and ℘
α
i is the molecular diffusive flux (see Eq.(2.5)).
The first term on the LHS of Eq.(2.54) is the rate of change of the PDF, the second
represents convection in physical space, the third accounts for transport by gravity and
the mean pressure gradient in velocity space, while the last term represents transport in
composition space by means of chemical reactions. On the RHS, the first term is the PDF
transport via viscous stresses and fluctuating pressure gradient in velocity space while the
second represents transport by molecular diffusive fluxes. The LHS terms are all in closed
form, hence, no approximations are needed. However, the RHS terms are problematic
since they involve conditional averages of gradients with respect to both velocity and
composition fields. Those two terms remain unclosed if the gradients are not included in
the calculations as sample space variables [89]. Thus, in order to solve Eq.(2.54), adequate
closures are required for the RHS terms. Various modeling strategies are suggested by Pope
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[96]. The main advantages of the PDF approach are that the chemical source term does not
require modeling and detailed finite-rate chemical kinetics can be included. Furthermore,
this approach is valid for both premixed and non-premixed combustion modes. Further
details on this method can be found in references [24, 30, 89, 96, 98].
2.6.5 Additional Techniques
The usage of detailed chemical kinetics in turbulent combustion simulations is computa-
tionally very expensive. Maas et al. [74] proposed the Intrinsic Low-Dimensional Manifolds
(ILDM) technique in an attempt to introduce an automatic mechanism that controls the
reduction of the detailed chemical kinetics used in the calculations. Rather than using
directly a reduced chemical mechanism, which requires the knowledge of the reactions that
are in partial equilibrium and which species are in steady state, the ILDM technique starts
from a detailed chemical kinetics mechanism and performs the reduction operations based
on a local time scale analysis. This technique is complimentary to the chosen combustion
model. More details on ILDM can be found in references [30, 74, 89].
2.7 Conclusions
This chapter presented the conservation equations employed in this study. The differences
between Reynolds and Favre averaging were discussed and the Favre-averaged conservation
equations were provided. Different turbulence models were presented and briefly evaluated,
with emphasis on the k-ε model. The stochastic nature of turbulent reacting flows and the
probability density function approach were presented. The difficulties arising from the av-
eraging of the chemical source term and the turbulence-chemistry interactions were visited.
The non-premixed combustion mode was briefly described and the roles of the conserved
mixture fraction variable and its variance were demonstrated. These two quantities will
be extensively used in the CMC calculations (Chapter 3). Commonly used non-premixed
turbulent combustion models were also reviewed. In particular, the eddy break-up, the
linear eddy, the laminar flamelet, and the joint PDF models were presented.
The next chapter discusses the first-order Conditional Moment Closure model for non-
premixed combustion. Similar to the turbulent combustion models discussed earlier, this
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model provides a special treatment for the non-linear chemical source term. However, the




Conditional Moment Closure (CMC) is a new turbulent combustion model first derived for
non-premixed combustion. In CMC, scalar quantities such as the species mass fractions
and the enthalpy (or temperature) are conditionally averaged on a given value of mixture
fraction. This method was independently derived by Klimenko [61] and Bilger [8]. The
final results of the two formulations are mathematically identical, but each has a different
starting point. Klimenko [61] suggested the joint-PDF approach in which the derivation
is based on the PDF transport equation under high-Reynolds number regime. Bilger [8]
introduced the decomposition approach where a scalar quantity is written as the sum of the
conditional mean of the scalar and a fluctuation about the mean, the conditional fluctua-
tion. Using this sum in the transport equation of the scalar, then taking the conditional
average of the resulting expression yield the desired CMC equation. Both formulations
leave some conditional terms unclosed such as the velocity, the scalar dissipation rate, the
turbulent fluxes and the chemical source term. Furthermore, if the PDF transport equa-
tion is not solved, the PDF must be modeled (presumed) in order to fully close the CMC
transport equations.
In the following sections, the derivation of the conditional species, enthalpy and tempe-
rature transport equation is performed using the decomposition approach. Submodels for
the unclosed conditional terms are then presented and validated against Direct Numerical
29
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Simulations (DNS). Finally, the first-order closure for the chemical source in shear flows is
discussed.
3.2 CMC Equations
3.2.1 Conditional Species Transport Equation
The conditional average of the mass fraction of a species α is defined as
Qα(η, xi, t) = 〈Yα(xi, t)|ξ(xi, t) = η〉, (3.1)
where Yα is the mass fraction of the species, 〈|〉 denotes the ensemble average of the
quantity to the left of the vertical bar conditioned to the quantity to its right, ξ is the
mixture fraction and η is a sample variable in mixture fraction space, such that 0 ≤ η ≤ 1.
Following the decomposition method [8, 63], Yα is written as the sum of its conditional
average Qα and a conditional fluctuation y
′′
α:




〈y′′α(xi, t)|ξ(xi, t) = η〉 = 〈Yα(xi, t)|ξ(xi, t) = η〉 − 〈Qα(ξ, xi, t)|ξ(xi, t) = η〉 = 0 (3.3)
















First, Yα in Eq.(3.4) is substituted by Eq.(3.2). Then the resulting expression is condition-






































































is the scalar dissipation rate. To be noted that in the equations above, the notation
〈 |ξ(xi, t) = η〉 is substituted by 〈 |η〉 for simplicity. The complete derivation of Eq.(3.5) is
available in Appendix A. The terms eQ (Eq.(3.6)) and ey (Eq.(3.7)) are in unclosed form.
The process of finding adequate closures for those two terms is known as the primary
closure hypothesis [8, 63]. Bilger [8] and Klimenko et al. [63] suggest that, given finite
Schmidt numbers, all the terms of eQ (Eq.(3.6)) scale as the inverse of the Reynolds number
(Re). Thus, for high Re, these terms can neglected. Consequently,
eQ ≈ 0. (3.9)
By considering the unconditional form of ey, it can be shown that the first and third term















The details of the primary closure hypothesis Appendix A. Assuming that the species
diffusivities are equal to the molecular diffusivity as in [8], that is Dα = D, and introducing
the Favre-averaged PDF, P̃ (η), which is related to P (η) by
〈ρ〉 P̃ (η) = 〈ρ| η〉P (η), (3.11)


























The first term on the LHS of Eq.(3.12) is the local rate of change of the conditional species
mass fraction and the second represents the conditional convective transport. The first
term on the RHS is the conditional turbulent flux, the second accounts for micro-mixing
and the third is the chemical source.
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3.2.2 Conditional Enthalpy and Temperature Equations
The conditional enthalpy equation can be obtained from the enthalpy equation in a similar
fashion. If all Lewis numbers are assumed to be equal to unity, and the convective pressure



















Similar to Eq.(3.2), h is decomposed as
h(xi, t) = Qh(ξ(xi, t), xi, t) + h
′′(xi, t), (3.14)
such that
Qh(η, xi, t) = 〈h(xi, t)|η〉 and 〈h
′′(xi, t)|η〉 = 0. (3.15)












































where Ns is the total number of species in the mixture. The conditional temperature


































































The detailed derivation of Eqs. (3.16) and (3.19) is provided in Appendix A.
In the absence of soot, it is possible to neglect the radiation source term. This assump-
tion applicable to autoignition problems, since the concentration of soot is negligible before
ignition takes place. It is well known that the inclusion of this term in the calculations is
computationally expensive, thus one advantage of making this assumption is the reduction
in the computational cost. As for the pressure work term, although important in engine
applications [89], it is neglected in accordance with the assumptions made in the flow field



































































3.3 Submodels for the Unclosed Terms





′′|η〉, P̃ (η), 〈χ|η〉, 〈ui|η〉 and 〈ω̇α|η〉 need to be modeled in order
to obtain full closure for Eqs. (3.12) and (3.23). The following sections address this issue
and present possible closures for these terms.
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3.3.1 Turbulent Scalar Flux
The turbulent flux terms 〈u′′i y
′′
α| η〉 and 〈u
′′
i T
′′| η〉 are modeled using the gradient diffusion
hypothesis. This hypothesis states that, given a conserved scalar φ, the scalar flux 〈uφ′′〉
is down the mean scalar gradient i.e., in the direction of −∇〈φ〉 [99]. Accordingly, there













In Eq.(3.25), k̃ is the turbulent kinetic energy, ε̃ is the turbulent eddy dissipation, Cµ = 0.09
and Sct is the turbulent Schmidt number. In the current study Sct = 0.9 is used. The






Accordingly, the turbulent flux terms in Eqs.(3.12) and (3.23) are approximated as:
〈u′′i y
′′










respectively. Substituting Eq.(3.27) in Eq.(3.12), and Eq.(3.28) in Eq.(3.23), the condi-
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respectively.
3.3.2 Presumed Probability Density Function
As stated in section 2.6.4, the RHS terms of the PDF transport equation (Eq.(2.54)) are
in unclosed form. Closures for these terms are usually complicated and computationally
expensive. To avoid such difficulties, a functional form of the PDF is assumed and used
in the calculations. This procedure is known as the presumed PDF approach. The most
commonly used form is the β-PDF. Girimaji [37] showed that this form characterizes the
evolution of the scalar PDF accurately. The DNS results of Givi et al. [39], Eswaran et al.
[27] and Swaminathan et al. [116] support Girimaji’s findings.
The Favre-averaged β-PDF is given by:




The parameters β1 and β2 in Eq.(3.31) are space and time dependent. They are related to
the Favre-averaged mixture fraction ξ̃ and its variance ξ̃′′2 by
β1 = ξ̃γ, (3.32)
and

















where Γ is the gamma function. Figure 3.1 shows the evolution of the β-PDF for various
combinations of ξ̃ and ξ̃′′2. Singularities occur at η = 0 and η = 1 when β1 < 1 and β2 < 1,
respectively. For example, when ξ̃ = 0.1 and ξ̃′′2 = 0.023, β1 = 0.2913 and a singularity
occurs at η = 0. Another example is when ξ̃ = 0.4 and ξ̃′′2 = 0.160. In this situation,
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β1 = 0.2 and β2 = 0.3 and two singularity are obtained at η = 0 and η = 1. The β-PDF
is compared to the homogeneous DNS data of Swaminathan et al. [116] in Figure 3.2 for
ξ̃ = 0.5. The variance is taken from the DNS data and used along with ξ̃ in Eq.(3.31) to
construct the PDF as in [81, 97, 116]. The β-PDF shows an excellent agreement with DNS,
which validates the choice of this presumed form. An interesting behavior is observed in
the limit where β1 = β2 and β1 → ∞. Under these conditions, ξ̃ = 0.5, ξ̃′′2 → 0, and
the β-PDF approaches a Gaussian (normal) distribution with the same mean and variance
[30, 89]. This behavior is shown in Figure 3.3. ξ̃ is fixed at 0.5 and the value of ξ̃′′2 is
gradually decreased. By inspecting the trends in Fig.3.3 (a) to (d), it can be seen that the
β-PDF tends to become Gaussian as ξ̃′′2 → 0.
3.3.3 Conditional Scalar Dissipation Rate
The conditional scalar dissipation rate 〈χ|η〉 is a quantity that measures the intensity of
micro-mixing in mixture fraction space. 〈χ|η〉 appears in both conditional species conti-
nuity and temperature equations (Eqs.(3.29) and (3.30), respectively). Accurate modeling
of this quantity is of great importance, especially around stoichiometry where the contri-
bution of the micro-mixing term to the CMC equations is considerable (Chapter 6). Two
models are considered in this work: Girimaji’s model [38] and the Amplitude Mapping
Closure (AMC) [84]. Both models start from the homogeneous PDF transport equation
with a double-delta initial distribution (initially unmixed scalars). But in each model the
PDF evolves differently, as will be pointed out later. Hence Girimaji’s model and the AMC
model are only valid for an initially binary mixture in homogeneous turbulence. Never-
theless, they are used when inhomogeneities exist in order to avoid solving PDF transport
equation. Devaud et al. [22] proposed a model that performs better in inhomogeneous
turbulence.
Girimaji’s Model:
The formulation of Girimaji’s model [38] is based on the observation that a presumed β-
PDF accurately characterizes the evolution of the scalar PDF over all stages of two-scalar,
constant-density mixing in statistically stationary, isotropic turbulence [37]. Starting from
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ξ̃ =0.1 ξ̃ =0.3
ξ̃ =0.5
ξ̃ =0.6
ξ̃′ ′ 2=0.010ξ̃′ ′ 2=0.023
ξ̃′ ′ 2=0.015
ξ̃′ ′ 2=0.022
Figure 3.1: Evolution of the β-PDF for various ξ̃ and ξ̃′′2 combinations.
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Figure 3.2: Comparison of the β-PDF with the DNS (Swaminathan et al. [116]) for
ξ̃ = 0.5: β-PDF (—–) and DNS (◦). (a) ξ̃′′2 = 0.1714, (b) ξ̃′′2 = 0.1601, (c) ξ̃′′2 = 0.0888,
(d) ξ̃′′2 = 0.0572, and (e) ξ̃′′2 = 0.0204.
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Figure 3.3: Comparison of the β-PDF with the Gaussian distribution for ξ̃ = 0.5: Gaussian
distribution (——–) and β-PDF (- - - -). (a) ξ̃′′2 = 0.100, (b) ξ̃′′2 = 0.085, (c) ξ̃′′2 = 0.075,
(d) ξ̃′′2 = 0.050, (e) ξ̃′′2 = 0.025 and (f) ξ̃′′2 = 0.005.
3.3. Submodels for the Unclosed Terms 40
the homogeneous PDF transport equation and integrating over mixture fraction space using
the double-delta PDF model as an initial condition, the following equation is obtained for

















ξ̃(ln η′ − I1) + (1 − ξ̃) [ln(1 − η
′) − I2]
}










ln(1 − η) dη. (3.40)
The integrand in Eqs.(3.39) and (3.40) have singularities at η = 0 and η = 1, respectively.
The details on the numerical integration are provided in Chapter 5.
Amplitude Mapping Closure (AMC):
The AMC model was introduced by O’Brian et al. [84]. This model also starts from the
homogeneous PDF transport equation and uses the mapping closure solution of Gao [36]
for the scalar PDF in which the PDF initially has a double-delta distribution and relaxes
to a Gaussian distribution. The conditional mean scalar dissipation rate takes the form
〈χ| η〉 = 〈χ|ξ = 0.5〉G(η), (3.41)
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Table 3.1: Values of ξ̃′′2, 〈χ|ξ = 0.5〉 and χ̃ taken from the DNS of Swaminathan et al.
[116]. ξ = 0.5 for all cases.





where erf−1 is the inverse error function. erf−1(2η− 1) is singular at η = 0 and η = 1 since
lim
x→−1
erf−1(x) = −∞ and lim
x→1
erf−1(x) = +∞. However, in Eq.(3.42), those singularities
are finally removed by the exponential function, giving G(0) = G(−1) = 0. Furthermore
G(η) has a global maximum at η = 0.5 where G(0.5) = 1.
Since the constant 〈χ|ξ = 0.5〉 in Eq.(3.41) is not known unless a DNS database is avai-
lable, further modeling is required in order to fully close 〈χ|η〉. This quantity is obtained
by integrating Eq.(3.41) weighted by P̃ (η) over the mixture fraction space [59]:












where χ̃ is given in Eq.(3.37). As pointed out in Section 3.3.2, P̃ (η) in Eq.(3.43) might be
singular at η = 0 or η = 1 or both. This numerical issue will be also addressed in Chapter
5.
Validation of the Conditional Scalar Dissipation Rate Models:
The conditional scalar dissipation models are now validated against DNS data. The values
of ξ̃, ξ̃′′2, χ̃ and 〈χ|ξ = 0.5〉 are taken from the homogeneous DNS results of Swaminathan
et al. [116] (see Table 3.1) and used in Eqs.(3.36) and (3.41) in order to construct the
different 〈χ|η〉 models as in [81, 38, 97, 116]. In all cases, ξ̃ is equal to 0.5. The results
are displayed in Figure 3.4. Both models show very good agreement with the DNS data.
Overall, it can be seen that the AMC model is slightly more accurate. However, this model
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has some limitations. For instance, it always requires the presence of some unmixed fluid
in the mixture. This restriction does not apply to Girimaji’s model [63], which makes it
more general.
3.3.4 Conditional Velocity
The conditional velocity is evaluated following the linear model developed by Kuznetsov
et al. [68]. This model is given by:




(η − ξ̃). (3.44)







Eq.(3.44) is supported by various sets of experimental data summarized by Kuznetsov et
al. [68]. However, the measurements performed by Li et al. [72] question the validity of
this model. In their experiment, two separated streams of air, one carrying nitric oxide
(fuel) and the other having ozone (oxidizer), traverse a turbulence grid (in order to impose
homogeneity) before entering a turbulent smog chamber where they mix. The experimental
facility is shown in Figure 3.5. The origin of the frame of reference is located at turbulence
grid along the centerline. As for the conditional velocity components, 〈u|η〉 is constant and
equal to ũ and 〈w|η〉 = 0, while 〈v|η〉 is the only varying component. Further details can be
found in [72]. Figure 3.6 shows the distribution of 〈v|η〉− ṽ plotted against η− ξ̃ at x = 4.8
m for three values of y/δ, δ being the distance from where ξ̃ is 0.1 to where it is 0.9. The
locations y/δ and the corresponding values of ξ̃ and ṽ′′ξ′′/ξ̃′′2 are given in Table 3.2. As
reported in [72], the performance of the linear model is satisfactory when |η − ξ̃| is small,
and deviations from the linear relationship between 〈v|η〉 and η are observed as |η − ξ̃|
becomes large. As shown in Figure 3.6, best agreement is obtained when |η − ξ̃| is in the
neighborhood of zero. Furthermore, it is assumed in the derivation of the linear velocity
model that the joint PDF between the velocity and ξ is Gaussian [68, 72]. The influence of
this assumption is clearly seen in Figure 3.6(b) where ξ = 0.559 (recall from Section 3.3.2
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Figure 3.4: Comparison of the different conditional scalar dissipation rate models with the
DNS (Swaminathan et al. [116]) for ξ̃ = 0.5: Girimaji’s model (——), AMC model (- -
-), and DNS (◦). (a) t = 0.75 s, ξ̃′′2 = 0.0888, (b) t = 1.00 s, ξ̃′′2 = 0.0572, (c) t = 1.25 s,
ξ̃′′2 = 0.0373, and (d) t = 1.75 s, ξ̃′′2 = 0.0163.
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that the PDF tends to become Gaussian when ξ = 0.5, if ξ̃′′2 is small). Good agreement
is obtained in this case over a wide range of mixture fraction space. However, this is not
always the case for the PDF. On the other hand, the analysis provided by Swaminathan
et al. [114] using the DNS data of Baum et al. [4] show that this model performs better
than many other models available in the literature such as the gradient models [18] and the
PDF model [10]. Despite its weaknesses, this model is widely used due to its simplicity.
Figure 3.5: Experimental facility for the measurement of the transverse conditional velocity
(reproduced from Li et al. [72]).
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Figure 3.6: Comparison of the linear velocity model with the experimental results of Li et
al. [72]: linear model (——) and experiments (–·–·–·–). (a) y/δ = −0.5, (b) y/δ = 0.048,
and (c) y/δ = 0.41
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3.3.5 Chemical Source Term
As discussed in Section 2.5.2, the chemical source term is non-linear function of the density,
the temperature and the species concentrations:
ω̇ = ω̇ (ρ, T, Y1, Y2, . . . , YNs) = ω̇ (ρ, T,Y) , (3.46)
where Y = Y1, Y2, . . . , YNs . Consequently, the unconditional average of Eq.(3.46), 〈ω̇〉,
cannot be expressed as a linear function of the unconditional averages 〈ρ〉, 〈T 〉, and 〈Y〉
[63], i.e.,
〈ω̇ (ρ, T,Y)〉 6= ω̇ (〈ρ〉 , 〈T 〉 , 〈Y〉) . (3.47)
In CMC, the quantity of interest is the conditional average of the chemical source term,
〈ω̇ (ρ, T,Y) |η〉. Like the unconditional average, this quantity is still problematic. However,
Klimenko et al. [63] state that conditional averages contain much more details on the
scalar field than their unconditional counterparts. Furthermore, they note that conditional
fluctuations are of smaller order than unconditional fluctuations in turbulent shear flows.
This observation is also supported by the experimental findings of Masri et al. [77]. Thus,
in such flows, the inequalities
ρ′′ ≪ ρ′, (3.48)
T ′′ ≪ T ′, (3.49)
and
y′′ ≪ y′ (3.50)
are valid. If the conditional fluctuations are considered to be negligible, it is possible to
model 〈ω̇ (ρ, T,Y) |η〉 as a function of 〈ρ|η〉, 〈T |η〉 and 〈Y|η〉 as shown in Eq.(3.51):
〈ω̇ (ρ, T,Y) |η〉 = 〈ω̇ (〈ρ|η〉 + ρ′′, 〈T |η〉 + T ′′, 〈Y|η〉 + y′′) |η〉
≈ 〈ω̇ (〈ρ|η〉, 〈T |η〉, 〈Y|η〉) |η〉
= ω̇ (〈ρ|η〉 , 〈T |η〉 , 〈Y|η〉)
= ω̇ (〈ρ|η〉 , QT ,Q) ,
(3.51)
where Q = 〈Y|η〉. The closure provided in Eq.(3.51) is first order accurate. Klimenko et
al. [63] considered the conditional average of the second-order taylor series expansion of
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the reactions rate of a simple one-step irreversible chemical reaction of the form
A + B → P, (3.52)
for which ω̇ is given by












































It can be seen from Eq.(3.54) that the error involved in the first-order closure is small if the
conditional variances of the species mass fractions and temperature are small compared
with the square of their conditional means. On the other hand, Mastorakos et al. [79]
argue that temperature fluctuations drive the autoignition process, and thus should not
be neglected. Furthermore, Swaminathan et al. [116] make an important observation
regarding mixing models. Their DNS study suggests that the first order closure for the
chemical source term predicts slower reaction rates when the mixing field is modeled using
Girimaji’s model [38]. Much better predictions are obtained when the AMC model [84] is
employed.
3.4 Conclusions
This chapter presented the first-order CMC method. The decomposition approach and
the primary closure hypothesis were used to derive the conditional species, enthalpy and
temperature transport equations. Submodels for the unclosed conditional terms were dis-
cussed. The gradient diffusion hypothesis was used to close the turbulent flux terms. Based
on DNS data, the presumed β-PDF was found to be an adequate alternative for solving
the PDF transport equation. The behavior of the β-PDF was also studied by inspecting
different combinations of its parameters. Two conditional scalar dissipation models were
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presented: Girimaji’s model and the AMC model. Both models show good agreement with
DNS, with the AMC model being slightly more accurate. As for the conditional velocity,
the linear model was discussed and its limitations were pointed out. Finally, the first-order
closure for the chemical source term was discussed.
The next chapter describes the autoignition experiments and focuses on the turbulent
velocity and mixing fields calculations.
Chapter 4
Frozen Mixing Calculations and
Validation of the CFD Code
This chapter focuses on the turbulent flow field calculations. The frozen mixing assumption
is adopted to perform the turbulent flow field and the CMC calculations separately. As a
first step, the velocity and mixing fields computations are carried out in order to prepare
transient libraries that contain all the information required for the CMC calculations. The
transient injection of a low-temperature methane jet into a shock tube filled with high-
pressure and high-temperature air is reproduced numerically. The experimental conditions
and the computational details are provided in detail. The predicted jet penetration in the
shock tube is compared to the penetration length correlation derived by Ouellette [86] for
turbulent round jets. The k-ε model constant Cε1 is modified such that best agreement is
achieved with this correlation. The test case where air temperature is equal to 1300 K is
considered for demonstration.
4.1 Shock Tube Experiments
The current numerical study focuses on the experimental measurements conducted by
Sullivan et al. [113]. In these experiments, a shock tube facility was used to investigate
the autoignition delay of methane and methane-ethane mixtures under engine-relevant
conditions and to monitor the variability of nitrogen oxides in the combustion products.
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The facility is shown in Figure 4.1. The shock tube has a circular cross-section with an
inner diameter of 5.9 cm. Its total length is 7.90 m, the driver and driven sections being
3.11 m and 4.79 m long, respectively. An electronically controlled injector is used to inject
the gaseous fuel into the preheated and compressed air. The injector has one central hole
of either 1.1 mm or 0.275 mm diameter and it is mounted at the center of the endplate
of the shock tube in order to inject the fuel along the centerline, as shown Figure 4.1.
To provide optical access to the experimental area, a stainless steel section equipped with
three windows is attached to the end of the driven section. A high-speed digital camera
(31000 frames per second) is used to capture the location of the initial ignition kernel. The
location of this kernel is identified by the appearance of a non-contiguous flame region that
is able to develop into a fully fledged jet flame. Accordingly, ignition delay is defined as
the time from the start of the injection of the fuel to the appearance of the ignition kernel
[47]. Further details on the experimental setup can be found in references [47, 112, 113].
In all test cases, the air pressure inside the test section and the injected fuel temperature
were fixed at 30 bar and 300 K, respectively, while the air temperature and the injection
pressure were varied over a wide range of values. The measurements of interest correspond
Figure 4.1: Shock tube facility (taken from Huang [47]).
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to the test case where 99.97% pure methane was injected at a pressure of 75 bar through
the 1.1 mm central hole for a duration of 1.5 ms, the initial air temperature inside the test
section being varied between 1150 and 1400 K (series I in reference [113]). A total of 28
measurements were performed over this temperature range. The experimental conditions
are summarized in Table 4.1.
Table 4.1: Experimental conditions (series I in reference [113]). d is the injector hole
diameter, ti is the injection duration, Pi is the injection pressure, Pair is the initial air
pressure, Tf is the fuel temperature, and Tair is the initial air temperature.
Runs d (mm) ti (ms) Pi (bar) Pair (bar) Tf (K) Tair (K)
28 1.1 1.5 75 30 300 1150-1400
4.2 Decoupling of the Turbulent Flow Field and the
CMC Calculations
In this study, the turbulent flow field and the CMC calculations are decoupled, i.e. the
turbulent flow field calculations are used as input to the CMC routines. This is a reasonable
approximation since the reaction rates are slow before ignition takes place, which results in
very small density and temperature variations. Consequently, it is possible to neglect these
variations in the flow field by making the assumptions of frozen (cold) mixing, thus allowing
decoupling between the flow field and the CMC calculations [76]. It should be noted that
the density and temperature changes become larger in the vicinity of ignition and later
when a flame starts to propagate. The decoupling technique is therefore inapplicable in
presence of flames.
First, frozen mixing calculations are performed and two-dimensional transient libraries
containing the quantities of interest such as ξ̃, ξ̃′′2, ∂ξ̃/∂x, ũx, k̃ and ε̃ are built at a
specific time interval. This interval represents the time step used in the CMC calculations.
These quantities are then used to compute the turbulent diffusivity, the probability density
function, and the conditional axial velocity and scalar dissipation rate at every point in
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both physical and mixture fraction spaces. This is followed by cross-stream averaging of the
terms appearing inside {}R+ in the conditional species and temperature transport equations
( Eqs.(5.4) and (5.5)). The cross-stream averaged quantities are then progressively passed
to the CMC routines as the calculations advance in time. The process is shown in Figure
4.2. A similar procedure was successfully applied by Markides et al. [76] to the prediction of
autoignition of n-heptane plumes and by Devaud et al. [23] to lifted turbulent hydrogen-air
flames.
Figure 4.2: Computational domain of the shock tube.
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4.3 Flow Field
The axisymmetric computational domain has dimensions of 15 cm (length) × 2.9 cm (ra-
dius) and represents one half of the experimental shock tube test section due to symmetry.
ANSYS CFX 10.0 [2] is used to perform the turbulent velocity and mixing field calculations
based on a pseudo-3D unstructured mesh (the terminology pseudo-3D corresponds to a 3D
mesh having only one control volume in the θ-direction). For this purpose, a 5◦ wedge cut-
ting through the centerline of the shock tube is chosen, as shown in Figure 4.3. The mesh
is constructed using ANSYS ICEM CFD [3] and consists of 481 × 103 unevenly-spaced
nodes in the axial and radial directions, respectively. This configuration results in a total
of 48,960 control volumes. The methane inlet is resolved with 5 nodes (4 control volumes)
and the mesh density is highest in the inlet area in order to accurately capture the sharp
gradients. Away from this area, the mesh becomes progressively coarser, in both axial and
radial directions. The maximum mesh spacing in the domain does not exceed the inlet
radius.
Following the experimental conditions [113], a fixed mass flow rate of 4.875×10−3 kg/s
Figure 4.3: Computational domain of the shock tube.
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(6.771−5 kg/s for the 5◦ wedge) and a temperature of 300 K are set at the inlet. Experiments
also indicated that the flow entering the shock tube test section was subsonic implying that
the methane jet should have a high static pressure based on a polytropic gas expansion
[48]. In the present simulations, it was not possible to specify both the mass flow rate and
the pressure simultaneously at the inlet. Thus, the methane inlet pressure is set to the
initial air pressure in the shock tube. This approximation is reasonable for most parts of
the flow field since large pressure gradients are expected to occur only very close to the fuel
inlet. At the far end of the computational domain, an opening boundary condition is used
in order to account for any amount of fluid that might reenter the domain. The turbulence
intensity is set to 5% at both the inlet and the opening. The walls of the shock tube are
considered to be smooth and adiabatic, and no-slip conditions apply. The front and back
surfaces of the wedge are treated as symmetry planes (axisymmetric configuration). The
computational domain is initialized with pure air at a given temperature between 1200
K to 1400 K and at a static pressure of 30 bar. The boundary and initial conditions are
shown in Figure 4.4.
Figure 4.4: Boundary and initial conditions.
As in the experiments [113], the injection duration of methane is 1.5 ms. At high
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temperatures, ignition occurs during the injection period. However, at relatively lower
temperatures, ignition might take place after injection is terminated. In such a situation,
the inlet boundary condition is replaced by a wall in order to simulate the shut-off of the
injector. The simulation is then restarted and the working fluids are allowed to mix for a
desired duration that is long enough to insure the ignition of the mixture. Shortly after
the shut-off, the methane jet becomes detached from its source. The effect of advection
decreases gradually and diffusion starts to dominate.
The k-ε model is used to perform the turbulent flow field calculations (see Eqs.(2.25)
and (2.27)). An external subroutine is implemented and added to ANSYS CFX in order
to solve the mixture fraction variance equation (Eq.(2.47)). The second-order high reso-
lution scheme is used for the discretization of the advection terms. The transient terms
are discretized using the second-order backward Euler scheme (implicit). Convergence is
achieved based on a maximum residual criterion. In all simulations, the maximum residual
target is set to 10−4. An adaptive time step is employed with a minimum of 10−10 s and a
maximum of 10−6 s. Adaption is based on the Courant number.
4.4 Validation of the Flow Field Calculations
4.4.1 Penetration Length Correlation
In the absence of experimental data, the predicted transient jet penetration length is com-
pared with a correlation developed by Hill et al. [44]. The formulation of this correlation
is based on the entrainment measurements performed by Ricou et al. [103] and the vortex
quasi-steady jet model proposed by Turner [120]. Ricou et al. [103] measured the entrain-
ment by a gas injected into a reservoir containing another stagnant gas, e.g. a gaseous fuel
injected into a combustion chamber filled with air. They correlated the mass flow rate, the
jet momentum, the axial distance (from the origin of the axisymmetric jet) and air density,
regardless of the density of the injected gas. Turner [120] suggested that a transient jet
consists of a steady-state region headed by spherical vortex that merges gradually with
the jet behind it. This configuration is shown in Figure 4.5. If the flow at the exit of the
nozzle is steady, the vortex is supplied with mass an momentum by the jet on a continuous
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Figure 4.5: Turner quasi-steady jet model (partially reproduced from references [86, 120]).
basis [44]. Based on the above formulations and observations, Hill et al. [44] derived the
















where Z is the penetration length defined as the distance from the origin to the tip of the
vortex (see Figure 4.5), d is the nozzle diameter, Γ = 3.0 ± 0.1, Un is the velocity of the
jet at the nozzle, t is the time measured from the beginning of injection, and ρn and ρc are
the densities at the nozzle and inside the chamber, respectively.
4.4.2 Penetration Criteria
Computationally, several criteria can be used in order to determine the penetration length.
For instance, the penetration of the jet can be defined as the distance along the jet centerline
extending from the origin to the point where either the mixture fraction or the velocity
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of the jet becomes zero. Both criteria were tested and the differences were shown to be
negligible. The mixture fraction criterion is used in this study.
4.4.3 Modification of the k-ε Model
It was previously mentioned in Section 2.4.1 that the standard k-ε model overpredicts the
spreading rate when applied to a round jet [99]. A direct consequence is the underpredici-
tion of the jet penetration length. The temporal variation of the penetration length is
shown in Figure 4.6 (solid red line with square markers) along with Z from Eq.(4.1) (solid
black line) for Ta = 1300 K. The corresponding relative error is displayed in Figure 4.7.
The maximum relative error in this case is around 18%. One possible way to decrease
the magnitude of the errors is to modify the model constants. Table 4.2 summarizes some
of the suggested Cε1 and Cε2 values that have been previously used for round jets. It
can be seen that it is a common practice to change the value of Cε1, while leaving Cε2
unchanged. This procedure was followed in this study. The Cε1 values suggested by Pope
[95] and Ouellette et al. [86] along with other values were tested. Figure 4.6 shows the
time variation of the penetration length using the different Cε1 values (with Ta = 1300 K).
The corresponding relative error variation is plotted in Figure 4.7. Best agreement with
the penetration correlation (within ±7%) is obtained when Cε1 = 1.535. Lower values such
as 1.52 perform better at early simulations times, but show a poor performance at later
times. Higher values such as 1.55 and 1.56 show an opposite trend. Overall, Cε1 = 1.535
yields an intermediate behavior in terms of error magnitude at all simulation times, and
thus it is used throughout all the simulations.
Table 4.2: Cε1 and Cε2 model constants used for turbulent round jets.
Cε1 Cε2
Jones et al. [51] (standard constants) 1.44 1.92
Pope [95] 1.60 1.92
Gaillard [35] 1.52 1.89
Ouellette et al. [86] 1.50 and 1.52 1.92
This study 1.535 1.92
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Figure 4.6: Temporal variation of the predicted penetration length when Tair = 1300 K.
Also shown is the penetration length computed from the correlation given by Eq.(4.1)
























































Figure 4.7: Relative error between the predicted penetration length and Eq.(4.1). The
relative error is defined as (Zpredicted − Zcorr) × 100/Zcorr (%)
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4.4.4 Frozen Mixing Test Case
For illustration, the test case where Ta = 1300 K is considered. Figures 4.8, 4.9, 4.10 and
4.11 display the time variation of the radial distribution of the Favre-averaged mixture
fraction (ξ̃), mixture fraction variance (ξ̃′′2), temperature (T̃ (K)) and velocity magnitude
(Ṽ (m/s)) at various x−locations along the jet centerline. Some contours are also shown
in Figure 4.12. As a general observation, it can be seen that quasi-steady state is reached
close to the inlet (0 cm ≤ x ≤ 2.0 cm) within 0.30 ms, while downstream profiles require
a longer duration to reach this state. The steady state and spherical vortex regions des-
cribed by Turner [120] (Section 4.4) can be identified by inspecting the mixture fraction in
Figures 4.8 and 4.12(a) and the velocity in Figures 4.11 and 4.12(d). The vortex starts to
develop shortly after the beginning of injection and it is continuously supplied with mass
an momentum by the jet behind it, which in turn keeps increasing in width. After 0.60
ms, the width of the jet becomes almost constant for x . 3.0 cm. Beyond this location,
the width and the penetration length of the jet, and the size of the vortex keep on increa-
sing with time. Figures 4.9 and 4.12(b) show that the variance of the mixture fraction is
highest in the inlet area (0 cm ≤ x ≤ 2.0 cm). This can be explained by the presence of
sharp mixture fraction gradients. As can be seen in Figures 4.10 and 4.12(c), the tempe-
rature decreases gradually from the initial value of Tair = 1300 K. Since the temperature
of methane is much lower than the temperature of air (300 K compared to 1300 K), T̃ in
the jet region is expected to be intermediate between the two. In fact, T̃ is closer to the
methane temperature in the inlet area, and tends towards the air temperature away from
it. This can be seen by noting the temperature plateaus in Figure 4.10 where T̃ assumes
the value of the air temperature. The width of the plateaus depends on the width of the
jet. Thus, wide plateaus are obtained in the inlet area due to the narrowness of the jet, and
an opposite behavior is observed downstream. Finally, the Favre-averaged velocity profiles
displayed in Figures 4.11 and 4.12(d) follow the same trends as the the Favre-averaged
mixture fraction. The velocity at the inlet is approximately equal to 278 m/s (not shown
in Figure 4.11). The Reynolds number based on the inlet diameter is equal to 5.383× 105.
4.4. Validation of the Flow Field Calculations 60









































































































Figure 4.8: Radial variation of the Favre-averaged mixture fraction at different locations
along the jet centerline when Tair = 1300 K: (a) t = 0.20 ms, (b) t = 0.30 ms,(c) t = 0.60
ms, (d) t = 0.90 ms, (e) t = 1.20 ms, and (f) t = 1.50 ms.
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Figure 4.9: Radial variation of the Favre-averaged mixture fraction variance at different
locations along the jet centerline when Tair = 1300 K: a) t = 0.20 ms, (b) t = 0.30 ms,(c)
t = 0.60 ms, (d) t = 0.90 ms, (e) t = 1.20 ms, and (f) t = 1.50 ms.
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Figure 4.10: Radial variation of the Favre-averaged temperature at different locations along
the jet centerline when Tair = 1300 K: a) t = 0.20 ms, (b) t = 0.30 ms,(c) t = 0.60 ms, (d)
t = 0.90 ms, (e) t = 1.20 ms, and (f) t = 1.50 ms.
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Figure 4.11: Radial variation of the Favre-averaged velocity (magnitude) at different lo-
cations along the jet centerline when Tair = 1300 K: a) t = 0.20 ms, (b) t = 0.30 ms,(c)
t = 0.60 ms, (d) t = 0.90 ms, (e) t = 1.20 ms, and (f) t = 1.50 ms.
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Figure 4.12: Contours of (a) ξ̃, (b) ξ̃′′2, (c) T̃ and (d) Ṽ for Tair = 1300 K at times
t = 0.20, 0.30, 0.60, 1.00 and 1.50 ms.
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4.5 Conclusions
This chapter presented the computational details used to reproduce the shock tube ex-
periments conducted by Sullivan et al.[113]. The assumptions made in order to perform
the frozen mixing calculations were discussed. It was found that changing Cε1 from the
standard value of 1.44 to 1.535 resulted in good agreement (within ±7%) with the penetra-
tion lenght correlation suggested by Hill et al.[44]. The transient behavior of the injected
methane was found to compare well with the the vortex quasi-steady jet model proposed
by Turner [120].
The next chapter presents the numerical solution of the CMC equations, and describes
the tools used to perform the calculations.
Chapter 5
Numerical Solution of the CMC
Equations
The numerical solution of the CMC equations is discussed. First, the shear flow approx-
imation and the cross-stream averaging technique are presented, and the CMC equations
are cross-stream averaged across the shear layer. Linear coupling between the enthalpy
and the mixture fraction is also discussed. Then, the implementation of the fractional step
method (operator splitting) and intermediate time steps is demonstrated. The discretiza-
tion schemes of the different terms of the CMC equations are provided in detail along with
the initial and boundary conditions. The numerical packages used in this study such as stiff
and non-stiff ODE solvers and adaptive integrators are presented. Other numerical issues
are also addressed. The components and the operation of the chemical kinetics package
used in the simulations are briefly described. Finally, an overview on some of the chemical
kinetics mechanisms that are relevant to this problem is given.
5.1 Cross-Stream Averaging
In this section, the cross-stream averaging technique in shear flows is introduced. The
mathematical definition of the cross-stream average is provided and applied to the axial
components of the conditional species and temperature equations.
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5.1.1 Radial Dependence of Scalars in Shear Flows
While applying the CMC method to free shear flows, such as the turbulent round jet
considered in this work, the radial dependence of the conditional averages of the species
concentrations can be neglected. This is known as the shear flow approximation [62]. This
assumption is supported by the experimental findings of Bilger [9], St̊arner et al. [111]
and Swaminathan et al. [115]. Kilmenko [62] also provided a mathematical proof that
validates this assumption. Using asymptotic analysis, he showed that the dependence
of the conditional expectation on a coordinate across the shear flow is weak. However,
Klimenko [61] noted that the PDF is assumed to be a stronger function of the radial
coordinate than the conditional mean concentrations. Accordingly, this dependence is
accounted for by integrating the PDF-weighted axial component of the CMC equations
(Section 5.1.3). This procedure reduces the three-dimensional axisymmetric round jet in
hand to a one-dimensional problem.
This technique was successfully implemented by many authors in conjunction with
the CMC method. Roomina et al. [104, 105] used this method for the prediction of
turbulent methane-air and methanol jet flames while Devaud et al. [21, 23] implemented
this technique for lifted turbulent hydrogen-air flames. Markides et al. [76] also employed
this technique for the prediction of autoignition of an n-heptane plume in a turbulent flow
of heated air.
5.1.2 Definition of the Cross-Stream Average
In cylindrical coordinates, for an axisymmetric flow, the area-weighted average of a scalar
quantity F (x, r, t) is defined as





F (x, r, t)rdr. (5.1)
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The cross-stream average of F (t, x, r) is defined as ratio of the area-weighted average of
the product F (t, x, r)P̃ (t, x, r, η), to the area-weighted average of P̃ (t, x, r, η):
{F}R+ (t, x, η) =
{
F (t, x, r)P̃ (t, x, r, η)
}
R{






F (t, x, r)P̃ (t, x, r, η)rdr
∫ R
0
P̃ (t, x, r, η)rdr
, (5.2)
where R is a large radius determined according to a cutoff imposed on the Favre-averaged
mixture fraction in the flow field calculations. A total of 150 radial data points are con-
sidered at each axial location. A cutoff value of 10−2 is used throughout the calculations.
Smaller cutoff values were tested and the differences in the cross-stream averages were
shown negligible. Trapezoidal integration is employed in Eq.(5.2) to compute the different
cross-stream averaged quantities. The test case considered in Section 4.4.4 (frozen mixing
calculations with Tair = 1300 K) is revisited to demonstrate the usage of Eqs.(5.1) and
(5.2). A 501-point mixture fraction grid is used in order to obtain a smooth representa-
tion. A coarser grid is employed in the CMC calculations (Section 6.1). Figure 5.1 shows
the variation of the area-weighted PDF with axial position at t = 1 ms. As described by
Eq.(5.2), this quantity is used to normalize the area-weighted average of the scalar-PDF
product. For instance, Figures 5.2, 5.3 and 5.4 display the variation of the cross-stream
averaged scalar dissipation rate ({〈χ|η〉}R+), axial velocity ({〈ux|η〉}) and turbulent diffu-
sivity ({Dt}R+), respectively, at the same time and positions as in Figure 5.1. As expected,
the intensity of mixing (conditional scalar dissipation rate) and the magnitude of the con-
ditional velocity are high close to the inlet and decreases gradually downstream. The
turbulent diffusivity shows an opposite trend.
5.1.3 Averaging of the CMC Equations
First, the conditional species transport equation (Eq.(3.29)) is considered. Applying the
definition of the cross-stream average at a specific x-location along the jet centerline and
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Figure 5.1: Axial variation of the area-weighted PDF at t = 1 ms: x = 1 cm (——–),
x = 2 cm (- - - - -), x = 3 cm (· · · · · · ·), and x = 4 cm (− · − · −).



























x = 2 cm
x = 1 cm
x = 3 cm
x = 4 cm
Figure 5.2: Axial variation of the cross-stream averaged conditional scalar dissipation rate
at t = 1 ms: Girimaji’s model-Eq.(3.36) (——–) and the AMC model-Eq.(3.41) (- - - - -).
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Figure 5.3: Axial variation of the cross-stream averaged axial velocity at t = 1 ms: x = 1
cm (——–), x = 2 cm (- - - - -), x = 3 cm (· · · · · · ·), and x = 4 cm (− · − · −).





















Figure 5.4: Axial variation of the cross-stream averaged turbulent diffusivity at t = 1 ms:
x = 1 cm (——–), x = 2 cm (- - - - -), x = 3 cm (· · · · · · ·), and x = 4 cm (− · − · −).
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Following the shear flow approximation, since Qα is not a function of r, its partial deriva-
tives are not either. Hence ∂Qα/∂t, ∂Qα/∂x, ∂
2Qα/∂x
2 and ∂2Qα/∂η
2 can be taken outside




































The temperature equation (Eq.(3.30)) is cross-stream averaged in a similar fashion. The

























































With the shear flow approximation and the definition of the cross-stream average in mind
(Eq.(5.2)), the two-dimensional configuration discussed in Chapter 4 is simplified to a one
dimensional problem. Consequently, Eqs.(5.4) and (5.5) can be solved by applying finite
differences (Section 5.3).
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5.2 Enthalpy-Mixture Fraction Linear Coupling
As discussed in Section 3.2.2, by neglecting the pressure work and the radiation source
































it can be seen that both Eqs.(5.6) and (5.7) have exactly the same form. Consequently h
can be related to ξ by the linear coupling equation [89]:
h = h2 + ξ(h1 − h2), (5.8)
where h1 and h2 are the enthalpies of fuel and air, respectively. Eq.(5.8) can be condition-
ally averaged at ξ = η giving
Qh = 〈h2|η〉 + η(〈h1|η〉 − 〈h2|η〉). (5.9)
Eq.(5.9) remains invariant when cross-stream averaged since Qh, 〈h1|η〉 and 〈h2|η〉 are
independent of the radial coordinate (via the shear flow approximation). The conditional
temperature, QT , is retrieved from Qh. However, since QT is not a linear function of Qh,
an iterative linear interpolation procedure is used in order to compute QT .
This technique is attractive since solving the conditional temperature equation might
introduce undesirable discretization errors and minor instabilities during the early stages
of the solution. In addition, this procedure slightly decreases the computational cost of the
simulations as few function calls and simple iterations would substitute the requirement
of solving Nx ×Nη ordinary differential equations at each time step, Nx and Nη being the
number of grid points in physical and mixture fraction spaces, respectively.
5.3 Fractional Step Method
The fractional step method (or operator splitting) is a coupling approach in which a com-
plicated ODE is split into a set of simpler coupled ODEs [30, 70, 85]. These ODEs are
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solved sequentially (in separate steps) over consecutive fractions of the time step [100]
and each ODE provides the subsequent one with the required initial conditions [30]. The
main advantage of this process is that it allows separate treatment of the individual ODEs,
depending on their nature [82]. For instance, some ODEs might be non-stiff and can be
solved by simple matrix operations, while others might be stiff and require a stiff ODE
solver. It should be noted that this method is valid only if the change in the physical
variables from any of the individual processes is not too quick over a given time step [85].
This technique was previously applied to the CMC equations by Kim et al. [57], Devaud
et al. [23] and Wright et al. [123]. For demonstration, the ODE
dF
dt
= P1 + P2 + · · · + Pm−1 + Pm (5.10)
consisting of m terms (P1, P1, . . . , Pm−1, andPm) is considered. If each of the terms of
eq.(5.10) is treated individually in a separate ODE as described above, m steps are required
to advance the solution in time from t to t + ∆t. One possible way to do this is given by
the following sequence:
Step 1 : [t, t+ ∆t/m]
dF 1
dt
= P1 with F
1(0) = F (t)
Step 2 : [t+ ∆t/m, t+ 2∆t/m]
dF 2
dt
= P2 with F
2(0) = F 1(t+ ∆t/m)
...
Stepm− 1 : [t+ (m− 2)∆t/m, t+ (m− 1)∆t/m]
dFm−1
dt
= Pm−1 with F
m−1(0) = Fm−2(t+ (m− 2)∆t/m)
Stepm : [t+ (m− 1)∆t/m, t+ ∆t]
dFm
dt
= Pm with F
m(0) = Fm−1(t+ (m− 1)∆t/m)
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In the present work, since a large number of species is considered and detailed chemical
kinetics are used (Section 5.7), the fractional step method is employed in order to treat
separately the stiff chemical source term in the conditional transport equations. For this
purpose, two steps are implemented. First, the solution is advanced in physical space (x-
coordinate) over the first half of the time step, then in mixture fraction space (η-coordinate)









































The first step is non-stiff and can be solved by LU-decomposition, while the second step
is stiff and requires a stiff ODE solver. Although micro-mixing does not introduce any
stiffness, it is included in the same step with the stiff chemical source, for convenience. In
addition, few intermediate time steps are added within the time interval [t, t+∆t] (Section
6.1) in order to insure convergence, and the fractional step method discussed above is
applied at every intermediate step. Another benefit of introducing intermediate time steps
is the increase in the decimal accuracy of ignition delay.
5.3.1 First Step: Non-Stiff ODE System – LU Decomposition
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and
Φ = {Dt}R+ . (5.14)
















































where 1 ≤ i ≤ Nx. The solution at the left boundary, i.e. at i = 1 (x = 0), is not needed
since the composition at this location is known at all times. Thus, the numerical solution
is only required for 1 < i ≤ Nx. Since the flow direction is from left to right (see Figures
4.1 and 4.3), first order backward differencing is used to discretize the first derivative of











where ∆x1 = xi−xi−1 and ∆x2 = xi+1−xi. As for the second derivative of Qα with respect
to x, second order central differencing is used for 1 < i < Nx, while first order backward























for 1 < i < Nx, (5.19)























for i = Nx, (5.20)
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where ∆x1 = xi − xi−1 and ∆x2 = xi − xi−2.
Combining Eqs.(5.17), (5.18) and (5.19), the discretized conditional species transport equa-


































where ∆x1 = xi+1−xi and ∆x2 = xi−xi−1. On the other hand, by substituting Eqs.(5.18)







































1 0 0 0 0 0 · · · 0 0 0
A2 B2 C2 0 0 0 · · · 0 0 0
0 A3 B3 C3 0 0 · · · 0 0 0








0 0 0 0 0 0 ANx−2 BNx−2 CNx−2 0
0 0 0 0 0 0 0 ANx−1 BNx−1 CNx−1
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Qα|
t+∆t
i in Eq.(5.22), respectively (i = Nx). This matrix is solved using LU-decomposition.
The subroutines LUDCMP and LUBKSB [100] are employed to carry out the calculations.
LUDCMP performs the LU-decomposition, while LUBKSB executes the necessary forward
and backward substitutions. The algorithms of both subroutines are explained in reference
[100]. It should be noted that the entry 1 in the first row of the coefficient matrix (which
corresponds to i = 1 or x = 0, where the composition is know at all times) is included as
a requirement for the proper operation of the subroutines.
5.3.2 Second Step: Stiff ODE System – LSODE













is solved. The solution of the first fractional step is used as the initial conditions for
Eq.(5.23). The double precision version of the solver LSODE (Livermore Solver for Or-
dinary Differential Equations) [45] is used to handle the stiff chemical kinetics. LSODE







Y(t0) = Y0 (given)
(5.24)






= fi(t, Y1(t), Y2(t), . . . , YNe(t)), i = 1, 2, . . . , Ne
Yi(t0) = Yi,0 (given)
(5.25)
where Ne is the number of ODEs. LSODE uses Adams methods (predictor-corrector)
in the non-stiff case, and Backward Differentiation Formula (BDF) methods (the Gear
methods) in the stiff case. If the system is stiff, LSODE treats the Jacobian matrix J =
df/dY as either a dense (full) or a banded matrix. J is either supplied by the user or
generated internally by difference quotients. The resulting linear systems are solved by
direct methods. Further details on the features and options of LSODE can be found in
references [45, 101].
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In the current work, the solver is configured to use the variable-step implicit BDF
integration method and a modified Newton iteration technique with an internally generated
banded Jacobian [20]. A maximum of 1500 of internally defined steps are allowed during
one call to the solver. The absolute and relative tolerances are set to 10−20 and 10−5,
respectively. The time step is equal to the time interval used to build the transient libraries
from the frozen mixing calculations (Section 4.2). The term ∂2Q/∂η2 appearing in the first
term on the RHS of Eq.(5.23) is discretized using second order central differencing.
5.4 Initial and Boundary Conditions
5.4.1 Initial Conditions
The initial conditional enthalpy, Qh, is computed using the linear coupling technique which
was introduced in Section 5.2. The initial conditional temperature, QT , is calculated from
Qh by iterative linear interpolation. Figure 5.5 shows the initial distributions of Qh and
QT in mixture fraction space for the test case where Tair = 1300 K. It can be seen in
Figure 5.5(b) that QT = Tair = 1300 K at η = 0 (pure air) and QT = Tfuel = 300 K
at η = 1 (pure fuel). It should be noted here that air is assumed to consist of 23.3% O2
and 76.7% N2, while the minor species such as H2O, CO2 and Ar are neglected. Figure
5.6 shows the initial distribution of the conditional concenration of CH4, O2 and N2. At
η = 0, the mixture consists of pure air (23.3% O2 + 76.7% N2), while at η = 1 it consists
of pure CH4. The concentration of the remaining species included in the chemical reaction
mechanism (Section 5.7) are set equal to zero (initially the concentration of the products
is equal to zero due to the absence of chemical reactions and the mixture only consists
of the reactants). Every node in physical space is intialized with the temperature and
concentration profiles shown in Figures 5.5(b) and (5.6).
5.4.2 Boundary Conditions
Boundary conditions need to be set only at x = 0. In the previous section it was shown
how QT and Qα are initialized at every node in physical space. Since QT and Qα are known
at x = 0 for any given time, Dirichlet boundary conditions are used at this location by
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Figure 5.5: Initial conditional (a) enthalpy and (b) temperature for Tair = 1300 K


























Figure 5.6: Initial conditional concentrations of CH4, O2 and N2.
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setting QT and Qα equal to their initial values.
5.5 Integration Singularities and Strategies
As mentioned in Chapter 3, singularities are encountered in some of the CMC submodels
like the β-PDF (Section 3.3.2) and the conditional scalar dissipation rate models (Section
3.3.3). This section addresses those issues, in addition to the special treatment of the
integral I(η) (Eqs.(3.36) and (3.38)).
5.5.1 QUADPACK
QUADPACK [92] is an open source FORTRAN package for the numerical computation
of one-dimensional integrals. It consists of a collection of routines for adaptive and non-
adaptive integration. It is capable of computing integrals over infinite and semi-infinite
ranges, singular (including logarithmic singularities) and oscillatory integrals, etc [41].
These routines are automatic, i.e. they perform the integration to within the prescribed
relative or absolute accuracy, and they return an error estimate at the end of the integra-
tion. The package also includes some non-adaptive and non-automatic routines.
Three singular integrals were discussed in Chapter 3. The first two are I1 and I2 used
in the modeling of the conditional scalar dissipation rate by Girimaji’s model [38]. These









ln(1 − η) dη. (5.27)
I1 is singular at η = 0, while I2 is singular at η = 1. The third integral appears in the
denominator of 〈χ|0.5〉, which is used in the modeling of the conditional scalar dissipation
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The singularities in Eq.(5.28) originate only from the β-PDF, since G(η) cancels its own
singularities, as discussed in Section 3.3.3. The singularities in this case might occur at
η = 0 or η = 1, depending on the values of the parameters β1 and β2 in Eq.(3.31).
The routine DQAGS is used to compute the integrals in Eqs.(5.26), (5.27) and (5.28).
DQAGS is a double precision adaptive integration (quadrature) routine that integrates
general functions with singularities over a finite range. If an integrable singularity exists,
this routine increases the number of subintervals in its neighborhood. This process is
called adaptive bisection. In addition, DQAGS uses the Epsilon algorithm to speed up the
calculations [41]. As the size of the subintervals decrease, the consecutive approximations
to the integral converge gradually. A relative accuracy of 10−8 is used at all times.






ξ̃(ln η′ − I1) + (1 − ξ̃) [ln(1 − η
′) − I2]
}




is carried out using the strategy adopted by Devaud [20]. Eq.(5.29) is integrated over the







F (η′)dη′ if η ≤ ξ̃
∫ η
1
F (η′)dη′ if η > ξ̃
(5.30)
Further details can be found in reference [20].
5.6 CHEMKIN II
CHEMKIN II version 2.0 [52] is a FORTRAN chemical kinetics package for the analysis
of gas-phase chemical kinetics. It computes the reaction rates, the species concentrations,
and the different thermodynamic quantities such as the pressure, the enthalpy, the density,
the specific heats, etc. The package consists of five components:
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1. Interpreter: FORTRAN code,
2. Chemical Kinetics Mechanism: file written in CHEMKIN format (user supplied),
3. Thermodynamic Database: file written in CHEMKIN format (user supplied),
4. Linking File: internally generated file,
5. Gas-Phase Subroutine Library: FORTRAN code.
The Interpreter reads the Chemical Kinetics Mechanism and extracts the appropriate
thermodynamic information for the species included in the mechanism from the Ther-
modynamic Database. Both the Chemical Kinetics Mechanism and the Thermodynamic
Database are written in a special format that is recognizable by the interpreter (CHEMKIN
format). Afterwards, the Interpreter generates an output file called the Linking File. This
file contains all the required information on the elements, species, and chemical reactions
involved in the Chemical Kinetics Mechanism. This file should be also used by the user to
generate three arrays of differ
5.7 Chemical Kinetics Mechanisms
In this section the different chemical kinetics mechanisms used throughout this study are
briefly described. Three mechanisms are considered: GRI-Mech 1.2 [32, 33], GRI-Mech
3.0 [107] and UBC-Mech 1.0 [49]. Only the last two are used in the calculations. The
first mechanism is an older version of GRI-Mech 3.0 and represents the building block
UBC-Mech 1.0.
5.7.1 GRI-Mech 1.2
GRI-Mech 1.2 [32, 33] is the second version of the GRI (Gas Research Institute) mechanism
(after 1.1). This mechanism is designed to model the combustion of natural gas. It consists
of 5 elements (O, H, C, N, Ar), 32 species, and 177 chemical reactions. However, it does
not include the NOx formation reactions. Numerical simulations show that the calculated
low-temperature high-pressure oxidation rates of methane are faster than experiment by
5.7. Chemical Kinetics Mechanisms 83
about 20-30% [33]. As a direct consequence, the predicted ignition delays are shorter than
the experimental delays. Thus, GRI-Mech 1.2 is not suitable for such conditions. However,
it yields better predictions at higher temperatures and lower pressures [33].
5.7.2 GRI-Mech 3.0
GRI-Mech 3.0 [107] is the fourth version of the GRI mechanism (after 1.1, 1.2 ans 2.11). It
is an optimized version of the previous versions (see reference [107] for changes from earlier
versions). It consists of 5 elements, 53 species and 325 chemical reactions. The optimal
operating conditions of this mechanism range from 1000 to 2500 K for temperature, from
10 Torr to 10 atm for pressure, and from 0.1 to 5 for equivalence ratio of premixed systems
[107]. Since the NOx chemistry has negligible effect on the temperature [43], all the species
and chemical reactions related to NOx formation were removed from the mechanism for
computational efficiency as in Kim [57]. However, N2 and its reactions (two) were kept. At
the end, the mechanism was reduced to 36 species and 227 chemical reactions (including
duplicate reactions). Numerical simulations show that GRI-Mech 3.0 generally performs
better than the older versions [107]. Furthermore, simulations of methane ignition at
intermediate and high temperatures and low pressures yield good predictions compared to
experiments [107].
5.7.3 UBC Mech 1.0
UBC-Mech 1.0 [49] is based on GRI-Mech 1.2 [32, 33]. It consists of 5 elements, 38 species
and 192 chemical reactions. This mechanism is optimized for the combustion of natural
gas for initial pressures above 16 atm, temperatures below 1400 K, and equivalence ratios
ranging from 0.7 to 1.3. The following adjustments were made to GRI-Mech 1.2 [49]:
1. Species that are important in the oxidation of CH4 at low temperatures such as
CH3O2, CH3O2H, C2H5O, C2H5O2, C2H5O2H, and CH3CO were included, following
Petersen et al. [91]. Correspondingly, 13 reactions are added to the mechanism.
These reactions are given in Table 5.1 along with the frequency factor (A), the
reaction exponent (b), and the activation energy (Ea). To be noted that the value of
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A in the second reaction in Table 5.1 (reaction 179 in the mechanism) was modified
from 8.52 × 1058 to 2.13 × 1058 mole.cm.s.K, as suggested by Tsang et al. [119]
2. Reaction 157 in GRI-Mech 1.2 was replaced by it reverse reaction.
HO2 + CH4 ⇄ CH3 + H2O2
with A changed from 2.450 × 104 to 4.480 × 1013 mole.cm.s.K, b from 2.470 to 0.0,
and Ea from 5180.00 to 24629.00 cal/mole.
4. Two reactions involving CH3O2 were added. These reactions are given in Table 5.2
along with the corresponding A, b and Ea values.
Further details on this mechanism can be found in reference [49]. The performance of this
mechanism compared to GRI-Mech 3.0 is discussed in the next chapter.
5.8 Conclusions
This chapter discussed the numerical solution of the CMC equations. The equations were
cross-stream averaged across the jet based on the shear flow approximation. Linear coup-
ling between the enthalpy and the mixture fraction was also discussed as an alternative
strategy for solving the conditional temperature equation. The fractional step method
was applied to the CMC equations in order to treat separately the stiff chemical source
term. Two fractional steps were used: in the first spatial transport is solved using LU-
decomposition, while in the second the micro-mixing and chemical source terms are solved
using the stiff ODE solver LSODE [45]. The used discretization schemes and initial and
boundary conditions were also discussed. The adaptive integrator QUADPACK [92] and
the chemical kinetics package CHEMKIN II [52] were briefly described and their usage was
demonstrated. Finally, some of the relevant chemical kinetics mechanisms were presented.
The next chapter presents the CMC autoignition results of low-temperature methane
in high-pressure air over a wide range of initial air temperatures.
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Table 5.1: Additional chemical reaction involving the species CH3O2, CH3O2H, C2H5O,
C2H5O2, C2H5O2H, and CH3CO.
Reaction A (mole.cm.s.K) b Ea (cal/mole)
CH3 + OH ⇄ CH2O + H2 8.00 × 10
12 0.0 0.0
CH3 + O2 ⇄ CH3O2 2.13 × 10
58 -15.0 17018.0
C2H5O ⇄ CH2O + CH3 1.00 × 10
15 0.0 21606.0
CH3O + HO2 ⇄ CH2O + H2O2 1.20 × 10
13 0.0 0.0
CH3O + CH3 ⇄ CH2O + CH4 2.41 × 10
13 0.0 0.0
CH3O2H ⇄ CH3O + OH 6.46 × 10
14 0.0 42996.0
CH3O2 + CH3 ⇄ CH3O + CH3O 3.00 × 10
13 0.0 -1200.0
CH3O2 + H2O2 ⇄ CH3O2H + HO2 2.40 × 10
12 0.0 9942.0
CH3O2 + CH2O ⇄ CH3O2H + HCO 2.00 × 10
12 0.0 11663.0
CH3O2 + CH4 ⇄ CH3O2H + CH3 1.80 × 10
11 0.0 18475.0
C2H5 + O2 ⇄ C2H5O2 1.00 × 10
12 0.0 0.0
C2H5O2 + CH2O ⇄ C2H5O2H + HCO 2.00 × 10
12 0.0 11663.0
C2H5O2H ⇄ C2H5O + OH 1.00 × 10
16 0.0 42977.0
Table 5.2: Extended CH3O2 reactions.
Reaction A (mole.cm.s.K) b Ea (cal/mole)
CH3O2 + HO2 ⇄ CH3O2H + O2 4.60 × 10
10 0.0 -2600.0





Ignition delay of low-temperature methane in high-pressure diesel-like environments is in-
vestigated using CMC. The cross-stream averaged homogeneous and inhomogeneous CMC
equations are solved for a wide range of initial air temperatures. Both scalar dissipation
models discussed earlier in Section 3.3.3 are implemented to determine the conditional
mean scalar dissipation rate. Unless indicated differently, the chemical kinetics mechanism
UBC-Mech 1.0 [49] is used and the ignition criterion is based on a 75 K increase in the
temperature, anywhere in physical or mixture fraction spaces [42]. This ignition criterion
was found to be well correlated with the optical criteria used in the shock tube experiments
discussed in Section 4.1 [42]. The results are compared to the shock tube experimental data
of Sullivan et al. [113]. Perfectly homogeneous reactor calculations are also performed and
the critical value of the scalar dissipation rate for ignition is determined. Several ignition
criteria used in the literature are also investigated. The widely used chemical kinetics me-
chanisms GRI-Mech 3.0 [107] is also tested. Finally, the results are compared with other
experiments and numerical simulations. Some results of this chapter were published in
the proceedings the International Colloquium on the Dynamics of Explosions and Reactive
Systems [25] and in the proceedings the Canadian Section of the Combustion Institute [26].
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6.1 Sensitivity Analysis
Before performing any calculations, it is essential to examine the sensitivity of the grids in
both physical and mixture fraction spaces and the effect of the time step on the solution.
For this purpose, several grids and time steps are tested. In all cases, the cross-stream
averaged species transport equation (Eq.(5.4)) is solved and the conditional temperature
in obtained from the conserved conditional enthalpy by iterative linear interpolation. The
AMC model is used to calculate the conditional scalar dissipation rate. In addition, the
second conditional temperature solution strategy described in Section 5.2 is also visited.
6.1.1 Physical Space: x-Grid
Two grids were tested in physical space:
1. 21-point uniform grid with ∆x = 0.50 cm
2. 29-point nonuniform grid with ∆x =
{
0.25 cm if 0 ≤ x ≤ 4 cm
0.50 cm if 4 cm < x ≤ 10 cm
A 63-point mixture fraction grid refined around the stoichiometry (ηst = 0.055) and a 0.05
ms global time step with 10 intermediate time steps were used in the calculations. Air
temperatures ranging from 1250 K to 1400 K were considered. The results showed that
only the ignition locations in physical space were affected (by one grid point at most). As
a conclusion, refinement of the x-grid gives a better idea about the axial ignition location
without affecting the value of the ignition delay and mixture fraction values. The 29-point
nonuniform grid is chosen to perform the subsequent CMC calculations.
6.1.2 Mixture Fraction Space: η-Grid
Three nonuniform mixture fraction grids were tested: 43-point (coarse), 63-point (inter-
mediate) and 125-point (fine). All three grids were refined around ηst = 0.055. The test
case where the air temperature is equal to 1350 K was investigated using the 29-point
nonuniform x-grid and a 0.05 ms global time step with 10 intermediate time steps. Table
6.1 lists the values of the ignition location in physical space (xign), the ignition mixture
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fraction (ηign) and the ignition delay (td). The three grids predict the same xign value
and comparable ηign values (ηign = 0.015125 is one index away from η = 0.016500 on the
125-point grid). However, the 43-point grid yields a slightly longer ignition delay while
the 63 and 125-point grids predict the same value. Still, it is difficult to decide which
grid is the most suitable based on the data of Table 6.1. Figure 6.1 displays the change
in conditional temperature (∆QT (t, x, η) = QT (t, x, η)−QT (0, x, η)) using the three grids.
Figures 6.1(a) and 6.1(b) correspond to an early time (t = 0.25 ms and x = 1.50 cm) and
a late time (t = 0.95 ms and x = 3.00 cm) during the simulation, respectively. In both
cases, the 43-point grid underpredicts ∆QT while the 63 and 125-point grids yield very
close profiles. Thus, grid independence is achieved with the 63-point grid.
Table 6.1: Values of xign (cm), ηign and td (ms) using the 43, 63 and 125-point mixture
fraction grids.
Grid xign ηign td
43 3.25 0.016500 9.800
63 3.25 0.016500 9.650
125 3.25 0.015125 9.650








































Figure 6.1: Change in the conditional temperature using the 43, 63 and 125-point mixture
fraction grids: (a) t = 0.25 ms and x = 1.50 cm (b) t = 0.95 ms and x = 3.00 cm.
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6.1.3 Time Step: ∆t
Two time steps were considered: 0.02 ms and 0.05 ms. The test case where the air
temperature is equal to 1350 K was investigated using the 29-point nonuniform x-grid,
the 63-point η-grid, and 10 intermediate time steps. Table 6.2 shows the values of xign,
ηign and td obtained using the two time steps. In both cases, xign and ηign are identical.
Still, a slightly higher ignition delay is obtained with ∆t = 0.02 ms. This is explained
by the fact that using a smaller time step, the solution is updated more frequently, which
yields more accurate results. However, due to the dramatic increase in computational cost
(the total simulation time is 8,910 min when ∆t = 0.02 ms compared to 4,173 min when
∆t = 0.05 ms) and in light of the satisfactory results shown in Table 6.2, the 0.05 ms
time step is selected. In addition, various numbers of intermediate time steps were tested
with ∆t = 0.05 ms, namely 5, 10 and 20 intermediate steps. The values of xign and ηign
remained the same while only the decimal precision of td was affected, depending on the
number of intermediate time steps.
Table 6.2: Values of xign (cm), ηign and td (ms) obtained using the 0.02 and 0.05 ms time
steps.
∆t xign ηign td
0.02 3.25 0.016500 0.980
0.05 3.25 0.016500 0.965
6.1.4 The Temperature Equation versus the Enthalpy-Mixture
Fraction Linear Coupling Technique
Section 5.2 discussed two possible techniques for computing the conditional temperature.
The first is to solve the cross-stream averaged conditional temperature equation (Eq.(5.5)).
The second is to linearly couple the conserved conditional enthalpy with the mixture frac-
tion, and then recover the conditional temperature from the conditional enthalpy by itera-
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Table 6.3: Values of xign (cm), ηign and td (ms) obtained by solving Eq.(5.5) and by the
enthalpy-mixture fraction linear coupling technique.
Tair (K) xign ηign td
1200 5.00 0.02200 3.110
1250 4.50 0.02200 2.130
1300 4.00 0.01925 1.420
1350 3.25 0.01650 0.965
1400 2.75 0.01375 0.660
tion. As mentioned earlier, this technique is attractive because it prevents the occurrence
the errors that might be introduced by the discretization of Eq.(5.5) and due to the fact
that it reduces the computational cost. It is of great importance to show that both of them
yield the same results. Air temperatures ranging from 1200 K to 1400 K are considered.
The 29-point nonuniform x-grid, the 63-point η-grid and the 0.05 ms time step (with 10
intermediate time steps) are used in the simulations. For all air temperatures, the values of
xign, ηign and td are identical (Table 6.3). Figure 6.2 shows the variation of the difference
QT,LC(t, x, η) − QT,TE(t, x, η) with axial position at t = 1.4 ms for an air temperature of
1300 K, QT,LC and QT,TE being the values of the conditional temperature computed by
linear coupling (LC) and by solving the temperature equation (TE), respectively. It can
be seen that the difference in the predicted conditional temperature is negligible. In all
the subsequent CMC calculations the linear coupling technique is used.
6.2 Homogeneous CMC Calculations
As a first step, homogeneous CMC calculations are performed, i.e. spatial dependence is
not accounted for while solving the CMC equations. However, the turbulent velocity and
mixing fields computations do account for inhomogeneities in the flow. The objective is to
investigate the role of spatial transport in the ignition mechanism. A detailed discussion
will be presented in Section 6.3. Here, the spatial transport terms are not included in the
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Figure 6.2: Variation of the difference QT,LC(t, x, η) −QT,TE(t, x, η) with axial position at
t = 1.4 ms for an air temperature of 1300 K: (a) x = 0.50 cm, (b) x = 1.00 cm, (c) x = 2.00
cm, (d) x = 3.00 cm, (e) x = 4.00 cm, and (f) x = 5.00 cm.
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CMC equations while the transient term, micro-mixing and the chemical source are kept.
















Hereafter, this set of calculations is referred to as Series I. Both scalar dissipation models
discussed in Section 3.3.3 (the AMC model and Girimaji’s model) are separately imple-
mented to determine 〈χ|η〉. The predicted ignition delays are compared with the experi-
mental data of Sullivan et al. [113] in Figure 6.3. The results show very good agreement
with the experimental data and the trend of increasing ignition delay for decreasing air
temperature is well reproduced. Both scalar dissipation models yield comparable ignition
delays, with the AMC model predicting ignition slightly earlier. Table 6.4 provides further
details on xign, ηign, td and the value of the cross-stream averaged scalar dissipation rate
at the ignition point, {〈χ|η〉}R+,ign. It can be seen that xign increases with decreasing air
temperature and remains above 25 (nozzle) diameters away from the fuel inlet. In con-
trast, {〈χ|η〉}R+,ign decreases with decreasing air temperature. This is explained by the
fact that chemical activity is larger at higher temperatures and can compete with more in-
tense turbulent mixing, thus ignition occurs earlier. Generally, for a given air temperature,
{〈χ|η〉}R+,ign predicted using Girimaji’s model is slightly higher than the value obtained
using the AMC model. In all cases, ignition always occurs at low scalar dissipation rates
and in fuel-lean mixtures in mixture fraction space (around 0.02).
6.3 Inhomogeneous CMC Calculations
The previous section presented the ignition delay results using the homogeneous form of
the CMC equations. In this section, the spatial transport terms are included, i.e. Eq.(6.2)
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Sullivan et al. (Experimental)
Figure 6.3: Comparison of the ignition delay results using the homogeneous CMC equations
(Eq.(6.1)) with the experimental data of Sullivan et al. [113].
Table 6.4: Values of xign (cm), ηign, td (ms) and {〈χ|ηign〉}R+ (s
−1) obtained using Eq.(6.1).
AMC Model Girimaji’s Model
Tair (K) xign ηign td {〈χ|ηign〉}R+ xign ηign td {〈χ|ηign〉}R+
1200 4.00 0.02475 2.015 1.894 4.50 0.02750 2.210 1.769
1250 3.75 0.02475 1.315 2.733 3.75 0.03025 1.485 5.001
1300 3.50 0.02200 0.915 2.830 3.50 0.02475 1.025 5.293
1350 2.75 0.01650 0.635 3.449 3.00 0.01925 0.740 5.115
1400 2.25 0.01650 0.445 6.032 2.75 0.01650 0.530 5.744








































is solved. This set of calculations shall be referred to as Series II. Similar to Section 6.2,
the AMC model and Girimaji’s model are both tested. The predicted ignition delays are
displayed in Figure 6.4 along with the results of Series I and the experimental data of
Sullivan et al. [113]. The results show good agreement with the experimental data for high
air temperatures, however an overprediction is obtained at lower temperatures. Figure
6.5 shows the variation of the ignition location from Series I and II with air temperature
using the AMC model. The results of both series fall successfully within the experimental
scatter. The values of xign, ηign, td and {〈χ|ηign〉}R+ are included in Table 6.5. The trends
observed in the homogeneous calculations are again obtained here. td and xign decrease
with increasing air temperature while {〈χ|ηign〉}R+ shows an opposite trend. In all cases,
Girimaji’s model results in higher {〈χ|ηign〉}R+ and slightly longer ignition delays than the
AMC model and ignition occurs in fuel-lean mixtures in mixture fraction space (around
0.02).
Comparison of Series I and II clearly indicates that spatial transport increases ignition
delay. This observation can be explained by the fact that in the absence of spatial transport,
the species are not convected and their concentrations build up locally with time at a
faster rate via micro-mixing and chemical reactions. Since the temperature is a function
of the species concentrations, a larger temperature increase is expected to occur locally
in a shorter period of time. This behavior can be also seen by inspecting the ignition
locations in Figure 6.5: for all temperatures, ignition occurs further downstream when
spatial transport is included. Wright et al. [123] also noted the significant role of spatial
transport in their calculations but observed an opposite effect on ignition delay. This
difference may originate from the fact that different operating and boundary conditions
were used in their simulations.
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Series I − AMC Model
Series I − Girimaji′s Model
Series II − AMC Model
Series II − Girimaji′s Model
Sullivan et al. (Experimental)
Figure 6.4: Comparison of the ignition delay of Series II with the results of Series I and
the experimental data of Sullivan et al. [113].
















HCMC  − AMC Model
ICMC   − AMC Model
Sullivan et al. (Exp.)
Figure 6.5: Comparison of the ignition location with the experimental data of Sullivan et
al. [113].
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Table 6.5: xign (cm), ηign, td (ms) and {〈χ|ηign〉}R+ (s
−1) obtained using Eq.(6.2).
AMC Model Girimaji’s Model
Tair (K) xign ηign td {〈χ|ηign〉}R+ xign ηign td {〈χ|ηign〉}R+
1200 5.00 0.02200 3.110 0.259 5.00 0.02200 3.270 0.258
1250 4.50 0.02200 2.130 1.112 4.50 0.02200 2.300 1.131
1300 4.00 0.01925 1.420 1.555 4.00 0.02200 1.560 2.692
1350 3.25 0.01650 0.965 2.152 3.50 0.01650 1.075 2.575
1400 2.75 0.01375 0.660 2.594 3.00 0.01650 0.750 4.183
Figure 6.6 displays the temporal variation of the change in the cross-stream averaged
conditional temperature, ∆QT (t, x, η) = QT (t, x, η)−QT (0, x, η), at various axial locations.
For illustration, the test case from Series II where the AMC model is used and Tair = 1300
K is considered. For this specific case, ignition occurs at t = 1.42 ms and x = 4.00 cm
(about 36 nozzle diameters from the inlet). Figure 6.6(a) (t = 0.25 ms) shows that the
temperature starts to increase in the inlet area (up to x = 2.5 cm) while the downstream
locations do not experience any changes. This is due to the fact that at this early time,
these locations have not been reached by the methane jet (refer to the mixture fraction
radial profiles in Figure 4.8(a)). The temperature starts to increase at such locations at
later times as can be seen in Figure 6.6(b) (t = 0.50 ms). The increase becomes more
apparent starting t = 0.75 ms (Figure 6.6(c)) where a maximum change of 4.5 K is reached
at x = 3.00 cm. As time elapses, the temperature build-up becomes much more significant,
especially around the ignition location. This can be clearly seen in Figures 6.6(d), (e) and
(f) (t = 1.00, 1.25 and 1.42 ms, respectively). When ∆{〈T (t, x, η)〉}R+ = 75 K is reached
ignition is declared. In the current test case, this occurs at x = 4.00 cm in Figure 6.6(f).
The concentrations of the major species at the ignition location are shown in Figure
6.7. As expected, the conditional concentrations of methane (CH4) and dioxygen (O2) have
decreased while water (H2O), carbon monoxide (CO), carbon dioxide (CO2), formaldehyde
(CH2O), ethene (C2H4) and ethane (C2H6) concentrations have increased. The emergence
of CH2O occurs early during the simulation as a result of oxidization of methyl (CH3) radi-
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Figure 6.6: Temporal variation of the cross-stream averaged conditional temperature at
various axial locations for Tair = 1300 K (Series II): (a) t = 0.25 ms, (b) t = 0.50 ms, (c)
t = 0.75 ms, (d) t = 1.00 ms, (e) t = 1.25 ms, and (f) t = 1.42 ms (ignition time).
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cals (Figure 6.7(a)). CH3 is produced via different initiation and decomposition reactions
involving CH4 and from the abstraction of hydrogen (H) from CH4 itself. The rise in the
concentrations of C2H6 and C2H4 takes place at a later stage (Figure 6.7b) through a set of
CH3 recombination reactions. C2H4 is also produced by by the oxidation of ethyl (C2H5)
radicals, which are in turn produced during the oxidation of C2H6. This explains why the
emergence of C2H4 does not occur as early as C2H6. CO2 production occurs through the
oxidation of CO by O, O2, OH and HO2 through the chemical reactions
CO + O + M ⇄ CO2 + M (6.3a)
CO + O2 ⇄ CO2 + O (6.3b)
CO + OH ⇄ CO2 + H (6.3c)
CO + HO2 ⇄ CO2 + OH (6.3d)
where M is a catalyst. The rate of formation of CO via reactions (6.3a) and (6.3b) is small
compared to reactions (6.3c) and (6.3d) [66]. Furthermore, in the presence of hydrogen
atoms, the oxidation of CO radicals becomes strongly coupled with that of hydrogen per-
oxide (H2O2) [14], making reactions (6.3c) and (6.3d) more competitive. However, the low
CO2 concentration compared to the relatively higher CO radical concentration is explained
by the fact that the reactions above are inhibited by the presence of CH4. Furthermore,
the complete oxidization of CO requires a substantial rise in temperature. At the ignition
time (Figure 6.7(e)), the temperature rise is equal to 75 K at most which is insufficient for
complete oxidization. Figure 6.7(e) shows that at t = 1.775 ms, the CO2 concentration
becomes more significant. The maximum temperature rise at this time is around 400 K
(not shown).
6.3.1 Balance in the CMC Equation
As shown in Eq.(6.2), the CMC equation can be expressed as a balance between the
transient term and the micro-mixing, chemical, and spatial transport terms. By separately
plotting the RHS terms of Eq.(6.2), it is possible to measure the contribution of each
term to the balance of the CMC equation. The test case where the air temperature is
equal to 1300 K and the AMC model is used for the conditional scalar dissipation rate
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Figure 6.7: Concentration of the major species for Tair = 1300 K: (a) t = 0.50 ms, (b)
t = 0.75 ms, (c) t = 1.00 ms, (d) t = 1.25 ms, (e) t = 1.42 ms (ignition time), and (f)
t = 1.775 ms.
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is considered, and CH4 is chosen since it is one of the major species in the mixture. The
contributions of the micro-mixing, chemical source and spatial transport terms are plotted
in Figure 6.8 at x = xign = 4.00 cm for different simulation times. As a first observation,
the contribution of the chemical source term is the largest at all times. At early times,
the contribution of the spatial transport term is considerable compared to micro-mixing
as shown for example in Figure 6.8(a) (t = 0.50 ms). Inspection of Figures 6.8(b) to 6.8(f)
shows that micro-mixing dominates at later times. However, the role of spatial transport
remains important. Figure 6.9 displays the axial variation of the RHS terms of Eq.(6.2)
at t = tign = 1.42 ms. As expected, the effect of physical transport is significant close to
the inlet over a wide range of the mixture fraction space. This is due to the strong effect
of convection in the inlet area. Further, the contributions of the micro-mixing and the
chemical source terms are comparable. These trends are shown in Figures 6.9(a)-6.9(d).
Further downstream, the contribution of spatial transport diminishes (due to the weaker
effect of convection) while the roles of the micro-mixing and the chemical source terms
become much more significant. However, the contributions of the last two terms are not
comparable in magnitude. It can be clearly seen that chemistry dominates over micro-
mixing (Figures 6.9(e) and 6.9(f)). This can be explained by the fact that self-heating
via chemical reactions takes place downstream, which accelerates the rates of reactions.
Overall, Figures 6.8 and 6.9 suggest that all the RHS terms of Eq.(6.2) are significant with
variable importance, depending on time and location in physical space.
6.3.2 UBC-Mech 1.0 and GRI-Mech 3.0
Section 5.7 presented some of the chemical kinetics mechanism developed earlier for the
combustion of methane and natural gas. So far, UBC-Mech 1.0 [49] has been used in all
of the previous sections. In this section, another set of calculations is performed using
GRI-Mech 3.0 [107]. All the terms in the CMC equations are accounted for, i.e. Eq.(6.2)
is solved. Air temperatures ranging between 1250 K and 1400 K are considered and both
scalar dissipation models are implemented to compute the conditional scalar dissipation
rate. Figure 6.10 and Table 6.6 present the predicted ignition delays using the two different
chemical mechanisms. The results of GRI-Mech 3.0 are very close to those of the UBC-
Mech 1.0 for air temperatures greater than 1350K (within 5%). At lower air temperatures,
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Figure 6.8: Balance of Eq.(6.2) for Tair = 1300 K at x = xign = 4.00 cm: · · · spatial
transport, - - - chemistry, and —– micro-mixing. (a) t = 0.50 ms, (b) t = 0.75 ms,(c)
t = 1.00 ms, (d) t = 1.25 ms, (e) t = 1.42 ms (ignition time), and (f) t = 1.775 ms.
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Figure 6.9: Balance of Eq.(6.2) for Tair = 1300 K at t = td = 1.42 ms: · · · physical
transport, - - - chemistry, and —– micro-mixing. (a) x = 0.25 cm, (b) x = 1.00 cm,(c)
x = 1.75 cm, (d) x = 2.50 cm, (e) x = 3.25 cm, and (f) x = 4.00 cm (ignition Location).
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Table 6.6: Comparison of td (ms) using UBC-Mech 1.0 [49] and GRI-Mech 3.0 [107].
AMC Model Girimaji’s Model
Tair (K) UBC-Mech 1.0 GRI-Mech 3.0 UBC-Mech 1.0 GRI-Mech 3.0
1250 2.130 2.745 2.300 3.200
1300 1.420 1.635 1.560 1.875
1350 0.965 1.015 1.075 1.155
1400 0.660 0.655 0.750 0.750
some differences appear. For example, for an air temperature of 1300 K, GRI-Mech 3.0
overpredicts the UBC-Mech 1.0 ignition delay by 15% when the AMC model is used and by
20% when Girimaji’s model is used. Both mechanisms include a large number of species and
steps. However, UBCMech has been optimized for low air temperatures and high pressures
[49]. Thus, it is expected to perform better in the present autoignition conditions.
6.3.3 Other Ignition Criteria
At this stage, it is important to investigate other ignition criteria used in the literature.
One commonly used criterion to determine ignition is to define td as the time required
to reach a temperature of 2000 K anywhere in the computational domain. This criterion
was previously used by Bi et al. [5], Kim et al. [57] and Frisque et al. [34]. Huang et
al. [48] used another criterion based on the maximum rate of change of the maximum
temperature. td is determined by plotting the maximum mean temperature as a function
of time, then by extrapolating the maximum slope of the temperature history back to the
level at the beginning of injection. Physically, this criterion represents the maximum rate
of heat release that signals the ignition of the mixture. Other criteria involve a certain
increase in the mean pressure or the consumption of a specific mass of the fuel as in Agarwal
et al. [1], Naber et al. [83] and Huang et al. [48]. The first two criteria described above
are tested for three air temperatures, namely 1300, 1350 and 1400 K. In all cases the AMC
model is used.
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Sullivan et al. (Experimental)
(b)
Figure 6.10: Ignition delay using GRI-Mech 3.0 [107]: (a) AMC model and (b) Girimaji’s
model.
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Figure 6.11 shows the time variation of conditional temperature at the ignition location
(QT (t, xign, η)). In the simulations, ignition is declared whenever QT (t, x, η) reaches 2000
K anywhere in physical or mixture fraction spaces. Inspection of the curves corresponding
to the global time steps just before and after ignition (solid lines) shows a substantial
temperature rise accompanied by a clear shift toward the stoichiometric mixture fraction
value ηst = 0.055. This corresponds to the sudden heat release that follows the ignition of
the mixture.
Figure 6.12 displays the variation of the maximum conditional temperature with time
(QT,max(t, x, η)). First, the rate of change of QT,max, dQT,max/dt , is determined at each
time step (global and intermediate) using 4th order central differencing. Afterward, the
maximum slope is extrapolated back to the level of the initial air temperature at the onset
of injection (T = Tair). Ignition delay is determined by projecting the intersection point
of the line QT,max = Tair with the extrapolated slope on the time axis.
Table 6.7 lists the values of td, ηign, xign and {〈χ|ηign〉}R+ for the different ignition
criteria implemented so far. For clarity, the criteria ∆QT (t, x, η) = 75 K ,QT (t, x, η) = 2000
K, and [dQT,max(t, x, η)/dt]max are designated by C1, C2 and C3, respectively. It can be
seen from Table 6.7(a) that for all air temperatures, criteria C2 and C3 yield comparable
ignition delays. However, td obtained using criterion C1 remains smaller in all cases. This
is an expected result since criteria C2 and C3 require higher temperatures in order to be
met, which in turn requires a longer duration to be achieved. As a consequence, the values
of ηign and {〈χ|ηign〉}R+ are higher, as shown in Tables 6.7(b) and 6.7(d), respectively. On
the other hand, Table 6.7(c) shows that the different criteria result in comparable xign
values.
Finally, it is interesting to revisit criterion C1 but this time restrict the 75 K tempera-
ture increase to physical spaces. Although the CMC equations are cross-stream averaged
and solved in one dimension, it is possible to obtain the Favre-averaged temperatures in
two dimensions (x, r) using
T̃ (t, x, r) =
∫ 1
0
QT (t, x, η)P̃ (t, x, r, η) dη, (6.4)
where the Favre-averaged temperature, T̃ , is calculated by integrating the product of the
conditional temperature and PDF over the mixture fraction space. The test case where
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Figure 6.11: Ignition delay using the 2000 K criterion: —– global time step, - - - inter-
mediate time step, and - - - ignition time. (a) Tair = 1300 K, (b) Tair = 1350 K, and (c)
Tair = 1400 K.
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Figure 6.12: Ignition delay using the maximum slope criterion: (◦) instantaneous maximum
conditional temperature, (•) maximum conditional temperature having maximum slope.
(a) Tair = 1300 K, (b) Tair = 1350 K, and (c) Tair = 1400 K.
6.3. Inhomogeneous CMC Calculations 108
Table 6.7: Comparison of the ignition results using different ignition criteria. The
AMC model is used. Criteria: C1: ∆{〈T (t, x, ξ)|ξ = η〉}R+ = 75 K (Series II), C2:
{〈T (t, x, ξ)|ξ = η〉}R+ = 2000 K, and C3 :[d{〈T (t, x, ξ)|ξ = η〉}R+,max/dt]max.
(a) td (ms) (b) ηign
T (K) C1 C2 C3
1300 1.420 1.795 1.770
1350 0.965 1.210 1.180
1400 0.660 0.800 0.800
T (K) C1 C2 C3
1300 0.01925 0.02475 0.02475
1350 0.01650 0.02475 0.02200
1400 0.01375 0.02200 0.02750
(c) xign (cm) (d) {〈χ|ηign〉}R+ (s
−1)
T (K) C1 C2 C3
1300 4.00 3.50 4.00
1350 3.25 3.50 3.75
1400 2.75 3.00 3.00
T (K) C1 C2 C3
1300 1.555 3.398 2.423
1350 2.152 3.521 2.372
1400 2.594 4.508 10.07
the air temperature is equal to 1300 K is considered. The inhomogeneous CMC equation
(Eq.(6.2)) is solved and 〈χ|η〉 is modeled using the AMC model. The temporal variation
of the Favre-averaged temperatures relative the initial temperatures in the spatial domain
at x = 3.75 cm is shown in Figure 6.13(a). As expected, the Favre-averaged temperatures
rise with time and the peaks of the temperature profiles move gradually to larger radial
distances, following the position of the jet shear layer. According to the new criterion, the
ignition point in this figure is located at an axial distance equal to 3.75 cm and a radial
distance of approximately 0.51 cm. The new ignition delay based on the Favre-averaged
temperatures is found to be 1.44 ms compared to 1.42 ms based on the conditional tempera-
tures (see Table 6.5). Thus, the ignition criterion based on conditional or Favre-averaged
temperatures provides comparable values of ignition delay. Figure 6.13(b) presents the
mixture fraction contours at t = 1.44 ms. It can be seen that the ignition point is situated
in the shear layer of the jet close to the stoichiometric mixture fraction value (0.055).
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Figure 6.13: Ignition delay in physical space using the ∆T̃ (t, x, r) = 75 K criterion for
Tair = 1300 K (the AMC model is used). (a) ∆T̃ (t, xign, r) (b) Mixture fraction contours
at t = tign = 1.44 ms
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6.4 Ignition Limit
The ignition limit is investigated in terms of the critical scalar dissipation rate above
which ignition cannot occur. For this purpose, the AMC model discussed in Section 3.3.3
is invoked. The conditional scalar dissipation rate expression is given by
〈χ| η〉 = 〈χ|ξ = 0.5〉G(η), (6.5)
where G(η) = exp{−2[erf−1(2η − 1)]2} and erf−1 is the inverse error function. It was
previously demonstrated in Section 3.3.3 how the constant 〈χ|ξ = 0.5〉 is computed by
weighting Eq.(6.5) with P̃ (η) and integrating the resulting expression over the mixture
fraction space. However, in order to control the mixing rate, this technique is not followed,
but rather a fixed value χo is assigned to 〈χ|ξ = 0.5〉, such that
〈χ| η〉 = χoG(η). (6.6)
The objective is to monitor the trend of ignition delay with increasing χo. To do so, a series
of calculations is performed for each air temperature. In each simulation, χo is specified and
Eq.(6.1) (homogeneous CMC with the ∆{〈T (t, x, ξ)|ξ = η〉}R+ = 75 K criterion) is solved
in order to obtain the corresponding ignition delay value. The only parameter that changes
from one simulation to another is the value of χo. This procedure is repeated for all air
temperatures. The results are shown in Figure 6.14. In all cases, ignition delay increases
gradually with χo. Furthermore, each of the curves shows an asymptotic behavior about a
certain value of χo, meaning that ignition becomes harder to achieve. This value of χo is
chosen to be the limiting scalar dissipation rate. However, this choice is arbitrary. One way
to determine the limiting value at a given air temperature is to locate the ignition delay
value from Series I (homogeneous CMC with the AMC model) on Figure 6.14, such that
the corresponding χo value is chosen to be the limiting one (χo,lim). The corresponding
mixture fraction value, ηign,lim, is determined in a similar fashion (not shown). Table
6.8 shows the values of ηign,lim, χo,lim, the limiting scalar dissipation rate computed from
Eq.(6.6) at the limiting ignition mixture fraction value, 〈χ|η〉lim = χo,limG(ηign,lim), along
with with {〈χ|ηign〉}R+ from Series I and II (both using the AMC model). Figure 6.15
shows that 〈χ|η〉lim increases with air temperature. This means that mixtures with high
initial air temperatures have a relatively higher chance to ignite than mixtures with lower
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temperatures. Furthermore, {〈χ|ηign〉}R+ from Series I and II is much smaller than 〈χ|η〉lim


































Figure 6.14: Variation of ignition delay with χo(s
−1).
Table 6.8: Values of ηign,lim, χo,lim (s
−1), 〈χ|η〉lim (s





Tair (K) χo,lim (s
−1) ηign 〈χ|η〉lim (s
−1) Series I Series II
1200 178.26 0.03300 6.070 0.258 1.894
1250 280.75 0.03575 10.866 1.112 2.733
1300 443.74 0.03850 19.455 1.555 2.830
1350 687.93 0.03300 23.427 2.152 3.449
1400 1116.48 0.03025 32.928 2.594 6.032
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Figure 6.15: Comparison of the ignition scalar dissipation rates from Series I and II with
the limiting value.
6.5 Perfectly Homogeneous Reactor
The Perfectly Homogeneous Reactor (PHR) equations are obtained by removing the micro-
mixing and the spatial transport terms from the CMC equation (Eq.(6.2)), i.e. only the
chemical source term is kept. The resulting equation is conditioned at a specific mixture
fraction value. Here it is chosen to be ηign obtained in series II when the AMC model is









Simulations over the temperature range 1200 K-1400 K are performed using the UBC-Mech
1.0 [49] chemical kinetics mechanism. Figure 6.16 displays the PHR results along with the
homogeneous CMC results from Series I (Section 6.2), the inhomogeneous CMC results
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Series I − UBC−Mech 1.0
Series II − UBC−Mech 1.0
GRI−Mech 3.0
PHR
Sullivan et al. (Experimental)
Figure 6.16: Ignition delay of a perfectly homogeneous reactor.
from Series II (Section 6.3), in addition to the GRI-Mech 3.0 [107] delays (Section 6.3.2)
and the experimental data of sullivan et al. [113].
As shown, the PHR ignition delay values are in very good agreement with the experimental
data. Furthermore, the results are lower than those predicted by the inhomogeneous CMC
calculations, but very close to the homogeneous calculations. This is an expected behavior
since both sets do not account for spatial transport.
6.6 Comparison with other Experiments and Nume-
rical Simulations
In order to compare this study with previously published work, the current results are
compared with the experimental data of Fraser et al. [102] and the numerical simulations
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CMC (Series I, using the AMC model)
CSE − TGLDM
CSE − LFD
Sullivan et al. (Experimental)
Fraser et al. (Experimental)
Figure 6.17: Comparison of the current result with other experiments and numerical simu-
lations.
of Huang et al. [48] and Grout et al. [42] in Figure 6.17. Fraser et al. injected pure methane
at a temperature of 444 K and a mass flow rate of 4.286×10−3 Kg/s into a constant-volume
vessel filled with hot air. The initial air temperature was varied between 900 K and 1700
K, and the initial pressures of 25 and 40 atm were investigated. Although the experimental
conditions are different from those of the shock tube (see Section 4.1), it is interesting to
see how the results compare to the situation in hand. The ignition delay values shown in
Figure 6.17 are obtained by interpolating the results of Fraser et al. to the pressure of 29.61
atm (30 bar). The resulting delays are in good agreement with the results of Sullivan et al.
[113] for high air temperatures, but larger in magnitude at lower temperatures. Overall,
the CMC results agree well with Fraser’s experiments. Two sets of numerical simulations
are considered. Both simulations use the Conditional Source Estimation (CSE) method,
a CMC-based method suggested by Bushe et al. [15]. Grout et al. [42] used CSE with
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the Laminar Flamelet Decomposition (LFD) approach as proposed by Bushe et al. [16],
while Huang et al. [48] employed CSE in conjunction with the Trajectory Generated Low-
dimensional Manifold (TGLDM) technique suggested by Pope et al. [94]. In short, LFD
provides a basis function for the CSE computations, and TGLDM aims at reducing the
chemical kinetics, thus reducing the computational cost of the simulations. Grout et al.
and Huang et al. considered the same shock tube experiments and used the same chemical
kinetics mechanism (UBC-Mech 1.0 [49]) in their calculations. Grout et al. used the 75
K temperature rise criterion which is utilized in this study. On the other hand, Huang
et al. employed the maximum slope criterion and applied it to various scalars such as
the temperature and the concentrations of OH and C2H2. Only the results corresponding
to the temperature-based criterion are plotted in Figure 6.17. Comparison of the three
numerical simulations shows that CSE-LFD agrees the most with the experimental data
of Sullivan et al. [113]. Furthermore, CMC and CSE-LFD are in good agreement for air
temperatures greater than 1300 K. As for CSE-TGLDM, it underpredicts the experiments
at high air temperatures (greater than 1350 K). However, it achieves a better agreement
at lower temperatures.
6.7 Conclusions
The ignition delay of non-premixed methane-air mixtures was investigated at high pressure
for a wide range of air temperatures. Different forms of the CMC equations were consi-
dered, and several chemical kinetics mechanisms and ignition criteria were tested. The
ignition criterion based on a 75 K increase in the conditional temperature was mainly used
throughout this study. The homogeneous CMC calculations are in very good agreement
with the experimental data, while the inhomogeneous calculations show good agreement
at high air temperature, with an overprediction at lower temperatures. However, the expe-
riments show a considerable scatter. The trends of decreasing ignition delay and ignition
location in physical space with increasing air temperature are well reproduced. An opposite
trend is observed in the scalar dissipation rate. Both scalar dissipation rate models result
in comparable ignition delays, with the AMC model predicting ignition slightly earlier
than Girimaji’s model. In both cases, ignition always occurs at low scalar dissipation rate
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values and in fuel-lean mixtures in mixture fraction space. It was also shown that spatial
transport delays autoignition and affects the ignition location in physical. Furthermore,
it was demonstrated that all the terms of the CMC equations are relevant to autoignition
problems, with variable contributions. As for the chemistry, UBC-Mech 1.0 and GRI-Mech
3.0 predict very close ignition delays for high air temperatures. However, the GRI-Mech
3.0 delays are longer for lower temperatures and substantially overpredict the experimental
data. Regarding ignition criteria, the 2000 K and maximum slope ignition criteria yield
comparable results, while the 75 K conditional temperature rise results in shorter delays.
Furthermore, the ignition delays obtained using the 75 K temperature rise criterion in
physical and in conditional spaces are very close. The investigation of the ignition limit
showed that the limiting scalar dissipation rate increases with increasing temperature, and
that the ignition scalar dissipation rates from the homogeneous and inhomogeneous cal-
culations are much smaller than the limiting values for all initial air temperatures. The
perfectly homogeneous reactor calculations were shown to be in very good agreement with
the experimental data and very close to the homogeneous CMC calculations. Finally,




The applicability of the first-order Conditional Moment Closure method to non-premixed
autoignition problems was investigated using detailed chemistry. Specifically, conditions
relevant to direct-injection engine applications were considered. Autoignition resulting
from the direct injection of a low-temperature (300 K) turbulent methane jet into high-
pressure (30 bar) stagnant air was studied for various initial air temperatures ranging from
1200 K to 1400 K. The first part of this thesis dealt with the derivations of the first-order
CMC equations and the primary closure hypothesis. Submodels for the unclosed terms
such as the conditional turbulent fluxes, scalar dissipation rate, velocity, and chemical
source, in addition to the probability density function were validated against DNS and
experimental data. The second part focused on the turbulent velocity and mixing flow fields
calculations. For simplicity, the turbulent flow field and CMC calculations were decoupled
based on the frozen mixing assumption [76]. The k-ε turbulence model was employed, and
two-dimensional transient libraries containing the flow field variables of interest were built.
These libraries were used as inputs to the CMC calculations. The third part described the
numerical methods and the computational tools used in the calculations. The cross-stream
averaging and the enthalpy-mixture fraction linear coupling techniques were discussed. The
discretization of the CMC equations and the implementation of the fractional step method
were demonstrated. A description of the packages LSODE [45], QUADPACK [92], and
CHEMKIN II [52] was given. The chemical kinetics mechanisms UBC-Mech 1.0 [49] and
GRI-Mech 3.0 [107] were also introduced. Finally, the last part presented the simulation
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results. An assessment is given in the next section. Suggestions for future work are also
proposed.
7.1 Assessment of the Current Results
The homogeneous and inhomogeneous CMC equations were solved for various initial air
temperatures, and using two scalar dissipation rate models. The homogeneous ignition
delays are in very good agreement with the experimental data, while the inhomogeneous
delays show good agreement at high air temperature, with an overprediction at lower
temperatures. In both cases, the trend of decreasing ignition delay with increasing air
temperature observed in the experiments is well reproduced, and ignition always occurs
in fuel-lean mixtures in mixture fraction space. In the homogeneous case, two chemical
kinetics mechanism and several ignition criteria were tested. Furthermore, the ignition
limit was investigated and perfectly homogeneous reactor calculations were performed.
Effect of Spatial Transport
The homogeneous and inhomogeneous CMC calculations performed in this study suggest
that spatial transport affects autoignition in two ways:
1. it yields longer ignition delays, and
2. it results in further ignition kernel locations along the jet centerline.
Consequently, spatial transport is important in autoignition problems, and therefore should
not be neglected. In both series of calculations, the trend of decreasing ignition kernel loca-
tion with increasing initial air temperature is in very good agreement with the experiments.
Effect of the Conditional Scalar dissipation Rate Models
Girimaji’s model and the AMC model were used to compute the conditional scalar dis-
sipation rate in both the homogeneous and the inhomogeneous CMC calculations. Both
models result in comparable ignition delays and ignition kernel locations, with the AMC
model predicting ignition slightly earlier. Furthermore, the conditional scalar dissipation
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at the ignition point increases with decreasing air temperature, and ignition always occurs
at low scalar dissipation values.
Accuracy of the Chemical Kinetics
The chemical kinetics mechanisms UBC-Mech 1.0 and GRI-Mech 3.0 predict similar igni-
tion delays for high air temperatures, but the GRI-Mech 3.0 delays are longer for lower
temperatures. Overall, GRI-Mech 3.0 is in better agreement with the experimental data,
thus demonstrating the feasibility of the chemical kinetics optimization.
Sensitivity to Autoignition Criteria
The autoignition criterion plays a key role in determining the ignition delay values. As
general observations, higher temperature requirements result in longer ignition delays, and
yield higher ignition mixture fraction values. The effect on the ignition kernel location is
negligible and ignition occurs at low scalar dissipation rate values.
Ignition Limit
The ignition limit was investigated in terms of the critical scalar dissipation rate value
beyond which ignition cannot occur. Two observations can be made:
1. the limiting scalar dissipation rate increases with increasing air temperature, and
2. the ignition scalar dissipation rates from the homogeneous and inhomogeneous cal-
culations are much smaller than the limiting values for all initial air temperatures.
7.2 Future Work
Several assumptions were made in this work. Some are associated with the combustion
model and others are specific to this study. First, the conditional fluctuations of the
density, the temperature, and the species concentrations are neglected in the first-order
closure of the conditional chemical source term [63]. If the magnitude of these fluctuations
is small enough, this closure is adequate. However, in situations where the fluctuations
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are significant such as in autoignition, reignition and extinction problems, it may not be
suitable. Other simplifications were made in this study in order to reduce the complexity
of the problem in hand. The first simplification is related to the interface between the
turbulent flow field and the turbulent combustion calculations. The decoupling technique
is suitable for autoignition problems since the density and temperature variations in the pre-
ignition phase are usually small. One drawback of this technique is that the heat released
by the exothermic chemical reactions is neglected in the turbulent flow field calculations.
Consequently, decoupling is not applicable in the presence of a flame, which is an important
phenomenon in the post-ignition phase. The second assumption is related to the cross-
stream averaging technique. Although it was proven to be valid both mathematically [62]
and experimentally [9, 111, 115], the application of this technique requires the flow to be
self-similar. In this study, the jet is not-self similar at the early stages of injection, which
might have introduced some inaccuracies. By all means, it is always more accurate to
perform the CMC calculations in two-dimensional physical space. The third assumption is
associated with neglecting the radiation heat transfer source term. This can be justified by
the negligible soot concentration and low temperature in the pre-ignition phase. Finally,
Girimaji’s model and the AMC model are derived assuming homogeneous turbulence,
which is not the case here. Still, the AMC model was found to be capable of capturing
the inhomogeneity of the flow better than Girimaji’s model. This observation was also
reported by Swaminathan et al. [116].
The deficiencies introduced by the decoupling and the cross-stream averaging techniques
can be remedied by performing two-dimensional coupled calculations. Radiation can be
included if a computationally inexpensive radiation model is incorporated. As for micro-
mixing, Devaud et al. [22] proposed a scalar dissipation model for inhomogeneous turbulent
flows. A more realistic representation of the mixing field can be obtained if this model
is implemented. Furthermore, it is possible to include the conditional fluctuations in the
closure of the conditional chemical source term. Mastorakos et al. [79] proposed the second-
order CMC method, where a second-order closure accounting for temperature fluctuations
is applied to the chemical source. Other improvements include the Doubly-Conditioned
Moment Closure (DCMC) method, in which another conditioning variable besides the
mixture fraction, is introduced. Kronenburg et al. [65] selected the sensible enthalpy to
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be the second conditioning variable, while Cha et al [17] chose the scalar dissipation rate.
If DCMC is used, it is recommended to reduce the chemical kinetics due to the increased
computational cost. Various techniques are available such as ILDM [74] or TGLDM [94].
Appendix A
Derivation of the CMC Equations
A.1 Species Transport Equation




















the objective is to introduce Yα(xi, t) = Qα(ξ(xi, t), xi, t) + y
′′
α(xi, t) in Eq.(A.1), and then
take the conditional average of the resulting expression. Special attention is required while




α(xi, t) and ξ = ξ(xi, t). To
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(A.10)
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(A.11)
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A.2 Primary Closure Hypothesis
A.2.1 Closure for eQ

















Hence, for high Re applications,
ρD → 0 and ρDα → 0. (A.17)
Consequently, if finite Schmidt numbers and high Reynolds number govern the flow field,
all the terms in Eq.(A.13) are neglected [8, 63, 71].
A.2.2 Closure for ey
The first two terms in Eq.(A.14) are neglected based on the analysis of Klimenko and
Bilger [63]. It was previously established that the conditional average of the conditional
fluctuations is null, that is
〈y′′α|η〉 = 0. (A.18)
However, Eq.(A.18) does not imply that 〈∂y′′α/∂t|η〉 = 0 and 〈∂y
′′







α|η〉/∂xi. On the other hand, the uncon-




〈y′′α| η〉P (η)dη. (A.19)
Hence,
〈y′′α〉 = 0. (A.20)
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Considering the unconditional mean of ey,
1∫
0













































































a simplifying assumption is done here by neglecting the conditional fluctuation of ρ and












(〈ρ|η〉 〈y′′α〉) = 0, (A.22)
where 〈y′′α〉 = 0 (Eq.(A.20)) is used. A similar procedure is followed regarding the third


































Using the results of Eqs.(A.22) and (A.23), Eq.(A.21) reduces to
1∫
0






Eq.(A.24) may be simplified further by decomposing the velocity and the density as follows:











































































α| η〉 〈ρ| η〉P (η)) dη.
where the approximation 〈ρy′′α〉 = 〈(〈ρ|η〉 + ρ
′′)y′′α〉 ≈ 〈ρ|η〉〈y
′′











α| η〉 〈ρ| η〉P (η)) dη. (A.25)
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is the scalar dissipation rate. Finally, introducing the Favre-averaged PDF, P̃ (η), which is
related to P (η) by
〈ρ〉 P̃ (η) = 〈ρ| η〉P (η), (A.29)


























A.3 Enthalpy and Temperature Equations










































If all Lewis numbers are assumed to be equal to unity, and if the convective pressure term



















The derivation of the conditional enthalpy equation from Eq.(A.32) requires the same steps
and assumptions made to obtain the conditional species continuity equation, Eq.(A.30).


































The conditional temperature equation is obtained from Eq.(A.33). As a first step, the





A.3. Enthalpy and Temperature Equations 129





where Ns is the total number of species in the mixture. The differentiation of Eq.(A.35)





















































where 〈hα|η〉 = 〈cp,α|η〉QT is used in the transition from the second step to the third step.
The summation inside the first term on the LHS of Eq.(A.36) represents the conditional
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where h′′ = cpT










































































































































Simplifying the last expression above yields the conditional temperature equation:
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