Turkish Journal of Veterinary & Animal Sciences
Volume 26

Number 1

Article 7

1-1-2002

Selection by Cluster Analysis
İSMET DOĞAN

Follow this and additional works at: https://journals.tubitak.gov.tr/veterinary
Part of the Animal Sciences Commons, and the Veterinary Medicine Commons

Recommended Citation
DOĞAN, İSMET (2002) "Selection by Cluster Analysis," Turkish Journal of Veterinary & Animal Sciences:
Vol. 26: No. 1, Article 7. Available at: https://journals.tubitak.gov.tr/veterinary/vol26/iss1/7

This Article is brought to you for free and open access by TÜBİTAK Academic Journals. It has been accepted for
inclusion in Turkish Journal of Veterinary & Animal Sciences by an authorized editor of TÜBİTAK Academic
Journals. For more information, please contact academic.publications@tubitak.gov.tr.

Turk J Vet Anim Sci
26 (2002) 47-53
© TÜB‹TAK

Kümeleme Analizi ile Seleksiyon

‹smet DO⁄AN
Afyon Kocatepe Üniversitesi, Veteriner Fakültesi, Biyometri Anabilim Dal›, Afyon - TÜRK‹YE

Gelifl Tarihi: 06.07.2000

Özet: Bu çal›flman›n amac›, farkl› disiplinlerde kullan›m yeri bulmufl olan Kümeleme Analizi Yöntemi’nin hayvan ›slah› ile ilgili
çal›flmalarda da kullan›labilece¤ini göstermektir.
Çal›flman›n materyalini Çifteler Tar›m ‹flletmesinde yetifltirilen ve 1980-1998 y›llar› aras›nda sat›fla sunulan 535'i erkek, 392'si difli
olan toplam 927 Arap tay› oluflturmufltur.
Kümeleme metodu olarak k-Ortalama Yöntemi kullan›lm›flt›r. Kümelerin belirlenmesinde yafl, cidago yüksekli¤i, gö¤üs çevresi ve incik
çevresine ait de¤erler dikkate al›nm›flt›r. Kullan›lan bilgiler, sat›fla sunulan atlar ile ilgili olarak haz›rlanan sat›fl kataloglar›ndan
derlenmifltir.
Kümeler her bir cinsiyet için ayr› ayr› elde edilmifltir. Erkek taylar 16, difli taylar ise 14 farkl› kümeye ayr›lm›flt›r.
‹statistisel analizlerin uygulanmas›nda SPSS for Windows Release 10.0 istatistik paket program›ndan yararlan›lm›flt›r.
Anahtar Sözcükler: Kümeleme Analizi, k-Ortalama Yöntemi, Hayvan Islah›, Seleksiyon, Arap tay

Selection by Cluster Analysis
Abstract: The aim of this study was to show that cluster analysis, which has been used in different disciplines, can be used in animal
breeding studies.
This study included 535 Arabian colts and 392 Arabian fillies (total: 927) that were offered for sale between 1980 and 1998, bred
at Çifteler State Farm.
As a cluster method, the k-means method was used. In terms of determination of clusters, the data used were age, height at withers,
heart girth and cannon bone circumference. This information was obtained from the marketing catalogue.
The clusters were obtained for each sex separately. Colts were divided into 16 clusters, and fillies were divided into 14 clusters.
For the application of statistical analysis, SPSS for Windows Release 10.0 was used.
Key Words: Cluster Analysis, k-Means Method, Animal Breeding, Selection, Arabian Colts/Fillies

Girifl
Hayvan ›slah›, üzerinde çal›fl›lan populasyonun
(sürünün) belirli bir veya birkaç özellik (verim)
bak›m›ndan genotipik de¤erini flimdikine nazaran daha
yüksek seviyelere ç›karmak amac› ile yap›lan faaliyetler
olarak tan›mlanmaktad›r (1). Mevcut populasyonun
›slah›na, üzerinde durulan verim / verimler bak›m›ndan
varyasyonun tespiti ve analizi ile bafllan›r. Bu analiz
neticesinde verimli veya istenen özelliklere sahip olan

bireyler dam›zl›kta kullan›lmak üzere al›konulur. Böylece
bir grup içindeki baz› bireylere di¤erlerine göre daha fazla
döl verme olana¤› sa¤lan›r. Bu iflleme “seleksiyon” denir
(2, 3). Yirminci yüzy›l›n ilk bafllar›na kadar seleksiyon
genellikle fiziki uygunlu¤a ve ›rk karakterlerine göre
yap›lmaktayd›. Ancak pedigri kay›tlar› tutulmaya
baflland›ktan sonra ferdi kay›tlara ve ferdin ailesinin
kay›tlar›na bak›larak seçim yap›labilmesi için metotlar
gelifltirilmifltir (3).
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Seleksiyon yöntemleri genel olarak;
1. Bireylerin kendi fenotipik de¤erlerine göre,
2. Akrabalar›n fenotipik de¤erlerine göre,
a. Pedigriye göre,
b. Yavru ortalamalar›na göre ( progeny testing ),
3. Baraj metoduna göre,
4. ‹ndeks metoduna göre,
fleklinde s›n›fland›r›lmaktad›r (2, 4-7).
Yukar›da verilen yöntemlerin hemen tamam›nda
gözleme dayal› yada kay›tlardan yararlanarak veri elde
edilmesi söz konusudur. Verilerin toplanmas›nda
kullan›lan bu metotlar bilimsel metotlar olarak kabul
edildikleri için, bu metotlar›n uygulanmalar› sonucunda
elde edilen sonuçlar da bilimsel de¤erleri olan sonuçlar
olarak de¤erlendirilebilir. Bu metotlar bilimsel olarak
kabul edilseler dahi bunlar›n da baz› zay›f yönleri
bulunmaktad›r. Örne¤in, fenotipe göre yap›lan seçim
ifllemi, h›zl› sonuç vermesine ra¤men genotipi tam olarak
yans›tmad›¤› için neredeyse terk edilmifl durumdad›r.
Pedigri yada yavru ortalamalar›na göre yap›lan seçim
iflleminde ise çok say›da kay›t tutulmas› gerekmektedir.
Baraj metoduna göre yap›lacak seçimde ise baraj›n ne
olaca¤› konusunun belirlenmesinde kullan›lan herhangi
bir objektif metot bulunmamaktad›r. Seleksiyon iflleminde
en etkili metot olan indeks metodunda ise
de¤erlendirmeye al›nan hayvanlar›n en son kay›tlar›
tamamlan›ncaya
kadar
elde
bulundurulmalar›
gerekmektedir. Bu da büyük zaman al›c› önemli bir
faktördür (2).
Verilen bu metotlar›n ortak noktas› bir sürü içindeki
bütün bireylerin, dikkate al›nan özellik yada özellikler
bak›m›ndan sahip olduklar› say›sal de¤erlerin büyüklükleri
bak›m›ndan birbirleriyle karfl›laflt›r›l›yor olmalar›d›r.
Dolay›s›yla herhangi bir özellik bak›m›ndan çok yüksek
de¤er alan bir birey di¤er özellikler bak›m›ndan çok kötü
de¤erler de alsa çok yüksek de¤er ald›¤› özelli¤inden
dolay› di¤er bireylere nazaran tercih edilebilecektir. Bu ise
tek bir özelli¤inden dolay›, seçilmemesi gereken bir
bireyin seçilmesini sa¤lamaktad›r ki bu bütün metotlar›n
en büyük zaafiyetidir.
Bilimsel araflt›rmalarda, araflt›rmaya konu olan olaylar
veya nesneler her birey için ayn› anda ölçülebilen bir veya
birden çok de¤iflken taraf›ndan etkilenebilirler. Birden çok
de¤iflkenin ayr› ayr› ele al›narak analiz edilmesi, gerçek
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durumu aç›klamayabilir. Çünkü, de¤iflkenlerin ayr› ayr› ele
al›narak analiz edilmesi, de¤iflkenler aras›ndaki iliflkileri
dikkate almamak demektir. Oysa gözlemlenen bu çok
say›da de¤iflken aras›nda az veya çok bir iliflkinin olmas›
beklenmektedir. Bu amaçla “Çok De¤iflkenli ‹statistiksel
Analiz Yöntemleri” gelifltirilmifltir. Çok de¤iflkenli
istatistiksel analiz, çok say›da de¤iflken aras›ndaki iliflkileri
ölçme ve aç›klamada kullan›lan yöntemler toplulu¤unu
ifade eder ve bu analiz ile ilgili olarak gelifltirilmifl
yöntemler, ba¤›ml›l›k analizinde kullan›lan yöntemler ve
karfl›l›kl› ba¤›ml›l›k analizinde kullan›lan yöntemler olmak
üzere iki grupta toplanabilir (8).
Ba¤›ml›l›k analizinde, bir de¤iflken veya de¤iflken
grubu, di¤er de¤iflkenler taraf›ndan tahmin edilmekte
veya aç›klanmaktad›r. Burada, bir de¤iflken di¤erlerine
ba¤l› olup onlarla tahmin edilmektedir. Karfl›l›kl›
ba¤›ml›l›k analizinde ise de¤iflkenler aras›ndaki ba¤›ml›l›k
yerine karfl›l›kl› ba¤›nt›lar söz konusudur. Bu tip analizin
en iyi örneklerinden biri Kümeleme Analizi’ dir (8).
Kümeleme Analizi özellikle son y›llarda popüler olan,
çok de¤iflkenli istatistiksel yöntemlerden biridir. Bu
yöntem, özellikle bilim ve ifl alan›nda, bir çok durumda
uygulanabilen, en etkili ve en kolay yorumlanabilen bir
yöntem olma özelli¤i tafl›maktad›r (9-12). Kümeleme
Analizi'nin genel amac›, grupland›r›lacak verileri,
benzerliklerine
göre
alt
s›n›flara
ay›rarak
aç›klamakt›r.Baflka bir ifade ile, çal›flmada yer alan tüm
de¤iflkenler itibari ile bireyler veya nesneler aras›ndaki
benzerlikler esas al›narak, benzer bireylerin ayn›
gruplarda veya kümelerde toplanmas› ve yeni bir bireyin
hangi gruba dahil oldu¤unun tahmin edilmesi Kümeleme
Analizi'nin esas›n› teflkil etmektedir (13, 14).
Kümeleme Analizi, bireylerin yada nesnelerin
s›n›fland›r›lmas›n› ayr›nt›l› bir flekilde aç›klamak amac›yla
gelifltirilmifltir. Bu amaca yönelik olarak, ele al›nan
örnekte yer alan varl›klar aralar›ndaki benzerliklere göre
gruplara ayr›l›r, daha sonra bu gruplara dahil edilen
bireylerin profili ortaya konur. Bir baflka ifade ile bu
analizde, özellikle amaçlanan fley, öncelikle ele al›nan
örnekte gerçekte var oldu¤u bilinen gruplar›, varl›klar
(birey yada nesne) aras›ndaki benzerliklere dayanan az
say›daki karfl›l›kl› özel gruplar› oluflturmak, daha sonra bu
gruplara giren varl›klar›n profilini ortaya koymakt›r (15).
Kümelemede pek çok yöntem bulunmakta ve bu
yöntemler farkl› bafll›klar alt›nda toplanmaktad›r.
Kümeleme yöntemleri, birim ya da de¤iflkenleri uygun
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gruplara ay›r›rken gruplar› belirlemede izledikleri
yaklafl›mlara göre;
1. Aflamal› Kümeleme Yöntemleri (Hierarchical Cluster
Analysis Methods).
2. Aflamal› Olmayan Kümeleme Yöntemleri
(Nonhierarchical Cluster Analysis Methods) biçiminde iki
temel gruba ayr›lmaktad›r (9, 13, 14, 16).
Aflamal› kümeleme yöntemlerinde birimlerin birbirleri
ile birlefltirilmesinde de¤iflik yaklafl›mlar uygulanmaktad›r.
Bu yöntemlerden s›kl›kla kullan›lan ve bilinenler;
1. Tek Ba¤lant› Kümeleme Yöntemi,
2. Ortalama Ba¤lant› Kümeleme Yöntemi,
3. Tam Ba¤lant› Kümeleme Yöntemi,
4. Mc Quitty Ba¤lant› Kümeleme Yöntemi,
5. Küresel Ortalama Ba¤lant› Kümeleme Yöntemi,
6. Ortanca Ba¤lant› Kümeleme Yöntemi,
7. Ward Ba¤lant› Kümeleme Yöntemi’dir.
Aflamal› olmayan kümeleme yöntemlerinin gerek
teorik dayanaklar›n›n aflamal› kümeleme yöntemlerine
göre daha güçlü olmas› gerekse küme say›s› konusunda
ön bilgi olmas› ya da araflt›rmac›n›n anlaml› olacak küme
say›s›na karar verebilmesi aflamal› kümeleme
yöntemlerine tercih edilmesini sa¤lamaktad›r.
Aflamal› olmayan kümeleme yöntemleri aras›nda en
çok kullan›lan yöntemler;
1. k-Ortalama Yöntemi,
2. En Çok Olabilirlik Yöntemi’dir.
Kümeleme Analizi’nde, orjinal de¤erler ya da
standartlaflt›r›lm›fl de¤erler kullan›labilir (15). Ayr›ca
önerilen bu metotta, bireylerin dikkate al›nan özelliklerine
ait bireysel de¤erlerinin büyüklükleri de¤il, bütün
bireylerin incelenen tüm özellikler bak›m›ndan birbirlerine
göre uzakl›klar› dikkate al›nd›¤›ndan birey seçmek yerine
dikkate al›nan bütün özellikler bak›m›ndan gruplar
oluflturmak söz konusudur. Dolay›s›yla fert seçiminden
ziyade grup seçimi söz konusu oldu¤undan zaman kayb›
önlenmekte ve tüm özellikler bak›m›ndan toplu
de¤erlendirmeye müsaade edildi¤inden di¤er yöntemlere
üstünlük sa¤lamaktad›r.
Kümeleme Analizi'nde, küme say›s›n›n belirlenmesi
konusunda son y›llarda yo¤un çal›flmalar yap›lmaktad›r.
Halen küme say›s›n›n belirlenmesinde kullan›lan en pratik
yol, n kümelenecek birey say›s›n› göstermek üzere;

k=

n
2

(1)

biçiminde belirtilmektedir (14).
Küme, birbirlerine yak›n bireylerin çok boyutlu uzayda
oluflturduklar› birlik olarak ifade edilebilir. Bu durumda
küme kavram›, “benzerlik" ve “uzakl›k" kavramlar›n›
ça¤r›flt›rmaktad›r. Noktalar›n geometrik olarak
gösterimlerinde ikiden fazla boyut oldu¤unda noktalar
aras›ndaki uzakl›klar› çok boyutlu olarak hesaplamak
gerekir. P say›da de¤iflkene göre birimler yada
de¤iflkenler aras›ndaki uzakl›klar› hesaplamak için en s›k
kullan›lan uzakl›k ölçüleri;
1. Minkowski Uzakl›¤›,
2. Öklid ( Euclide ) Uzakl›¤›,
a. Ölçekli Öklid Uzakl›¤›,
b. Binary Öklid Uzakl›¤›,
3. Pearson Uzakl›¤›,
4. Manhattan ( City-Blok ) Uzakl›¤›,
5. Mahalanobis Uzakl›¤›,
2
6. Hotelling T Uzakl›¤›,

7. Canberra Uzakl›¤›,
olarak verilmektedir (12, 16, 17). Kümeleme
analizinde veri giriflinden sonra, hesaplanan uzakl›k
de¤erlerinden yararlanarak birey ya da nesnelerin
kümelere atanmas› ifllemi yap›lmaktad›r. Kümeleme
yöntemleri, uzakl›k matrisi ya da benzerlik matrisinden
yararlanarak birimler ya da de¤iflkenleri kendi içinde
homojen ve kendi aralar›nda heterojen gruplar
oluflturmay› sa¤layan yöntemlerdir. Veri matrisinde yer
alan n birimin p de¤iflkene göre uzakl›klar›, uzakl›k
matrisi ad› verilen D matrisi ile gösterilir. D matrisinin
elemanlar› dij ya da d(i,j) biçimindedir ve nxn uzakl›k
matrisi afla¤›daki flekilde gösterilmektedir,
0
D=

S‹M

d12

d13

...

d1n

0

d23

...

d2n

0

...
0

dn-1,n
0

D uzakl›k matrisinin uzakl›k fonksiyonu olmas› için
gerekli flartlar flunlard›r; X,Y ve Z Öklid uzay›nda üç nokta
olmak üzere,
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a) Negatif olmama, D(X,Y) ≥ 0;
b) Simetri, D(X,Y) = D(Y,X);
c) Teflhis iflareti, D(X,X) = 0
d) Kesinlik, D(X,Y) = 0 ancak ve ancak X=Y ise,
e) Üçgen eflitsizli¤i, D(X,Y) ≤ D(X,Z) + D(Z,Y)
koflullar› geçerli ise D, bir uzakl›k olarak adland›r›l›r (18).
Birimlerin birbirleriyle olan benzerlik düzeyleri benzerlik
(S) matrisi ile gösterilir. Benzerlik matrisinin elemanlar› D
matrisinin elemanlar›na göre belirlenir. S = 100*[1-dij /
max(dij)] matrisinin elemanlar› Sij ya da S(i,j) biçiminde
gösterilir. S benzerlik matrisinin gösterimi,
S11
D=

S21

S22

S31

S32

S33

k-ortalama yönteminde bireylerin kümelere
atanmas›nda uzakl›k ölçütü olarak Mahalanobis Uzakl›¤›
kullan›lmaktad›r (15). Mahalanobis Uzakl›¤›, Öklid
Uzakl›¤›’n›n genellefltirilmifl bir biçimidir. n*p boyutlu bir
veri matrisinde birimler aras›ndaki Öklit Uzakl›¤›;
P

d(i,j) =

S (xik - xjk )2
k=1

i =1, 2,.......n,
j =1, 2,........n,
n = birey / birim say›s›,
p = de¤iflken say›s›,

S‹M

xik ve yjk ise s›ras›yla i. ve j. bireylerin k. özelli¤e ait
de¤erler,

...

fleklinde hesaplanmaktad›r. Mahalanobis Uzakl›¤› ise,
d2(i,j) = (xi + xj )t S-1 (xi - xj )

Sn1

Sn2

Sn3

...

Snn

gibidir (15, 17).
Bu çal›flman›n amac›, farkl› disiplinlerde kullan›m yeri
bulmufl olan Kümeleme Analizi Yöntemi’nin hayvan ›slah›
ile ilgili çal›flmalarda da kullan›labilece¤ini göstermektir.
Materyal ve Metot
Çal›flman›n materyalini, Çifteler Tar›m ‹flletmesinde
yetifltirilen ve 1980-1998 y›llar› aras›nda sat›fla sunulan
535'i erkek, 392'si difli olan toplam 927 Arap tay›
oluflturmufltur.
Kümeleme metodu olarak k-Ortalama Yöntemi
kullan›lm›flt›r. Bu tekni¤in bilgisayar algoritmalar›ndaki
pratik iflleyifli,
1. ‹lk k gözlemin her biri bir gözlemli küme olarak
al›n›r,
2. Kalan n-k gözlemin her biri, ortalamas› en yak›n
olan kümeye atan›r ve her atamadan sonra küme
ortalamalar› yeniden hesaplan›r,
3. Tüm bireylerin kümelere atanmas› bittikten sonra,
n bireyin son bulunmufl küme ortalamalar›na göre
yeniden atamalar› yap›l›r,
4. Bir önceki kümelemeye göre son elde edilen
kümelemede kümeler aras› birey geçifli durana kadar
üçüncü ad›m tekrarlan›r,
fleklindedir (17).
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xi : i. bireye ait gözlem vektörü,
xj : j. bireye ait gözlem vektörü,
t : vektör devri¤i (transpozesi),
-1
formülü ile hesaplan›r. Formülde yer alan S , benzerlik
matrisinin tersini göstermektedir.

Kümelerin belirlenmesinde taylara ait yafl, cidago
yüksekli¤i, gö¤üs çevresi ve incik çevresine ait
standartlaflt›r›lm›fl
de¤erlerden
yararlan›lm›flt›r.
Standartlaflt›rma ifllemi, herbir cinsiyet ayr› ayr› dikkate
al›narak, de¤iflkenlere ait de¤erler ile de¤iflkene ait
ortalama aras›ndaki fark, standart sapmaya bölünerek
yap›lm›flt›r. Kümeler her bir cinsiyet için ayr› ayr› elde
edilmifltir. Kullan›lan bilgiler, sat›fla sunulan taylar ile ilgili
olarak haz›rlanan sat›fl kataloglar›ndan derlenmifltir.
Kullan›lan metodun gerçekten birbirinden farkl›
kümeler oluflturup oluflturmad›¤›n› anlamak için her bir
de¤iflken ayr› ayr› dikkate al›narak Varyans Analizi
yap›lm›flt›r. Varyans Analizi’nde erkek taylar için 4’üncü,
8’inci, ve 12’inci kümeler, difli taylar için ise 1’inci ve
3’üncü kümeler denek say›lar›n›n yetersizli¤inden dolay›
dikkate al›nmam›flt›r.
Bulgular
Erkek taylar için k-ortalama yöntemi kullan›larak elde
edilen kümelere ait sonuçlar Tablo 1’de, difli taylara ait
sonuçlar ise Tablo 2’de verilmifltir.
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Tablo 1.

Erkek Taylara Ait Kümeler ve Bu Kümeler ‹çin De¤iflken De¤erleri

Cidago Yüksekli¤i (cm)

Gö¤üs Çevresi (cm)

‹ncik Çevresi (cm)

Yafl ( Gün )

X ± Sx

X ± Sx

X ± Sx

X ± Sx

1.Küme ( n = 21)

145,119 ± 0,386

155,33 ± 0,60

18,8095 ± 0,0807

451,62 ± 5,83

2.Küme (n = 17)

157,765 ± 0,420

180,29 ± 0,94

19,8824 ± 0,0912

858,65 ± 10,93

3.Küme (n = 37)

138,149 ± 0,273

151,78 ± 0,57

17,8919 ± 0,0343

420,62 ± 5,32

4.Küme (n = 1)

149,0 ± 0,000

164,00 ± 0,00

17,0000 ± 0,0000

724,00 ± 0,00

5.Küme (n = 70)

142,786 ± 0,162

153,57 ± 0,36

17,8786 ± 0,0258

437,00 ± 3,88

6.Küme (n = 59)

153,678 ± 0,195

173,54 ± 0,37

19,1864 ± 0,0361

862,78 ± 6,64

7.Küme (n = 55)

150,018 ± 0,227

170,51 ± 0,42

18,9364 ± 0,0319

839,67 ± 7,19

8.Küme (n = 5)

145,000 ± 0,758

165,20 ± 1,83

18,4000 ± 0,1871

786,40 ± 14,39

9.Küme (n = 49)

150,990 ± 0,179

176,37 ± 0,31

19,7347 ± 0,0360

863,33 ± 5,30

10.Küme (n = 32)

149,297 ± 0,278

169,47 ± 0,50

19,6563 ± 0,0416

837,72 ± 9,44

11.Küme (n = 41)

154,439 ± 0,192

178,29 ± 0,43

20,1707 ± 0,0569

899,56 ± 7,72

12.Küme (n = 2)

135,000 ± 0,000

136,50 ± 3,50

16,0000 ± 0,0000

373,50 ± 3,50

13.Küme (n = 15)

139,400 ± 0,542

153,00 ± 1,04

18,7333 ± 0,0667

442,40 ± 7,70

14.Küme (n = 52)

152,321 ± 0,224

172,06 ± 0,31

20,1250 ± 0,0431

876,92 ± 8,08

15.Küme (n = 26)

146,115 ± 0,361

160,92 ± 0,66

18,3077 ± 0,0625

471,08 ± 4,30

16.Küme (n = 53)

139,849 ± 0,240

148,87 ± 0,45

17,0849 ± 0,0420

411,06 ± 3,95

Tablo 2.

Difli Taylara Ait Kümeler ve Bu Kümeler ‹çin De¤iflken De¤erleri

Cidago Yüksekli¤i (cm)

Gö¤üs Çevresi (cm)

‹ncik Çevresi (cm)

Yafl ( Gün )

X ± Sx

X ± Sx

X ± Sx

X ± Sx

1.Küme (n = 2)

140,500 ± 2,500

146,50 ± 1,50

14,5000 ± 0,5000

393,00 ± 9,00

2.Küme (n = 8)

147,625 ± 0,754

173,87 ± 0,95

17,1875 ± 0,0915

815,75 ± 7,96

3.Küme (n = 1)

129,000 ± 0,000

136,00 ± 0,00

14,0000 ± 0,0000

384,00 ± 0,00

4.Küme (n = 19)

147,368 ± 0,427

164,58 ± 1,03

18,0526 ± 0,0362

800,84 ± 7,45

5.Küme (n = 61)

139,861 ± 0,180

153,31 ± 0,37

17,2049 ± 0,0317

428,87 ± 3,89

6.Küme (n = 16)

135,938 ± 0,421

141,87 ± 0,86

16,3438 ± 0,0880

400,31 ± 6,30

7.Küme (n = 15)

139,067 ± 0,384

152,53 ± 1,19

16,2000 ± 0,0816

423,73 ± 8,87

8.Küme (n = 17)

149,735 ± 0,515

168,35 ± 0,77

18,8824 ± 0,0530

783,65 ± 21,88

9.Küme (n = 49)

143,408 ± 0,264

158,06 ± 0,50

17,3469 ± 0,0363

453,73 ± 3,63

10.Küme (n = 78)

143,808 ± 0,198

158,68 ± 0,42

18,1090 ± 0,0268

453,03 ± 3,07

11.Küme (n = 53)

139,708 ± 0,236

152,68 ± 0,44

18,0755 ± 0,0366

434,68 ± 4,59

12.Küme (n = 19)

149,053 ± 0,451

174,89 ± 0,71

18,0526 ± 0,0362

841,11 ± 9,96

13.Küme (n = 42)

137,560 ± 0,288

148,19 ± 0,51

17,1071 ± 0,0320

409,79 ± 5,18

14.Küme (n = 12)

152,875 ± 0,564

177,50 ± 0,85

19,0000 ± 0,1231

821,83 ± 21,20

Erkek taylar için oluflturulan kümelere ait Varyans
Analizi sonuçlar› Tablo 3’te, difli taylar için oluflturulan
kümelere ait Varyans Analizi sonuçlar› ise Tablo 4’te
verilmifltir.

Varyans Analizi tablolar›ndan da görüldü¤ü gibi
dikkate al›nan tüm de¤iflkenler bak›m›ndan elde edilen
kümeler aras›nda istatistiksel olarak anlaml› farkl›l›klar
bulunmufltur.
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Tablo 3.

Erkek Taylar ‹çin Oluflturulan Kümelere Ait Varyans Analizi Sonuçlar›
Kareler
Toplam›

Serbestlik
Derecesi

Kareler
Ortalamas›

F
De¤eri

Gruplar Aras›
Grup ‹çi
Genel

17121.15
1396.018
18527.17

12
514
526

1426.763
2.716

525.320

Cidago
Yüksekli¤i

Gruplar Aras›
Grup ‹çi
Genel

59765.49
5422.628
65188.11

12
514
526

4980.457
10.550

472.087

Gö¤üs
Çevresi

Gruplar Aras›
Grup ‹çi
Genel

511.899
40.906
552.805

12
514
526

42.658
0,07958

536.023

‹ncik
Çevresi

Gruplar Aras›
Grup ‹çi
Genel

23422343
1413401
24835744

12
514
526

1951861.87
2749.807

709.818

Yafl

Tablo 4.

0,000

0,000

0,000

0,000

Difli Taylar ‹çin Oluflturulan Kümelere Ait Varyans Analizi Sonuçlar›
Kareler
Toplam›

Serbestlik
Derecesi

Kareler
Ortalamas›

F
De¤eri

Gruplar Aras›
Grup ‹çi
Genel

6649.359
1072.897
7722.256

11
377
388

604.487
2.846

212.408

Cidago
Yüksekli¤i

Gruplar Aras›
Grup ‹çi
Genel

25497.27
5064.536
30561.80

11
377
388

2317.934
13.434

172,545

Gö¤üs
Çevresi

Gruplar Aras›
Grup ‹çi
Genel

167.478
32.854
200.332

11
377
388

15.225
0,08714

174.713

‹ncik
Çevresi

Gruplar Aras›
Grup ‹çi
Genel

8827672
409494.3
9237166

11
377
388

802515.597
1086.192

738.834

Yafl

Tart›flma
k-ortalama yöntemi kullan›larak taylar›n kümelere
ayr›ld›¤› bu çal›flmada, dikkate al›nan faktörlerin genetik
yap›dan etkilendikleri düflünülerek, kümeleme ifllemi her
bir cinsiyet ayr› ayr› dikkate al›narak gerçeklefltirilmifltir.
Cidago yüksekli¤i bak›m›ndan erkek taylarda minimum
de¤er 134 cm, maksimum de¤er 162 cm, difli taylarda ise
bu de¤erler s›ras›yla 129 cm ve 156 cm, gö¤üs çevresi

52

P
De¤eri

P
De¤eri

0,000

0,000

0,000

0,000

bak›m›ndan erkek taylarda minimum de¤er 133 cm,
maksimum de¤er 187 cm, difli taylarda ise bu de¤erler
s›ras›yla 136 cm ve 182 cm, incik çevresi bak›m›ndan
erkek taylarda minimum de¤er 16 cm, maksimum de¤er
21 cm, difli taylarda ise bu de¤erler s›ras›yla 14 cm ve 20
cm olarak elde edilmifltir. Bu de¤erlere göre genel olarak
difli taylar›n erkek taylara nazaran cidago yüksekli¤i,
gö¤üs çevresi ve incik çevresi bak›m›ndan daha düflük

‹. DO⁄AN

de¤erler ald›¤› söylenebilir. Taylar›n sat›fla sunulduklar›
andaki yafllar›na bak›ld›¤›nda erkek taylar›n minimum
360, maksimum 1011 günlük, difli taylar›n ise minimum
361, maksimum 997 günlük olduklar› görülmektedir.
Dolay›s›yla sat›fl ifllemlerinde erkek ve difli taylar için farkl›
yafllarda sat›fl yap›lmad›¤› ve dikkate al›nan de¤iflkenler
bak›m›ndan cinsiyetler aras›nda görülen farkl›l›klar›n
yafl’tan ziyade cinsiyetten kaynaklanan genetik yap›ya
ba¤l› oldu¤u söylenebilir.
Gerek erkek taylara gerekse difli taylara ait kümelere
bak›larak üzerinde durulan özellik bak›m›ndan seçim
yap›labilir. E¤er ilgilenilen özelli¤e göre yüksek de¤erlere
sahip bireylerin seçilmesi isteniyorsa erkek taylarda
cidago yüksekli¤i ve gö¤üs çevresi için ikinci, incik çevresi
için on birinci ya da on dördüncü kümenin, difli taylar için
ise her üç özellik bak›m›ndan da on dördüncü kümenin
seçilmesi gerekir. E¤er dikkate al›nan de¤iflkenlere ait en
düflük de¤erler bak›m›ndan seçim yap›lmas› isteniyorsa,
erkek taylar için cidago yüksekli¤i bak›m›ndan üçüncü
kümenin, gö¤üs çevresi bak›m›ndan on ikinci kümenin,
incik çevresi bak›m›ndan ise ya on ikinci kümenin ya da on

alt›nc› kümenin seçilmesi gerekir. Difli taylar için ise, her
üç de¤iflkene göre üçüncü kümenini seçilmesi gerekir.
Görüldü¤ü gibi Kümeleme Analizi’nde, dikkate al›nan
iki özellik bak›m›ndan herhangi bir kümenin tercih
edilmesine ra¤men üçüncü özellik bak›m›ndan bir baflka
kümenin tercih edilmesi ya da her bir de¤iflken için ayr›
ayr› kümelerin tercih edilebilir olmas› gibi sonuçlar ile
karfl›lafl›lmas› mümkündür. Bu tür sonuçlar›n ortaya
ç›kmas› Kümeleme Analizi’nde bir ödünleflim problemini
gündeme getirmektedir. Yani iki özellik bak›m›ndan tercih
edilen bir kümenin üçüncü bir özellik bak›m›ndan tercih
edilememesi ya da her bir de¤iflken için farkl› kümelerin
seçilmesinin gerekti¤i durumlarda karar vericinin bir
karar vermesi gerekebilir. Bu tür sonuçlar›n ortaya ç›kt›¤›
durumlarda karar vericinin, dikkate al›nan de¤iflkenlerin
önemine göre küme seçmesi gerekir.
Di¤er seleksiyon metotlar›na göre zaman, iflgücü,
maliyet, güvenilirlik, objektiflik vb. yönlerden avantajl›
olmas›ndan dolay› hayvan ›slah›nda özellikle de seleksiyon
yaparken bir metot olarak Kümeleme Analizi’nin
kullan›lmas›n›n uygun olaca¤› söylenebilir.
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