Owing to the huge range of application scenarios and ubiquity, the Internet of Things (IoT) offers new prospects for the current and future applications of the Internet. Wireless Sensor Networks provide key devices for developing the IoT communication paradigm, such as the sensors used for collecting various kinds of information and the routing and MAC protocols. However, this type of network has serious limitations (e.g. power consumption, low speed wireless links, interference). In this context, it is necessary to find solutions that can ensure more efficient communication system based on the optimized use of the network resources. This paper aims to set out a multi-objective routing algorithm, called Routing-Aware of path Length, Link quality, and traffic Load (RALL). This seeks to strike a balance between three objectives: to minimize the network bottlenecks, reduce path length, and avoid links with low quality. RALL results in a good performance with regard to the delivery rate, throughput, delay, and power consumption.
INTRODUCTION
The Internet is being increasingly employed and becoming an essential tool for mankind. At present, people use this information and communication technology, as well as machines that employ it to communicate with each other, and make measurements of various types of information. The Internet of Things (IoT) paradigm allows these machines to communicate and sense the environment [1] .
ACM acknowledges that this contribution was authored or co-authored by an employee, contractor or affiliate of a national government. As such, the Government retains a nonexclusive, royalty-free right to publish or reproduce this article, or to allow others to do so, for Government purposes only. Wireless Sensor Networks (WSNs) play an important role within the IoT and have become increasingly prominent as a part of ubiquitous computing in several environments, such as industry, smart cities, smart spaces, smart grids, health monitoring systems, and real-time multimedia applications [1, 2, 3] . WSNs consist of a number of nodes that generally have strong processing, battery, and memory constraints. Each node generally has only one radio interface (generally 802.15.4 CSMA/CA) with a fixed transmission rate (250 kbps) [4] .
A flat model is usually employed to organize the network, and all the nodes play the same role in sensing, processing, and (re)broadcasting packets. The information is forwarded (routed), node by node, until it reaches the sink node, where it is processed [5, 6, 7] . This paper will address the routing optimization problem by setting out three objectives: (i) to reduce the path length (number of hops), (ii) mitigate the problem of bottlenecks, and (iii) reduce the degree of interference in the path.
This article is structured as follows: In Section 2, there is an analysis of the most significant work on routing approaches for WSNs. In Section 3, a model is designed for the routing problem of multi-objective optimization. In Section 4, we describe the proposed algorithm to find a solution for the model. Section 5, sets out the simulation results. The conclusion and suggestions for future work are summarized in Section 6.
RELATED WORK
There are many works that seek to combine these objectives, some of them attempt to optimize routing in wireless networks, especially in WSNs. Most of these works deal with one or two of the objectives described above.
Chen Lin and Sun et al. [16] introduced the proposal of Link Quality Estimation Based Routing for Wireless Sensor Networks (LQER). This is based on the history of the quality of each link and seeks to maintain a reliable communication between nodes by achieving a better rate of energy efficiency. Unreliable links increase the probability of data retransmission, leading to higher energy costs. Initially, LQER establishes a set of shortest paths for the sink, which means that each node has few options for transmitting data toward the sink. The next hop is chosen from this set of possibilities, since it is the best value with regard to the link quality. Although it seeks links that are reliable, this approach is restricted to a small set of routes, and rejects other paths that have better reliability, but a greater number of hops. Moreover, the use of a link with good quality [8] yes yes yes no no BPR [9] yes yes no no yes HeLD [10] yes no no yes yes REL [11] no yes yes yes no WSPTC [12] no yes no yes no CSPOT [13] yes yes no yes no MRMR [14] no yes yes no no MQoSR [15] no yes yes no no LQER [16] no yes yes no no can overload a node, which causes retransmissions because it means that it is out of place in the internal message queue -which gives rise to higher energy expenditure. Radi et al. [8] proposed a Low-Interference Energy-Efficient Multipath Routing Protocol (LIEMRO), which relies on a load balancing multipath approach and also seeks to reduce interference through the use of ETX routing metric. As described in the literature, ETX has a limited ability to detect the interference in a more accurate way [17] . The multipath scheme obtains similar level of load distribution when compared to the singlepath scheme, unless a very large number of paths are used (which is practically infeasible). Besidess, mutipath has several disadvantages over the singlepath: it increaes the network communication and overhead, (ii) it requires mechanisms to maintain the packet delivery order, (iii) it difficults the deployment of efficient compression schemes [18] .
Load balancing routing can provide both packet loss and delay minimization as well as network lifetime maximization based on an uniform distribution of flows in the network. For this reason, routing approaches are proposed in wireless networks to minimize bottlenecks and the average path length, such as Bottleneck, Path Length and Routing heuristic (BPR) [9] .
Moghadam et al. [10] designed a heuristic, called Heuristic Load Distribution (HeLD), the purpose of which is to minimize the overhead communication and optimize the network lifetime by load balancing routing based on an Integer Linear Programming (ILP) model , and the use of a set of braided paths. The simulation results showed that HeLD achieved less overhead and an increase in network lifetime, however, packet delivery rate was lower and latency was not present. This can be partly explained by the braided paths that can cause a high level of interference.
Machado et al. [11] presented a heuristic for IoT environments called Routing by Energy and Link quality (REL), which seeks to select paths that minimize the number of hops, maximize network lifetime through the residual energy of the nodes, and maximize the link quality of the selected paths based on Received Signal Strength Indicator (RSSI) metric. However, REL is quite simple and it is limited to establish a balance among the three objectives.
Bechkit and Koudil et al. [12] presented an approach called A New Weighted Shortest Path Tree For Convergecast Traffic Routing in WSN (WSPTC). In this work, privileges are assigned to the links that are nearest the sink, since these communication links are the most important that can be used to communicate with the sink. After this, a tree is created using the joint of the generic objective functions, which is combined with an energy consumption model that is generated empirically.
Alghamdi et al. [13] put forward Constructing the Shortest Path Overhearing Tree with Maximum Lifetime in WSNs (CSPOT), which seeks to find a combination of routes that provide the shortest path routing trees that optimize the network lifetime. Three approaches are adopted to achieve this goal: the first is a heuristic algorithm in polynomial time, the second models the problem using integer linear programming, and the third defines a problem of mixed nonlinear programming. The WSPTC and CSPOT approaches achieve good performance with regard to energy consumption in various configurations. However, the analysis of other metrics, such as the packet delivery rate, suggests that some links are more privileged than others. In addition, overloads on certain links are more likely to occur, which may lead to an increase in the packet loss rate.
Alwan and Agarwal et al. [14] adopted an approach called Multi-objective Reliable Multipath Routing for Wireless Sensor Networks (MRMR) which creates disjoint routes to increase the reliability of the routes by treating the delay and delivery packet rates as objective functions. The quality of the links is measured by means of a statistical correlation that counts the number of successfully delivered packets (ETX), although it has limitations in assessing the link quality as mentioned. In addition, Alwan and Agarwal et al. [15] proposed a heuristic work entitled Multi-objective QoS Routing For Wireless Sensor Networks (MQoSR) in which QoS and the geographical location are combined in the routing. However, the degree of importance attached to every QoS class by the heuristic is very limited. In addition, both approaches fail to take into account that load balancing can improve the QoS and reduce energy consumption. Table 1 shows a comparison between several related studies on the routing problem for wireless networks, particularly in WSNs. Most of them use heuristics for routing solutions and do not take a ILP model with more than two objective functions. This paper proposes a new multi-objective routing algorithm for WSNs based on ILP model. The purpose of this algorithm is to ensure there is a trade-off between load balancing, path length, and interference, i.e. to aggregate flows in the shortest paths to avoid links with a high interference level or that are overloaded. It is important to stress out that such algorithm has not been carried out yet.
SYSTEM MODEL
WSNs consist of various sensors, that are distributed in a selected area, to assist in data collection. Most of these sensors monitor or interact with the environment in which they are embedded. A node, in particular, what is called the sink node, is designed to gather all the data collected by the sensors. The sink node is attached to a machine with more processing capacity (e.g. servers in a cloud computing environment) so that the collected data can be converted into knowledge, and used by various applications.
WSNs can be modeled as a graph G = (V, E), where V is the set of vertices that represents the sensors, E is the set of communication links between two network devices. The link e sd ∈ E between s, d ∈ V only exists if the device s accomplishes a data transmission to the node d, i.e. the node d must be in the transmission range of s. Some metrics can be employed for determining if a link between two sensors can actually be used. Every sensor s ∈ V − {i}, where i is the sink, is responsible for the origin of a data stream called fs ∈ F , where F is defined as the set of all the flows generated in the network. All the flows of the WSNs have the sink node i as the destination node.
The establishment of a path is required on the graph G so that the data flow can reach the sink node. The selection of each flow path must follow a set of objectives to ensure the successful operation of certain network features, such as packet delivery rate, energy consumption, and delay. A larger number of hops require the activation of more links, that can generate a wider use of the transmission medium and may lead to greater contention or interference as well as end-to-end delay [19] .
The aim of load balancing is to distribute the flows over the network uniformly. This prevents a small set of nodes from being used for the majority of the routes, leading to a greater burden being imposed on them. It should be pointed out that the nodes have limited resources, so that an overloading can for example, lead to the reduction of the network lifetime, since there is a higher energy consumption of battery needed to forward the packets, as well as resulting in packet loss, given the small amount of memory in the nodes for packet storage [20] .
Interference degrades the link quality [19] . It can be caused by the number of neighbors that are in communication range of each node and/or other wireless networks that generally adhere to communication standards that use the same spectrum band. As nodes in a WSNs use this shared band, and only employ a radio interface and a single communication channel, more nodes in the network result in a higher level of interference. This means there is a greater chance of collision (thus requiring packet retransmission) because the channel is more likely to be busy. As a result, this interference has a considerable impact on its effective transmission capacity. Thus, the routes that pass through nodes with a greater degree of interference may undergo more delay in delivery and/or more retransmission of packets, as well as experiencing a greater battery consumption.
It is clear that these three objectives are intertwined. The increase in the number of hops in the path is a common outcome when a routing solution seeks to minimize overload [19] . However, increasing path length causes a greater degree of link activation, and hence more interference. It should be noted that shorter paths do not necessarily generate less interference in the WSN as a whole. For instance, the shortest paths may undergo interference owing to the existence of neighbors or other wireless networks/devices that are within the interference and transmission range of these paths.
We set out the construction of an optimization model for the establishment of routes in the WSN which has three objectives: reducing the number of hops, mitigating the problem of network bottlenecks at the links, and avoiding the use of low quality links. These three objectives are described and modeled in the following paragraphs.
Number of Hops. Minimizing the number of hops in a required path can reduce the end-to-end delay. A linear programming model is used to find the shortest paths from f flows in F :
Subject to :
A variable a sd can be defined as the sum of the flows using the edge e sd on their route. Constraint (2) ensures that every vertex can only generate a single flow and constraint (3) ensures that the sink node is able to receive a number of flows that is equal to the number of sensors in the network. The combination of restrictions (2) and (3) ensures that loops are not created. The constraint (4) provides non-negative values for the sum of flows on the links in a sd . The objective function (1) reduces the sum of the number of all the flows that pass through each edge e sd ∈ E. Thus, each flow is allocated to the shortest path and therefore the value of the objective function is minimized.
Wireless Links with Low Quality. The shortest paths may be more susceptible to a high level of interference that increases the packet loss rate, since the interference impairs the link quality. This is important because the quality of the wireless communication affects the overall network capacity. Wireless links that avoid having their quality degraded by factors such as interference and noise, are a good choice for use on routes to the sink node, while links that have poor data transmission capacity (i.e., a high level of interference) should be avoided to improve the package delivery rate.
The LQI (Link Quality Indication) is a measurement provided by the IEEE 802.15.4 physical layer that can be used as a quality metric for wireless transmission between two sensors. LQI values are represented in a range from 0 to 255 [21] . In this paper, a link is considered weak or of low quality if the LQI value is below a certain threshold (T HLQI ), in the following conditions:
LQI sd is the value of LQI with regard to the wireless link between the nodes s, d ∈ V . The variable l sd is used in the proposed model to represent link quality values that should be avoided (higher ones). When l sd is zero, it indicates that the link between the devices has an acceptable LQI, i.e. it is of a good quality. Otherwise, the value is normalized to the interval (1, 0) so that the links with lower quality can be distinguished, but that still have a good chance of being used, since they have a higher LQI.
The variable l sd is essential to minimize the use of links with low quality on the paths. The objective function for this approach is constructed by combination between the objective function (1) and the number of hops (variable l sd ):
Network Bottleneck. The distribution of flows in a balanced way increases the network lifetime. On the other hand, a faulty distribution of paths for flows, creates agglomerated flows on the same node (i.e. a bottleneck), and this gives rise to a greater power consumption on account of the increased number of forwarded packets. Since the sensors usually have high constraints of energy consumption. With regard to energy consumption, the question of minimizing bottlenecks is a very important factor in the realm of WSNs. Furthermore, smoothing out network bottlenecks can improve traffic performance.
The variable a sd triggers the objective function that is employed to minimize the network bottleneck. Thus the objective function is a combination of paths for each flow on the G graph, where the sum of the number of flows passing through a node s is minimal:
Multi-objective Model. The model of the multi-objective optimization problem for the routing problem in WSNs has three objectives (number of hops, quality links, and network bottleneck):
The objective functions (1), (6) , and (7), when combined in a single model, lead to conflicting solutions since they have a set of optimal solutions that are not dominated by each other, i.e. set of Pareto optimal. In other words, the modeled objectives conflict with each other because there is no solution that is able to achieve all three objectives at an optimal level.
The conflict between the objectives that reduces the number of hops (1), reduces the number of low-quality wireless links (6) , and minimizes the problem of the network bottleneck. (7) This conflict is evident since the objectives (1) and (6) group the paths so that it is possible to select the shortest paths or a link with a better quality and objective functions. The objective function (7) attempts to distribute the flows equally over the paths in the entire network, and is thus able to increase the average path length and the use of links with a low quality. The objective functions (1) and (6) conflict when the establishment of the shortest route requires links with a lower quality.
RALL -ROUTING-AWARE OF PATH LENGTH, LINK QUALITY, AND TRAFFIC LOAD
In this section we describe the multi-objective algorithm, called Routing-Aware of path Length, Link quality, and traffic Load (RALL) to address the singlepath routing problem in WSNs. The RALL algorithm employs some techniques to simplify the complexity of selecting the set of Pareto optimal solutions. For this reason, an algorithm is used for finding out which paths incur a lower cost (Dijkstra's algorithm) so that each path can be calculated for a flow generated at an ordinary node. The values related to the objective function are changed depending on which nodes have already had their specific route assigned for the flows in order to achieve the balancing. Initially, the transformation of the model is carried out so that the objective functions of the path length minimization (1) and low quality links minimization (6) can be combined in a single objective.
When a solution of an objective function is not dominated by the other objective, it is necessary to establish a tradeoff between the functions to determine which solution can satisfy the objectives, either partially or completely. The weighted sum method of the objective functions is usually applied to combine the objectives. Therefore, it is necessary to establish a weight for each objective function and calculate the weighted sum of these values. This method was chosen because it is well known as a means of tackling the problems of linear programming [22] :
wp and w l are the weights for the objective function related to the number of hops (1) and number of low quality links (6), respectively. It is necessary when applying this approach that the decision variables of the objective functions must be in the same scale or order of magnitude, although this is not the case with the function (7). In the model examined here, the decision variable for the objectives is the number of flows passing through the links.
The RALL algorithm begins by performing a combination of objective functions for path length minimization and low quality links minimization in a single objective function, using the weighted sum (8) . After this, the RALL algorithm performs the minimization of a network bottleneck by updating the values of the objective function. The algorithm 1 shows the RALL's pseudo-code and has a set of flows as input that are used to generate the paths at a lower cost.
On line 3, the weighted sum of objective functions is calculated. In this procedure, the path length and low quality links are combined in a single vector cost. The variable l sd is the normalized value of LQI for link e sd , using the constraint shown by the equation (5). After the weighted sum has been calculated, a minimal cost path is generated using M CP ath(sender, receiver, GR− AP H) for each flow fs, which is assigned to the variable ps (on line 7). The links that make up the minimum cost path ps will have their values updated by adding the number of flows that use the s ∈ V device -lines 17 and 18 of U pdateEdges(ps, E, A) procedure. Finally, the path is incorporated in the solution set P that will contain all the routes for every flow.
SIMULATION RESULTS
We conducted a simulation study to analyze the impact of the proposed approach on the performance. This section is structured as follows: the scenario configuration is outlined in sub-section 5.1. The evaluation and the simulation results are discussed in sub-section 5.2.
Scenario Configuration
We employ the Castalia module [23] of OMNeT++ simulator [24] , which is widely used to evaluate WSNs. Table 2 shows the general parameters used in the simulation and Table 3 has a node configuration based on [10] . A network with a single sink node and many sensor nodes are also included in the simulated network. The sink node receives data from the sensor nodes and serves as a connecting point to an external network. The sensor nodes send the collected data and forward/relay packets through a single route to the sink node. Thus, there is one single flow for every sensor node, except when the tests vary the number of active flows in the WSN. All the nodes are static and use asymmetric links.
The simulations were performed in scenarios where the number of nodes ranged from 10 to 50 nodes (Table 2 ). For every set of nodes, ten topologies and four random seeds were generated, resulting in a total of 40 runs for each set of nodes. The positions of the nodes in a topology were generated by means of a normal distribution, in a limited area, to ensure that none of the nodes would remain isolated from the network (i.e. out of range from any other node). A routing protocol was developed in Castalia to carry out the assessment of the routing approaches. The protocol employs control messages to discover the neighborhood of every node, to disseminate routes; to calculate the average LQI value of the links, so that the sink node is provided with the complete information of the network graph. The routing algorithm is performed in a centralized way by the sink node (in a real scenario, this can be done by a computer connected to the sink). Once in possession of a global view of the network, the proposed routing algorithm is executed to select the path for each sensor node to the sink. Each node sends messages to the sink through the routing protocol, which will extract some of the performance metrics for analysis.
Results
Other routing algorithms were chosen to assist in assessing the performance of RALL. These are as follows:
• BALAN CED − LQI: This is based on similar criteria to RALL, although it only employs the load balancing and objective link quality functions, and does not perform the combination of functions using the weighted sum.
• BP R: This is a heuristic with two objective functions, i.e. load balancing and path length [9] . For each flow generated in the network, BPR seeks to select the shortest route belonging to the set of candidate paths that does not increase the network bottleneck.
• REL: This is a routing protocol that reduces the number of hops, and optimizes the network lifetime through the residual energy of the nodes, and maximizes the link quality of the selected paths based on the RSSI metric [11] .
The purpose of making a comparison between these approaches is to provide better performance by the different routing approaches that combine different and important criteria for the WSN traffic and network performance during the route selection. . This can be explained by the fact that RALL takes account of the combination of three objectives that result in the lowest PLR and the highest AFT when there is a large network. Hence, the amount of data increases. BALAN CED − LQI and BP R combine only two criteria, BALAN CED − LQI achieves lower PLR than BP R in most network sizes (10, 20, 30 and 40 nodes), because it includes LQI which has a significant influence on the PLR and AFT, except in a high density network (i.e. 50 nodes), when there is a very high level of contention and interference. As a result, a slightly lower PLR and higher AFT is achieved, since the number of links with high quality is very small and the shortening of the path length reduces the contention and interference levels. The REL approach results in the highest PLR [80%, 90%] among a medium and high number of nodes. This can be explained by the fact that this approach does not employ routing load balancing and fails to establish a trade-off between the number of hops and links of a low quality. Owing to the very high value of PLR, RELL will not be included in the next graphs, as well as the AFT graph. The level of traffic load is a significant factor that influences the level of interference in wireless networks. For this reason, we also compared the routing approaches by varying the percentage of active flows in a WSN with 50 nodes (e.g. 100% represents one flow for each node or 75% is approx. 37 flows). Sensor nodes that do not collect information are commonly used as only relay nodes for forwarding packets to the sink. Figure 3 illustrates that RALL still has the lowest PLR in medium-sized and large traffic loads (50%, 75%, and 100%). BP R results in lower PLR than BALAN CED−LQI in medium-sized and large traffic loads since there is also a high level of contention. Furthermore, BALAN CED−LQI achieves a higher PLR than BP R as it reduces the percentage of active flows, because of the lower level of interference and as a result, the reduction of the path length leads to a greater improvement in the PLR. Hence, RALL results in the lowest PLR for all the configurations of traffic loads and network sizes, whereas BP R and BALAN CED −LQI alternate in the second lowest position for the PLR, depending on the traffic load and network size. Figure 4 shows the average latency in the data delivery of the simulated network scenarios. It is worth noting that in the scenario with 10 nodes, most of packets were delivered within the range of [0, 600)ms. The other intervals behave in the same way as the first three. In fact, this is the case in all the scenarios, and this is why we only show the first four intervals: 20, 30, 40, and 50. The greatest difference in latency between the approaches can be found when the number of nodes increases. Again, the RALL approach achieves a greater number of packets in the smallest period of time, i.e. [0, 600), than BALAN CED − LQI and BP R. However, RALL results in a significant improvement of latency. These results can be explained by analyzing the average path length generated by each approach (Figure 5 ), where RALL obtained the lowest values.
We also analyzed the average network lifetime, which was measured from the beginning of the simulation until there is a node which has no adjacent neighbor. Figure 6 illustrates the lifetime. It should be stressed that RALL achieves a higher number of packet deliveries in a shorter latency than all the other scenarios. Moreover, RALL also results in a smaller average path length, especially in denser and more overloaded networks. It is worth noting that shorter paths decrease the number of active wireless links, thus also reducing the energy consumption in the packet transmission and reception since each packet incurs an energy expenditure for sending and receiving the packets. This also explains why the network lifetime achieves the highest times by following the shortest paths (i.e. activating fewer links). For these reasons, RALL achieves a longer network lifetime than BALAN CED − LQI and BP R when there are a mediumsized and high number of nodes (30, 40 and 50), whereas 
CONCLUSIONS AND FUTURE WORK
We propose a multi-objective routing algorithm (RALL) for IoT environments in this paper. RALL seeks to achieve three objectives: the reduction of bottlenecks, links with high levels of interference, and long paths. The results showed that the RALL algorithm led to a significant improvement in the packet loss rate, latency, average flow throughput, average path length, and network lifetime. The lower latency in dense and overloaded networks are expected outcomes for the present and future IoT when based on WSNs.
RALL also shows the value of the applying all the three criteria to ensure an enhanced routing approach for IoT. The weakness of one criterion is smoothed out by the others, and as well as there is an equilibrium in the criteria that can help to provide a good overall performance. We believe that the proposed algorithm is a useful approach to IoT environments that have different types of traffic and require routing systems that can balance conflicting objectives and thus improve the delivery rate, the problem of delay, and power consumption.
In future work, we intend to embark on further studies about node residual energy as a new objective function, despite the significant improvements in energy efficiency achieved when RALL is used. Moreover, the RALL algorithm will be evaluated in different IoT scenarios and other kinds of wireless networks.
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