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Abstract
Multi-sample, importance-weighted variational
autoencoders (IWAE) give tighter bounds and
more accurate uncertainty estimates than varia-
tional autoencoders (VAE) trained with a standard
single-sample objective. However, IWAEs scale
poorly: as the latent dimensionality grows, they
require exponentially many samples to retain the
benefits of importance weighting. While sequen-
tial Monte-Carlo (SMC) can address this problem,
it is prohibitively slow because the resampling
step imposes sequential structure which cannot
be parallelised, and moreover, resampling is non-
differentiable which is problematic when learning
approximate posteriors. To address these issues,
we developed tensor Monte-Carlo (TMC) which
gives exponentially many importance samples by
separately drawingK samples for each of the n la-
tent variables, then averaging over allKn possible
combinations. While the sum over exponentially
many terms might seem to be intractable, in many
cases it can be computed efficiently as a series of
tensor inner-products. We show that TMC is supe-
rior to IWAE on a generative model with multiple
stochastic layers trained on the MNIST handwrit-
ten digit database, and we show that TMC can be
combined with standard variance reduction tech-
niques.
Variational autoencoders (VAEs) (Kingma & Welling, 2013;
Rezende et al., 2014; Eslami et al., 2018) have had dra-
matic success in exploiting modern deep learning methods
to do probabilistic inference in previously intractable high-
dimensional spaces. However, standard VAEs using a single-
sample objective give loose variational bounds and poor ap-
proximations to the posterior (Turner & Sahani, 2011; Burda
et al., 2015). Modern variational autoencoders instead use a
multi-sample objective to improve the tightness of the vari-
ational bound and the quality of the approximate posterior
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(Burda et al., 2015). These methods implicitly improve the
approximate posterior by drawing multiple samples from a
proposal, and resampling to discard samples that do not fit
the data (Cremer et al., 2017).
While multi-sample importance-weighted methods are of-
ten extremely effective, they scale poorly with problem
size. In particular, recent results (Chatterjee & Diaconis,
2015) have shown that the number of importance samples re-
quired to closely approximate any target expectation scales
as exp(DKL (P||Q)), where Q is the proposal distribution.
Critically, the KL-divergence scales roughly linearly in prob-
lem size (and exactly linearly if we consider n independent
sub-problems being combined), and thus we expect the re-
quired number of importance samples to be exponential in
the problem size. As such, multi-sample methods are typi-
cally only used to infer the latent variables in smaller models
with only a single (albeit vector-valued) latent variable (e.g.
Burda et al., 2015).
One approach to resolving these issues is sequential Monte-
Carlo (SMC) (Maddison et al., 2017; Naesseth et al., 2017;
Le et al., 2017), which circumvents the need for exponen-
tially many samples using resampling. (Note that the name
TMC is an adaptation of SMC, as the approach is — at
its most general — a Monte-Carlo method for computing
low-variance unbiased estimators). However, SMC has two
issues. First, the SMC resampling steps force an inherently
sequential structure on the computation, which can prohibit
effective parallelisation on modern GPU hardware. While
this is acceptable in a model (such as a state-space model)
that already has sequential structure, SMC has been applied
in many other settings where there is considerably more
scope for parallelisation such as mixture models (Fearnhead,
2004) or even probabilistic programs (Wood et al., 2014).
Second, modern variational inference uses the reparameteri-
sation trick to obtain low-variance estimates of the gradient
of the objective with respect to the proposal parameters
(Kingma & Welling, 2013; Rezende et al., 2014). However,
the reparameterisation trick requires us to differentiate sam-
ples from the proposal with respect to parameters of the
proposal, and this is not possible in SMC due to the inher-
ently non-differentiable resampling step. As such, while it
may be possible in some circumstances to obtain reasonable
results using a biased gradient (Maddison et al., 2017; Naes-
seth et al., 2017; Le et al., 2017), those results are empirical
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and hence give no guarantees.
To resolve these issues, we introduce tensor Monte Carlo
(TMC). While standard multi-sample objectives draw K
samples from a proposal over all latent variables jointly,
TMC draws K samples for each of the n latent variables
separately, then forms a lower-bound by averaging over all
Kn possible combinations of samples for each latent vari-
able. To perform these averages over an exponential number
of terms efficiently, we exploit conditional independence
structure in a manner that is very similar to early work on
graphical models (Pearl, 1986; Lauritzen & Spiegelhalter,
1988). In particular, we note that for TMC, as well as for
classical graphical models, these sums can be written in an
extremely simple and general form: as a series of tensor
inner products. This formalism readily allows us to perform
exact summation efficiently in difficult cases (e.g. loopy
graphs), and can be described graphically as a series of
reductions of a factor graph.
Finally, as TMC is, in essence, IWAE with exponentially
many importance samples, it can be combined with previ-
ously suggested variance reduction techniques, including
(but not limited to) sticking the landing (STL) (Roeder et al.,
2017), doubly reparameterised gradient estimates (DReGs)
(Tucker et al., 2018), and reweighted wake-sleep (RWS)
(Bornschein & Bengio, 2014; Le et al., 2018).
1. Background
Classical variational inference consists of optimizing a lower
bound, LVAE, on the log-marginal likelihood, log P(x),
log P(x) ≥ LVAE = log P(x)−DKL (Q(z) ||P(z|x)) ,
where x is the data, z is the latent variable, P is the gen-
erative model, and Q is known as either the approximate
posterior, the recognition model or the proposal distribution.
As the Kullback-Leibler (KL) divergence is always positive,
we can see that the objective is indeed a lower bound, and if
the approximate posterior, Q(z), is sufficiently flexible, then
as we optimize LVAE with respect to the parameters of the
approximate posterior, the approximate posterior will come
to equal the true posterior, at which point the KL divergence
is zero, so optimizing LVAE reduces to optimizing log P(x).
However, in the typical case where Q(z) is a more restric-
tive family of distributions, we obtain biased estimates of
the generative parameters and approximate posteriors that
underestimate uncertainty (Minka et al., 2005; Turner &
Sahani, 2011).
This issue motivated the development of more general lower-
bound objectives, and to understand how these bounds were
developed, we need to consider an alternative derivation of
LVAE. The general approach is to take an unbiased stochastic
estimate of the marginal likelihood, denoted P ,
P(x) = EQ[P]
and convert it into a lower bound on the log-marginal likeli-
hood using Jensen’s inequality,
log P(x) ≥ L = EQ[logP] .
We can obtain most methods of interest, including single-
sample VAE’s, multi-sample IWAE, and TMC by making
different choices for P and Q. For the single-sample vari-
ational objective we use a proposal, Q(z), defined over a
single setting of the latents,
PVAE = P(x, z)Q(z) ,
which gives rise to the usual variational lower bound, LVAE.
However, this single-sample estimate of the marginal like-
lihood has high variance, and hence a gives a loose lower-
bound. To obtain a tigher variational bound, one approach is
to find a lower-variance estimate of the marginal likelihood,
and an obvious way to reduce the variance is to average
multiple independent samples of the original estimator,
PIWAE = 1
K
K∑
k=1
P
(
x, zk
)
Q(zk)
,
which indeed gives rise to a tighter, importance-weighted
bound, LIWAE (Burda et al., 2015).
2. Results
First, we give a proof showing that we can obtain unbi-
ased estimates of the model-evidence by dividing the full
latent space into several different latent variables, z =
(z1, z2, . . . , zn), drawing K samples for each individual
latent and averaging over all Kn possible combinations of
samples. We then give a method for efficiently computing
the required averages over an exponential number of terms
using tensor inner products. We give toy experiments, show-
ing that the TMC bound approches the true model evidence
with exponentially fewer samples than IWAE, and in far less
time than SMC. Finally, we do experiments on VAE’s with
multiple stochastic layers trained on the MNIST handwrit-
ten digit database. We show that TMC can be used to learn
recognition models, that it can be combined with variance
reduction techniques such as STL (Roeder et al., 2017) and
DReGs (Tucker et al., 2018), and is superior to IWAE’s
given the same number of particles, despite negligable addi-
tional computational costs.
2.1. TMC for factorised proposals
In TMC we consider models with multiple latent variables,
z = (z1, z2, . . . , zn), so the generative and recognition mod-
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els can be written as,
P(x, z) = P(x, z1, z2, . . . , zn)
Q(z) = Q(z1) Q(z2) · · ·Q(zn)
where we use a factorised proposal to simplify the proof
(see Appendix for a proof for the non-factorised case). For
the TMC objective, each individual latent variable, zi, is
sampled Ki times,
zkii ∼ Q(zi) ,
where i ∈ {1, . . . , n} indexes the latent variable and
ki ∈ {1, . . . ,Ki} indexes the sample for the ith latent.
Importantly, any combination of the ki’s can be used to
form an unbiased, single-sample estimate of the marginal
likelihood. Thus, for any k1, k2, . . . , kn we have,
Pθ(x) = EQ(z)
[
P
(
x, zk11 , z
k2
2 , . . . , z
kn
n
)
Q
(
zk11
)
Q
(
zk22
) · · ·Q(zknn )
]
.
The average of a set of unbiased estimators is another un-
biased estimator. As such, averaging over all Kn settings
for the ki’s (and hence over Kn unbiased estimators), we
obtain a lower-variance unbiased estimator,
PTMC = 1∏
iKi
∑
k1,k2,...,kn
P
(
x, zk11 , z
k2
2 , . . . , z
kn
n
)
Q
(
zk11
)
Q
(
zk22
) · · ·Q(zknn ) ,
(1)
and this forms the TMC estimate of the marginal likelihood.
2.2. Efficient averaging
The TMC unbiased estimator in Eq. (1) involves a sum over
exponentially many terms, which may be intractable. To
evaluate the TMC marginal likelihood estimate efficiently,
we therefore need to exploit structure in the graphical model.
For instance, for a directed graphical model, the joint-
probability can be written as a product of the conditional
probabilities,
P(x, z1, z2, . . . , zn) = P
(
x|zpa(x)
) n∏
i=1
P
(
zi|zpa(zi)
)
where pa(zi) ⊂ {1, . . . , n} is the indicies of the parents
of zi. In this (and many other cases), we can write the
importance ratio as a product of factors,
∏
j
f
κj
j =
P
(
x, zk11 , z
k2
2 , . . . , z
kn
n
)
Q
(
zk11
)
Q
(
zk22
) · · ·Q(zknn ) (2)
where, κj’s are tuples containing the indicies (ki’s) of each
factor (see Appendix for further details). To average over all
possible combinations of samples for each latent variable,
we use,
PTMC = 1
K1K2 · · ·Kn
∑
k1,k2,...,kn
∏
j
f
κj
j .
If there are sufficiently many conditional independencies in
the graphical model, we can compute the TMC marginal
likelihood estimate efficiently by swapping the order of the
product and summation.
For instance, consider the generative model in Fig. 1A. The
corresponding TMC estimator is
PTMC = 1
K1K2K3K4
∑
k1,k2,k3,k4
fk1k21 f
k1k3
2 f
k2k4
3 f
k3k4
4 ,
which can be understood by reference to a loopy factor
graph defined over k1, k2, k3, k4 (Fig. 1B). Summing over
k1, we obtain Fig. 1C,
PTMC = 1
K2K3K4
∑
k2,k3,k4
fk2k312 f
k2k4
3 f
k3k4
4
fk2k312 =
1
K1
∑
k1
fk1k21 f
k1k3
2 ,
and summing over k2 we obtain Fig. 1D,
PTMC = 1
K3K4
∑
k3,k4
fk3k4123 f
k3k4
4
fk3k4123 =
1
K2
∑
k2
fk2k312 f
k2k4
3 ,
which be computed directly. Now we can find the opti-
mal settings for the generative and proposal parameters by
performing gradient ascent on logPTMC using standard au-
tomatic differentation tools.
As a second more practical example, consider the genera-
tive model in Fig. 2A, with unknown parameters, θ, and
unknown latents, zi, corresponding to each data point, xi.
The corresponding TMC estimator is,
PTMC = 1
KθKN
∑
kθ,k1,k2,...,kN
fkθθ
N∏
i=1
fkθ,kii ,
where ki, which runs from 1 to K, indexes samples of zi
and kθ, which runs from 1 to Kθ, indexes samples of θ.
We can represent this estimator as a factor graph (Fig. 2B).
To efficiently compute the TMC estimate, we sum over
k1, k2, . . . , kn,
PTMC = 1
Kθ
Kθ∑
kθ=1
fkθθ
N∏
i=1
fkθi
fkθi =
1
K
K∑
ki=1
fkθ,kii ,
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A
z1 z2
z3 z4
x
B
k1 k2
k3 k4
fk1,k21
fk1,k32 f
k2,k4
3
fk3,k44
C
k2
k3 k4
fk2,k312
fk2,k43
fk3,k44
D
k3 k4
fk3,k4123
fk3,k44
Figure 1. A graphical depiction of the proceedure for efficiently computing the marginal likelihood for a loopy factor graph. A. The
original graphical model. B. Representing the TMC unbiased estimator as a factor graph. C. Summing over k1 simplifies the graph. D.
Summing over k2 gives a simple graph that can readily be summed out.
A
θ
z1 z2 . . . zn
x1 x2 . . . xn
B
kθ
k1 k2 . . . kn
fkθθ
fkθ,k11 f
kθ,kn
n
C
kθ
fkθθ
fkθ1 f
kθ
2 f
kθ
n
. . .
Figure 2. A graphical depiction of the proceedure for efficiently computing the marginal likelihood for a latent variable model with
unknown parameters, θ, and latents, zi corresponding to each data point, xi. A. The original graphical model. B. Representing the TMC
unbiased estimator as a factor graph. C. Summing over k1, k2, . . . kn simplifies the graph, allowing the TMC estimator to be readily
computed by summing over kθ .
which is represented in Fig. 2C and can be computed di-
rectly.
2.3. Non-factorised proposals
For non-factorised proposals, we obtain a result similar to
that for factorised proposals (Eq. 1),
PTMC = 1∏
iKi
∑
k1,k2,...,kn
P
(
x, zk11 , z
k2
2 , . . . , z
kn
n
)∏
i Q
(
zkii |zqa(zi)
) (3)
where qa(zi) represents the parents of zi under the proposal,
and zqa(i) represents all samples of those parents. Impor-
tantly, note that the proposals are indexed only by ki, and
not by kqa(zi), so we can always use the same factorisation
structure (Eq. 2) for a factorised and non-factorised proposal.
Consult the appendix for further details, including a proof.
2.4. Computational costs for TMC and IWAE
In principle, TMC could be considerably more expensive
than IWAE, as IWAE’s cost is linear inK, whereas for TMC,
the cost scales with Kmax(|κ|), where max(|κ|) denotes
largest number of indicies required for a factor, fκjj . Of
course, in exchange, we obtain an exponential number of
importance samples, Kn, so this tradeoff will usually be
worthwhile. Remarkably however, in many modern deep
models, the computational cost of TMC is linear in K, and
almost equivalent to that of IWAE. In particular, consider a
chained model, where z = (z1, z2, . . . , zn), and,
P(x, z) = P(x|z1) P(z1|z2) · · · P(zn−1|zn) P(zn)
In most deep models, the latents, zi, are vectors, and the
generative (and recognition) models have the form,
P(zi|zi+1) = N
(
zi|µi(zi+1), diag(σ2i (zi+1))
)
i.e. the elements of zi are independent, with means and vari-
ances given by neural-networks applied to the activations
of the previous layer, µi(zi+1) and σ2i (zi+1). As such, the
nominally quadratic cost of evaluating P
(
zkii |zki+1i+1
)
for all
ki and ki+1 is dominated by the linear cost of computing
µi(z
ki+1
i+1 ) and σ
2
i (z
ki+1
i+1 ) for all ki+1 by applying neural net-
works to the activations at the previous layer. Finally, note
that recognition models are generally defined in a similar
way (e.g. Kingma & Welling, 2013; Rezende et al., 2014;
Burda et al., 2015; Sønderby et al., 2016), and as such, the
corresponding recognition models will also usually have
linear cost.
3. Toy Experiments
Here we perform two toy experiments. First, we compare
TMC, SMC and IWAE, finding that TMC gives bounds on
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the log-probability that are considerably better than those
for IWAE, and as good (if not better than) SMC, while be-
ing considerably faster. Second, we consider an example
where non-factorised posteriors might become important.
In these toy experiments, we use models in which all vari-
ables are jointly Gaussian, which allows us to compute the
exact marginal likelihood, and to assess the tightness of the
bounds.
3.1. Comparing TMC, SMC and IWAE
First, we considered a simple example, with Gaussian pa-
rameters, latents and data. There was a single parameter,
θ, drawn from a standard normal, which set the mean of
N latent variables, zi. The N data points, xi, have unit
variance, and mean set by the latent variable,
P(θ) = N (θ; 0, 1) ,
P(zi|θ) = N (zi; θ, 1) ,
P(xi|zi) = N (xi; zi, 1) .
For the proposal distributions for all methods, we used the
generative marginals,
Q(θ) = N (θ; 0, 1) ,
Q(zi) = N (zi; 0, 2) .
While this model is simplistic, it is a useful initial test case,
because the ground true marginal likelihood can be com-
puted (GT).
We computed marginal likelihood estimates for TMC, SMC
and IWAE. First, we plotted the bound on the marginal like-
lihood against the number of particles for a fixed number
of data points, N = 128 (Fig. 3A). As expected, IWAE
was dramatically worse than other methods: it was still far
from the true marginal likelihood estimate, even with one
million importance samples. We also found that for a fixed
number of particles/samples, TMC was somewhat superior
to SMC. We suspect that this is because TMC sums over all
possible combinations of particles, while the SMC resam-
pling step explicitly eliminates some of these combinations.
Further, SMC was considerably slower than TMC as re-
sampling required us to perform an explicit loop over data
points, whereas TMC can be computed entirely using tensor
sums/products, which can be optimized efficiently on the
GPU (Fig. 3B).
Next, we plotted the log-marginal likelihood per data point
as we vary the number of data points, with a fixed number
of importance samples, K = 128 (Fig. 3C). Again, IWAE
is dramatically worse than the other methods, whereas both
TMC and SMC closely tracked the ground-truth result. How-
ever, note that the time taken for SMC (Fig. 3D) is larger
than that for the other methods, and scales linearly in the
number of data points. In contrast, the time required for
TMC remains constant up to around 1000 data points, as
GPU parallelisation is exploited increasingly efficiently in
larger problems.
3.2. Comparing factorised and non-factorised
proposals
Non-factorised proposals have a range of potential benefits,
and here we consider how they might be more effective than
factorised proposals in modelling distributions with very
high prior correlations. In particular, we consider a chain of
latent variables,
P(zi|zi−1) = N (zi−1, 1/N) ,
P(x|zN ) = N (zN , 1) ,
where z0 = 0. As N becomes large, the marginal distribu-
tion over zN and x remains constant, but the correlations
between adjacent latents (i.e. zi−1 and zi) become stronger.
For the factorised proposal, we use the marginal variance
(i.e. Q(zi) = N (0, i/N)), whereas we used the prior for
the non-factorised proposal. Taking N = 100, we find
that the non-factorised method considerably outperforms
the factorised method for small numbers of samples, K,
because the non-factorised method is able to model tight
prior-induced correlations.
4. Experiments
We considered a model for MNIST handwritten digits with
five layers of stochastic units inspired by Sønderby et al.
(2016). This model had 4 stochastic units in the top layer
(furthest from the data), then 8, 16, 32, and 64 units in the
last layer (closest to the data). In the generative model, we
had two determinstic layers between each pair of stochas-
tic layers, and these deterministic layers had twice the
number of units in the corresponding stochastic layer (i.e.
8, 16, 32, 64 and 128). In all experiments, we used the
Adam optimizer (Kingma & Ba, 2014) using the PyTorch
default hyperparameters, and weight normalization (Sal-
imans & Kingma, 2016) to improve numerical stability.
We used leaky-relu nonlinearities everywhere except for
the standard-deviations (Sønderby et al., 2016), for which
we used 0.01 + softplus(x), to improve numerical stabil-
ity by ensuring that the standard deviations could not be-
come too small. Note, however, that our goal was to give
a fair comparison between IWAE and TMC under various
variance reduction schemes, not to reach state-of-the-art
performance. As such, there are many steps that could be
taken to bring results towards state-of-the-art, including the
use of a ladder-VAE architecture, wider deterministic layers,
batch-normalization, convolutional structure and using more
importance samples to evaluate the model (Sønderby et al.,
2016).
We compared IWAE and TMC under three different recog-
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Figure 3. Performance of TMC, SMC, IWAE and ground truth (GT) on a simple Gaussian latent variable example, run in PyTorch using a
GPU. A. The marginal likelihood estimate (y-axis) for different numbers of particles, K (x-axis), with the number of data points fixed to
N = 128. B. The time required for computing marginal likelihood estimates in A on a single Titan X GPU. C. The marginal likelihood
estimate per data point (y-axis), for models with different numbers of data points, N , and a fixed number of particles, K = 128. Note that
the TMC, SMC and GT lines lie on top of each other. D. The time required for computing marginal likelihood estimates in C.
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Figure 4. The bound on the log-marginal likelihood for factorised
and non-factorised models as compared to the ground-truth, for
different number of samples, K.
nition models, as well as three different variance reduction
schemes (including plain reparameterisation gradients). For
the non-factorised recognition models (Fig. 5 middle and
right), we used,
Q(z|x) = Q(z5|z4) Q(z4|z3) Q(z3|z2) Q(z2|z1) Q(z1|x) .
For all of these distributions, we used,
Q(zi+1|zi) = N
(
νi+1, ρ
2
i+1
)
, (4a)
νi+1 = Linear(hi), (4b)
ρi+1 = SoftPlus (Linear(hi)) , (4c)
hi = MLP(zi). (4d)
where the MLP had two dense layers and for the small
model (middle), the lowest-level MLP had 128 units, then
higher-level MLPs had 64, 32, 16 and 8 units respectively.
For the large model, the lowest-level MLP had 512 units,
then 256, 128, 64 and 32 units in higher level MLP’s. For
the factorised recognition model,
Q(z|x) = Q(z1|x) Q(z2|x) Q(z3|x) Q(z4|x) Q(z5|x) ,
(5)
we used an architecture mirroring that of the non-factorised
recognition model as closely as possible. In particular, to
construct these distributions, we used Eqs. (4a–4c), but with
a different version of hi that depended directly on hi−1,
rather than zi,
hi = MLP (Linear (hi+1)) (6)
where we require the linear transformation to reduce the
hidden dimension down to the required input dimension for
the MLP.
For IWAE and TMC, we considered plain reparametrised
gradient descent (none), as well as two variance reduction
techniques: STL (Roeder et al., 2017), and DReGs (Tucker
et al., 2018).
We began by training the above models and variance re-
duction techniques using an IWAE (blue) and a TMC (red)
objective (Fig. 5A). Note that we evaluated both models
using the TMC objective to be as generous as possible to
IWAE (see Fig. 5B and discussion below). We found that
the best performing method for all models was plain TMC
(i.e. without STL or DReGs; Fig. 5A). It is unsuprising that
TMC is superior to IWAE, because TMC in effect consid-
ered 205 importance samples, whereas IWAE considered
only 20 importance samples. However, it is unclear which
variance reduction technique should prove most effective
in combination with TMC. We can speculate that STL and
DReGs perform poorly in combination with TMC because
these methods are designed to improve performance as the
approximate posterior becomes close to the true posterior.
However, TMC considers all combinations of samples, and
while some of those combinations might be drawn from
the true posterior (e.g. we might have all latents for a par-
ticular k, zk1 , z
k
2 , . . . , z
k
n, being drawn jointly from the true
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Figure 5. The quality of the variational lower bound for a model of MNIST handwritten digits, with different recognition models and
training schemes. We used three different recognition models (columns): factorised (left) where the distribution over the latents at each
layer was independent; non-factorised, small (middle) where each stochastic layer depended on the previous stochastic layer through a
two-layer deterministic neural network, with a small number of units (the same as in the generative model); and non-factorised, large
(right) where the deterministic networks linking stochastic layers in the recognition model had 4 times as many units as in the smaller
network. A. We trained two sets of models using IWAE (blue) and TMC (red), and plotted the value of the TMC objective for both lines.
B. Here, we consider only models trained using the IWAE objective, and evalute them under the IWAE objective (blue) and the TMC
objective (red). C. Here, we consider only models trained using the TMC objective, and evalute them under the IWAE objective (blue)
and the TMC objective (red).
posterior), it cannot be the case that all combinations are (or
can be considered as) drawn jointly from the true posterior.
Furthermore, note that STL is known to be biased, and we
found that DReGs was numerically unstable in combina-
tion with TMC, though it is not clear whether this was an
inherent property or merely an implementational issue. Fur-
thermore, note that TMC offers larger benefits over IWAE
for the factorised and small non-factorised model, where
— presumably — the mismatch between the approximate
and true posterior is larger. Next, we considered training
the model under just IWAE, and evaluating under IWAE
and TMC (Fig. 5B). We found that evaluating under TMC
consistently gave a slightly better bound than evaluating un-
der IWAE, despite the model being trained under the IWAE
objective. As such, in Fig. 5A, we used TMC to evaluate
the model trained under an IWAE objective, so as to be as
generous as possible to IWAE. Finally, we considered train-
ing the model under just TMC and evaluating under IWAE
and TMC (Fig. 5C). We found that there was a dramatic
difference between these two evaluation methods, indicating
that models trained under the TMC objective do exploit the
additional flexibility provided by TMC that is absent under
IWAE.
We found that the training time for TMC was similar to
that for IWAE, despite TMC considering — in effect —
205 = 3, 200, 000 importance samples, whereas IWAE con-
sidered only 20 (Fig. 6). Further, we found that using STL
gave similar runtime, whereas DReGs was more expensive
(though it cannot be ruled out that this is due to our imple-
mentation). That said, broadly, there is reason to believe
that vanilla reparameterised gradients may be more efficient
than STL and DReGs, because using vanilla reparameterised
gradients allows us to compute the recognition sample and
log-probability in one pass. In contrast, for STL and DReGs,
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Figure 6. The average time (across the three models) required
for one training epoch of the six methods considered above:
IWAE/TMC in combination with no additional variance reduc-
tion scheme (none), STL, DReGs.
we need to separate the computation of the recognition sam-
ple and log-probability, so that it is possible to stop gradients
in the appropriate places.
5. Future work
In future work we hope that TMC will find applications
in a broad range of areas, and that ideas from classical
probabilistic methods can be used to improve TMC.
There are two particularly striking possible applications for
TMC. First, TMC is potentially very well-suited to prob-
abilistic programming (Wingate et al., 2011; Wood et al.,
2014; Mansinghka et al., 2014), because it combines the
advantages of SMC and variational inference. In partic-
ular, just like SMC it can leverage poor proposals (even
sampling from the prior) to obtain reasonable posteriors,
but retains the advantages of VAE’s, in particular, the abil-
ity to use the reparameterisation trick to efficiently learn
effective proposal distributions, which is important when
there are high-dimensional latents without exploitable con-
ditional independencies. Second, obtaining interpretable,
high-level representations of input data remains an impor-
tant challenge for deep learning. One approach to learning
such representations is to impose structure, in the form of
conditional independencies (e.g. Johnson et al., 2016), and
TMC should aid in the development of such methods by
providing an efficient inference method that exploits these
conditional independencies.
To improve TMC, there are a variety of directions to con-
sider. First, it may be possible to improve TMC proposals
by exploiting the rich array of methods from SMC, from
implementing a particle filter as a proposal to using sys-
tematic and stratified resampling (Kitagawa, 1996; Douc
& Cappe´, 2005). Second, TMC as described here is only
suitable for sampling distributions with a finite number of
latent variables, and not for distributions such as a Dirichlet
process with an infinite number of latent variables. Imple-
menting methods to handle such distributions is important,
especially in the probabilistic programming context, and
may be achieved by taking inspiration from sampling-based
methods for handling such distributions. Fourth, methods
have been developed to optimize discrete proposals specifi-
cally in the context of IWAE (Mnih & Rezende, 2016), and
similar methods may be extremely efficient in the context
of TMC.
6. Discussion
We showed that it is possible to extend multi-sample bounds
on the marginal likelihood by drawing samples for each
latent variable separately, and averaging across all possi-
ble combinations of samples from each variable. As such,
we were able to achieve lower-variance estimates of the
marginal likelihood, and hence better bounds on the log-
marginal likelihood than IWAE and SMC. Furthermore,
computation of these bounds parallelises effectively on mod-
ern GPU hardware, and is comparable to the computation
required for IWAE.
Our approach can be understood as introducing ideas from
classical message passing (Pearl, 1982; 1986; Bishop, 2006)
into the domains of importance sampling and variational
autoencoders. Note that while message passing has been
used in the context of variational autoencoders to sum over
discrete latents (e.g. Johnson et al., 2016), here we have
done something fundamentally different. In particular we
introduce message-passing like approaches into the fabric
of importance sampling, by first drawing K samples for
each latent, including continuous latents which have no
conjugacy properties, and then using message-passing like
algorithms to sum over all possible combinations of sam-
ples.
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7. Appendix
7.1. Typical choice of factors for a directed graphical
model
Here, we give details of a typical factorisation, as it might
follow a directed graphical model. In particular, we use, one
factor corresponding to each variable (latent or observed).
For the latent variables, we combine the prior and proposal
into a single factor,
f
κj
j =

P
(
x|zkpa(x)pa(x)
)
for j = 0
P
(
z
kj
j |z
kpa(zj)
pa(zj)
)
Q
(
z
kj
j
) for j ∈ {1, . . . , n}
where kpa(zj) gives the indicies for all the parents of zj , and
κj gives all the required indicies for the factor,
κj =
kpa(x) for 0 = j(kj , kpa(zj)) for j ∈ {1, . . . , n}. (7)
It is also straightforward to extend this factorisation by con-
sidering multiple observed variables, x = (x1, x2, . . . , xm).
7.2. TMC for non-factorised proposals
Now that we have established the possibility of efficiently
computing the TMC marginal likelihood estimate, we come
back to show that it is possible to use non-factorised propos-
als in TMC.
Unfortunately, the proof is considerably more involved than
the previous proof for factorised TMC, requiring us to con-
sider the joint distribution over all samples for all latents,
z = (z1, z2, . . . , zn), where all samples for the ith latent
are given by zi = (z1i , z
2
i , . . . , z
Ki
i ). Our approach is to
define sets of generative distributions, Pk(z) and Pk(x|z),
indexed by k = (k1, k2, . . . , kn) such that for all choices of
k, the usual importance ratio gives an unbiased estimate of
the model evidence,
P(x) = EQ(z)
[
Pk(x|z) Pk(z)Q(z)
]
(8)
To obtain this equality, we split the full latent space, z into
the “indexed” latents, zk = (zk11 , z
k2
2 , . . . , z
kn
n ), and the
other, “non-indexed” latents, z−k. We chose the likelihood,
Pk(x|z), such that the data depends on only the indexed
latents, zk, in exactly the same way as in the original model,
Pk(x|z) = P
(
x|z = zk) . (9)
For the prior, we begin by factorising it into terms for the
indexed and non-indexed latents,
Pk(z) = P
(
z−k|zk)P(zk) . (10)
and we chose the distribution over the indexed latents to be
that under the original model,
P
(
zk
)
= P
(
z = zk
)
. (11)
These two choices are all that is required to give an unbiased
estimator of the original model evidence. In particular,
EQ(z)
[
Pk(x|z) Pk(z)Q(z)
]
=∫
dzk dz−k P
(
x|zk)P(zk)P(z−k|zk)
integrating over z−k, then using our choices for the likeli-
hood and prior,
EQ(z)
[
Pk(x|z) Pk(z)Q(z)
]
=
∫
dzk P
(
x|zk)P(zk)
=
∫
dz P(x|z) P(z) = P(x) ,
as required. Importantly, note that this derivation made no
assumptions about the proposal, Q(z), and the generative
model for the non-indexed latents, P
(
z−k|zk), giving us
complete freedom — at least in principle — about how we
choose those quantities.
However, importance sampling over the enlarged latent
space (z) may give rise to higher variance estimators than
working in the orignal space, (z or zk). As such, it pays
to be careful about the choice of generative model for the
non-indexed latents, P
(
z−k|zk), and the proposal, Q(z). In
particular, our strategy is to choose P
(
z−k|zk) such that it
cancels many of the terms in Q(z). We begin by assuming
that each sample for a single latent is independent, condi-
tioned on all samples of previous latents,
Q(z|x) =
∏
i
∏
ki
Q
(
zkii |x, zqa(i)
)
(12)
where qa(zi) ⊆ {1, . . . , n} gives the indices of the parents
of zi under the proposal. To give as much cancellation
as possible, we assume that the generative model for the
non-indexed latents is equal to the proposal,
P
(
z−k|zk) = ∏
i
∏
k′i 6=ki
Q
(
zk
′
i
i |x, zqa(i)
)
(13)
After cancelling P
(
z−k|zk) with terms in the proposal the
importance ratio becomes,
Pk(x|z) Pk(z)Q(z|x) =
P
(
x|zk)P(zk)∏
i Q
(
zkii |x, zqa(i)
) (14)
=
P
(
x, zk11 , z
k2
2 , . . . , z
kn
n
)∏
i Q
(
zkii |x, zqa(i)
) (15)
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Notably, this is analogous to the factorised case, except
that the proposal is allowed to depend on samples of the
other latents. Further, note that the techniques for efficient
averaging continue to work in exactly the same way: the
proposal factors depend only on one index, ki, and so we
can always use the same factorisation of the importance ratio
under a factorised or non-factorised approximate posterior.
7.3. Exact marginalisation over discrete latent
variables
Notably, the TMC framework can be extended to incorpo-
rate exact marginalisation over discrete variables. In par-
ticular, we take the number of importance samples, Ki, to
be equal to the number of settings of the discrete variable,
we consider a uniform proposal, Q(zi) = 1/Ki, and we
use stratified sampling, such that each possible setting of
the latent variable is represented by one sample (e.g. taking
zi = {1, 2, . . . ,Ki}, we might have zkii = ki). Making
these choices, and taking z1 to be a discrete variable, the
TMC estimator over P
(
x, zk11 , z
k2
2 , . . . , z
kn
n
)
is,
PTMC = 1
Kn−1
∑
k2,...,kn
∑
z1
P
(
x, z1, z
k2
2 , z
k3
3 . . . , z
kn
n
)
Q
(
zk22
)
Q
(
zk33
) · · ·Q(zknn ) .
Note that this is exactly equal to a different TMC es-
timator, over a model with z1 marginalised out (i.e.
P(x, z2, z3, . . . , zn)). This is important because it enables
us to link TMC with the rich prior literature on exact
marginalisation in discrete graphical models, and because it
allows us to combine importance sampling over continuous
variables and exact marginalisation over discrete variables
into a single framework.
7.4. Numerically stable matrix (tensor) products in the
log-domain
When we take inner products of tensors representing large
probabilities, there is a considerable risk of numerical over-
flow. To avoid this risk, we work in the log-domain, and
write down a numerically stable matrix-inner product, de-
noted logmmexp, by analogy with the standard logsumexp
function. In particular, consider the problem of computing
eZik , as the matrix product of eXij and eYjk ,
eZik =
∑
j
eXijeYjk .
taking the logarithm so as to compute Zik,
Zik = log
∑
j
eXijeYjk
 .
as the elements of Xij and Yjk could be very large (or very
small), to ensure numerical stability of the sum, we add and
subtract xi and yk,
Zik = log
∑
j
eXij−xieYjk−yk
+ xi + yk,
where
xi = max
j
Xij
yk = max
j
Yjk.
7.5. Combining DReGs and TMC
To perform DReGs, we optimize the generative parameters
using the usual IWAE/TMC cost function, but use a different
strategy for optimizing the recognition model, that involves
non-trivial manipulations of the importance weights. In
particular, the DReGs recognition updates are given by,∑
i
w2i
(
∑
j wj)
2
∂zi
∂φ
∂ logwi
∂zi
(16)
=
∑
i
w2i
(
∑
j wj)
2
∂z(i;φ)
∂φ
∂ logw(z;φ)
∂z
∣∣∣∣
z=z(i;φ)
,
where the first version is that given in prior work, and the
second version has been written out more carefully to high-
light the functional dependencies, and hence how the partial
derivative applies to each term. The latents have been writ-
ten in their usual reparameterised form, and the importance
weights can be written as a function of the latents, and the
parameters,
w(z;φ) =
P(x, z)
Qφ(x, z)
, (17)
but we write down the individual importance weights as
functions of the reparameterised noise, i, and the parame-
ters,
wi(i;φ) = w(z(i;φ);φ). (18)
We cannot compute this function directly in the TMC set-up,
because TMC involves exponential numbers of importance
samples, and allows only a fairly restricted set of operations
(such as summing the importance weights) to be performed
efficiently. In contrast, DReGs appears to require complex,
almost arbitrary operations over the importance weights.
However, it is possible to write down a surrogate objective,
utilizing the stop-gradients operation, that does have the
required gradients. To do so, we need to begin by carefully
introducing notation. Remember that any particular impor-
tance weight, wi, can be written as a function of the uniform
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noise, i and the parameters (Eq. (18)), and as such, the
gradient of wi can be broken up into two terms,
∂wi(i;φ)
∂φ
=
∂w(zi;φ)
∂φ
+
∂z(i;φ)
∂φ
∂w(z;φ)
∂z
∣∣∣∣
z=z(i;φ)
(19)
where the first term is the direct effect of φ, on wi, and the
second term is the “indirect” effect, through the reparame-
terised latents. Now we are in a position to define wˆi and
w¯i, which always have the same value as wi, but where we
have applied the stop-gradients operation to drop different
gradient terms. In particular, w¯i stops all gradients, so that
(in a slight abuse of notation),
∂w¯i
∂φ
= 0, (20)
and wˆi stops only the “direct” term in Eq. (19), such that,
∂wˆi
∂φ
=
∂z(i;φ)
∂φ
∂w(z;φ)
∂z
∣∣∣∣
z=z(i;φ)
(21)
Now, we hypothesise that the DReGs estimator can be
rewritten as,
1
2
( ∑
j w¯
2
j
(
∑
w¯j)
2
)
log
∑
i
wˆ2i (22)
Note that this is written entirely in terms of
∑
j wj , which
can be computed directly using TMC, as given above, and∑
j w
2
j , which can be computed by running TMC again,
with squared weights. The gradient of w¯j is zero, so
∂
∂φ
[
1
2
( ∑
j w¯
2
j
(
∑
w¯j)
2
)
log
∑
i
wˆ2i
]
(23)
=
1
2
( ∑
j w
2
j
(
∑
wj)
2
)
∂
∂φ
log
∑
i
wˆ2i , (24)
where the value of wj , wˆj and w¯j is equal, so when the
gradient operation is no longer applied, we can revert to
the standard notation, wj . Applying the derivative to the
logarithm,
=
1
2
( ∑
j w
2
j
(
∑
wj)
2
) ∑
i
∂
∂φ wˆ
2
i∑
j w
2
j
, (25)
cancelling terms,
=
1
2
∑
i
∂
∂φ wˆ
2
i
(
∑
wj)
2 , (26)
and applying the derivative to wˆ2j ,
=
∑
i wi
∂
∂φ wˆi
(
∑
wj)
2 , (27)
Finally, using ∂∂φ wˆi = wi
∂
∂φ log wˆi,
=
∑
i
w2i
(
∑
wj)
2
∂
∂φ
log wˆi, (28)
and substituting the gradient of wˆi,
=
∑
i
w2i
(
∑
wj)
2
∂zi
∂φ
∂ logwi
∂zi
, (29)
which matches Eq. (16), as required.
