Abstract. In this note, we construct an example of a sequence of n-fold product chains which does not display cutoff for total-variation distance neither for separation distance. In addition we show that this type of product chains necessarily displays pre-cutoff .
Introduction
Consider a sequence of reversible irreducible continuous Markov chains X n = (X n (t)) t≥0 , each being defined on a finite state space Ω n . Let π n denote the unique reversible probability measure associated to X n . It is a classic result of Markov chain theory that for any initial condition the distribution of X n (t) converges to π n when t goes to infinity. We let P n t denote the Markov semigroup associated to X n and set d n (t) resp. d s n (t) denote the distance to equilibrium for the total variation distance and separation distance (they are defined by taking the maximal distance over all initial condition) The sequence X n is said to display cutoff if d n (t) drops abruptly from 1 to 0 on the appropriate time scale. More precisely is one defines the mixing time corresponding to the distance a ∈ (0, 1) to be t
2) the chain is said to display cutoff if for any ε > 0
It is said to display pre-cutoff if lim sup
Note that one can replace t n mix by t n s the mixing time for the separation distance. The term cutoff was coined by Aldous and Diaconis [1] and its occurrence for the transposition shuffle was proved by Diaconis and Shahshahani [3] . It is thought to hold for many natural sequences of Markov chain as soon as
where gap n corresponds to the spectral gap of the chain X n (see e.g. [4, Chapter 12 and Chapter 18] for the definition of the spectral gap and an account on the cutoff phenomenon). More precisely the condition (H) is necessary and it is was proposed by Peres as a natural sufficient condition provided the chain is "nice enough".
Shortly after (H) was proposed as a sufficient condition for cutoff, Aldous constructed a chain for which (H) is satisfied and cutoff does not hold (see [4, p 256] ). Since then it has been a challenge to find a large class of Markov chain for which the (H) condition is a sufficient one. For instance the statement is widely believed to be true for random walks on groups but this remains a very challenging open problem. Note that Chen and Saloff-Coste have shown that (H) is a sufficient condition in full generality when distance to equilibrium is measured by the L p norm [2] .
We define Y n the chain corresponding to n independent copies of X n (its n-th power)
(1.5) In this note we show that the sequence Y n always displays pre-cutoff, and we construct construct a sequence of chain X which is such that Y displays no cutoff (whereas X does), showing that condition (H) is not a sufficient condition for cutoff for chains that are large powers of a simpler one.
Pre-cutoff for product chains
We let D n , D s N , Q n t , T n mix and T n s , and µ n := π ⊗n n denote the distances to equilibrium, semigroup, and mixing time and equilibrium measure for the chain Y n . We have Proposition 2.1. For any sequence of non-trivial Markov chain X n one has
Proof. The separation distance to equilibrium for Y n is given by
Hence for ε fixed and n sufficiently large we have
3) where the last inequality is due to the fact that
. Hence the result. For total variation we simply use the inequality
3. An example without cutoff 3.1. Construction. Let us now define a sequence X n such that Y n displays no cutoff. The idea build on the counter example of Aldous displayed on [4, pp 276] The state-space of X n is the vertex set V n of a graph G n with n 2 + 3n + 1 edges and n 2 + 2n + 3 vertices defined as follows:
• There is a segment of 2n edges linking n + 1 vertices. We call A and B it ends.
• There are n distinct branches of linking B and a new vertex C: n − 1 are of length n (n edges) and the last one is of length 2n.
• C is linked to anther vertex which we call D.
The transition rates are positive on the edges of G n and are specified in the caption of Figure 1 .
n − 1 branches Figure 1 . The graph Gn together with the transition rates of X n : the two segments that are represented in red are of length 2n and the n − 1 in green are of length n. The jump rate are represented in blue above the arrows. In the direction from A to D the jump rate is always one except at point B where it is equal to 1/n in each branch (meaning X n jumps to the right with rate one and chooses a branch uniformly at random among the n possibilities). The jump rate in the direction from D to A is 4 −n on the green segments and 2 −n on the red ones (the difference is present to ensure reversibility). The transition from D to A occurs at rate 2 −n 3 .
With this definition it is not difficult to check that X n is a reversible Markov chain. The rates in the direction A could be chosen to be equal to 2 and 4 instead of 2 −n and 4 −n , but the latter choice makes the proof a bit simpler.
Proposition 3.1. The construction above satisfies the following property
• (i) The sequence X n displays cutoff around time 3n, both in separation and totalvariation distance.
• (ii) The sequence Y n displays not cut off as
(the notation means that for a fixed a = (1 − e −1 ), T n mix (a)/n converges either to 3 or 4.) The same holds for the separation distance.
The main idea of the proof is that the mixing time can be expressed in terms of the distribution of the time τ or T needed to reach D (for X n ) or D := (D, D, . . . , D) (for Y n ) starting from A. In particular, there is cutoff if and only if this time is concentrated around its mean. For X n we show that τ concentrates around 3n, whereas for Y n , T will be about 4n if one of the coordinates decides to use the long branch between B and C (which happens with a non-vanishing probability) and 3n if not.
3.2.
Proof of Proposition 3.1. The equilibrium measure π n gives a weight 1 − O(2 −n 3 ) to the vertex D, and hence the equilibrium measure µ n of Y n , gives weight 1 − O(n2 −n 3 ) to D := (D, D, . . . , D) . Because of this remark we have
For x ∈ V n or x ∈ V n n , let P N,x resp. Q N,x be the law of X n (t) starting from x resp. the law of Y n (t) and let τ , resp. T be the first hitting time of D resp. D.
Meaning that lim
Proof. We provide the proof for d n (t) as the other is identical. First let us prove the result for t < 5n, and we will check later that for t > 5n both d n (t) and P n (τ > t) are o(1). Now the probability that a jumps in the direction A (a backtrack) occurs before time 5n is really small and thus from (3.2) we have
, it is sufficient to check that the minimum of P n,x (τ ≤ t) is reached for A (up to some o(1) correction).
First, from an obvious coupling , we see that A is the point of the segment AB which makes τ the largest. It remains to check that starting from one of the n branches between B and C cannot make τ larger: by conditioning to the event that X n does not backtrack before t (which is an event of almost full probability) we see that τ starting from A is bounded from below by a sum of 3n + 1 IID standard exponentials whereas in the BC branches it is bounded from above by the sum of 2n + 1 IID standard exponentials.
Finally, for t = 5n, as τ starting from A is a bounded from above by a sum of 4n + 1 IID standard exponentials, bothP n (τ > 5n) and d n (t) are o(1) (and the fact both functions are decreasing allows to conclude for larger values of t).
From the above Lemma, one has
Hence D n (t) drops from one to zero when n max x P n x (τ > t) drops from infinity to zero. Concerning X n , one can remark that conditioning to the event that X n does not backtrack and uses a short branch to reach D, τ is a sum of 3n + 1 IID standard exponential. Hence as the event to which we are conditioning has a probability tending to one, we have and X n exhibits cutoff. However, the slow branch plays a crucial role for the product chain as the probability to hit D from the longer branch asymptotically behaves like n −1 . As a consequence we have
(3.8)
Proof. Under P n the probability that X n backtrack before time 5n is exponentially small in n and thus can be neglected. Conditioned on no backtracking, the probability to use the longest (i.e.) red branch to reach D is equal to n −1 . Now conditioned on using the red branch τ is a sum of 4n + 1 IID standard exponentials whereas conditioned on using the green branch τ is a sum of 3n + 1 IID standard exponentials. Hence the result.
This implies and hence Y n exhibits no cutoff for total variation distance. Now let us show that cutoff also holds for the separation distance. This amounts essentially to prove the following Lemma 3.4. For any x, y ∈ V n \ {D}, for all n ≤ t ≤ 5n one has P n t (x, y) ≥ π n (y) (3.10)
Proof. Let d be the graph distance between x and y, and let us fix a path of length d linking x to y. Then P n t (x, y) is bounded from below by the probability of the event: in the time interval [0, t] the walk X n (starting from x) makes exactly d jumps following the fixed path from x to y.
As X n at any given site (except D) jump with rate almost 1, the probability of making exactly d jumps in the time interval [0, t] is larger than e −Cn . The probability of jumping in a given direction at each step is at least 4 −(n+1) , hence the probability of following the path from x to y is larger than e −Cn 2 and hence there exists a constant C which is such that ∀t ∈ (n, 5n), ∀x, y ∈ V n \ {D}, P n t (x, y) ≥ e −Cn 2 . (3.11)
As π n (y) = O(2 −n 3 ) for all y = D, this is sufficient to conclude.
From the previous Lemma (and the definition (1.1) and reversibility), one has for all t ∈ (n, 5n)
which according to (3.2) shows that the difference between total-variation and separation distance for this chain is negligible.
Remark 3.5. If one replaces the red segments by segments of length kn for a fixed k ≥ 3, and set the rate of backtracking on the green segments to be 2 −kn then the pre-cutoff interval is [(k + 1)n, 2kn], showing that (2.1) is optimal for the separation distance. We believe that 2 is also the optimal ration for total-variation.
