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ABSTRACT
High-risk domains require reliable confidence estimates from predictive models.
Deep latent variable models provide these, but suffer from the rigid variational dis-
tributions used for tractable inference, which err on the side of overconfidence. We
propose Stochastic Quantized Activation Distributions (SQUAD), which imposes
a flexible yet tractable distribution over discretized latent variables. The proposed
method is scalable, self-normalizing and sample efficient. We demonstrate that
the model fully utilizes the flexible distribution, learns interesting non-linearities,
and provides predictive uncertainty of competitive quality.
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Figure 1: DLVMs have
layers of stochastic la-
tent variables.
In high-risk domains, prediction errors come at high costs. Luckily such
domains often provide a failsafe: self-driving cars perform an emer-
gency stop, doctors run another diagnostic test, and industrial processes
are temporarily halted. For deep learning models, this can be achieved
by rejecting datapoints with a confidence score below a predetermined
threshold. This way, a low error rate can be guaranteed at the cost of
rejecting some predictions. However, estimating high quality confidence
scores from neural networks, which create well-ordered rankings of cor-
rect and incorrect predictions, remains an active area of research.
Deep Latent Variable Models (DLVMs, fig. 1) approach this by postulating latent variables z for
which the uncertainty in p(z|x) influences the confidence in the target prediction. Recently, efficient
inference algorithms have been proposed in the form of variational inference, where an inference
neural network is optimized to predict parameters of a variational distribution that approximates an
otherwise intractable distribution (Kingma & Welling (2013); Rezende et al. (2014); Alemi et al.
(2016); Achille & Soatto (2016)).
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Figure 2: A dis-
tribution qφ is op-
timized to approxi-
mate pθ∗ .
Variational inference relies on a tractable class of distributions that can be op-
timized to closely resemble the true distribution (fig. 2), and it’s hypothesized
that more flexible classes lead to more faithful approximations and thus better
performance (Jordan et al. (1999)). To explore this hypothesis, we propose a
novel tractable class of highly flexible variational distributions. Considering
that neural networks with low-precision activations exhibit good performance
(Holi & Hwang (1993); Hubara et al. (2016)), we make the modeling as-
sumption that latent variables can be expressed under a strong quantization
scheme, without loss of predictive fidelity. If this assumption holds, it be-
comes tractable to model a scalar latent variable with a flexible multinomial
distribution over the quantization bins (fig. 3).
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Figure 3: SQUAD quantizes the
domain of z to model a flexible and
tractable variational distribution.
By re-positioning the variational distribution from a poten-
tially limited description of moments, as found in commonly
applied conjugate distributions, to a direct expression of prob-
abilities per value, a variety of benefits arise. As the output
domain is constrained, the method becomes self-normalizing,
relieving the model from hard-to-parallelize batch normaliza-
tion techniques (Ioffe & Szegedy (2015)). More interesting
priors can be explored and the model is able to learn unique
activation functions per neuron.
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More concretely, the contributions of this work are as follows:
• We propose a novel variational inference method by leveraging multinomial distributions
on quantized latent variables.
• We show that the emerging predicted distributions are multimodal, motivating the need for
flexible distributions in variational inference.
• We demonstrate that the proposed method applied to the information bottleneck objective
computes competitive uncertainty over the predictions and that this manifests in better per-
formance under strong risk guarantees.
2 BACKGROUND
In this work, we explore deep neural networks for regression and classification. We have data-points
consisting of intputs x and targets y in a dataset D = {(xi,yi) | i ∈ [1, ..., N ]} and postulate latent
variables z that represent the data. We focus on the Information Bottleneck (IB) perspective: first
proposed by Tishby et al. (2000), the information bottleneck objective I(y, z; θ) − βI(x, z; θ) is
optimized to maximize the mutual information between z and y, whilst minimizing the mutual in-
formation between z and x. The objective can be efficiently optimized using a variational inference
scheme as shown concurrently by both Alemi et al. (2016) and Achille & Soatto (2016). Under the
Markov assumption P (z,x,y) = p(z|x)p(y|x)p(x), they derive the following lower bound:
I(y, z; θ)− βI(x, z; θ) ≥ L = 1
N
N∑
n=1
Epθ(z|xn)[log qθ(yn|z)]− βDKL[pθ(z|xn)‖r(z)], (1)
where Ep(z|xn) is commonly estimated using a single Monte Carlo sample and r(z) is a variational
approximation to the marginal distribution of z. In practice r(z) is fixed to a simple distribution
such as a spherical Gaussian. Alemi et al. (2016) and Achille & Soatto (2016) continue to show
that the Variational Auto Encoder (VAE) Evidence Lower Bound (ELBO) proposed in Kingma &
Ba (2014); Rezende et al. (2014) is a special case of the IB bound when y = x and β = 1:
I(z, x)− βI(z, i) ≥ Epθ(z|xn)[log qθ(xn|z)]−DKL[pθ(z|xn)‖r(z)], (2)
where i represents the identity of data-point xi. Interestingly, the VAE perspective considers the
bound to optimize a variational distribution q(z|x), whilst the IB perspective prescribes that q(z|x)
in the ELBO is not a variational posterior but the true encoder p(z|x), and instead p(y|z) and p(z)
are the distributions approximated with variational counterparts.
From yet another perspective, equation 1 can be interpreted as a domain-translating beta-VAE (Hig-
gins et al. (2016)), where an input image is encoded into a latent space and decoded into the target
domain. The Lagrange multiplier β then controls the trade-off between rate and distortion, as argued
by Alemi et al. (2017).
In this work, we follow the IB interpretation of the bound in equation 1 and leave the evaluation of
our proposed variational inference scheme in other models such as the VAE for further work.
3 METHOD
At the heart of our proposal lies the assumption that neuron networks can be effective under strong
activation quantization schemes. We start with presenting the derivation if the model in the context
of a single latent-layer information bottleneck, following the single data-point loss in equation 1 and
dropping the subscript n for clarity, with figure 4 for visual reference:
L =Epθ(z|x)[log qθ(y|z)]− βDKL[pθ(z|x)‖r(z)]. (3)
To impose a flexible, multi-modal distribution over z, we first make a mean-field assumption
p(z|x) = ∏k p(zk|x). We then quantize the domain of each of the K scalar latent variables zk
such that only a small set of potential values remain: zk ∈ v = {v1, . . . , vC} ∀k with e.g. C = 11,
see fig. 3.
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z1
<latexit sha1_base64="mep7itZ0m4hEP ojuKMEVkDGOogU=">AAAEbnicfZPdihMxFMez26pr/dhdvfBCxMGysEgpUxHUC2FRFwQr rrC1hU4pmcxpGzaTDEmm7TTMM3irj+Zj+AZm2hFm0+qBDP85v5M5H5mECaNK+/6vvf1a/ cbNWwe3G3fu3rt/eHT84JsSqSTQI4IJOQixAkY59DTVDAaJBByHDPrh1fuC9+cgFRX8Um cJjGI85XRCCdbW1QtW83FnfNT02/7avG3RKUUTlXYxPq5dBpEgaQxcE4aVGnb8RI8Mlpo SBnkjSBUkmFzhKQyt5DgGNTLranPvxHoibyKkXVx7a291h8GxUlkc2sgY65lyWeHcxYap nrweGcqTVAMnm0STlHlaeEXrXkQlEM0yKzCR1NbqkRmWmGg7oF1ZWmUlrTC+3tO6ZsqL8x ETLSKhWnbqCfCI4KQYbEvDUiu6grea8mxkihguNKi8ceJVMxVptBBsC9jCWWKFTcxhQUQ cYx6Z4Dw3QbEnDM157jAy/wsnhrhwWYFLFw5ICQlmZuDSbpV2XbqqfHjlwqwCMxfOK3Du wn4F9l24qMCFC8MKDAv4AexPKuGzdX1JQGItpAk+dXNj10763ATTNA6BKXu6ubH6n3Gbi OIZ46Xb/H96T2a0Umbxmuf2HnbcW7ctei/ab9r+15fNs3flhTxAj9EzdIo66BU6Qx/RBe ohgij6jn6gn7Xf9Uf1J/Wnm9D9vXLPQ3TN6qd/AExbj/Y=</latexit><latexit sha1_base64="mep7itZ0m4hEP ojuKMEVkDGOogU=">AAAEbnicfZPdihMxFMez26pr/dhdvfBCxMGysEgpUxHUC2FRFwQr rrC1hU4pmcxpGzaTDEmm7TTMM3irj+Zj+AZm2hFm0+qBDP85v5M5H5mECaNK+/6vvf1a/ cbNWwe3G3fu3rt/eHT84JsSqSTQI4IJOQixAkY59DTVDAaJBByHDPrh1fuC9+cgFRX8Um cJjGI85XRCCdbW1QtW83FnfNT02/7avG3RKUUTlXYxPq5dBpEgaQxcE4aVGnb8RI8Mlpo SBnkjSBUkmFzhKQyt5DgGNTLranPvxHoibyKkXVx7a291h8GxUlkc2sgY65lyWeHcxYap nrweGcqTVAMnm0STlHlaeEXrXkQlEM0yKzCR1NbqkRmWmGg7oF1ZWmUlrTC+3tO6ZsqL8x ETLSKhWnbqCfCI4KQYbEvDUiu6grea8mxkihguNKi8ceJVMxVptBBsC9jCWWKFTcxhQUQ cYx6Z4Dw3QbEnDM157jAy/wsnhrhwWYFLFw5ICQlmZuDSbpV2XbqqfHjlwqwCMxfOK3Du wn4F9l24qMCFC8MKDAv4AexPKuGzdX1JQGItpAk+dXNj10763ATTNA6BKXu6ubH6n3Gbi OIZ46Xb/H96T2a0Umbxmuf2HnbcW7ctei/ab9r+15fNs3flhTxAj9EzdIo66BU6Qx/RBe ohgij6jn6gn7Xf9Uf1J/Wnm9D9vXLPQ3TN6qd/AExbj/Y=</latexit><latexit sha1_base64="mep7itZ0m4hEP ojuKMEVkDGOogU=">AAAEbnicfZPdihMxFMez26pr/dhdvfBCxMGysEgpUxHUC2FRFwQr rrC1hU4pmcxpGzaTDEmm7TTMM3irj+Zj+AZm2hFm0+qBDP85v5M5H5mECaNK+/6vvf1a/ cbNWwe3G3fu3rt/eHT84JsSqSTQI4IJOQixAkY59DTVDAaJBByHDPrh1fuC9+cgFRX8Um cJjGI85XRCCdbW1QtW83FnfNT02/7avG3RKUUTlXYxPq5dBpEgaQxcE4aVGnb8RI8Mlpo SBnkjSBUkmFzhKQyt5DgGNTLranPvxHoibyKkXVx7a291h8GxUlkc2sgY65lyWeHcxYap nrweGcqTVAMnm0STlHlaeEXrXkQlEM0yKzCR1NbqkRmWmGg7oF1ZWmUlrTC+3tO6ZsqL8x ETLSKhWnbqCfCI4KQYbEvDUiu6grea8mxkihguNKi8ceJVMxVptBBsC9jCWWKFTcxhQUQ cYx6Z4Dw3QbEnDM157jAy/wsnhrhwWYFLFw5ICQlmZuDSbpV2XbqqfHjlwqwCMxfOK3Du wn4F9l24qMCFC8MKDAv4AexPKuGzdX1JQGItpAk+dXNj10763ATTNA6BKXu6ubH6n3Gbi OIZ46Xb/H96T2a0Umbxmuf2HnbcW7ctei/ab9r+15fNs3flhTxAj9EzdIo66BU6Qx/RBe ohgij6jn6gn7Xf9Uf1J/Wnm9D9vXLPQ3TN6qd/AExbj/Y=</latexit>
y
<latexit sha1_base64="4cGYRFkWcBo9hzyw+N7dsLcD1Cg=">AAAEbHicfZPritNAFM dnt1XXettV/LQIwWVFpJRUBPWDsKgLghVX3NpCU5bJ5KQddi4hM2mbDnkEv+qz+RS+gpM2QnZaPTDhn/M7k3OZTJgwqrTv/9rZbTSvXb+xd7N16/adu/f2D+5/UzJLCfSJZDIdhlgB owL6mmoGwyQFzEMGg/DyXckHM0gVleJc5wmMOZ4IGlOCtXV9DfLZxf6R3/FX5m2KbiWOUGVnFweN8yCSJOMgNGFYqVHXT/TY4FRTwqBoBZmCBJNLPIGRlQJzUGOzqrXwjq0n8mKZ2i W0t/LWdxjMlcp5aCM51lPlstK5jY0yHb8aGyqSTIMg60RxxjwtvbJxL6IpEM1yKzBJqa3VI1OcYqLteLZlaVeVtEN+tadVzVSUpyNjLSOp2nbmCYiI4KQca1vDQiu6hDeainxsyhgh NaiidezVM5VptJRsA9jCWWKFTSxgTiTnWEQmOC1MUO4JQ3NaOIzM/sLYEBcuanDhwiGpIMHMDF3aq9OeS5e1Dy9dmNdg7sJZDc5cOKjBgQvnNTh3YViDYQnfg/1JU/hkXZ8TSLGWqQ k+9gpj11b6zASTjIfAlD3dwlj9z7h1RPnkeOE2/5/ekymtlVm+FoW9h1331m2K/vPO647/5cXRydvqQu6hQ/QYPUVd9BKdoA/oDPURQRP0Hf1APxu/mw+bh81H69DdnWrPA3TFmk/+ ALL6j1E=</latexit><latexit sha1_base64="4cGYRFkWcBo9hzyw+N7dsLcD1Cg=">AAAEbHicfZPritNAFM dnt1XXettV/LQIwWVFpJRUBPWDsKgLghVX3NpCU5bJ5KQddi4hM2mbDnkEv+qz+RS+gpM2QnZaPTDhn/M7k3OZTJgwqrTv/9rZbTSvXb+xd7N16/adu/f2D+5/UzJLCfSJZDIdhlgB owL6mmoGwyQFzEMGg/DyXckHM0gVleJc5wmMOZ4IGlOCtXV9DfLZxf6R3/FX5m2KbiWOUGVnFweN8yCSJOMgNGFYqVHXT/TY4FRTwqBoBZmCBJNLPIGRlQJzUGOzqrXwjq0n8mKZ2i W0t/LWdxjMlcp5aCM51lPlstK5jY0yHb8aGyqSTIMg60RxxjwtvbJxL6IpEM1yKzBJqa3VI1OcYqLteLZlaVeVtEN+tadVzVSUpyNjLSOp2nbmCYiI4KQca1vDQiu6hDeainxsyhgh NaiidezVM5VptJRsA9jCWWKFTSxgTiTnWEQmOC1MUO4JQ3NaOIzM/sLYEBcuanDhwiGpIMHMDF3aq9OeS5e1Dy9dmNdg7sJZDc5cOKjBgQvnNTh3YViDYQnfg/1JU/hkXZ8TSLGWqQ k+9gpj11b6zASTjIfAlD3dwlj9z7h1RPnkeOE2/5/ekymtlVm+FoW9h1331m2K/vPO647/5cXRydvqQu6hQ/QYPUVd9BKdoA/oDPURQRP0Hf1APxu/mw+bh81H69DdnWrPA3TFmk/+ ALL6j1E=</latexit><latexit sha1_base64="4cGYRFkWcBo9hzyw+N7dsLcD1Cg=">AAAEbHicfZPritNAFM dnt1XXettV/LQIwWVFpJRUBPWDsKgLghVX3NpCU5bJ5KQddi4hM2mbDnkEv+qz+RS+gpM2QnZaPTDhn/M7k3OZTJgwqrTv/9rZbTSvXb+xd7N16/adu/f2D+5/UzJLCfSJZDIdhlgB owL6mmoGwyQFzEMGg/DyXckHM0gVleJc5wmMOZ4IGlOCtXV9DfLZxf6R3/FX5m2KbiWOUGVnFweN8yCSJOMgNGFYqVHXT/TY4FRTwqBoBZmCBJNLPIGRlQJzUGOzqrXwjq0n8mKZ2i W0t/LWdxjMlcp5aCM51lPlstK5jY0yHb8aGyqSTIMg60RxxjwtvbJxL6IpEM1yKzBJqa3VI1OcYqLteLZlaVeVtEN+tadVzVSUpyNjLSOp2nbmCYiI4KQca1vDQiu6hDeainxsyhgh NaiidezVM5VptJRsA9jCWWKFTSxgTiTnWEQmOC1MUO4JQ3NaOIzM/sLYEBcuanDhwiGpIMHMDF3aq9OeS5e1Dy9dmNdg7sJZDc5cOKjBgQvnNTh3YViDYQnfg/1JU/hkXZ8TSLGWqQ k+9gpj11b6zASTjIfAlD3dwlj9z7h1RPnkeOE2/5/ekymtlVm+FoW9h1331m2K/vPO647/5cXRydvqQu6hQ/QYPUVd9BKdoA/oDPURQRP0Hf1APxu/mw+bh81H69DdnWrPA3TFmk/+ ALL6j1E=</latexit>
normalized activation scalar/activation sampled activation
Legend:
S
softmax
z1
<latexit sha1_base64="mep7itZ0m4hEPojuKMEVkDGOogU=">AAAEbnicfZPdihMxFM ez26pr/dhdvfBCxMGysEgpUxHUC2FRFwQrrrC1hU4pmcxpGzaTDEmm7TTMM3irj+Zj+AZm2hFm0+qBDP85v5M5H5mECaNK+/6vvf1a/cbNWwe3G3fu3rt/eHT84JsSqSTQI4IJOQix AkY59DTVDAaJBByHDPrh1fuC9+cgFRX8UmcJjGI85XRCCdbW1QtW83FnfNT02/7avG3RKUUTlXYxPq5dBpEgaQxcE4aVGnb8RI8MlpoSBnkjSBUkmFzhKQyt5DgGNTLranPvxHoiby KkXVx7a291h8GxUlkc2sgY65lyWeHcxYapnrweGcqTVAMnm0STlHlaeEXrXkQlEM0yKzCR1NbqkRmWmGg7oF1ZWmUlrTC+3tO6ZsqL8xETLSKhWnbqCfCI4KQYbEvDUiu6grea8mxk ihguNKi8ceJVMxVptBBsC9jCWWKFTcxhQUQcYx6Z4Dw3QbEnDM157jAy/wsnhrhwWYFLFw5ICQlmZuDSbpV2XbqqfHjlwqwCMxfOK3Duwn4F9l24qMCFC8MKDAv4AexPKuGzdX1JQG ItpAk+dXNj10763ATTNA6BKXu6ubH6n3GbiOIZ46Xb/H96T2a0Umbxmuf2HnbcW7ctei/ab9r+15fNs3flhTxAj9EzdIo66BU6Qx/RBeohgij6jn6gn7Xf9Uf1J/Wnm9D9vXLPQ3TN 6qd/AExbj/Y=</latexit><latexit sha1_base64="mep7itZ0m4hEPojuKMEVkDGOogU=">AAAEbnicfZPdihMxFM ez26pr/dhdvfBCxMGysEgpUxHUC2FRFwQrrrC1hU4pmcxpGzaTDEmm7TTMM3irj+Zj+AZm2hFm0+qBDP85v5M5H5mECaNK+/6vvf1a/cbNWwe3G3fu3rt/eHT84JsSqSTQI4IJOQix AkY59DTVDAaJBByHDPrh1fuC9+cgFRX8UmcJjGI85XRCCdbW1QtW83FnfNT02/7avG3RKUUTlXYxPq5dBpEgaQxcE4aVGnb8RI8MlpoSBnkjSBUkmFzhKQyt5DgGNTLranPvxHoiby KkXVx7a291h8GxUlkc2sgY65lyWeHcxYapnrweGcqTVAMnm0STlHlaeEXrXkQlEM0yKzCR1NbqkRmWmGg7oF1ZWmUlrTC+3tO6ZsqL8xETLSKhWnbqCfCI4KQYbEvDUiu6grea8mxk ihguNKi8ceJVMxVptBBsC9jCWWKFTcxhQUQcYx6Z4Dw3QbEnDM157jAy/wsnhrhwWYFLFw5ICQlmZuDSbpV2XbqqfHjlwqwCMxfOK3Duwn4F9l24qMCFC8MKDAv4AexPKuGzdX1JQG ItpAk+dXNj10763ATTNA6BKXu6ubH6n3GbiOIZ46Xb/H96T2a0Umbxmuf2HnbcW7ctei/ab9r+15fNs3flhTxAj9EzdIo66BU6Qx/RBeohgij6jn6gn7Xf9Uf1J/Wnm9D9vXLPQ3TN 6qd/AExbj/Y=</latexit><latexit sha1_base64="mep7itZ0m4hEPojuKMEVkDGOogU=">AAAEbnicfZPdihMxFM ez26pr/dhdvfBCxMGysEgpUxHUC2FRFwQrrrC1hU4pmcxpGzaTDEmm7TTMM3irj+Zj+AZm2hFm0+qBDP85v5M5H5mECaNK+/6vvf1a/cbNWwe3G3fu3rt/eHT84JsSqSTQI4IJOQix AkY59DTVDAaJBByHDPrh1fuC9+cgFRX8UmcJjGI85XRCCdbW1QtW83FnfNT02/7avG3RKUUTlXYxPq5dBpEgaQxcE4aVGnb8RI8MlpoSBnkjSBUkmFzhKQyt5DgGNTLranPvxHoiby KkXVx7a291h8GxUlkc2sgY65lyWeHcxYapnrweGcqTVAMnm0STlHlaeEXrXkQlEM0yKzCR1NbqkRmWmGg7oF1ZWmUlrTC+3tO6ZsqL8xETLSKhWnbqCfCI4KQYbEvDUiu6grea8mxk ihguNKi8ceJVMxVptBBsC9jCWWKFTcxhQUQcYx6Z4Dw3QbEnDM157jAy/wsnhrhwWYFLFw5ICQlmZuDSbpV2XbqqfHjlwqwCMxfOK3Duwn4F9l24qMCFC8MKDAv4AexPKuGzdX1JQG ItpAk+dXNj10763ATTNA6BKXu6ubH6n3GbiOIZ46Xb/H96T2a0Umbxmuf2HnbcW7ctei/ab9r+15fNs3flhTxAj9EzdIo66BU6Qx/RBeohgij6jn6gn7Xf9Uf1J/Wnm9D9vXLPQ3TN 6qd/AExbj/Y=</latexit>
zˆ1,k
<latexit sha1_base64="0AOktNtPs8psyJbGE8pVa7tzvB8=">AAAEdnicfZPvi9MwGMdzt6nn/HWnL31hcQxFxtGJoL4QDvVAcOIJN zdYy0jTdAtLk5qk27rQv8O3+mf5p/jOZKvQy6YPpHz7fJ70+ZEmyiiRyvd/HRw2mteu3zi62bp1+87de8cn979KnguEB4hTLkYRlJgShgeKKIpHmcAwjSgeRvN3lg8XWEjC2aUqMhymcMpIQhBUxhUGM6j0upzoXndeTo7b/qm/MW9X9CrRBpVdTE4al0HMUZ5iphCFUo57fqZCDY UiiOKyFeQSZxDN4RSPjWQwxTLUm6pLr2M8sZdwYRZT3sZb36FhKmWRRiYyhWomXWad+9g4V8mrUBOW5QoztE2U5NRT3LMj8GIiMFK0MAIiQUytHppBAZEyg9qXpVtV0o3Sqz1taibMnhNPFI+57JrpZ5jFCGZ2wF2FV0qSNX6jCCtCbWMYV1iWrY5Xz2TTKM7pDjCF08wIk5jhJeJ pClmsg/NSB3ZPFOnz0mFo8RcmGrlwVYMrF45QBRGkeuTSfp32XbqufXjtwqIGCxcuanDhwmENDl24rMGlC6MajCx8j81PKvAn4/qcYQEVFzr42C+1WXvpMx1M8zTCVJrTLbXR/4zbRthnCldu8//pPZuRWpn2tbT3sOfeul0xeH76+tT/8qJ99ra6kEfgIXgMnoIeeAnOwAdwAQYAg W/gO/gBfjZ+Nx81O80n29DDg2rPA3DFmv4f8F+TlA==</latexit><latexit sha1_base64="0AOktNtPs8psyJbGE8pVa7tzvB8=">AAAEdnicfZPvi9MwGMdzt6nn/HWnL31hcQxFxtGJoL4QDvVAcOIJN zdYy0jTdAtLk5qk27rQv8O3+mf5p/jOZKvQy6YPpHz7fJ70+ZEmyiiRyvd/HRw2mteu3zi62bp1+87de8cn979KnguEB4hTLkYRlJgShgeKKIpHmcAwjSgeRvN3lg8XWEjC2aUqMhymcMpIQhBUxhUGM6j0upzoXndeTo7b/qm/MW9X9CrRBpVdTE4al0HMUZ5iphCFUo57fqZCDY UiiOKyFeQSZxDN4RSPjWQwxTLUm6pLr2M8sZdwYRZT3sZb36FhKmWRRiYyhWomXWad+9g4V8mrUBOW5QoztE2U5NRT3LMj8GIiMFK0MAIiQUytHppBAZEyg9qXpVtV0o3Sqz1taibMnhNPFI+57JrpZ5jFCGZ2wF2FV0qSNX6jCCtCbWMYV1iWrY5Xz2TTKM7pDjCF08wIk5jhJeJ pClmsg/NSB3ZPFOnz0mFo8RcmGrlwVYMrF45QBRGkeuTSfp32XbqufXjtwqIGCxcuanDhwmENDl24rMGlC6MajCx8j81PKvAn4/qcYQEVFzr42C+1WXvpMx1M8zTCVJrTLbXR/4zbRthnCldu8//pPZuRWpn2tbT3sOfeul0xeH76+tT/8qJ99ra6kEfgIXgMnoIeeAnOwAdwAQYAg W/gO/gBfjZ+Nx81O80n29DDg2rPA3DFmv4f8F+TlA==</latexit><latexit sha1_base64="0AOktNtPs8psyJbGE8pVa7tzvB8=">AAAEdnicfZPvi9MwGMdzt6nn/HWnL31hcQxFxtGJoL4QDvVAcOIJN zdYy0jTdAtLk5qk27rQv8O3+mf5p/jOZKvQy6YPpHz7fJ70+ZEmyiiRyvd/HRw2mteu3zi62bp1+87de8cn979KnguEB4hTLkYRlJgShgeKKIpHmcAwjSgeRvN3lg8XWEjC2aUqMhymcMpIQhBUxhUGM6j0upzoXndeTo7b/qm/MW9X9CrRBpVdTE4al0HMUZ5iphCFUo57fqZCDY UiiOKyFeQSZxDN4RSPjWQwxTLUm6pLr2M8sZdwYRZT3sZb36FhKmWRRiYyhWomXWad+9g4V8mrUBOW5QoztE2U5NRT3LMj8GIiMFK0MAIiQUytHppBAZEyg9qXpVtV0o3Sqz1taibMnhNPFI+57JrpZ5jFCGZ2wF2FV0qSNX6jCCtCbWMYV1iWrY5Xz2TTKM7pDjCF08wIk5jhJeJ pClmsg/NSB3ZPFOnz0mFo8RcmGrlwVYMrF45QBRGkeuTSfp32XbqufXjtwqIGCxcuanDhwmENDl24rMGlC6MajCx8j81PKvAn4/qcYQEVFzr42C+1WXvpMx1M8zTCVJrTLbXR/4zbRthnCldu8//pPZuRWpn2tbT3sOfeul0xeH76+tT/8qJ99ra6kEfgIXgMnoIeeAnOwAdwAQYAg W/gO/gBfjZ+Nx81O80n29DDg2rPA3DFmv4f8F+TlA==</latexit>
factori
-sation
S
G
⌃
<latexit sha1_base64="nXnFsRVguTsKPTVB6lY96S+Dv54=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0l EUG9FLx4rGltoQ9lsN+3S3U3Y3Qgl9Ed48aDi1f/jzX/jJs1BWx8MPN6bYWZemHCmjet+O5WV1bX1jepmbWt7Z3evvn/wqONUEeqTmMeqG2JNOZPUN8xw2k0UxSLktBNObnK/80SVZrF8MNOEBgKPJIsYwcZKnf49GwlcG9QbbtMt gJaJV5IGlGgP6l/9YUxSQaUhHGvd89zEBBlWhhFOZ7V+qmmCyQSPaM9SiQXVQVacO0MnVhmiKFa2pEGF+nsiw0LrqQhtp8BmrBe9XPzP66UmugwyJpPUUEnmi6KUIxOj/Hc0ZIoSw6eWYKKYvRWRMVaYGJtQHoK3+PIy8c+aV033 7rzRui7TqMIRHMMpeHABLbiFNvhAYALP8ApvTuK8OO/Ox7y14pQzh/AHzucPDfGO6g==</latexit><latexit sha1_base64="nXnFsRVguTsKPTVB6lY96S+Dv54=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0l EUG9FLx4rGltoQ9lsN+3S3U3Y3Qgl9Ed48aDi1f/jzX/jJs1BWx8MPN6bYWZemHCmjet+O5WV1bX1jepmbWt7Z3evvn/wqONUEeqTmMeqG2JNOZPUN8xw2k0UxSLktBNObnK/80SVZrF8MNOEBgKPJIsYwcZKnf49GwlcG9QbbtMt gJaJV5IGlGgP6l/9YUxSQaUhHGvd89zEBBlWhhFOZ7V+qmmCyQSPaM9SiQXVQVacO0MnVhmiKFa2pEGF+nsiw0LrqQhtp8BmrBe9XPzP66UmugwyJpPUUEnmi6KUIxOj/Hc0ZIoSw6eWYKKYvRWRMVaYGJtQHoK3+PIy8c+aV033 7rzRui7TqMIRHMMpeHABLbiFNvhAYALP8ApvTuK8OO/Ox7y14pQzh/AHzucPDfGO6g==</latexit><latexit sha1_base64="nXnFsRVguTsKPTVB6lY96S+Dv54=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0l EUG9FLx4rGltoQ9lsN+3S3U3Y3Qgl9Ed48aDi1f/jzX/jJs1BWx8MPN6bYWZemHCmjet+O5WV1bX1jepmbWt7Z3evvn/wqONUEeqTmMeqG2JNOZPUN8xw2k0UxSLktBNObnK/80SVZrF8MNOEBgKPJIsYwcZKnf49GwlcG9QbbtMt gJaJV5IGlGgP6l/9YUxSQaUhHGvd89zEBBlWhhFOZ7V+qmmCyQSPaM9SiQXVQVacO0MnVhmiKFa2pEGF+nsiw0LrqQhtp8BmrBe9XPzP66UmugwyJpPUUEnmi6KUIxOj/Hc0ZIoSw6eWYKKYvRWRMVaYGJtQHoK3+PIy8c+aV033 7rzRui7TqMIRHMMpeHABLbiFNvhAYALP8ApvTuK8OO/Ox7y14pQzh/AHzucPDfGO6g==</latexit>
SQUAD Computational Graph: SQUAD-factorized
S
p(z1,k = vc|x)
<latexit sha1_base64="7SiUqDTbifVdPksqW8qBrv+Gq9w=">AAAEgnicfZPdbtMwFMe9LcAoH+tA4 oYbi2rSmKopASS4YNIETEKiiCGta6WmqhzHaa06dhQ76YeXl+EWXoi3wWmDlLmFIzn65/yOc87xiYOEUalc9/fO7p5z5+69/fuNBw8fPT5oHj65liJLMeliwUTaD5AkjHLSVVQx0k9SguKAkV4w/VjyXk5SSQW/U ouEDGM05jSiGCnjGjWfJcfLkfba0wKewXyE4Q305/nLUbPlnrorg5vCq0QLVHY5Oty78kOBs5hwhRmScuC5iRpqlCqKGSkafiZJgvAUjcnASI5iIod61UABj4wnhJFIzeIKrrz1HRrFUi7iwETGSE2kzUrnNjbIVP RuqClPMkU4XieKMgaVgOVpwJCmBCu2MALhlJpaIZ6gFGFlzmxblnZVSTuIb/e0qpnycmQiUiIUsm0GkRAeYpSUZ91WZK4kXZIzRfliqMsYLhSRReMI1jOVaZQQbAOYwllihEnMyQyLOEY81P5Fof1yTxDoi8JiOP 8LI41tOK/BuQ37uIIYMd23aadOOzZd1j68tOGiBhc2zGswt2GvBns2nNXgzIZBDQYl/ETMT5qSr8b1LSEpUiLV/pdOoc3aSk+0P87igDBppltoo/8Zt44onzGa283/p/dkQmtllq9FYe6hZ9+6TXH96tRzT73vb1r nH6obuQ+egxfgGHjgLTgHn8El6AIMbsAP8BP8chznxPGc1+vQ3Z1qz1Nwy5z3fwBy8pU4</latexit><latexit sha1_base64="7SiUqDTbifVdPksqW8qBrv+Gq9w=">AAAEgnicfZPdbtMwFMe9LcAoH+tA4 oYbi2rSmKopASS4YNIETEKiiCGta6WmqhzHaa06dhQ76YeXl+EWXoi3wWmDlLmFIzn65/yOc87xiYOEUalc9/fO7p5z5+69/fuNBw8fPT5oHj65liJLMeliwUTaD5AkjHLSVVQx0k9SguKAkV4w/VjyXk5SSQW/U ouEDGM05jSiGCnjGjWfJcfLkfba0wKewXyE4Q305/nLUbPlnrorg5vCq0QLVHY5Oty78kOBs5hwhRmScuC5iRpqlCqKGSkafiZJgvAUjcnASI5iIod61UABj4wnhJFIzeIKrrz1HRrFUi7iwETGSE2kzUrnNjbIVP RuqClPMkU4XieKMgaVgOVpwJCmBCu2MALhlJpaIZ6gFGFlzmxblnZVSTuIb/e0qpnycmQiUiIUsm0GkRAeYpSUZ91WZK4kXZIzRfliqMsYLhSRReMI1jOVaZQQbAOYwllihEnMyQyLOEY81P5Fof1yTxDoi8JiOP 8LI41tOK/BuQ37uIIYMd23aadOOzZd1j68tOGiBhc2zGswt2GvBns2nNXgzIZBDQYl/ETMT5qSr8b1LSEpUiLV/pdOoc3aSk+0P87igDBppltoo/8Zt44onzGa283/p/dkQmtllq9FYe6hZ9+6TXH96tRzT73vb1r nH6obuQ+egxfgGHjgLTgHn8El6AIMbsAP8BP8chznxPGc1+vQ3Z1qz1Nwy5z3fwBy8pU4</latexit><latexit sha1_base64="7SiUqDTbifVdPksqW8qBrv+Gq9w=">AAAEgnicfZPdbtMwFMe9LcAoH+tA4 oYbi2rSmKopASS4YNIETEKiiCGta6WmqhzHaa06dhQ76YeXl+EWXoi3wWmDlLmFIzn65/yOc87xiYOEUalc9/fO7p5z5+69/fuNBw8fPT5oHj65liJLMeliwUTaD5AkjHLSVVQx0k9SguKAkV4w/VjyXk5SSQW/U ouEDGM05jSiGCnjGjWfJcfLkfba0wKewXyE4Q305/nLUbPlnrorg5vCq0QLVHY5Oty78kOBs5hwhRmScuC5iRpqlCqKGSkafiZJgvAUjcnASI5iIod61UABj4wnhJFIzeIKrrz1HRrFUi7iwETGSE2kzUrnNjbIVP RuqClPMkU4XieKMgaVgOVpwJCmBCu2MALhlJpaIZ6gFGFlzmxblnZVSTuIb/e0qpnycmQiUiIUsm0GkRAeYpSUZ91WZK4kXZIzRfliqMsYLhSRReMI1jOVaZQQbAOYwllihEnMyQyLOEY81P5Fof1yTxDoi8JiOP 8LI41tOK/BuQ37uIIYMd23aadOOzZd1j68tOGiBhc2zGswt2GvBns2nNXgzIZBDQYl/ETMT5qSr8b1LSEpUiLV/pdOoc3aSk+0P87igDBppltoo/8Zt44onzGa283/p/dkQmtllq9FYe6hZ9+6TXH96tRzT73vb1r nH6obuQ+egxfgGHjgLTgHn8El6AIMbsAP8BP8chznxPGc1+vQ3Z1qz1Nwy5z3fwBy8pU4</latexit><latexit sha1_base64="7SiUqDTbifVdPksqW8qBrv+Gq9w=">AAAEgnicfZPdbtMwFMe9LcAoH+tA4 oYbi2rSmKopASS4YNIETEKiiCGta6WmqhzHaa06dhQ76YeXl+EWXoi3wWmDlLmFIzn65/yOc87xiYOEUalc9/fO7p5z5+69/fuNBw8fPT5oHj65liJLMeliwUTaD5AkjHLSVVQx0k9SguKAkV4w/VjyXk5SSQW/U ouEDGM05jSiGCnjGjWfJcfLkfba0wKewXyE4Q305/nLUbPlnrorg5vCq0QLVHY5Oty78kOBs5hwhRmScuC5iRpqlCqKGSkafiZJgvAUjcnASI5iIod61UABj4wnhJFIzeIKrrz1HRrFUi7iwETGSE2kzUrnNjbIVP RuqClPMkU4XieKMgaVgOVpwJCmBCu2MALhlJpaIZ6gFGFlzmxblnZVSTuIb/e0qpnycmQiUiIUsm0GkRAeYpSUZ91WZK4kXZIzRfliqMsYLhSRReMI1jOVaZQQbAOYwllihEnMyQyLOEY81P5Fof1yTxDoi8JiOP 8LI41tOK/BuQ37uIIYMd23aadOOzZd1j68tOGiBhc2zGswt2GvBns2nNXgzIZBDQYl/ETMT5qSr8b1LSEpUiLV/pdOoc3aSk+0P87igDBppltoo/8Zt44onzGa283/p/dkQmtllq9FYe6hZ9+6TXH96tRzT73vb1r nH6obuQ+egxfgGHjgLTgHn8El6AIMbsAP8BP8chznxPGc1+vQ3Z1qz1Nwy5z3fwBy8pU4</latexit>
softmax
G
gumbel
softmax
sample
✏
<latexit sha1_base64="x89H0ZIwpN2v+TLlIEq0E6G /UnI=">AAAB73icbVDLSgNBEOyNrxhfUY9eBoPgKWxEUG9BLx4juCaSLGF2MpsMmccyMyuEJV/hxYOKV3/Hm3/jbLI HTSxoKKq66e6KEs6M9f1vr7Syura+Ud6sbG3v7O5V9w8ejEo1oQFRXOlOhA3lTNLAMstpJ9EUi4jTdjS+yf32E9WGK XlvJwkNBR5KFjOCrZMeezQxjCtZ6Vdrft2fAS2TRkFqUKDVr371BoqkgkpLODam2/ATG2ZYW0Y4nVZ6qaEJJmM8pF1 HJRbUhNns4Ck6ccoAxUq7khbN1N8TGRbGTETkOgW2I7Po5eJ/Xje18WWYMZmklkoyXxSnHFmF8u/RgGlKLJ84golm7 lZERlhjYl1GeQiNxZeXSXBWv6r7d+e15nWRRhmO4BhOoQEX0IRbaEEABAQ8wyu8edp78d69j3lryStmDuEPvM8f71 aQBw==</latexit><latexit sha1_base64="x89H0ZIwpN2v+TLlIEq0E6G /UnI=">AAAB73icbVDLSgNBEOyNrxhfUY9eBoPgKWxEUG9BLx4juCaSLGF2MpsMmccyMyuEJV/hxYOKV3/Hm3/jbLI HTSxoKKq66e6KEs6M9f1vr7Syura+Ud6sbG3v7O5V9w8ejEo1oQFRXOlOhA3lTNLAMstpJ9EUi4jTdjS+yf32E9WGK XlvJwkNBR5KFjOCrZMeezQxjCtZ6Vdrft2fAS2TRkFqUKDVr371BoqkgkpLODam2/ATG2ZYW0Y4nVZ6qaEJJmM8pF1 HJRbUhNns4Ck6ccoAxUq7khbN1N8TGRbGTETkOgW2I7Po5eJ/Xje18WWYMZmklkoyXxSnHFmF8u/RgGlKLJ84golm7 lZERlhjYl1GeQiNxZeXSXBWv6r7d+e15nWRRhmO4BhOoQEX0IRbaEEABAQ8wyu8edp78d69j3lryStmDuEPvM8f71 aQBw==</latexit><latexit sha1_base64="x89H0ZIwpN2v+TLlIEq0E6G /UnI=">AAAB73icbVDLSgNBEOyNrxhfUY9eBoPgKWxEUG9BLx4juCaSLGF2MpsMmccyMyuEJV/hxYOKV3/Hm3/jbLI HTSxoKKq66e6KEs6M9f1vr7Syura+Ud6sbG3v7O5V9w8ejEo1oQFRXOlOhA3lTNLAMstpJ9EUi4jTdjS+yf32E9WGK XlvJwkNBR5KFjOCrZMeezQxjCtZ6Vdrft2fAS2TRkFqUKDVr371BoqkgkpLODam2/ATG2ZYW0Y4nVZ6qaEJJmM8pF1 HJRbUhNns4Ck6ccoAxUq7khbN1N8TGRbGTETkOgW2I7Po5eJ/Xje18WWYMZmklkoyXxSnHFmF8u/RgGlKLJ84golm7 lZERlhjYl1GeQiNxZeXSXBWv6r7d+e15nWRRhmO4BhOoQEX0IRbaEEABAQ8wyu8edp78d69j3lryStmDuEPvM8f71 aQBw==</latexit>
⌃
<latexit sha1_base64="nXnFsRVguTsKPTVB6lY96S+Dv54=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0l EUG9FLx4rGltoQ9lsN+3S3U3Y3Qgl9Ed48aDi1f/jzX/jJs1BWx8MPN6bYWZemHCmjet+O5WV1bX1jepmbWt7Z3evvn/wqONUEeqTmMeqG2JNOZPUN8xw2k0UxSLktBNObnK/80SVZrF8MNOEBgKPJIsYwcZKnf49GwlcG9QbbtMt gJaJV5IGlGgP6l/9YUxSQaUhHGvd89zEBBlWhhFOZ7V+qmmCyQSPaM9SiQXVQVacO0MnVhmiKFa2pEGF+nsiw0LrqQhtp8BmrBe9XPzP66UmugwyJpPUUEnmi6KUIxOj/Hc0ZIoSw6eWYKKYvRWRMVaYGJtQHoK3+PIy8c+aV033 7rzRui7TqMIRHMMpeHABLbiFNvhAYALP8ApvTuK8OO/Ox7y14pQzh/AHzucPDfGO6g==</latexit><latexit sha1_base64="nXnFsRVguTsKPTVB6lY96S+Dv54=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0l EUG9FLx4rGltoQ9lsN+3S3U3Y3Qgl9Ed48aDi1f/jzX/jJs1BWx8MPN6bYWZemHCmjet+O5WV1bX1jepmbWt7Z3evvn/wqONUEeqTmMeqG2JNOZPUN8xw2k0UxSLktBNObnK/80SVZrF8MNOEBgKPJIsYwcZKnf49GwlcG9QbbtMt gJaJV5IGlGgP6l/9YUxSQaUhHGvd89zEBBlWhhFOZ7V+qmmCyQSPaM9SiQXVQVacO0MnVhmiKFa2pEGF+nsiw0LrqQhtp8BmrBe9XPzP66UmugwyJpPUUEnmi6KUIxOj/Hc0ZIoSw6eWYKKYvRWRMVaYGJtQHoK3+PIy8c+aV033 7rzRui7TqMIRHMMpeHABLbiFNvhAYALP8ApvTuK8OO/Ox7y14pQzh/AHzucPDfGO6g==</latexit><latexit sha1_base64="nXnFsRVguTsKPTVB6lY96S+Dv54=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0l EUG9FLx4rGltoQ9lsN+3S3U3Y3Qgl9Ed48aDi1f/jzX/jJs1BWx8MPN6bYWZemHCmjet+O5WV1bX1jepmbWt7Z3evvn/wqONUEeqTmMeqG2JNOZPUN8xw2k0UxSLktBNObnK/80SVZrF8MNOEBgKPJIsYwcZKnf49GwlcG9QbbtMt gJaJV5IGlGgP6l/9YUxSQaUhHGvd89zEBBlWhhFOZ7V+qmmCyQSPaM9SiQXVQVacO0MnVhmiKFa2pEGF+nsiw0LrqQhtp8BmrBe9XPzP66UmugwyJpPUUEnmi6KUIxOj/Hc0ZIoSw6eWYKKYvRWRMVaYGJtQHoK3+PIy8c+aV033 7rzRui7TqMIRHMMpeHABLbiFNvhAYALP8ApvTuK8OO/Ox7y14pQzh/AHzucPDfGO6g==</latexit>
weighted 
sum
v
<latexit sha1_base64="eMDXxDKaP/QkD0ooEIy5/WsXBlM=">AAAEbHicfZPritNAFMdnt1XXettV/LQIwWVFpJRUBPWDsKgL ghVX3NpCU5bJ9KQddi4hM0mbDnkEv+qz+RS+gpM2QnZaPTDhn/M7k3OZTBgzqrTv/9rZbTSvXb+xd7N16/adu/f2D+5/UzJNCPSJZDIZhlgBowL6mmoGwzgBzEMGg/DyXckHGSSKSnGu8xjGHE8FjSjB2rq+Bll2sX/kd/yVeZuiW4kjVNnZxUHjPJhIknIQmjCs1K jrx3pscKIpYVC0glRBjMklnsLISoE5qLFZ1Vp4x9Yz8SKZ2CW0t/LWdxjMlcp5aCM51jPlstK5jY1SHb0aGyriVIMg60RRyjwtvbJxb0ITIJrlVmCSUFurR2Y4wUTb8WzL0q4qaYf8ak+rmqkoT0dGWk6katuZxyAmBMflWNsaFlrRJbzRVORjU8YIqUEVrWOvnqlM o6VkG8AWzmIrbGIBcyI5x2JigtPCBOWeMDSnhcNI9hdGhrhwUYMLFw5JBQlmZujSXp32XLqsfXjpwrwGcxdmNZi5cFCDAxfOa3DuwrAGwxK+B/uTJvDJuj7HkGAtExN87BXGrq30mQmmKQ+BKXu6hbH6n3HriPLJ8cJt/j+9xzNaK7N8LQp7D7vurdsU/eed1x3/y4u jk7fVhdxDh+gxeoq66CU6QR/QGeojgqboO/qBfjZ+Nx82D5uP1qG7O9WeB+iKNZ/8Aablj04=</latexit><latexit sha1_base64="eMDXxDKaP/QkD0ooEIy5/WsXBlM=">AAAEbHicfZPritNAFMdnt1XXettV/LQIwWVFpJRUBPWDsKgL ghVX3NpCU5bJ9KQddi4hM0mbDnkEv+qz+RS+gpM2QnZaPTDhn/M7k3OZTBgzqrTv/9rZbTSvXb+xd7N16/adu/f2D+5/UzJNCPSJZDIZhlgBowL6mmoGwzgBzEMGg/DyXckHGSSKSnGu8xjGHE8FjSjB2rq+Bll2sX/kd/yVeZuiW4kjVNnZxUHjPJhIknIQmjCs1K jrx3pscKIpYVC0glRBjMklnsLISoE5qLFZ1Vp4x9Yz8SKZ2CW0t/LWdxjMlcp5aCM51jPlstK5jY1SHb0aGyriVIMg60RRyjwtvbJxb0ITIJrlVmCSUFurR2Y4wUTb8WzL0q4qaYf8ak+rmqkoT0dGWk6katuZxyAmBMflWNsaFlrRJbzRVORjU8YIqUEVrWOvnqlM o6VkG8AWzmIrbGIBcyI5x2JigtPCBOWeMDSnhcNI9hdGhrhwUYMLFw5JBQlmZujSXp32XLqsfXjpwrwGcxdmNZi5cFCDAxfOa3DuwrAGwxK+B/uTJvDJuj7HkGAtExN87BXGrq30mQmmKQ+BKXu6hbH6n3HriPLJ8cJt/j+9xzNaK7N8LQp7D7vurdsU/eed1x3/y4u jk7fVhdxDh+gxeoq66CU6QR/QGeojgqboO/qBfjZ+Nx82D5uP1qG7O9WeB+iKNZ/8Aablj04=</latexit><latexit sha1_base64="eMDXxDKaP/QkD0ooEIy5/WsXBlM=">AAAEbHicfZPritNAFMdnt1XXettV/LQIwWVFpJRUBPWDsKgL ghVX3NpCU5bJ9KQddi4hM0mbDnkEv+qz+RS+gpM2QnZaPTDhn/M7k3OZTBgzqrTv/9rZbTSvXb+xd7N16/adu/f2D+5/UzJNCPSJZDIZhlgBowL6mmoGwzgBzEMGg/DyXckHGSSKSnGu8xjGHE8FjSjB2rq+Bll2sX/kd/yVeZuiW4kjVNnZxUHjPJhIknIQmjCs1K jrx3pscKIpYVC0glRBjMklnsLISoE5qLFZ1Vp4x9Yz8SKZ2CW0t/LWdxjMlcp5aCM51jPlstK5jY1SHb0aGyriVIMg60RRyjwtvbJxb0ITIJrlVmCSUFurR2Y4wUTb8WzL0q4qaYf8ak+rmqkoT0dGWk6katuZxyAmBMflWNsaFlrRJbzRVORjU8YIqUEVrWOvnqlM o6VkG8AWzmIrbGIBcyI5x2JigtPCBOWeMDSnhcNI9hdGhrhwUYMLFw5JBQlmZujSXp32XLqsfXjpwrwGcxdmNZi5cFCDAxfOa3DuwrAGwxK+B/uTJvDJuj7HkGAtExN87BXGrq30mQmmKQ+BKXu6hbH6n3HriPLJ8cJt/j+9xzNaK7N8LQp7D7vurdsU/eed1x3/y4u jk7fVhdxDh+gxeoq66CU6QR/QGeojgqboO/qBfjZ+Nx82D5uP1qG7O9WeB+iKNZ/8Aablj04=</latexit>
zˆ1,k
<latexit sha1_base64="0AOktNtPs8psyJbGE8pVa7tzvB8=">AAAEdnicfZPvi9MwGMdzt6nn/HWnL31hcQxFxtGJoL4QDvVAcOIJN zdYy0jTdAtLk5qk27rQv8O3+mf5p/jOZKvQy6YPpHz7fJ70+ZEmyiiRyvd/HRw2mteu3zi62bp1+87de8cn979KnguEB4hTLkYRlJgShgeKKIpHmcAwjSgeRvN3lg8XWEjC2aUqMhymcMpIQhBUxhUGM6j0upzoXndeTo7b/qm/MW9X9CrRBpVdTE4al0HMUZ5iphCFUo57fqZCDY UiiOKyFeQSZxDN4RSPjWQwxTLUm6pLr2M8sZdwYRZT3sZb36FhKmWRRiYyhWomXWad+9g4V8mrUBOW5QoztE2U5NRT3LMj8GIiMFK0MAIiQUytHppBAZEyg9qXpVtV0o3Sqz1taibMnhNPFI+57JrpZ5jFCGZ2wF2FV0qSNX6jCCtCbWMYV1iWrY5Xz2TTKM7pDjCF08wIk5jhJeJ pClmsg/NSB3ZPFOnz0mFo8RcmGrlwVYMrF45QBRGkeuTSfp32XbqufXjtwqIGCxcuanDhwmENDl24rMGlC6MajCx8j81PKvAn4/qcYQEVFzr42C+1WXvpMx1M8zTCVJrTLbXR/4zbRthnCldu8//pPZuRWpn2tbT3sOfeul0xeH76+tT/8qJ99ra6kEfgIXgMnoIeeAnOwAdwAQYAg W/gO/gBfjZ+Nx81O80n29DDg2rPA3DFmv4f8F+TlA==</latexit><latexit sha1_base64="0AOktNtPs8psyJbGE8pVa7tzvB8=">AAAEdnicfZPvi9MwGMdzt6nn/HWnL31hcQxFxtGJoL4QDvVAcOIJN zdYy0jTdAtLk5qk27rQv8O3+mf5p/jOZKvQy6YPpHz7fJ70+ZEmyiiRyvd/HRw2mteu3zi62bp1+87de8cn979KnguEB4hTLkYRlJgShgeKKIpHmcAwjSgeRvN3lg8XWEjC2aUqMhymcMpIQhBUxhUGM6j0upzoXndeTo7b/qm/MW9X9CrRBpVdTE4al0HMUZ5iphCFUo57fqZCDY UiiOKyFeQSZxDN4RSPjWQwxTLUm6pLr2M8sZdwYRZT3sZb36FhKmWRRiYyhWomXWad+9g4V8mrUBOW5QoztE2U5NRT3LMj8GIiMFK0MAIiQUytHppBAZEyg9qXpVtV0o3Sqz1taibMnhNPFI+57JrpZ5jFCGZ2wF2FV0qSNX6jCCtCbWMYV1iWrY5Xz2TTKM7pDjCF08wIk5jhJeJ pClmsg/NSB3ZPFOnz0mFo8RcmGrlwVYMrF45QBRGkeuTSfp32XbqufXjtwqIGCxcuanDhwmENDl24rMGlC6MajCx8j81PKvAn4/qcYQEVFzr42C+1WXvpMx1M8zTCVJrTLbXR/4zbRthnCldu8//pPZuRWpn2tbT3sOfeul0xeH76+tT/8qJ99ra6kEfgIXgMnoIeeAnOwAdwAQYAg W/gO/gBfjZ+Nx81O80n29DDg2rPA3DFmv4f8F+TlA==</latexit><latexit sha1_base64="0AOktNtPs8psyJbGE8pVa7tzvB8=">AAAEdnicfZPvi9MwGMdzt6nn/HWnL31hcQxFxtGJoL4QDvVAcOIJN zdYy0jTdAtLk5qk27rQv8O3+mf5p/jOZKvQy6YPpHz7fJ70+ZEmyiiRyvd/HRw2mteu3zi62bp1+87de8cn979KnguEB4hTLkYRlJgShgeKKIpHmcAwjSgeRvN3lg8XWEjC2aUqMhymcMpIQhBUxhUGM6j0upzoXndeTo7b/qm/MW9X9CrRBpVdTE4al0HMUZ5iphCFUo57fqZCDY UiiOKyFeQSZxDN4RSPjWQwxTLUm6pLr2M8sZdwYRZT3sZb36FhKmWRRiYyhWomXWad+9g4V8mrUBOW5QoztE2U5NRT3LMj8GIiMFK0MAIiQUytHppBAZEyg9qXpVtV0o3Sqz1taibMnhNPFI+57JrpZ5jFCGZ2wF2FV0qSNX6jCCtCbWMYV1iWrY5Xz2TTKM7pDjCF08wIk5jhJeJ pClmsg/NSB3ZPFOnz0mFo8RcmGrlwVYMrF45QBRGkeuTSfp32XbqufXjtwqIGCxcuanDhwmENDl24rMGlC6MajCx8j81PKvAn4/qcYQEVFzr42C+1WXvpMx1M8zTCVJrTLbXR/4zbRthnCldu8//pPZuRWpn2tbT3sOfeul0xeH76+tT/8qJ99ra6kEfgIXgMnoIeeAnOwAdwAQYAg W/gO/gBfjZ+Nx81O80n29DDg2rPA3DFmv4f8F+TlA==</latexit>
bin 
values
uniform 
noise
2<latexit sha1_base64="dplMh1RkaQKwXw38DAT3S4cqL1s=">AAAB53i cbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoN6KXjy2YGyhDWWznbRrN5uwuxFK6S/w4kHFq3/Jm//GbZuDtj4YeLw3w8y8MBVcG9f9dgpr6xubW8Xt0s7u3v5B +fDoQSeZYuizRCSqHVKNgkv0DTcC26lCGocCW+Hodua3nlBpnsh7M04xiOlA8ogzaqzUrPXKFbfqzkFWiZeTCuRo9Mpf3X7CshilYYJq3fHc1AQTqgxn AqelbqYxpWxEB9ixVNIYdTCZHzolZ1bpkyhRtqQhc/X3xITGWo/j0HbG1Az1sjcT//M6mYmuggmXaWZQssWiKBPEJGT2NelzhcyIsSWUKW5vJWxIFWXGZ lOyIXjLL68Sv1a9rrrNi0r9Jk+jCCdwCufgwSXU4Q4a4AMDhGd4hTfn0Xlx3p2PRWvByWeO4Q+czx/qbIyJ</latexit><latexit sha1_base64="dplMh1RkaQKwXw38DAT3S4cqL1s=">AAAB53i cbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoN6KXjy2YGyhDWWznbRrN5uwuxFK6S/w4kHFq3/Jm//GbZuDtj4YeLw3w8y8MBVcG9f9dgpr6xubW8Xt0s7u3v5B +fDoQSeZYuizRCSqHVKNgkv0DTcC26lCGocCW+Hodua3nlBpnsh7M04xiOlA8ogzaqzUrPXKFbfqzkFWiZeTCuRo9Mpf3X7CshilYYJq3fHc1AQTqgxn AqelbqYxpWxEB9ixVNIYdTCZHzolZ1bpkyhRtqQhc/X3xITGWo/j0HbG1Az1sjcT//M6mYmuggmXaWZQssWiKBPEJGT2NelzhcyIsSWUKW5vJWxIFWXGZ lOyIXjLL68Sv1a9rrrNi0r9Jk+jCCdwCufgwSXU4Q4a4AMDhGd4hTfn0Xlx3p2PRWvByWeO4Q+czx/qbIyJ</latexit><latexit sha1_base64="dplMh1RkaQKwXw38DAT3S4cqL1s=">AAAB53i cbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoN6KXjy2YGyhDWWznbRrN5uwuxFK6S/w4kHFq3/Jm//GbZuDtj4YeLw3w8y8MBVcG9f9dgpr6xubW8Xt0s7u3v5B +fDoQSeZYuizRCSqHVKNgkv0DTcC26lCGocCW+Hodua3nlBpnsh7M04xiOlA8ogzaqzUrPXKFbfqzkFWiZeTCuRo9Mpf3X7CshilYYJq3fHc1AQTqgxn AqelbqYxpWxEB9ixVNIYdTCZHzolZ1bpkyhRtqQhc/X3xITGWo/j0HbG1Az1sjcT//M6mYmuggmXaWZQssWiKBPEJGT2NelzhcyIsSWUKW5vJWxIFWXGZ lOyIXjLL68Sv1a9rrrNi0r9Jk+jCCdwCufgwSXU4Q4a4AMDhGd4hTfn0Xlx3p2PRWvByWeO4Q+czx/qbIyJ</latexit>
3
<latexit sha1_base64="ZgOBONPC9+QqObn0T7gaBB49z3Q=">AAAB53i cbVBNS8NAEJ3Ur1q/qh69LBbBU0lVUG9FLx5bMLbQhrLZTtq1m03Y3Qgl9Bd48aDi1b/kzX/jts1BWx8MPN6bYWZekAiujet+O4WV1bX1jeJmaWt7Z3ev vH/woONUMfRYLGLVDqhGwSV6hhuB7UQhjQKBrWB0O/VbT6g0j+W9GSfoR3QgecgZNVZqnvfKFbfqzkCWSS0nFcjR6JW/uv2YpRFKwwTVulNzE+NnVBnO BE5K3VRjQtmIDrBjqaQRaj+bHTohJ1bpkzBWtqQhM/X3REYjrcdRYDsjaoZ60ZuK/3md1IRXfsZlkhqUbL4oTAUxMZl+TfpcITNibAllittbCRtSRZmx2 ZRsCLXFl5eJd1a9rrrNi0r9Jk+jCEdwDKdQg0uowx00wAMGCM/wCm/Oo/PivDsf89aCk88cwh84nz/r74yK</latexit><latexit sha1_base64="ZgOBONPC9+QqObn0T7gaBB49z3Q=">AAAB53i cbVBNS8NAEJ3Ur1q/qh69LBbBU0lVUG9FLx5bMLbQhrLZTtq1m03Y3Qgl9Bd48aDi1b/kzX/jts1BWx8MPN6bYWZekAiujet+O4WV1bX1jeJmaWt7Z3ev vH/woONUMfRYLGLVDqhGwSV6hhuB7UQhjQKBrWB0O/VbT6g0j+W9GSfoR3QgecgZNVZqnvfKFbfqzkCWSS0nFcjR6JW/uv2YpRFKwwTVulNzE+NnVBnO BE5K3VRjQtmIDrBjqaQRaj+bHTohJ1bpkzBWtqQhM/X3REYjrcdRYDsjaoZ60ZuK/3md1IRXfsZlkhqUbL4oTAUxMZl+TfpcITNibAllittbCRtSRZmx2 ZRsCLXFl5eJd1a9rrrNi0r9Jk+jCEdwDKdQg0uowx00wAMGCM/wCm/Oo/PivDsf89aCk88cwh84nz/r74yK</latexit><latexit sha1_base64="ZgOBONPC9+QqObn0T7gaBB49z3Q=">AAAB53i cbVBNS8NAEJ3Ur1q/qh69LBbBU0lVUG9FLx5bMLbQhrLZTtq1m03Y3Qgl9Bd48aDi1b/kzX/jts1BWx8MPN6bYWZekAiujet+O4WV1bX1jeJmaWt7Z3ev vH/woONUMfRYLGLVDqhGwSV6hhuB7UQhjQKBrWB0O/VbT6g0j+W9GSfoR3QgecgZNVZqnvfKFbfqzkCWSS0nFcjR6JW/uv2YpRFKwwTVulNzE+NnVBnO BE5K3VRjQtmIDrBjqaQRaj+bHTohJ1bpkzBWtqQhM/X3REYjrcdRYDsjaoZ60ZuK/3md1IRXfsZlkhqUbL4oTAUxMZl+TfpcITNibAllittbCRtSRZmx2 ZRsCLXFl5eJd1a9rrrNi0r9Jk+jCEdwDKdQg0uowx00wAMGCM/wCm/Oo/PivDsf89aCk88cwh84nz/r74yK</latexit>
C
<latexit sha1_base64="1J8cfU8sKBiQgZnJ7EfYnZqKcOY=">AAAB53i cbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG/FXjy2YGyhDWWznbRrN5uwuxFK6S/w4kHFq3/Jm//GbZuDtj4YeLw3w8y8MBVcG9f9dgpr6xubW8Xt0s7u3v5B +fDoQSeZYuizRCSqHVKNgkv0DTcC26lCGocCW+GoPvNbT6g0T+S9GacYxHQgecQZNVZq1nvlilt15yCrxMtJBXI0euWvbj9hWYzSMEG17nhuaoIJVYYz gdNSN9OYUjaiA+xYKmmMOpjMD52SM6v0SZQoW9KQufp7YkJjrcdxaDtjaoZ62ZuJ/3mdzETXwYTLNDMo2WJRlAliEjL7mvS5QmbE2BLKFLe3EjakijJjs ynZELzll1eJf1G9qbrNy0rtNk+jCCdwCufgwRXU4A4a4AMDhGd4hTfn0Xlx3p2PRWvByWeO4Q+czx8ELoya</latexit><latexit sha1_base64="1J8cfU8sKBiQgZnJ7EfYnZqKcOY=">AAAB53i cbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG/FXjy2YGyhDWWznbRrN5uwuxFK6S/w4kHFq3/Jm//GbZuDtj4YeLw3w8y8MBVcG9f9dgpr6xubW8Xt0s7u3v5B +fDoQSeZYuizRCSqHVKNgkv0DTcC26lCGocCW+GoPvNbT6g0T+S9GacYxHQgecQZNVZq1nvlilt15yCrxMtJBXI0euWvbj9hWYzSMEG17nhuaoIJVYYz gdNSN9OYUjaiA+xYKmmMOpjMD52SM6v0SZQoW9KQufp7YkJjrcdxaDtjaoZ62ZuJ/3mdzETXwYTLNDMo2WJRlAliEjL7mvS5QmbE2BLKFLe3EjakijJjs ynZELzll1eJf1G9qbrNy0rtNk+jCCdwCufgwRXU4A4a4AMDhGd4hTfn0Xlx3p2PRWvByWeO4Q+czx8ELoya</latexit><latexit sha1_base64="1J8cfU8sKBiQgZnJ7EfYnZqKcOY=">AAAB53i cbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG/FXjy2YGyhDWWznbRrN5uwuxFK6S/w4kHFq3/Jm//GbZuDtj4YeLw3w8y8MBVcG9f9dgpr6xubW8Xt0s7u3v5B +fDoQSeZYuizRCSqHVKNgkv0DTcC26lCGocCW+GoPvNbT6g0T+S9GacYxHQgecQZNVZq1nvlilt15yCrxMtJBXI0euWvbj9hWYzSMEG17nhuaoIJVYYz gdNSN9OYUjaiA+xYKmmMOpjMD52SM6v0SZQoW9KQufp7YkJjrcdxaDtjaoZ62ZuJ/3mdzETXwYTLNDMo2WJRlAliEjL7mvS5QmbE2BLKFLe3EjakijJjs ynZELzll1eJf1G9qbrNy0rtNk+jCCdwCufgwRXU4A4a4AMDhGd4hTfn0Xlx3p2PRWvByWeO4Q+czx8ELoya</latexit>
1<latexit sha1_base64="1etOrtQ8bv8ZBtABdaeoSXemM9I=">AAAB53i cbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3oxWMLxhbaUDbbSbt2swm7G6GE/gIvHlS8+pe8+W/ctjlo64OBx3szzMwLU8G1cd1vZ2V1bX1js7RV3t7Z3duv HBw+6CRTDH2WiES1Q6pRcIm+4UZgO1VI41BgKxzdTv3WEyrNE3lvxikGMR1IHnFGjZWaXq9SdWvuDGSZeAWpQoFGr/LV7Scsi1EaJqjWHc9NTZBTZTgT OCl3M40pZSM6wI6lksaog3x26IScWqVPokTZkobM1N8TOY21Hseh7YypGepFbyr+53UyE10FOZdpZlCy+aIoE8QkZPo16XOFzIixJZQpbm8lbEgVZcZmU 7YheIsvLxP/vHZdc5sX1fpNkUYJjuEEzsCDS6jDHTTABwYIz/AKb86j8+K8Ox/z1hWnmDmCP3A+fwDo6YyI</latexit><latexit sha1_base64="1etOrtQ8bv8ZBtABdaeoSXemM9I=">AAAB53i cbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3oxWMLxhbaUDbbSbt2swm7G6GE/gIvHlS8+pe8+W/ctjlo64OBx3szzMwLU8G1cd1vZ2V1bX1js7RV3t7Z3duv HBw+6CRTDH2WiES1Q6pRcIm+4UZgO1VI41BgKxzdTv3WEyrNE3lvxikGMR1IHnFGjZWaXq9SdWvuDGSZeAWpQoFGr/LV7Scsi1EaJqjWHc9NTZBTZTgT OCl3M40pZSM6wI6lksaog3x26IScWqVPokTZkobM1N8TOY21Hseh7YypGepFbyr+53UyE10FOZdpZlCy+aIoE8QkZPo16XOFzIixJZQpbm8lbEgVZcZmU 7YheIsvLxP/vHZdc5sX1fpNkUYJjuEEzsCDS6jDHTTABwYIz/AKb86j8+K8Ox/z1hWnmDmCP3A+fwDo6YyI</latexit><latexit sha1_base64="1etOrtQ8bv8ZBtABdaeoSXemM9I=">AAAB53i cbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3oxWMLxhbaUDbbSbt2swm7G6GE/gIvHlS8+pe8+W/ctjlo64OBx3szzMwLU8G1cd1vZ2V1bX1js7RV3t7Z3duv HBw+6CRTDH2WiES1Q6pRcIm+4UZgO1VI41BgKxzdTv3WEyrNE3lvxikGMR1IHnFGjZWaXq9SdWvuDGSZeAWpQoFGr/LV7Scsi1EaJqjWHc9NTZBTZTgT OCl3M40pZSM6wI6lksaog3x26IScWqVPokTZkobM1N8TOY21Hseh7YypGepFbyr+53UyE10FOZdpZlCy+aIoE8QkZPo16XOFzIixJZQpbm8lbEgVZcZmU 7YheIsvLxP/vHZdc5sX1fpNkUYJjuEEzsCDS6jDHTTABwYIz/AKb86j8+K8Ox/z1hWnmDmCP3A+fwDo6YyI</latexit>
zˆ1,1
<latexit sha1_base64="GLgL7pPNKZwDwzcxC9OPG6wvCpg=">AAAEdnicfZNbi9NAFMdnt1XXetvVRx8MlqJIKYkI6oOwqAuCFVfY2kITymQyaYed S8xMehvyOXzVj+VH8c2ZNkJ2Wj0w4Z/zO5NzmUycUSKV7/86OGw0r12/cXSzdev2nbv3jk/uf5WiyBEeIEFFPoqhxJRwPFBEUTzKcgxZTPEwvnxn+XCOc0kEv1CrDEcMTjlJCYLKuKJwBpVelxMddINyctz2e/7GvF0RVKINKjufnDQuwkSggmGuEIVSjgM/U5GGuSKI4rIVFhJnEF3CKR4bySHDMtKbqkuvYzy Jl4rcLK68jbe+Q0Mm5YrFJpJBNZMus859bFyo9FWkCc8KhTnaJkoL6inh2RF4CckxUnRlBEQ5MbV6aAZziJQZ1L4s3aqSbsyu9rSpmXB7TiJVIhGya6afYZ4gmNkBdxVeKknW+I0ifBVpG8OFwrJsdbx6JptGCUF3gCmcZkaYxBwvkGAM8kSHZ6UO7Z441melw9D8L0w1cuGyBpcuHKEKIkj1yKX9Ou27dF378 NqFqxpcuXBeg3MXDmtw6MJFDS5cGNdgbOF7bH7SHH8yrs8ZzqESuQ4/9ktt1l76TIfTgsWYSnO6pTb6n3HbCPtkcOk2/5/esxmplWlfS3sPA/fW7YrB897rnv/lRfv0bXUhj8BD8Bg8BQF4CU7BB3AOBgCBb+A7+AF+Nn43HzU7zSfb0MODas8DcMWa/h8GyZNa</latexit><latexit sha1_base64="GLgL7pPNKZwDwzcxC9OPG6wvCpg=">AAAEdnicfZNbi9NAFMdnt1XXetvVRx8MlqJIKYkI6oOwqAuCFVfY2kITymQyaYed S8xMehvyOXzVj+VH8c2ZNkJ2Wj0w4Z/zO5NzmUycUSKV7/86OGw0r12/cXSzdev2nbv3jk/uf5WiyBEeIEFFPoqhxJRwPFBEUTzKcgxZTPEwvnxn+XCOc0kEv1CrDEcMTjlJCYLKuKJwBpVelxMddINyctz2e/7GvF0RVKINKjufnDQuwkSggmGuEIVSjgM/U5GGuSKI4rIVFhJnEF3CKR4bySHDMtKbqkuvYzy Jl4rcLK68jbe+Q0Mm5YrFJpJBNZMus859bFyo9FWkCc8KhTnaJkoL6inh2RF4CckxUnRlBEQ5MbV6aAZziJQZ1L4s3aqSbsyu9rSpmXB7TiJVIhGya6afYZ4gmNkBdxVeKknW+I0ifBVpG8OFwrJsdbx6JptGCUF3gCmcZkaYxBwvkGAM8kSHZ6UO7Z441melw9D8L0w1cuGyBpcuHKEKIkj1yKX9Ou27dF378 NqFqxpcuXBeg3MXDmtw6MJFDS5cGNdgbOF7bH7SHH8yrs8ZzqESuQ4/9ktt1l76TIfTgsWYSnO6pTb6n3HbCPtkcOk2/5/esxmplWlfS3sPA/fW7YrB897rnv/lRfv0bXUhj8BD8Bg8BQF4CU7BB3AOBgCBb+A7+AF+Nn43HzU7zSfb0MODas8DcMWa/h8GyZNa</latexit><latexit sha1_base64="GLgL7pPNKZwDwzcxC9OPG6wvCpg=">AAAEdnicfZNbi9NAFMdnt1XXetvVRx8MlqJIKYkI6oOwqAuCFVfY2kITymQyaYed S8xMehvyOXzVj+VH8c2ZNkJ2Wj0w4Z/zO5NzmUycUSKV7/86OGw0r12/cXSzdev2nbv3jk/uf5WiyBEeIEFFPoqhxJRwPFBEUTzKcgxZTPEwvnxn+XCOc0kEv1CrDEcMTjlJCYLKuKJwBpVelxMddINyctz2e/7GvF0RVKINKjufnDQuwkSggmGuEIVSjgM/U5GGuSKI4rIVFhJnEF3CKR4bySHDMtKbqkuvYzy Jl4rcLK68jbe+Q0Mm5YrFJpJBNZMus859bFyo9FWkCc8KhTnaJkoL6inh2RF4CckxUnRlBEQ5MbV6aAZziJQZ1L4s3aqSbsyu9rSpmXB7TiJVIhGya6afYZ4gmNkBdxVeKknW+I0ifBVpG8OFwrJsdbx6JptGCUF3gCmcZkaYxBwvkGAM8kSHZ6UO7Z441melw9D8L0w1cuGyBpcuHKEKIkj1yKX9Ou27dF378 NqFqxpcuXBeg3MXDmtw6MJFDS5cGNdgbOF7bH7SHH8yrs8ZzqESuQ4/9ktt1l76TIfTgsWYSnO6pTb6n3HbCPtkcOk2/5/esxmplWlfS3sPA/fW7YrB897rnv/lRfv0bXUhj8BD8Bg8BQF4CU7BB3AOBgCBb+A7+AF+Nn43HzU7zSfb0MODas8DcMWa/h8GyZNa</latexit>
zˆ1,2
<latexit sha1_base64="5kbhOgWOmpM2CRSlpiHftDzgTj4=">AAAEdnicfZPvi9MwGMdzt6nn/HF3+tIXFsdQZBzdIagvhEM9EJx4ws0N1jLSNN3C pUlN0m1d6N/hW/2z/FN8Z7JV6GXTB1K+fT5P+vxIE2WUSOX7v/b2G80bN28d3G7duXvv/uHR8YOvkucC4QHilItRBCWmhOGBIoriUSYwTCOKh9HVO8uHcywk4exSFRkOUzhlJCEIKuMKgxlUelVOdK97Wk6O2v6JvzZvW/Qq0QaVXUyOG5dBzFGeYqYQhVKOe36mQg2FIojishXkEmcQXcEpHhvJYIplqNdVl17 HeGIv4cIspry1t75Dw1TKIo1MZArVTLrMOnexca6SV6EmLMsVZmiTKMmpp7hnR+DFRGCkaGEERIKYWj00gwIiZQa1K0u3qqQbpdd7WtdMmD0nnigec9k1088wixHM7IC7Ci+VJCv8RhFWhNrGMK6wLFsdr57JplGc0y1gCqeZESYxwwvE0xSyWAfnpQ7snijS56XD0PwvTDRy4bIGly4coQoiSPXIpf067bt0V fvwyoVFDRYunNfg3IXDGhy6cFGDCxdGNRhZ+B6bn1TgT8b1OcMCKi508LFfarN20uc6mOZphKk0p1tqo/8Zt4mwzxQu3eb/03s2I7Uy7Wtp72HPvXXbYnB68vrE//Kiffa2upAH4BF4Ap6BHngJzsAHcAEGAIFv4Dv4AX42fjcfNzvNp5vQ/b1qz0NwzZr+HwrQk1s=</latexit><latexit sha1_base64="5kbhOgWOmpM2CRSlpiHftDzgTj4=">AAAEdnicfZPvi9MwGMdzt6nn/HF3+tIXFsdQZBzdIagvhEM9EJx4ws0N1jLSNN3C pUlN0m1d6N/hW/2z/FN8Z7JV6GXTB1K+fT5P+vxIE2WUSOX7v/b2G80bN28d3G7duXvv/uHR8YOvkucC4QHilItRBCWmhOGBIoriUSYwTCOKh9HVO8uHcywk4exSFRkOUzhlJCEIKuMKgxlUelVOdK97Wk6O2v6JvzZvW/Qq0QaVXUyOG5dBzFGeYqYQhVKOe36mQg2FIojishXkEmcQXcEpHhvJYIplqNdVl17 HeGIv4cIspry1t75Dw1TKIo1MZArVTLrMOnexca6SV6EmLMsVZmiTKMmpp7hnR+DFRGCkaGEERIKYWj00gwIiZQa1K0u3qqQbpdd7WtdMmD0nnigec9k1088wixHM7IC7Ci+VJCv8RhFWhNrGMK6wLFsdr57JplGc0y1gCqeZESYxwwvE0xSyWAfnpQ7snijS56XD0PwvTDRy4bIGly4coQoiSPXIpf067bt0V fvwyoVFDRYunNfg3IXDGhy6cFGDCxdGNRhZ+B6bn1TgT8b1OcMCKi508LFfarN20uc6mOZphKk0p1tqo/8Zt4mwzxQu3eb/03s2I7Uy7Wtp72HPvXXbYnB68vrE//Kiffa2upAH4BF4Ap6BHngJzsAHcAEGAIFv4Dv4AX42fjcfNzvNp5vQ/b1qz0NwzZr+HwrQk1s=</latexit><latexit sha1_base64="5kbhOgWOmpM2CRSlpiHftDzgTj4=">AAAEdnicfZPvi9MwGMdzt6nn/HF3+tIXFsdQZBzdIagvhEM9EJx4ws0N1jLSNN3C pUlN0m1d6N/hW/2z/FN8Z7JV6GXTB1K+fT5P+vxIE2WUSOX7v/b2G80bN28d3G7duXvv/uHR8YOvkucC4QHilItRBCWmhOGBIoriUSYwTCOKh9HVO8uHcywk4exSFRkOUzhlJCEIKuMKgxlUelVOdK97Wk6O2v6JvzZvW/Qq0QaVXUyOG5dBzFGeYqYQhVKOe36mQg2FIojishXkEmcQXcEpHhvJYIplqNdVl17 HeGIv4cIspry1t75Dw1TKIo1MZArVTLrMOnexca6SV6EmLMsVZmiTKMmpp7hnR+DFRGCkaGEERIKYWj00gwIiZQa1K0u3qqQbpdd7WtdMmD0nnigec9k1088wixHM7IC7Ci+VJCv8RhFWhNrGMK6wLFsdr57JplGc0y1gCqeZESYxwwvE0xSyWAfnpQ7snijS56XD0PwvTDRy4bIGly4coQoiSPXIpf067bt0V fvwyoVFDRYunNfg3IXDGhy6cFGDCxdGNRhZ+B6bn1TgT8b1OcMCKi508LFfarN20uc6mOZphKk0p1tqo/8Zt4mwzxQu3eb/03s2I7Uy7Wtp72HPvXXbYnB68vrE//Kiffa2upAH4BF4Ap6BHngJzsAHcAEGAIFv4Dv4AX42fjcfNzvNp5vQ/b1qz0NwzZr+HwrQk1s=</latexit>
zˆ1,K
<latexit sha1_base64="6mL7EdrwZuFReTSso6dYvuPm8VE=">AAAEdnicfZPvi9MwGMdzt6nn/HF3+tIXFsdQZBydCOoL4VAPhJt4ws0N1jLSNN3C pUlN0m1d6N/hW/2z/FN8Z7JV6GXTB1K+fT5P+vxIE2WUSOX7v/b2G80bN28d3G7duXvv/uHR8YOvkucC4QHilItRBCWmhOGBIoriUSYwTCOKh9HVe8uHcywk4exSFRkOUzhlJCEIKuMKgxlUelVOdK97Xk6O2v6JvzZvW/Qq0QaVXUyOG5dBzFGeYqYQhVKOe36mQg2FIojishXkEmcQXcEpHhvJYIplqNdVl17 HeGIv4cIspry1t75Dw1TKIo1MZArVTLrMOnexca6S16EmLMsVZmiTKMmpp7hnR+DFRGCkaGEERIKYWj00gwIiZQa1K0u3qqQbpdd7WtdMmD0nnigec9k1088wixHM7IC7Ci+VJCv8VhFWhNrGMK6wLFsdr57JplGc0y1gCqeZESYxwwvE0xSyWAdnpQ7snijSZ6XD0PwvTDRy4bIGly4coQoiSPXIpf067bt0V fvwyoVFDRYunNfg3IXDGhy6cFGDCxdGNRhZ+AGbn1TgT8b1OcMCKi50cN4vtVk76XMdTPM0wlSa0y210f+M20TYZwqXbvP/6T2bkVqZ9rW097Dn3rptMXhx8ubE//KyffquupAH4BF4Ap6BHngFTsFHcAEGAIFv4Dv4AX42fjcfNzvNp5vQ/b1qz0NwzZr+H29/k3Q=</latexit><latexit sha1_base64="6mL7EdrwZuFReTSso6dYvuPm8VE=">AAAEdnicfZPvi9MwGMdzt6nn/HF3+tIXFsdQZBydCOoL4VAPhJt4ws0N1jLSNN3C pUlN0m1d6N/hW/2z/FN8Z7JV6GXTB1K+fT5P+vxIE2WUSOX7v/b2G80bN28d3G7duXvv/uHR8YOvkucC4QHilItRBCWmhOGBIoriUSYwTCOKh9HVe8uHcywk4exSFRkOUzhlJCEIKuMKgxlUelVOdK97Xk6O2v6JvzZvW/Qq0QaVXUyOG5dBzFGeYqYQhVKOe36mQg2FIojishXkEmcQXcEpHhvJYIplqNdVl17 HeGIv4cIspry1t75Dw1TKIo1MZArVTLrMOnexca6S16EmLMsVZmiTKMmpp7hnR+DFRGCkaGEERIKYWj00gwIiZQa1K0u3qqQbpdd7WtdMmD0nnigec9k1088wixHM7IC7Ci+VJCv8VhFWhNrGMK6wLFsdr57JplGc0y1gCqeZESYxwwvE0xSyWAdnpQ7snijSZ6XD0PwvTDRy4bIGly4coQoiSPXIpf067bt0V fvwyoVFDRYunNfg3IXDGhy6cFGDCxdGNRhZ+AGbn1TgT8b1OcMCKi50cN4vtVk76XMdTPM0wlSa0y210f+M20TYZwqXbvP/6T2bkVqZ9rW097Dn3rptMXhx8ubE//KyffquupAH4BF4Ap6BHngFTsFHcAEGAIFv4Dv4AX42fjcfNzvNp5vQ/b1qz0NwzZr+H29/k3Q=</latexit><latexit sha1_base64="6mL7EdrwZuFReTSso6dYvuPm8VE=">AAAEdnicfZPvi9MwGMdzt6nn/HF3+tIXFsdQZBydCOoL4VAPhJt4ws0N1jLSNN3C pUlN0m1d6N/hW/2z/FN8Z7JV6GXTB1K+fT5P+vxIE2WUSOX7v/b2G80bN28d3G7duXvv/uHR8YOvkucC4QHilItRBCWmhOGBIoriUSYwTCOKh9HVe8uHcywk4exSFRkOUzhlJCEIKuMKgxlUelVOdK97Xk6O2v6JvzZvW/Qq0QaVXUyOG5dBzFGeYqYQhVKOe36mQg2FIojishXkEmcQXcEpHhvJYIplqNdVl17 HeGIv4cIspry1t75Dw1TKIo1MZArVTLrMOnexca6S16EmLMsVZmiTKMmpp7hnR+DFRGCkaGEERIKYWj00gwIiZQa1K0u3qqQbpdd7WtdMmD0nnigec9k1088wixHM7IC7Ci+VJCv8VhFWhNrGMK6wLFsdr57JplGc0y1gCqeZESYxwwvE0xSyWAdnpQ7snijSZ6XD0PwvTDRy4bIGly4coQoiSPXIpf067bt0V fvwyoVFDRYunNfg3IXDGhy6cFGDCxdGNRhZ+AGbn1TgT8b1OcMCKi50cN4vtVk76XMdTPM0wlSa0y210f+M20TYZwqXbvP/6T2bkVqZ9rW097Dn3rptMXhx8ubE//KyffquupAH4BF4Ap6BHngFTsFHcAEGAIFv4Dv4AX42fjcfNzvNp5vQ/b1qz0NwzZr+H29/k3Q=</latexit>
Figure 4: The left diagram visualizes the computational graph of SQUAD at training time, providing
a detailed view on how an individual latent variable is sampled. The right diagram visualizes how
the proposed matrix-factorization variant improves the parameter efficiency of the model.
To optimize the parameters θ with Stochastic Gradient Descent (SGD), we need to derive a fully
differentiable sampling scheme that allows us to sample values of z. To formulate this, we re-
parametrize the expectation over z in equation 3 using a set of variables sk ∈ {1, . . . , C} which
index the value vector v, allowing us to use a softmax function to represent the distribution over z:
pθ(zk = vc|x) , pθ(sk = c|x) = softmax(Wx+ b)c. (4)
These indexing values s are then used in conjunction with values v as in input for qθ(y|z), which
is modelled with a small network fθ(·): (abusing notation to indicate element-wise indexing with
v[s]):
L = Es∼pθ [log fθ (v[s])]− βDKL[. . .].
To enable sampling from the discrete variables s, we use the Gumbel-Max trick (Gumbel (1954)),
denoted gumb(), re-parameterizing the expectation Es∼p with uniform noise  ∼ U(0, 1):
= E
[
log fθ
(
v
[
argmax
c
gumb(pθ(s|x), )
])]
− βDKL[. . .]. (5)
As the argmax is not differentiable, we approximate this expectation using the Gumbel-Softmax
trick (Maddison et al. (2016); Jang et al. (2016)), which generates samples that smoothly deform
into one-hot samples as the softmax temperature τ approaches 0. Using the inner product (denoted
·) of the approximate one-hot samples and v, we create samples from z:
≈ E
[
log fθ
(
v · softmax
c
gumb(pθ(s|x), )
)]
− βDKL[. . .]. (6)
In practice, we anneal τ from 1.0 to 0.5 during the training process, as proposed by Yang et al.
(2017) to reduce gradient variance initially, at the risk of introducing bias.
To conclude our derivation, we use a fixed SQUAD distribution to model the variational marginal
r(z) as shown in figure 5. We can then derive the KL term analytically following the definition for
discrete distributions. Using the fact that the KL divergence is additive for independent variables,
we get our final loss:
L =E
[
log fθ
(
v · softmax
c
gumb(pθ(s|x), )
)]
− β
K∑
k=1
C∑
c=1
pθ(sk = c|x) log pθ(sk = c|x)
r(zk = vc)
.
(7)
For the remainder of this work, we will refer to the latent variables as z in lieu of s, for clarity.
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Figure 5: In the IB bound, the marginal p(z) is approximated with a fixed distribution r(z). Using
our proposed SQUAD distribution we can impose a variety of interesting forms for r(z) via the
spacing v and weighting r(zk = vc) of the quantization bins. For the values v, we compare linearly
spaced bins (left) versus bins with equal probability mass under a normal distribution (right). Fur-
thermore, we explore the effect of allowing the bin values to be optimized with SGD on a per-neuron
or per-layer basis, to allow the model to optimize the quantization scheme with the highest fidelity.
For the prior probabilities, we explore a uniform prior (left) and probability mass of the bins under
a normal distribution (middle).
At test time, we can approximate the predictive function p(y∗|x∗) for a new data-point x∗ by taking
T samples from the latent variables z i.e. zˆt ∼ p(z|x∗), and averaging the predictions for y∗:
pθ(y
∗|x∗) ≈
∫
qθ(y
∗|z)pθ(z|x∗)dz ≈ 1
T
T∑
t=1
qθ(y
∗|zˆt). (8)
We improve the flexibility of the proposed model by creating a hierarchical set of latent variables.
The joint distribution of L layers of latents is then:
pθ(z1, . . . , zL|x) = pθ(zL|zL−1) · · · pθ(z1|x), (9)
With qθ(y|z1, . . . , zL) = qθ(y|zL). This is straightforwardly implemented with a simple ancestral
sampling scheme.
Interestingly, the strong quantization proposed in our method can itself be considered an additional
information bottleneck, as it exactly upper-bounds the number of bits per latent variable. Such
bottlenecks are theorized to have a beneficial effect on generalization (Tishby et al. (2000); Achille
& Soatto (2016); Alemi et al. (2017; 2016)), and we can directly control this bottleneck by varying
the number of quantization bins.
The computational complexity of the method, as well as the number of model parameters θ, scale
linearly in C, i.e. O(C) (with C the number of quantization bins). It is thus suitable for large-scale
inference. We would like to stress that the proposed method differs from work that leverages the
Gumbel-Softmax trick to model categorical latent variables: our proposal models continuous scalar
latent variables by quantizing their domain and modeling belief with a multinomial distribution.
Categorical latent variable models would incur a much larger polynomial complexity penalty of
O(C2).
Matrix-factorization variant To improving the tractability of using a large number of quantiza-
tion bins, we propose a variant of SQUAD that uses a matrix factorization scheme to improve the
parameter efficiency. Formally, equation 4 becomes:
p(sk = c|x) = softmax(w′′k,c(w′kx+ b′k) + b′′k,c),
with full layer weights W′′ and W′ respectively of shape (K,B,C) and (|X|,K,B), where K
denotes the number of neurons, B the number of factorization inputs, C number of quantization
bins and |X| the input dimensionality. To improve the parameter efficiency, we can learn W′ per
layer as well, resulting in shape (|X|, 1, B), which is found to be beneficial for large C by the hyper-
parameter search presented in section 5. We depict this alternative model on the right side of figure 4
and will refer to it as SQUAD-factorized. We leave further extensions such as Network-in-Network
(Lin et al. (2013)) for future work.
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Figure 6: Risk/coverage curve (with log-axes for discernibility) of 2-layer models on notMNIST.
Lines closer to the lower-right are better. As the selective classifier lowers the confidence threshold,
coverage increase at the cost of greater classification risk. Area around curves represents 90%
confidence bounds computed using 10 initializations/splits.
4 RELATED WORK
Outside the realm of DLVMs, other methods have been explored for predictive uncertainty. Laksh-
minarayanan et al. (2017) propose deep ensembles: straightforward averaging of predictions from a
small set of separately adversarially trained DNNs. Although highly scalable, this method requires
retraining a model up to 10 times, which can be inhibitively expensive for large datasets.
Gal & Ghahramani (2015b) propose the use of dropout (Srivastava et al. (2014)) at test time and
present a Bayesian neural network interpretation of this method. A follow-up work by Gal et al.
(2017) explores the use of Gumbel-Softmax to smoothly deform the dropout noise to allow opti-
mization of the dropout rate during training. A downside of MC-dropout is the limited flexibility
of the fixed bi-modal delta-peak distribution imposed on the weights, which requires a large num-
ber of samples for good estimates of uncertainty. van den Oord et al. (2017) propose the use of
vector quantization in variational inference, quantizing a multi-dimensional embedding, rather than
individual latent variables, and explore this in the context of auto-encoders.
In the space of learning non-linearity’s, Su et al. (2017) explore a flexible non-linearity that can
assume the form of most canonical activations. More flexible distributions have been explored for
distributional reinforcement learning by Dabney et al. (2017) using quantile regression, of which
can be seen as a special case of SQUAD where the bin values are learned but have fixed uniform
probability. Categorical distributions on scalar variables have been used to model more flexible
Bayesian neural network posteriors as by Shayer et al. (2017). The use of a mixture of diracs
distribution to approximate a variety of distributions was proposed by Schrempf et al. (2006).
5 RESULTS
Quantifying the quality of uncertainty estimates of models remains an open problem. Various meth-
ods have been explored in previous works, such as relative entropy Louizos & Welling (2017); Gal
& Ghahramani (2015a), probability calibration, and proper scoring rules Lakshminarayanan et al.
(2017). Although interesting in their own right, these metrics do not directly measure a good ranking
of predictions, nor indicate applicability in high-risk domains. Proper scoring rules are the excep-
tion, but a model with good ranking ability does not necessarily exhibit good performance on proper
scoring rules: any score that provides relative ordering suffices and does not have to reflect true cal-
ibrated probabilities. In fact, well-ranked confidence scores can be re-calibrated (Niculescu-Mizil
& Caruana (2005)) after training to improve performance on proper scoring rules and calibration
metrics.
In order to evaluate the applicability of the model in high-risk fields such as medicine, we want to
quantify how models perform under a desired risk requirement. We propose to use the selection
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Table 1: SGR coverage results on Fashion MNIST. We present coverage percentage of the test
dataset for three pre-determined risk-guarantees (one per column), where higher coverage is better,
as well as negative log-likelihood and overall accuracy. The results indicate that SQUAD provides
competitive uncertainty, especially at low-risk guarantees. Bayesian approximations via deep en-
sembles improve coverage all over the board, and for SQUAD in particular. When SGR can’t guar-
antee the required risk level at high propability, 0% coverage is reported. (2 std. deviations shown
in parentheses, optimal results in bold.)
Fashion MNIST cov@risk .5% cov@risk 1% cov@risk 2% NLL Acc.
Plain MLP 29.1 (±20.71) 45.9 (±4.04) 60.4 (±3.17) 0.408 (±.036) 87.7 (±.42)
Maxout MCDropout 41.9 (±9.86) 56.5 (±2.30) 69.9 (±1.48) 0.299 (±.008) 89.5 (±.28)
DLGM 0.0 (±.00) 33.5 (±2.42) 47.0 (±1.47) 0.446 (±.007) 84.3 (±.15)
SQUAD 42.9 (±7.19) 58.3 (±3.06) 69.5 (±1.55) 0.293 (±.008) 89.5 (±.35)
Deep Ensemble cov@risk .5% cov@risk 1% cov@risk 2% NLL Acc.
Plain MLP Ensemble 40.6 58.3 70.2 0.296 89.3
Max. MCD. Ensemble 48.2 59.1 72.2 0.271 90.2
DLGM Ensemble 0.0 34.3 47.8 0.435 84.7
SQUAD Ensemble 47.5 61.6 73.1 0.273 90.1
with guaranteed risk (SGR) method1 introduced by Geifman & El-Yaniv (2017) to measure this.
In summary, the SGR method defines a selective classifier using a trained neural network and can
guarantee a user-selected desired risk with high probability (e.g. 99%), by selectively rejecting data
points with a predicted confidence score below an optimal threshold.
To limit the influence of hyper-parameters on the comparison, we use the automated optimization
method TPE (Bergstra et al. (2011)) for both baselines and our models. The hyper-parameters are
optimized for coverage at 2% risk (δ = 0.01) on fashionMNIST, and sub-sequentially evaluated on
notMNIST. Larger models are evaluated on SVHN.
We compare2 our model against plain MLPs, MCDropout using Maxout activations3 (Goodfellow
et al. (2013); Chang & Chen (2015)) and an information bottleneck model using mean-field Gaussian
distributions. We evaluate the complementary deep ensembles technique (Lakshminarayanan et al.
(2017)) for all methods.
5.1 MAIN RESULTS
We start our analysis by comparing the predictive uncertainty of 2-layer models with 32 latent vari-
ables per layer. In figure 6 we visualize the risk/coverage trade-off achieved using the predicted
uncertainty as a selective threshold, and present coverage results in table 1. Overall, we find that
SQUAD performs significantly better than plain MLPs and deep Gaussian IB models, and we tenta-
tively attribute this to the increased flexibility of the multinomial distribution. Compared to a Maxout
MCdropout model with a similar number of weights, SQUAD appears to have a slight —though not
significant— advantage, despite the strong quantization scheme, especially at low risk. Deep en-
sembles improve results for all methods, which fits the hypothesis that ensembles integrate over a
form of weight uncertainty. When evaluated on a new dataset without retuning hyperparameters,
SQUAD shows strong performance, as shown in table 2.
1We deviate slightly from Geifman & El-Yaniv (2017) in that we use Softmax Response (SR) – the proba-
bility taken from the softmax output for the most likely class – as the confidence score for all methods. Geifman
& El-Yaniv (2017) instead proposed to use the variance of the probabilities for MCdropout, but our experiments
showed that SR paints MCdropout in a more favorable light.
2All models are optimized with ADAM (Kingma & Ba (2014)), weight initialization as proposed by He
et al. (2015), a weight decay of 10−5 and adaptive learning rate decay scheme — 10x reduction after 10 epochs
of no validation accuracy improvement— and use early stopping after 20 epochs of no improvement.
3We found this baseline to perform stronger in comparison to conventional ReLU MCdropout models, under
equal number of latent variables.
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Table 2: SQUAD exhibits strong performance on a held-out dataset without hyperparameter tuning.
notMNIST cov@risk .5% cov@risk 1% cov@risk 2% NLL Acc.
Plain MLP 77.4 (±5.20) 85.5 (±1.91) 90.3 (±.87) 0.228 (±.009) 93.3 (±.29)
Maxout MCDropout 85.7 (±1.14) 90.6 (±.62) 94.2 (±.36) 0.165 (±.003) 95.3 (±.21)
SQUAD 87.1 (±1.60) 91.1 (±.86) 94.5 (±.50) 0.161 (±.006) 95.4 (±.22)
Plain MLP Ensemble 85.9 90.6 93.5 0.175 94.9
Max. MCD. Ensemble 88.5 92.8 95.7 0.148 96.0
SQUAD Ensemble 90.7 93.5 96.1 0.137 96.2
Table 3: Results on SVHN indicate that the quantization scheme imposed by SQUAD models might
hinder performance, but that this is effectively compensated by the SQUAD-factorized variant using
a larger amount of bins. Even with T = 4 MC samples at test time, SQUAD performs well.
MLP K=256 (SVHN) cov@risk .5% cov@risk 1% cov@risk 2% NLL Acc.
Plain MLP 0.0 (±.00) 0.0 (±.00) 36.3 (±2.84) 0.758 (±.065) 83.1 (±.42)
Maxout MCDropout 0.0 (±.00) 50.7 (±1.42) 65.0 (±2.32) 0.480 (±.020) 86.4 (±.71)
SQUAD-factorized 18.4 (±30.33) 53.9 (±1.81) 66.7 (±2.10) 0.454 (±.021) 86.7 (±.88)
SQUAD 1.7 (±6.75) 42.8 (±2.25) 59.3 (±1.38) 0.534 (±.005) 84.6 (±.13)
Max. MCDropout T=4 0.0 (±.00) 38.5 (±3.85) 57.6 (±2.66) 0.562 (±.016) 84.9 (±.73)
SQUAD-factorized T=4 10.7 (±26.25) 49.9 (±3.51) 64.5 (±2.45) 0.480 (±.024) 86.2 (±.67)
SQUAD T=4 0.0 (±.00) 38.0 (±1.86) 55.6 (±.84) 0.569 (±.019) 83.7 (±.52)
5.2 NATURAL IMAGES
To explore larger models trained on natural image datasets, we lightly tune hyper-parameters on
256-latent 2-layer models over 100 TPE evaluations. As SVHN contains natural images in color, we
anticipate a need for a higher amount of information per variable. We thus explore the effect of the
matrix-factorized variant.
As shown in table 3, SQUAD-factorized outperforms the non-factorized variant. Considering the
computational cost at the optimum of a 4-neuron factorization (B = 4) withC=37 quantization bins,
the model clocks 3.4 million weights. In comparison, the optimum for the presented MCdropout
results has C=11, using 9.0 million weights. On an NVIDIA Titan XP, the dropout baseline takes
13s per epoch on average, while SQUAD-factorized spans just 9s.
To evaluate the sample efficiency of the methods, we compare results at T = 4 samples. We find
that SQUAD’s results suffer less from under-sampling than MCdropout. We tentatively attribute the
sample efficiency to the flexible approximating posterior on the activations, which is in stark contrast
to the rigid approximating distribution that MCdropout imposes on the weights. In conclusion,
SQUAD comes out favorably in a resource-constrained environment.
5.3 ANALYSIS OF LATENT VARIABLE DISTRIBUTIONS
In order to evaluate if the proposed variational distribution does not simply collapse into single
mode predictions, we want to find out what type of distributions the model predicts over the latent
variables. We visualize the forms of predicted distributions in figure 7a. Although this showcases
only a small subset of potential multi-modal behavior that emerges, this demonstrates that the model
indeed utilizes the distribution to its full potential. To provide an intuition on how these predicted
distributions emerge, we present figure 9 in the appendix.
In figure 8 we visualize one of the activation functions that the method learns for a 1-dimensional
input SQUAD-factorized model. The learned activation functions resemble “peaked” sigmoid ac-
tivations, which can be interpreted as a combination of an RBF kernel and sigmoid. This provides
food for thought on how non-linearity’s for conventional neural networks can be designed, and the
effect of using such a non-linearity can be studied in further work.
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Figure 7: By analyzing the emerging predicted distributions of individual neurons in a converged
SQUAD model, we find that the flexible variational distribution is used to its full advantage. Figure
(A) visualizes a subset of interesting stereotypical distributions we hope to find in the model. Figure
(B) summarizes distributions predicted by the model similar to stereotypes, discovered by looking at
predicted distributions with low KL. Figure (C) shows how often distributions similar to stereotypes
arise, as measured by the KL distance (lower KL is closer to stereotypes).
Figure 8: By using a 1-dimensional matrix factorization for a SQUAD-factorized distribution, we
can visualize the type of (stochastic) activation functions learned by the method. After training the
model as usual on fashion-MNIST, we take a random neuron from the first layer. We visualize how
the predicted distribution of the output changes as a function of the 1-dimensional input. The left
y-axis indicates the prob(ability per value as shown using the green line. The right y-axis indicates
the value and in blue the most likely value is shown, and the gray dots represent samples from the
neuron. The red line depicts the expected output of the neuron. The shape of the expected output is
akin to a peaky sigmoid activation, and similar shapes are found in the other neurons of the network
as well. This provides food for thought on the design of activation functions for conventional neural
networks.
8
6 DISCUSSION
In this work, we have proposed a new flexible class of variational distributions. To measure the
effectiveness for real world classification, we applied the class to a deep variational information
bottleneck model. By placing a quantization-based distribution on the activations, we can compute
uncertainty estimates over the outputs. We proposed an evaluation scheme motivated by the need
in real-world domains to guarantee a minimal risk. The results presented indicate that SQUAD
provides an improvement over plain neural networks and Gaussian information bottleneck models.
In comparison to a MCDropout model, which approximates a Bayesian neural network, we get
competitive performance. Moreover, qualitatively we find that the flexible distribution is used to
its full advantage is sample efficient. The method learns interesting non-linearity’s, is tractable and
scaleable, and as the output domain is constrained, no batch normalization techniques are required.
Various directions for future work arise. The improvement of ensemble methods over individual
models indicates that there remains room for improvement for capturing the full uncertainty of the
output, and thus a fully Bayesian approach to SQUAD which would include weight uncertainty,
shows promise. The flexible class allows us to define a wide variety of interesting priors, which
provides opportunity to study interesting priors that are hard to define as a continuous density. Like-
wise, more effective initialization of parameters for the proposed method requires further attention.
Orthogonally, the proposed class can be applied to other variational objectives as well, such as the
variational auto-encoder. Finally, the discretized nature of the variables allows for the analytical
computation of other divergences such as mutual information and the Jensen-Shannon divergence,
the effectiveness of which remains to be studied.
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7 APPENDIX
7.1 EFFECT OF HYPER-PARAMETERS ON COVERAGE:
The optimal configuration of hyper-parameters and bin priors have been determined using 700 evalu-
ations selected using TPE. The space of parameters explored is as follows, presented in the hyperopt
API for transparency:
# Shared
C: quniform(2, 10, 1) * 2 + 1,
dropout rate: uniform(0.01, .95),
lr: loguniform(log(0.0001), log(0.01)),
batch_size: qloguniform(log(32), log(512), 1)
# SQUAD & Gaussian
kl_multiplier: loguniform(log(1e-6), log(0.01)),
init_scale: loguniform(log(1e-3), log(20)),
# SQUAD
use_bin_probs: choice([’uni’, ’gaus’]),
use_bins: choice([’equal_prob_gaus’,
’linearly_spaced’]),
learn_bin_values: choice([
’per_neuron’, ’per_layer’, ’fixed’]),
In figure 10 we visualize the pairwise effect of these hyper-parameters on the coverage. The optimal
configuration found in for the main SQUAD model are: batch size: 244, KL multiplier: 0.0027,
learn bin values: per layer, p(z): uniform, v: linearly spread over (-3.5,3.5), lr: 0.0008, C: 15,
initialization scale: 3.214.
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Figure 9: This figure serves to provide intuition on how a variety of distributions come about in our
model. We show the set of weights used to predict the probability for the C bins of a randomly
selected latent variable zl=1,k=12 from the first layer in a converged 2-layer SQUAD model (re-
shaped to a 28x28 squares for comparison with the data). We then present 5 data-points for which
the neuron predicts a stereotypical distribution, as visualized in the last bar-plot.
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Figure 10: This figure visualizes the pairwise relationship between hyper-parameters of SQUAD
and the effect on coverage. The top-60 configurations are highlighted. Green values are good, red
values are bad. We have filtered on the optimal settings for bin values and prior to reduce clutter.
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