ABSTRACT Studies have been actively conducted on biometrics technology applying electrocardiogram (ECG) signals, which are more robust against forgeries and alterations than fingerprint and face authentication. The ECG lead-I signals measured using ECG acquisition devices consist of 1D data. Therefore, it has limitations with regard to feature extraction and data analysis. This paper proposes a user-recognition system that extracts multi-dimensional features through 2D resizing based on bi-cubic interpolation, which improves the calculation speed and preserves the original data values after converting the measured ECG into a spectrogram. An ECG measuring device was developed, and the ECGs were measured using the developed device. The proposed system consists of an ECG acquisition step, an ECG signal processing step, a segmentation step, a feature extraction step, and a classification step. For ECG signals, the CU-ECG dataset was created by acquiring ECG lead I signal data from 100 subjects in a relaxed state for a period of 160 s. For three sets of shuffle classes that applied the CU-ECG dataset, the average recognition performance was 93% for the existing algorithm and 88.9% for the parameter adjustment method. The average recognition performance of the proposed user recognition system showed a 0.33% improvement compared to the existing algorithm and a 4.43% improvement compared to the parameter adjustment method.
I. INTRODUCTION
User authentication technologies that combine wearabledevice based information technology (IT) and biotechnology (BT) have been actively studied [1] . By using wearable devices on the body, it is possible to not only leave both hands free, but also overcome temporal and spatial limitations. When sensors are mounted on the wearable devices, they have the advantage of being able to collect bio-information, such as the body temperature, blood pressure, and ECG, without interruption during daily life [2] . The collected individual bio-information is used in a variety of services such as authentication technology, medicine, health management, and entertainment [3] , [4] .
User authentication technology, which proves an individual's identity, is being applied throughout the world in various
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fields, such as electronic finance, information communication, medicine, social welfare, administration, access control, immigration inspection, and entertainment. Of the different types of user authentication technologies available, biometrics technology uses an individual's unique bio-information and signals to enroll and store bio-information in real time and compare the already-stored bio-information to distinguish the target [5] . Bio-information that can be acquired outside or on the surface of the body can be obtained based on bodily and behavioral features that do not change during the entire lifetime of an individual. Bio-information that can be acquired through bodily features includes fingerprint, face, iris, retina, and vein information, and bio-information that can be acquired through behavioral information includes signature, voice, and gait information. Bio-signals that exist inside the body are behavioral features, and typically include ECGs, cardiac sounds, electroencephalograms, and electromyograms.
Biometrics, which uses bodily-feature based bio-information is continuously exposed to the risk of forgeries and/or alterations such as fake fingerprints, disguised faces, fake irises, and altered voices [6] . This has led to societal problems that have accompanied the negative aspects of biometrics, such as a reported financial incident in which fake silicon fingerprints were created using a 3D printer in Korea, a biometrics passport incident in which a fake fingerprint was used at an international Japanese airport, and a hacking incident in which a German hacker group used a photograph of the Russian president to copy his iris. To deal with such events, major advanced countries such as the United States, European nations, and Japan are conducting research and development into biometrics systems that use bio-signals existing inside the body [7] - [9] .
An ECG is a typical bio-signal within the body, and has characteristics that are unique to the individual owing to the heart's electrophysiological factors, the size and location of the heart, and the bodily conditions of the individual. Therefore, ECG signals are not easy to fake, and for this reason biometrics systems that use ECG signals are being studied [10] . The procedure used for processing bio-signals is as follows. The ECG signal is preprocessed for user authentication and recognition. Then, features are extracted, and a classifier is applied to the features to find the target with the highest similarity and recognize the user. Previous studies on this technology have proposed methods in which features are extracted in the time, frequency, and phase domains [11] - [13] .
In this study, spectrograms were used to extract 2D data features from the frequency domain, and bi-cubic interpolation was applied to conduct a 2D resizing to improve the computation speed and maintain the data resolution. The features were then extracted and used to confirm the excellent recognition performance for a shuffled evaluation set. The proposed method consists of the following steps: using an ECG measurement device to measure the performance evaluation ECG lead-I of the patient; applying pre-processing to remove noise from the measured ECG; segmenting into single periods composed of P waves, QRS complexes, and T waves; using a spectrogram to extract features from a single period and then reducing the data size through a 2D resizing; and finally conducting a performance analysis for user recognition. The lead-I measurements of 100 subjects in a relaxed state were acquired, and a CU-ECG dataset was created based on the measurements. The user recognition performance of the proposed method for the CU-ECG dataset showed a 3.4% improvement over the basic method and a 56.7% improvement over the parameter adjustment method. In addition, its mean user recognition performance using three sets of randomly extracted shuffle classes was shown to be 0.33% better than the existing method and 4.43% better than the parameter adjustment method.
Chapter 2 of this paper analyzes research related to user recognition. Chapter 3 describes the proposed user recognition system. Chapter 4 discusses the experiment methods applied and their results, along with future research directions. Finally, Chapter 5 provides some concluding remarks regarding this research. Figure 1 . shows the technical structure of the user recognition system applying an ECG. In step 1, the ECG signal is acquired and divided into registration and recognition data. In step 2, signal processing (pre-processing) is conducted to remove noise from the original signal. In step 3, the window size is segmented into a reference point and a non-reference point. In step 4, features are extracted from the segmented area, and the feature vector dimensions are minimized. In step 5, a classifier is used to evaluate the user recognition performance.
II. REALTED WORKS
The first task that must be conducted for user recognition is the construction of an ECG database. The ECG data are constructed after using MIT-BIH, PTB, and ECG-ID in the Physionet public database or by directly taking measurements with the device developed in this study, as well as by applying various medical, wearable, and mobile devices. The public database that was constructed using medical devices and the database that was directly constructed using the developed device and mobile devices are raw signals. Because the signals include noises from the devices and the patient's state, as well as the measurement environment, signal processing must be applied.
Noises that must be removed include 60 Hz band modulated waves occurring in the power supply line of the measuring devices and wideband white noises from the measurement device (power line noise), muscle noises from the effects of the nearby equipment or the movement of the subject, and baseline variation noises from the subject's breathing. To remove these noises, filtering and normalization processes are necessary. The filtering process removes noise using frequency filters and wavelet decomposition. Frequency filters include high-pass filters, low-pass filters, band-pass filterbased Butterworth filters, Chebyshev filters, and notch filters. In wavelet decomposition, a conversion is performed through the wavelet conversion function, and the wavelet is then divided at each stage by down-sampling to remove the noise elements. Noises are removed by excluding the noise element coefficient [14] , [15] .
The normalization process is accomplished through upsampling, down-sampling, and over-sampling based on resampling using the threshold values proposed in individual studies. During a resampling, the size and position of a single period of data consisting of an ECG's P waves, QRS complexes, and T waves become the same value [12] .
A process for consistently segmenting the data area using the preprocessed ECG is required for user recognition. Segmentation methods are divided into those using reference points and those using non-reference points, which are applied to set the section area. The reference point method uses P waves, QRS complexes, and T waves from the overall ECG to randomly set the initial and end points, and to conduct segmentation suitable to the enrollment and recognition time [11] , [16] - [18] .
The non-reference point method does not consider the initial and end points from the overall ECG but applies the segmentation according to a fixed data size and then sets the section areas [19] - [22] .
The data analysis, which uses the segmented ECG, consists of a feature extraction step and a step for minimizing the data dimensions through a discriminant analysis [23] - [25] . The existing method is applied in the time, frequency, and phase domains for feature extraction. A typical feature extraction in the time domain includes the amplitude of the waves that are located at a peak along the x-axis within a single period, which is composed of the ECG's P waves, QRS complexes, and T waves; the slopes of the PR segmentation, ST segmentation, and TP segmentation; and the continuous time of the waves at each peak [11] . Typical feature extraction applied in the frequency domain uses the power spectrum in a single period (P wave, QRS complexes, T wave) of an ECG, as well as ensemble empirical mode decomposition [12] . Typical feature extraction applied in the phase domain converts one period of an ECG into a phase trajectory, and then uses the Lyapunov exponents and correlation dimension [13] . After the features are extracted, a discriminant analysis is applied to reduce the data dimensions. The main component of a discriminant analysis is finding the axis enabling the most efficient reduction of the dimensions when data are distributed in a multidimensional space. The main component reduces the dimensions through this axis and extracts the features. A linear discriminant analysis preserves the dimensional data while finding the axis that is close to the internal variance data and far from the external variance data in order to reduce the dimensions. Currently, deep learning simultaneously extracts features and reduces their dimensions. It uses neural networks to adjust the iterative learning rate.
After the data dimensions are reduced, classes are categorized for user recognition. Methods for class categorization include machine learning methods such as supervised learning and unsupervised learning in which training does not occur [26] - [29] . In supervised learning, a correct answer set (class) exists, and is used to conduct the learning and make predictions. In unsupervised learning, a correct answer set (class) does not exist, and items with similar patterns are grouped. Unsupervised learning consists of parametric and non-parametric methods. Figure 2 . shows the ECG-based user recognition system proposed herein. The structure of the proposed system consists of a user recognition process, which includes an ECG lead-I acquisition step, signal preprocessing step, segmentation step, 2D resized spectrogram step, and dimension reduction and classification step. The ECG lead-I was measured in a patient by applying a Cypress cortex-M3 measurement device, and ECG data were acquired using a Keysight oscilloscope MSO9104A device. The preprocessing step uses the acquired ECG and removes the 60 Hz power line noises that occur in the ECG acquisition equipment, the baseline variation that occurs from breathing, and the muscle noises that occur from patient movement. The segmentation step uses the denoised ECG, and segments a single period composed of P waves, QRS complexes, and T waves into one area using the reference point segmentation method for feature extraction. Feature extraction uses the segmented ECG. It applies a spectrogram to conduct the conversion and then reduces the data through a 2D resizing. In the final user recognition evaluation, the data dimensions are reduced through a main component analysis, and the Euclidean distance is then applied to find highly similar targets and evaluate the performance.
III. USER IDENTIFICATION SYSTEM USING 2D RESIZED SPECTROGRAM

A. ECG MEASUREMENT
The ECG databases for user recognition consist of public databases and databases of information measured and acquired in the present study. Typical public databases include the MIT-BIH and PTB databases created for research purposes at MIT and Harvard, respectively. These databases classify the ECGs collected from hundreds of subjects based on their disease and body conditions. They have been used to evaluate the performance in many studies on developing disease diagnosis and user authentication technology. However, ECG data measured by medical devices have a difficulty in verifying the reproducibility for user recognition. In contrast, the ECG database acquired for this study focuses on subjects who have healthy hearts and was created by repeatedly taking measurements using special-purpose measuring devices and the developed measuring device over a long period of time.
In this study, the developed measuring device was used to measure the ECG lead-I. The measuring device uses a Psoc-5LP, which is part of the ARM Cortex-M3 line, and was compiled using Psoc Creator 3.1 provided by Cypress. The measuring device was created with a 0.1-100 Hz signal bandwidth, a sampling rate of 128 samples per second (sps), and a 60 dB SNR. The oscilloscope, which allows the developed device to capture ECG data, is an MSO 9104 developed by Keysight. The MSO 9104 oscilloscope has a 1 GHz bandwidth, maximum sampling rate of 20 GSa/s, waveform update rate of 1.24 mVrms, normal increase time of 253 ps (10%-90%), and a normal decrease time of 174 ps (20%-80%). The ECGs measured using the developed device had severe noises compared to the public database of ECGs acquired using highly precise medical devices. To compare the noise levels, this study applied Equation (1) to calculate the mean square error of 16,273 recording samples of normal sinus rhythms from the public MIT-BIH database and ECG samples measured using the developed device.
In Equation (1), n is the number of ECG sample data,Ŷ is a preprocessed ECG, and Y is the non-preprocessed ECG.
The same preprocessing technology was applied to each ECG sample. As the results indicate, the MSE of the 16,273 recording samples was 5.12, and the MSE of the ECG measured by the developed device was 19.34, which is a much more severe level of noise. Figure 3. shows the difference in MSE between the ECG data measured by the medical device and the ECG data measured by the developed device. As the MSE numbers increase, the noise to original signal ratio becomes more severe. Because the ECGs measured by the developed device have severe noises, they must be removed as much as possible.
B. ECG SIGNAL PREPROCESSING
The ECG signals measured by the developed device have severe noises; it is therefore necessary to apply a preprocessing step. The preprocessing procedure consists of a noise removal step and a correction step. The noises in the measured ECGs were removed through frequency filtering, R wave peak detection, and median filtering, which excludes the QRS. To confirm the extent to which the noises were removed, the signal to noise ratio (SNR) was calculated.
A high SNR value indicates a good signal because the noise is low compared to the original signal. Figure 4 . shows the SNR of the frequency and median filters applied during the preprocessing. The SNR of the ECG that went through the median filter using R wave peaks was 0.12 dB higher than the 1.33 dB SNR of the ECG that went through the bandpass filter. The frequency filtering process applied bandpass filtering to remove the 60 Hz power line noises, the muscle noises from patient movement (> 40 Hz), and the contact noises from electrodes used to take the measurements (< 0.5 Hz), which are present in the ECG. The R wave peaks of the ECG that went through the bandpass filter were detected based on the threshold value of the algorithm developed by Pan and Tompkins (1985) . The detected R wave peaks were used in the QRS complex segment settings in order to apply the median filter. The QRS complex segments have bodily feature information that is unique to the individual. Therefore, segments other than the QRS complex segments were put through a median filter to obtain the results shown in Figure 4 . (c).
Even after applying the frequency and median filters using the R wave peaks, the baseline variation noises from patient breathing were not removed. To remove the baseline variation noises, a continuous primary regression analysis was used to estimate the ECG baseline caused by the patient's breathing. A partial baseline was used in the method for estimating the baseline variation.
All baseline values were used to adjust the projection values on a horizontal line to a zero point [30] . The ECG adjusted to a zero point in this way does not affect the individual's unique feature values, and the baseline variation noise is removed, as shown in Figure 5 .
C. SEGMENTATION
The ECG lead-I shows electrical signals that periodically create P waves, QRS complexes, and T waves through a depolarization of the atrium, and repolarization and depolarization of the ventricles. The ECG periodic signals go through a segmentation process for user recognition. The segmentation process uses the preprocessed ECG, and determines the processing time for user identification. As the amount of ECG data used in user recognition increases, the performance improves, but the time spent on the recognition becomes longer. To resolve this issue, studies are being conducted on increasing the recognition performance regarding the amount of ECG data applied. ECG segmentation for user authentication is a technology that sets areas using both reference and non-reference points. In most technologies applied for ECG segmentation, non-reference point segmentation is used instead of reference point segmentation because of the characteristics of an ECG's periodic signal.
D. 2D RESIZED SPECTROGRAM
Feature extraction is conducted using P waves, QRS complexes, and T waves that make up a single segmented ECG period. One ECG period is made up of data composed of a 1D voltage value over time. As such, there are limitations to conducting feature extraction and a data analysis. Methods that can simultaneously analyze the time and frequency domain information include spectrograms, WignerVille distributions, and wavelet transformations. This study used spectrograms to analyze the 2D data. A spectrogram sets a window function of a fixed length within the time domain of a given signal and then moves the window. A Fourier transformation is applied to each signal to obtain the frequency information over time. Equation (2) shows the spectrogram conversion according to the fast fourier transform (FFT) length N using the ECG signal x(t), input signal, and window function w(t).
Here, R is the window length, ω is the angular frequency, and s is the spectrogram value. The time and frequency resolutions vary according to the R value. If the resolution of the time domain is high, the frequency resolution decreases. If the frequency resolution is high, the resolution of the time domain is lowered. That is, the resolution of the spectrogram has a drawback of creating a conflicting window effect. To overcome this drawback, the resolution of the 2D spectrogram data was maintained regarding the amount of time through an image processing, and the data dimensions were reduced to extract the features. A 2D image resizing method was used to reduce the image size of the spectrogram, which is composed of 2D data, as shown in Figure 6 . To reduce the image size bi-cubic interpolation was applied, and the resolution of the spectrogram regarding the amount of time was maintained. Bi-cubic interpolation is obtained after executing cubic interpolation on the x-and the y-axes.
The pixel value of a given point (x, y) 0 ≤ x ≤ 1, 0 ≤ y ≤ 1 within a square with vertices at four points (0, 0), (0, 1), (1, 0), and (1, 1) is found using the pixel values of the 16 surrounding points (i, j) −1 ≤ i ≤ 2, −1 ≤ j ≤ 2. The pixel value f(x, y) is a 3D function of x and y shown in Equation (3).
The interpolation problem is created by determining the 16 coefficients of a ij . If a suitable P(x, y) function value is used, the four equations shown in Equation (4) 
Similarly, eight equations differentiated in the x, y direction can be found, as shown in Equation (5). 
Four x, y mixed partially differentiated equations can also be found, as shown in Equation (6) .
f xy (0, 1) = a 11 + 2a 12 + 3a 13 f xy ( 
Sixteen polynomial coefficient 16-dimensional vectors are used to calculate the surrounding information for the pixel and apply an interpolation. The first stage of reduction of the image size through bi-cubic interpolation resizes the image from 257 × 94 to 129 × 47, and the second stage of reduction resizes it from 129 × 47 to 65 × 23.
IV. EXPERIMENT RESULTS
The user recognition performance was verified using MATLAB R2018a on a personal computer with an Intel Core i5 processor. A total of 100 subjects participated in the ECG measurements for the user recognition, including 89 men and 11 women, with ages of 23 to 34, all employed at Chosun University. The ECG acquisition time was 2 min for each subject. The ECGs acquired to create the public CU-ECG database were measured for 10 s and then measured again after a 10 s rest period. For the ECG measurement environment, all 100 subjects were sitting in a relaxed posture. For the measuring device, a wet-electrode was used to measure the ECG data at a 500,000 Hz sampling rate for 10 s with an Arduino board ARM Cortex-M3 Psoc-5LP as shown in Figure 7 (a). To analyze the user recognition performance, the enrolled data from a period of 10 to 50 s and recognition data from a period of 10 to 30 s were used sequentially. This study applied the CU-ECG dataset to confirm the data characteristics. For a performance analysis, three sets of shuffle classes with randomly extracted patient classes were created. Features from the frequency domain, which was found to have the highest performance, were used for a comparative analysis between the proposed 2D resizing spectrogram method and the existing method [12] . This paper also added a spectrogram parameter adjustment method that can reduce the data size, similarly to the proposed method. This method adjusts the hamming window length R and N parameters of the FFT resolution. The parameter adjustment method can reduce the size of the spectrogram data, similarly to the proposed method. Therefore, additional performance comparisons can be made for data of the same size. The classifier used for the performance comparison analyzed the main component and then applied the Euclidean distance.
A. PERFORMANCE ANALYSIS USING CU-ECG DATASET
To analyze the user recognition performance, 20, 40, 60, 80, and 100 subjects were used, and 50 enrolled data items and 10 recognition data items were applied for each individual patient. Fig. 7 shows a performance comparison among the existing method, the parameter adjustment method, and the proposed 2D resizing method. For each feature extraction method, the ECGs of 100 subjects were measured, and the constructed CU-ECG dataset was applied to the user recognition system. The row data length was adjusted according to the R value, and the column data length was adjusted according to the N value. When R was 2, 4, or 8, the row data length was reduced to 94, 46, or 22, respectively. When N was 9, 8, or 7, the column data length was reduced to 257, 129, or 65. The approach used in this study resized the existing spectrogram data size of 257 × 94 to a 1/2 size of 129 × 47 and a 1/4 size of 65 × 23.
The existing method uses the frequency domain feature extraction method, which was found to have the best performance among the time, frequency, and phase domains. As shown in Table 1 ., the performance of the existing method continuously decreased inversely proportional to the increase in the number of subjects, and the parameter adjustment method showed an excellent performance for up to 60 subjects, although the performance decreased rapidly after 80 subjects. The proposed 2D resizing method showed an excellent performance for 20, 40, and 100 subjects, and a stable performance was achieved even as the number of subjects increased. In addition, the proposed method reduced the data size in stages and improved the computational speed by a factor of 2 to 4 while maintaining the same level of performance. When the number of subjects reached 40, the parameter adjustment method and the proposed 2D resizing method showed a similar level of performance. As such, their user recognition performance for 40 subjects was compared as the numbers of enrolled data items and recognition data items increased. To analyze the performance according to changes in the number of recognition data items, the number of enrolled data items was fixed at 50 per individual, and the recognition data were increased to 1, 5, 10, 20, and 30 items.
As shown in Table 2 . and Figure 9 . (a), when parameters R and N were adjusted from 2 and 9 to 4 and 8, respectively, the numbers of row and column data were reduced from 257× 94 to 129 × 46. When the number of recognition data items was 10, the recognition performance was reduced compared to the original data, but when it was 20 or 30, the performance improved. When R and N were adjusted to 8 and 7, respectively, the numbers of row and column data items were reduced to 65×22. When the number of recognition data was 10, the recognition performance improved compared to the original data, but when it was 20, the performance decreased and then improved again when it reached 30.
As shown in Table 3 and Figure 9 . (b), when the 2D resizing was applied to reduce the existing data size from 257 × 94 to 129 × 46 and 65 × 22, the performance according to the number of recognition data items improved or remained the same as when the existing data size was used. As the number of recognition data items changed, the proposed 2D resizing method showed a higher performance than the R and N parameter adjustment method, or achieved a similar performance as when the existing data were used.
To analyze the performance according to changes in the number of enrolled data items, the number of recognition data items was fixed at 30, and the number of enrolled data items was increased to 10, 20, 30, 40, and 50.
As shown in Table 4 and Figure 10 . (a), when the row and column data sizes were reduced from 257 × 94 to 129 × 46, because the R and N parameters were adjusted from 2 and 9 to 4 and 8, respectively, the performance according to the number of enrolled data items was reduced compared to the existing data. The performance was better than the existing data only when the R and N parameters were 8 and 7, respectively, and the number of enrolled data items was 50.
As shown in Table 5 and Figure 10 . (b), when the 2D resizing was applied to reduce the existing data size from 257 × 94 to 129 × 46 and 65 × 22, the performance according to the number of enrolled data improved except when the number of enrolled data was 20. As the number of enrolled data and recognition data items increased, the recognition performance results were maintained at a fixed level or improved when the data size was reduced through the proposed method when compared to the parameter adjustment method. Loss of the original data was minimized using image processing employing a 2D resizing method through bi-cubic interpolation, unlike when the data size was reduced using a parameter adjustment in which partial spectrogram values in the original data were lost. It was therefore confirmed that when the data size of the spectrogram values is reduced by the proposed method, data loss is minimized and the recognition performance is maintained or improved.
B. PERFORMANCE ANALYSIS WHEN APPLYING CU-ECG CLASS SHUFFLING
To verify the characteristics of the CU-ECG dataset, three sets of 20, 40, 60, 80, and 100 shuffle classes were created through random extraction, as shown in Figure 11 ., and the performance for each was analyzed. The recognition performances of the R and N parameter adjustment method and the 2D resizing method were compared. The existing method, parameter adjustment method, and proposed method were then compared in terms of the average performance of three sets of shuffle classes according to an increase in the number of subjects.
To analyze the performance for the three sets of shuffle classes, the number of subjects was set to 40, the enrolled data items to 50, and the recognition data items to 10. To allow the same experiment conditions to be applied, the number of subjects was set to 40 because this is the point at which the parameter adjustment method and the proposed method were found to be similar in the previous experiments.
As shown in Table 6 and Figure 12 ., when the R and N parameters were adjusted from 2 and 9 to 8 and 7, respectively, the recognition performance for shuffle classes 1, 2, and 3 was reduced in comparison to when the original data were used. Except for shuffle class set 3, the sensitivity regarding the change in recognition performance for sets 1 and 2 was extremely high.
As shown in Table 7 and Figure 13 ., when 2D resizing was used to reduce the existing data size from 257 × 94 to 129 × 47 and 65 × 23, the performance was the same for shuffle classes 1, 2, and 3, and no change in performance in any of the shuffle classes was shown. The performance when using the data size reduced through the R and N parameter adjustments was worse than the performance when using the original data size. However, the performance when applying the data size reduced by the same amount through the proposed method was the same as when using the existing data size. It was confirmed that the performance of the parameter adjustment decreased as the data size was reduced, whereas the performance of the proposed method remained at the same level. In addition, the performance for the three sets of fixed shuffle classes was maintained at the same level in all cases, and the sensitivity to changes in the recognition performance regarding changes in the class sets was lower than with the parameter adjustment method.
As shown in Table 8 and Figure 14 ., the performance analysis results for the shuffle classes confirmed that the 2D resizing method achieves a better performance than the existing method and the parameter adjustment method. The performance was shown to be excellent for all intervals except for when 60 subjects were used.
The use of spectrograms to extract the features, as applied in the proposed algorithm, produces a better level of performance than the feature extraction algorithm used by the existing method. The 2D resizing of the spectrograms improves double (0.201 data/s to 0.413 data/s), quadruple (0.413 data/s to 0.845 data/s) the computational speed of 100 subjects recognition by reducing the data size. The parameter adjustment method experiences a decrease in performance when the data size is reduced, whereas the proposed method maintains the same level of performance.
V. CONCLUSIONS
This paper proposed a user recognition system that conducts 2D feature extraction by converting the P waves, QRS complexes, and T waves of a single period of a 1D ECG signal into a spectrogram, and then resizes the spectrogram into 2D using a bi-cubic interpolation method. The proposed system consists of the following steps: capturing the ECG lead-I using a measuring device, applying a preprocessing step to remove noise, segmenting a single period of the ECG, extracting features from a single period using a 2D resized spectrogram, and applying classification for user recognition.
When the proposed method is used, the mean recognition performance for 100 users in the CU-ECG dataset was shown to be 3.4% better than the existing method, and 57% better than the parameter adjustment method. When using three sets in which the class order of the CU-ECG dataset has been VOLUME 7, 2019 shuffled, the mean performance of the proposed method was shown to be 0.33% better than the existing method and 4.5% better than the parameter adjustment method. The proposed method improves the computation speed by a factor of 2 to 4 when compared to the parameter adjustment method by reducing the data size while maintaining the same performance. Each time the data size was reduced using the proposed method, data loss was minimized owing to the application of a bi-cubic interpolation method. For this reason, the same recognition performance was maintained as the numbers of enrolled data items and recognition data items changed. By maintaining the same recognition performance when using the three sets of fixed shuffle classes, the proposed method lowered the performance sensitivity regarding changes to the class set when compared to the parameter adjustment method. As such, it was confirmed that the recognition performance of the existing method and that of the parameter adjustment method were exceeded by the proposed method, which applies user recognition by converting a single ECG period into a spectrogram and conducts image processing using a 2D resizing to reduce the data size and extract the features. To develop user authentication technology in the future, we plan to create a database of ECGs from a larger number of subjects under dynamic situations and use this database to analyze the deep learning performance. 
