The purpose of this paper is to provide a precise analysis of the ‫-ݐ‬th moment of the profile in random binary digital trees. We assume that the ݊ input strings are independent and follow a (binary) Bernoulli model. In tries, the main difference with the previous analysis is that we have to deal with an inhomogeneous part in the proper functional equation satisfied by the ‫-ݐ‬th moment and in digital search trees with an inhomogeneous part in a proper functional-differential equation. We show that ‫-ݐ‬th moment of the profile ‫ݐ(‬ 2) is asymptotically of the same order as the expected value ‫ݐ(‬ ൌ 1). These results are derived by methods of analytic combinatorics.
IntroducƟon
Digital trees like tries or digital search trees are important in many computer science applications like data compression, paƩern matching or hashing (see [2] , [4] and [5] ). For example, the popular LempelZiv compression scheme is strongly related to digital search trees [20] . They are two classes of so-called log݊ trees and their construction is based on digital keys and not on the order structure of the keys as in the case of binary search trees [6] .
Digital trees have been widely studied in the literature (see [16] , [19] and the references therein). The motivation of studying the profiles of such trees is multifold. However here we will concentrate on the ‫-ݐ‬ th moment of the profile in these trees.
Binary tries
Tries are prototype data structures useful for many indexing and retrieval purposes. They were first proposed by de la Briandais [2] in the late 1950s for informaƟon processing; Fredkin [10] suggested the current name as it being part of retrieval. Tries are multiway trees whose nodes are vectors of characters or digits. Due to their simplicity and efficiency, tries found widespread use in diverse applications ranging from document taxonomy to IP addresses lookup, from data compression to dynamic hashing, from partial-match queries to speech recognition, from leader election algorithms to distributed hashing tables (see [12] , [14] , [16] and [19] ).
Tries are natural choice of data structures when the input records involve a notion of digits (or alphabets). They are often used to store such data so that future retrieval can be made efficient. Given a sequence of ݊ strings over the binary alphabet Σ ൌ ሼ0,1ሽ, we can construct a trie as follows. If ݊ ൌ 0, then the trie is empty. If ݊ ൌ 1, then a single (external) node holding the strings is allocated. If ݊ 2, then the trie consists of a root (internal) node directing strings to the two subtrees according to the first digit of each string, and strings directed to the same subtree are themselves tries (see [14] , [16] and [19] for more details). Unlike other search trees such as digital search trees and binary search trees where records or keys are stored at the internal nodes, the internal nodes in tries are branching nodes used merely to direct records to each subtries, records being all stored in external nodes that are leaves of such tries [18] . Figure 1 shows a trie built on eight strings ‫ݏ‬ ଵ , . . . , ‫ݏ‬ ଼ (i.e., ‫ݏ‬ ଵ ൌ 0. .., ‫ݏ‬ ଶ ൌ 1. .., ‫ݏ‬ ଷ ൌ 01. .., ‫ݏ‬ ସ ൌ 11. .., etc.) with internal (ovals) and external (squares) nodes. Trie provides a model for the analysis of several important algorithms, such as Radix Exchange Sort [14] , and Extendible Hashing [10] .
Binary digital search trees
A binary digital search tree is built from a sequence of keys where each key is a string of binary digits. It is easiest for implementation that the keys the same length. The first key, or a pointer to it, is stored in the root node; a subsequent key is guided to the left or right subtree as whether its first bit is 0 or 1, respectively. In the subtrees the algorithm is repeated recursively, but if the subtree is at the level ݆, the ݆-th bit is used for branching. The process continues in the subtrees until an empty subtree is reached and that is where new key is adjoined. The process is very similar to the growth of binary search trees, only different in the branching method where the bits are used instead of ordinal values of the keys. The nodes containing of strings are called the internal nodes and the remaining nodes which are directly aƩached to nodes already exisƟng in the tree are called the external nodes [7] , [8] . These trees have introduced by Coffman and Eve in 1970 and also are called Coffman-Eve sequence trees [3] . Figure 2 shows a digital search tree built on eight strings ‫ݏ‬ ଵ , . . . , ‫ݏ‬ ଼ . A main distinction between the algorithm for digital search trees and that for tries is that all the nodes of the digital tree hold keys, whereas in tries the keys reside only in leaves. Digital search tree provides a model for the analysis of several important algorithms, such as the Lempel-Ziv parsing algorithm [15] , and Conflict ResoluƟon [17] .
Biased random binary digital trees
The profile of a digital tree is a parameter that represents the number of nodes (either internal or external) with the same distance to the root. It is a function of the number of strings stored in a tree and the distance from the root. Several, if not all, digital tree parameters such as height, size, depth, shortest path, and fill-up level can be expressed in terms of the (external and internal) profiles [7] , [18] .
Throughout the paper, we write ‫ܤ‬ , ் to denote the number of external nodes (leaves) at distance ݇ from the root; the number of internal nodes at distance ݇ from the root is denoted by ‫ܫ‬ , ் in binary tries. For simplicity, we will refer to ‫ܤ‬ , ் as the external profile and ‫ܫ‬ , ் the internal profile. Also we write ‫ܤ‬ , and ‫ܫ‬ , for binary digital search trees.
The standard data model for digital trees is the Bernoulli probability distribution (infinitely long independent keys of independent bits). The probability model should ideally be unbiased. In practice this unbias is not guaranteed [1] .
In this paper we study the profiles of a binary digital tree built over ݊ binary strings generated by a Bernoulli model. More precisely, we assume that the input is a sequence of ݊ independent and identically distributed random variables, each being composed of an infinite sequence of Bernoulli random variables with mean ‫,‬ where 0 ൏ ‫‬ ൏ 1 is the probability of a "1" and ‫ݍ‬ ൌ 1 െ ‫‬ is the probability of a "0". The corresponding digital tree constructed from these ݊ bit-strings is called a random digital tree. We consider the Bernoulli model with unequal probabilities of symbols (biased model). More precisely, we assume that ‫‬ ൏ ‫.ݍ‬ The purpose of this paper is to provide a precise analysis of the ‫-ݐ‬th moment of the profile in digital trees. In tries, the main difference with the previous analysis is that we have to deal with an inhomogeneous part in the proper functional equation satisfied by the ‫-ݐ‬th moment. Also in digital search trees we have to deal with an inhomogeneous part in a proper functional-differential equation satisfied by the ‫-ݐ‬th moment. However, we show that the ‫-ݐ‬th moment is asymptotically of the same order as the expected value in two cases. These results are derived by methods of analytic combinatorics such as generating functions, Mellin transform, Poissonization, the saddle point method and singularity analysis.
Results on binary tries
The probability generating function of ‫ܤ‬ , ் , This case analyzed by Park, Hwang, Nicodeme and Szpankowski [18] . If ‫ݐ‬ ൌ 2, then ߣሺ1,1ሻ ൌ 2. If ‫ݐ‬ ൌ 3, then ߣሺ1,2ሻ ൌ ߣሺ2,1ሻ ൌ 3 and another ߣሺ݉, ݊ሻ ൌ 0 and so on. 
for some constant ܿ independent of ‫,ݎ‬ ݇ and ߠ.
Proof. By iteraƟng the equaƟon (5) we can represent
where Furthermore, we set
and we also use the abbreviations
It is natural to choose ߩ ൌ ߩ , as the saddle point of the function ܶሺ‫ݏ‬ሻ 
where ݆ ൌ ඥ݈‫݈݃݊݃‬ሺ‫ݍ/‬ሻ/ሺ2ߨሻ.
Proof. By the inverse Mellin transform
with ߩ െ2 where
The proof is completed quite idenƟcal to that of Lemma 5 in [7] for the new funcƟon ݂ሺ‫ݏ‬ሻ. 
where ‫ܭ‬ is any sequence tending to infinity [6, 18] . Thus the ‫-ݐ‬th moment of the internal profile is asymptotically equivalent to 2 for ݇ ߙ ሺ݈‫݊݃‬ െ ‫ܭ‬ ඥ݈‫݊݃‬ሻ. Also when ݇ ߙ ଶ ሺ݈‫݊݃‬ ‫ܭ‬ ඥ݈‫݊݃‬ሻ,
் ‫ݍ/‬ as it was for the expected value [18] . 
where ߣሺ݉, ݊ሻ ‫א‬ Ժ and ‫ܧ‬ It is easy to show that . ‫‬
By the above discussion ‫ܪ‬ ሺ௧ሻ ሺ‫ݏ‬ሻ ൌ ܱሺܶሺԸሺ‫ݏ‬ሻሻ/2 െ 1ሻ ଶ . Just similar to [13] , it turns out the inhomogeneous part in (17) is relaƟvely small. This suggests that the asymptoƟcs of the ‫-ݐ‬th moment should be of the same order of magnitude as for the expected value. 
where ߩ , ൌ ߩሺ݇/݈‫݊݃‬ሻ and ‫ܮ‬ሺߩ, ‫ݔ‬ሻ is a non-zero periodic function with period 1 in ‫ݔ‬ and given by ‫ܮ‬ሺߩ, ‫ݔ‬ሻ ൌ ∑ ‫א‬Ժ ݂ሺߩ ‫ݐ݅‬ ሻΓሺߩ ‫ݐ݅‬ ሻ݁
ିଶగ௫
, ‫ݐ‬ ൌ 2݆ߨ/logሺ‫ݍ/‬ሻ. We state a very short outline of the proofs: First we have to obtain an explicit solution for ‫ܨ‬ ሺ௧ሻ ሺ‫ݏ‬ሻሺ‫ܨ‬ ሺ௧ሻ ሺ‫ݏ‬ሻሻ of (17) which is the most difficult part. Then we have to find proper asymptoƟcs for ሻ. The reader is referred to [8] and [13] for a detailed discussion of the above mentioned tools that belong to analytic combinatorics.
