With the development of information technology and the popularization of mobile devices, collecting various types of customer data such as purchase history or behavior patterns became possible. As the customer data being accumulated, there is a growing demand for personalized recommendation services that provide customized services to customers. Currently, global e-commerce companies offer personalized recommendation services to gain a sustainable competitive advantage. However, previous research on recommendation systems has consistently raised the issue that the accuracy of recommendation algorithms does not necessarily lead to the satisfaction of recommended service users. It also claims that customers are highly satisfied when the recommendation system recommends diverse items to them. In this study, we want to identify the factors that determine customer satisfaction when using the recommendation system which provides personalized services. To this end, we developed a recommendation system based on Deep Neural Networks (DNN) and measured the accuracy of recommendation service, the diversity of recommended items and customer satisfaction with the recommendation service. The experimental results of is the study showed that both recommendation system accuracy and diversity would have a positive effect on customer satisfaction. These results can further improve customer satisfaction with the recommendation system and promote the sustainable development of e-commerce.
Introduction
With the development of information technology and the popularization of mobile devices, the e-commerce market continues to grow. Although many new products are released to satisfy consumer's needs, customers are spending too much time selecting their preferred products. Therefore, the importance of personalized recommendation services has emerged. Global companies such as Amazon [1] , Netflix [2] and Google [3] are offering various services using the recommendation system to pursue the sustainable development of e-commerce [4] . Recommended the items or services that suit customers' interests not only can improve customer satisfaction by reducing customers' exploring efforts but also increase item sales [5, 6] . Notably, the recommendation system that recommended items or services using customer's purchase history data helps them make decisions among their various alternatives [7] .
The previous study's recommendation systems focused on enhancing the performance of the recommendation system using customers' purchasing history or preference [8, 9] . The performance of the recommendation system was mainly measured by recommendation accuracy and the diversity recommendation systems mainly are based on Collaborative Filtering and Content-based Filtering as shown in Figure 1 [38] .
Figure 1. The types of Recommendation Systems
The Collaborative Filtering-based recommendation system is to predict preferences by calculating similarities between customers or items [18] . This recommended method basically recommends items based on customers' past purchasing history and preferences. However, his method has a Cold-Star issue where there is not enough data available to measure similarity and the customer's preferences [21] . Furthermore, there is also a First-Star issue where customers' preferred items are not recommended because they have not yet been purchased [21] .
The Content-based Filtering recommendation system is a method to analyze the contents of a item and analyze the similarity between items and customer preferences, and to recommend suitable items to the customer [39] . This method does not cause the First-Rate issue such as the Collaborative Filtering method, because customers are recommended for items of a similar category to the attributes of the preferred items [21, 40] . However, it fails to reflect the taste or preferences of other customers as it recommends items with high similarity based on the customers' purchasing history. So, this method has an Over Specialization issue that items are similar to those purchased previously is recommended [41] .
Deep Neural Network
Deep Neural Network refers to a network of two or more hidden layers between the input and output layers as shown in Figure 2 [42, 43] . This method uses sophisticated mathematical modeling to solve complex problems. Traditional machine learning algorithms are made up of one input and output layer, but the Deep Neural Network contains multiple hidden layers, so it can learn various nonlinear relationships [44] . Thus, Deep Neural Network has the advantage of being able to identify the potential structure of data. However, the existing deep neural network has occurred Vanishing Gradient issues if layers increase, and excessive learning of models leads to problems such as overfitting or low learning speed.
Figure 2. Deep Neural Network Basic Structure
To solve the Vanishing Gradient in Deep Neural Network, the University of Toronto, professor Jeffrey Everest Hinton proposed a ReLU (Rectified Linear Units) activated function [45] . This function is currently the most commonly used activation function, emerging as an alternative to the existing Sigmoid activation function. Then, to solve the Over Fitting issue in the learning process Methods were proposed such as these Mini Batch, Dropout [46] . Furthermore, GPU specialized in vector operations can process large sizes of data quickly, greatly improving the overall learning speed of the model [43] . Currently, the issue that Deep Neural Networks had is solved and are used in different areas such as image processing and natural language processing [47] [48] [49] .
Expectancy Disconfirmation Theory
Expectancy disconfirmation theory (EDT) is known as the theory that describes the process of determining customer satisfaction with items and services [32] . According to the theory, if the performance for items and services is higher than expected the customer becomes satisfaction, and if the performance is lower than expected, the customer becomes dissatisfaction [32] . In other words, higher performance than a customer's expectations for a special item or service is positive disconfirmed, but a lower performance than the customer's expectations is negative disconfirmed. If the positive disconfirmed is increasing that may increase customer satisfaction and the negative disconfirmed is increasing may increase in customer dissatisfaction [50] . Especially, negative disconfirmed are important factors to consider, not just dissatisfaction, but also the customers may have negative results such as moving to other items or services or discontinuing purchases [51, 52] .
Figure 3. Expectancy Disconfirmation Theory model
Expectancy disconfirmation theory is used in studies to identify the impact on the intention of continuous use of information systems (IS) in the latest technology or online environment [53, 54] . As shown Figure 3 IS continuance intention is influenced by customer satisfaction, which is determined by the difference between perceived quality and expectation levels. In conclusion, customer satisfaction has a positive effect on repurchase intentions and word-of-mouth.
This Expectancy disconfirmation theory can also be applied to the recommendation system. At this time, the expectation of item or service quality that the customer had is compared to the actual item or service quality perceived by the customer through the recommendation system. In the online store, many customers post star rating to the items that they have purchased. Star ratings are important for predicting initial expectation levels for recommended items because the recommendation system predicts customer's purchase scores based on star ratings. Additionally, star ratings are important in measuring performance after purchase because high and low ratings indicate positive and negative views of items [55] . Therefore, we compute disconfirmation as the average of the differences between predicted ratings and actual ratings. The disconfirmation is computed as follows:
where is the total number of the recommended items, and and , are the actual star ratings and the predicted star ratings, respectively.
Accuracy and Diversity Metrics of recommendation system
The performance of recommendation systems can be measured with accuracy and diversity. To evaluate the rating prediction model accuracy, the difference between prediction rating and the actual rating is compared. In this study, the model accuracy was measured based on the mean absolute error (MAE). The mean absolute error (MAE) is computed as follows [8, 56] :
where is the total number of recommended items, , and , are the predicted star rating and the actual star rating by customer for item . In other words, an absolute value is taken for the difference between the predicted star rating and the actual star rating and then the sum of them is divided by the total number of recommended items. The mean absolute error (MAE) is the mean of the absolute value of the error, and regardless of the magnitude of the error, it will be given the same weight.
Recently, most studies have suggested measuring diversity as it has been identified that there is a limit to focusing only on improving the accuracy of the recommendation system. Lathia et al [17] proposed to measure the diversity of recommended items as follows:
Where recommended list 1 is recommended at one point and 2 is recommended at the next point to customers. Next, in the 2 recommended list, divide the number of items not on the 1 recommended list by .
Hypotheses Development
Customer satisfaction includes the customer's assessment after purchasing the item or service [57] [58] [59] . It is important for companies to satisfy customers because it is likely that customers who are satisfied with their items and services will repurchase and recommend those to the people around them.
The previous studies of the recommendation systems have been done mainly in a way to improve the accuracy [10] [11] [12] [13] [14] . In fact, most studies have suggested algorithms that improve the recommendation system accuracy. Research shows that customer satisfaction with a recommendation system can change depending on how accurately recommend items and services for customers [60] [61] [62] . Moreover, if recommendations are made to suit the customer's preference, the customer can form a positive attitude toward the recommendation system. In other words, accurate recommendations increase the likelihood that customers will find items that suit their preferences, which in theory increases customer satisfaction. Therefore, the hypothesis is as follows:
Hypothesis1 (H1): Accurate recommendations as a function of the size of customer dataset positively influence customer satisfaction
It is known that if the recommendation system is highly accurate the customer satisfaction level is high [37] . However, even if the recommendation system is highly accurate, the satisfaction or reliability of the recommendation system will decrease if the customer received the recommendation service composed of the same items every time. More studies have claimed that it is very important to provide a variety of items or services to customers while maintaining a certain level of accuracy [17] . Other studies argue that a more diverse list of recommendations increases the probability that a customer will purchase the items. [63] [64] [65] [66] . As a result, more various recommended items improve customer satisfaction. Therefore, the hypothesis is as follows:
Hypothesis2 (H2): Diverse recommendations as a function of the size of customer dataset positively influence customer satisfaction

Experiments
To test the hypothesis, we developed a Deep Neural Network-based recommendation system, which is free of sparsity and scalability issues of traditional recommendation systems. And we measured the accuracy, diversity and customer satisfaction of the system through a series of experiments with a real dataset. Then, we statistically analyze the experiment result data to identify which factors could affect customer satisfaction. The overall flow chart is shown in Figure 4 . 
Datasets Description
For experiments, we use three datasets: MovieLens 100K, MovieLens 1M, MovieLens 10M from GroupLens. All datasets contain star ratings on items (1 to 5 stars). The first dataset, MovieLens 100k dataset contains 100,000 ratings from 943 users on 1,682 movies and the density is 6.30%. The second dataset, MovieLens 1M, with 1 million ratings from 6,040 users on 3,706 items and the density is 4.47%. The third dataset, MovieLens 10M dataset contains 10,000,054 ratings by 69,878 users on 10,677 items and the density is 1.34%. In this study, experiments were conducted by selecting items with more than 50 ratings and users with more than 25 ratings. A summary of dataset statistics is shown in Table 1 . 
Implementation Details
To test our research hypothesis and in order to overcome data sparsity and scalability issues, we developed a Deep Neural Network (DNN)-based recommendation system as shown in figure5. Then we measured the accuracy and diversity by MAE and diversity metrics proposed by Lathia et al [17] , respectively, which are shown in equation (2) and (3). A previous study used questionnaires to Preprints (www.preprints.org) | NOT PEER-REVIEWED | Posted: 2 January 2020 doi:10.20944/preprints202001.0015.v1 measure customer satisfaction with the recommendation system [67, 68] . In this study, we measured disconfirmation-based customer satisfaction through a series of experiments. Here, disconfirmation is computed as the average of the differences between predicted ratings and actual ratings. Experiments used 80% as a training dataset and 20% as a test dataset. A training dataset used to train the recommendation system, and the test dataset is used to predict the ratings and recommends Top-5 lists with the highest ratings for the customer.
Figure 5. Deep Neural Network based-Recommendation System
To training the Deep Neural Network-based recommendation system, the dataset consisting of user ID, movie ID, and ratings are converted to user embedding vector, movie embedding vector, and ratings to form a training dataset. The Deep Neural Network-based recommendation system used in this study is shown in Figure 5 . We develop the system based on Keras 2.2.4 and test it on an NVIDIA GEFORCE RTX 2080 Ti GPU. This recommendation system is trained by estimating the relationship between the latent vector of the user and the latent vector of the item. Therefore, we separately construct a 20-dimensional embedding vector model for the user ID and a 10-dimensional embedding vector model for the movie ID. Then, the Deep Neural Network model was constructed that combines the two models in the input phase of the fully connected layer.
Figure 6. Comparison Training Loss Graph
The input layer receives the training dataset and outputs it without any conversion process. The user models and item models output data in 10-dimensional vectors and 20-dimensional vectors through the embedding layer. The user model and item model output vector are connected, and it combined into a 30-dimensional vector and entered a fully connected layer. The hidden layer of the fully connected layer consists of three nodes and converts the data from a 30-dimensional vector into a 10-dimensional vector to output. As a hidden layer activation function, it is used the RELU (Rectified Linear Unit). The output layer consists of one node and outputs 10-dimensional vector data as a 1-dimensional value. The experiment was repeated up to 250 times until the loss value remained unchanged as shown in Figure 6 . Then the optimization function is used Adam and as the loss function, it is used MAE. After training the Deep Neural Network model, the user embedding vector and item embedding vector of the test dataset are inputted to predict the rating of the item and recommends Top-5 lists with the highest ratings for the customer.
Results
The mean and standard deviation for accuracy, diversity, and customer satisfaction at MovieLens 100K, MovieLens 1M, MovieLens 10M are listed in Table 2 . The mean value for accuracy and diversity was between 0.655 and 0.722 and between 0.477 and 0.570, respectively. Furthermore, the mean value of customer satisfaction was between 0.144 and 0.204. The highest value of accuracy is at a MovieLens 10M (0.655) and the lowest value of accuracy at a MovieLens 100K (0.722). The highest value of diversity is at a MovieLens 1M (0.570) and the lowest value of diversity is at a MovieLens 100K (0.477). The highest value of customer satisfaction is at a MovieLens 1M (0.204) and the lowest value of customer satisfaction is at a MovieLens 100K (0.165). Especially, items with highly predicted ratings are recommended regardless of the actual purchase. So, customer satisfaction is positive because it is defined as the average of the differences between predicted ratings and actual ratings. To test the research hypothesis, we performed multiple regression analyses under the three Datasets. Table 3 summarizes the results of multiple linear regressions for hypotheses H1 and H2. The table shows the unstandardized regression coefficient, the standardized regression coefficient, tvalue, tolerance, and variance inflation factor (VIF) of each predictor and R2, adjusted R2, F, and Durbin-Watson of each model in linear regression analysis. Under the three Datasets, each model is statistically significant ((MovieLens 100K) F=80.798, p<0.01, (MovieLens 1M) F=1140.951, p<0.01 and (MovieLens 10M) F=13030.16, p<0.01 for three Dataset predicting 16.8%, 29.1% and 29.7% of the variance in customer satisfaction). Moreover, there is no multicollinearity between accuracy and diversity under the three Datasets ((MovieLens 100K) tolerance=.999 and VIF=1.001, (MovieLens 1M) tolerance=.999 and VIF=1.001, and (MovieLens 10M) tolerance=.999 and VIF=1.001). The results show that accuracy and diversity positively and significantly affect the disconfirmation (p<0.01), therefore supporting hypothesis 1 and hypothesis 2. These results suggest that both recommended accuracy and diversity are important for customer satisfaction. Also, a one-way analysis of variance (ANOVA) was conducted to determine whether there was a significant difference in customer satisfaction under the three datasets. The Scheffe Post Hoc Test was used to identify multiple comparisons of group means. The results presented in Table 4 indicated that there was a significant customer satisfaction difference between the dataset. (F = 34.088, Sig. = 0.000). The significant mean difference was found between MovieLens 1M and MovieLens 10M (mean difference = -0.609, Sig. = 0.000), which indicates that customer satisfaction is related to diversity when the accuracy is somewhat constant. 
Discussion and Conclusions
A recommendation system is a critical tool for e-commerce companies to pursue sustainable growth. Therefore the global companies such as Amazon [1] , Netflix [2] and Google [3] are offering recommendation services to their customers to gain a competitive advantage. However, there are not only trade-offs between recommendation accuracy and diversity of recommended items but also continuing debates over which factor, accuracy or diversity, have a more significant impact on customer satisfaction. Thus, we investigated which factors affect customer satisfaction through statistical analyses of a series of experiments performed with a Deep Neural Network-based recommendation system.
This study provides the following implications for the performance aspects of the recommendation systems and customer satisfaction. First, we used the expectancy disconfirmation theory (EDT) to measure customer satisfaction with Deep Neural Network-based recommendation systems for the first time. In particular, the recommended accuracy and recommended diversity of the recommendation system were measured using a real dataset, so disconfirmation was calculated as an indicator for measuring customer satisfaction. Second, we identified the impact of dataset size on recommended accuracy and diversity. The larger the dataset size, the recommended accuracy increase, but it is not sure about the diversity metric because it increases and decreased according to the increase of dataset size. Third, we identified factors that affect customer satisfaction. While recommendation accuracy has continued to increase, and diversity has decreased, then results that all have a positive impact on customer satisfaction. This is consistent with the results of previous studies in which the customer was satisfied by various items recommended while maintaining a certain level of accuracy [17] .
As a result, these results provide e-commerce companies with the following insights. First, it is possible to increase customer satisfaction by recommending various items while maintaining a certain level of constant accuracy. Through, suppliers can increase sales by offering a variety of items that meet customer preferences. Second, the more customer datasets have high recommendation accuracy, but the diversity and satisfaction levels are rather reduced. Therefore, when customer data is accumulated to some extent, it should be managed regularly.
There are several limitations to this study. First, the experiment with the existing dataset that was different from finding information in a real environment. Therefore, more work must be performed to know whether the results hold true in the real world. Second, this study was conducted using a movie dataset. For a general of research results, further study is required using the dataset from various domains. Third, the algorithm used in the experiment is a deep neural network-based algorithm that is commonly used in the study of recommendation systems. We are not sure whether other algorithms, such as Recurrent Neural Network (RNN) or Convolutional Neural Network (CNN) would result in the same findings. Therefore, further research is needed on how the results of this study will appear when various algorithms are used.
