We analyze the ground-state energy, magnetization, magnetic susceptibility, and Kondo screening cloud of the symmetric single-impurity Anderson model (SIAM) that is characterized by the band width W , the impurity interaction strength U , and the local hybridization V . We compare Gutzwiller variational and magnetic Hartree-Fock results in the thermodynamic limit with numerically exact data from the Density-Matrix Renormalization Group (DMRG) method on large rings. To improve the DMRG performance, we use a canonical transformation to map the SIAM onto a chain with half the system size and open boundary conditions. We compare to Bethe-Ansatz results for the ground-state energy, magnetization, and spin susceptibility that become exact in the wide-band limit. Our detailed comparison shows that the field-theoretical description is applicable to the SIAM on a ring for a broad parameter range. Hartree-Fock theory gives an excellent ground-state energy and local moment for intermediate and strong interactions. However, it lacks spin fluctuations and thus cannot screen the impurity spin. The Gutzwiller variational energy bound becomes very poor for large interactions because it does not describe properly the charge fluctuations. Nevertheless, the Gutzwiller approach provides a qualitatively correct description of the zero-field susceptibility and the Kondo screening cloud. The DMRG provides excellent data for the ground-state energy and the magnetization for finite external fields. At strong interactions, finite-size effects make it extremely difficult to recover the exponentially large zero-field susceptibility and the mesoscopically large Kondo screening cloud.
I. INTRODUCTION
The single-impurity Anderson model (SIAM) describes an impurity where electrons interact locally in a metallic host.
1,2 It poses one of the best studied and understood fundamental many-body problems; for a review, see Ref. [3] . Therefore, it still serves as a benchmark test for the development of advanced analytical many-body techniques, e.g., the functional renormalization group technique. [4] [5] [6] For the symmetric SIAM, the low-energy physics is similar to that of the single-impurity s-d or Kondo model 7, 8 where an impurity spin couples to the host electrons' spin degrees of freedom: at zero temperature, the impurity local moment is screened by the host electrons which gives rise to a narrow Abrikosov-Suhl or Kondo resonance in the impurity spectral function at the Fermi level. 3 The resonance can be resolved using the Numerical Renormalization Group (NRG) technique; for a review, see Ref. [9] . At higher energies, Hubbard satellites appear in the impurity spectral function that describe the local charge fluctuations. Both the Kondo resonance and the Hubbard satellite are accessible from the analytic Local-Moment Approach.
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More recently, the real-space features of the screening were studied for the Kondo model using NRG, [13] [14] [15] and the analytical coherent-state expansion. 16 For the non-interacting SIAM (resonant-level model) in the wideband limit, the screening cloud was analyzed analytically, 17 and the magnetic properties of the interacting SIAM were studied numerically using the Density Matrix Renormalization Group (DMRG) method. 18 The various methods show that the screening cloud extends very far into the host metal. In the Kondo regime, an algebraic decay sets in only beyond a characteristic (Kondo) length scale that is proportional to the inverse of the Kondo temperature.
Less attention was dedicated to ground-state properties of the SIAM and Kondo models because they are solvable by Bethe Ansatz. [19] [20] [21] [22] Therefore, important quantities such as the ground-state energy, magnetization, and magnetic susceptibility at zero field are known explicitly. The Bethe Ansatz is based on the wide-band limit, W → ∞, so that the dispersion relation of the host electrons can be linearized around the Fermi energy. However, the implicit assumption that the Hubbard interaction U is small compared to the bandwidth, U ≪ W , impedes a comparison with methods that treat the SIAM on a lattice such as the DMRG method, and the Hartree-Fock 1 and Gutzwiller wave functions.
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In this work, we use the DMRG to calculate numerically exactly the ground-state energy, the local magnetic moment, the zero-field susceptibility, and the screening cloud of the single-impurity Anderson model on large rings. The Gutzwiller and Hartree-Fock approaches provide complementary insights. The Hartree-Fock variational estimate of the ground-state energy is very satisfactory for moderate to large Hubbard interactions whereas the Gutzwiller estimate is acceptable only for small U . On the other hand, the Gutzwiller approach provides a qualitatively correct description of the magnetic proper-ties whereas Hartree-Fock theory fails to screen the impurity spin even at infinitely large distances. Since the Gutzwiller approach is heavily based on the exact results for the non-interacting SIAM, we compile the results for the resonant-level model in the supplemental material. 25 Our work is structured as follows. In Sect. II, we introduce the one-dimensional SIAM on a ring with local hybridization at particle-hole and spin symmetry. We map the model onto a two-chain problem 26, 27 where the two chains separate in the thermodynamic limit. The reduced model provides the basis for our numerical DMRG investigations. In Sect. III we discuss the ground-state energy, magnetization, and spin correlation function between the impurity and the bath sites for the non-interacting SIAM for small hybridizations. The derivation of the formulae is deferred to the supplemental material. In Sect. IV, we evaluate the Gutzwiller variational wave function for the SIAM and determine an analytical variational upper bound for the ground-state energy. Moreover, we calculate the variational magnetization and spin correlation function. In Sect. V we compare our results for the ground-state energy, magnetization, and the spin correlation function with numerically exact DMRG data for large system sizes. We include the results from Bethe Ansatz and a magnetic Hartree-Fock calculation, see the supplemental material for their derivation. 25 Short conclusions, Sect. VI, close our presentation.
II. SYMMETRIC SINGLE-IMPURITY ANDERSON MODEL ON A RING
We study the particle-hole and spin symmetric SIAM on a ring.
1,2 For strong interactions, this model maps onto the one-dimensional Kondo impurity model. 28 
A. Hamiltonian
The Hamilton operator for the one-dimensional singleimpurity Anderson model reads 1, 3 H =Ĥ 0 +Ĥ int ,
wheren d,σ =d + σdσ counts the number of σ-electrons on the impurity site (σ =↑, ↓). Only the electrons on the impurity site repel each other with strengths U > 0. The non-interacting Hamiltonian,
describes bath electrons that move between neighboring sites on a ring with L sites,
where the band width provides our unit of energy, W ≡ 1.
In the presence of an external magnetic field H bath we may include the magnetic term 
Here, we abbreviated B bath = gµ B H bath /2 where µ B is the Bohr magneton and g ≈ 2 is the electrons' gyromagnetic factor. The bath electrons hybridize at the origin, n = 0, with the impurity electrons with strength V > 0,
The system is half filled, i.e., the total number of electrons is N = L + 1, and we investigate a paramagnetic situation, N ↑ = N ↓ = (L + 1)/2. Consequently, the number of bath sites L must be odd. From now on we further assume that (L + 3)/2 is even.
There can be a local, possibly spin-dependent potential,P
In the presence of an external magnetic field H imp at the impurity we have E d,↑ = (gµ B /2)H imp = −E d,↓ . In the magnetic Hartree-Fock approach, we have E d,↑ = U m = −E d,↓ where the value of theŜ z at the impurity, m = n d,↑ −n d,↓ /2, has to be determined self-consistently.
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B. Particle-hole symmetry
To analyze particle-hole symmetry in the SIAM, we set E d,σ = 0 and H bath = 0 in the rest of this section, i.e., we have no magnetic symmetry breaking. Particle-hole symmetry for the SIAM was studied previously, e.g., in Ref. [29] .
Wave numbers and particle-hole boundary conditions
For a ring, the kinetic energy is diagonal in momentum space,T = k,σ ǫ(k)ĉ + k,σĉk,σ ,
wherê
and the dispersion relation is given by ǫ(k) = − cos(k)/2 .
In one dimension Q = π is half a reciprocal lattice vector, ǫ(k + 2Q) = ǫ(k). For particle-hole symmetry we must demand that
for all accessible |k| ≤ π. In particular, this equation implies that with k, also π − k is an accessible k-value. This is not difficult to fulfill for even L but poses a problem for odd L. Let
where 0 ≤ ϕ < 2π/L and k m are defined modulo 2π. Then, the set of k-values must also be given by
Using the definition of the accessible k-values, we see that we must set ϕ = ±π/(2L) (13) to make the sets {k} and {k ′ } identical. The accessible k-values belong to the boundary conditions
i.e., they are neither periodic nor anti-periodic. We call these boundary conditions particle-hole periodic. They implyĉ L = iĉ 0 (ĉ 
Eq. (15) shows that the kinetic energy is indeed invariant under the particle-hole transformation ph :ĉ n,σ → (−1)
for n = 0, 1, . . . , L − 1 (16) because either n or n + 1 is even when the other is odd, and the origin and L−1 are both even numbers for odd L.
Model properties at particle-hole symmetry
For the one-dimensional model (2) with particle-hole boundary conditions and E d,σ = 0, we define the particlehole transformation ph :ĉ n,σ → (−1)
It is readily seen that the transformation leaves the HamiltonianĤ invariant. The particle-number operators transform according tô
so that the N -particle sector maps onto the sector with 2(L+1)−N particles. At half band-filling, N = L+1, the normalized ground state maps onto itself, |Ψ 0 → |Ψ 0 , up to a global phase. Therefore, particle-hole symmetry guarantees
for all interaction strengths U and hybridizations V . Moreover, we obtain
for the hybridization matrix element between impurity and bath electrons at site n. Therefore, the matrix elements are alternately real or purely imaginary. In momentum space, eq. (20) reads
Since the wave numbers k enter the single-impurity Anderson model only via the dispersion relation,
We shall use this relation in Sect. III.
Phase shifts and periodic boundary conditions
Instead of using particle-hole periodic boundary conditions, we may distribute the phase shift ±π/2 evenly and use periodic boundary conditions. We rewritê
for n = 0, 1, . . . , L − 1. Then,
whereb L,σ =b 0,σ , i.e., the b-electrons obey periodic boundary conditions. When we Fourier transform into momentum space, we use the wave numbers
The kinetic energy becomeŝ
Therefore, the dispersion relation and the set of accessible k-values are still given by eqs. (9) and (11) . The kinetic energy operator (24) is particle-hole symmetric under the transformation
This is readily seen for all electron transfers between sites n and (n + 1) for n = 0, 1, . . . , (L − 2), where the value of ϕ is actually irrelevant. For the electron transfer between the last and first site, however, we find
because both the origin and the last site are even. For the transformed term to become equivalent to the original term, we must impose
which again gives ϕ = ±π/(2L) as in eq. (13).
C. Mapping onto a two-chain problem
Canonical transformation
For n = 1, 2, . . . , (L − 1)/2 we perform the canonical transformation 26, 27 
with the inverse transformation
The kinetic energy becomes
where the boundary term at the left chain end readŝ (24), and in two-chain geometry with the kinetic energy from eq. (32) . Sites with the same color have the same on-site energy, bonds with the same color have the same electron transfer amplitudes. The dotted bond between the C-electron and S-electron chains vanishes in the thermodynamic limit, L → ∞.
The boundary term at the right chain end, n = (L−1)/2, is given bŷ
The two chains are coupled at the right boundary via the term proportional to sin(2ϕ). The ring and two-chain geometries are shown in Fig. 1 . Note that the particle-hole transformation for the kinetic energy in the two-chain formulation is non-trivial, (35) with α n = 2(n − 1)ϕ for n = 1, . . . , L − 1, andĉ 0,σ →ĉ + 0,σ as before.
Chain separation
For large rings, the inter-chain coupling is small for three reasons. First, as seen from eq. (34), the chains for the C-electrons and S-electrons are coupled at a single site only, namely, at the right chain boundary, n = (L − 1)/2. Second, in the SIAM the interesting physics happens at and around the origin, i.e., at the left boundary of the C-electron chain. Because of their large separation, we can expect that the right boundary at n = (L − 1)/2 has little effect on the physics at the left boundary. Third, the inter-chain coupling vanishes proportional to sin(2ϕ) ≈ π/L for large rings. For these reasons, we set ϕ ≡ 0 in the following. Even quantities that are of order unity will show corrections of the order 1/L only.
The chain-separated SIAM readŝ
The undisturbed chain of anti-symmetric standing waves of length (L − 1)/2 is described bŷ
with energy levels
The electrons on the chain of symmetric standing waves of length (L + 1)/2 couple to the impurity at the origin,
where we identifiedĉ 0,σ ≡Ĉ 0,σ to keep the notation consistent. When we ignore the chain coupling term at the right boundary, we can factorize the ground state into the contributions from the chains C and S,
where the upper index refers to the two commuting parts of the Hamiltonians for the C-electrons and S-electrons and |Ψ C,S 0 are normalized to unity. The mapping is advantageous for the DMRG treatment because we do not have to treat a ring geometry of L sites with periodic boundary conditions but a chain with (L + 1)/2 + 1 sites where open boundary conditions apply. The C-electron chain has only about half as many sites as the ring which essentially doubles the system sizes that can be treated numerically for the ring geometry.
Note, however, thatĤ C does not obey particle-hole symmetry for finite L but only in the thermodynamic limit. Deviations from particle-hole symmetry can be monitored by investigating the site occupancy of the impurity. Deviations from the exact value of one half, see eq. (19) , can be used to quantify the violation of particlehole symmetry, see Sect. V.
D. Spin correlation function
In this work we visualize the Kondo screening cloud for the single-impurity Anderson model. To this end, we calculate the spin correlation function between the impurity and bath sites.
Definition and general properties
Due to the spin-rotational invariance of the model it is sufficient to study the spin correlation function along the spin quantization axis. The local correlation function is defined by
where we used particle-hole symmetry (19) in the last step. The value for the on-site spin correlation interpolates between the itinerant limit, C dd (U = 0) = 1/8, and the atomic limit, C dd (W = 0) = 1/4. The correlation function between the impurity site and the bath site r is defined by
To visualize the screening of the impurity spin, we define S(0) = C S dd + C S dc (0) and, for R ≥ 1,
It describes the amount of the unscreened spin at distance R from the impurity site. 18 The impurity is completely screened by all bath electrons. To see this we consider S ((L − 1)/2) on finite systems,
because |Ψ 0 is an eigenstate of the operatorŜ z for the total spin in z-direction with eigenvalue zero.
Spin correlations in two-chain geometry
For the first site of the chain we have
where we used eq. (39) and the normalization of |Ψ S 0 . For the spin correlation function between the impurity site and a bath site at distance 1 ≤ r ≤ (L − 1)/2 we use inversion symmetry (42) to write
where we used the mapping onto the chain operators in the second step, (45) and (46) must be evaluated using DMRG, in general. For U = 0, the ground-state energy and the spin correlation function can be evaluated analytically to a far extent, as we show next.
III. NON-INTERACTING SIAM
It is instructive to discuss the non-interacting SIAM. Moreover, it provides the basis for the Gutzwiller approach in Sect. IV. We defer the details of the derivation to the supplemental material 25 and merely summarize the relevant results.
A. Ground-state energy
The ground-state energy sums the band contribution and the energy of the doubly occupied bound state. The total energy reads 
where
The small-V expansion becomes
Corrections are of the order V 6 ln(V 2 ). For V = 0.1, the approximate formula works very well. We have e 0 (0.1) = −0.06291 whereas the approximation gives e small 0 (0.1) = −0.06294.
To determine the Gutzwiller variational energy we also need the derivative of the ground-state energy. We have
For small x this reduces to
B. Magnetization and zero-field magnetic susceptibility
We introduce the magnetic energy scale B imp ≡ B = (gµ B /2)H where H is the external magnetic field at the impurity, and express the impurity magnetization
The magnetic susceptibility follows from
We give closed expressions for m(V, B) and χ(V, B) for the non-interacting SIAM in one dimension.
Magnetization
For the one-dimensional non-interacting SIAM we find for a magnetic field that acts solely at the impurity
2 . Here, v b (V, B) < −1/2 is the energy of the bound state outside the band. It is the root of P + (ω, B), i.e., P + (v b (V, B)) = 0, with
Moreover, the weight of the bound state in the d-electron spectral function is given by
In general, the magnetization must be determined numerically from eqs. (55) and (57).
Small hybridizations
In the limit V ≪ 1, we ignore the bound-state contribution of order V 4 , and simplify the magnetization to
The width Γ of the d-electron spectral function is the relevant energy scale for magnetic excitations. For small hybridizations, the susceptibility becomes
with the zero-field limit
As seen from Eq. (59), in the limit V → 0 the magnetic susceptibility is proportional to the zero- 
External magnetic field for impurity and bath electrons
For the case B imp = B bath ≡ B, the bound states are shifted in energy, 
in both cases. The rigid shift in single-particle energies by the magnetic field also guarantees that the impurity remains half filled on average for all external fields. The impurity magnetization becomes (B ≪ W )
For small hybridizations,m(V, B) reduces to the result for m(V, B) in eq. (58). We show the impurity magnetization as a function of B/Γ in Fig. 2 . Only for V = 0.2 and B 2Γ, there is a discernible difference between the curves for m(0.2, B), eq. (55), where the external field is confined to the impurity, andm(0.2, B), eq. (62), where the external field polarizes all electrons. In both cases, the DMRG data, see Sect. V, faithfully reproduce the analytic results, within small errors resulting from finite-size effects.
The wide-band limit closely follows the result for the global magnetic field. This indicates that the difference between applying the external field locally or globally is mostly due to the polarization of the bound-states for a local field. The bound states have a noticeable weight for
Since the weight of the bound states is of the order V 4 , their contribution is much smaller for V = 0.1. Correspondingly, as seen from the inset of Fig. 2 , the discrepancies between the magnetization curves for local and global external fields become very small. Since we shall work with V ≤ 0.1 for the rest of the paper, we will restrict ourselves to purely local external magnetic fields, and shall safely ignore the influence of the magnetic field on the bath electrons.
C. Spin correlation function
General properties
Starting from eq. (41) we can use Wick's theorem and spin symmetry to show that
for the ground state |Φ 0 of the non-interacting SIAM. The matrix element is calculated in the supplemental material,
where we took the thermodynamic limit and used ǫ(k) = − cos(k)/2 in one dimension. Since M (ǫ) is real, particlehole symmetry leads to M (−ǫ) = M (ǫ) so that the matrix element vanishes for odd sites, M 2m−1 = 0, m ≥ 1. For even sites we find the bound-state and band contributions
with the pole frequency ω b = −v + /2 and the pole weight
and v ± from eq. (49).
Small hybridizations
The bound-state contribution M b r is of the order V 3 for small V , and becomes exponentially small for r ≫ 1/(4V 2 ). For small V , 17 the band contribution is dominated by the region y → 0 in the integrand in eq. (65). We thus approximate for small V
is the exponential integral. Thus, the spin correlation function approximately becomes (m = 0)
In Figs. 3 and 4 we show the spin correlation function and the unscreened spin for the non-interacting symmetric SIAM in one dimension for V = 0.1. As seen from 
Small hybridizations and large distances
Here, we work out the long-range behavior of the spin correlation function. The asymptotic regime is reached for α ≫ 1, i.e., for m ≫ 1/(8V 2 ), where exp(α)Ei(α) ≈ −1/α in eq. (69). For the correlation function we find in this region
(70) For the non-interacting symmetric SIAM in one dimension, the spin correlations between the impurity and a bath electron at site 2m asymptotically decays proportional to 1/(2m)
2 , see Fig. 3 . The matrix element M 2m at α = 1 (2m = 1/(4V 2 )) is already very small, of the order V 2 in the asymptotic region. Nevertheless, the contribution to the screening is finite even for V → 0. The spins for |m|
The sites for |m| > 1/(8V 2 ) contribute about 25% to the total screening of the spin at the impurity site where
Indeed, for large distances r = 2m from the impurity, the unscreened spin decays only proportional to 1/r,
as follows from eq. (44) when we employ the EulerMaclaurin formula for the asymptotic expression (70). This is shown in Fig. 4 .
IV. GUTZWILLER VARIATIONAL APPROACH
In this section we define the Gutzwiller variational state and determine its variational parameters from minimizing the variational ground-state energy. 23, 24 Moreover, we determine the variational magnetization, zerofield susceptibility, and spin-spin correlation function between the impurity site and the host electrons.
A. Ground-state energy
Definition
The Gutzwiller wave function for the symmetric SIAM reads
where |Φ 0 is a normalized single-particle product state. The Gutzwiller wave function is normalized,
and symmetric,
if we use a symmetric single-particle product state,
and if we set
Here, we introduced the remaining variational parameter 0 ≤ q ≤ 1 that characterizes the Gutzwiller wave function.
Optimizing the variational parameters
The Gutzwiller variational ground-state energy with respect to the energy of the bare band is the minimum of
over the variational parameter 0 ≤ q ≤ 1. Here, e 0 (V ) is the ground-energy of the non-interacting symmetric SIAM,Ĥ 0 in eq. (2), see eq. (48). The minimum cannot be obtained analytically in general but we can derive an implicit equation. The minimization condition (dE var (q))/(dq) = 0 leads to the equation
2 on a chain with nearest-neighbor hopping. Therefore, we know U (q, V ) for every 0 ≤ q ≤ 1. The variational ground-state energy is thus given implicitly by eq. (78).
In Fig. 5 we show the Gutzwiller parameter as a function of U/Γ for V = 0.1, and compare to the analytic expression in the strong-coupling limit.
Strong coupling limit
For strong couplings, we find q → 0 so that we may use the small-V expression to derive the variational groundstate energy analytically. Using eq. (52) in eq. (79) gives
and the variational ground-state energy becomes
2 /U . The ground-state energy becomes exponentially small, corresponding to the exponentially small Abrikosov-Suhl resonance in the spectral function.
3 However, the Gutzwiller exponent is too small by a factor of two,
i.e., the Gutzwiller approach overestimates the width of the resonance. As seen from 
B. Magnetization and magnetic susceptibility
In the Gutzwiller variational approach, the impurity spin in z-direction is given by
with λ σ from eq. (77). Here, we keep a spin-dependent the q-factor and only consider the magnetic-field induced changes in the single-particle product state |Φ 0 . Therefore, the Gutzwiller variational result for the magnetization can be obtained from the non-interacting expression by replacing q by qV , see Sect. III B,
The zero-field susceptibility in Gutzwiller theory reads
so that the variational Wilson ratio becomes
Here, we used the fact that the Gutzwiller approach describes a Fermi liquid where the density of states at the Fermi level is enhanced by a factor 1/q 2 . Eq. (85) shows that the Gutzwiller approach correctly reproduces the weak-coupling and strong-coupling limit, R(U = 0) = 1 and R(U ≫ Γ) = 2. In the strong-coupling limit, the Wilson ratio deviates from two algebraically in 1/U due to the presence of charge fluctuations.
3 In contrast, the Gutzwiller Wilson ratio is exponentially close to two because the Gutzwiller approach does not describe charge excitations properly.
For strong couplings, the zero-field susceptibility becomes
with u = U/Γ. The Gutzwiller approach correctly reproduces the exponentially large zero-field susceptibility for strong interactions, see Sect. V D.
Local correlation function
The spin correlation function on the impurity site reads
The value for the on-site spin correlation correctly interpolates between the itinerant limit, C S dd (q = 1) = 1/8, and the atomic limit, C S dd (q = 1) = 1/4.
Correlation function between impurity and bath sites
We continue with the spin correlation function between the impurity site and a bath site at distance r,
where we applied spin symmetry and Wick's theorem in the last step. The matrix element is evaluated in Sect. III C, and we merely have to replace V → (qV ) in all expressions there.
V. INTERACTING SIAM
In this section we compare our Gutzwiller variational results to those from the DMRG method that provides essentially exact numerical data for the SIAM on large rings. For comparison we also include results from magnetic Hartree-Fock theory, as derived in the supplemental material, 25 and compare to the ground-state energy from the Bethe Ansatz solution.
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A. DMRG Method
We study the symmetric SIAM in the effective singlechain representation (38) using the DMRG method. In contrast to previous applications of the canonical transformation to the standard one-dimensional Hubbard model, in the present case the mapping leads to a substantial gain over standard implementations in numerical simulations. 26 The mapping leads to an effective system size that is about half of the ring size, and it provides open boundary conditions that are more favorable for the DMRG method than periodic boundary conditions. 31,32
Technicalities
We study the effective Hamiltonian of C-electrons on a chain up to system 700 sites that corresponds to L = 1397 in the ring geometry. This allows us to study systems with periodic boundary conditions that are three times longer than used in previous studies with open boundary conditions. 18 The accuracy of the calculations is controlled using the dynamic block-state selection (DBSS) scheme. 33, 34 Setting the control parameter to χ = 10 −5 , the truncation error yields around 10 −7 while the number of maximally kept DMRG block-states can grow up to M = 5000 for large system sizes. For strong interactions, we target multiple states to stabilize convergence.
On finite lattices, the calculation of the magnetization as a function of a globally applied field H is more subtle because S z is a good quantum number. Therefore, the spin quantum number S z changes from S z = 0 for H = 0 to S z = 1, 2, 3, . . . for increasing external fields in steps of gµ B H n when
for n = 1, 2, 3, . . . . Thus, the impurity magnetizatioñ m(V, B) is recorded only at discrete values of the external field whereby expectation values are calculated with the ground state for S z = n. Since the energy differences are of the order 1/L, the smallest accessible magnetic energy scale is of the order W/L. In this work, we include only the results for U = 0, V = 0.2, see Fig. 2 , to demonstrate the applicability of the approach.
For most of the results below, we apply the magnetic field only at the impurity. SinceP in the Hamiltonian (2) is not conserved, standard DMRG ground-state calculations provide the results for the impurity magnetization. 
Tests
To test the accuracy of our open-chain approach, in Fig. 6 we show the finite-size scaling of the impurity occupancy n d,σ (L) = n d,σ for the open-chain SIAM (38) for various values of U/Γ at V = 0.1. It is seen that the occupation extrapolates to its value in the presence of particle-hole symmetry, n d,σ (∞) = 1/2. For U > 0, the electrons repel each other on the impurity. Thus, the Hubbard interaction suppresses charge fluctuations and shifts n d,σ (L) towards one half already at small system sizes.
As another test, we present the ground-state energy ∆E 0 (U, V ) as a function of inverse system size for V = 0.1 and various values of the interaction strength U/Γ in Fig. 7 . Here, we measure the ground-state energy with respect to the case V = 0,
i.e., we subtract the band contribution of the free host electrons and the term −U/4 for the singly occupied impurity site. Therefore, ∆E 0 (U, V ) is of the order unity and tends to zero for large interaction strengths. Using a second-order polynomial fit in the inverse system size, the DMRG energies extrapolated to the thermodynamic limit coincide with the values from Bethe Ansatz. Note that the Bethe Ansatz approach covers the wide-band limit, U ≪ W , and also ignores corrections of order V 4 . Therefore, the extrapolated DMRG energies are slightly below the Bethe-Ansatz energies. B. Ground-state energy
Small interaction strengths
For the symmetric SIAM, the ground-state energy is known for weak coupling, U ≪ πΓ,
(91) where Γ = πd 0 V 2 = 2V 2 . Due to particle-hole symmetry, there are no odd-order corrections in the weak-coupling series beyond the Hartree term.
For V ≪ 1, e (2n) (V ) weakly depends on V . We find (see supplemental material)
in very good agreement with the analytical result obtained by Yamada,
Moreover, the fourth-order coefficient is known to be very small, e (4) (V = 0) ≈ 0.0008.
35
The Gutzwiller approach leads to e
In contrast to the exact expression, the prefactor of the second-order term vanishes logarithmically for V → 0.
For V = 0.1, we find e
G (0.1) = 0.01943, about half of the exact value in eq. (92). The paramagnetic Fermi sea remains the Hartree-Fock ground state until magnetic order sets in at about U c,HF ≈ πΓ. Therefore, there is no second-order term in the ground-state energy in HartreeFock theory.
Wide-band limit
For small hybridizations and V ≪ U ≪ W , the SIAM can be solved analytically using the Bethe Ansatz because the dispersion relation of the host electrons can be linearized around the Fermi wave vector. [19] [20] [21] [22] For the symmetric SIAM in the absence of a magnetic field, the ground-state energy can be calculated analytically,
where sech(x) = 1/ cosh(x) is the hyperbolic secant function. The energy shift U BA /2 takes our definition into account that ∆E 0 (U, V ) is measured with respect to the limit of vanishing hybridization, ∆E BA 0 (U, 0) = 0. Note that in eq. (96) all energies are expressed in units of t BA so that the Fermi velocity is v BA F = t BA . In our energy units we have v F = W/2 so that we must set t BA = W/2 ≡ 1/2, i.e., we must scale all energies by a factor of two. Moreover, in the Hamiltonian used in the Bethe Ansatz, only the symmetric linear combination of right-movers and left-movers couples to the impurity whereas the hybridization in the lattice Hamiltonian (5) is expressed in terms of left-movers and right-movers. This implies V BA /t BA = 2 √ 2V /W and U BA = 2U/W in our energy units.
We adjust the bandwidth cutoff-parameter A to reproduce the ground-state energy (50) of the non-interacting SIAM to orders V 2 ln(V 2 ) and V 2 . For A = 2e we indeed find ∆E
Ignoring terms of order V 4 and higher that are beyond the wide-band limit, the ground-state energy reads
with Γ = 2V 2 and u = U/Γ. These expressions are amenable to a numerical evaluation of the integrals.
To extract the limiting behavior and to show the equivalence with the Hartree-Fock energy for U/Γ ≫ 1, we write
−e/Γ dp π p (p + σ n u/2) 2 + 1 (99) and
with
The second term gives for u ≫ 1
The first term is equivalent to the Hartree-Fock expression in the limit m → 1/2 that is reached for U/Γ ≫ 1, see supplemental material. 25 Moreover, the integral is readily evaluated and gives in the intermediate coupling
It is seen that the ground-state energy increases logarithmically, i.e., as a function of ln(u), in the intermediate coupling regime.
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One may wonder whether or not the Kondo energy scale can be extracted from the Bethe-Ansatz energy expression (97). Indeed, the region [|p + u/2| ≤ ν 1 , |y − p 2 π/(2u)| ≤ ν 2 ] with ν 1,2 of order unity gives rise to a contribution of the order of
with u = U/Γ. T L (U ) is proportional to the Kondo temperature for the symmetric SIAM in the strong-coupling limit.
3 Note, however, that the integration over all (p, y) region wipes out this term in the ground-state energy. It is only in magnetic properties that the energy scale T L becomes visible, 3 see Sect. V C. 
Comparison
In Fig. 8 we compare the Gutzwiller, Hartree-Fock, and Bethe Ansatz energies for V = 0.01 (Γ = 0.0002). For such small hybridizations, DMRG calculations would require system sizes that are an order of magnitude larger because even at U = 0 the relevant energy scale Γ = 2V 2 /W becomes very small. In Fig. 9 we show the ground-state energies for V = 0.1 (Γ = 0.02) from weakcoupling perturbation theory, Gutzwiller, Hartree-Fock, finite-size extrapolated data from DMRG, and Bethe Ansatz. Since the Bethe Ansatz approach covers the wide-band limit, U ≪ W , the extrapolated DMRG energies and the Hartree-Fock energies lie below the BetheAnsatz energies, as becomes discernible at V = 0.1 for U/Γ 10 in Fig. 9 .
As seen from the two figures, the Gutzwiller energy curve deviates noticeably from the exact results for U/Γ > 10. Like second-order perturbation theory, it provides a good estimate only for U 5Γ. At large interactions, the Gutzwiller variational energy becomes exponentially small. Since the wave function does not properly describe charge fluctuations, i.e., the Hubbard bands, the Gutzwiller variational energy bound is poor.
In Hartree-Fock theory, a magnetic moment is formed only for U HF c ≈ πΓ, and the ground-state energy contains a cusp at U c . More importantly, above U ≈ 5Γ the Hartree-Fock theory provides an excellent bound on the exact ground-state energy. For small hybridizations, the exact Bethe-Ansatz and DMRG energies are in almost perfect agreement with the Hartree-Fock upper bounds. Since the quasi-particle peak provides an exponentially small energy contribution for U ≫ Γ, the energy is solely determined by the lower Hubbard band which gives rise to a ln(u) increase of the ground-state energy, see eq. (103). The result for ∆E BA,1 0 (U, V )/Γ is also shown in Fig. 8 .
Obviously, the lower Hubbard band for u ≫ 1 is perfectly described by Hartree-Fock theory. Therefore, Hartree-Fock theory provides an excellent starting point for analytical theories like the Local Moment Approach that covers both the high-energy and low-energy parts of the single-particle spectrum.
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C. Magnetization and magnetic susceptibility
The Bethe Ansatz permits the exact calculation of the impurity magnetization in the presence of a magnetic field on the impurity. Hereby, it is implicitly understood that the effect of the magnetic field on the conduction electrons is negligibly small so that it does not make a difference whether or not the magnetic field is also applied to the bath electrons. 
The boundary value is determined by (ln(e) = 1)
For u → 0, only region II exists, whereas in the Kondo limit, for u → ∞, only region I remains.
a. Magnetization in region I
The impurity magnetization contains two terms,
namely, the 'Kondo term' m K (p, u) and the 'regular term' m reg (p, u). We discuss them separately. The Kondo term is given by (η = 0 + ), 21 ,36
is the inverse Kondo coupling, and Γ(x) denotes the Gamma function. The Kondo contribution cannot be obtained in weak-coupling perturbation theory because of the 1/u-singularity in the exponent. Moreover, it gives rise to a diverging zero-field susceptibility for u ≫ 1, see Sect. V C 2 below. The regular contribution reads
with the analytic expression
where Erfi(x) is the complex error function. The analytic formula is helpful for the derivation of series expansions of F (a, u) for small and large arguments a.
b. Magnetization in region II
(114) As shown in the supplemental material, 25 the result for the non-interacting SIAM is readily recovered from eqs. (113) and (114). There, we also derive an explicit formula for the large-field limit, In fact, there are no logarithmic terms to all orders of the 1/b expansion because, for b ≫ 1, both b(p, u) and m II (p, u) can be expressed in terms of a series with odd powers in the parameter 1/ √ z where z obeys p = z − ln(2πez)/(2π).
21 Therefore, at large values of the external field, the impurity magnetization does not show any signs of the logarithmic Doniach-Šunjić-Hamann tails in the impurity spectral function.
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We show the impurity magnetization as a function of the local external field for small and moderate interactions strengths in Fig. 10 and Fig. 11 , respectively. The DMRG reproduces the magnetization curves very well, particularly at strong magnetic fields. DMRG requires very large system sizes to resolve the steep initial slope of the magnetization curves, especially for moderate to large interaction strengths. This behavior is reflected in the zero-field susceptibility that becomes exponentially large for large interactions in an exponentially narrow region of external fields, as we discuss next.
Zero-field magnetic susceptibility
For b I (p, u) ≡ b → 0, we have p → ∞ in eq. (106) so that we only retain the first term in the series. Thus, For the case [p − J −1 (u)] ≥ 0, we may represent m K (p, u) in terms of a sum by performing a contour integral in the lower complex ω-plane,
In this sum for the Kondo contribution and in the sum for the regular contribution, eq. (110), we keep only the first term in the series and find (m
(118) for small b, with corrections of the order b 3 .
21
Thus, the Bethe Ansatz provides an explicit expression for the impurity susceptibility in the wide-band limit,
with u = U/Γ and T L (U ) from eq. (104). Since the integral vanishes for u → ∞, the exponential term gives the result in the Kondo limit. We show the zero-field susceptibility in Fig. 12 . As seen from eqs. (104) and (119), the zero-field susceptibility increases exponentially as a function of u. This behavior is difficult to reproduce in DMRG because, as the magnetization is bounded from above, the magneticfield region where the susceptibility is exponentially large is exponentially small. Therefore, it is hard to calculate the zero-field susceptibility for u 10 from DMRG. For u = 10, 15 we choose B = 0.0025Γ and calculate χ DMRG 0
As seen from Fig. 12 , the agreement between the Bethe Ansatz results and DMRG is very good for u 10, and quite acceptable for u 15 where the zero-field susceptibility is enhanced by more than a factor of 100 over its noninteracting value.
The Gutzwiller variational theory reproduces the exponential behavior of the zero-field susceptibility but with an exponent that is too small by a factor of two. Therefore, the Gutzwiller approach also underestimates the value of the zero-field spin susceptibility, see Fig. 12 .
D. Spin correlation function
Local moment
In Fig. 13 we show the local moment on the impurity site,
2 /4 from Gutzwiller, HartreeFock, and DMRG. The Gutzwiller approach provides a reasonable estimate for the local moment for all interaction strengths. However, it underestimates its value for weak interactions and slightly overestimates it in the strong-coupling limit.
Hartree-Fock theory uses the non-interacting Fermisea ground state for weak interactions, and starts with the interaction-driven build-up of the local moment at U shown in Fig. 8 , a kink in C HF dd (U ) is observed at the critical Hartree-Fock interaction. For moderate to strong interactions, U 5Γ, it provides an excellent estimate for the local spin correlation. For U/Γ = 5 and for U/Γ = 50, the magnitude of the local moment is of the same magnitude both in the Gutzwiller approach and in HartreeFock theory.
Unscreened spin
In Fig. 14 we show the unscreened spin S(r) for U/Γ = 5 (upper panel) and U/Γ = 50 (lower panel) at V = 0.1 (Γ = 0.02). Even for U/Γ = 5, the asymptotic region is not yet reached for L = 797 in DMRG where by construction the spin is screened at r = (L−1)/2 = 398. For U/Γ = 5, finite-size effects are unimportant up to r ≈ 30. When the interaction is very large, U = 50Γ, finite-size effects dominate the DMRG data for all r > 1.
Despite its failure to describe the ground-state energy properly, the Gutzwiller approach reproduces the mesoscopically large Kondo screening cloud. For r → ∞, the impurity spin is perfectly screened, S G (r → ∞) = 0, but the Kondo cloud extends over many thousands of sites even for moderately strong interactions, U/Γ = 5. In contrast, in magnetic Hartree-Fock theory the screening is never complete, S HF (r → ∞) > 0. Therefore, among the three approaches discussed here, the Gutzwiller wave functions provides the best qualitative description of the Kondo screening cloud for strong couplings.
Fermi liquid regime
The calculation of the static spin correlation function C dc (r) in eq. (41) poses a difficult many-body problem. We separate the spin correlation function into its Fermiliquid contribution (dressed bubble) and a part that contains vertex parts in a diagrammatic approach,
The vertex part vanishes for the non-interacting case, see eq. (63). For the Fermi-liquid part, we used that the d-electron density is one half and that the system is unpolarized. Due to particle-hole symmetry for the translational invariant system, the Fermi-liquid contribution vanishes for odd sites, C S,FL dc (2m + 1) = 0. The spin correlation function at odd sites remain small even for substantial interactions. However, from the DMRG data we infer that, for large interactions and intermediate length scales, the vertex term for even sites is (much) larger than the Fermiliquid contribution. In this regime, the ground state is very far from a single Slater determinant.
In the limit of very large distances and thus small excitation energies, we expect that the Fermi liquid picture description is applicable. For the Fermi liquid contribution we can write quite generally
where we neglected the contributions from the bound states because their contribution vanishes exponentially At very large distances, only the region of small p contributes to the integration because of the vastly oscillating sine and cosine functions. Thus, we may approximate the impurity spectral function by its Fermi-liquid form,
with Γ * ∝ T L with the Kondo scale from eq. (104). Thus, we recover the result (70) for the decay of the spin correlation function at large distances, m ≫ 1/(4Γ * ),
The long-range decay of the correlation function is algebraic but, since Γ * is exponentially small, this decay only sets in at exponentially large length scales. The Gutzwiller approach reproduces this result qualitatively.
VI. CONCLUSIONS
In this work, we studied the ground-state energy, the impurity magnetization and susceptibility, and the Kondo screening cloud for the symmetric single-impurity Anderson model (SIAM) using the results from the Gutzwiller, magnetic Hartree-Fock, and DMRG variational approaches. For the ground-state energy and magnetic properties, we compared or results to those from the Bethe Ansatz that become exact in the wide-band limit. For further reference, we defer many technical details to the supplemental material.
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Each of the three variational methods has its merits and limitations.
-The Hartree-Fock approach provides an excellent description of the ground-state energy for intermediate to strong couplings. However, since it displays a gap for (magnetic) excitations, HartreeFock theory fails to reproduce the large magnetic susceptibility for strong couplings. Concomitantly, it is unable to screen the impurity spin.
The Hartree-Fock theory correctly describes the charge excitations of the symmetric SIAM. This makes it the perfect starting point for more elaborate analytical approximations such as the localmoment approach that introduces the missing lowenergy spin-flip processes into the Hartree-Fock description.
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-Gutzwiller theory provides a rather poor upper bound for the ground-state energy. However, it qualitatively describes the exponentially large magnetic zero-field susceptibility for strong couplings because it retains an exponentially small resonance in the impurity density of states in the Kondo limit. Consequently, the impurity spin is completely screened by the bath electrons at infinite distance from the impurity.
As an inherent Fermi-liquid description, Gutzwiller theory correctly reproduces the long-range behavior of the Kondo cloud. However, for short and intermediate distances, its description of the Kondo cloud is too simple-minded.
-The DMRG method is numerically essentially exact for finite systems. In this work, we map the SIAM on a ring onto a two-chain geometry with open boundary conditions where we may disregard the inter-chain coupling for large system sizes. Therefore, we can treat rings with up to L = 1400 sites, and extrapolations of the ground-state energy to the thermodynamic limit are unproblematic. We see that the Bethe Ansatz description is applicable for interactions up to about half the bandwidth even at V = 0.1W .
The intrinsic energy resolution is limited to ∆ω = W/L. Therefore, the DMRG encounters problems to resolve the Abrikosov-Suhl resonance in the impurity density of states in the strong-coupling limit, and a reliable description of the impurity magnetization and of the magnetic susceptibility is limited to moderate interaction strengths. Correspondingly, DMRG properly describes the short-range region of the Kondo cloud but does not cover the long-distance asymptotics because the Kondo cloud in DMRG cannot exceed half the system size.
At the end of our presentation, we emphasize that the Kondo screening cloud is amazingly large, even in the non-interacting limit and in one dimension where a larger fraction of the bath electrons can couple to the impurity than in higher dimensions. This implies that magnetic impurities in metals can be correlated over mesoscopic distances. Note, however, that this behavior depends on a number of assumptions, namely, (i), a perfect metallic host without impurities, (ii), exact particle-hole and spin-flip symmetry, and, (iii), zero temperature. Deviations from these exceptional conditions, especially a finite temperature, will drastically limit the range over which the impurity spin is screened.
Nevertheless, we can expect that two magnetic impurities in a metal can sense each others' presence over quite some distance so that they will bind into magnetic singlet (or triplet) pairs. An investigation of this pairing requires the analysis of the two-impurity Anderson model (TIAM), see, e.g., Ref. [39] for a recent Gutzwiller variational study, and references therein. A DMRG study of the TIAM is currently under way. is defined by 
= (−i)Θ(t) Â (t)B
+ + iΘ(−t) B +Â (t) .
(A1)
Equal-time expectation values B +Â in the ground state |0 ≡ |Φ 0 can be directly calculated from the causal Green functions by taking the limit t → 0 − . For the equation-of-motion approach, it is more convenient to study the retarded Green function,
Its Fourier transformation is defined bỹ
Here, the density of states is defined by
where |m denotes the eigenstates ofĤ 0 with energy E m (Lehmann representation). Using the Lehmann representation it is readily shown that
with the sign function sgn(x) = |x|/x. Therefore, the causal Green function is obtained from the retarded Green function by replacing ω + iη by ω + iηsgn(ω). WhenÂ =B, the density of states D A,B (ω) is not necessarily real. We separate the real and imaginary part,
.
ForÂ =B we recover the standard expression
Green functions for the non-interacting SIAM a. Time domain
For the non-interacting symmetric SIAM, we study the four retarded Green functions
Taking the time derivative leads to
Here, we used the anticommutation relations of the Fermi operators and the commutation relations
In the presence of an external magnetic field for the bath electrons, ǫ(k) must be replaced by ǫ(k) − σ n B bath with σ n = 1 (σ n = −1) for σ =↑ (σ =↓). For non-interacting electrons, the equations of motion lead to a closed set of differential equations (A13)-(A16).
b. Explicit solution in the frequency domain
The equation-of-motion method works in the frequency domain. The Fourier transformation of the time deriva-tive of retarded Green functions are given by
where we used partial integration in the first step and the fact that G ret A,B (t < 0) = 0. To solve the equations (A13)-(A16) we transformation them into frequency space. We find
The resulting set of equations is readily solved. We define the retarded hybridization function
and findG
and
The equations for the causal Green functions are obtained by replacing η by ηsgn(ω). In the presence of a magnetic field for the bath electrons, we must replace ∆ ret (ω) by ∆ ret σ (ω) = ∆(ω + σ n B bath ).
Appendix B: Spectral properties
To simplify the analysis, we shall consider the case V k = V > 0. Moreover, we study the case of a onedimensional ring with electron transfers between nearestneighbors and bandwidth W ≡ 1,
The non-interacting density of states becomes
so that d 0 = ρ 0 (0) = 2/π for the density of states in one dimension.
Impurity spectral function
First, we work out the impurity spectral function from the impurity Green function (A24). We have
In one dimension, Λ 0 (ω) = 0 for |ω| ≤ 1/2 and
for |ω| > 1/2. Thus, we have
We keep the infinitesimal imaginary part η = 0 + because of the (anti-)bound states outside the host-electron band.
The density of states for the d-electrons ('d-electron spectral function') follows from eq. (A4) as
with ω σ = ω + σ n B bath . For |ω σ | > 1/2 we have
For B bath = E d,σ = 0, we can further write
The bound and anti-bound states at ω = ±v + /2 contribute two poles of strength Z(V ) to the impurity spectral function. For small V , we have v
2 , and Z(V ) ≈ 16V 4 . The pole contributions are very small for small V , of order V 4 . For E d,σ = 0, it is best to determine the energies of (anti-)bound state
numerically from the equations
2. Density of states
The single-particle density of states is defined by
To make contact with the retarded Green functions, we write the single-particle density of states in the form
where we used the fact thatâ + m,σ (â m,σ ) creates (annihilates) an electron with exact single-particle energy E m in the ground state. The sum over m runs over all single-particle excitations of the ground state and thus represents the trace over all single-particle eigenstates,
We can equally use the excitationsĉ
, respectively, to perform the trace over the single-particle excitations of the ground state. Therefore, we may write
Equation (A27) shows that the band Green function consists of the undisturbed host Green function for V k ≡ 0 and a 1/L correction due to the hybridization. Therefore, using eqs. (A24) and (A27), the contribution due to a finite hybridization is given by
We find the band contribution for |ω| < 1/2 from the complex logarithm
where Cot −1 (x) = πΘ(−x) + cot −1 (x) is continuous and differentiable across x = 0; Θ(x) is the Heaviside step function. We shall use this form for the calculation of the ground-state energy, see below.
Using eq. (B5) and (B11), the (anti-)bound states contribute
When we let η → 0, we only retain a contribution where P ± (ω) = 0, i.e., at
where we let η → 0 + in the last step. We see that the (anti-)bound states contribute poles of strength unity to the density of states in the presence of the impurity. Recall that their contribution to the impurity spectral function was smaller by the weight factor Z a/ab (V ) ≪ 1.
Appendix C: Ground-state expectation values
In this section we derive the ground-state expectation values for the energy, the d-occupancy, and the hybridization matrix element for the symmetric SIAM.
1. Ground-state energy a. Symmetric SIAM We consider the case E d,σ = 0. The ground-state energy can immediately be calculated using the density of states. We subtract the energy for V = 0 and write
The upper limit of integration is zero because all singleparticle states up to the Fermi energy E F = 0 are occupied.
Using eq. (B19), the contribution from the bound state is given by
where we measure the energy contribution with respect to the lower band edge, ǫ edge = −1/2. For small V , the contribution is very small, e b 0 (V ≪ 1) ≈ −8V 4 . The result for the band contribution to the impurity density of states (B17) and a partial integration lead to the band contribution to the ground-state energy in the form
The first term in R(V ) accounts for the energy term introduced in the definition (C2) of the bound-state energy. It is compensated by the last term in R(V ). The second term gives a zero contribution at ω = 0 because Cot −1 (0) is finite. It is more subtle to evaluate the second term at ω = −1/2 because, in one dimension, neither Λ 0 (ω) nor ρ 0 (ω) are continuous. This problem is circumvented by using a finiteη in eq. (B3). Forη > 0 we thus see that
+ so that we encounter Cot −1 (+∞) = 0 so that the second term vanishes altogether. Therefore, we find R(V ) = 0.
In
The total energy reads
For V ≪ 1 we Taylor expand e 0 (V ) in eq. (C5),
Corrections are of the order V 6 ln(V 2 ). For V = 0.1, the approximate formula works very well. We have E The result agrees with the small-V expression derived as eqs. (E.1) and (E.5) by Linneweber and collaborators. 39 Using Mathematica 40 we find in one dimension using d 0 = ρ 0 (0) = 2/π and ln(e) = 1
so that, up to corrections of the order V 4 ,
Expectation values from Green functions
The Green functions permit the calculation of groundstate expectation values. By definition, we have (η = 0 + )
where we used eq. (A5) in the second step. In the last step we extended the ω-integral to a contour integral in the upper complex plane that includes the real axis and an arc around the origin with infinite radius. The residue theorem then results in Θ(−ω ′ ) because a pole of strength unity appears in the upper complex plane only for sgn(ω ′ ) = −1. For the d-electron occupancy, we setÂ =B =d σ and find from eqs. (A8), (B6), and (B7)
Apparently, this expression is symmetric in ω so that one readily recovers d+ σdσ = 1/2.
Hybridization a. General expression
The derivation of the hybridization matrix element proceeds along the same lines. As in the previous subsection C 2 we find
Using eqs. (A4), (A25), and (A26) we find
For the hybridization matrix element in position space we thus find
so that M r is zero on for odd distances, r = 2m + 1. For ω ≤ 0 we use
to find two contributions for M r . First, the pole at energy
The bound-state contribution to M r is of the order V 3 for small V and becomes exponentially small for r ≫ 1/(4V 2 ). Second, the band contribution can be cast into the form
Its limiting behavior is discussed in the main text.
b. Matrix element in momentum space
It is instructive to study the matrix element M (ǫ) in more detail. Since we are interested in the small-V limit, we ignore the bound-state contribution and focus on the band contribution for ǫ > 0 so that 1/(ω − ǫ) remains finite,
Note, however, that the integrand develops a singularity for ǫ → 0 + . We treat the singularity 1/(ω − ǫ) explicitly and write
We define
and write
The term H 2 (ǫ) can be cast into the form
We thus have
Mathematica 40 provides closed formulae for Λ 1-4 (V ),
Lastly, we set V = 0 in the integrand of H 3 (ǫ) after taking out the factor ǫ
2 )). Note that the integrand in eq. (C22) is well behaved for ω → 0, ǫ → 0, and ω → ǫ so that corrections are indeed small, of the order
The integral can be done using Mathematica. 40 We find
The analytical approximation to H(ǫ) is thus given by
with corrections of the order
2 )).
We may perform the small-V expansion for H(ǫ). To leading order we have
Consequently, the leading contribution to H 2 (ǫ) is given by
Therefore, the small-V expansion for all −1/2 ≤ ǫ ≤ 1/2 becomes
Corrections are of the order
2 )). As required by particle-hole symmetry, H(−ǫ) = H(ǫ).
For small-V and low energies, ǫ → 0, the result can be cast into
This form is sufficient to determine the long-range behavior of the spin correlation function for small V .
Appendix D: Further results for the non-interacting SIAM
In this section we collect some results for the semielliptic density of states, consider the limit of small hybridizations for a general density of states, and provide results for non-interacting electrons in the limit of high dimensions.
Semi-elliptic density of states
For the semi-elliptic density of states,
we find
When we choose 0 ≤ V < 1/4, there is no (anti-)bound state outside the band.
a. Ground-state energy
The ground-state energy can be calculated analytically using Mathematica 40 ,
The result agrees with the small-V expression derived as eqs. (E.1) and (E.5) in Ref. [39] . Using Mathematica
40
we find for the semi-elliptic density of states using d 0 = ρ 0 (0) = 4/π and ln(e) = 1
so that, up to corrections of the order V 4 ln(V 2 ),
For the semi-elliptic density of states, the hybridization function can be calculated analytically. For 0 < V < 1/4 and 0 < ǫ < 1/2 we find
where arccsch(x) is the inverse hyperbolic cosecant function.
The small-V expansion reads
Corrections to this expression are of the order
. The low-energy limit of this expression becomes
compare eq. (C32) for the one-dimensional density of states.
Limit of small hybridizations for a general density of states
Here, we collect results for any density of states in the in finite band-width limit where we approximate ρ(ǫ)
For the ground-state energy we obtain
where C is used to fit the unknown contribution to order V 2 . In general,
for a given density of states ρ 0 (ǫ). For H(ǫ) we obtain
with γ = πd 0 V 2 and arccot(x) denotes the inverse cotangent function.
The low-energy limit for small V becomes
The results includes eq. (C32) for the one-dimensional density of states (d 0 = 2/π) and eq. (D8) for the semielliptic density of states (d 0 = 4/π). Therefore, eq. (D12) provides the generic low-energy limit of the function H(ǫ).
Limit of high dimensions
We address the limit of high dimensions. To this end we focus on a d-dimensional hyper-cubic lattice with nearest-neighbor dispersion relation
We restrict ourselves to the case of half band-filling and particle-hole symmetry.
a. Bulk spin correlation function
The spin-spin correlation function for free electrons is obtained from
with the single-particle density matrix
where J n (x) = (−1) n J n (x) is the Bessel function of integer order n. We introduce the distance to the Rth neighbor shell,
and use d ≫ 1 to approximate
where we used
(D18) When R = 2m is even, we find P 0 σ (r) = δ m,0 /2, as also follows from particle-hole symmetry.
When R = 2m + 1 (m ≥ 0) we note that the dominant contribution in the Rth neighbor shell comes from those vectors where r l = ±1. Their number is given by
for d ≫ R where we used Stirling's formula, ln(n!) ≈ n ln n − n. We write
where He(x) is a Hermite polynomial. The contribution of the Rth neighbor shell to the spin-spin correlation function (R = 2m + 1) is
This approximation becomes exact in the limit d → ∞. For large R we use Stirling's formula, ln(n!) ≈ n ln n − n + ln(2πn)/2, to find the asymptotic behavior (R odd)
b. Spin correlation function
Along the same lines we can express the matrix element for the spin correlation function between the impurity and the host electrons at distance R = 2m as
where H R (x) is a Hermite polynomial. As in one dimension, correlations to odd sites vanish due to particle-hole symmetry.
Averaged over all sites at distance R ≪ d, the spin correlation function becomes (Γ = πd 0 V 2 , Γ = π/2V 2 for an infinite-dimensional hyper-cubic lattice)
where we used eq. (D19) for the number of sites in the Rth neighbor shell. Moreover, for small V we may use the low-energy limit of H(ǫ),
To derive an asymptotic formula, we employ the approximation
for R ≫ 1 and |x| < √ 2R. Since the integral contains another factor exp(−x 2 /2), we may safely ignore the constraint on x. Thus, for small hybridizations, V ≪ 1, we may approximate
(D27) For Γ ≪ 1 we may safely ignore the exponential term in the definition of g(R, Γ) because the cosine is a vastly oscillating function for y 1/Γ that effectively restricts the integration to y 1/(Γ √ R). Then, the integral can be done analytically,
where Ei(x) is the exponential integral. As in one dimension, the approximation works very well for all R ≥ 2. Using Stirling's formula ln(n!) ≈ n ln n − n + ln(2πn)/2, we find (R = 2m)
Consequently, the spin correlation function becomes
The formula is applicable for all R ≥ 2. The asymptotic region is reached for Γ √ R ≫ 1, i.e., for R ≫ 1/Γ 2 = 2/(πV 4 ). Even for V = 0.1, the asymptotic region is starts around R a = O(V 4 ) = 10 4 , in contrast to the one-dimensional case where the asymptotic region starts at R a = O(V 2 ) = 10 2 . In the asymptotic regime,
so that the unscreened spin is given by
In d → ∞ dimensions, the unscreened spin decays proportional to 1/ √ R whereas, in d = 1 dimension, it decays proportional to 1/R.
where we used Wick's theorem. Particle-hole symmetry shows that the two factors are identical. Using the causal Green function for the d-electrons, we can write
We insert the spectral representation (A5) and extend the integral over ω into a contour integral in the lower complex half-plane because we have t > 0. The ω-integral gives (−i)Θ(ω ′ ) exp(−iω ′ t) because there is a pole in the lower complex half-plane only if ω ′ > 0. Thus,
We insert this result into eq. (E2) and perform the integration to find
This form is numerically more advantageous than inserting eq. (E6) into eq. (E2) and taking the imaginary part. Using the Lehmann representation and the (symmetric) density of states for the d-electrons, one can obtain eq. (E7) from eq. (E1) directly. For the one-dimensional density of states we have
A numerical integration in eq. (E7) gives the coefficients e (2) (V = 0.05) = 0.0369271, e (2) (V = 0.1) = 0.0374447, and e (2) (V = 0.2) = 0.0406307.
b. Limit of small hybridizations
In the limit of small hybridizations, we let Γ → 0 and ignore the pole contribution of order V 4 . With Γ = πd 0 V 2 we find that F (V, µ) becomes independent of V , F (V, µ) ≡ F (µ), with
where Ci(x) [Si(x)] is the cosine [sine] integral.
When we insert this result in eq. (E7), we obtain the numerical valueẽ (2) = 0.0368608, in perfect agreement with Yamada's analytical result, 35ẽ(2) = 1/4 − 7ζ(3)/(4π 2 ), and in very good agreement with the numerically obtained value for V ≤ 0.2. The deviations are about ten percent at V = 0.2, about one percent at V = 0.1, and two per mill at V = 0.05.
Magnetic Hartree-Fock solution
In the magnetic Hartree-Fock approach, the Hubbard interaction on the impurity is replaced by 
Here, m is the local polarization of the impurity. To be definite, we restrict ourselves to 0 ≤ m ≤ 1/2. Apparently, the Hartree-Fock HamiltonianĤ HF =Ĥ 0 + H 
In the limit of small hybridization and U ≪ 1, the contribution of the bound states and the influence of the finite bandwidth can be ignored and we can simplify Eq. (E15) also shows that m → 1/2 for U ≫ Γ. However, it incorrectly suggests that m(U ) = 1/2 − 2Γ/(πU ) in the large-U limit. Instead, we verified numerically that
We show the result for V = 0.1 in Fig. 15 . 
where we took into account the constant term U/4 in the definition of ∆E 0 (U, V ) and the term U m 2 in eq. (E10). Note that m ≡ m(U ) is determined from the solution of the self-consistency equation (E14) for given U .
In the large-U limit, the band contribution is negligible and the pole at v b (V, U m) = −U m − V 2 /(U m) dominates. Together with eq. (E16) we find
This result is readily understood because, in the large-U limit, the host electrons act like a single bath site to which the impurity is coupled. The energy of this twosite model is readily calculated and leads to eq. (E18) in the large-U limit. 
With Cot
−1 (−∞) = −π we find = L/2 as it should. The host-electron particle numbers ∆N σ = N σ − L/2 as a function of the magnetization are shown in Fig. 16 . It is seen that the impurity barely polarizes the host electrons, even for large magnetization where n d,↑ ≈ 1, n d,↓ ≈ 0. Note that a positive magnetic moment on the impurity also leads to an excess of ↑-spins in the host electrons.
d. Spin correlation function
In Hartree-Fock we have C n cos p B 2n (p)dp 16V 4 + cos 2 p(sin p + 2σ n U m) 2 (−1) n+1 cos p C 2n+1 (p)dp 16V 4 + cos 2 p(sin p + 2σ n U m) 2 , C r (p) = −4V 2 cos(rp) + cos p(sin p + 2σ n U m) sin(rp)
for n ≥ 0. For U m > 1/2, the matrix elements are small, and the contribution of the second term to the screening are negligible. The results are discussed in the main text.
Impurity magnetization from Bethe Ansatz
The Bethe Ansatz results of Ref. [21] employ H = 2B so that the external magnetic field is given by H = 2bΓ/(gµ B ). 
