Abstract-This paper proposes a path planning algorithm and a velocity control algorithm for underwater gliders to persistently monitor a patch of ocean. The algorithms address a pressing need among ocean scientists to collect high-value data for studying ocean events of scientific and environmental interest, such as the occurrence of harmful algal blooms. The path planner optimizes a cost function that blends two competing factors: it maximizes the information value of the path, while minimizing the deviation from the path due to ocean currents. The speed control algorithm then optimizes the speed along the planned path so that higher resolution samples are collected in areas of higher information value. The resulting paths are closed circuits that can be repeatedly traversed to collect long term ocean data in dynamic environments. The algorithms were tested during sea trials on an underwater glider operating off the coast of southern California over the course of several weeks. The results show significant improvements in data resolution and path reliability compared to a sampling path that is typically used in the region.
I. INTRODUCTION
Path planning for Autonomous Underwater Vehicles (AUVs) is required for a wide variety of applications, such as mine countermeasures, ecosystem monitoring, locating hydrothermal vents, and tracking dynamic features. The algorithms presented here address the common problem in ocean science of designing a sampling method to acquire data at multiple spatiotemporal resolutions to analyze ocean processes. We consider a mission domain that contains userspecified regions of high interest. Our goal is to generate a long time-series data set for the mission domain, while providing finer sampling resolution in regions of high-interest.
To this end, the contributions of this paper are threefold. First, we develop a path planner to compute a single, repeatable path that is to be continually traversed by an AUV to generate a long time-series data set. The path is optimized for visiting regions of high interest, penalized for navigating through waters of large magnitude ocean currents, and is length constrained. Secondly, we develop a velocity control algorithm for autonomous gliders that varies the sampling resolution of the vehicle along each segment of a prescribed path. The velocity control directly corresponds to controlling the dive and ascent pitch angle of the glider during mission execution. Third, we validate our algorithms by implementing the optimized sampling strategy on vehicles in the ocean. This sea-trial demonstrates the ability of the method to perform a persistent monitoring application for resolving large-scale events, while simultaneously collecting high-resolution data for smaller-scale processes.
We apply the algorithms in this paper to study dynamic ocean events specifically arising in the Southern California Bight (SCB) 1 with a motivation to understand smallscale physical triggers for large scale events. The largescale events of interest are algal and phytoplankton blooms; especially those composed of toxin producing species, commonly referred to as Harmful Algal Blooms (HABs). The environmental triggers leading to the onset, evolution and ultimate mortality of HAB events are currently widely unknown. Since coastal regions have high ecological and socioeconomic importance [1] , it is of interest to accurately assess, and predict such events and understand their impacts upon this fragile ecosystem.
Coastal ocean processes in southern California are driven primarily by large-scale (regional and global) processes, rather than local forcing, e.g., local winds. The dynamics are affected by multiple variables that oscillate over many different spatiotemporal scales that cannot be resolved by use of a few stationary sensors or via a single, short-term AUV deployment. A significant, long-term time-series of data are required to understand large-scale variability in this complex coastal ecosystem. Alternatively, smaller-scale processes significantly impact the biological dynamics in the SCB. Examples include the propagation of internal waves, sewage outfalls and river runoff into the ocean. Both events inject nutrient-rich water to the euphotic zone, and provide surplus food to photosynthetic organisms. Thus, in certain known areas, it is advantageous to collect higher resolution data. We may know where these high-interest regions are, but either from lack of historical data or data at the appropriate resolution, we still do not fully understand the biophysical dynamics occurring in them. The algorithms proposed here address the need for continual sampling at variable resolutions by providing high-resolution data in areas of known importance.
Although there is a formidable literature on planning information rich paths for environmental monitoring, most existing techniques are not well suited to the unique constraints and capabilities of underwater gliders. One existing method is to plan covering paths over the environment. Examples of this appear in agriculture [2] , [3] , general robotics [4] , and AUV applications [5] . These methods rely on a finite sensor footprint whereas the typical suite of ocean sensors take only point measurements. Other approaches to surveillance and monitoring with AUVs essentially boil down to achieving the best estimation or re-creation of a scalar field via intelligent planning or adaptive sampling [6] , [7] , [8] . These methods are not well suited to the piece-wise linear paths along which underwater vehicles must travel. Finally, there has recently been work on persistent monitoring [9] , [10] , where the frequency of visits to each region is adapted to the time scale on which that region changes. This study is directed towards developing a sampling strategy that is sensitive to the information value of different regions, while being naturally amenable to the unique constraints of the underwater glider.
We organize the rest of this paper in the following way. We begin with a short description of the AUV and ocean model used in this research in Section II. Section III gives a detailed problem description. Section IV presents a path planning algorithm for long-term AUV data collection. Section V defines an algorithm to vary the sampling resolution along the path generated in Section IV. We present experimental results and analysis of sea trials to validate our methods in Section VI. We finish this study with some concluding remarks and areas of future investigation and extensions.
II. AUTONOMOUS UNDERWATER VEHICLE AND
OCEAN MODEL The vehicle used in this study is a Webb Slocum autonomous underwater glider [11] , see Fig. 1(a) . A Slocum glider is a 1.5 m (length) by 21.3 cm (diameter), torpedoshaped vehicle designed for long-term (∼ 1 month) ocean sampling and monitoring [12] , [13] . These gliders fly through the water by altering the position of their center of mass and changing their buoyancy. The glider navigates between predetermined waypoints with a sequence of dives and climbs forming a vertical sawtooth pattern; an optimal way to generate high-resolution spatial and temporal data with minimal energy expense. Due to this method of locomotion, gliders are slow moving AUVs and have operational velocities on the same order of magnitude as oceanic currents ( 0.75 km/hr). Between pre-programmed surfacings for GPS fixes and data transfer, the glider dead reckons its position using a magnetic compass, depth sensor, and altimeter. For specific operational details of Slocum gliders, see e.g., [11] or [12] . Based on considerable previous work on modeling and control of underwater gliders, [14] , [15] , we do not address this here. However, due to the complexity of the underwater environment, we aim to minimize adverse effects from ocean currents by utilizing ocean model predictions. The ocean model predictions used here come from the Regional Ocean Model System (ROMS) run at the Jet Propulsion Laboratory, California Institute of Technology. This model is a split-explicit, free-surface, topography-following-coordinate oceanic model that is open-source and widely accepted and supported throughout the oceanographic and modeling communities. Detailed information on ROMS can be found in [17] and [18] . ROMS provides hindcasts, nowcasts and hourly forecasts (up to 72 hours) for the SCB, [19] , [20] . The model outputs have nested horizontal resolutions, covering the U.S. west coastal ocean (15 km), the southern California coastal ocean (5 km) and the SCB (2.2 km). We denote the set of points in the 2.2 km resolution grid as H.
III. PROBLEM DESCRIPTION
We compute a single, repeatable path that is continually traversed by the vehicle to generate a long time-series data set. Along this path, we optimize the velocity of the vehicle to alter the spatiotemporal sampling resolution throughout a region of interest. Repeated traversal of a regular path allows for easier assimilation of collected data with existing data or measurements, as well as has the added incentive that known obstacles (e.g., shipping lanes, sea mounts, harbor entrances, etc. ) can be avoided and planned for a priori. Through this technique, we aim to gather data relating to large-scale events, e.g., algal blooms, while also resolving smaller-scale features, e.g., internal wave structures, that influence and drive the mechanistic processes of the larger scale phenomena. For such a survey, the common choice is a lawnmower-type path. For implementations onto autonomous gliders, an optimized lawnmower-type path may not be the best choice. In particular, Fig. 1 (b) displays a planned lawnmower path in black, and the actual executed path by a glider in white. Notice the zig-zag structure of the executed path in the attempt to realize the prescribed lawnmower pattern. Such experimental results motivate us to consider a zig-zag-shaped path that broadly covers the region of interest, passes through specified high-interest areas, and minimizes the effects of strong ocean currents. This method generates a regular, repeatable path that can be used for persistent monitoring efforts to collect data that facilitates analysis of phenomena at multiple spatiotemporal scales.
In order to formally describe our problem, we require some notation. We consider a mission domain Q ⊂ R 2 . is given by l ij . The proposed optimization algorithm in Section V produces a set of pitch angles φ j for the glider to implement along each segment γ j to achieve an appropriate sampling resolution.
Within Q there are n − 1 regions of interest Q i ⊂ Q, where i ∈ {1, . . . , n − 1}. We define an n th region
We assume that the regions Q 1 , . . . , Q n−1 are specified by an ocean scientist, and the weights p i determine the relative sampling importance of a region with respect to all other regions. Through these user-defined regions, we aim to encode certain oceanographic information, such as preferred sampling direction and appropriate horizontal and vertical scaling. Our goal is to compute a closed-path γ consisting of 0 < m < ∞ waypoints that steer the vehicle through the regions Q i , i ∈ {1, . . . , n − 1} while avoiding areas of predicted, high-magnitude ocean currents. This notation is presented graphically in Fig. 2 .
Dealing with repeatability and minimizing uncertainty along a path are complex issues when considering an underwater vehicle. The ocean is a highly dynamic, time-varying, nonlinear system that imparts large magnitude external forces upon the vehicle. Some of these forces and moments, like buoyancy and viscous damping, can be estimated with reasonable accuracy for a given vehicle, e.g., see [21] . However, the forces and moments related to ocean currents can greatly affect the navigational accuracy of a dead reckoning glider [22] , [23] . In this study, consideration of ocean currents is based on ROMS predictions. We consider historical ROMS predictions for 30 days prior to the deployment. For each daily prediction, we consider 24 hours of the forecast. At each grid point in H, we find the maximum magnitude of the ocean current between 0 and 80 m depth. Since strong currents in any direction effect the glider's navigational accuracy, we only consider magnitude, and do not take current direction into account at this phase of the study. The magnitudes at each location for each day are then averaged over the 30-day time window. By interpolating between the grid points in H, we create a function ν : Q → R ≥0 , which gives the average maximum magnitude current expected at each point in Q. We remark that the grid points of H are at least as fine as the observed surfacing error of the glider.
In the following sections we present two decoupled algorithms that design a sampling strategy for persistent and adaptive monitoring of an oceanic region with designated areas of high-interest. The path planner presented in Section IV details an optimization that rewards visiting each Q i and penalizes navigation through areas of typically large magnitude ocean currents. The algorithm presented in Section V optimizes the velocity along each segment of a sampling path to obtain an adaptive sampling resolution for each Q i , while maintaining an overall time budget for the traversal of γ.
IV. PATH PLANNING
The path planning algorithm requires the following inputs: 1) the mission domain Q; 2) the high interest regions Q i , with associated weights p i , i ∈ {1, . . . , n}; 3) the desired number of waypoints m < ∞; and 4) a line L dividing Q into two halves, and defining the ordinate axis of the proposed zig-zag path. Given m, let {w 1 , . . . , w m } be the m waypoints that define the path γ, and for each j ∈ {1, . . . , m}, let γ j be the line segment connecting the endpoints w j and w j+1 , where we let w m+1 := w 1 . Then, given L, this algorithm generates an alternating checkerboard pattern; the grey regions shown in Fig. 3 . The path is created by choosing one waypoint in each square of the checkerboard, such that it minimizes a cost function capturing both a penalty for high ocean currents and a reward for traversing through highinterest regions.
Let waypoint w j lie in checkerboard square j. We evaluate the effect of ocean currents as follows. Given ν : Q → R ≥0 , the cost of a path due to ocean currents is given by
where the velocity of a point q ∈ H is given by the velocity of its nearest neighbor in H.
The reward for passing through regions Q i is defined as follows. Define the length of the intersection of a region Q i with a path segment γ j by l ij = |Q i ∩ γ j |, where | · | denotes the length of the segment. For a given path γ, the length of γ passing through region Q i is m j=1 l ij . Since we want to spend more time in regions of higher interest, we define the benefit as
Therefore, the cost of a set of waypoints W = {w 1 , . . . , w m } is defined as
* that minimizes H(W, λ). First, we compute Q ∩ H to discretize Q, so that each checkerboard region contains a finite number of candidate waypoints. Then, define a graph whose vertices are these discretized points, and whose edges connect waypoints in checkerboard square j to waypoints in square j + 1. The weight on an edge connecting w j to w j+1 is given by
This defines a directed graph, where every cycle is of the form w 1 , . . . , w m , w 1 . Thus, by fixing w 1 , we can find the shortest cycle returning to w 1 by use of the Bellman-Ford algorithm. Minimizing repeated applications of BellmanFord algorithm for each candidate waypoint w 1 determines the set W * that minimizes H(W, λ). The above description is summarized in Alg. 1. Given a graph containing N vertices, Bellman-Ford algorithm runs in O(N 3 ) time. Thus, the ZZTOPP algorithm runs in O (N 1 N  3 ) time where N is the number of points in the disretization, and N 1 is the number of points in checkerboard square j = 1.
By use of Alg. 1 we plan a sampling path to study algal bloom life-cycles within the SCB. For a detailed presentation of this ongoing study, please see [16] . We choose m = 6. In Fig. 3 the region of interest Q is given by the white polygon, L is the black line through Q, the yellow lines denote the primary shipping lanes to be avoided, high-interest regions Q 1 , Q 2 and Q 3 are denoted by the red, green and yellow polygons within Q, respectively, and the six computed checkerboard regions are given by the grey regions. Algal blooms have an episodic time of ∼ 10 days, thus, one cycle of γ must be traversable in < 5 days 2 . This corresponds to a total path length of less than 110 km. The other inputs to ZZTOPP for the path optimization are: λ = 0.4, p 1 = 1, 2 Standard Nyquist sampling theory states that the sampling frequency must be at least one half the epoch of the event under study to adequately resolve the variability. 4 Generate a graph G with vertices given by discretized points, edges connecting each point in checkerboard region j to each point in checkerboard region j + 1. 5 Compute edge weights. For edge connecting w j and w j+1 , the weight is
6 foreach candidate waypoint w 1 do 7
Compute shortest cycle in G containing w 1 using Bellman-Ford algorithm.
8
Store waypoints on minimum cost cycle as W .
9 Output W . p 2 = 0.75, p 3 = 0.7, the background importance p n = 0.3, and the location of checkerboard region j = 1 is the northeast corner of Q. For this experiment, we had to extend checkerboard region j = 5 to include the area within Q 2 , see Fig. 4 . Based on the location of Q 2 and checkerboard region j = 1, odd m is operationally unsafe, as the path from w m to w 1 could cross over land. For m even, the intersection of Q 2 and checkerboard region m − 1 was not a large enough area to guarantee a minimal path through Q 2 . Addressing this issue is an area of future work.
Applying the ZZTOPP Algorithm with the given inputs produces the black path in Fig. 4 . We will hereafter refer to this path as the computed path. The magenta path in Fig. 4 is a path that was hand-designed by an ocean scientist for the same application presented here. We will hereafter refer to this path as the reference path.
V. SAMPLE RESOLUTION OPTIMIZATION
We now present an algorithm to assign different sampling resolutions to different regions in a mission domain based on the relative importance of those regions. The sampling resolution for a glider is altered by changing the pitch angle of the saw tooth pattern that the glider executes as it traverses the segments of the given path.
The behavior of a glider on segment γ j , j ∈ {1, . . . , m} is controlled by the following quantities: Fig. 4 . This figure presents an enlarged view of Figure 3 with the glider paths overlaid. The path produced by the ZZTOPP Algorithm is given by the black line, while the magenta line represents the reference path that was hand-delineated by an oceanographer to survey the same region with the same constraints. The mission domain Q is delineated by the white polygon. Regions Q 1 , Q 2 and Q 3 are the high interest regions, and are delineated by the red, green and yellow polygons, respectively. The grey shaded polygons denote the checkerboard regions. Define the sample density in a region Q i , denoted by Qi , to be the number of samples taken in region Q i at a given depth, divided by total length of the path in Q i . Similarly, we define the sample density along a segment γ j , denoted by γj , to be the number of samples at a given depth, divided by l ij . Each time the glider descends along the edge of a tooth, it takes at most one sample at a given depth d, (to identify hysteresis effects, the glider does not take measurements while ascending), as shown in Fig. 5 . The sample density γj along segment γ j , assuming an idealized triangular sawtooth (ignoring currents, disturbances, hydrodynamics effects, etc.), is found from simple geometry to be
Then, we compute the sample density in a region Q i as the number of samples in that region at a fixed depth, divided by the total length of the path in
where L i := m j=1 l ij is the total length of the path in Q i . We propose that the pitch angles φ 1 , . . . , φ m be set so as to maximize a measure of the total sampling benefit. The optimization of the pitch angles is subject to constraints on the minimum and maximum pitch, as well as on the total time to complete one cycle of the path. Now, consider a region Q i and its sampling resolution Qi . Naturally, in increasing the sampling resolution Qi , we increase the "benefit." However, it is intuitive that this benefit will be subject to diminishing returns. This can be captured via a concave, monotonic function H : R ≥0 → R ≥0 , satisfying H(0) = 0. In the experiments section H(z) = √ z. We define the total benefit of a set of pitch angles as
Since H is concave, the benefit C is also concave. To compress notation, we define
and
With the above definitions, the benefit in (2) is written as
The final component of the optimization is the time constraint. We require that a complete cycle of the path be completed within a user specified time T > 0. Letting v hor,j be the over-the-surface (or horizontal) speed of the glider along segment γ j , the total time to complete the path is given by
.
We have performed experiments to determine v hor,j as a function of φ j for the operating regime of pitch angles 15
• . By performing a least-squares fit, we obtain a relationship of
where a := −0.05 m/s, and b := 0.275 m/s. The coefficient of determination (or R 2 value) is 0.986 indicating a good linear fit.
Combining the above, the optimization of pitch angles can be written as
where p i is the importance level of region i; x is the optimization vector x = [tan φ 1 , . . . , tan φ m ], with bounds x min := tan 15
• and x max := tan 35
• ; and T > 0 is the user-defined time budget.
The above optimization is convex. To see this, note that the objective function is concave. Thus we are maximizing a concave function (or equivalently, minimizing a convex function −C(x)). The constraints in x min ≤ x ≤ x max form convex sets. Finally, since x j < b/a ≈ 5.5 for all
, the denominator of the time constraint ax j +b is strictly positive, and the time constraint also yields a convex set. Therefore, the optimization can be efficiently solved using standard convex optimization tools [24] . In the following section we present experimental results in combining the path planning and speed optimization for adaptive ocean sampling.
VI. EXPERIMENTS
For demonstration and validation of the algorithms and their outputs presented in the previous sections, we provide data collected from sea trials. We deployed a Slocum glider in the SCB for one month for implementation of our computed missions. For this study, we considered two closed-loop sampling paths. Since the region of interest selected in this study is under active investigation by the USC CINAPS team [16] , we choose one path to be the reference path; designed by an ocean scientist with extensive domain knowledge. This path has been traversed by Slocum gliders multiple times over the past two years, giving ample data for future comparison. In this study, the reference path was executed using the standard operating procedure; constant dive and ascent pitch angles of 26
• . We also applied the algorithm presented in Section V to the reference path, and computed an alternate implementation that varies the velocity of the vehicle by prescribing pitch angles ranging between 15
• and 35 •3 . The computed angles for each γ j of this implementation are presented in Table I . The second path considered is one determined by an immediate predecessor of the ZZTOPP algorithm, 4 which gives a lower cost than the reference path, as shown in Table I . This computed path was executed with the pitch angles computed by use of the sampling resolution optimization algorithm given in Section V. The computed angles for each γ j of this path are also presented in Table I . The experimental results are divided into three parts to test separate portions of the algorithms. First, we will compare collected science data in a region of high interest for the minimum, standard and maximum dive and ascent angles, 15
• , 26
• and 35
• , respectively. Secondly, we compare the traversibility of the two different paths, i.e., which path was followed more accurately by the glider. Lastly, we compare the total time of traversal for the three missions.
A. Variable Resolution
A goal of our work is to provide persistent monitoring of a given area with the added capability to adapt the sampling resolution to gather finer resolution data in areas of increased spatiotemporal variability. As previously mentioned, examining the area around the shelf region (Q 3 and Q 1 ) could lead to a better understanding of the environmental triggers that cause algal blooms. Recent analysis of glider data collected along γ 3 of the reference path has shown the possibility of resolving internal wave propagation. Internal waves are waves that arise from perturbations in hydrostatic equilibrium and oscillate within, rather than on the surface of, a fluid medium. In this case, the internal waves propagate on the interface between different densities of sea water, i.e., just below the thermocline. These waves break as the water depth decreases across the shelf, which promotes vertical mixing in the water column and may lead to the development of an algal bloom.
Based on experimental trials, a safe operational range for pitch angles for the glider was determined to be 15
• − 35
• . To investigate the difference in sampling resolution, we executed cross-shelf transects through Q 1 at pitch angles of 15
• . The path for these transects is γ 3 of the reference path, for comparison at a later date with previously collected data. The temperature (
• C) data collected during these experiments is presented in Figs. 6(a), 6(b) and 6(c). In these figures, we display the individual measurements taken by the vehicle to emphasize the difference in sampling resolution. These measurements are generally interpolated to a standard grid to create a continuous image of the water column. From the presentation here, it is clear that by increasing the pitch angle of the glider's dive and ascent, we are significantly altering the spatiotemporal resolution at which the data are gathered. This is most evident in deeper water, as the profiles in Fig. 6(a) are clearly spread apart, whereas those in Fig. 6(c) are much closer together. Also, there is a noticeable difference in resolution between the data collected at 26
• (standard) versus 35
• . As noticed in previous data collects, there is a distinct wave pattern propagating just below the thermocline. The internal waves seen in Figs. 6(a)-6(c) are propagating across the shelf and have a wavelength of ∼ 2 km mid-shelf with a decrease in wavelength moving towards the shore. Such artifacts are difficult to resolve if only considering data as in Fig. 6(a) , or even in Fig. 6(b) . However, with the increased sampling resolution provided with a pitch angle of 35
• (Fig. 6(c) ), smaller-scale and dynamic processes can be resolved more easily. In addition, since data from glider profiles are usually interpolated, one may wash out features that are of primary interest, e.g., shorter wavelength internal waves. These data provide an excellent motivation to continue the design of sampling missions to gather data at multiple spatiotemporal scales.
B. Navigational Accuracy
To assess the effectiveness of the ocean current consideration used in the ZZTOPP algorithm, we compare the navigational accuracy of the three implemented experiments. We compare the prescribed path with the executed path by use of the following metric. We delineate the glider's executed path by connecting sequential surfacing locations during the mission. We then compute the area between the executed path and the prescribed path. This essentially integrates the positional error along the entire closed-loop path. This area measure is used as the navigation score, with a smaller score indicating a more accurately navigated path. 2 . This is significantly less than either type of execution of the reference path.
C. Loop Traversal Time
An important component of the path design is to assist in resolving the frequency of ocean phenomena occurring at different spatiotemporal resolutions. Thus, a computed path incorporating any variations in velocity must not be slower than the reference path with standard operational procedures. In Table I we present the total time of traversal for one loop of each of the three executed mission scenarios. For ten recent executions of the standard reference path, we see an average loop traversal time of 110.03 hours. This average lies well within the desired traversal time of 4 − 5 days (96 − 120 hours), as mentioned previously. For the reference path executed with speed control, we have a loop traversal time of 126.43 hours. Although this time is greater than the 120 hours desired, it is not excessively long. The primary reason for the extra time required is the additional 9 km traveled during execution due to poor navigational accuracy. For the computed path executed with speed control, we see a loop traversal time of 115.88 hours. This is slightly longer than the reference path with standard execution, but still lies well within the desired time range.
VII. CONCLUSIONS AND FUTURE WORKS
We presented two algorithms that together produce paths for underwater gliders to provide persistent multi-scale resolution of dynamic ocean processes. First, we computed a closed path to be continually traversed by a vehicle. Then, along this path we optimized the speed of the vehicle (by altering its pitch angle) to tune the spatiotemporal sampling resolution throughout the region of interest. We implemented our planned paths on autonomous gliders operating in a widely studied area off the coast of southern California. Data collected from the experiments were compared with historical data from a reference path. Theoretical predictions compared well with experimental results, as we saw that our path covered more distance in less time with better accuracy than previous implementations of the nominal path. The experimental results suggest that our algorithms provide the ability to perform long-term, persistent monitoring to capture large-scale event frequencies, while additionally resolving smaller-scale events by locally modifying spatiotemporal sampling resolution. Future field trials are required for further validation, but this preliminary analysis provides sufficient motivation for additional experiments.
For future study, one extension of this project is to combine the two algorithms presented in Sections IV and V to create a single path planning and speed optimization algorithm. Secondly, we are planning more sea trials to extensively test our computed paths and variation of the spatiotemporal sampling resolution. Finally, we will review the data collected in this work with an expert oceanographer with detailed domain knowledge to determine whether or not the sampling techniques presented here have provided better data with which to resolve internal waves and other small-scale events while also collecting data for large-scale processes.
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