We consider the relationship between ideals of a BCI-algebra and order ideals of its adjoint semigroup. We show that (1) if I is an ideal, then
Introduction.
In [1, 2, 4] , the relationship between filters of a BCK-algebra and order ideals of its adjoint semigroup is considered. There is a gap in the proofs of the results obtained there. For example, [2, Theorem 2.8] and [4, Theorem 2.3] , where it is proved for a map I → M(I) to be onto, is not correct. They only show that if I is a filter then M(I) is an order ideal and that if J is an order ideal then M −1 (J) is a filter. In order to fill the gap of the proof and to develop the theory of adjoint semigroups of BCI-algebras, we consider ideals instead of filters and show more results about order ideals. As a particular case, we give an affirmative solution to the problem left open in [4] .
First of all, we define BCI-algebras. Let X; * , 0 be an algebraic structure of type 2, 0 . We call it a BCI-algebra when it satisfies the conditions: for any x, y, z ∈ X,
(1) (x * y) * (x * z) ≤ z * y, (2) x * (x * y) ≤ y, (3) x * x = 0, (4) if x * y = y * x = 0 then x = y. The relation "≤" is defined as follows:
x ≤ y x * y = 0. Moreover, a BCI-algebra is called a BCK-algebra if it satisfies the condition (5) 0 * x = 0. Any subset I of X is said to be an ideal if (I1) 0 ∈ I, (I2) x * y, y ∈ I ⇒ x ∈ I. Let X be any BCI-algebra. For an element a ∈ X, we define a map a −1 from X into itself by (x)a −1 = x * a.
(1.
2)
The map a −1 is called a right map in [3] . We also define M(X) and R(X) for any BCI-algebra X as follows:
M(X) = a −1 1 a −1 2 ···a −1 n | a 1 ,a 2 ,...,a n ∈ X , R(X) = a −1 | a ∈ X ,
We call M(X) an adjoint semigroup of X. It follows from the properties of BCIalgebras that M(X) is a commutative monoid with unit 0 −1 . We introduce a relation on M(X):
(1.5)
It is obvious that M(X), is a partially ordered set. We note that for any element a, b ∈ X,
For any subset S of X, we define
A subsemigroup J of M(X) is called an order ideal if it satisfies the condition ∀x ∈ J and y ∈ R(X), if y x then y ∈ J.
(1.8) Proposition 1.2. Let X be a BCI-algebra. Then the following statements are equivalent:
(a) X : BCK-algebra.
Proof. (a)⇒(b). For every element a −1 1 a −1 2 ···a −1 n ∈ M(X) (a i ∈ X) and u ∈ X, since X is a BCK-algebra, we have ((···(u * a 1 ) * ···) * a n ) * (u * 0) = ((···(0 * a 1 ) * ···) * a n ) = 0. This implies (···(u * a 1 ) * ···) * a n ≤ u * 0 for any element u ∈ X. Thus we get 0 −1 a −1 1 ···a −1 n and 0 −1 is the smallest element of M(X). (b)⇒(c). Suppose that 0 −1 is the smallest element of M(X). Since 0 −1 y −1 and the operation of M(X) preserves the order , we have
(c)⇒(a). If we take x −1 = 0 −1 then we have 0 −1 y −1 and hence 0 ≤ y for any y ∈ X. This means that X is a BCK-algebra.
Basic properties of ideals and order ideals.
In this section, we consider the basic properties of ideals and order ideals. Moreover, we investigate relations between ideals and order ideals. First of all we have the following result. Since y x, we have, for any u ∈ X,
Especially, if we take u = b, then ··· b * a 1 * ··· * a n = 0 ∈ I. Proof. Suppose that S ≠ S for subsets S, S of X. There exists an element a ∈ X such that a ∈ S but a ∉ S . Since a −1 ∈ M(S) and a −1 ∉ M(S ), we get M(S) ≠ M(S ). Thus the map M is an injection.
We define a map M −1 by
Proof. Since J is an order ideal, it is of course a subsemigroup of M(X) and hence 0 −1 ∈ J, that is, 0 ∈ M −1 (J).
We assume that x, y * x ∈ M −1 (J) for x, y ∈ X. It follows from the definition of M that x −1 (y * x) −1 ∈ J. On the other hand, we have y −1 x −1 (y * x) −1 by the property of BCI-algebras. This yields that y −1 ∈ J and hence that y ∈ M −1 (J).
From the above we have the following relations about ideals and order ideals:
We answer the question for the case of ideals.
In general, we have the following result.
Proof. Let x be any element of S. It follows from the definition of M that
Corollary 2.5. If I is an ideal, then I = M −1 (M(I)).
Relations between order ideals J and M(M −1 (J)
). We proceed to investigate relations between order ideals J and M(M −1 (J)). In general, we have M(M −1 (J)) ⊆ J for any order ideal J. Now the following question arises:
Are always J = M(M −1 (J))? or Under what condition do we get J = M(M −1 (J))?
To establish a proof of the theorem, we only have to show that
We denote by (T ] the order ideal generated by T ⊆ M(X).
To ask whether J = M(M −1 (J)) is equivalent to do J = (J ∩ R(X)] for every order ideal J. As the next example shows, we cannot in general conclude J = M(M −1 (J)). Example 3.3. Let X = {0, 1, 2,...,a} and let * be an operation defined as in the following table:
It turns out that X is a BCI-algebra and both
In spite of the above, in case of BCK-algebras, we can show J = M(M −1 (J)). It is proved in [4] that M −1 is an injection in case of X being a finite BCK-algebra. We can prove the same result for any BCK-algebra without the assumption being finite. Proof. We only show J ⊆ M(M −1 (J)). If x ∈ J then there exist a i ∈ X such that x = a −1 1 ···a −1 n . It follows from the assumption that x = a −1 
Proof. It suffices to prove that
It is clear that X is not a BCK-algebra but a BCI-algebra. In this case we also have
But it turns out that J = M(M −1 (J)) for every order ideal J of X. 1 (J) ). This means that M and M −1 are not converse maps to each other. We also see that a map M whose domain is restricted to the set of all ideals is an injection, but we do not know about M −1 until now. Moreover there is a following problem left open in [4] : let X be a BCI-algebra and M(X) be an adjoint semigroup.
Relations between
(a) Is a map I → M(I) an injection? (b) Is there a one-to-one correspondence between the set Ᏽ(X) of all ideals and the set ᏻ(X) of all order ideals?
In the following, we give affirmative answers to the questions above. (M(S) ) is an ideal, it is generated by S from the above, so we have S ⊆ M −1 (M(S) ). This means M(S) ⊆ M(M −1 (M(S)) ) and consequently M(S) = M(M −1 (M(S)) ), that is, M(S) is the order ideal by Proposition 2.2.
If M(S) is an order ideal, then M −1 (M(S) ) is an ideal from Proposition 2.3. Proof. Suppose that x −1 ∈ M(I). There exist a i ∈ I such that x −1 = a −1 1 ···a −1 n . Since (···(x * a 1 ) * ···) * a n = 0 ∈ I, we get x ∈ I. The reverse case is clear. (M(S) ). It is clear from the definition of closedness that S is a closed set if and only if the condition holds:
From the above we have a relationship between an ideal I and an order ideal M(I). This generalizes the following result in [2] (which unfortunately has a gap in its proof):
Also we have from Proposition 2.2 and Theorem 3.6 that for X being a BCI-algebra and each ideal I, I ,
This gives affirmative answers to the Open Problem in [4] which says that: let X be a BCI-algebra and M(X) an adjoint semigroup of it. Then 1 (J) ) for every order ideal J. This implies that M and M −1 are converse maps to each other and hence there is a one-to-one correspondence from Ᏽ(X) to ᏻ(X).
Characterization of some BCI-algebras by R(X) and M(X)
Proposition 5.1. For any BCI-algebra X, R(X) satisfies the condition that for any
Proof. Suppose that R(X) satisfies the condition that for for each a −1 there exists b −1 ∈ R(X)(a −1 b −1 = 0 −1 ). This implies (u * a) * b = 0 for every u ∈ X and hence 0 * a = b by taking u = b. We thus have (u * a) * (0 * a) = u and 0 * (0 * a) = a by taking u = a. This means that X is a p-semisimple BCI-algebra.
It is easy to prove the converse by taking b = 0 * a. For, if we take b = 0 * a then it suffices to show that (x * a) * b = x for every x ∈ X. It is clear from the following (5.1)
If R(X) satisfies the condition that for any a −1 ∈ R(X) there exists b −1 ∈ R(X) such that a −1 b −1 = 0 −1 , then M(X) becomes an abelian group.
Corollary 5.2. For any BCI-algebra X, if X is p-semisimple then M(X) is an abelian group.
In [2] , positive implicative BCK-algebras are characterized by R(X). We also give a characterization of those as follows.
Proposition 5.3. The following conditions are equivalent to each other: (1) for every BCI-algebra X, R(X) is idempotent (i.e, for all a −1 ∈ R(X) a −1 a −1 = a −1 ), (2) every BCI-algebra X is a positive implicative BCK-algebra (i.e, a BCK-algebra satisfying the condition: for all u, a ∈ X (u * a) * a = u * a),
Proof. It is straightforward from the definition of positive implicativeness that (1) (2).
(
It follows from b −1 ∈ Γ a that Γ a is an order ideal.
(3)⇒(1). If Γ a is an order ideal, then it is also a subsemigroup. Thus, we have a −1 a −1 ∈ Γ a from a −1 ∈ Γ a , that is, a −1 a −1 a −1 . This yields u * a ≤ (u * a) * a for any u ∈ X. If we take u = a, then we have 0 ≤ 0 * a. It follows from 0 * (0 * a) ≤ a that 0 ≤ a.
In this case we also have ((u * a) * a) * (u * a) = 0 * a = 0, (u * a) * a ≤ u * a and (u * a) * a = u * a. This means a −1 a −1 = a −1 and hence R(X) is idempotent.
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