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We investigate the possibility to monitor the dynamics of an open quantum system with the help
of a small probe system, coupled via dephasing coupling to the open system of interest. As an
example, we consider a dissipative harmonic oscillator and a single qubit as probe system. Qubit
plus oscillator are described by a finite temperature quantum master equation, where the dynamics
of the whole system can be obtained analytically. We find that the short time behavior of the
reduced qubit state (its coherence) provides exhaustive information on the dissipative dynamics
of the oscillator. Observing this coherence for two initial states with different out-of-equilibrium
temperatures, one can determine all coupling constants and the equilibrium temperature fixed by
the external heat bath. In addition, the dephasing coupling to the qubit probe, may be considered
as a perturbation of the dissipative oscillator. The corresponding quantum fidelity can be calculated
analytically, also. Hence, we find the precise relation between the behavior of the reduced qubit
state (its coherence) and that fidelity.
I. INTRODUCTION
The idea of probing the dynamics of a quantum system
by another smaller quantum system coupled to the first
one, goes probably back to Gardiner, Cirac and Zoller [1].
In that paper, the authors propose to study the stability
of the unitary dynamics of a complex, eventually quan-
tum chaotic system, the delta-kicked harmonic oscillator,
using a probe degree of freedom coupled to the system
by dephasing. That stability is characterized in terms of
the quantum fidelity (“quantum Loschmidt echo”) [2–5].
More recently, quantum thermodynamics has drawn a
lot of attention in part due to the difficulties which oc-
cur when one tries to extend the classical thermodynamic
concepts such as work, heat, entropy, and thermalization
to small microscopic quantum systems [6–9]. There, it
is of fundamental interest to develop accurate techniques
for the verification of thermodynamical properties. In
this sense, “quantum thermometry” has been formulated
for single qubit readouts [10, 11]. Further work in this di-
rection has been centered on the construction of quantum
heat machines [12–16].
The purpose of the present work consists in extend-
ing the original scheme for probing quantum fidelity to
the case of dissipative dynamics. Thereby, we want to
understand how to extract as much information as pos-
sible about the dissipative dynamics in question. For the
quantum chaotic case, some results have been obtained
in Ref. [17] in the case of an infinite temperature bath.
Here, we are interested in the case of finite temperature
and a finite coupling strength (dissipation rate), and in-
stead of a quantum chaotic system as in Ref. [18], we
study a simple harmonic oscillator. This allows us to
obtain the dynamics of the full system analytically, and
thereby study the relations between the dynamics of the
oscillator and that of the quantum probe in every detail.
Dephasing coupling has been studied in many different
contexts [19–23]. The qubit-oscillator system with de-
phasing coupling could be implemented experimentally,
with superconducting quantum devices [24–26], trapped
ions [27–30], ultracold atoms in an optical lattice [31–34],
Josephson junctions [35, 36], or defect centers in solid-
state crystals [37].
The dissipative harmonic oscillator has the extraor-
dinary feature that Gaussian wave packets continue to
evolve as Gaussian wave packets for all times. Following
Refs. [38, 39] this allows us to compute Uhlmann’s [40]
(Jozsa’s [41]) fidelity for mixed quantum states in ana-
lytical form. We then compare the generalized fidelity
which has been introduced in Ref. [17] and is based on
the qubit coherence, with the standard fidelity for mixed
quantum states. In Refs. [42–44] discuss different possi-
bilities to extract information about the dynamics of an
oscillator with the help of coupled to the system.
The paper is organized as follows: In Sec. II the details
about our tripartite model, together with the definitions
of the generalized fidelity and the Uhlmann-Jozsa fidelity
are given. Also we give a short review about the Wigner
function description and state some of the properties of
its two dimensional Fourier transform or the chord func-
tion. In Sec. III, we derive an analytic solution for the
dynamics of our model system, and discuss the reduced
dynamics of the oscillator and the qubit. In Sec. IV, we
find analytical expressions for the generalized fidelity and
the Uhlmann-Josza fidelity, as well as the connection for-
mulas between the two fidelities and the purities of the
qubit and the oscillator; furthermore, we use our previ-
ous results to propose a method to implement a quantum
thermometer by looking only at the decoherence decaying
rate of the qubit. Finally in Sec. V we give our conclu-
sions.
2II. THE TRIPARTITE SYSTEM
The system is composed of three parts; a central two-
level system (qubit), an intermediate harmonic oscillator
and a heat bath of finite temperature, whose effect is de-
scribed by a quantum master equation of Lindblad form.
Assuming a quantum optical setting, and measuring en-
ergy in units of ~ωo, the energy quantum of the oscillator,
and time in units of ω−1o , we may write the master equa-
tion in terms of dimensionless quantities
i
d̺
dt
= [H, ̺] + iL[̺] , (1)
where the density matrix ̺ represents the mixed state of
qubit plus oscillator mode. The Hamiltonian is divided
into the qubit part, the oscillator part Hosc, and the cou-
pling between both systems:
H =
∆
2
σz +Hosc + g σz ⊗ xˆ , (2)
Hosc =
1
2
(
xˆ2 + pˆ2
)
= aˆ†aˆ+
1
2
. (3)
The mixed state of the qubit alone is obtained from ̺
via the partial trace. In our model, the coupling is of the
dephasing type. Therefore, the populations of the qubit
states are constant in time, and the non-diagonal element
of the qubit density matrix (“coherence”) is the quantity
of interest, as it contains all the information about the
dynamics of the oscillator. The Lindblad term, which
accounts for the dissipative processes, is given by
L[̺] = −κ (1 + n¯) (a†a ̺− 2 a̺ a† + ̺ a†a)
−κ n¯ (aa† ̺− 2 a†̺ a+ ̺ aa†) , (4)
where κ = γo/ωo. Here,
n¯ = 〈aˆ†aˆ〉̺T =
1
e1/D − 1 , (5)
is the average number of excitations, and ̺T the canon-
ical equilibrium state of the harmonic oscillator at tem-
perature T . The parameter D = kB T/(~ωo) is the di-
mensionless diffusion constant from the quantum Brow-
nian motion model [45].
A. Fidelities
The density operator ̺, which appears in Eq. (1), de-
scribes the mixed quantum state of the bipartite system
consisting of two-level system (qubit) and harmonic oscil-
lator. It may be written in block-matrix form as follows:
̺(t) =
(
a00 ̺00(t) a01 ̺01(t)
a10 ̺10(t) a11 ̺11(t)
)
, (6)
where the coefficients aij are related to the initial state
of the qubit (see below). Each operator ̺ij(t) acts on
the Hilbert space of the harmonic oscillator. In this way,
Eq. (1) separates into independent evolution equations
for each of these operators. With H± = Hosc ± g xˆ, we
find
i
d̺00
dt
= [H+ , ̺00] + L[̺00] , (7)
i
d̺11
dt
= [H− , ̺11] + L[̺11] , (8)
i
d̺01
dt
=
(
H+ ̺01 − ̺01H−
)
+
∆
2
̺01 + L[̺01] . (9)
We assume the initial state to be a product state of the
form
̺(0) =
(
a00 a01
a10 a11
)
⊗ ̺osc . (10)
In the evolution equations (7-9), the coupling term be-
tween qubit and oscillator appears as a perturbation to
the dynamics of the oscillator mode. This makes it possi-
ble to study its fidelity or (quantum Loschmidt echo) [4].
Without dissipation and for a pure initial state, this fi-
delity F (t) can be obtained from both, the diagonal and
the off-diagonal blocks [1, 46]. From the diagonal blocks,
we obtain
̺00(t) = |ψ+(t)〉〈ψ+(t)| : ψ+(t) = e−iH+t |ψ(0)〉 ,
̺11(t) = |ψ−(t)〉〈ψ−(t)| : ψ−(t) = e−iH−t |ψ(0)〉 ,
(11)
where |ψ+(0)〉 = |ψ−(0)〉 = |ψ(0)〉 is the pure initial state
of the oscillator mode. From this, we obtain the quantum
fidelity as
F (t) = Tr
[
̺00(t) ̺11(t)
]
=
∣∣ 〈ψ+(t)|ψ−(t)〉 ∣∣2 . (12)
From the off-diagonal block, we get
̺01(t) = e
i∆t e−iH−t ̺01(0) e
iH+t
= ei∆t |ψ−(t)〉 〈ψ+(t)| , (13)
while ̺10(t) = ̺01(t)
†. This allows us to write
F (t) = Tr
[
̺01(t) ̺10(t)
]
. (14)
If we include dissipation and/or mixed initial states, then
the strict equivalence between the Eqs. (12) and (14)
breaks down. In that case, the operators ̺00(t) and
̺11(t) become density matrices, which are the solutions
of a quantum master equation of Lindblad from [47–49].
Concerning the diagonal blocks, we use a standard gener-
alization of fidelity to the case of mixed quantum states,
which is due to Uhlmann [40] (mathematical definition)
and Jozsa [41]. Thus we define
FUJ(t) = Tr
(
̺00(t)
1/4 ̺11(t)
1/2 ̺00(t)
1/4
)2
. (15)
Concerning the non-diagonal blocks, we interpret
Eq. (14) as a different measure for (the loss of) fidelity
in a open quantum system, and denote that quantity
Fgen(t) = Tr
[
̺01(t) ̺10(t)
]
= |Tr [̺01(t)] |2 . (16)
3as the generalized fidelity [17, 50].
There are important conceptual differences between
FUJ(t) and Fgen(t): FUJ(t) can be used to quantify the
similarity of mixed quantum states, it is not necessary
that these are states evolving under certain evolution
equations. By contrast, Fgen(t) requires to specify these
evolution equations. It also requires that these are of
Lindblad form and differ in the Hamiltonian part only.
Furthermore, in a typical case, the master equations for
the two diagonal blocks guide any initial state to the
same equilibrium state. Therefore, FUJ(t) will typically
increase towards one at the end. By contrast, Fgen(t) will
often drop to zero.
B. Wigner and chord function description
The solutions derived here are carried out by em-
ploying the chord function description [51–53]. The
chord function (or the characteristic Wigner function)
is defined as the Fourier transform of the Wigner
function [54]. In what follows we review some of their
properties.
a. Wigner function We start with the position rep-
resentation of an operator Aˆ. If this operator has a ma-
trix representation with respect to some orthonormal ba-
sis {ϕj}j∈N,
〈x|Aˆ|x′〉 =
∑
ij
Aij 〈x|ϕi〉 〈ϕj |x′〉 =
∑
ij
Aij ϕi(x) ϕj(x
′)∗ ,
(17)
where 〈x|ϕj〉 is the Dirac notation for the familiar wave
function representation ϕj(x). Then, we may define the
Wigner function of a given collection of quantum states
described by the density matrix ̺ as
W̺(q, p) =
1
2π
∫
dy e−ipy 〈q + y/2| ̺ |q − y/2〉 . (18)
This is also called the Weyl symbol of the density matrix
̺. Now, the expectation value of any observable Aˆ can
be calculated as a phase space integral:
tr[ Aˆ ̺ ] =
∫∫
dp dq WA(q, p)W̺(q, p) , (19)
whereWA(q, p) is the Weyl symbol [55, 56] of the observ-
able Aˆ. In order to transfer the evolution equations (7-9)
into phase space, we need to know how multiplication
with position and momentum operators from left and
right is translated to the Wigner function representation.
It is easily verified [57]
qˆ ̺ 7→
(
q − i
2
∂p
)
W̺ , pˆ ̺ 7→
(
p+
i
2
∂q
)
W̺
̺ qˆ 7→
(
q +
i
2
∂p
)
W̺ , ̺ pˆ 7→
(
p− i
2
∂q
)
W̺ .
(20)
b. Chord function (characteristic Wigner function)
The chord function [51–53] is defined as the Fourier trans-
form of the Wigner function [54, 58]
w(k, s) =
∫∫
dp dq eiqk+ispW̺(q, p) (21)
=
∫
dq eiqk 〈q + s/2| ̺ |q − s/2〉 .
Due to this relation, Eq. (20) can be readily translated
into similar expressions for the application of position
and momentum operators to the chord function (for later
convenience, higher powers of xˆ and pˆ are included):
xˆnpˆm ̺ 7→
(s
2
− i∂k
)n(−k
2
− i∂s
)m
w(k, s) (22)
̺ xˆnpˆm 7→
(−s
2
− i∂k
)n(k
2
− i∂s
)m
w(k, s) (23)
xˆn ̺ pˆm 7→
(s
2
− i∂k
)n(k
2
− i∂s
)m
w(k, s) (24)
pˆm ̺ xˆn 7→
(−s
2
− i∂k
)n(−k
2
− i∂s
)m
w(k, s) . (25)
This also allows to obtain explicit expressions for the n-
th order moments of products of position and momentum
operators, by taking the appropriate partial derivatives
at the origin of the coordinate system:
〈xˆn〉 = (−i ∂k)nw
∣∣
k,s=0
, 〈pˆn〉 = (−i ∂s)nw
∣∣
k,s=0
〈xˆn pˆm〉+ 〈pˆm xˆn〉
2
= (−i)n+m ∂nk ∂ms w
∣∣
k,s=0
. (26)
These equations may explain the name “characteristic
Wigner function”.
In the next section, we use the properties presented
here, to transfer the evolution equations (7-9) to par-
tial differential equations for the corresponding chord
functions, which are then solved analytically. In order
to compute the Uhlmann-Josza fidelity, we use a result
from Isar [39]. For calculating the generalized fidelity, we
compute the trace of ̺01(t). In the chord function repre-
sentations, this simply means that the respective chord
function must be evaluated at k, s = 0. This follows from
Eqs. (19) and (21).
III. ANALYTIC SOLUTION
In the chord function representation, the equations (7-
9) for the block matrices ̺ij(t) defined in Eq. (6) become
the following set of partial differential equations:
Lˆdw00 = −
(
i g s+
γ+
2
(k2 + s2)
)
w00 (27)
Lˆndw01 = −
(
i ∆ +
γ+
2
(k2 + s2)
)
w01 , (28)
where w00 (w01) is the chord function representation of
̺00 (̺01) from Eqs. (7-9), γ+ = κ (2n¯+ 1), and
Lˆd = ∂τ + (s+ κ k)∂k − (k − κ s)∂s (29)
Lˆnd = ∂τ + (s+ κ k + 2 g)∂k − (k − κ s)∂s . (30)
4These differential equations can be solved analytically,
using the method of characteristics (see the appendix).
Thereby we find for w00:
w00(~r, t) = wosc
(
R(−t)~r ) (31)
× exp
(
− i
2
~d(t) · ~r − α(t)
2
|~r |2
)
,
where the vector ~r = (k, s)T collects the two indepen-
dent variables of the chord function representation, and
wosc(~r ) represents the initial state of the oscillator in
the chord function representation. Furthermore, we have
introduced the following quantities:
R(t) = eκ t
(
cos t sin t
− sin t cos t
)
, (32)
~d(t) =
(
d1(t)
d2(t)
)
, dj(t) = 2 g
∫ t
0
dτ R2j(−τ) , (33)
where R21 and R22 are the respective matrix elements
of R(τ), and α(t) = (n¯+ 1/2) (1− e−2κt ). The solution
for w11(~r, t) can be obtained from w00(~r, t) by simply
changing the sign of g:
w11(~r, t) = wosc
(
R(−t)~r) (34)
× exp
(
i
2
~d(t) · ~r − α(t)
2
|~r |2
)
.
From the Wigner function representations, calculated be-
low, it can be seen that ±~d(t)/2 points at the position of
the Gaussian state, as it evolves in phase space under the
Hamiltonian H±. In other words, its components are the
expectation values of position and momentum as they
evolve in time.
As far as the initial conditions are concerned, Eq. (10),
we restrict ourselves to thermal or coherent Gaussian
states for the oscillator, In the chord function represen-
tation; these states have the generic form:
wosc(~r) = exp
(
i ~xo · ~r − 1
2
~r Tσo ~r
)
, (35)
where the vector ~xo = (xo, po)
T contains the expectation
values of position and momentum, and σo is the corre-
sponding covariance matrix. The uncertainty principle
requires that det(σo) ≥ 1/4.
The chord function representation w01 of the non-
diagonal block can be obtained in a similar manner (see
App. A 2). The result reads
w01(~r, t) = wosc
(
R(−t)~r + ~η(−t) )
× exp
(
−α(t)
2
|~r |2 − γ+
2
~Γ(t) · ~r
)
(36)
× exp
(
−i ∆ t− γ+
2
δ(t)
)
, (37)
−5
0
5 t = 0
~d
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FIG. 1. False color plots of the Wigner function representa-
tion of the reduced harmonic oscillator state, for an initial
product state ̺(0), Eq. (10), built from a symmetric super-
position with aij = 1/2 for the qubit and the harmonic oscil-
lator ground state. The qubit-oscillator coupling is chosen as
g = 2.5, the dissipation rate as κ = 0.1, and the dimensionless
temperature as D = 1; see Eq. (5). The thin solid lines (green
and blue) show the classical trajectories under the Hamilto-
nians H+ and H−, respectively. The red two-sided arrow
indicates the vector ~d, introduced in Eq.(33). The different
panels, show the Wigner function and the vector ~d at different
dimensionless times, t = 0, 3, 10, 50.
where we have introduced the following quantities:
~η(t) =
2 g
1 + κ2
(R(−t)− 1 )
(
κ
1
)
= −
(
d2(t)
d1(t)
)
(38)
δ(t) =
∫ t
0
dt′|~η(t′)|2 =
∫ t
0
dt′ d(t′)2 (39)
~Γ(t) = 2
∫ t
0
dt′RT (−t′)~η(t′) , (40)
where d(t) = |~d(t)| = |~η(t)|. Due to this, the function
δ(t) appearing in the solution for the non-diagonal term
of the qubit is determined by the distance between the
two Gaussians in phase space.
A. Oscillator dynamics
In order to illustrate the general behavior of our sys-
tem, we discuss its reduced dynamics at very strong
qubit-oscillator coupling, g = 2.5. As initial state we
chose a product state of the form given in Eq. (10) with
aij = 1/2 and ̺osc being the oscillator ground state. In
the present section, we consider the Wigner function of
the reduced state after tracing over the qubit, in the next
section III B, we discuss the reduced state of the qubit.
For the Wigner function of the reduced oscillator state,
5we find
W (~x, t) = a00 W+(~x, t) + a11 W−(~x, t) , (41)
where the Wigner functions W±(~x, t) have the following
form:
W±(~x, t) =
1
2π
√
detσ(t)
e−
1
2 (~x−~x
±
o
(t))Tσ(t)−1(~x−~x±o (t)) .
(42)
The Wigner functions conserve their Gaussian shape,
while their covariance matrix
σ(t) = α(t) 1 +RT (−t)σoR(−t) (43)
becomes time dependent. Note the following definitions:
~x = (q, p)T and ~x±o (t) = R
T (−t) ~xo ± ~d(t)/2.
In Fig. 1 we plot W (~x, t) from Eq. (41) at different
instances in time. The figure shows how the interac-
tion with the qubit results in the splitting of the initial
Gaussian wave packet into two Gaussians, following the
classical trajectories of H+ and H−, respectively. For
large times (note that the oscillator period is Tosc = 2π),
one obtains a stationary state, where the two Gaussian
wave packets are located on the q-axis, each packet in
the minimum of the corresponding g-perturbed Hamilto-
nian. We will see, that the relative vector ~d(t) between
the two wave packets determines the fidelity measures,
to be discussed below.
B. Qubit dynamics
The reduced state of the qubit is obtained by tracing
Eq. (6) over the oscillator degrees of freedom. This cor-
responds to evaluating the solutions given in Eqs. (31)
and (37), at the origin ~r = 0. Since ̺00(t) and ̺11(t) are
valid density matrices for all times, the diagonal elements
of the qubit state remain constant. In contrast to that
the non-diagonal element does depend on time via
Tr[̺01(t) ] = wosc
(
~η(−t ) ) exp(−i∆t− γ+
2
δ(t)
)
, (44)
where δ(t) =
∫ t
0
dt′ d2(t′) .
IV. FIDELITY MEASURES
A. Generalized fidelity
Within the chord function description one can directly
use Eq. (44) to obtain an explicit expression for the gen-
eralized fidelity, Eq. (16). In this way, we obtain
Fgen(t) = |wosc
(
~η(t )
)|2 exp (−γ+ δ(t) ) . (45)
In the case of a general initial Gaussian state as de-
scribed in Eq. (35), the generalized fidelity takes the fol-
lowing form:
Fgen(t) = exp
(−~η T (t)σo ~η(t)− γ+ δ(t)) . (46)
0.25
0.50
0.75
1.00
n¯ = 0
m¯ = 0
n¯ = 0
m¯ = 1
0 50 100
0.0
0.5
1.0
n¯ = 1
0 50 100
n¯ = 1
t
F
ge
n
(t
)
FIG. 2. The generalized fidelity Fgen(t) as a function of time,
for different couplings between qubit and oscillator: g = 0.05
(light blue), 0.1 (blue), 0.2 (dark blue), and different environ-
ment coupling: κ = 0.01 (solid lines), and 0.1 (dashed lines).
The four panels show the results for different thermal initial
states (characterized by m¯) and different temperatures of the
environment (characterized by n¯), as indicated on each panel.
In the rest of the paper, we concentrate on initial thermal
states, where σo = M 1 with M = m¯ + 1/2, and xo =
po = 0; see Eq. (35). In that case, the generalized fidelity
becomes
Fgen(t) = exp
[−M d(t)2 − γ+ δ(t) ] . (47)
Here, γ+ = Nκ, with N = (2n¯ + 1) as defined below
Eq. (28). The function d(t) is positive, with decaying
oscillations, which tends to a constant in the long time
limit. Correspondingly, δ(t) is increasing monotonously,
becoming approximately linear at sufficiently long times
or when averaged over several oscillator periods. The
expression in Eq. (47) simplifies further in the limit of
vanishing coupling, κ→ 0, where
Fgen(t)→ exp
[− 8M g2 (1 − cos t) ] . (48)
Note that forM = 1/2 only, the expression reduces to the
standard fidelity of a pure quantum state under the per-
turbation of a unitary evolution, as described in Eq. (12).
Figure 2 shows the generalized fidelity for increas-
ing values of the coupling strength g (from light to
dark blue), different environment couplings κ, different
themperatures of the initial states and the environment.
The initial states are of the form given in Eq. (35) with
xo = po = 0 and σo = (m¯+1/2)1 , while the temperature
of the environment in characterized by the corresponding
average number of excited modes n¯, as defined in Eq. (5).
In all cases, the generalized fidelity ultimately tends to
zero in the large time limit. Since d(t)→ 2g/√1 + κ2 in
the limit of large times, the slowest possible decay rate
is given by
lim
t→∞
t−1 γ+ δ(t) =
κ
1 + κ2
(2n¯+ 1) 4g2 , (49)
6which can be easily calculated from Eq. (33).
The exponent in Eq. (47) consists of two terms. The
first term alone would yield decaying oscillations, in such
a way that Fgen(t) tends to one. The initial amplitude
of these oscillations is determined by M , their damping
however scales with κ. The second term alone would
yield a monotonously decaying function, with a decay
rate scaling with Nκg2. This behavior is clearly reflected
in the four panels of Fig. 2, even though there are cases
where the time range considered is too small to observe
the complete decay.
B. Uhlmann-Josza fidelity
In Ref. [39], the author calculates the Uhlmann-Josza
fidelity for two arbitrary Gaussian states, i.e. states
where the position representation, Eq. (17), of their den-
sity matrix is the exponential function of a quadratic
polynomial in the two variables. In that case, the fidelity
is determined completely by the first and second order
moments of the position and momentum operators. In
this sense, the chord function in Eq. (35) and the corre-
sponding Wigner function
Wosc(~x) =
1
2π
√
det(σo)
e−
1
2
(~x−~xo)
T
σ
−1
o
(~x−~xo) ,
represent such a general Gaussian state. In that case, the
first order moments are given by ~xo = (xo, po)
T , while
the second order moments are collected in the covariance
matrix σo
σ0 =
(
σ11 σ12
σ12 σ22
)
,
σ11 = 〈xˆ2〉 − 〈xˆ〉2
σ22 = 〈pˆ2〉 − 〈pˆ〉2
σ12 =
1
2 〈xˆpˆ+ pˆxˆ〉 − 〈xˆ〉〈pˆ〉
.
(50)
Assume ̺1 and ̺2 are two general Gaussian states, with
first order moments ~x1 and ~x2, as well as covariance
matrices σ1 and σ2, respectively. Then it is shown
in Ref. [39] that the Uhlmann-Josza fidelity, defined in
Eq. (15), can be written as
FUJ(̺1, ̺2) =
1√
µ+ 4ν −√4ν e
− 1
2
~dT (σ1+σ2)
−1 ~d , (51)
where µ = det(σ1 + σ2), ν = [ det(σ1) − 1/4][ det(σ2) −
1/4] and ~d = ~x2 − ~x1.
In order apply Isar’s result, Eq. (51), to the density ma-
trices ̺00(t) and ̺11(t), as prescribed in Eq. (15), we note
that the vector ~d must be chosen as ~d(t) from Eq. (33),
since it is exactly the distance vector between the first or-
der moments of ̺00(t) and ̺11(t) in phase space. The cor-
responding covariance matrices are the same and equal
to σ(t), as given in Eq. (43). Therefore, we find
µ = 4 det[σ(t)] , 4ν =
[ 4 det[σ(t)]− 1 ]2
4
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FIG. 3. The Uhlmann-Josza fidelity FUJ(t) as a function of
time, for different couplings between qubit and oscillator: g =
0.05 (light blue), 0.1 (blue), 0.2 (dark blue), and different
environment coupling κ = 0.01 (solid lines), and 0.1 (dashed
lines). The four panels show the results for different thermal
initial states (characterized by m¯) and different temperatures
of the environment (characterized by n¯), as indicated on each
panel.
which yields
√
µ+ 4ν = 2 det[σ(t)] + 1/2 and thereby√
µ+ 4ν −√4ν = 1. Thus, we are left with
FUJ(t) = exp
(
− 1
4
~d T (t)σ−1(t)~d(t)
)
, (52)
where σ(t), given in Eq. (43), simplifies to
σ(t) = α(t) 1 + e−2κ tM 1 =
[
N + (M −N) e−2κt] 1 ,
in the case of a thermal initial state with σ0 = M 1 . In
that latter case,
FUJ(t) = exp
(
− 1
4
d(t)2
N + (M −N) e−2κt
)
. (53)
Figure 3 shows the time evolution of the Uhlmann-
Josza fidelity in the same conditions and with the same
line types and color codings as in the case of the gener-
alized fidelity shown in Fig. 2. The most striking differ-
ence between the two fidelities can be observed in their
behavior at long times. While the generalized fidelity ul-
timately decays to zero in all case, the Uhlmann-Josza
fidelity tends to the constant
lim
t→∞
FUJ(t) = exp
( −g2
N (1 + κ2)
)
(54)
[see Eq. (55), below]. Both quantities strongly depend
on d(t), and by consequence show very similar oscilla-
tory behavior with a period similar to the fundamental
oscillator period.
7C. Connecting quantities
In this section, we discuss the possibility to use the
qubit as a probe system for extracting information about
the evolution of the oscillator in contact with a heat
bath. Evidently, all the information extractable from
the qubit must be contained in the generalized fidelity
Fgen(t). We limit ourselves to initial thermal states of
the oscillator – not necessarily in equilibrium with the
heat bath.
(i) In a first approach, we simply take advantage of the
fact that the behavior of the system is known analytically.
In principle, it is therefore sufficient to determine all rel-
evant parameters of the system in order to determine its
dynamics. In our particular case, these parameters are: g
the coupling between qubit and oscillator, κ the coupling
between the oscillator and the heat bath, and finally M
and N which characterize the temperature of the initial
state and the heat bath respectively. Calculating the log-
arithmic derivative of the generalized fidelity, we find the
following analytic expression:
H(t) = − d
dt
ln
[
Fgen(t)
]
= M
d
dt
d2(t) + 2κN d2(t) ,
d2(t) =
4 g2
1 + κ2
(
e−2 κ t − 2e−κ t cos t+ 1) . (55)
Thus, in principle, it seems that the function H(t)
depends on all four parameters in an independent way.
Therefore, a non-linear parameter fit may be used to
estimate their values.
(ii) As an alternative, we could try to determine the
function d2(t) directly, using the fact that it only depends
on κ and g but not its particular form. This is possible
by measuring Fgen(t) for two initial states of different
temperatures, M1 and M2 (assuming these are known a
priori). In that case, one obtains:
ln[F
(M1)
gen (t)]− ln[F (M2)gen (t)]
M2 −M1 = d
2(t) . (56)
Now, we can estimate g and κ separately from the be-
havior of d2(t). Then, in a second step, we estimate the
temperature N of the heat bath from the identity
M2 ln[F
(M1)
gen (t)]−M1 ln[F (M2)gen (t)]
M1 −M2 = κN δ(t) . (57)
This method may be more robust as the first one, since
we do not estimate so many parameters from one single
function.
Uhlmann-Josza fidelity Once, the function d2(t) is
known, together with the parameters N,M and κ, we
can reconstruct the Uhlmann-Josza fidelity with the help
of Eq. (53). At the moment, it is still an open question,
whether this or a similar relation may hold in more
general cases also. These cases may include: 1. different
initial states for instance coherent states away from the
equilibrium point, 2. cat states – i.e. superpositions of
coherent states, etc.
Purities of the reduced states As it turns out, the pu-
rities of the reduced states, of the qubit but also of the
oscillator, can be related in a very similar manner to the
respective quantum fidelities. In the case of the qubit
reduced state, this is fairly obvious:
Pq(t) = a
2
00 + a
2
11 + 2 |a01|2 F (M)gen (t) . (58)
In the case of the oscillator reduced state, this follows
from the fact that
Posc(t) = 2π
∫∫
dp dq W 2(~x, t) ,
with W (~x, t) given by (41). In that case,
Posc(t) =
a200 + a
2
11 + 2 a00 a11 F
(M)
UJ (t)
2
√
detσ(t)
. (59)
V. CONCLUSIONS
We considered an open quantum system consisting of a
harmonic oscillator being coupled to a finite-temperature
heat bath, equipped with an additional two-level system
(qubit). This qubit is coupled to the oscillator via de-
phasing coupling, and serves as a probe for the dynamics
of the system. The quantum master equation, which de-
scribes the evolution of the whole system, can be solved
analytically, using the Fourier transform of the Wigner
function, the so called “chord function”.
Provided the two-level probe is initially prepared in
a superposition state, the loss of coherence over time
provides sufficient information in order to determine the
complete dynamics of the dissipative oscillator. In other
words, based on the decoherence function, we can esti-
mate all relevant parameters of the dynamics: the tem-
perature of the heat bath, that of the initial state (e.g.
in the case we are interested in a temperature quench),
the coupling strength to the bath as well as that of the
probe.
The present setup, provides the rare opportunity to
study analytically the behavior of the Uhlmann-Josza fi-
delity between mixed states subject to different evolu-
tions in time. We use this to investigate similarities and
differences between the decoherence function, which is
almost identical to the generalized fidelity as introduced
in Ref. [17], and the standard Uhlmann-Josza fidelity.
So far, we restricted ourselves to thermal initial states.
In that case, the coupling to the qubit gives rise to two
different evolutions governed by separated harmonic po-
tentials. It would be interesting to study more general
initial states, such as displaced Gaussian states, similar to
those which have been analyzed in the Jaynes-Cummings
8model of cavity QED [59], or cat states; or one could even
consider Schro¨dinger cat states as initial states. That
would allow us to investigate the relation between gen-
eralized and Uhlmann-Josza fidelity from a more general
perspective.
In addition, we may find interesting applications in the
area of quantum thermodynamics. For instance, we may
realize Carnot cycles with the harmonic oscillator at fi-
nite times, and monitor the evolving state with the help
of the coupled qubit. Since the coupling between qubit
and oscillator is of dephasing type, the systems cannot
interchange energy thus one can observe the evolution of
the thermodynamic system without affecting its thermo-
dynamic properties. A possible experimental realization
could be build from two-level atoms in an harmonic trap,
where the dephasing coupling and the measurement of
the decoherence function is easy to achieve [1, 46, 60].
Appendix A: Derivation of the solutions of the
generalized master equations
By using the notation 〈i|̺|j〉 = ̺ij for i, j = 0, 1 repre-
sent the projection of the system into the different states
of the qubit. The matrix elements master equations may
be written as:
i
d̺00
dt
= [Hosc, ̺00] + g [xˆ, ̺00] + iL[̺00] (A1)
i
d̺01
dt
= [Hosc, ̺01] + {∆/2 + g xˆ, ̺01}+ iL[̺01](A2)
where L[̺ij ] is given by (4). The solution to the matrix
elements master equations can be more easily carried out
by employing the chord function description. By doing
the transformations, matrix elements master equations
can be written as a set of partial differential equations:
Lˆdw00 = −
(
i g s+
γ+
2
(k2 + s2)
)
w00 (A3)
Lˆndw01 = −
(
i ∆ +
γ+
2
(k2 + s2)
)
w01 (A4)
where we have defined γ+ = 2κ(n¯+ 1/2), and
Lˆd = ∂t + (s+ κ k)∂k − (k − κ s)∂s (A5)
Lˆnd = ∂t + (s+ κ k + 2 g)∂k − (k − κ s)∂s (A6)
1. Diagonal element w00
For equation (A3) one can write down the set of para-
metric differential equations in the following form:
dk
dt
= s+ κ k ,
ds
dt
= −k + κ s (A7)
dw00
dt
= −
[
i gs+
γ+
2
(k2 + s2)
]
w00 , (A8)
and by coupling the first two equations (A7), we can write
down a second order ordinary differential equation for k:
k¨ − βk˙ + ω2k = 0, (A9)
where ω2 = 1 + κ2. The solution of equation (A9) may
be written as:
k(τ) = eκ t
(
a1 sin t+ a2 cos t
)
(A10)
where a1 and a2 are the characteristic curves which re-
main constant for all time. The variable s(t) may be ob-
tained through first equation of (A7), s = k˙−κ k yielding:
s(t) = eκt
(
a1 cos t− a2 sin t
)
. (A11)
For these type of linear differential equations, one can
always define the fundamental matrix which maps any
point (k(t′), s(t′)) at the time t′, along the characteris-
tics to any other point (k(t), s(t)) at time t as ~r(t) =
R(t − t′)~r(t′). For time invariant systems where the pa-
rameter are no time dependent, the fundamental matrix
has a closed form. In the present case, this one has the
following form:
R(t) = eκt
(
cos t sin t
− sin t cos t
)
. (A12)
This fundamental matrix has the property that it only
depends of the difference of the initial and final time and
posses group properties in the sense that R(t2 − t0) =
R(t2−t1)R(t1−t0) for all times except in the limit where
t → ±∞ for which it becomes singular. At any other
time, the fundamental matrix always fulfills R(−t) =
R
−1(t). The integration of (A3) is done as follows;
∫ w00(t)
w00(0)
dw00
w00
= −i g
∫ t
0
dt′ s(t′) (A13)
−γ+
2
∫ t
0
dt′
(
k2(t′) + s2(t′)
)
.
Within the fundamental matrix, the integration over the
right hand side can be calculated by using the fact that
~r (t′) = R(t′ − t)~r(t) , (A14)
thus, we can write down an explicitly expression for the
evolution of this chord function matrix element as:
w00(~r, t) = w00
(
R(−t)~r , τ) (A15)
exp
(
− i
2
~d(t) · ~r − γ+
2
α(t) |~r |2
)
where α(t) is given by
α(t) =
∫ t
0
dt′
[
R211(−t′) + R212(−t′)
]
=
1− e−κt
κ
,
(A16)
and ~d(t) = (d1(t), d2(t))
T where its components have the
following form (j = 1, 2):
dj(t) = 2 g
∫ t
0
dt′ R2j(−t′) . (A17)
where R21 and R22 are matrix elements of the map de-
scribed in Eq. (A12).
92. Non-diagonal element w01
For the non-diagonal element master equation (A4),
its parametric form is given by:
dk
dt
= s+ κk + 2g ,
ds
dt
= −k + κs , (A18)
dw01
dt
= −
(
i∆ +
γ+
2
(k2 + s2)
)
w01 . (A19)
As before, one can write down a second order ordinary
differential equation for k by coupling the first two equa-
tions (A18) yielding:
k¨ − 2 κk˙ + (1 + κ2) k = −2 κ g, (A20)
The solution of equation (A20) may be written as:
k(t) = eκt
(
a1 sin t+ a2 cos t
)− 2 g κ1, (A21)
where κ1 = κ/(1 + κ
2). By solving for s in the first
parametric equation and plugging in, the result for k one
has for s:
s(t) = k˙ − γk − 2 g (A22)
= eκt
(− a1 cos t+ a2 sin t)− 2 g κ2 .
where κ2 = κ1/κ. Thus, by doing the following change
of variables;
k′(t) = k(t)− 2 g κ1, (A23)
s′(t) = s(t)− 2 g κ2 (A24)
then, we can describe the map given by the matrix R
given at (A12) to the primed variables exactly as we did
for the diagonal element case, i.e. : ~r ′(t) = R(t−t′)~r ′(t′)
where ~r ′(t) = ~r(t) + 2 g ~κ and
~κ =
(
κ1
κ2
)
=
1
1 + κ2
(
κ
1
)
. (A25)
With these redefinitions, one can now write down the
map which describes the motion of any point (k(t), s(t))
along the characteristics as:
~r(t) = R(t− t′) ~r(t′) + 2 g (R(t − t′)− 1 )~κ. (A26)
Integration of the third equation will yield
∫ w01(t)
w01(0)
dw01
w01
= −
∫ t
0
dt′
(
i∆ +
γ+
2
|~r (t′)|2
)
,
= −i∆t− γ+
2
∫ t
0
dt′ |~r (t′)|2 .
(A27)
where |~r(t′)|2 = k2(t′)+s2(t′). Now, we can use the map
defined at (A26) to write k(τ ′) and s(τ ′) appearing in
the integrand of the right hand side of (A27), as:
|~r (t′)|2 = |R(t′ − t) ~r(t) + ~η(t− t′) |2 , (A28)
where
~η(t) =
2 g
1 + κ2
(R(−t)− 1 )
(
κ
1
)
= −
(
d2(t)
d1(t)
)
. (A29)
The last equality in this equation follows from direct eval-
uation of the integrals defined in Eq. (A17). Thus, by
doing some algebra the integral in (A27) can be written
as:
∫ t
0
dt′ |~r(t′)|2 =
∫ t
0
dt′
(
|R(−t′)~r(t)|2
+ 2RT (−t′)~η(t′) · ~r(t) + |~η(t′)|2
)
. (A30)
Integration can be easily performed yielding for the non
diagonal matrix element the following:
w01(~r, t) = w01
(
R(−t)~r + ~η(t) ) e−i∆ t
exp
[
−γ+
2
α(t) |~r |2 − γ+
2
δ(t)
]
exp
[
−γ+
2
~Γ(t) · ~r
]
, (A31)
where,
δ(t) =
∫ t
0
dt′|~η(t′)|2 , (A32)
~Γ(t) = 2
∫ t
0
dt′RT (−t′) ~η(t′) . (A33)
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