31 марта 2015 г.
Introduction
Theorems on the existence of homeomorphic solutions of the class W 1,1 loc have been recently proved for many degenerate Beltrami equations, see, e.g., the monographs [4] and [12] and further references therein. The theory of boundary behavior of homeomorphic solutions with generalized derivatives and of the Dirichlet problem for the wide circle of degenerate Beltrami equations in Jordan domains was developed in the papers [7] , [9] , [10] and [14] .
Recall some definitions. Let D be a domain in the complex plane C and let µ : D → C be a measurable function with |µ(z)| < 1 a.e. (almost everywhere).
Beltrami equation is an equation of the form
Later on, D ′ P denotes the completion of the domain D by its prime ends and E D denotes the space of these prime ends, both with the topology of prime ends described in Section 9.4 of monograph [2] . In addition, continuity of mappings f :
D P → D ′ P and boundary functions ϕ : E D → R should mean with respect to the given topology of prime ends.
Generalized homeomorphic solutions of the Beltrami equations are mappings with finite distortion whose boundary behavior with respect to prime ends in arbitrary finitely connected domains of C was studied in our last preprint [8] and we refer the reader to this text for historic comments, definitions and preliminary remarks.
Boundary behavior of solutions of the Beltrami equations
On the basis of results of Section 8 in [8] , we obtain the corresponding results on the boundary behavior of solutions of the Beltrami equations. Then f −1 is extended to a continuous mapping of D ′ P onto D P .
Furthermore, it is sufficient in Theorem 2.1 to assume that K µ is integrable only in a neighborhood of ∂D or even more weak conditions which are due to Lemma 5.1
in [8] .
However, any degree of integrability of K µ does not guarantee a continuous extendability of the direct mapping f to the boundary, see, e.g., an example in the proof of Proposition 6.3 in [12] . Conditions for it have perfectly another nature.
The principal relevant result is the following. 
where 0 < ε 0 < d 0 = sup z∈D |z − z 0 | and
Then f can be extended to a homeomorphism of D P onto D ′ P .
Here and later on, we set that K µ is equal to zero outside of the domain D.
Corollary 2.1. In particular, the conclusion of Theorem 2.2 holds if
as r → 0 where k z 0 (r) is the average of K µ over the circle |z − z 0 | = r.
Lemma 2.1. Let D and D ′ be bounded finitely connected domains in C and
as ε → 0 where 0 < ε 0 < sup
a two-parametric family of measurable functions such that
Then f can be extended to a homeomorphism of D P onto D ′ P . In fact, here it is sufficient for the function K µ (z) to have a dominant of finite mean oscillation in a neighborhood of every point z 0 ∈ ∂D. Corollary 2.2. In particular, the conclusion of Theorem 2.3 holds if 
Remark 2.1. Condition (2.6) can be replaced by the weaker condition
In general, here we are able to give a number of other conditions of logarithmic type. In particular, condition (2.3), thanking to Theorem 2.2, can be replaced by the weaker condition
Finally, we complete the series of criteria with the following integral condition. 
for a nondecreasing convex function Φ :
at some δ * > Φ(0). Then f can be extended to a homeomorphism of D P onto D ′ P .
Corollary 2.3. In particular, the conclusion of Theorem 2.5 holds if at some [11] . Recall also that condition (2.10) is equivalent to each of conditions (7.14)-(7.18) in [8] .
3 On the Dirichlet problem in simply connected domains loc with its Jacobian 
Recall that a mapping f : D → C is called discrete if the pre-image f Here and later on, we set that K µ is equal to zero outside of the domain D.
Corollary 3.1. In particular, the conclusion of Theorem 3.1 holds if
as ε → 0 where k z 0 (ε) is the average of the function K µ over the circle S(z 0 , ε).
Proof of Theorem 3.1. First of all note that E D cannot consist of a single prime end. Indeed, all rays going from a point z 0 ∈ D to ∞ intersect ∂D because the domain D is bounded, see, e.g., Proposition 2.3 in [13] or Proposition 13.3 in [12] .
Thus, ∂D contains more than one point and by the Riemann theorem, see, e.g., 
Note that we have from the right hand side a continuous function of the variable ζ.
As known, the analytic function h can be reconstructed in D through its real part on the boundary up to a pure imaginary additive constant with the Schwartz formula, see, e.g., § 8, Chapter III, Part 3 in [5] ,
It is easy to see that the function f = h • g is a desired regular solution of the 
and as ε → 0
where
has a regular solution f of the Dirichlet problem (1.4) for every continuous function
Remark 3.1. In fact, it is sufficient here to request instead of the condition
(D) only a local integrability of K µ in the domain D and the condition
By Lemma 3.1 with the choice ψ z 0 , ε (t) ≡ 1/ t log 1 t we obtain the following result, see also Lemma 6.1 in [8] .
Theorem 3.2. Let D be a bounded simply connected domain in C and let µ : 
The next statement follows from Lemma 3.1 under the choice ψ(t) = 1/t, see also Remark 3.1. 
Then the Beltrami equation (1.1) has a regular solution f of the Dirichlet problem (1.4) for every continuous function ϕ :
Remark 3.2. Similarly, choosing in Lemma 3.1 ψ(t) = 1/(t log 1/t) instead of ψ(t) = 1/t, we obtain that condition (3.7) can be replaced by the condition
(3.8) Later on, this number will take into account the multiplicity of these poles from the Here, as before, we set K µ to be extended by zero outside of the domain D.
Corollary 4.1. In particular, the conclusion of Theorem 4.1 holds if
Proof of Theorem 4.1. Let F be a regular solution of equation (1.1) in the class
loc that exists by condition (4.1), see, e.g., Theorem 5.4 in the paper [16] or Theorem 11.10 in the monograph [12] . 
Then the Beltrami equation ( 
The following statement follows from Lemma 4.1 through the choice ψ(t) = 1/t, see also Remark 4.1. 
(4.8)
Here we are able to give a number of other conditions of the logarithmic type. Finally, by Theorem 4.1, applying also Theorem 3.1 in the paper [17] , we come to the following result. Recall that condition (4.11) is equivalent to every of conditions (7.14)-(7.18) in [8] . Note also, here the hypothesis that the boundary components of the domain is not degenerate to single points is essential as it is shown by the simplest case µ(z) ≡ 0 of analytic functions in the punctured unit disk because the isolated singularities of harmonic functions are removable and by the maximum principle harmonic functions in the unit disk are uniquely determined by its continuous boundary values.
