Genomic analyses are commonly used to infer trends and broad rules underlying transcriptional control. The innovative approach by Tong et al. to interrogate genomic datasets allows extracting mechanistic information on the specific regulation of individual genes.
A sleepless night after receiving the first ChIP-seq datasets generated in the lab has surely been a shared experience among hundreds of researchers across the world. It is indeed difficult to describe the level of excitement arising from being able to finally observe the interaction of transcription factors with their targets, not only in their normal chromatin context, but also at a genome-wide scale (Johnson et al., 2007) . Over the years, however, such studies have also recurrently challenged the simple and comfortable notion that a specific gene is combinatorially regulated by a few transcription factors binding to its promoter and/or to a few distal enhancers. The emerging picture shows instead that each transcription factor (even if controlling a rather limited set of genes) binds to many thousands genomic regions, hinting at a level of complexity not taken into account by classical models of gene regulation. Adding to the struggle to understand such complexity is the issue of the arbitrary thresholds used to call ChIP-seq peaks and the impact that such thresholds have on the number of binding occurrences measured in complex genomes (Zhang et al., 2008) . Irrespective of the thresholds, the notion that transcription factor binding-as detected by ChIPseq-often occurs at genomic regions without a consensus DNA binding site (Spitz and Furlong, 2012) , sparkled many discussions on the functional significance of most of these transcription factor-DNA interactions. Reciprocally, only a fraction of the genomic sequences that match the consensus motif recognized by a given transcription factor is bound in vivo (Barozzi et al., 2014) , indicating complex and unexpected molecular determinants-such as DNA shape-that discriminate functional from non-functional motifs (Slattery et al., 2014) . Setting order in such a complex scenario and extracting mechanistic information appeared a formidably challenging task.
On the heels of the accumulation of genomic datasets, a number of hightech and analytical tools emerged in the last years to obtain information about the functionality of the thousands of candidate cis-regulatory regions identified (Figure 1 ), including: (1) massively parallel functional analyses of enhancers and promoters subcloned in reporter vectors (Arnold et al., 2013) ; (2) functional genetic screens based on the use of genome editing to disrupt regulatory elements in their endogenous context (Canver et al., 2015) ; (3) machine learning applications used to determine if patterns observed in genomic datasets and/or in the DNA sequence can accurately predict gene expression (Libbrecht and Noble, 2015) .
In this issue of Cell, Tong et al. (2016) use a radically different approach to dissect mechanisms controlling expression of inflammatory genes in macrophages stimulated by lipopolysaccharide, one of the most insightful and studied models of rapidly inducible transcription (Glass and Natoli, 2015) . The first assumption at the basis of their analysis is that apparently trivial quantitative differences are informative of underlying mechanisms. Although genes induced 2-fold or 10-fold can both pass statistical thresholds for inducibility, the molecular mechanisms leading to such strong differences in transcription cannot be identical, but since there are many more weakly than strongly induced genes, the overall analysis would be dominated by the former. The authors thus focus on about 200 strongly (>10-fold) induced genes and progressively subdivide them in smaller and more homogeneous subgroups based on a number of parameters. These include their different kinetics of activation, the requirement for new protein synthesis and their dependency on specific signaling molecules or transcription factors. In this way, rather than basing the analysis on averaged data coming from large groups of genes (or cis-regulatory elements) with some common properties (but also many differences), they concentrate on the smallest sets with the highest level of homogeneity they could identify.
As a result, a number of findings that would not emerge from a standard analysis come into focus. For instance, RelA-one canonical member of the NF-kB/Rel family of transcription factors-binds thousands of genomic sites with no obvious correlation between DNA binding motif score, extrapolated from protein-binding microarrays, and strength of ChIP-seq peaks. However, when focusing on the promoters of primary response genes (PRGs, namely genes that can be induced in the absence of new protein synthesis), such correlation becomes clear. This suggests that, at these genes, strong NF-kB recruitment is in fact driven by strong sites-a concept that in the pre-genomic era would not have been in discussion. Critically, a large fraction of such PRGs encode NF-kB family members and regulators of the NF-kB pathway, thus indicating that the strong NF-kB sites in these promoters enable them to efficiently sense and react to fluctuations in NF-kB concentrations, a notion which is certainly biologically meaningful.
Intriguingly, other NF-kB-dependent genes not directly involved in NF-kB regulation also efficiently recruit RelA, utilizing however distal enhancers rather than direct promoter binding, suggesting that small groups of genes with similar dependency but distinct functions are subjected to a divergent regulatory logic. Along the same lines, when a very small group of nine genes dependent on the same transcription factor (IRF3) is analyzed, the authors can further subdivide them into two groups based on the co-existence of NF-kB binding sites, which correlate with a 15-fold higher induction compared to genes requiring IRF3 but not NF-kB. By further exploring properties of the few genes requiring both transcription factors, obvious differences in kinetics of transcriptional activation, transcription factor binding and changes in chromatin accessibility become clear, indicating substantial regulatory differences even among a very few genes that a coarse-grained analysis would have easily classified as co-regulated.
It could be argued that the use of genomic datasets is overkill if the aim is to understand how very small groups of genes (or even individual genes) are regulated. However, any attempt to accurately model transcriptional regulation based on the averaged information coming from ensembles of elements (genes and /or cisregulatory regions) that are similar only if observed at low-resolution, is doomed to failure. Such approaches will systematically miss those unique regulatory specificities that enable the expression of each gene at the right place and at the right time. On the other hand, it would also be inopportune to dismiss more canonical approaches to the analysis of genomic datasets as obsolete: the statistical power provided by the huge number of features in genomic datasets will continue to provide valuable information that would be missed when focusing on small groups of genes. Pushing genomics forward will require the right mix. 
