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Anomalous non-exponential relaxation in hydrated biomolecules is commonly attributed to the
complexity of the free-energy landscapes, similarly to polymers and glasses. It was found recently
that the hydrogen-bond breathing of terminal DNA base pairs exhibits a slow power-law relaxation
attributable to weak Hamiltonian chaos, with parameters similar to experimental data. Here, the
relationship is studied between this motion and spectroscopic signals measured in DNA with a small
molecular photoprobe inserted into the base-pair stack. To this end, the earlier computational
approach in combination with an analytical theory is applied to the experimental DNA fragment.
It is found that the intensity of breathing dynamics is strongly increased in the internal base pairs
that flank the photoprobe, with anomalous relaxation quantitatively close to that in terminal base
pairs. A physical mechanism is proposed to explain the coupling between the relaxation of base-
pair breathing and the experimental response signal. It is concluded that the algebraic relaxation
observed experimentally is very likely a manifestation of weakly chaotic dynamics of hydrogen-bond
breathing in the base pairs stacked to the photoprobe, and that the weak nanoscale chaos can
represent an ubiquitous hidden source of non-exponential relaxation in ultrafast spectroscopy.
PACS numbers: 05.45.-a, 05.45.Ac, 05.45.Jn
In physics, slow non-exponential relaxation is consid-
ered as a hallmark of complexity of condensed disordered
systems, notably, polymers, glasses, and supercooled liq-
uids. Such kinetics is called anomalous and it results
from dynamics on complex energy landscapes with many
coupled degrees of freedom [1]. The same interpreta-
tion is commonly applied to anomalous relaxation in
hydrated proteins [2–4] and double helical DNA [5, 6].
We found recently that the hydrogen-bond (HB) breath-
ing of terminal DNA base pairs exhibits a slow power-
law relaxation attributable to weak Hamiltonian chaos
[7]. Its parameters appeared similar to the experimental
data obtained by time-resolved fluorescence Stokes shift
(TRFSS) spectroscopy [6]. Since the fluorescent probes
are never placed near DNA ends the specific motion we
studied could not play a role in earlier experiments and,
strictly speaking, the above agreement was accidental.
Nevertheless, the standard qualitative interpretation of
these experimental data is very controversial and there
are reasons to believe that localized weakly chaotic modes
represent the true physical cause of anomalous relaxation
in hydrated biomolecules where this phenomenon was re-
vealed by small molecular probes [7].
Power law distributions are ubiquitous in physics be-
cause this law is a large number limit for sums of random
variables with infinite variances [8–10], that is, it plays a
universal role similar to that of the Gaussian. Therefore,
when two processes share a power-law form of time auto-
correlation functions, it just means that both processes
involve substates with broad lifetime distributions, but
not necessarily coupled. The similarity of exponents is
a stronger evidence, but these values are estimated with
limited accuracy, whereas they are not very different be-
tween many distinct processes. For a casual relationship
between the base-pair breathing and the TRFSS data
this motion should occur in a close vicinity of the pho-
toprobe and this dynamics should modulate a strong ap-
plied electrostatic field. Both these conditions are prob-
lematic. The opening of internal DNA base pair should
be negligible under relatively low temperatures used in
TRFSS experiments (15◦C, [5]). Besides, dynamics of
internal base pairs is strongly restricted and its parame-
ters can differ from those we obtained for terminal bases
[7]. The origin of the strong electrostatic field modulated
by base-pair breathing is also unclear. To shed light upon
the above problems here the base-pair breathing is stud-
ied in an experimental DNA fragment by combining the
earlier computational approach [7] with a new analytical
theory. The intensity and the slow relaxation of these dy-
namics are studied in the internal base pairs that flank
the coumarin photoprobe. An alternative mechanism of
coupling between these motions and the TRFSS response
signal is proposed.
The model system is designed as shown in Fig. 1. A
DNA duplex is placed in a periodic box with 456 water
molecules and eight sodium ions. The sequence of this
DNA is GCMCGCG_GC where M stands for coumarin. In Fig.
1b the duplex is shown from the major groove side; the
opposite groove is called minor. This molecule is a repre-
sentative fragment of the experimental DNA [5, 6]. The
photoprobe (coumarin C102) is inserted into the middle
of the stack formed by four base-pairs, with two oxy-
gens exposed into the major groove. This photoprobe
has approximately the size of a base pair and it is not
exactly planar. The DNA end fraying was prevented by
flat-bottom restraints applied to hydrogen bonds in the
terminal base pairs. All-atom MD simulations were car-
ried out as described earlier [7]. Other details can be
found in Appendix A.
The HB-breathing was followed by measuring the
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2FIG. 1: (Color online) (a) The stack components: a GC base
pair, with three H-bonds indicated by thick dashed lines (top),
and a coumarin C102 residue (bottom), both shown with the
major groove edges facing down. (b) The model system used
in MD simulations. The DNA structure is shown by sticks and
the hydration water is displayed by thin lines. The coumarin
residue and the sodium ions are highlighted by spheres. The
standard DNA atom color coding is used, that is, gray, red,
blue, and orange for carbons, oxygens, nitrogens, and phos-
phates, respectively.
statistics of Poincare´ recurrences for distances (R) be-
tween atoms that form Watson-Crick (WC) H-bonds.
The celebrated Poincare´ recurrence theorem of 1890 [11]
guarantees that a dynamic trajectory with a fixed en-
ergy and bounded phase space will always return in a
close vicinity of the initial state. The statistics of recur-
rences is defined as the probability distribution P (τ) of
returns with times longer than τ . Hamiltonian dynam-
ics can be regular and chaotic [12]. In purely chaotic
phase spaces any trajectory rapidly fills accessible areas
and P (τ) drops exponentially, like the probability of any
region to remain unvisited during time τ [13, 14]. In
contrast, in mixed phase spaces where islands of stable
regular motion are embedded in a chaotic sea P (τ) decays
as [15, 16]
P (τ) ∝ 1/τβ . (1)
This occurs because the stability islands are commonly
covered by boundary layers of fractal structures formed
by smaller islands, and chaotic trajectories are trapped in
these layers for very long periods [17]. This complexity is
intrinsic in Hamiltonian systems of any size. The power-
law decay is persistent in canonical models with one or
several degrees of freedom [18–22]. For canonical model
systems, the Poincare´ exponent is β ∼ 1.5 [15, 16, 23–
26], but in real dynamics it may vary with the interaction
potential [7]. Probably the simplest mechanical example
is the three-body Coulomb problem [27]. In large hetero-
geneous systems like hydrated macromolecules the alge-
braic decay is overshadowed by numerous chaotic modes,
but it can manifest itself in special conditions [7].
In DNA dynamics, the stopwatch is started when a
given distance exceeded a certain threshold (Rth) and
stopped once the boundary is crossed in the opposite
direction. P (τ) is obtained by counting the number of
recurrences with duration larger than τ and normalizing
it by the total number of events, that is, P (0) = 1 by
construction. The fraction of time spent in the opened
state is evaluated simultaneously. These computations
are trivially parallelizable, that is, the P (τ) statistics can
be accumulated in a large number of independent MD
trajectories. The results discussed below were obtained
by using parallel computations on 129 cores for a model
system with 3557 degrees of freedom for 1665 atoms to
obtain the total sampling of about 100 µs.
TABLE I: Populations (in ppm) of opened HB-states for dif-
ferent GC base pairs. The internal and terminal base pairs
in unmodified tetramer DNA [7] are coded as I and T, re-
spectively. The two pairs stacked to the photoprobe are de-
noted according to the DNA strand direction, that is, 5’n
(5’-neighbor, upper in Fig. 1b) and 3’n (lower), respectively.
HB I T 5’n 3’n
O6-N4 9 1043 22 7868
N1-N3 0 197 7 5033
N2-O2 1 46 3 12005
Table I contains populations of partially opened states
of GC pairs in different locations. These populations were
measured in MD as fractions of trajectory time spent
with R > Rth=4.15 A˚ for the three H-bonds indicated
in Fig. 1a. The probability of opening strongly depends
upon the H-bond as well as the environment of the base
pair. In unmodified DNA the internal base pairs are
very stable compared to the terminal ones; the O6-N4
H-bonds are opened easier than other and the breathing
predominantly occurs towards the major groove, that is,
towards the viewer in Fig. 1b. The HB-breathing in in-
ternal pairs is strongly increased when they are stacked
to the intercalated coumarin. From the 5’-side of the
photoprobe this increase is moderate, but the opposite
3’n pair is perturbed very strongly. The HB-breathing
in this GC pair qualitatively differs from others because
the N2-O2 and O6-N4 H-bonds appear more labile than
the central one, which means that partial openings occur
towards both grooves.
Fig. 2a displays the statistics of recurrences to thresh-
old Rth = 3.15 A˚ for a few representative H-bonds. For
internal base pairs the P (τ) profile is nearly exponen-
tial until τ ≈ 1 ps. The exponential regime is similar
for all H-bonds. It results from rapid chaotic oscillations
within bonded ground states because the saddle point of
the H-bond potential occurs well beyond 3.15 A˚. Slower
returns to Rth are due to trajectories that wander outside
the ground state valley and they give an algebraic decay
of P (τ). As shown in Fig. 2b the relative weight of slow
returns naturally grows with Rth. An example of a par-
tially opened structure is shown in Fig. 3. It is seen that
in the upper base pair the hydrogen bond at the major
groove side is broken by a stable bridging water molecule
in direct contact with coumarin. Such structures become
possible when the hydrogen bond is stretched by more
than one angstrom, i.e. to the length of about 4 A˚. As
3FIG. 2: (Color online) (a) The statistics of Poincare´ recur-
rences P (τ) for five WC H-bonds (Rth = 3.15 A˚). The black
solid and dashed lines correspond to O6-N4 bonds in terminal
and internal base pairs, respectively, in unmodified DNA [7].
The colored dotted traces correspond to the three H-bonds
of the 3’n pair in Table I. (b) P (τ) profiles corresponding to
the O6-N4 bond of the 3’n pair computed for three different
thresholds Rth indicated in the figure. The solid black line
shows the corresponding trace for terminal base pairs in un-
modified DNA (Rth = 4.15 A˚). The dash-dotted straight line
shows the power-law decay with the exponent β = 1.2. The
logarithms are decimal.
seen in Fig. 2b this distance is the threshold beyond
which the exponential relaxation becomes negligible.
FIG. 3: (Color online) A snapshot from MD simulation of
the model DNA fragment with a partially opened base pair
stacked to coumarin. The coumarin residue is highlighted by
green. It is seen that the O6-N4 hydrogen bond is broken
and replaced by a bridging water molecule also highlighted
by green. Other water molecules shown and the sodium ion
(blue sphere) take part in the coumarin’s hydration shell in
the major groove.
The transition between the exponential and algebraic
regimes depends upon the H-bond and the base pair lo-
cation, but eventually the power-law decay Eq. (1) is
established with an exponent close to β = 1.2 obtained
for end fraying [7]. This is shown in Fig. 2 and Fig. 4a,
respectively, for 3’n and 5’n pairs from Table I. At the
same time, the HB-breathing in the coumarin’s neighbors
cannot be similar to the fraying of terminal base pairs,
and it evidently differs, which is seen in the shapes of
the plots in Fig. 2 and the relative populations of open
states in Table I. In addition, Fig. 4b shows that the
end fraying is accompanied by a faster growth of the av-
erage distance between the reference atoms with the life
time of the opened state. These results argue against
the mechanisms of the fractional Brownian motion [28]
in the dynamics of HB-distances and the corresponding
stochastic origin of the power-law decay. Such models
would produce the growth 〈R〉 ∝ τH , with the Hurst
index H defining the exponent β in Eq. (1). In con-
trast, Fig. 4b reveals that this growth is nearly linear
in semi-logarithmic coordinates. Moreover, the value of
β is robust against the differences in the growth rates,
which agrees with the suggestion based upon the chaos
theory that β is determined by the degree of the polyno-
mial that approximates the energy profile near the saddle
points [7]. This parameter should not depend upon the
base pair location.
FIG. 4: (Color online) (a) P (τ) profiles corresponding to the
O6-N4 bond of the 5’n pair in Table I computed for two
thresholds Rth indicated in the figure. The solid black line
shows a similar trace for terminal base pairs in unmodified
DNA (Rth = 3.55 A˚). The dash-dotted straight line shows
the power-law decay with the exponent β = 1.2. (b) The de-
pendencies of average distances 〈R〉 for O6-N4 H-bonds in the
3’n pair (dashed blue) and terminal base pairs (dotted red)
for two thresholds indicated in the figure. The logarithms are
decimal.
The power-law relaxation in DNA has been revealed
by TRFSS in a broad time range starting from sub-
picoseconds [5, 6]. This phenomenon was analyzed with
different theories [29–32], but its origin remains contro-
versial. The DNA double helix has only a few well-
studied conformational substates with spatially localized
dynamics that poorly fits the energy landscape descrip-
tion. There are slow modes in the conformational dynam-
ics of coumarin and DNA, but the possible candidates [32]
involve only one or a few local minima and they cannot
result in broad lifetime distributions. In contrast, the hy-
dration dynamics can be complex, but it does not have
relaxation modes beyond the picosecond range [33, 34].
At present, there is no agreement even on whether this
effect is due to DNA itself, or the hydration water, or
both [33–35].
The optical S0→ S1 transition in coumarins instanta-
neously increases the dye’s dipole moment and perturbs
the electrostatic equilibrium of its environment [36]. The
Stokes effect occurs due to re-equilibration the environ-
ment during the excitation lifetime and results in a flu-
orescence red shift. The four bases stacked to the pho-
toprobe in DNA represent the major part of its environ-
ment, therefore, the HB-breathing and the fluorescence
transitions are likely to be coupled. However, a causal re-
lationship between the HB-breathing and the power-law
relaxation revealed in experiments is not at all evident.
4The measured signal is
S(t) =
ν(t)− ν(∞)
ν(0)− ν(∞) (2)
where ν(t) is the fluorescence emission frequency and t
is the time after laser excitation. For theoretical analysis
S(t) is commonly approximated as
S(t) ≈ C(t) = 〈δE(0)δE(t)〉〈δE(0)2〉 (3)
where E(t) and C(t) represent the solvation energy
and its equilibrium autocorrelation function, respectively.
This splits the experimental response into a sum of auto-
correlation functions of independent electrostatic contri-
butions. To account for the experimental data this sum
must involve a power-law term with an exponent around
0.15 [6]. A similar value is obtained from Eq. (1) with
β = 1.2 by using an estimate proposed in the chaos the-
ory [23, 25]
C(τ) ∝ τP (τ), (4)
but this is just a curious mathematical coincidence (see
Appendix B). Indeed, the power spectral density of time
fluctuations for HB-distances considered here decays with
an exponent η = 1.63 [7], which means that in Eq. (3) the
effect of a hypothetical electrostatic field modulated by
the base-pair breathing would disagree with the available
experimental data.
The physical coupling between the measured TRFSS
signal and the base-pair breathing can have a completely
different origin. This alternative mechanism is described
below. Although the effect is non-linear and complex its
physics is similar to that in a simple two-state system
described by linear kinetics. In the most relevant case,
when the lifetime of the opened base-pair state is very
small, a general solution is also available. The following
derivations employ a perturbative approach in the sense
that the qualitative similarity with linear system is used
as long as possible, with the main result derived by ap-
plying the same ideas in the principal limiting case. The
general solution for the linear system and the underlying
assumptions are discussed in larger detail in Appendix
C.
A photoprobe can receive a photon when the neigh-
boring base pairs are closed (A) or partially opened (B).
The excited coumarins are partitioned between the two
states with concentrations CA and CB, respectively. In
the linear approximation the balance between them is
described by schema
0
k0←− A k+−−⇀↽−
k−
B
k0−→ 0, (5)
where k+ and k− are the rate constants of base pair open-
ing and closing, respectively, and the quenching constant
k0 determines the excitation lifetime. In states A and
B the solvent relaxation and the red-shifted emission oc-
cur according to the conventional scenario described by
Eq. (2) and (3), however, the fluorescence parameters
in these two states can differ. The excitation and emis-
sion spectra of coumarin in water are significantly shifted
from those in DNA, and the excitation lifetime is much
shorter [37]. Similar changes are observed when DNA
samples with intercalated coumarins are melted [37]. In
state B new water molecules like that in Fig. 3 come
in between the bases and, due to their high polarity and
direct contact with coumarin, they can alter the fluores-
cence parameters.
Let f = CB/(CA + CB) denote the relative popula-
tion of opened pairs stacked to excited coumarins. The
observed emission frequency ν(t) in Eq. (2) is
ν = (1− f) νA + fνB = νA + f(νB − νA). (6)
where νA and νB are the emission frequencies of the two
states, respectively. Because the static spectral shift νB−
νA is large compared to the maximal amplitude of the
time-dependent response [37], even a small time variation
of f(t) can be noticeable. Assuming that the solvent
relaxation is fast and νA and νB always remain at steady
state levels, Eq. (2) gives
S(t) =
f(t)− f(∞)
f(0)− f(∞) . (7)
In the linear case, the relaxation to equilibrium is expo-
nential
f(t) = f(∞) + δ exp (−λt) , (8)
S(t) = exp (−λt) (9)
where λ = k++k− is the only non-zero eigenvalue and δ is
the initial perturbation (see Appendix C). The S0→ S1
excitation due to the laser pulse changes the eigenvalues
and creates a population of base pairs stacked to excited
coumarins with a perturbed A 
 B equilibrium, which
causes a TRFSS response.
Now consider a non-linear case when the B → A tran-
sition gives a non-exponential statistics of Poincare´ recur-
rences P (τ), which means that it is not a Markov pro-
cess, and the probability of base-pair closing effectively
depends upon the time spent in the open state (trapping
time). When the system is in detailed balance equilib-
rium the A → B and B → A flows are mutually com-
pensated due to steady-state trapping time distributions
established for both opened and closed pairs. With sta-
tionary distributions, the flows are proportional to con-
centrations, which makes the problem equivalent to the
linear case. The shapes of the stationary distributions
are similar in base pairs stacked to normal and optically
excited coumarins. For instance, if the coumarin excita-
tion lifetime is smaller in state B this sub-population will
disappear more rapidly, but the trapping time distribu-
tion is not affected because the rate of quenching does
not depend upon the previous history of the opened pair.
5When the laser pulse arrives at t = 0, the initial state
of the sub-population of base pairs stacked to excited
coumarins can be decomposed into a constant part cor-
responding to the new equilibrium, and a perturbation
which disappears in the course of relaxation. The ir-
reversible decay of this second part corresponds to the
TRFSS signal that we want to evaluate. At t = 0 both
parts have the stationary trapping time distributions es-
tablished before the excitation. With t > 0, the assump-
tion of stationarity remains valid for the first part, but for
the irreversible decay of the perturbation this assumption
fails, therefore, the equivalence with the linear problem
is lost. However, when the lifetime of state B is small
compared to that that of state A the kinetics of decay
is entirely determined by the starting trapping time dis-
tribution in B, and the analytical solution exists in the
general case.
The main idea can be understood from the linear case.
The perturbation is an antisymmetric vector in the space
of concentrations (CA, CB) because it represents an ex-
cess in one state and an equal deficit in the other with
respect to the equilibrium. Suppose δ > 0 in Eq. (8), i.e.,
the equilibrium is perturbed by transferring a small num-
ber of molecules from A to B. Since k−  k+ this does
not change the A→ B flow and increases the B → A flow
by the rate of decay of the excess in B. With δ < 0 the
excess is created in A and the deficit in B. The A → B
flow is again changed negligibly, but the opposite flow is
strongly reduced and the corresponding part of the equi-
librium A→ B flow is not compensated. As a result, the
deficit in B is reduced with the same rate as the excess
the previous case, and the relaxation always looks like a
decay of the state with the smaller lifetime.
Now consider the general case. With δ > 0 at time
t = 0 we have an excess of opened pairs with a station-
ary trapping time distribution. In equilibrium, base pairs
are opened with a constant rate υ. The stationary distri-
bution is the probability density of pairs opened already
for time τ , that is∫ ∞
τ
p(t)υdt = υP (τ) (10)
where p(t) is the normalized probability density of
Poincare´ returns ∫ ∞
0
p(t)dt = 1. (11)
Let CB(t) denote the number of opened pairs correspond-
ing to the excess δ > 0. We have
C0B(0) ∝
∫ ∞
0
P (τ)dτ. (12)
This perturbation evolves as if the opening of base pairs
stopped at t = 0. The probability that a pair already
opened for time τ will stay opened during time t is P (τ+
t). Therefore, the initial perturbation C0B(0) decays with
time as
CB(t) ∝
∫ ∞
0
P (τ + t)dτ =
∫ ∞
t
P (τ)dτ. (13)
Substitution into Eq. (7) yields the measured response
function
S(t) ∝
∫ ∞
t
P (τ)dτ (14)
and Eq. (4) for power-law decays. Now consider the case
δ < 0. At time t = 0 we have a deficit in the equilib-
rium distribution of opened pairs which is reduced by a
constant flow from the equilibrated pool of closed pairs.
The equilibrium will be reestablished when the deficit
is closed, with the stationary trapping time distribution
recovered. The time dependence is computed as
CB(t) ∝
∫ t
0
P (τ)dτ = const−
∫ ∞
t
P (τ)dτ, (15)
and substitution into Eq. (7) again yields Eq. (14).
The above theory suggests that the power-law relax-
ation experimentally observed in DNA is indeed caused
by the base-pair breathing dynamics. The equilibrium
population of partially opened pairs is low, which means
that the rate of base-pair closing is much larger than
that of opening. Therefore, the decay of fluctuations is
dominated by base-pair closing in agreement with the
assumption used above. Although our model system has
many degrees of freedom the HB-breathing is essentially
a one-dimensional motion. The weak dynamic chaos is
currently the only and the most reasonable explanation
of the observed algebraic relaxation. It is difficult, how-
ever, to obtain a formal proof of this assertion because of
a limited choice of instruments of the chaos theory appli-
cable to large systems. Further work in this direction is
necessary.
The theory developed above also clarifies an unclear is-
sue concerning the role of the coumarin’s dipole moment.
Presentations of the TRFSS method often start from an
assertion that optical S0 → S1 transitions strongly in-
crease the dye’s dipole moments. This is necessary for
slow relaxation in the conventional approach because a
significant area around the dye must be involved and
the long-range electrostatic interactions are indispensable
[36]. However, for coumarin C102 shown in Fig. 1a the
measured increase of the dipole moment does not exceed
40%, with absolute values between two and three de-
byes [38]. Quantum mechanics calculations show that the
dipoles of S0 and S1 states as well as their difference are
distributed over the whole molecule rather than localized,
and MD simulations with excited coumarin reveal no dif-
ference from the ground state (unpublished). Indeed, in
an aqueous ionic environment a distributed dipole sim-
ilar to that of a single water molecule can hardly cause
noticeable long-range effects. The alternative mechanism
proposed above resolves this controversy because it is ap-
plicable even with zero dipole moments.
6In summary, it is shown that, in contrast to traditional
statistical mechanics explanations, the power-law relax-
ation earlier discovered in DNA is likely to result from
chaotic dynamics of a few or even one degree of freedom of
HB-breathing in the base pairs flanking the photoprobe.
The new theory is generally applicable to ultrafast relax-
ation techniques, and it may be interesting to look for
instances of weak nanoscale chaos in other controversial
cases of algebraic relaxation in different systems.
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Appendix A: Molecular dynamics simulations
DNA duplexes were modeled in aqueous environment
neutralized by sodium ions [39], using a recent version
of the all-atom AMBER forcefield [40–43] with SPC/E
water [44] in periodic boundaries. The coumarin par-
tial charges were obtained by the RESP method [45, 46],
with sugar and phosphate charges corresponding to stan-
dard AMBER values. The electrostatic interactions were
treated by the SPME method [47], with 9 A˚ truncation
for the real space sum and common values of other Ewald
parameters [48]. The temperature was maintained by the
Berendsen algorithm [49] applied separately to solute and
solvent with a relaxation time of 10 ps. The average tem-
perature was about 298K. To increase the time step, MD
simulations were carried out by the internal coordinate
method (ICMD) [50, 51], with the internal DNA mobil-
ity limited to essential degrees of freedom. The rotation
of water molecules and internal DNA groups including
only hydrogen atoms was slowed down by weighting of
the corresponding inertia tensors [48, 52]. The double-
helical DNA was modeled with free backbone torsions
and bond angles in sugar rings. Phosphate groups and
aromatic cycles were rigid. The net effect of these con-
straints upon DNA dynamics is not significant, which
was checked earlier through comparisons with conven-
tional Cartesian MD [48, 53]. The time step was 0.01 ps.
The statistics of Poincare´ recurrences P (τ) is a positive
definite function stable with respect to fluctuations in
contrast to time autocorrelation functions. Importantly,
its numerical evaluation is trivially parallelizable, that is,
it can be accumulated in a large number of independent
MD trajectories. The results presented in the text were
obtained by using parallel computations on 129 cores for
the model system that had 3557 degrees of freedom for
1665 atoms to obtain the total sampling of about 100 µs.
In the modeled DNA duplex, the base pairs flanking
the coumarin probe are next to the terminal ones that
also can be opened. In such cases, the base pair under
study is effectively transformed into a terminal one. In
experiments, this duplex is part of a longer DNA and we
would like to simulate the corresponding environment.
Moreover, for reliable statistical averaging stable condi-
tions are required, that is, the dynamics should not in-
volve slower motions that cannot be averaged during in
the same trajectory. The base flipping of terminal base
pairs can be discarded, for instance, by stopping the tra-
jectory. A more practical solution consists in applying
flat-bottom restraints to some hydrogen bonds in the ex-
ternal base pairs as explained elsewhere [54]. The re-
straints are switched off when the distance between the
hydrogen bonded heavy atoms is below 3.8 A˚, that is,
they do not perturb DNA dynamics, but increase the
probability of closure when the hydrogen bond is opened.
The internal base pairs were free to open completely. In
three such cases one of the residues in the 3’n base pair
flipped out and remained outside the stack. This did not
affect the results, which was checked by excluding these
three trajectories from the analysis. Other base pairs
opened only temporarily, with all such events reversed at
the end.
Appendix B: Statistics of Poincare´ recurrences and
autocorrelation function
In the chaos theory, the autocorrelation function C(τ)
and the probability P (τ) are related as [23, 25]
C(τ) ∝ τP (τ). (B1)
This relationship follows from the following reasoning.
Suppose we have an indicator function f(t) such that f =
1 on the intervals counted as Poincare´ returns and f = 0
elsewhere. The unnormalized autocorrelation function is
defined as
C(τ) =
∫ ∞
0
f(t)f(t+ τ)dt. (B2)
Non-zero contributions to this integral come from returns
longer than τ . Duration t > τ gives a contribution t− τ
while the number of such returns is −dP (t), therefore,
C(τ) = −
∫ ∞
τ
(t− τ)P ′t dt = −
∫ ∞
τ
tP
′
t dt+
∫ ∞
τ
τP
′
t dt.
Assuming that P (τ) is smooth and integrable, the above
integrals readily result in
C(τ) =
∫ ∞
τ
P (t)dt (B3)
and Eq. (B1) for the power-law decay.
The above derivation works for canonical chaotic sys-
tems [23, 25] because trajectories are quasi-periodic dur-
ing long stays near stability islands and chaotic in be-
tween them. Chaotic intervals do not contribute to Eq.
7(B2) and quasiperiodic motion gives contributions pro-
portional to the lengths of intervals. Different quasi-
periodic intervals are uncorrelated on average. For the
distances measured in MD these conditions are violated
already because the averages grow with the duration of
opening (see Fig. 3). The power spectral density of time
dependences decays with a power-law exponent τ = 1.63
[7], which means that the corresponding autocorrelation
function cannot agree with Eq. (B1) under simple as-
sumptions about the dimensionality of the space. This
problem can be obviated by assuming that the electro-
static energy term that links the HB-breathing with the
dye’s dipole momentum is proportional to an indicator
function incremented by ±1 when the H-bond is broken
and reformed, respectively. The corresponding autocor-
relation function should have a power-law tail with the
desired exponent. However, this is an ad hoc mathemat-
ical rewording of the theory considered in the main text
rather than a physical model compatible with Eq. (3).
The agreement with experiment obtained in this way has
no physical meaning.
Appendix C: Linear approximation and exponential
relaxation
In the linear case, the dynamics of the subset of excited
coumarins is described by schema
0
k0←− A k+−−⇀↽−
k−
B
k0−→ 0, (C1)
with the rate constants of base pair opening k+ and
k−, respectively. Constant k0 describes quenching due
to any process and defines the excitation lifetime. The
corresponding exponential decay is subtracted during the
data processing and does not contribute to the response
function S(t). To discard it the solution is written as
C(t)exp(−k0t) where vector C(t) corresponds to a sim-
pler system A
k+−−⇀↽−
k−
B described by equation
C˙ = MC; C =
(
CA
CB
)
,M =
(
−k+ k−
k+ −k−
)
(C2)
where CA and CB are relative populations of states A and
B, respectively, while the overdot denotes time derivative.
The general solution of Eq. (C2) is
C = C1e1 exp (−λ1t) + C2e2 exp (−λ2t) (C3)
with free constants C1,2. The two eigenvalues and un-
normalized eigenvectors computed as
λ1 = 0, e1 =
(
k−
k+
)
; λ2 = k+ + k−, e2 =
(
−1
+1
)
(C4)
correspond to equilibrium and relaxation, respectively.
Substitution of Eq. (C3) into Eq. (6) yields
S(t) = exp (−λ2t) . (C5)
The exponential decay in Eq. (C5) looks irreversible
because vector e2 is antisymmetric, which corresponds to
an excess in B and a hole in A or vice versa. The hole
is gradually closed without creating an opposite flow. If
k−  k+ than λ2 = k−, that is, even if the perturbation
is made by adding molecules to A the relaxation looks
like a faster B → A transition. In this case the hole in B
is closed by the equilibrium A→ B flow which is strong
because C0A  C0B according to vector e1.
With different emission spectra in states A and B, a
small difference in the excitation lifetimes is sufficient to
cause a TRFSS response. This mechanism is applicable
even if the coumarin’s dipole moment is not changed by
excitation. However, a large increase of the dipole mo-
ment characteristic for coumarins can perturb the A
 B
equilibrium directly, which gives an alternative physically
distinct perturbation pathway. The mathematical treat-
ments of these two pathways are similar.
Suppose that the S0 → S1 excitation in coumarin
shifts the equilibrium, i.e., alters constants k+ and/or
k−. When the laser pulse arrives the system’s eigenval-
ues and eigenvectors are changed instantaneously, which
starts the relaxation to a new equilibrium described by
an exponential decay with new (primed) e′1 and λ
′
2
C = C0e′1 + δe2 exp (−λ′2t) (C6)
where C0 and δ the components of the initial state in
the primed basis. The same result is obtained if the ex-
citation lifetimes in states A and B are slightly different.
Suppose the quenching rates in states A and B are k0
and k0 + k˜, respectively, with k˜ ' 0. Matrix M in Eq.
(C2) takes the form
M =
(
−k+ k−
k+ −(k− + k˜)
)
(C7)
with slightly different eigenvalues and eigenvectors. As
in the previous case after the laser pulse the A −⇀↽ B
dynamics in the subset of excited coumarins is out of
equilibrium and the relaxation occurs according to Eq.
(C6).
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