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Abstract In this paper, a second order finite difference scheme is investigated for
time-dependent one-side space fractional diffusion equations with variable coeffi-
cients. The existing schemes for the equation with variable coefficients have temporal
convergence rate no better than second order and spatial convergence rate no better
than first order, theoretically. In the presented scheme, the Crank-Nicolson temporal
discretization and a second-order weighted-and-shifted Grünwald-Letnikov spatial
discretization are employed. Theoretically, the unconditional stability and the second-
order convergence in time and space of the proposed scheme are established under
some conditions on the diffusion coefficients. Moreover, a Toeplitz preconditioner is
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proposed for linear systems arising from the proposed scheme. The condition num-
ber of the preconditioned matrix is proven to be bounded by a constant independent
of the discretization step-sizes so that the Krylov subspace solver for the precondi-
tioned linear systems converges linearly. Numerical results are reported to show the
convergence rate and the efficiency of the proposed scheme.
Keywords one-side space-fractional diffusion equation · variable diffusion
coefficients · stability and convergence · high-order finite difference scheme ·
preconditioner
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1 Introduction
In the paper, we study an efficient numerical method for solving the one-side space
fractional diffusion equation (OSFDE) with variable coefficients. To begin with, we
firstly present the one-dimensional OSFDE (the two dimension case will be discussed
in Section 3) [19, 20, 22]:
∂u(x, t)
∂t
= d(x) xLD
α
xu(x, t) + f(x, t), x ∈ (xL, xR), t ∈ (0, T ],
u(xL, t) = u(xR, t) = 0, t ∈ [0, T ],
u(x, 0) = ϕ(x), x ∈ [xL, xR],
(1.1)
where d(x), which satisfies 0 < d− ≤ d(x) ≤ d+ <∞, is a strictly positive known
function,ϕ and f are both known functions, u is unknown to be solved, xLD
α
xu(x, t)
is the Riemann-Liouville (RL) fractional derivative of order α ∈ (1, 2) defined as
([15, 18])
xLD
α
xu(x, t) =
1
Γ (2− α)
∂2
∂x2
∫ x
xL
u(ξ, t)
(x− ξ)α−1 dξ, (1.2)
with Γ (·) denoting the gamma function.
Due to the nonlocal dependence, fractional derivatives model many challenging
phenomena more accurately than integer-order derivatives do, which has therefore
attracted lots of interests in recent years. As an illustration of this fact, some applica-
tions of fractional calculus and anomalous diffusion have been discussed in the books
[1, 6, 7, 11, 14, 17] and the references therein. It is well-known that closed-form an-
alytic solutions of fractional diffusion equations are usually not available especially
in the existence of variable coefficients. Moreover, because of the nonlocality of the
fractional derivative and the existence of the variable coefficients, the discretization
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of the OSFDE tends to generate dense matrix with high displacement rank 1, for
which the discrete linear systems related to the variable-coefficients OSFDE are time-
consuming to directly solve. Therefore, studying reliable discretization schemes and
the corresponding fast iterative solvers for the OSFDE becomes an urgent topic.
There have been many schemes applicable to or solely developed for OSFDEs;
see, e.g., [2, 4, 9, 12, 16, 19–23, 25]. In [4, 9, 25], numerical schemes with spatial
fourth-order convergence for a space fractional diffusion equation is developed by
applying the technique of compact operators, which is however only available for
constant-coefficient case. Another spatially fourth-order accurate scheme is studied
in [2] by implementingweighted-and-shifted Lubich difference operators whose con-
vergent property is established only for constant diffusion coefficients. Some second-
order numerical schemes are proposed in [19–22] for solving OSFDEs with variable
coefficients, which however does not provide convergence proof. In [16], the stabil-
ity and convergence of the second-order numerical scheme for variable coefficient
equations are established for α ∈ (α0, 2), where α0 ≈ 1.5546 is a solution of the
equation 33−γ − 4 × 23−γ + 6 = 0. In [10], a series of numerical schemes for
Riesz space fractional diffusion equation have been proven to be convergent and sta-
ble. Nevertheless, the proof technique used in [10] heavily depends on the symmetry
of discretization matrix of Riesz fractional derivative, which is not applicable to the
OSFDE that involves the non-symmetric one-sided fractional derivatives weighted
by variable coefficients.
In this paper, we propose a second-order scheme for the one- and two-dimensional
OSFDEs weighted by variable coefficients. The Crank-Nicolsonmethod and a second-
order weighted-and-shifted Grünwald-Letnikov difference (WSGD, see [23]) opera-
tor are employed to discretize temporal and spatial derivatives, respectively. For the
one-dimensional OSFDE, the proposed scheme is proven to be unconditionally sta-
ble and second-order convergent in time and space without additional assumption on
the diffusion coefficient. It has been shown in [24] that the symmetric part of the dis-
cretization matrix of d(x)xLD
α
x is negative semi-definite under some conditions on
d(x). We extend this one-dimension result to two-dimension case under additional
assumptions on the diffusion coefficients 2, based on which the proposed scheme for
the two-dimension OSFDE is proven to be unconditionally stable and second-order
convergent in time and space.
As mentioned above, the direct solver for the linear systems arising from variable-
coefficients OSFDE requires too much computational time. Fortunately, the discretiza-
1 see [13]
2 see the assumptions in Lemma 3.2
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tion matrix has Toeplitz-like structure due to which its matrix-vector multiplication
can be fast computed via fast Fourier transforms (FFTs). Because of the fast matrix-
vector multiplication, fast iterative solvers for the linear systems can be possibly de-
veloped. However, the discretization matrix of the OSFDE is ill-conditioned when
τ/hα is large, where τ and h represent the temporal and spatial step-sizes, respec-
tively. Thus, a Toeplitz preconditioner is proposed to reduce the condition number of
the one- and two-dimensional discretization matrices. Theoretically, we show that the
condition number of the preconditioned matrix is uniformly bounded by a constant
independent of τ and h under certain conditions on the diffusion coefficients 3 so that
the Krylov subspace method for the preconditioned linear systems converges linearly
no matter the unpreconditioned matrix is ill-conditioned or not.
This paper is organized as follows. In Section 2, we propose a second-order
scheme and its corresponding Toeplitz preconditioner for the one-dimensional
OSFDE, analyze the unconditional stability and convergence of the proposed scheme,
estimate the condition number of the preconditioned matrix. In Section 3, we extend
the scheme and the preconditioner to two-dimensional case. In Section 4, numerical
results are reported to show the efficiency and accuracy of the proposed scheme.
2 Stability and Convergence of Discrete One-Dimensional OSFDE and Its
Preconditioning
We need some notations to describe the discretization for (1.1). Let h = (xR −
xL)/(M + 1) and τ = T/N be the space and time step sizes, respectively, whereM
and N are given positive integers. And denote xi = xL + ih for i = 0, 1, . . . ,M +
1, tn = nτ for n = 0, 1, . . . , N . Throughout this paper, the discretization on RL
fractional derivative is based on the following second-order WSGD formula [23]:
xLD
α
xu(xi) =
1
hα
i∑
k=0
w
(α)
k u(xi−k+1) +O(h2), (2.1)
which is under the smooth assumptions u, −∞D
α+2
x u and Fourier transform of
−∞D
α+2
x u belong to L
1(R). The coefficients w
(α)
k were defined by ([23])
w
(α)
0 =
α
2
g
(α)
0 , w
(α)
k =
α
2
g
(α)
k +
2− α
2
g
(α)
k−1 for k ≥ 1, (2.2)
3 see the assumptions in Theorems 2.4, 3.3
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where g
(α)
k are the coefficients of the power series of (1 − z)α, and they can be
obtained recursively as
g
(α)
0 = 1, g
(α)
k =
(
1− α+ 1
k
)
g
(α)
k−1, for k = 1, 2, . . . .
Next, we introduce the finite difference scheme for solving (1.1). Let uni be the
numerical approximation of u(xi, tn), and denote di = d(xi), ϕi = ϕ(xi), f
n− 1
2
i =
f(xi, tn− 1
2
), where tn− 1
2
= (tn−1 + tn)/2 and n = 1, 2, . . . , N . Then, applying
the Crank-Nicolson technique and approximation (2.1) to the time derivative and the
space fractional derivatives of (1.1) respectively, we get
uni − un−1i
τ
=
1
2hα
di
i∑
k=0
w
(α)
k
(
un−1i−k+1 + u
n
i−k+1
)
+ f
n− 1
2
i +R
n− 1
2
i , 1 ≤ i ≤M,
(2.3)
where |Rn−
1
2
i | ≤ c1(τ2 + h2) for a positive constant c1; see, e.g., [23].
Denote un = [un1 , u
n
2 , . . . , u
n
M ]
T , fn−
1
2 = [f
n− 1
2
1 , f
n− 1
2
2 , . . . , f
n− 1
2
M ]
T , and
D = diag(d1, d2, ..., dM ), Gα =


w
(α)
1 w
(α)
0 0 · · · 0
w
(α)
2 w
(α)
1 w
(α)
0
. . .
...
... w
(α)
2 w
(α)
1
. . . 0
...
. . .
. . .
. . . w
(α)
0
w
(α)
M · · · · · · w(α)2 w(α)1


, (2.4)
where {w(α)k }Mk=0 are the coefficients given in (2.2).
Omitting the small term R
n+ 1
2
i in (2.3), then equation (1.1) can be solved numer-
ically by the following finite difference scheme in matrix form
1
τ
(
un − un−1) = 1
2hα
DGα
(
un−1 + un
)
+ fn−
1
2 , n = 1, 2, . . . , N. (2.5)
2.1 Stability and convergence
Some General Notations:
• Cm×n (Rm×n, respectively) denotes the set of allm×n complex (real, respec-
tively) matrices.
• H(X) denotes the symmetric part of a square matrixX .
Lemma 2.1 ([23]) The matrix Gα +G
T
α is negative definite.
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Lemma 2.2 ([8]) Let symmetric matrix H ∈ Rn×n with eigenvalues λ1 ≥ λ2 ≥
. . . ≥ λn. Then for all w ∈ Rn×1,
λnw
Tw ≤ wTHw ≤ λ1wTw.
Now we show the stability and convergence of scheme (2.5) by energy method.
Theorem 2.1 The finite difference scheme (2.5) is unconditionally stable and its so-
lution satisfies the following estimate
‖un‖2D−1 ≤ exp(2T ) ‖ϕ‖2D−1+[exp(2T )−1] max1≤k≤n
∥∥∥fk− 12 ∥∥∥2
D−1
, n = 1, 2, . . . , N,
where ‖ ·‖D−1 is the norm induced by the inner product, 〈v1, v2〉D−1 := hvT1 D−1v2.
Proof Some steps of this proof are similar to those of Theorem 3.8 in [24]. Multiply-
ing
h
(
un−1 + un
)T
D−1 on the both sides of (2.5), we get
1
τ
h
(
un−1 + un
)T
D−1
(
un − un−1) = 1
2hα
h
(
un−1 + un
)T
Gα
(
un−1 + un
)
+ h
(
un−1 + un
)T
D−1fn−
1
2 . (2.6)
Notice thatwTGαw = w
TH(Gα)w for any real vectorw. Therefore, by Lemma 2.1,
the first term on the right hand side of (2.6) can be estimated as
1
2hα
h
(
un−1 + un
)T
Gα
(
un−1 + un
)
=
1
2hα
h
(
un−1 + un
)T H(Gα) (un−1 + un) ≤ 0.
As a result
h(un)TD−1un − h(un−1)TD−1un−1
≤ τh(un)TD−1fn− 12 + τh(un−1)TD−1fn− 12 . (2.7)
Applying Cauchy-Schwarz inequality on the right hand side of (2.7), we get
‖un‖2D−1 ≤
∥∥un−1∥∥2
D−1
+
τ
2
‖un‖2D−1 +
τ
2
∥∥un−1∥∥2
D−1
+ τ
∥∥∥fn− 12∥∥∥2
D−1
,
which is equivalent to
‖un‖2D−1 ≤
2 + τ
2− τ
∥∥un−1∥∥2
D−1
+
2τ
2− τ
∥∥∥fn− 12∥∥∥2
D−1
. (2.8)
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Iterating (2.8) for n times, we obtain
‖un‖2D−1 ≤
(2 + τ
2− τ
)n ∥∥u0∥∥2
D−1
+
2τ
2− τ
[
1 +
2 + τ
2− τ +
(2 + τ
2− τ
)2
+ . . .+
(2 + τ
2− τ
)n−1]
max
1≤k≤n
∥∥∥fk− 12 ∥∥∥2
D−1
.
(2.9)
For the small τ (τ ≤ 1), we have
(2 + τ
2− τ
)n
=
(
1 +
2τ
2− τ
)n
≤ (1 + 2τ)n ≤ lim
N→+∞
(
1 +
2T
N
)N
= exp(2T ),
(2.10)
and
2τ
2− τ
n∑
k=1
(2 + τ
2− τ
)k−1
=
(
2 + τ
2− τ
)n
− 1 ≤ exp(2T )− 1. (2.11)
The result follows from (2.9)–(2.11).
Theorem 2.2 Let u(xi, tn) be the exact solution of (1.1) and u
n
i be the solution
of finite difference scheme (2.5). Denote eni = u(xi, tn) − uni , 0 ≤ i ≤ M + 1,
0 ≤ n ≤ N . Then there exists a positive constant c2 such that
‖en‖ ≤ c2(τ2 + h2),
where en = [en1 , e
n
2 , . . . , e
n
M ]
T and ‖ · ‖ denotes the discrete L2 norm, i.e. ‖v‖ =√
hvT v,
Proof Denote Rn−
1
2 = [R
n− 1
2
1 , R
n− 1
2
2 , . . . , R
n− 1
2
M ]
T . We can easily show that en
and eni satisfy the following error equations
1
τ
(
en − en−1) = 1
2hα
DGα
(
en−1 + en
)
+Rn−
1
2 , 1 ≤ n ≤ N,
en0 = e
n
M+1 = 0, 1 ≤ n ≤ N, e0i = 0, 0 ≤ i ≤M + 1.
By Theorem 2.1, we have
‖en‖2D−1 ≤ [exp(2T )− 1] max1≤k≤n
∥∥∥Rk− 12∥∥∥2
D−1
, n = 1, 2, . . . , N.
As D−1 is a positive diagonal matrix, utilizing Lemma 2.2, we get
‖en‖2 ≤ [c2(τ2 + h2)]2, n = 1, 2, . . . , N.
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2.2 An estimate on the field of values ofDGα +G
T
αD
In this subsection, we focus on estimating the field of values of DGα + G
T
αD, the
results of which will be further applied to the analysis of one-dimensional precondi-
tioning and the extension to two-dimensional OSFDE. First, we denote g(α, x) as the
generating function [13] of the Toeplitz matrix Gα. The next two lemmas describe
some properties concerning g(α, x), which will be useful to obtaining the desired
estimation.
Lemma 2.3 ([13]) Let u = [u1, u2, . . . , uM ]
T ,v = [v1, v2, . . . , vM ]
T ∈ RM×1.
Then we have
uTGαv =
1
2pi
∫ pi
−pi
M∑
k=1
uke
−ikx
M∑
k=1
vke
ikxg(α, x)dx.
Lemma 2.4 ([24]) It holds that
ςα , min
x
ℜ[−g(α, x)]
|g(α, x)| = | cos(
α
2
pi)|,
where ℜ[g(α, x)] denotes the real part of g(α, x).
The following lemma provides a novel bound to the field of values of D˜GD˜, where
G = −Gα −GTα and D˜ is a diagonal matrix satisfying some properties.
Lemma 2.5 ([24]) DenoteG = −Gα −GTα . Suppose that
D˜ = diag(d˜(x1), d˜(x2), ..., d˜(xM )) for some function d˜(x) defined on (xL, xR). For
any real vector u = [u1, u2, . . . , uM ]
T , we have
uT D˜GD˜u ≤ 2max
i
{|d˜i|2}uTGu, (2.12)
if d˜(x) is convex and d˜(x) ≥ 0, or d˜(x) is concave and d˜(x) ≤ 0.
Assuming 0 ≤ κmin ≤ d(x) ≤ κmax < ∞. The following theorem reveals some
inclusion relations between numerical ranges of G and −DGα − GTαD, which acts
an important role in the analysis of the proposed preconditioner.
Theorem 2.3 For any u = [u1, u2, . . . , uM ]
T , we have(
κ−
√
2(κmax − κmin)
ςα
)
uTGu
≤ uT (−DGα −GTαD)u ≤
(
κ+
√
2(κmax − κmin)
ςα
)
uTGu, (2.13)
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where κ = κmax when d(x) is concave, and κ = κmin when d(x) is convex.
Proof Denote D˜ = D − κI , then DGα + GTαD = κ(Gα + GTα ) + D˜Gα + GTαD˜.
And, for any u = [u1, u2, . . . , uM ]
T , we have
uT (−DGα −GTαD)u = κuTGu+ uT
(
−D˜Gα −GTαD˜
)
u.
Denote u(x) =
∑M
k=1 uke
ikx and v(x) =
∑M
k=1 (D˜u)ke
ikx, it follows by Lemmas
2.3 and 2.5 that
uTGu = uT
(−Gα −GTα)u = 1pi
∫ pi
−pi
ℜ[−g(α, x)]|u(x)|2dx, (2.14)
uT D˜WD˜u =
1
pi
∫ pi
−pi
ℜ[−g(α, x)]|v(x)|2dx
≤ 2(κmax − κmin)
2
pi
∫ pi
−pi
ℜ[−g(α, x)]|u(x)|2dx. (2.15)
Using Lemma 2.3 again and applying Cauchy-Schwarz inequality, Lemma 2.4, (2.14)
and (2.15), we get∣∣∣uT (−D˜Gα −GTαD˜)u∣∣∣
=
1
2pi
∣∣∣ ∫ pi
−pi
(− v∗gu− u∗g∗v)dx∣∣∣
≤ 1
pi
∫ pi
−pi
|g(α, x)||v(x)||u(x)|dx
≤ 1
piςα
∫ pi
−pi
ℜ[−g(α, x)]|v(x)||u(x)|dx
≤ 1
piςα
√∫ pi
−pi
ℜ[−g(α, x)]|v(x)|2dx
√∫ pi
−pi
ℜ[−g(α, x)]|u(x)|2dx
≤
√
2(κmax − κmin)
piςα
∫ pi
−pi
ℜ[−g(α, x)]|u(x)|2dx.
=
√
2(κmax − κmin)
ςα
uTGu.
Thus, the desired result can be obtained just by utilizing the following inequality
κuTGu−
∣∣∣uT (−D˜Gα −GTαD˜)u∣∣∣ ≤ uT (−DGα −GTαD)u
≤ κuTGu+
∣∣∣uT (−D˜Gα −GTαD˜)u∣∣∣
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2.3 Toeplitz preconditioner for the discrete one-dimensional fractional diffusion
equation
To solve (2.5) is equivalent to recursively solve the following linear systems
Aun = bn, n = 1, 2..., N, (2.16)
where A = IM − ηDGα, η = τ/(2hα), Ik denotes k × k identity matrix, bn =
(IM + ηDGα)u
n−1 + τfn−
1
2 . As explained in the introduction section, a good pre-
conditioner is required for the linear systems in (2.16).
For any m × m diagonal matrix, C = diag(c1, c2, ..., cm), denote mean(C) =
1
m
m∑
i=1
ci. In this subsection, we propose a Toeplitz preconditioner for the linear sys-
tems in (2.16) such that
P = IM − ηd¯Gα, (2.17)
where d¯ = mean(D). In the following, we discuss a computationally effective repre-
sentation ofP−1, which allows fast matrix-vector multiplication of P−1.
Let v = (v1, v2, ..., vM )
T and v˜ = (v˜1, v˜2, ..., v˜M )
T be solutions of following
linear systems
Pv = e1 ≡ (1, 0, 0, ..., 0)T, Pv˜ = eM ≡ (0, 0, ..., 0, 1)T. (2.18)
According to the Gohberg-Semencul-type formula [3], P−1 can be expressed as fol-
lows
P−1 =
1
2v1
(S1C1 − S2C2), (2.19)
where S1, S2 are skew-circulant matrices with v, v¯ = (−v˜M , v˜1, ..., v˜M−1)T as their
first columns, respectively;C1,C2 are circulant matrices with
vˆ = (v˜M , v˜1, ..., v˜M−1)
T, v as their first columns, respectively. From (2.18), we see
that v1 is the first diagonal entry of P
−1. From Lemma 2.1, we see that P + PT is
positive definite. Thus,
v1 = e
T
1 P
−1e1 =
1
2
eT1 (P
−1 +P−T)e1 =
1
2
eT1 P
−1(P+PT)P−Te1 > 0,
which means (2.19) is applicable. Moreover, the Toeplitz linear systems in (2.18) can
be efficiently solved by the super fast direct solver proposed in [5].
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For C ∈ Cm×n, denote by Σ(C), the set of singular values of C. Also denote
Σ2(C) = {x2|x ∈ Σ(C)}. For any matrix C ∈ Cm×m, denote by σ(C), the spec-
trum ofC. For a number λ, denote by ℜ(λ), the real part of λ.
For any invertible matrixC ∈ Cm×m, define its condition number as
cond(C) , ||C||2||C−1||2.
Lemma 2.6 (see [23, Lemma 2.7]) For any C ∈ Cm×m, it holds
{ℜ(λ)|λ ∈ σ(C)} ⊂
[
min
z∈σ((C+C∗)/2)
z, max
z∈σ((C+C∗)/2)
z
]
.
As a preconditioner, the invertibility is essential.
Proposition 2.1 P is invertible for any α ∈ (1, 2).
Proof By lemme 2.1, it is easy to see that P + PT is positive definite and thus has
positive eigenvalues. From Lemma 2.6, we see that {ℜ(λ)|λ ∈ σ(P)} ⊂ (0,+∞).
Therefore,P is invertible.
For any Hermitian matricesH1,H2 ∈ Cm×m, denoteH1 ≺ H2 or H2 ≻ H1 if
H2 −H1 is Hermitian positive definite. Especially, we denoteO ≺ H1 orH1 ≻ O,
when H1 itself is Hermitian positive definite. Also, we use H1  H2 or H2  H1
to denote a Hermitian positive semidefiniteH2 −H1 and use O  H1 or H1  O
to denote a Hermitian positive semidefiniteH1.
Next, we are to estimate the condition number of the preconditionedmatrixAP−1.
Proposition 2.2 For positive numbers ξi, ζi (1 ≤ i ≤ m), it obviously holds that
min
1≤i≤m
ξi
ζi
≤
( m∑
i=1
ζi
)−1( m∑
i=1
ξi
)
≤ max
1≤i≤m
ξi
ζi
.
Theorem 2.4 Assume
(i) for any x ∈ (xL, xR), d(x) ∈ [κmin, κmax] for positive constants κmin and κmax,
(ii) κmax − να > 0, with να =
√
2(κmax − κmin)/ςα,
(iii) d(x) is concave.
Then, for any N ≥ 1, anyM ≥ 1, Σ2(AP−1) ⊂ [sˇ, sˆ] and thus
sup
N,M≥1
cond(AP−1) ≤
√
sˆ/sˇ,
12 Xue-lei Lin et al.
where sˇ and sˆ are positive constants independent of τ , h and given by
sˇ = min
{
κmax − να
κmax
,
κ2min
κ2max
}
, sˆ = max
{
κ+ να
κmin
,
κ2max
κ2min
}
.
Proof By straightforward calculation,
ATA = IM − η(GTαD +DGα) + η2GTαD2Gα,
PTP = IM + ηd¯G+ η
2d¯2GTαGα.
By Theorem 2.3, we see that
O ≺ IM + (κmax − να)ηG+ κ2minη2GTαGα
 ATA  IM + (κmax + να)ηG+ κ2maxη2GTαGα. (2.20)
For any non-zero vector y ∈ RM×1, denote z = P−1y. Then, it holds
yT(AP−1)T(AP−1)y
yTy
=
zTATAz
zTPTPz
.
By (2.20),
zT[IM + (κmax − να)ηG+ κ2minη2GTαGα]z
zT[IM + ηd¯G+ η2d¯2GTαGα]z
≤ z
TATAz
zTPTPz
≤ z
T[IM + (κmax + να)ηG+ κ
2
maxη
2GTαGα]z
zT[IM + ηd¯G+ η2d¯2GTαGα]z
. (2.21)
By Proposition (2.2) and (2.21),
sˇ = min
{
1,
κmax − να
κmax
,
κ2min
κ2max
}
≤ z
TATAz
zTPTPz
≤ max
{
1,
κ+ να
κmin
,
κ2max
κ2min
}
= sˆ.
During the proof above, there is no constraint on M and N . Thus, for any N ≥ 1,
anyM ≥ 1, Σ2(AP−1) ⊂ [sˇ, sˆ] and sup
N,M≥1
cond(AP−1) ≤
√
sˆ/sˇ.
Similar to proof of Theorem 2.4, one can prove following theorem.
Theorem 2.5 Assume
(i) for any x ∈ (xL, xR), d(x) ∈ [κmin, κmax] for positive constants κmin and κmax,
(ii) κmin − να > 0, with να =
√
2(κmax − κmin)/ςα,
(iii) d(x) is convex.
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Then, for any N ≥ 1, anyM ≥ 1, Σ2(AP−1) ⊂ [sˇ, sˆ] and thus
sup
N,M≥1
cond(AP−1) ≤
√
sˆ/sˇ,
where sˇ and sˆ are positive constants independent of τ , h and given by
sˇ = min
{
κmin − να
κmax
,
κ2min
κ2max
}
, sˆ = max
{
κmin + να
κmin
,
κ2max
κ2min
}
.
Remark 2.1 Theorems 2.4–2.5 show that cond(AP−1) has an upper bound inde-
pendent of τ and h under certain assumptions on the coefficient function d. Thus,
Krylov subspace method for such preconditioned linear systems converges linearly
and independently on the discretization step-sizes.
3 Extension to Two-dimensional OSFDE
In this section, we study the following two-dimensional OSFDE [21]:
∂u(x, y, t)
∂t
= d(x, y) xLD
α
xu(x, y, t) + e(x, y)yLD
β
yu(x, y, t) + f(x, y, t),
(x, y) ∈ Ω, t ∈ (0, T ],
u(x, y, t) = 0, (x, y) ∈ ∂Ω, t ∈ [0, T ],
u(x, y, 0) = ϕ(x, y), (x, y) ∈ Ω¯,
(3.1)
where α, β ∈ (1, 2), Ω = (xL, xR) × (yL, yR) and d(x, y), e(x, y) are nonnega-
tive functions, xLD
α
xu(x, y, t) denotes the α-order RL derivative with respect to x
direction defined as
xLD
α
xu(x, y, t) =
1
Γ (2− α)
∂2
∂x2
∫ x
xL
u(ξ, y, t)
(x− ξ)α−1 dξ,
yLD
β
yu(x, y, t) can be defined in a similar way.
To state a finite difference scheme for (3.1), we need more notations. Let τ =
T/N , h1 =
xR−xL
M1+1
, h2 =
yR−yL
M2+1
, whereM1,M2 and N are some positive integers.
For i = 0, 1, . . . ,M1 + 1, j = 0, 1, . . . ,M2 + 1 and n = 0, 1, . . . , N , denote xi =
ih1, yj = jh2 and tn = nτ . Denote tn− 1
2
= tn+tn−12 for n = 1, 2, ..., N . Let
Ω¯h = {(xi, yj)|0 ≤ i ≤M1+1, 0 ≤ j ≤M2+1},Ωh = Ω¯h∩Ω, ∂Ωh = Ω¯h∩∂Ω.
Furthermore, denote di,j = d(xi, yj), ei,j = e(xi, yj), f
n− 1
2
i,j = f(xi, yj , tn− 1
2
), and
ϕi,j = ϕ(xi, yj), and let u
n
i,j be the numerical approximation of u(xi, yj, tn). Then,
in a similar way with the one-dimensional case, we can derive the Crank-Nicolson
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scheme for the two-dimensional problem (3.1) as the following
uni,j − un−1i,j
τ
=
1
2hα
di,j
i∑
k=0
w
(α)
k
(
un−1i−k+1,j + u
n
i−k+1,j
)
+
1
2hβ
ei,j
j∑
k=0
w
(β)
k
(
un−1i,j−k+1 + u
n
i,j−k+1
)
+ f
n− 1
2
i,j + Rˆ
n− 1
2
i,j ,
1 ≤ i ≤M1, 1 ≤ j ≤M2, 1 ≤ n ≤ N, (3.2)
where Rˆ
n− 1
2
i,j ≤ c3(τ2 + h21 + h22) for a positive constant c3.
Take
un = [un1,1, u
n
2,1, . . . , u
n
M1,1, u
n
1,2, . . . , u
n
M1,2, . . . , u
n
1,M2 , . . . , u
n
M1,M2 ]
T ,
fn−
1
2 = [f
n− 1
2
1,1 , f
n− 1
2
2,1 , . . . , f
n− 1
2
M1,1
, f
n− 1
2
1,2 , . . . , f
n− 1
2
M1,2
, . . . , f
n− 1
2
1,M2
, . . . , f
n− 1
2
M1,M2
]T ,
D = diag(d1,1, d2,1, . . . , dM1,1, d1,2, . . . , dM1,2, . . . , dM1,M2),
E = diag(e1,1, e2,1, . . . , eM1,1, e1,2, . . . , eM1,2, . . . , eM1,M2).
Omitting the small term Rˆ
n− 1
2
i,j in (3.2), the finite difference scheme in matrix form
for (3.1) can be given as:
1
τ
(
un − un−1) =
(
1
2hα1
D(I ⊗Gα) + 1
2hβ2
E(Gβ ⊗ I)
)(
un−1 + un
)
+ fn−
1
2 ,
1 ≤ n ≤ N, (3.3)
where I is the identity matrix, the symbol ‘⊗’ denotes the Kronecker product, and
Gβ has the similar definition to Gα.
3.1 Stability and Convergence of the Two-dimensional Problem
To discuss the stability and convergence of scheme (3.3), we denote
A =
1
2hα1
D(I ⊗Gα) + 1
2hβ2
E(Gβ ⊗ I),
and introduce a set:
D = {X |X ≻ O, −H(XA)  O, cond(X) ≤ c for c independent of τ, h1
and h2}.
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Now we present the stability of the scheme (3.3).
Theorem 3.1 For any Q ∈ D, the finite difference scheme (3.3) is unconditionally
stable and its solution satisfies the following estimate
‖un‖2Q ≤ exp(2T ) ‖ϕ‖2Q + [exp(2T )− 1] max1≤k≤n
∥∥∥fk− 12∥∥∥2
Q
, n = 1, 2, . . . , N,
where ‖ · ‖Q is defined as ‖v‖2Q := hvTQv.
Proof Multiplying h
(
un−1 + un
)T
Q on the both sides of (3.3), we get
1
τ
h
(
un−1 + un
)T
Q
(
un − un−1)
= h
(
un−1 + un
)T
QA
(
un−1 + un
)
+ h
(
un−1 + un
)T
Qfn−
1
2 .
SinceH(QA) is negative semi-definite, we have
h
(
un−1 + un
)T
QA
(
un−1 + un
)
= h
(
un−1 + un
)T H(QA) (un−1 + un) ≤ 0.
Then it follows
h(un)TQun − h(un−1)TQun−1 ≤ τh(un)TQfn− 12 + τh(un−1)TQfn− 12 .
The rest of the proof is similar to that in Theorem 2.1.
With Theorem 3.1, the convergence of scheme (3.3) can be directly obtained:
Theorem 3.2 Let u(xi, yj, tn) be the exact solution of (3.1) and smooth enough,u
n
i,j
be the solution of finite difference scheme (3.3). Denote eni,j = u(xi, yj, tn) − uni,j ,
0 ≤ i ≤ M1 + 1, 0 ≤ j ≤ M2 + 1, 0 ≤ n ≤ N . For any Q ∈ D, there exists a
positive constant c4 such that
‖en‖ ≤ c4(τ2 + h21 + h22).
The remaining and important thing is to give the feature of the set D. However,
it seems difficult to depict all the elements ofD. In the following Corollaries 3.1 and
3.2, we show that there are some matrices belong toD when the variable coefficients
d(x, y), e(x, y) satisfy some certain conditions, this ensures that D is not an empty
set which is necessary for the stability and convergence. We discuss the existence of
those matrices in two cases:
• Case 1When d(x, y), e(x, y) are separable respect to x and y.
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In this case, we denote d(x, y) = d˜(x)dˆ(y) and e(x, y) = e˜(x)eˆ(y), and take
D˜ = diag(d˜1, d˜2, . . . , d˜M1), Dˆ = (dˆ1, dˆ2, . . . , dˆM2),
E˜ = diag(e˜1, e˜2, . . . , e˜M1), Eˆ = (eˆ1, eˆ2, . . . , eˆM2).
ThenD = Dˆ ⊗ D˜, E = Eˆ ⊗ E˜.
Corollary 3.1 If d˜− ≤ d˜(x) ≤ d˜+ and eˆ− ≤ eˆ(y) ≤ eˆ+ for some positive constants
d˜−, d˜+, eˆ− and eˆ+, then Eˆ
−1 ⊗ D˜−1 ∈ D.
Proof We have A = 12hα
1
(Dˆ ⊗ D˜Gα) + 12hβ
2
(EˆGβ ⊗ E˜), then
H
(
(Eˆ−1 ⊗ D˜−1)A
)
=
1
4hα1
(
Eˆ−1Dˆ ⊗ (Gα +GTα )
)
+
1
4hβ2
(
(Gβ +G
T
β )⊗ D˜−1E˜
)
,
which is negative semi-definite. Thus Eˆ−1 ⊗ D˜−1 ∈ D.
• Case 2When d(x, y) and e(x, y) are non-separable.
As in Lemma 2.4, we denote
ςβ , min
x
ℜ[−g(β, x)]
|g(β, x)| =
∣∣∣∣cos
(
β
2
pi
)∣∣∣∣ ,
where g(β, x) is the generating function of matrix Gβ .
Corollary 3.2
(i) Assume that
0 ≤ κdmin(y) ≤ d(x, y) ≤ κdmax(y) <∞ for every (x, y),
0 ≤ κemin(x) ≤ e(x, y) ≤ κemax(x) <∞ for every (x, y).
Then, I ∈ D if the following conditions are fulfilled
κd(y)−
√
2
(
κdmax(y)− κdmin(y)
)
ςα
≥ 0 for every y, (3.4)
κe(x) −
√
2
(
κemax(x)− κemin(x)
)
ςβ
≥ 0 for every x, (3.5)
where κd(y) = κdmax(y) when d(x, y) is a concave function of x, κ
d(y) =
κdmin(y) when d(x, y) is a convex function of x, κ
e(x) = κemax(x) when e(x, y)
is a concave function of y, κe(x) = κemin(x) when e(x, y) is a convex function of
y;
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(ii) Assume that
0 ≤ κe′min(x) ≤
e(x, y)
d(x, y)
≤ κe′max(x) <∞ with 0 < d(x, y) <∞.
ThenD−1 ∈ D if the following condition is fulfilled
κe
′
(x)−
√
2
(
κe
′
max(x)− κe
′
min(x)
)
ςβ
≥ 0,
where κe
′
(x) = κe
′
max(x) when
e(x,y)
d(x,y) is a concave function of y, and κ
e′(x) =
κe
′
min(x) when
e(x,y)
d(x,y) is a convex function of y;
(iii) Assume that
0 ≤ κd′min(y) ≤
d(x, y)
e(x, y)
≤ κd′max(y) <∞ with 0 < e(x, y) <∞.
Then E−1 ∈ D if the following condition is fulfilled
κd
′
(y)−
√
2
(
κd
′
max(y)− κd
′
min(y)
)
ςα
≥ 0,
where κd
′
(y) = κd
′
max(y) when
d(x,y)
e(x,y) is a concave function of x, and κ
d′(y) =
κd
′
min(y) when
d(x,y)
e(x,y) is a convex function of x.
Proof We firstly prove (i). Denote
Kd = diag
(
kd(y1), k
d(y2), . . . , k
d(yM2)
)
, Ke = diag
(
ke(x1), k
e(x2), . . . , k
e(xM1 )
)
.
Take D˜ = D −Kd ⊗ I and E˜ = E − I ⊗Ke. Then
A =
1
2hα
[
(Kd ⊗Gα) + D˜(I ⊗Gα)
]
+
1
2hβ
[
(Gβ ⊗Ke) + E˜(Gβ ⊗ I)
]
.
For any u = [u1,1, u2,1, . . . , uM1,1, u1,2, . . . , uM1,2, . . . , u1,M2 , . . . , uM1,M2 ]
T , we
have
2uTH(A)u = 1
2hα
[
uT
(
Kd ⊗ (Gα +GTα )
)
u+ uT
(
D˜(I ⊗Gα) + (I ⊗GTα )D˜
)
u
]
+
1
2hβ
[
uT
(
(Gβ +G
T
β )⊗Ke
)
u+ uT
(
E˜(Gβ ⊗ I) + (GTβ ⊗ I)E˜
)
u
]
.
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Referring to the proof of Theorem 2.3, it is easy to obtain
∣∣∣uT (D˜(I ⊗Gα) + (I ⊗GTα )D˜)u∣∣∣ ≤−
√
2
ςα
uT
(
Kα ⊗ (Gα +GTα )
)
u,
∣∣∣uT (E˜(Gβ ⊗ I) + (GTβ ⊗ I)E˜)u∣∣∣ ≤−
√
2
ςβ
uT
(
(Gβ +G
T
β )⊗Kβ
)
u,
where
Kα = diag
(
κdmax(y1)−κdmin(y1), κdmax(y2)−κdmin(y2), . . . , κdmax(yM2)−κdmin(yM2)
)
,
Kβ = diag
(
κemax(x1)−κemin(x1), κemax(x2)−κemin(x2), . . . , κemax(xM1 )−κemin(xM1 )
)
.
So
−2uTH(A)u ≥ 1
2hα
uT
((
Kd −
√
2
ςα
Kα
)
⊗ (−Gα −GTα)
)
u
+
1
2hβ
uT
(
(−Gβ −GTβ )⊗
(
Ke −
√
2
ςβ
Kβ
))
u.
Which implies that H(A) is negative semi-definite if the conditions in (3.4)-(3.5)
hold. Hence I ∈ D.
Similarly, one can show (ii) and (iii).
3.2 The Two-Dimensional Toeplitz Preconditioner
In this subsection, we extend the Toeplitz preconditioner to two-dimensional case. To
solve (3.3) is equivalent to solve the followingN linear systems
Aun = bn, n = 1, 2, ..., N, (3.6)
where Ik denotes the k×k identity,A = IMˆ +DBx+EBy,Bx = −ηx(IM2⊗Gα),
By = −ηy(Gβ ⊗ IM1) Mˆ = M1M2, ηx = τ/(2hα1 ), ηy = τ/(2hβ2 ), bn =
(IMˆ −DBx − EBy)un−1 + τfn−
1
2 . Our two-level Toeplitz preconditioner for pre-
conditioning (3.6) is defined as follows
P = IMˆ + d¯Bx + e¯By, (3.7)
where d¯ = mean(D), e¯ = mean(E). The preconditioned Krylov subspace method
with preconditioner P is employed to solve the linear systems in (3.6). Hence, in
each iteration, it requires to compute some matrix-vector multiplications like P−1z
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for some randomly given z, i.e., it requires to solve the linear system of the form
Px = z. (3.8)
Next, we introduce a multigrid method to solve (3.8).
For the choices of coarse-gird matrices, interpolation and restriction, we refer to
the geometric grid coarsening, piecewise linear interpolation and its transpose. For
the choice of pre-smoothing iteration, we refer to the block Jacobi iteration, i.e.,
xk+1 = xk +T−1x (z−Pxk), (3.9)
where Tx = IMˆ + d¯Bx is the block diagonal part of P, x
k is an initial guess of
x in (3.8). Since Tx is a block diagonal matrix with identical Toeplitz blocks, its
inversion,T−1x can be computed efficiently with the help of Gohberg-Semencul-type
formula as discussed in Section 2. For the choice of post-smoother, we refer to the
block Jacobi iteration for the permuted linear system, i.e,
xk+1 = xk +T−1y (z−Pxk), (3.10)
whereTy = IMˆ + e¯By , x
k is an initial guess of x in (3.8). One can easily find a x-y
ordering permutation matrixQ such that
Ty = Q
T(IMˆ − e¯ηyIM1 ⊗Gβ)Q. (3.11)
Thus, T−1y = Q
T(IMˆ − e¯ηyIM1 ⊗ Gβ)−1Q, which means the implementation of
(3.10) still requires to compute an inversion of a block diagonal matrix with identical
Toeplitz blocks. Therefore, (3.10) can still be fast implemented using the Gohberg-
Semencul-type formula. Similar to proof of Proposition 2.1, one can prove the fol-
lowing proposition.
Proposition 3.1 P defined in (3.7) is invertible for any α ∈ (1, 2).
Theorem 3.3 Let d(x, y) ≡ ν1a(x, y) and e(x, y) ≡ ν2a(x, y) for any (x, y) ∈ Ω
with nonnegative constants ν1 and ν2. Assume
(i) a(x, y) ∈ [aˇ, aˆ] with aˇ > 0 for any (x, y) ∈ Ω,
(ii) For any x ∈ (xL, xR), a(x, ·) is convex or concave on y ∈ (yL, yR); and for any
y ∈ (yL, yR), a(·, y) is convex or concave on x ∈ (xL, xR).
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(iii) cˇ1 = inf
y∈(yL,yR)
[M˜1(y) −
√
2(Mˆ1(y) − Mˇ1(y))/ςα] > 0 with Mˆ1(y) =:
sup
x∈(xL,xR)
a(x, y) and Mˇ1(y) =: inf
x∈(xL,xR)
a(x, y),
M˜1(y) =

Mˇ1(y), if a(·, y) is convex,Mˆ1(y), if a(·, y) is concave,
cˇ2 = inf
x∈(xL,xR)
[M˜2(x) −
√
2(Mˆ2(x) − Mˇ2(x))/ςβ ] > 0 with Mˆ2(x) =:
sup
y∈(yL,yR)
a(x, y) and Mˇ2(x) =: inf
y∈(yL,yR)
a(x, y),
M˜2(x) =

Mˇ2(x), if a(x, ·) is convex,Mˆ2(x), if a(x, ·) is concave.
Then, for any positive integers, N , M1 and M2, it holds Σ
2(AP−1) ⊂ [sˇ, sˆ] and
thus
sup
M1,M2,N≥1
cond(AP−1) ≤
√
sˆ/sˇ,
where sˇ, sˆ are positive constants independent of τ , h1 and h2:
sˇ = min
{
cˇ1
aˆ
,
cˇ2
aˆ
,
aˇ2
aˆ2
}
, sˆ = max
{
cˆ1
aˇ
,
cˆ2
aˇ
,
aˆ2
aˇ2
}
,
cˆ1 = sup
y∈(yL,yR)
[
M˜1(y) +
√
2
ςα
(Mˆ1(y)− Mˇ1(y))
]
,
cˆ2 = sup
x∈(xL,xR)
[
M˜2(x) +
√
2
ςβ
(Mˆ2(x) − Mˇ2(x))
]
.
Proof Denote
Da = diag(a1,1, a2,1, ..., aM1,1, a1,2, a2,2, ..., aM1,2, ......, a1,M2 , a2,M2 , ..., aM1,M2)
with ai,j = a(xi, yj). Also, denote a¯ = mean(Da). By straightforward calculation,
ATA = IMˆ + ν1(B
T
xDa +DaBx) + ν2(B
T
y Da +DaBy) +W
TD2aW, (3.12)
PTP = IMˆ + ν1a¯(B
T
x +Bx) + ν2a¯(B
T
y +By) + a¯
2WTW, (3.13)
whereW = ν1Bx + ν2By . Rewrite Da = diag(Da,1, Da,2, ..., Da,M2) with
Da,i = diag(a1,i, a2,i, ..., aM1,i). Then, it is easy to see that B
T
xDa + DaBx =
diag(H1, H2, ..., HM2)withHi = −ηx(Da,iGα+GTαDa,i). Denote l1(y) = M˜1(y)−√
2(Mˆ1(y)−Mˇ1(y))/ςα and s1(y) = M˜1(y) +
√
2(Mˆ1(y)−Mˇ1(y))/ςα . Then,
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applying Theorem 2.3 to (i)–(iii), we have
−cˇ1ηx(Gα +GTα)  l1(yi)ηxG  Hi  s1(yi)ηxG  −cˆ1ηx(Gα +GTα).
Therefore,
O ≺ cˇ1(BTx +Bx)  BTxDa +DaBx  cˆ1(BTx +Bx), (3.14)
where the first ‘≺’ is obvious. Recall the permutationmatrix defined in (3.11). Denote
B˜y := QByQ
T = −ηyIM1 ⊗Gβ , D˜a = diag(D˜a,1, D˜a,2, ..., D˜a,M1) with D˜a,i =
diag(ai,1, ai,2, ..., ai,M2). Then, it is easy to check that
BTy Da +DaBy = Q
T(B˜Ty D˜a + D˜aB˜y)Q.
Similarly to proof of (3.14), applying Theorem 2.3 to (i), (ii) and (iii) yields
O ≺ cˇ2(BTy +By) = cˇ2QT(B˜Ty + B˜y)Q  BTy Da +DaBy  cˆ2QT(B˜Ty + B˜y)Q
= cˆ2(B
T
y +By).
(3.15)
Moreover, it is easy to see that
aˇ2WTW WTD2aW  aˆ2WTW. (3.16)
By (3.14)–(3.16),
O ≺ IMˆ + ν1cˇ1(BTx +Bx) + ν2cˇ2(BTy +By) + aˇ2WTW
 ATA
 IMˆ + ν1cˆ1(BTx +Bx) + ν2cˆ2(BTy +By) + aˆ2WTW. (3.17)
For any non-zero vector y ∈ RM×1, denote z = P−1y. Then, it holds
yT(AP−1)T(AP−1)y
yTy
=
zTATAz
zTPTPz
.
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By (3.17),
0 <
zT[IMˆ + ν1cˇ1(B
T
x +Bx) + ν2cˇ2(B
T
y +By) + aˇ
2WTW ]z
zT[IMˆ + ν1a¯(B
T
x +Bx) + ν2a¯(B
T
y +By) + a¯
2WTW ]z
≤ z
TATAz
zTPTPz
≤ z
T[IMˆ + ν1cˆ1(B
T
x +Bx) + ν2cˆ2(B
T
y +By) + aˆ
2WTW ]z
zT[IMˆ + ν1a¯(B
T
x +Bx) + ν2a¯(B
T
y +By) + a¯
2WTW ]z
. (3.18)
By Proposition (2.2) and (3.18),
sˇ ≤ min
{
cˇ1
a¯
,
cˇ2
a¯
,
aˇ2
a¯2
}
≤ z
TATAz
zTPTPz
≤ max
{
cˆ1
a¯
,
cˆ2
a¯
,
aˆ2
a¯2
}
≤ sˆ.
During the proof above, there is no constraint on M and N . Thus, for any N ≥ 1,
anyM ≥ 1, Σ2(AP−1) ⊂ [sˇ, sˆ] and sup
N,M≥1
cond(AP−1) ≤
√
sˆ/sˇ.
4 Numerical experiments
In this section, we test several examples to support theoretical results of Theorems
2.2, 3.2 and to show the efficiency of the Toeplitz preconditioner. We employ gen-
eralized minimal residual (PGMRES) method with the Toeplitz preconditioner to
solve (2.5) and (3.3). We denote PGMRES method with Toeplitz preconditioner by
PGMRES-T. The stopping criterion for PGMRES-T is set as
||rk||2
||r0||2
≤1e-7, where
rk denotes the residual vector at k-th iteration. Also, to illustrate the efficiency of
PGMRES-T, we compare it with the direct solver, pivoted LU factorization (PLU).
All numerical experiments are performed via MATLAB R2015a on a PC with the
configuration: Intel(R) Core(TM) i7-4720 CPU 2.60 GHz and 8 GB RAM.
Recall that h is the spatial step-size for one-dimensional discretization. We also
set h1 = h2 = h in two-dimensional discretization for the related experiments in this
section. Define the error as
E(h, τ) = max
0≤n≤N
‖en‖.
Then, the spatial and temporal convergence rates are measured as follows
Rateh = log2
(
E(2h, τ)
E(h, τ)
)
, Rateτ = log2
(
E2(h, 2τ)
E(h, τ)
)
.
Denote by CPU, the running time by unit seconds. Denote by ’iter’, the average
of iteration numbers of PGMRES method for the N linear systems in (2.5) or (3.3).
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Example 4.1 Consider a one-dimensional OSFDE with [xL, xR] = [0, 1], T = 1 and
d(x) = cos(pix/2) + 0.1,
f(x, t) = 192x3(1− x)3t2 − 26t3d(x)
6∑
k=3
(
3
k−3
)
k!xk−α
(−1)k−1Γ (k + 1− α) .
The explicit expression of exact solution for the example is u(x, t) = 26x3(1−x)3t3.
We employ both PGMRES-T and PLU to solve the linear systems (2.16) arising
from Example 4.1, the results of which are listed in Tables 4.1–4.2.
From Tables 4.1–4.2, we see that the CPU cost of PGMRES-T is much less
than that of PLU solver while the error, E(h, τ) of the two solvers are almost the
same, which demonstrate the efficiency of the Toeplitz preconditioner. Also, as τ
or h changes in Tables 4.1–4.2, the iteration number of PGMRES-T varies slightly,
which shows a linear convergence of PGMRES-T. Moreover, the temporal conver-
gence rate, Rateh and the spatial convergence rate,Rateτ from Tables 4.1–(4.2) are
always close to 2, which supports the theoretical result of Theorem 2.2.
Table 4.1 Numerical results for Example 4.1 when τ = 2−10.
PGMRES-T PLU
α h iter CPU E(h, τ) Rateh CPU E(h, τ) Rateh
1.2 2−8 2.1 3.12s 3.47e-5 – 48.40s 3.49e-5 –
2−9 2.2 6.27s 8.42e-6 2.04 121.34s 8.60e-6 2.02
2−10 2.3 12.07s 1.87e-6 2.17 327.90s 1.99e-6 2.11
1.5 2−8 3.4 4.12s 3.18e-5 – 48.79s 3.18e-5 –
2−9 3.6 7.89s 7.82e-6 2.03 123.67s 7.81e-6 2.02
2−10 3.9 15.31s 1.66e-6 2.23 350.71s 1.81e-6 2.11
1.8 2−8 4.5 5.11s 2.51e-5 – 53.24s 2.50e-5 –
2−9 4.7 9.51s 6.23e-6 2.01 138.52s 6.12e-6 2.03
2−10 4.9 17.37s 1.57e-6 1.99 350.04s 1.40e-6 2.13
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Table 4.2 Numerical results for Example 4.1 when τ = 2−11.
PGMRES-T PLU
α τ iter CPU E(h, τ) Rateτ CPU E(h, τ) Rateτ
1.2 2−7 10.6 4.81s 2.01e-5 – 120.74s 2.01e-5 –
2−8 6.7 5.63s 4.80e-6 2.07 252.02s 4.74e-6 2.08
2−9 3.8 8.20s 1.16e-6 2.05 493.55s 9.68e-7 2.29
1.5 2−7 12.4 4.47s 2.17e-5 – 124.21s 2.17e-5 –
2−8 9.5 6.30s 5.19e-6 2.06 252.72s 5.19e-6 2.06
2−9 6.5 9.27s 1.08e-6 2.27 486.69s 1.12e-6 2.22
1.8 2−7 12.6 4.55s 2.34e-5 – 119.27s 2.34e-5 –
2−8 10.1 6.47s 5.73e-6 2.03 238.38s 5.68e-6 2.04
2−9 7.4 9.67s 1.45e-6 1.98 478.66s 1.28e-6 2.15
Example 4.2 Consider a two-dimensional OSFDE with [xL, xR] = [yL, yR] = [0, 2],
T = 1 and
d(x, y) = x2 + y2 + 20, e(x, y) = sin
[ pi
24
(x+ 4)
]
+ sin
[ pi
24
(y + 4)
]
,
f(x, y, t) = 3x4(2− x)4y4(2− y)4t2 − t3y4(2 − y)4d(x, y)
8∑
k=4
(
4
k−4
)
28−kk!xk−α
(−1)kΓ (k + 1− α)
− t3x4(2 − x)4e(x, y)
8∑
k=4
(
4
k−4
)
28−kk!yk−β
(−1)kΓ (k + 1− β) .
The explicit expression of exact solution for the example is u(x, y, t) = x4(2 −
x)4y4(2− y)4t3.
We employ both PGMRES-T and PLU to solve the linear systems (3.6) arising
from Example 4.2, the results of which are listed in Tables 4.3–4.4.
Tables 4.3–4.4 shows that the CPU cost of PGMRES-T is much less than that
of PLU, which demonstrates the efficiency of the Toeplitz preconditioner in two-
dimensional case. Again, the iteration number of PGMRES-T changes slightly as τ
or h changes in Tables 4.3–4.4, which shows a linear convergence of PGMRES-T.
Moreover, the convergence rates,Rateh andRateτ shown in Tables 4.3–4.4 are close
to 2, which coincides with the theoretical result of Theorem 3.2.
Title Suppressed Due to Excessive Length 25
Table 4.3 Numerical results for Example 4.2 when τ = 2−7.
PGMRES-T PLU
(α, β) h iter CPU E(h, τ) Rateh CPU E(h, τ) Rateh
(1.01,1.09) 2−4 4.0 6.63s 3.38e-3 – 35.73s 3.38e-3 –
2−5 4.1 9.80s 8.14e-4 2.05 234.97s 8.14e-4 2.05
2−6 4.1 16.19s 1.90e-4 2.10 5017.20s 1.90e-4 2.10
(1.5,1.3) 2−4 4.4 7.43s 3.00e-3 – 34.20s 3.00e-3 –
2−5 4.6 10.62s 7.34e-4 2.03 219.68s 7.34e-4 2.03
2−6 5.8 20.95s 1.72e-4 2.09 4875.58s 1.72e-4 2.09
(1.5,1.6) 2−4 4.9 7.59s 3.00e-3 – 34.00s 3.00e-3 –
2−5 5.8 12.71s 7.41e-4 2.03 220.50s 7.41e-4 2.03
2−6 6.8 23.99s 1.73e-4 2.09 4769.31s 1.73e-4 2.10
(1.5,1.9) 2−4 5.8 8.75s 3.00e-3 – 33.81s 3.00e-3 –
2−5 6.7 14.47s 7.33e-4 2.03 219.61s 7.33e-4 2.03
2−6 7.4 25.85s 1.71e-4 2.10 4746.60s 1.71e-4 2.10
(1.2,1.2) 2−4 4.1 6.63s 3.30e-3 – 33.50s 3.30e-3 –
2−5 4.2 9.71s 8.03e-4 2.03 217.33s 8.03e-4 2.03
2−6 4.6 17.13s 1.89e-4 2.09 4653.91s 1.89e-4 2.09
(1.5,1.5) 2−4 4.5 7.13s 3.00e-3 – 33.71s 3.00e-3 –
2−5 5.4 12.09s 7.40e-4 2.03 218.36s 7.40e-4 2.03
2−6 6.5 23.10s 1.73e-4 2.10 4663.71s 1.73e-4 2.10
(1.8,1.8) 2−4 6.2 9.22s 2.30e-3 – 33.73s 2.30e-3 –
2−5 7.2 15.40s 5.71e-3 2.04 218.98s 5.71e-4 2.04
2−6 8.3 28.54s 1.31e-4 2.12 4841.52s 1.31e-4 2.12
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Table 4.4 Numerical results for Example 4.2 when h = 2−6.
PGMRES-T PLU
(α, β) τ iter CPU E(h, τ) Rateh CPU E(h, τ) Rateh
(1.01,1.09) 2−3 219.1 62.13s 6.77e-3 – 334.49s 6.77e-3 –
2−4 82.9 43.48s 1.61e-3 2.07 636.48s 1.61e-3 2.07
2−5 33.1 30.14s 3.48e-4 2.21 1249.74s 3.48e-4 2.21
(1.5,1.3) 2−3 14.5 3.50s 6.80e-3 – 338.66s 6.80e-3 –
2−4 12.7 5.71s 1.60e-3 2.07 612.05s 1.60e-3 2.07
2−5 10.2 9.00s 3.50e-4 2.21 1226.04s 3.50e-4 2.21
(1.5,1.6) 2−3 12.3 3.01s 6.80e-3 – 331.95s 6.80e-3 –
2−4 11.3 5.16s 1.60e-3 2.07 644.72s 1.60e-3 2.07
2−5 10.1 8.96s 3.45e-4 2.23 1220.89s 3.45e-4 2.23
(1.5,1.9) 2−3 11.0 2.73s 6.80e-3 – 336.93s 6.80e-3 –
2−4 10.3 4.77s 1.60e-3 2.07 638.47s 1.60e-3 2.07
2−5 9.5 8.42s 3.46e-4 2.23 1217.05s 3.46e-4 2.23
(1.2,1.2) 2−3 15.4 3.63s 6.80e-3 – 338.42s 6.80e-3 –
2−4 12.7 5.70s 1.60e-3 2.07 629.27s 1.60e-3 2.07
2−5 10.2 9.01s 3.47e-4 2.22 1238.65s 3.47e-4 2.22
(1.5,1.5) 2−3 13.4 3.23s 6.80e-3 – 334.47s 6.80e-3 –
2−4 12.1 5.47s 1.60e-3 2.07 646.24s 1.60e-3 2.07
2−5 10.5 9.19s 3.46e-4 2.22 1223.25s 3.46e-4 2.22
(1.8,1.8) 2−3 12.3 3.00s 6.80e-3 – 335.93s 6.80e-3 –
2−4 11.5 5.23s 1.60e-3 2.06 625.35s 1.60e-3 2.06
2−5 10.6 9.30s 3.58e-4 2.20 1221.17s 3.58e-4 2.20
5 Concluding remarks
We study second-order schemes for time-dependent one- and two-dimensionalOSFDEs
with variable diffusion coefficients, in which implicit Crank-Nicolson scheme and
WSGD formula are employed to discretize the temporal and the spatial derivatives,
respectively. Theoretically, we have established the unconditional stability and second-
order convergence for the one-dimensional scheme without additional assumption,
and for the two-dimensional scheme with certain assumptions on diffusion coeffi-
cients presented in Corollaries 3.1–3.2. To accelerate the solution process, Toeplitz
preconditioners have been proposed for both one- and two-dimensional schemes. The
condition numbers of the preconditioned matrices have been proven to be bounded
by a constant independent of discretization step-sizes under certain assumptions on
the diffusion coefficients presented in Theorems 2.4, 2.5, 3.3. Numerical results re-
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ported have shown the second-order convergence rate of the proposed schemes and
the efficiency of the proposed preconditioners.
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