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Puntadewa Zaid Barliena 
 
Sistem keamanan menggunakan kamera sudah banyak digunakan pada ruangan 
yang memiliki nilai penting bagi pemilik. Tetapi sistem ini mempunyai kelemahan 
yaitu terpengaruh oleh cahaya. Penelitian ini mengembangkan sistem keamanan 
berbasis IoT menggunakan depthstream camera karena sifatnya yang tidak 
terpengaruh terhadap cahaya. Sistem yang dikembangkan dibatasi oleh jarak sorot 
maksimal sesuai spesifikasi depthstream camera, perangkat IoT mengunakan 
Raspberry Pi dan jaringan yang sama untuk memicu alarm menggunakan konsep 
IoT. Hasil dari percobaan yang dilakukan dengan mendeteksi objek atau gerakan 
pada jarak 1 hingga 2 meter menunjukkan keberhasilan mencapai 100%, sedangkan 
untuk jarak 3 hingga 3,5 meter menunjukkan kegagalan mencapai 100%. Percobaan 
selanjutnya deteksi objek dengan intensitas cahaya 0 hingga 13 skala candela, 
menunjukkan depthstream camera dapat mendeteksi dengan baik. Percobaan 
selanjutnya deteksi objek melalui pantulan cermin, didapatkan keberhasilan 
mencapai 56% dengan margin error 44%. Didapatkan kesimpulan bahwa kinect 
dapat mendeteksi objek secara langsung dan memicu alarm menggunakan IoT 
secara baik pada jarak 1 hingga 2 meter dengan tingkat intensitas cahaya 0-13 
candela. 
Kata Kunci: Sistem Keamanan, Depthstream Camera, Kinect, IoT, Raspberry 
Pi 
  


































SECURITY SYSTEM BASED ON IoT USING DEPTHSTREAM CAMERA 
 
By: 
Puntadewa Zaid Barliena 
 
Security systems using cameras have widely used in rooms that have important 
values for the owner. But this system has the disadvantage of being affected by 
light. This research develops an IoT-based security system using a depth stream 
camera because it is not affected by lighting. The maximum highlight distance 
limits the developed system according to depth stream camera specifications, and 
the IoT device uses the Raspberry Pi and the same network to trigger the alarm 
using the IoT concept. The results of experiments conducted by detecting objects 
or movements at a distance of 1 to 2 meters showed success reaching 100%, while 
at the distance 3 to 3.5 meters showed failure reaching 100%. Subsequent 
experiments detect objects with light intensity from 0 to 13-candela scale, showing 
the depth stream camera can detect well. Subsequent trials of object detection 
through mirror reflection, found success reaching 56% with an error margin of 44%. 
It concluded that Kinect could detect objects directly and trigger alarms using IoT 
well at a distance of 1 to 2 meters with a light intensity level of 0-13 candelas. 
Keywords: Security System, Depthstream Camera, Kinect, IoT, Raspberry Pi 
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1.1. Latar Belakang 
Aspek keamanan saat ini sangat dibutuhkan dalam berbagai hal kehidupan 
seperti keamanan rumah, gedung, ruangan yang memiliki nilai penting bagi pemilik 
(Sianturi, Rahmat, & Nababan, 2018). Keamanan merupakan masalah yang penting 
dalam kehidupan manusia baik menyangkut keamanan diri dan barang dari 
gangguan orang yang bermaksud tidak baik (Dewanto, Budi, Maconie, Windy, 
2013). Keamanan yang baik adalah keamanan yang bisa di kendalikan 
menggunakan perangkat (H, Kristomson, Subrata, Rosalia H, Gozali, 2018). 
Saat ini banyak diciptakan berbagai macam alat keamanan agar ruangan yang 
berisikan barang pribadi dapat terjaga keamanannya (H, Kristomson, Subrata, 
Rosalia H, Gozali, 2018). Salah satunya adalah penggunaan camera yang berguna 
untuk pengamanan dan monitoring ruangan. Bentuk pemanfaatan camera pada era 
saat ini adalah Closed Circuit Television (CCTV) yang terhubung dengan Digital 
Video Recorder (DVR). Saat ini banyak instansi yang menggunakan teknologi cctv 
untuk keperluan keamanan dan monitoring ruangan. CCTV masih memiliki 
kelemahan yaitu dapat dipengaruhi oleh kondisi cahaya, tidak bisa memicu alarm 
yang berada diruang berbeda, dapat direfleksikan melalui kamera digital dan harus 
diawasi secara terus menerus. Selain camera cctv terdapat teknologi depthstream 
camera yang digunakan untuk pemrosesan citra kedalaman. 
Depthstream camera memiliki kombinasi sensor inframerah dan kamera biasa 
yang mengambil citra dalam tiga dimensi tanpa memperhatikan cahaya (Hartono, 
Liliana, & Intan, 2015). Teknologi ini mengkompresi citra  yang didapat dengan 
perbandingan 9:1 menggunakan teknik kompresi data lossless, dimana depthstream 
camera memiliki nilai yang setiap pikselnya direpresentasikan di dalam sebuah 
depth frame 16 bit berupa 1 dan 0. Depthstream camera mempunyai keunggulan 
yaitu dapat mendeteksi pergerakan atau perpindahan suatu objek dengan 

































membandingkan gambar saat ini dengan gambar sebelumnya dengan menghitung 
nilai piksel pada gambar yang nilai setiap piksel didistribusikan menjadi bentuk 
statistik berupa data histogram (Kean, Hall, & Perry, 2011) dan (Hantoro, 2016). 
Histogram merupakan suatu nilai yang memungkinkan untuk digunakan 
sebagai gambaran intensitas dari suatu citra (Putra et al., 2008). Dari histogram 
dapat diketahui bahwa seberapa sering dan seberapa ketat nilai kedalaman yang 
dikelompokkan. Dari informasi ini, memungkinkan untuk membuat keputusan 
yang menentukan threshold dari perubahan nilai kedalaman. Perubahan nilai 
kedalaman dapat dijadikan pemicu alarm dengan menggunakan konsep Internet of 
Thing (IoT). 
IoT memberikan solusi dalam pemantauan ruangan jarak jauh dengan 
memanfaatkan koneksi internet (H, Kristomson, Subrata, Rosalia H, Gozali, 2018). 
IoT menghubungkan mesin mekanik dengan digital yang dilengkapi dengan unique 
identifiers (UID) dan kemampuan untuk mentransfer data melalui jaringan tanpa 
memerlukan interaksi sesama manusia dan antar komputer. Teknologi ini paling 
identik dengan produk yang berkaitan dengan konsep “Smart Home”, meliputi 
perangkat dan perlengkapan, salah satunya kamera keamanan rumah (Barcelo et al., 
2016). 
Penggabungan Depthstream Camera, Histogram, dan IoT dapat digunakan 
sebagai solusi teknologi untuk mempermudah monitoring dan meningkatkan 
keamanan ruangan. Selain itu teknologi ini dapat menjadi inovasi baru yang besifat 
distruptive innovation dalam hal keamanan ruangan. Berawal dari latar belakang 
tersebut, maka perlu dilakukan penelitian dengan judul “SISTEM KEAMANAN 
BERBASIS IOT MENGGUNAKAN DEPTHSTREAM CAMERA”. Sehingga 
hasil penelitian dapat membuat sistem menggunakan perangkat kinect yang dapat 





































1.2. Perumusan Masalah 
Berdasarkan latarIbelakangIyangIdisebutkan, IrumusanImasalahIdalam 
penelitian ini adalah: 
1. Bagaimana cara membuat sistem keamanan menggunakan depthstream 
camera kinect berbasis IoT? 
2. Bagaimana cara memicu alarm dari perubahan nilai histogram? 
1.3. Batasan Masalah 
Batasan masalahIdigunakan untukImenghindariIpelebaranIpokok masalah 
penelitian. BeberapaIbatasan masalahIpenelitian iniIadalahIsebagai berikut: 
1. Pembacaan jarak maksimal depthstream camera mengikuti spesifikasi fitur 
kinect. 
2. Library Kinect menggunakan KinectSDK 1.8.  
1.4. Tujuan Penelitian 
Tujuan dari penelitian ini adalah: 
1. Merancang, membuat, dan mengimplementasikan sistem keamanan 
menggunakan depthstream camera kinect berbasis IoT. 
2. Memicu alarm yang berada di tempat berbeda dari perubahan nilai histogram 
menggunakan konsep IoT. 
1.5. Manfaat Penelitian 
Manfaat dari penelitian ini adalah: 
1. Membantu pihak kemanan untuk mempermudah dalam proses monitoring dan 
pengamanan ruangan. 
2. Membantu penelitian selanjutnya untuk pengembangan teknologi keamanan 
ruangan berbasis IoT. 
  




































2.1. Tinjauan Penelitian Terdahulu 
Tinjauan penelitianIterdahulu dijadikan sebagai acuan untuk melakukan 
penelitian, sehinggaIdapat memperkayaIteori yang digunakan dalamImengkaji 
penelitian. Dengan mengangkat beberapa topik penelitian lain untuk dijadikan 
sebagai referensi pada penelitian ini. Berikut adalah penelitianIterdahuluIberupa 
beberapa jurnalIskripsiIterkaitIdengan topik penelitian yang dilakukan. 
Tabel 2. 1 PenelitianITerdahulu 
JudulIPenelitian Metode Hasil 
Motion Detection Based on 
Frame Differene Method 
(Singla, 2014) 
Perbedaan frame Didapatkan hasil pengujian ketika 
ada pergerakan maka perbedaan 
gambar biner menunjukkan warna 
putih dan jika tidak ada pergerakan 




Enhancement (Singh & 
Dixit, 2015) 
 Contrast Limited 
Adaptive Histogram 
Equalization 




Dari hasil pengujian histogram 
equalization meningkatkan 
kontras secara signifikan. Contrast 
limited adaptive histogram 
equalization meningkatkan 
kontras lebih besar dalam 
intensitas piksel yang mengara 
pada pemrosesan artefak. 
Sedangkan Dynamic histogram 
equalization meningkatkan 
kontras lebih efisien dari metode 
sebelumnya, namun memiliki 
kelemahan yaitu tidak baik dalam 
menjaga kecerahan gambar. 




































Sensor Kinect (Indarto, 
Leksono, & Budi, 2015) 
Skeletal Tracking Dari hasil pengujian didapatkan 
kinect dapat mendeteksi enam 
orang secara bersamaan. 
Deteksi Penyusup 
Berdasarkan Analisis Depth 
Frame Menggunakan 
Kamera Kinect (Surya, 




Didapatkan hasil uji menghasilkan 
frame per seond rata-rata sebesar 
77,81 saat kamera mendeteksi 
adanya objek. 
Sistem Keamanan Ruangan 
Berbasis Internet of Things 
dengan Menggunakan 
Aplikasi Android (H, 
Kristomson, Subrata, Rosalia 
H, Gozali, 2018) 
Internet of Things Jarak 1 sampai dengan 15 meter 
baik dengan halangan tembok 
maupun tidak,  didapatkan hasil 
pengujian berhasil dengan tingkat 
akurasi 100% sedangkan jarak 20 
hingga 30 meter dengan halangan 
maupun tidak didapatkan hasil 
pengujian gagal. 
Sistem. Pendeteksian 
Manusia untuk Keamanan. 
Ruangan menggunakan 
Viola-Jones. (Sianturi et al., 
2018) 
Viola-Jones Berdasarkan hasil penelitian 
didapatkan waktu pendeteksian 
tercepat adalah 116,59 ms dan 
waktu terlama pendeteksian 
146,11 ms dengan akurasi 
mencapai 86,88%, namun terdapat 
beberapa faktor seperti faktor 
cahaya, posisi kamera, dan posisi 




SistemI Monitoring Banjir 
IMenggunakan ProtokolI 
MQTT (Hasiholan, 
Primananda, & Amron, 
2018) 
ProtokolIMQTT BerdasarkanIhasil penelitian 
didapatkanIprotokol MQTT 
digunakanI untukI sistem 
monitoringI banjirI dengan 
tingkatI. akurasi 97,801% dengan 
standart deviasi kurang lebih 
0,0309 cm. 
 

































Berdasarkan beberapa penelitian terdahulu belum ada penelitian yang 
mengintegrasikan depthstream camera dengan IoT melalui perbandingan nilai 
kedalaman yang didistribusikan menjadi histogram untuk sistem keamanan. 
Penelitian terdahulu yang berjudul “Sistem Pendeteksian Manusia untuk Keamanan 
Ruangan menggunakan Viola-Jones”, dan “Perancangan Sistem Pendeteksi 
Kehadiran Manusia Menggunakan Sensor Kinect” menggunakan alat yang sama 
yaitu kinect, akan tetapi penelitian tersebut tidak menggunakan depthstream 
camera. Penggunaan kamera kinect biasa dapat dipengaruhi cahaya dan benda 
bersifat glossy. 
Penelitian dari (Surya et al., 2016) dan (Singla, 2014) menggunakan 
depthstream camera dalam mengembangkan sistem keamanan. Penelitian tersebut 
tidak dipengaruhi oleh cahaya, namun dipengaruhi oleh benda yang bersifat glossy. 
Penelitian inilah yang menjadi dasar teori penggunaan depthstream camera dalam 
penelitian ini. Karena sifatnya yang tidak terpengaruh oleh cahaya. 
Penelitian dengan judul “Histogram Equalization: A Strong Technique for 
Image Enhancement” menggunakan histogram untuk menigkatkan kontras dan 
kecerahan dari citra. Histogram digunakan untuk mendapatkan informasi atau nilai 
kedalaman yang didapatkan dari depthstream camera. Histogram juga dapat 
mendeteksi pergerakan objek dengan membandingkan nilai histogram dari gambar 
saat ini dengan nilai histogram gambar saat depthstream camera pertama kali 
dinyalakan.  
Penelitian terdahulu berjudul “Implementasi Konsep Internet of Things pada 
Sistem Monitoring Banjir Menggunakan Protokol MQTT” dan “Sistem Keamanan 
Ruangan Berbasis Internet of Things dengan Menggunakan Aplikasi Android” 
menggunakan konsep IoT sebagai sistem keamanan. Berdasarkan penelitian 
sebelumnya konsep IoT dapat menjadi solusi untuk monitoring ruangan jarak jauh 
dengan menggunakan koneksi internet. 

































2.2. Sistem Keamanan 
Sistem keamanan pada umumnya digunakan untuk mengamankan suatu barang 
berharga. Sistem keamanan sangat diperlukan untuk mencegah tindakan yang tidak 
diinginkan seperti pencurian. Sistem keamanan yang baik adalah sistem keamanan 
yang dapat dipantau dari jarak jauh dan dapat dikendalikan menggunakan perangkat 
(H, Kristomson, Subrata, Rosalia H, Gozali, 2018). Berdasarkan ISO 9001 yang 
berfokus pada mekanisme keamanan dari sisi software, berupa penggunaan sistem 
operasi open source, kewajiban menggunakan antivirus untuk sistem operasi 
Windows, pembatasan hak akses informasi berdasarkan departemen masing-
masing, menggunakan spamfilter dan menggunakan dua mekanisme firewall dari 
linux dan mikrotik (Mufti & Mursityo, 2017). Sistem keamanan pada penelitian ini 
digunakan untuk mengamankan ruangan menggunakan perangkat yang dapat 
dipantau dari jarak jauh. 
2.3. Motion Detection 
Motion Detection adalah proses mendeteksi pergerakan sutatu objek yang 
ditujukan untuk mengenali gerakan objek yang ditemukan dalam dua gambar. Saat 
ini motion detection telah menjadi penelitian yang menarik untuk dijadikan aplikasi 
seperti kinerja fisik, evaluasi, diagnostik medis, dan Virtual Reality (Singla, 2014). 
Cahaya inframerah atau teknologi laser dapat digunakan sebagai alat deteksi gerak 
dengan cara kerja mendeteksi gangguan pada spktrum inframerah (Yamada et al., 
2011). Algoritma sederhana untuk motion detecction adalah dengan 
membandingkan gambar saat ini dengan gambar sebelumnya dengan menghitung 
jumlah piksel (Hantoro, 2016). 
2.4. Kinect 
Kinect adalah produk dari microsoft berupa perangkat keras yang 
mempunyai komponen input dan output. Komponen output kinect adalah Laser 
cahaya terstruktur InfraRed (IR), LED indicator, dan motor untuk mengontrol dasar 
kemiringan. Sedangkan komponen input kinect berupa empat microphone, dua 

































kamera yaitu kamera RGB dan IR, dan satu akselerometer. Gambar 2.1 
menunjukkan komponen kinect. 
 
Gambar 2. 1 Komponen Kinect (Kean et al., 2011) 
Kinect juga dapat dikembangkan seperti menggabungkan antara sensor 
dengan kamera IR untuk dijadikan citra kedalaman bidang.  
2.4.1. Depthstream Camera 
Pemrosesan citra kedalaman menggunakan depthstream camera adalah 
fungsi utama dari Kinect. Kamera inframerah (IR) atau depthstream memiliki 
bidang pandang yang sama seperti kamera pada umumnya. Tujuan dari Kinect 
adalah memainkan video game di dalam batas ruang permainan atau ruang tamu. 
Jarak tangkap normal kamera kedalaman berkisar 2 ଵ
ଶ
 kaki atau sekitar 80cm hingga 
lebih dari 13 kaki atau sekitar 400cm. Namun rentang penggunaan yang disarankan 
adalah 3 atau sekitar 100cm hingga 12 kaki atau sekitar 350cm (Kean et al., 2011). 
Gambar 2.2 menunjukkan bidang pandang dan jarak pandang kamera kinect.  


































Gambar 2. 2 Bidang Pandang dan Jarak Pandang Kamera Kinect (Kean et al., 
2011) 
Seperti kamera pada umumnya, bidang pandang depthstream camera 
berbentuk piramida. Objek yang jauh dari kamera memiliki jangkauan lateral yang 
lebih besar daripada objek yang lebih dekat ke kinect. Ini berarti tinggi dan lebar 
dimensi piksel, seperti 640x480, tidak sesuai dengan lokasi fisik pada jarak pandang 
kamera. Nilai kedalaman masing-masing piksel memetakan ke jarak fisik pada 
bidang tampilan. Setiap piksel direpresentasikan dalam frame kedalaman yang 
mempunyai nilai 16 bit, membuat properti BytesPerPixel dari masing-masing frame 
yang bernilai 2 (Kean et al., 2011). Nilai kedalaman setiap piksel hanya 13 dari 16 
bit, seperti yang ditunjukkan pada Gambar 2.3. 
 
Gambar 2. 3 Tata Letak Bit Kedalaman (Kean et al., 2011) 

































Pada Gambar 2.3, nilai kedalaman disimpan dalam bit 3 hingga 15. Untuk 
mendapatkan nilai kedalaman ke bentuk yang bisa diterapkan, maka diperlukan 
menggeser bit ke kanan untuk menghapus bit player index. Pixel Index Variable 
diasumsikan nilai pendek dari array yang berasal dari depth frame. SDK Kinect 
untuk windows menyediakan fitur mendefinisikan konstanta pada 
DepthImageFrame class yang digunakan untuk menentukan jumlah bit yang 
bergeser ke kanan untuk mendapatkan nilai kedalaman yang bernama 
PlayerIndexBitmaskWidth (Kean et al., 2011). 
2.5. Threshold 
Threshold banyak digunakan untuk pengolahan citra. Threshold adalah teknik 
yang digunakan untuk memisahkan antara objek dan latar belakangnya atau disebut 
juga binerisasi. Tujuan dari teknik ini adalah menentukan nilai threshold dari suatu 
citra (Roy, Goswami, Chakraborty, Azar, & Dey, 2014). Level abu-abu ini dapat 
berfungsi sebagai "detektor" untuk membedakan antara latar belakang dan objek 
yang dipertimbangkan sebagai latar depan dalam gambar (Fauzi et al., 2010). 
Teknik ini dapat dinyatakan sebagai berikut. 
𝑇 = 𝑇[𝑥, 𝑦, 𝑝(𝑥, 𝑦), 𝑓(𝑥, 𝑦)]   (1) 
Dimana T adalah nilai threshold, x,y adalah koordinat dari poin nilai threshold, 
p(x,y) dan f(x,y) adalah titik-titik piksel citra gray level. Threshold citra p(x,y) 
dapat ditentukan melalui persamaan berikut. 
𝑔(𝑥, 𝑦) = ൜1 𝑖𝑓 𝑓
(𝑥, 𝑦) > 1
0 𝑖𝑓 𝑓(𝑥, 𝑦) ≤ 0   (2) 
Beberapa aplikasi mendahulukan proses threshold terhadap citra gray level. 
Sebuah citra hasil dari proses threshold disajikan ke dalam bentuk histogram untuk 
mengetahui penyebaran nilai-nilai intensitas piksel (Roy et al., 2014). 
 


































Histogram adalah representasi grafis untuk distribusi warna dari citra digital 
yang memberikan deskripsi tampilan secara global (Singh & Dixit, 2015). 
Histogram menyediakan informasi yang berkaitan dengan kontras dan distribusi 
intensitas keseluruhan citra (Putra et al., 2008). Histogram digambarkan secara 
sederhana sebagai grafik batang yang didapatkan dari intensitas piksel-piksel.  
Panjangnya intensitas piksel digambarkan dalam sumbu x dan jumlah 
kemunculan dari setiap intensitas digambarkan dalam sumbu y. Histogram juga 
dapat menunjukan tingkat kecerahan dan tinkat kontras dari suatu citra. Histogram 
dapat dijadikan alat bantu untuk pengolahan citra. Pada penelitian ini histogram 
memiliki nilai kedalaman yang didapatkan dari depthstream camera, digunakan 
untuk memicu alarm.  
2.7. InternetIofIThings (IoT) 
IoT adalah sebuahIkonsepIyang menggunakan internetIuntuk menjadi sarana 
segala aktifitas yang pelakunya saling berinteraksi. IoT mengacu pada milaran 
perangkat yang saling terhubung atau bisa disebut dengan “Objek Cerdas” atau 
“Smart Things” (Cirani, Picone, Gonizzi, Veltri, & Ferrari, 2015). Dengan adanya 
IoT segala kegiatan dan aktifitas dimudahkan melalui online dan lebih efisien 
(Sulaiman & Widarma, 2017). IoT merupakan inti dari industri teknologi informasi 
generasi baru.  
Dampak IoT pada evolusi internet menuju lingkungan cerdas generasi 
berikutnya yang sangat bergantung pada integrasi IoT dengan cloud computing. 
Saat IoT terhubung dengan cloud sejumlah data besar yang telah dikumpulkan dari 
banyak tempat, dapat diolah dan dianalisis untuk membuat makna informasi ke end-
user (Barcelo et al., 2016). Gambar 2.4 menunjukkan konsep IoT. 


































Gambar 2. 4 Konsep IoT (TongKe, 2013) 
Penelitian ini menggunakan konsep IoT digunakan untuk menghubungkan 
perangkat keamanan yang berada pada ruangan tempat penyimpanan barang 
berharga dengan alarm yang berada di ruangan yang berbeda dengan menggunakan 
Raspberry Pi sebagai penerima sinyal yang dikirim dari depthstream camera saat 
di ruangan penyimpanan ada pergerakan. 
2.6.1. Raspberry Pi 
Raspberry Pi adalah hardware berupa personal computer yang berukuran 
mini dengan harga terjangkau. Raspberry Pi juga unggul dalam efisiensi 
penggunaan daya listrik. Raspberry Pi banyak digunakan untuk aplikasi web-
service, automasi, dan produk berupa IoT lainnya. Raspberry Pi memiliki OS yang 
bernama Raspbian yaitu customisasi dari OS debian. Raspberry Pi biasa 
dikembangkan menggunakan bahasa pemrogaman Phyton yang berarti standar 
bahasa pemrogaman (Mustafa, 2017). Komponen yang ada pada Raspberry Pi 
terdiri dari USB socket, Lan, Leds Indicator, Audio, Ram and CPU, Sd Card Slot, 
power socket, GPIO, dan socket HDMI. Gambar 2.5 menunjukkan komponen 
raspberry pi model 2B. 


































Gambar 2. 5 Komponen Raspberry Pi Model 2B (Vujović & Maksimović, 2014) 
2.8. ADDIE 
Addie adalah singkatan dari limat tahap yaitu Analysis, Design, Develop, 
Implement, Evaluate. Model ini bergantung pada setiap tahap yang dilakukan 
dengan urutan yang diberikan, namun pendekatan ini terfokus pada pemberian 
umpan balik untuk perbaikan terus-menerus (Anwar, Schadaw, & Althafani, 2018). 
Pada awal perkembangannya, ADDIE merupakan salah satu gagasan yang berasal 
dari Florida State University untuk mengatur proses dalam merumuskan sistem 
instruksional pada program pelatihan militer. Dengan berhasilnya konsep tersebut, 
tahapan addie semakin dikembangkan hingga muncul versi terbarunya pada tahun 
70-an yang populer hingga sekarang (Sari, 2016). 
2.8.1. Analysis 
Fase analisis adalah dasar untuk semua fase desain instruksional lainnya. 
Selama fase ini, diharuskan mendefinisikan masalah, mengidentifikasi sumber 
masalah dan menentukan solusi yang mungkin(Sari, 2016). Fase tersebut dapat 
mencakup teknik penelitian khusus seperti analisis kebutuhan, analisis pekerjaan 
dan analisis tugas. Keluaran dari fase ini sering termasuk tujuan instruksional, dan 
daftar tugas yang harus diinstruksikan. Output ini akan menjadi input untuk fase 
Desain (McGriff, 2000). 
2.8.2. Design 
Fase Desain melibatkan penggunaan output dari fase Analisis untuk 
merencanakan strategi untuk mengembangkan instruksi. Selama fase ini, Anda 

































harus menjabarkan cara mencapai tujuan instruksional yang ditentukan selama fase 
Analisis dan memperluas fondasi instruksional. Beberapa elemen dari Fase Desain 
dapat termasuk menulis deskripsi populasi target, melakukan analisis pembelajaran, 
menulis tujuan dan item tes, memilih sistem pengiriman, dan mengurutkan instruksi 
(Sari, 2016). Output dari fase Desain akan menjadi input untuk fase Develop 
(McGriff, 2000). 
2.8.3. Develop 
Fase Pengembangan didasarkan pada fase Analisis dan Desain. Tujuan dari 
fase ini adalah untuk menghasilkan rencana pelajaran dan bahan pelajaran. Selama 
fase ini, Anda akan mengembangkan instruksi, semua media yang akan digunakan 
dalam instruksi, dan semua dokumentasi pendukung. Ini mungkin termasuk 
perangkat keras dan perangkat lunak (McGriff, 2000). 
2.8.4. Implement 
Tahap Implementasi mengacu pada pengiriman aktual dari instruksi, apakah 
itu berbasis kelas, berbasis laboratorium, atau berbasis komputer. Tujuan fase ini 
adalah penyampaian instruksi yang efektif dan efisien. Fase ini harus 
mempromosikan pemahaman siswa tentang materi, mendukung penguasaan tujuan 
siswa, dan memastikan transfer pengetahuan siswa dari pengaturan pengajaran ke 
pekerjaan (McGriff, 2000). 
2.8.5. Evaluate 
Fase ini mengukur efektivitas dan efisiensi instruksi. Evaluasi harus benar-
benar terjadi sepanjang keseluruhan proses desain dalam fase, antara fase, dan 
setelah implementasi (Tegeh & Kirna, 2013). Evaluasi dapat berupa Formatif atau 
Summatif. Evaluasi Formatif adalah evaluasi yang sedang berlangsung selama dan 
di antara fase. Tujuan dari jenis evaluasi ini adalah untuk meningkatkan instruksi 
sebelum versi final diimplementasikan. Sedangkan evaluasi Sumatif biasanya 
terjadi setelah versi akhir instruksi diimplementasikan. Jenis evaluasi ini menilai 
keefektifan instruksi secara keseluruhan. Data dari Evaluasi Summatif sering 
digunakan untuk membuat keputusan tentang instruksi (McGriff, 2000). 


































C# merupakan bahasa pemrogaman berorientasi objek untuk mempermudah 
mengeksekusi class atau function yang didesain dan dikembangkan oleh Microsoft. 
Bahasa pemrogaman C# dapat digunakan di berbagai platform seperti aplikasi 
desktop, aplikasi web, aplikasi kantor, server-side website, games, dan lain-lain 
(Al-Bastami, 2017). Bahasa pemrogaman ini dibuat berbasiskan bahasa 
pemrogaman C++ yang telah disederhanakan dengan fitur pada bahasa 
pemrogaman lainnya seperti Java, Delphi, dan VB (Wiener, 2004).  Bahasa 
pemrogaman ini bergantung dengan framework .NET yang terdapat di perangkat 
lunak Microsoft visual studio. Microsoft visual studio membantu mengkonversikan 
baris kode C# menjadi sebuah aplikasi platform desktop dan web. 
2.10. Javascript 
Javascript adalah bahasa pemrogaman yang saat ini sedang populer, dengan 
didukung banyaknya framework yang banyak digunakan oleh komunitas 
pengembang yang melakukan update dalam jangka waktu relatif pendek (N. Jain, 
Mangal, & Mehta, 2015). Bahasa javascript adalah bahasa yang berorientasi objek 
yang memudahkan function atau class mengeksekusi barisan code (Kim, Im, & 
Jung, 2011). Saat ini bahasa javascript banyak digunakan untuk pengembangan web 
dengan menggabungkan HTML dan CSS. Node JS adalah salah satu aplikassi yang 
menggunakan javascript sebagai bahasa pemrogaman. 
2.11. Node JS 
Node JS adalah software yang sering digunakan untuk mengembangkan 
aplikasi berbasis web dan ditulis dalam bahasa javascript. Node js membuat 
javascript tidak hanya berjalan di client atau browser (Pr., 2018). Node js membuat 
javascript  agar dapat dijalankan di server seperti halnya bahasa pemrogaman.PHP, 
Ruby,.dan sebagainya. Node js dijalankan di sistem operasi Windows, Mac OS, dan 
Linux dengan tidak memerlukan perubahan pada code javacsript. Node js memiliki 
library sendiri. berupa server HTTP yang dapat menjalankan. server web tanpa 
menggunakan. program lain. 


































Saat ini python adalah bahasa pemrogaman multiguna dengan perancangan 
yang berfokus pada machine learning yang merupakan bagian dari artifical 
intellegence (AI) yang dikembangkan oleh Guido van Rossum(Kiyohara, Miyata, 
& Mizoguchi, 2015)(S. Jain, Vaibhav, & Goyal, 2014). Python juga banyak 
digunakan  untuk membuat berbagai macam program, seperti program CLI, 
program desktop, aplikasi mobile, web, IoT dan sebagainya. Python juga dikenal 
sebagai bahasa pemrogaman open source sehingga banyak diminati oleh 
programmer (KURNIAWAN, SUNARYA, & TULLOH, 2018). 
2.13. Unified Model Language (UML) 
UML adalah bahasa pemodelan standar yang terdiri dari serangkaian 
diagram terintegrasi yang dikembangkan untuk membantu pengembang aplikasi 
dalam menentukan, memvisualisasikan, membangun, dan mendokumentasikan 
artefak software yang dibuat (Dobing & Parsons, 2008). UML dapat mewakili 
kumpulan dari code dalam sistem besar dan kompleks. UML merupakan bagian 
terpenting dalam mengembangkan perangkat lunak. UML juga dapat membantu 
tim proyek saling berkomunikasi, mencari potensi, dan memvalidasi rancangan  
arsitektur perangkat lunak (Aeni Hidayah & Fetrina, 2017).  
Sejarah singkat tentang UML dimulai secara resmi pada tahun 1994 ketika 
Rumbaugh menggabungkan kekuatan Booch. Proyek ini memiliki tujuan 
menggabungkan metode booch dan rumbaugh. Pada tahun 1995 UML merilis versi 
0.8 dan cakupan UML semakin luas, sehingga pada tahun 1997 UML dijadikan 
sebagai standar bahasa pemodelan. Gambar 2.6 menunjukkan searah UML. 


































Gambar 2. 6 Sejarah UML 
2.14. Integrasi Keilmuan  
Berdasarkan dari hasil wawancara dengan Kiai Haji Mohammad Khusnu Milad 
didapatkan ayat Al-Qur’an yang menjelaskan tentang keamanan hati atau iman 
seperti yang difirmankan Allah dalam surat Al-An’am ayat 82 yang berbunyi: 
 َنوَُدتْهُم  ْمُهَو  ُنَْمْﻷا  ُمُهَل  َِكئ َٰلُوأ  ٍمْلُِظب  ْم ُهَناَميِإ اوُسِبْلَي  ْمَلَو اوُنَمآ  َنيِذﱠلا 
“Orang-orang yang beriman dan tidak mencampuradukkan iman mereka 
dengan dengan kezhaliman, mereka itulah orang-orang yang mendapatkan 
keamanan, dan mereka itu adalah orang-orang yang mendapat petunjuk” 
Ayat di atas menjelaskan bahwa keamanan bukan dari banyaknya lapis 
keamanan atau banyaknya pasukan atau tentara, melainkan timbul dari jiwa yang 
tenang, jiwa yang beriman kepada Allah SWT. Kemudian adapun ayat yang 
didapatkan selain surat Al-An’am, yaitu surat An-Nur ayat 55 yang berbunyi: 
 َنيِذﱠلا  َفَلَْختْسا اَمَﻛ  ِضَْرْﻷا ﻲِﻓ  ْمُهﱠنَفِلَْختْسَيَل  ِتاَحِلا ﱠصلا اوُلِمَعَو  ْمُﻛْنِم اوُنَمآ  َنيِذﱠلا  ُ ﱠစ  َدَعَو 
 َنوُﻛِرْشُي  َﻻ ﻲِنَنوُُدبْعَي ۚ اًنَْمأ  ْمِهِﻓْوَخ  ِدْعَب  ْنِم  ْمُهﱠنَل ِّدَُبيَلَو  ْمُهَل  ٰﻰََﺿت ْرا يِذﱠلا  ُمَُهنيِد  ْمُهَل  ﱠنَن ِّﻛَُميَلَو  ْمِهِلَْبق  ْنِم 
 َنُوقِساَفْلا  ُمُه  َِكئ َٰلُوأَﻓ  َكِل َٰذ  َدْعَب  َرَفَﻛ  ْنَمَو ۚ ًائْيَش ﻲِب 

































“Dan Allah telah berjanji kepada orang-orang yang beriman diantara kamu dan 
mengerjakan amal-amal shalih bahwa Dia akan menjadikan mereka berkuasa dan 
sungguh Dia akan meneguhkan bagi mereka agama mereka yang diridhaiNya untuk 
mereka dan Dia benar-benar akan mengganti (keadaan) mereka sesudah mereka 
dalam ketakutan menjadi aman sentosa. Mereka tetap menyembahKu dengan tiada 
mempersekutukan sesuatu pun dengan Aku. Dan barangsiapa yang (tetap) kafir 
sesudah (janji) itu, maka mereka itulah orang-orang yang fasik” 
Ayat di atas menjelaskan bahwa Allah menjanjikan orang-orang yang beriman 
kepada-Nya dan mengerjakan amal-amal shalih akan diteguhkan hatinya dan 
mengganti keadaan yang aman sentosa.   





































MetodeIpenelitianIadalah tahapan untuk meneliti sebuah permasalahan. 
Metode penelitian yang digunakan adalah metode Analysis, Design, Develop, 
Implement, Evaluate (ADDIE). Metode penelitian ini dirancang untuk sistem 
pembelajaran (Sari, 2016). Penelitian ini menggunakan ADDIE karena antara 
tahapan satu dengan tahapan yang lain bisa langsung di evaluasi atau di revisi sesuai 
dengan kondisi. Berikut adalah gambaran dari metode pengembangan ADDIE: 
 
Gambar 3. 1 Alur Metode ADDIE 
Berikut adalah penjelasan yang akan dilakukan berdasarkan proses: 
1. Analysis pada penelitian ini dilakukan untuk mengidentifikasi masalah, 
mengidentifikasi alat yang sesuai dengan pemecahan masalah, pemikiran produk 
yang akan dikembangkan. 
2. Design pada penelitian ini dilakukan untuk merancang produk yang akan 
dikembangkan. 
3. Develop pada penelitian ini dilakukan untuk mengembangkan produk yang 
sudahh dirancang dari proses sebelumnya. 

































4. Implement pada penelitian ini dilakukan untuk menguji coba produk melalui 
beberapa skenario pengujian. 
5. Evaluate pada penelitian ini bisa dilakukan untuk melihat apakah produk sudah 
dapat memecahkan masalah dan sesuai dengan hasil dari proses sebelumnya. 
3.1.1. Analisis 
Pada tahapIini terdapat proses perumusan masalahIyangImenjadiIlatar 
belakangIpenelitian sistem keamanan berbasis IoT menggunakan depthstream 
camera, seperti yang sudah tertera pada rumusan masalah pada bab pertama. 
Masalah yang diangkat pada penelitian ini adalah pemanfaatan depthstream camera 
kinect untuk sistem keamanan ruangan, menggunakan perbedaan nilai histogram 
sebagai pemicu, dan menggunakan konsep IoT untuk mengirimkan sinyal yang 
berada diruangan berbeda. 
3.1.2. Desain 
Tahap yang kedua adalah merancang produk yang akan dikembangkan 
dengan menetapkan alur kerja sistem melalui flowchart. Gambar 3.2 menunjukkan 
flowchart sistem. 


































Gambar 3. 2  Flowchart Sistem 
Berikut adalah rincian dari flowchart sistem yang terdapat pada Gambar 3.2: 
1. Mendapatkan nilai kedalaman dari depthframe yang diperoleh saat kinect 
pertama kali mengambil citra kedalaman ruangan. 
2. MenghitungIbatasIbawahIdan batas atas dari nilai kedalaman dari depthstream 
camera pada waktu kinect pertama kali dihidupkan melalui perhitungan berikut. 
𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 =  ∑ ௉஽∗௡
ଵ଴଴
    (3) 
Dimana:  
Threshold: Nilai ambang batas yang akan dijadikan pemicu alarm 
∑ PD: Pixel data yang dijumlahkan. 
N: Nilai statik yang akan dijadikan sebagai batas untuk perhitungan batas bawah 
dan batas atas seperti berikut. 

































𝑀𝑎𝑥 =  ∑ 𝑃𝐷 + 𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑    (4) 
𝑀𝑖𝑛 =  ∑ 𝑃𝐷 − 𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑     (5) 
Dimana: 
Max: Nilai batas atas 
Min: Nilai batas bawah 
3. Membandingkan antara nilai kedalaman dengan batasIbawahIdanIbatasIatas 
yangIdidapatkan dari proses sebelumnya. 
4. Jika nilai kedalaman kurang dari batas bawah atau lebih dari batas atas maka 
dilanjutkan ke proses selanjutnya, sedangkan tidak maka kembali ke proses 
sebelumnya. 
5. Mengambil gambar dan disimpan pada personal computer yang terhubung 
dengan kinect dan mengirimkan sinyal ke raspberry pi menggunakan jaringan. 
6. Raspberry Pi menerima sinyal dari personal computer yang berada pada jaringan 
yang sama, kemudian raspberry pi mengirimkan sinyal ke modul alarm berupa 
lampu dan memicu alarm berupa lampu untuk menyala. 
3.1.3. Pengembangan 
Setelah dilakukan rancangan produk, tahap selanjutnya adalah 
mengembangkan produk sesuai dengan hasil rancangan. Tahap ini menggunakan 
hardware dan software sebagai berikut: 
Hardware: 
1. Kinect XBOX 360. 
2. Laptop dengan spesifikasi: 
a. Ram 4 Gb. 
b. OS Windows 10. 
c. HDD 500GB. 





































1. Microsoft Visual Studio 2012 
2. Node Js 
3. Python 
3.1.4. Implementasi 
Setelah melalui proses pengembangan, tahap selanjutnya adalah melakukan 
implementasi dengan menguji produk menggunakan skenario pengujian. Pengujian 
dilakukan di UniversitasIIslamINegeriISunanIAmpelISurabaya, menggunakan 
ruangan Lab Bahasa 3 yang berada di gedung Laboratorium Integrasi. Daftar 
skenarioIpengujian terdapat padaITabel 3.1 berikut: 
Tabel 3. 1  SkenarioIPengujian 
No Skenario Pengujian 
1 Pengujian terhadap jarak yang dimulai dari 1 meter hingga 3,5 meter sesuai dengan 
spesifiksi Kinect. 
2 Pengujian terhadap kondisi pencahayaan 0 sampai dengan 13 candela menggunakan lux 
meter. 
3 Pengujian terhadap pantulan cermin datar. 
 
3.1.5. Evaluasi 
Setelah dilakukan pengujian, tahap selanjutnya adalah evaluasi sistem 
dengan cara menentukan persentase keakuratan sistem yang telah dikembangkan 
pada proses sebelumnya. Evaluasi sistem dilakukan dengan cara menentukan 
persentase keakuratan sistem dari masing-masing skenario pengujian. Tujuan dari 
menentukan persentase keakuratan adalah untuk melihat jarak, kondisi 
pencahayaan paling baik untuk menggunakan sistem ini. 
3.2. Tempat dan Waktu Penelitian 
Penelitian ini dilaksanakan mulai bulan September sampai dengan bulan 
Desember 2019. Penelitian ini dilaksanakan di ruang Center for Peace Building 
(CPB) yang terletak di gedung transit Universitas Islam Negeri Sunan Ampel 
Surabaya. 




































BerdasarkanIrumusan masalahIpada bab 1 tentang pembuatanIsistem 
keamanan berbasis IoT menggunakan depth stream camera, berikut adalah 
pemaparan tentang analisis kebutuhan sistem, desain sistem, pengembangan sistem, 
implementasi sistem, dan evaluasi sistem. 
4.1. Analisis Kebutuhan Sistem 
Pada tahap ini dilakukan analisis dengan cara melakukan pengamatan pada 
sistem keamanan yang menggunakan kamera seperti CCTV. Sistem keamanan cctv 
menggunakan kamera RGB. Sistem keamanan tersebut mempunyai kelemahan 
yaitu membutuhkan seseorang yang memonitoring sepanjang waktu dan 
terpengaruh dengan adanya cahaya.  
Berdasarkan masalah dari sistem keamanan menggunakan kamera cctv 
didapakan hasil untuk memecahkan masalah tersebut yaitu dengan membuat sistem 
keamanan menggunakan depthstream camera yang tidak terpengaruh oleh cahaya, 
dan sensitif terhadap objek yang bergerak. Sistem keamanan ini menggunakan 
teknik threshold untuk menentukan nilai stabilitas sistem dan menggunakan konsep 
IoT untuk menginformasikan penjaga keamanan yang berada di ruangan keamanan 
menggunakan alarm berupa lampu LED dengan mengirimkan sinyal dari personal 
computer yang terhubung dengan depthstream camera ke raspberry pi yang 
terhubung dengan alarm menggunakan koneksi internet yang sama. Keluaran dari 
sistem ini dapat membantu dalam monitoring ruangan.  
4.2. Desain Sistem 
Pada tahap iniIdilakukanIperancangan sistem keamanan berbasis IoT 
menggunakan depthstream camera menggunakan useIcaseIdiagram, Iactivity 
diagram, sequence diagram. 
 

































4.2.1. Use Case Diagram 
Use case diagam adalah pemodelan  untuk menggambarkan behavior atau 
kelakuan sistem yang akan dibuat. Use case diagram menggambarkan sebuah 
interaksi antara satu atau lebih aktor dengan sistem yang akan dibuat. Use case yang 
dibuat dalam sistem ini ditunjukkan pada Gambar 4.1. Dalam sistem ini hanya ada 
satu pengguna saja yaitu penjaga keamanan. Sesuai dengan hasil analisis, aktor 
dapat monitoring ruangan dengan syarat yaitu menjalankan sistem terlebih dahulu. 
 
Gambar 4. 1 Use Case Diagram 
4.2.2. Activity Diagram 
Activity diagram merupakan gambaran alur kerja sistem.keamanan yang 
dibuat. Activity diagram sistem keamanan berbasis IoT menggunakan depthstream 
camera ditunjukkan pada Gambar 4.2. 


































Gambar 4. 2 Activity Diagram 
Pada Gambar 4.2 dimulai dengan menjalankan aplikasi oleh penjaga 
keamanan. Kemudian mendapatkan nilai kedalaman dari gambar kedalaman. Nilai 
kedalaman dikonversi menjadi histogram. Selanjutnya menghitung threshold 
maksimum dan minimum saat aplikasi dimulai. Persamaan batas estimasi 
ditunjukkan pada Rumus 3. 

































Di mana threshold digunakan untuk perhitungan nilai maksimum dan 
minimum threshold untuk mendeteksi perubahan piksel berdasarkan pada 
pergerakan di dalam ruangan. Persamaan threshold batas maksimum dan minimum 
ditunjukkan pada Rumus 4 dan 5. Setelah mendapat batas maksimum dan 
minimum, kemudian dibandingkan dengan ∑ 𝑃𝑖𝑥𝑒𝑙 𝐷𝑎𝑡𝑎, yang diperoleh secara 
real-time oleh sensor kedalaman Kinect yang ditunjukkan pseudocode dibawah ini.  
1. 𝐽𝑖𝑘𝑎 ∑ 𝑃𝑖𝑥𝑒𝑙 𝐷𝑎𝑡𝑎 > 𝑀𝑎𝑥 𝑎𝑡𝑎𝑢 ∑ 𝑃𝑖𝑥𝑒𝑙 𝐷𝑎𝑡𝑎 < 𝑀𝑖𝑛 
2. 𝑀𝑒𝑛𝑔𝑖𝑟𝑖𝑚𝑘𝑎𝑛 𝑠𝑖𝑛𝑦𝑎𝑙 𝑘𝑒 𝑎𝑐𝑡𝑢𝑎𝑡𝑜𝑟 
3. 𝑀𝑒𝑚𝑖𝑐𝑢 𝑝𝑒𝑟𝑎𝑛𝑔𝑘𝑎𝑡 𝑦𝑎𝑛𝑔 𝑠𝑢𝑑𝑎ℎ 𝑑𝑖𝑘𝑒𝑚𝑏𝑎𝑛𝑔𝑘𝑎𝑛 
4. 𝑙𝑎𝑖𝑛𝑛𝑦𝑎 
5. 𝐾𝑒𝑚𝑏𝑎𝑙𝑖 𝑘𝑒 𝑝𝑟𝑜𝑠𝑒𝑠 𝑝𝑒𝑟𝑡𝑎𝑚𝑎 
6. 𝐵𝑒𝑟𝑎𝑘ℎ𝑖𝑟 
Selanjutnya mengambil gambar, lalu mengirim sinyal ke aktuator. 
Kemudian memicu perangkat yang telah dikembangkan untuk memberi tahu 
penjaga keamanan. 
4.2.3. SequenceIDiagram 
Sequence diagramIdigunakanIuntuk menggambarkanIinteraksi objek atau 
perilaku pada sebuah skenario. Gambar 4.3 menunjukkanIsequenceIdiagram pada 
penelitianIini. 
 
Gambar 4. 3 ISequence Diagram 

































Gambar 4.3 dijelaskan bahwa aktor memulai aplikasi, kemudian aplikasi 
antarmuka pengguna muncul. Kamera aliran kedalaman berikutnya mendapatkan 
nilai kedalaman dan mengirimkannya ke kelas sebagai objek tempat menghitung 
nilai kedalaman untuk mendapatkan batas maksimum dan minimum. Selanjutnya, 
dibandingkan ambang batas maksimum dan minimum dengan nilai kedalaman yang 
diperoleh pada proses sebelumnya secara terus menerus. Selanjutnya mengirim 
sinyal ke aktuator, kemudian mengambil gambar jika terdeteksi gerakan. Aktuator 
berikutnya mengirimkan sinyal untuk memicu alarm. Alarm terakhir memberitahu 
aktor bahwa ruangan itu mendeteksi pergerakan. 
4.3. Pengembangan Sistem 
Dalam tahap ini penulis menjelaskan tentang alat yang dibutuhkan beserta 
langkah pembuatan sistemnya. 
4.3.1. Desain Arsitektur 
Desain arsitektur digunakan untuk menggambarkan properti atau barang 
yang digunakan pada penelitian ini. Gambar 4.4 menunjukkan desain arsitektur 
yang akan dilakukan pada penelitian ini. 
 
Gambar 4. 4 Desain Arsitektur 

































Pada Gambar 4.4 dapat dijelaskan bahwa kinect terhubung dengan personal 
computer yang ada di ruangan penyimpanan, digunakan sebagai alat deteksi gerak. 
Sedangkan monitor yang terhubung dengan raspberry pi 3b dan alarm sebagai alat 
yang menginformasikan pegawai keamanan. Kedua komputer terhubung dengan 
koneksi internet yang sama, sehingga ketika kinect mendeteksi gerakan akan 
memicu komputer yang terhubung untuk mengirimkan sinyal melalui koneksi 
internet. Selanjutnya diterima oleh raspberry pi 3B yang terhubung dengan alarm 
untuk memicu alarm. 
4.3.2. Rangkaian Sistem 
Proses selanjutnya adalah merangkai sistem sesuai dengan arsitektur 
diagram di atas. Rangkaian kinect yang terhubung dengan laptop ditunjukkan pada 
Gambar 4.5. 
 
Gambar 4. 5 Rangkaian Kinect dengan Laptop 
Gambar 4.5 rangkaian kinect yang dihubungkan dengan laptop untuk 
menjalankan aplikasi sistem keamanan pada penelitian ini. Selanjutnya adalah 
rangkaian raspberry pi, monitor, keyboard, mouse dan led yang akan ditunjukkan 
pada Gambar 4.6. 


































Gambar 4. 6 Rangkaian Raspberry Pi 
4.3.3. Desain Antarmuka Aplikasi 
Setelah merangkai alat maka tahap selanjutnya adalah membuat sistem 
keamanan tersebut. Digunakan Microsoft Visual Studio dalam pembuatan sistem. 
Berikut adalah langkah-langkah pengembangan sistem keamanan berbasis IoT 
menggunakan depthstream camera. Pengembangan ini dimulai dengan membuat 
antarmuka sistem keamanan yang dibuat. Gambar 4.7 menunjukkan antarmuka 
sistem. 
 


































Gambar 4. 7 Antarmuka Kedalaman Ruangan 
Terlihat pada Gambar 4.7 menunjukkan gambar kedalaman ruangan yang 
diambil saat sistem dinyalakan dan nilai histogram yang didapatkan dengan 
mengubah citra kedalaman. Gambar kedalaman berwarna monokrom karena 
menggunakan sensor dan camera IR. Selanjutnya nilai kedalaman yang didapatkan 
dari proses sebelumnya dikonversikan menjadi histogram untuk membandingkan 
nilai kedalaman dengan nilai threshold maksimal dan minimal. 
4.3.4. Implementasi Persamaan Threshold 
Dari persamaan threshold yang didapat pada activity diagram, kemudian 
dibuatlah ke dalam bentuk coding seperti pseudocode berikut ini. 
 
1. 𝑖𝑛𝑡 𝑚𝑖𝑛, 𝑖𝑛𝑡 𝑚𝑎𝑥, 𝑖𝑛𝑡 𝑛 
2. 𝑛 
3. 𝑖𝑛𝑡 𝑝𝑒𝑟𝑠𝑒𝑛 = ∑ ௉஽∗ே 
ଵ଴଴
 
4. 𝑚𝑖𝑛 =  ∑ 𝑃𝐷 − 𝑝𝑒𝑟𝑠𝑒𝑛 
5. 𝑚𝑎𝑥 = ∑ 𝑃𝐷 + 𝑝𝑒𝑟𝑠𝑒𝑛 
6. 𝐼𝑓 ∑ 𝑃𝑖𝑥𝑒𝑙 𝐷𝑎𝑡𝑎 > 𝑀𝑎𝑥 𝑎𝑡𝑎𝑢 ∑ 𝑃𝑖𝑥𝑒𝑙 𝐷𝑎𝑡𝑎 < 𝑀𝑖𝑛 
7. 𝑀𝑒𝑛𝑗𝑎𝑙𝑎𝑛𝑘𝑎𝑛 𝐹𝑢𝑛𝑐𝑡𝑖𝑜𝑛 𝑇𝑎𝑘𝑒𝑃𝑖𝑐𝑡𝑢𝑟𝑒() 
8. 𝑒𝑙𝑠𝑒 
9. 𝐾𝑒𝑚𝑏𝑎𝑙𝑖 𝑘𝑒 𝑝𝑟𝑜𝑠𝑒𝑠 𝑝𝑒𝑟𝑡𝑎𝑚𝑎 
10. 𝑠𝑎𝑠. 𝑐𝑜𝑛𝑡𝑒𝑛𝑡 = "𝑆𝑖𝑟𝑖𝑛𝑒 𝑀𝑎𝑡𝑖" 
11. 𝐵𝑒𝑟𝑎𝑘ℎ𝑖𝑟 

































Pseudocode di atas menunjukkan bahwa nilai persen didapat dari ∑ ௉஽ ௫ ௡
ଵ଴଴
 
dimana ∑ 𝑃𝐷 adalah ∑ 𝑃𝑖𝑥𝑒𝑙𝐷𝑎𝑡𝑎 yang didapatkan dari sistem saat pertama kali 
dihidupkan. Setelah nilai persen didapatkan, dihitunglah nilai min dan max dengan 
persamaan ∑ 𝑃𝑖𝑥𝑒𝑙 𝐷𝑎𝑡𝑎 − 𝑃𝑒𝑟𝑠𝑒𝑛 untuk nilai min dan ∑ 𝑃𝑖𝑥𝑒𝑙 𝐷𝑎𝑡𝑎 + 𝑃𝑒𝑟𝑠𝑒𝑛 
untuk nilai max. Proses berikutnya adalah jika nilai param lebih dari nilai max atau 
jika nilai param kurang dari nilai min, dimana nilai param adalah ∑ 𝑃𝑖𝑥𝑒𝑙 𝐷𝑎𝑡𝑎. 
Jika proses perbandingan nilai berhasil maka sistem akan menjalankan function 
TakePicture(). Sedangkan else menjalankan perintah sas.Content = “Sirine Mati”. 
Percobaan dilakukan menggunakan nilai 1-5 untuk mendapatkan threshold yang 
optimal. Berikut adalah percobaan menggunakan n = 1 sebagai threshold. 
 
Gambar 4. 8 Implementasi Persamaan Threshold n=1 
Gambar 4.8 dapat dijelaskan bahwa gambar tersebut adalah gambar awal 
saat mengimplementasikan persamaan threshold n=1.  Dari hasil percobaan n=1 
diketahui bahwa nilai kedalaman tidak stabil dan membuat alarm terkadang 
berbunyi meskipun tidak ada objek yang terdeteksi. 
 
Gambar 4. 9 Implementasi Persamaan Threshold n=2 

































Gambar 4.9 dapat dijelaskan bahwa gambar tersebut adalah gambar awal 
saat mengimplementasikan persamaan threshold n=2. Dari hasil percobaan n=2 
didapatkan bahwa nilai kedalaman tetap diantara nilai max dan nilai min sehingga 
tidak memicu alarm secara tiba-tiba. 
 
Gambar 4. 10 Implementasi Persamaan Threshold n=3 
Gambar 4.10 dapat dijelaskan bahwa gambar tersebut adalah gambar awal 
saat mengimplementasikan persamaan threshold n=3. Dari hasil percobaan n=3 
didapatkan bahwa nilai kedalaman tetap berada diantara nilai max dan min sehingga 
tidak memicu alarm secara tiba-tiba meskipun tidak ada gerakan. 
 
Gambar 4. 11 Implementasi Persamaan Threshold n=4 
Gambar 4.11 dapat dijelaskan bahwa gambar tersebut adalah gambar awal 
saat mengimplementasikan persamaan threshold n=4. Dari hasil percobaan n=4 
didapatkan bahwa nilai kedalaman berada diantara nilai max dan nilai min sehingga 
tidak memicu alarm secara tiba-tiba. 
 


































Gambar 4. 12 Implementasi Persamaan Threshold n=5 
Gambar 4.12 dapat dijelaskan bahwa gambar tersebut adalah gambar awal 
saat mengimplementasikan persamaan threshold n=5. Dari hasil percobaan n=5 
didapatkan hasil nilai max dan nilai min terbalik, sehingga membuat alarm menyala 
terus meskipun tidak ada gerakan.  
4.4. ImplementasiISistem 
Implementasi sistemIpada.penelitianIini adalah dengan menguji sistem dengan 
berbagai skenario pengujian. Pengujian sistem yang dilakukan dengan deteksi 
gerakan atau objek pada jarak 1 hingga 3,5 meter, deteksi gerakan melalui berbagai 
kondisi pencahayaan, deteksi gerakan melalui pantulan cermin datar. Pengujian 
pertama adalah pengujian terhadap jarak yang dilakukan dari jarak 1 m, 2 m, 3 m 
dan 3,5 m. Gambar 4.8 menunjukkan pengujian sistem terhadap objek dengan jarak 
1 m. 


































Gambar 4. 13 Pengujian Menggunakan Kamera RGB Pada Jarak 1m 
Gambar 4.13 dapat dijelaskan bahwa gambar diambil oleh kamera RGB pada 
jarak 1 m. Selanjutnya gambar sistem saat mendeteksi adanya objek pada jarak 1m. 
Selanjutnya adalah Gambar 4.14 menunjukkan tampilan sistem yang diambil saat 
ada objek berada di jarak 1m dari Kinect. 


































Gambar 4. 14 Pengujian Menggunakan Depthstream Camera Pada Jarak 1m 
Gambar 4.14Idapat dijelaskanIbahwa gambar kiri adalah gambar ruangan saat 
tidak ada objek yang terdeteksi, dan gambar kanan adalah gambar ruangan saat 
sistem mendeteksi adanya objek menggunakan depthstream camera. Pengujian 
selanjutnya adalah pengujian sistem terhadap objek dengan jarak 2m. Gambar 4.15 
menunjukkan  pengujian terhadap objek dengan jarak 2m. 
 
Gambar 4. 15 Pengujian Menggunakan Kamera RGB Pada Jarak 2m 

































Gambar 4.10 dapatIdijelaskanIbahwa gambar ini diambil menggunakan 
kamera RGB saat melakukan pengujian. Selanjutnya gambar tampilan sistem saat 
melakukan pengujian pada jarak 2m yang ditunjukkanIpadaIGambar 4.16.  
 
Gambar 4. 16IPengujian Menggunakan Depthstream Camera Pada Jarak 2m 
Gambar 4.16Idapat dijelaskanIbahwa gambar kiri adalah gambar ruangan saat 
tidak ada objek yang terdeteksi, dan gambar kanan adalah gambar ruangan saat 
sistem mendeteksi adanya objek menggunakan depthstream camera. Pengujian 
selanjutnya adalah pengujian terhadap objek dengan jarak 3m 
yangIditunjukkanIpada Gambar 4.17.  
 
Gambar 4. 17 Pengujian Menggunakan Kamera RGB Pada Jarak 3m 

































Gambar 4.17 dapat dijelaskan bahwa gambar di atas diambil menggunakan 
kamera RGB pada saat melakukan pengujian. Selanjutnya adalah gambar 
depthstream camera pada saat pengujian pada jarak 3m yang ditunjukkan pada 
Gambar 4.18. 
 
Gambar 4. 18 Pengujian Menggunakan Depthstream Camera Pada Jarak 3m 
Gambar 4.18 dijelaskan bahwa kamera depthstream tidak mendeteksi adanya 
objek atau gerakan karena histogram tidak mengalami perubahan yang signifikan 
seperti percobaan pada jarak 1 hingga 2 meter sebelumnya. Pengujian selanjutnya 
adalah mendeteksi objek pada jarak 3,5m dimana jarak tersebut menjadi batas akhir 
dari deteksi sesuai spesifikasi depthstream camera yang ditunjukkan.pada Gambar 
4.19.  


































Gambar 4.19IPengujian Menggunakan Kamera RGB Pada Jarak 3,5m 
Gambar 4.19 dijelaskan bahwa gambar pengujian di atas diambil menggunakan 
kamera RGB. Selanjutnya menggunakan depthstream camera pada saat pengujian 
dengan jarak 3,5m ditunjukkanIpadaIGambar 4.20. 
 
Gambar 4. 20 Pengujian Menggunakan Depthstream Camera Pada Jarak 3,5m 

































Gambar 4.20 dijelaskan bahwa depthstream camera tidak mendeteksi adanya 
objek atau gerakan. Pengujian ini dilakukan masing-masing sebanyak 20 kali untuk 
mendapatkan tingkat keakuratan sistem. HasilIdariIpengujian terhadap jarak 
ditunjukkanIpada tabel berikut. 
Tabel 4. 1 Akurasi HasilIImplementasi Sistem Terhadap Jarak 1 Hingga 3,5IMeter 
 1 MeterI 2 MeterI 3 MeterI 3,5 MeterI 
Sukses 20 20 0 0 
Gagal 0 0 20 20 
Persentase Sukses 100% 100% 0% 0% 
Persentase Gagal 0% 0% 100% 100% 
 
Pengujian sistem kedua adalah pengujian deteksi gerakan terhadap berbagai 
kondisi pencahayaan yang dilakukan dengan skala 0 sampai dengan 13 candela 
yang ditunjukkan pada Gambar 4.21. 
 
Gambar 4. 21 Pengujian Terhadap Kondisi Pencahayaan Menggunakan Kamera 
RGB 

































Gambar 4.21 dijelaskan bahwa gambar tersebut diambil menggunakan kamera 
RGB. Selanjutnya adalah pengambilan gambar melalui depthstream. Gambar dari 
tampilan sistem yang diambil menggunakan depthstream camera pada pengujian 
terhadap kondisi pencahayaan ditunjukkan.pada Gambar 4.22. 
 
 
Gambar 4. 22 Pengujian Menggunakan Depthstream Camera Pada Kondisi 
Pencahayaan. 
Gambar 4.22 dijelaskan bahwa depthstream camera tidak terpengaruh oleh 
kondisi cahaya. Hasil dari pengujian ditunjukkan pada Tabel 4.2. 
 
 

































Tabel 4. 2 Deteksi Objek atau Gerakan Melalui Berbagai Kondisi Pencahayaan 
Skala Candela Hasil 
0 Depthstream camera mendeteksi objek atau gerakan. 
1 Depthstream camera mendeteksi objek atau gerakan. 
2 Depthstream camera mendeteksi objek atau gerakan. 
3 Depthstream camera mendeteksi objek atau gerakan. 
4 Depthstream camera mendeteksi objek atau gerakan. 
5 Depthstream camera mendeteksi objek atau gerakan. 
6 Depthstream camera mendeteksi objek atau gerakan. 
7 Depthstream camera mendeteksi objek atau gerakan. 
8 Depthstream camera mendeteksi objek atau gerakan. 
9 Depthstream camera mendeteksi objek atau gerakan. 
10 Depthstream camera mendeteksi objek atau gerakan. 
11 Depthstream camera mendeteksi objek atau gerakan. 
12 Depthstream camera mendeteksi objek atau gerakan. 
13 Depthstream camera mendeteksi objek atau gerakan. 
 
Pengujian sistem ketiga adalah pengujian deteksi gerakan melalui pantulan 
cermin datar dengan cara sinar dan kamera IR dipantulkan melalui cermin dengan 
ukuran 78,5cm x 28,5cm yang digunakan untuk mendeteksi objek atau gerakan 
yang ada dibelakang depthstream camera ditunjukkan pada Gambar 4.23.   


































Gambar 4.23IPercobaan Deteksi Gerak Melalui Pantulan Cermin Datar 
Gambar 4.23 dapat dijelaskan bahwa gambar tersebut diambil menggunakan 
kamera RGB pada saat pengujian. Gambar 4.24 menunjukkan tampilan dari sistem 
pada saat pengujian menggunakan depthstream camera melalui pantulan cermin. 
 
Gambar 4. 24 Pengujian Melalui Pantulan Cermin Menggunakan Depthstream 
Camera 

































Gambar 4.24 dapat dijelaskan bahwa depthstream camera disorotkan ke 
cermin kemudian memantul ke objek yang ada dibelakangnya. Objek yang adal 
dibelakang kinect dapat terdeteksi selama ada dalam jangkauan kinect yang telah 
dijelaskan pada bab 2. Pengujian ini dilakukan sebanyakI100 kali percobaan. 
HasilIpengujian ditunjukkan padaItabel 4.3. 
Tabel 4. 3 Akurasi Hasil Implementasi Sistem Melalui Pantulan Cermin 
 Expetasi Fakta 
Sukses 100 56 
Gagal 0 44 
Persentase Sukses 100% 56% 
Persentase Gagal 0% 44% 
 
4.5. Evaluasi Sistem 
Dari hasil implementasi teknik threshold dapat dievaluasi bahwa sistem 
mendeteksi adanya gerakan secara optimal menggunakan nilai n= 2 sampai dengan 
n=4 karena  pada saat pengujian dicoba n=1 didapatkan hasil sistem terlalu sensitif 
karena nilai min dan nilai max mempunyai nilai yang terlalu dekat dengan nilai 
piksel yang didapat, sedangkan n=5 didapatkan bahwa sistem membuat alarm 
menyala terus-menerus karena nilai max dan min terbalik. Kemudian dari hasil 
implementasi sistem dapat di evaluasi bahwa depthstream camera dapat 
mendeteksi objek dan memicu alarm dengan baik maupun gerakan secara langsung 
dengan jarak 1 hingga 3,5m. Berdasarkan hasilIdari pengujianIpadaITabel 4.1 dapat 
dievaluasi bahwa Kinect hanya dapat mendeteksi pada pada jarak 1 hingga 2m 
mendapatkan tingkat akurasi sebesar 100%, sedangkan pada jarak 3 hingga 3,5m 
didapatkan tingkat akurasi sebesasr 100% kegagalan. Evaluasi selanjutnya 
didapatkan dari implementasi deteksi gerakan atau objek melalui berbagai kondisi 
pencahayaan. Didapatkan dari hasil implementasi bahwa dari skala 0 hingga 13 Cd 
Kinect tetap mendeteksi adanya objek atau gerakan. Evaluasi selanjutnya 

































didapatkan dari implementasi deteksi objek atau gerakan melalui pantulan cermin 
datar. BerdasarkanITabel 4.3 diatas dapatIdievaluasi bahwa tingkat akurasi sistem 
yang dipantulkan ke cermin untuk mendeteksi objek yang berada dibelakangnya 
sebesar 56% keberhasilan dan margin error 44%. Margin error mencapai 44% 
karena inframerah mememantulkan sensornya ke arah kinect sendiri, sehingga 
membuat nilai kedalaman tidak stabil.   





































Dari hasil penelitian yang telah dilakukan dalam mengembangkan sistem 
keamanan berbasis IoT menggunakan depthstream camera, dapat disimpulkan  
sebagai berikut. 
1. PengembanganI sistem menggunakanI metodeIADDIE. Pada tahap analisis 
didapatkan kebutuhan alat keamanan yang dapat mendeteksi gerakan dengan 
berbagai kondisi pencahayaan. Tahap desain dibuatlah rancangan arsitektur 
sistem, dan desain UML yang digunakan. Tahap pengembangan dibuatlah 
rangkaian berdasarkan alat yang dibutuhkan, kemudian dibuat interface untuk 
mengetahui sistem bekerja dengan baik pada saat pengujian. HasilIpengujian 
fungsionalitas menyatakan bahwa sistem ini dapat melewati semua skenario tes 
yang diujikan. Hasil pengujian didapatkan untuk menguji keberhasilan sistem 
dalam mendeteksi gerakan atau objek melalui beberapa tes skenario untuk 
memicu alarm. Dari hasil implementasi teknik threshold dapat dievaluasi bahwa 
sistem mendeteksi adanya gerakan secara optimal menggunakan nilai n= 2 
sampai dengan n=4 karena  pada saat pengujian dicoba n=1 didapatkan hasil 
sistem terlalu sensitif karena nilai min dan nilai max mempunyai nilai yang 
terlalu dekat dengan nilai piksel yang didapat, sedangkan n=5 didapatkan 
bahwa sistem membuat alarm menyala terus-menerus karena nilai max dan min 
terbalik. Kemudian dari tes skenario deteksi objek atau gerakan dari jarak 1m 
dan 2m didapatkan persentase keberhasilan 100%, sedangkan di jarak 3m dan 
3,5m didapatkan persentase kegagalan mencapai 100%. Kemudian hasil 
pengujian terhadap berbagai kondisi pencahayaan 0 hingga 13 skala candela 
didapatkan sistem dapat mendeteksi dengan baik. Hasil pengujian selanjutnya 
deteksi melalui pantulan cermin, didapatkan persentase keberhasilan 56% dan 
margin error 44%, tergantung penempatan kinect pada saat memantulkan 
sensor inframerah ke cermin. 

































2. Hasil pengujian menunjukkan sistem memicu alarm dari perubahan nilai 
histogram yang dihitung menggunakan rumus 3. Persamaan tersebut dijalankan 
pada saat depthstream camera pertama kali dinyalakan untuk menentukan 
threshold maksimum dan minimum yang digunakan untuk memicu alarm 
apabila ∑ 𝑃𝑖𝑥𝑒𝑙𝐷𝑎𝑡𝑎 lebih dari threshold maksimum atau kurang dari threshold 
minimum. 
5.2.Saran 
Saran yang penulis berikan dalam penggunaan sistem keamanan ini atau 
pengembangan penelitianIyang akan.datang  antara lain. 
1. Disarankan untuk menggunakan sistem pada ruangan berukuran maksimal 
2x2m karena tingkat akurasi keberhasilan sistem mencapai 100% pada jarak 
maksimal 2m begitu juga melalui pantulan cermin. 
2. Mengembangkan sistem keamanan berbasis IoT menggunakan depthstream 
camera dari Kinect XBOX One. Karena perkembangan teknolologi dalam hal 
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