The higher-dimensional Kerr-NUT-de Sitter spacetime describes the general rotating asymptotically de Sitter black hole with NUT parameters. It is known that such a spacetime possesses a rank-2 closed conformal Killing-Yano (CKY) tensor as a "hidden" symmetry which provides the separation of variables for the geodesic equations and Klein-Gordon equations. We present a classification of higher-dimensional spacetimes admitting a rank-2 closed CKY tensor. This provides a generalization of the Kerr-NUT-de Sitter spacetime. In particular, we show that the Kerr-NUT-de Sitter spacetime is the only spacetime with a non-degenerate CKY
Introduction
Symmetries play important roles in search of exact solutions to the Einstein equations. Killing vector fields and conformal Killing vector fields generate isometries and conformal isometries of the spacetime, respectively. Totally symmetric generalization of the Killing vector is called a Killing tensor. In [1] , Yano introduced so-called Killing-Yano tensor, which is totally antisymmetric extension of the Killing vector. Later, the notion of conformal Killing-Yano (CKY) tensor was introduced in [2, 3, 4] .
Floyd [5] and Penrose [6] pointed out that the D = 4 Kerr spacetime possesses a rank-2 Killing tensor which can be constructed from a rank-2 CKY tensor. Therefore, the CKY tensor reveals "hidden" symmetries of the Kerr metric.
The D-dimensional Kerr-NUT-de Sitter metric was constructed by Chen-Lü-Pope [7] . The metric is the most general known solution describing the higher-dimensional rotating black hole spacetime with NUT parameters. It takes the form
where D = 2n + ε (ε = 0 or 1). The functions Q µ (µ = 1, 2, · · · , n) are given by
where X µ = X µ (x µ ) is an arbitrary function depending on one coordinate x µ . The σ k and σ k (x µ ) are the k-th elementary symmetric functions of {x The metric satisfies the Einstein equation Ric(g) = Λg if and only if X µ takes the form [7, 8] , where c, c k and b µ are free parameters. This class of metrics gives the Kerr-NUT-de Sitter metric [7] , and the solutions in [9, 10, 11, 12, 13] are recovered by choosing special parameters.
It turns out that the higher-dimensional Kerr-NUT-de Sitter spacetimes have very common features with the D = 4 Kerr families. In particular, they have a rank-2 closed CKY tensor, which generates "hidden" symmetries [14, 15] . The hidden symmetries imply complete integrability of geodesic equations [16, 17] and complete separation of variables for the Hamilton-Jacobi [18] , Klein-Gordon [18] and Dirac equations [19] . Various aspects related to the integrability have been extensively studied in [20, 21, 17, 22, 23, 24, 25, 26, 27] . For reviews on these subjects, see, for example, [28, 29] . These results on the integrability may be important for the study of the gravitational perturbations and the stability of higher-dimensional black hole spacetimes. Recently, some progress in this direction was done in [30, 31, 32] .
This integrability leads to a natural question whether there are other geometries with such a CKY tensor. Here we prove that the Kerr-NUT-de Sitter spacetime is unique geometry. Let h be a rank-2 CKY tensor and ξ associated vector of h. In [23] , we briefly sketched the proof of the following theorem:
) admits a non-degenerate rank-2 CKY tensor h satisfying the conditions
Then, M is only the Kerr-NUT-de Sitter spacetime.
The proof given in [23] was not completely satisfactory because it was based on the existence of geodesic separable coordinates [33, 34, 35] and a brute force calculation. Furthermore, the role of the closed CKY tensor was not clear. We have been trying to improve the proof of Theorem 1 in such a way that the role of the CKY tensor is clearly seen. Moreover, in [23] we assumed that the eigenvalues of the closed CKY tensor are functionally independent, i.e., non-degenerate. But it is known that the celebrated D = 4 Euclidean Taub-NUT space has a degenerate rank-2 closed CKY tensor [36, 37] . The assumption of non-degeneracy excludes such important class of spacetimes.
Therefore, we reconsider the problem without the assumption of non-degeneracy. The CKY tensor generally has the non-constant eigenvalues and the constant ones. Let (M, g) be a D-dimensional spacetime with a closed rank-2 CKY tensor h. Let x µ (µ = 1, · · · , n) and ξ i (i = 1, · · · , N) be the non-constant eigenvalues and the non-zero constant ones of h, respectively. Suppose the eigenvalues of the "square of the CKY tensor" Q = (Q 6) where D = 2(|ℓ| + |m|) + K. Here |ℓ| = n µ=1 ℓ µ and |m| = N i=1 m i . Analyses for the non-degenerate and some degenerate cases with |m| = 0 can be found in [26] . 1 We obtained the following results [38] :
The metric g and the closed rank-2 CKY tensor h take the forms
The metrics g (i) 
can take the special form:
The functions P µ are defined by
with an arbitrary function X µ depending on one variable x µ . The 1-forms θ k satisfy 10) where ε = 0 for the general type and ε = 1 for the special type. 1 In [26] , the eigenvalue problem for a square of the parallel-propagated two-form F was studied, not the eigenvalue problem for a square of the closed CKY tensor h.
The metric may be locally given as a Kaluza-Klein metric on the bundle over Kähler manifolds whose fibers are Kerr-NUT-de Sitter spacetimes. The Einstein condition of the generalized Kerr-NUT-de Sitter spacetime can be found in [38] .
In this paper, we give a proof of Theorem 2. Theorem 1 follows as a special case of Theorem 2.
In completing the improvement of our proof, the paper [27] appeared. The authors of [27] investigated the non-degenerate cases, and proved that the assumptions (a2) and (a3) are superfluous because they follow from the existence of the CKY tensor. In the following proof, we owe very much to their insights that the conditions (a2) and (a3) can be obtained from (a1). In particular, we use their result to obtain Lemma 3: L b ξ h = 0. The authors of [27] obtained the condition L b ξ g = 0 at the final stage of their proof. In this paper, we show that the Killing vector condition can be obtained at earlier stage by taking into account of the symmetry (3.11).
A second-rank CKY tensor
In this section, we briefly review the rank-2 CKY tensor and explain our notation. Let M be a D-dimensional spacetime with the metric
which satisfies
where ∇ a = ∇ ∂a is the Levi-Civita connection, and
is called the associated vector of the CKY tensor h. To any vector X ∈ T M, let us associate a 1-form X ∨ as follows:
Then (2.4) can be written as follows
where δ is the adjoint of the exterior derivative d. Let us introduce a (1, 1)-tensor H : T M → T M which is associated with h:
Also, let Q : T M → T M be a (1, 1)-tensor defined by
Let us assume that the eigenvalues of Q have the following form:
The eigenvalues x 2 µ are non-zero functions of the local coordinate y a and the eigenvalues ξ We can decompose the tangent bundle into the eigenspaces of Q:
For any vectors X = X a ∂ a and Y = Y a ∂ a , let us denote their inner product by
Let us choose an orthonormal basis e A ∈ T M of the tangent vectors
It is convenient to take the basis vectors e A as eigenvectors of projectors P (λ) . We choose
ℓµ+α } α=1,2,...,ℓµ , {e
respectively, such that
ℓµ+α , H e
[µ]
We denote their dual one-forms (vielbeins) as follows:
Proof of Theorem 2
We assume that the second rank CKY tensor h is closed: dh = 0. The relation (2.3) with this condition leads to the following equations for the closed CKY tensor:
Lemma 1. The multiplicity constant ℓ µ in (2.9) of the non-constant eigenvalue x 2 µ is equal to one:
(Proof of Lemma 1). From (2.15), x µ can be expressed as follows:
α , e
ℓµ+α , e
Using (3.1), (3.3) and (3.4), we have
For ℓ µ > 1, this equation leads to
These relations mean that ∂ a x µ = 0, i.e., x µ is a constant, which contradicts the assumption x µ = x µ (y). Now the eigenvalues of Q are given by
The functions x 2 for µ = 1, 2, . . . , n. Now the basis of orthonormal vectors is given by
where µ = 1, 2, . . . , n, α j = 1, 2, . . . , m j (j = 1, 2, . . . , N), and α 0 = 1, 2, . . . , K. We also denote the dual 1-forms as follows:
The closed CKY tensor takes the form
The following subgroup of the "local Lorentz group" SO(D) preserves the form of the CKY tensor h:
The SO(2) µ rotates (e µ , e n+µ ) and other rotation groups act on one-forms similarly. This symmetry of the vielbeins or orthonormal vectors plays an important role to fix the form of them. For general vector X = X a ∂ a , (3.5) can be rewritten as
At least one of (e µ , ξ) and (e n+µ , ξ) is non-zero, so P (x 2 µ ) ξ is a non-trivial vector field: 
Note that
Without loss of generality, by using the SO(2) µ -symmetry, one can choose the vectors (e µ , e n+µ ) as follows:
This choice of {e µ , e n+µ } leads to the following relations:
Now we have the covariant derivative of the functional eigenvalue x µ :
As a corollary of this equation, we have
(Proof of Lemma 2). Similar to the derivation of (3.12), we have
Then ∂ a ξ j = 0 leads to the conditions 22) which are equivalent to (3.20) .
Without loss of generality, we can take
Recall that the property of the eigenvalues x 2 µ guarantees that P (x 2 µ ) ξ = 0. But there is no reason to assume that P (0) ξ is non-trivial. Thus the function S may be zero.
The associated vector ξ can be written as
Let us introduce one-forms f µ and f n+µ as follows
The SO(2) µ symmetry fixes the form of these one-forms as follows: Applying the argument of [27] to our case, we have
Therefore, we also have the following condition:
Thus, we have
which is equivalent to the following condition:
By setting X = e µ , Y = e n+µ , one finds − (e n+µ , ∇ e n+µ ξ) = (e µ , ∇ eµ ξ). On the other hand, since 
33)
with the conditions:
Also we have
42)
and ω (α,0),(β,0) are not restricted. For µ = 1, 2, . . . , n (with no sum), Next, we calculate the covariant derivative of the associated vector (3.24) using the restricted form of the spin-connections. Using ∇ a e A = D B=1 ω B,A (∂ a )e B , we get the following result:
with a consistency condition:
This condition implies
and
In addition, from (3.45), the co-closedness condition of ξ ∨ implies
From the form of the spin-connections, it follows that the vectors {e µ } µ=1,2,...,n are involute:
ω ρ,ν (e µ )e ρ ∈ span{e µ } µ=1,2,...,n .
(3.50)
By setting X = e ν , (3.18) implies that ∇ eν x µ = e ν (x µ ) = P µ δ µν . Also, using the explicit form of the spin-connections, and the relation (3.48), we can easily check that the vectors {(1/ P µ )e µ } µ=1,2,...,n are mutually commuting. Therefore, from the Frobenius's theorem, we can choose x µ as a local coordinate of the integral submanifold and the vector e µ can be written as follows:
From (3.47) and (3.48), we conclude that the function P µ has the form:
whereX µ (x µ ) is some function of one variable x µ . We find it convenient to writeX µ as follows:X
in order to study the Einstein condition [38] . Now we obtain
and the form of ω µ,n+µ (no sum over µ) is completely fixed as
The equation of the closed CKY tensor (3.1) can be rewritten as follows
For (3.10), using (3.18) and the restricted form of the spin-connections, one can see that
There are two cases.
Case I: S = 0. In this case, the two form h (3.10) satisfies the closed CKY equation (3.56) without any restriction.
Case II: S = 0. In this case, (3.58) requires that dim T M (0) = K = 1.
Lemma 5. If S = 0, then the function S must have the following form:
for some nonzero constant c.
(Proof of Lemma 5) . If S = 0 with K = 1, from (3.45), we have
On the other hand, in order to preserve the symmetry (3.11), the one-form appeared in the bracket of the right-handed side of above equation must be proportional to the one-form e 1 (0) :
Here f 0 is some function. From (3.61) and the co-closedness condition (3.49), we have
Then (3.61) leads to the following relation:
which completes the proof of Lemma 5.
Combining these results, we now have
Thus we proved that ξ is a Killing vector:
Now we have derived two conditions L b ξ g = 0 (3.65) and L b ξ h = 0 (3.29) from the closedness condition, we can use the theorem of [22] . Let us introduce vector fields η (j) , constructed from the Killing vector ξ using the actions of the (1, 1)-tensor Q. In terms of their "generating functions", they are defined by
Here ε = 0 if S = 0 and ε = 1 if S = 0. From the theorems of [22] , it follows that η (j) are mutually commuting Killing vectors.
We can introduce local coordinates ψ j as follows:
Expressions of the vectors e n+µ (and e
K if S = 0) can be easily read off from (3.66)
and √ Se
Now we have determined the vectors e µ (3.51) and e n+µ (3.68). The remaining vectors e 1 is given by εe
From these expressions of orthogonal vectors, the vielbeins have the form 
Here θ j are some 1-forms which satisfy
By examining the first structure equation
we can restrict the form of the vielbeins. Let (
} α=1,2,...,m j be an orthonormal frame of g (j) such that the metric and the corresponding Kähler form ω (j) are given by
.
(3.75)
Examining the first structure equations for e A = e α (j) and e m j +α (j)
, we obtain the following result: are given by By examining the remaining first structure equation, we find: 
A Proof of Lemma 4 A.1 Projectors and derivatives
In this subsection, we briefly review how projectors behave under an action of derivatives. We consider the property in general setting. In the next subsection, we use it to our specific problem.
Let F be a (1, 1)-tensor in D-dimension. Let us denote its eigenvalue set by E(F ):
We choose λ i = λ j if i = j. An element λ j ∈ E(F ) appears as one of eigenvalues of F with certain multiplicities. Let us introduce the projectors as follows:
Let us consider the following equation
By operating a derivative D on the left-handed side of (A.3), we have
The action of D on the right of (A.3) yields
By comparing (A.4) and (A.5), we must have
A.2 Covariant derivatives of the projectors for Q Now let us apply the general argument of the previous subsection to F = Q, D = ∇ a .
3
We have
Using these relations and with some work, we can find the covariant derivative of projectors of Q:
where
Remark. Lemma 1 is equivalent to the constraint (A.6) for F = H or F = Q. The closed CKY tensor imposes strong constraints on the dimension of the space of a functional eigenvalue through (A.6).
A.3 Restrictions on the spin connections
Recall that e n+µ = 1
By taking covariant derivatives of these relations, and by comparing with the following equations: We first consider the first structure equations for e and show that they can be solved by introducing an orthonormal frame of a 2m j -dimensional Kähler manifold.
From the equations For S = 0, we have (3.72). In this case, it can be treated in the same way with the first structure equation of e n+µ . With easy local calculation, we can obtain the Lemma 9.
