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Abstract 
This contribution ’ ’ investigates local differential techniques for estimating optical flow and its 
derivatives based on the brightness change constraint. By using the tensor calculus representation 
we build the Taylor expansion of the gray-value derivatives as well as of the optical flow in a 
spatiotemporal neighborhood. Such a formulation provides a unifying framework for all existing 
local differential approaches and allows to derive new systems of equations for the estimation of 
the optical flow and of its derivatives. 
We also tested various optical flow estimation approaches on real image sequences recorded 
by a calibrated camera which was fixed on the arm of a robot. By moving the arm of the robot 
along a precisely defined trajectory, we can determine the true displacement rate of scene surface 
elements projected into the image plane and compare it quantitatively with the results of different 
optical flow estimators. 
Since the optical flow estimators are based on gray-value derivatives of up to fourth-order, we 
were forced to develop modified Gaussian derivative filters to obtain acceptable estimates for the 
derivatives. Further, we show quantitatively that these filters contribute to a much more robust 
optical flow estimation. In addition, successive lines of TV-cameras have an offset in time due to 
the interlace technique. We demonstrate the adaptation of filter kernels for estimating higher-order 
spatiotemporal derivatives in interlaced image sequences. 
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1. Introduction 
Estimation of optical How and its derivatives is an important task in computer vision. 
A genuine attack on high level motion description is likely to fail unless the basic input 
data from real world image sequences is treated properly. Koenderink and van Doorn 
[ 201 and Longuet-Higgins and Prazdny [ 291 studied the role of differential invariants of 
optical flow with respect to 3D-interpretation of image sequences. Specific 3D-tasks like 
obstacle detection [ 471 and computation of bounds for time to collision [ 11,401 may 
be solved based only on zeroth- and first-order properties of optical flow. Furthermore, 
first-order properties [ 3, 13,381 can be used as features for the classification of image 
patches into regions corresponding to independently moving objects. 
In addition to first-order properties of optical flow, Koenderink and van Doorn [21] 
analyzed second-order derivatives of optical flow vectors to estimate the epipolar direc- 
tion. 
Nagel [ 361 proposed an approach to estimate spatiotemporal derivatives of the optical 
flow, whereas Werkhoven and Koenderink [ 511 limited their approach to compute only 
spatial ones. All of them use at least second-order derivatives of the gray-value pattern 
in order to capture the variation of optical flow in the neighborhood of the point under 
consideration. These differential approaches are to be distinguished from “neighborhood- 
sampling” approaches which use the actual values of the gray-value gradient at every 
point of the observed neighborhood like Nagel [ 331, Kearny et al. [ 191 and Campani 
and Verri [ 81. Regarding the above mentioned approaches to estimate optical flow and 
its derivatives, we have been able to build a common framework to derive all local differ- 
ential methods based on the brightness change constraint and to present a method which 
combines differential with neighborhood-sampling techniques. Furthermore, within this 
framework we show that if one refers strictly to the assumptions of Werkhoven and 
Koenderink [Sl 1 it will turn out that their approach is equivalent to the optical flow 
estimation technique presented by Nagel [ 341. 
Most publications presenting a new optical flow estimator discuss their results only 
qualitatively. Usually, the authors tested their implementation on a few short image 
sequences and compared the computed optical flow field against the subjective impres- 
sion of a human observer. If the true motion field of an image sequence is known, 
the sequence is a synthetic one, sometimes with additive noise. In addition, most of 
the published investigations limited the motion estimation to their method and do not 
implement other approaches for comparisons. In contrast to this, a remarkably broad 
comparison has been presented by Barron et al. [4,5], who implemented various opti- 
cal flow estimation techniques and tested them quantitatively on several synthetic and 
quasi-synthetic (i.e. one real image with simulated camera motion) image sequences. 
Their comparison with real image sequences as input data has been limited to a quali- 
tative judgement, since the true displacement rate fields2 of their non-synthetic image 
sequences are unknown. 
‘The displacement rate field denotes the temporal derivatives of displacement vectors corresponding to 
projected scene surface elements (see, e.g. Nagel 135 I ). 
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In this contribution we use an image sequence recorded with a calibrated camera 
fixed on the arm of a robot which moves along a precisely defined 3D-trajectory. The 
calibration data as well as the known trajectory allow us to compute the true displacement 
rate field for a known polyhedral scene which is compared with results obtained by the 
new optical flow estimation approaches presented in this paper and with some of the 
estimators mentioned above. 
2. Estimation of optical flow and of its derivatives 
Optical flow is defined as the apparent velocity of gray-value structures. Assuming 
temporal constancy of a moving gray-value structure g(x, y, t) observed at position 
(x, y) at time t results in the well known Optical Flow Constraint Equation (OFCE) 
postulated by Horn and Schunck [ 171: 
(2.1) 
The optical flow vector is defined as 
(U*,U*)T = 
Extending the optical flow to a three-dimensional vector u = (~1, ~2, l)T, and denoting 
partial derivatives by subscripts, Eq. (2.1) can be written as 
VgTu = g,u1 +gyu2 fg, =o. (2.2) 
Verri and Poggio [ 491 and Nagel [ 351 discussed that the OFCE (2.2) is only 
valid under restrictive conditions about the illumination of the scene. In addition, the 
OFCE does only allow to estimate a linear combination of the components ut and 112 
of the optical flow. It has to be supplemented, therefore, by additional assumptions. 
Horn and Schunck [ 171 assume smoothness for the spatial variation of the optical 
flow field by minimizing the squared gradient of both components over an image plane 
area. Variations of such a smoothness constraint are, e.g., oriented smoothness only 
perpendicular to strong gray-value transitions [ 3 1 ] or smoothness along zero-crossing 
contours of a Laplacian [ 141. 
Srinivasan [ 461, Chen et al. [ lo] and Weber and Malik [ 501 estimate the gray-value 
gradient with a set of spatiotemporal filters to obtain two or more constraint equations. 
Unfortunately, this kind of estimating optical flow must fail the more, the better the 
estimated partial derivatives approximate the real derivatives, because in this case the 
equations tend to become linearly dependent. 
Tistarelli [48] picked different subsets from a set of constraint equations and decided 
which constraint yields the most reliable results. It remains to be studied whether or 
not the inclusion of derivatives of the optical flow field could influence the result of 
Tistarelli’s investigation. 
Schunck [45], Aisbett [l] and Negahdaripour and Yu [ 391 use a generalized form 
of the OFCE which takes into account an approximation of intensity changes due to 
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shading or due to changes of the surface orientation with respect to light sources. Verri 
and Poggio [49] argue that different biological visual systems do compute different 
optical flows. In biological visual systems it suffices to comply with the qualitative 
properties of the motion field as good candidates for the subsequent analysis by other 
cells in the visual cortex. In this connection it must be allowed to define different “optical 
flows”, since they have to be considered as an approximation of the true displacement 
rate field. In this contribution we use the OFCE as a basic constraint, since it allows 
to estimate shifts of gray-value patterns without any specific assumptions about surface 
properties or about the direction of light sources. 
2.1. Common basis for local gradient bused estimators 
Apart from partially occluded objects or some artificial image sequences, the image 
of projected scene surface elements does not change abruptly with time in general, 
provided the relative movement between camera and scene surface elements is not too 
large or, more precisely, provided the temporal sampling rate is high enough. 
Thus, the OFCE can be considered valid3 not only as an approximation for a pixel 
position (x, y, f), but also for some local environment x+&c = (X+&X, ytay, t+Gt)T 
of the actual position. This assumption allows us to write the OFCE in form 
(2.3) 
If we take the optical flow to vary at most linearly, we can substitute the term U( x +6x) 
by a first-order Taylor expansion 
O=V&x + Gx)[u(x) +Vz&x)Gx]. (2.4) 
We distinguish optical flow estimation approaches based on Eq. (2.4) into two groups, 
namely Neighborhood-Sampling (NS) and gray-value gradient Taylor Expansion (TE) 
estimation approaches, depending on a description for Vg( x +6x). The Neighborhood- 
Sampling methods sample the gray-value gradient at different positions whereas the 
gray-value gradient Taylor Expansion approaches express the gradient through its Taylor 
expansion at the origin of the neighborhood [41,42]. 
2.2. Neighborhood-Sampling (NS) approaches 
If we consider a (spatial) region of rz x n pixels around the actual image frame location 
x. we can sample the gray-value gradient at n* positions. Postulating the validity of the 
OFCE at each of these positions yields an overconstrained system of n* equations. This 
method was used by Nagel [ 331 and Kearney et al. [ 191 to estimate the optical flow 
itself and by Campani and Verri [ 81 to estimate the optical flow and in addition its 
linear spatial variation: 
3 Nagel et al. I37 1 suggest a stochastic approach in order to detect discontinuities in the optical flow field 
which correspond to those image regions in which the validity of the assumptions underlying the estimation 
process are violated. 
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o=gx(~o~Yo)~l +&(xo,yo)~z +g,(xo,yo), 
O=gx(~l,yl) [Ul + Wx(Xl - x0) + W,(Yl - YO)] 
+gy(xl,Yl) [w + ( %2x Xl -x0> +u2y(Yl -yo)] +gt(xl,Yl), 
9 
(2.5) 
Campani and Verri [ 81 used a region of between 10x 10 and 70x70 pixels to achieve 
acceptable results. Obviously, this method can be extended to estimate not only the 
spatial variation of the optical flow but also its linear variation with time. In this case, 
the gray-value gradient has to be sampled in the temporal as well as in the spatial domain. 
Theoretically one can choose a similar region of up to 70x70~70 pixels which yields 
a system of 343,000( !) equations for eight unknowns. In general, this is not practical, 
because one has to delay the estimation task for 35 image frames of a video-sequence. 
For our implementation we restricted the region to a 5 x 5 x 5 neighborhood. 
2.3. Gray-value gradient Taylor Expansion (TE) approaches 
Instead of sampling the gray-value gradient in a small neighborhood, the gray-value 
gradient can be described as a Taylor series. In order to obtain a compact presentation, 
we write g instead of g(x) and we use the Einstein summation convention for a three- 
dimensional space: 
xn := X = (x, y, t>T, 
un := u = (Ul,U2, ljr, 
r” := r = (Sx, Sy, St)T, 
g,, = H = &VR’ = 
(2.6) 
a 
+A=-uT= 
dx 
Using this notation, Eq. (2.4) can be replaced by Taylor series for both VgT( x + 6x) 
and u(x +6x): 
0 = (gn + gnnrrn’ + $gnmkr”rk + ignmklrmrkr’ + 0( (+)“)) 
. (u” + ufr’ + ~u~trSrr + 0( ( r’)3)) . (2.7) 
At this point the following question is raised repeatedly: can the situation that the 
one-dimensional OFCE is not sufficient to determine both components of the optical 
flow be improved by repeatedly differentiating the equation although each differenti- 
ation introduces new higher-order derivatives of the optical flow? First, provided we 
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forget for the moment the inclusion of an estimation approach for the spatiotemporal 
derivatives of the optical flow, the aperture problem requires that additional informa- 
tion from the “outside” is brought to bear at each location where a full optical flow 
vector has to bc estimated. Apart from heuristic approaches, those which extremize a 
functional arc based on some regularization term, see above. A local estimation ap- 
proach for just the full optical flow vector itself does the same thing by omitting 
spatiotemporal derivatives of the optical flow, thus in effect forcing them to zero. 
This in turn represents a way to express that rro variation of the optical flow is mod- 
e/led within the support region exploited to estimate the optical flow vector by local 
means. 
Second, extending the same argument by modelling only the first-order spatiotem- 
poral variation of the optical flow within the support region which is exploited in 
order to determine the full optical flow vector and its first spatiotemporal derivatives 
boils down to the assumption that higher than first-order variations of the optical flow 
arc excluded for the small support region, which is nothing but a different form of a 
.rmoothnes,s conwaint. Of course, additional variants are possible in principle, for exam- 
ple modelling up to nth-order variations and excluding only (II + I )th- and higher-order 
variations. But it appeared of primary importance to investigate in detail how the re- 
sults obtained by the admission of the smoothness term in the form of just retaining 
first-order spatiotemporal variations of the optical flow within the small support region 
actually c-ompar~ ~~.ith ground truth. In addition as we shall see, retaining only terms 
up to first-order spatiotemporal derivatives of the optic flow is sufficient to enable us to 
derive all known differential estimation procedures within a single approach. Second- 
order spatiotemporal derivatives of the optic flow will, therefore, be neglected in what 
follows. 
Third, we in fact will study how the full optical Row vector itself is influenced if 
NY provide addition& degrees offreedom by quadrupling the parameters of the model 
which have to be estimated: from the two components of the optical flow vector to the 
eight components of the optical flow vector and its first-order spatiotemporal derivatives. 
In view of the relatively small spatial support-most of our experiments have been done 
with a 5x5 x5 spatiotemporal environment, i.e. a very small 5x.5 support region for the 
spatial extent only-this does not appear to be trivial a priori. 
Since this presentation will be concentrated on this aspect, we suppose therefore 
an at most linearly varying optical tlow and neglect-in the subsequent discussion- 
gray-value derivatives of order four and higher. We then obtain the Basic Optical Flow 
Equation (BOFE2.t ) of third-order: ’ 
0 = g,,~? + ( gn,,,u” + g,,ui:, ) r”’ 7 ( ~g,,rlr~~L’ + gn,,,u~) r”‘r’ + !jgnnr&r”‘rkr’. (2.8) 
We can now postulate three conditions for which the polynomial vanishes: 
’ The first subscript of the BOFE depends on the order of the Taylor expansion of the gray-value gradient 
whereas the second subscript is related to the order of the Taylor expansion of the optical flow. The order of 
the BOFE itself (here: 3) is defined as the sum of these two subscripts which is equal to the order of the 
resulting polynomial with respect to F. 
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Rigorous condition (RC). The RC results from the requirement that the polynomial 
vanishes identically, i.e. that all coefficients of the polynomial must be zero. This method 
was introduced by Nagel [34]. 
Integrated condition (IC). The underlying assumption is that only the integral of the 
polynomial over a small region must vanish. It is used to rederive the approach of 
Werkhoven and Koenderink [ 5 11. 
Sampling condition (SC). The SC merges the proposed Neighborhood-Sampling met- 
hod with the gray-value gradient Taylor Expansion method by choosing appropriate 
values 6x, Sy, 6t to express the neighboring points at which the BOFE is postulated 
to be valid. As it will turn out, this method results in equations similar to those 
derived from the RC, but the number of equations can be reduced. This method is 
new. 
2.3.1. Solution under the Rigorous Condition (RC) 
The RC demands that the polynomial should vanish identically in the neighborhood. 
As a consequence, all coefficients of the polynomial in Eq. (2.8) must be zero: 
(2.9a) 
(2.9b) 
(2.9~) 
(2.9d) 
Eqs. (2.9b), (2.9~) and (2.9d) for their part consist of 3, 6, and 10 different equa- 
tions. All in all the solution under the RC of the BOFEz,t consists of 20 equations 
for 8 unknowns which are shown in conventional notation in Eq. (2.10). In general, 
the solution under the RC of the BOFE,,,, (denoted as RC,,,) results into a system 
of (“+y+3) equations. The system of 35 equations derived from the BOFEs,i can be 
found in Appendix A.l. If one neglects all third-order partial gray-value derivatives in 
Eq. (2.10)-converting it into a system corresponding to the RCt,t-one obtains exactly 
the system of equations as presented by Nagel [ 361. Assuming in addition constancy of 
the optical flow with time, one can eliminate the fourth and last column as well as the 
fourth, seventh and ninth to last row of the resulting system of equations. This yields 
a system of equations which is equal to that presented by Nagel [ 341. Nagel [ 34,361 
pointed out that the respective systems of equations do not have full rank. The rank de- 
ficiency of the coefficient matrix in [ 361 was compensated by determining the solution 
vector of minimum norm. Hirt [ 1.51 has shown experimentally that the estimates of the 
optical flow vectors according to Nagel [36] seem to be biased in the direction of the 
gray-value gradient. In contrast to the RC 1 ,I, the RC2,t has full rank in general which 
indicates that third-order derivatives of the gray-value pattern are important to estimate 
first-order derivatives of the optical flow. 
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0 
\ 
/ 
(2.10) 
2.3.2. Solutiorl under the Integruterl Conditiorl (IC) 
In case of the IC, we assume temporal constancy of the average gray-value over a 
small region, i.e. only the integral of the polynomial (2.8) over a spatiotemporal region 
R should vanish. Before we determine the solution under the IC of the BOFE2.1, we 
want to rederive the approach of Werkhoven and Koenderink [ 5 I]. Since they describe 
variations of gray-value derivatives by first-order Taylor expansions, we have to derive 
a solution for the BOFEl ,I : 
0= 
.i’ 
(g& + (gnn,u” +g,+;,)Y’+g ,,,,, ~$9”) dr’. 
R 
(2.11) 
Let the region R be a spatiotemporal sphere centered around the origin with radius 
a&. Dividing Eq. (2.11) through ,I;, dr’ yields: 
0 = g,,u” + &,1&P = g&’ + crzg ,,,, +;;,  (2.12) 
where Ph represents the Kronecker delta. Since the OFCE (2.1) is considered as a 
constraint at all pixel positions, the partial derivatives of Eq. (2.1) must vanish: 
M. Otte, H.-H. Nagel/Artificial Intelligence 78 (1995) 5-43 13 
(2.13a) 
(2.13b) 
If we stick to the postulate that all higher than first-order derivatives of the components 
of the optical flow vector vanish identically, this results in 
If we assume variations only in the spatial domain as Werkhoven and Koenderink [51] 
did, Eqs. (2.14a) and (2.14b) have to be differentiated only with respect to x and 
y which leads to five equations. Together with Eq. (2.12) we obtain a system of six 
equations for six unknowns of the following form in conventional notation: 
which represents the same system for optical flow estimation as that derived by Werk- 
hoven and Koenderink [ 511. 5 Considering the steps we presented in order to derive 
the system of equations of Werkhoven and Koenderink [ 511, one can establish an 
inconsistency in the assumptions underlying their approach. First of all we started with 
the BOFEl,1 which implies that all gray-value derivatives higher than second-order 
can be neglected. In the final result (2.15)) however, we keep third and fourth-order 
spatiotemporal derivatives of the gray-value pattern. An equivalent inconsistency can 
be found in Werkhoven and Koenderink [ 511. They introduce coefficients 1,,,, as the 
correlation of gray-values g( x, y) with a receptive field W,,,,, which is the (n + m) th- 
order derivative of a scaled two-dimensional Gaussian. In their Eq. ( 18), We&oven 
and Koenderink [ 5 1 ] express a receptive field in terms of a linear Taylor expansion 
regardless of its order. On the one hand they neglect third- and higher-order terms when 
approximating a first-order receptive field but on the other hand they consider third- 
and fourth-order terms-resulting from approximating second- and third-order receptive 
fields through linear Taylor expansions-relevant for the estimation process. 
We derive now the solution under the IC starting with the BOFE2,l. Integration of the 
polynomial (2.8) over a region R 
5 Apart from the fact that the matrix in Eq. (2.15) is multiplied by -1 with respect to the C matrix of 
Werkhoven and Koenderink [ 511 due to a mistake in the sign in their E$. ( 18). 
(2.16) 
yields under the same assumptions as for Eq. (2.12): 
(2.17) 
Since we considered gray-value derivatives of up to third-order in this derivation, we 
can formulate appropriate conditions analogous to Eqs. (2.13a) -( 2.14b). If we neglect 
all gray-value derivatives of higher than third-order and all second-order derivatives 
of the optical flow in accordance with the assumptions underlying the BOFEz,t, we 
obtain: 
(2.18a) 
(2.18b) 
The equations with 1 = .s in (2. IXb) and (2.18~) allow to eliminate the gray-value 
variations scaled with (7’ in Eq. C 2. I7 ) and (218a). The resulting system of equations 
is 
0, = g,,p” + &J1;1, 
(2.19) 
01, = S,!/\11” + &l/u: + S,rP;I. 
0 IO- = Rn/sq + g,r/rq + Kd4;l. 
which is exactly the same result as the RC1.t (2.10). In this connection Nagel [ 361 
pointed out that the elimination of third- and higher-order gray-value derivatives in the 
system of Werkhoven and Koenderink [ 5 I] leads to the same optical flow estimation 
approach as the one presented by Nagel [ 341, who used the RC for the BOFEt ,t 
assuming constancy of the optical llow with time. 
2..3..?. Solution under the Sanzpliwg Cmdition (SC) 
The solution under the SC combines the neighborhood-sampling method with the 
gray-value gradient Taylor expansion method. A disadvantage of the neighborhood- 
sampling method is the large number of equations usually used (Campani and Verri 
[ 8 ] consider up to 4900 points, i.e. up to 4900 equations). As we showed, the RC2,t 
and RC3.t need only 20 or 35 equations, respectively, but one has to estimate at least 
third-order derivatives of the gray-value distribution. 
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The RC require that all coefficients of the polynomial (2.8) must be zero. Instead of 
this strict condition, we can choose appropriate values 6x, Sy, St to select a number of 
neighboring points. Since the BOFE2,r-see Eq. (2.8) - represents a polynomial with 
respect to r" = (6x, Sy, St)T, it can be written in the form 6 
O=c+qr' +c2r2+c3r3 
+qf(r')' + cnr'r* + q3r'r3 +c22(r*)* + c23r2r3 +c33(r3)2 
+clll(rl)’ +cln(r’)‘r* + cl13(r1)*r3 + cl22r’(r*)’ + cmr’r2r3 
+c133r’(r3)2 + c222(r*)’ + c223(r2)*r3 + c233r2(r3)* + c333(r3)3. (2.20) 
Selecting all possible values for r', r* and r3 from the set { - 1, 0, 1) which is related to 
the 3 x 3 x 3 neighborhood around the actual position leads to a system of 27 equations: 
r' r* r3 
0 0 0: o=c 
1 0 0: 0 = c+c1 +c11 fClll 
-1 0 0: 0 = c - cr + Cl1 - Cl11 
(2.21) 
-1 -1 -1: 0 = C - Cl - C* - C3 + Cl 1 + Cl* + Cl3 + C** + C23 + C33 
-Cl 11 - Cl 12 - Cl 13 - Cl22 - Cl*3 - Cl33 - C222 
6 Note: the upper index denotes the component; if a component has to be raised to second or third power, it 
is enclosed by parentheses. 
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This system of equations is similar to the RC2,i given by Eq. (2.10). The eleventh, 
seventeenth, and twentieth equation of the RC 2.1 is a summand in the second to fourth 
row of the SC result. Exploiting this observation reduces the number of equations by 3. 
The SC3.i (see Appendix A.2) reduces the number of 35 equations in case of the RC3,i 
to only 23. 
To sum up the three approaches-RC, IC. and SC-one has to consider at least third- 
order gray-value derivatives to be able to estimate first-order derivatives of the optical 
flow. This insight can be explained intuitively: the well known aperture problem for 
zero-order optical flow implies the need of changes of the gray-value gradient, see e.g. 
the definition of “gray-value corners” in [ 321. An equivalent aperture problem exists for 
the estimation of first-order changes of the optical flow vector. Suppose a small window 
has been placed over a corner of the image of a polyhedral object. Within this window 
one cannot determine whether the corner translates or diverges. Another example is the 
image of a circle for which rotation cannot be measured. In order to overcome these 
“first-order aperture problems”, images must contain information about changes of the 
curvature which is captured by the third-order gray-value derivatives. 
Another important result is the fact that the IC leads to the same result as the RC 
does, if one applies the initial assumptions consistently. Last but not least, with the 
proposed SC we presented an approach to reduce the number of equations from 20 and 
35 of the RCz,i and RC3.1 to 17 and 23. respectively. 
3. Comparison between optical flow estimators 
Barron et al. 14.51 compared quantitatively the deviation of estimated optical flow 
vectors of various approaches with respect to the true displacement rate field. However, 
the temporal variations in the image sequences used in their comparison were generated 
synthetically. Since experimental results based on synthetic image sequences are of 
limited relevance for an assessment of the quality of estimators applied under real world 
conditions, we recorded real image sequences prepared with a camera mounted on the 
moving arm of a robot. Fig. I shows four frames of such an image sequence, which 
has been presented in Otte and Nagel [ 421. The camera moves with pure 3D-translation 
towards the depicted scene which is stationary with the exception of the marbled light 
block, which translates to the left. 
The calibration data, the known position and type of the polyhedral objects within 
the scene, their displacements between image frames, and the known trajectory of the 
camera enable the computation of the true displacement rate field. Fig. 2 shows at the 
top a magnification of the upper part of the moving marbled block corresponding to the 
upper right image frame of Fig. I. Superimposed upon this image section is the true 
displacement rate of each second pixel within this region, determined on the basis of 
the known camera displacement between frames and the known scene structure. 
The displacement rate field within this window can be segmented into four regions, 
namely the two stationary columns, the moving block and the ground area. Fig. 2 
(bottom) and Fig. 3 show the corresponding estimated optical flow vectors of the 
approach of Werkhoven and Koenderink [ 5 I], of the solution under the RC considering 
up to third-order derivatives and of the Neighborhood-Sampling method sampling the 
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Fig. 1. First, seventh, thirteenth, and nineteenth frame of an image sequence recorded with a camera mounted 
on a robot arm moving with pure translation toward the scene. In addition to the camera displacement, the 
marbled block translates to the left. In the upper right image, there are two marked windows. The larger one 
is used for Figs. 2-5, the smaller one shows the region considered in Fig. 6. 
gray-value gradient in a 5 x 5 x5 spatiotemporal neighborhood. The gray-value derivatives 
were computed by a convolution of the images with modified Gaussian derivative kernels 
which will be described in Section 4. The standard deviation was selected as 1.5 in 
the spatial and 1.0 in the temporal domain. Optical flow vectors are only shown, if 
the smallest singular value of the corresponding coefficient matrix exceeds a threshold 
which was chosen interactively in order to simultaneously maximize the number of valid 
estimates while suppressing large outliers. 
The estimates of the approach of Werkhoven and Koenderink [ 5 11, based on a sys- 
tem of 6 equations for 6 unknowns, result in outliers in the vicinity of the occluding 
contours. In addition, the magnitude of the optical flow vectors within image regions 
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. 
Fig. 2. Top: Displacement rate field of the upper part of the moving light block in the upper right frame of 
Fig. I given at each second pixel position. The moving block occludes the left column and is partially hidden 
by the right column in front of it. The displacement rates vary between 1.27 and 1.31 (left column), 2.09 
and 2.14 (right column), 030 and 0.64 (moving block). as well as 1 .I0 and I. 17 (ground area) pixels per 
frame. Bottom: Optical flow estimated by the approach of Werkhoven and Koenderink 151 I. 
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Fig. 3. Analogous to Fig. 2 (bottom), but optical flow estimated by the approach of the SC2,1 (top) and by 
the Neighborhood-Sampling method, sampling the gray-value gradient within a spatiotemporal neighborhood 
of 5 x 5 x 5 pixels (bottom). 
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Fig. 3. Difference vectors between the true displacement rates and the estimated optical flow vectors obtained 
by the approach of Werkhoven and Koenderink [ 5 I 1 (top) and the Sc2.1 (bottom). 
corresponding to object surfaces vary more than the estimates obtained by the solu- 
tion under the SC or Neighborhood-Sampling method which have to solve systems 
of 17 or 125 equations for 8 unknowns, respectively. The latter two approaches are 
qualitatively comparable and give much better estimates (just as the RC2.1, RC3.1, and 
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Fig. 5. Difference vectors between the true displacement rates and the estimated optical flow vectors obtained 
by the Neighborhood-Sampling method including a spatiotemporal neighborhood of 5 x5 x5 pixels. 
the SC3,t which are not shown here due to lack of space, but they can be found in 
[ 4 1 ] ) . The deviation of estimated optical flow vectors from the true displacement rate 
can be much better illustrated by using the difference vectors between estimated and 
true vectors. As expected, the solution under the SC in Fig. 4 (bottom) as well as 
the Neighborhood-Sampling estimates in Fig. 5 have large discrepancies only close to 
occluding contours. The areas where discrepancies occur exhibit a width comparable 
to the size of the filter masks employed for the estimation of partial derivatives of the 
gray-value distribution. 
If one considers a region with a homogeneous displacement-for example a part of 
the ground surface-one expects a robust estimation of optical flow vectors since there 
are no discontinuities. In Fig. 6 one can see on the left hand side the optical flow vectors 
estimated by the approach of Werkhoven and Koenderink [ 5 11, by the solution under 
the SC and by the Neighborhood-Sampling method. On the right hand side, the resulting 
difference vectors between estimated and true displacement rate are shown. 
3. I. Quantitative comparison 
Barron et al. [ 4,5] use an angular measure of error for their quantitative comparisons. 
The optical flow as well as the true displacement vectors are extended to 3D vectors 
with an arbitrarily selected value of 1 as third component in order not to overrate 
- . 
~ . 
,.. 
............. ., 
............... 
. . . 
. 
Fig 6. Difference vectors (right hand aide) between the true displacement rates and estimated optical flow 
vectors (left hand side) estimated by the approach of Werkhoven and Koenderink [ 5 I 1 (top), by the X2.1 
(center). and by the Neighborhood-Sampling method including a spatiotemporal neighborhood of 5 x5x 5 
pixels (bottom). These vectors correspond to the small window of the ground surface in the upper ight image 
of Fig I 
relative differences of short vectors. Let u = (~1~1~2, 1)“ be the true displacement rate 
and li = (lil,1^12, 1 )T be the estimated optical flow. The angular error is then defined as 
U'ii 
EC, = arccos ,,u,, ,,ii,, ( > (3.1) 
Table 1 
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Quantitative comparison between local optical flow estimation approaches. The compared estimation ap- 
proaches are Werkhoven and Koenderink [51 I (Werk. ‘90). the solution under the RC and SC of the 
BOFEz.1, and B0FEs.t , and the Neighborhood-Sampling (NS) method including a spatiotemporal neighbor- 
hood of 5 x 5 x 5 pixels. The next four columns contain the selected threshold of the smallest singular value 
and the remaining number of thresholded vectors, the average difference vector magnitude and its standard 
deviation. For the first four columns, the singular value threshold has been selected as for Figs. 2-6. In contrast 
to this, the four right columns show the analogous results where a fixed number of optical flow vectors has 
been compared 
Approach: SV 
thresh. 
# camp. 
vectors 
b 
[pixel I
U&J 
[pixel] 
sv 
thresh. 
#camp. E4 
vectors [pixel] 
(r&J 
[pixel] 
Werk. ‘90 0.15 97742 0.369 0.46 0.424 50000 0.228 0.24 
RC2. I 0.8 113362 0.139 0.18 2.332 soooo 0.104 0.09 
sc2.1 0.8 103675 0.134 0.17 1.985 50000 0.106 0.09 
RCi, I 0.8 113195 0.127 0.16 2.342 50000 0.097 0.08 
sex I 0.8 115029 0.128 0.17 2.475 50000 0.100 0.07 
NS (5x5~5) 100 115208 0.107 0.15 902.1 50000 0.087 0.05 
The problem of this error measure is that differences of large vectors correspond to 
relatively small angular errors. In addition, symmetrical deviations of estimated vectors 
from the true value result in different angular errors: let u = (lS,O, l>T be the true 
displacement rate, iit = (2.0,0, l)T, and ii2 = (l.O,O, l)T two estimated optical flow 
vectors. The two angular errors in this example are aal = 7.12” and c,2 = 11.3”. To 
avoid this effect, we use the absolute magnitude of the difference vector as an error 
measure 
&A = llu -q, (3.2) 
which prevents the above described effects and expresses the individually illustrated 
difference vectors of Figs. 4-6 (right) as average values. 
Table 1 shows a quantitative comparison between our implemented local optical flow 
estimation approaches. The left hand side shows the results with selected singular value 
thresholds used in the preceding Figs. 2-6. In the right hand side of Table 1, the 
thresholds were chosen to obtain exactly 50.000 optical flow vectors. The magnitude of 
the true displacement rate varies between 0.47 and 2.57 pixel per frame with an average 
magnitude of 1.37 pixel per frame. 7 
Although the approach of Werkhoven and Koenderink [ 511 includes up to fourth- 
order partial derivatives of the gray-value structure, the obtained estimates differ strongly 
from the true displacement rate. The solution under the RC and SC of the BOF& and 
BOFE& as well as the Neighborhood-Sampling method allow comparable optical flow 
estimation, whereas the last one gives slightly better results. One has to keep in mind, 
however, that the performance of the NS approach is based on 125 equations for 8 
’ The recorded “moving marbled block” image sequence has turned out to be illsuited for a quantitative 
assessment of the estimated optical flow derivatives, since the absolute values of spatial and temporal optical 
flow derivatives are less than 0.006. The ratio between first and zero-order derivatives (i.e. the components of 
optical flow itself) is x 2 10-s which is much smaller than the average error of the estimated flow vectors. 
34 
Table 1 
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Quantitative comparison of optical how tield estimates obtained from the synthetic “Diverging Tree” image 
sequence used by Barron et al. [4,5 1, The upper part of this table is an excerpt from the article of Barron et 
al. [ 11 where a detailed description of the approaches can be found. The lower part shows the results obtained 
by the SCa,t , the SC>,t , and the Neighborhood-Sampling (NS) method. The singular value threshold has been 
set to the same value as in the previous experiments, namely 0.8 in case of the SC, and 100 in case of the 
NS method 
Approach: a V&,, Density 
Horn & Schnunck (original) lIVIl/ 3 5.0 8.93’ 7.8’= 54.8% 
Lucas & Kanade (A? 3 5.0) I .6Y I.50 24.3% 
Uras et al. (det( H) 3 I .O) 3.83’ 2.20 60.2% 
Anandan (frames I9 and 2 I ) 7.64O 5.00 100.0% 
Singh (step 2. A\I 6 0.1 ) 8 .40° 4.8’ 99.0% 
Heeget J.49O 3.1° 74.2% 
Waxman et al. I I .23O 8.4’ 4.9% 
Fleet & Jeoson (7 = I .O 1 0.73” 0.5O 28.2% 
Sc2.1 (SV thresh. 0.8) 2.20° 2.3’ 30.1% 
SC?,1 (SV thresh. 0.8) 2.09O 2.1° 34.7% 
NS (5x5~5) (SV thresh. 100) I .64’ I .6’ 37.0% 
unknowns, whereas the approach of Werkhoven and Koenderink [ 511 uses only 6 
equations for 6 unknowns. It thus does not exploit the advantages of an overdetermined 
system of equations for the estimation of the optical flow and its derivatives as the other 
approaches do. 
3.2. Additional experiments 
Although the temporal variations in the image sequences used for the quantitative 
comparison of Barron et al. [4,5] were generated synthetically, these sequences are 
well known and used by other authors. For the sake of completeness we tested the 
solution under the SC of the BOFE 2.1 and BOFE3,t as well as the Neighborhood- 
Sampling method on 20 frames of the so-called “Diverging Tree” image sequence of 
Barron et al. [ 4,5]. which corresponds to a tilted plane with a textured poster mapped 
onto it. The motion simulates a translation along the optical axis. In order to allow a 
comparison with the experiments of Barron et al. [4,5], we use here their angular error 
measure of Eq. (3.1). 
Table 2 shows in the upper part the errors in the estimates published in Barron et al. 
[4]. The lower part shows the errors obtained by our implementations of the SCz,t, the 
SC3,t, and the Neighborhood-Sampling method with the same singular value thresholds 
as used previously. 
Although the new approaches provide reasonable estimates, which are comparable 
with the better estimators implemented by Barron et al. [4,5] but at 30% to 50% more 
flow vectors, one has to keep in mind that synthetic sequences are less suited to predict 
the robustness of estimators under real world conditions. 
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4. Higher-order spatiotemporal derivatives 
A legitimate question concerning the previously described optical flow estimation 
techniques is: how do we estimate higher-order derivatives of the gray-value image? 
Real image sequences are usually corrupted by noise which distorts especially the 
estimation of higher-order gray-value derivatives. Therefore, the quality of estimated 
optical flow fields depends not only on the approach itself, but inevitably on the quality 
of estimated derivatives. 
Concerning the optical flow estimation, many authors use simple difference operators 
to estimate gray-value derivatives or do not give any hint of how these were obtained. 
Horn and Schunck [ 171, Horn [ 161, Woodham [ 531 and Negahdaripour and Yu [ 391, 
for example, use differences of a 2x2x2 environment as input for the optical flow 
estimation task-in [ 531, the original images are first blurred with a Gaussian. Barron 
et al. [4] also first smooth the original images with Gaussians. Subsequently, first-order 
derivatives are estimated with I$ [ - 1 8 0 - 8 1 ] masks and recursively for high-order 
derivatives. De Micheli et al. [ 121 suggest to fit second-order polynomials with five 
sampling points to the low-pass filtered image in order to obtain first and second- 
order derivatives. Little and Verri [28] criticize the use of difference masks and show 
numerical deviations between coefficients of a Gaussian derivative and those resulting 
from using differences of a Gaussian low-pass filter kernel. Cafforio and Rocca [7] 
and Cafforio [6] demonstrate systematic errors in estimated flow vectors, when using 
[ 1 - 1 ] instead of [ 1 0 - 11 kernels for the estimation of first-order derivatives. Little 
and Verri [28] warn of mixing gray-value derivatives obtained from difference masks 
of even and odd length, because in that case, measures in different image locations will 
be combined. If using the difference mask [ 1 0 - l] for first-order derivatives and a 
[ 1 - 2 l] mask for the second-order, then the recursive use of the first-order mask will 
yield a result different from the one obtained from the convolution with the second-order 
mask [27]. 
Instead of blurring images with a Gaussian and subsequently applying simple differ- 
ence masks, the derivatives can be estimated directly by convolving the original images 
with derivatives of a Gaussian as proposed, e.g., by Marr and Hildreth [ 301, Huertas 
and Medioni [ 181, Canny [ 91 and Korn [ 251 for edge detection or by Werkhoven and 
Koenderink [ 5 11 and Weber and Malik [ 501 for optical flow estimation. When filtering 
images with (derivated) Gaussians, the coefficients of the convolution masks are ob- 
tained by sampling Gaussian functions or their derivatives. But particularly in the case 
of small standard deviations, larger discrepancies arise between the filter coefficients and 
the approximation represented by them on the one hand and the desired filter function 
on the other hand. 
Another important point is the size of filter masks. Gaussian functions and their 
derivatives are normally of infinite extent. This has to be reduced to a finite interval. 
Especially if the convolution is done by special hardware modules [43], the technical 
limitation of kernel sizes may cause noticeable deviations between the approximating 
coefficients and the filter functions to be approximated. 
Filtering gray-value images is frequently done by assuming that the cells on a CCD- 
Chip consist of a regular square array. This is not true in general and must be considered 
26 M. Ott?. H.-H. Nc~,qel/Artijiciul Intel1ipm.z 78 (1995) 5-43 
Fig. 7. Distorted boundaries of moving objects observed in interlaced images 
either during the analog/digital conversion or by adapting the filter coefficients. 
Commercial TV-cameras operate in interlace technique. If the camera is moving or 
the scenery includes moving objects, one has to take into account that successive image 
rows are recorded at different times. Usually, each even or odd row is eliminated. Com- 
pensating for the halving of the vertical axis is possible by doubling the remaining rows 
or by smoothing and subsampling of the columns. Doubling of rows causes generation 
of new but not necessarily correct gray-values. The abandonment of further information 
by subsampling the columns is sometimes critical, especially when the objects which 
should be recognized are very small. 
In order not to restrict the quality of approaches using gray-value derivatives as input 
data by offering inadequate estimates, the individual problems of “discretization of filter 
functions”, “finite mask size”, “pixel-distance-ratio”, and “interlaced images” should be 
taken into account for the definition of derivative masks. 
We defined modified Gaussian filter kernels to estimate higher-order gray-value deriva- 
tives directly from interlaced and non-interlaced images including all the mentioned 
problems. In order not to exceed the scope of this contribution, we only want to explain 
here the main ideas of these kernels. A detailed description can be found in [41] and 
will be published elsewhere. To allow a reimplementation of our derivative estimators, 
we give a brief summary of the definition in Appendix B. In the following we like to 
focus only on the ability of our filters to operate on interlaced images. 
4. I. Filterirg of‘ itlterlacrd inuqp 
Fig. 7 shows on the left hand side one image of a sequence of a fast driving BMW and 
on the right hand side we selected a clipping of the BMW’s windshield. One observes 
that neighboring rows of interlaced images have a delay in time which causes distortions 
of boundaries of horizontally moving objects. 
Analysis of image sequences with interlaced images must not neglect the time delay 
of successive rows. Usually, odd or even rows are omitted. To compensate the halving 
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Fig. 8. Triangle moving horizontally by two pixels per image: Non-interlaced images (top), interlaced images 
(center), elimination of even rows and doubling the remaining ones (bottom). 
of the vertical axis one can either double the remaining rows or smooth and subsample 
half images in the horizontal direction. 
Koller [ 221 and Koller et al. [ 231, for example, applied doubling of remaining rows to 
obtain square pixels, whereas Schniinr [44] subsamples the previously low-pass filtered 
images with a ratio of 1:2 in the horizontal direction, implying an additional loss of 
image information. 
Subsampling in the horizontal direction suppresses eventually necessary image in- 
formation. As a consequence, a line-fitting process may fail for short line segments. 
Doubling of video rows means generating new (not necessarily correct) image data. An 
example is presented in Fig. 8 which shows a triangle moving horizontally two pixels per 
image. The upper and center part show the positions of the triangle in non-interlaced 
and interlaced images, respectively. The lower part consists of images obtained from 
interlaced images by omitting the even rows and doubling the remaining ones. These 
images may cause problems because the geometric relations of the triangle sides have 
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Fig. 9. Sequence of half-images of the moving triangle of Fig. 8 
changed. 
In the next section we show that it is possible to evaluate interlaced images for 
computer vision tasks by using appropriate filter coefficients for spatiotemporal filtering. 
4.1.1. Filter masks for interluced images 
Fig. 9 shows the horizontally moving triangle of Fig. 8 in direction of the time-axis. 
This three-dimensional representation emphasizes that at each time instance only each 
second row is available. Spatiotemporal filtering with Gaussians and its partial derivatives 
is separable just as in the purely spatial case, i.e. the three-dimensional filtering can be 
replaced by three consecutive one-dimensional filter operations with respect to the t-, x- 
and v-axis. 
To illustrate the temporal ftltering we rotate the representation of Fig. 9 along its 
vertical axis to obtain a section of the (y-t) -plane at column x = 2 which can be seen in 
Fig. 10. A non-blank square represents the actual gray-value of the corresponding row 
and time, a blank square indicates that there is no intensity information available at the 
observed row and time. 
If one selects one row of the (y-t) -plane, the temporal filtering can be represented as 
indicated in the left part of Fig. 11. The upper row corresponds to the row and column 
of a pixel position along the time-axis. A dark square signifies that there exists a gray 
value measured at that time, a blank square stands for no information. The second row 
shows a convolution mask and the result of the convolution is put into the lower row. 
The connections show the relations between gray-values and coefficients which have to 
be multiplied and added. The left part of Fig. 11 shows the evaluation of convolving the 
gray-value image at time and position with existing gray-values. On the right hand side, 
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Fig. 10. Section of the (y-r)-plane at n = 2 of the moving triangle. A non-blank square represents the actual 
gray-value, a blank square indicates that there is no intensity information available at this position. 
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Fig. Il. Temporal filtering of an image sequence g(t). The left part shows convolution at a position and time 
in which a gray-value is available, whereas the right part visualizes convolution at a position in which no 
gray-value was recorded. Note: The size of the mask for filtering pixel positions at time without gray-value 
information has an even number. 
we see the convolution of the same pixel position but for the next half frame where no 
information about the gray-value is available at the relevant pixel position. In this case, 
a different convolution mask is needed. The center of a mask in the left part of Fig. 11 
consists of the interval [ - 4, i] of a Gaussian function or of its derivative, and in the 
right part, the center divides the two intervals [ - 1, 0] and [ 0, l] , which implies a mask 
size with an even number of weights. For interlaced images, appropriate coefficients are 
briefly described in Appendix C. 
Since a gray-value matrix corresponding to interlaced images consists of two half- 
images recorded at times t and t + At, the spatiotemporal filtering with the coefficients 
presented above allows to obtain DNO filtered images of non-interlaced image format for 
time t and t + A t. Therefore, the time difference between frames of the filtered sequence 
is At = 20ms instead of the 40ms in the original image sequence. 
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4.1.2. Appropriute choice of the standard deviution 
For a fixed row of an image, the time difference of an interlaced image sequence 
is twice that for the same sequence of non-interlaced images. Therefore, in interlaced 
images the standard deviation with respect to time has to be adapted. Let or be the 
temporal standard deviation for filtering non-interlaced image sequences. The standard 
deviation for the interlaced images must be 5r = $(T,. As well, a scaling of the temporal 
standard deviation implies a scaling of the filter output with (i)’ where i denotes the 
&h-order derivate of a Gaussian function (for more details, see [ 411) 
4.1.3. Techt~ical aspect 
Since the spatiotemporal filtering with Gaussians is separable, one can first filter 
an original image with respect to time and subsequently filter the result in the spatial 
domain. Another possibility consists in first filtering in the spatial and then in the 
temporal domain. Theoretically, there is no difference. Since the first possibility is faster 
than the second one, one would prefer the first one. 
But in practice, the order of the one-dimensional filter steps leads to different results 
due to the mixture of even and odd filter masks. In the case of small standard deviations’ 
CT<2.& M 0.78, the corresponding low-pass filter masks are identical to the two -.. 
coefficients [ 0.5 0.51. Odd size masks have an extension of at least 3 coefficients and 
support different coefficients for different standard deviations. Therefore, we suggest to 
use the even size filter masks for the dimension with the largest standard deviation. 
4.2. Results of the spatiotetnporul jiltering 
To illustrate the effect of using the previously defined filters for interlaced image 
sequences, we selected a low-pass filter for the left top original image in Fig. 12 with 
a small standard deviation (g,,! = 0.75 und U, = 0.375). Since this image consists of 
two half-frame images recorded at different times, we computed the low-pass filtered 
images for both time instants of the first and the second half frame. 
If one compares the low-pass filtered results carefully, one can observe a displacement 
of the BMW. This is clearly visible in the clippings of Fig. 12 (right hand side), showing 
a section of the windshield which is partially occluded by a street lamp post. On the 
top, one sees the interlaced fraction with the distorted object boundaries, which has been 
removed in the two low-pass filtered images. 
5. Quantitative results obtained by the modified Gaussians 
In Section 3.1 we presented a quantitative comparison between various optical flow 
estimators. In this connection, we used an image sequence with known true displacement 
rate fields. Since our implemented optical flow estimators are based on derivatives of 
the gray-value pattern, it is natural to use the optical flow estimators for an indirect 
judgement of the new margin-corrected filter kernels (see Appendix B or [ 411) . 
‘See Table IS.1 with I% 
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Fig. 12. The fast driving BMW of Fig. 7 and the clipping of its windshield. From the top to the bottom: 
original interlaced image and the two low-pass filtered images corresponding to the time instant of the first 
and second half-frame. The standard deviations were rrx,y = 0.75 aad u, = 0.375. 
32 M. One, H.-H. Nugel/Art$icial Intelligence 78 (1995) 5-43 
Table 3 
Comparison of estimated optical flow vectors by the NS-approach, which uses only first-order gray-value 
derivatives. The derivatives have been computed with sampled derivatives of a Gaussian (SG) and with margin- 
corrected masks (MC), see Appendix B. The mask extension has been limited to a size of 7 x7x7 coefficients 
and determined from Table B.l for the precisions of 10%. S%, and 1%. See Table 1 for a detailed explanation 
of the column headings 
Approach: 
NS (5x5~5) 
SG 7x7~7 
MC 7~7x7 
SG 10% 
MC 10% 
SG 5% 
MC 5% 
SG I 70 
MC 1% 
sv # camp. 
thresh. vectors 
100 114985 
100 116172 
100 116538 
100 117370 
100 I17239 
100 115631 
100 116734 
100 I 15208 
CJ V&J 
[pixel] [ pixel ] 
0.218 0.16 
0.107 0.15 
0.263 0.15 
0.171 0.15 
0.123 0.15 
0.1 12 0.15 
0.1 IO 0.15 
0.107 0.15 
sv # camp. EA 
thresh. vectors I pixel] 
941.9 50000 0.194 
965.6 50000 0.077 
1059 50000 0.262 
1047 50000 0.157 
1027 50000 0.103 
926.5 50000 0.094 
987.2 50000 0.088 
902.1 50000 0.087 
U&J 
[pixel J 
0.08 
0.05 
0.09 
0.07 
0.07 
0.06 
0.05 
0.05 
Table 4 
Analog to Table 3, but for the SCz.1 -approach, including up to third-order gray-value derivatives 
Approach: sv 
sc2.1 thresh 
SG 7x7~7 0.8 
MC 7~7x7 0.8 
SG 10% 0.8 
MC 10% 0.8 
SG 5% 0.8 
MC 5% 0.8 
SG I% 0.8 
MC 1% 0.8 
# camp. 
vectors 
CA 
[pixel I 
CT&, 
1 pixel I 
sv # camp. 
thresh. vectors 
EA 
[pixel] 
126297 0.593 0.51 2.210 50000 0.395 
102353 0. I86 0.19 1.969 50000 0.148 
111059 0.261 0.23 2.077 50000 0.222 
105576 0.185 0.19 2.084 50000 0.155 
105885 0.150 0.18 2.083 50000 0.116 
104544 0.137 0.17 2.025 50000 0.107 
106281 0.140 0.17 2.102 50000 0.109 
103675 0.134 0.17 I.985 50000 0.106 
UEJ 
[pixel] 
0.29 
0.11 
0.13 
0.11 
0.10 
0.10 
0.09 
0.09 
Table 5 
Analog to Table 3, but for the SCs.1 -approach, including up to fourth-order gray-value derivatives 
Approach: sv # camp. 6~ (J&J sv # camp. CA UC‘! 
SC% I thresh. vectors I pixel] [ pixel ] thresh. vectors [pixel] [pixel ] 
SG 7~7x7 0.8 148617 0.666 0.58 2.858 50000 0.432 0.32 
MC 7~7x7 0.8 113152 0.190 0.19 2.442 50000 0.152 0.10 
SG 10% 0.8 125391 0.253 0.23 2.572 50000 0.208 0.1 I 
MC 10% 0.8 116643 0.173 0.18 2.596 50000 0.144 0.09 
SG 5% 0.8 I 17708 0.141 0.17 2.600 50003 0.107 0.08 
MC 5% 0.8 Il.5893 0.129 0.17 2.529 50000 0.098 0.08 
SG I% 0.8 II8010 0.134 0.17 2.623 50000 0.103 0.07 
MC I% 0.8 II5029 0.128 0.17 2.475 50000 0.100 0.07 
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We use here the Neighborhood-Sampling approach, sampling a 5x5x5 local en- 
vironment, as well as the SC2.1, and SC3,t approaches for the estimation of optical 
flow vectors including only first, up to third and up to fourth-order partial gray-value 
derivatives, respectively. 
In Tables 3-5, the average errors of estimated flow vectors can be found. The gray- 
value derivatives are computed by simply sampling the derivatives of a Gaussian function 
in a finite interval (SG) or by using the margin-corrected coefficients (MC). In the 
upper two rows, the size of the filter masks has been limited to 7 coefficients in order 
to simulate a hardware filter module developed at the IITB [43], which computes gray- 
value derivatives at video clock rate. In the successive rows, the size of the masks have 
been determined for lo%, 5%, and 1% precision, see Table B.l. The standard deviation 
has been selected as in Section 3.1, i.e. a,,, = 1.5 in the spatial and c, = 1 .O in the 
temporal domain. The thresholds for the smallest singular values (SV Thresholds) have 
been set equal to those already used for the comparisons in Table 1. 
In total, for this comparison we have used over 2.75 million estimated optical flow 
vectors. If one considers the measured errors of Tables 3-5, one can confirm that the 
margin-corrected filter masks support a much better optical flow estimation than the 
use of sampled derivatives of a Gaussian. Especially in the case of a limited filter 
size, the average errors of the flow fields are between 2 and 3 times better with the 
margin-corrected filter. 
The experimental environment mentioned in Section 3 does not yet allow to record 
interlaced image sequences. Therefore we cannot provide quantitative results from in- 
terlaced sequences. But experimentally, the integration of the Neighborhood-Sampling 
optical flow estimator together with the new interlaced filter kernels was one reason for 
the improvement of the system described by Kollnig et al. [24] in comparison to the 
system version of Koller et al. [ 231. This system allows a robust tracking of moving 
vehicles and has been tested successfully up to now on several hundred interlaced image 
frames. Fig. 13(a) shows an example of one interlaced image frame from a sequence 
used by Kollnig et al. [24]. Below it one can see the estimated optical flow fields in 
case of the SC3,t (c) and of the NS (d) approaches related to the window (b) showing 
the front of the bus which is occluded by a street lamp. The parameters and thresholds 
of the estimation process were set to the same values as in the quantitative comparison 
in Section 3. Both flow fields are dense and relatively smooth except in the vicinity 
of the occluding contours. From the above presented quantitative comparisons, it is not 
very surprising that the NS approach provides qualitatively better estimates than the 
SC3,l. 
6. Conclusion 
We studied local differential approaches, limited to a small spatiotemporal support of 
5 x5 x5 pixels. This, at least in principle, facilitates to obtain higher spatial sensitivity 
of the optical flow estimates with respect to the spatiotemporal gray-value variation. 
It offers, moreover, the option to study the variation of optical flow in the vicinity of 
occluding edge segments without the additional complication to model discontinuities ex- 
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Fig. 1.7. (a) Original image of an interlaced sequence and the enlarged window (b) showing part of the front 
of the bus which is occluded by a street lamp. The next two images show the estimated optical flow fields 
under the Sampling-Condition of the 30FE3.1 (c) and the Neighborhood-Sampling method (d). Both flow 
fields are dense and allow the discrimination between regions corresponding to the bus and those corresponding 
to the street lamp. It is also visible that in the vicinity of occluding contours, the estimated Row vectors are 
influenced by both regions, the moving bus and the street lamp. 
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plicitly and the ensueing difficulties to explore the consequences of different approaches 
to do this. 
Our approach has to be distinguished from those which extremize a functional that 
includes an explicit smoothness term: for these, every pixel covered by an integration 
potentially contributes via the smoothness term to the optical flow estimate at each 
position, contrary to our approach where only those pixels covered by the much smaller 
local spati (iotempor) al environment influence the resulting estimate. 
A third distinguishing aspect of the work presented here consists in the fact that we- 
for the first time to our knowledge-compare our dense local estimates with ground 
truth for image sequences of a genuine three-dimensional real-world scene (as opposed 
to synthesized motion sequences obtained by warping some texture from a single video 
frame onto an hypothetical plane), 
The fourth aspect is the fact that we succeed in deriving all known local differential 
estimation procedures based on a single approach: this allows to clarify the relations be- 
tween different approaches by analytical means rather than by experiments. It facilitates, 
moreover, understanding the reaction of different variants of this approach to particu- 
lar gray-value configurations. The simplicity of the underlying assumptions allows to 
analyse this approach, as opposed to approaches representing a syncretism of heuristic 
ingredients. 
Since the new optical flow estimators include up to fourth-order derivatives of the 
gray-value image, we have defined Gaussian filter kernels which take the effects of 
truncation and sampling into account. This is important because defective operators for 
the estimation of the required higher-order gray-value derivatives can easily mask the 
methodological improvement of approaches which exploit assumptions more rigorously. 
We showed quantitatively that the new filters support a much more reliable estimation 
of optical flow. 
The estimation of gray-value derivatives directly from interlaced image sequences is 
of great importance for the analysis of image sequences. For this purpose, we defined 
appropriate filters. Using these filters, it is no longer necessary to throw away half of 
the available image information by dropping each second half-frame. In some critical 
situations, the use of the entire image information can be compulsory for the reliable 
functioning of computer vision systems. As another positive property of these filters, they 
support analysis processes synchronous to each half-frame image, which corresponds to 
a doubling of the temporal sampling rate in comparison to conventional systems [ 241. 
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Appendix A. Solution of the BOFE3,, 
The BOFEj,, has the form 
0 = gd’ + (g,dP + g,,u::, ) r”’ + ( +gn,,,kM" -I- g,,&) r”‘rk 
+ (ignntklu” + ig,r,&4;) r”‘rkr’ + ~g~,&ju~r”‘rkr’rs, 
which represents the following polynomial: 
(A.11 
O=gd’ + (gnld +g,u’;)r’ + (gt,2u" +gnd-j)r2 + (gn3u” +gnd)r3 
+(~g,,~~u”+g~~u;‘) (r’)‘+ (gn12d'+gn2u'I +gnIui)r'r2 
+(g,,13~4” + mu; + g,~rty)r’r’ + (ign22u” + gn&) (r2)’ 
+(gn23u” + g,3ui + gn2u$)r2r3 + (ig,r33u’7 + gn3u$) (r3)’ 
+ (~gn~~lu” + igd,u;i) Cr’)’ + ($g,,,,zu” tgd24 + igni,u;) (r’)‘r2 
+ (ig,,ll3u” +gn13uY + ig,,l1uY) (r’)‘r3 
+(grtt23u” + gn23UY + gn13u;1 + g,k~2u~)r’r2r3 
+ (igrri22u” + ig,,22u;‘+g,,12uT) r’(r’)’ 
f ( +gf1133tf + ign33u; + gtlw!) r’ (r”lZ 
+ (&222u” + ign22u;) (f-2)’ + ( ign223u” + g,23u,” + tgn2&) (r2)‘r3 
+ (.Jjgn233u” + gn33u: + ign23ui) r2(r3)’ + (ign333u” + $gn33uI;) (r”)’ 
+$g,,l~luT(r’)‘+ (&51124 + ig,lriu;‘) (r’)‘r2 
+ (ignl13uY + ignlllul;) (r’J’r3 + (+gd22uy + +gnl12u;) (r’)*(r2)’ 
S(gn123uY + ig,,ll& + ~gn112u~)(r’)‘r2r3 
+ (ign133u;1 + ixnj~3ul:) (r1)‘(r3)’ 
f (igm2u;’ + igni22uG) r’ (r2) ’ + (&f223u; + gn123u;’ + igni22uI;) r’ ( r2)‘r3 
-t (ign233uT + ign133UZ + gn123u;I) r’r2(r3)’ + (ign333u; $ +gn133u;) r’(r3)’ 
+~gdZiu!(r*)’ + ($gn223uz $_ ign222u;) (r2)‘r3 
+ (ign233u; + +gn223UI;) (r212(r3)’ 
+ (&m3u2n + ig,1233uy) r2(r3) ’ + &yn333u~) (r3>“. (A.21 
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A.1. Solution under the RC of the BOFE~J 
In case of the RC, the cofficients of the polynomial (A.2) must be zero. Under this 
constraint, we obtain a system of 35 equations: 
0 0 gY 
0 0 gxY 
Rx 0 gYY 
0 fix gYt 
0 0 fRxxy 
ax 0 8XYY 
0 gxx gxyt 
Es, 0 ;gYYY 
6x1 gx, GYYI 
0 gxt ’ T sytt 
0 0 ; gxxxy 
I ~gxxx 0 1 ?gxxYY 
0 :gxxx &Txxyt 
Gxxy 0 $YYY 
gxx1 gxxy KxYYt 
0 gxxr +gxytt 
&YY 0 $YYYY 
Rxyt tgxYY ;RYYYt 
~sx,t gxyt :‘eYtt 
0 : gxtt $?yttt 
0 0 
gY 0 
0 gY 
0 0 
RXY 0 
&Y gxY 
gyt 0 
0 BYY 
0 gYt 
0 0 
i&Y I 0 
&Y &XY 
&.Y[ 0 
$bYY &YY 
gYY1 gxyt 
;gy t 0 
0 +gYYY 
0 gyrt 
0 ’ 2 gytt 
0 0 
0 
0 
0 
gY 
0 
0 
gx, 
0 
gYY 
gY, 
0 
0 
I 
i EhY 
0 
gxYY 
gxyt 
0 
$YYY 
gyyt 
;mt 
0 
=- 
(A.3) 
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A.2. Solutiott under the SC oj the BOFE3.1 
Choosing values for r' . r’. r’ in (A.2) from the set { - I, 0, I} related to a 3 x3x 3 
neighborhood yields a system of 27 equations in analogy to Eq. (2.21) which can be 
reduced to the following 23 ones: 
Appendix B. Evaluation of Gaussian kernels for the estimation of higher-order 
derivatives 
Correlation of a gray-value image with a IWO- or three-dimensional Gaussian or its 
partial derivatives can be separated in chained one-dimensional convolutions with respect 
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to the horizontal, vertical, and temporal coordinate axis. Therefore, we consider here 
only one-dimensional Gaussians and their partial derivatives. We denote an ith-order 
derivative with the superscript (i). The one-dimensional Gaussian is defined as: 
f(x,fl) :- kVe -- -x=/2a2 . 
Its corresponding first- to fourth-order derivative are: 
1 
+“(x,(T) =-X-e -x2/2> 
fs2 2/2;;cr 
f’2qX,(T) = (5 _ 5) &e-x2/22, 
fC3)(x,fl) =- (I$. _ 5) *e-“‘/““?, 
ff4)(x,(+)= f-!!$f+L ( > 1e -x2/2$ d’JZ;;a . 
(B.la) 
(B.lc) 
(B.ld) 
(B.le) 
If gray-value images are correlated with filter masks whose coefficients are obtained 
by sampling one of the functions (B.la)-(B.le), the filter response of Gaussians with 
small standard deviations may significantly differ from the analytically expected results 
[411. 
If one assumes that the gray-value of a single pixel corresponds to the average 
illumination of a surface part on the CCD chip, one can analogously define filter 
coefficients as averaging the continuous filter function within the sampling intervals. 
Technical limits do not allow filtering gray-value images using a filter mask with 
infinite extension. Obviously, the error decreases with an increasing size of the mask. 
The area of a Gaussian is always equal to one, whereas the area of a truncated Gaussian 
filter function is less than one. Using such a filter mask leads inevitably to decreasing 
gray-values, even if the image consists of constant gray-values. To prevent this effect, the 
coefficients must be scaled such that their sum is equal to one (see e.g. [ 2,25,26,52] ). 
In Definition B.l we describe filter coefficients which average the continuous filter 
function within sampling intervals and which consider the effect of truncation of the 
infinite filter function. 
Definition B.l (Margin-Corrected Gaussian Coejkients). Let 2N + 1 be the size of 
a mask. F(‘) (x’ ,x2, CT) is the area under the ith-order derivative of a Gaussian in the 
interval [xl, x2] and with standard deviation c: 
F’i)(x,,x2,0-) := X*f”‘(&c) d‘$ J x1 
1 1 [erf (x2/(&g)) - erf (x’/(&c))] , if i = 0, = 2 f(i_‘)(X2,CT) - f(i-‘)(x,,(T), (B,2) ifi> 1. 
40 
Table B.1 
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Minimum value N of masks with an extension 2N + 1 for low-pass filters and first to fourth-order derivatives, 
depending on the standard deviation g and a precision of 10%. 5%, and 1% 
Precision c 0.10 0.05 0.01 
Low-pass I.645 ,, 1.960 D 2.516 w 
First-order derivative 2.146 l, 2.448 (r 3.035 (r 
Second-order derivative 2.764 u 3.035 u 3.512 (T 
Third-order derivative 3.283 <r 3.534 C, 4.034 Cr 
Fourth-order derivative 3.742 u 3.977 Cl 4.450 CT 
The margin-corrected Gaussian coefficients PC’) (n, (T) of the &h-order derivative of a 
Gaussian with i > 0 are defined as: 
P(‘)( n, (T, N) := 
, 
-N+I 11 /- 
I f”‘(5,cr)dS=F’“(-~,-N+ ;,a), if n = -N, 
II-;I/2 
I f”‘([,a)dt=F”‘(n- $+;,a), if InI < N, 
,1-I/? 
+lX> 
I 
f”‘(&r)d[=F”‘(N- ;,+co,a), if n=N. 
, N--l/2 
(B.3) 
An important decision is the choice of the masks size. It depends on the standard devia- 
tion (T. Margin-corrected Gaussian coefficients must obey the ratio in inequality (B.4): 
f”-“( N,g) 
f(‘-‘)(2(i)(,),,) 
6 c and N > z”‘((T), (B.4) 
where z(‘) (c+) = max{x 1 f(‘) (x, U) = 0 A i > 0} denotes the largest zero-crossing of the 
ith-order derivative. This rule implies that the neglected area of the Gaussian function 
or of its derivatives is less than c times the area between the largest zero-crossing and 
the mask margin. Table B.l shows the minimum value N for masks with an extension 
2N + 1 depending on the standard deviation and a precision of lo%, 5%, and 1%. 
Appendix C. Interlaced filter kernels 
Definition C.l (Interlaced Margin-corrected Gaussian coeficients) . Let N be a natu- 
ral number determining the size of masks. F(‘) (xi, x2, (T) is the area of the ith-order 
derivative in the interval [xi, x2] according to Eq. (B.2). 
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Subdefinition C.l.l. Margin-corrected Gaussian coefficients i:) (n, CT, N) for interlaced 
images with -N 6 n 6 N of odd size masks with 2N + 1 elements are identical to 
those of definition B.l, Eq. (B.3): 
~j,i)(n,g, N) :=i(‘)(n, u9 N). (C.1) 
Subdefinition C.1.2. Margin-corrected Gaussian coefficients Pii) (n, cr, N) for interlaced 
images with -N < n < N - 1 of even size masks with 2N elements are defined as: 
F(‘)(-co-N+l,a), ifn=-N, 
i$“)(n,a,N) := F(‘)(n,n + l,(+), if -N<n<N-1, (G.2) 
F”‘(N - l,+cc,cr), ifn=N-1. 
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