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Summary 
 
Recent studies have shown that innovation and innovation speed are determining factors 
for the performance of clusters in a global economy. Many researchers are convinced that 
networks are the appropriate conceptualization of inter-organizational learning and 
knowledge flows. To study knowledge diffusion in clusters we take a network 
perspective towards this process. To understand the knowledge diffusion process we take 
a closer look at the interface of clusters and networks. 
 This thesis aims to explain the knowledge diffusion in clusters by investigating the 
influence of network-structural elements in knowledge networks. The idea that network 
structure is determining the fundamental properties of knowledge diffusion is based on 
network theories that have shown that “diffusion follows structure”. The following 
central question has been formulated to guide this research: 
 
What is, based on network theory, the influence of network-structural elements on the 
knowledge diffusion in clusters, with an application tot the selected clusters?  
 
In this thesis we study networks of organizations exchanging technological knowledge. 
The study of knowledge networks is relatively new and the vast majority of research so 
far has been into egocentric networks, which focus on one organization. There have been 
relative few studies into complete knowledge networks covering the network of cluster 
organizations. And most of these studies were in the health or human service sector. 
In this study we investigate and compare the complete knowledge network of the largest 
and second largest Dutch high-tech cluster, the Eindhoven and Enschede cluster. These 
clusters are both active in a combination of sectors: microelectronics (ME) and high tech 
systems (HTS), both of which are highly related. The study was split up in two parts:  
- The mapping of knowledge links for both networks was done using a multi-source 
approach with the help of the Internet. Visualization and statistic analysis of the networks 
was done with social network analysis software.  
- Interviews were held with higher management of companies and institutes to understand 
what the necessary conditions are for the formation of knowledge exchanges. 
 
The mapping of the Eindhoven and Enschede knowledge networks using the multi-source 
approach was a successful though time-consuming method. Despite the use of the various 
complementary sources, both the Internet search and interviews show that knowledge is 
not freely available. Knowledge partner information is sometimes hidden behind portals 
and knowledge flow to third parties is generally screened off by NDA’s and contracts 
between exchange partners. Knowing this, we realize that our network mapping is a “best 
possible” complete network result. 
In answer to our research question we conclude that: 
- The organizations are the network-structural elements that play the important role in 
knowledge diffusion. Knowledge exchanges can start through brokering activities by 
individuals but the knowledge exchange is institutionalized at the company level. 
There are rules how to start a knowledge exchange. The organizations determine if, 
how and how long they will exchange knowledge. Trust between organizations and 
financial, legal, ethical and timing conditions are necessary to start an exchange. 
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- Given the life-cycle stage of the clusters we investigated, the innohubs among these 
organizations are the network structural elements with the highest degree of influence 
on the knowledge diffusion performance. Innohubs are the innovative organizations 
with the most connections to other organizations and highest patent levels within that 
cluster. Although the firm-firm links dominate both networks, the firms are not 
necessarily the central actors. We show that in both clusters the universities and 
knowledge institutes play a major role in knowledge diffusion.  
- For both networks knowledge exchanges are extending way beyond the geographic 
cluster boundaries. For the clusters as a whole regional proximity is not relevant. 
Cluster coefficient analysis shows that cooperation on a national level is more 
prominent. The networks are highly intertwined. There is no evidence of isolated 
firms or gatekeepers restricting the knowledge flow within or between the clusters. 
- For the individual organizations in both clusters there is large heterogeneity in intra-
cluster versus extra-cluster knowledge links. For many start-ups and a large number 
of supplier companies, geographic proximity is crucial. The larger companies, some 
SME’s and the research organizations have an international focus. They are largely 
responsible for the diffusion of new knowledge into the cluster. We add to previous 
work the fact that this heterogeneity within the clusters shows a gradual transition 
from completely cluster-focused to almost completely extra-cluster focused 
organizations. 
- At the network level the topology determines the system performance. We present 
evidence that the knowledge networks of two Dutch high-tech clusters show scale-
free topologies. Eindhoven is a multi-hub network with scale-free topology. Enschede 
is an early stage multi-hub network with near scale-free topology. The process of 
preferential attachment and network growth determines the scale-free properties. Our 
research shows that real networks of high-tech clusters behave according to 
simulations done by network scientists. Thus, diffusion does follow network structure. 
- Most organizations do not look past their egocentric network. So, the control of 
companies on knowledge diffusion is still limited. There is also a contradiction in 
terms here; most organizations have an interest in how the complete network is 
structured while few of them are allowed to help and structure the network, simply 
because of the (legal) terms and conditions of knowledge exchange. 
 
Conclusion 
Using the complete network approach, we show that network structure reveals the 
influential elements of knowledge diffusion in high-tech clusters. It shows heterogeneity 
amongst organizations and possible isolates and gatekeepers who restrict knowledge 
flows. The network topology shows us how the system performs on knowledge diffusion. 
The structure also reveals the cluster life-cycle stage. Thus, the network perspective on 
knowledge diffusion contributes greatly to understanding cluster development. It is 
recommended for the mere reason that a cluster does not operate in isolation. For that 
matter, network liaison officers or network weavers, who use the network knowledge, 
could probably mean more for cluster organizations or to the benefit of cluster 
development than initiatives focusing on local cluster development. We think that 
learning through networking and by interacting is the crucial force that will pull firms 
into clusters.  
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1. Introduction 
 
1.1 Knowledge diffusion in innovation: the role of clusters and networks 
In a world of fast technological changes innovation becomes crucial to survival (Cowan 
& Jonard, 2004). Clusters sometimes play a major role in speeding up the process of 
innovation (Porter, 2000). However, in a modern knowledge based economy, knowledge 
creation and technological innovation rarely happen in isolation; innovation networks 
have become the norm rather than the exception in modern innovation processes 
(Roediger-Sluga & Barber, 2007). Innovation is an interactive process between actors, 
both between employees within a firm and between firms. The connections across firms 
and industries are fundamental to competition, productivity and especially to the direction 
and pace of new business formation and innovation (Porter, 2000). This exchange of 
knowledge between agents in different organizations is frequent in the innovation process 
(Østergaard, 2008). Recent studies show that these interactions and more generally, 
network effects are the key mechanisms through which external economies benefit local 
firms and are ultimately responsible for the emergence, growth and success of a cluster of 
innovative firms (Breschi & Malerba, 2007). More and more researchers are convinced 
that networks are the appropriate conceptualization of inter-organizational learning and 
knowledge flows (Ter Wal & Boschma, 2008). In this study we take a network 
perspective towards the process of knowledge diffusion in clusters. To understand this 
knowledge diffusion and to be able to answer the research questions we need to take a 
closer look at the interface of clusters and networks. 
 
1.2 Clusters versus networks 
Where clusters are a spatial concept, being a form of localized concentration of 
organizations in a particular field, the network is in its very essence, a concept that is 
non-spatial. In this study it concerns the pattern of relations between organizations 
exchanging technologic knowledge to the benefit of innovation. Agents can be here or 
elsewhere, here because they are located in geographic space within which they entertain 
relationships with neighbours, elsewhere because agents entertain remote relationships 
with other agents (Carrincazeaux et al., 2008).  
Network studies into spatial clustering have shown that a cluster is not the same as a 
network (Ter Wal & Boschma, 2008, Giuliani, 2006). A cluster and a knowledge network 
do not overlap per se. Not all of the local companies are part of the local knowledge 
network and companies outside the cluster exchange knowledge with only some of the 
localized companies. Where a cluster is seen as a geographically group of interconnected 
companies and associated institutions in a particular field (Porter, 2000), the network 
perspective highlights a broader context, a combination of local and non-local relations. 
To study the process of knowledge diffusion we therefore need to take into account the 
local cooperation and knowledge exchange but also the non-local knowledge relations. 
Thus, to study the knowledge diffusion in clusters we need a network concept 
(Carrincazeaux et al. 2008). 
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1.3 Aim and research questions 
The study of networks into cluster processes is relatively new and the vast majority of 
research so far has been into egocentric networks, with the focus on one organization. 
There have been relative few studies on complete knowledge networks covering the 
network of cluster organizations. And most of these studies were in the health and or 
human service sector (Provan et al., 2007). New about this study is that we investigate 
and compare the complete knowledge networks of the largest and second largest high-
tech clusters in the Netherlands, the Eindhoven and Enschede cluster.  
The aim is to study the influence network structure plays in the knowledge diffusion in 
these clusters. As mentioned above this structure is a combination of spatial and non-
spatial relations and the network perspective is aimed to give insight into this structure.  
In mapping the structure and following the idea that ‘structure affects function’ (Strogatz, 
2001) it will be possible to determine the key structural elements which influence 
knowledge diffusion. As knowledge diffusion affects the innovation performance of 
clusters this study hopefully can contribute to a better understanding of network structure 
on the performance of clusters. The main research question of this study is: 
 
What is, based on network theory, the influence of network-structural elements on the 
knowledge diffusion in clusters, with an application to the selected clusters? 
 
To answer this question we need at least answer the following sub-questions: 
1.  What are clusters and how are they defined? 
2.  What are networks, how are they defined and how do we study them? 
3.  Should networks be studied at the individual or organizational level? 
The answer to these three conceptual questions results in a set of hypotheses, which will 
be tested using the Eindhoven and Enschede clusters as empirical objects. This empirical 
research will answer the following three questions. 
 
4.  What is the influence of network structure on knowledge diffusion? 
5.  To what extend do networks overlap clusters? 
6.  What are necessary conditions to start knowledge exchanges between parties? 
 
To be able to answer the main research question and sub-questions the concepts and 
variables require further explanation. This is done in the literature review and theoretical 
framework presented in chapter 2. This theoretical framework results in a conceptual 
model that will be used to answer the main research question. The research methodology 
used for selecting and analyzing the empirical data is described in chapter 3. Chapter 4 
describes the context of the two clusters we investigate. Results and analysis are 
presented in chapter 5. Discussion and conclusions are presented in chapter 6 and 7. 
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2. Literature review and conceptual model 
The first part of this chapter will explain the concepts of knowledge diffusion, clusters, 
networks and structural aspects of networks. In the second part we will explain in more 
detail the research done on the formation of knowledge exchanges and necessary 
conditions to start knowledge exchanges.  
 
2.1 Definition of knowledge diffusion 
Several definitions are used in literature for the term knowledge diffusion. Some of the 
definitions are particularly focused on science-based knowledge transfer. Wojick et al. 
(2006) simply define knowledge diffusion as the process by which scientific knowledge 
is spread. Chen and Hicks (2004) define knowledge diffusion as the adaptation of 
knowledge in a broad range of scientific and engineering research and development. For 
the semiconductor industry, Appleyard and Kalsow (1999) have defined knowledge 
diffusion as the movement of useful ideas between organizations. Thompson et al. (2006) 
define knowledge diffusion as the process of communicating research, innovations and or 
knowledge to individuals, groups or organizations. It seems that just science-based 
knowledge diffusion (know-why) as defined by Wojick et al. is too limited as a definition, 
since the knowledge can also be tacit. On the other hand, Appleyard and Kalsow’s 
definition seems rather broad. Useful ideas could relate to marketing, finance, 
organizational or technological aspects of knowledge. Thompson et al. do not specify the 
term knowledge and use several levels of diffusion. In this study we want to be able to 
capture both tacit and explicit knowledge and choose to follow the definition as assumed 
by Chen and Hicks. ‘The adaption of knowledge in a broad range of science (know-why) 
and engineering research and development (know-how)’, captures the idea of 
technological explicit and tacit knowledge diffusion.  
 
2.2 Clusters 
Clusters have received widespread attention as an instrument for enabling firms to 
overcome internal limitations by joining efforts and resources with other firms, R&D 
institutions and universities, trade associations and public sector organizations in a 
pursuit of a common objective or vision. The interest in clusters has particularly been 
fuelled by growing appreciation of innovation in academia as well as in policy making, 
and the perception that initiatives in cluster development may be one of the most 
effective means available for fostering an environment that is conducive to innovation 
(Andersson, 2004).  
Porter (2000) is one of the most influential authors on and propagandists of the cluster 
concept. He defines clusters as a geographically proximate group of interconnected 
companies and associated institutions in a particular field, linked by commonalities and 
complementaries. According to Porter the connections across firms and industries are 
fundamental to competition, to productivity and especially to the direction and pace of 
new business formation and innovation. The close linkages with buyers, suppliers and 
other institutions are important, not only for efficiency but also for the rate of 
improvement and innovation. So, in terms of the process of knowledge diffusion, Porter 
emphasizes that proximity, supply and technological linkages, and the existence of 
repeated personal relationships and community ties fostering trust, facilitate the 
information flow within clusters. Ongoing relationships with other entities within the 
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cluster facilitate learning, as do the ease of visits and face-to-face contacts. Thus, with the 
links between cluster organizations, he imposes a relation with networks and the speed of 
innovation and knowledge diffusion. Thus, Porter defends the idea that clustering helps 
companies to become more sophisticated in competition and innovation. 
Although Porter’s cluster concept has become the standard concept in the field, there is 
considerable critique on the concept. Martin and Sunley (2003) give a well-founded 
criticism on Porter’s cluster concept. The criticism concerns the fuzziness of its definition, 
the theory, its selective empirics and the claims laid on its benefits and its use in making 
policy. According to them, the definition is vague because Porter’s clusters have no 
essential self-defining boundaries, whether in terms of inter-sectoral or inter-firm 
linkages, information networks or geographical reach. The selective empirics are 
criticized because there is no accepted method for identifying and mapping of clusters, 
not in key variables that should be measured, nor in procedures by which the 
geographical boundaries of clusters should be determined. The cluster classification is 
also critiqued because Porter sees the wine cluster in Italy as one form of cluster just as 
high-tech areas such as Silicon Valley are another. So, rules to distinguish clusters are 
highly arbitrary. In the studies mentioned by Martin and Sunley, the evidence for a 
positive relation between clustering and innovation is not consistent. For the greater part 
they attribute this to the lack of a well defined cluster theory, as underlined in the critique.  
Unfortunately, Martin and Sunley do not propose an improvement to Porter’s cluster 
concept. They only present a number of cluster definitions that are being used in 
literature and show that there is no appropriate definition of clusters. However vague 
these definition are, most definitions include a certain level of interaction across local 
firms as a prerequisite for concentration of industrial activity to be called a cluster. 
According to Martin and Sunley, the dominant view is now that clustering is most 
significant in sectors that are crucially dependent on tacit or informal knowledge, often in 
pre-commercialization phases (e.g. applied research, proto-typing, testing, patenting). 
Breschi and Malerba (2007) deliberately avoid engaging in providing a definition of a 
cluster and decide to focus on the variety of processes that drive the emergence, growth 
and successful development of spatial concentration of industrial and innovative activities.  
 When it comes to the explanation of industrial clusters, an influential line of research has 
developed around the notion of localized knowledge spillovers, which has been proposed 
as one of the key explanatory factors for clustering of innovative firms (Breschi & 
Malerba, 2007). Knowledge spillovers are investments in knowledge creation by one 
party which produce external benefits by facilitating innovation by other parties. 
Audretsch and Feldman (1996) have found evidence that industries in which these 
knowledge spillovers are more prevalent, that is where industry R&D, university research 
and skilled labor are the most important, have a greater propensity for innovative activity 
to cluster than industries where knowledge externalities are less important. They suggest 
that knowledge is diffused pervasively and almost random in clusters, enhancing the 
likelihood of firms to learn and innovate. They argue that there are geographic boundaries 
to information flows or knowledge spillovers, particularly tacit knowledge, among the 
firms in an industry. Tacit knowledge, as opposed to explicit or codified knowledge, is 
difficult to transfer to another person by means of writing it down or verbalizing it. If 
tacit knowledge is involved, effective transfer of such knowledge generally requires 
extensive personal face-to-face contact. It can only be transmitted via training or gained 
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through personal experience. According to the authors, in those industries where tacit 
knowledge plays a large role, proximity matters.  
 There is considerable opposition against the idea of knowledge spillovers. Giuliani 
(2006) provides evidence that knowledge does not spill over pervasively and is being 
transferred rather selectively. Giuliani used social network analysis to study the structural 
properties of knowledge networks (KN) in 3 wine clusters. She shows that despite 
geographic proximity and the strong presence of local business networks, innovation 
related knowledge is diffused in clusters in a highly selective and uneven way. This 
pattern is found to be related to the heterogeneous and asymmetric distribution of firm 
knowledge bases. Firm-level learning is based on knowledge and capabilities of skilled 
knowledge workers. It is accrued and generated through their experimental efforts. This 
process of accumulation at the intra-firm level is therefore inherently imperfect, complex 
and path-dependent, resulting in persistent firm heterogeneity. Furthermore she shows 
that some companies within the clusters have hardly any knowledge links with other 
cluster companies but do have good international contacts. With this network perspective 
she also shows the role played by firms in shaping the networks that eventually favor 
cluster firms’ innovation. Giuliani’s study contributes to the idea that knowledge is 
diffused in clusters on the basis of a purposeful and highly selective search process, 
rather than pervasively or randomly, as described by Audretsch and Feldman (1996). 
 Also Boschma (2005) critically assesses the idea of knowledge spillovers. According to 
him, geographical proximity cannot be studied in isolation. He distinguishes five other 
dimensions of proximity which influence knowledge diffusion and learning: cognitive, 
organizational, social, institutional and geographical proximity. He claims that 
geographic proximity per se is neither a necessary nor a sufficient condition for learning 
to take place. Geographic proximity facilitates interactive learning, most likely by 
strengthening the other forms of proximity. In this respect, it should be stresses that the 
exchange of tacit knowledge still requires face-to-face contacts. However, the need for 
physical co-presence can be organized by bringing people together through travel now 
and then. Tacit knowledge transfer in that sense does not need spatial proximity in terms 
of permanent co-location of knowledge exchange partners. 
 In conclusion, and in answer to the first sub-question, to be able to answer our research 
questions it is evident we need to make choices to overcome some of the limitations of 
the cluster definitions in use. Choices will need to be made in terms of geographical reach, 
sectoral and organizational level, the kind of knowledge exchange and time period of 
study. This will be further explained in chapter 2 and 3.  
 
2.3 Networks and social network analysis 
Cooperation and interaction between agents, firms and other organizations, is the key 
element to the concept of networks. Learning and knowledge exchange happens through 
these networks. The network perspective focuses on structural relations between agents 
and the overall pattern of all these relations. In network theory these agents are referred to 
as nodes. They may be individual persons, small groups, organizations or even nation 
states (Knoke & Yang, 2008). In this study a network refers to the knowledge network 
(KN), the relationship in the form of technological knowledge exchanges between firms 
and other organizations. The nodes are the organizations and the links are the knowledge 
exchanges between these organizations. 
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Network studies are nowadays executed with the help of social network analysis (SNA). 
Freeman (2004) describes the historic development of sociometry in the 1930’s into the 
structural and statistical approach SNA today is. The study of interactions between social 
actors finds its origin in the study of human relationships but also links among groups or 
organizations are examined with SNA. Through the years SNA has developed in a 
research method grounded in systematic empirical research of actor networks, it draws 
heavily on graphic presentation and it relies on the use of mathematical and 
computational models. Knoke and Yang (2008) explain in great detail, the fundamental 
network elements, graph theory, design elements, data collection, boundary specifications 
and basic and advanced quantitative methods of analysis used in SNA. SNA as a research 
tool gives insight in the structural elements of the network and their position. Topological 
parameters can be calculated to determine the efficiency of diffusion and the complete 
structure shows the different stages of cluster development. This will be explained in 
more detail in the section 2.6.1. 
 Many researchers have applied the SNA methodology successfully to study knowledge 
diffusion at the organizational level. (Gay & Dousset, 2005; Giuliani, 2006; Cassi et al., 
2008; Ter Wal & Boschma, 2008), Reid et al., 2008, Fritsch & Kauffeld-Monz, 2010).  
Nowadays SNA is executed using dedicated software. A review of these programs can be 
found in Huisman and van Duijn (2005). A short screening on the Internet shows that 
since 2005, the development of this software has made considerable progress and a 
number of these tools are available as freeware on the Internet. In conclusion, and in 
answer to sub-question 2, SNA is the proper method to determine the influence of 
network structural aspects on the knowledge diffusion in clusters and present results 
quantitatively. This fits with the aim of our study. 
 
2.4 The knowledge network (KN) 
To be able to study knowledge networks they need to be defined in terms of composition 
and the level of analysis (Knoke & Yang, 2008). In this section we will define the 
composition. A knowledge network (KN) is defined as a network that links firms through 
the transfer of innovation-related knowledge, aiming at the solution of complex technical 
problems (Giuliani, 2006). Concerning knowledge networks there is a distinction 
between information and knowledge. To Fritsch and Kauffeld-Monz (2010) information 
and knowledge differ considerably. While information transfer tends to be largely 
independent of spatial distance, an exchange of knowledge often requires face-to-face 
contacts, especially if the knowledge is not codified but tacit. Tacit knowledge is bound 
to persons in organizations and a transfer of this knowledge requires face-to-face contact, 
either by working together in a localized environment or by means of traveling. For this 
reason, the spatial proximity as such is not important for the transfer of knowledge, but 
rather the factual existence of network ties. Giuliani has shown that business networks 
(BN) and knowledge networks (KN) are structurally different. Considerable amounts of 
information travel in BNs, due to pervasive business interactions. But if it comes to the 
formation of KNs, the underlying motivations are different. She has shown that 
innovation-related knowledge is exchanged in a rather uneven and selective way. In 
answer to our second sub-question, it is the KN, as used in Giuliani’s article, which is the 
subject of this study, not the flow of information within BNs. In line with the definition 
of knowledge diffusion (Chen & Hicks, 2004) we will limit ourselves in the composition 
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of the network to technological knowledge exchanges, as Giuliani (2006) did. This means 
that interesting business, commercial or financial knowledge which can play an important 
role in cluster processes, will be excluded. We think that we can answer our research 
question within this definition of knowledge diffusion and the KN.  
 
2.5 The knowledge network level 
There are three micro levels of network analysis, the egocentric, the dyadic network and 
the triadic network. An egocentric or ego-network consists of one actor (ego) and all 
other actors (alters) with which ego has direct relations, as well as the direct relations 
among those alters. A dyadic network consists of pairs of actors (e.g. married couples). 
The most basic questions about a dyad are whether a specific tie exists between two 
actors, and, if so, what is the intensity, duration or strength of that relation. The third 
level of network analysis is triadic relations. Here all possible choice relations among the 
actors in triples are studied. Research on triadic structures usually concentrates on 
sentiment ties (liking, friendship, antagonism), with particular interest in balanced and 
transitive relations.  
Beyond the three micro levels of network analysis, the complete or whole network is the 
most important macro level of analysis. Researchers use the information about every 
relation among N actors to represent and explain an entire network’s structural relations. 
Typical concerns are the presence of distinct positions or social roles within the system 
that are jointly occupied by the network actors, and the pattern of ties within and among 
those positions (Knoke & Yang, 2008). This structure will show how knowledge is 
diffused in the network, more so than using other levels of network analyses. Also in 
answer to sub-question 2, it is the whole knowledge network that is the level of analysis 
to study the influence of network structural aspects on knowledge diffusion in clusters. 
 
2.6 Knowledge diffusion and network structure: diffusion follows structure 
Knowledge diffusion is an indicator of innovation speed and in a way an indicator for the 
performance of a cluster. KN’s can take care of this knowledge diffusion. Network 
studies since the 30s have shown that network structures can vary dramatically in form, 
ranging from isolated structures where no actors are connected to saturated structures in 
which everyone is directly connected. More typically, real networks exhibit intermediate 
structures in which some actors have more extensive connections than others (Knoke & 
Yang, 2008). Both sociologists and mathematicians contributed to social network theory 
and analysis. This process of coming together and integration of sciences received a new 
impulse in the 90’s with the contribution of the physicist and mathematician Watts and 
Strogatz (1998), and the contribution of the physicists Barabási and Albert (2000) 
regarding these intermediate network structures. With their topological approach they 
added a new dimension to this field of science, which is increasingly referred to as 
network theory. The tendency of social network scientists to ignore structure is because 
of this, diminishing.  
In this respect the concept, ‘diffusion follows structure’ is of major importance (Strogatz, 
2001). Several authors have shown that the structure of the network, topology in 
mathematical terms, determines the transmission rate of knowledge. In the next sections 
we will further elaborate on the network theory of the intermediate network structures. 
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2.6.1 Topological aspects of knowledge diffusion 
Watts and Strogatz (1998) describe one of the intermediate network structures, the small-
world networks, on a mathematical basis. They find that networks can be highly clustered, 
like in a regular lattice, yet have small characteristic path lengths, like in random graphs, 
see fig. 1. Small-world networks are networks with an optimal balance between these two 
extremes. These networks were obtained by rewiring regular networks and were named 
small-world networks (SW), by analogy with Milgram’s small-world phenomenon 
(Granovetter, 1973). In an elegant way they model a network with specific properties 
which are not just a curiosity of social networks, it is probably generic for many large, 
sparse networks. The modeling indicates that network structure influences the speed and 
extent of transmission (e.g. disease, knowledge). This is an important finding. SW-
networks have a distinct high clustering with short characteristic path length and as a 
consequence show high transmission rates, read diffusion rates. Fig. 1a shows examples 
of regular, small-world and random ring networks as used in the simulation. Graphs are 
tuned in randomness (p) between regularity (p=0) and disorder (p=1) to investigate the 
intermediate region 0< p < 1. Two structural properties are quantified: The characteristics 
path length or average path length L(p) is defined as the average of the distances between 
all pairs of nodes (a global property) and the cluster coefficient C(p) is defined as the 
cliqueness of a typical neighbourhood (a local property). Cliques are network-structural 
elements, cohesive subgroups of nodes which are directly connected to one another 
(Knoke & Yang, 2008) 
 
  
Fig. 1a.  A regular, small world and random network.   Source: Watts and Strogatz (1998) 
 
Thus the regular lattice is a highly clustered, large-world network with large L whereas 
the random network at p=1 is poorly clustered. One might expect that large clustering C 
is always associated with large path length L. On the contrary, fig. 1b reveals that there is 
a broad interval of p over which L(p) is almost as small as Lrandom, yet C(p) is larger than 
Crandom. The SW network results from an immediate drop in L(p) caused by the 
introduction of a few ‘short cuts’ that connect nodes that would otherwise be much 
farther apart than Lrandom. A few of these short cuts have a highly nonlinear affect on L. 
Hence C(p) remains practically unchanged for small p even though L(p) drops rapidly. 
The important implication here is that at the local level, as reflected by C(p), the 
transition to a small-world is almost undetectable. Another important implication is that 
only a few short cuts suffice to create a SW topology. Fig. 1b shows the boundaries of the 
SW world are more or less in the p = 0.005-0.1 randomness range. In this regime a high 
clustering is combined with a low average path length. This combination greatly 
increases the overall efficiency of search and diffusion across a whole network (Watts & 
 13
Strogatz, 1998). In a subsequent article Strogatz (2001) posits that “Structure always 
affects function” and shows that research since then has provided evidence of this theory; 
many empirical examples of SW networks have been documented in fields ranging from 
power grids to cell biology to business. So, to study knowledge diffusion in clusters, 
topology characterized by local clustering and global contacts is a key in the transfer of 
knowledge and information. Structure is therefore the proper angle of research to study 
this phenomenon. The topology of networks affects the knowledge diffusion and also the 
robustness of transmission. 
 
Fig. 1b.  The characteristic path length and cluster coefficient for randomly rewired graphs as a 
function of randomness. The graph is normalized by the values L(0) and C(0) for a regular lattice.  
Source: Watts and Strogatz (1998) 
 
Cowan and Jonard (2004) modeled knowledge diffusion as a barter process in which 
agents exchange different types of knowledge. They examine the relation between 
network structure and diffusion performance. In their model, the number of nodes is kept 
constant. They assume knowledge can only be partly assimilated, knowledge degrades as 
it is transmitted, and the knowledge exchange is proportional to the knowledge 
differential between agents. The modeling shows that the performance of the system 
exhibits clear SW properties having low average path lengths in combination with high 
cliqueness when most connections are local, but roughly 10 % of them are long distance. 
This is in line with the modeling results of Watts and Strogatz (1998), which only needed 
a small number of short cuts to create a SW network. The authors show that the extent of 
diffusion is clearly affected by the structure of the network over which the diffusion takes 
place. In this case the system does not grow and like Watts and Strogatz they find that 
under these conditions a SW topology is most efficient in terms of diffusion rate. 
 Barabási et al. (2000) demonstrate with a study into the World Wide Web, that despite 
its apparent random character, the topology of this network has a number of universal 
scale-free characteristics. They introduce a rather simple model that leads to a scale-free 
network (SF), capturing in a minimal fashion the self-organizing processes governing the 
WWW. Exploring Internet databases they recently demonstrated that independently of 
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the nature of the system and the identity of its constituents, the probability P(k) that a 
node in the network is connected to k other nodes, decays as a power-law: 
 
  P(k) = k – y            or   Log P(k) = - y Log k           (1) 
 
Here k is the node degree, the number of connections a certain node has, and y is a power, 
which generally lies between 2 and 3 for real networks (Barabási et al., 2000). 
These results offered the first evidence that large networks self-organize into a scale-free 
state, a feature unexpected by all existing random network models. For the modeling they 
assume new links are added to existing nodes and that growth is exponential. They do not 
assume these links are connected at random. Connections are made with certain 
intelligence and they introduce the idea of preferential attachment. Preferential 
attachment is the process describing that new node attachment is not uniform but there is 
a higher probability that nodes are linked to nodes that already have large number of links. 
With these two assumptions they realize a SF model, identical to the WWW. They expect 
that as long the network will grow the scale-free state will prevail. 
Growth and preferential attachment are mechanisms common to a number of complex 
systems, like business networks and social networks. The authors expect that the scale 
invariant state is a generic property of many complex networks. Fig. 2 shows the SF node 
degree distributions result for the world-wide-web as found by Strogatz (2001). 
 
 
Fig. 2. Degree distribution of the WWW (SF). Source: Strogatz (2001) 
 
The degree distribution of a network is defined as the fraction of nodes in a network with 
degree k. In this case the nodes are web pages; the links are hyperlinks from one page to 
another. For SF networks the power law (1) becomes a linear relation in a log-log plot. 
The article by Lin and Li (2010) is consistent with the work of Barabási et al. (2000). 
Through modeling they study the knowledge innovation and diffusion on four 
representative network models, the regular, SW, random and SF network. They also look 
at growth of the network and use the idea of preferential attachment in the case of the 
scale-free model. Their simulation shows that the SF network is more conducive to 
promote the growth of knowledge in the system. The knowledge growth speed in the 
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system is largest for the SF network, followed by the random, SW and regular network. 
The result that SF networks provide an optimal framework for knowledge growth and 
diffusion can be qualitatively explained from the viewpoint of network structure. In SF 
networks there are a few large degree nodes, called hubs, which are connected with a 
large number of small degree nodes and which are able to spread knowledge. This is a 
very important structural element in SF networks. It is found that the knowledge stock of 
an agent is proportional to its degree, so these hubs play an important role. Newly 
innovated knowledge is quickly transferred to the hub agent from a few innovating agents 
and then broadcasted to the rest of the system. This mechanism provides fast knowledge 
growth and diffusion on SF networks. The SF model has the highest transmission speed 
for growing networks. 
 In conclusion, a SW topology is indicative of efficient knowledge diffusion in a non-
growing network. A SF topology is indicative of most efficient diffusion in a growing 
network with hubs. An important implication of this is that if we find a SW or SF 
topology by mapping the knowledge network structure we can tell whether or not such 
network is still growing or not. This is important in terms of cluster development. Thus, 
in answer to sub-question 4, it is clear that network structure and topological parameters 
give insight in the knowledge diffusion in clusters. 
 
2.6.2 The role of firms 
If we study knowledge diffusion it is important to distinguish relationships between 
individuals and organizations (Carincazeaux et al., 2008). Individuals very often form an 
informal network between organizations. But most individuals are loyal to their 
organization so knowledge does not simply flow between organizations (Østergaard, 
2008). However, relationships between individuals help establish relationships between 
organizations, but once launched, these become autonomous and pursue their own logic. 
It is the institutions and proximities on the firm level that determine whether or not 
companies will start cooperation. (Carincazeaux et al., 2008). The existence of an inter-
individual network encourages exchanges between organizations. This boundary crossing 
behavior of people moving between communities of practice, or acting as brokers and 
intermediaries leads to relations between organizations (Coe & Bunnell, 2003). Porter 
(2000) emphasizes the relations with suppliers, customers and partner organizations in 
terms of learning and innovation. So, the contact on a firm level are of a different scale, 
an aggregate of the contacts between employees and knowledge workers, whose 
connections can lead to company relations but which also can be established by the 
companies themselves, aside of the brokering activities of some employees (Coe & 
Bunnell, 2003; Brass et al., 2004; Fritsch & Kauffeld-Monz, 2010).  
 In their study of Italian industrial districts Lazerson and Lorenzoni (1999) place the firm 
at the forefront of their research, since they believe they remain the central organizational 
actors in industrial districts. Important as institutional arrangements like business 
associations, regional and local policies are in industrial districts, they argue that no 
industrial district has ever emerged from a set of industrial policy initiatives promoted by 
either public or private organizations. They find evidence that the larger firms of the 
districts should be considered the central actors that influence firms’ innovation. They 
often orchestrate subcontracting relations, explore commercial avenues and invest in 
R&D. These diverse activities link leading firms to both distant and local actors. In terms 
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of knowledge diffusion, skill and technology transfers initiated by large corporations as 
well as subcontracting policies have done much to spark small firm development. In line 
with this, Giuliani (2006) has also studied knowledge diffusion in the wine clusters at the 
inter-organizational level. The organizations are network-structural elements. Ultimately, 
the majority of innovative activity takes place within firms and firm networks in a market 
context (Coe & Bunnell, 2003). This concerns customer, supplier and partner 
organizations. It is for the above reasons that in this study and in answer to sub-question 
3, we examine knowledge diffusion at the inter-firm and inter-organizational level.  
 
2.6.3 The role of non-firm organizations 
Access to new knowledge is important for innovation. Not only companies innovate. A 
lot of unique knowledge creation and diffusion takes place through universities and 
research institutes. Universities are found to be important in clusters and many new 
companies very often locate at or near these institutions (Østergaard, 2008; Geenhuizen 
& Reyes-Gonzales, 2007). They form an interesting source of innovation-related 
knowledge (Cassi et al., 2008). Incorporating these organizations in the KN is important 
in the study of diffusion in clusters. Knowledge transfer can also take place through other 
non-firm actors like investors, branch or trade organizations and consortia (Porter, 2000; 
Eisengerich, 2010). According to Porter these organizations diffuse knowledge in a wider 
context, e.g. technologically, financially, organizationally, etc. In our network study we 
will incorporate these non-firm organizations because we expect them to be network-
structural elements. But we only add them if it is clear they contribute to the diffusion of 
technological knowledge in line with our definition of knowledge diffusion and KN.  
 
2.6.4 The life cycle of clusters and network structure 
It is known that clusters go through a life cycle (Andersson, 2004). Any cluster in its 
development will go through different stages and it is possible to discern certain 
characteristic network patterns or structures. Krebs (2006) poses the idea that depending 
on the evolution of a cluster the structure of the network is showing different 
characteristic patterns, see fig. 3.  
 
Fig. 3. Network structures in different stages of cluster development (Krebs 2006) 
 
Most communities start as companies flock together because of common attributes or, 
goals. Small groups of 1 to 5 organizations have connected out of necessity. In the next 
phase these fragments start forming ties and connect very often through a central 
connection, the hub. A typical hub-spoke pattern forms. The single hub is important in 
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the diffusion of information and knowledge. It concentrates both power and vulnerability 
in one node. In the next phase the cluster companies connect with other groups that have 
common goals or interest. A multi-hub network emerges. Moving from a single hub 
network to a multi-hub network has many advantages. The advantage of a multi-hub 
network is the elimination of the single point of failure. Not only is the network topology 
less fragile, flow of information and knowledge is not restricted to one path through a 
central powerful hub. This design lowers the average path lengths. Knowledge percolates 
most quickly through these SW or SF network topologies where the best-connected nodes 
are all connected to each other. The end phase of vibrant community networks is the 
core-periphery structure. This emerges after many years of network strengthening by 
multiple hubs. It is a stable network that can link to other well-developed networks. The 
network core contains the community members who have developed strong ties between 
themselves. The periphery is an open porous boundary where members and ideas come 
and go. The periphery monitors the environment, while the core implements what is 
discovered and deemed useful. The core of such structure is very dense. In this phase too 
much density can lead to rigidity in the core and lock-in. This can lead to signals for 
transformation. In conclusion, network structure can show us how knowledge diffuses in 
clusters but it also gives valuable information in which phase cluster development is.  
 
2.7 Conditions for knowledge diffusion: proximities and trust. 
Network mapping can show who is exchanging knowledge with whom but it does not 
answer what the conditions are for these exchanges to happen. Several authors have 
studied these conditions. As mentioned before, Boschma (2005) distinguishes five 
dimensions of proximity which influence knowledge diffusion and learning.  According 
to Boschma, geographical proximity is unlikely to enhance interactive learning and 
innovation and is neither a necessary nor a sufficient condition for learning. It seems that 
cognitive proximity is a prerequisite for learning. Boschma warns that not only too little 
but also too much proximity may be detrimental for interactive learning and innovation 
and this can be the case for all five dimensions of proximity. For example, too much 
cognitive proximity between companies in a cluster may be detrimental for learning and 
innovation and can lead to lock-in. There should be some cognitive distance. Knowledge 
building requires dissimilar, complementary bodies of knowledge. Novelty of sources 
triggers new ideas and creativity. In order to prevent lock-in, organizations should secure 
access to heterogeneous sources of information and some openness to the outside world. 
Organizational proximity has to do with the rate of control an organization exerts. Strong 
control mechanisms (e.g. legal or financial rules) are required in order to assure 
ownership rights. But too much organizational proximity can lead to a bureaucratic 
system limiting access to various sources of novel information. 
  Trust between parties is a key factor in the knowledge diffusion process (Boschma, 
2005; Brass et al., 2004; Fritsch & Kauffeld-Monz, 2010; Østengaard, 2009; Porter, 
2000). According to Porter, repeated personal contacts and community ties fostering trust 
and open communication facilitate the information flow in a cluster. Boschma (2005) 
argues that trust-based interaction between actors is necessary for inter-organizational 
learning. Repeated interactions between organizations can build trust-based inter-firm 
networks. Trust-based social relations facilitate the exchange of tacit knowledge. 
Working together on inter-organizational projects builds trust. According to Cassi et al. 
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(2008) the experience of partners working together, doing joint research or product 
development builds trust and facilitates future knowledge flows, since common coding 
schemes and trust already exist. This is the case for knowledge networks where trust is 
generated by stabile customer-supplier relations (Giuliani, 2006). Thus, many researchers 
acknowledge the importance of trust in building inter-organizational networks, but it is 
difficult to measure trust a priori and to assess its effect of inter-organizational 
cooperation (Brass et al., 2004). 
 
2.8 Conceptual model and propositions 
In the previous sections we have found an answer to the three conceptual questions. To 
study the knowledge diffusion in clusters we will follow a network approach and will 
study the local and non-local knowledge network links, in line with the research of 
Carcincazeaux et al. (2008), Ter Wal and Boschma (2008), Giuliani (2006) and Malerba 
and Breschi (2007). Also from a topology point-of-view, knowledge diffusion can only 
be studied by mapping the structure of local and non-local knowledge links (Watts & 
Strogatz, 1998; Barabási et al., 2000; Lin & Li, 2010; Cowan & Jonard, 2004). By 
analyzing the structure of the whole KN it is possible to determine the important network 
elements and driving factors for the knowledge diffusion in clusters. The KN structure 
will show to what extent organizations search for knowledge outside the boundaries of 
the cluster and it will show the crucial positions. To do this, we need to overcome the 
weaknesses in the delineation of clusters (Porter, 2000; Martin & Sunley, 2003). For that, 
we need to define a number of cluster boundaries. Based on the above literature review 
we investigate the knowledge diffusion process in clusters by assuming the following:  
1. We use the knowledge diffusion definition of Chen & Hicks. 
2. We define KNs as networks in which technological knowledge is diffused. 
3. The following cluster boundaries will be defined: 
- A sectoral boundary of microelectronics (ME) and high tech systems (HTS) has been 
chosen. In these sectors technological knowledge diffusion is important for knowledge 
building and innovation. This will be further explained in chapter 3. 
- A geographic boundary will be chosen based on a logical and practical travelling 
distance. This will be further explained in chapter 3. 
- Since clusters and networks change overtime a logical temporal boundary will be 
chosen for our study. This will be further explained in chapter 3.  
5. We study the KNs at the complete network level. 
6. We study the KNs at the organizational level.  
7. Both firm and non-firm organizations will be incorporated in the study. 
8. For network mapping and analysis we will use the accepted SNA method. 
9. We define network boundaries to be able to capture both local and non-local links. 
This will be further explained in chapter 3.   
10. The network structure will show us the stage of cluster development.  
11. From the network structure we determine the important network-structural elements  
12. The topology of the KNs will show us if we have a growing or non-growing system. 
 
Based on the above model we can make the following propositions: 
The cluster is a spatial concept and the network is a non-spatial concept. It is therefore 
very interesting to understand how these two overlap. It is a crucial question if we want 
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to understand knowledge flows in clusters. In general it is expected that organizations in 
clusters will not limit themselves in gathering only knowledge within a cluster, whatever 
their size (Giuliani, 2006). If they are in need of specific knowledge to stay innovative it 
is therefore plausible that they also seek this knowledge outside the cluster. 
Given our choice of cluster boundaries the complete KN structure will make clear to what 
extent companies search for knowledge outside the boundaries of the cluster. In line with 
Giuliani (2006), we expect to see that organizations in geographically defined clusters 
will not limit themselves in gathering knowledge within a cluster, whatever their cluster 
size. If they are in need of specific knowledge to stay innovative it is plausible they seek 
this knowledge outside the cluster. In SNA terms this means that knowledge links of 
cluster organizations extend outside and well beyond any logical and practical defined 
geographic boundary. By partitioning the sort of links, the KN structure will show if the 
cluster on average is primarily regionally, nationally or internationally oriented. 
 
Proposition 1: A knowledge network is larger than a cluster, whatever the logical or 
practical geographic defined boundary of the cluster might be. 
 
But what might be the case for the cluster as a whole does not need to be true for the 
individual cluster organizations. As mentioned in section 2.2, Giuliani has shown that the 
process of knowledge accumulation of organizations is inherently imperfect, complex 
and path-dependent resulting in persistent firm heterogeneity. It is expected there will be 
large differences between organizations if it comes to internal and external knowledge 
links (Giuliani, 2006). We expect to see this heterogeneity also in the HTS/ME clusters 
we investigate. In SNA terms this means there is a large difference in the ratio between 
intra-cluster links versus the total amount of links an organization has. 
 
Proposition 2: Cluster organizations in the ME/HTS sector show a large heterogeneity in 
the ratio between intra-cluster versus total amount of links 
 
Assuming we find this heterogeneity this leads to an interesting question. Who are the 
main actors in the network diffusing knowledge inside the cluster (geographic proximity 
matters) and who is involved in gathering knowledge from outside the cluster? Analysis 
of the knowledge links and position in the KN can give an answer to this. It is plausible 
that innovative companies do not rely on intra-cluster links alone. Innovative companies 
want to progress quickly and will have the tendency to get knowledge from wherever 
necessary. They already have a larger knowledge base than other cluster companies and 
will therefore seek new knowledge outside the cluster. Some of them will probably rely 
on outside knowledge completely as was shown by Giuliani (2006). 
 
Proposition 3: Innovative firms have a higher percentage extra-cluster links compared to 
less innovative firms in the cluster.  
 
Following Giuliani (2006), Lazerson & Lorenzoni (1999), Coe & Bunnell (2003), Brass 
et al. (2004), Fritsch & Kauffeld-Monz (2010) and Carincazeaux et al. (2008), the 
companies are the central actors in the knowledge network. They built trust among each 
other and facilitate knowledge diffusion. In line with Østergaard (2008), who has shown 
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that inter-firm informal contacts are more numerous than firm-university informal 
contacts, it is assumed that the formal inter-firm contacts are also more numerous than 
contacts between firms and other organizations. So, the central organizations in the 
networks are the companies, not the research centers or universities. 
 
Proposition 4a: Firms are more central in the knowledge network than other 
organizations and serve as the main conduit of knowledge.  
 
Empirical research of alliances in biotechnology has shown that firm with advanced 
technology are relative central in the network (Gay & Dousset, 2005). Also Giuliani 
(2006) explains the differences in positions in terms of knowledge differences. So firms 
are more central than the other organizations in the network. But those firms with the best 
knowledge take the most central positions. 
 
Proposition 4b: Firms with the most advanced knowledge base take the central positions. 
 
The SNA parameter ‘degree centrality’ can provide evidence to what extent organizations 
are connected to others (Provan et al., 1998). The knowledge base of a cluster firm is 
positively related to its patent level (Ter Wal & Boschma, 2008). The combination of 
degree centrality and patent level should give an answer to proposition 3 and 4b.  
 Østergaard’s research of the Aalborg cluster has shown that firms in general exchange 
more knowledge through firm-firm relations than through firm-university relations. It is 
expected that this also will hold for the whole KN. So, for the extra-cluster links we 
expect there will be more firm-firm exchanges than firm-university exchanges.  
 
Proposition 4c: There are more firm-firm relations than firm-university relations in a 
whole knowledge network. 
 
A lot of unique knowledge creation and diffusion takes place through universities and 
research institutes. Universities are found to be important in clusters and many new firms 
very often locate at or near these institutions (Østergaard, 2008; Geenhuizen & Reyes-
Gonzales, 2007). If these authors are right, there should be evidence of this through local 
firm-university knowledge links. The KN structure will reveal the extent to which local 
or non-local universities contribute to the diffusion of knowledge to local firms.  
Innovative and advanced firms in a cluster need new knowledge to learn and progress. 
For new knowledge they are very often dependent on knowledge coming from 
universities. These firms will not only seek this knowledge at the local universities but 
also abroad. In line with proposition 3 it is expected that the more innovative firms in a 
cluster will have extended knowledge links to extra-cluster universities. 
 
Proposition 5a: Innovative firms in a cluster have considerable knowledge links with 
extra-cluster universities. 
 
University research is more basic and of theoretical nature compared to the applied 
research done at companies (Østergaard, 2008). Universities will probably learn from 
very advanced firms within or outside the cluster but for the major part they will probably 
 21
depend on knowledge exchanges with other universities to progress in building new 
knowledge. It is therefore plausible that in general universities within a cluster mainly 
connect to extra-cluster universities more so than with extra-cluster firms. 
 
Proposition 5b: Universities within a cluster have more university - extra-cluster 
university relations than university - extra-cluster firm relations. 
 
Proposition 5b is in line with proposition 5a. It is the cluster firms who will seek new 
knowledge outside the cluster or internationally. This is usually a very specific search for 
knowledge. It is not expected that the number of university – extra-cluster firm relations 
will exceed the amount of university-university relations they normally are expected to 
build up in the academic environment. Relations of universities with extra-cluster firms 
in general are pretty unique. These universities have certain knowledge domains, which 
are of specific interest to these extra-cluster firms. It is therefore expected that in general, 
most universities have more firm contacts inside the cluster than outside the cluster.  
 
Proposition 5c: The local universities have more local firm knowledge links than outside 
cluster firm knowledge links. 
 
The use of patents and scientific publications has been documented in numerous studies 
and is a widely accepted way to study KNs (Chen & Hicks, 2004; Ter Wal & Boschma, 
2008). Provan et al. (2007) has shown that one of the main explanations for the relative 
lack of work on whole networks is because of problems with the research methods 
required for meaningful analysis. It is known that only co-patent publications for instance 
can lead to an incomplete set of knowledge links (Ter Wal & Boschma, 2008). For this 
sector we want to show that a co-patent only study leads to missing important elements or 
driving factors when studying knowledge networks. 
 
Proposition 6: A co-patent network is a bad proxy for a whole knowledge network. 
 
To get an answer to proposition 6 we need to compare co-patent knowledge links with 
the knowledge links gathered with the other methods in our meta-analysis approach. 
 
If proposition 1 does not hold it means knowledge diffuses only from within the cluster. 
This would plea for the theory of pure local spillovers and relevance for geographical 
proximity. This means propositions 2 and 3 will not hold in this case. If proposition 1 
does not hold the interesting question remains: who are the central actors in terms of 
knowledge diffusion within the cluster? Also in this case we expect that the network of 
knowledge relations will reveal the more central actors in the KN within the cluster. In 
line with what was mentioned above it is assumed proposition 4a and 4b will hold. If 
proposition 1 does not hold also proposition 5a, 5b and 5c will not hold. Extra-cluster 
company and university links will not be of importance.  
If knowledge diffusion is limited to the cluster alone it is expected there will be intense 
knowledge exchange relations. It is doubtful that in such environment of pure local 
spillovers co-patent links will be a good indication of the knowledge exchanges. It is 
therefore plausible that in this case proposition 6 will still hold. 
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3. Methodology 
 
3.1 Introduction 
In this chapter we will describe the methodology we use to answer the research questions. 
When we study complete knowledge networks, traditional surveys or case studies are not 
the appropriate research designs that fit our problem. As mentioned in section 2.6, a 
network study can best be done mapping knowledge links with the help of SNA. This 
method will give us an answer to sub-question 4 and 5. To get an answer to sub-question 
6 we could either use questionnaires or interviews. We decided to use interviews, which 
will be further explained in section 3.6. 
The objects of this study are the high tech clusters of Eindhoven and Enschede. These 
Dutch clusters are both involved in similar advanced technologies, the high tech systems 
(HTS) and microelectronics (ME) technology. They are dissimilar in the way that the 
Eindhoven cluster has a long industrial history and is for the major part formed on private 
initiative, while the Enschede cluster is younger and smaller and is primarily based on 
public initiative. More detailed information on the clusters can be found in chapter 4.  
 
3.2 Choices in our study  
In our conceptual model we use the knowledge diffusion definition of Chen & Hick 
(2004). We realize that by limiting ourselves to this definition we will exclude knowledge 
exchanges regarding marketing & sales, financial and organizational aspects of 
knowledge. Thus, links in the KNs are technology-based knowledge links. Since both 
clusters are involved in highly advanced technological innovations this implies that 
technological knowledge links will be most important to understand knowledge diffusion 
in these clusters. As mentioned in our conceptual model a number of boundaries are set to 
operationalize our research. These will be substantiated in the following paragraphs. 
 
3.3 Boundaries 
To overcome Martin and Sunley’s (2003) critique on Porter’s cluster concept we define 
the sectoral and organizational level and the spatial and temporal boundaries regarding 
the clusters. For the networks we also find it necessary to define some boundaries, 
keeping in mind the theories on networks as described in chapter 2.  
Organizational level: In line with what was mentioned in section 2.6.2 we will map the 
knowledge networks on the organizational level. This means that firms, universities and 
research organizations will be nodes in our networks. 
Sectoral level:  We limit ourselves to the High Tech Systems (HTS) and microelectronics 
(ME) sector. HTS companies are equipment or module manufacturers who are active in 
the semiconductor or medical business or companies who are involved in mechatronics. 
Microelectronics companies are involved in semiconductor, electronic or embedded 
system technology. Both HTS and ME technology are highly innovative. Technological 
knowledge and its diffusion are crucial to their survival. Universities and research 
organizations involved in R&D in these fields will be part of the network. The 
automotive, pharmaceutical, chemical and pure software businesses, which have located 
in these areas, will not be part of this study. Would we take into account these dissimilar 
businesses we surely would have large differences in cognitive distance (Boschma, 2005). 
The HTS and ME technology are closely related. Microelectronics is used in high tech 
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systems and high tech systems are used to create microelectronics. We assume the 
cognitive distance between organizations working in these sectors is small enough and 
we therefore expect there will be a large number of knowledge links between the 
organizations in these innovative fields. Due to this expected small cognitive distance and 
the fact that there will be a large number of supplier-customer links involved we also 
assume, in line with Boschma (2005), this leads to trust-based relations. A preliminary 
study of both clusters was done to get an initial list of ca. 25 organizations active in 
HTS/ME, see appendix 1.  
Temporal boundary: HTS and ME are innovative sectors and knowledge and knowledge 
links can change quickly. In terms of time it is therefore not very useful if we present data 
on knowledge diffusion of these clusters, which span long periods. On the other hand, it 
usually takes on average 4.5 years to bring new developments to the market. From 
product development cases it is known this can be up to 10 years (Schilling, 2008). In this 
timeframe we expect that knowledge links will show certain stability. We therefore think 
it is valid to limit ourselves in this study to map the KN’s over the period 2005-2010. 
Spatial boundary: Geenhuizen and Reyes-Gonzales (2007) used a 20-minute drive 
distance as a boundary. If it comes to the face-to-face contact and exchange of tacit 
knowledge this is a reasonable assumption as boundary in terms of geographic proximity. 
In the case of the Eindhoven cluster our preliminary list consists of companies located in 
or nearby Eindhoven. Most of them are within a 30 km distance around Eindhoven. 
Using navigation software it can be calculated that this results in a 30 minutes drive 
around Eindhoven. This means the cities of ‘s Hertogenbosch and Tilburg are just out of 
reach while the cities of Best, Weert and Helmond are within these limits. We apply the 
same rule to Enschede. The cities of Hengelo, Oldenzaal and Almelo are within reach but 
Deventer and Zutphen are not. All organizations on the original list comply with this rule. 
Network boundary: Baring in mind the small-world and scale-free network theories, both 
local and non-local network links need to be mapped for the network structure of the two 
clusters (Watts & Strogatz, 1998: Barabási et al., 2000). We define 3 different links: 
International links: In this study we limit the extra-cluster relations to the first 
international links the cluster organizations have outside the Netherlands and will be 
defined here as ‘end nodes’. With this we capture the so-called ‘short cuts’ (Watts & 
Strogatz, 1998). This means a cluster company can have more international links, e.g. in 
Asia and the US, but relations of international relations will not be mapped in the KNs. 
There will be one exception: If links of end nodes create a triadic closure through a third 
party with the cluster company such triad structure will be mapped. The reason for this is 
the fact that triadic closure is a form of a balanced and transitive relation.  
National links: The organizations, which have a clear technological knowledge exchange 
relation with the cluster organizations in Eindhoven or Enschede, but are themselves 
located in the Netherlands outside the geographic boundaries of the cluster, will be 
defined as national links. With this we hope to capture technological cooperation on a 
national scale. Very interesting in this respect are gatekeeper links between the two 
clusters and triadic closures on a national level. 
Local links: These exist between the local HTS/ME organizations of the initial list, both 
in Eindhoven and Enschede. While searching the Internet local nodes and knowledge 
links will be added, but only those who themselves are active in HTS/ME technology. 
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Undirected networks: In line with Cowan and Jonard (2004), knowledge diffusion in this 
study is regarded as more or less reciprocal between organizations. For this reason the 
knowledge links in the KN will be plotted as undirected links.    
 
3.4 The problem of mapping whole networks 
Mapping of complete networks is not easy. Provan et al. (2007) have reviewed the 
empirical literature on inter-organizational networks at the whole network level of 
analysis. Of the 50.000 reported network studies they have only found 26 empirical 
studies of whole networks, of which most of them, 14, were mapped in the health and 
human services sector. Whole network studies within private industry are limited to 9, 
and have started to appear more regularly after 1999. There is simply not very much of it 
and it seems to be rather difficult to map these networks. All different sorts of data have 
been used to map networks. So far, most networks have been studied using either 
qualitative and secondary data or standardized questionnaires and structural network 
analysis, but not both. Using questionnaires and direct contact with companies to retrieve 
information on their knowledge network might be tricky. Non-response is expected if for 
strategic or legal reasons organizations might not be willing to reveal this information 
and keep it secret. Others might not want to reveal their list of suppliers and partners. 
They just do not want the competition to know. If an organization is willing to talk about 
their KN, it is usually dealt with by a ‘knowledgeable’ person, most probably from the 
communications department. They might not be aware of all the contacts in terms of 
technological cooperation and this will lead to informant bias (Knoke & Yang, 2008). To 
cover a whole KN and to address the above issues, the best approach is to use the meta-
analytical approach, as suggested by Geenhuizen and Reyes-Gonzales (2007). 
 
3.5 A meta-analysis data collection 
As shown above, all data collection methods mentioned above have pros and cons. Using 
only one source, e.g. questionnaires will therefore not yield a whole and realistic KN. 
Gay and Dousset (2005) for instance used a combination of specialized Internet sites, 
news media, and annual reports to study the alliance network in biotechnology. To get as 
close to a whole KN as possible we will follow the meta-analysis method and make use 
of the following data sources: 1. Patent data, 2. Scientific publications, 3. Organization 
websites, 4. Websites displaying formal R&D projects, 5. Electronic trade journals and 
news media and 6. Annual reports. 
 To get information on trust-based knowledge links the above sources themselves need to 
be trustworthy. With the exception of the news media we think this is the case. The news 
media articles deserve more scrutiny. These sources are expected to be complementary. 
With Internet now being a vast rich repository for data collection on networks (Strogatz, 
2001), our data collection will be done using Internet-based searches. Such meta-analyses 
method, using the rich source Internet is, is the best way to map a whole KN for these 
clusters. These sources will be discussed in more detail in the next sections.  
 
3.5.1 Patent data 
KNs can be studied through patents. Both Ter Wal and Boschma (2008) and Chen and 
Hicks (2004), use patent data to follow knowledge flows in time. Patent data is relational 
data. Links between organizations can be identified through co-patents (several firms) or 
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co-inventors (several inventors). Patent data shows technological cooperation between 
companies. Since we are interested in technological cooperation between organizations 
patent data is valuable. But patent search has a number of disadvantages. Firstly, 
companies who work together very often prefer to divide the patents among them instead 
of applying for a co-patent, because co-possessing is legally complex. According to Ter 
Wal and Boschma in a study within 6 countries in Europe, only 3.6 % of the patents show 
up as co-patent. Due to this behavior, quite a substantial extent of inter-organizational 
cooperation remains invisible when taking co-patenting as a proxy for knowledge links. 
Secondly, the patenting is biased toward cooperation in applied and product-oriented 
innovation at the expense of more fundamental research innovations. Thirdly, patent 
behavior varies across sectors. The semiconductor and pharmaceutical business are good 
candidates for using this methodology. In these sectors most innovations are patented. 
Fourthly, patent behavior is related to firm size. Generally, large firms, show a higher 
propensity to patent than small firms. This is partly explained by the relative high cost of 
patenting. In addition larger companies are much stronger inclined to patent for strategic 
reasons. As a result smaller firms will be underrepresented in a patent-based network. 
Finally, universities and research institutions are underrepresented in patent data as well. 
Universities do not have strong incentives to patent, since their aim is to diffuse rather 
than protect the generated knowledge.  
 In conclusion, reconstruction of KNs on the basis of just patent data needs to be carried 
out with extreme care. Only applied to the right sectors, patent data can provide insight in 
the structure of the KN. Even then, one needs to acknowledge the limitation of the 
procedure. Since HTS and ME technology is part of or closely related to semiconductor 
business we assume co-patent search can help to uncover a part of the KNs we study.  
 There are extensive patent databases which make this archival research a powerful 
method. Two important public Internet patent databases are the United States patent and 
trademark office, USPTO and the European Patent Office database Espacenet 
(http://ep.espacenet.com). For our data collection we will use the Espacenet database.  
 
3.5.2 Scientific publications 
Scientific publications are very trustworthy documents to find knowledge partners. This 
is especially the case for the knowledge institutes and the larger corporations. They are 
more likely to publish and usually have the R&D staff and overhead to execute this (Ter 
Wal & Boschma, 2008). Smaller companies are probably more focused on getting 
products to the market and will probably not publish that much.   
 
3.5.3 Organizational websites 
The websites of clusters organizations can reveal important information. Eisengerich et al. 
(2010) have used this method to study links between organizations and to find out if they 
belong to the same cluster. Company websites very often mention to which organizations 
they supply to and who are the partners they are working together with on R&D projects 
or co-development of products. Some companies show this information openly, others 
are more restrictive. It is assumed that when companies mention these facts it can be 
trusted. For if it was not true, this could and probably will result in reputation damage to 
these organizations. The interviews will help to answer this question but it is not expected 
companies want to risk reputation damage by falsely mentioning a partner relation with 
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another company. We therefore assume that partners mentioned on these websites are 
trust-based relations. 
 
3.5.4 Websites displaying formal R&D projects 
There are numerous websites displaying information on cooperation projects between 
companies. R&D related cooperation has our attention in this study. These can be 
regional or national subsidized projects instigated by government. Very often these 
projects show cooperation between universities and firms. Since the subsidies are coming 
from government these sources are public, are trustworthy and can easily be accessed via 
the Internet. Examples of regional or national projects can be found on the websites of 
STW (www.stw.nl), NWO (www.nwo.nl), Agentschap.nl (www.agentschap.nl) and 
Point-One (www.point-one.nl). For the European subsidized projects we use the FP6 and 
FP7 information in the Cordis database (www.cordis.eu).  
 
3.5.5 Electronic trade journals and news media 
Very often regional, national or international cooperation between organizations is 
announced in trade journals. Examples of these trade journals in the HTS and ME sector 
are e.g. the Dutch Bits & Chips (www.bits-chips.nl) and Mechatronica Magazine 
(www.mechatronicamagazine.nl) but also international websites, e.g. the American 
EEtimes (www.eetimes.com) or Technewsworld (www.technewsworld.com). Newspaper 
websites inform readers on company financials, product innovations, new technologies 
and cooperation between companies. For our study the archives of the Eindhoven’s 
Dagblad (www.ed.nl) and the Twentse courant Tubantia (www.tctubantia.nl) are most 
likely sources. Newspaper information in general is regarded less trustworthy than the 
professional sources mentioned above. This means we need to scrutinize this information.    
 
3.5.6 Annual reports 
Annual reports often contain information on technology cooperation projects and partners. 
This information is valuable and trustworthy. The organizations which are publicly traded 
show annual reports on their websites, e.g. ASML, FEI, Philips and Thales. Most of the 
research institutes and universities also show annual reports on their websites, e.g. TNO, 
FOM, TUE, UT. Non-publicly traded companies are not obligated to make their annual 
reports publicly but occasionally can be found on the Internet.  
 
3.6 Interviews 
After mapping and analyzing the KNs, the interviews will help us understand what is 
important in knowledge exchanges in these clusters. Interviews can teach us what the 
important driving factors are for organizations to work together and share knowledge 
(Cassi et al., 2008; Geenhuizen & Reyes-Gonzales, 2007). They can also teach us how 
trust is build and what might be reasons to seek knowledge inside or outside the cluster 
(Eisengerich et al., 2010; Fritsch & Kauffeld-Monz, 2010). We would like to know what 
the organizations know about their KN and if they would be willing to share their ego-
network with us or not. We want to find out what the conditions or limitations might be 
for companies to share the partner information with us. Since the number of organizations 
in the KNs will be large it would simply take to much time to interview all organizations. 
Since we can also expect differences between organizations regarding cooperation and 
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knowledge exchanges, we plan some semi-structured interviews divided over a selected 
group of MNE’s, SME’s, start-ups, research organizations and universities to find 
answers to these questions. The semi-structured interview approach is to leave room open 
for discussion. It may reveal information regarding knowledge diffusion in clusters that 
we overlooked and cannot be obtained e.g. by using questionnaires. Because the 
conditions for knowledge exchange between organizations might be related to political, 
financial, legal or ethical matters, the interviews are held with ca. 10 CEO’s or staff 
members of the organizations. The list of questions can be found in appendix 2. 
 
3.7 Data analysis 
We expect to answer the propositions with the information of the KN-mapping. Some of 
the general research questions though need the input from the interviews. 
Social network analysis: the knowledge links we find with the multi data sources will be 
collated in an excel file for every organization studied. These knowledge links will be 
entered in the Gephi SNA software. We use the Gephi software to visualize the networks 
and to calculate network parameters and statistics. For verification Ucinet software will 
be used (www.analytictech.com). To get an answer on our propositions and to find the 
structural network elements we need to determine the following SNA parameters: 
1. The intra-cluster versus extra-cluster knowledge links: by using labeling in SNA we 
can count these different links. In the same way firm-firm and firm-university links 
will be determined. This is important to answer proposition 2, 3, 4c, 5a, 5b and 5c. 
2. The degree centrality analysis for finding the central actors in the network. The 
degree centrality measures the extent to which a node is connected to all other nodes 
in a network. For an undirected graph with g actors, the degree centrality for actor i is 
the sum of i’s direct ties to g-1 other actors (Knoke & Yang, 2008). The node with the 
highest degree centrality is the most central actor of the network. In matrix notation: 
                                              g 
CD (Ni) = Σ Xij (i ≠ j) 
                                  J=1 
where CD (Ni) denotes degree centrality for node i and ΣXij (i ≠ j) counts the number 
of direct ties that node i has to g-1 other j nodes. (i ≠ j excludes i’s relation to itself; 
i.e. the main diagonal matrix values are ignored). To eliminate the effect of the 
network size we use the normalized value by dividing the maximum number of 
possible connections with (g-1) actors. With this we can answer proposition 4a and 4b. 
 
           C’D (Ni) = CD (Ni) / (g-1) 
 
3. Topology parameters: the degree distribution P(k), average path length and local and 
overall cluster coefficients   
Degree distribution: The degree distribution P(k) of a network is defined to be the 
fraction of nodes in the network with degree k. Thus if there are n nodes in total in a 
network and nk of them have degree k, we have P(k) = nk/n. 
Average path length: in a undirected network G with a set of nodes g, let d(ni, nj) be 
the shortest distance (number of links) between the two nodes ni and nj. We assume 
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that d(ni, nj) = 0 when ni = nj or nj cannot be reached. Then, the average path length 
L is:  
 
                        g 
    L =  1 / (g * (g-1))  Σ d(ni , n j)  
                          i,j 
 
Cluster coefficient: In undirected networks, the local clustering coefficient Cn of a 
node n and is defined as: 
 
Cn = 2en / (kn(kn-1)) 
 
where kn is the number of neighbors of n and en is the number of connected pairs 
between all neighbors of n. A high cluster coefficient indicates a greater 'cliquishness'. 
The clustering coefficient for the whole network C¯ is given by Watts and Strogatz 
(1998) as the average of the local clustering coefficients of all the nodes g: 
                    g 
C¯ = 1/g  Σ Cn     
                  n=1                 
 
4. Other SNA parameters that we will use to find network-structural elements are: 
Structural holes: These are missing links between groups of actors in a network. 
Structural holes impede an efficient flow of knowledge exchange. 
Gatekeepers: These are actors in the network who have non-redundant contacts. They 
are the only actors to connect groups of people. They are very important in terms of 
knowledge diffusion between groups, are powerful but are also a single point of 
failure in knowledge exchange processes. 
Network density: This is the proportion of ties in a network relative to the total 
number possible (sparse vs. dense networks). Together with the overall structure of 
the network it can give information on the life cycle of a cluster. 
Betweenness centrality: This measures the extent to which actors lie on the shortest 
distance between pairs of actors. It is an important indicator of control of information 
exchange within a network and necessary to answer proposition 4b. 
Network diameter: The diameter is the longest graph distance between any two nodes 
in the network, assuming connected nodes have graph distance 1.  
 
Patent search: To get an answer on proposition 3, 4b and 6 we determine the patent level 
of an organization. For this we use the Espacenet database and search on “publication 
date”. The publication date is the date on which the patent document is made available to 
the public, thereby becoming part of the state of the art. The total number of published 
patents in this time frame 2005-2010 will be regarded as patent level of the organization. 
Interviews: The interviews will be taped for the sake of analysis. The results of the semi-
structured interviews will be collated and the analysis will be focused on common 
denominators regarding knowledge diffusion, knowledge networks, clusters, proximity 
and trust. 
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3.8 Validity and reliability  
To get valid answers to our questions we need to map the structure of the KNs as 
complete as possible. As explained above we expect that just one source will not reveal   
the complete KN. We expect that knowledge links found with one data source will be 
confirmed by another source. Furthermore we expect these different sources will 
supplement each other in terms of knowledge links. To our knowledge, there are no 
known network studies, which have been executed using so many different data sources. 
We therefore expect that the combination of data sources will not only enhance the 
internal validity but also the reliability of the answers.  
To be able to map the KNs we have made boundary choices. We think these choices are 
based on valid theoretical and practical grounds as described in section 3.3. To find out if 
these choices are valid they need to be reviewed after we have obtained our results. This 
will be done in chapter 6. 
For both clusters we use an initial set of ca. 25 cluster organizations to start the mapping 
of the KNs. This is a statistical robust sampling size based on the central limit theorem 
and guarantees reliable results (Hoel, 1997). With this sampling size we expect that the 
resulting KN and topology will not be affected much by research artifacts. But this is just 
a start. During the search we expect more cluster organizations will be found which are 
active in ME/HTS and these will be added to the network. We expect that this search 
process will lead to a more or less complete set of organizations active in ME/HTS within 
the two clusters. Such as “complete” data set will of course improve the reliability of the 
answers to our questions. 
The network mapping will be executed using archival data and databases present on the 
Internet. As mentioned above, the data sources we use for the mapping are trustworthy. 
Using such existing material we cannot influence this data anymore and this benefits the 
internal validity of the answers.  
In this study we both use the quantitative SNA method and the qualitative interview 
method to investigate the two high-tech clusters. Some answers found with the network 
mapping will be confirmed or refuted by interview results. This triangulation will 
improve the validity of our conclusions. A problem with interviews is the possibility of 
research bias. To prevent sampling bias during the interviews we chose at least 10 
interviewees divided over different organizations in the two clusters. With this choice we 
expect to get information on common denominators regarding knowledge diffusion 
processes in these clusters. To prevent response bias we prepared a list of open question 
with possible follow-up questions. This is to prevent as much as possible that leading 
questions will enter into the conversations. To prevent measurement bias we taped most 
of the interviews for the sake of reliable analysis. 
Since we know that complete networks studies are rare, we decided to compare two 
slightly different high-tech clusters in a Dutch context. We expect that the results of the 
comparison of two complete knowledge networks, based on both extensive network 
mapping and interview results lead to some general conclusions, which have external 
validity for future knowledge diffusion research. 
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4. Context 
For our study we compare and map the KNs of the number one and two technological 
regions in The Netherlands, the Eindhoven cluster in the south and the Enschede cluster 
in the east (www.kennispark.nl). Both clusters are active in high tech systems, 
microelectronics, mechatronics and robotics.  
 
4.1 The Eindhoven cluster 
Eindhoven has a long history with regard to industrial and technological evolution. It all 
started with the foundation of the Philips gloeilampenfabriek in 1891 by Gerard and 
Frederik Philips (Metze, 2004). The company settled in Eindhoven because of 
availability of cheap production space and labor. In the first years the company was 
struggling to survive. Competition was fierce. Commercial success started with the 
arrival of Anton Philips, the entrepreneur and younger brother of Gerard. In the years 
following profits grew and the company technologically advanced. One of the major 
decisions by Gerard Philips at the time was the start of the Natuurkundig Laboratorium 
(Natlab) in 1914, lead by professor Holst, who laid the foundation for the scientific based 
R&D program within the company. The end of WWI and WWII was the beginning of a 
tremendous expansion wave for Philips. The second wave lasted until the 70’s. By 1974, 
Philips had 412.000 employees worldwide and had become a diversified multinational 
(Bekooy et al, 1991). But in the 70’s, Philips began to experience fierce competition from 
the Japanese consumer electronics industry and Philips had become a difficult to manage 
complex multinational enterprise (MNE). Although a number of inventions were turned 
in successful products in the 80’s and 90’s, there were also a large number of commercial 
failures. In the early 90s, Philips faced bankruptcy and dramatic measures were necessary 
to survive. Many Philips businesses were divested and factories were closed, sold or 
moved to low labor cost countries. As the “mother company” in this cluster, Philips has 
always had a very strong patent portfolio. As a result of this, several successful spin-offs 
have emerged from Philips. The best known company is ASML, nowadays the world 
leader in lithography systems. Another successful company spun-out of Philips was the 
former scanning electron microscope business, nowadays part of FEI. Companies like 
Anteryon, Polymer Vision and Panalytical all find their origin in Philips. Some Philips 
employees decided to start their own business (e.g. VDL, OTB) and these entrepreneurs 
have also contributed to the formation of the Eindhoven technology cluster. Along with 
Philips, numerous suppliers in the neighborhood emerged, supplying goods and services 
to the company. Some of them have become well known on their own (e.g. Neways). 
Many of these suppliers are partners in R&D, in joint efforts to create new products. 
 Another development which turned Eindhoven into the number one industrial region of 
the Netherlands, is the presence of the automotive industry centered round DAF. We will 
not further elaborate on this. The automotive sector is not part of the KNs we investigate. 
 When Philips as a company around 2000 decided to move headquarters to Amsterdam, it 
also decided to invest in the High Tech Campus. The transformation from the Philips 
Natlab to this HTC has been a new spark of innovation in this cluster and many start-ups, 
institutes (e.g. Holst Centre) and SME’s settled here. On the north side of Eindhoven the 
science park Ekkersrijt is home of a large number of high tech companies (e.g. Neways, 
Thales Cryogenics, Panalytical). On the west side a number of high-tech MNE’s can be 
found. There is ASML in Veldhoven, employing 9000+ employees (www.asml.com) and 
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the VDL group, employing 7000+ people (www.vdlgroup.com). Near Best is the HQ of 
Philips Healthcare, employing 3700 people and developing and producing high tech 
medical systems. On the east side, the Eindhoven University of Technology (TU/e) is 
situated. It was founded in 1956 on instigation of Philips and DAF. On this location we 
find a number of TU/e supported start-up companies, the research organization TNO, the 
Dutch Polymer Institute (DPI) and the Embedded Systems Institute (ESI). 
 Eindhoven as a high tech region has its roots in industrial evolution and was started by 
private initiative. Philips and DAF and more recent ASML, VDL and all of its suppliers 
and partners have contributed enormously to the high tech work environment Eindhoven 
cluster is at present. There are no large foreign firms present in this cluster but several 
spin-offs of Philips have been picked up by large foreign companies or have become 
shareholders; Qualcom (US) is now a shareholder of Anteryon, Liquavista was taken 
over by Samsung (Korea) and Silicon Hive has recently been taken over by Intel (US).  
 
4.2 The Enschede cluster 
Enschede cluster has a complete different history than the Eindhoven cluster. The 
Enschede region was an important textile industry area in the Netherlands but it declined 
during the 1960’s. The companies could not compete anymore with low cost labor 
countries and Enschede slowly changed into a service centre. To stimulate the local 
economy the government took the initiative and in 1961 the third technical university of 
the Netherlands TU Twente (UT) opened its doors. It nowadays has 6 faculties, 7 
research institutes and 3300 faculty and staff and 9000 students (www.utwente.nl). A 
science park, Kennispark Twente, is developing around the university. It helps existing 
companies with innovations by sharing current knowledge from the UT with the business 
world. Companies can make use of the UT’s research facilities. Kennispark Twente also 
takes care for the acquisition of knowledge intensive companies and ensures network 
opportunities between established companies and the employees of the future; the 
students (www.kennispark.nl). One of the initiatives is the high tech factory, a shared 
production facility for scientists and companies. This offers a (pilot) production 
infrastructure and organization for products based on microsystems and nanotechnology. 
Various local companies are involved in this initiative. Kennispark Twente is a public 
initiative of the UT, the province of Overijssel and the municipal government of 
Enschede and Saxion hogescholen. The Enschede cluster has rather few large high tech 
companies and OEM’s. The high tech companies in this area are concentrated in and 
around the cities of Enschede, Hengelo (10 km) and Almelo (25 km). Mecal, a company 
specialized in the semiconductor and optronics business is located in Enschede. Thales, 
the former Philips defence business unit Holland Signaal is located in Hengelo. Also 
Norma, a larger high precision company is located in Hengelo. Panalytical, the former 
Philips Analytical business unit, is located in Almelo and is now part of the Britisch 
Spectris plc. Sensata Technologies is located in Almelo. Demcon, a high tech systems 
and mechatronics company is located in Oldenzaal. Thales, Panalytical, Sensata and 
Norma have ca. 2000, 900, 450 and 450 employees respectively and qualify as MNE’s. 
The other high tech companies in the area must be regarded as micro (<10 people), small 
(<50) or SME’s, where a SME is defined as a company with less than 250 headcount 
(http://ec.europa.eu). In conclusion, this cluster emerged through a combination of public 
and private initiative, and is a smaller and younger cluster compared to Eindhoven.  
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5. Results  
 
5.1 The knowledge networks of Eindhoven and Enschede  
Based on the Internet search using the multi-source approach, the KN of the Eindhoven 
(EHV) and Enschede (ENS) cluster was constructed, see fig. 4 and fig. 5. The networks 
are represented in a Fruchterman-Reingold lay-out (www.gephi.org). This is a force-
directed layout algorithm and is used to sort randomly placed nodes into a desirable 
layout that satisfies the aesthetics for visual presentation (symmetry, non-overlapping) 
  
 
Fig. 4. A Fruchterman-Reingold presentation of the EHV knowledge network. 
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An initial list of high tech organizations of both clusters was prepared to start the Internet 
search of knowledge links. This list can be found in Appendix 1. Because we expect 
heterogeneity among firms, the list contains a variety of MNE’s, SME’s, small 
companies and start-ups. The three most important knowledge institutions Holst Centre, 
TNO and TU/e were added to complete the KN. During the search cluster companies 
were added if it turned out they were also active in ME/HTS. 
 
Fig. 5. A Fruchterman-Reingold presentation of the ENS  knowledge network. 
 
For the Enschede network (ENS) a similar approach was used. Here we chose an original 
set of 30 regional companies, see appendix 1. These were also a combination of MNE’s, 
SME’s, small companies and start-ups. Twente University and the associated MESA+ 
institute where added as knowledge institutes. Because The UT and MESA are so 
intertwined they are represented as one node. 
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The knowledge links of these organizations were mapped and regional, national and 
international knowledge links and cross connections were added. In some cases the 
company websites provided good information on partners and projects but many 
companies are very restrictive in this. They simply don’t mention partners, e.g. VDL, 
ASML, or hide their partners and partnering information by using a specific partner/client 
portal, which can only be accessed by password (e.g. Dalsa, KMWE). These findings 
were later confirmed by the interviews, see appendix 5; knowledge is not freely available. 
Not only technological knowledge is screened off by parties but also the information on 
technology partners is not always commonly accessible. The other sources then proved to 
be helpful. Studying the scientific publications was very useful to get information on the 
KNs of the larger companies and knowledge institutions. For the smaller companies the 
trade journals and news media turned out to be more useful. Smaller companies usually 
don’t publish lots of scientific articles and most of them are not participating in European 
framework programs. But very often they do participate in national programs. In other 
words, the different data sources complement each other. In many occasions a suspected 
link coming from one source could be confirmed by another. Thus, the multi source use 
of scientific publications, news media, annual reports and the national Point-one and 
European Framework programs turned out to be successful for the mapping of the two 
KNs. In general links were added if the information was very clear, for example, when 
we found an official press release of a cooperation agreement (score =1). In less clear 
cases we added a link if we found two or more different sources confirming each other 
(score ≥ 2).  Surprisingly and unexpectedly, we also engaged a very valuable source on 
the Internet that was not anticipated; company presentations. These give a lot of detail 
and are very trustworthy. We found 18 presentations from organizations belonging to the 
EHV or ENS cluster, some of which were labeled ‘confidential’. For example, ASML is 
rather restrictive with partner information on their website. We found two presentations, 
one by the VP of marketing and technology and one by the director of R&D revealing the 
partners they work with in the development of their leading edge EUV technology!   
The data on European projects in the Cordis database (www.cordis.eu) was used with 
more care. FP6 and FP7 programs that cover the period 2005-2010 very often show 
projects with more than 30 participants (e.g. projects Epixnet, Inmar, Napa). It is not 
plausible, and from personal experience having engaged in some of these projects, we 
know for a fact, that not all these participants cooperate. Very often they are in it for the 
subsidy money. We only used the projects where the firms or universities were the 
coordinating organization. And we only added partners if we encountered them at least 
twice (score ≥ 2) or when the score is lower but confirmed by one scientific publication.  
 
5.2 Network statistics 
The network statistics of both networks are shown in table 1. Average degree node, 
cluster density, average cluster coefficient, cluster diameter and average mean free path, 
as defined in section 3.7, are calculated using the standard Gephi statistics tools. By 
labeling the nodes and links we retrieved information on firms/institutes percentages, 
classification in geographic categories and type of links. Gephi statistics were checked 
against Ucinet results. No discrepancies could be found. Both clusters on first glance 
show similar behavior. In both cases the diameter of the networks is 5 and based on the 
graph density, both clusters can be qualified as sparse networks. 
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Network Parameter EHV ENS 
Nodes (N) 492 289 
Links 1114 619 
Network Diameter  5 5 
Graph Density 0.009 0.015 
Average Node Degree (k) 4.528 4.284 
Average Path Length  (L) 2.778 2.891 
Avg. Cluster Coefficient  (C) 0.343 0.346 
Avg. reg. Cluster Coefficient 0.362 0.342 
Avg. nat. Cluster Coefficient 0.434 0.462 
Avg. intern. Cluster Coefficient 0.322 0.300 
Regional organizations 13.8% 15.6% 
National organizations 13.6% 23.9% 
International organizations 72.6% 60.5% 
Firms in network 72.2% 64.4% 
Institutes in network 27.8% 35.6% 
Firm-Firms links  54.9% 46.5% 
Firm-Institute links  31.6% 35.4% 
Institute-Institute links   13.5% 18.1% 
   Table 1. Network statistics of EHV and ENS knowledge network. 
 
 
5.3 Network topology 
Since both networks are sparse networks with hubs it is possible they have a SW or SF 
topology. In table 2 the average cluster coefficient C(p) and average path length L(p) 
results for the two networks is shown together with the calculated C(0) and L(0) values 
for a regular network of the same size. (Watts & Strogatz, 1998). As a reference the 
values C(r) and L(r) for random networks are added. From the cluster coefficient the 
probability p has been calculated, following the Watts and Strogatz model. 
  
 N k L L(0) L(r) C(p) C(0) C(r) p 
EHV 492 4.528 2.778 54.32 4.104 0.343 0.657 0.0092 0.195 
ENS 289 4.284 2.891 33.73 3.895 0.346 0.650 0.0148 0.190 
Table 2. Network and topology parameters. 
 
Both networks do not qualify as SW topology where: L ≥ L(r) but C >> C(r). If we plot 
the normalized values of L/L(0) and C/C(0) in fig. 6 these values align nicely with the 
two theoretical lines for path length and cluster coefficient. From the position in fig. 6 it 
is clear that there is a considerable amount of short cuts. So, both networks cannot be 
qualified as SW topologies, since p > 0.1. But the networks are not random either. The 
node degree distribution is than expected to be Gaussian, which it is not. The node degree 
of these networks shows a steep decline going to larger degrees with a long tail. This is 
indicative of a power-law distribution. 
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Fig. 6. EHV and ENS results plotted in the Watts and Strogatz model (red = EHV). 
 
The EHV network is a multi-hub network while the ENS cluster is still very much 
determined by the UT links. Because there is a hub structure we checked for scale-free 
properties and plotted log-log degree distributions for EHV and ENS in fig. 7 and fig 8. 
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Fig. 7. Log-log plot of EHV degree distribution. 
 
The upper tail of the EHV plot follows a clear power law. Fitting a trend line through the 
upper tail gives: y = 343.6 x -2.03 (R2 = 0.945). The value of the exponent γ = 2.03 is in 
line with what has been reported for real networks (Strogatz, 2001). The plot shows some 
heavy tailing. This is not uncommon for real networks (Chen and Hicks, 2004) but it is 
rather difficult to proof if the tail is scale-free. A common accepted method to verify this 
is by logarithmically binning the data. If we log-bin the data with a bin ratio of 1 the 
complete graph follows a power law: in formula:  y = 267 x -1.753 (R2 = 0.9945). Therefore 
we can conclude that the EHV network is scale-free. According to the network 
simulations that have been done a scale-free network is an indication of preferential 
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attachment and growth of the network. This SF network shows fast exponential growth 
and diffusion of knowledge (Barabási et al, 2000; Lin and Li, 2009). The hub agents have 
the crucial network-structural role here.  
 
degree distribution ENS
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Fig. 8. Log-log plot of the ENS degree distribution. 
 
In the ENS case it’s clear that the upper tail does not follow a power-law distribution but 
a truncated power law. The frequency of node degree 1 and 2 is too low for a power law. 
As mentioned before, Thales might be the suspect for missing node 1 and node 2 links. 
Also this graph shows heavy tailing. Thus, the ENS has a similar degree distribution like 
EHV but does not follow an exact SF power-law. Also in this case the hubs have the 
crucial role in the knowledge diffusion process. 
 
5.4 Co-patent network of Eindhoven and Enschede 
In fig.9 the ME/HTS related co-patents network of EHV and ENS is combined in one 
graph. This network is mainly a big-boys network and links the MNE’s Philips, ASML 
and NXP with other multinationals like Matsushita, Sony, IBM, foreign research 
institutes and a few of their own spin-offs. The links between the many small companies 
that we found using the other data sources are underrepresented in the co-patents network. 
This is in line with the findings of Ter Wal and Boschma (2008). Even the links between 
the 3 TU’s, who are closely working together, cannot be found. Philips has no co-patents 
with TUE, TUD and UT and this is a results of the previous mentioned covenants. Most 
surprising, the clusters EHV and ENS are not connected through this data, while they are 
so strongly intertwined. The ENS co-patent network only shows 3 co-patents between 
local companies and UT/MESA. Two isolate groups appear in the co-patent network, a 
group with the organizations Boschmann-OTB-Cambridge Display Technology and a 
group consisting of Cytocentrics-University Tübingen-Bayer. In practice these are not 
isolate groups. They have a number of links to the companies in the EHV and ENS 
network as represented in fig. 5 and 6, and are in fact not isolated at all. 
 The calculated sectoral co-patent percentages in the EHV and ENS cluster are 0.21% and 
2.4% of the total amount filed in the period 2005-2010. Thus, the tendency for co-
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patenting in this sector is very low and these results are less than the 3.6% mentioned by 
Ter Wal and Boschma (2008). This result proofs that a co-patents KN but only a minute 
part of the real EHV and ENS network. This is especially true for the ENS network. 
  
 
Fig. 9. Fruchterman-Reingold presentation of EHV+ ENS co-patent network 
 
But the co-patent data is certainly useful. Co-patent data is trustworthy and the above 
data is in itself confirmation of proposition 1. As a data source it confirms links already 
found and it adds links to the network. In this case, the data reveals 60 Philips links and 
some cross connections that we were not able to retrieve using the other data sources. For 
example, a small cluster of companies consisting of Sony, Panasonic, Dolby and the 
Fraunhofer institute was found, a cooperation between these organizations related to the 
development and standardization of Blue-Ray technology. The data also adds 4 links to 
the ASML ego-network. In general the co-patent data primarily reveals links to 
internationals companies and research organizations. Adding this data to the EHV 
network does not really change the network structure. It primarily increases the node 
degree of the already large hubs in the system.  
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5.5 Data analysis and answers to the propositions 
 The multi-hub EHV network contains 492 nodes and 1114 links. During the search the 
original set of regional cluster organizations active in the ME/HTS sector was more than 
doubled to 66 regional organizations. The data shows that the EHV cluster is very much 
internationally oriented. In its network 72.6 % of the organizations are international, 
13.6 % are national (extra-cluster) and 13.8 % are regional (intra-cluster). The links 
extend to Europe, USA and Asia. 
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Fig. 10a.  Country partition of the EHV links        Fig. 10b. Country partition of the ENS links. 
 
In fig.10a the knowledge exchange is partitioned over the countries involved. If we 
exclude the 27.4% of Dutch companies in the EHV network, the knowledge exchange 
links are highest with organizations in the USA (20.1 %), (Germany (11.8%) and the UK 
(7.3 %) followed by Japan and France. If we compare the companies and institutes in this 
network, 72.2 % of the nodes in the EHV network are companies and 27.8% are institutes 
(university or research organizations).  
For the Twente cluster the situation is similar. The Enschede network (ENS) contains 289 
nodes and 619 links. 60.5% of the organizations are located abroad, 23.9% are national 
and 15.6% are regional. The highest-ranking countries are similar to EHV but appear in 
different order, see fig. 10b. Excluding the 39.5% of Dutch companies, the knowledge 
exchange links are highest with Germany (12.5%), the USA (11.8%) and the UK (5.9%) 
followed by Switzerland and Japan. If we compare the companies and institutions in this 
network, 64.4 % of the nodes in the ENS cluster are companies and 35.6% are institutes 
(university or research organizations).  
 Thus, both clusters are internationally oriented with EHV in the lead.  Both clusters have 
good knowledge connections with western world countries. For example, EHV cluster 
has good ties to companies in the Silicon Valley cluster. There are also strong links to the 
established eastern economies of Japan and Taiwan. The knowledge exchange with the 
new economies of China and India is rather limited in terms of linked organizations. In 
the EHV network, these links are maintained primarily by the hubs Philips, NXP, ASML 
and TU/e. In the ENS network it is primarily UT/MESA who has knowledge links to 
these countries. Finally, both clusters have considerable more knowledge links to 
companies than to knowledge institutes. 
The KN data of EHV and ENS prove that the knowledge links of the cluster 
organizations extend well beyond the geographic cluster boundaries. Would we extend 
the geographic boundary to the unpractical travel distance of 90 km, half the distance 
between the EHV and the ENS cluster, this would not result in a different outcome.  
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Proposition 1: A knowledge network is larger than a cluster, whatever the logical or 
practical geographic defined boundary of the cluster might be.   Confirmed. 
 
In line with this data most interviewees said their network is more important for them 
than the cluster, see appendix 5. The data is proof of this conviction. Even small start-ups 
show considerable knowledge links outside the cluster boundaries. 
 If we look at table 1 the average cluster coefficients for both networks are quite 
comparable. Surprisingly, the data shows a considerable higher cliqueness on a national 
scale, compared to the regional cliqueness. This would indicate that knowledge exchange 
on a national scale in the Netherlands is more important than on a regional scale. That is 
for the clusters as a whole. If we look more closely at the data we notice that Enschede 
cluster organizations are appearing in the Eindhoven network and vice versa. These 
networks are strongly intertwined. There are a large number of companies who link the 
EHV and ENS network. Some of them have offices in both clusters (e.g. Demcon, Mecal, 
Panalytical, 3T, Tegema, VDL). There are considerable triadic closures between 
companies from both clusters (e.g. the triad UT-Demcon-ASML). This explains why the 
average cluster coefficient calculated on a national basis is higher compared to the 
regional number, as a result of this interrelationship. In both cases we conclude that: 
Cnational >  Cregional ~ Cavg > Cinternational 
These average cluster coefficients show that for the clusters as a whole the knowledge 
exchanges on a national basis are more important than the regional proximity. The 
interesting question is how the intra-cluster links are divided over the individual 
organizations. In fig. 11a and 11b the ratio of regional links versus the total amount of 
links per organization is shown for EHV and ENS. We excluded organizations with less 
than 3 links. Figure 11a clearly shows large heterogeneity of intra-cluster link levels. 
Some companies are oriented completely towards the cluster (ratio =1), others are 
primarily internationally oriented. The large companies Philips, ASML, NXP, Dalsa, FEI 
and the research organizations TU/e and Holst are strongly international oriented. But 
there are also a number of smaller companies and SME’s with this signature (Genexis, 
OM&T, Fluxxion, Silicon Hive). 
 
Intra-cluster links vs. total links EHV
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
P
rodrive
Sio
u
o
x
N
e
w
ay
s
Vision
 dyn
R
u
co
N
TS
M
A3
S
olaytec
T
eg
e
m
a
B
os
ch
-
AAE
M
ag
n
 in
no
v
.
CC
M
ESI
D
PI
M
I
-p
artn
ers
P
oly
m
er
 vis
.
KM
W
E
VD
L
A
ss
e
m
bleo
F
re
ncke
n
Cytoc
entric
O
TB
Liq
ua
vista
Sing
ulus
A
nte
ryo
n
TNO
FEI
Silic
o
n
 H
iv
e
TU/e
ASM
L
H
olst
Flu
x
xion
Philip
s
O
M
&T
G
e
n
e
xis
D
als
a
N
XP
organization
Ra
tio
 
(%
)
 
Fig 11a. Normalized intra-cluster links for EHV organizations. 
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The companies with a strong regional orientation can be qualified as the “supplier” 
companies. They form a denser clique and they are system integrators, module builders 
and mechatronics specialists to the large OEMs in this cluster (Philips, ASML, FEI). 
These suppliers can be found in the core of the network in fig. 5. For this specific clique, 
a set of companies who have high individual cluster coefficients, we can conclude that 
geographic proximity is beneficial. They work closely together and form many triads 
within the cluster boundaries. They are competitors and partners at the same time, 
working together on projects for the OEMs.  There is also one start-up, Solaytec, who is 
strongly dependent on the cluster. If we would include organizations with less than 3 
links in this graph, a large number of these regional start-ups will appear. This is not 
surprising; they are still very dependent on their mother companies. 
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Fig 11b. Normalized intra-cluster links for ENS organizations. 
 
In the ENS cluster we see the same heterogeneity of intra-cluster links. Again we see that 
larger companies (Panalyticala, Sensata, Thales) are internationally oriented. This also 
applies to some smaller companies, SME’s (Mecal, VDL, Benchmark, Xsens) and the 
University Twente. The companies with a strong regional orientation can be qualified 
again as supplier companies (IMS, Sumipro, Bronkhorst) or start-ups (Nanomi, Uneedle, 
Medimate, Optisense). Also the Saxion hogeschool has a regional orientation. If we 
would include the organizations with less than 3 links in this graph, a large number of 
regional bound start-ups will appear. Most of them still depend on UT/MESA. 
 In conclusion, suppliers and start-ups seem to be regionally oriented and depend for their 
knowledge on the more internationally oriented cluster organizations. In both clusters 
there is large heterogeneity if it comes to intra-cluster links for this sector. The 
heterogeneity in both clusters is nicely graded from complete regional oriented to almost 
completely internationally oriented organizations.  
 
Proposition 2: Cluster organizations in the ME/HTS sector show a large 
heterogeneity in the ratio between intra-cluster versus total links confirmed 
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In fig.12 the patent position and the extra-cluster links of the EHV cluster companies are 
presented. The patent level between companies differs four orders of magnitude and is 
therefore represented in a logarithmic scale. Companies with no patents were left out. For 
comparison, TUE, Holst Centre and TNO were added. Philips, NXP and ASML have a 
patent base at least 1 to 3 orders larger than the other companies. In the period 2005:2010 
these companies had 69584, 6083 and 3994 patent publications. These 3 companies also 
have the highest extra-cluster links.   
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Fig. 12. The extra-cluster links versus patent level of the EHV organizations. 
 
Surprisingly, a large company like VDL is not present in this graph and is not really into 
patenting. They have a few patents but they are related to their automotive activities. The 
explanation is given on their website; “As a contract manufacturer we are not interested 
in the acquisition of IP, we are there to add value to your IP”. The TUE and Holst Centre 
seem to lag behind in terms of patents. For the first one there is a logical explanation. It’s 
known that universities do not focus on IP; their primary goal is to educate and to do 
research and publish scientific results, not to protect their knowledge. To add to this, the 
Dutch universities have covenants with industrial partners, like Philips, that arrange the 
cooperation between parties. Simple rules establish the compensation for various forms 
of IP (www.bits-chips.nl). In practice TU/e researchers very often appear as co-inventor 
on patents but which are filed and owned by Philips as applicant. Proof of this was found 
in the Espacenet patent database (http://ep.espacenet.com). This means TU/e research 
will usually not culminate into TU/e patents. Holst Centre is a different case. With the 
open innovation model they use, they do focus on acquiring shared IP for the generic 
technologies they work on with their partners. Since they just started research in 2006 it 
will have taken some time to file the first patents. Their patent level is probably 
underestimated for the period we studied and we believe they will quickly catch up with 
the high patent stock group the coming years.  
Thus, the companies Philips, ASML, NXP being the more innovative companies in terms 
of IP also have the highest levels of extra-cluster links. These companies form the hubs of 
the EHV network, together with TU/e, Holst Centre and TNO.  
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 Whatever the patent behavior of an organization is, from the interviews, see appendix 5, 
it was clear that people are the carriers of knowledge and they take first initiative to 
exchange knowledge. Assuming that R&D and engineering departments in most 
organizations are proportional to the total number of employees we can expect that the 
node degree of an organization is somehow related to the number of employees. 
Although the approximation is a rough one, there is indeed a correlation between them, as 
shown in fig. 13. It is therefore not surprising that large innovative organizations are the 
hubs in the KN. They seek and exchange more knowledge and have more people to do so. 
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Fig. 13. The relation between employee numbers and node degree. 
 
In the ENS case there are 35 cluster companies having 300 extra-cluster links, an average 
of 8.6 per company. These 35 companies together have filed 37 patents in the period 
2005-2010. If we throw out the companies who have no patents, assuming they have no 
interest in patenting, we obtain fig. 14. For comparison the UT/MESA levels are added.  
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Fig.14. The extra-cluster links versus patent level of the ENS organizations. 
 44
Based on the patent levels it is clear that the company Thales and Panalytical have a 
patent base which is 2.5 to 4 times larger than the rest. So, these two companies qualify 
as the most innovative. 
Like in the EHV case these companies are also the largest in the ENS cluster in terms of 
employees. As in the EHV network, the companies with the highest patent level have the 
highest number of extra-cluster links. This confirms proposition 3. 
 
Proposition 3: innovative firms have a higher percentage of extra-cluster links 
compared to less innovative firms in the cluster.    Confirmed 
 
It needs mentioning that in general the correlation patents vs. extra-cluster links is weak. 
This is related to differences in patent behavior between companies (e.g. VDL) and an 
altogether different patent attitude of universities. Because there is a four orders 
difference in patent levels in the EHV case the correlation is exponential with a R2 = 0.81. 
If we exclude the TUE data the correlation improves to R2 = 0.85. In the ENS case the 
patent level is at least 2 orders of magnitude lower compared to EHV cluster. If we make 
a fit using the ENS data we get a linear trendline with very weak correlation R2 = 0.55. 
Here the Thales data point disturbs a good correlation. Based on its patent level and 
employee number we would expect Thales to have much more links. We suspect that we 
miss a considerable amount of links for this company due to its secretive nature. If we 
leave out the Thales data point the correlation improves considerably (R2 = 0.92). The 
data again shows that comparing patent levels is tricky and can only be done between 
larger companies who are really into protecting their IP, having the means to do so. The 
interviews, see appendix 5, showed that the smaller companies do not have those means 
and in general have priority in getting a (first) product to the market. And as was 
mentioned for the company VDL, some have strategically decided not to patent. 
To find out who is most central in the networks we calculated the degree centrality and 
the betweenness centrality of both networks. In fig 15a and 15b these numbers are shown 
for the EHV network. 
Degree centrality EHV 
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
Philips
ASM
L
TUE
NXP
TNO
H
olst
FEI
O
TB
VDL
A
ssem
bleon
TUD
Singulus
CCM
UT/M
ESA
organization
C
D degree
Betweenness centrality EHV
0
10000
20000
30000
40000
50000
60000
Philips
ASM
L
TUE
NXP
H
olst
FEI
Singulus
TNO
O
TB
A
sse
m
bleon
VDL
CCM
TUD
UT/M
ESA
organization
C
B Series1
 
Fig 15a. Degree centrality EHV.   Fig 15b. Betweenness centrality EHV. 
 
The degree centrality measures the extent to which a node connects to all other nodes in 
the network and is normalized for the network size. The betweenness centrality is 
concerned how actors control or mediate the relations between dyads that are not directly 
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connected. It is an important indicator of control of information exchange and who serves 
as main conduit. For both measures the first 4 actors are the same. They are the most 
central actors in the EHV network. Whatever we take as lead indicator, the ranking of the 
five most important actors shows 3 companies are involved and 2 institutes as central 
actors. The situation for the ENS network is shown in fig. 16a en fig 16b. 
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Fig. 16a. Degree centrality ENS.  Fig 16b. Betweenness centrality ENS. 
 
Here UT/MESA, Panalytical, Thales and Lionix are the central actors. This data shows 
that firms are not per definition the (most) central actors in a knowledge network. In both 
clusters the institutes play an important role. 
 
Proposition 4a: Firms are more central in the knowledge network than other 
organizations and serve as the main conduit of knowledge.   Refuted 
 
In this respect it doesn’t seem to matter what the cluster development stage is. In both 
clusters the firms dominate. But in both cases the historic development is different. The 
Eindhoven cluster has evolved around private initiative of companies, while the Enschede 
cluster more or less is a result of government initiative. It is plausible that in a very early 
stage of a cluster a set of firms will have the central role but we are confident that in 
advanced clusters the universities have a major role in diffusing new knowledge into a 
cluster. This will be explained in the section were we answer proposition 5.  
The outcome of this proposition would have been different if in the case of ENS we 
would have missed links for the hubs Thales and Panalytical? For Thales this might be 
related to the fact that they are active in a secretive business. Therefore, we asked 
Panalytical to do a sanity check on our findings. As a result we would need to add ca. 10 
links, which we were not able to retrieve otherwise. But these extra links never 
compensate the difference in knowledge links between UT/MESA (130) and the original 
links found for Panalytical (47). So, Panalytical is really smaller in node degree than 
UT/MESA and we believe that the latter is the driving force behind the cluster. In the 
case Thales degree would be largely underestimated UT/MESA would still play a central 
role. These findings are in contradiction with the findings of Lazerson et al. (1999). We 
don’t dispute the argument of Lazerson et al. that many industrial districts have greatly 
benefited from technology and skill transfers initiated by large firm. With that we would 
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deny the phenomenon that ex-employees of large companies like Philips have started 
their own businesses (KMWE, VDL). We think that in the networks we studied there are 
a large number of companies working on state-of- the-art technology. On a regular basis 
they will need new knowledge. They link with industry and academia all over the world 
but the local universities also play an important factor in diffusing knowledge. The two 
networks show there is intense cooperation with the local universities.   
 For the EHV cluster Philips, ASML and NXP have the most advanced knowledge base 
in terms of patents levels, see fig. 12. They take central positions (highest betweenness 
centrality) in the EHV network compared to companies with lower patent levels. For the 
ENS network, the companies Thales and Panalytical have the highest patent level, see fig. 
14. Based on betweenness centrality they also take the central positions in the network.   
 
Proposition 4b. Firms with the most advanced knowledge base take the central 
positions.          Confirmed 
 
Proposition 4b holds if we compare companies. As mentioned in the previous section it 
does not if we include the universities. The network structure and the graphs show that 
the institutes TU/e and UT also take central positions. In the ENS cluster the UT has the 
highest patent level and the most central position. Our data shows that the TU/e does not 
strongly focus on patents and has agreements with industry on IP transfer. It is therefore 
difficult to compare patent levels between firms and institutes. It is clear though that we 
should not neglect the influence of local universities in knowledge diffusion. In both 
networks the most central companies and the local universities form the innohubs of the 
system, being large innovative organizations. For the analysis of the university 
knowledge links we use the information from table 1. For both networks we can 
conclude:  Σ Firm-Firm links > Σ Firm-Institute links > Σ  Institute-Institute links 
Since most of the nodes in both networks are firms, it is not surprising that firm-firm 
links predominate. The result proofs proposition 4c and this is in line with the findings of 
Østergaard (2008). 
 
Proposition 4c: There are more firm-firm relations than firm-university relations in 
a knowledge network       Confirmed 
 
There are a total of 19 companies in the EHV cluster with institute links outside the 
cluster. These 19 companies have 163 extra-cluster institute links, an average of 8.6 per 
company. The three most innovative companies in the EHV cluster, Philips, ASML, and 
NXP have 57, 24 and 25 firm–extra cluster institute links. These are the highest numbers 
per company and these 3 companies control 65% of total firm-extra cluster institute links.  
In the ENS cluster there are 22 companies with institute links outside the cluster. These 
22 companies have 131 extra-cluster institute links. The two most innovative companies 
Thales and Panalytical have 15 and 21 firm-extra cluster institute links. These are the 
highest number per company and these two companies control 27.4% of the total firm-
extra cluster institute links.  
 
Proposition 5a: Innovative firms in a cluster have considerable knowledge links with 
extra-cluster universities.       Confirmed 
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TUE-links UT-links 
International Firms 11 International Firms 8 
 Other 44  Other 56 
National Firms 9 National Firms 16 
 Other 12  Other 12 
Regional Firms 28 Regional Firms 36 
 Other 4  Other 2 
 Total 108  Total 130 
  Table 3. TUE and UT links partitioned over firms, non-firms and regions. 
 
In table 3 the TUE and UT links are shown, partitioned over regions, firms and non-firms. 
The category "other" consists of universities and private research institutes. The extra 
cluster-university links to the TU/e consist of 56 connections compared to 20 extra 
cluster-firm relations. For the UT there are 68 university links compared to 24 extra 
cluster-firm links. These numbers are in the order of 3:1.  
 
Proposition 5b: Universities within a cluster have more university – extra cluster 
university links than university – extra cluster firm relations.  Confirmed 
 
The TU/e has a total of 28 local firm links compared to 20 extra cluster firm links, see 
table 3. The UT has a total of 35 local firm links compared to 24 outside cluster firm 
links. This proofs proposition 5c. 
 
Proposition 5c: The local universities have more local firm knowledge links than 
outside cluster firm knowledge links.      Confirmed 
 
The results and analyses of the co-patent network in section 5.5 prove that a co-patents 
network is only a minute part of the real EHV and ENS network. Especially for the ENS 
network it is impossible to see an early multi-hub structure in the co-patent network. 
 
Proposition 6: A co-patent network is a bad proxy for a whole knowledge network 
 Confirmed 
 
This result is in accordance with the findings of Ter Wal and Boschma (2008): co-patents 
lead to an incomplete set of knowledge links.  
 
5.6 Interviews 
Interviews were held with 10 organizations: two start-ups (firm A, B), one SME (firm C), 
three MNE’s (firm D, E, F) and two knowledge institutions (institute G, H), divided over 
the two clusters. During the interviews one company suggested to also interview 
investors. Two interviews with investors (I, J) were therefore added. All the interviews 
were held with either directors (CEO) or senior management of the organizations 
involved. Details of these interviews can be found in appendix 5. The following interview 
results give us insight in what is important in knowledge exchanges in these clusters. 
-From the interviews one thing became very clear: knowledge is not freely available. 
Firms protect their knowledge by patents or trade secrets. Knowledge flow to third parties 
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is screened off by NDA’s and contracts between knowledge exchange partners. 
Universities usually have less strict rules in exchanging knowledge but they also generate 
IP. On request of companies they also sign NDA’s. 
-Knowledge exchange between partners only occurs when certain conditions are met: 
Financial, legal, cognitive, ethical and timing conditions are necessary conditions to start 
knowledge exchanges. As far as we know timing was not mentioned in literature. If 
organizations have different heartbeats, they will have difficulty working together.  
-All interviewees consider trust of major importance in cooperation. It is an incremental 
process and built slowly between parties. Reputation of organizations helps in building 
this trust. Face-tot-face meetings are not only important in exchanging tacit knowledge, 
they also builds trust. In most of the cases trust, which is built in time between parties, 
leads to longstanding knowledge exchange relationships. This is in line with research 
done by Boschma (2005), Østergaard (2008) and Fritsch & Kauffeld-Monz (2010). 
-Knowledge exchange is bidirectional. Undirected network links are therefore the proper 
choice to map the KNs. There is a quid pro quo in line with Cowan & Jonard (2004). 
-Initiative for a start of a knowledge exchange can be individuals within the company or 
by strategic action by management of the company. Although employees are usually the 
ones who make first contact and are brokers between organizations, the knowledge 
exchange between companies is institutionalized. There are rules how to start a 
knowledge exchange. The organizations determine if, how and how long they will 
exchange knowledge. These findings are in line with the work of Coe and Bunnell (2003) 
and Carincazeaux et al. (2006) as mentioned in section 2.5.1. 
-For organizations the network is more important than the cluster. Geographic proximity 
is not seen as a necessary condition for knowledge exchange, but it is generally regarded 
as convenient (Giuliani, 2006). Geographic proximity is not relevant if there are enough 
face-to-face meetings (Boschma, 2005). Thus, the geographic boundaries of a cluster are 
not normative for knowledge exchange. Culture and language can be a handicap in 
knowledge exchange but it is not regarded as show stopper for knowledge exchange once 
it is decided to cooperate with such organizations.  
-The face-to-face meetings are regarded as essential to efficient knowledge exchange. 
Between the organizations there is a lot of travelling to meet each other and work 
together on a regular basis. This is all in line with the research of Boschma (2005). There 
is a financial condition though; there most be enough funding to travel.  
-Both customers and suppliers can be knowledge exchange partners in the ME/HTS 
sector. 
-A surprising finding of the interviews was that most companies do not look past their 
own ego-network. They don’t know how their organization fits in the complete sectoral 
network. There is contradiction in terms here: most organizations are interested how the 
complete network is structured but many of them are not allowed to help structure it, 
simply because of the terms and conditions under which they exchange knowledge with 
partners. This substantiates that information on knowledge links will not always be easy 
accessible as we have encountered in our Internet search. 
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6. Discussion 
With this study we proof that just one data source cannot reveal a complete KN. The 
multiple sources used complement each other and this approach proofs a valid method for 
mapping KNs. We started the search with ca 25 cluster organizations. During the search 
the number of ME/HTS cluster organizations almost doubled and has resulted in a 
reliable and almost complete set of ME/HTS firms in the two clusters. As the results 
show the combination of network mapping and interviews have given us good insight in 
the knowledge diffusion in these clusters. Although both are time consuming, this 
triangulation improves the reliability of our conclusions.  
If we review our boundary choices on validity and reliability we can state the following: 
Sectoral boundary: It was quite easy to distinguish the HTS and ME companies from the 
other sectors. As expected, it turned out these sectors are strongly intertwined. But ME 
nowadays is more than just microelectronics technology. There are companies active in 
micro-optics, micro-mechanics and micro-fluidics technology. There is also a shift to 
polymers, plastic electronics, and photonics (LED, OLED). ME companies nowadays 
have links to polymer research institutes and chemical companies. Since the technology 
used to create these devices is almost the same as for ME we decided these are valid links.  
There is also overlap between ME and the automotive sector. These links were excluded. 
Temporal boundary: The search revealed national projects, which last usually a minimum 
of 4 years. FP6-FP7 programs last 36 to 54 months. STW projects usually cover a period 
of 4-5 years. In many cases this is related with the time necessary for researchers to finish 
their PhD work. The yearly STW utilization report states that a period of 4-6 years is a 
normal period that companies work together (www.stw.nl). We found several statements 
in the media that companies have relations for more than 5 years with their partners and 
typically have product life cycles between 6 - 10 years. The interviews confirm this. Thus, 
these findings show that the time interval of 6 years we chose to map the KNs is valid in 
terms of changes in technology and, as a consequence, changes in the networks. 
Spatial boundary: A geographic boundary determined by acceptable drive time/distance 
of 30 min. - 30 km. is a valid choice. The interviewees mentioned that for prototyping, 
reachability and easy access, such distance is very helpful. Would we have extended this 
range to a more unpractical maximum of 90 km, halfway between EHV and ENS, then 
some of the national links would have become regional links but it would not have 
changed the conclusions. A lot of national links are still way beyond this extended range.  
Undirected networks: The interviews showed that knowledge exchange is bidirectional. 
The choice to work with undirected links was therefore valid. Knowledge can only be 
gained by sharing it. It is a two-way road!  
Network boundary: with the setting we chose it was possible to determine the important 
network parameters. For the EHV network, searching for all cross-connections between 
the ca. 350 extra-cluster organizations would have been an impossible task given the 
timeframe for this study. There were we found triadic closures outside the clusters, these 
links were added. But a number of cross-connections between these extra-cluster 
organizations we must have missed. This will have effect node degree and can influence 
the reliability of our results. But we believe it will not change the overall topology of the 
KN. We simulated this by adding 35 connections (10%) between international companies 
in the KN. Since most of the current extra-cluster connections are degree = 1 links, this 
would lower the degree = 1 links with ca. 35 and add ca. 35 degree = 2 links. This has 
 50
hardly any effect on the power law relation in the degree distribution. We also do not 
expect the extra links will affect the outcome and validity on the other propositions. 
  
6.1 Limitations of this study and suggestions for future research 
 The current representation of the EHV and ENS network is a best effort to map its 
complete network. Although the multi-source data approach proved successful, the 
results show that knowledge and information on knowledge partners is not freely 
available. We suspect that many links are still hidden behind NDA’s or other exclusivity 
agreements and contracts. Based on the feedback we got from Panalytical, we would 
estimate the networks are reliable to a level of ca. 80%. We realize this is based on one 
data point and this number should be treated with caution. In a follow-up study it would 
be interesting to ask more organizations to verify their ego-networks. This will be a 
difficult task, knowing that many organizations are bound by their rules & conditions. 
 Our data shows there is a correlation between patent level and node degree. In general 
this correlation is shown to be weak. We found evidence that the altogether different 
patent behavior between big firms, small firms and universities is the cause of this. As 
such this is a limitation in this study. And although we think we made proper use of the 
data, care should be taken using patent information. For future research it might be useful 
to also incorporate scientific publications to get a more reliable proxy for knowledge 
level of organizations, although we realize this source is biased towards larger companies. 
 We limited ourselves in this study to technological knowledge links assuming they are 
most important for knowledge flows and consequently innovation in high-tech clusters.  
But e.g. funding of companies is a major driver for innovation as well. A quick scan into 
financial links revealed that most investors of the cluster companies are internationally 
spread. Two investors we interviewed corroborated this. Also in this case knowledge 
flows go beyond any logical defined cluster boundary. It is difficult to predict if we 
would have arrived at similar conclusions following financial knowledge flows, but in 
general the number of investors in a company is mostly limited to less than five. It would 
have resulted in much sparser KNs and in a less rich database. Nevertheless it is an 
interesting direction for future research, given the outcome of the interviews with the two 
investors. 
 This study showed that EHV and ENS cluster are highly intertwined. We have shown 
that there are a large number of organizations connecting the two networks. Thus, there 
are no gatekeeper companies who have control over the knowledge diffusion between 
these KNs. In a future study it would be very interesting to combine the two KNs and 
include the Delft network to find out what the network performance and topology of the 
KN is for the Netherlands as a whole. It would be the logical approach to better 
understand knowledge diffusion for this sector. Adding the international cross-
connections as mentioned in the previous section would make this “complete” network 
more perfect. But we realize it will be a time consuming task. 
Another interesting question that arises: What would happen to the topology of the 
network if the network information in this thesis becomes available to the cluster 
communities? Would companies try to get in contact with interesting parties through 
already existing contacts? Would companies try to find short cuts “around” the powerful 
hubs?   
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7. Conclusions 
 
7.1 Conclusions from the network mapping and interviews 
-The multi-source approach we used in this study is a successful though time-consuming 
method to map whole KNs. With the co-patent network analysis we have shown that 
using only one trustworthy source reveals only part of the whole KN. In general, the 
various sources complemented each other and lead to a best possible “complete” network.  
-The Internet search and the interviews substantiate that knowledge is not freely available. 
Partner information is sometimes withheld, it is either not given on the home websites or 
is hidden behind portals. Organizational rules and regulations prohibit organizations to be 
open on this information. The interviews revealed that trust between organizations and 
financial, legal, ethical and timing conditions are necessary to start an exchange. Thus, 
knowledge exchanges are institutionalized and the organizations are the network-
structural elements that determine if, how and how long they will exchange knowledge. 
This finding is in line with work of Carincazeaux (2008) and Coe and Bunnell (2003).  
-Given the life-cycle stage of the clusters we investigated, the innohubs among these 
organizations have the highest degree of influence on the knowledge diffusion 
performance. Innohubs are the innovative organizations with the most connections to 
other organizations and the highest patent levels within that cluster. The EHV network in 
terms of life cycle is a multi-hub network and has scale-free topology. The process of 
preferential attachment and growth of the system are determining these scale-free 
properties. Given these conditions the knowledge diffusion within the EHV network is 
most efficient. If this process continues the coming years the formation of more hubs are 
expected until a dense core-periphery system arises. The process is usually not effected 
by start-ups who fail or succeed. Only an attack on a hub will drastically change the 
system and knowledge diffusion performance (Strogatz, 2001). In this network the 
innohubs Philips, ASML, NXP and TU/e are the major network-structural elements with 
the largest influence on the knowledge diffusion process. 
In terms of life cycle the ENS network is an early stage multi-hub system. It shows SF 
properties but the degree distribution follows a truncated power-law. In this network the 
innohubs UT/MESA, Thales, Panalytical and Lionix are the major network-structural 
elements with the largest influence on the knowledge diffusion process. Crucial for the 
development of this system is that the hub companies Thales, Panalytical and Lionix get 
the chance to grow their business and extend their knowledge links. Disappearance of 
these companies would probably set back the development of the complete system. 
UT/MESA as a hub stimulates spin-offs and start-ups. Most of these are still very small 
and it is difficult to predict if one of these companies could turn into the next hub. In 
terms of cluster development and knowledge diffusion we would concentrate on 
facilitating the development of the current or prospective hubs.  
-Both networks show that the knowledge exchange is extending way beyond the cluster 
boundaries, whatever the logical defined geographic boundary is. Both clusters are 
internationally oriented and have links to Europe, the USA and Asia. Even small 
companies and start-ups have international links. Between organizations there is a lot of 
traveling to meet each other and work together. Geographic proximity of these clusters as 
a whole is therefore not normative for knowledge diffusion. Based on the cluster 
coefficient analysis, the geographic clustering is also not relevant. Triadic closure on a 
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national scale is more prominent for both clusters. This is explained by the fact that both 
clusters are so much intertwined. There is no evidence of structural holes or gatekeepers 
restricting the knowledge flow within or between the two clusters. The interviews 
substantiate that for most organizations the network is more important than the cluster. 
The results are in line with research of Ter Wal and Boschma and Giuliani.  
-For the individual organizations we prove that there is large heterogeneity in intra-
cluster vs. extra-cluster knowledge links. This finding is also in line with the research of 
Giuliani. This means some organizations benefit from the geographic proximity, others 
almost completely depend for their knowledge on extra-cluster exchanges. What we add 
to Giuliani’s research is that this heterogeneity in both high tech clusters shows a gradual 
transition from completely cluster-focused to almost completely extra-cluster focused 
organizations. 
The clique of companies who seem to benefit from geographic proximity knowledge 
exchanges are suppliers to the OEMs residing in these clusters and start-ups. The 
interviews have shown that companies active in prototyping benefit from this proximity. 
It seems that the more practical it gets, the more important it becomes. This is in 
accordance with Martin & Sunley’s conclusion on the benefit of clustering, especially in 
pre-commercialization phases, as mentioned in section 1.2 
-The number of firms and number of firm-firm links, in line with Østergaard, (2008), 
dominate both networks. We show that in both clusters the universities and knowledge 
institutes also play a major role in knowledge diffusion. In the ENS cluster the 
UT/MESA is the central actor while in the EHV cluster the TU/e is an important hub. 
This is in contradiction with work of Lazerson et al. (1999), who place firms as the 
central organizational actors of industrial districts. So, given the life cycle stage of these 
two clusters we do not concur with the findings of their research. 
-The innovative companies in a cluster have considerable knowledge links with extra-
cluster universities. This is an indication that certain specific new knowledge is sought 
with foreign institutes, which cannot be found with the local universities. The local 
universities however have more extra-cluster university links than extra-cluster firm links. 
On top of that the local universities have more local firm links than extra-cluster firm 
links. This combination seems to indicate that innovative companies like ASML and 
Philips choose the extra-cluster universities for their unique knowledge. The local 
universities get new knowledge through the extra-cluster academic channels and than 
transfer knowledge by cooperating with local companies more so than with foreign 
companies (Østergaard, 2008).  Thus, in the case of EHV and ENS there is large flow of 
new knowledge through large innovative companies and through university-university 
knowledge diffusion followed by passing this on to the local companies. It is more than 
plausible these are different sorts of knowledge. It shows again that the companies are not 
the only central actors in the network.  
- Most organizations do not look past their egocentric network. They don’t know how 
they fit into the complete network. So, the control of companies of knowledge diffusion 
is still limited. There is also a contradiction in terms here: most organizations are have 
and interest in how the network is structured while few of them are not allowed to help 
and structure the network, simply because of the (legal) terms and conditions of 
knowledge exchange. 
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7.2 Answers to the research questions 
From the analysis done on these networks we can answer the research questions. 
1.  What are clusters and how are they defined? 
From the literature review it is clear that de delineation of industrial clusters is an 
ongoing debate. There are no essential self-defining cluster boundaries. To study the 
knowledge diffusion in clusters this meant we had to set geographic, sectoral, 
organizational and temporal boundaries to prevent this to become a study of everything. 
These boundaries to our opinion were set on a just theoretical or practical basis as 
explained in the literature, methodology and discussion chapter. 
2.  What are networks, how are they defined and how do we study them? 
In our literature review a detailed explanation is given of network theory and the methods 
to study them. The KNs we define and study are complete networks of technological 
knowledge exchanges. For high-tech organizations whose innovation speed is highly 
dependent on technology diffusion, this is a logical choice. A number of network 
boundaries were set, based on insights of networks theory to cover both intra-cluster and 
extra-cluster knowledge links. We decided to choose the widely accepted SNA method to 
map the KNs. SNA turned out to be extremely useful for mapping, representation and 
analyzing the network structures. Without the Gephi SNA software it would have been 
very difficult to analyze the large KNs. It would simply be too difficult to draw up a clear 
visualization by hand, let alone analyzing them. The current software and statistics tools 
are very powerful to analyze knowledge networks. 
3.  Should networks be studied at the individual or organizational level? 
According to theory individuals very often take initiative to start knowledge exchanges. 
But aside of brokering activities of employees, the organizations determine if, how and 
how long knowledge is being exchanged. The organizations have rules and conditions for 
knowledge exchanges. Based on this we decided to map the KNs on the organizational 
level. Proof of these rules & conditions were found both with the Internet search and the 
interviews. The interviews revealed financial, legal, ethical and timing conditions as 
necessary to start knowledge exchanges. Thus, knowledge exchanges are institutionalized. 
At large, the organizations control knowledge diffusion. They are structural elements in 
the networks. Mapping the KNs at the organizational level was therefore the right choice. 
4.  What is the influence of network structure on knowledge diffusion? 
Network theory describes what the influence is of topology on the process of knowledge 
diffusion. Simulations and empirical research has given evidence to this. A network 
structure immediately shows via what ways knowledge diffuses through the system and 
what are the important structural elements in knowledge diffusion. The structure reveals 
possible hubs, isolates, structural holes or gatekeepers. The position in the structure has 
an affect on the likelihood of acquiring knowledge. It shows the extent of interactions 
between organizations and the network structure shows the life-cycle stage of a cluster. 
So, the structure of links determines the way knowledge flows through a system of 
organizations. Dyadic links between organizations show who is exchanging knowledge 
with whom but the collective set of links form a network structure that determines the 
efficiency of knowledge diffusion within that network. The influence of network 
structure is therefore crucial; diffusion follows structure. The topology results of both 
networks substantiate this. We proof that the HTS/ME sectors show network topologies 
with scale-free properties. It is evidence of what theory predicts (Strogatz, 2001) 
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5.  To what extend do networks overlap clusters? 
This study shows knowledge networks extend way beyond the geographic boundaries of 
the clusters. This is in line with the work done by Giuliani, Ter Wal and Boschma, 
Malerba and Breschi and others. We proof that knowledge is exchanged within and 
outside any logical defined geographic boundary; in this case a practical driving distance 
of 30 min. If we extend this range to halfway the distance between the two clusters this 
does not change the result. The network is always larger than the cluster. We also proof 
that individual organizations show large heterogeneity in intra- versus extra-cluster links. 
6.  What are necessary conditions to start knowledge exchanges between parties? 
SNA does no give answers how knowledge links are formed, what is driving people or 
organizations to start a knowledge exchange and what are necessary conditions for 
engaging in exchanges. The interviews showed that knowledge will only be exchanged 
when certain necessary conditions are met. Financial, legal, ethical, cognitive and timing 
conditions are the ones that were mentioned in the interviews. Trust is also a necessary 
condition in cooperation and is built slowly between parties. Once trust is built it leads to 
longstanding knowledge relations. Trust on the other hand can easily be violated. 
Geographic proximity was not mentioned in the interviews as a necessary condition for 
knowledge diffusion. This is substantiated with our network results. Geographic 
proximity is regarded as helpful but not necessary. Neither are culture or language 
barriers. The latter two can be a nuisance but it does not stop knowledge diffusion once it 
is decided to cooperate with these partners. Also this is substantiated with the data. There 
is extensive cooperation with organizations within Europe, in the US and Asia. 
 Face-to-face meetings are seen as essential to efficient knowledge exchange. The 
interviews proof that there is a lot of travelling to meet each other and work together. 
Tacit knowledge is transferred in this way. These findings substantiate the network 
results. For most organizations geographic proximity is not relevant. 
 
This brings us to our central question: 
What is, based on network theory, the influence of network-structural elements on the 
knowledge diffusion in clusters, with an application to the selected clusters? 
 
As mentioned above, the structure of a complex network, the collective of nodes and 
links, cannot be controlled by one company. Large networks can self-organize into a 
scale-free state (Barabási et al, 2000). We shows that EHV and ENS network are 
examples of such SF networks. Our research shows that real knowledge networks in 
high-tech sectors behave according to predictions based on simulations done by network 
scientists.  
On SF networks the hubs are the central network-structural elements. Our analysis has 
shown that the innohubs have the largest influence on the knowledge diffusion process in 
these clusters. In our case innohubs are large innovative companies and universities. We 
found no evidence of isolates, structural holes or gatekeepers within or between the two 
networks. So, the hubs have a huge influence on knowledge diffusion and through them 
new knowledge is quickly transferred through the network. But one hub cannot 
completely control the knowledge diffusion in a network. On the other hand, an attack on 
such a hub has great impact on the speed of diffusion for that network.  
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We also show there is large heterogeneity in intra-cluster versus extra-cluster knowledge 
exchanges within a cluster. Some companies are completely cluster oriented while others 
are almost completely dependent on international contacts for their knowledge. It was 
shown that most of the new knowledge comes into the cluster through the large innohubs, 
being large innovative companies or universities. We find evidence that the large 
innovative firms seek unique knowledge with extra-cluster institutes, which cannot be 
found with the local universities. The local universities get new knowledge through the 
extra-cluster academic channels and than transfer knowledge by cooperating with local 
companies more so than with foreign companies. This is accordance with research of 
Østergaard (2008). Supplier companies and start-ups were found to be companies who 
benefit from local knowledge flows within the cluster. 
 The results of this study show that the network perspective using complete networks give 
a more integral view on the influence of structural elements on the knowledge diffusion 
process in a cluster. We have been able to identify the important nodes in the networks: 
the innohubs. In terms of cluster development and knowledge diffusion we would 
concentrate on facilitating the development of these current or prospective hubs.  
 Despite the boundaries choices and limitations of this study we think that all in all, the 
network perspective on cluster processes like knowledge diffusion is the best approach 
for understanding local cluster development. Focusing on just local processes seems 
limited, given the results of this study. Network liaison officers or network weavers could 
probably mean more for cluster organizations if the complete network knowledge of such 
cluster is used to the benefit of cluster development instead of bite-snap attempts trying to 
get a direct foreign investment into a cluster. We believe that learning through 
networking and by interacting is the crucial force that will pull firms into clusters. 
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Appendix 1.  List of initial organizations used for mapping the networks 
 
   
   
  
 
 
 
 
 
 
 
 
EHV network ENS network 
AAE 3T 
Anteryon Benchmark 
ASML Blue4green 
Assembléon C2V/Thermofisher 
Bosch-Rexroth Capilix 
CCM Dannalab 
Cytocentrics Deltamask 
Dalsa Demcon 
FEI IMS 
Fluxxion Kryoz 
Frencken Mecal 
Genexis Medimate 
Holst Centre Medspray 
KMWE Micronit 
Liquavista Mylife Technologies 
Magnetic Innovations Nanomi 
MI-partners Norma 
NXP Ostendum 
OM&T Panalytical 
OTB/Roth & Rau Phoenix 
Philips Sensata technologies 
Silicon Hive Smarttip 
Singulus Solmates 
Tegema Thales 
TNO TSST 
TU/e Uneedle 
VDL UT/MESA+ 
 VDL almelo 
 Xio Photonics 
 Xsens 
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Appendix 2. Vragenlijst interviews 
 
Kennisuitwisseling, kennisnetwerk, vertrouwen, proximity 
1. Hoe start in zijn algemeenheid een technologische kennisuitwisseling  tussen jullie en een 
andere organisatie (bedrijf, universiteit, research organisatie)? 
2. Gesteld dat technologische kennisuitwisseling voordelen gaat bieden, wat zijn 
noodzakelijke voorwaarden om kennis uit te gaan wisselen?  
a. Wat moet er geregeld zijn voordat je hiermee start? 
3. Wat zijn voldoende voorwaarden om technologische kennis uit te wisselen? Wat is 
minder belangrijk? 
4. Zoeken jullie vergelijkbare, complementaire of nieuwe kennis bij een partner? 
5. Is vertrouwen belangrijk?  
a. Waarom wel/niet?  
b. Hoe bouw je dit op? 
6. Als dat vertrouwen er in eerste instantie nog niet is wat doe je dan om dat vertrouwen te 
krijgen? 
a. Is reputatie in deze van belang? 
7. Vindt kennisuitwisseling bij jullie plaats op incidentele basis of is er sprake van 
langlopende projecten of samenwerkperiodes? 
8. Even aannemende dat kennisuitwisseling meestal bestaat uit een langere periode van 
vaste partnering (projecten), waar halen jullie dan de meeste kennis vandaan: locaal, 
nationaal of internationaal of een combinatie?  
a. Kun je dat uitdrukken in percentages? 
9. Als het een combinatie is, hoeveel % kennis schat je dan dat van buiten het cluster komt, 
dus via nationale en internationale kanalen? 
10. Als dat (inter)nationale percentage hoog is waarom heb je je dan toch gevestigd in het 
cluster?  
a. Wat was de reden hiervoor?  
b. Wat biedt dit cluster aan voordelen? 
11. In de loop van de jaren bouw je een technologisch kennisnetwerk op met kennispartners. 
In hoeverre zijn suppliers en klanten kennispartners?  
a. Kun je een afschatting geven van het percentage dat tot die categorie behoort?  
b. Zijn er nog andere kanalen?   
12. Gaat kennisoverdracht bij jullie bedrijf veelal via documenten, foto’s en diagrammen per 
email en/of telefoon en/of video conferenties of is er sprake van face-to-face contacten of 
gezamenlijk werken met de andere partner(s)? 
a. Hoe vaak is dat face-to-face contact er?  
b. Zijn dat projectmeetings of is er sprake van gezamenlijk werken op werkvloer 
aan oplossingen? 
13. Is er bij kennisuitwisseling meestal sprake van eenrichtingsverkeer of is er meestal sprake 
van wederzijds leren?  
14.  In hoeverre wisselen jullie kennis uit buiten jullie eigen sector? 
a. Welke sectoren zijn dat? 
b. Kun je dat uitdrukken in percentages van het totaal? 
 
Clusters 
15. Wat valt volgens jou onder het high tech cluster Eindhoven/Enschede? 
a. In termen van geografische grenzen 
b. In termen van kenmerkende sectoren 
16. Wat zijn de voordelen of nadelen die een cluster algemeen jullie kan bieden? 
17. Wat zijn de voordelen of nadelen van dit specifieke cluster? 
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a. eventuele suggesties: vestigingsvoorwaarden, infrastructuur, grondprijzen, 
personeelsaanbod of verloop, geografische ligging, reputatie, etc 
18. Wat zijn de voordelen van jullie huidige locatie? 
19. Wie zijn volgens jullie de meest invloedrijke bedrijven binnen het cluster Eindhoven en 
Enschede als het gaat om kennisbasis? 
20. Wie zijn volgens jullie de meest invloedrijke instituten binnen dit cluster als het gaat om 
kennisbasis? 
a. Werken jullie daarmee samen? 
21. Is het cluster belangrijker voor jullie of het netwerk als het gaat om kennisopbouw? 
 
Netwerken 
22. Zijn er grote bedrijven of researchorganisaties waar jullie sterk afhankelijk van zijn voor 
jullie innovaties? 
a. Zo ja, welke zijn dat? 
b. Zo nee, wie zijn jullie kennispartners dan? 
23. Als je naar het kennisnetwerk kijkt dat je hebt opgebouwd dan ontstaat er een structuur, 
de zogenaamde netwerkstructuur. Wie zijn daarin volgens jou de bepalende elementen of 
bepalende sociale relaties? 
24. In hoeverre kennen jullie als organisatie de eigen kennisnetwerk-structuur? 
a. Hebben jullie die ooit uitgetekend? 
b. Zouden jullie geïnteresseerd zijn om het kennisnetwerk in groter verband te 
kennen? 
25. Zouden jullie bereid zijn om jullie kennispartners aan ons openbaar te maken om het 
kennisnetwerk van het cluster in kaart te kunnen brengen?  
a. Zo ja, wat zou dit voor jullie aan voordelen kunnen bieden?  
b. Zo nee, wat zijn daarvoor de reden?  
26. Hoe sterk verandert jullie kennisnetwerk in de tijd?  
a. Voor hoe lang zijn jullie normaliter gebonden aan bepaalde projecten of 
partners?   
b. Wordt dat vastgelegd met research of ontwikkelcontracten, b.v. joint 
development agreements (JDA)? 
27. Veelal zie je dat bedrijven elkaar vernoemen als partners op websites? Zouden bedrijven 
dit ongestraft kunnen doen, kortom is een dergelijke link betrouwbaar?  
28. Worden jullie benaderd als een bedrijf jullie wil vernoemen als kennispartner of 
toeleverancier op hun site?  
29. Wat zijn volgens jou de beste methoden om informatie over kennisnetwerken boven 
water te krijgen? Welke bronnen kan ik het beste aanboren? 
30. Zou jij een in kaart gebrachte kennisstructuur van jullie bedrijf willen controleren op 
juistheid? 
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Appendix 3.  Details of the interviews. 
 
Below a detailed outcome of our interview findings are presented regarding knowledge 
exchanges between organizations. The results are aggregated into a number of general statements 
regarding the subject of clusters, networks and knowledge diffusion and are substantiated with 
quotes by the interviewees. The organizations are presented in coded form and are divided in: two 
start-ups (A,B), one SME (C), three MNE’s (D,E,F), two knowledge institutions (G,H) and two 
investors (I,J). 
1. Technological knowledge exchanges between companies or institutions usually starts by 
actions of employees who are searching for new or complementary knowledge to be able to 
advance their knowledge. R&D personal or engineers have their own personal networks, read 
relevant literature, search Internet, visit conferences and usual make first contact with other 
organizations. 
2. Knowledge exchanges also start as a result of strategic choices by management. Companies 
who move in a certain direction (e.g. medical) will start a search, usually with the help of 
R&D, to cooperate with companies active in that field.  
3. Although employees are usually the ones who make first contact with other organizations, the 
real exchange between companies is institutionalized. In the interviews with the companies 
(A-F) it became clear that there are “rules” within companies how to start a knowledge 
exchange. All of the interviewed companies mention that it is common that companies start 
with signing non-disclosure agreements (NDA’s) between the parties involved to prevent any 
information going to third parties. Contracting is normal between companies to set the 
conditions for knowledge exchange and to determine rights to be claimed from IP generated 
during cooperation. Also rules on how and when to communicate to the outside world are 
usually agreed upon. Thus, the first contact may be made by brokering of employees, the 
organizations determine if, how and how long they will exchange knowledge.  
4. Larger organizations like MNE’s have strict rules concerning cooperation between companies. 
NDA’s are not signed before they are reviewed by higher management and the legal 
department. This is done to make sure an NDA is not in conflict with other NDA’s or the 
general strategic direction of the MNE. The same applies to joint development agreement 
contracts etc. 
5. Knowledge is protected by patents. Investor J is very clear in this. They want the knowledge 
protected of companies they invest in. “Start-ups often do not have customers yet and they 
usually only have possession of knowledge. IP is for that reason crucial for the investors”. 
Investors are also involved with exclusivity contracts, where third parties claim exclusivity on 
parts of the start-up’s technology. Since this has impact on the future value of the company 
the conditions of these contracts are crucial for the companies and investors (B,J). 
6. Although IP is important to protect a firm’s knowledge this is not always the case: Patenting 
has also disadvantages and is expensive, while defensibility of the knowledge is not always 
clear. Because of the legal and financial implications, especially smaller companies (A,B,C) 
very often do not patent inventions. They keep quiet about inventions and use the confidential 
information within the company, which is not generally known or reasonably ascertainable. 
The company thus can obtain economic advantage over competitors or customers with the 
disadvantage that it can “leak” out when employees switch jobs. 
7. In some cases ethical questions determine whether or not companies engage in exchanging 
knowledge. As company C mentioned: “We have been approached to co-operate with a 
company working in the defense industry. Internally there is a debate about this question and 
we have to decide whether or not we want to co-operate, exchange knowledge and do 
business with these kinds of companies”. 
8. As stated by institution H, also for them ethical issues can prevent them from exchanging 
knowledge with a firm. H gave an example where they might be asked to work with a 
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company that in the past was involved in environmental issues. To protect their own 
reputation the management of the institution would in this case disapprove of cooperating 
with such company.  
9. A university does not have such strict rules regarding knowledge exchanges. As H states: “It 
is in the genes of universities to exchange knowledge in an open way within the academic 
community. But in the case of firm-university cooperation many firms ask the universities to 
sign NDA’s, which we usually comply with”  
10. The more commercial active research institutes act more or less like a company. They also 
use strict rules and contracting for engaging in knowledge exchanges. 
11. Trust is regarded as crucial for knowledge exchange. All the firms and institutions we 
interviewed find this crucial for cooperation. As G states: “Without trust nothing happens”. If 
there is no trust at the beginning of the cooperation between parties, several things can be 
done to obtain this trust. A good reputation of the other party will help to gain the trust 
(A,E,F,G). Very often a screening is being executed by legal representatives on instigation of 
management to find out what company they are dealing with. As mentioned by D,E,F, within 
their organization screening takes place of new parties and legal and/or financial departments 
will investigate the company or retrieve official reports. Investors trust their money to a 
company so they always do a thorough screening (I,J). The smaller companies (A,B,C) search 
on the internet and information on patents, publications and business announcements in news 
media to get an idea of the company. If necessary they ask for references. B,C,G and H 
mention that apart from signing NDA’s, in the first face-to-face meetings it usually becomes 
clear whether or not there is a good fit between parties. If in the first meetings the “feeling” is 
right cooperation is continued, otherwise it is stopped. “If there is a “click” you can further 
shape this with solid contracts and honest behavior” (G). To build trust companies and 
institutions very often start with a small project. If that is successful they gradually increase 
the intensity of cooperation. Trust is thus built incrementally (B). “It is a phased process” (H). 
It takes lots of time to build it but can easily be violated. The Dutch expression “Vertrouwen 
komt te voet en gaat te paard” (B), represents best this behaviour.  
12. The right feel not only has to do with trust but also with the cognitive balance. If two parties 
are way off in knowledge levels the feel is not right and this usually will not lead to a follow-
up. So, there has to be a match on content (B,G). There is however an exception. In some 
cases companies are looking for knowledge they do not have and which is far away from 
what they are used to. For example, ME/HTS companies who strategically want to step into 
e.g. medical business. They then need to cooperate with experts within academia. In this case 
partners need to spend time together to understand each other. These findings are all in line 
with Boschma’s theory on cognitive proximity.  
13. Technological knowledge exchange between companies is regarded easier than between a 
firm and an institution, especially for the smaller companies. As stated by C: “We as a 
company are looking for knowledge which we can apply in products which will go into the 
market in less than 2 years time. Universities and other institutes want to engage in PhD 
programs that take at least 4 years. We just have different heartbeats”. “The larger 
corporations can engage in these kinds of programs”. “They have a much further horizon and 
more financial means”. B mentions that: “A starting company has a horizon of 3-6 months. 
Academic research has the length of a PhD promotion….it does not necessarily have to lead 
to something concrete…the time line is just different there….and that leads to unsuccessful 
cooperation because it does not fit. We also don’t have the money to sponsor such long 
research periods. It’s therefore easier to achieve a win-win situation with other companies”. 
14. From most of the interviewees it is clear that once trust is built knowledge exchanges 
between companies last for a number of years (B,E,F). As E states: “We are looking at trends 
and use roadmaps which cover a period of 10 years. Obtaining new or complementary 
knowledge on these subjects also covers such period”. Usually, there are strong relationship 
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between MNEs and certain universities who have possession of that specific knowledge. 
From the interviews it’s also clear that smaller companies have fewer and looser links with 
the institutes (B,C). 
15. Given the geographic boundary of reachability, a 30 minutes drive, most companies and 
institutions state that they gather and share knowledge both inside and outside the cluster. The 
balance between what comes from outside and inside the cluster differs. For example, some 
start-ups do not have a product on the market yet but they do have international contacts, just 
because some of the knowledge they need is not available within the cluster (A,B). On the 
other hand, companies do cooperate with local companies. As C states: “For anything 
mechanical you can find the right party within the cluster. It would be foolish not to do it”. E 
remarks, “If we can get it around the corner, we will”. Company F: “Especially for prototype 
development it is favorable to be at close range”. As proximity is concerned, institution H 
responds: “I think the more practical it is to be, the more important it is”. The MNE’s, firms 
with large R&D departments and often working on several state-of-the-art technologies 
largely share knowledge internationally but also cooperate with local specialized partners and 
suppliers to create products. Thus, geographic proximity makes knowledge exchanges easy 
but not essential. When asked what is more important to them, the cluster or the network, all 
interviewees state that their network is crucial for them. Thus, the geographic boundaries of 
the cluster are not normative for knowledge exchanges.  
16. From the interviews it is clear that knowledge exchange in the ME/HTS sector is 
bidirectional (B,C,E,F,G,H). There is an intensive cooperation with customers, suppliers and 
knowledge institutions. As B stated: “He who does not give anything will not receive 
anything”. Only in the case where products are outsourced to e.g. Asian low wage countries 
the knowledge transfer is usually more directional (C). But even in this case, local conditions 
can be different and exchange of knowledge is necessary to get things right, especially when 
it applies to complex products or manufacturing processes.  
17. Given the financial, legal, cognitive, ethical and timing conditions that are essential to start 
knowledge exchanges, barriers like language or culture are seen as less important to start 
knowledge exchanges. Both within universities and firms there are large communities of 
people with different cultures, who speak different languages. It can hamper communication 
and understanding though. As B mentioned: “As long as they can speak English it is ok, 
otherwise it can be a real handicap”. As C expresses: Sometimes it is difficult to 
communicate and understand Asians and it just takes more effort. But this will not stop our 
intentions once we have decided to cooperate with them. Knowledge of cultures will help 
alleviate some of these problems (G).  E says: “we like to have cultural diversity in our 
organization”. We don’t want just white men with blue shirts and a tie. They all think alike. 
The diversity in our organization helps in making contact with other parties and 
communicating with them”.  
18. Face-to-face communications are regarded as essential to knowledge exchanges by all 
interviewees (A-J). Very often there are regular face-to-face contacts and it is not uncommon 
to travel to see each other in bi-weekly meetings. “These meetings are essential to built trust 
and very often management is involved (B)”. In the weeks between these meetings there is 
communication through teleconferences and email. Meeting each other and working together 
on engineering level is very common in this sector (B,E,D,F,G). Many interviewees mention 
that engineers do quite some travelling and back and forth work for several days or weeks on 
location of the partner (B,E) “Geographic proximity is not relevant if there are enough face-
to-face contacts. But there most be funding to travel” (G). Some organizations have residents 
working for longer periods at the partner’s location to get the “way of working” (E) 
experience. This built trust between researchers and engineers (B,E,G,H). 
19. Exchange outside the own ME/HTS sector is common. Most companies can be regarded as 
strict ME or HTS oriented companies. But in both clusters there are companies who are more 
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and more focusing on medical and clean technologies. Some companies and institutions 
cooperate with chemical companies (flexible electronics, OLEDs), some work together on 
new analytical applications (drugs, DNA and chemical analysis). In both cases ME or HTS 
are involved but the application knowledge is usually gathered from other sectors.  
20. On the question “What is so special about the local cluster?” Most of the interviewees had 
difficulty to come up with something unique. The more general conditions like infrastructure, 
a pool of an experienced and highly educated workforce, higher education quality, political 
stability, tax arrangements, working mentality and environment were mentioned but these 
conditions can also be found in other clusters. Two things popped out as positive: The 
Eindhoven area and especially the High Tech Campus (HTC) are seen as a brand. Conditions 
are not necessarily better or worse than elsewhere, but it is a catchy environment with 
opportunities to go to symposia, lectures and network meetings. Some companies do 
cooperate with each other but there are many companies who have no links on the HTC. For 
example, Holst Centre as an institute is primarily cooperating with the larger companies but 
not with the HTC start-ups. For many HTC is a location where one wants to be seen and 
located. “It will help attract customers (B)”. For the Twente region it was mentioned that 
Twente has good access to the German hinterland whilst retaining the more flexible way of 
working in the Netherlands and not needing to comply with the more strict work rules (e.g. 
working on Sundays) across the border.  H stated” “EHV cluster has a number of big 
companies now and has reached critical mass. They originated from Philips and these 
companies function as a magnet now. Enschede doesn’t have a source like Philips”. Several 
interviewees mentioned that Eindhoven and Enschede cluster are still missing things 
compared to Silicon Valley (SV). “It is not just about technology. First of all, how we 
promote the Netherlands and its industrial clusters to the outside world could be done much 
better. Furthermore, the investment climate in some clusters is much better and the Academia 
have much larger budgets” (G). “The amount of venture capital is ten times higher in the US 
than in Europe” (I). And the success of Silicon Valley is for a large part related with a more 
ambitious and entrepreneurial spirit (I,J). In the States it is self-reinforcing: successful 
entrepreneurs become private investors. To investor I it seems that in Enschede with no 
obvious big company to work for, there is more ground for entrepreneurs. “After a study you 
either move or start your own company” (I). J states: “Everybody focuses on technological 
clustering. Most start-ups or companies in the Netherlands do not know how to play the VC 
investment game. This is about financial knowledge”. “We as investors are drivers to grow 
companies but we are not a training institute”. “VC’s don’t have time for this. You have to 
involve experienced entrepreneurs to catch up”. It’s not so much the lack of VC money in 
Europe; it is ambitious entrepreneurial management which is the bottleneck”. 
21. Some organizations admit they do not know how their ego-network looks like.  Firm E stated. 
“Our company is so large, I doubt whether anyone has ever tried to draw our network”. To 
my knowledge this information is not available”. Most organizations say they never tried to 
put it on paper. As a consequence they admit they also don’t know how their network fits in 
the complete network. I asked D whether they would be prepared to share their ego-network 
information. D answered that for strategic reasons they were not prepared to share 
information on their knowledge partners. It could help the competitors. Others were more 
open and would be willing to help with mapping the network (A,B,C,F). Most interviewees 
would be very interested if the complete network became available to the community. It 
could help them in making contacts through contacts which already exist but they are now not 
aware of. It is a kind of contradiction in terms: Companies are interested how this network is 
structured but they are not all willing to help structure it. There are good reasons why they 
cannot do this. NDA’s, other contracts or strategic reasons (e.g. competition) will forbid them 
from opening up this knowledge. It will therefore be difficult to structure the complete 
network. Certain knowledge is deliberately withheld. 
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22. From the interviews it became clear that in general companies who name other organizations 
as their partner on their home website can usually be trusted as a link, certainly when this is 
done bidirectional. If it comes to customer referrals on website most of the interviewees are 
more hesitant. As C states: “I think that some companies who briefly encounter a large 
customer of reputation and with whom they had some initial meetings are quite adamant to 
mention this name as a customer. It will not mean they are really engaged”. Maybe a 
quotation was the only thing they made for that “customer”. B agrees that especially smaller 
companies will probably show this behavior. When asked if companies get away with naming 
other parties as their partner they are not actual engaged with, the answer was that this would 
de detrimental, for such behavior would damage the reputation of the company quickly 
(A,B,C,D,E,F). Word of mouth travels fast and reputable companies will come into action if 
this naming of partners was not agreed upon. Usually, there are strict rules between parties 
what will be communicated regarding partnerships and what not. Most interviewees mention 
that on occasion they are approached by suppliers with the question to allow the use of the 
customers/partner name on their website.  
23. On the question what sources could be used to find knowledge links there were plenty of 
answers: organizational websites, Google search, scientific publications, annual reports, 
LinkedIn connections, attendance list of conferences, national and European projects and 
news media.  
