Abstract. Recently, the well-known Liu estimator [19] is attracted researchers' attention in regression parameter estimation for an ill-conditioned linear model. It is also argued that imposing sub-space hypothesis restriction on parameters improves estimation by shrinking toward non-sample information.
Introduction
Consider the following logistic regression model and β = (β 0 , β 1 , . . . , β p ) ′ denotes the unknown (p+1)-vector of regression coefficients, X = (x 1 , . . . , x n ) ⊤ is the n × (p + 1) data matrix with x i = (1, x 1i , . . . , x pi ) ⊤ and ǫ i 's are independent with zero mean and variance equal to w i = π i (1 − π i ) therefore the conditional distribution of the dependent variable follows a binomial distribution having probability π i . The maximum likelihood (ML) method is generally used to estimate the coefficient vector β. The corresponding log-likelihood equation of model (1.1) is given by L = n i=1 y i log (π i ) + (1 − y i ) log (1 − π i ) (1.2) where π i is the i th element of the vector π, i = 1, 2, ..., n. ML estimator (MLE), or unrestricted MLE (UMLE) can be obtained by maximizing the log-likelihood equation given in (1.2). Since Equation (1.2) is non-linear in β, one may use the iteratively re-weighted least squares algorithm (IRLS) as follows [25] :
where π t is the estimated values of π using β t and W t = diag π t i 1 −π t i such thatπ t i is the ith element of π t . After some algebra, Equation (1.3) can be written as follows:
where z ⊤ = (z 1 · · · z n ) with η i = x ′ i β and z i = η i + (y i − π i )(∂η i /∂π i ).
Suppose that β is subjected to lie in the sub-space restriction Hβ = h, where H is q × (p + 1) known matrix and h is a q × 1 vector of pre-specified values. Then, the corresponding restricted MLE (RMLE) has the form
where C = X ⊤ WX [25] .
In reality, to select one of the UMLE or RMLE, one needs to test whether the following null hypothesis is true or not H 0 : Hβ = h.
For testing the null hypothesis against the alternative H A : Hβ = h, following [25] , we propose the following test statistic
As n → ∞, the above test statistic has asymptotic chi-square distribution with q degrees of freedom. Now, suppose that the following regularity assumptions hold (A1) :
where D is a finite and positive definite matrix and x i is the ith row of X and
Then, β M LE is asymptotically distributed according to a normal distribution, precisely
where D → denotes convergence in distribution [25] . And we have
where H q x; ∆ 2 is the cumulative distribution function (c.d.f.) of the non-central chi-square distribution with q degrees of freedom and non-centrality parameter ∆ 2 /2. Apparently, in applications, one selects one of the extremes UMLE or RMLE depending on output of the test. Hence, the preliminary test MLE (PTMLE) is given as [25] 
where χ 2 q,α is the α level upper value of the null distribution of the test statistic L n and I (A) is the indicator function for the set A, see [24] for details. This estimator is also known as quasi-empirical Bayes estimator [25] . The preliminary test estimation approach and its shrinkage derivatives have been considered by many researches. We refer to [8] , [11] , [3] , [27] , [14] , [17] , [24] , [18] , [15] , [16] , [4] , [9] , [28] and [29] to mention a few. When the multicollinearity exists, the use of logistic ridge estimator [26] and logistic Liu estimator [20] , to propose well performed estimators as alternatives to the MLE, has been frequently seen in the studies of researchers ( [7] , [21] , [30] etc.). However, since the occurrence of H o is under suspicious, the use of the preliminary test counterparts is neglected. In this paper, we consider the estimation of β in the logistic regression model by developing preliminary test estimators of a set of almost unbiased Liu type estimators. To be updated and avoiding from doing repetitive work, the building block of our problem will be based on the very recent study due to [10] . The author proposed the almost unbiased Liu estimator (AULE) which is the unrestricted estimator of β considered in this study and we denote it by UR in the logistic regression model as follows:
We refer to [3] , [20] , [2] , [7] and [30] for recent studies in Liu regression.
Following [15] and [23] , we define the preliminary test unbiased Liu estimator (PT) having the following form
where
which is the restricted almost unbiased Liu estimator (RE) proposed by [31] .
Although the focus of this study is the preliminary test estimator, due to its discontinuous nature and strong dependency to the level of significance α, it is of interest to consider α-free and continuous derivatives, namely shrinkage estimators. The preliminary test unbiased Liu estimator (PTE) has two extreme choices, namely, the β UR and β RE . A compromise approach can be suggested by using the Stein-type shrinkage unbiased Liu estimator (S) of β as
where c = q − 2. The Stein-type estimator S will provide uniform improvement over UR, however it is not a convex combination of two extremes. This estimator has the disadvantage that the shrinkage factor 1 − cL −1 n becomes negative for L n < c. Following [5] , we define the positive-rule shrinkage unbiased Liu estimator (PS) of β in the logistic regression model as follows
(1.12)
See [24] for extensive study on shrinkage estimators.
Asymptotic Performance
In this section, we provide the asymptotic properties of the proposed estimators. According to [25] , to obtain proper discrimination between the asymptotic distributions of the estimators, we consider the local alternatives of form
where γ = (γ 1 , . . . , γ q ) ⊤ ∈ R q is a fixed vector.
Under the local alternatives
In order to compare the estimators, we use the asymptotic distributional bias (B), asymptotic covariance (Γ) and the asymptotic risk (R) expressions of the proposed estimators.
Suppose β is an estimator of β. The asymptotic distributional bias of an estimator β is defined as
Also, the asymptotic covariance of β is given as
Moreover, the asymptotic risk of β is defined as
where W is a non-singular matrix and we consider that W = I in this study. So we have
where tr is the trace of a matrix. For our purpose, we suppose the regularity conditions (A1-A3) hold.
Under the local alternatives K (n) , using the fact that
as n → ∞, we have the following important results which reveal the asymptotic distributions to be used in the study.
the regularity assumptions (A1-A3) and the local alternatives K (n) , as n → ∞ we have the following joint distributions:
Proof. See Appendix.
Theorem 2.2. Under the assumed regularity conditions in (A1-A3) and the local alternatives K (n)
, and also using the results of the Proposition 2.1, the expressions for asymptotic biases of the listed estimators are obtained as:
where H v x; ∆ 2 is the cumulative distribution function of the non-central chi-squared distribution with non-centrality parameter ∆ 2 and v degree of freedom, and for i = 1, 2
where E R (·) stands for the expectation with respect to a Poisson variable R with parameter ∆ 2 /2.
Proof. See Appendix. Now, we define the following asymptotic quadratic bias (QB) of an estimator β * of the parameter vector β by converting them into the quadratic form since the bias expression of all the estimators are not in the scalar form:
Theorem 2.3. Under the assumed regularity conditions in (A1-A3) and the local alternatives K (n) , and also using the results of the Proposition 2.1, the expressions for asymptotic quadratic biases of the listed estimators are obtained as follows:
We skip the proof of this theorem since it is immediate from the previous Theorem 2.2.
Theorem 2.4. Under the assumed regularity conditions in (A1-A3)
, the Proposition 2.1, and the local alternatives {K n }, the asymptotic risks for the estimators are computed as follows:
,
In the forthcoming section, to obtain better perception about the asymptotic performance of the estimators, we compare the MSE performance of the proposed estimators graphically. Indeed, we want to see how estimators are compared using the results of proposed theorems.
Monte Carlo Simulation Study
Our simulation is based on a logistic regression model with sample size n = 250. A binary response is generated from the Bernoulli distribution Be(P) such that
where P i = P (Y = 1|x i ) and the predictor values x i are drown from the standard normal distribution with the correlation between the jth and kth components of X equals to 0.5 |j−k| . β = (β ′ 1 , β ′ 2 ) ′ with β 1 = (1.5, 2.5) ′ and β 2 = (0 q ) ′ . We consider the candidate submodel H 0 : Hβ = 0 where the first 2 columns of H are zeros and the q × q submatrix of H is the identity. We define a distance between the simulation model and the candidate subspace model by ∆ * = ||β − β o || 2 where β o = (β ′ 1 , 0 ′ q ) ′ is the true parameter in the simulation model and || · || is the Euclidean norm.
∆ changes between 0 and 20. q is taken to be 3 and 5. The biasing parameter d is considered to be 0.1, 0.5, 0.7, 0.9 and 0.99. Following [1] and [31] , we also use the following estimator of d:
where θ j is the jth element ofθ = Q ⊤ β MLE and Q is the orthogonal matrix whose columns consist of eigenvectors of D. The simulations are repeated 2000 times. For each replication, we compute the simulated MSE values of each estimator β * and we obtain the average MSE value using
We consider the simulated relative mean squared error (RMSE) of each estimator β * as follows:
All the computations are performed using R Statistical Package Program [22] . The results of the simulation is summarized in Figure 1 . The findings of Figure 1 can be summarized as follows: a) When the null hypothesis is true, i.e., ∆ * = 0, the performance of the RE is the best. On the other hand, the RMSE of the RE slightly decreases and approaches to zero while the null hypothesis is violated. However, it mostly depends on the biasing parameter d. For example, if d = 0.1, then the RMSE of the RE interestingly is not the best when ∆ * = 0. But, it peaks a small amount violation of the null hypothesis, after that it decreases and approaches to zero. if d is relative large, say 0.9, then the RMSE of the RE may increase while ∆ * is larger than 10. But, it still remains below to the line one when ∆ * is enough large. For intermediate values of ∆ * , the RMSE of PTE becomes worser than the UR. Finally, the RMSE of the PTE goes to one when ∆ * is large. c) It can be shown that the performance of PS outshines the shrinkage estimation for all values of ∆ * . This is also consistent with our theory. Moreover, the RMSE of PS is only better than PTE with α = 0.25 when we assume the null hypothesis is true. On the other hand, the RMSE of the PS decreases gradually and approaches to one when the alternative hypothesis is true. d) We also examine that the performance of pretest and shrinkage estimations perform better when the number of "nuisance parameter" is large.
Real Data Application
We consider the heart disease data which was also analyzed by [13] and [12] . There are 462 individuals in this dataset. The dependent variable is an indicator variable showing that whether the individual has a coronary heart disease (chd) or not. The affecting factors are systolic blood pressure (sbp), cumulative tobacco in kg (tobocco), low density lipoprotein cholesterol (ldl), adiposity, family history of heart disease, a factor with levels Absent or Present (famhist), type-A behavior (typea), obesity, current alcohol consumption (alcohol) and age. Since there is no prior information, we follow [13] and consider that the candidate subspace is β 2 = (sbp, adiposity, obesity, alcohol) = (0, 0, 0, 0).
We use 10-fold cross-validation and compute the MSE of each estimator and repeat this procedure 500 times. Finally, we compute the average MSE values and report them in Table 1 for different values of the parameter d. According to Table 1 , RE has the best performance which it has the smallest MSE value and PTEs follow it. Shrinkage and its positive perform well compare to the full model estimators. All the shrinkage and preliminary test estimators has lower MSE values than UR which is also satisfied with the results of simulation and theory.
Conclusion
This paper introduced the preliminary test almost unbiased Liu, Stein-type shrinkage almost unbiased Liu and positive-rule Stein-type shrinkage almost unbiased Liu estimators in Logistic Regression model, to provide improvement upon the recent approach of [10] . We implemented a sub-space restriction on the parameter β to propose improved estimation strategies. Asymptotic distributional bias and quadratic risk of the estimators are exactly given and numerical comparisons provided. We further considered the application of proposed estimators in a real data example. Numerical results confirm that the proposed positive-rule Stein-type shrinkage almost unbiased Liu estimator, which is a derivative of the preliminary one, performs significantly better than all others. Similar conclusions to [25] and [5] are obtained. The availability of these results in this paper should stimulate research and applications.
Appendix
Lemma 5.1. Let X be q−dimensional normal vector distributed as N (µ x , Σ q ) , then, for a measurable function of of ϕ, we have
where χ 2 v (∆) is a non-central chi-square distribution with v degrees of freedom and non-centrality parameter ∆.
Proof. It can be found in [11] .
Proof of Proposition 2.1. It is easy to obtain the asymptotic bias of UR as follows:
and also using the definition of asymptotic covariance and making use of Equation (2.12) given in [25] , we get the following
In [25] , it is given that the asymptotic distribution of RMLE is β RMLE ∼ N −δ, D −1 − A where
Thus, similarly, we obtain
Now, we need to compute Γ β RE which is as follows:
Moreover, to obtain the asymptotic distribution of ϑ 3 , we start with the following:
and to compute the covariance matrix of ϑ 3 we compute as follows:
Now, we also need to compute Cov (ϑ 1 , ϑ 3 ) and Cov (ϑ 2 , ϑ 3 ). We start with computing Cov (ϑ 1 , ϑ 3 ) as follows:
is obtained as follows: Cov (ϑ 2 , ϑ 3 ) is obtained as follows:
The proof is finished.
Proof of Theorem 2.2.
The asymptotic biases of UR ans RE are already obtained in the proof of Proposition 2.1. Now, we continue computing the asymptotic bias of PT as follows:
Proof of Theorem 2.4. The asymptotic covariance of β UR and β RE are already obtained in the proof of Theorem 2.1 respectively in Eqns. 5.1 and 5.2. Now, we continue with the covariance of β PT as follows:
We already have
We need the followings:
Thus, we obtain
In a similar manner, the asymptotic covariance of β S can be obtained as follows:
Thus, we need the following identities:
Therefore, we obtain
Finally, we present the asymptotic covariance of β PS as follows:
n I (L n < c) .
Now we need the following identities:
Moreover, we also have,
Thus, we finally obtain
Now, using the asymptotic covariances and the definition of the risk of an estimator, we can easily obtain the risk functions of the estimators. Let W = I, using Eqn. (5.1), making use of the spectral decomposition of D, there exists an orthogonal matrix Q such that Q ⊤ DQ = Λ = diag (λ 1 , . . . , λ p+1 ), where λ 1 ≥ . . . ≥ λ p+1 > 0 are the eigenvalues of D, we have the following The risk of the restricted estimator RE is obtained using Eqn. (5.2) as follows:
where a jj is the jth diagonal element of the matrix A.
The asymptotic risk of the preliminary test estimator PT is computed using Eqn. (5.3) as follows: 
