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Introduction
A wireless multi-hop ad-hoc network provides quick and easy networking in circumstances that require temporary network services or when cabling is difficult.
The IEEE 802.1 1 Distributed Co-ordination Function (DCF), based on Carrier Sense Multiple Access with Collision Avoidance (CSMAICA), is the most popular MAC protocol used in wireless ad-hoc networks.
In wireless networks, interferences are locationdependent. For a traffic flow from a source node to a destination node in a multi-hop network, the nodes in the middle of the path have to contend with more nodes when forwarding the traffic of the flow. Experiencing lighter contention, the source node may inject more traffic into the path than can be forwarded by the later nodes. This may result in excessive packet losses and re-routing instability. When there~are multiple flows, unfairness may also arise when some flows experience higher contention than other flows.
The capacity of wireless networks has been studied extensively. Much of the previous work focused on computing theoretical throughput bounds (e.g. This paper primarily focuses on 802.1 I and 802.11-like networks. Although there were also prior investigations [5] [6] on how to modify the the 802.11 protocol to solve performance problems, we try' not to pemrb the protocol too drastically so that the same standard-based equipment can he used without major redesigns.
To devise schemes to achieve high throughput and fairness in multi-hop networks, it is important to be able to analyze the contention experienced by a node as a function of the network topology and traffic flows in a quantitative manner. Such an analysis is currently lacking in the literamre, possibly due to the fact that the analysis is complicated by the existence of hidden-node, exposednode and signal-capturing effects. This paper is a first attempt toward such a quantitative analysis. The analysis yields insight into the impact of different network parameters and properties on performance. As an example, we use our analysis to establish the optimal offered load for a traffic flow in this paper. We also show that the analytical approach can be used to achieve fairness when there are multiple flows in the network.
Most previous studies of the hidden-node problem of 802.1 1 were conducted by simulations [2] [7] . References [8] [9] extended the hearing graph framework in [IO] to model hidden terminals and terminal mobility using a Markov chain. They established a relationship between the average number of stations hidden from each other and the likelihood of a station remaining in its Basic Service Area. Their results on the effect of hidden nodes on throughput, however, were obtained from simulations, not analysis. In addition, the signal capture property that allows a packet to he received successfully despite transmissions by hidden nodes was ignored.
The rest of this paper is organized as follows. Section 2 gives details of the simulation set-up assumed in this paper. In Section 3, we review the major performance problems in multi-hop ad-hoc networks and suggest possible solutions to them.. Section 4 analyzes factors which degrade the throughput, and formulate a method to estimate the optimal offered load in a single-flow case. In Section 5, we show that OUT proposed scheme can achieve fairness of channel bandwidth usage among multiple flows. Section 6 concludes this paper.
Simulation Set-up
The simulations in this paper were conducted using NS2.lh9 [I I] . All nodes communicate using identical, half-duplex wireless radio based on the 802.11 DCF, with data and basic rates set at IIMbps. The RTSiCTS mechanism is turned off. Nodes are stationary. The transmission range is 250111, the camer-sensing range is 550m, and the capture threshold CPThreshold is set to IOdB. The Ad-hoc On-Demand Distance Vector (AODV) routing protocol and the two-ray propagation model are used. All data sources are UDP traffic streams with fixed packet size of 1460bytes.
Performance Problems in 802.11 Multihop Networks: Single-Flow Investigation
In a multi-hop ad-hoc network, sources may inject more traffic into the network than can be supported. This may result in two problems: 1) high packet loss rate, and 2) re-routing instability. In this section, we use an &node string multi-hop network as an example to illustrate these problems. In Fig. I , node 1 sends a UDP traffic stream to node 8. The traffic is generated at node 1 in a saturated manner in which as soon as a packet is transmitted to node 2, another is waiting in line. The traffic at later nodes all originates from node 1 and is not saturated. In Fig. 1 , node 1 can sense the transmissions from nodes 2 and 3. This means node I must share the channel capacity with them. As a result, the throughput of the first hop is approximately 113 of the total channel capacity. Node 2, on the other hand, can be interfered by nodes 1,3 and 4. This results in approximately 1/4 of the total 'channel capacity'for the second hop. After that, each node must compete with four other nodes. The per-hop throughput stabilizes from the third hop to the last hop with approximately 115 of the total channel capacity. The first and the second nodes pump more packets to the following nodes than they can forward. This results in excessive packet drops at the second and the third node.
3.1
As shown in Fig. 2 , the average throughput drops from l.86Mbps at the first hop to 1.13Mbps at the last hop. In other words, ahout 40% of packets are lost in transit. This high packet-loss rate is undesirable, especially for real-time traffic without a retransmission mechanism at the upper protocol layer. Figure 2 also shows that the throughputs tend to oscillate widely over time. The throughput oscillations are caused by triggering of the re-routing function. In the multi-hop path, nodes I and 2 sense fewer interfering stations than later nodes. As a result, they pump more traffic into the network than it can support. This results in a high contention rate at the later nodes. When one of the later nodes fails to transmit a packet after a number of retries, it declares the link as being broken. The routing agent is then invoked to look for a new mute. Before a new route is discovered, no packet can be transmitted, causing the throughput to drop drastically. In the string network topology under study, there is only one route from node 1 to node 8, so the routing agent will eventually "re-discover" the same route again. The breaking and rediscovev of the path results in the drastic throughput oscillations observed. For a general network with multiple paths from source to destination, the same throughput oscillations will still be expected. This is because the declaration of the link failure is caused by self-interference of traffic of the same flow at adjacent nodes. More details on re-routing instability can be found in [12].
Hidden-Terminal Problem
Besides the collisions of packets among nodes inside a carrier sensing range, the hidden-terminal problem further increases the chance of link-failure declarations.
Consider Fig. 3 . When node 4 sends a packet to node 5 , node 2 senses the channel to be busy while node 1 senses the channel to he idle, since node 4 is inside the carriersensing range of node 2 hut ouiside that of node 1. Once node I senses thc channel as idle, it may count down its back-off .contention window until zero and transmit a packet to node 2.
If the transmission from node 4 is still in progress, node 2 will continue to sense the channel as busy, and it will not reccive the packet from node 1. As a result, node 2 will not return an ACK to node 1. Node 1 may then time out and double the contention window size for retransmission later.
Meanwhile, node 4 transmits the packet successfully and is not. aware of the collision at node 2. When transmitting the next packet, node 4 will use the minimum contention window size. The hidden-terminal scenario favors node 4, and the chance of collision at node 2 can not be reduced even though node I backs off before the next retry. The hidden-terminal problem increases the chance of multiple retries by node 1, making the wrong declaration of link failures and therefore rerouting instability more likely.
Note that the negative effect of a hidden terminal is much more than that of a contending terminal within the camer-sensing range. This is because the carrier-sensing capability in the CSMA protocol breaks down with respect to the hidden terminal, making collisions much more likely.
Ineffectiveness of Solving Hidden-Terminal Problem with RTS/CTS
The RTSiCTS mechanism in 802.1 1 is designed to solve the hidden terminal problem. However, using RTS/CTS in multi-hop networks does not eliminate the hidden terminal problem. The effectiveness of RTSiCTS mechanism is based on the assumption that transmissions by mutually hidden terminals are to a common receiver. Before the transmission of a hidden terminal begins, the receiver will forewarn other hidden terminals to prevent them from transmitting. This assumption may not hold in a multi-hop network. Consider the scenario in Fig. 3 again. The RTS transmitted by node 4 will cause a CTS to he retumed by node 5 . However, this CTS cannot be received by node 1. Therefore, node 1 may still transmit a packet to node 2 while the transmission of node 4 is in progrcss. The hidden-terminal effect as described in the previous subsection cannot be eliminated. For more details, the interested reader is refemed to [SI, in which it was argued that when the camer-sensing range is larger than two times of the transmission range, RTSiCTS is no longer needed. In this paper, we assume the use of the basic access mode without RTSICTS. Second, the instability problem is caused by false declaration of link failures which is rooted at the link layer. This problem is not a phenomenon for TCP traffic only, but also for other types of traffic. Therefore, we believe a more general approach should attempt to solve this problem at the link layer.
Solutions to
There are W O possible link-layer solutions: 1) do not declare link failures before a new path can be discovered; or 2) control the offered load at the source to reduce contention rate.
Link-Failure Re-routing
Strictly speaking, in the above scenario the link has not failed, although it is congested and the attempt to look for a new path is definitely warranted. However, before a new route can be discovered, one should continue to use the old route. That is, a "don't-break-before-you-canmake" strategy should be adopted.
To show that the throughput oscillations are in fact due to triggering of re-routing, we disabled the linkfailure triggered re-routing function in one of our simulations. Figure 4 shows the result. The throughput becomes more stable and the drastic drops in throughput are eliminated. The study of multi-bop muting is beyond the scope of this paper. Here, we just want to point out that false triggers of re-routing should be studied as a separate problem. It could be more effectively dealt with directly rather than indirectly through higher-layer mechanisms. We refer interested readers to [I21 in which the "don'tbreak-before-you-can-make" strategy was implemented. Simulation results in the paper showed that the strategy can prevent the re-routing instability problem and reduce the throughput variations in multi-hop ad-hoc networks drastically.
Figure 5, however, shows that the average throughput still drops from 2.14Mbps in the first hop to 1.ISMbps in the last hop even when re-routing is disabled. The high packet-loss rate remains.
Controlling Offered Load
To prevent high packet loss rate for a flow, the offered load must be controlled. Figure 6 plots the end-toend throughput of a 12-node multi-hop path versus offered load. The peak throughput is obtained at offered load of 1.18Mhps. Offered load beyond this is unsustainable and high loss rate results because Throughput < Offered Load. This existence of an optimal offered load for a multi-hop path was also pointed out in [2] . In this paper, we provide an analysis to estimate the maximum sustainable throughput, and in doing so, reveal the factors that govem it. Controlling offered load also prevents the instability problem even when the link-failure-triggered re-routing in the routing agent is enabled. Figure 7 shows that the instability problem is eliminated by setting the offered load at the optimal sending rate ( I . I XMbps). However, the instability problem is solved by avoiding congestion condition rather than the removal of the problematic stratem of suspending the link usage before a new route can be discovered. A temporary external interference source (e.g., a nearby microwave oven) can easily cause the condition to arise again. We believe that even when offered-load control is exercised, a mechanism to deal with re-routing instability, such as that in [12], is sill needed.
Offered-Load Control in 802.11 Networks:

Single-Flow Analysis
We now consider the problem of determining the optimal offered load (i.e., the maximum sustainable throughput) for a single flow in a multi-hop network. The throughput is limited by two factors: 1) the hiddenterminal and exposed-terminal problems; and 2 ) the carrier sensing mechanism. We first analyze the impact of these two factors. After that, we present numerical results showing that the analytical results match the simulation results closely. Our analysis yields a closed-form solution, which we believe provides the insight and foundation for the study of more complex situations involving multiple flows in future work. flowing through the a "steady-state" node (and therefore also the end-to-end throughput), and p = the collision probability for a transmission. Then, we have.
T = x . (I -p ) . d ,duta-rafe
(1) where d = DATA/(DIFS+PACKET+SIFS+ ACK) which is the proportion of time within x that is used to transmit the data payload; and datu-rute is the data transmission rate. Note that DATA is the pure payload transmission time of a packet, while PACKET includes transmission times of the physical preamble, MAC header, and other higher-layer headers.
For simplicity, we assume that the camer-sensing mechanism eliminates collisions to the extent that they are negligible, and that collisions are predominantly caused by hidden and exposed nodes. Consider node 4 in Fig. 8 . Our assumption means that the transmission of node 4 will not collide with the transmissions of nodes 2, 3,5, and 6; hut node 1 and node 7 may cause collisions at node 4 due to the exposed and hidden-node effects, respectively.
To derive p , we consider the "vulnerable period induced by the hidden and exposed nodes. During a vulnerable period, a node may suffer a collision if it transmits a packet. p can he decomposed into two factors: 1) the collision probability due to a hidden node (p,") ,and 2 ) the collision probability due to an exposed node ( p a ) . They are related as follows:
In the following subsections, we first explain the effect of the packet arrival order on signal capture. Then, we derive plrr and pn . We show that the later is relatively small and can be ignored. more than CPThreshold higher than the power level of the received signal from node 7.
Our analysis is based on the following assumptions: (A.l) The transmission of a node is independent of the transmissions of nodes outside its canier sensing range. (A.
2) The packet collision probability of a node with nodes inside its carrier sensing range is negligible, thanks to the carrier-sensing property of CSMA.
Signal Capture
In Fig. 9 , both nodes 4 and 7 have a packet to transmit. This may cause the aforementioned hiddenterminal collision. However, the signal capturing property may still allow a packet from node 4 to be received M7 More specifically, suppose that node 4 transmits first and the signal power of the transmission received at node 5 is P, , Node 7 then transmits a packet with power of p7 at node 5 . If P, z P, +CPThreshold , where CPThreshold is the capture threshold, then no collision occurs, and node 5 can still receive the packet from node 4 successfully. successfully, provided it transmits before node 7. However, if node 7 transmits~ first, node 5 senses the signal from node 7 and declares the channel to he busy. In that case, a newly aniving packet from node 4 can not he received even ifp4 > p, + CPnreshold. Effectively, the packet from node 4 to node 5 experiences a collision.
For the sake of argument, suppose that CPThreshold is set to be 1OdB. Let d be the fixed distance between nodes. In this case, node 4 and node 7 are separated by a distance larger than the carrier sensing range. Thus, node-4 and node 7 can send packets at the same time. From  [14] , in a two ray propagation model, the signal-to-noise ratio at node 5 is
SNR=P,IP, =(2dld)4=24=16>CPThreshold
This means that the power level of the packet transmitted by node 4 and received at node 5 is always
Analysis of Vulnerable Period induced by Hidden Nodes
In the analysis of the hidden-node problem, the key is to identify the vulnerable period during which the transmission of a node will collide with the transmission of a hidden node. This is illustrated in Fig. IO . Note that a hidden-node collision only occurs if the transmissions of nodes 4 and 7 overlap and that the transmission of node 7 precedes that of node 4. If this were an Aloha network, nodes 4 and 7 could collide at anytime during the interval [0, Time]. However, in a camer-sense network, some of the times during this interval must be removed from the "sample space" in the analysis of collision probability. Node 1 is outside the carrier-sensing range of node 4, so the transmission of node 1 does not affect the transmission of node 4. However, node 2 is inside the camer-sensing range of node 4. Node 4 can sense the ACK returned from node 2 to node 1. When the ACK from node 5 overlaps with the ACK from node 2 at node 4 and the ACK from node 5 reaches node 4 later than that of node 2 as shown in Fig. 12 , a collision occurs. However, this ACK-ACK collision can only occur if the transmission of node 4 begins at time f < SIFS later than the transmission of node I. When 1 > SIFS, the transmission of node 4 is still in progress and node 4 is not aware of the transmission of ACK from node 2: that is, node 4 will not be able to read the physical preamble in ACK from node 2 and initiate the physical caniersensing mechanism that prevents node 4 from rcceiving the ACK from node 5 later. Therefore, no collisions can occur i f f > SIFS. Under the randomization assumption of (A.I), the chance for f < SIFS equals:
SIFS I(DIFS + PACKET + SIFS + ACK) = 0.0064 under the settings in Table I . Therefore, the ACK-ACK collision rarely happens. This has been bome out by our simulations, in which we could not detect collisions due to the exposed-node problem. We will therefore assume that the degradation caused by exposed nodes is negligible in our analysis henceforth. That is, equation (2) (1-a . -) . d . data-rate 1-2x
Physically, there are two factors affecting T in the opposing directions. As x increases, more airtime is used by a node and there is less idling, and this should push T up. However, larger x also leads to a larger vulnerable period, pulling Tdown.
Differentiating ( Substimting equation (6) in (1) yields the maximum sustainable throughputT(x') . The offered load should be set to a value smaller than T(x') to prevent excessive packet loss.
Capacity Limited b y Carrier Sensing P r o p e r t y
Carrier sensing prevents simultaneous transmissions of nodes within the carrier-sensing range of a node. This imposes a limit on channel spatial-reuse. Potentially, the throughput could be limited by camer sensing rather than hidden nodes. The maximum throughput derived above is due to hidden nodes. We now consider whether camer sensing further reduces the sustainable throughput.
Consider node 4 and nodes within its carrier-sensing range in Fig. 8 . The total airtimes used up by these nodes cannot exceed Time. That is, IS2 U S3 U S4 U S5 U S6 I 5 Time.
Define y = 152 U 53 U S4 U S5 U S6 I I Time, to be the fraction of ailtime used up by these nodes within the interval [0, Time]. Now, IS2 U S3 U S4 U S5 U S6 I can be decomposed using the inclusion-exclusion principle:
However, we note that the intersection of the airtimes used by any three nodes or above is null, thanks to camer sensing. In addition, the intersections of airtimes used by two nodes are non-null only for S2 n S5, S3 n S6, and S2 n S6. We therefore have y.Time = nS31 -IS2 n S 4 1 -... + (52 n S 3 n 5' 4 I + ... Si+ I S 2 n S 5 1 -1 S 3 n S 6 1-1 S 2 n S 6 l(7)
Consider the overlapped airtimes of node 2 and node 5 . When node 3 or 4 transmits, node 2 and 5 do not, by virtue of carrier sensing. Following similar derivations as in Section 4.1.2, the remaining fraction of airtime where S2 and S5 may overlap is (1.2~). In particular, we have n SSI = Is3 n S61 in (8) .
For ISZ n S61, the amount of airtime of node 2 that may overlap with that of node 6 is (Is21-IS2 n SSl), and the amount of airtime of node 6 that may overlap with that of node 2 is (/S61-jS3 n S61). For I), Figure 13 shows the simulation results, which indicate that the optimal offered load (or sustainable throughout) decreases as the number of nodes increases in a string multi-hop topology. For chains with more than 20 nodes, the optimal offered load stabilizes at 1.16Mbps. Our analytical result yields I.lZMbps, a close match.
The above gives 
1-3x
Substituting equations (8) and (9) into (7), we have I . . . Note that when the number of nodes within a carriersensing region is large and the number of hidden nodes is small, the capacity could in principle be limited by carrier sensing instead. This could be the case, for example, when the camer sensing range is much larger than that of the transmission range.
For the interested reader, reference [I51 showed that the camer-sensing mechanism of 802.1 1 may impose a constraint on channel spatial-reuse that is overly restrictive, making the network performance nonscalable. The same paper also provides a scheme that modifies 802.1 I slightly to achieve scalable performance.
We believe the scheme may relieve both the camersensing and hidden-node effects being investigated here, although further study will he needed to validate this conjecture.
Achieving Fairness in Other Network Topologies: Multi-flow Investigation
We have shown that controlling the offered load at the source node of a single-flow path eliminates high packetloss rate. In this section, we will show that controlling the offered load can achieve faimess of channel bandwidth usage among multiple flows. Due to space limitation, the detailed analysis will he deferred to another paper.
Lattice Topology
To study the interactions among multiple flows, we consider an N x M lattice network as shown in Fig. 15 . Although the average end-to-end throughput is slightly lower than that of using saturated traffic sources, controlling the offered load can prevent unacceptable per-flow throughput performance and achieve fair bandwidth allocation.
Conclusion
This paper is an attempt to identify the maximum throughput that can he sustained in an 802.11 multi-hop network. Our contributions are two-folds:
We have shown that uncontrolled, greedy sources can cause unacceptably high packet-loss rate, large throughput oscillations, and unfair bandwidth allocations among traffic flows. Judicious offered load control at the sources, however, can eliminate these problems effectively without modification of the 802. I 1 multi-access protocol.
We have established an analytical framework for the study of the effects of hidden nodes and carriersensing operation. This analysis allows one to determine whether the system throughput is hiddennode limited or spatial-reuse limited. In particular, we have shown that the maximum sustainable throughput is limited by two factors: (i) the vulnerable periods which depend on the numbers of hidden nodes and the fraction of airtime in the time horizon when hiddennode collisions may occur; (ii) the number of nodes within a carrier-sensing region and the total aittime used up by them.
We believe that this is a first paper in the literature to provide a quanrirarive analysis on the fundamental impact of hidden nodes and camer sensing on system throughput.
The single-flow analysis in this paper sewes as a "building b l o c k for the study of the multiple-flow case, in which besides self-interference induced by traffic of the same flow, there are also mutual interferences among traffic of different flows. By way of an example, we have shown how to apply the single-flow result to control the offered loads of multiple non-overlapping flows in a lattice network. More complicated situations with overlapping multiple flows remain to be further investigated. We believe the approach in this paper provides a good foundation for such an extension.
