Abstract. Let n be a positive integer. In 1915, Theisinger proved that if n ≥ 2, then the n-th harmonic sum is not an integer if n ≥ 2. In 1946, Erdös and Niven proved a theorem of a similar nature that states that there is only a finite number of integers n for which one or more of the elementary symmetric functions of 1, 1/2, ..., 1/n is an integer. In this paper, we present a generalization of Nagell's theorem. In fact, we show that for arbitrary n positive integers s 1 , ..., sn (not necessarily distinct and not necessarily monotonic), the following reciprocal power sum
Introduction
Let Z, Z + and Q be the set of integers, the set of positive integers and the set of rational numbers, respectively. Let n ∈ Z + . More than one hundred years ago, Theisinger [7] proved that the n-th harmonic sum 1 + In the recent years, Erdös and Niven's result was extensively extended to the general polynomial sequence, see [1] , [3] , [5] and [8] .
Throughout, we let a and b be positive integers. By (Z + ) ∞ we denote the set of all the infinite sequence {s i } ∞ i=1 of positive integers (note that all the s i are not necessarily distinct and not necessarily monotonic). For any given S = {s i } ∞ i=1 ∈ (Z + ) ∞ , we let S n := {s 1 , ..., s n }. Associated to the infinite sequence S of positive integers, one can form an infinite sequence {H a,b (S n )} ∞ n=1 of positive rational fractions with H a,b (S n ) being the n-th reciprocal power sum defined as follows: If s i = 1 for all integers i ≥ 1, then we write H a,b (n) for H a,b (S n ). By Nagell's theorem [6] and the main result of [5] , we know that if n ≥ 2 and s 1 = ... = s n , then H a,b (S n ) is never an integer. In 2017, Yang, Li, Feng and Jiang [9] showed an extension of Theisinger's theorem that states that
n sn is never an integer if n ≥ 2. In this paper, we address the problem of integrality of the n-th reciprocal power sum H a,b (S n ). In fact, we present the following generalization of Nagell's theorem [6] . Theorem 1.1. For any infinite sequence S of positive integers and arbitrary positive integers a, b, the n-th reciprocal power sum H a,b (S n ) is never an integer if n ≥ 2.
Letting s 1 = ... = s n = 1 in Theorem 1.1 gives us Nagell's theorem [6] , and picking a = b = 1 in Theorem 1.1 yields the result of Yang, Li, Feng and Jiang [9] . The proof of Theorem 1.1 is analytic and p-adic in character.
This paper is organized as follows. First of all, in Section 2, we show some preliminary lemmas which are needed in the proof of Theorem 1.1. Then in Section 3, we give the proof of Theorem 1.1.
Throughout, we always let a, b and n be positive integers with n ≥ 2. As usual, for any prime p and for any integer m, we let v p (m) stand for the p-adic valuation of m, i.e., v p (m) is the biggest nonnegative integer r with p r dividing m. If x = m1 m2 , where m 1 and m 2 are integers and
Auxiliary lemmas
In this section, we present several auxiliary lemmas that are needed in the proof of Theorem 1.
as expected. Consequently, let n = 4. Then a ≥ 3. It follows that
as desired. Now let n ≥ 5. Noting that for any positive integer m,
one derives that
as required. So Lemma 2.1 is proved.
Firs of all, we let a = 2. Then b = 1 and n = 2. So
as expected. Hence Lemma 2.2 is proved.
as expected. So Lemma 2.3 is proved.
Lemma 2.4. Let n be an integer such that 2 ≤ n < 1 +
Proof. Since
as one expects. Lemma 2.4 is proved.
Proof. First of all, since a > b ≥ 3 and (a, b) = (4, 3), we have a ≥ 5 and
So to prove Lemma 2.5, it suffices to show that g(a, b) > 0 with the two-variable function g(x, y) being defined by
Evidently, one has
and e Let a = 5 and b = 3. Then one can directly compute and find that
So Lemma 2.5 is true when a = 5 and b = 3. Let a ≥ 6 and b = 3. Then
where the last second inequality holds due to the fact e 
Proof. First, we introduce the two-variable function h(x, y) as follows:
Hence h(x, y) increases as x increases in the interval [2, ∞) when y > 0. Therefore, for b ≥ 10 and a ≥ 2, we have
Thus Lemma 2.6 is true when b ≥ 10. Now let b ≤ 9. Then there are exactly 8 2 = 28 pairs (a, b) satisfying 2 ≤ a < b ≤ 9 and we can calculate the values of h(a, b) one by one. By some computations, we find that h(a, b) < 0 if (a, b) equals one of the following set R := {(2, 3), (2, 4), (2, 5) , (2, 6) , (2, 7) , (2, 8) , (2, 9) , (3, 4) , (3, 5) 
Proof. Since H a,b (S n ) ≥ 1, by Lemma 2.4, one has
On the other hand, by Bertrand's postulate, there is a prime p ∈ ( n 2
as desired. So Lemma 2.7 is true in this case.
But p is a prime and a = 4,
= α. Namely, Lemma 2.7 holds in this case.
If 2 ≤ a < b and 4a + b ≥ 18, then by (4) and Lemma 2.6,
which means the truth of Lemma 2.7 in this case. Now let 2 ≤ a < b and 4a + b ≤ 17. Then one can easily derive that the set of all the pairs (a, b) equals the set R given in (2). Clearly, if n ≥ 6b, then p > n 2 ≥ 3b = α, as Lemma 2.7 claimed. In what follows, we let n ≤ 6b − 1. First, we assert that (a, b) ∈ {(2, 9), (3, 5)}. Otherwise, one has (a, b) = (2, 9) or (3, 5) . But n ≤ 6b − 1 and a direct computation gives us that Then it follows that for (a, b) = (2, 9) or (3, 5), we have
This contradicts with the assumption H a,b (S n ) ≥ 1. The assertion is true.
In the following, we show that if 
Let (a, b) = (2, 3). Then
if n ≤ 5. So we must have n ≥ 6. But n ≤ 6b − 1 = 17. That is, 6 ≤ n ≤ 17. We can choose p = 17 = 2 + 5 × 3 ∈ {a + (k − 1)b} n k=1 . So Lemma 2.7 is proved in this case. Let (a, b) = (2, 4). Then
if n ≤ 7. So n ≥ 8. But n ≤ 6b − 1 = 23. Namely, 8 ≤ n ≤ 23. We pick p = 13 for 8 ≤ n ≤ 19 since 2p = 2 + 6 × 4 ∈ {a + (k − 1)b} n k=1 , and p = 37 for 20 ≤ n ≤ 23 since 2p = 2 + 18 × 4 ∈ {a
if n ≤ 11. Thus 12 ≤ n ≤ 6b − 1 = 29. Picking p = 47 = 2 + 9 × 5 gives us the desired result. Let (a, b) = (2, 6). Then Lemma 2.8. Let a and b be positive integers. If p is a prime and exactly one term in {a + (k − 1)b} n k=1 is divisible by p, then v p (H a,b (S n )) < 0. Proof. Let n 0 be an integer such that 1 ≤ n 0 ≤ n and p|(a+(n 0 −1)b) and p ∤ (a+(k−1)b) for any integer k with k = n 0 and 1 ≤ k ≤ n. Then
It follows from the isosceles triangle principle (see, for example, [4] ) that
as desired. Lemma 2.8 is proved.
Proof of Theorem 1.1
We can now prove Theorem 1.1 as follows.
Proof of Theorem 1.1. Obviously, H a,b (S n ) > 0. So we need just to prove that H a,b (S n ) < 1 or v p (H a,b (S n )) < 0 for some prime p. Let d = gcd(a, b) . We divide the proof into the following four cases. Case 1. a = b. By Bertrand's postulate, there is a prime p ∈ ( n 2 , n], which infers that p ≤ n < 2p. If a ≥ p, then a > n 2 . By Lemma 2.1, H a,b (S n ) < 1. If a < p, then gcd(a, p) = 1. Since p ≤ n < 2p, there is only one term ap divisible by p in the finite arithmetic progression {ak} , 
Clearly, H ′ > 0 for n ≥ 2 and H ′ = 1 (1+b) s 2 < 1 is not an integer if n = 2. So it is enough to prove that either H ′ < 1 or v p (H ′ ) < 0 for some prime p when n ≥ 3. By Bertrand's postulate, there is a prime p ∈ ( n−1
b . Then with (1) applied to a = 1, we derive that
We claim that p > 3b. Actually, if b ≥ 4, then
But e But p is a prime. So p ≥ 11 > 9 = 3b. The claim is proved. Now from the claim, one concludes that gcd(p, b) = 1 and that there is exactly one
Moreover, by the claim one has
and
Therefore,
In the following we show that v p (H ′ ) < 0. Since p > n−1 2 , we have n − 1 < 2p < k 1 + 2p. Thus there are at mots two terms divisible by p in {1 + kb} If n − 1 ≥ k 1 + p and s k1+1 = s k1+p+1 , then
If n − 1 ≥ k 1 + p and s k1+1 = s k1+p+1 := s, then let H ′ = A + B, where
Evidently, one has v p (B) ≥ 0. On the other hand, by (6) and (7), one has
as required. So Theorem 1.1 is proved in this case. Case 4. a = b, a ≥ 2 and b ≥ 3d. We revise the argument of Case 3. Clearly, we just need to deal with the case when H a,b (S n ) ≥ 1. In what follows, let H a,b (S n ) ≥ 1. Then by Lemma 2.7, there is a prime p such that exactly one term in {a + (k − 1)b} n k=1 is divisible by p, or p ∈ (max( n 2 , α), n] with α being given in (3) . If there is a prime p such that exactly one term in a + (k − 1)b n k=1 is divisible by p, then by Lemma 2.8, we have v p (H a,b (S n )) < 0. If it doesn't hold, then by Lemma 2.7, there is a prime p ∈ (max( from which one derives that
If a < b, then a − b < 0 and p > α = 3b, and so (8) still holds when a < b. Hence
On the other hand, if all s i are equal to 1, then Hong and Wang's result [3] says that Conjecture 4.1 is true. If all s i are greater than 2, then one can show the truth of Conjecture 4.1. However, if there exist indexes i and j such that s i = 1 and s j ≥ 2, then the situation becomes complicated and hard, and so the truth of Conjecture 4.1 is still kept open so far.
