A simple method is presented for the rapid simulation of statistically-isotropic non-Gaussian maps of CMB temperature fluctuations with a given power spectrum and analyticallycalculable bispectrum and higher-order polyspectra. The nth-order correlators of the pixel values may also be calculated analytically. The cumulants of the simulated map may be used to obtain an expression for the probability density function of the pixel temperatures. The statistical properties of the simulated map are determined by the univariate non-Gaussian distribution from which pixel values are drawn independently in the first stage of the simulation process. We illustrate the method using a non-Gaussian distribution derived from the wavefunctions of the harmonic oscillator. The basic simulation method is easily extended to produce non-Gaussian maps with a given power spectrum and diagonal bispectrum.
INTRODUCTION
The study of non-Gaussianity of CMB fluctuations is of major importance in understanding the processes responsible for generating the fluctuations and in assessing the contribution of foreground astrophysical processes and instrumental effects to observations of the CMB. In order to investigate one's ability to detect and recover non-Gaussian signals, it is useful to generate non-Gaussian maps with known statistical properties, to which putative analysis methods may be applied. In particular, in many applications, it is desirable that the simulated non-Gaussian map is statistically isotropic, with a prescribed power spectrum (or 2-point correlation function). The generation of such non-Gaussian CMB maps is, however, a surprisingly difficult task (see, for example, Vio et al. 2001 Vio et al. , 2002 . Moreover, it is often useful for the non-Gaussian map also to have a known (or prescribed) bispectrum and onepoint marginal probability density function. Several different techniques have been proposed to address various subsets of these requirements (Contaldi & Magueijo 2001; Martínez-González et al. 2002; Komatsu et al. 2003; Liguori et al. 2003) , but each carries a considerable computational cost. The aim of this paper is to present a simple, fast technique for simulating statisticallyisotropic non-Gaussian CMB maps with a prescribed power spectrum, for which one can calculate analytically the bispectrum, higher-order polyspectra, nth order pixel correlators and the onedimensional marginalised distribution (in terms of its cumulants). Moreover, our basic simulation method is easily extended to produce non-Gaussian maps with a given power spectrum and diagonal bispectrum.
The problem of simulating non-Gaussian CMB maps can be formalised as follows. A real, random scalar field T (x) can be defined as a collection of random variables, one at each point x = (x 1 , x 2 , . . . , x n ) in the n-dimensional space (clearly n = 2 for CMB maps on the sphere or flat-patches of sky). Thus, for each position x, T (x) ≡ t, where t is a scalar random variable with a onedimensional (marginal) probability density function (PDF) f T (t). For a random field that is statistically homogeneous, f T (t) is the same at all points in the space. The main difficulty in the numerical simulation of a generic random field is that, in general, given two arbitrary positions x 1 and x 2 , the quantities T (x 1 ) and T (x 2 ) are not independent. In particular, it is often desirable for T (x) to have a prescribed 2-point covariance function ξ T (x 1 , x 2 ) = T (x 1 )T (x 2 ) .
In the case of a statistically homogeneous random field in Euclidean space, the covariance function depends only on τ ≡ x 1 −x 2 . If the field is also isotropic then the dependence is only on τ = |τ |.
As discussed by Vio et al. 2001 Vio et al. , 2002 , most methods for simulating non-Gaussian maps with a prescribed 2-point covariance function [and a prescribed marginal PDF f T (t)] are based on first generating a zero-mean, unit-variance Gaussian random field G(x), with an appropriate covariance structure ξ G (τ). One then performs the mapping transformation G(x) → T (x) according to
where h represents an appropriate function. The usefulness of this approach derives from the fact that there exist explicit analytical (but complicated) formulae for the marginal PDF, f T (t), and the covariance function, ξ T (τ), of the transformed field in terms of the covariance function, ξ G (τ), of the original Gaussian field and the mapping function h. In particular, we note that the formula for ξ T (τ) takes the form of a double integral of a function depending on both ξ G (τ) and h. There exist only a few mapping functions h for which f T (t) and ξ T (τ) may be calculated analytically. A still smaller subset of these cases allows the resulting expressions to be inverted analytically to obtain the required functions ξ G (τ) and h to be used in simulating the non-Gaussian map. In general, one has to resort to numerical methods to invert the general formulae for f T (t) and ξ T (τ) and this can be computationally very costly.
As mentioned above, it is often desirable for the simulated non-Gaussian map also to have a known (or prescribed) bispectrum. The method outlined above has not been extended to this case, and any such generalisation is likely to be extremely computationally demanding. An alternative method for generating nonGaussian maps with a prescribed power spectrum and bispectrum has been suggested by Contaldi & Magueijo (2001) , although, in general, the marginal distribution f T (t) of the resulting map cannot be obtained analytically. The method is based on choosing some one-dimensional non-Gaussian PDF, from which the real and imaginary parts of (some subset of) the spherical harmonic coefficients a ℓm of the map are drawn independently (the remaining coefficients being drawn from a Gaussian PDF). However, statistical isotropy imposes 'selection rules' upon correlators of the a ℓm coefficients. For example, the third-order correlators must satisfy
where (· · ·) denotes the Wigner 3 j symbol and B ℓ 1 ℓ 2 ℓ 3 are the bispectrum coefficients. Hence the map corresponding to the drawn a ℓm values is not only non-Gaussian but also anisotropic since all its third-order correlators are zero, except for a subset of the form a 3 ℓm for those a ℓm drawn from the non-Gaussian PDF. It is therefore necessary first to produce an ensemble of non-Gaussian, anisotropic maps and then create an isotropic ensemble by applying a random rotation to each realisation. Contaldi & Magueijo (2001) show that these random rotations produce the necessary correlations between the a ℓm coefficients to ensure isotropy of the ensemble, but the method clearly requires significant computation.
In this paper, we discuss a very simple and computationally fast method for simulating non-Gaussian maps that are, by construction, statistically isotropic, and for which numerous statistical properties may be calculated analytically. In particular, it is possible to produce a map with a prescribed power spectrum for which one can obtain simple analytical expressions for the bispectrum and higher-order polyspectra, and nth-order correlators of the pixel values. One may also calculate the cumulants of the map, which may be used to obtain the one-dimensional marginalised distribution. A simple extension of the method allows for the simulation of maps with a prescribed power spectrum and diagonal bispectrum. In Section 2, we discuss our method for simulating non-Gaussian maps, the statistical properties of which are presented in Section 3. In Section 4 we extend the method to allow simulation of maps with prescribed power spectrum and diagonal bispectrum. Finally, our conclusions are presented in Section 5.
SIMULATION METHOD
Since our goal is the simulation of CMB maps for use in later analysis, it is convenient at the outset to divide the celestial sphere into pixels labelled by p = 1, 2, . . . , N pix . For simplicity, we also assume an equal-area pixelisation, so that each pixel subtends the same solid angle Ω pix = 4π/N pix . Examples of such pixelisation schemes are HEALPIX 1 (Górski et al. 1999) and IGLOO (Crittenden 2000) . The distribution of pixel centres across the sphere is unimportant.
Our simulation method begins by drawing each pixel value s p ≡ S(x p ) = S(θ p , φ p ) independently from the same onedimensional non-Gaussian PDF f S (s). The precise PDF used is unimportant, but for the purposes of illustration, we adopt here a PDF derived from the Hilbert space of a linear harmonic oscillator, as developed by Rocha et al. (2001) . This class of PDF is summarised in Appendix A. In particular, we assume the PDF illustrated in Fig. 1 , which is chosen for convenience to have a mean of zero.
The resulting map S(x) will, by construction, be statistically isotropic to within the errors introduced by the pixelisation scheme. In fact, it is a realisation of isotropic non-Gaussian white noise, with a variance given by the second (central) moment µ 2 of the PDF f S (s). We will assume throughout that the mean µ 1 of the generating non-Gaussian PDF is zero, so that moments and central moments coincide. According to the 'cumulant expansion theorem' (Ma 1985) the cumulants, or connected moments, of the multivariate distribution of pixel values are related to the logarithm of the moment-generating function,
where s ≡ (s 1 , . . . , s N pix ) is the vector of pixel values and k ≡ (k 1 , . . . , k N pix ). The connected moments are given in terms of the derivatives of ln M(k) by
Given that the pixel values s p are independent random variables we have ln
is the logarithm of the moment-generating function (the cumulantgenerating function) for the non-Gaussian PDF f S (s) whose cumulants are the κ n . Substituting in equation (2), we find
The symbol δ p 1 ···p n equals one if all the n pixels are the same and vanishes otherwise. If required, the pixel correlations can always be expanded in their connected parts (Ma 1985 The next step in the simulation procedure is to transform the map S(x) into spherical-harmonic space (using, for example, the map2alm routine from the HEALPIX package) to obtain the coefficients
Using equation (4) and the (approximate) orthogonality of the (pixelised) spherical harmonics, we quickly find that the second-order correlator of the harmonic coefficients is given by
where µ 2 = κ 2 since f S (s) has vanishing mean. In order to obtain a final non-Gaussian map with a particular prescribed ensembleaverage power spectrum, C ℓ , one then rescales the harmonic coefficients to obtain
such that ā ℓmā *
We note that the effect of a spatially-invariant, circularly-symmetric observing beam on the final map is trivially included by letting C ℓ → C ℓ B 2 ℓ , where B l are the coefficients of the beam in a Legendre expansion. Finally, the harmonic coefficientsā ℓm are inverse spherical harmonic transformed (using, for example, the alm2map routine from the HEALPIX package) to obtain the final map
where the double summation extends from ℓ = 0 to ℓ max and m = −ℓ to ℓ. The equivalent flat-sky approximation for small patches is discussed in Appendix C. In Fig. 2 we plot a realisation of a non-Gaussian all-sky CMB map generated as described above, using the non-Gaussian PDF plotted in Fig. 1 with a prescribed ensemble-average power spectrum, C ℓ . The map was produced using the HEALPIX pixelisation scheme with the N side parameter set to 512, which corresponds to N pix = 12N 2 side ≈ 3 × 10 6 equal-area pixels. For comparison, in Fig. 3 , we plot a realisation of a Gaussian CMB map with the same power spectrum C ℓ , using the same pixelisation.
As we shall see in the next section, the simulation method described above enables one to generate non-Gaussian maps for which many of the statistical properties can be calculated analytically. The range of possible correlators and polyspectra are, however, rather restricted, with the scale dependence of the latter controlled solely by the angular power spectrum (see Section 3.2). It is, however, straightforward to extend our basic method to allow the simulation of non-Gaussian maps with a much wider range of statistical properties, as will be discussed in Section 4. 
STATISTICAL PROPERTIES OF THE MAP
It is clear that, by construction, the non-Gaussian map plotted in Fig. 2 is statistically isotropic, with an ensemble-average power spectrum, C ℓ , corresponding to a generic inflationary cosmological model. As a check, the power spectrum of the map was calculated and found to agree with the input spectrum, as shown in Fig. 4 . Owing to the simple manner in which the simulated non-Gaussian map is produced, many more of its statistical properties may be calculated analytically, such as the correlators of the pixel values, the bispectrum and higher-order polyspectra, and the marginalised probability distribution of the map. In this section, we again concentrate on the all-sky case; the corresponding discussion for the flat-sky approximation is given in Appendix C.
To facilitate the calculation of the statistical properties of the map, it is convenient first to express the temperature t p in each pixel in terms of the initial pixel values {s p } drawn from the original non-Gaussian PDF f S (s). Using equations (7) and (8) 
where in the second line we have substituted for a ℓm from equation (5). Using the spherical harmonic addition formula
where P ℓ (z) is a Legendre polynomial, we may thus write equation (9) as
where the elements of the weight matrix are given by
It is also useful to express the spherical harmonic coefficients, a ℓm , of the map as linear superposition of the original pixel values {s p }. From equations (5) and (7), we immediately obtain
where the elements of this second weight matrix are simply scaled spherical harmonics evaluated at the pth pixel and are given by
Equations (11)- (14) provide the basic expressions from which the statistical properties of the non-Gaussian map may be obtained.
Correlators of the pixel values
Using equations (4) and (11), a general expression for the connected n-point correlator of the pixel values in the non-Gaussian map is given by
where κ n is the nth cumulant of f S (s). Inserting the expression (12) into this result, we obtain
where we have defined the quantities
Taking the continuum limit of the sum over q, we see that an analytic expression for the n-point correlator may be obtained by evaluating
Clearly, I ℓ 1 ···ℓ n is invariant under rigid rotations of its vector arguments, and this property is inherited by the n-point correlator as required by statistical isotropy. The integral may be related to the n-polar harmonics with zero total angular momentum (Varshalovich et al. 1988) ; this reduction for the first few values of n is described further in Appendix B.
Using the results derived in Appendix B, one recovers, for example, the well-known result for the 2-point correlator
and an explicit form for the 3-point correlator given by
in which we have defined D ℓ ≡ (2ℓ + 1)C ℓ .
Bispectrum and higher-order polyspectra
To compute the polyspectra of the non-Gaussian map we form the nth connected correlator of its multipoles using equations (4) and (13):
Inserting the expression (14) into this result, we obtain
where
Integrals of this form may be reduced to products of 3 j symbols as discussed in Appendix B. For the case n = 2, one immediately recovers ā ℓmā * ℓ ′ m ′ = C ℓ δ ℓℓ ′ δ mm ′ . For n = 3, we find that
where the bispectrum coefficients of the simulated non-Gaussian map are given by
It is convenient also to introduce the 'normalised' (by the power spectrum) reduced bispectrumb ℓ 1 ℓ 2 ℓ 3 by the relation
Thus, for our simulated map,b ℓ 1 ℓ 2 ℓ 3 has a constant value given by . Non-zero diagonal components of the bispectrum estimated from 100 000 non-Gaussian simulations with the same parameters as those used in Fig. 2 . The mean over the simulations and its standard error are plotted. The dashed line is the theoretical ensemble-average value. Note that the diagonal bispectrum necessarily vanishes for odd ℓ by parity.
We see that the amplitude of the bispectrum is determined by the variance µ 2 and skewness κ 3 of the original non-Gaussian PDF f S (s). If f S (s) were Gaussian, for example, the bispectrum would clearly vanish. Even if f S (s) has a non-zero skewness, however, we note from equation (22) that, in the limit that the number of pixels tends to infinity, all polyspectra with n 3 vanish. This is a consequence of each pixel being the weighted sum of independent identically-distributed variates, so that in the limit of an infinite number of pixels the processed map T (x) tends to Gaussian by the central-limit theorem. Fortunately, in practice, we can bypass this property as N pix increases by scaling the cumulants of the initial distribution f S (s). For example, to get a bispectrum independent of N pix , we must scale κ 3 such that
As mentioned in Appendix A, for the particular non-Gaussian PDF used here, generating higher values of the relative skewness requires one to have a larger range of the generalized cumulants parameters α n non zero. As a check on our calculations, the normalised reduced bispectra of an ensemble of 100 000 non-Gaussian maps was calculated using an estimator defined in Spergel & Goldberg (1999) aŝ
where, e ℓ (x) = 4π 2ℓ+1 ∑ m a ℓm Y ℓm (x). The resulting mean values ofb ℓℓℓ are plotted in Fig. 5 , together with the associated uncertainties. The predicted value ofb ℓ 1 ℓ 2 ℓ 3 was calculated using (27) and is plotted as the solid line in the figure. We see that the measured and predicted values are fully consistent.
Returning to equation (22), if one considers n = 4 and follows the notation of Hu (2001), one finds that the connected part of the trispectrum of the non-Gaussian simulation is given by
Analytic expressions for higher-order polyspectra may be obtained in an analogous manner.
Cumulants and marginal distribution
Finally, we consider the marginal PDF f T (t) of the processed map. This is mostly easily carried out by considering the cumulants of f T (t), and relating them to those of the original non-Gaussian PDF f S (s).
The cumulants of the marginal PDF are equal to the connected parts of the correlators of the pixel temperatures with all pixels in the correlator the same. From equation (15), we find that
which is independent of the choice of pixel p. Evaluating the rotationally-invariant function I ℓ 1 ···ℓ n (x p , . . . , x p ) along the polar axis, where Y ℓm (ẑ) = (2l + 1)/4πδ m0 , we find that the first few cumulants (beyond κ ′ 1 = 0) are
where we have written the results in such as way that they are true generally, for any statistically-isotropic map. In principle, knowledge of the complete set of cumulants κ ′ n may be used to obtain an explicit expression for the marginal PDF f T (t). This could be carried out, for example, by first obtaining its moment-generating function
and then performing an inverse Fourier transform to yield f T (t). Alternatively, for a weakly non-Gaussian distribution, one can employ the Edgeworth expansion. In this approach, the PDF is expressed as an asymptotic expansion around a Gaussian with mean zero and variance σ 2 = κ ′ 2 to yield
wheret = t/ √ 2σ. When κ ′ n /σ n is small for n larger than some integer one can use a finite number of cumulants as an acceptable approximation to the distribution. As pointed out by Rocha et al. (2001) , however, this might no longer be a PDF and, in particular, might deviate from the original distribution in the tails. In Fig.6 we plot the histogram of the pixel temperatures for a non-Gaussian map with N side = 64 and ℓ max = 128 (somewhat lower resolution than that plotted in Fig. 2) , generated from an initial PDF with parameters α 3 = 0.27 and σ 0 = 1. Overplotted is the Edgeworth expansion of f T (t), equation (33), truncated at n = 4. The cumulants of f T (t) can be computed efficiently from the first expression in equation (31); we find κ ′ 1 = 0, κ ′ 2 ≈ 13809 µK, κ ′ 3 ≈ 177234 µK and κ ′ 4 ≈ 6307963 µK. The Edgeworth expansion agrees with the simulation results better than a Gaussian with the same variance.
EXTENDED SIMULATION METHOD
We see from the previous section that our basic simulation method generates maps with a rather restricted range of possible correlators and polyspectra, with the scale dependence of the latter controlled solely by the angular power spectrum. It is straightforward, however, to extend our basic method to allow the simulation of nonGaussian maps with a much wider range of statistical properties. In particular, there is no fundamental requirement for the method to be restricted to the same set of cumulants over the whole range of scales.
The procedure is as follows. One divides the range of multipoles, ℓ, into non-overlapping bins. A given bin B will be a set B = [ℓ B min , ℓ B max ]. For each bin B we simulate a map t Bp , with nonzero C ℓ only for ℓ ∈ B and a non-Gaussian PDF that can differ between bins. The final map is a superposition of these band maps, i.e. with pixel values
Since each map t Bp is individually statistically isotropic, then so too is their sum. Moreover, from equation (26), we see that the bispectrum for each band map can only be non-zero within the corresponding bin (this is also true for the connected parts of higherorder polyspectra). The nth cumulant of the final map is also simply the sum of the nth cumulants of the individual band maps. With this method we are thus able to generate maps with more general statistical properties. For example, by choosing appropriate values of κ 3 for the nonGaussian PDF used to simulate each band map, one can arrange for the summed map (34) to have a given power spectrum C ℓ and an arbitrary prescribed constant value of the reduced normalised bispectrumb ℓ 1 ℓ 2 ℓ 3 in each bin. As an illustration, in Fig. 7 we plot a non-Gaussian map generated using three bins B 1 = [0, 500], B 2 = [501, 1000] and B 3 = [1001, 1500] . In each bin, the nonGaussian PDF used was of the form given in equation (A3) with σ 0 = 1. However, the values of α 3 used in each bin were α 3 = 0.1, 0.2 and 0.25 respectively. As a check on our calculations, the normalised reduced bispectrum of an ensemble of 75 000 such nonGaussian maps was calculated using the estimator (29). The resulting mean values ofb ℓℓℓ , for individual values of ℓ, are plotted in Fig. 8 , together with the associated uncertainties. The predicted value ofb ℓℓℓ in each of the three broad bins was calculated using equation (27) and are plotted as the dashed lines in the figure. We see that once again the measured and predicted values are fully consistent.
How general is our extended method? We can in principle efficiently generate maps with arbitrary diagonal bispectra, i.e. with any given C ℓ and B ℓℓℓ . This is of some importance because cur-rently known primordial theories of non-Gaussianity lead to more general combinations of angular power spectra and bispectra than can be created from our method with a single univariate PDF f S (s). It is not possible, however, to generate specific models of primordial non-Gaussianity exactly with our extended method. To do that one would have to be able to choose arbitrary values for the angular spectrum and for all components of the bispectrum (and higher polyspectra). This would involve going beyond the simple onepoint PDF methods advocated here.
CONCLUSIONS
We presented a simple, fast method for simulating statisticallyisotropic non-Gaussian CMB maps with a given power spectrum and analytically calculable bispectrum. We showed that our technique allows one to describe the statistical properties of the map by computing analytically the nth-order polyspectra, and the nthorder correlators of the pixel values. We showed that these can be expressed in terms of the n-polar harmonics with zero total angular momentum, and we describe this reduction for the first few values of n. We also recovered analytically the one-dimensional marginalised distribution function in terms of its cumulants. The univariate non-Gaussian distribution, from which the pixel values are drawn independently in the first stage of the simulation process, fully determines the statistical properties of the final map. Here we used a non-Gaussian distribution derived from the wavefunctions of the harmonic oscillator. Simulations of both the full sky and a small patch of the sky were generated and corresponding statistical analysis performed. As a check on our calculations we computed both the power spectrum and bispectrum of the simulated maps and found them to be fully consistent. The simulation method described here clearly enables one to generate maps with well-defined correlators and polyspectra. We extended the method to encompass different set of cumulants over the whole range of scales, generating maps with arbitrary power spectra and diagonal bispectra for different scales. It is not possible, however, to generate specific models of primordial non-Gaussianity exactly with our extended method, since these require off-diagonal bispectrum coefficients to be specified arbitrarily. This would involve going beyond the simple onepoint PDF methods advocated here.
The source code to simulate the non-Gaussian CMB maps for both the full sky and for a small patch of the sky are available at the NGSIMS webpage 2 .
A pertinent question is what other statistical properties can be calculated analytically for the class of non-Gaussian maps we have investigated. Of particular interest are the phase associations between different harmonic coefficients. In Matsubara (2003) , a general relationship between phase correlations and the hierarchy of polyspectra in Fourier space is established. It is also stated that the phase correlations are related to the polyspectra through the nonuniform distribution of the phase sum θ k 1 + θ k 2 + · · · + θ k N with closed vectors k 1 + k 2 + · · · + k N = 0. We are currently investigating the form of the distribution function of this phase sum in our maps. A study of the Minkowski functionals of our non-Gaussian maps is also underway. 
APPENDIX A: NON-GAUSSIAN PDFS BASED ON THE HARMONIC OSCILLATOR
In this appendix, we summarise the class of probability distribution functions (PDFs) derived from the Hilbert space of a linear harmonic oscillator, which was developed by Rocha et al. (2001) . The original non-Gaussian distribution, f S (s), used in the main text to produce the simulated non-Gaussian maps is an example of such a PDF.
This general PDF is based on the coordinate-space wavefunctions of the energy eigenstates of a linear harmonic oscillator, and takes the form of a Gaussian multiplied by the square of a (possibly finite) series of Hermite polynomials whose coefficients α n are used as non-Gaussian qualifiers. In particular, if x is a general random variable, the most general PDF has the form
where H n (x) are the Hermite polynomials, and the quantity σ 2 0 is the variance associated with the (Gaussian) probability distribution for the ground state |ψ 0 | 2 . The constants C n are fixed by normalising the individual states. The only constraint upon the amplitudes α n is
This is a simple algebraic expression which can be eliminated explicitly by writing α 0 = 1 − ∑ ∞ 1 |α n | 2 . Thus the coefficients α n can be independently set to zero without mathematical inconsistency (Rocha et al. 2001) . Moreover, these coefficients can be written as series of cumulants (Contaldi, Bean & Magueijo 1999) and should indeed be regarded as non-perturbative generalisations of cumulants.
For the simulations in the main text, we use the non-Gaussian PDF for which all α n are set to zero, except for the real part of α 3 (and consequently α 0 ). The reason for this choice is that this quantity reduces to the skewness in the perturbative regime. The imaginary part of α 3 is only meaningful in the non-perturbative regime (and can be set to zero independently without inconsistency). Hence we consider a PDF of the form
with α 0 = 1 − α 2 3 . It is straightforward to show that the first, second and third moments of our PDF are related to α 3 and σ 0 by (Contaldi & Magueijo 2001) 
The PDF therefore has zero mean and a fixed variance and skewness. In the simulations discussed in the main text, we choose α 3 = 0.2 and σ 0 = 1. This resulting PDF is plotted in Fig. 1 .
We note that the space of possible PDFs is constrained as a result of restricting the set of coefficients α n to two non-zero values. This implies that we cannot generate distributions with arbitrarily large relative skewness. Indeed, µ 3 /µ 3/2 2 is bounded above by 0.74, and takes this maximum value for α 2 3 = (7 − √ 43)/6 = 0.27 2 . However, in general our method can generate higher values of the relative skewness (since it can generate any distribution) but for that purpose one needs more non-zero coefficients α n (Contaldi & Magueijo 2001) .
APPENDIX B: SOME USEFUL INTEGRALS
We give here useful results concerning integrals involving products of Legendre polynomials:
Using the addition theorem (equation 10), this reduces to evaluating integrals of products of spherical harmonics, 
First, consider the case n = 2. Using the orthonormality of the spherical harmonics, and the relation Y * ℓm (x) = (−1) m Y ℓ−m (x), to evaluate J ℓ 1 m 1 ,ℓ 2 m 2 = (−1) m 1 δ ℓ 1 ℓ 2 δ m 1 −m 2 , and then applying the addition theorem we find the well-known result I ℓ 1 ℓ 2 (x 1 , x 2 ) = 4π 2ℓ 1 + 1 P ℓ 1 (x 1 · x 2 )δ ℓ 1 ℓ 2 .
For integrals involving products of three or more spherical harmonics, the general strategy is to combine pairs of harmonics using the Clebsch-Gordan series (e.g. Varshalovich et al. 1988; Edmonds 1974) 
