Introduction
An editorial for a special issue should summarise the contents of that issue and expand on the area sampled by that issue. Hence: 
¤
For our view on the current state of the art in KE evaluation, see the next section. Based on this review, Menzies [1999] has proposed a "next generation" KE evaluation experiment that address some of the drawbacks in the current state of the art.
For a review of the papers in this special issue, see the end of this editorial.
Concerning the State of the Art
For the time it takes to read these pages, let's take a break. During this break, we will stop generating untold numbers of knowledge modeling publications. While we catch our breath, we will have time to ask a basic question:
Can we build better knowledge based systems (KBS) faster now than in the 80's?
We argue below that knowledge engineers (KEs) use a range of techniques (¥
Figure 1: Empirical studies: references
except the combination of core technology, interface, user group, and problem domain used in that study. The generality of an experiment's conclusion is a valid concern. We will argue below that such general conclusions can be made, but only if KE researchers adopt a more general view of their work.
The rest of this paper tries to encourage that broader perspective. We begin with Newell's classic objection to poorly-formed evaluation studies: "Why you can't play 20 questions with Nature, and win". This objection is often cited as an argument against evaluations. Our refutation of that objection will lead to the definition of an important evaluation concept:
Figure 2: Web-based KE evaluation resources theories in modern KE will then be listed. Though exceptions exist, most KE researchers work in one of these six niches. We will argue that researchers who look beyond their niche can find the data needed to evaluate their work.
Essential Theories
A common rationalization for a lack of evaluations is Newell's [1972] famous argument "Why you can't play 20 questions with Nature, and win". Reacting to an excess of experimental zeal in cognitive psychology, Newell argued forcibly against conducting experimental programmes that offered single answers to yes-no questions. Rather, said Newell, we should: ¤ Perform multiple studies of complex systems.
¤
Collect large amounts of data.
Unify those results into some rich theoretical structure describing some process of interest. In the sequel, we will call such a rich theoretical structure the essential theory ¥ . Newell argued that large simulations to incrementally explore parts of an essential theory are far more insightful than (e.g.) twenty yes-no questions.
In reply, Cohen (personal communication) argues that Newell confused the specifics of an observation with the generality of the implication of that observation. So, to paraphrase Newell, you can play 20 questions (or less) with essential theories and still make scientific progress. However, in order to succeed with a small number of questions, those questions must relate to critical pathways in some essential theory. For example, consider the question "do heavy objects fall faster in vacuum than light objects?". The "yes" answer would have enormous implications for our vision of the universe since it would challenge base assumptions about our essential theory of gravity.
One Figure 6 .
Ontologies: Libraries of abstracted data types seen in different domains 3 . PSMs and ontologies are linked: ontologies define the data types required by a PSM to execute in a domain. For example, the diagnosis PSM of Figure 6 needs (e.g.) complaints and observables to execute. Proponents of frame representations (e.g. [Winograd 1975 , Minsky 1975 ) argued that part of human expertise was "know-how" and these recipes of "how" to solve a problem were best modeled as (e.g.) Lisp procedures attached to frame slots. The debate Goal: To foster the development of technologies that can increase the rate at which we can write knowledge bases.
Baseline: Current KB authoring rates average at 5 axioms per hour, 10,000 axioms per year.
Aim:
To increase the baseline by one to two orders of magnitude.
Organization: DARPA funds bi-annual meetings and two "intergration teams" (SAIC and Teknowledge) whose role is to build unified workbenches from the contributions of HPKB participants. Biases: HPKB ignored, for the most part, the problem solving methods (PSMs) research (see the discussion below). PSMs are a major focus of the Sisyphus project( Figure 4) .
Results: 1. In HPKB year one, the George Mason team generated the most new axioms added per day (787 binary predicates) using DISCIPLE: an incremental knowledge acquisition tool [Tecuci 1998 ]. DISCIPLE includes machine learning tools for abstracting learnt rules which makes them more generally applicable. As DISCIPLE runs, it builds and updates the meta-knowledge used for the purposes of abstraction. 2. Cohen, Chaudhri, Pease & Schrag [1999] studied how much ontologies supported the development of HPKB applications.
The recent terms added to an ontology offer more support than words added previously by other authors. Such a result does not support the current efforts in building supposedly reusable ontologies.
For more information:
See http://www.teknowledge.com/HPKB/ and [Cohen, Schrag, Jones, Pease, Lin, Starr, Gunning & Burke 1998 ].
Figure 3: DARPA's high-performance KB (HPKB) initiative: notes
The Sisyphus projects are a series of challenge problems in which a knowledge acquisition problem is defined and tool developers are challenged to solve it with their tools. Unlike HPKB, Sisyphus was run by a loose consortium of international KE researchers on a shoestring budget. Sisyphus began in 1990 and continues to this day. Communication is mostly via email and status reports at the semi-annual Banff KA workshops. Sisyphus is mostly populated via Europeans, but some cross-over with the HPKB community exists (i.e. Musen, Gil). A significant biases in the Sisyphus projects is towards problem solving methods (PSMs) research (exceptions: [Richards & Menzies 1998 , Yost 1994 ). In this regard, Sisyphus is very different to HPKB (Figure 3 ). There have been four Sisyphus projects defined:
Sisyphus-I: Room Allocation [Linster 1992 ]. [Schreiber & Birmingham 1996 , Marcus, Stout & McDermott 1987 . [Shadbolt et al. 2000 ].
Sisyphus-II: Elevator Configuration

Sisyphus-III: Lunar Igneous Rock Classification
Sisyphus-IV: Integration over the Web
While Sisyphus has unified a diverse range of researchers, and hundreds of publications have been generated, the objective evaluation results to date are inconclusive:
... none of the Sisyphus experiments have yielded much evaluation information (though at the time of this writing Sisyphus-III
is not yet complete) [Shadbolt et al. 2000 ].
Nevertheless, the Sisyphus researchers remain optimistic and the project continues. continues to this day [Nilsson 1991 , Birnbaum 1991 but the complexity of reasoning about procedures (e.g. [Etherington & Reiter 1983] ) drove most researchers to declarative characterizations of their frame-based knowledge (e.g. [Brachman, Gilbert & Levesque 1989] ).
¥ 3 ¦
researchers are rare these days, but some still keep the faith e.g. [Birnbaum 1991 , Brooks 1991 . , KE is just a matter of stuffing axioms into an inference engine and letting the inference engine work it all out. Successful ¥ variants provide rigid control on how new axioms are asserted, e.g. [Compton & Jansen 1990 ].
¥ § 9
: Active focus on ontology creation. Ontologies may never execute: rather they may be an analysis tool for a domain. Software engineers who develop architectures or design patterns but do not execute these abstractions directly are (e.g. [Gamma, Helm, Johnson & Vlissides 1995] ). Figure 5 : Different schools of knowledge engineering. (1) denotes that the single inference engine is customizable; e.g. the knowledge engineer can provide operator selection rules to customize the problem space traversal [Laird & Newell 1983] . (2) 
¥ Q
: A strong commitment to a single inference procedure, which can be customized. This inference procedure features predominantly when modeling a system; e.g. [Yost & Newell 1989 , Laird & Newell 1983 , Menzies & Mahidadia 1997 .
approach in which PSMs are used to structure the analysis discussions but then converted by the knowledge engineer at design time to ¥ Q [Chandrasekaran et al. 1992] .
¥
: Catalogues libraries of PSMs or explores a single PSM within such a library [Marcus & McDermott 1989] . Extensive use of ontologies. At runtime, ¥ may use a general inference engine to execute their systems (e.g. older versions of PROTEGE-II [Eriksson et al. 1995 ] compiled down to CLIPS [NASA 1991] ) but this inference engine does not feature in the design discussions. An example PSM is shown in Figure 6 . While generalizations are hard to form from the diverse international KE research community, it is roughly true that: [Eriksson et al. 1995 , Swartout & Gill 1996 .
One of the reason for this difference in the two communities is the dominant research projects in different regions. The KADS project ], based at the University of Amsterdam, was very influential in Europe, and most of the Sisyphus contributions came from Europe. On the other hand, nearly all of the HPKB participants come from the USA. The CYC project has a high profile in the United States [Lenat & Gutha 1990] , and that project focuses on ontologies, not PSMs. Musen (personnel communication) laments this geographical distribution of the KE styles, remarking that Sisyphus-style PSM-based KE came originally from the following US research: 
¤
Musen's own work in the 80's on PROTEGE-I which lead to the PROTEGE family of systems [Eriksson et al. 1995 ].
Musen's view is that PSMs transferred to Europe via: Steels's [1990] "Components of Expertise" paper; the subsequent work on the KREST system; and the CommonKADS project [Breuker & de Velde (eds) 1994] . Meanwhile, back in the USA, PSM research had little effect on the mainstream, as witnessed by HPKB. However, US-based PSM research remains strong at Stanford Medical Informatics [Eriksson et al. 1995] ; the University of Southern California's Information Science Institute [Swartout & Gill 1996] and the computer science department at Ohio State University [Chandrasekaran et al. 1992] .
Curiously, even though this clear international division exists in the KE community, comparative data on the merits of elevator configuration system using PSCMs while the other teams used ¥ [Schreiber & Birmingham 1996 ]. Yost's reported development times were much less than any of the other teams.
In the Sisyphus-III initiative, Richards & Menzies [1998] , used a ¥ 8 approach to produce a working system. In that round of the Sisyphus-III project, the ¥ teams were still debugging their ontologies. Further, the ¥ 8 developers had had time to explore extending their Sisyphus-III beyond the original Sisyphus-III specification (tools were implemented to handle competing viewpoints during requirements engineering). Figure 7 : Productivity using different models.
These data points are hardly conclusive. For example, Yost had analysed the domain extensively prior to system construction. That is, it is possible that Yost's extra experience with the domain gave him an advantage. Nevertheless, the one general conclusion we would offer is that more data points should be collected. This lack of PSM-evaluation is strange, given that the Sisyphus-style KE community has already seen results negative to the PSM paradigm. Corbridge et al. [1995] conducted a case study amongst international KE experts. Each expert was given some background knowledge to guide their analysis of a transcript of a patient talking to a doctor. Analysis time was restricted to a few hours. One group used an abstract model of diagnosis matured over many years (a variant of Figure 6 ); another used an abstract model invented very quickly (the "straw man"); and the rest used no model at all. The results are shown in Figure 7 . The "mature model" group performed as well as the "straw man" group. Further, the "no model" group outperformed the groups using the models! Shadbolt et al. 's [2000] retrospective on this study argues that perhaps these results are a product of the learning curve required to understand the domain. In that view, the use of unfamiliar models initially impairs performance but over a longer period of time causes improvements. To the best of our knowledge, no ¥ researcher is exploring this possibility in an experiment.
Discussion
We started with the question:
Can we build better knowledge based systems (KBS) faster now than in the 80's? and our answer is,
We still don't know. Our case has been that if evaluations are defined too narrowly, then researchers cannot distinguish between competing issues. Hence, in this discussion, we have tried to broaden the focus of KE evaluation work. While we acknowledge all the problems with evaluation listed by Shadbolt et al. [2000] , we disagree with their view that Sisyphusstyle evaluations are the best future direction for KE evaluation research. Rather, if we take a broad view of KE research, we find a range of competing technologies (¥ § ¦ © ¥ ) for building KBS. Our belief is that the future of KE evaluation will be in comparative evaluations across these essential theories as follows: KE eval step 1: Identify a process of interest. KE eval step 2: Create an essential theory ¥ for that process. [Compton & Jansen 1990 , Richards & Menzies 1998 ] and could be used to collect baseline performance data. KE eval step 5: Acknowledge that your study may not be definitive. Further studies or reference to previous studies may be required to make a conclusion.
The need for multiple experiments is widely recognized. An ideal experiment has (1) tight experimental controls; (2) a correspondence of the experimental situation to the real situation; and (3) some generality to situations beyond the specifics of the experiment. Experience has shown that is hard/impossible to do all three at once. Individual studies must compromise on one of these dimensions, and multiple studies are required to offer converging evidence on some issue [Sanderson et al. 1989 ]. Newell himself recommends multiple studies (recall his comments, above). The "next generation" KE evaluation study proposed by Menzies [1999] assumes multiple evaluations.
Concerning the Papers in this Volume
The above discussion tried to point ahead to the future of KE evaluation. The current state of the art is surveyed by the papers in this volume. Newcomers to the field of KE evaluation can gain an overview of this field by: 
¤
Selectively exploring the rest of this volume and then the material described in Figure 1 and Figure 2 . Specific notes on each paper follow. Shadbolt et al. [2000] offers a detailed analysis of many years of experimental research on knowledge acquisition conducted at Nottingham University. There is much to recommend this paper including: ¤ A detailed analysis of the problems associated with evaluation.
A description of an exciting series of experiments aimed at key issues in knowledge acquisition.
The careful exposition of the rationale behind the Sisyphus projects.
An excellent literature review.
We have one minor academic quibble with this paper, which we trust Shadbolt et al. [2000] will excuse us for mentioning. The general message of Shadbolt et al. [2000] is that projects like Sisyphus are about as much as we can expect from KE evaluation. Clearly this is not our view (see the above or [Menzies 1999] ). Caraca-Valente et al. [2000] explore a important sub-area of evaluation: a cost-benefit analysis of performing further testing. Intuitively, we all know that there is some law of diminishing returns with any test procedure. In the case of safety critical systems, we accept that any amount of testing may not be enough (but see the interesting discussion in [Littlewood & Wright 1997] ). However, for the average developer, the extra benefits of further testing must be carefully weighed against the cost of that extra work. CaracaValente et.al. define a mathematical function that lets us precisely recognizing when we are over-testing a KB. Surprisingly few tests are cost-benefit optimum for a KB. Further, the efficacy of their procedure can be improved via tuning their model using data taken from the domain. In other work, Menzies & Cukic [1999] has tried to generalise Caraca-Valente et.al.'s observation. Menzies [2000] tries to answer a hard question: how to assess a system in the absence of an oracle. One method for oracle-less testing is a critical success metric (CSM). A CSM is an assessment of a running program which reflects the business concerns that prompted the creation of that program. Given pre-disaster knowledge, a CSM can be used while the expert system is in routine use without compromising the operation of the system. Menzies defines a general CSM experiment using pre-disaster points which can compare (e.g.) human to expert system performance. Examples of using CSMs are given from the domains of farm management and process control.
After Shadbolt et.al., Hori [2000] describes the longest running experiment reported in this volume. This paper is a detailed and learned description of a multi-year experiment to assess the merits of a domain-oriented library of problem solving methods. This paper contains many worthy comments regarding the theory of evaluation and concludes with some timely remarks on the perils of inappropriate measures of reuse. The paper also makes extensive reference to the standard software engineering metrics literature including Basili's [1992] goal-question-metric paradigm: a commonly used metrics tool. Hence, apart from the other merits of the paper, the Hori paper is an excellent bridge from knowledge engineering to software engineering. Stroulia & Goel [2000] tackles the question of tool support for repairing broken systems. Detailed implementation techniques are discussed concerning fixing problem solving methods. The paper is an exemplary KE evaluation paper since it states an active hypothesis and then discusses experiments that explore that hypothesis.
