Stability analysis of exponential Runge–Kutta methods for delay differential equations  by Xu, Y. et al.
Applied Mathematics Letters 24 (2011) 1089–1092
Contents lists available at ScienceDirect
Applied Mathematics Letters
journal homepage: www.elsevier.com/locate/aml
Stability analysis of exponential Runge–Kutta methods for delay
differential equations
Y. Xu, J.J. Zhao ∗, Z.N. Sui
Department of Mathematics, Harbin Institute of Technology, 150001 Harbin, China
a r t i c l e i n f o
Article history:
Received 23 October 2009
Received in revised form 25 January 2011
Accepted 25 January 2011
Keywords:
Delay differential equations
Stability
Runge–Kutta methods
a b s t r a c t
A sufficient condition of stability of exponential Runge–Kuttamethods for delay differential
equations is obtained. Furthermore, a relationship between P-stability and GP-stability is
established. It is proved that the numerical methods can preserve the analytical stability
for a class of test problems.
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1. Introduction
In this paper, we consider the scalar delay differential equations (DDEs):
u′(t) = λu(t)+ µu(t − τ), t > 0, (1)
where λ,µ ∈ C, τ denotes a given positive constant, u(t) = φ(t) for t ≤ 0 and φ is a given function. As described in [1], if
|µ| < −ℜλ, whereℜλ denotes the real part of λ, its zero solution is asymptotically stable (i.e., limt→∞ u(t) = 0).
DDEs arise in many branches of scientific fields such as physiology, epidemiology, electrical circuit simulation and so
on. Recently, much work has been done on its stability for some step-by-step methods, which include θ-methods, linear
multistep methods and Runge–Kutta (RK) methods (cf. [2]). However, as we know, no stability analysis is known about
exponential RK methods for DDEs. It is worth mentioning that the classical RK methods are special cases of the exponential
RK methods (cf. [3]). Therefore, we focus our attention on the stability of exponential RK methods for the linear DDEs.
2. Construction of numerical scheme and stability analysis
For any matrixM , denote the adjoint matrix by Adj[M], the determinant by det[M], the set of eigenvalues by σ [M] and
the spectral radius by ρ[M].
Applying the exponential RK methods (see [4]) to Eq. (1), we have
un = eλhun−1 + hµ
v−
i=1
biz
(n)
i ,
y(n)i = eciλhun−1 + hµ
v−
j=1
aijz
(n)
j ,
(2)
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where bi =
 1
0 e
h(1−s)λli(s)ds, aij =
 ci
0 e
h(ci−s)λlj(s)ds with li(s) = ∏vk=1, k≠i s−ckci−ck for non-confluent collocation nodes
ci (i = 1, . . . , v), h is the stepsize, un, y(n)i , z(n)i are approximations to u(tn), u(tn−1 + cih), u(tn−1 + cih− τ), respectively.
Denote Un = (uTn, y(n)T1 , . . . , y(n)Tv )T and Zn = (z(n)T1 , . . . , z(n)Tv )T , then
Un = Q0Un−1 + yP0(0, ZTn )T , (3)
here Q0 =

ex 0 · · · 0
ec1x 0 · · · 0
.
.
.
.
.
.
. . .
.
.
.
ecvx 0 · · · 0
, P0 =

0 b1 · · · bv
0 a11 · · · a1v
.
.
.
.
.
.
. . .
.
.
.
0 av1 · · · avv
, x = hλ, y = hµ.
Let τ = (m − δ)h with m ∈ Z+ and δ ∈ [0, 1). Since z(n)i can be obtained by polynomial interpolation from
{(tn−1−m+j + cih, y(n−m+j)i )}sj=−r , then
z(n)i =
s−
j=−r
Lj(δ)y
(n−m+j)
i , i = 1, . . . , v, r, s ∈ Z+, (4)
where Lj(δ) =∏sk=−r, k≠j δ−kj−k for j = −r, . . . , s. Inserting (4) into (3), we have
Un = Q0Un−1 + y
s−
j=−r
Lj(δ)P0Un−m+j. (5)
Its characteristic polynomial reads f (z) = det[zm+r−1Q (z, x)− yP(z, δ)], where Q (z, x) = zI − Q0, P(z, δ) = α(z, δ)P0,
α(z, δ) =∑sj=−r Lj(δ)z j+r .
Definition 1. Process (5) is called δ-stable at (x, y) if limn→∞ Un = 0.
Lemma 2 (See [5]). Condition limn→∞ Un = 0 is satisfied if and only if
f (z) = 0⇒ |z| < 1. (6)
Lemma 3 (See [5]). Condition (6) holds under the following two conditions:
(i) Q (z, x) is invertible whenever |z| ≥ 1; (ii) |y| sup|z|=1 ρ(Q (z, x)−1P(z, δ)) < 1.
Let the matrix A = (aij)v×v and b = (b1, . . . , bv)T , c = (ec1x, . . . , ecvx)T ,Ax(z) = A + 1z−ex cbT , ϕx(w) = ex + wbT (I −
wA)−1c for the unit matrix I .
Theorem 4. Let w ≠ 0, z ≠ ex, then ϕx(w) = z ⇔ w−1 ∈ σ [Ax(z)].
Proof. w−1 ∈ σ [Ax(z)] is equivalent to det[I −wA− wz−ex cbT ] = 0. By Proposition 2.3 in [1], det[I −wA] = wz−ex bTAdj[I −
wA]c . Thus, ϕx(w) = z. 
For any given point ξ ∈ C and any given non-empty set V ⊂ C, let d(ξ , V ) = infv∈V |ξ − v| denote the distance from ξ
to V .
Theorem 5. If |z| = 1, z ≠ ex, then ρ[Q (z, x)−1P(z, δ)] = |α(z, δ)|d(0, {ϕ−1x (z)})−1, where {ϕ−1x (z)} is the set of elements
that are mapped to z by ϕx.
Proof. By induction, for z ∈ Cwith |z| = 1 and z ≠ ex, it can be easily shown that
zQ (z, x)−1P0 = z(zI − Q0)−1P0 =
[
0 z(z − ex)−1bT
0 Ax(z)
]
.
Due to Theorem 4, we have ρ[Q (z, x)−1P(z, δ)] = |α(z, δ)|ρ[Q (z, x)−1P0] = |α(z, δ)|ρ[Ax(z)] = |α(z, δ)|maxw−1∈σ [Ax(z)]
|w|−1 = |α(z, δ)|(minϕx(w)=z |w|)−1. 
Lemma 6 (See [1]). If |z| = 1 and δ ∈ [0, 1), then |α(z, δ)| ≤ 1 is equivalent to r ≤ s ≤ r + 2. Moreover, if r + s > 0, then
|α(z, δ)| = 1 if and only if z = 1.
Theorem 7. Consider given exponential RK methods (2) combined with a formula (4) for r ≤ s ≤ r + 2. If d(0,Γx) > |y| and
ℜ(x) < 0, where Γx = {w ∈ C : |ϕx(w)| = 1}, then process (5) is δ-stable at (x, y).
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Proof. Due to Lemma 6, for r ≤ s ≤ r + 2, we have |α(z, δ)| ≤ 1 whenever |z| = 1, δ ∈ [0, 1). By Theorem 5, if ℜ(x) < 0
and |z| = 1, then z ≠ ex and
ρ[Q (z, x)−1P(z, δ)] = |α(z, δ)|d(0, {ϕ−1x (z)})−1 ≤ d(0, {ϕ−1x (z)})−1,
sup
|z|=1
ρ[Q (z, x)−1P(z, δ)] ≤

inf|z|=1 d(0, {ϕ
−1
x (z)})
−1
≤ d(0,Γx)−1 < |y|−1.
Hence, we have |y| sup|z|=1 ρ(Q (z, x)−1P(z, δ)) < 1. Since ℜ(x) < 0, then Q (z, x) is invertible when |z| ≥ 1. Due to
Lemma 3, process (5) is δ-stable at (x, y). 
Definition 8. For any givennonnegative integers r and s, the δ-stability region of process (5) is definedby Sδ(r, s) = {(x, y) ∈
C2 : (5) is δ-stable at (x, y)}. And the stability region of process (5) is defined by S(r, s) =0≤δ<1 Sδ(r, s).
Definition 9. Process (5) is P-stable if H(x, y) ⊂ S0(r, s) and GP-stable if H(x, y) ⊂ S(r, s), where H(x, y) = {(x, y) ∈ C2 :
ℜ(x) < 0, |y| < −ℜ(x)}.
Theorem 10. For any given nonnegative integers r and s with r ≤ s ≤ r + 2, we have S0(r, s) = S(r, s).
Proof. Note that (6) is equivalent to the following three conditions:
Q (z, x) is invertible whenever |z| ≥ 1; (7)
|y| · sup
|z|=1
ρ(Q (z, x)−1P(z, δ)) ≤ 1; (8)
det[zm+r−1Q (z, x)− yP(z, δ)] ≠ 0
whenever |z| = 1,m ⩾ s+ 1, |y| · ρ(Q (z, x)−1P(z, δ)) = 1. (9)
If r = s = 0, then P(z, δ) = P0. So, (7)–(9) are independent of δ ∈ [0, 1). Thus, S0(r, s) = S(r, s). If r + s > 0, for any
given (x, y) ∈ S0(r, s), (7)–(9) hold for δ = 0. By the hypothesis on r , s and the first part of Lemma 6, we have
ρ[Q (z, x)−1P(z, δ)] ≤ ρ[Q (z, x)−1P0] whenever |z| = 1. (10)
Hence, (8) holds for all δ ∈ [0, 1). It suffices to show condition (9) holds. Suppose this condition is not fulfilled for some
δ ∈ (0, 1), then for |z| = 1,
det[zm+r−1Q (z, x)− yP(z, δ)] = 0, |y|ρ[Q (z, x)−1P(z, δ)] = 1.
According to (8) and (10) with δ = 0, 1 = |y|ρ[Q (z, x)−1P(z, δ)] ≤ |y|ρ[Q (z, x)−1P0] ≤ 1, which leads to
|y|ρ[Q (z, x)−1P0] = 1 and |α(z, δ)| = 1.
Applying the second part of Lemma 6 for z = 1, we can obtain that 0 = det[Q (1, x) − yP(1, δ)] = det[Q (1, x) − yP0].
However, this contradicts (9) with δ = 0. Hence, (9) holds for all δ ∈ [0, 1). Then, (x, y) ∈ S(r, s). 
Theorem 10 shows that the P-stability and GP-stability of (5) are equivalent.
Theorem 11. For exponential RK method (2) with formula (4) for r ≤ s ≤ r + 2, if d(0,Γx) ≥ −ℜ(x), then process (5) is
P-stable and GP-stable.
Proof. Whenℜ(x) < 0 and |y| < −ℜ(x), thenwe have d(0,Γx) > |y|. By Theorem 7 and Definition 9, process (5) is P-stable
and GP-stable. 
Remark 12. It is well known that A-stability implies P-stability, i.e., H ⊂ S, for any classical RK method (see Theorem 2.7
in [1]). However, we do not require the exponential RK methods to be A-stable in Theorem 11. In fact, the process (5) can
solve the test equation u′(t) = λu(t) accurately, which means that all exponential RK methods are A-stable.
3. Numerical illustrations
Consider the initial value problem:
u′(t) = −50u(t)+ 40u(t − 6.05), t > 0, (11)
where u(t) = cos(t) for t ≤ 0, and the two-stage exponential RK method
c1 = 0, c2 = 1, b1 = xe
x + 1− ex
x2
, b2 = −x− 1+ e
x
x2
,
a11 = 0, a12 = 0, a21 = xe
x + 1− ex
x2
, a22 = −x− 1+ e
x
x2
.
(12)
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Fig. 1. Γ−5 (border of shadow).
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Fig. 2. Numerical solution of Eq. (11).
Applying (12) and (4) with r = 1, s = 2 to (11) yields numerical process (5). Choose the stepsize h = 0.1, which implies
x = −5, y = 4. In Fig. 1, Γ−5 represents {w ∈ C : |ϕx(w)| > 1}, which is shown as the border of shadow. It is easy to see
d(0,Γ−5) ≈ 5, which satisfies d(0,Γx) > |y|.
Note that |y| < −ℜ(x), which implies the analytic solution of (11) tends to zero (see [1]). Fig. 2 demonstrates that the
exponential RK methods of collocation type can preserve the stability property of its analytic solution.
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