This paper studies the connection between Dynkin games and optimal switching in continuous time and on a finite horizon. An auxiliary two-mode optimal switching problem is formulated which enables the derivation of the game's value under very mild assumptions. Under slightly stronger assumptions, the optimal switching formulation is used to prove the existence of a saddle point and a connection is made to the classical "Mokobodski's hypothesis". Results are illustrated by comparison to numerical solutions of three specific Dynkin games which have appeared in recent papers, including an example of a game option with payoff dependent on a jump-diffusion process.
Introduction
The recent papers of [8, 26] showed a connection between Dynkin games and optimal switching problems with two modes (regimes) on an infinite time horizon. Separately, two more papers [5, 14] showed how to construct two non-negative supermartingales that solve a Dynkin game on a finite time horizon and their hitting times can be used to form a saddle point to the game. This paper connects these different results by proving that the two-mode optimal switching formulation of [8] not only solves the Dynkin game on a finite time horizon, but also furnishes the existence of a saddle point for the game in a manner similar to [5, 14] . This is accomplished by the method of Snell envelopes which appears in [4] for optimal switching problems on one hand, and in [5, 14] for Dynkin games on the other hand. In the process, we relate the solutions of the optimal switching problem to a pair of supermartingales which lie between the early exit values of the game. This condition is referred to in some contexts as "Mokobodski's hypothesis". However, by analogy with the classical Mokobodski's hypothesis and the results of [5, 14] , we do not require that both of the supermartingales arising from the optimal switching formulation be non-negative.
The layout of the paper is as follows. Section 2 introduces the Dynkin game and its auxiliary optimal switching problem. Section 3 then outlines some notation and standing assumptions. The main results on the existence of equilibria in the Dynkin game are presented in Sections 4 and 5. Numerical examples are provided in Section 6. Finally, there is the conclusion and an appendix which provides details of proofs not presented in the main text.
Preliminaries

The Dynkin game
Optimal stopping games, also referred to as stochastic games of timing or Dynkin games, were introduced by Eugene Dynkin sometime during the 1960s. These games have been studied extensively since then and have garnered renewed interest due to the introduction of Game Contingent Claims (also known as Israeli Options). A historical account of both Dynkin Games and Israeli Options can be found in [13] . The particular variant of the Dynkin game which is described below was studied in recent papers such as [3, 5, 8, 9] .
We work on a time horizon [0, T ], 0 < T < ∞, and on a probability space (Ω, F, P) equipped with filtration F = (F t ) t∈[0,T ] which is assumed to satisfy the usual conditions of right-continuity and completeness. Let E denote the expectation operator and 1 A be the indicator function of a set A. For a given stopping time θ, let T θ denote the set of stopping times S which satisfy θ ≤ S ≤ T , P-a.s, and set T = T 0 . The dependence of a stochastic process or random function on ω ∈ Ω is suppressed in this paper. Furthermore, stochastic processes and stopping times are assumed to be defined with respect to the filtration F. 
The common value, denoted by W , is also referred to as the solution or value of the game. In this case, it is also common to say that the Dynkin game is "fair".
When studying Dynkin games, the first course of action is to verify that the Stackelberg equilibrium holds. In fact, all that is required to show is W − ≥ W + since W + ≥ W − follows by definition (see Lemma A.1 in the Appendix). After establishing that the Stackelberg equilibrium holds, one searches for strategies for the players which give the game's value or approximates it closely. This leads to the concept of a Nash equilibrium. Definition 2.2 (Nash equilibrium.). A pair of stopping times (σ * , τ * ) ∈ T × T is said to constitute a Nash equilibrium or a saddle point if the following property holds for any σ, τ ∈ T :
4)
It is readily verified (for instance, using arguments similar to Lemma A.1) that the existence of a saddle point (σ * , τ * ) implies the Stackelberg equilibrium holds with game value given by:
(2.5)
Two-mode optimal switching
The two-mode optimal switching or "starting and stopping" problem has been studied in a variety of contexts as the papers [8, 10, 11] and the references therein can attest. Following convention, we denote the two modes (also called regimes) by 0 and 1. There is a cost for switching to a particular mode j ∈ {0, 1} which is given by a mapping γ :
In our case, the switching cost is defined by
Definition 2.3 (Admissible switching controls). For a fixed time t ∈ [0, T ] and initial mode i ∈ {0, 1}, an admissible switching control α = (τ n , ι n ) n≥0 consists of:
1. a non-decreasing sequence {τ n } n≥0 ⊂ T t with τ 0 = t P-a.s.
2. a sequence {ι n } n≥0 , where ι 0 = i is the fixed initial value, ι n : Ω → {0, 1} is F τn -measurable and satisfies ι 2n = i and ι 2n+1 = 1 − i for n ≥ 0.
3. The stopping times {τ n } n≥0 are finite in the following sense:
where C α n is the total cost of the first n ∈ N 1 switches under the strategy α, and C α is the cumulative switching cost over [t, T ]:
(2.9) (Note: almost sure convergence holds by the finiteness condition (2.7).)
Let A t,i denote the set of admissible switching controls. We write A i when t = 0 and drop the superscript i when the initial mode is not important for the discussion. Associated with each α ∈ A is a (random) function u : Ω × [0, T ] → {0, 1} referred to as the mode indicator,
(2.10)
The objective function for the switching control problem associated with the Dynkin game is given by,
Together with appropriate integrability assumptions on ψ and Γ, the objective function is well-defined for any α ∈ A. The optimisation problem is to maximise J(α) over all admissible switching controls α. We write the value function V for the optimisation problem in terms of the initial mode i ∈ {0, 1}:
Remark 2.4. The admissible switching controls of [8, p. 480 ] satisfy a stronger integrability condition:
On the other hand, equation (2.8) is absent (and not necessary) in the papers [10, 11] where strictly positive switching costs are assumed. Condition (2.8) helps avoid counterexamples where the conditional dominated convergence may fail (see [1] , for instance), and provides enough integrability to arrive at conclusions similar to [10] for problems where switching costs can be negative.
Notation and assumptions 3.1 Notation
The notation used for different classes of processes is given in the following list. An adapted process X = (X t ) 0≤t≤T is said to be càdlàg if it is right-continuous and admits left limits:
s→t,s<t X s exists finitely for every t > 0.
The left-limits process associated with a càdlàg process X is denoted by X − = (X t− ) 0<t≤T . In our definition of X − , we have followed the convention of [24, 25] for a predictable process: a process X with parameter set (0, T ] such that the map X : Ω × (0, T ] → R (or a more general state space) is measurable with respect to the predictable σ-algebra (that is, the σ-algebra on Ω×(0, T ] generated by the adapted processes with paths that are left-continuous with right-limits on (0, T ]). A random time S > 0 is said to be predictable if the stochastic interval [0, S) is measurable with respect to the predictable σ-algebra. A càdlàg process X is called quasi-left-continuous if X S = X S− a.s. on the set {S < ∞} for every predictable time S (Definition I.2.25 of [12] ).
Existence of the Stackelberg equilibrium
In this section we prove the existence of the game value, otherwise known as the Stackelberg equilibrium. It is established by an adjustment of the proof given by [8, p. 436 ] for the infinite time horizon: the Dynkin game with payoff D(σ, τ ) (cf. equation (2.1)) has a value given by the value function of the two-mode optimal switching problem:
(4.1)
be the value function for the optimal switching problem with performance index (2.11). Then the Stackelberg equilibrium exists for the Dynkin game with payoff (2.1). The value of the game is given by:
The proof, which follows in the same manner as the one for Theorem 3.15 of [8] , is given in the appendix.
Existence of a Nash equilibrium
In this section we prove that there exists a saddle point (σ * , τ * ) for the Dynkin game with payoff (2.1). We use a martingale approach to achieve this and the following subsection recalls the definition and properties of the Snell envelope. Remember that a progressively measurable process X is said to belong to class [D] if the set of random variables {X τ , τ ∈ T } is uniformly integrable.
The Snell envelope
Proposition 5.1. Let U = (U t ) 0≤t≤T be an adapted, R-valued, càdlàg process that belongs to class [D] . Then there exists a unique (up to indistinguishability), adapted R-valued càdlàg process Z = (Z t ) 0≤t≤T such that Z is the smallest supermartingale which dominates U . The process Z is called the Snell envelope of U and it enjoys the following properties.
1. For any stopping time θ we have:
2. Meyer decomposition: There exist a uniformly integrable right-continuous martingale M and a predictable integrable increasing process A such that for all 0 ≤ t ≤ T ,
3. Let a stopping time θ be given and let (τ n , n ∈ N 0 ) be an increasing sequence of stopping times tending to a limit τ such that each τ n ∈ T θ and satisfies E U − τn < ∞. Suppose the following condition is satisfied for any such sequence,
Then the stopping time τ * θ defined by
is optimal after θ in the sense that: References to proofs of these properties can be found in references such as [6, 19, 22 ].
The martingale approach to optimal switching problems
Remember the strict pre-S σ-algebra associated with a random time S > 0, F S− , is defined as [25, p. 345] :
A filtration F = (F t ) t≥0 which satisfies the usual hypotheses is said to be quasi-left-continuous if F S = F S− for every predictable time S [25, p. 346 ]. Now suppose the following additional assumptions hold.
• The instantaneous payoff rate satisfies ψ ∈ M 2 ;
• The early-exit stopping costs for the game satisfy γ − , γ + ∈ S 2 ∩ Q;
• The terminal payoff satisfies Γ ∈ L 2 .
In this case, we can prove that there exists a unique pair of processes Y 0 t , Y 1 t 0≤t≤T such that for i ∈ {0, 1}, Y i solves the optimal switching problem in a probabilistic sense. This can be accomplished using the theory of Snell envelopes just like [4, 10] . The details can be found in a separate paper [18] .
In equation (5.6), γ(·, 1 − i) is the switching cost defined by equation (2.6) and the other parameters are:
, Y i t solves the optimal switching problem with initial data (t, i):
In particular, we have Y i 0 = V (i). The processes Y 0 and Y 1 are related to Snell envelopes as follows. Let U i = U i 0≤t≤T be defined by:
By our assumptions, the process
is càdlàg and in S 2 . By Proposition 5.1 we state formally that
:
Main result: Nash Equilibrium
We now show how to obtain a saddle point for the Dynkin game from the solution of the optimal switching problem in terms of Snell envelopes. Define a pair of stopping times (σ * , τ * ) as follows
Then σ * (resp. τ * ) is the first switching time when starting in mode 0 (resp. 1) at time 0. In order to prove that (σ * , τ * ) is a saddle point for the Dynkin game, we require the following lemma which relates the pair Y 0 , Y 1 to Mokobodski's hypothesis.
t 0≤t≤T be the process that solves the optimal switching problem with initial mode i (cf. equation (5.6)). Then Y 0 and Y 1 satisfy the following condition:
Let τ ∈ T be arbitrary. By the dominating property of the (right-continuous) Snell envelope,
and the claim (5.13) holds.
Proposition 5.5. Let Y 0 and Y 1 be the processes that solve the optimal switching problem associated with the Dynkin game. Then the pair of stopping times (σ * , τ * ) defined in equation (5.12) satisfies:
where D(σ * , τ * ) is the payoff of the Dynkin game (2.1) under the strategy (σ * , τ * ).
Proof. For i ∈ {0, 1}, let U i = U i t 0≤t≤T be defined as in equation (5.9). By Proposition 5.1, the following stopped Snell envelopes are martingales:
The process
is therefore a martingale on [0, σ * ∧ τ * ], which allows us to deduce the following:
The term involving the pair Y 0 , Y 1 inside of the expectation may be rewritten as:
Step 1 By equation (5.12) and conditional on the event {τ * < T }, optimality of the stopping time τ * gives the following:
Furthermore, since τ * ≤ T and σ * ≤ T P-a.s. we also have:
Using this together with equation (5.17) gives:
Step 2 By equation (5.12) and conditional on the event {σ * < T }, optimality of the stopping time σ * gives:
Since τ * ≤ T P-a.s. we must have,
Furthermore, as Y 1 T = Γ and Y 0 T = 0 P-a.s., we get:
Again, since σ * ≤ T P-a.s., we can assert using equations (5.19 ) and (5.20) that the following holds:
Conclusion Returning to equation (5.15) and using equations (5.16), (5.18 ) and (5.21), we conclude that:
Theorem 5.6. Let (σ * , τ * ) be the pair of stopping times defined in equation (5.12) . Then for any σ, τ ∈ T :
22)
The pair (σ * , τ * ) is therefore a saddle point for the Dynkin game with payoff (2.1).
, a stopped supermartingale is also a supermartingale. The following stopped Snell envelopes are therefore supermartingales:
.
Then, using the martingale property of the stopped Snell envelope as in Proposition 5.5, we see thatŶ 1 − Y 0 satisfies the following: for any σ, τ ∈ T ,
is a submartingale.
Case (A)
We shall prove the first inequality in the claim (5.22) . Using the supermartingale property ofŶ 1 − Y 0 on [0, σ * ∧ τ ] and the definition ofŶ 1 , we have:
Using the same arguments as in the proof of Proposition 5.5 leading up to equation (5.21), we can show the following:
On the other hand, by Lemma 5.4 we have Y 1 τ − Y 0 τ ≥ −γ + (τ ) P-a.s. Using this together with equation (5.24), we can conclude that:
Case (B) We now prove the second inequality in the claim (5.22) . Using the submartingale property ofŶ 1 − Y 0 on [0, σ ∧ τ * ] and the definition ofŶ 1 , we have:
Using the same arguments as in the proof of Proposition 5.5 leading up to equation (5.18), we can show
By the arguments establishing equation (5.20) in Proposition 5.5 and using Y 1 σ − Y 0 σ ≤ γ − (σ) P-a.s. by Lemma 5.4, we derive the following:
(5.28)
Using equations (5.27) and (5.28) in equation (5.26) above, we can conclude that:
Remark 5.7. The results of Theorem 5.6 are obtained in a similar fashion to several other papers in the literature which have used probabilistic approaches. In particular, [20] (particularly Theorem 1) which uses martingale methods for Dynkin games; [21] (particularly Theorem 2.1) which has a semi-harmonic characterisation of the value function for the Dynkin game in a Markovian setting; and [5, 9] which use the concept of doubly reflected backward stochastic differential equations.
Remark 5.8. Although we started with a Dynkin game and subsequently formulated an optimal switching problem, we could have derived all of our previous results by doing the reverse. More precisely, take any two-mode optimal switching problem (satisfying the typical assumptions outlined earlier) with terminal reward data Γ 1 , Γ 0 , and instantaneous profit processes ψ 1 , ψ 0 , then formulate the corresponding Dynkin game by setting
Stopping costs for the game are derived from the switching cost function as done previously. This highlights the non-uniqueness of the Nash equilibrium in particular.
Mokobodski's hypothesis
Classical results
Suppose momentarily that there are no integral or terminal terms in (2.1), that is ψ ≡ 0 and Γ ≡ 0. The classical Mokobodski hypothesis in this context reads as follows: there exist bounded, non-negative, strong supermartingales a and b such that
For our purposes, it suffices to note that a càdlàg uniformly integrable supermartingale is strong. For a precise definition please see [27, p. 1432 ] for instance. If the classical Mokobodski hypothesis holds, it is known (for example, [27, p. 1435] ) that there exist two bounded, non-negative, strong supermartingales z + and z − such that for any ρ ∈ T :
It can then be shown that W := z + − z − solves the Dynkin game in the following sense:
Furthermore, if for any ρ ∈ T the stopping times D + and D − defined by
T are optimal in equations (5.30) and (5.31) respectively, then D − ρ , D + ρ is a saddle point for the Dynkin game starting from ρ. The papers [5, 14] arrive at an analogous conclusion by constructing the pair of non-negative supermartingales, say (z + , z − ), without assuming a priori the classical Mokobodski hypothesis.
Relation to our results
Our variant of the Mokobodski hypothesis (cf. Lemma 5.4) and the construction of the saddle point (cf. Theorem 5.6) are obtained directly from the auxiliary optimal switching problem. One could then ask how Lemma 5.4 is related to the classical Mokobodski hypothesis. Definê Y 1 t := Y 1 t + t 0 ψ(r)dr (analogously for −γ + andγ − ). Then by equation (5.13) we have:
The previous discussion in Section 5.2 highlighted thatŶ 1 and Y 0 are càdlàg Snell envelopes which are in S 2 and are consequently strong supermartingales. Therefore, we have the existence of two strong supermartingales whose difference lies between the early exit values of the game. We now recall the definition of a quasimartingale (cf. Definition VI.41.1, [25] ) in order to make the connection to the classical Mokobodski hypothesis. 
where the supremum is taken over all (finite) dissections D of [0, T ]: D ≡ (t 0 , t 1 , . . . , t n ), 0 ≤ t 0 < t 1 < . . . < t n ≤ T , and where A D is defined as
Theorem 2.3 of K.M. Rao's paper [23] showed that an adapted càdlàg process X is a quasimartingale if and only if it possesses a generalised Doob-Meyer decomposition:
is the difference of two non-negative local martingales, and B = (B t ) 0≤t≤T is the difference of two predictable, integrable, increasing processes (natural processes, cf. [25, p. 368] ). This decomposition of a quasi-martingale is unique.
Using the Property 2 of Proposition 5.1, we see that
where the pair (M 1 ,Â 1 ) (resp. (M 0 , A 0 )) forms the unique Meyer decomposition of the Snell envelopeŶ 1 (resp. Y 0 ). Comparing equations (5.33) and (5.34), we verify thatŶ 1 −Y 0 is a quasimartingale. On the other hand, Theorem VI.41.3 of [25] also shows that every quasi-martingale can be decomposed as the difference of two non-negative supermartingales. Therefore, we havê
where Z 1 and Z 0 are non-negative supermartingales and the connection to the classical Mokobodski hypothesis follows from equation (5.32).
Remark 5.10. By the supermartingale property, we have
However,Ŷ 1 need not be non-negative. To see this take ψ ≡ 0 (so thatŶ 1 ≡ Y 1 ) and note that by equation (5.32) we have:
We can then choose γ + = −γ − + δ where δ > 0 is a constant and set Γ = −γ + . Assumption 3.2 is therefore satisfied as well as all of the hypotheses of Section 5.2. On the other hand, we see that Y 1 is not non-negative.
Numerical Examples
In this section we illustrate with a few numerical examples how optimal switching can be used to solve Dynkin games.
Example 1: A partially reversible investment problem
The connection between singular stochastic control problems and Dynkin games has been studied by [3, 8] and others. In [3] , this connection led to the analysis of a zero-sum Dynkin game with the following payoff:
where t ∈ [0, T ], T > 0, and σ, τ are stopping times defined on a stochastic basis (Ω, F, F = (F t ) t∈[0,T ] , P) satisfying the usual conditions. Admissible stopping times for the game, σ and τ , satisfy P-a.s.: σ ≤ T − t and τ ≤ T − t. As discussed in Section 2.1, σ is chosen by a player that wishes to minimise the expected value of the game's payoff whereas τ is chosen by another player that wishes to maximise the expected payoff. In equation (6.1), C 0 = C 0 t 0≤t≤T is a geometric (or exponential) Brownian motion with explicit representation: 
Exact Solution
It was verified in [3, p. 4100 ] that the game with payoff (6.1) has a value, which we denote by v(t, x 0 ), and it has the following semi-explicit representation:
The functionsx ± appearing in equation (6.4) are continuous, decreasing and solve coupled integral equations of a similar form to (6.4) :
The functions v(·, x 0 ) andx ± (·) satisfy the boundary conditions
where F −1 is the inverse of F .
Derivation of the auxiliary optimal switching problem
We shall verify that the value of the Dynkin game with payoff (6.1) can be found using optimal switching. For a fixed t ∈ .1) therefore has the same form as the Dynkin game with payoff (2.1). The time horizon in this case is given by [0,T ] and the payoffs are defined as in (6.10). One can also verify that Assumption 3.1 holds (for example, [3, p. 4089] ) so that Theorem 4.1 is applicable and the value of the game can be obtained using optimal switching. Note that in order to account for the discount rate µ, the processes that solve the optimal switching problem with µ = 0, (Y 0 , Y 1 ), are replaced by (Ỹ 0 ,Ỹ 1 ), where for every 0 ≤ t ≤ T ,Ỹ i t := e −μt Y i t satisfies equation (5.6) upon making the appropriate substitutions.
Numerical Results
Free-boundary method For any x 0 > 0 and t ∈ [0, T ), we computed the values of the functions v(t, x 0 ),x + (t) andx − (t) simultaneously using the method outlined below:
1. use a basic quadrature routine such as the rectangle rule to approximate the integral terms in (6.5) and (6.6) on a (uniform) partition of [0, T ];
2. starting with the boundaries conditions (6.7), use a root-finding algorithm to solve for x ± (t) backwards in time on the partition of [0, T ];
3. use the values obtained recursively forx ± (t) to calculate v(t, x 0 ) according to equation (6.4).
Least-Squares Monte Carlo regression
The Least-Squares Monte Carlo regression (LSMC) method was used to approximate the solution to the auxiliary optimal switching problem and the value of the Dynkin game. More details on the algorithm can be found in [2] and [17] shows how to derive the backward induction formula in the case of negative switching costs. We simulated 10,000 sample paths of the geometric Brownian motion (6.2) with half of the paths obtained via antithetic sampling [7, pp. 205-207] . Simple monomials were used as the basis for approximating the conditional expectations. Figure 1 shows the Dynkin game's solution obtained via the free boundary approach and the LSMC approximation with different degrees of the basis polynomials. The parameters used for the LSMC approximation are summarised in Table 1 . The plot confirms that the solution of the auxiliary optimal switching indeed leads to the solution of the Dynkin game. Moreover, considering the accuracy of the results, there was a major benefit to using LSMC in terms of computational performance. For an individual run (fixed polynomial basis degree), the LSMC method took about 30 minutes to compute the game value for all of the 200 (discrete) time points between 0 and T . This was less than 1 minute per time point on average. On the other hand, solving the non-linear integral equations for the game value at t = 0 took over 4 hours on the same computer. Although this was not a rigorous test of performance, the vast difference in running times might be explained by certain features of the problem. The non-linear integral equations arising in the free boundary method can be difficult to solve numerically because the integrands become unbounded near t = T (recall the Inada conditions (6.3),x + (T ) = 0 andx + is continuous). Nevertheless, many computational software packages can cope with such singularities in numerical integration, albeit at additional computational cost. A put option on an underlying asset S with finite expiration T > 0 is a contingent claim that gives the holder the right, but not the obligation, to sell the asset S at a predetermined strike price K by time T . If this option is of "American" style, then the holder can exercise this right at any time τ ∈ [0, T ]. Letting S = (S t ) 0≤t≤T denote the price process of the risky asset, the payoff of the option when exercised at time τ ∈ [0, T ] is given by (K − S τ ) + , where x + = max(x, 0) for x ∈ R. A callable (or cancellable) put option grants the writer of the option the ability to cancel it at a premature time σ ∈ [0, T ). If the writer decides to exercise this right, then the option holder receives the payoff of a standard put option plus an additional amount δ > 0, which is a penalty imposed on the writer for terminating the contract early:
Comparison of results and discussion
The holder of the contract would like to choose the exercise time τ to maximise the payoff. On the other hand, the writer would like to minimise this payoff by choosing the appropriate cancellation time σ. The present value of the cash flow from the writer to the seller under a constant interest rate r > 0 is given by:
We suppose the asset price S evolves according to a geometric Brownian motion with fixed initial value S 0 > 0 and positive volatility coefficient σ:
where B = (B t ) 0≤t≤T is a standard Brownian motion defined on a given stochastic basis.
Derivation of the auxiliary optimal switching problem Define the following payoff parameters for the Dynkin game:
where t ∈ [0, T ]. Since δ > 0, the stopping costs satisfy,
We can also show that equation (3.1) and Assumption 3.1 hold, in particular by noticing that 0 ≤ (K − S t ) + ≤ K < ∞ for every t ∈ [0, T ]. Although the payoff in equation (6.11) is slightly different to the original one given in (2.1), an inspection of the proof shows that Theorem 4.1 is still valid and the callable put option can be valued using optimal switching.
Numerical Results
Model parameters and the benchmark values for the finite expiry callable put option were obtained from [16, p. 128 ]. The benchmark values in that paper were computed by a method known as "Canadisation". LSMC was used to approximate the solution to the auxiliary optimal switching problem (and therefore the value) for the callable put option. The LSMC algorithm was run 100 times and the mean option value and standard deviation were recorded. For each run we generated 10,000 sample paths of the geometric Brownian motion with half obtained by antithetic sampling. Simple monomials of degree 4 were used to approximate the conditional expectations. The approximations took about 30 seconds to compute on average. Table 2 : Callable put option values for parameters: σ = 0.4, r = 0.06, K = 100, T = 0.5 and δ = 5. Benchmark values were obtained from [16, p. 128] . Table 2 records the mean value of the approximation of the option value to three decimal places and the standard deviation in parentheses. Figure 2 gives a visual representation of the mean values recorded in the table. The approximations obtained from LSMC were once more very accurate. It is interesting to note that it is optimal for the writer of the option to cancel early only if the asset price is equal to the strike S = K [15, p. 491], which explains the value of 5.0 for the option (with no variance) in Table 2 . 
Example 3: Convertible Bond
In this second game contingent claim example taken from [16, pp. 131-136] , we calculate the value of a convertible bond with a finite maturity T > 0 and face value β = 1. The contract gives the holder the right, but not the obligation, to convert the bond into η shares of the company's stock S at any time t ∈ [0, T ], where 0 < η < 1. The company retains the right to recall the bond at any time t ∈ [0, T ) but must pay the holder a strike price of K > 1. The conversion right can still be exercised by the holder at the time the bond is recalled.
Let S = (S t ) 0≤t≤T denote the price process for one share in the company's stock. The holder of the contract would like to choose the exercise time τ to maximise the payoff. On the other hand, the company would like to minimise this payoff by choosing the appropriate recall time σ. The discounted value of the cash flow from the company to the holder of the convertible bond under the constant compounded interest rate r > 0 is given by:
Let a standard Brownian motion B = (B t ) 0≤t≤T and a compound Poisson process J = (J t ) 0≤t≤T , which is independent of B, be defined on a given stochastic basis. The intensity of the jump component is given by ζ > 0 and the increments of J follow an exponential distribution with parameter υ > 1. The share price S is assumed to evolve according to a jump-diffusion with non-negative exponentially distributed jumps:
where S 0 > 0 is the initial value of the share price, µ ∈ R is its growth rate and σ > 0 is its volatility. The share pays a dividend at a rate δ where 0 < δ < r. To ensure risk-neutral pricing, the growth rate is set to ([16, p. 131]):
Derivation of the auxiliary optimal switching problem Define the following payoff parameters for this Dynkin game:
where t ∈ [0, T ]. Equation (3.1) for the terminal data holds. However, the stopping costs satisfy
and equality holds on the event S t ≥ K η for t ∈ [0, T ], thereby violating equation (3.2) of Assumption 3.2. However, this does not introduce an arbitrage opportunity as there is only a terminal reward in the auxiliary optimal switching problem. On the other hand, an infinite number of switches cannot be ruled out as being sub-optimal. We can avoid this problem by including a small positive value in the stopping cost γ − as follows:
(6.17)
Note that this means a slightly higher conversion value at the instant the bond is recalled.
Numerical Results
S 0 Benchmark = 0 = 0.0001 = 0.01 0.8 Parameters and the benchmark values for the convertible bond were obtained from [16, p. 131 ]. We used the LSMC method to approximate the solution of the auxiliary optimal switching problem and obtain a value for the convertible bond. Exact simulations of 10,000 sample paths for the jump diffusion (6.15) were obtained by following the algorithm outlined in [7, pp. 138-139] . Simple monomials of degree 4 were used to approximate the conditional expectations.
The LSMC method was run 100 times for different values of (cf. equation (6.17)), with an average computational time of 30 seconds per run. Table 3 records the mean of the convertible bond's value to three decimal places and the standard deviation is given in parentheses. In most cases the value of the bond increased in as expected. However, the value of had no effect when the initial conversion value was above the strike, ηS 0 ≥ K. In this case it is optimal for the company to immediately recall the bond, hence the value of 1.3 = K. The mean values, which are also represented graphically in Figure 3 , show that the LSMC approximations are quite close to the benchmark values in this case as well.
Conclusion
The results of this paper show that optimal switching can be used to solve a finite time horizon Dynkin game and prove the existence of a saddle point. Three numerical examples were used to illustrate the utility of the method. The first example, which was obtained from [3] , showed that the least-squares Monte Carlo approximate solutions to the auxiliary optimal switching problem were very close to the free-boundary solution for the game's value. This was re-emphasised for the second and third examples of game options which were taken from [16] . The least-squares Monte Carlo numerical method for the optimal switching problem gave quick and accurate (according to the benchmark) approximations to the option value -even when the underlying stochastic process had jumps.
A The relationship between upper and lower values
We first prove an elementary lemma on the relationship between upper and lower values for the Dynkin game. Similarly, the left-hand side of equation (1.3) is a lower bound for the right-hand side over all choices ofσ. Since the infimum is the greatest of these lower bounds, we must also have,
B Proof of existence of the game value
Next, we introduce -optimal strategies for the switching problem.
Definition B.1 ( -optimal strategies.). Given > 0, we say that α ∈ A i is an -optimal strategy if it satisfies:
V (i) ≤ J(α; i) + .
Note that Assumptions 3.1 and 3.2 ensure that the value function V (i) is well-defined for i ∈ {0, 1}. The existence of -optimal strategies then follows by properties of the supremum. Now let > 0 be given and let α 1 ∈ A 1 , α 1 = τ (1) n , ι
(1) n n≥0
, satisfy:
V (1) ≤ J(α 1 ; 1) + .
The switching control α 1 is therefore -optimal. Let u 1 be the mode indicator function associated with α 1 and defineτ to be the first switching time under α 1 : By construction, u 0 is a valid mode indicator and we can associate with it a switching control α 0 . Furthermore, we can verify that α 0 ∈ A 0 since α 1 ∈ A 1 . The strategies α 0 and α 1 , their associated mode indicator functions, and the stopping timesτ and σ are referenced in the following steps which ultimately prove Theorem 4.1.
B.1 Step 1
The following proposition shows that the lower value of the game W − is bounded below by V (1) − V (0). Proposition B.2. For i ∈ {0, 1}, let V (i) be the value function for the optimal switching problem with performance index (2.11). Let σ, τ ∈ T and D(σ, τ ) be defined as in equation (2.1). Then Let τ ∈ T be arbitrary and define u 1 by:
Then u 1 is a valid mode indicator and we can associate with it an admissible switching policy α 1 ∈ A 1 . The rest of the proof follows in the same way as Proposition B.2 with the roles of α 1 and α 0 reversed. However, by Lemma A.1 the following holds:
B.3 Step 3 and conclusion
We then arrive at the claim (4.2) since,
