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ALOORITMO DE EXPANSÃO DO SISTEMA DE TRANS- 
MISSÃO UTILIZANDO METODO DE ANALISE DE CON 
TINGENOIAS ESTÃTIOO. 
CONCEITOS E DEFINIÇÕES DA TEORIA DE GRAFOS
1 
` RESUMO 
O problema do planejamento da expansão de sistemas de 
«transmissao requer uma soluçao na forma de um cronograma de acrês 
cimos de linhas, de modo a atender restrições de segurança e mini 
mizar o custo. . 
A soluçao do problema de decisoes sequenciais propostoë 
procurada por algoritmo de programação heuristica de busca em gra 
fos, que apresenta a possibilidade de dar soluções sub-õtimas quan 
do a õtima nãosê acessivel dentro do tempo de computação disponí 
vel. Propõe-se uma heurística em função da demanda, o que leva a 
uma boa eficiência. ' 
O critério de segurança encontrado com essa aplicaçãona 
bibliografia ë formulado sob o ponto de vista estãtico, que supõe 
estabilidade quando o sistema, sob contingência, não apresenta , 
em nenhum de seus ramos, defasagem superior a um mãximo arbitrãrkx 
normalmente aceito como 36°. '. 
Propõe-se, neste trabalho, a avaliação da segurança' a- 
través do segundo mëtodo de Liapunov, com uso da energia do siste 
ma como “função de Liapunov". As informações assim obtidas sobre 
o comportamento do sistema sao mais realistas, permitindoimmmmüor 
racionalização no uso do sistema, o que leva a um planejmmnmo mais
A economico. Isto demanda um grande esforço computacional, visto ser 
o método de Liapunov matematicamente complexo, razão pela qual se 
propõe ainda uma utilização conjunta dos dois métodos: o primeira 
A A seleciona com eficiencia as contingencias mais criticas, que acu 
sam sobrecarga do ponto de vista estãtico, para anãlise pelo se- 
gundo método de Liapunov que, então, reexamina considerando a es- 
tabilidade transitõria do sistema.` 
Os resultados obtidos com os metodos citados são mostra 
~ A dos em tres exemplos distintos e, invariavelmente, os custos da 
estratégia de expansão obtida com consideração do comportamentodi 





The planning problem of the transmission system ranúres 
-a solution in form of a line addition chronogram in order to 
satisfy security restrictions and minimizing the cost. 
_ 
The proposed sequencial decision problem solution is 
searched by an algorithm of graph search heuristic programming 
which allows the possibility to yield sub optimal solutions when 
the optimal solution is not accessible within the available com~ 
putation timef\A heuristic method is proposed as a function of 
demand. This procedure has demonstrated a good efficiency. 
- The security criterion found in the bibliografy with 
this application is formulated under a static point of view,that 
supposes stability when the system under contingency does not 
present in any branches an angular difference greater than an 
arbitrary maximum, normally accepted as 36°. . 
The security assessment is proposed, in this . work , 
flneugh Liapunov's second method with use of system energy _as 
"Liapunov's function". The information so obtained about system 
performance is more realistic, permitting a more rational use of 
the system resources . And so , a more economic planning is 
obtained. It demands a great computational effort since .the 
Liapunov's second method is mathematically complex. So a comflgate 
utilization of the two methods is proposed: the first selects 
eficiently the more critical contingencies, that produce over 
load from the static point of view, for analysis by Liapunov's 
second method which reexamines the system considering system 
transient stability. ~
H 
The results obtained with the mentioned methods are 
shown in three destinct examples. The cost of the expansion 
strategy obtained with dynamic performance consideration are 
ihvariablypinferior.
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1. INTRODUÇÃO. - \ 
Considerando a constante expansao do mercado de energia 
elétrica, é necessário que o sistema de transmissão seja planeja- 
do de forma que em nenhum momento se faca sentir deficiência no 
fornecimento. Isto significa que a capacidade de transmissão deve 
acompanhar o crescimento da demanda, com suficiente margem de se- 
gurança para absorver eventuais falhas dos equipamentos. Em pla- 
nejamento do sistema de transmissão é dado ênfase a falhas prove- 
nientes de retirada de linhas: 
_. ~ 4 _ A expansao do sistema de transmissao e realizada atra 
vês de sucessivos acréscimos de linhas visando atender a uma res- 
~ .... 4 ,.. triçao de seguranca. A soluçao procurada e, entao, um cronograma 
Ótimo de acréscimos de linhas ao sistema minimizando o custo. A 
crescente magnitude dos sistemas de potência torna pouco viáveis 
_. _. - ^ 
as soluçoes baseadas na intuiçao ou experiencia de pessoas que 
trabalham no ramo. Assim foram desenvolvidos métodos computacio- 
` 4 4 ,.. nais para procura da estrategia otima de expansao, destacando se 
os algoritmos de busca em grafos, especialmente os que utilizam 
programação heurística (ÍÊIL[ÉQ],[}§¶,mm?Smidesempenho. 
O critério de segurança adotado então foi a observaçãodo 
- ¬ 
sistema sob o ponto de vista estático, consistindo o procedimento 
de análises de contingências, sempre perda de uma linha de trans- 
missao, nao permitindo que a defasagem angular entre extremidades 
de qualquer linha ultrapasse um valor maximo arbitrãrio. Este va- 
lor é definido visando estimar que o sistema possui caracteristi- 
cas de estabilidade quando se verificar o critério, e é normalmen 
te adotado como 36° . Esta estimativa assegura a estabilidade , 
na grande maioria dos casos com uma expressiva margem de seguran- 
ça, o que torna o método consideravelmente conservativo. 
l 
Devido a natureza nao linear dos sistemas de potencia , 
d_método de defasagem máxima não informa sobre a magnitude da per 
turbaçao a que o sistema resiste, impedindo que os equipwmnmos se 
jam utilizados mais plenamente. 
Para amenizar este problema, diminuindo a conservativi- 
dade do método de~anãlise de segurança, propoe-se a inclusao de 
um critério que considere os aspectos de não linearidade do siste
4‹ 
ma. Para isto, neste trabalho, propõe-se a utilização do segundo 
mëtodo de Liapunov para anãlise da estabilidade transitória, com 
determinação de dominios de estabilidade atraves da energia do 
sistema tomada como função de Liapunov ([ã],[lI],ElÂ ). Este meto 
do permite, não uma estimativa, mas a afirmação da estabilidade 
quando o ponto de equilibrio do sistema na condição pré-falta es- 
tiver contido no dominio de estabilidade do ponto de equilibriodo 
sistema sob contingência. Se isto não ocorrer, assume-se instabi- 
lidade, embora não o seja necessariamente, o que caracteriza a 
conservatividade do método. Observa~se, no entanto, que esta con- 
servatividade ê bem menos expressiva do que a do método anterior. 
O capitulo 2 tem a finalidade de descrever o mëtodo de 
Liapunov para anãlise de estabilidade, desde o modelo empregadopa 
... A .- 4 A ra representaçao do sistema de potencia ate analises de contingen 
cias. 
~ , 1 ~ 
g 
. Sao dados do problema, alem da descriçao do sistema de 
transmissão, uma sërie de estãgios de planejamento com vetores de 
injeções associados. Então, o problema consiste em encontrar uma 
politica de expansao que faça o sistema estãvel em todos os .ins- 
tantes e, do ponto de vista econômico, que seja menos onerosa, A 
solução deste problema ë proposta através de algoritmos de busca 
em grafos. Utiliza-se, neste trabalho, um algoritmo de programa- 
ção heuristica aplicado a problema de decisões sequenciais, que 
dã a possibilidade de se obter uma soluçao sub-õtima, quando a Õ- 
tima ë impossivel ou muito dificil de ser obtida. 
s O capitulo 3 se destina a descrever o algoritmo de bus- 
ca em grafos. 
A soluçao do problema, entao, pode ser obtida de duas 
maneiras: uma envolvendo anãlise de segurança por metodos estãti- 
cos e outra por anãlise do comportamento dinâmico do sistema pelo 
método de Liapunov, o que ë proposto neste trabalho. ' 
_ 
A complexidade~ matemãtica envolvida nos cãlculos rela 
fiivos a dominio de estabilidade torna o metodo pouco eficientecnm 
pbtacionalmente, dificuldade esta minorada por utilização de um 
procedimento combinado estãtico-dinâmico, que reserva para anãli- 
›~ 4 4 . ~ se dinamica somente aqueles casos em que a analise estatica nao 
conclui pela estabilidade. A validade deste procedimento ë assegu 
rada na medida em que 0 método estãtico ë mais conservativo do
5 
que o dinâmico. 
Propõe-se, ainda, a utilização da heurística avaliaàaem 
função da maxima demanda atendida pela configuração. 
O capitulo 4 tem o objetivo de descrever a aplicação do 
método de análise de_segurança dinâmico no planejamento de trans- 
missão, bem como fazer considerações sobre a heuristica. 
No capítulo 5 são mostrados exemplos das aplicações dos 
metodos de análise de segurança estático e dinâmico, estabelecen~ 
do comparações entre os resultados.
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2. O MÉTODO DE LIAPUNOV PARA ANÁLISE DE ESTABILIDADE. 
2.1. INTRODUÇÃO. 
' Este capítulo apresenta o mëtodo de Liapunov para anãli 
se de contingências de sistemas de potência com o único propõsito 
de dar a este trabalho uma sequência de conteúdo, uma vez que es- 
te mêtodo já se encontra extensivamente descrito na l literatura 
([2], |:_3j, 5111, ÍL:lZ:1, e outros). - 
E apresentado o modelo que serã utilizado para represen 
tacão do sistema de potência e descrito o.mêtodo de cãlculo do do 
minio de estabilidade atravês da energia do sistema tomada como 
"função de Liapunov". A seguir, mostram-se simplificações dos cãl 
culos, com o intuito de minorar o esforço computacional na obten- 
ção do domínio de estabilidade. Ainda com vistas a obter uma maior 
velocidade de cälculo, adota-se para determinação dos ângulos de 
barra o método linear Éluxo de potência d.cJ. Isto permite uma a- 
valiação rãpida dos ângulos pôs-contingência, como se vera adian- 
te. . ' 
2.2. o MODELO Do SISTEMA DE 1>oTENcIA PARA ESTABILIDADE TRANSITO- 
RIA 1:21.
` 
Visando amenizar a complexidade matemática, utiliza «se 
um modelo simplificado, observando que as simplificações não dis 
tanciam o modelo da realidade, uma vez que no caso de estabilidaD 
de transitõria 5 razoável adotar~se as hipõteses abaixo. Assim , 
admite-se que:
p 
~ Os enlaces de fluxo nas mãquinas síncronas do sistema são cons- 
~ tantes; “ ' 4 
- As potências mecânicas entregues pelas mäquinas primárias são
constantes; 
- As constantes de inércia das mãquinas são constantes; 
veis, considerando suas constantes de tempo em relaçao ao tem- 
- Os efeitos dos reguladores de tensão e velocidade são desniezi- 
po de duraçao do fenômeno transitõrio; 
~ Os efeitos de reaçao de armadura nas maquinas sao despreziveis ~ .- ~ 
._ - As maquinas sao›supostamente, de rotor liso. 
tes, o que, por utilização.da matriz admitãncia de barras permi- 
te reduzir o sistema as barras de geração. A partir dai, podem-se 
... A Admite-se, ainda, que as cargas sao admitancias constan 
escrever as equaçoes diferenciais: 
\ . 


















' i = l,2,..., n
\ 
- tempo - 
- ângulo entre o eixo direto da i-ësima maquina e um eixo 
que gira ä velocidade de referência. 
- constante de'inêrcia da i-êsima máquina. 
constante de amortecimento da i-êsima máquina. 
- constante de amortecimento assíncrono entre a i 
ma mãquinas. _ - 
- potência mecânica no eixo da í-êsima mãquina. 
- potência elétrica entregue pela i-êsima máquina 
H
. 
- a condutância equivalente ã carga na barra i do sistema 
+ Pei Pm O (2.l.l) 
_ 2 . - _ , _ - cii1Ei| + jzl|E¿! !Ej| Bij S0n(õi õj) (2.i.2)
8 
reduzido. _ ~ 
Ei - a tensão na i-êsima mãquina e ' 
Bij - a suceptãncia entre as barras i e j no sistema redu- 
zíâfífl; 
Mi Mj 
se obtêm fixando um ãngu1o,_5n, como-referência, definindo assim 
zido as barras de mãquinas. 
Define-se coeficiente de sincronização como 
Fij = ¡Ei! - Ifijl - Bij , (z.1.3) 
e injeção na i-ësíma barra como 
_ 2 
Consideram~se as variãveis de estado: 
i,2,...,n 
~>.' âõi 
wi " 51 = TE? 
Se hã n. mãquinas e amortecimento não uniforme 
([18]) necessitam-se de Zn-1 variãveis de estado, que 
ai = õí - õn , i = 1.2,... n-1 






é = -M`1Rw - M`1Ttf (P,F,@) (z.1 5) 
a = Tw
mt = Eiwl wz ...wáj _ 
at = 
F = ÍF12 Fu P111 Tfzs P211 Fn-1?
3 ›-I 
í,j = l,2,3' oz. n 
r.- = 1 . J n, 
ml ‹z2,...‹»n_11 
â.-.1 t -l^ P = ooo P 
É M = diag [Mi]
' 
dí+1<í1bík 'l=_J 
Í kfí ` 
n-1 › . _ 
n-1 
13 1 3 1n 1 f,(P,F,d) = -P. + E F.. sen(G. 
- G.) + F sen U 
1 1 j=1 
Os pontos de equilíbrio são tomados através de 
‹Í›=‹Ãz=o 
resolvendo as equaçoes 
\ 
w = O 
' f(P,F,a) = O 
de onde vêm as soluções da forma 
V c‹›.‹›f*1t
10 
com O C Rn e 
E de GDRH-1
. 
Considere-se o politopo L dado por 
= {a |aí}_í %%z|qi - aj|_í%%, i = 1, Z, ... n-1}i 
Se existe de 6 L, então [:0,ae:]t ë um ponto de equi 
librio assintõticamente estãvel de (2.l.5).
I 




2.3.1. A Energia do Sistema como Função de Liapunov. 
' Prova-se que a energia total do sistema ê uma função de 
Liapunov para a estabilidade assintõtica do ponto de equilibrh)dp 
sistema, transladado para a origem. Assim, definem-se novas varia 
veis de estadozu 
. , Í 
V 
szi fpai _ aí , 1 = 1,2,... n-1' (z.3.1) 
de modo que a equação (2.l.5) É modificada para: 
é = -M'1Rw - M`1Ttf(P,F,z + ue) ( 2.3.2) 
_ 
z = Tw 




}_,.._ A energia do sistema considerado na última equação ê 
a;V = 1' É M mz + nšz nšl F V-cos(¿ V+aç )+cosae -z senue Í 
f 





_ \ n-1 
+ 
íšl Finffcos (ii 
+ dê) + cos ag - zi sen (dÍ)] - (2.3.3) 
. \ - 
onde 
_ Zi _ Zj 
G 6 6 QL.. = (z. - (1. “ 1] 1 J . . 
- , ¡ 
Note-se que os pontos extremos da energia potencial sao 
pontos de equilibrio do sistema e que a funçao V tem derivada V 
da forma ' ~ ~~ ' ` - A ' 
V = -mt Rz» (2.3.4) 
que ë semi definida negativa. Com teorema de La Salle, mostra -se 
qué a funçao ë valida como função de Liapunov para estabílidadeas 





com L2 dado por 
` ‹ 
" 






Lzp- {z|Ç-H-2uk)_ízk_í(w-Zak) e (-W-2akp)í zkp_í(n-2akp)} 
k,p = l,2,... n-1, k#p ' .(Z.3.5) 
Se aÊs:L, então L C L2. 
A energia potencial 






ëluma funçao radialmente crescente em L2 ; logo, em G nao hã 
ponto de equilibrio além do ponto de equilíbrio assíntõticamente 
estãvel.
12 
2.3.2. Determinação do Domínio de Estabilidade. 
Considerando o exposto, o dominio de estabilidade pode 
ser obtido através da solução do problema de otimização ' ~ 




sendo ÔL2 a fronteira de L2. 
O domínio~de estabilidade serã dado por 
D .= {E«Ê-*lt 
I 
vcE»Í2É't›t<vctE»'í2*Ê1it) = EpcP.F,Z*)1. 
O ponto Z*, que resolve (2.3.7), ë o ponto no qual o- 
corre a tangëncia da superficie de nível de E com a fronteira 
. . P de L2 , e o.conjunto de nivel correspondente fica inteíranmntecon 
tido em L2. 









ls.a. Zewkf 2 
sendo Wk um hiperplano contendo a K-ësima face do politopo L2. 
As faces WkfT_L2 do politopo L2 são dos tipos “ 
zk = zk - (in - zaí) = o e 
' (2.3.9) 
_ _ _ _ e = Zkp ~ zkp (in Zakp) O (2.3.l0) 
1 
A procura do ponto de tangência em uma dada face pode 
ser feita tomando-se uma das variáveis (ak) ou a diferença de 
duas (zkp)' constante durante a busca na face correspondente. As 
sim a parcela da função objetivo que depende de zk ou Zkp ê 
constante e denominada limite inferior da energia potencial na fa 
ce correspondente, sendo dada, observando '(2.3.3), por([:l2¶.):
13 
F..[}cos zfl. + ug.) + cos Gç. ~ 2.. sen Gç. 2.3.11 gk 13 ( 13 13 13 13 13:} ( ) 
com 
k = l,Z,... m , 4 m = n (n-1) e . 
k designando a face correspondente ãs mãquinas i e j. 4 
definindo 
parte, e utilizando os multiplicadores de Lagrange, o problema ê 
Considerando cada um.dos tipos de face (2.3.9)e(2.3.1m 
^ 0-. `8 o problema de tangencia a face como um subproblema 
formalizado por ' - 





~. [mÊn{Ep(1>,F,z) + Àfizk-,zp-(rw - 2(‹×¡Í - ‹>z§))]} (z.s.1:â) 
~ im. zeL2 . - 
Conforme (Z.3.8) o Z solução de (2.3.12) que forr 




para i # k 
Soluçao do subproblema (2.3.l2). 





jšlFij[§en(2íj+GÊj) - senaÊš]+ Fin[šen(zi+oÊ)-senuãij 
' 
- (2.s.14) 
Para i = k , vem:
14 









. _ 8E _ _ _ e ‹VEn ~ 5? - Zk (tw Zak) (2.3.16) 










J__ : = 13 52. ~ 
J _ . 
' 




1,j = 1,2,..., n-1 
õ(vEn) ' ' 
Jn,j =Jj'n_=T= Ú (2.3.18) 
Jn;k = Jk,n'= 1 
_ Condição necessária para o mínimo de (2.3.1Z):' 
VE = 0. 
2.3.2.2. Solução do subproblema (2.3.l3). _ 
O gradiente de E = Ep(P,F,Z) + ÀZkp ë dado por 
` VE = [§Ei:] i = 1,2,..., n
\
\ com ' 
n-1 
_ 4 e _ e ` ç _ e- .pVEi - jš1Fij[§en(zij+aíj) senaiš]+ Fín[§en(zi+al) senail 
para i = l,2,..., n-1 , i f k , i # p.
15 
para i ¿ k : ¡ 
n-1 . 
. _ e _ _' e _ e Vfik _ jÍ1Fkj[še"ÇZkj+“kj) Se” °kii+Fkn[Êe“(Zk*“k) 5°““k:T*^ 
' (2.3.l9) 
para i = p: 
n-1 _ 
VEP = j€1Fpj[sen(zpj+flšj)-senapj]+ÉpnEsen(zp+aš)-sendšj - À 
› (2.3.20) 
8 - . 
VEn= Zk-- Zp _ÊTT - -fa Útb 
No ponto soluçao de (2.3.13) o vetor gradiente da e- 
nergia potencial-ê normal ã face Zkp do politopo, e as componen 
tes são ' . ~ 
A' oo ... o...o o...o o Í [ vfik _ vfip ]_ 
No ponto õtimo: ' 
» _ 
: \ 
2 - z = ifl ~ 2(ae _ ae) 
.k p 
` k p 
e, então . 
= _ 
- A solução de (2.3.l3) através do algoritmo de Newton- 
Raphson com vistas a ter, no ponto solução, todas as componentes 
do vetor gradiente nulas ê realizada eliminando a p-êsima compo- 
nente somando-se-lhe a k~ësima componente, formando novo vetor 
gradiente VE': 
V i 
\ vfií = vai , 1 = 1,z,.... 1 f p , 1 f k 







A condição necessária para o mínimo de (2.3.l3) ê 
-VE'=0. \ 
A matriz jacobiana do gradiente ë dada por:
_ 
' n-1 ~ 
.jíl Fijcos(zíj + qãj) + Fih cos(zi + eg), .i=j 
t -píj ¢0s(zij + aãj) , ifj . 
i = l,2,...,(n-1), í f k¡ i f p 
n-1 e . 
Jkk = Z, Fk.cos(zk.+ak.)+Fkncos(zk+GÊ)-F kcos(z +Ge ) jzl J J J p pk pk 
n¬1 ' 
Jkp = E F .cos(z .+ae.)+F cos(z +06)-F cos(z +ae ) 5:1 pi pa ps pp p p kp pk kp -
0 





= -1 J = 1 pp ”~- pk 
° :O . = n|.|, _ . v. , . JPJ › J 1.2. H 1 J f P J f k 
A energia potencial, em L2 , comporta-se de maneira se 
melhante a uma função quadrãtica, o que justifica o emprego do mš 
todo de Newton-Raphson, que ë eficiente neste caso. 
\. 
por 
A solução iterativa dos problemas apresentados ë dada 




onde VLÍzi) ë o valor do gradiente do Lagrangiano calculado no 
ponto z do i-esimo passo. ~ 
É 
A cada iteração i do mêtodo Newton-Raphson, z1+l ë 




. Uma condiçao inicial zero na solução de (2.§.l2) ou. 
(2.3.13) leva a um ponto que ë a solução de 
. min '{ztH(o)z } (z.3,zz)
Z 
s.a. Zk = 0 
ou 
‹ " 
min {ztH(o)z} (2.3.23) 
scan ='0 I
' 
onde H(0) ê a matriz Hessiana da energia potencial Ep(z) , a- 
valiada na origem. Assim, se a origem ê utilizada como condição 
inicial, a segunda iteração de (2.3.l2) ou (2.3.l3) tem como
~ ponto de partida a soluçao de (Z.3.22) ou (2.3.23). 
_ 
Se o algoritmo de Newton~Raphson converge, converge pa- 
ra um ponto dé`tangência. “ ` 
Note-se que o ponto de tangëncia deve pertencer a L2 , 
\ . 
sob pena de não se poder afirmar que a superfície de nível fixa 
um domínio de estabilidade. 
A condiçao para que o ponto encontrado seja um 'mínimo 
ë a hessiana ser definida positiva. No entanto, por ser conhecido 
o comportamento radialmente crescente da energia potencial em L2,
\ 




2.3.3. Simplificaçoes na Obtençao do Domínio de Estabilidade. 
2.3.3.1. Uso de Apenas uma Iteração do Método Newton-Raphson. 
. A fim de se obter uma velocidade de cãlculo maior, o 
que ê desejãvel neste trabalho, fazem-se algumas consideraçoes em 
relaçäo ao ponto de tangência e energia potencial. 
. O valor de Ep na solução de (2.3.l2) ou (2.3.l3) ël 
um valor proximo ao valor do Ep no ponto de equilibrio instãvel 
de menor energia potencial e uma vez que, prõximo deste ponto, a 
função energia potencial varia muito pouco ([}j), a solução. de 
(2.3.22) ou (Z.3.23) ë um valor proximo aquele. Dai segue a 
._ ~ possibilidade de se usar a primeira iteraçao da soluçao de (ZJLIZ) 
ou (2.3.l3) no método de Newton¬Raphson como uma soluçao aproxi 
mada para o dominio de estabilidade. Observe-se que esta aproxima 
--f ‹ ' . . çao resulta em valores um pouco superiores aos valores obtidos cmm 
a soluçao exata. A regiao assim obtida excederã o dominio de esta 
bilidade que seria dado pela soluçao exata de (2.3.l2) mi(2.3J3) 
Nos casos jã analisados o erro cometido não excedeu a 5% . Isto 
se explica em virtude da função energia potencial ser uma função 
com pouca variaçao em pontos prõximos dos pontos de equilíbrioinâ 
tãveis com menor energia potencial ([§]). Alëm disto, o uso des- 
te procedimento conduz a um valor de energia menor do que aquele 
de Ep calculado no ponto de sela. . ^ 
2.3.3.2. Uso dos Limites Inferiores como Apontadores na Pesquisa 
da Face de Tangëncia. 
. O problema colocado na forma (Z.3.8) supõe o cãlculo 
da tangência em cada uma das faces para então identificar o valor 
minimo. Por outro lado, a experiência mostra que as faceslus quais 
._ 
os limites inferiores tem menores valores sao aquelas com a maior 
probabilidade de conter a tangëncia com o domínio de estabilidade 
Tendo este fato em mente, ordenam-se os limites inferiores em or- 
dem crescente e segue-se esta ordem na pesquisa de tangências, do 
seguinte modo: '
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l. Toma-se a primeira face, correspondente ao. primeiro 
limite inferior - calcula-se o ponto de tangência e 
o valor da energia potencial. ` 
2. Compara-se o valor da energia potencial calculadocmm 
o prõximo valor da lista. ~ 
Se maior, substitui-se o limite inferior pela ener- 
gia calculada, reordena-se a lista e retorna-se ao 
passo 1.i i 
Se menor, este ë o valor da energia do dominio de es 
tabilidade, bem como esta ë a face de tangência. 
~ A experiência mostra, ainda, que a face de tangência se 
coloca nas primeiras posiçoes da lista de limites inferiores na 
primeira ordenaçao e que esta posição normalmente está colocada a 
' ~ tê a Zn-ësima colocaçao. Este fato possibilita uma truncagem da 
lista de limites inferiores, vindo a resultar em economia de es- 
forço de reordenaçoes da lista. . 
Z!
I 
\ - \ 
4. ANÁLISE DE `coNT1N‹3ENcIAs. , 
i 
O termo contingência, neste trabalho, serã aplicado ã 
perda de uma linha de transmissão do-sistema e a anãlise compreen 
de a verificação dos efeitos causados por esta perda. Os cãlculos 
envolvem fluxo de potência ( neste caso, empregada a forma' mais 
simplificada: linear ) prë e pôs contingência, determinação do do 
mínio de estabilidade da situação p6s~contingência. O algoritmose 







4.1. Fluxo de Potência D.C. EÉI- Determinação dos Ângulos Prê- 
_ 
Contingência. . 
1 O método aproximado tem a vantagem da rapidez, uma vez 
que a soluçao ë direta, ao contrário dos processos iterativos.
à 
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O cãlculo dos ângulos ë formulado por: 
P = -Be -Q-eê-B`1P (2.3.1) 
onde 
. 
B ë t^n í ' a suscep a c a da matriz Ybarra, 
P ë o vetor de injeçoes do sistema, / 
6 ë o vetor dos ângulos de barras. 
Uma vez selecionada a barra de referência, a matriz B 





2.4.2. Determinação dos Ângulos Apõs a Contingência.
¢ 
Suponha~se que se retire uma linha entre as barras 1) e 
q e que esta retirada produza, no ramo p-q uma variação de ca- 
pacidade AW(A3 É %%, x = reatäncia da linha). - ~ 
A variação dos ângulos de barras serã dada por:
g 
A8 =4 B'1-B`1 ¢ ' 2.3.2 u( P Q ) pq ( ) 
sendo G definido por: 
_ _ Av au-1 
1 A B'1 B*1-zB`1
' 
+ “( pp* qq pq) 
onde 
l 
Bšl - p-ësima coluna de 'B_1 W 
Í -1 
, 
. -1 Bpq - elemento da coluna p e linha q de -B 
f¢pq ~ defasagem no ramo p-q , antes.da contingência 
'-1: _1: = ^ ' 




A vantagem deste procedimento reside no fato de nao ser 
necessãrio modificar e inverter a matriz B a cada contingênciaem 
uma dada configuração. Pode-se, tambëm, utilizar o processo para 
atrêscimo de linhas, o que agiliza sobremaneira os cälculos de 
expansão do sistema de transmissão, uma vez que, em todo o desen- 
volvimento, apenas a inversão da primeira matriz ê requerida.~
/
I 
2.4.3. Avaliação da Contingência. 
. 
' Â 
Determinados os ângulos de equilibrio do sistema apõs a 
retirada da linha, reduzidos ângulos e matriz admitãncia ãs bar~ 
ras internas das mãquinas, procede-se o cãlculo do domínio de es- 
tabilidade, expresso pelo valor da função de Liapunov na tangên- 
cia, V(Z*).. _ 
Í 
Avalia-se a função de Liapunov no ponto de equilibrioan 
tes da contingência - V(Za) - tomado como condição inicial de per 
turbação do sistema equilibrado pôs-contingência, A comparaçãocbs 
dois valores permite concluir sobre a estabilidade (V(Za):§V(Z*)) 
ou instabilidade (V(Za) > V(Z*)) do sistema. 
V 
Aquí, cabe definir INDICE DE SEGURANÇA ([z]), como uma
^ medida da margem de segurança do sistema sob contingencia: 
' ‹
\ 
; ii = 
V(Z*í) -çVÍZai) u (z.3.4) Se _v(z*1u), ' 
onde "i" se refere ã contingência considerada na i-ësima linha de 







Se o sistema se mostra seguro para todas as contingên- 
cias, o indice de segurança da configuração ê dado por:
,
1 
1 . - 
X = ° 1 
X 







Se, para alguma(s) contingência(s), o sistema se mos- 
trar instãvel, este sistema representado pela configuraçao em es 
tudo ê dito sobrecarregado¡ bem como a linha cuja retirada levou 
ã sobrecarga ê dita sobrecarregada.' `
‹ 
2.5. CONCLUSÃO. › 
' Este capitulo apresentou a análise de esuúúlidmkade Lia- 
punov tal como se acha na bibliografia" ([Ê],[§],[f],[ll],[l2:]). 
Foram mostrados o modelo do sistema de potência, o mêtg 
do de cãlculo de dominio de estabilidade tomando a energia do sis 
tema como função de Liapunov e, apõs, foram descritas as símplifi 
cações para obtenção de maior'velocidade de cãlculo, sendo que o 
uso apenas da primeira iteração do método Newton-Raphson foi efe- 
tivamente empregada na elaboração do programa de'computador usado 
para testes. ' f V ~g 
~ Adotou-se o cálculo de fluxo de potência linear (d.c.) 
devido ã alta velocidade mas salienta-se que qualquer outro mêto- 
do o pode substituir com prejuízo apenas da eficiência. 
A anãlise de estabilidade serã usada para fins de .ava- 
liação de viabilidade de configurações que serão geradas pelo al- 
goritmo apresentado ao longo do prõximo capítulo.
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3. EXPANSÃO DA REDE DE TRANSMISSÃO DE ENERGIA ELÉTRICA. 
3.1. INTRODUÇÃO 
,/ 
- O algoritmo que se empregarã na solução do problema dq 
planejamento do sistema de transmissão de energia elétrica ê apli 
cãvel a qualquer problema de decisões sequenciais, sendo neste na 
balho particularizado para o caso em estudo. ' . ` 
O problema se apresenta da seguinte forma: o sistema , 
descrito por sua rede, deve evoluir a partir de uma configuraçao 
inicial durante um certo número finito de estãgios de planejamen- 
to, sempre atendendo a requisitos de segurança e procurando mini-
I 
IIl1Z3.I` OS CUSÍOS . 
' O planejamento a_curto prazo consiste em uma particula- 
rização a um estãgio de planejamento. Trata-se de encontrar em um 
passo de expansao, uma configuraçao que viabilize o sistema a mi- 
nimo custo. - . 
O planejamento a longo prazo pode ser colocado, na for- 
ma mais simples, como uma sequência de planejamentos a curto pra-
~ zo, o-que gera uma soluçao rãpida - solução incremental - mas po- 
de se distanciar da solução õtima. Em uma.outra abordagem, podem- 
se gerar todas as sequências de expansoes possíveis, para-apõs es 
colher aquela que se apresentar melhor, o que pode levar a-proibi 
tivas exigências de memõria e tempo de processamento em computa- 
dor. ~' 
Neste trabalho se farã uso de algoritmo de programação 
heurística aplicado a problema de decisão sequencial (E8:D, que 
procura diretamente uma sequência de soluções sub õtimas. Essa se 
quência tende, em tempo finito, ã solução õtima, ou pãra ao esgo- 
tar-se o tempo disponível, fornecendo a melhor solução sub-õtima 
encontrada, nunca pior do que a solução incremental. Segue-se de 
perto, neste capitulo, a referência [:81, para apresentação dos 
resultados bãsicos de otimização. . 
. , I
3.2. O MODELO DA REDE. 
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A rede de transmisšaõ`serâ descrita por seus nõs e ra- 
mos, com seus respectivos parâmetros de interesse associados. Os 
conceitos e definições da teoria de grafos úteis para o desenvol- 
~ ' A ` ~ vimento do trabalho sao dados no Apendice B. Dao-se a seguir al 
3.2.1. Inj 











gumas relações de interesse entre a rede e parâmetros associados. 
eções e Fluxos. 
Seja (N,M) uma rede finita, com M = {r1,r2,...,
n 








Um vetor fã Rm pë o vetor de fluxos para a rede (N,M) 
e'sumidouros se _ 
icw-(nj) ieW (nj) 
1” 
) ê 
ë o conjunto dos ramos emergentes do nõ nj,_ 
o conjunto dos ramos imergentes no nõ nj.. 
A expressao (3.2.l) corresponde ã primeira Lei 
ulos e Defasagens.` 
pj + 2 = 9 j = lg2'0||n 
de 
Sendo 6 cRn o vetor dos ângulos dos nõs, o vetor defa 
sagens ¢ elf" ë tal que, para todo ramo_¶ri=(np,nq), 
¢¿ = ep - eq , 1 = 1,z,...,m 
...~.,.-_...-¬. . . Y
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3.2.3. Matriz de incidência. _ 
A matriz de incidência A(m x n) do grafo (N,M), com 
N = {n1,n2,...,nn} e M = {r1,r2,...,rm} , ë definida como: 
1 se rie:W+(nj), ou se ri emerge de nj 
Aíj = -1~ se rie:W (nj), ou se ri imerge em nj ” 
0 se ri ¢ w+(nj), ri ¢ W-finj), ou se ri não ë adja 
' cente a nj. 
3.2.4. Anãlise de Ãngulos e Fluxos. 
- ‹ Consideradas as definições anteriores, valem as seguin+ 
tes.relaçoes:, . - ` ‹ 
P = Atf , considerada a definição (3.2.l) 
e Ç
\ 
' . . - ~ 
¢ - A6 , considerada a definiçao (3.2.2). 
3.3. O PROBLEMA DA EXPANSÃO. 
_ 
O problema da expansão serã colocado aqui como um pro~ 
blenua de busca de caminho õtimo em grafo, como segue. O grafo de expansão ê 
um grafo que atende aos conceitos dados no apêndice B, sendo que 
seus nõs nqnesentwn'configurações e seus ramos representam transi- 
ç'1.\ões de estados - neste trabalho, sempre acréscimos de linhas - de forma 
que dois nos np e nq e o ramo rpq=(np,nq) significam que a 
configuraçao Cq foi obtida a partir da configuraçao Cp por a- 
dição de uma determinada linha, o que determina rpq. Todo o grã-
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fo ë gerado a partir de no., ou de C0 , o que leva a um grafo 
que, se for uma ãrvore (B.l3) , certamente sera uma arborescmuja 
(B.l4) , uma vez que ng ë o centro (B.l2). ' 
' ~ . A . O problema, entao, consiste em encontrar uma sequencia 
de configurações (C0,C1,C2,...,Ck) tal que se obtenha, ao longo 
do tempo considerado, o mãximo grau de segurança ao mínimo custo. 
Dito de outro modo: procura-se, dentro do grafo de expansão, o me 
lhor caminho (B.4) a seguir desde o nõ inicial até um nõ final, 
de forma que se mantenha um bom índice de segurança e se minimize 
o custo. 
3.3.1. O Problema da Expansao a Curto Prazo (PCP). 
_ 
O problema da expansão a curto prazo pode ser enunciado 
como segue: . 
' Sejam dados um estãgio 't 'e os respectivos parâmetros 
P€ Rn, da topologia (N,M).
A 
Encontrar uma configuração C, sucessora de C0 com re§ 
peito ã topologia (N,M), no estãgio t, que minimize, entre as 
sucessoras de C0 , o custo , 
¢(c0,c,1>,z) fš ¢t(c0,c,1>,t) + ¢0(c,P,T) (s.3.1) 
onde ' 
ct(C0,C,P,t) ë o custo da transição de estado de co a C, 
` com relação aos parâmetros P e estãgio t; 
c0(C,P,t) ë o custo de operação da configuração C. 






_ _ O 
(3.3.2) 




Note-se que a configuração C, õtimo encontrado, deve 
ser viãvel, ou seja, aplicando critërio de Liapunov, o indice de 
segurança deve ser positivo. . 
\`. 
3.3.2. O Problema da Expansão a Longo Prazo (PLP)(E8j).
1 
3.3.2.1. Estratégia ou Política de Expansao. 
E definida como uma sequência de configurações 
E = (c0,c1,c2,...cf) ' 
tais que 
1' c° = (N°,M°,S0) 
ctz r(Ct'1.(N,M);Pt,t)
, 
t - . . - .z onde P e o vetor correspondente ao estagio t na sequencia de 
parâmetros dos nõs. « ~ ~ 
,~ .O custo da estratégia ë dado por .
× 
_ f . . A 
¢(E) = 2 [j¢t(ck'1,ck,k) + ¢0(cÊ,Pk,kí1 (s.s.s) kzr ' A _ 
3.3.2.2. Enumfiado de PLP. 
Considerando que, a cada estãgio, podem-se utilizar os 
Qonceitos da expansão a curto prazo, então, sendo dados uma fami- 
lia de estãgios, uma configuração bãsica, uma sequência de veto- 




PLP - Encontrar uma estratégia de expansão
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Ê = (c°,c1.c2,..'.,cf) 
segura e de mínimo custo entre todas as estratégias de expansão 
possíveis.
i 
3.3.3. O Grafo de Expansão. 
... 4 .ú ~ 
p 
O grafo de expansao e um grafo simples H, cujos nos sao 
configurações do sistema em estudo, e que admite como centro o nõ 
C0. H fica totalmente definido por C0 e seu operador 
\. . 
A(c0)=U[1¬k(c0),1< = 1,2,...]. 








29) Sejam C = (N,M,S)C3NH e C' = (N,N,S“) então ~ 
C' ;F(C) se e somente se 
A 
a) C' 'ë uma configuração . 
› b) (S,Sf) ë uma transição de estado elementar(BJB) 
_ "- | , ' ~ ao , , _ 
- O grafo de expansao H e finito, uma vez que o conjun 
to 0 de estados admissíveis ë finito. ^ 
Qualquer sequência de transições de estado elementaresa 
partir de C€1NH corresponde a um caminho em H . '
_
1 
3Â3.4. Custo de uma Transição de Estado. 
_ 
A cada transição de estado (Sí,Sí+1) da rede, corres- 
ponde um ramo (Cl,C1+l)'do grafo H . Associa-se a cada ramo de 
H o custo da transição de estado (conforme (3.3.1)):
i 
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cH(cí,Cí*1) = ctCcí.Cí*1,t). 
Note-se que, neste trabalho, "transição de estado" sig- 
nifica, invariavelmente, construção de uma linha de transmissão . 
Evidentemente, o custo de uma transiçao de estado ê o custo de 
construçao da respectiva linha de transmissao, sendo calculado a 
partir de um "custo por km", não se excluindo a possibilidade de 
considerar outros fatores, tais como instalaçoes terminais. 
l 
O custo ê descontado para o ano inicial, através da ta- 
xa de desconto B , considerada fixa ao longo do intervalo de tem 
po para o qual se deseja o planejamento. ' 
Seja\ T uma transição de estado, correspondente ao es- 
tägio i', na sequência~ (t0,t1,...tí,...tf) de instantes corres 
pondentes aos estãgios de planejamento, considerados em anos; en: 
tão o custo de T serã dado por: ' 
` 
¢t(T,‹zi)`= com e'B('°i'to)_ (3.s.4) 
onde 
c0(r)` ë o custo da transiçao 'r, calculado a preços de .t0. 
Da definiçao de ct (3.3.l) pode-se concluir que, em H 
nao hã circuitos de custo negativo, bem como sempre ë possível en 
contrar um caminho de custo mínimo entre C0 e qualquer Ce:NH. 
*- ‹ 
. |
~ 3.3.5. Expansao de uma Configuração. 
' 
. . ‹-¬ Il . . . "Expandir" uma configuraçao C significa encontrar o 
-¬ conjunto de suas sucessoras, ou seja, o conjunto de configuraçoes
~ que possam ser obtidos a partir de Cn por uma transiçao de esta 
do elementar, o que ë muito amplo e pode ser demasiadamente onerg 
so. Note-se que, no conjunto descrito, provavelmente se encontra- 
rão configurações inviãveis, ou seja, configurações que não aten- 
dem a um critério de viabilidade, neste trabalho adotado o descri 
to em (2.3.3) . Encontrarfse-ão, ainda,.configurações em que hã 
instalação de equipamentos desnecessãrios, configurações estas de
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nominadas ineficientes. ' '_ ~ 
. Uma configuração Ce F(C0,(N,M),P,t) ë ineficiente se 
existir C'e F(CO,(N,M),P,t) , C e C' viãveis, tal que C'per 
tence a um caminho de custo minimo de C0 ~a C , com ct(CO,C,t) 
>c(C0,C',t). Uma configuração ë dita eficiente, se não ë inefici 
ente. ' ' 
_
‹ 
As configurações inviãveis, bem como as ineficientes 
mais do que dispensãveis são indesejãveis, por motivos õbvios a 
. .. . .. 0 .- cada uma. Assim sendo, a expansao de uma configuraçao C e a 
obtençao das sucessoras assim definidas: 
~r(c°,(N,M),1>,z) ={c 
| 
c ê eficiente, szô(s°,z)} 
onde ô(S0,t) ê o conjunto de estados sucessores de §%oi&ntkni. 
A viabilização das sucessoras inviãveis fica a cargo do algorit- 
mo de expansao da rede.
à 
. . Neste trabalho, as transições de estado elementares e- 
fetuadas para se_obter sucessoras de uma dada configuração C se- 
rao feitas sempre no sentido de aliviar sobrecargas desta confi- 
guração, ou seja, as linhas acrescentadas - uma para cada suces- 
sora - serão reforços a linhas sobrecarregadas de C . Este pro- 
cedimento certamente evita o surgimento de sucessoras ineficien- 
tes, ao mesmo tempo em que limita o número de sucessoras ao nü- 
mero de sobrecargas de C. A viabilidade das configurações assim 
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3.3.6. A Busca de um Caminho no Grafo H. 
A busca de um caminho õtimo desde C0 até Ct no gra 
fo H fornece a solução do problema de planejamento. Observe-se 
que' C0=(N,M,SO) ê a configuração inicial e Ct=(N,M,St) não ê 
conhecida a priori_e pode, em princípio, scr qualquer configura- 
çao viãvel no horizonte de planejamento tf. 
\ São dados conhecidos a priori; 
1°) C0=(N,M,S0), a configuração inicial; 
_2°)'[t0,tl,t2,...,tf:], uma família de estágios de pla 
nejamento, normalmente considerados em anos;
31 
3°) EP0,P1,P2,..,,Pf:], uma sucessão de vetores de parã 
_ 
metros dos nõs do sistema - da- 
' dos previsionais - cada um rela 
tivo a um estãgio de planejamen 
110. 




' ~ \ 
E = (c°,c1,...,ct) 
de modo que, _ 
~ 0 
1°) V c1z;E, clâ NH g . 4 







` ' 1 ` 
' 
1 » . ~ 39) V C1, C1+ , (S1,S1f )_e uma transiçao de estado e- 
` lementar. A 
4°) Seja c(E) o custo associado a E, e E' uma outra 
estratégia qualquer que atinja o horizonte tf. 
Então c(E) <c(E'). 
A estratégia ~E, então, ë dita õtima. 
O grafo H pode assumir proporções tais que não seja 
possivel encontrar um caminho (C0,C1,...,Ct) Õtimo senão ã cus- 
ta de um grande esforço computacional. Como se verã adiante, nes- 
te caso ë aceita uma estratégia que se aproxime da õtima. 
O problema de busca em grafo, genericamente, pode ser 
enunciado como a seguir. ' ~ 
_ 
Seja M o conjunto dos ramos de H , seja uma função 
c:M-¬-R que associa a cada ramo r=(nl,n2) o custo ch¶=cÚH¿n2L
\ 
Axum caminho G=(n0,n1,...,n?) em H associa-se o custo
P 
;c(G) = išlc(ni_1,ni) (3.3.5) 
Dados um nõ inicial se:N e um conjunto alvo l`c N,en-
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contrar um caminho de* s para T , cujo custo seja minimo entre 
todos os tais caminhos. 
3.4. A SOLUÇÃO DO PROBLEMA DA EXPANSÃO 




Nesta seção, procura-se dar uma idéia geral sobre al- 
guns algoritmos para solução do problema da expansão do sistemade 
transmissao a longo prazo, lembrando que o planejamento a' 'curto 
prazo pode ser obtido por particularização a um único estãgio de 
planejamento. Descrevem-se sucintamente três algoritmos - Estratš 
gia lncremental, Expansão Generalizada e Dijkstra; e mais dois og 
tros, A* e Â , que são descritos com algum detalhe; especialmen- 
te o ültimo, adotado para solução do problema neste trabalho. Ver 
-se-ã que os quatro primeiros algoritmos podem facilmente ser re- 
produzidos pelo quinto, tal ê a versatilidade deste. Estes algo- 
ritmos se encontram na bibliografia (EÊ],[lOj,[l¶]J}§]Lesãoaquü 
mostrados como ilustração e para manter uma sequência de conteú- 
do no trabalho.` - ` 
' z 
~ A opçao entre configuraçoes a expandir serã feita segup 
do critërío de custo, descrito adiante. 
3.4.1. Custo de.uma Configuraçao. 
Como o objetivo do algoritmo ê obter configurações tão 
econômicas quanto possível, faz-se necessãrio a definição do cus- 
to de uma configuração. Tome-se o custo de uma transição de esta- 
do como dado em (3.3L4), e o custo da configuração serã a soma 
dbs custos das transições de estado efetuadas para sua obtenção , 
ou o custo do caminho até a configuração no grafo H(3.3.5). 
, Assim, dada a configuração Cn, seu custo serã: 
5 
H 1-1 1 '› . ;¢(cfl) = ›: <z(c A ,c )_ (s.4.1) 
A 1=1
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É.4.2. Estrategia Incrcmental. 
Este ê um procedimento bastante simples, que consisteem 
tomar a configuração inicial, expandi-la, tomar a melhor sucesso- 
ra, expandi-la e repetir o procedimento até que se atinja o hori- 
zonte de planejamento. 
Este mëtodo fornece rapidamente uma solução evidentemen 
te eficiente e viãvel; mas, por outro lado, a solução pode estar 
algo distante da soluçao õtima. 
3.4.3. Expansao Generalizada - Busca Horizontal. 
Este procedimento consiste em expandir a configuraçmni- 
niçial obtendo k sucessoras de nivel l. Tomar cada uma destas, 
em ordem crescente do indice custo-segurança, expandir obtendo no 
vas sucessoras, agora em nivel 2. Seguir repetitívamente esta ro- 
tina atë que todos os caminhos gerados terminam em uma configura- 
çao que atenda as solicitaçoes do horizonte de planejamento. En- 
tenda-se por nivel de uma configuração o número de expansões 'que 
a originaram desde C0. Note-se que a primeira configuração de de 
terminado nivel sõ ê expandida, apos ter sido expandida a última 
do nível anterior. A melhor estratégia ê obtida, entao, percorren 
do-se o caminho no sentido inverso. 
› Este método, como jã se pode observar, embora possa le- 
` ~ var a soluçao õtima, pode impor proibitivas exigências de memõria 
e tempo de computação, uma vez que o trabalho de montagem do gra- 
fo H ë muito extenso. Por outro lado, a admissibilidade do al- 
goritmo ë assegurada. 
3.4.4. Algoritmo de DijkstraÇ
\ 
Neste algoritmo, realizam-se expansões de configurações 
desde CO, escolhendo para expandir sempre aquela de minimo índi-
z 
~ ›... ~ ce custo entre as configuraçoes geradas e ainda nao expandidas . 
O algoritmo finaliza ao atingir o horizonte de planejamento ou ao
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se esgotarem as configuraçoes a expandir, neste caso com insuces- 
SO. ` 
3.4.5. Aigoritmó A*} 
Este algoritmo tem procedimento bastante similar ao an- 
terior, diferenciando-se pela utilização de uma parcela heurísti- 
4 ~ - ~ ca h~ no criterio de opçao entre configuraçoes ou, generalizando 
o grafo, nõs a expandir, ou seja, gerar sucessores. O Índice, que 
era g , passa\a ser 
f = g + h (3.4.z) 
O algoritmo A* serä descrito pormenorizado a seguir, 
' . ~ . com sua aplicaçao generalizada a problemas de grafos. 
Dados um nõ inicial sz;N, um conjunto alvo Tc N procu-5 
ra-se um caminho de s para T , cujo custo ë minimo. . 
Dados. s, nl, nz e N, A,B,Tc:N,definem-se: 
h(n1,n2) : custo de um caminho õtimo entre nl e nz 
h(A,B) A min {h(n1,n2)¡ nlz A, nzzza }, (s.4.3) 
h(n1) A h(n1,T) (s.4.4) 
h(A) A h(A,T) . (3.4.5) 
g(nl) A h(s,n1) 
À 
(s.4.ó) 
- Assim, o problema de busca se resume em procurar um ca- 
minho G entre s e 'T de modo que 
c(G) = h(s). 
Define-se uma função avaliação que associa a cada nõ n 
do grafo H uma estimativa sobre o valor de um caminho de s pa 
ra T com custo mínimo entre todos os que passam por n. Esta es 
timativa ë dada por - '
A V
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A A - 
f(n) = g(n) + h(n) (3.4.7) 
onde g(n) ë calculada pelo algoritmo e corresponde ao custo doA 
caminho de minimo custo de s a _n e h(n) ê uma estimatiwido 
caminho de n a T. 
O algoritmo manipula duas listas que sao ABERTO, FECHA- 
DO e uma terceira de apontadores. Na lista ABERTO sao colocados 
os nõs ao serem gerados pelo algoritmo. Em cada iteração, A* es 
colhe na lista ABERTO o nõ n correspondente ao menor vakn'ÊÚÚ , 
gera seus sucessores, coloca-os na lista ABERTO e n ë transferi 
do para a lista FECHADO. Os apontadores são utilizados para assg 
ciar a cada um\dos sucessores o seu antecessor n. O Algoritmo fi 









O Algoritmo A*. .
A Colocar o no inicial s na lista ABERTO; 
calcular ffls). ' 
Se ABERTO estiver vazia, pare (insucesso); 
senão , continue. ' W 
»~ . . 
Retirar de ABERTO o nõ n tal que f(n) ë menor, e in 
troduzí-lo em FECHADO (Resolver empates arbitrariamente, 
dando preferência a qualquer nõ alvo). ' 
`
I 
Se ne'T , terminar, recuperando o caminho soluçao atra 
vês dos apontadores. ' 
Senão, continuar. 
Expandir n , gerando F(n). 
Se F(n) 
Calcular 
= ¢`, voltar ao passo 2. 
f(ni) para cada sucessor ni. 
Associar aos sucessores que ainda não se encontram em 
ABERTO ou FECHADO os valores de Ê calculados. 
Introduzir estes nõs em ABERTO e dirigir apontadoresalm 
Associar aos sucessores que já se encontravam em ABERTO 
ou FECHADO os menores valores entre os valores de Ê cal 
culados agora e seus valores prévios. ' A
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Transferir para ABERTO os sucessores que estao em FECHQ 
DO e tiveram valores de f rebaixados e redirigir para 
n os apontadores de todos os nõs cujos valores de f fo 
ram rebaixados. ' 
Passo 8 - Voltar ao passo_2. 
3.4.6. Algoritmo Â (A* Adaptativo). 
. Este algoritmo ë uma versão modificada do algoritmo A* 
e suas caracteristicas serao exploradas adiante. 
Hipõteses utilizadas na demonstração de admissibilidade 
(um algoritmo ê admissível se garantir a resolução do problema de 




z ~ ..‹ 
. Grafos finitos: Impoe-se a nao negatividade dos custos de todos 
os ramos, ou impõe-se a inexistência de circui- 
tos de custo negativo. 
. Grafosinfhútos: Considera-se que todos os custos são superiores 
A ` 
a uma constante ö>0 , o que define õ-grafos. 
Como neste trabalho todo ramo se refere a construçao de 
uma linha de transmissao, cujo custo, evidentemente, ë maior do 
que zero, a admissibilidade do algoritmo jamais sera prejudicada 
por qualquer um dos itens anteriores. Observe-se que o problema , 
como colocado, não admite nem mesmo circuitos. . 
5.4.6.1. 0 Algoritmo Â. 
Basso 0 - Inicializaçao. 
\ Lista ABERTO vazia. 
Lista FECHADO vazia. 
Lista apontadores vazia. 




~ Definir a funçao Ê:N-+ R 
Introduzir em ABERTO os nõs ne:S associando a cada um 
os valores §(n) = O , h(n). 
Passo l - Se ABERTO estiver vazia, parar.
, 
Serão, escolher entre os nõs abertos um nõ n tal que 
A.. 
f(n) - min {f(n)| n aberto} 
sendo ' 
šnn = ão) +_ ñcnâ.
,
^ Resolver empates arbitrariamente, dando preferencia a 
nõs n sT. ' 
\` . 
.- Passo 2 ~ Se na'T, ir para o passo 5. 
Serão, transferir n para FECHADO. 
Passo 3 - Obter a lista de sucessores r(n). 
, Para cada nc P(fi), fazer ^ 
' 
ëcn1`= §cñ› + ¢<ñ,n). . . » 
Comparar cada sucessor com elementos de ABERTO e FECHA- 
po. z 
Retirar de F(fi) os elementos n tais que 
n=n' e §(n)t _>_ g(n'), n' E (ABERTO ou FECHADO) 
ou n ë ineficiente diante de` n'. 
Retirar de ABERTO os nõs n' tais que 
n'=n e g(n') > g(n). . 
Introduzir em ABERTO os nõs remanescentes em P(n), as- 
sociando o apontador n.
^ 
Passo 4 - Redefinir a funçao h:N-+ R , atualizar seus valores nas 
listas ABERTO e FECHADO. ^ 
Voltar ao passo 1. . 
Passo 5 - Se um critério de parada for satisfeito, terminar, recu 
,I 
-- 
\ perando um caminho entre s e« n , por meio dos aponta 
' dores, no sentido inverso. 
Se não, ir ao passo 4.
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3.4.6.2. Observações sobre o Algoritmo Â. 
O algoritmo Ã ë equivalente ao A* se forem elimina- 
dos os passos 4 e 5, terminando o algoritmo ao escolher ,ne T no 
passo l. , . 
~ Define-se h como uma função, embora não seja absoluta~ 
mente necessãrio. 
, 
Não se eliminam nõs da lista FECHADO no passo 3,uma vez 
que esta eliminaçao traria uma grande complexidade computacimuú e 
não resultaria em grande vantagem, jã que eliminações em FECHADO 
sao muito pouco frequentes. . ` 
Notê\se que, cada vez que o algoritmo chega ao passo 5, 
um caminho entre s e 'T foi encontrado. 
ç 
~ O critério de parada ê crucial para admissibilidade do 
algoritmo, e serã discutido adiante.
A
I 
3.4.6.3. Admissibilidade do Algoritmo. 
Assume-se a hipõtese de que o grafo H ê finito e não 
possui circuitos de custo negativo, fundamentada nos seguintesppn 
tos: ' ~ ` 
1°) O numero de estãgios serã sempre finito e o gerador 
de sucessores gerarã sempre um número finito de su- 
cessores, como citado em (3.3.5) , o que garanteque 
H ë finito. _ 
2°) A positividade dos custos que jã foi assegurada. 
Lema: Se T ê acessivel a partir de S , então, qualquer que se- 
ja a atuação do passo 4, o algoritmo atinge o passo 5 em um ng 
mero finito de iterações. . 
`.\ _ 
Demonstraçao: por absurdo: se o algoritmo nao atinge o passo 5 , 
A 
hã duas hipóteses: ' 




Seja: P = (n1,n2,...,np), nlc S , um caminho qual- 
quer, nk o nõ de P de mais alto indice colocado em 
FECHADO no momento da parada, k <p. 
Como nk estã FECHADO, em alguma iteração anterior 
foi gerado nk+le:T(nk). Se ABERTO estã vazia, então 
nk+1 está em FECHADO, o que contraria a hipõtese. 
O algoritmo cicla indefinidamente entre os passos 1 
e 4, sem encontrar n.cT. 
Como N ë finito e em cada iteração um elemento ê 
retirado de ABERTO, hã um nõ n que entra na lista 
\, , _ ._ , ABERTO um numero infinito de vezes. . 
Cada vez que n entra em ABERTO, g(fi) correspondeao 
Custo de um caminho de S a n . ' 
Considerando o problema especifico, conforme jã cita 
do, a`prõpria formulação do problema exclui a possi- 
bilidade de circuitos em H , o que leva ã última al 
ternativa nesta hipótese: V '. 
Cada vez que ñ entra em ABERTO, g(n) ê reduzido, 
pois a nova instância não foi eliminada no passo 3 . 
Como ã cada instância corresponde um caminho diferen 
te, existe um numero infinito de caminhos entre S e 
n, o que ë absurdo para um grafo finito. 
3 4 6 4 Heuristica e Critérios de Parada. 
critério que garante admissibilidade do algoritmo es~ 
ligado definição de uma função h tal que ([1í])1 
` 
n 1ã(n)¿h(n); (s.4.s) 
^ _ . 
11€ h(n) = 0. (3.4.9) 
E dificil elaborar critério de parada que termine o al-
1 
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goritmo com a certeza de se ter achado o caminho otimo, a menos 
que se conheça uma função h* com as caracteristicas citadas. 
Por outro lado, uma função que não atenda a essas carac 
terísticas, embora nao garanta a otimalidade do caminho encontra- 
do, pode permitir uma solução rãpida para o problema de busca de
A caminho em grafo. Este fato ë explorado pelo algoritmo A que po- 
de iniciar com uma heuristica "forte" e diminuir É iterativamen 
te, ã medida que soluções sub-õtimas são encontradas. 
Com isto, pode-se limitar o tempo de processamento ad 
tempo disponível e, ao fim deste tempo parar o processo obtendo o 
melhor caminho encontrado até-entao. _
\ 
315. CONCLUSÃO. 
. Este capitulo foi dedicado ã descriçao e enunciado do 
problema do planejamento do sistema de transmissão bem como a a- 
~ ~ A O presentaçao da soluçao do problema, mostrando brevemente tres al- 
\ 4 _ goritmos (estrategia incremental, expansao generalizada.e Diflatra) 
e destinando maior atenção aos algoritmos A* e Â , sendo o ul- 
timo efetivamente empregado na soluçao do problema definido antes 
Pretende-se explorar a capacidade de gerar estratégias de expan- 
são sub-otimas, adotando a melhor delas como solução ao fim do 
tempo disponivel, pré-fixado. W - 
No prõximo capitulo serã feita a aplicaçao do algoritmo 
Â ao problema da expansão de redes de transmissão com as restri- 
ções de operação avaliadas por utilização da estabilidade transi- 
tõria conforme determinada pelo segundo metodo de Liapunov.
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4. APLICAÇÃO DO ALGORITMO A E ANÃLISE DE ESTABILIDADE 
TRANSITÕRIA NO PLANEJAMENTO DA TRANSMISSÃO. 
4.1. INTRODUÇÃO. 
Neste capitulo ë mostrada uma forma de aplicar o algo- 
ritmo Â no planejamento do sistema de transmissão, aliado ao mš 
todo de Liapunov de determinação de domínios de estabilidade. 
Cada configuração deve ser expandida quando se mostrar 
sobrecarregada, e a expansão ë feita no sentido de reforçar a(s) 
linha(s) sobrecarregada(s). A detecção de sobrecargas ê realizada 
através de anãlises de contingências com determinação de dominios 
de'estabilidade¿ Propõe-se~um.mëtodo de anãlise de contingências 
combinado estãtico-dinâmico que agiliza consideravelmente o algo- 
ritmo. ' ' 
Em primeiro lugar, identifica-se o nõ do grafo H como 
uma configuração do sistema de transmissão. A seguir define-se o 
gerador de sucessoras P(C) como supressor de sobrecargas. Final 
mente, colocam-se as funções g e É , definindo uma heuristica 
É eficiente, em função da mãxima demanda atendida pela configura 
~ ~ . _ çao em estudo. Com estas informaçoes, pode-se aplicar o algoritmo 
A › _ . . A o _ . ' _ 
4.2. O NÕ DO GRAFO H. 
` Um nõ do grafo H representa uma configuração do síste 
ma de transmissão, descrita em termos de sua matriz de incidência 
e matriz admitãncia de barra. Note-se que não hã necessidade de 
armazenar estas duas matrizes para cada configuraçao gerada pelo 
programa, uma vez que podem ser facilmente recuperadas pois sao 
conhecidas todas as transições desde a configuração inicial. As- 
sim, a unica configuração que efetivamente tem as duas matrizes 
associadas ë a inicial; as outras têm apenas vetores que indicam 3
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na ordem, quais as linhas que foram adicionadas ã configuração i- 
nicial para resultar a configuraçao presente. 
4.3. O GERADOR DE SUCESSORAS. 
,. 




. limite de viabilidade: primeiro estágio para o qual a 
- configuraçao se mostra sobrecar 
regada; . 
. linhas sobrecarregadas no limite de viabilidade; 
. outras sem maior importância no momento.
1 
' Cada sucessora ë obtida por reforço de uma linha sobre- 
carregada. O reforço ë colocado na forma de uma linha de .mesmas 
caracteristicas da sobrecarregada, em paralelo com esta. Obtém-se 




,À O prõximo passo consiste em determinar, para cada confi 
guraçao obtida, o respectivo limite de viabilidade, linhas sobre- 
carregadas no 1imite,_mãxima demanda atendida e indice de seguran 
` ,. z ` 4 A 
ça, o que e realizado atraves de sucessivas analises de contingen 
cias do sistema. Este procedimento será denominado de ora em dian 
te, "Determinaçao do limite de viabilidade". 
Q.4. DETERMINAÇÃO DO LIMITE DE VIABILIDADE. 
\ . 
\ 
1< ' Seja uma configuração obtida no estágio t (limite de
A viabilidade de sua antecessora), dada por sua matriz admitancfiâde 
barra Y. . . - 
. -.- 1< ' A cada estagio tl , iniciando em t , tomando o res- 
pectivo vetor de injeções P1 , determina~se o ponto de equilflmio
- v
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do sistema 62, e, a seguir, verifica-se se, em alguma linha, ê 
excedido o limite têrmico. Se näo, procede-se a anãlises de contml 
gências que se referem ã retirada da linha de maior capacidade em 
cada um dos m ramos. . .
p 
Considerando a maior conservatividade da análise de con 
tingências estática, utiliza-se este mêtodo como uma "prê-análise' 
de cada contingência, com o intuito de selecionar aquelas contin- 
gências mais criticas para aplicação do método de Liapunov. Sendo 
este procedimento muito râpido e já dispondo o algoritmo dos _an-
A gulos do sistema, avalia-se rapidamente, a cada contingencia, as 
defasagens entre extremidades de linhas de transmissão, consideran 
do que o sistema ê robusto se todas as defasagens tiverem valorin 
ferior a um valor ¢maX e dispensando então os cálculos de domí 
nio de estabilidade. Com isto, obtêm-se um grande decrêscimo de 
tempo de computação, diminuindo sensivelmente a discrepância de 
eficiências entre os algoritmos estãtico e dinâmico. 
i 
Uma análise de contingência ê constituida pelos seguin- 
tes passos: _ , 
~ A . 1°) Retirada da linha: modificaçao da matriz admitancia 
de barra -+Ym°d ; 
2°) Determinação do ponto de equilibrio do sistema modi
A 
. ficado: angulos de barras õe ; 
39) Verificaçao dos limites têrmicos: verificar se hã 
linha sobrecarregada termicamente; se houver, ano- 
tar a sobrecarga e ir ao 99 passo; 
. - mãx . 49) Verificar defasagens. Se nenhuma excede ¢ , ir 
ao 99 passo; 
5°) Redução ãs barras de geração: reduzir a matriz Ymod
A e determinar os angulos 
@g1= õgl - õgn i=1,z,...,n-1 , 
i _ 1 _ n ._ _ de - ôe õe 1-1,2.,,,.n 1 ,
z 
69) Cálculo do dominio de estabilidade do ponto de equi
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librio ac do sistema modificado; 
7°) Cãlculo da energia potencial Ep(z) no ponto 
z = ag - de 
8°) Comparar Ep(z) com a energia obtida no dominio de 
estabilidade: 
. Se menor, o sistema ë seguro para esta contingência 
Calcular o indice de segurança. 
Senão, ê detectada uma sobrecarga: anota-la. 
99) Rcuperar a matriz Y . 
\, . 
Se a retirada da linha de maior capacidade em todos os 
ramos não leva a nenhuma sobrecarga o sistema ë estãvel neste es3 
tâgio, e o indice de segurança da configuração no estãgio ê obti- 
doé ' 
Passa-se ao prõximo estagio e repete-se o procedimento, 
.- 
e assim sucessivamente ate se detectar sobrecarga ou atingir o hg 
rizonte de planejamento. Neste momento têm-se determinados o limi 
te de viabilidade (estágio em que se verificaram sobrecargas), a 
mãxima demanda atendida (soma das cargas no último estãgio seguro 
- sem sobrecargas), indice de segurança (adotado o minimo entre 
os obtidos para a configuraçao em cada estagio) e as linhas sobre 
carregadas a serem reforçadas em alguma futura iteração do algo- 
ritmo de expansao. ` ~
ç 
. 
Um diagrama de'fluxo simplificado para a determinaçmado 
limite de viabilidade ë apresentado na fig. 4.1. 
A A A 
4.5. AS FUNÇÕES g e h, - ESTRATÉGIA DE MANIPUTAÇÃO DE h. 
... A A funçao tomada para exercer o papel de g no algorit- 
mo de busca ë a definida no item (3.4.l). 
A escolha da função Ê depende do desempenho que se pqe 
tende do algoritmo, como se verã a seguir. 
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Figura 4.1 - Fluxograma simplificado do algoritmo para dctenninação 




,minho entre S e T , i o nível da configuração Cn , e k `o 
maximo nível que pode ter uma configuraçao. 




e, ao mesmo tempo, colocada a imposiçao de parada ao atingir o ho 
rizonte de planejamento - primeiro nõ alvo atingido - o procedi- 
mento do algoritmo serã exatamente o descrito sob a denominação Eê 
TRATÉGIA INCREMENTAL“. 
_ 
Se for colocado 
- ñ= izl (4.s.z) 





h = O (4.5.3) 
e a regra de parada impondo a parada na primeira vez que ê atingi 
do o horizonte de planejamento, ë reproduzido o algoritmo de 
DIJKSTRA. ' 
Outras heuristicas podem ser colocadas e o algoritmo pg 
de se tornar mais ou menos eficiente, conforme a heuristica' pro- 
posta. Neste trabalho propõe-se h como uma função da máxima de- 
manda atendida pela configuraçao, e ê assim definida: 
^ f _ mãx n ' h(Cn) = _2____lL___QÃ_l_ (4_5_4) Df-D0 . 
onde' i ' 
1 
Df ~ demanda a ser atendida no horizonte de planejamento tg 
Úmm(Cn) - mãxima demanda atendida pela configuração Cn; 




cmin = min[:c(1i)] (4.5.5) 
1 ' .
_ 
onde Ti ë uma transição de estado e. c(Ti) ê dado como em 
. min z ' . 4 . ~ (3.3.4), ou seja, c e 0 custo da linha de transmissao de me- 
nor custo entre todas, adicionada ao sistema de transmissão no ul 
,- timo estagio de planejamento. 
, , 





' fimãx = m§><[1Ã(cí)] = fi(c°) = 1. 
1 . 
Se 
min ^ " C h > hmax 
€I1t8.0 
L' 
v c“,ã ñ(c“) 5 h(c“) 
A v 
e, pela definição de h (4.5.4) 
V cnzzr , fi(cfl) = o , 
e o algoritmo ê admissível com a heuristica definida em (4.5.4), 
uma vez que são~cumpridas as condições (3.4.8) e (3.4.9). 
Embora esta colocação leve ã admissibilidade do algorit 
mo, não serã empregada neste trabalho, uma vez que assim o, algo- 
ritmo se torna pouco informado e perde eficiência, demandando grql 
de tempo de processamento. Assim, optou-se por reduzir a parcela 
de custos na soma g + É , deixando preponderar a heurística É , 
oique produziu bons resultados, conforme se verã no prõximo capi- 




Neste capítulo foi mostrada uma forma de inclusao dares 
trição de estabilidade transitõria no algoritmo de busca em gra- 
fos para planejamento do sistema de transmissão. Foram definidoso 
›... _. nõ do grafo de expansao como configuraçao do sistema de transmis- 
sao e o gerador de sucessoras como supressor de sobrecargas. A 
heuristica foi proposta como funçao da máxima demanda atendidarmr 
uma configuração.
ç 
O limite de viabilidade ê determinado por analises de 
A ) A .... contingencias. Iropos-se uma utilizaçao conjunto dos métodos de 
analise de estabilidade estático e dinâmico, o que leva a.umanmior 
eficiência para o algoritmo, em virtude de ser possivel deixar de 
analisar pelo mêtodo de Liapunov grande parte das contingências 1 
nexpressivas ã estabilidade do sistema. 
, Definiu-se a heuristica (4.5.4) que permite lograr ad 
missibilidade do algoritmo de busca em grafos Â (e mesmo A*), pe 
la manipulação da grandeza dos custos de transições de estados a- 
travês da definiçao arbitrária de uma base para os custos. Por ou 
tro lado, a experiência mostrou que se esta heuristíca preponde- 
rar (não exageradamente) o algoritmo apresenta boa eficiência. Es 
te procedimento foi adotado. 4 I 
~' 
p 
O prõxímo capitulo apresenta exemplos ilustrativos, e 
se fazem comentários a respeito de eficiência, resultados e compa 
~ A raçao economica com os resultados do algoritmo que emprega a anã- 
lise de segurança do ponto de vista puramente estãtico.
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5. PLANEJAMENTO DA TRANSMISSÃO ' ` 
EXEMPLOS DE APLICAÇÃO 
5.1. INTRODUÇÃO, 
Neste capitulo são mostrados exemplos de aplicação do 
método de planejamento do sistema de transmissão proposto, bem 
como aplicação de um mêtodo empregando anãlise de segurança está 
tica. Os dois mêtodos são aplicados para um mesmo sistema de po- 
tência, em situação idêntica. O mêtodo que emprega anãlises de 
contingências estãticas ([É:D ê descrito suscintamente no Apêndi 
de A. Sua diferença em relação ao mêtodo proposto neste traba- 
lho reside basicamente no tipo de anãlise de contingência adota- 
do. - ' W 
'Os resultados apresentados a seguir foram obtidos com 
utilização de um computador digital IBM 4341. 
5.2. PRIMEIRO EXEMPLO. ` 
Como primeira utilização do programa_para expansão do 
sistema de transmissão foi proposto o caso descrito a seguir. 
O sistema de potência ê constituído de seis barras , 
quatro das quais com predominância de geraçao e seis linhas de 
transmissão (inicialmente), como esquematizado no diagrama unifi 
lar(figura 5.2.l),Apõs, apresentam~se tabelas (tabelas 5.2.1 a 
5.2.3), constando dados sobre as linhas de transmissão, maquinas 
e, finalmente, os vetores de injeção previsionais associados aos 
respectivos estãgios de planejamento, tomados em anos. 
-~ 4-v
8 J ~ ' f 
Í 
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Figura 5.2.1 - Diagrama unífilar
\ 
LINHAS DE TRANSMISSÃO 
5 
›~ . Limites 
N9 .Barras Ia1pedanc1a(p.u.) Térmicos 
Inicial Terminal Resístëncia`Reatãncia (p.u 
1. Z - 



















Tabela 5.~2.1 - Dados das linhas dedtransmissão 
CONSTANTES DAS MÁQUINAS (p.u.) V 





Tabela 5.2.2 - Dados das máquinas.
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, 
VETORES DE INJEÇÃO (p.u.) 
;f`\ÍÍí, 1983 1984 1985 1986 
V 
1987 arra _ p 
. 3 31 
p ¶ 
0,30 0,5640 1 0,25 0,31 0,434 
'2 
7 
0,15 0,10 0,11 0,210 , 0,2730 
3 0,35 '0,39 
4 0,20 
0,39 0,546 0,7098 
0,25 0,27 0,378 0,4914 
5 -0,50 -0,60 -0,62 -0,868 -1,1284 
6 --0,40 -0,45 -0,50 -0,700 -0,9100 
Tabela 5.2.3 - Dados de barras. 
_ , _. 4 A A utilização de analises de contingencias por método 
estãtico levou ã`po1itica de expansão mostrada na tabela 5.2.4. 
*4*¢****wav:úàvaàmúvà*¢=v¢*â***¢*«¢*¢**«*** #****m«8**âà***¢**¢#¢**8**¢«¢*§****¢8***¢** 
#6 ~- CRONOGRAMA DE INVESTIMENTUS- Ê* à#*¢#**#««#*à*¢¢8*«¢**«8¢******v****¢§***v* 
*# LINHAS A * * CUSTO ACUMULAUO ** ** ~ à QNQ «¢«à¢à«¢««««¢«#à««8«¢«« #* CONSTRdIš$ * INICIÂL #0E5LUN1ÂDÚ** 8ú*******¢*z***¢******¢**¢**ú#***¢v¢¢¢**¢::
8 *à ‹ 8 8
_ «¢ 1 - 0.0900 0.0900 **O a 8* 
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UT 1%' $'‹~ Q ~ 1987. 1.2700 * 1.0091 * # * ** ***Ê$#*****$$«#####¢###¢¢$#¢¢##$4$#####$##¢ $$$4##*#*WMW##«$*##****¢$*#*#*#$hMw##***4 
Tabela 5.2.4 - Politica de expansão obtida com
à 
critério de segurança estãtico. 
1 
Na coluna "linhas a construir" são dadas as linhas de 
transmissao a construir para suprimir sobrecarga; na coluna'eno“ 
aparecem os respectivos estágios de planejamento em que as li- 
nhas se fazem necessãrias. As próximas colunas dão os custos a- 
cumulados, sendo primeiro apresentado o custo atual e, a seguir, 
considerado a taxa de desconto B , neste caso adotada|8=O,1mxíä
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_ 
Utilizando o mõtodo proposto neste trabalho; a estratõ 
gia de expansão obtida foi a mostrada na tabela 5.2.5 com as 
mesmas caracteristicas da anterior. 
¢¢**«¢«*¢**««*¢¢*â*««*4¢««¢*««¢«*¢«*à«#*¢*« ##***¢****¢«à«*«m¢¢«««¢««**«¢*z¢*¢***#**¢*z 
*w CRUQJGRAMA DE INVESTIMENTOS _ ** v4#*$*v¢**v«¢**«àaavúaààw«#«***w¢¢*«¢¢«**«* 
à* LINHAS A * * CUSTO ACUMULADO ** ANO #««««**««**««***¢«*#«*4 #* CONSTRUX * I&1ClàL *Dh$CuNTAOO** *«*¢¢¢*¢à*ú *¢*à**¢v««***«***¢à**#*«**#:: 
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Tabela 5.2.5 - Política de expansão obtida 
. 
- com critério de segurança.di 
nämico. . 
A comparaçao dos dois quadros mostra uma grande dife- 
rença entre os custos das politicas apresentadas, sendo a segun- 
da 39,52% mais econômica do que a primeira. 
. O primeiro metodo concluiu o processamento com a lis- 
ta ABERTO vazia - ou seja, a política encontrada ë a Õtima - em 
3 segundos, tendo gerado 23 configurações e efetuado 266 análises 
de contingências. A configuração terminal do caminho corresponql 
._ , 4 4 ' .. te a estrategia otima e a de numero 19, obtida em 2,58 segundos. 
Esta foi a segunda estrategia encontrada pelo algoritmo. 
.- O segundo metodo conclui o processamento também com a 
lista ABERTO vazia - solução õtima - em 11,88 segundos, gerando 
neste tempo 13 configurações e efetuando 161 anãlises de contin- 
gências. A configuração terminal da estratégia Õtima ë a de nu- 
mero 7, sendo que esta foi a primeira estratêgia encontrada pelo 
programa, em 8 segundos de processamento. O programa gerou qua- 
tro estratégias. Neste caso não foi empregado o método conjunto 
estãtico-dinâmico de análise de contingências, visto não ser uma
^ exigencia, dado o pequeno porte do sistema.
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5.3. SEGUNDO Ex15MPLo.` ' 
Como segundo exemplo, coloca-se um sisfema mais com- 
plexo, constituido por 17 barras, 8 das quais de geração e 23 li 
nhas de transmissão, cujo diagrama\núfíknv ê apresentado na figg 
ra 5;3.l. ' 
. \ 
'_\6¡'f¡;"~7ã-Á. "r. . ~ Cury ‹_$y_ › ,af-¡¡,.¢`n.¡¡'‹ ~ &« 1 Ç * ‹ - ¿ . ; 
5 _... __. `- 
' 
_ 
Í '¿ _... ..... ._ ._ ___.. .Ê § 
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Figura 5.3.1 ~ Diagrama unifilar.
a seguir: 




'sitÕrí§- 1 W ali 6 7 8 ciaTTan 0,0367 0,1039 0,0284 0,0241 0,0243 0,1352 0,1534 0,0800 
.- Tabela 5.3.l - Dados das maquinas. 
2 LINHAS DE TRANSMISSÃO . 
2 














































































































Tabela 5.3.2 - Dados das linhas de transmissão.
\

















0,050 1 0,0058 
9 -1,040 -1,2000 
10 0,000 -0,0000 
11 -1,700 -2,1000 ~ 
-12 -0,585 -0,6800 
15 -0,780 -1,0000 
14 -0,028 -0,8500 
15 ¿1,750 -2,0500 
16 -1,320 -1,5000 

































































10,2300 12,4000 l3,9000 l4,8500 
› Tabela 5.3.3 - Dados de b è1l"I`8.S . 
A utilizaçao deste exemplo, sob as mesmas condiçoes, gi 
los programas, levou aos resultados apresentados adiante, sendo 
a primeira estratêgia a fornecida pelo mêtodo empregando análises 
de contingências estáticas e a segunda estratégia apresentada pe 
la consideração de estabilidade dinâmica. 
1 
A taxa de desconto foi assumida como constante e de va 
lor 10% ao ano, ou seja, 8 = 0,1 ano`l. 
Os resultados foram obtidos considerando análises de 
contingências nas 16 primeiras linhas de transmissão listadas , 
supondo que as demais não têm grande influência no comportamento 
do sistema. '
2
Os quadros a seguir mostram os resultados 
Considerando o comportamento estãtico, a política 
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Tabela 5.3.5 - Política de expansão obtida 
com critério de segurançadi 
namico. ,
57 
V Como no exemplo anterior, ha uma diferença de custos 
substancial entre as duas estratégias. Embora neste caso a dife- 
rença percentual nao seja tao grande como no exemplo 1, uma dife 
rença de 19,05% não ê de forma alguma desprezãvel diante dos cus 
tos reais envolvidos. - 
' Hã que se fazer uma analise do esforço computacionaldis 
pendido e isto sera feito brevemente aqui. Foi limitado o tempo 
de processamento, conforme comentado em (3.4.d.4) , mas a fun 
ção h não ê modificada. Para o primeiro método, foi fixado um 
tempo de 60 segundos, ao fim dos quais o programa tinha executa- 
do 1904 analises de contingências, gerado 80 configurações, sen¬ 
do que a configuraçao terminal da melhor estratégia encontrada 
foi a de número 20. Esta estratégia também foi a primeira encon- 
trada pelo algoritmo. ' 
Para o método proposto neste trabalho, sem a combina- 
~ 4 ^ çao estatico-dinamico, foi delimitado o tempo em 900 segundos 
(=l5 min). Durante este tempo o programa executou 688 anãlisesch 
contingências e gerou 18 configurações. A configuração terminal 
da melhor estratégia encontrada foi a de numero 8; esta estraté- 
gia tambêm foi a primeira obtida pelo algoritmo. ' 
Como se observa no exposto, o método proposto ê compa- 
rativamente pouco eficiente diante do outro e isto se deve ã com 
plexidade matematica envolvida no calculo do dominio de estabili 
dade. Entretanto, os resultados são suficientemente favorãveispa 
ra que esta deficiência não seja preponderante. 
\ . 
5.3.2. Um Planejamento para 10 Estágios, considerando os 23 Ra- 
,mos do Sistema. Í
A 
1 
O primeirp método - analise de contingencias estãtica-
\ 
forneceu a estrategia dada na tabela 5.3.7.
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Tabela 5.3.6 - Dados de barras. 
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Tabela 5.3.7 - Polltlca de expansao obtlda com 







































. Esta estrategia foi a sexta encontrada pelo algoritmo, 
em 112 segundos, tendo a configuração numero 129 como extremida-
\ 
de. Em 120 segundos, 0 programa gerou 140 configurações e 8 esttg 
têgkw deexpansão.' 
'O metodo de anãlise das contingências do ponto de vis- 
ta dinâmico, sem prë-seleção de contingências por_anã1ise estãti 
ca, deu como resultado a politica dada na tabela 5.3.8. 
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A configuraçao extremidade foi a de numero 18, obtida 
em 945 segundos. Esta foi a segunda estratégia obtida. Em 1200 
segundos, o programa gerou 26 configurações e 2 politicas de ex- 
pansao.
g 
_. 4 ~ 
\ 
Com utilizaçao de pre‹seleçao de contingências por anš 
lise estática, a solução ë exatamente a mesma, sendo que a confi 
guração extremidade ë a de numero 17, obtida em 252 segundos de 
processamento. A reduçao de 73% no tempo de computaçao necessário 
para encontrar a solução ilustra a vantagem do uso do método com 
binado de análise de segurança. O programa gerou Zl configuraçoes
60 
em 320 segundos. Í ' 
Comparando com o metodo estático, ainda se observa uma 
disnaridade de eficiência razoãvel - tempo 125% superior-mas a 
economia obtida na estratégia encontrada, 35,2%, ë mais do que 
compensadora. . 
5.4. TERCEIRO EXEMPLO. 
5.4.1. Um Planejamento para 5 Estágios. 
Este, que ë o Último exemplo colocado, ë o sistema de 
potência sul-brasileiro, da empresa ELETROSUL, aqui apresentado 
algo simplificado mas mantendo a ordem de grandeza que ê o moti- 
vo de sua apresentaçao. Segue a descriçao do sistema com suas 
35 barras e 55 linhas de transmissão. 
~6 A tabela 5.4.1 da a enumeração das barras e os respec- 
tivos vetores de injeçao previsionais. 




































































































fÊ.;› “_›J~+ _ ' 1; -A 
-A 
3.03-'Ê›Ú 5. 93 75 ._ 
ll.59Óä , l2.975á 4.973? .- 5.5642 
4 ÕHÉZ i 





































M «m O z\_f¬. ¬‹`\l “U1 ñV 
. . ô 5.3121 Sia? U. '; 0.124; 4.219» - '- -' " -2,1259 - 
* 


































~'^ ' ~"l.ó'?Ç_3J _ ~' a _ - *2.90bU - 
1 0.0 0.0 
_ “ '*§.*§lOO 
_ _ _ '3z'J¿í;›.) -;Í›zz7()'Ç)u` ¬O.4 ~ “U.ö?OJ ^l›QUJJ 
“ 'J O - _ -ê.sLon -' -w. -5.3090 
“'11 "loLIU\)Í;) 
"luso 
Q' ~4.2OOJ -9.5 
'1› .'-+ '~-(z *'(>. 7341.) -Q .S 
' 3.0 
_ _ä _ i _V ~4.50u0 
u.O Q.d K M 
. _ I SJ » ~%.l -3.4OJU 
























































(300 -5.5000 »2.73J0 
" 1 -l.7OJu 









- vs;-iram ›.›\w~=r -- ' m»»~r,~_‹"v=.--›~ 
- - : . 
_ _, _ ,. ._ . _ . . ' ' 1 
. . 







¡ _' :_ › . 
z , a ‹ ^^w¶-'IRDn'vv\›flzp* 
Y I 
% 1% É\ , 1 , ` . , . . ` . ›¬` ' ‹ . ' ' , ' ' nun :MGF . .›_¢.z~ - ' “"-' 'í 294%* ' -.II ‹ } ' S Q 5 
fnvpfivz ~ vtxtflvsfinà- g I O , '-\fi\É@¿ N* 
ã* 


























` C) z 
1 
W., 1-,,Q.¡,., ‹ '_-u-›.e'‹,¬='~n‹›.a‹= ~ » .zívtšmuzs-~ 
\
_ 






* J film'-wa-'x ` 
~ .`>'. * ' G-vfinivrsuc; 
""*1"› 2' na. 
ênaâmúmp' 
Figura 5.4.1 - Diagrama Unifilar.
ó_z 
As reatãncias das maquinas, somadas as dos respectivos 
transformadores, são dadas na tabela 5.4.2. As mãquinas 9 e 10 
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Tabela 5.4.2 - Dados de Máquinas. 
. 
Os dados das linhas`de transmissão são dados nas tabe- 
las (5.4.5) e (5.4.4). Observe-se que há quarenta linhas distin- 
tas - as quarenta primeiras da lista - sendo as de numeros 4l a 
55 duplicatas de outras já listadas. Do n? 56 em diante, são da- 
dos os transformadores. 
Na figura 5.4.1 ê dado o diagrama unifilar do sistema 
original. . 
Considerando análises de contingências nas 40 primei- 
ras linhas de transmissao listadas caracterizando os quarenta ra 
mos do sistema, foram obtidos os resultados colocados a seguir 
` 19) O mêtodo de análise de contingências estático le- 
vou ã politica de expansão dada na tabela 5.4.5. 
. 29) Analise de contingências dinâmica, pelo método de 
Liapunov, com prê-seleção estática de contingências (sem o que, 
o mêtodo ê impraticãvel) levou ã política dada na tabela 5.4.6. 
1 
Novamente, a estratégia apresentada pela análise do 
comportamento dinâmico ê mais econômica. 
A diferença,neste exemplo - 10% - não ê tão acentuada 
como nos anteriores, devendo-se isto ao fato de que a restrição 
de limites térmicos ê mais preponderante do que a propria esta- 
bilidade. Ã medida que os limites térmicos decrescem, as duas po
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Täxfla 5.4.3 - Dados das linhas de transmissão. 
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Tabela 5.4.4 ~ Identificação das linhas.
O
4 r , llticas se aproximam 
nz.
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' A primeira estratëgia(tabela 5.4.5)foi obtida com 195 
segundos de processamento, sendo a primeira estratégia encontra- 
da pelo algoritmo, tendo a configuração nç 29 como extremidade . 
Observa-se que foram geradas 100 configurações e 8 estratëgiwsno 
tempo limitado em 300 segundos. “ 
A segunda estratégia (tabela 5.4.6) foi obtida com 332 
segundos de processamento, sendo também a primeira encontrada. A 
configuraçao extremidade foi a de número 49..Este programa gerou 
70 configurações e 8 estratégias em 500 segundos, limitação de 
tempo imposta. ‹ 
3.4.2. Um Planejamento para 10 Estágios. 
_ 
A tabela 5.4.7 mostra os vetores de injeção conside- 
rados para este estudo. Os resultados são dados nas tabelas 
(5.4.8) e (5z4.9) obtidas por análise de segurança estática e 
dinâmica, respectivamente.
ç 
O algoritmo empregando análise estática obteve a so1u¬ 
ção mostrada (primeira encontrada) em 430 seg. com a configura- 
ção numero 48 como extremidade. Em 730 seg. o algoritmo gerou 91 
configurações e 17 estratégias. ,i A ' 
Q 
- O algoritmo que emprega o metodo combinado estático di 
námico obteve a solução apresentada.®rimeira encontrada) em 7990 
seg. com extremidade na configuração 113. Em 1200 seg. o algorit 
mo gerou 134 configurações e 2 estratégias.. . 
~ A comparaçao das duas políticas mostra uma economia de 
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5.4.3. Um Planejamento para 15 estãgios. 
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Os resultados são mostrados nas tabelas 5.4.lle S.4J2 
que são,respectivamente, as politicas de expansão dadas pela 




Em ambos os casos a soluçao mostrada foi a primeiraen 
contrada pelo algoritmo de expansão. O algoritmo que emprega a- 
Êãlises estãticas gastou 520 seg. enquanto que o algoritmo que 
emprega o método combinado estãtico-dinâmico consumiu 1100 seg. 
O primeiro gerou 3 estratégias em 600 s e.o segundo gerou 6 es- 
tratëgias em l200 s (27 em 2400 s). A economia obtida pelo uso 
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5.5. CONCLUSÃO. ' 
Foram mostradas aplicaçoes prãticas com o objetivo de 
discutir a viabilidade do método proposto no presente trabalho.
A Foram utilizados tres exemplos diferentes: um, de pequeno porte 
para o qual se solicitou um planejamento dentro de um horizonte 
de cinco anos, outro, algo maior, para o qual se solicitaram pla 
nejamentos para cinco e dez estãgios e um terceiro exemplo, de 
porte relativamente elevado com o qual se pretendeu mostrar a a- 
plicabilidade do método a grandes sistemas. Solicitaram-se plane 
jamentos para cinco, dez e quinze estágios e o resultado, em to- 
dos os casos, foi favorável ao_mëtodo proposto. 
'
` 
Maiores comentários a respeito dos resultados terao lu 
gar no prõximo capitulo. ` '
71 
6. CONCLUSÕES E SUGESTÕES PARA FUTUROS TRABALHOS. 
6.l.'CONCLUSÕES. 
/. 
. Nos capitulos anteriores, que descrevem o objetivo e o 
teor do trabalho, mostrou-se a aplicação do critério de estabili 
dade transítõria no planejamento da transmissão, que ê, em suma 
a proposição deste trabalho. ' ~ 
No capitulo 2, descreveu-se o metodo de anãlise de es- 
tabilidade transitõria de Liapunov, em que se baseou a anãlisede 
contingências utilizada na elaboração do programa computacional, 
empregando as simplificações lã Cüadas, ou seja, o uso dos limi- 
¡ . 
tes inferiores como apontadores na pesquisa da face de tangência 
e o uso de apenas uma iteração do método de Newton-Raphson .para 
cãlculo do ponto de tangência.
_ 
O capitulo 3 foi destinado a descrever o algoritmo de' 
busca em grafo utilizado para procura de uma politica de expan- 
são para solucionar o problema do planejamento,a¶úm como o empre 
go do contexto do capítulo 2 na geração de sucessoras de configu 
rações foi mostrado no capítulo seguinte. 
. O_capitulo 4 foi destinado a introduzir o segundo meto 
do de Liapunov para anãlise de segurança de sistemas de potência 
no algoritmo de busca em grafos e definir a heuristica empregada. 
Até então, procurou-se enfatizar a menor conservativi- 
dade do método ora proposto em relação ãquele que utiliza anãli- 
ses de contingências estãticas, o que levaria a um planejamento 
mais econômico, uma vez que hã mais proximidade ã realidade do 
comportamento do sistema. Esta afirmação foi comprovada diante 
dos resultados obtidos no capitulo 5, o que vem ao encontro do 
objetivo do trabalho. ‹ . 
Hã certas considerações a fazer a respeito do mëtodo 
proposto e heuristica empregada o que se farã a seguir, apõs o 
que são citadas algumas sugestões para futuros trabalhos no sen9 
tido de aprimorar o método. ' 
....›.
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6.1.1. Sobre a Heurística. ~_ .
A 
4 
A heuristica - h - empregada como definida no item 
~ 4 ,_ (4.5) em funçao da maxima demanda atendida pela configuraçao em 
estudo se mostra eficiente em uma certa faixa de valores. Se o 
A . . 4 valor de h for muito inferior ao custo de uma estrategia,‹ique 
.., .. '11 ^” _ .. sem duvida o e quando se faz cml > hmax (4.5), o algoritmo e 
pouco eficiente embora seja admissível. A garantia de admissibi- 
lidade pode nao ser compensadora, uma vez que o algoritmo passa 
a ter um comportamento similar ao algoritmo de Dijkstra e, para 
sistemas de porte elevado, o tempo de processamento pode se tor 
nar proibitivo. Por outro lado, se.a parcela heuristica tiver um 
valor muito superior ao custo de uma estratégia, o algoritmo te-
A rã uma forte tendencia a estabelecer uma estratégia incrementala 
princípio, ciclando posteriormente ã procura de novos caminhos . 
Este nao ë o comportamento mais eficiente mas ê interessante quai 
. Õ 1- 
‹° -- l- ø . do o tempo disponivel nao e grande, pois ele gera uma estrategia 
rapidamente. ` , . 
Se a parcela heurística tiver valor nao muito superior 
ao custo de um caminho, ou, dito de outro modo, o custo do cami- 
nho for não muito inferior a l, valor mãximo de h , o algoritmo 
terã um comportamento satisfatõrio, procurando quase diretamente 
o caminho õtimo. Enquanto as duas primeiras afirmativas a respei 
A _ , ~ f .ø .ú 4 V to de _h sao facilmente dedutiveis, a ultima`e observavel no ca 
pitulo anterior, quando a cada exemplo se observou o tempo gasto 
para encontrar_o caminho e`o numero sequencial de geracao da con 
figuração extremidade do caminho. Em quase todos os exemplos, o 
caminho soluçao foi o primeiro encontrado pelo algoritmo, e, a 
julgar pelo número de outros caminhos gerados e a tendência de 
crescimento observada nos custos destes caminhos, a estratêgfiida' 
da como soluçao tem uma boa possibilidade de ser o caminho otimq 
quando não o ë explicitamente.
\ 
6.1.2. Sobre o Método Empregado. 
1 Q 
.... 




a resultados de planejamento substancialmente mais economicos do, 
que a utilização de critérios estáticos considerando 36° como 
. defasagem máxima. O esforço computacional acrescido com o cálcu- 
lo de dominios de estabilidade ê considerável, onerando o proces
^ samento; entretanto, este onus pago no processamento ë largamen- 
te suplantado pela economia obtida no resultado final. 
Note-se, no entanto, que, embora o algoritmo tenha si- 
do colocado em funçao de dominios de estabilidade dados pelo pro 
' cedimento descrito noCaufimlo2,naoê essencialmente dependentedis 
to, e todo e qualquer desenvolvimento do método que venha a me- 
~ lhorar sua eficiência e rapidez, atuará no mesmo sentido na efi- 
A ._ ciencia do algpritmo de expansao, Sabe-se também que o dominio 
de estabilidade calculado pelo método aqui empregado ê algo con- 
' servativo. Se esta conservatividade puder ser minorada, o plane-. 
jamento que se obterá, entao, será ainda mais realista, com efei 
tos imediatos sobre a economia - que será favorecida. Assim qual 
~ I 
quer mêtodo de análise de segurança mais eficiente e/ou mais rea 
_ 
:lista do que o utilizado neste trabalho pode substitui-lo na so- 
, . 
luçao do problema do planejamento da transmissao, de maneira a 
ainda melhorar o resultado final seja em velocidade de cálculoou 
economia na estratégia encontrada. '
4 A “prê-analise" de contingências estática, colocada co 
mo selecionamento de contingências para aplicação do segundo mê- 
todo de Liapunov possibilitou uma aceleraçao considerável para o 
algoritmo sendo isto evidente com a comparaçao efetuada no exemQ 
plo (5.3.2).` ` ' 
6.2. SUGESTÕES PARA OUTROS TRABALHOS. 
É De imediato, na aplicação do algoritmo, faz-se senthfa 
necessidade de prê-selecionar rapidamente as contingências mais 
importantes para análise, deixando-se então de efetuar um grande
^ numero de análises de contingencias inexpressívas, ganhando com 
, isto uma grande parte do tempo de processamento. Este ê um estu- 
do que pode vir a ser desenvolvido, tendo aplicaçáo não somente 
- _. .¬
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em planejamento, mas também em operaçao onde se requer velocida- 
de na monitoraçao do sistema. 
Outra sugestão, relacionada com o resultado final, ê a 
de incorporar ao algoritmo de expansão do sistema de transmissão 
um algoritmo de remanejamento de geraçao, com o que se lograria 
uma utilização ainda mais racional do equipamento, com reflexos 
diretos na economia. 
I 
Sugere-se, ainda, o desenvolvimento de um método para 
otimização da expansão de uma configuração, através da identifi- 
caçao da linha cujo acréscimo leva ã melhor situaçao em relaçao 
a segurança. Assim, o acrescimo desta linha pode levar ã seguran 
ça que sõ serra possivel com acréscimo de duas ou mais linhas se 
guindo o critério de adicionar linhas em paralelo com as que se 
mostraram sobrecarregadas. Também a modificação da topologia por 
criação de novos ramos pode proporcionar um melhor desempenho do 
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APENDICE A ..__.í__,___.__í_;. 
ALGORITMO DE EXPANSÃO DO SISTEMA DE TRANSMISSÃO 
UTILIZANDO METODO DE ANÃLISE DE CONTINGENCIAS 
ESTÃTICO. 
~ l 
O algoritmo ê fundamentalmente o descrito no texto do 
trabalho (cap. 3), diferenciando-se na análise de contingênciasdo 
sistema de potência e, portanto, no gerador de sucessoras e deter 
minação do limite de viabilidade. 
' O procedimento ê descrito a seguir: 
Uma configuraçao, Cn ,dê obtida no estãgio tk (limi 
te,de viabilidade de sua antecessora). A cada estágio tí , ini- 
ciando em tk , tomando o respectivo vetor de injeções Pi , de- 
terminam-se os ângulos de barras 60. A seguir, retira-se a linha 
de maior capacidade em cada ramo do sistema de transmissão e se 
_ 0 observam as defasagens angulares entre os extremos das linhas (de 
transmissão). Se alguma defasagem ultrapassa 36° ou se hã viola 
ção de limite térmico mn.alguma linha, o sistema ê consideradosg 
brecarregado, e deve ser reforçado. E dada a opçao de reforço da 
linha retirada e, se for o caso, da linha cujo limite térmico foi 
violado. ~ 
^ ' O E utilizado o modelo linear para cálculo dos angulos de 
barras e os ângulos do sistema apõs a retirada da linha p#q são 
dados por * 
_
< 
o -1 -1 o - = B - B 6 6 “( D q )¢pq 
(ver texto,-item 2.3.2).
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_ \ APENDICE B 
CONCEITOS E DEFINIÇÕES DA TEORIA DE GRAFOS.» 
B.l. GRAFO. 
Grafo êvum par ordenado G = (N,M) onde: 
N ê~o conjunto de nõs de G 
M ë uma familia, M = (rí)i€I , cujos elemento, ra- 
mos de G, satisfazem 





.Um ramo ë um par r = (n1,n2), com n1,n2 N , sendo nl 
a extremidade inicial e nz' a extremidade final do ramo. 
.B.2. REDE. 
Rede ê um grafo (N,M) que não contenha ramos do tipo 
(n,n), ou seja, laços. 
. _ 
B.3. RAMOS E NÓS ADJACENTES. 
' Dois ramos de um grafo G são adjacentes se tiverem,pe 
lo menos, uma extremidade em comum. Dois nõs são adjacentes se fo 







V* Denomina-se caminho uma sequência de ramos tais que a 
extremidade final de cada ramo, excluído o ultimo, coincide com a 
extremidade inicial do prõximo.
ao 
B.5. COMPRIMENTO DE UM CAMINHO. 
_ 
O comprimento do caminho ë dado pelo numero de ramoscwe 
o compõem.' “ ~ ' A 
B.Õ. CIRCUITO. 
Chama-se circuito o caminho no qual coincidem a extremi 
dade inicial do primeiro ramo e a extremidade final do ultimo ra- 
mo. 
B.7. CADEIA. ~ .
A E uma sequencia de ramos -(rl,r2,...,rp) tais que cada 
ramo intermediário ê ligado ao anterior por uma extremidade e ao 
seguinte pela outra. 
à
- 
B.8. CICLO; ~ ~ 
E uma cadeia em que as extremidades de rl e rp não 
ligadas a rz e rp_1 coincidem. 
B.9. GRAFO CONEXO. ` . . 
. Um grafo ê dito conexo se quaisquer dois de seus nõs pos 
sam ser ligados por uma cadeia. . 
B.lO. GRAFO PARCIAL.
~ ' seja um grafo G - (N;M). se M'<: M, entao (N,M') êrm 





`(N',M') ë um subgrafo de (N,M) se N'c:N e M'c:M e 
todos os ramos de M cujas extremidades estejam em N' estejam 





É.12. CENTRO Do GRAPOÇ 
Um nõ n ê um centro do grafo se qualquer nõ de N po 
de ser atingido por um caminho cuja extremidade inicial ë n. 
B.13. ÁRVORE.
À 
E um grafo conexo sem ciclos. Em uma ãrvore cada par de 





A \ _ . 
. E uma arvore munida de um centro. Em uma arborescencia, 
cada nõ pode ser ligado ao centro por um unico caminho. 
B.l5. OPERADOR SUCESSOR. 
Se um grafo G = (N,M)' não tem ramos múltiplos, isto á 
se (V r, r' ehfi, r f.r' , então o grafo e perfeitamente caracte- 
rizado pelo pará (N,F), onde F ë o operador sucessor de G , de 
finido por ' 
V ñzzN r(ñ) = {n |(ñ;n) z›4} 
ou seja, P(n) ë o conjunto das extremidades terminais dos ramos 
cuja extremidade inicial ê n.^ Os nõs em P(n) são denominados 
sucessores de n . ' ' 
B.16. CONFIGURAÇÃO. 
` 
__, _. _ _ ' Uma configuraçao da rede basica (N,M) (ou simplesmente 
configuração, se não houver dúvida quanto a (N,ÉD, ê uma tripla 
qrdenada C = (N,M,S), onde
à 
\ a) (N;M)c (fi,M) ë uma rede, chamada topologia da confi 
guração C ; 
b) Se Rm e um vetor de estado, com cada componmfln Sieoi 
chamada estado do ramo i ,°sendo oi .um conjunto 
de estados admissíveis associado ao ramo i.
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B.l7. CAPACIDADE DE UM RAMO. - 
E conveniente) dentro do escopo deste trabalho, definir 
capacidade associada a um ramo da rede que modela o sistema para 
fins de avaliações de viabilidades. 
Considerem-se os mapeamentos 
xi : oi »# R , 1=l,2,...,m 
que associam a cada estado admissível s`e oi para o ramo i da 
rede básica, a ca acidade %.(s) do ramo i no estado s. 1. 
A 
Dada uma configuração C = (N,M,S), particularizam-seos 
mapeamentos fi , definindo vetor de capacidades associado a C; 





B.18. TRANSIÇÃO DE ESTADO ELEMENTAR. . 
Sejam duas configurações C = (N,M,S) e C' = (N,M,S') 
(S,S') ë uma transição de estado elementar se existe p_Ím , tal 
que 
sk=s1'< vkfp
