Abstract. Inverse problems arise in a wide spectrum of applications in fields ranging from engineering to scientific computation. Connected with the rise of interest in inverse problems is the development and analysis of regularization methods, such as TSVD, Tikhonov or iterative regularization methods (like Landerweb), which are a necessity in most inverse problems due to their illposedness. TSVD can be used when dealing with (small) finite dimensional liner problems, but is computationally very expensive for large scale linear problems and not feasible for nonlinear problems. In such scenarios Tikhonov regularization is an attractive alternate, but it also comes with the price of calculating an optimal value for the relevant regularizing parameter; which is a non-trivial task. The best candidate in these situations turns out to be iterative regularization methods, such as the Landweber type iterations. In this paper we propose a new iterative regularization technique to solve inverse problems, without any dependence on external parameters and thus avoiding all the difficulties associated with their involvement. To boost the convergence rate of the iterative method different descent directions are provided, depending on the source conditions, which are based on specific aprior knowledge about the solution. In addition, we also provide a very efficient stopping strategy in the absence of noise information. This is very crucial since most of the regularization methods depends critically on the noise information (error norm) to determine the stopping rule, but for a real life data it is usually unknown; although there are few heuristic approach to determine the stopping criteria, but again they are not very efficient. To illustrate the effectiveness and computational efficiency of this method we apply this technique to numerically solve classical integral inverse problems, like Fredholm or Volterra (in particular, numerical differentiation) type integral equations, and compare the results with the Tikhonov and TSVD regularization methods.
Introduction
An inverse problem in general is a problem where the effect (output) is known but the source (input) is not, in contrast to a direct problem where we deduce the effect from the source. Mathematically, an inverse problem is often expressed as the problem of finding a ϕ (source) which satisfies the following operator equation:
where g is the given data (effect) and T is some operator describing the underlying process ) and the presence of noise in the measured data g. Thus for a slightly perturbed data g δ , such that ||g − g δ || ≤ δ (small), the inverse recovery becomes unstable, ||ϕ − ϕ δ || >> δ (very large), where the norms correspond to their respective spaces. To counter such instability or the ill-posed nature of inverse problems, regularization methods are employed. In the last few decades, several regularization methods have been established for linear as well as nonlinear inverse problems. In principle, there exist regularization methods that are based on Tikhonovs approach (i.e. adding regularizing constraints), iteration methods and discretization approaches. For a comprehensive discussion on this subject we refer the reader to the rich literature, see [2, 23] . For each of those methods abundant refinements/generalizations and different regularization parameter rules were established, e.g. the discrepancy principle [25, 26, 24] , L-curve [9, 10] , the monotone error rule [27] , or, more recently, the Lepskii principle [28, 29] , just to name a few. Tikhonov regularization, see [2, 15] , is probably the most well known regularization method for linear as well as nonlinear inverse problems. However, when it comes to an implementation of Tikhonov regularization for nonlinear or even large scale linear problems, iterative methods are often or even have to be used for finding a minimizer of the Tikhonov functional. A more direct approach is offered by iterative methods, which have been investigated in the frame work of regularization of nonlinear problems more recently, see [7, 16, 4, 17, 21] . Beside simple gradient-type iterations, like Landweber iteration [19] , Newton-type methods seem to be especially attractive, due to their well known, fast convergence properties for well-posed problems. In order to take into account the ill-posed nature of the problem (1.1), several variants of Newton's method have been proposed for the stable, iterative solution of inverse problems, e.g., the iteratively regularized Gauss-Newton method [7, 17, 18, 21] , the Levenberg-Marquardt method [16] , a Newton-CG algorithm [22] , or a Newton-Landweber method [17, 20] .
An overview of the regularization methods.
The general form of the minimizing functional in Tikhonov regularization method is given by (1.2) F (ψ; α, δ, L, ψ 0 ) = ||T ψ − g δ || 2 + α||L(ψ − ψ 0 )|| , where α > 0 is the called the regularization parameter, δ ≥ ||g − g δ || is the error norm (with appropriate norms ||.||), ψ 0 is an initial guess and L is the regularization operator
3
. Under the choice of L = I and ψ 0 ≡ 0, known as the standard form of Tikhonov regularization, the (minimal norm) solution is given by (1.3) ϕ † α,δ = arg min
The first term in equation (1.2) is known as the data fitting term, the second term is called the penalty (or regularization) term and the parameter α balances the tradeoff between them. The fitting term ensures that the recovered solution fits well 2 it not, then we use the generalized inverse or Moore-Penrose pseudoinverse, T † , of T , which is also unbounded. 3 again the space for ψ is defined appropriately.
with the given data, when applied by the forward operator, and the regularization term provides some level of smoothness to the inverse recovery. Many strategies have been proposed for the choice of both L and α, see [2, 13, 14] . In most cases L is considered as a sum of differentiation operator of some order with different norms in the penalty term, depending on the smoothness of the solution. For example, with the usual L 2 or Sobolev norm, which impose strong smoothness, it is hard to recover solutions with sharp features. In such a situation the L 1 norm for a suitable space, like the space of functions of bounded variation, provides better recoveries, i.e., the total variation regularization.
For a linear operator T , when discretized to a matrix [T ] ∈ R n×m , it is often convenient to find the minimizer of the functional in (1.2) or (1.3) through the SVD analysis of the matrix [T ] and L, for small n and m. However, for large scale linear system or nonlinear system the above method is computationally expensive or even in-feasible and iterative regularization approaches are attractive alternatives to the ordinary Tikhonov regularization, and some of them, for instance, Landweber iteration [4] and the steepest descent method [5] , have been suggested to solve nonlinear ill-posed problems. The minimizer of the functional in (1.3) can be approximate, when T is linear, in an iterative way, known as iterated Tikhonov regularization, see [2, 8] , where at each iteration the minimizer is improved as follows
where if α k = α, for all k, then it's called stationary iterative method, else it's known as non-stationary iteration, and the iterations can be terminated with the aid of the discrepancy principle, [31] . Similarly, for a general linear penalty term L, in equation (1.2), the minimzer is approximated iteratively as (1.5) ϕ simplicity of the Landweber iteration comes with the cost of a slower convergence rate, due to the absence of a damping regularization term. In all the choices of the regularization operator mentioned above, the solution of the inverse problem is not the minimizer of the regularization term, unless it is a trivial solution, and hence one needs to properly determine the choice of α to balance between smoothing and fitting in the inverse recovery. In such parameter based regularization methods the ill-posed problem is first converted to a family of wellposed problems (depending on α) and then, after choosing an appropriate α 0 , the solution is approximated by minimizing the corresponding functional. In this paper we propose an iterative regularization method where the regularization operator L is connected with the operator T , in equation (1.2), without the involvement of any external parameters, and thus avoiding all the difficulties associated with its involvement. That is, for a given operator T we construct the regularizing operator L and the initial guess ψ 0 , depending on g δ , such that not only does L ensure the smoothness of the recovery but also it has the solution, ϕ, as its minimizer. The iteration is terminated using the discrepancy principle, when error norm δ is known, and for unknown δ we provide an efficient stopping strategy, which in fact can be coupled with discrepancy principle (when δ known) to further improve the efficiency of the recovery.
Let us briefly outline our method. Here we consider the operator T : D T → H 2 as a linear bounded (injective) 4 operator, where D T ⊂ H 1 and g ∈ R(T ) 5 is a known function defined on [a, b] ⊂ R, a bounded set. Here H 1 and H 2 are Hilbert spaces, that we take to be subsets of L 2 [a, b]. First we reformulate problem (1.1) in a different way; for a given T and g, find a ϕ that satisfies:
where −u = g or equivalently
The solution of (1.9) is approximated by the minimizer of the functional
, is the solution of the following bvp
The first term in equation (1.11) is minimized by the solution ϕ and in [1] we proved that the second term also has the same minimizer, ϕ. Hence for the given operator T and data g, we are able to create the corresponding regularizing functional L and the initial guess ψ 0 such that
4 for simplicity, we work in an unique solution scenario. For a non-injective T we can still recover a regularized solution, the generalized or pseudo-inverse solution.
5 first we develop the theory with the exact g and later we prove the stability of the process when given a perturbed
where Lψ = u ψ and Lψ 0 = u . The significance of ϕ being the minimizer of both the terms in (1.11) is that one can even minimize only the second term to recover ϕ, which is very helpful in presence of extreme noise level, see [1] , or when the first term is very sensitive to the noisy g δ , see Example 7.9. For mild noise, with unknown smoothness of the source function, using both the terms leads to a stronger convergence rate, see Table 1 and proved in §ection 5.1. Here we follow an improved gradient descent algorithm for the inverse recovery of ϕ, where we start with the normal L 2 -gradient of G and then upgrade it to various other gradients, including the H 1 -gradient, to enhance the descent rate and efficiency of the recovery. Using an appropriate gradient is very crucial in the optimization process as it helps in retrieving the features of ϕ more accurately, for example the H 1 -gradient not only smooths out the noisy L 2 -gradient but also helps in pre-conditioning certain desired boundary effects, depending on some prior information of the boundary data (Example 7.5), or going for characteristic gradients helps in preserving the sharp edges and discontinuities of ϕ (Examples 7.1 and 7.8); it's discussed in detail in §ection 4.
During the descent process we generate a sequence of
, and the corresponding sequence
if only the second term is present, proved in §ection 5.1. Now let us define functionals G 1 and G 2 corresponding to the first and the second term of the functional G,
While in [1] a specific example of T was considered, the theory developed was for a general T , and consequently we can state some of the properties of G 2 as follows:
• An equivalent form of
where the T * is the adjoint of the operator T .
• The second Gâteaux differential
6 it can be further proved that it's also the first Frêchet differential of G 2 at ψ. 7 again it can be proved that it's the second Frêchet differential of G 2 at ψ.
Thus G 2 is a strictly convex 8 functional and has a unique global minimum which is attained at ϕ.
In §ection 3 we extend these properties to the functional G. In §ection 4 we provide a descent process to minimize the functional G by using different gradients depending on the scenarios, which is crucial for the minimization process. The convergence of the sequence of functions constructed during the descent process, the stability of the method, and an error analysis is discussed in §ection 5. In §ection 6 and 8 we provide two stopping criteria for the descent process, when the error norm δ is known and when it is unknown, respectively. To corroborate the developed theory we perform numerical experiments on some of the standard inverse problems and compare the results with the results obtained using other regularization methods, like Tikhonov and TSVD; detailed in §ection 7.
Notations and Preliminaries
We adopt the following notations that are used throughout the paper. All functions are real-valued defined on a bounded closed domain 
The advantage of this transformation is that it enables the negative Laplacian operator
. By using the bounds for the G 2 (ψ) from [1] we also have a bound for
where λ 1 > 0 is the first eigenvalue of the positive operator −∆.
. This is particularly very significant in the sense that we are able to upgrade the smoothness of the working data or information space from
and hence improve the stability and efficiency of the numerical computations.
Convexity of the functional G
First we state an ancillary result related to u ψ , from [1] .
Now we state some of the important properties of the functional G.
where T * is the adjoint of the operator T .
is a positive definite quadratic form.
Proof. All the proofs follow directly from [1] and some additional algebra.
The Descent Algorithm for G
In this section we discuss the problem of minimizing the functional G, via a descent method. One can guess a descent direction by looking at the truncated Taylor expansion of the functional G, which is
The followings are some descent directions that can make
Though this gradient works well in most situations, there are certain theoretical and numerical issues associated with using the L 2 -gradeint, (.)dt, which implies that at the end point b the recovery will be invariant during the descent process. Hence for the initial choice of the descent function ψ 0 if ψ 0 (b) = ϕ(b) then it will lead to large fluctuations at that end point (see example 7.5). From a numerical viewpoint, if the operator T * is very sensitive to noise then it will make the inverse recovery unstable, as ∇ L 2 G involves the noisy g δ directly. For example, if the operator T is a differential operator then the adjoint operator T * is also a differential operator acting on the noisy g δ and thus will greatly amplify the noise.
4.2.
The H 1 -Gradient. One can circumvent this problem by opting for the Sobolev or Neuberger gradient, ∇ ψ H 1 G, instead (see [1] ). It is the solution of the following boundary value problem
This provides us a gradient, ∇ ψ H 1 G = g, at any ψ, with considerably more flexibility at the boundary points {a, b}. In particular one has In addition to the flexibility at the end points, it also enables the new gradient to be
, and hence gives a superior convergence in the steepest descent algorithms when recovering a smooth function. One can exploit the flexibility of the gradient at the end points according to some prior information (if known) of ϕ at the end points. For example, if prior knowledge of ϕ(a) and ϕ(b) are known, then one can define ϕ initial as the straight line joining them and use the Dirichlet Neubeger gradient for the descent. Thus the boundary data is preserved in each of the evolving ψ m 's during the descent process which leads to a more efficient and faster descent compared to the normal L 2 -gradient descent. Even when ϕ| {a,b} is unknown, one can use the Neumann Neuberger gradient that allows free movements at the boundary points, Example 7.5. However, in certain situations (especially when T * is a smooth operator) the ∇ ψ L 2 G has its own advantages. In addition to saving computational time, it also preserves sharp features or discontinuities in the recovery better than ∇ ψ H 1 G, as it is a cruder gradient.
The L
2 − H 1 Conjugate Gradient. Now, one can make use of both the gradients by forming an average of them, or using them to compute the standard Polak-Ribière conjugate gradient scheme (see [1] ) to further boost the descent rate, approximately by a factor of 2. Specifically, the initial search direction at ψ 0 is h 0 = g 0 = ∇ ψ0 H 1 G. At ψ m one can use an exact or inexact line search routine to minimize G(ψ) in the direction of h m resulting in
Note that one can also use either ∇ ψ L 2 G or ∇ ψ H 1 G to form the conjugate gradient.
Some other gradients.
As mentioned above the Neuberger gradients, being smoothed versions of the L 2 -gradient, has an advantage when recovering a smooth parameter, but is sometimes not quite effective when the parameters have discontinuities or sharp features in them. In these situations one can opt for the L 2 -gradient, while noting that some other descent directions can provide even sharper recoveries than, depending on the scenarios. From (4.1) and (4.2), we need to find a direction h 0 such that
We define a characteristic gradient as
Thus we can see that the previously defined ∇ ψ L ∞ G is a special case of the characteristic gradient. Though the L ∞ -gradient provides a discrete gradient for the descent process, but upon choosing α k and A k appropriately we can obtain an even faster descent rate and better recoveries. One way to choose α k and A k is by splitting [a,b] into simple disjoint intervals, such that A k = (x k , x k+1 ) and ∇ ψ L 2 G is either positive, negative or zero on A k , and
This is helpful because during the descent process we are descending discretely depending on the ∇ 
χ−gradient extension.
We can further generalize the characteristic gradient by not restricting it to only the simple functions. It can be extended rather to a piece-wise defined function,
Alternating gradient.
Sometimes, it is better to have a descent direction that fluctuates between the smooth and the sharp descent directions, as it preserves both the smooth and the sharp features of the recovery. So we define a descent direction, denoted by
alternates between the ∇ L 2 G and ∇ χ G during the descent process.
Remark 4.1. For all of the above defined descent directions we have performed computational testing to validate their numerical viability. We further comment on some promising alternatives.
(1) To use the characteristic direction ∇ ψm χ G at any particular stage of the descent process with optimal values of α k , one can perform a multi-variable minimization:
, instead of performing a single variable minimization using the χ−gradient as defined in (4.6), (4.10) minimize 
is known, then we can start with the initial guess ψ 0 as a linear interpolation of the given data points (
with Dirichlet boundary conditions (and mixed conditions for the initial and final sub intervals if x 1 = a or x n = b). This technique is very useful in recovering ϕ almost uniquely even when the the operator T is not injective, as it uses the known information as a constraint and reduces the search space for ϕ, when the null space is non-trivial. (α) ) and using a line search minimization, where ψ m+1 (α) = ψ m − α∇ ψm H 1 G. To bracket the minimum the initial step size α 0 is chosen by solving the quadratic approximation of the function f m , (see [1] ), which is given by
.
Hence in the descent process, starting from an initial guess ψ 0 ∈ L 2 [a, b], we obtain a sequence of L 2 -functions ψ m for which the sequence {G(ψ m )} is strictly decreasing. In the next section, we discuss the convergence of ψ m to ϕ and the stability of the recovery. But if the functional G has both the terms, the functional G 1 as well as G 2 , then we have a stronger convergence. Proof. The strong convergence of
The proof of the weak convergence of {ψ m } to ϕ in L 2 [a, b] is very similar to the proof in theorem 5.1, provided we can show that the range of
2 -norm. This is true because our operator T is an injective bounded linear operator.
Stability.
Here we prove that regarding the problem of solving equation (1.1) as that of finding the minimizer of the functional G, is a conditionally well posed problem. We see from subsection 5.1 that for a given g we are able to construct a sequence of functions
, where T ϕ = g. Now if we are given g δ instead, where ||g − g δ || L 2 ≤ δ, then we show that the sequence ψ m will still approach ϕ, modulo some conditions. First we examine the value of the functional G δ , formed based on g δ , at the point
Theorem 5.3. Suppose given g and g δ are such that ||g −g δ || L 2 ≤ δ and lets denote their corresponding functional as G and G δ , respectively,
where −u ϕ = g, with u ϕ (a) = 0 = u ϕ (b) and −u ϕ δ = g δ , with u ϕ δ (a) = 0 = u ϕ δ (b). Then the minimizer ϕ of functional G, such that G(ϕ) = 0, satisfies the following upper bound
for some constant C.
Proof. Since T ϕ = g and T ϕ δ = g δ we have
In the next theorem we prove that for a sequence of functions {ψ m } converging weakly to ϕ δ in L 2 [a, b] , that is, G δ (ψ m ) is small for some large m, then G(ψ m ) is also small for large m. Proof. For the functional G 1 we have
, we get G 1 (ψ m ) ≤ c 1 δ for some constant c 1 and large m. As for G 2 , it is proved in [1] that there exists an M 2 (δ) ∈ N such that G 2 (ψ m ) ≤ c 2 δ for all m ≥ M 2 (δ), and the result follows.
Many operators, such as integral operators, are defined through a kernel function and sometimes these kernel functions are also not exactly known. That is, in certain situations we may not even have the exact operator T but an approximation of it, T δ1 , such that the operator norm of the difference is small, ||T − T δ1 || 2 ≤ δ 1 . Even in these scenarios, the above inequalities continues to apply. 
Therefore, combining theorems 5.3, 5.4 and 5.6 we have the following two-sided bound for G δ (ϕ) (5.5)
Thus, when δ → 0 we have
. Though from (5.4) we would like to stop the descent process when
but since we do not know the exact g (equivalently, the exact u) we can not use (5.6) as the stopping criteria for the descent process.
Stopping criterion I
When the error norm δ = ||g − g δ || L 2 is known then Morozov's discrepancy principle, [31] , can serve as a stopping criterion for the iteration process, that is, terminate the iteration when
for an appropriate τ > 1
9
. For the convergence and stability of the process see [4] . We can further improve the termination rule by coupling the above condition with Stopping criterion II ( §ection 8), which is applicable even in the absence of the error norm δ.
Numerical Results
We follow a similar algorithm as given in [1] . We perform inverse recoveries on the classical integral type equations. A MATLAB code was written to test the numerical viability of the method and the results obtained is then compared with the standard regularization methods, like truncated SVD, Tikhonov regularization with L = µI and Tikhonov regularization with a L as defined in [30] . The grid spacing depends on the problem and is specified in the respective problem settings.
First we consider functional G to obtain the recoveries, where the iterations are terminated using stopping criterion I ( §ection 6), and then we repeat the process for functional G 2 and compare the results. 7.1. Numerical Differentiation. In paper [1] , we used the functional G 2 to solve the inverse problem of numerical differentiation. The gradient used in that paper was either the ∇ L 2 G or the ∇ H 1 G 10 and we observed that the recoveries obtained using this method outperformed its counterparts (like Tikhonov regularization, total variation, smoothing spline, mollification method and least square polynomial approximation) under the same assumption, that is, g ∈ H 1 [a, b]; see [1] . 
, and use it numerically compute the first derivative of y 2,δ . Figure 1 shows the recoveries using different gradients. The relative error of the recovery using L 2 −H 1 conjugate gradient is 0.1684 and the number of iterations needed to achieve it is more than 1000; whereas the relative error of the recovery using ∇ ψ χ G gradient is 0.0038 and the number of iterations needed is 5.
Remark 7.2. One gets result very similar to Figure 1a when using L ∞ -gradient, to be precise the relative error of the recovery is 0.0079.
Fredholm Integral Equation of the First Kind.
A Fredholm integral equation of the first kind is an integral operator equation, depending on a kernel function K, and is very similar to a Volterra type equation but with constant limits of integration:
Such integral operator equations are classical inverse problems and can be quite ill-posed. An important case of these type of equation is when the kernel function is a function depending only on the difference of its arguments, namely K(s, t) = K(s − t), and the limits of integration are ±∞, then the integral can be considered as the convolution of the kernel function and the source function, T ϕ = K * ϕ, and the corresponding inverse problem is called as the deconvolution problems, see Examples 7.8 and 7.9. Examples 7.4, 7.3, 7.5 and 7.6 are obtained by discretizing the corresponding Fredholm integral (7.1), where the discretizations are carried out by either Galerkin or Nyström methods. This yield a linear discrete ill-posed problem
where the matrix A ∈ R m×n is the discretized representation of the operator T and the vectors x ∈ R n , the b ∈ R m are the discretized source and effect functions. MATLAB functions in [34] determine discretizations A ∈ R n×n , and scaled discrete
Step-size regularization Figure 1 . Numerical differentiation using different regularization.
approximations x ∈ R n and b := Ax ∈ R m , where n = m = 200, unless otherwise stated. To test the stability of the method, we add a normally distributed (with mean zero) error vector δ ∈ R m to the original b to get a perturbed vector b δ ∈ R m , such that (the relative error norm)
||b||2 ≤ 10%. In particular, when using stopping criterion I to terminate the descent process we assume δ = || δ || 2 to be known, but when applying stopping criterion II we consider it as unknown. We compare our results, in Table 1 , with the results obtained using Standard Tikhonov, TVSD and Tikhonov with a regularization matrix L as specified in [30] .
One dimensional image restoration can be modeled by a Fredholm equation with the following kernel function
The effect function g can be obtained from the following source function
From [34] , we take the parameter values for a 1 = 2, a 2 = 1, c 1 = 6, c 2 = 2, t 1 = 0.8 and t 2 = −0.5, which give the source term ϕ two distinct peaks, with the integration limits as [− In this example we consider the Phillips problem from [34] , where the source, the kernel and the effect functions are given by (7.6) ϕ(t) = 1 + cos( Figures 3a and 3b show the recoveries of the solution using the functional G and G 2 , respectively, and considering the L 2 -conjugate gradient direction during the descent. The relative error in the recoveries are 8.80% and 9.38% using the functional G and G 2 , respectively. In this example we numerically compute the second derivative of a given function. Just as the solution of a Volterra equation gives us the first derivative of a function, see [1] , the solution of a Fredholm equation with the corresponding Green's function as the kernel gives us the second derivative of the function. Here, the following kernel function
helps us to compute the second derivative of the function g(s) =
We use the perturbed function g δ instead and compare the computed g δ with the original g . Figures 4a and 4b show the recoveries of the solution using the functional G and G 2 , respectively, and considering the L 2 gradient direction during the descent. The relative error in the recoveries are 34.62% and 34.40% using the functional G and G 2 , respectively. From the Figure 4 one can suspect that at the boundary point 'b' the recovery using ∇ L 2 G-conjugate gradient is invariant during the descent process, which in fact can be verified by examining the kernel function (7.9). Hence in this situation one can implement the Neumann Neuberger gradient, to have floating boundary values during the descent process. Figures 5a and 5b show the recoveries of the solution using the functional G and G 2 , respectively, and considering the Neumann ∇ H 1 G gradient direction during the descent. The relative errors in the recoveries are 8.81% and 10.66% using the functional G and G 2 , respectively, and considering the Example 7.6. Baart problem.
In this example we consider the Baart problem from [34] , that is, with the following source, kernel and effect functions:
(7.10) ϕ(t) = sin(t) , K(s, t) = e s cos(t) , (7.11)
where the integral intervals are [0, Here we reconsider the Phillips problem, Example 7.4, but with A ∈ R 1200×1200 . The relative error in the recoveries are 4.21% and 2.34% using stopping criteria I and II, respectively, and minimizing the functional G. The computational time for the descent process, when n = 1200, only exceeds 3.605 times the computational time taken for the descent process when n = 200, in Example 7.4.
Deconvolution [Image Deblurring]:
Deconvolution has many practical applications, primarily used in image deblurring. It arises in connection with the degradation of digital images by atmospheric turbulence blur, modeled by a Gaussian point-spread function. The one dimensional kernel function is given by
One of the most concerning and difficult aspect of such problems is to recover the sharp features of ϕ, if it has any, since the Gaussian kernel tends to smear them and usually it is quite hard to inversely recover them using smooth gradients. This is where all the different coarser gradients that we have discussed in Section 4 comes in handy. , and the grid spacing in both the intervals is 0.01. Here we used the MATLAB functions conv(., ., "f ull") for the forward operation T ψ m and conv(., ., "same") 11 for the adjoint operation T Figures 7a and 7b show the recoveries of the solution, using the ∇ L 2 G and ∇ χ G, respectively, during the descent process and minimizing the functional G. The relative error in the recoveries are 27.74% and 18.45% using the functional G and G 2 , respectively. 11 for matrix dimension compatibility during the descent process, as
Example 7.9. In the previous example we observed that using an appropriate gradient significantly affects the recovery of the solution. Here we show that using an appropriate functional, G or G 2 , also has a great impact on the recovery. We considered three cases, when (i) σ = 1 (Example 7.8), (ii) σ = 0.5 and (iii) σ = 0.1. We will see that for larger σ using the functional G provides better recovery than the functional G 2 , and its vice-versa for smaller σ, that is, the functional G 2 is gives better recovery than the functional G for smaller σ. Figures 8a and 8b show the recoveries of the solutions using the functional G and G 2 , respectively, and considering the ∇ χ G direction during the descent. The relative errors in the recoveries are 18.45%, 18.64% and 25.36% for σ = 1, 0.5, 0.1, respectively, using the functional G and 30.59%, 23.46% and 16.29% using the functional G 2 , for the respective σ. Remark 7.10. Example 7.9 reflects the importance of the functional G 2 . Since the minimizer of the functional G 2 is same as the functional G, it provides us an alternate approach to recover the solution, when the functional G is very sensitive to the noisy g δ .
Stopping Criterion II
In this section we provide a stopping criteria when the error norm δ is unknown, or even when δ is known one can combine this with stopping criteria I ( §ection 6) to have an enhanced recovery. Here we see the stabilizing effect of functional G 2 and make use of it to recover ϕ, even in the absence of error information. It is a two step process, where in the first step we terminate the iteration process using Algorithm 1. The purpose of counter i1 is to provide some flexibility for wiggling during the descent of G, which is controlled by the value of maxi1, and counter i2 handles the descent of G, that is, there can be some fluctuations in the descent process but the minimum over the set of iterations needs to be decreasing over time; and counter i3 12 specifies the maximum number of iterations to be performed, if the descent process doesn't attain the minimum before it. In the second step, once the descent process is terminated, one analyzes the graph of the solution norms ||ψ m || L 2 , the error norms ||T ψ m − g δ || L 2 and the descent of functional G 2 , over the set of iterations, to identify certain pivotal points; where we call a point to be pivotal if any one of the graphs changes its nature suddenly at that point 13 . For example, Figures 9b, 9a and 11a show the graphs of the solution norms ||ψ m || L 2 , the error norm ||T ψ m − g δ || L 2 and functional G 2 (ψ m ), respectively, for the Shaw test problem, Example 7.3. The pivotal points are plotted in the graphs, which are m = 6, 13, 15, 20, 34 and 43. We call the first pivotal point as the reference point and it is the first point where the error norm ||T ψ m − g δ || L 2 attains a stable state; for example in Figure 9a iteration 6 can be considered as the reference point. The choice of the reference point is very crucial, as we compare the results obtained at other pivotal points to the reference point result, that is, we compare ψ m 's to ψ 6 for m = 13, 15, 20, 34, 43. The largest m for which ||ψ m || L 2 is close to ||ψ 6 || L 2 and has the least value in G 2 (ψ m ) is considered as the recovered solution. Figure 12a shows the recoveries at different pivotal points, where we see that the graph of ψ 15 is close to ψ 6 and then the ill-posedness creeps in as m increases. The relative error norm of ψ 15 is 9.16% and the least relative error norm is attained by ψ 14 (9.02%) during the descent process. The relative errors in the recoveries at the pivotal points 6, 13, 20, 34, 43 are 16.20%, 10.61% 32.66%, 38.28% and 123%, respectively. Similarly, Figures 11b and 10b show the graph of functional G 2 descent and the ||ψ m || L 2 graph, together with the pivotal points, for the Baart test problem, Example 7.6. Figure 12b Remark 8.1. Note that when δ is known, then the iteration number obtained using stopping criterion I ( §ection 6) can serve as the reference point. In fact one can observe that the first pivotal point obtained heuristically (when δ unknown) often coincides with the reference point obtained using the stopping criterion I (when δ is known). Hence, one doesn't need to critically depend on the noise information and can still have a good (or even better) recovery, using stopping criterion II, provided the reference point is estimated appropriately.
Remark 8.2. Note that the ill-posedness of the problem is only reflected in the descent of functional G 2 . Figures 13a and 13b show the descent of functional G 1 for the Shaw and Baart examples, respectively, which looks very similar to their respective error norms graph ||T ψ m − g δ || L 2 , but one can not find the hiccups as seen in the G 2 descent, figures 11a and 11b. 
Conclusion and future research
Here we provide a regularization method that does not require any external parameter and there by avoids the associated problems. We present various descent directions for the minimization processes depending on the applications, which not only speed up the rate of descent but also improve the efficiency of the recovery. The stopping criteria also plays a very important role in the descent process of an inverse recovery. In most real world problems the error norm is not known, and even if it is known then sometimes following the simple stopping criterion I, in Section 6, does not result in optimal recovery. Hence one can combine it with the stopping criterion II, in Section 8, to further improve the recovery or when δ is unknown.
In a follow up paper we are going to extend this regularization method to inverse problems in higher dimensions. We are also trying to develop a similar theory using the L 1 -norm for G 2 , similar to total variation regularization, and generalize the approach to non-linear inverse problems in Banach spaces.
