Abstract
Introduction
With the development of distributed systems and object-oriented technology, object-based distributed processing has been highly valued. Object-oriented design [1] [2] provides a high-level abstraction to describe the nature of software components. With the class inherence mechanisms, object-oriented technology also offers greater potential in portability and code reusability. To facilitate the development of integratable software objects in distributed environments using OOD, several object interconnection standards have been proposed; notably, Object Management Group's (OMG) Object Management Architecture (OMA) [3] [4], Microsoft's COM/DCOM [5] , Sun's JAVA Bean [6] , and IBM's DSOM [7] , etc. The OMG's CORBA standard is an open system model, which has already had more than 700 participants in the academy and in the industry, and more and more services [4] and applications were built on it. In the CORBA, Object Request Broker (ORB) is a software bus to connect applications and object
The Common Object Request Broker Architecture (CORBA) is structured to allow integration of a wide variety of object systems [14] . Following Figure 1 , there are several major components that construct CORBA.
We now briefly describe the basic concept of CORBA and its components. To invoke an operation on a remote object implementation, a client must first bind to that object. ORB first checks whether the remote object implementation exists. If not, an instance of the object implementation is initialized. Binding to a remote object will create a local proxy for the remote object, and the requests on the local proxy will be delivered to the remote object. The object implementation replies the results of the invocation to the client via ORB after the object implementation completes the execution of the invocation. The client may send prior requests to the same object implementation without the re-establishment of the communication channel. Client program also invokes a remote object implementation via Dynamic Invocation Interface (DII). That is, the DII allows a client to directly access the underlying request transport mechanisms provided by the ORB core. The DII is useful when an application has no compile-time knowledge of the interface it is accessing. It can query Interface Repository to get the information of remote object implementation. Analogously, Implementation repository is used by Object Adapter to get the location of object server when the target object is not activated. In addition, multi-threaded programming is a wellknown technique to improve the performance of applications. In CORBA environment, clients can invoke the remote objects that are shared. If those objects were single-threaded, it will affect the performance of system in the large distributed applications. Therefore, a multithreaded ORB is important in developing a large clientserver application. The major goal of this paper is to design and implement a multi-threaded object request broker that is fully compliant with CORBA2.0. The motivations of our work as follows: First, we will support related work in our group, such as concurrency control service, object transaction service [22] , and heterogeneous full-text search engine agent [24] , to develop multi-threaded version. Second, There are no commercial multi-threaded version object request brokers before our work started. In addition, we also implement an IDL compiler [9] in our environment to translate IDL definitions into C++ mapping. We will develop our system on top of WindowsNT and underlying TCP transport protocol. In our design, we will use the run time library plus server daemon to integrate applications and object implementations. The user interface in our system will be as similar to Orbix as possible, whose performance will shortly be compared with.
The rest of this paper is organized as follows. Section 2 surveys some well-known products. In section 3, we present the system design and overall system architecture. Section 4 gives the implementation detail of our system. Section 5 presents the results of the performance comparison with Orbix. The concluding remarks are in section 6.
Related Work
In this section, we give a brief description for a few well-known systems in the world. The reason is that most of these systems are commercial products, the detailed architecture is usually proprietary to the vendors, and details are not publicly available. Those are Electra [10] , Orbix [11] [12] and Visibroker [13] [22] etc.
Electra
Electra is not a commercial product but is being used to research problems. Electra is layered as depicted in Figure 2 . It includes CORBA Static Invocation Interface, Object Request Broker Interface (ORB), and Basic Object Adapter (BOA), all that are based on the Dynamic Invocation Interface (DII) which can be seen as the core of the ORB. The core itself is built atop of a multicast RPC module supporting asynchronous RPC to both singleton and group destinations. VOS is a Virtual Operating System layer used by application to interact with the underlying operating system in a portable and thread-safe way. The VOS mainly provides operations for file and memory management. 
Orbix

VisiBroker
VisiBroker is a commercial product of Visigenic company. It is also a CORBA-compliant Object Request Broker. The VisiBroker is fully compliant with CORBA 2.0 and use IIOP's (Internet Inter-ORB Protocol) CDR to encapsulate request message. In VisiBroker, it is implemented as an Agent-Based structure, and supports a smart-agent to manage server object. Currently, VisiBroker is up to version 3.0 for C++ and Java and might port to Sun Solaris, HP-UX, IBM AIX, SGI IRIX, Digital UNIX and Windows 95, NT, etc.
System Design
In this section, we will describe our design to fit the CORBA 2.0 specification.
System Architecture
In the CORBA, object request broker is the physical entity to communicate transparently client program with server object. It is responsible to deliver requests to server and the result to client. In our design, we divide our ORB into three layers: communication layer, data representation layer and runtime layer, as shown in Figure 3 . In the CORBA, client program can invoke a remote object either through client stub or dynamic invocation interface. However, client stub also uses DII to invoke remote object in our system. IDL compiler will encapsulate the DII runtime library into client stub when generating the client stub and server skeleton. Run time layer is the implementation of dynamic invocation interface in our system. The Data Representation Layer will map CORBA Interface Definition Language (IDL) data types into a portable network format. According to CORBA 2.0 standard, the Data Representation Layer must be Common Data Representation (CDR) format. And Communication Layer is the physical communication channel which client program and object server can exchange information. In our system, we hope our system is executable on the internet, therefore, TCP/IP protocol is used in this layer. In our design, the ORB architecture will be similar to Orbix, which has a set of library both in the client side and in the server side. In addition, it has a daemon process in the server side. Application programmers can use DII to write the client program and link our run time library. In the server side, a daemon that is a background running process will stand-by to receive any requests from client. The server side architecture is shown in Figure 4 . The daemon process might receive any requests from network, and retrieve some information from request message. If requested object are activated, daemon process can send the related information to object implementation through server skeleton. If the requested object is deactivated, daemon process will query the implementation repository and to activate the target object implementation. Then, daemon process transfers the request to target object implementation and get the result. At last, it will pass result back to client if necessary.
Communication
Multiple Threads Support
To handle multiple threads, we have to identify the responsibility in our architecture. Communication layer is the physical communication entity, which just sends and receives the message between client and object implementation. Data Representation Layer maps the IDL data types into portable network format and vice versa. Therefore, the responsibility of handling multiple threads can be in the daemon and object implementation. In our design, we divide BOA into two parts, that is daemon part and object implementation, to handle multiple threads.
The thread invocation scheme in our system is the eager invocation to enhance system performance. This scheme creates a thread pool to serve incoming request. If a request from client side is received by the daemon on the server-side, daemon will allocate a thread to serve the request. If a thread is achieved, Request Manager withdraws the thread.
Implementation
In this section, we will examine deeply the implementation of our ORB in following subsection, with particular, focus on multiple threads support. 
IDL compiler
In our system, we also implement an IDL compiler [9] . In the IDL to C++ mapping, the translation will generate some files, including header file, client stub and server skeleton. This is illustrated in Figure 5 . An IDL compiler should generate the following files: most data type mappings. IDL data types are purely declarative. Therefore, clients should use the generated data type definitions instead of those defined in the IDL. 2. Client side stub: Each interface defined in the IDL will be translated into a corresponding client stub. Subsequent method invocations pass through the stub, and are forwarded to the ORB. 3. Server side skeleton: Each interface produces a skeleton for the server. It exams the incoming request for this interface and determines which method to invoke with. 4. Data marshalling and unmarshalling: These parameters require transmission across network between the client side stub and the server side skeleton. Therefore, they must be encoded to and decoded from the requests. This is automatically done at the stub and the skeleton code. The IDL compiler is built using general compiler design tools similar to lex and yacc. The lexical analyzer that we use is flex--the GNU version lex. It allows the accepted tokens to be defined using expressions similar to finite state machine (FSM). The parser generator that we choose is bison--the GNU version yacc. It accepts a BNF grammar specification and produces a LALR (1) The overall structure of the IDL compiler is sketched in Figure 6 . The detailed implementation was shown in [9] .
Server Daemon
In server side, the ORB is implemented as a daemon, and a set of run time library. The responsibility of daemon is to receive incoming request from network. According to the considerations of multi-threaded design, daemon process architecture is shown in Figure 7 . Daemon process receives any request from network and put them into request queue. In order to enhance the performance, we use a thread pool to serve coming request. At the daemon initialized, it has created many service threads in thread pool. When a request is received by daemon, it will allocate a thread to serve coming request. Client requests can be executed concurrently until the number of simultaneous requests exceeds the number of threads in the pool. At this point, additional requests must be queued until a thread becomes available. The BOA (Basic Objet Adapter) is to manage object implementation's life cycle and manage server activation. In our design, we divide the BOA into two parts: daemon part and object implementation part. In the daemon part, BOA will keep a table that includes server handle, server name and server reference. The server reference contains the communication channel that points to a target server and start-up mode that indicates this server is shared or not.
Another important module in the ORB is Implementation Repository Manager. It will query Implementation Repository when a target object is not activated. The Implementation Repository is a file that contains object's name, activation mode and object server location. When a requested object is not activated, BOA will query the Implementation Repository through Implementation Repository Manager to get the object server location, and let the object server run.
In the implementation part of BOA, it also keeps an Object Description Table (ODT) that contains three fields: object handle, object name and object reference, as shown in Figure 8 . When an object implementation is running, Object Manager uses object reference to point to a target object. The other part in the Object Manager is Server Filter. It is used to filter the target object with or without multi-threaded version. If it is not, the related information will directly pass to object dispatcher. If it is a multithreaded version, the BOA will prepare the environment for this request and pass to dispatcher. In our environment, object server programmer can write a multi-threaded version object implementation and put it into the Implementation Repository.
Dynamic Run Time Routines
Run time routines belong to application programming interface (API) for client program and object server. In CORBA 2.0, many pseudo objects must be implemented, such as Request, Object, Named Value, NVList, Any, Type Code, ORB, BOA, and Server Request etc. These pseudo objects are needed for client and object server programming when we use dynamic invocation interface to invoke an object implementation. The relationship between run time routines and applications is shown in Figure 9 . All of these runtime routines are implemented in the library which client and server links it to. The full interface definitions we implemented can be found in CORBA2.0 [3] . 
Implementation Repository
Server
Data Representation Layer
Data representation layer in CORBA 2.0 specification is called Common Data Representation (CDR). CDR defines transfer syntax for transmitting OMG IDL data types across a network. The CDR definition maps the OMG IDL data types from their native host format into a bi-canonical network level representation that supports both little-endian and the big-endian formats. The data types provided in CDR include transferable pseudo-objects such as TypeCodes. A CDR encapsulation is a sequence of octets. CDR is called by run-time routines to encapsulate the information, that including invoked object name, parameters, and related data etc., and form the CDR format.
In our implementation, we follow the CORBA 2.0 and implement two overloading functions, marshal() and unmarshal(), respectively. In order to enhances the system performance, we use many C++ in-line functions to implement marshal() and unmarshal() functions and split as many as possible large functions into smaller ones in our implementation. In these two functions, the supported types are char, unsigned char, short, unsigned short, long, unsigned long, float, double, string, array, NamedValue, NVList, Any, TypeCode etc. We also implement two functions such as put() and get() for all primitive data types. 
Communication Layer
The responsibility of communication layer is to deliver requests and results between clients and servers. In our system, we use the TCP/IP protocol that is Win socket in the Windows NT to deliver the CDR format. In our ORB architecture, the communication has two parts. First, the TCP protocol is used between client program and server daemon. Second, the Win pipe is used between daemon process and object implementation [21] .
Performance Measurement
To evaluate our system performance, we refer to Schmidt's method [17] In our evaluation, the data type we use to evaluate are char, octet, short, long, double and struct respectively. We will transmit these data types between client program and object server and measure the DII transmitting performance. The total amounts of transferred data are 64Kbytes in each data type and the data buffer are adjustible from 128Kbytes to 512Kbytes.
The results of evaluation are shown in Figure 10 -13, with X-axis representing the size of transmitted data buffer, and Y-axis representing the number of transmitted characters per second. In one-way paradigm, it almost has the same transmission performance in five primitive data 
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Object Implementation types. Due to buffer size of socket layer is 8Kbytes and a packet header is added onto transmission buffer when the data is transmitted, if the transmitted data are 8Kbytes, the performance will degrade in one-way paradigm, as shown in Figure 10 -11. In two-way paradigm, it has less difference, as shown in Figure 12 -13. To make comparison with Orbix, we use DII to invoke server object. Our ORB is faster than Orbix by 8% in five primitive data types and faster than PerStruct data type by 20%. The above results have following reasons: First, we use eager thread invocation scheme, which creates a thread pool, to serve incoming requests. Second, we use c++ in-line function [18] to implement the marshalling and unmarshalling routines to reduce invocation overhead for small, frequently called methods. Finally, we split as many as possible large functions, such as encoder and decoder function in the CDR, into smaller ones [18] . 
Conclusions
In this paper, we follow the CORBA 2.0 to design and implement a multi-threaded object request broker based on the Windows NT and underlying TCP transport protocol. In our design, we divide the ORB into three layers which include run time layer, data representation layer and communication layer. The run time layer is a set of dynamic invocation interface routines with which client programs invoke a remote object. In the data representation layer, we follow CORBA 2.0 in which Common Data Representation is used. And, in the communication layer, we use TCP/IP protocol, which is the standard of Internet.
In our ORB, we use the run time library plus server daemon to integrate applications and object implementations. The user interface in our system is as similar to Orbix as possible, because we will compare our performance with Orbix. In addition, we also implement an IDL compiler in our ORB environment to translate IDL definitions into C++ mapping.
Then, we use two programs to measure our ORB performance by employing Schmit's method to compare with IONA's Orbix. From the results, it is clearly shown that the data marshalling, unmarshalling and optimal memory allocation in data representation layer in our system are more efficient than Orbix. It is because we adopt buffer pool memory management to manage allocated memory.
