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1Abstract
MRI of Heterogeneous Hydrogenation Reactions Using Parahydrogen Polarization
by
Scott Russell Burt
Doctor of Philosophy in Chemistry
University of California at Berkeley
Professor Alexander Pines, Chair
The power of magnetic resonance imaging (MRI) is its ability to image the internal
structure of optically opaque samples and provide detailed maps of a variety of important
parameters, such as density, diffusion, velocity and temperature. However, one of the
fundamental limitations of this technique is its inherent low sensitivity. For example, the
low signal to noise ratio (SNR) is particularly problematic for imaging gases in porous
materials due to the low density of the gas and the large volume occluded by the porous
material. This is unfortunate, as many industrially relevant chemical reactions take place
at gas-surface interfaces in porous media, such as packed catalyst beds. Because of this
severe SNR problem, many techniques have been developed to directly increase the signal
strength. These techniques work by manipulating the nuclear spin populations to produce
polarized (i.e. non-equilibrium) states with resulting signal strengths that are orders of
magnitude larger than those available at thermal equilibrium.
2This dissertation is concerned with an extension of a polarization technique based
on the properties of parahydrogen. Specifically, I report on the novel use of heterogeneous
catalysis to produce parahydrogen induced polarization and applications of this new tech-
nique to gas phase MRI and the characterization of micro-reactors. First, I provide an
overview of nuclear magnetic resonance (NMR) and how parahydrogen is used to improve
the SNR of the NMR signal. I then present experimental results demonstrating that it
is possible to use heterogeneous catalysis to produce parahydrogen-induced polarization.
These results are extended to imaging void spaces using a parahydrogen polarized gas. In
the second half of this dissertation, I demonstrate the use of parahydrogen-polarized gas-
phase MRI for characterizing catalytic microreactors. Specifically, I show how the improved
SNR allows one to map parameters important for characterizing the heat and mass trans-
port in a heterogeneous catalyst bed. This is followed by appendices containing detailed
information regarding the design and use of my experimental setup.
Professor Alexander Pines
Dissertation Committee Chair
iTo Judy Seydel
My love for chemistry began in your class;
thank you for starting me on this path.
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1Chapter 1
Parahydrogen and Sensitivity
Enhancement
1.1 Introduction to Nuclear Magnetic Resonance
A comprehensive introduction to the experimental and theoretical techniques em-
ployed by the various fields of nuclear magnetic resonance (NMR) would fill the pages of
several books. Thus, the following introduction is intended only as a brief review to intro-
duce the scope of NMR techniques (sec. 1.1.1), the basic concepts and terminology used in
NMR (sec. 1.1.2), and the problem of low sensitivity in NMR (sec. 1.1.3). The reader is
encouraged to use the references provided to further explore the details of these fascinating
techniques.
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1.1.1 Applications of NMR
Nuclear magnetic resonance is a technique that probes the local molecular envi-
ronment via application and detection of radio-frequency (RF) signals. It has been over 60
years since the first observations of NMR by Bloch and Purcell [30,128] and the phenomenon
of magnetic resonance has laid the foundation for a wide variety of sophisticated techniques
that find important and routine use in a diverse number of fields.
For example, NMR plays a pivotal role in chemistry [51] where it is used for
chemical identification [126], structure determination [48,63,119], and characterization of
molecular dynamics [101,119]. NMR has also become an essential tool to the medical
community in the guise of magnetic resonance imaging (MRI) [121]. Within the field of
chemical engineering, NMR provides methods to measure and visualize flow distributions,
diffusion and other forms of molecular dynamics [43,89,142], as well as providing techniques
for studying catalysis and reaction kinetics [142]. Solid state NMR [101,138] and NMR
microscopy [32,43] provide important tools for characterizing molecular structure and dy-
namics of crystalline, polycrystalline, porous, and soft materials. Even fields such as oil
exploration [146] and food science [22] employ tools based on the principles of NMR.
There are a number of advantages that make NMR-based techniques appealing:
the interior of optically opaque media can be probed non-invasively and without the use
of ionizing radiation, sensitivity to a large variety of molecular parameters, and the large
degree of control over the quantum evolution of the system. Because the manipulation and
detection of signals occurs via magnetic induction, optical opacity is no hindrance. This
allows the interior of opaque or delicate samples to be characterized without physically al-
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tering or damaging the sample [43,121]. This is, perhaps, most evident in medical imaging,
where one can avoid exposing the patient to ionizing radiation or invasive surgery by using
MRI to image the interior of the body. Non-invasive characterization is also important
when the dynamics or processes of interest would be altered by the presence of external
probes, such as transducers or tracers. For example, NMR allows the measurement of
self-diffusion and flow profiles without the addition of tracer particles [43]. In microscopic
volumes, flow and other parameters can be measured where the presence of a probe would
disturb the system due to its large size relative to the size of the micro-channel [34]. With
the growing importance of micro-fluidic lab-on-a-chip technology, MRI is emerging as a
powerful tool because of this ability to monitor chemical reactions, kinetics and flow on
small length scales [142]. Industrial applications, such as quality or process control, also
benefit from non-invasive imaging where money is saved by not damaging or consuming
a product during characterization [22,142]. The spectroscopic appeal of NMR lies in its
sensitivity to molecular structure, environment, and dynamics [48]. Similarly, medical and
materials imaging employ NMR’s sensitivity to these parameters to provide image contrast
for visualizing specific parameters of interest, such as temperature, velocity, strain or diffu-
sion [32]. Finally, the great variety of NMR techniques possible is due largely to the concept
of selective averaging that allows the experimentalist to have a large degree of control over
the information content provided by the NMR signal [101,138].
Despite the advantages and utility of these techniques, their routine use and
broader application in the field is fundamentally limited by the inherent poor sensitiv-
ity of NMR [51] (sec. 1.1.3). Typically, a tradeoff must be made between time, resolution,
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and sensitivity. In situations where sensitivity or resolution can be sacrificed or where long
scan times are not problematic, NMR techniques have become mainstays. However, there
are many applications where the sensitivity is already poor and either high resolution or a
reasonable scan time is a must. An example of the first case is micro-imaging, in which case
high resolution is a requirement. The standard approach would require inordinate amounts
of signal averaging. However, signal averaging time grows quadratically and quickly be-
comes infeasible. Medical imaging is a good example of the second case, where scan times
must be short for a variety of reasons [121]. Again, the standard approach requires the
sacrifice of resolution, which is often unacceptable, e.g. with diagnostic imaging.
Scenarios such as these have led to a continued interest in polarization enhance-
ment techniques. The aim of these techniques is to increase the sensitivity of NMR and
open up new applications of NMR that were previously impossible or infeasible due to sen-
sitivity limitations. My research has focused on extending the technique of parahydrogen-
induced polarization to heterogeneous hydrogenation reactions (ch. 2). Specifically, I have
emphasized the application of this new technique to gas-phase imaging (ch. 3) and the
characterization of micro-reactors (ch. 4–6). Although my research has focused on a rather
narrow application of this new technique, I expect that the proof of principle experiments
presented herein will lead to broader applications, such as the study of non-hydrogenation
reactions, micro-imaging, biological imaging and other fields of magnetic resonance.
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1.1.2 Basic Principles
Nuclear Magnetism
The foundation of NMR rests on the concept of nuclear spin [138], i.e. the intrinsic
angular momentum that each nucleus has independent of any physical motion, such as
translation, vibration, rotation, etc. The total spin angular momentum of a nucleus is
determined by its nuclear structure and has a value of ~
√
I(I + 1), where I is restricted to
half-integer values
I = 0,
1
2
, 1,
3
2
, . . . (1.1)
The spin angular momentum provides a degree of freedom, mI = I, I − 1, . . . ,−I + 1,−I,
called the azimuthal quantum number, that is 2I + 1-fold degenerate in the absence of
magnetic and electric fields.
The power of magnetic resonance lies in the fact that the nucleus has a magnetic
moment co-linear with the angular momentum and proportional to mI ,
µ = ~γmI (1.2)
where γ is called the gyromagnetic ratio and is unique for each isotope. It is the interaction
of this nuclear magnetic dipole with surrounding magnetic fields that lifts the degeneracy of
the energy levels and provides a probe of the local nuclear environment. This sensitivity to
the local magnetic field, ~Bloc, is what makes NMR so powerful in characterizing molecular
structure and dynamics [101].
This introductory material will only address spin-1/2 nuclei, as my research has
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focused almost exclusively1 on the NMR and MRI of 1H, which is has a spin-1/2 nucleus.
Zeeman Effect
The Zeeman effect causes a splitting of the angular momentum energy levels due to
the interaction of the nuclear magnetic moment with an applied magnetic field [79,100,138],
E = −~µ · ~B = −~γmIB0 = ±12~γB0 (1.3)
where the axis of quantization is taken to be along ~B and, by convention, the static field is
taken to be directed along the z-axis with magnitude B0. Note that the low energy state
for a spin-1/2 nucleus is given by mI = +12 (denoted |α〉 or | ↑〉), whereas the high energy
state is given by mI = −12 (denoted |β〉 or | ↓〉). The resulting energy difference, or Zeeman
splitting, is
∆E = E−1/2 − E+1/2 = ~γB0 (1.4)
This energy splitting is important for two reasons. First, the Zeeman splitting
leads to the formation of net magnetization, M0, in the sample, and it is this macroscopic
M0 that is detected as the NMR signal. Second, the Zeeman interaction drives the equations
of motion that allow for both the excitation and detection of the NMR signal. This is due
to Schro¨dinger’s relation that
~
dψ
dt
= −ıHψ (1.5)
1Several experiments were attempted or started which employed 19F or 31P, but due to catalyst and
equipment failures (respectively), the experiments were not completed. In any event, these nuclei are both
spin-1/2, so the only difference from 1H NMR is the resonance frequency and the sensitivity.
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Zeeman energy splitting 
Figure 1.1: The energy levels associated with the mI become non-degenerate in a magnetic
field. The energy splitting for a spin-1/2 nucleus is ∆E = ~γB0
which is simply a statement that the time evolution of the quantum state, ψ, is governed
by the energy interactions of the system, i.e. the energy operator, or Hamiltonian, H
[48,101,138].
Equations of Motion and the NMR Signal
The equations of motion for an ensemble of spins can be derived using classical
concepts of gyromagnetism [121,138] or directly from the evolution of the quantum states
[48,138]. For an ensemble of isolated, non-interacting spins-1/2, the resulting motion is
described by the Bloch equation,
d ~M
dt
= ~M × γ ~B(t)− Mxxˆ+Myyˆ
T2
− (Mz −M0)zˆ
T1
(1.6)
The first term describes the precession around ~B, the second terms describes the decay of
the transverse magnetization and the last term describes the recovery of the magnetization
along zˆ
Several important concepts are embodied in the Bloch equation. First, the pre-
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cessional motion of M0 is in the plane perpendicular to ~B and has a frequency ωrf = γ|B|,
called the Larmor frequency. This precessional motion is particularly important, as it is
this rotating magnetization that is detected in NMR2 via Faraday’s law of induction [121].
Furthermore, this precessional behavior is what requires oscillating magnetic fields for ex-
citation and control of the nuclear spins [138]. Second, the relaxation terms describe the
return of the system to equilibrium after excitation. By convention, the largest and static
component of the magnetic field is taken to be the zˆ, or longitudinal, direction and the
oscillating components of M0 are in the xˆ, yˆ, or transverse, plane. Thus, the transverse
magnetization decays with a rate, T−12 , while the longitudinal magnetization recovers to its
thermal equilibrium value with a rate, T−11 [54,89].
A B
Fg
J
B0
μ
Angular momentum and precession
Figure 1.2: (A) A gyroscope precesses in a gravitational field because of the angular mo-
mentum provided by the rotating flywheel and the angular momentum provided by the
torque resulting from the force of gravity. Conservation of angular momentum results in
precessional motion in the plane perpendicular to the direction of the gravitational force.
(B) A magnetic moment precesses in a magnetic field because of the intrinsic spin angular
momentum and the torque applied by the interaction of the nuclear magnetic moment with
the applied magnetic field. As in the case of the gyroscope, the precessional motion is
perpendicular to magnetic field.
2 Much of the NMR literature describes the physics of excitation and detection in terms of broadcast-
ing/receiving radio frequency waves, but the signal detection actually occurs via magnetic induction. A
fascinating discussion of the quantum origins of this signal is given by David Hoult [81–83].
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0
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XY
M
0
M
XY
Figure 1.3: Following a 90◦ pulse, the longitudinal magnetization, M0 (red), is converted
into transverse magnetization, MXY (blue). MXY decays exponentially to 0 with a rate
T−12 . M0 regrows along zˆ with a rate T
−1
1 .
Other Interactions and Considerations
It is important to note that other interactions exist in addition to the Zeeman
interaction. These additional interactions perturb the Zeeman energy levels and, thus,
influence the equation of motion. Furthermore, the macroscopic sample is heterogeneous
on the molecular scale. A combination of quantum and statistical mechanics is needed to
describe the evolution of the bulk NMR signal under more complicated interactions and
sophisticated pulse sequences. This is accomplished via the density matrix formalism [31].
Specifically, the product operator formalism [48,101] is very convenient for describing the
behavior of multi-spin systems even when experiencing complicated interactions and pulse
sequences.
The reader is referred to the literature for the details of density matrix theory and
the application of product operators to NMR [31,48,80,101]. The concepts that will be used
in this dissertation are,
• A spin operator is formed by the outer product of a ket and a bra, e.g. Iz = |Iz〉〈Iz|
1.1. Introduction to Nuclear Magnetic Resonance 10
• The Hamiltonian operator is formed by replacing all the quantum operators in H with
the corresponding spin operators.
• The state of the system is given by the density matrix, ρ = |ψ〉〈ψ|
• The thermal equilibrium state is given by
ρinit =
exp(−H/kT )
Tr(exp(−H/kT ))
• The equation of motion is given by the Liouville-von Neumann eqn.
dρ(t)
dt
= ı[ρ(t), (H)]
• Frame transformations are used to simplify the equations of motion, resulting in
Heff = UHU−1 − ıUd(U
−1)
dt
Table 1.1 gives examples of the most important Hamiltonians for liquid state NMR.
The Zeeman interaction, be it with the static field or the RF field, is an interaction
with an external magnetic field. The remaining nuclear spin interactions are due to the local
magnetic fields arising from the surrounding nuclei and electrons. These interactions result
in a considerable increase of spectral complexity and, thus, a wealth of knowledge about the
nuclear environment [1,101]. Of these interactions, chemical shift, δ, and J-coupling are of
primary importance in liquid state NMR.
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HZ =
N∑
i=1
ωiIiz
HJ =
∑
i6=j
piJij2IizIjz
HJ,LF =
∑
i6=j
piJij(2IixIjx + 2IiyIjy + IizIjz)
Hrf = γB1
N∑
i=1
(cosφIix + sinφIiy)
Table 1.1: Useful Hamiltonians for Liquid State NMR. HZ is the Zeeman Hamiltonian,
HJ is the truncated J-coupling Hamiltonian (i.e. high field), HJ,LF is the untruncated J-
coupling Hamiltonian (i.e. low field), and Hrf is the Hamiltonian for a hard pulse with
phase φ.
1.1.3 Sensitivity and Nuclear Spin Polarization
Signal to Noise Ratio
As mentioned in sec. 1.1.1, the advantages of NMR are offset by its inherent low
sensitivity. This problem of low sensitivity has received much scrutiny over the past 60
years and has been the driving force behind developments in techniques such as moving
from continuous-wave to Fourier Transform (FT) NMR, the move from permanent magnets
to ever more powerful superconducting magnets, and the recent push for cryogenically
cooled receiver coils and pre-amplifiers to name just the more prominent examples [51].
In order to find a clever way around this sensitivity problem, it is essential to
understand what factors influence the signal to noise ratio (SNR). The SNR for NMR is
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typically given as [48,121]
SNR ∝ Nγ
5/2B
3/2
0
T 3/2
√
NsTread
TR
δHz (1.7)
where N is the number of spins with gyromagnetic ratio γ, at thermal equilibrium in a
magnetic field B0, with the sample and RF coil held at temperature T . Ns is the number
of signal averaging scans, Tread is the acquisition time, TR is the repetition time and δHz is
the spectral resolution. Equation 1.7 explains
• the tradeoff between SNR and resolution, δHz, i.e., SNR ∝ δHz,
• that signal averaging is time consuming, i.e., SNR ∝ N1/2s ,
• the push for larger field strengths, i.e., SNR ∝ B3/20 ,
• the predominance of 1H NMR, i.e., it has one of the largest γ’s and 100% natural
abundance provides a large N ,
• the infrequent use of gaseous samples, e.g., comparing the densities of acetylene gas
(C2H2) and liquid water (H2O) at room temperature, Na/Nw = 0.0011; a SNR drop
of 3 orders of magnitude!
Note that the temperature, T , is not typically used to optimize the SNR, as it is restricted
to a relatively narrow range based on the sample being studied.
Separating the Polarization and Detection Steps
Equation 1.7 contains several built-in assumptions. Specifically, it assumes that
the sample is thermally polarized, that the polarization and detection occur at the same
1.1. Introduction to Nuclear Magnetic Resonance 13
field strength and temperature, that the sample and the receiver coil are at the same
temperature, that the noise is coil dominated and not sample dominated, 3 and that no
polarization was transferred between spins with different γ. These assumptions seem quite
valid and, indeed, this is the case for most simple NMR experiments. In order to more
strategically optimize the SNR, the dependence of the SNR on these assumptions must be
determined. The magnitude of the signal equation [121],
|S(t)| ∝ B1
1A
M0ωd (1.8)
shows that the signal strength depends on three factors: the sensitivity of the receiver coil,
B1/1A; the net magnetization, M0; and the frequency at which the detection occurs, ωd
(due to Faraday’s law of induction). Furthermore, the noise amplitude in a circuit tuned to
resonate at the detection frequency is ∝ √TcγdB0. This yields
SNR ∝
SNRp︷ ︸︸ ︷(
Nγ2pBp
T
) SNRd︷ ︸︸ ︷√
γdB0
Tc
(1.9)
Using eq. 1.9, the polarization and detection steps (SNRp and SNRd respectively) can be
optimized independently. This has led to a variety of clever methods for improving the
sensitivity, as discussed below.
For improving the sensitivity of the detection step, the most common technique is
referred to as inverse detection [51] and exploits the large γ of 1H for detecting the evolution
of lower γ (and lower natural abundance) species such as 13C. The more recent development
of cryo-probes exploits the Tc dependence and reduces the noise amplitude by cooling down
3Coil noise dominance is the typical situation in NMR and materials imaging, whereas body noise dom-
inance is the typical case for medical MRI. This is due to the RF noise created by the thermal motion of
ions dissolved in body fluids.
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the receiver coil to cryogenic temperatures (as well as the first stage preamplifiers). Another
approach to improving the SNRd is to eliminate inductive detection altogether. Alternatives
to inductive detection are superconducting quantum interference devices (SQUIDs) [99,145]
and laser detection via atomic magnetometry [156]. Both techniques are being actively
pursued here at UC Berkeley. These techniques have completely different noise behavior
than that given in eq. 1.9, but typically only provide better SNR than inductive detection
at lower magnetic field strengths.
Optimization of the polarization step is most commonly performed by transferring
the relatively large thermal polarization of 1H to nuclei with lower γ and/or low natural
abundance via INEPT4 or CP5 [51,125]. It is also possible to use a pre-polarizing field, Bp,
to achieve a thermal polarization larger than that supplied by B0, but this is typically only
done in situations where B0 is very small and an electromagnet can be used for Bp [150].
As with the detection step, SNRp can be completely replaced by a different expression if
some method other than the Zeeman effect is used to polarize the nuclear spins. These
approaches are referred to as hyperpolarization techniques.
Net Magnetization, Spin Polarization and HyperPolarization
A definition of M0 is necessary for understanding hyperpolarization:
M0 = ~γ
I∑
m=−I
mINm = N~γ
I∑
m=−I
mIPm = N~γ〈mI〉 = N~γIp (1.10)
where mI is the azimuthal quantum number, Nm is the number of nuclei in the ensemble in
the mI state, Pm is the probability of a nucleus being in the mI state and p is the nuclear
4Insensitive Nuclei Enhancement by Polarization T ransfer
5C ross Polarization
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spin polarization, defined so that 0 ≤ p ≤ 1. The magnitude of M0 is governed by the
relative population distribution of the Zeeman energy levels, 〈mI〉. The magnitude of M0
has a maximum value when all of the nuclei are in the mI = +I or −I state and is 0 if
all the Zeeman levels are equally populated. This behavior of M0 is summarized in the
concept of nuclear spin polarization, p = |〈mI〉|/I so that maximum signal is obtained for
a polarization of 100%, no signal is observed for a polarization of 0%, etc.
At thermal equilibrium, the spin polarization is calculated using the Boltzmann
distribution to solve for,
〈mI〉 =
∑I
m=−I mIPm∑I
m=−I Pm
=
∑I
m=−I mI exp (−Em/kT )∑I
m=−I exp (−Em/kT )
(1.11)
Using eq. 1.3 for Em, the characteristic temperature is given by the energy difference of two
adjacent Zeeman levels,
θZ =
∆Em
k
=
~γB0
k
(1.12)
θZ = 14mK for 1H at 7.0T and the polarization is given by
p =
〈mI〉
I
=
exp
(
θZ
2T
)
− exp
(
θZ
2T
)
exp
(
θZ
2T
)
+ exp
(
θZ
2T
) = sinh
(
θZ
2T
)
cosh
(
θZ
2T
)
= tanh
(
θZ
2T
)
≈ θZ
2T
=
~γB0
2kT
(1.13)
which is the value used in M0 in eq. 1.9,
M0 =
N~γ
2
p =
N~2γ2B0
4kT
(1.14)
The linear approximation of p is accurate for all reasonable magnetic field strengths and
temperatures.6
6B0 must be larger than 10
6T or the temperature less than 1K before significant deviations from linearity
are observed.
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Figure 1.4: Behavior of the thermal equilibrium nuclear spin polarization for 1H. (A) Tem-
perature dependence of the polarization. θZ = 14mK at B0 = 7.0T, requiring temperatures
less than a fraction of a K to obtain polarizations above 1%. θZ = 14mK. (B) Field de-
pendence of the polarization. Magnetic field strengths on the order of 104 are required to
obtain polarizations above 1%. Our experiments were performed at 7.05T.
The key point in the discussion above is that the polarization at thermal equilib-
rium is very small, p = 2.3×10−5 for 1H at 300K and 7.0T. This is due to the fact that the
Zeeman energy splitting is much smaller than the thermal energy for T & 1K. As shown
in fig. 1.4, θZ is a good measure of the temperature at which the equilibrium polarization
∼ 1.
The goal of hyperpolarization techniques is to manipulate the populations of the
Zeeman levels and generate polarizations larger than those available at readily accessible
temperatures. The key to achieving hyperpolarization is to exploit some interaction that
couples the nuclear spin angular momentum to some other degree of freedom that is easier
to control. For example, hyperpolarization of noble gases is obtained by optically pumping
a specific electronic transition of an alkali vapor. Under the right conditions [41,71], the
relaxation of this excited state couples to a nearby nuclear spin and causes a spin flip. Over
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time, this builds up a net population difference leading to a large nuclear spin polariza-
tion. Other examples of hyperpolarization techniques include dynamic nuclear polarization
(DNP), which exploits the very large Zeeman splitting of electrons and uses dipolar cou-
plings to transfer this polarization to nuclei in the vicinity of the radical [1]; chemical
induced dynamic nuclear polarization (CIDNP), which uses the generation of radical and
the hyperfine coupling to generate polarization [65]; and parahydrogen-induced polariza-
tion (PHIP), which uses the symmetry properties of H2 to generate large polarizations after
appropriate hydrogenation of a substrate [37,127].
Extending the application of parahydrogen-induced polarization is the focus of my
research. In the following sections, I describe some basic details of ortho- and parahydro-
gen, how they are used to create a hyperpolarized state and, finally, a brief review of the
applications of PHIP.
1.2 Ortho- and Parahydrogen
1.2.1 Consequences of Symmetry
In addition to the interactions mentioned above (sec. 1.1.2), the behavior of nuclei
are also dictated by one of two statistical laws, based on their spin quantum number [79,100].
Nuclei with whole integer spin, I = 0, 1, 2, . . ., are called bosons and must obey Bose-
Einstein statistics, whereas nuclei with half integer spin, I = 12 ,
3
2 ,
5
2 , . . . are called fermions
and are required to obey Fermi-Dirac statistics. 1H nuclei, being spin-1/2, must conform to
Fermi-Dirac statistics, which requires that the total wavefunction be antisymmetric under
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exchange of two fermions,
Ψtot(A,B) = −Ψtot(B,A) (1.15)
The consequences of this symmetry requirement can be seen by applying the Born-
Oppenheimer approximation [132] and expanding the total wavefunction into a product of
wavefunctions for each degree of freedom. This approximation is excellent in the case of
H2,
Ψtot = ψtψeψvψrψns (1.16)
The translational, (ground state) electronic and vibrational wavefunctions are all symmetric
with respect to exchanging the H2 nuclei [79,100], while the rotational wavefunction contains
states that are either symmetric or antisymmetric under this exchange. Specifically, the
rotational states with j = 0, 2, 4, . . . are symmetric, while the j = 1, 3, 5, . . . states are
antisymmetric under exchange of the nuclei. This leaves the nuclear spin wavefunction,
which is required to be either symmetric or antisymmetric in order to satisfy the symmetry
requirements of Ψtot.
Given that ψns must be symmetric or antisymmetric under exchange of the nuclei,
the simple product basis is not appropriate,
|αα〉 = |αα〉 |αβ〉 6= ±|βα〉
|ββ〉 = |ββ〉 |βα〉 6= ±|αβ〉
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Ψtot j ψr mItot ψns
a even s 0 a |S0〉 p−H2
a odd a 1 s |T+1〉 o−H2
a odd a 0 s |T0〉 o−H2
a odd a -1 s |T−1〉 o−H2
Table 1.2: The nuclei of H2 are fermions and the resulting symmetry requirements couple
the rotational and nuclear spins wavefunctions together.
However, appropriate linear combinations of these states provide a suitable basis set,
|S0〉α,β = 1√
2
(|αβ〉 − |βα〉) = −|S0〉β,α (1.17)
|T+1〉α,β = |αα〉 = |T+1〉β,α (1.18)
|T0〉α,β = 1√
2
(|αβ〉+ |βα〉) = |T0〉β,α (1.19)
|T−1〉α,β = |ββ〉 = |T−1〉β,α (1.20)
The antisymmetric state is a singlet state with total angular momentum, Itot = 0 and is
given the name parahydrogen (p−H2). The three symmetric states form a triplet state,
with Itot = 1, and are called orthohydrogen (o−H2). From an NMR perspective, the
need for a symmetric/antisymmetric basis can also be argued on the principle of strong
coupling [101], i.e. the nuclei in H2 are magnetically equivalent, so ∆ω = 0, satisfying
∆ω  2pi|J|, and the resulting eigenstates of the strong coupling Hamiltonian are the same
as the symmetric/antisymmetric basis.
Table 1.2 summarizes these results. This is a fascinating result — when the
molecule occupies a symmetric rotational state, ψns is required to be antisymmetric, while
an antisymmetric rotational state is forced to occupy a symmetric ψns. The rotational and
nuclear spin degrees of freedom are coupled together purely by symmetry requirements,
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not by any physical force. In practical terms, this is appealing because this symmetry-
based coupling allows us to control the nuclear spin state by manipulating the manifold of
rotational states, precisely what is required for a hyperpolarization technique.
1.2.2 Manipulating the Fraction of Parahydrogen
The idea of using the rotational states of H2 to control the populations of the
nuclear spin states is appealing for several reasons. First, the rotational states are easier
to manipulate via changes in temperature due to the larger energy spacings. This is clear
from the larger characteristic temperature7,
ER(j) =
~2
2I
j(j + 1) (1.21)
θR =
~2
2Ik
≈ 85.3K (1.22)
which is almost four orders of magnitude larger that θZ . This is depicted in figs. 1.5 and
1.6, where it is also evident that the ground rotational state is p−H2. This is the second
reason this strategy is so useful, i.e. by cooling H2 gas to a T ≈ θR we expect the fraction
of H2 molecules in the p−H2 nuclear spin state to approach unity. Because p−H2 is a pure
nuclear spin state, the result is a very high degree of polarization.
As in sec. 1.1.3, the exact percentage of H2 molecules in the p−H2 state at a given
temperature is calculated using the partition function and eq. 1.21:
f =
∑
evenj(2j + 1) exp
(
− θRT j(j + 1)
)
∑
evenj(2j + 1) exp
(
− θRT j(j + 1)
)
+ 3
∑
oddj(2j + 1) exp
(
− θRT j(j + 1)
) (1.23)
7 The formula given here actually evaluates to ≈ 87.5K, whereas calculating θR from measured rotational
constants give θR =
hcB
k
≈ 85.3K, the discrepancy is due to our assumption that each degree of freedom is
completely independent, in reality there is coupling between the rotational and vibrational states.
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Figure 1.5: The rotational energy levels are separated by 2jθR and the odd rotational levels
have a 3-fold degeneracy due to the three mI states of o−H2. In the limit of T  θR only
j = 0 will be populated, resulting in 100% p−H2.
where the degeneracy of the o−H2 states must be included when summing over the odd
rotational levels. The result is shown in fig. 1.7.
Note that f > 98% for T < 25K, f ≈ 50% when T = 77K, and f = 25% for T >
225K. 77 and 25K are much easier to obtain than the mK temperatures required to produce
significant polarization via the Zeeman splitting (fig. 1.6). Specifically, temperatures ≥ 77K
are easily reached, as this is the boiling point of liquid N2, and temperatures near 25K
are relatively easy to reach using standard compressed He cryostats. A discussion of the
equipment that I have built to cool H2 gas to 15K < T < 77K is found in sec. A.1.
The discussion above has focused solely on the thermodynamics of the rotational
and nuclear spin states. For this technique to be practical, the kinetics of the o−H2 to
p−H2 conversion must also be favorable. However, it turns out that the transition from
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Figure 1.6: (A) The eigenstates of the Zeeman interaction are the simple product states,
with energy spacings on the order of 14mK (at 7.0T). (B) The eigenstates corresponding
to p−H2 and o−H2 are the symmetric and antisymmetric states, separated by 2θR ≈ 170K
with the o−H2 states further split by the Zeeman interaction.
o−H2 to p−H2 is forbidden by angular momentum selection rules [79,100], resulting in an
exceedingly slow conversion. The hyperfine coupling of the H2 nuclear spins to the electrons
allows this transition to occur during a collision, but the coupling is very weak and this
form of conversion occurs on a timescale of months [100]. Luckily, a variety of ortho/para
catalysts exist that lead to fast equilibration of the nuclear spin states to their equilibrium
populations [56,147]. Section A.1 discusses in detail the conversion cells that I designed and
built for creating a constant flow of p−H2 equilibrated to temperatures ≤ 77K.
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Figure 1.7: The fraction of p−H2 at thermal equilibrium vs. temperature. The temperatures
used in this work are room temperature, 77K, and 25K. The resulting fractions of p−H2
are approximately 98%, 50%, and 25%, respectively.
1.3 Parahydrogen-induced Polarization
In order to discuss o−H2 and p−H2 and the details leading to polarization en-
hancement, it is convenient to use the product operator notation [10]:
T±1 = |T±1〉〈T±1|= 144 +
1
2
(±Iz ± Sz + 2IzSz)
T0 = |T0〉〈T0| = 144 + (IxSx + IySy − IzSz)
S0 = |S0〉〈S0| = 144 − (IxSx + IySy + IzSz) (1.24)
Using these equations, it is easily shown that a mixture of o−H2 and p−H2 produces an
initial state of
ρmix =
14
4
+
(
1− 4f
3
)
(IxSx + IySy + IzSz) =
14
4
+ I · S (1.25)
where f is the mol % of p−H2 and (1 − f) is the mole % of o−H2 in the gas mixture.
It should be noted that if the gas mixture has been stored in a high magnetic field for a
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time longer than T1, the Zeeman states of o−H2 will be populated and ρmix will have an
additional term, 
(
1−f
3
)
(Iz + Sz), where  ∝ p ≈ 10−5 is a very small perturbation on the
same order as thermal polarization.
1.3.1 Creating Observable Net Magnetization
Sections 1.2 and A.1 demonstrate that it is relatively easy to generate a highly
polarized nuclear spin state in the form of p−H2. However, p−H2 has total spin angular
momentum of 0 and, like a spin-0 nucleus (e.g. 12C), it is NMR inactive. An alternative
explanation uses the product operator expression for p−H2 given in eq. 1.24. Using the
commutator relationships for product operators [48], it is straightforward to show that
[
ρmix, Ii + Si
]
= 0 (1.26)
for i = x, y, z. This means that a mixture of H2 gas, regardless of its polarization, commutes
with both the excitation Hamiltonian, Hrf , and the liquid state Hamiltonian, HZ + HJ
[10,11,28,140]. In other words, this state is completely immune to any pulse sequence or
evolution time applied to it.
In order to utilize this highly polarized state, it must be made observable. Note
that the relationship in eq. 1.26 does not hold when ωI 6= ωS ,
[
ρmix, Ii − Si
]
= ı(2IjSk − 2IkSj) (1.27)
Creating a chemical shift difference allows ρmix to evolve under both B0 and B1. Specifically,
rotation by B1 (i.e. i = xˆ or i = yˆ) creates observable, antiphase terms (e.g. IySz, IzSy,
etc.) [36,118]. One way to make the two nuclear spins inequivelent is to alter the electronic
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Figure 1.8: To observe the highly polarized p−H2 state, it must be transferred to magneti-
cally inequivelent positions on a molecule via molecular addition. This is easily accomplished
with many homogeneous catalysts, but traditional (dispersed metal) heterogeneous cata-
lysts break the molecular hydrogen into atomic hydrogen, destroying the correlation and
the resulting polarization.
structure at those sites; i.e., attach the H2 to a molecule. Molecular addition across a
double bond is the most common way to achieve this result. The key requirements are
that the hydrogenation occurs via molecular addition so that the two nuclear spins remain
correlated; the hydrogenation occurs quickly, to prevent the correlated state relaxing during
the intermediate steps of the reaction; and the reaction places the H’s in magnetically
inequivalent positions. The two most common implementations of this approach are termed
PASADENA and ALTADENA and are described below. The more generic term used for
all forms of polarization derived from mixtures of o−H2 and p−H2 is parahydrogen induced
polarization (PHIP).
1.3.2 PASADENA
PASADENA stands for parahydrogen and synthesis allow dramatic enhancement
of nuclear alignment. This effect was initially observed and misinterpreted as CIDNP [134].
It was later predicted [37] and then experimentally verified [38,62].
If the hydrogenation step is carried out inside the bore of the magnet, the situation
is well approximated by an instantaneous change of the nuclear spin Hamiltonian from the
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Figure 1.9: The PASADENA experiment. Hydrogenation occurs inside the bore of the
magnet. (A) The sudden change in the Hamiltonian projects the singlet state onto the high
field eigenstates. (B) The expected spectrum consists of anti-phase doublets.
strongly coupled A2 to the weakly coupled AX Hamiltonian. Mathematically speaking,
the sudden approximation is used to obtain the resulting states by projecting ρ0 onto the
eigenstates of AX, as shown in fig. 1.9. H2 gas containing a net excess of p−H2 relative to
n−H2 will result in excess population of the central, mI = 0, energy levels. Because of this,
the resulting spectrum is composed of distinctive anti-phase doublets.
While the energy level diagrams predict the correct qualitative aspects of the
received signal, a product operator calculation is necessary for obtaining the dependence
of the resulting spectrum on the flip angle, θ, of the RF pulse, as well as the J-coupling
topology [36,118]. Another important result that is most easily explained via use of the
product operator notation is the difference between incoherent and coherent PASADENA
[10].
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When a molecule is hydrogenated in a magnetic field, the resulting state, eq 1.25
begins to evolve. Specifically,
IxSx → (cos(ωIt)Ix + sin(ωIt)Iy) (cos(ωSt)Sx + sin(ωSt)Sy)
IySy → (cos(ωIt)Iy + sin(ωIt)Ix) (cos(ωSt)Sy + sin(ωSt)Sx) (1.28)
Under typical conditions, many molecules are formed at random initial times. This lack of
phase coherence between the molecules leads to destructive interference and the cancellation
of the terms in eq. 1.28, leaving ρmix = 144 −IzSz. Traditionally, this is the situation referred
to as PASADENA.
A variation of PASADENA that retains the phase coherence of all the hydro-
genated molecules is called coherent PASADENA. This can be accomplished by precise
control of the reaction, for example by initiating the reaction with a short laser pulse [10].
Alternatively, an isotropic mixing sequence can be applied during the time period of reac-
tion [34]. This has the net effect of changing the average Hamiltonian such that H ∝ I · S,
which commutes with ρmix and prevents any evolution. In this way, an ensemble of polar-
ized molecules can be built up and then released at the same instant to evolve together in
phase.
1.3.3 ALTADENA
An alternative to performing the hydrogenation within the bore of the magnet
is to hydrogenate the substrate in the Earth’s magnetic field, or the fringe field of the
main magnet, and then transport the sample into the NMR probe within the magnet bore.
This is ALTADENA, adiabatic longitudinal transport and d issociation engenders nuclear
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alignment [127].
Because of the very small magnetic field, the H’s are still strongly coupled after
hydrogenation, causing the H’s to remain in the singlet state. If the sample is then trans-
ported to the main field by dropping the sample tube down the magnet bore, or flowing the
product into the magnet bore, the result is a continuous ramping up of the magnetic field.
Mathematically, this is well described by adiabatic transport [115], i.e., the Hamiltonian is
smoothly transformed from HLF to HHF and the overall quantum state must conserve its
respective projections onto the instantaneous eigenstates of the transforming Hamiltonian.
One can show [10,127] that as the field is adiabatically increased, |S0〉 and |T0〉 transform
into |αβ〉 and |βα〉 (or vice versa, depending on the sign of (ωI − ωS)/2piJ). This implies
that the spin populations in the state |S0〉 (|T0〉) will be carried over into state |αβ〉 (|βα〉).
This is depicted in fig. 1.10 and results in a spectrum composed of in-phase absorptive and
emissive peaks.
Product operators are needed to calculate the dependence of the spectrum on
parameters, such as flip angle, but the characteristic combination of absorptive and emissive
peaks is a hallmark of ALTADENA [9,36]. From a product operator perspective, ρmix is
initially an eigenstate of the low field Hamiltonian. Due to the adiabatic transport to high
field, the resulting Hamiltonian is H = 144 + 12 (±Iz ∓ Sz − 2IzSz).
For the adiabatic condition to be strictly true, the Hamiltonian must change at a
rate that is significantly slower than the timescale of the fastest motion generated by the
Hamiltonian. The characteristic time scale for NMR is the Larmor precession, T = ω−10 =
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Figure 1.10: The ALTADENA experiment. The p−H2 derived H’s remain in a singlet
state after hydrogenation. (A) Adiabatic transport results in every eigenstate mapping to
a single high field eigenstate. (B) The expected spectrum consists of in-phase absorptive
and emissive peaks.
(γB0)−1, and the adiabatic condition requires that
∣∣∣∣dTdt
∣∣∣∣ 1
1
ω0B0
dB0
dt
 1
~G · ~v
B0ω0
 1
|~v|  ω0B0∣∣∣~G∣∣∣ (1.29)
where ~v is the velocity of the gas travelling through the bore of the magnet with a magnetic
field gradient ~G. A 300MHz magnet will drop approximately 7T over less than a meter in the
distance between the sweet spot and the outer edge of the dewar. This gives us an estimate
of the magnitude of gradient, |G| < O(100Tm−1), and requires that |~v|  20 × 106m/s.
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If we separate the time scales by two orders of magnitude to ensure that the adiabatic
condition is met, i.e. dTdt < 0.01, the gas would need to travel faster than the speed of sound
to violate adiabaticity.
1.3.4 Sensitivity Enhancement
After hydrogenation with a mixture of o−H2 and p−H2, the nuclear spin system
has a polarization p = α
(
1−4f
3
)
, where the exact proportionality, α, depends on the details
of the excitation (selective vs. broadband excitation, flip angle, etc.). The SNR benefit of
hyperpolarization techniques is typically cast in terms of the signal enhancement, E, which
is simply the ratio of the hyperpolarized signal strength to the corresponding thermal signal.
Because M0 ∝ p = ~γB02T at thermal equilibrium, the enhancement is simply the ratio of the
polarization terms:
E =
α1−4f3
~γB0
2T
=
2Tα(1− 4f)
3~γB0
∝ 1− 4f
B0
(1.30)
The fact that the enhancement is evaluated with respect to the thermal equilibrium signal
strength must be stressed. The polarization derived from the H2 gas is independent of field,
but the reference signal is ∝ B0 [10,11,28]. For example, signal enhancement relative to a
10T field can be about 3 × 104, while it will be much bigger relative to the Earth’s field,
≈ 6×109. Care must be taken when discussing signal enhancement to ensure that potential
differences in the reference states are taken into account.
Figure 1.11 shows the dependence of p−H2 induced polarization on the fraction
of p−H2. Note that enhancing the fraction of o−H2 also creates a polarized state [17].
Furthermore, the bulk of the polarization enhancement occurs within just a few % enhance-
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Figure 1.11: (A) Theoretical signal enhancement relative to thermal polarization at 300K
and 7.0T as a function of p−H2 fraction. (B) Detail of enhancement near the thermal
equilibrium value of 25% p−H2. Note that changing the p−H2 fraction only a few percent
from n−H2 results in an enhancement of three orders of magnitude, whereas increasing the
fraction of p−H2 from 50% to 100% only provides a factor of 3 enhancement of sensitivity.
ment of the p−H2 fraction. If the deviation of f from 25% is given as 0 ≤ n ≤ 3/4 then the
resulting polarization is ∼ 43n, to be compared with a thermal polarization of ∼ 2 × 10−5.
Increasing (or decreasing) the fraction of p−H2 only a few percent (i.e. n ≈ 10−2) results
in three orders of magnitude enhancement of the signal. As mentioned above, the simplest
way to increase the fraction of p−H2 is to use liquid N2, which results in ≈ 50% and a
resulting enhancement of ≈ 3 × 104 relative to 300K and 7.0T, whereas 100% p−H2 only
increases this fraction to ≈ 5×104. This is why most applications of parahydrogen-induced
polarization use the much simpler approach of liquid N2 instead of the more complicated
equipment needed for lower temperatures.
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1.4 Applications
The use of p−H2 induced polarization has grown dramatically over the past two
decades. This development of p−H2 polarization from an interesting novelty to a relatively
routine technique is documented in a number of excellent reviews [26,36,44,56,61,96,118].
A full review of the literature is not attempted here, but I would like to point out the most
active areas of research and the more recent articles not covered by these reviews.
The most common use of p−H2 polarization is in the study of homogeneous cataly-
sis [4,14,26,27,29,58,64,66,85,96,103,104,120,161]. The large signal enhancement allows one
to observe intermediate species and their rearrangements and to monitor reaction kinetics.
The fastest growing application of p−H2 polarization is in the medical imaging community.
Specifically, a variety of applications ranging from MRI contrast agents [7,23,59,67–70,86,87]
to metabolomic studies [155,158] are performed by transferring the large 1H polarization to
longer lived heteronuclei like 13C. There has also been interest in using p−H2 to generate
entangled quantum states of very high purity for studies in quantum information process-
ing [10,11,28]. This active interest in p−H2 polarization has also prompted a number
of theoretical studies investigating the mechanism of ortho and para interconversion in a
variety of chemically relevant conditions [8,13,110,151].
It is important to note that all of these applications employ homogeneous catalysis
to generate the PHIP signal. In the context of in vivo imaging, this poses a problem, as the
catalyst must be removed prior to injecting the contrast agent into the patient. It was this
problem that let to the fruitful collaboration between Alex Pines’ lab and the International
Tomography Center with the idea that a cleverly designed heterogeneous catalyst would still
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produce strong polarization as long as the pair-wise mechanism was preserved. Not only
were we successful in demonstrating this, but our system turn out to be ideal for producing
a stream of polarized gas. This, in turn, has proceeded towards packed-bed micro-reactor
imaging. The results presented here are proof of principle and demonstrate only a few
examples of the many possible applications of heterogeneous catalysis in the field oh p−H2
induced polarization. It is my hope that others will find interesting applications of these
initial ideas and further develop them into routine tools.
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Chapter 2
Parahydrogen Polarization using
Heterogeneous Hydrogenation
The results presented in this chapter have been published previously [91] and are
presented here with the permission of the authors.
2.1 Introduction
The problem of low equilibrium polarization in NMR and MRI has instigated
the use of hyperpolarized spin systems (sec. 1.1.3). In particular, it has been demonstrated
recently that p−H2 induced polarization can be used to produce liquid solutions with highly
polarized 13C nuclei for high quality, single-shot, sub-second angiography of blood vessels of
a guinea pig or a rat [23,70,86]. However, the fact that the homogeneous catalyst is dissolved
in the fluid along with polarized products can be a major obstacle for a much wider practical
utilization of the hyperpolarization phenomenon. Catalyst recovery is important in many
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applications where the toxicity and biocompatibility of the catalyst are of prime concern
or whenever the catalyst is expensive. This proves difficult in the case of p−H2 induced
polarization because the lifetime of nuclear spin polarization in the substrate molecule is on
the order of several seconds. Bhattacharya et al. have stated, in their angiographic studies
[23], that it is possible to rapidly remove charged homogeneous catalysts from a polarized
solution, yet this approach cannot be applied to all kinds of catalysts. Another viable
approach is to use a heterogenized catalyst instead. Such a catalyst can be supported on a
porous surface, on a nanocrystal, a microbead, or held between frits. One can then envisage
a reaction scheme in which the reactants make sufficient contact with the catalyst and react
to form the polarized product, which is then physically transported to the NMR detection
(or imaging) coil, while the catalyst remains fixed in position and is easily recoverable, still
active for the next batch of reactants.
To the best of our knowledge, there are no previous reports of observing PASA-
DENA or ALTADENA in a heterogeneous hydrogenation reaction. One study uses the
PASADENA effect to probe a solid ZnO surface [47], but no hydrogenation of a substrate is
performed, and the study investigates adsorption dynamics. Another study was published
that used colloidal catalyst particles [60], where it was conjectured that heterogeneous
catalysts are not expected to give rise to the PASADENA effect. Indeed, industrial hydro-
genation and related manufacturing processes often use heterogeneous catalysts comprising
highly dispersed Pt or Pd metal particles supported on an appropriate porous material
such as alumina. Hydrogenation on such catalysts is carried out at elevated temperatures
and pressures and involves dissociative chemisorption of hydrogen molecules onto the metal
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particles, migration of hydrogen atoms over the metal particle surface, and spillover onto
the support. Under such circumstances, the chances that the quantum correlation of the
nuclear spins of the initial p−H2 molecule will be retained and that the two hydrogen atoms
of the molecule will end up in the same product molecule are indeed very small [36]. It
appeared, therefore, that observation of PASADENA was limited to homogeneous catalysis
only.
One of the growing trends in modern catalysis is an attempt to combine advan-
tages of homogeneous catalytic processes with those of heterogeneous catalysis. This can
be achieved, for example, by immobilizing a (modified) homogeneous catalyst on an ap-
propriate porous support [24,52]. To date, numerous immobilization strategies have been
developed, based on hydrogen bonding, ion pairing, chemical tethering to organic or inor-
ganic supports, etc. Many of these approaches have also been applied to hydrogenation
catalysts [16,25,84,113,114,137], yielding stable, efficient, and selective catalysts for hetero-
geneous hydrogenation under mild conditions. The immobilization should, ideally, preserve
the chemical characteristics of the catalyst, implying that the reaction mechanism remains
unchanged, but a direct proof of this is difficult to furnish. In this paper, we observe, for
the first time, PASADENA and ALTADENA spin polarization patterns in hydrogenated
product molecules using several heterogenized catalysts, demonstrating that immobilized
homogeneous catalysts retain their mechanism of pair-wise molecular addition, preserve
the original spin correlation between the protons of the p−H2 molecule, and are there-
fore suitable for producing polarized fluids without the concomitant problems of dissolved
homogeneous catalysts.
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2.2 Experimental Methods
2.2.1 Supported Catalysts
In the present study, we used three kinds of catalysts: Wilkinson’s catalyst (1)
supported on styrene-divinylbenzene copolymer (hereafter referred to as 1/polymer); 1
supported on modified silica gel, RhCl(PPh3)2PPh2(CH2)2-SiO2 (1/SiO2); and a sup-
ported tridentate complex Rh(cod)(sulfos)-SiO2 (2/SiO2; cod = cycloocta-1,5-diene; sulfos
= -O3S(C6H4)CH2C(CH2PPh2)3). The 1/polymer catalyst was obtained from STREM
Chemicals Inc. (catalog number: 45-0670, 5g, maroon beads, 20–60 mesh, 20% cross-
linked). The 1/SiO2 was synthesized according to the procedure described elsewhere [136],
using commercial Wilkinson’s catalyst (Sigma-Aldrich, product # 199982, 1g) and 2-di-
phenylphosphinoethyl-functionalized silica gel (Sigma-Aldrich, product # 538019, 5g, extent
of labeling: 0.7mmol/g loading, 200–400 mesh) as the starting materials. The RhCl(PPh3)3
catalyst is known to undergo rapid ligand exchange [39], and therefore the addition of an
approximately stoichiometric amount of 2-diphenylphosphinoethyl-functionalized silica gel
to a toluene solution of Wilkinson’s catalyst leads to formation of the required catalyst [136].
To ensure full replacement of ligands, the mixture was stirred overnight at room tempera-
ture. The supported catalyst was then removed from the solution by filtering, washed three
times with toluene, and dried under vacuum at RT. To prevent oxidation of the catalyst,
all manipulations were carried out under nitrogen atmosphere [84]. The catalyst 2/SiO2
(0.54wt % Rh) was obtained from P. Barbaro and colleagues [15].
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2.2.2 Parahydrogen Production
Approximately 5g of FeO(OH) (Sigma-Aldrich, 30–50 mesh, used as received) was
placed in the straight section of a heat exchanger, which was then immersed in a liquid
nitrogen dewar (fig. 2.1A). Ultrahigh purity H2 was first passed through the coiled section
of the exchanger and, only thereafter, came in contact with the catalyst. This produces a
constant flow of approximately 50% p−H2. We verify this using porous alumina (-Al2O3)
that had been dried for 1h at 250◦C under vacuum. Either normal or para-enriched H2
gas was freely flowing through the cell filled with alumina beads while NMR spectra were
acquired. A 2-pulse spin echo sequence with 1ms echo time was used to diminish the
contribution of the residual water to the detected NMR signal. The background signal was
measured after purging alumina with nitrogen gas and was later subtracted from the signal
intensity measured in the presence of H2. The decrease in signal relative to the normal H2
gives a quantitative measure of the conversion to p−H2. We observed that we could achieve
the desired 1:1 para/ortho ratio at flow rates up to 150sccm. See sec. A.1 for further details.
2.2.3 Experimental Setup
Our experiments were performed on a 300MHz Bruker Avance DRX spectrometer
equipped with a 10mm BBO (broad-band observe) probe. A variable-temperature unit was
used to keep the samples at 65 or 80◦C to increase the rate of the reactions. All spectra
were acquired using 45◦ RF pulses to obtain maximum signal [37] from the PASADENA
experiments. Our flow setup comprises five fused silica capillaries (345µm OD, Polymicro
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Figure 2.1: (A) Production of para-enriched H2 and preparation of a mixture of gaseous
reactants. n−H2 is passed through an ortho/para conversion catalyst (FeO(OH), labeled as
1) held at 77K, producing a stream of 50% p−H2. For gas-phase experiments, para-enriched
H2 is stored in a small cylinder (up to 100psi), to which propylene gas is then added. (B)
Liquid-phase hydrogenation experiment. The solution is bubbled with p−H2 through an
arrangement of 345µm OD capillaries. The bottom of the 10mm NMR tube contains one of
the supported catalysts (labeled 2), and the solution contains approximately 0.1M styrene
in deuterated benzene. (C) Gas-phase hydrogenation experiment. The mixture of p−H2
and propylene gas flows through a small reactor (labeled 3) consisting of copper tubing
packed with a supported catalyst and held at 70–150 ◦C. The resulting mixture of propane
gas with the unreacted propylene and H2 flows into the NMR tube residing in the probe of
the NMR spectrometer.
Inc.) that extend to the bottom of the 10mm NMR tube to provide the inflow of gas and a
1/16” tube at the top to vent the gas to a hood (fig. 2.1B). These are attached to a Teflon
insert that seals the tube to prevent oxygen from entering and deactivating the catalyst. A
pinch valve is located just above the magnet to close both the input and the output lines to
allow very quick initiation and termination of the gas flow. Both the pinch valve and the
selection of gas are controlled from the spectrometer via TTL lines. Section A.2 contains a
complete description of the gas flow setup and its control.
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2.2.4 Heterogeneous Hydrogenation in Solution
The samples comprising 4mL of C6D6 and 50µL of styrene were deoxygenated for
several minutes by bubbling N2 through the solution before adding the supported catalyst.
The N2 flow was left on while assembling the flow setup to purge any oxygen in the NMR
tube or other tubing. The prepared sample was placed inside the NMR magnet, and an
initial delay of 15min was used to allow the reaction mixture to equilibrate at 65◦C. The
reaction was initiated by bubbling para-enriched H2 through the solution for some duration
of time (ranging from 5s to 5min) at a flow rate of 100sccm. After the pinch valve was
closed, a delay of 5s was used to allow the supported catalyst particles to settle out of the
RF-sensitive region before acquisition, protecting against susceptibility-induced broadening
in the PASADENA spectra. ALTADENA spectra were obtained by bubbling para-enriched
H2 through the sample while holding it outside the magnet, and then quickly placing it
in the magnet bore. The H2 used in these experiments came directly from the conversion
setup described above, thus being nominally 50% p−H2.
2.2.5 Heterogeneous Hydrogenation in Gas Phase
Each sample was prepared by purging the NMR tube with N2 before adding the
supported catalyst and leaving the flow of N2 on while assembling the flow setup. For the
PASADENA experiments, the sample was placed inside the NMR magnet, and an initial
delay of 10min was used for the sample to reach 80◦C. The gaseous reactant mixture was
prepared by purging an aluminum cylinder (by alternately filling it with ultrahigh purity
N2 and evacuating with a pump) and then filling it with 50psi H2 from the conversion setup
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already described. This cylinder was then filled with an additional 50psi of propylene,
yielding a mixture of 50% propylene, 25% p−H2, and 25% o−H2 (fig. 2.1A). PASADENA
experiments were performed by completely opening the needle valve regulating the gas flow,
and driving the gas at full pressure (20–100psig) to maximize stirring of the catalyst in the
NMR tube. The spectrum was acquired while the gas was still flowing through the NMR
tube. For the gas-phase ALTADENA experiment, we made a small S-shaped reaction cell
from a short (6”) length of 1/8” copper tubing (fig. 2.1C). About 1g of the catalyst was
packed between plugs of glass wool. The cell was held at 70–150◦C while the mixture of
propylene and H2 flowed through the cell and then into the bore of the magnet to the NMR
tube. Typical flow rates ranged between 50 and 225sccm.
2.3 Results
2.3.1 Heterogeneous Hydrogenation in Solution
Both 1/SiO2 and 1/polymer supported catalysts hydrogenate styrene when H2
is bubbled through the sample tube containing the solution of styrene and the catalyst.
More importantly, both catalysts produce clear PASADENA signals as para-enriched H2
is bubbled through the sample at high field. The catalysts also produce ALTADENA
signals when para-enriched H2 is bubbled outside the magnet. We also observed that the
polymer-supported Wilkinson’s catalyst beads appear to be very sensitive to conditions
allowing efficient diffusion of the reactants and products into and out of the beads. Long
activation times, sometimes greater than 1h at elevated temperatures, were needed before
the catalyst became active, presumably allowing the beads to swell and expose their catalytic
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centers [72]. Furthermore, having high flow rates of gas that produced good stirring of the
beads and long bubbling times (more than 1min) to ensure saturation of the solution with H2
were critical to consistently observe polarization with this catalyst. The 1/SiO2 catalyst, on
the other hand, becomes active as soon as the temperature is raised above RT and produces
large polarization even for bubbling times as short as a few seconds. The results from the
high-field para-enriched hydrogenation (PASADENA) employing these catalysts are shown
in fig. 2.2A and B, and the ALTADENA spectrum for the 1/SiO2 catalyst is shown in
fig. 2.3.
To exclude the possibility that polarization is produced in a homogeneous hydro-
genation reaction due to metal complex leaching off the support, the following test was
performed. After hydrogenation, the solution was separated from the supported catalyst,
and para-enriched H2 was bubbled through the supernatant liquids. The resulting spectra
are shown in fig. 2.2C and D and demonstrate that the contribution of the homogeneous
process is negligible. Additionally, a 31P spectrum detected for this solution is shown in
fig. 2.4 (see discussion below).
2.3.2 Heterogeneous Hydrogenation in Gas Phase
As a further demonstration that the supported catalysts produce PASADENA
signals heterogeneously and not via a homogeneous reaction mechanism, we used 1/SiO2
and 2/SiO2 to para-hydrogenate propylene gas. In the gas phase, there is no possibility for
catalyst leaching, and any observation of polarization must stem from a heterogeneous cat-
alytic reaction. Both catalysts were very active in the gas phase and produced exceedingly
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Figure 2.2: Proton NMR spectra for in situ (PASADENA) para-hydrogenation of styrene
in C6D6 at 65◦C. The spectra in (A) and (C) are from 1/SiO2, and those in (B) and
(D) are from 1/polymer. Antiphase peaks from the polarized protons in the ethylbenzene
product labeled d and e appear at δ = 2.6 and 1.2ppm. Spectrum (A) was acquired
after para-hydrogenation for 8s inside the magnet. Spectrum (B) was acquired after para-
hydrogenation for 15 s. Spectra (C) and (D) were acquired after bubbling p−H2 gas
through the supernatant solutions after removing the catalysts; (C) was acquired after
15min of bubbling, no PASADENA or product formation is observed. The spectrum in
(D), acquired after 15s of bubbling, shows a very small anti-phase pattern. The spectra
[(A) and (C)] [(B) and (D)] are plotted to the same vertical scale.
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Figure 2.3: Proton NMR spectra from ex situ (ALTADENA) para-hydrogenation of styrene
in C6D6 in the presence of the 1/SiO2 catalyst. The ALTADENA peaks appear as emission
and absorption signals at δ = 1.2 and 2.6ppm, respectively. The spectrum was acquired
with a 45◦ flip angle pulse after bubbling p−H2 for 10s and subsequent transfer to the high
field magnet for detection.
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Figure 2.4: 31P NMR spectrum of (A) homogeneous Wilkinson’s catalyst dissolved in C6D6
and (B) supernatant solution recovered after para-hydrogenation of styrene with 1/polymer.
The sharp peak around δ = 38ppm is assigned to OPPh3. In (A), the multiplets at shifts
δ = 44 and 54 are from the metal-bound phosphorus nuclei; in (B), neither of these peaks
are observed, whereas the broad hump in spectrum (B) indicates the likely presence of very
fine heterogeneous polymer particles in solution accounting for the small PASADENA signal
in fig. 2.2D. The two spectra were detected using identical experimental parameters except
the number of accumulations, which was 512 for spectrum (A) and 4096 for (B).
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strong antiphase multiplets and fast product formation, the results of which are shown in
fig. 2.4.
Because of the increased catalytic activity observed with these complexes, we found
it important to acquire background spectra with the catalyst removed from the NMR tube
before and after each experiment, to ensure the absence of catalytic contaminants from
prior hydrogenations as even small amounts can produce enhanced polarizations. We also
observed large signal enhancements from ALTADENA experiments with both the 1/SiO2
and the 2/SiO2 catalysts, the spectra being shown in fig. 2.5.
2.4 Discussion
Our results constitute the first direct confirmation of the mechanism of the hy-
drogenation reaction utilizing immobilized metal complexes. The clear PASADENA and
ALTADENA spectral patterns confirm the preservation of the longitudinal spin order be-
tween the protons derived from the same p−H2 molecule, proving that the addition is, indeed,
pair-wise. Moreover, there can be no a priori certainty that an immobilized complex will
produce polarization even if the chemical mechanism of the reaction remains essentially
the same as in homogeneous solution. Indeed, the transfer of both hydrogen atoms of an
H2 molecule to the same product molecule is a necessary condition for the observation of
PASADENA or ALTADENA, but is not a sufficient one. In the transient dihydride complex
formed upon interaction of H2 with the catalyst, the equivalence of the two H atoms is lost,
and the initial coherence of nuclear spins starts to decay due to spin relaxation processes [42].
Therefore, significant polarization in the product can be expected only if the lifetime of the
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Figure 2.5: Proton NMR spectrum from the in situ hydrogenation of propylene with 50%
p−H2. Spectrum (A) shows the result obtained using the 1/SiO2 catalyst, and (B) is from
the 2/SiO2 catalyst. The sample temperature was 80◦C. The peaks from the polarized
spins in the propane product appear at δ = 1.4 and 0.96 ppm and are labeled as d and e in
the spectra. The remaining peaks are from the unreacted propane, and the hump between
δ = 4 and 5 ppm is from o−H2. Due to the absence of a lock reference, the chemical shift
scale is internally calibrated with respect to the propylene CH3 peak.
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intermediate dihydride complex is not much longer than its spin-lattice relaxation time.
Because the mobility of the dihydride complex is expected to change substantially upon
immobilization, this could lead to a significant enhancement of nuclear relaxation processes
and to a complete loss of spin coherence. Furthermore, subtle modifications of the ligands
surrounding transition metal complexes can have a pronounced effect on the reaction effi-
ciency and, in particular, the lifetime of the dihydride complex. A more stable dihydride
intermediate may still yield hydrogenation product, but could be detrimental for the obser-
vation of p−H2-induced polarization. The results presented above demonstrate that there
are systems where this does not happen.
With reactions catalyzed by supported complexes, there is always a question of
whether the formation of the product and/or polarization is indeed due to heterogeneous
catalysis and not catalyzed by rhodium complexes that leach off the surface and are present
in solution. To establish a control for this potential problem, we separated the solutions from
the catalyst after the hydrogenation experiment and bubbled para-enriched H2 through the
supernatant liquids. The resulting spectra shown in fig. 2.2C and d demonstrate that the
solution from the polymer-supported Wilkinson’s catalyst beads gave a very small polar-
ization (with an absolute integrated intensity that is approximately 3% of the PASADENA
signal with the catalyst). Such a dramatic decrease of polarization efficiency rules out the
possibility of seeing polarization due solely to catalyst leaching into solution and acting
homogeneously. Furthermore, a 31P spectrum of this solution, shown in fig. 2.4, contains
no peaks from free Wilkinson’s catalyst, but only a sharp peak from the oxidized form of
the PPh3 ligand, which dissociates from the Rh precatalyst [75]. Additionally, a very broad
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peak is also evident, which is consistent with small polymer particles dispersed through the
solution. Both the distribution of polymer chain lengths (and thus 31P content) as well
as the rigid polymer that the 31P nuclei are attached to would contribute to a very broad
31P peak. Most likely, the small polarization observed in the decanted solution is due to
such small polymer particles, some of which have the bound catalyst and give rise to the
small PASADENA signal patterns in fig. 2.2D. When testing 1/SiO2, we avoided the po-
tential problem of very fine particles dispersed in solution by filtering the solution through
a Hirsch funnel (4–5.5µm pore size). We then bubbled p−H2 through this solution for
15min and observed no detectable PASADENA signal or product buildup, as demonstrated
with the spectrum shown in fig. 2.2C. The solution was recombined with the catalyst, and
PASADENA signal was again observed (data not shown), demonstrating that the reaction
is being catalyzed solely by the heterogenized catalyst. While such tests cannot rule out
the presence of traces of the metal catalyst in solution, they do prove that spin polarization
is almost exclusively produced by the immobilized catalyst.
Numerous NMR and MRI applications, in particular those carried out in low and
ultralow magnetic field environments [111,157], could immensely benefit from the ability
to produce polarized media (both liquid and gas phase), free of dissolved catalyst.1 For
low field measurements, the thermal polarization is exceedingly small, and it is, therefore,
very attractive to utilize p−H2-induced polarization for increased sensitivity. Our gas-
phase ALTADENA experiments demonstrate that it is also possible to hyperpolarize a
1We note that the procedures outlined above are not suitable for an immediate use in in vivo applications.
Such applications would require the use of different solvents and substrates, and a careful measurement of
the residual quantities of the metal in solutions after the reaction. While our tests indicate that supernatant
solutions are inactive in hydrogenating the substrates and in producing polarization, they cannot exclude
the presence of residual amounts of metal in its inactive form.
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continuously flowing stream of a fluid by passing it through a catalytic reactor packed
with an active heterogenized catalyst. This mechanism can become a promising candidate
for replacing the costly 3He or 129Xe gases that are currently used for void-space MRI.
Previously demonstrated applications include hyperpolarized lung imaging [109,124,131], or
measuring profiles of fluid flow in porous media [73] or micro-channels [76,78]. Heterogenized
catalysts can also contribute to the rapidly advancing area of studying catalyzed reactions
with NMRmicro-fluidic technology [122,154]. For example, a porous silicon layer supporting
the catalyst and etched in the form of a micro-channel can simulate a catalytic micro-
reactor [105], allowing the possibility of investigating multiphase reactions in the silicon
chip. It should also be mentioned that heterogeneously catalyzed para-hydrogenations can,
just as their homogeneous counterparts, lead to enhanced signals on other nuclei. For
example, the ALTADENA and field cycling methods can efficiently transfer polarization to
13C nuclei, which are especially attractive for their slow longitudinal relaxation rates. It
is straightforward to implement these methods using immobilized catalysts and, therefore,
to achieve long-lived, polarized nuclear spin states, opening up possibilities for enhanced
signal-to-noise imaging and spectroscopy [9,23,70,86].
Last, we would like to stress that conditions of hydrogenation and sample transfer
used in this work were not optimized, and yet hydrogenation at a reasonable temperature
and atmospheric pressure has yielded pronounced nuclear spin polarization. This gives
us confidence that this first observation of p−H2-induced polarization in a heterogeneous
reaction can be developed into a useful practical tool for sensitivity-enhanced NMR and
MRI.
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Chapter 3
Gas-Phase MRI using
Heterogeneous Parahydrogen
Polarization
The results in this chapter were published previously [35], and are presented here
with the permission of the authors. Also, a brief introduction to the principles of MRI is
included for completeness.
3.1 Magnetic Resonance Imaging
3.1.1 Basic Principles
Section 1.1.2 introduced the Bloch equation for calculating the time evolution of
the net magnetization. In the case of a simple excitation followed by free precession in a
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homogeneous field, the resulting signal is
s(t) ∝
∫
dV M0e−ıωte−t/T2 (3.1)
The Fourier transform of this signal gives a single, sharp resonance with a line width ≈ 1T2 .
The fact that the nuclei are sensitive to the local magnetic field suggests that a spatially
inhomogeneous field should provide a means of extracting spatially resolved information
from the NMR signal. A detailed introduction to NMR imaging, or MRI, can be found in
many texts ranging from medical to materials imaging [32,43,89,121]. As an introduction
for the following chapters, it is sufficient to state the key concepts without substantial
elaboration.
In addition to the static magnetic field, additional magnetic fields that vary linearly
with position (over the desired region) are added. These so-called gradient fields are designed
to be turned on and off quite rapidly, resulting in the term pulsed field gradients (pfg),
B(~x, t) = B0 +Gx(t)x+Gy(t)y +Gz(t)z = B0 + ~G(t) · ~x (3.2)
The phase acquired by a given nuclear spin after a time, t, is
φ(~x, t) = γ
∫ t
0
B(~x, τ)dτ
=
∫ t
0
(
B0 + ~G(τ) · ~x
)
dτ
= ωt+ ~k(t) · ~x (3.3)
where the k-vector is defined as
~k(t) = γ
∫ t
0
~G(τ)dτ (3.4)
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The resulting signal from the entire sample is
s(t) ∝
∫
dVM0(~x)e−ıφ(~x,t) =
∫
d~xM0(~x)e−ıωte−ı
~k(t)·~x ∝ F {M0(~x)} = M˜0(~k(t)) (3.5)
The important result here is that the signal equation is proportional to the Fourier transform
of the object in the RF coil. Furthermore, the position in k-space being sampled (i.e. the k-
space trajectory) is controlled by manipulating the amplitudes of the gradients in time. The
basic approach in MRI is to record a series of k-space trajectories. Once a sufficient amount
of k-space data has been gathered, it is assembled and Fourier transformed to reconstruct
the original image as depicted in fig. 3.1.
A number of complications arise that make things less straightforward than the
simple picture presented above. In particular, short relaxation times, resonance offsets due
to chemical shift or susceptibility induced field gradients as well as motion of the nuclear
spins can all cause significant artifacts in the reconstructed image. The severity and form
of the artifacts depends on the specific k-space trajectory.
There are many approaches to dealing with such complications [43,121]. One
simple approach to removing many artifacts in the acquired image is to use single point
imaging (SPI). The primary benefit of SPI techniques is the constant time encoding period
which separates the evolution time from the k-space trajectory. This causes most sources
of artifacts to become simple attenuation factors,
exp(−tp/T ∗2 ) exp(−ıγ∆B(~x)tp) . . . = c, |c| < 1 (3.6)
which can often be partially compensated for with appropriate refocusing echoes. Typical
SPI trajectories turn on the pfg during an echo to move to a particular position in k-space
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Figure 3.1: Examples of k-space trajectories during MRI acquistion. After sufficient k-
space data is acquired, it is Fourier transformed to reconstruct the image. (A) Single shot
imaging, acquiring a plane of k-space in one acquisition. (B) Line scan imaging, acquiring
lines of k-space in several acquisitions. (C) Single point imaging, acquiring only a single
point of k-space with each acquisition. The reconstructed images contain artifacts due to
off resonance effects. The exact form of such artifacts depends on the trajectory through
k-space. SPI reduces offset effects to a constant phase and attenuation.
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(the phase-encode time,tp) and then turns off the gradients during the actual signal readout.
This has the additional benefit of providing spectroscopic information during the read out
interval, known as chemical shift imaging (CSI). The disadvantage of SPI is the time needed
to sample enough of k-space given that it takes an entire scan per point.
The constant encoding time of SPI is not enough to compensate for motion during
the encoding interval. Diffusion and bulk flow all lead to phase errors and, thus, artifacts
in the image reconstruction [43]. This can actually be advantageous in situations where
spatially resolved diffusion or velocity measurements are desired. Section 4.4.6 describes
how to use specific pfg profiles to remove phase artifacts due to velocity and acceleration,
as well as utilizing those phases to acquire spatially resolved velocity measurements via MRI
microscopy.
3.1.2 MRI of Gases
A number of scenarios lend themselves to gas-phase MRI studies. Medical imaging
of the lungs or sinus cavities; visualizing gas flow through porous materials, such as rock,
foams or catalyst beds; and monitoring the spatial profile of reactions involving gases, to
name a few. Unfortunately, imaging a gas using thermal polarization is a difficult task. As
always, the fundamental problem is low sensitivity. The only difference from the analysis
presented in sec. 1.1.3 is the spatial resolution and number of phase-encoding steps, Np,
SNR ∝ ρ (∆x∆y∆z)√NpNsTread (3.7)
The density of a gas is typically three orders of magnitude smaller than that of a liquid.
This requires sacrificing an order of magnitude in resolution in all three dimensions or
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increasing the scan time by a factor of 1, 000, 000 to regain the same sensitivity. In cases
like micro-imaging where high resolution is the primary goal, the outlook is grim.
These limitations have led to the use of hyperpolarized gases [40,71,88,109,124,131]
such as 129Xe, 3He and, more recently, 83Kr. Other approaches have used fast-relaxing inert
fluorinated gases [95,130] to improve SNR per unit time via fast signal averaging or higher
gas pressures to directly increase SNR [102]. Drawbacks to these techniques include the fact
that hyperpolarized noble gases and polarization instruments are generally expensive; only
certain gases have strong enough spin-rotation interaction to have significantly shortened T1;
and the SNR only scales, at most, linearly with density, which limits the SNR improvement
that can reasonably be obtained via increased pressure.
Another method for producing hyperpolarized fluids is by using p−H2, [36–38,118].
Section 1.2 discusses how H2 mixtures enriched with one of the spin isomers provide large
non-equilibrium nuclear spin order. Section 1.3 explains how this enhanced spin order can be
converted into an enhanced NMR signal if the enriched ortho-/para-H2 mixture participates
in a hydrogenation reaction that breaks the symmetry of the original H2 molecule. If the
hydrogenation reaction preserves the spin correlation between the protons, this correlation
can be converted into a strong observable nuclear spin polarization.
The method is not limited to protons only, as polarization transfer mechanisms
[9,26,86] can be employed to polarize other nuclei as well, such as a slowly relaxing 13C.
Contrast agents based on p−H2 polarization have indeed been demonstrated [23,70,86] and
provide high-quality, angiographic 13C MR images of the blood vessels in animal models.
However, these experiments were conducted in the liquid phase and are not applicable
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for polarizing of gases. We have recently reported [91] the creation and observation of
p−H2 polarization in heterogeneous hydrogenation reactions. Of particular interest is the
demonstration that it is possible to create p−H2 polarized gases via heterogeneous catalysis.
3.2 Introduction
This work represents the first demonstration of signal enhancement in gas-phase
imaging employing a supported catalyst. We demonstrate gas-phase proton imaging of the
hyperpolarized product resulting from para-hydrogenation of a substrate molecule, in our
case, propylene (CH3CH=CH2). The reaction is catalyzed by heterogenized Wilkinson’s
catalyst supported on modified silica gel ([RhCl-(PPh3)2PPh2(CH2)2]-SiO2) and results in
the formation of propane (CH3CH2CH3). The p−H2-derived protons in propane (labeled
as HA and HB in fig. 3.2) preserve their nuclear spin singlet state [10,36] at low magnetic
fields. The reactant-product mixture is then adiabatically transferred to the high field of
the NMR magnet, leading to preferential population of the |αβ〉 (or the |βα〉) state, an
experimental scheme referred to as ALTADENA [127]. The resulting NMR signal is greatly
enhanced compared to what is achievable with thermal population of spin states.
The enhancement is evaluated with respect to the thermal equilibrium state as
discussed in sec. 1.3.4. Therefore, even though the p−H2-derived polarization is field-
independent [10,11,28], the enhancement depends on the field strength of the reference field
for the thermal state (assuming constant T). For example, for a 10T field the enhancement
can be about 3×104, while a standard 1.5T medical scanner would exhibit an enhancement
of 2× 105.
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Figure 3.2: (A) Schematic of the preparation of the supported catalyst used in the study.
(B) para-hydrogenation of propylene to form propane gas (the protons from p−H2 in propane
are labeled HA and HB).
Hydrogenation takes place in the catalytic cell that is placed in the Earth’s mag-
netic field (0.5G), where the thermal equilibrium spin density matrix is a mixture of the
singlet state (S0) and equal amounts of each of the three triplets (T0, T1, and T1); these
states are in fact the eigenstates of the Earth’s field nuclear spin rotating frame Hamiltonian,
HLF = 2piJ(IxSx + IySy + IzSz) (3.8)
where J is the scalar coupling constant between the protons and I and S represent the
angular momentum spin operators for the two nuclear spins. In the rotating frame, the
Zeeman terms are small in the Earth’s field and are therefore neglected. This low-field
Hamiltonian corresponds to an A2 spin system.
The singlet and triplet eigenstates are defined in sec. 1.3 and denoted S0,T0,T±1.
The singlet state is called p−H2 while the triplet states are collectively called o−H2. If the
molar fraction of p−H2 in the hydrogen mixture is f , the density matrix after hydrogenation
will comprise a fraction f of the spin singlet and 1 − f of a balanced mixture of the three
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spin triplets. This is expressed in product operator terms as
ρlow = 1/4 +
1− 4f
3
(IxSx + IySy + IzSz) (3.9)
Clearly, this is a non-equilibrium state. Compared to the thermal equilibrium state
ρeq = 1/4 + (Iz + Sz) (3.10)
where  ≈ hγ/kT , implying enhancement factors of up to about 1/ (see discussion in
sec. 1.3.4.
As propane is adiabatically transferred to the high field of the magnet, the Hamil-
tonian gradually transforms to its high field form
Hhigh = ωIIz + ωSSz + 2piJISIzSz (3.11)
with ωI and ωS corresponding to the chemical shifts of the protons HA and HB. This high-
field Hamiltonian is accurate under the condition that |ωI − ωS |  |JIS | and corresponds
to an AX spin system. The eigenstates of Hhigh are |αα〉, |αβ〉, |βα〉 and |ββ〉.
According to the quantum adiabatic theorem [115], the overall quantum state must
conserve its respective projections onto the instantaneous eigenstates of the transforming
Hamiltonian. One can show [10,127] that as the field is adiabatically increased, |S0〉 and
|T0〉 transform into |αβ〉 and |βα〉 (or vice versa, depending on the sign of (ωI) − ωS/J).
This implies that the spin populations in the state |S0〉 (|T0〉) will be carried over into state
|αβ〉 (|βα〉). Consequently , in a high field, the spins of HA and HB in propane will be in
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the state described by
ρhigh = f |αβ〉〈αβ|+ 1− f3 (|βα〉〈βα|+ |αα〉〈αα|+ |ββ〉〈ββ|)
=
1
4
− (1− 4f)
6
(Iz + Sz + 2IzSz) (3.12)
(For convenience we assume that |S0〉 maps into |αβ〉 and that |T0〉 maps into |βα〉.) How-
ever, the polarization in ρhigh is still non-observable, therefore the state must be rotated
with a RF pulse with a certain flip angle, θ. From the rotated state, one can deduce the
expected multiplet pattern [10]. In our case, the expected spectrum is proportional to
sin θ[(1− cos θ), (1 + cos θ), (−1− cos θ), (−1 + cos θ)] (3.13)
where each term represents the relative intensity of the individual lines in the multiplets,
with the leftmost two representing the first (I) and the rightmost representing the second
spin (S). For example, with a θ = pi/4 nutation pulse, the expected spectral pattern is
proportional to [0.3, 1.7, 1.7, 0.3]. This prediction is in agreement with the experimental
observation.
3.3 Experimental Methods
For our experiments, a hydrogen mixture enriched in the para spin state (50%
p−H2) was produced by passing pure hydrogen gas through a tubular cell that was packed
with FeO(OH) and immersed in a Dewar flask containing liquid N2. The ortho/para ratio
was verified by measuring the NMR signal intensities of H2 in a cell packed with porous
alumina (γ-Al2O3; the method is detailed elsewhere [91]). An aluminum cylinder was filled
with the para-enriched H2 to 80psi, and propylene was then added to a total pressure of
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Figure 3.3: Flow diagram for the gas-phase experiment. The red arrows (A) represent the
flow of the H2 gas, the green arrows (B) represent the flow of propylene, and the blue arrows
(C) depict the flow of the H2 and propylene mixture. Normal H2 (25% para) flows through
an o/p catalyst, FeO(OH), held at 77K to produce a stream of 50% p−H2, which is then
stored in the small cylinder, to which propylene is added. This experiment used a sample of
40% ortho-H2, 40% p−H2, and 20% propylene with a total pressure of 100psi. A mixture of
propylene and para-enriched H2 flows into a catalytic cell containing catalyst supported on
silica gel and held at 70–150◦C. The product, propane, as well as unreacted propylene and
H2 flow into the magnet, resulting in ALTADENA polarization of the propane. The gas
flows through a 1/16” capillary to the bottom of the NMR tube and up through a phantom,
either a cross shape or a random packing of 1/16” capillaries. A cross section of the latter
is shown.
100psi (fig. 3.3). Consequently, the volumetric composition in the reactant mixture was
20% propylene, 40% p−H2, and 40% o−H2.
The supported catalyst was prepared [39,91,136] by the addition of an approx-
imately stoichiometric amount of 2-diphenylphosphinoethyl-functionalized silica gel to a
solution of Wilkinson’s catalyst in toluene (fig. 3.2). The solution was stirred overnight,
and the catalyst was filtered, washed with toluene, and dried under vacuum at room tem-
perature. All the chemicals used in the synthesis were obtained from Sigma-Aldrich and
used as received. All manipulations with the catalyst were performed under nitrogen gas
atmosphere.
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A sample of the catalyst (≈0.1g) was packed between plugs of glass wool inside a
6” long section of copper tubing (d = 1/8”), bent into an S-shaped catalytic reactor. The
reactor (polarizer) was held at a temperature of approximately 150◦C. The gas mixture
flowed through the catalytic cell and then through Teflon tubing (d = 1/8”), which finally
transitioned into a Teflon capillary (d = 1/16”) ending at the bottom of a 10mm NMR
tube. The tube was placed inside the high field of a vertical bore, 300MHz NMR magnet
(Varian Inc.) equipped with imaging gradient coils. The phantoms were placed near the
bottom of the NMR tube and held in the sensitive region of the detector.
3.4 Results
The 1H NMR spectra are shown in fig. 3.4. Figure 3.4B shows the spectrum of
propylene acquired under flowing conditions and before any reaction was performed. The
reaction was then carried out by heating the catalytic cell. The emissive and absorptive
ALTADENA peaks and the smaller peaks from the unreacted propylene appear in the re-
sulting spectrum (fig. 3.4C). This latter spectrum was also acquired under flow conditions.
The propylene peaks correspond to partially relaxed thermal polarization and are much
smaller compared to the ALTADENA peaks and serve as an internal intensity reference. In
another experiment, the catalytic cell was maintained at high temperature, the gaseous mix-
ture of reactants and product was transferred to the NMR tube, and the flow was stopped.
Figure 3.4A shows the resulting spectrum acquired two minutes after stopping the flow.
Owing to the long residence time in the NMR tube, complete thermal equilibration can be
assumed; the spectrum illustrates the maximum amount of obtainable thermal polarization.
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Furthermore, by comparing the signal intensity per proton between propane (product) and
propylene (reactant), we estimate the reaction yield to be about 5%. The spectra acquired
in the flowing and stopped-flow conditions are different, reflecting the different pressures
and the extent of thermal equilibration achieved during the transit and residence times in
the magnet.
Images of gas flowing in the void space surrounding the phantom were acquired
using CSI [43]. The pulse sequence consisted of a 45◦ RF nutation pulse, tipping ρhigh
into the observation plane [63,140]. The detectable terms were then spatially encoded by a
200µs phase-encoding gradient pulse. The free induction decay was subsequently acquired
in the absence of any gradient. This sequence was repeated for 21×21 steps of the x and
y phase-encoding gradients. The maximum phase-encoding gradient pulse amplitude was
70G/cm. The frequency components of interest were then selected for the generation of
the image. The field of view was 12 mm×12 mm, which resulted in an in-plane spatial
resolution of 0.57mm× 0.57mm. The thickness of the image plane (along the z direction)
was 10mm.
The signal from one of the ALTADENA peaks was integrated to generate the
ALTADENA image shown in fig. 3.5C and E. The signal-to-noise ratio, as measured directly
from the magnitude image (average signal in the gas space divided by the standard deviation
of noise located at the edges of the field of view), was 150 in the channels of the phantom
with the weaker signal and 200 in the channel exhibiting the strongest signal. In fig. 3.5C,
no signal is seen in the 1/16 inch capillary because of the higher flow velocity in it. The
strongest signal is seen in the channel opposite to the capillary because a higher fraction of
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the incident gas is deflected by the round bottom of the glass NMR tube into the opposite
channel. The total scan time was 8 min, owing to the long recycle delay of 1s, but could be
optimized.
The geometry can be compared to the conventional MRI image, where the void
space surrounding the phantom was filled with water (fig. 3.5A). Also shown in fig. 3.5B and
D is the thermally polarized signal obtained by integrating the CH2 peaks of the unreacted
propylene (also marked in fig. 3.4B). The resulting image exhibits almost no signal except for
a slight zero-frequency artifact. This means that compared to the ALTADENA peaks, the
thermal polarization is exceedingly low. As a second phantom, we used a random packing
of capillaries mimicking a porous medium. The images reconstructed from the unpolarized
propylene and ALTADENA-polarized propane peaks are shown in fig. 3.5D and E.
3.5 Discussion
The exact amount of polarization enhancement compared to other proton reso-
nances is difficult to obtain directly from these images because of the poor signal in fig. 3.5B
and D. The ALTADENA signal yields image signal-to-noise ratios of 150–200. From the
data of fig. 3.4A, we estimate the reaction yield to be 5%. The enhancement factor is ob-
tained from the reaction yield and knowledge of the amount of thermal repolarization that is
found by comparing the total signal per proton between the stopped-flow and flowing spec-
tra in fig. 3.4A and B. We estimate that during flowing conditions, the propylene peaks are
polarized to only about 50% of their thermal equilibrium value. From the data in fig. 3.4C,
the ratio of peak areas for ALTADENA-enhanced propane protons to thermally polarized
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Figure 3.4: 1H NMR spectra of (A) fully relaxed and thermally polarized mixture of propy-
lene and propane acquired 2min after stopping the flow, (B) propylene under flowing condi-
tions, and (C) a mixture of propylene and the polarized propane gas under flowing conditions
and with heating of the catalyst. The peaks from the p−H2-derived protons and the CH2
peak in the unreacted propylene are marked in spectrum (C). Spectra (A) and (B) have
been magnified 60 times.
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Figure 3.5: (A) High-resolution water proton image for a thin cross-sectional slice through a
cross-shaped Teflon phantom. The circle depicts the Teflon tube (d = 1/16”) which delivers
the gas. (B) Propylene gas phase image based on the signal intensity from the CH2 peak.
(C) ALTADENA image from the propane CH3 peak. Parts (B) and (C) were reconstructed
from the same experiment and are plotted with respect to the same color scale. Images
(D) and (E) correspond to a phantom consisting of a random packing of capillaries to
demonstrate gas-phase MRI through a porous medium.
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propylene protons is about 30:1. The enhancement factor is therefore 30×20×1/2=300, an
enhancement of two orders of magnitude relative to the thermally polarized gas.
It is also important to note that these experiments were not optimized. The
imaging experiments, for example, could use more efficient pulse sequences, which include
shorter recycle times [43] and frequency-selective pulses [65] that excite only the ALTA-
DENA resonances followed by frequency-encoded readouts or even single-shot readouts.
Further optimizations to the polarizer could be made by maximizing the surface-to-volume
ratio of the supported catalyst bed or by adjusting the flow velocity, temperature, and
pressure of the reaction. We note that the enhancement factor of 300 is considerably less
than the theoretical ALTADENA enhancement of ≈ 16, 000 expected from 50% polarized
p−H2. This is due to a combination of the short T1 relaxation of propane protons, the dipo-
lar relaxation in the intermediate dihydride, and relaxation during contact of the polarized
product with the porous catalyst support.
A broader range of applications of this heterogeneous reaction would be possible
if the gas were condensed into a liquid by cooling following the hydrogenation. Because
the singlet state of p−H2-derived product can be preserved for very long periods of time
in the Earth’s field [45], [46] the product can be stored prior to its usage. At the time of
use, the hydrogenated substrate can be transported to the high magnetic field (ALTADENA
effect) or suddenly de-phased by a non-adiabatic field to create the incoherent IzSz state for
subsequent use in low magnetic field environments. It is also possible to transfer polarization
to 13C nuclei [9,26,86] for lifetime enhancement and then transfer it back to 1H nuclei for
detection. Applications to medical imaging [108], such as lung imaging, are also possible
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if issues of gas toxicity can be addressed. A further threefold enhancement in the signal
intensity is also achievable by using 100% p−H2.
In summary, we have illustrated the application of p−H2-induced polarization with
a supported catalyst to magnetic resonance imaging in the gas phase. Situations in which
polarization enhancements can be envisaged include micro-fluidic flow, imaging of lungs and
other porous materials, as well as MRI in low magnetic fields.
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Chapter 4
Micro-reactor Characterization
using Heterogeneous PHIP
The results in this chapter were published previously [34], and are presented here
with the kind permission of the authors. Furthermore, the published results represent only
a fraction of the experimental data collected over the summer of 2007. Chapters 5 and 6
present additional results from these same experiments.
4.1 Introduction
4.1.1 Packed Bed Catalytic Micro-reactors
Catalysis is a fundamental component to many industrial processes and, conse-
quently, the optimization of catalytic reactions and reactors attracts considerable techno-
logical effort and financial commitment. An important aspect of this optimization is to
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correlate the spatial distribution of the reactive conversion inside the reactor with the mor-
phology and packing of the catalyst. Here, we describe a spectroscopic method for this
purpose based on magnetic resonance imaging [98] that uses hyperpolarized spins derived
from p−H2 [37,118]. Specifically, we achieve high-resolution, spatially resolved profiles of
heterogeneous hydrogenation reactions taking place at a solid-gas interface inside a micro-
reactor. We demonstrate strongly enhanced nuclear magnetic resonance signal intensities in
the gas phase as well as precise control over the spatiotemporal dynamics of the polarization.
The enhanced sensitivity is particularly important for tracking gases and products in small
volumes (e.g., in micro-fluidic devices [55,153] or the limited void space of a tightly packed
catalyst bed). Moreover, the controlled delivery of p−H2-induced nuclear spin polarization
acts as a spin label that can transport polarization to remote regions in the reactor. This
work has implications for studying kinetics and mechanisms of multistep heterogeneously
catalyzed reactions and fluid-flow transport, as well as heat and mass transfer. Such char-
acterization should facilitate improved reactor and catalyst design.
Methods to optimize micro-reactors would be welcome in the context of micro-
fluidic (lab-on-a chip) technology. In recent years, the compelling advantages of micro-fluidic
technology [55,153] in biopharmaceutical applications, chemical analysis [21], organic syn-
thesis [77,152] and industrial catalysis have been recognized and demonstrated [5,90]. These
include smaller volumes, substantial economic savings, precise control of reactant delivery,
improved fluid transport and heat dispersion, control of reaction rates, enhanced safety
of highly exothermic or explosive processes, as well as the possibility of faster reactions,
improved yield and chemoselectivity. Recent developments in micro-fluidic technology also
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provide powerful means for performing complex reactions, such as multistep transforma-
tions [5] or multiphase reactions [90]. Furthermore, the use of catalysts immobilized on solid
supports in flow-mode micro-reactors has recently been shown to result in highly efficient
reactions [33,90].
4.1.2 Methods to Characterize Micro-reactors
One important characterization for the optimization of catalyst bed reactors is the
flow map. Knowledge of the velocity distribution of the reaction product enables study of
transport phenomena within a micro-reactor [74,97,160] and optimization of the catalyst
packing and reactor geometry. High flow uniformity in a catalytic converter is crucial for
avoiding non-uniform deactivation of the catalyst caused by both chemical and thermal ag-
ing.With the increasing sophistication of mathematical modeling, such systems are routinely
characterized by computational fluid dynamics. However, the relevance of such models is in
doubt until they are validated against real measurements [144]. This is particularly difficult
in packed-bed micro-reactors where the methods available are limited to tracers and bulk
(average) properties of temperature, conversion, and velocity. Despite the need for valida-
tion, the spatio-temporal distribution of reactants and products in heterogeneous systems
has been seldom visited by chemical engineering researchers in recent years, owing to the
substantial difficulties with performing quantitative measurements in situ [144].
Various techniques have been used to study the motion of fluids in catalytic pro-
cesses. For example, capacitance [116], single-photon emission-computed tomography [19],
and positron emission tomography [123] are used to monitor gas-liquid distributions in
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multiphase reactors. But these methods measure average flow properties and have limited
spatial resolution. The use of MRI to characterize micro-reactors is advantageous because
the technique is noninvasive, can probe optically opaque media, and is appealing for catal-
ysis because of the variety of molecular parameters that can be mapped with considerable
chemical and spatial selectivity [43]. Specifically, flow maps and local density profiles can
be generated, molecular mobility can be tracked, and chemical reaction mechanisms can
be probed with spin-labeled nuclei [12]. Previous applications of MRI to heterogeneous
catalysis included studies of hydrogenation processes without p−H2 [92,133], catalyst mor-
phologies and synthesis techniques [93,107], and fluid flow through the catalyst bed [106],
as well as monitoring of esterification reactions [97,160] in situ. All of these applications
were based on the NMR signal detection of the liquid phase and thus offer a sensitivity that
is three orders of magnitude larger, as compared with gases, resulting from the difference
in density. The sensitivity enhancement offered by p−H2-induced polarization (PHIP) is
essential for the application of MRI to heterogeneous chemical reactions in the gas phase.
4.1.3 Imaging Parahydrogen Induced Polarization
As discussed in sec. 1.3, p−H2 [36,37,118] is characterized by a singlet nuclear
spin wave function and is relatively easy to prepare in quantum-state ensembles of very
high purity. The total nuclear spin angular momentum of this state is zero, resulting in
no observable NMR signal. However, if the protons participate in pair-wise hydrogenation
in which they become magnetically inequivalent, strong observable magnetization can be
produced [36,37,118] with a signal enhancement factor typically on the order of 104. For
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instance, if p−H2is used in the hydrogenation of propylene into propane [35,91], the p−H2-
derived protons will be in the singlet state immediately after the transformation of the
substrate molecule into the product molecule. Typically, the molecular additions occur at
randomly distributed times, and the result is an incoherent but highly polarized nuclear spin
state. Application of suitable RF pulses results in a hyperpolarized NMR signal. However,
if an isotropic mixing sequence is applied during the course of the reaction, not only is a
coherent singlet state preserved, but the lifetime of this state is also increased [45]. As we
demonstrate below, this effect allows one to create a relatively long-lived, coherent packet
of polarized product molecules, which augments the versatility of this technique beyond
hydrogenation reactions.
To demonstrate the effectiveness of heterogeneously catalyzed PHIP in micro-
reactors, we use two model catalytic reactors (fig. 4.1). In both cases, propylene and
p−H2gases are flowed through the catalyst bed and react to form propane. The first
reactor (reactor 1) contains a tightly packed bed of the silica gel-immobilized Wilkinson’s
catalyst located between two layers of glass beads. This reactor is used to produce a highly
polarized product (propane) and illustrates the ability to resolve flow maps, active regions
in the catalyst bed and controlled transport of polarization out of the catalyst bed. The
second reactor (reactor 2) comprises powdered Wilkinson’s catalyst loosely packed with
some small (∼2mm) air gaps. This second reactor further demonstrates the control of a
polarized outstream and applications to a more heterogeneous packing.
The PHIP signal in these experiments is larger than the corresponding thermal
signal by a factor of 300. This enhancement is crucial in light of the coil-sample arrangement.
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Reactor 1
Reactor 2
Figure 4.1: Schematic of the micro-reactors. The two model catalytic reactors consist of
catalyst layers sandwiched between layers of glass beads for stability. Reactor 1 contains
a thin layer of silica gel-supported Wilkinson’s catalyst (orange). Reactor 2 contains pow-
dered Wilkinson’s catalyst (red) arrayed in variously sized clumps to demonstrate a more
heterogeneous scenario.
The ratio of the RF coil volume occupied by the micro-channel to the RF coil volume is less
than 0.01, a situation that is unfavorable in terms of detection sensitivity. Furthermore, the
presence of catalyst powder occludes the space inside the micro-channel. This sensitivity
loss, combined with the low density of the gas, leads to a million-fold loss in sensitivity
relative to standard liquid-state NMR. Our experimental results show that PHIP can, to a
large extent, circumvent the problem of low sensitivities in gas-phase micro-reactors.
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4.2 Results
4.2.1 Imaging Active Regions in the Catalyst Bed
An image of the first reactor is shown in fig. 4.2. The spatial distribution of
reactant (propylene) is barely resolved (fig. 4.2A), whereas the polarized product (propane)
shows a strongly enhanced signal (fig. 4.2B). We also compare a spectrum from the reactor
(fig. 4.6A) and localized spectra from upstream of (fig. 4.6B) and in (fig. 4.6C) the catalyst
bed. The use of a hyperpolarized substance was also necessary for producing the high
resolution gas-phase flow map shown in fig. 4.2C. This example reveals heterogeneous flow
patterns in the catalyst bed, which are consistent with a non-uniform packing of the catalyst,
that are not apparent in fig. 4.2B. Flow imaging at the same resolution and sensitivity would
not be possible with the exceedingly weak thermal signals.
4.2.2 Controlled Transport of Polarization within the Catalyst Bed
As illustrated in fig. 4.3A, the residence time inside the tightly packed region leads
to nearly complete magnetic relaxation, and no polarized product is observed beyond the
catalyst bed. Although this outcome is ideal for imaging the active regions of the catalyst
bed, the polarized spins cannot be used for subsequent reactions. Isotropic mixing sequences
have been shown to prolong the lifetime of the nuclear spin-singlet state [45]. Thus, the use
of an isotropic mixing sequence [135] applied for a sufficiently long duration Tm allows the
polarized product to escape the catalyst bed (the optimal Tm will depend on the average
flow velocity v). This period is followed by a delay Td, allowing the singlet state to travel
a distance x = ν × Td, during which the singlet state evolves into a state observable by
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Figure 4.2: Density of active catalyst and flow map imaging. MRI images (field of view
(FOV) (x to z): 2.3mm by 7.0mm; pixel size: 24µm by 64µm) of a tightly packed catalyst
bed (catalyst layer thickness is ∼5mm) are shown. (A) Thermally polarized propylene.
The approximate position of the imaging FOV is indicated by the dashed red lines in the
inset. (B) p−H2 polarized propane. The signal-to-noise ratio (SNR) of this image is a
factor of 300 larger than that of the thermally polarized propylene image. (C) Flow map
in the xz plane with the use of polarized propane. The orientation of the arrows represents
the direction of the velocity, and the length represents the magnitude. Note that the zˆ
direction actually represents the difference from the average z-velocity to highlight the flow
heterogeneity. Also, the resolution of the flow map is intentionally decreased by retaining
only 1 of every 16 arrows to avoid excessive overlap. The SNR of thermally polarized
propylene was insufficient to generate a velocity map.
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Figure 4.3: Controlled transport of polarized product. MRI images [FOV (x to z): 8.5mm
by 23mm; pixel size: 0.5mm by 1mm] for different travel times after an isotropic mixing
sequence are shown. (A) No isotropic mixing: The polarized product is observed only in the
catalyst layer. The approximate position of the imaging FOV is indicated by the dashed
red lines in the inset. (B) Ten milliseconds after isotropic mixing, the polarized product
travels 5mm. (C) Forty milliseconds after isotropic mixing, the product has traveled 10mm.
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NMR. By varying Td, we control the distance traveled before the polarization is released.
Figure 4.3, B and C, demonstrates the delivery of polarized product beyond the catalyst
bed for two values of Td.
Imaging of the second reactor (fig. 4.4A) further demonstrates the usefulness of
controlling the polarized outstream. In contrast with the packing in reactor 1, the looser
packing in reactor 2 results in a polarized product that can be seen escaping the first catalyst
layer and flowing to the second layer in the absence of singlet state preservation (Tm = 0ms,
Td = 0ms). Although this situation is desirable when the polarized product is to be used in
subsequent reactions, it is problematic as a means for imaging the catalyst layer because of
poor contrast and blurring from the uncontrolled flow of polarized product. This drawback
can be remedied by controlling the singlet state as follows. For short values of Td (1ms), no
polarized product can be seen between the catalyst layers, because the singlet state has not
yet evolved into an observable state. At longer time intervals (Td = 100ms), the polarized
product has traversed longer distances and evolved into an observable polarized product. A
photograph of the reactor (fig. 4.4B) provides a comparison of the distribution of catalyst
in the reactor with the structural morphology observed in the MRI images.
Regardless of the packing, singlet state preservation provides a distinctive method
for controlled delivery of polarization. Combined with knowledge of the local flow velocity,
the timed release of polarization can be performed in remote parts of a micro-reactor.
Thus, in multistep reactions, the polarized product can be used as a spin label to elucidate
subsequent stages of a reaction [12].
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Figure 4.4: Imaging heterogeneous distributions of catalyst. (A) MRI images [FOV (x to
z): 2mm by 15mm; pixel size: 0.4mm by 0.9mm] of the heterogeneous packing, acquired
without isotropic mixing (Tm = 0ms, Td = 0ms) and for two different travel time intervals
(Td = 1 and 100ms) after 54ms of isotropic mixing. (B) Catalytic reactor containing a
heterogeneous packing of Wilkinson’s catalyst powder mixed with glass beads. An enlarged
view of the catalyst packing is shown in the inset. The dashed red lines indicate the
approximate location of the FOV for the images in (A).
4.3 Future Applications
These experiments can be extended by means of a variety of polarization transfer
and spin manipulation methods to move the enhanced signal to other NMR-active nuclei
on the substrate molecule or onto the catalyst itself [12,74]. Transfer of polarization to
heteronuclei yields a larger range of chemical shifts as compared with that of protons [74].
The highly polarized spin product also makes it possible to image flows [6] and reactions [50]
in precisely engineered micro-channels non-invasively, opening the way for a variety of micro-
fluidic applications.
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There are still many challenges to address before these results can be extended to
a wider range of hydrogenation reactions and conditions of industrial catalytic processes.
In particular, it remains to be seen to what extent the polarization lifetimes and the NMR
line widths of the reaction products are affected by the presence of metal catalyst sur-
faces, micro-scopic gradients of magnetic susceptibility, high temperatures, paramagnetic
catalysts and impurities, liquid films, and other complications that can be expected under
conditions encountered in practice. To this end, recent results [94] that demonstrate PHIP
in heterogeneous hydrogenations catalyzed by supported metal catalysts (Pt/Al2O3 and
Pd/Al2O3) are encouraging.
4.4 Appendix
4.4.1 Equipment
MRI was carried out on a vertical-bore 300MHz Varian Inova NMR spectrome-
ter (Varian Inc., Palo Alto, CA) equipped with micro-imaging gradients (max. strength:
80G/cm along x,y and 60G/cm along z) and a commercial Varian 10mm RF probe (pi/2
pulse width was 50µs).
4.4.2 Parahydrogen Production
A H2 mixture enriched in the para spin state (50% p−H2) was produced by passing
pure hydrogen gas through a Cu cell, packed with FeO(OH) and immersed in a liquid N2-
filled dewar. The ortho:para ratio was verified by measuring the NMR signal intensities of
H2 in a cell packed with porous alumina (Al2O3), the method being detailed in sec. A.1.3.
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An aluminum cylinder was filled with the para-enriched-H2 to 80psig and the propylene was
then added to a total pressure of 100psig. Consequently, the volumetric composition in the
reactant mixture was 20% propylene, 40% p−H2 and 40% o−H2.
4.4.3 Supported Catalyst and Reactor
The immobilized catalyst [Wilkinson’s catalyst supported on modified silica gel,
RhCl(PPh3)2PPH2(CH2)2-SiO2] was prepared by adding an approximately stoichiometric
amount of 2-diphenylphosphinoethyl-functionalized silica gel to a toluene solution of Wilkin-
son’s catalyst, according to the procedure described in previous work [91]. About 0.1g of
the catalyst was packed inside a section of 1/8” nylon tubing, surrounded by two layers
of 200µm diameter glass beads. The packing was done using a small metal wire and is
expected to be non-uniform. The reactor was held at approximately 145◦C by using the
variable temperature controller to preheat the gas flowing through a heat exchange coil.
The hot gas then flowed directly into the catalyst bed. The heat exchanger for the micro-
reactor was made by coiling 0.08” OD Cu tubing and melting 1/8” OD nylon tubing to the
ends. Activation of the catalyst requires 12hours at 145◦C under 15psig of the gas mixture,
resulting in conversion of the propylene.
4.4.4 Imaging Pulse Sequence
The imaging pulse sequence is shown in fig. 4.5. Typical excitation pulses (pi/4)
were 25µs in duration. Typical scan times with a spatial encoding matrix size of 25 × 19
were on the order of a minute. This scan time can be reduced by selectively exciting
a resonance of interest followed by rapid imaging sequences. We used the pure phase
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Figure 4.5: Flow-encoded MRI pulse sequence for heterogeneous reaction imaging and con-
trolled delivery of spin polarization.
encoding protocol to enable 2D chemical-shift selective imaging with good spatial resolution.
Position and velocity encoding were performed using pulsed field gradients (pfg) consisting
of three pulses with equal widths and a total encoding time of 800µs. In general, the spatial
resolution is improved by the use of short phase-encoding gradient pulses combined with
careful adjustments of pulse amplitudes to eliminate artifacts arising from the velocity and
acceleration of the gas molecules (see below). The velocity encoding pfg was similar to the
position encoding pfg except the relative intensities of the three pulses were chosen to be
sensitive to velocity only and not position or acceleration.
Isotropic mixing was performed using the decoupling in the presence of scalar
interactions (DIPSI-3) sequence [135]. The choice of DIPSI-3 was arbitrary, and is one of
many examples of sequences preserving the singlet state [45] by creating a relaxation-free
environment. This phenomenon was first explained by Bowers and Weitekamp [36,37] and
subsequently exploited by others [45].
4.4. Appendix 83
The spin echo readout serves several purposes. First, it refocuses the evolution due
to magnetic susceptibility gradients, thereby mitigating the attenuation of signal at the first
point of the FID. Second, a nonzero echo time (TE) removes the broad proton resonances
from the o−H2 and solid components. Third, it allows a certain amount of evolution under
the J coupling, with the end result of converting some of the anti-phase magnetization
into in-phase magnetization. The in-phase character makes it easier to integrate the peaks
which are anti-phase when PHIP is performed at high magnetic fields [36,37]. Ultimately,
T !E cannot be too long since T2 relaxation will eventually dominate. These qualitative
arguments led us to pick the following T !E values: 16.7ms for the data of fig. 4.2, 5ms for
fig. 4.3 and 2.5ms for fig. 4.4. This choice was made out of convenience and is not necessarily
the most optimal.
4.4.5 Parahydrogen Induced Polarization and Singlet Lifetime
Parahydrogen is characterized by a singlet nuclear spin wavefunction,
|Ψ〉 = 1√
2
(|αβ〉 − |βα〉) (4.1)
, where |α〉 and |β〉 represent the eigenstates of the spin angular momentum operator parallel
to the direction of the magnetic field. It is described by a density operator, ρ = |Ψ〉〈Ψ| =
1/4 − I · S, where I and S are spin angular momentum vector operators, I · S = IxSx +
IySy + IzSz and 1/4 represents the maximally mixed state (1/4 times the unit operator
1). In contrast, the thermal equilibrium state is ρ = 1/4 + ε(Iz + Sz), where ε is a very
small number (10−4 to 10−5) for typical fields and temperatures. Although the spins of
the singlet state are highly ordered, no NMR signal is observable because the total nuclear
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spin angular momentum is zero. An equivalent explanation is to say that ρ commutes
with the Hamiltonian. If the protons participate in pair-wise hydrogenation in which they
become magnetically inequivalent, observable magnetization can be produced with a signal
enhancement factor on the order of 1/ε (typically 104).
Immediately after the reaction, the p−H2derived protons are in the singlet state,
ρ = 1/4− I · S. If the reaction proceeds at random times, the distribution of these random
initial states leads to an incoherent averaging (IxSx + IySy) = 0 of this part of the density
operator, leaving us with ρ = 1/4−IzSz. The fact that the initial state of the parahydrogen-
induced polarization (PHIP) is a singlet has important consequences. If an isotropic mixing
sequence, such as DIPSI (discussed above), is applied during the course of the reaction, the
effective Hamiltonian is of the form of a scalar coupling, H = JI · S. Most importantly,
the part Iz − Sz of the Hamiltonian, due to the chemical inequivalence of the spins, which
would otherwise lead to a dephasing of the I ·S state is strongly suppressed. In other words,
the singlet state no longer averages to ρ = 1/4− IzSz. The end result of this procedure is
analogous to removing some relaxation pathways resulting in a longer lifetime of the singlet
state [45]. This allows one to create a relatively long lived, coherent packet of polarized
product molecules.
4.4.6 Pulsed Field Gradients
As noted above, both the position and velocity encoding pulsed field gradients
(pfg) were composed of three rectangular pulses. The relative amplitudes of these pulses
can be chosen to compensate for artifacts arising from the gas flowing during the encoding
4.4. Appendix 85
time. Under conditions where a group of spins located at position r(t) are moving in a
time-dependent gradient, G(t), the phase of the NMR signal at time T is given by
φtot = γ
∫ T
0
~G(t) · ~r(t)dt (4.2)
where the position vector can be expressed using the second-order Taylor formula,
~r(t) = ~r0 + ~v0t+
1
2
~a0t
2 +O(t3) (4.3)
Inserting this expression into eq. 4.2 gives the decomposition
φtot = γ~r0 ·
∫ T
0
~G(t)dt+ γ~v0 ·
∫ T
0
~G(t)tdt+O(T 3) = φpos + φvel +O(T 3) (4.4)
where φpos is the phase accrued over the time interval [0,T ] due to the initial position and
φvel is that due to initial velocity.
In terms of the n-th moment, ~Mn =
∫
~G(t)tndt, the phase-encoding gradient is
made insensitive to velocity and acceleration by setting ~M1 = ~M2 = 0. On the other hand,
velocity encoding is achieved by a gradient which has the property ~M0 = ~M2 = 0. Higher
order moments, n > 2, are safely ignored under the conditions of steady flow used in this
experiment. Our pfg employed 10µs rise times and 246.3µs pulses for a total encoding
duration of 800µs. If the amplitudes (in G/cm) of the three pulses are labeled g1, g2,
g3 for the initial, second and third pulses, respectively, then the method outlined above
gives g2 = −(7/11)g1 and g3 = (2/11)g1 for compensated position encoding. Similarly,
the compensated velocity encoding pfg requires g2 = −(3/2)g1 and g3 = (1/2)g1. The
resulting proportionality between phase and position or velocity is φvel = 0.57G−1~gpos · ~r0
and φvel = 1.4×10−4s/G~gvel ·~v0. Acquiring several images with different values for ~gpos and
4.4. Appendix 86
~gvel allows for Fourier reconstruction of the position and velocity of the spins at time t = 0.
Figure 4.2C was obtained using gvel,z = 0 and 3.55G/cm and gvel,x = 0 and 4.83G/cm.
4.4.7 Enhancement Factor
The large difference between PHIP and thermal polarization is seen by comparing
the image signal to noise ratio (SNR) of fig. 4.2B (polarized propane) to that of fig. 4.2A
(thermal propylene). The image SNR for the PHIP image is greater than that of the thermal
image by a factor of at least 300. A similar difference in SNR is observed in the 1H spectrum
(fig. 4.6A), where the PHIP peak SNR is more than 300 times the SNR of any thermal peak.
The spectrum in fig. 4.6A is from the entire micro-reactor.
We may also compare the SNR of propylene in the region just upstream from the
catalyst bed (in the glass beads) with that of the polarized propane in the catalyst bed. This
is possible with our chemical shift imaging experiment, which allows integration of a spec-
trum from any region in the image. Figure 4.6 compares the complete spectrum (fig. 4.6A,
no imaging gradients) and the reconstructed spectra from the catalyst bed (fig. 4.6C) and
the region just before the catalyst bed (fig. 4.6B). This approach gives an enhancement fac-
tor of approximately 200. The difference here, compared with the enhancement discussed
above, is due to the chemical reaction occurring in the catalyst bed. This reduces the
amount of propylene in the catalyst bed, further reducing the already weak thermal signal,
resulting in a slightly larger apparent enhancement.
The propylene resonances are found at 1.7, 4.9, and 5.7ppm while the propane res-
onances are at 0.9 and 1.3ppm (fig. 4.6A) with a J-splitting of 7.4Hz. In these experiments,
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Figure 4.6: 1H spectra in the micro-reactor. A 1H spectrum of the micro-reactor with imag-
ing gradients turned off. B and C 1H spectra reconstructed from a chemical shift imaging
experiment. Spectrum B is the average signal reconstructed from the region upstream of
the catalyst bed and has been scaled by a factor of 40. Spectrum C is the average signal
reconstructed from the catalyst bed.
the proton line width without imaging gradients (fig. 4.6A) was 15Hz. The transverse decay
time of the polarized signal is on the order of tens of milliseconds and is mainly due to tem-
porary adsorption on the surface of the catalyst bed. This broadening combined with the
anti-phase nature of the polarized signal results in a drop of sensitivity due to the partial
cancellation of the antiphase signals.
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Chapter 5
Mapping Temperature
Distribution in a Catalyst Bed
5.1 Introduction
The micro-reactor experiments described in the previous chapter generated a large
amount of data, only a fraction of which was published [34]. One of the unpublished
observations that resulted in considerable interest over the past six months is a lineshape
perturbation that provides temperature contrast to the catalyst bed image. The current
status of these investigations is presented below and a manuscript based on these results is
being prepared for publication, pending several additional experiments.
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5.1.1 Characterizing Packed Bed Catalytic Micro-reactors
With the rapid growth of microfluidic lab-on-a-chip technology [55,153], there is
increasing interest in micro-scale reactors [5,90]. Section 4.1 discusses the challenges of
characterizing such micro-reactors and presents an MRI-based technique for mapping the
active regions of the catalyst bed, as well as obtaining the velocity map. An additional
parameter that is central to reactor optimization is the temperature distribution. The
temperature distribution is important for characterizing heat transport within the catalyst
bed, as well as the heat of the reaction.
The advantages of using MRI to measure the temperature distribution in a packed
bed micro-reactor are largely the same as those outlined in sec. 4.1.2. In summary, the
catalyst powder is opaque, which limits optical methods; thermocouple-based methods pro-
vide only very low resolution maps of temperature, but most importantly, the size of the
thermocouple relative to the channel disturbs the fluid flow in the catalyst bed, chang-
ing the resulting heat transfer and steady state temperature distribution. In this context,
the primary disadvantages of MRI based techniques are inherent low sensitivity and the
RF shielding provided by metal containers. While lab scale reactors are typically made of
stainless steel, micro-reactors are typically etched in glass or silicon and are, thus, amenable
to characterization by MRI microscopy.
The following results are based on the technique reported in [34] and described in
chapter 4. The sensitivity enhancement due to the p−H2 polarization permits analysis of
the lineshapes, and it is the perturbation of the lineshape due to temperature that allows
us to perform MRI thermometry. Without the enhanced SNR, this analysis would not be
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possible.
5.1.2 Temperature-Dependent NMR Parameters
To visualize temperature variation with MRI, one of the variables in the signal
equation (eq. 3.1) must have a significant temperature dependence. For example, T1 or
T2 contrast is obtained by varying the flip angle, the echo time (TE) and the repetition
time (TR). In the case of imaging the catalyst bed, a constant flow of fresh hyperpolarized
spins is used for each acquisition. Thus, the TR is set by the flow rate and the initial
polarization is independent of T1. On the other hand, T2 decay for gases is dominated by
diffusion through field gradients during the encoding time. While this is expected to have
some dependence on temperature, SPI reduces the manifestation of T2 in the image to an
attenuation factor (eq. 3.6), which is expected to be small for short encoding times.
Spectroscopic imaging (sec. 3.1.1) provides chemical shift and lineshape as addi-
tional parameters that can introduce contrast to the image. Both chemical shift and T ∗2
are expected to be temperature dependent. The experimentally observed chemical shift is
an ensemble average of the chemical shift associated with each accessible vibrational and
rotation state. The relative populations of these states is temperature dependent, but the
resulting temperature dependence for 1H chemical shifts is quite small, typically less than
several thousandths of a ppm per ◦C [117,129]. T ∗2 , on the other hand, is dominated by field
inhomogeneities due to the susceptibility-induced gradients. The heterogeneous nature of
the catalyst prevents shimming away such gradients, as they vary on the µm length scale
and the result is significant line broadening. However, fast motion of the nuclei over the
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length scale of these magnetic field gradients can average these inhomogeneities away. The
extent of the averaging depends on the mean free path of the molecule, which scales lin-
early with the temperature [112]. Thus, the motional averaging of the local magnetic field
gradients provides a correlation between temperature and line width. If this correlation is
strong enough, it provides a means to add temperature contrast to our catalyst bed image.
5.2 Methods
The data used here is from the same set of experiments described in ch. 4. The
experimental setup and CSI pulse sequence is given in sec. 4.4. In summary, a mixture of
propylene and p−H2 gas is flowed through a small catalyst bed containing a solid catalyst
powder attached to silica gel. The resulting PASADENA polarized propane is imaged via
SPI (sec. 4.4.4), which provides a spectral dimension in addition to the spatial dimensions.
In order to extract the temperature map from this data, the correlation between
line width and temperature must be established. This is performed using thermally-
polarized propane in an NMR tube filled with 60–200 mesh silica gel. Due to the low signal
strength of the gas, signal averaging is required, but the situation is not as bad as the case
for micro-reactor imaging. First, the sample fills the entire RF coil, whereas the imaging
experiment required an RF coil large enough to surround the entire reactor. This provides
almost two orders of magnitude better sensitivity than the imaging setup. Furthermore, the
sensitivity in imaging scales with the voxel resolution, (∆X)(∆Y )(∆Z) = V (NxNyNz)−1.
In terms of SNR, spectroscopy has Nx = Ny = Nz = 1, which provides almost three orders
of magnitude sensitivity in our case. Because of this, only NS = 8 is needed.
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We used a 5mm NMR tube with a Young Adapter containing 15psig of propane.
Measurements were made on a Bruker Avance DRX spectrometer with a 34µs 90◦ time
(at 0db), TE = 3ms and TR ≈ 1s. Spectra were recorded at 40, 60, 80, 100 and 120◦C,
with a 15min stabilization time between each measurement. The probe was re-matched
and re-tuned at each temperature. The results are given below (fig. 5.3) and show a linear
dependence of line width on temperature, decreasing at higher temperatures, as expected.
In order to use this line width-temperature correlation, the line widths must be ac-
curately extracted from the experimental data. This requires a model of the spectrum. The
reactor will contain both PASADENA polarized propane and thermally-polarized propane.
The thermal propane results from polarized product that has relaxed, as well as from hy-
drogenation initiated by catalyst that was reduced to pure Rh metal during the activation
process (sec. 4.4.3). Given the chemical shifts (ωA = 0.899ppm and ωB = 1.336ppm), the
J-coupling (7.4Hz), and the phase accumulated during the spin echo (φ = piJ TE), we
have
Sthermal(ω) =
6
22
(
e−ı2φL (ωA;−piJ ;λ) + 2L (ωA; 0;λ) + e+ı2φL (ωA; +piJ ;λ)
)
+
2
26
(
e−ı6φL (ωB;−3piJ ;λ) + 6e−ı4φL (ωB;−2piJ ;λ)
+ 15e−ı2φL (ωB;−piJ ;λ) + 20L (ωB; 0;λ) + 15e+ı2φL (ωB; +piJ ;λ)
+ 6e+ı4φL (ωB; +2piJ ;λ) + e+ı6φL (ωB; +3piJ ;λ)
)
(5.1)
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for the thermal spectrum and
Spasadena(ω) =
6
22
[
L (ωA;−piJ ;λ) +
(
e+ı2φ − e−ı2φ
)
L (ωA; 0;λ)− L (ωA; +piJ ;λ)
]
+
2
26
[
e−ı4φL (ωB;−3piJ ;λ) +
(
5e−ı2φ − e−ı6φ
)
L (ωB;−2piJ ;λ)
+
(
10− 5e−ı4φ
)
L (ωB;−piJ ;λ) + 10
(
e+ı2φ − e−ı2φ
)
L (ωB; 0;λ)
−
(
10− 5e+ı4φ
)
L (ωB; +piJ ;λ)−
(
5e+ı2φ − e+ı6φ
)
L (ωB; +2piJ ;λ)
− e+ı4φL (ωB; +3piJ ;λ)
]
(5.2)
for the PASADENA spectrum, where L is a Lorentzian lineshape, given by
L(x;x0, λ) = λ
λ2 + x20
− ı x0
λ2 + x20
(5.3)
The need for both thermal and PASADENA signals is depicted in fig. 5.1. Specifi-
cally, the spectrum obtained from the catalyst bed is clearly not pure PASADENA signal, as
seen by comparing fig. 5.1A and D. It should be noted that the original idea when perform-
ing the experiments was to rephase the antiphase signal with a spin echo because antiphase
peaks with λ & J results in a large degree of cancellation and reduction in overall signal
intensity. However, the antiphase signal is only completely refocused in a two spin system.
The J-coupling to the other, non PASADENA polarized spins results in some degree of
antiphase line shape regardless of the TE. However, the spectrum in fig. 5.1A cannot be
pure thermal signal either; the broad lines (≈ 30Hz) lead to overlap of the tails between the
two peaks, as shown in fig. 5.1C, whereas the spectrum in 5.1A has destructive interference
between the two peaks. A mixture of thermal and PASADENA signals provides a good fit
to the observed spectrum, as shown in fig. 5.1B.
The fitting was done using Matlab’s nlinfit algorithm, which uses a non-linear least
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Figure 5.1: Experimental and simulated propane spectra, TE = 5ms. (A) Real component
of the micro-reactor spectrum. (B) Absolute value spectrum of the micro-reactor. (C) Real
component of simulated thermal spectrum. The black spectrum has a line width of 1Hz
and the red spectrum has a line width of 30Hz to compare with (A). (D) Real component
of simulated PASADENA spectrum. The experimental spectrum is not pure PASADENA
because the spin echo does not refocus the antiphase signal, as shown in (D). However, (A)
is not described completely by thermal propane either; the destructive interference between
the two peaks requires a mixture of both thermal and PASADENA spectra. The best fit of
the spectrum requires an approximate 2:1 ratio of PASADENA signal strength to thermal
signal strength. Absolute value spectra are used in the final analysis because of phase
variation across the catalyst bed.
squares regression and requires an initial guess. In situations where the SNR is < 2 a good
initial guess is essential for obtaining a sensible answer. This initial guess is chosen by hand
using a high SNR spectrum in the middle of the catalyst bed. This guess is then used for
each point within the threshold mask (see below) to obtain the frequency offset (∆ω), line
width (λ), and relative fractions of PASADENA signal (f). In other words, eq. 5.1 and 5.2
are used to construct a model spectrum
S(ω +∆ω, λ, f) = fSpasadena(ω +∆ω, λ) + (1− f)Sthermal(ω +∆ω, λ) (5.4)
5.2. Methods 95
 
 
 
 
1
2
3
0
1
2
3
0
0 1 2 3 4 5
0
1
2
mm
0
1
2
0.0
0.5
1.0
6 4 2 0 -2
0.0
0.5
1.0
6 4 2 0 -2 ppm
ppm
A  Signal to noise ratio
B  Mask, SNR > 1.8 
0 1 2 3 4 5 mm
Figure 5.2: SNR thresholding of the image. (A) Comparing spectra from two different
regions in the catalyst bed. (B) Masking the image by requiring that SNR > 1.8. The
masking is primarily used to avoid fitting spectra dominated by noise. If the SNR is too
low, the fitting algorithm becomes time consuming and inaccurate.
which is fit to the spectrum. The specific Matlab code is given in sec. B.2.2.
It turns out that there is a considerable amount of phase variation across the cat-
alyst bed. Allowing the nlinfit algorithm to work with complex spectra produces disastrous
results, such as complex λ and f . To avoid this problem, the absolute value spectra were
used for fitting the spectrum. Furthermore, The line fitting algorithm fails when the SNR
approaches unity. In such cases the algorithm attempts to fit the model spectrum to the
noise. This not only leads to bad values for the line width and other parameters, but it
requires a long time for the algorithm to converge, and, in fact, often fails to converge when
the SNR. 1.6. To avoid wasting computational time fitting noise, the region of interest is
chosen via thresholding. The SNR is calculated for the spectrum of each voxel and only
those voxels with SNR> 1.8 are used for for line fitting. This is depicted in fig. 5.2.
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5.3 Results and Discussion
Figure 5.3 shows the line width of propane in a bed of silica gel for temperatures
ranging from 40◦C to 140◦C. As expected, the line widths are narrower for higher tempera-
tures due to motional averaging of the susceptibility induced field gradients. The correlation
is linear to within 0.3%
LW (T ) = 69.6± 0.6Hz− T (0.200± 0.006Hz/◦C) (5.5)
While this approach appears promising for the relative temperature variations, it produces
unrealistically large absolute temperatures on the order of 300◦C. The temperature in the
catalyst bed was < 160◦C and the linedwidths are on the order of 30Hz, compared to the
50Hz line width at 100◦C observed in the calibration experiment. This discrepancy is likely
due to the fact that the calibration has been performed on a considerably different system
from the imaging experiments. Lacking other calibration data, we propose that the relative
change in line width with temperature is, at the very least, an approximation to our micro-
reactor system. Clearly, this needs to be validated both with thermocouple measurements
and with a line width calibration using the micro-reactor itself.
The spatial variation of the parameters obtained from fitting the spectrum is shown
in fig. 5.4. Of primary importance is the fact that the spatial variation of the line width
(fig. 5.4D), is not correlated with the spatial map of B0 inhomogeneities (fig. 5.4A). In
other words, the line width variation is not due simply to local inhomogeneities in the main
magnetic field, but rather reflects the extent of motional averaging at that position.
The final map of temperature variation is obtained from the line width map and
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Figure 5.3: line width vs. temperature for propane gas in 60–200 mesh silica gel. The
temperature dependence is linear over the range of temperatures used in the experiments
(60–140 ◦C), LW = T (−0.200± 0.006)Hz/◦C+ (69.6± 0.6)Hz.
the temperature calibration and is shown in fig. 5.5. The magnitude of the temperature
variations presented here should be taken as approximate, given the discrepancies in the
temperature calibration discussed above. The trend, however, is clear; given that motional
averaging at higher temperatures leads to narrower line widths, we see the expected tem-
perature drop across the catalyst bed as the gas, preheated in the heat exchange coil, loses
heat to the surrounding catalyst bed as it flows through.
Another parameter of interest is the apparent peak separation (fig. 5.4B). This
is calculated by taking the frequency difference between the peak tops. If the spectrum
was pure thermally-polarized propane, then this apparent separation would decrease with
increasing line width, due to the overlap of the tails with the adjacent peak. However, the
apparent peak separation is not correlated with the line width (fig. 5.4C), and does not
appear to be strongly correlated with the offset (fig. 5.4A). This further supports the need
for a mixture of PASADENA and thermal signal to explain the spectrum, despite the lack
of unambiguous, large antiphase peaks.
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Figure 5.4: Spatial variation of the spectral parameters from the fitting algorithm. (A) Po-
sition of the spectrum, reflecting B0 inhomogeneities within the catalyst bed. (B) Apparent
peak-to-peak distance, taken from the peak heights. (C) Fraction of signal intensity that
comes from the PASADENA spectrum. (D) Peak line width. Note that (B) is taken from
the spectrum directly, rather than the fit, resulting in lower resolution of the magnitude
scale. If the spectrum was purely thermal propane, the peak separation would track the
line width due to overlap of each peak with the broadened tail of the adjacent peak. Fur-
thermore, the line width variation is not due to the local inhomogeneities in the B0 field as
(A) and (D) are clearly not correlated.
A potentially useful feature is the spatial variation of the fraction of PASADENA
signal (fig. 5.4C). A large fraction of the signal is from thermally-polarized propane and
this can result from hydrogenation by dispersed Rh metal formed during the activation of
the catalyst bed. Because the fitting algorithm returns the relative amounts of thermal and
PASADENA signals, this has the potential of differentiating which regions of the catalyst
bed have catalytically active reduced metal, and which regions of the catalyst bed have
active supported catalyst. It is interesting to note that the variation in fig. 5.4C appears
to be correlated with the field inhomogeneity (fig. 5.4). One reason for this could be a
significant difference in the susceptibility of the supported and reduced catalyst due to the
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Figure 5.5: The temperature variation within the catalyst bed is calculated from the line
width map, using the calibration data from fig. 5.3.
different oxidation states of the Rh.
In summary, the results presented here demonstrate the potential that p−H2
induced polarization has for MRI based thermometry in micro-reactors, as well as for char-
acterizing the extent to which the supported catalyst has been reduced. However, to make
this approach quantitative, a number of important control experiments need to be per-
formed. First, the extent of the signal arising from p−H2 polarization can be determined by
running control experiments using n−H2. Furthermore, clever use of the imaging gradients
can be used to purge the thermal signal arising from relaxation upstream on the field of
view or from the reduced catalyst. There are multiple ways to do this, but one simple
approach [3] exploits the fact that the PASADENA signal is a mixture of zero and double
quantum coherences. This allows specific coherences to be filtered with the use of gradient
pulses to dephase the thermal signal (single quantum coherences) while selectively rephasing
the double quantum coherence of the PASADENA signal. Furthermore, the temperature
measurements can be validated by placing thermocouples at the inlet and the outlet of the
catalyst bed. Finally, the line width calibration needs to be carried out using the micro-
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reactor itself. The first stage of planning for the next round of experiments using these
improved controls is finished and the experiments will be carried out soon.
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Chapter 6
Microscopic Pressure Maps in a
Catalyst Bed
6.1 Introduction
As introduced in ch. 2 and 4, many important chemical reactions take place in
heterogeneous environments, such as fluids flowing through a packed-bed reactor where
they react at the solid-fluid interface. The optimization of such packed bed reactors is an
important problem in chemical engineering [92,93]. Characterizing heat and mass transport
throughout the reactor is particularly important in the design and optimization of packed-
bed reactors.
The spatial dependence of parameters, such as pressure and velocity of the flowing
gas, can be measured by inserting probes directly into the reactor. This is routine in the
characterization of full-scale (industrial) and lab scale reactors [20], but has significant
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consequences when characterizing micro-reactors. The problem is one of scale; the size
of the probes is larger than the length scale of the heterogeneity in the catalyst bed. In
other words, the measurements become invasive, perturbing the properties that are being
measured.
We present a method for non-invasively obtaining microscopic measurements of
gas pressure within a packed-bed catalytic micro-reactor, based on MRI. The maps are
derived from MRI velocimetry measurements of polarized gas in a catalyst bed [34] (sec. 2).
This is done by relating pressure to the flow map using a Navier-Stokes equation which
is averaged over the microstructure of the packed-bed reactor. Our approach provides
noninvasive pressure measurements at sub-millimeter spatial resolutions. It should be useful
for studying the spatio-temporal aspect of chemical reactions taking place in random media,
such as heterogeneous catalysis.
6.2 Methods
6.2.1 Navier-Stokes Equation
The steady state Navier-Stokes equation for compressible fluids is:
ρ~v · ∇~v = −∇p+ η∆~v +
(
1
3
η + ζ
)
∇(∇ · ~v) (6.1)
where p is the pressure, ~v is the fluid velocity, ρ is the density, η is the viscosity and ζ is
the second viscosity. In general, the coefficients ρ, η and ζ are functions of some spatial
coordinate, ~r. The partial differential equation (PDE) is subjected to appropriate boundary
conditions.
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Typical applications of the Navier-Stokes equation use macroscopic pressure bound-
ary conditions and solve for the resulting steady state velocity field in some interior region
of interest. The situation is quite different for the experimental setup described in ch. 4.
From a theoretical point of view, the situation is challenging due to the heterogeneous na-
ture of the catalyst bed. This creates a complicated, random set of boundary conditions at
the microscopic level. Luckily, we are not interested in calculating the velocity field from
such complicated, unknown boundary conditions. Instead, we have a measurement of the
steady state velocity field and wish to extract the microscopic pressure variations due to the
heterogeneities in the catalyst bed. Given that we are dealing with a highly compressible
fluid in a random packed catalyst bed, we expect the system to exhibit interesting pressure
fluctuations. In order to solve for the desired pressure map, we transform this equation into
something that is better conditioned. The approach, and some issues to consider, are pre-
sented below. This is followed by a discussion of the numerical techniques we have pursued
to perform this numerical calculation.
6.2.2 Transformation to the Poisson Equation
If the coefficients of eq. 6.1 are constants with respect to the spatial coordinate, ~r,
the divergence of each side yields a scalar equation:
∇2p = −ρ [∇~v : ∇~v + ~v · ∇∇ · ~v] +
(
4
3
η + ζ
)
∇2(∇ · ~v) (6.2)
where the symbol ‘:’ denotes a double-contraction and ∇∇ is a dyadic product. This is a
Poisson equation with the source term given by the expression on the right hand side. This
equation can be solved for the pressure field, p(~r), by imposing boundary conditions and
6.2. Methods 104
unit cell (Ω)
λ
l
L
Length scales in the catalyst bed
Figure 6.1: The solid catalyst grain and its random packing are shown as a distribution
of black discs. The unit cell, Ω, contains several catalyst grain particles, but is smaller
than the reactor bed. l is the length scale of the catalyst grain, λ is the scale of density
fluctuations in the catalyst packing and L is the macroscopic scale of the reactor bed. We
require that l λ L.
using standard methods to invert the Laplacian operator.
However, in a packed-bed reactor, these coefficients are not constant, but are
functions of space with variations on the length scale of the catalyst grain. The approach
above does not appear to be applicable. On the other hand, a simple flow model, such
as eq. 6.2, is desired. We claim that the volume averaged Navier-Stokes equation can be
transformed into eq. 6.2. Specifically, we claim that such a Poisson equation holds if we
average over the catalyst grain and the following two conditions are met:
1. The volumes, Ω(~r), used for averaging are large compared to the size of the catalyst
grain. In the MRI experiment, we take Ω to be the size of an imaging voxel.
2. Ω(~r) is smaller than the size of the reactor bed, so that mesoscopic heterogeneities
across the bed can be depicted.
Figure 6.1 illustrates the requirements for averaging. The length scale of the
6.2. Methods 105
catalyst grain is l. The heterogeneities in packing density, flow velocity and pressure occur
on the λ scale. The macroscopic scale of the reactor bed and channel is L. The volume
averaging of eq. 6.2 is performed over l, but the variations on the λ length scale remain.
The experimental details concerning the preparation of the micro-reactor, the flow
setup and the pulse program are described in ch. 4, as well as sec. A.2 and B.1. The
important details for this discussion are the size of the silica gel particles, 200–400 mesh
(i.e particle diameters of 37–74 µm), and the voxel size, 170µm × 240µm. Furthermore,
the voxels are already averaged over heterogeneities on a macroscopic length scale because
the imaging sequence produces a 2D projection along the y axis. In summary, each imaging
voxel contains at least several grains. Even if this condition were not completely fulfilled,
the averaged description of the medium would likely still apply due to the porous nature of
silica gel.
6.2.3 Numerical Techniques
The two dimensional, component form of eq. 6.2 is given below. Note that the
derivatives along y have been dropped due to the averaging across this dimension discussed
above.
∑
i=x,z
∂2i P =
∑
i=x,z
j=x,z
{
−ρ [(∂ivj) (∂jvi) + vj∂i∂jvi] +
(
4
3
η + ζ
)
∂2i ∂jvi
}
Pxx + Pyy =− ρ
(
v(x)x + 2v
(z)
x v
(x)
z + v
(z)
z + v
(x)v(x)xx + v
(x)v(z)xz + v
(z)v(x)zx + v
(z)v(z)zz
)
+
(
4
3
η + ζ
)(
v(x)xxx + v
(x)
zzx + v
(z)
xxz + v
(z)
zzz
)
(6.3)
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Figure 6.2: Examples of three point and five point stencils in 2D for the ∇2 operator.
The velocity field obtained from MRI velocimetry is in the form of a 2D grid (sec. 4.2).
Therefore, a grid-based numerical approach is appropriate for solving eq. 6.3.
Grid-based numerical techniques approximate the derivatives with finite difference
equations [53,143]. Three point centered differences are often used, but we chose to use five
and seven point centered differences for improved accuracy [2]. The relevant approximations
needed by eq. 6.3 are,
f ′(x) =
−f(x+ 2h) + 8f(x+ h)− 8f(x− h) + f(x− 2h)
12h
+O(h4) (6.4)
f ′′(x) =
−f(x+ 2h) + 16f(x+ h)− 30f(x) + 16f(x− h)− f(x− 2h)
12h2
+O(h4) (6.5)
f ′′′(x) =
f(x+ 3h)− 8f(x+ 2h) + 13f(x+ h)− 13f(x− h) + 8f(x− 2h)− f(x− 3h)
8h3
+O(h4) (6.6)
where h is the distance between voxels. It is the third derivatives in eq. 6.3, that requires a
seven point centered difference to ensure that all the errors are O(h4). A schematic of the
Laplacian, ∇2f , using three and five point centered differences is given in fig. 6.2.
When applying the numerical derivatives, special care must be taken at the bound-
aries to ensure that the derivatives are defined. An example boundary is given in fig. 6.4,
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Figure 6.3: Thresholding the phase difference map for the x component of velocity. Note
the severe phase distortions in the noise region surrounding the catalyst bed (compare with
the SNR map, fig. 5.2).
showing points that are ill-defined for the numerical derivatives. A discussion of the thresh-
olding used to define this region is discussed in sec. 5.2. The signal outside of the thresholded
region is dominated by noise and is thus masked out to prevent interference with the calcula-
tion. The phase wrapping in the noise region is shown in fig. 6.3. The simplest approach to
calculating the numerical derivatives is to simply ignore the points too close to the bound-
ary. This has the effect of shrinking the interior regions slightly, as depicted in fig. 6.4.
This effect can be lessened somewhat by using three point centered differences [2] near the
boundary instead of five (or seven) point centered differences.
In this case, we know the macroscopic boundary conditions, i.e. the inlet and outlet
pressures, but not the actual values at the boundary defined by the thresholding described
above. We estimate these boundary values using the bulk pressure drop. We know that
the macroscopic pressure difference results in the bulk velocity through the catalyst bed
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Boundary losses
Figure 6.4: In order for the numerical derivative to be well defined, the data points near
the edges of the boundary must be neglected (grey), effectively shrinking the interior region
(blue) by several pixels.
(Darcy’s Law [141]). The heterogeneity that appears in the measured velocity map will be
due to perturbations of an otherwise linear pressure drop. We expect the linear pressure
drop to be a good first order approximation. As shown below, the perturbations to the
linear pressure gradient are actually quite small relative to the magnitude of the pressure
and the pressure drop, justifying this assumption.
Iterative Approaches
The most common approach to solving the Laplace equation is to use the numerical
definition of the derivatives to set up a recurrence relation for the pressure [53,143]. This is
easily adapted to the Poisson equation by simply adding in the source term. For example,
the simplest form of this recursive approach is Jacobi iteration. Using the five point centered
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difference for the Laplacian operator, we get
∇2P (x, z) =−P (x+ 2h, z) + 16P (x+ h, z)− 30P (x, z) + 16P (x− h, z)− P (x− 2h, z)
12h2
+
−P (x, z + 2h) + 16P (x, z + h)− 30P (x, z) + 16P (x, z − h)− P (x, z − 2h)
12h2
=− 60
12h2
{
P (x, z)− 1
60
[
− P (x+ 2h, z) + 16P (x+ h, z)
+ 16P (x− h, z)− P (x− 2h, z)− P (x, z + 2h) + 16P (x, z + h)
+ 16P (x, z − h)− P (x, z − 2h)
]}
=− 5
h2
[
P (x, z)− 〈P (x, z)〉
]
(6.7)
Note that the exact form of the weighted average, 〈P (x, z)〉, depends only on the order
of centered difference used in the approximation. The recurrence relation is formed by
computing the weighted average on an initial guess of P (x, z), allowing a better estimate of
P (x, z). Explicitly, we have for the Poisson equation,
∇2P (x, z) =f(x, z)
− 5
h2
[
P (x, z)− 〈P (x, z)〉
]
=f(x, z)
Pn+1(x, z) =〈Pn(x, z)〉 − h
2
5
f(x, z) (6.8)
Unfortunately, the Jacobi method converges rather slowly. A faster implementa-
tion, the Gauss-Seidel method [53,143], exploits the fact that we compute the new P (x, z)
point by point in a grid. If we perform these calculations in a raster across the grid, we can
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use newly calculated values of P (x, z) for half of the points used in 〈P (x, z)〉,
〈Pn(x, z)〉 = 1
60
[
− Pn+1(x+ 2h, z) + 16Pn+1(x+ h, z) + 16Pn(x− h, z)− Pn(x− 2h, z)
− Pn+1(x, z + 2h) + 16Pn+1(x, z + h) + 16Pn(x, z − h)− Pn(x, z − 2h)
]
(6.9)
The Gauss-Seidel method is further improved [18] by including the center point in
the weighted average of eq. 6.9,
Pn+1(x, z) =(1− ω)Pn(x, z) + ω
[
〈Pn(x, z)〉 − h
2
5
f(x, z)
]
(6.10)
When ω = 1, this is identical to the Gauss-Seidel method. When 0 < ω < 1, the technique
is called successive under-relaxation and can help an otherwise divergent iterative scheme to
converge on a solution. When 1 < ω < 2, the technique is called successive over-relaxation
and can greatly speed up the convergence, but can also lead to divergence if ω is chosen to
be too large. There is no way of determining ahead of time what value of ω leads to fastest
convergence. [18]
Other Approaches
Non-iterative methods exist for inverting the ∇2 operator. We have explored two
such techniques. These approaches are appealing in that they are analytical solutions and
do not have the potential problems of accumulated round off error and sensitivity to the
initial guess that can be problematic in iterative approaches. However, they each present
difficulties of their own. In light of these difficulties, we do not yet have final results using
these techniques; however, they are being actively pursued.
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The most common alternative to iterative solutions involving the Laplacian oper-
ator is a simple matrix inversion [53]. The basic approach is to arrange the source term
and the boundary conditions into an array. The ∇2 operator can then be represented as a
matrix and inverted to obtain P (x, z):
∇2P (x, z) = f(x, z)
D~P + ~B = ~f
~P = (D)−1(~f − ~B) (6.11)
where ~f is the source term, ~B contains the pressure values at the edges of the boundary
where ∇2 gets cut off and D is the matrix representation of the ∇2 operator on the interior.
For a simple rectangular region, the ∇2 matrix takes on a sparse, banded structure
with a condition number of 1. The unusual shape of our region causes some difficulties and
ambiguities in how to arrange the data into vectors. At this point, we do not have a
representation for ∇2 with a good condition number. This can be addressed by throwing
out some of the known data to get a better behaved boundary (e.g. a rectangle). The real
problem, however, is caused by the large size of the ∇2 matrix, even if it is well conditioned.
The velocity data sets have nominal grid sizes of 128×128. Once rearranged, the pseudo-
vectors have 214 entries each, and the ∇2 matrix has 214 × 214 = 228 entries. Gaussian
elimination would require 284 operations to invert this matrix! Algorithms designed to take
advantage of sparseness exist, but currently, we are simply limited by the amount of memory
that Matlab is able to use. The next step is to implement this algorithm on a computation
server that has sufficient memory and parallel processing capabilities.
Another appealing approach is to use the properties of Fourier transforms to invert
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the ∇2 operator [57]. Initially, this looks quite appealing, as the Laplacian operation under
Fourier transform is typically given as
F{∇2P} = −|~k|2F{P} (6.12)
However, this assumes that the surface terms go to zero. While this is true in many
applications, it certainly is not true that the pressure, velocity or derivatives thereof go
to zero at the boundary inside the catalyst cell. An explicit derivation that includes the
surface terms gives
F{∇2P (~x)} = −|~k|2F{P (~x)}+
∮
B
e−i~k·~x
(
∇ · P (~x) + iP (~x)~k ·~1
)
dl (6.13)
where the line integral is taken over the boundary, B, and the ~k · ~1 notation implies a
summation over the components of ~k. This is easily rearranged to give
P (~x) = f ⊗F−1
{
1
−|~k|2
}
+ F−1

∮
B e
−i~k·~x
(
∇ · P (~x) + iP (~x)~k ·~1
)
dl
−|~k|2
 (6.14)
While the convolution of the source term is easy to compute, the Fourier transform of the
line integral is more complicated to perform in practice. This approach is being actively
pursued.
6.3 Results
The resulting velocity and pressure maps from a micro-reactor are shown in fig. 6.5.
The pressure field (fig. 6.5B) shows the linear drop in pressure across the length of the
catalyst bed, along the principal direction of flow. None of the smaller fluctuations can be
seen due to their very small amplitudes. To observe these fluctuations, we decompose the
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Figure 6.5: Microscopic pressure map calculated from the Poisson equation. (A) Velocity
map obtained via MRI (ch. 4). (B) Pressure map obtained via successive overrelaxation.
Both (A) and (B) have the expected bulk behavior. (C) Shows the variations in the velocity
by subtracting off the average z velocity. (D) Shows the variations in the pressure map by
subtracting off the linear pressure gradient.
pressure field into a mean value, 〈p(~r)〉, and its local variations, ∆p(~r),
p(~r) = 〈p(~r)〉+∆p(~r). (6.15)
The mean value is obtained by either averaging over a large enough region centered on each
pixel, ~r, or by taking the linear pressure drop; both methods give identical results in the
present case. By subtracting the mean value from p, a map of the local pressure variations is
obtained (fig. 6.5D). The mean pressures are on the order of 100kPa, while the microscopic
variations are seen to be on the order of Pa.
These results were calculated using successive over-relaxation with ω = 1.90 and
a variation limit of 0.001Pa for determining convergence. The second viscosity, ζ, was
assumed to be equal to the dynamic viscosity, η, as information on the second viscosity
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Figure 6.6: Flow setup for micro-reactor imaging. Both the inlet and outlet pressures are
monitored.
coefficients is not readily available. The dynamic viscosities were 16.6 × 10−6, 8.4 × 10−6
and 7.4× 10−6Pa s, for N2, H2 and propylene, respectively. η is the weighted average. The
mole fractions of the gas mixture were 0.1, 0.7 and 0.2, respectively. The absolute pressure
was 30psig at the inlet, with a 15psi pressure drop across the catalyst cell and a mass flow
rate of ≈ 75sccm at the outlet. The flow setup is depicted in fig. 6.6.
6.3.1 Convergence
We have chosen to define convergence in terms of the maximum change in magni-
tude of the pressure maps between iterations. For example, if the variation limit is set to
0.1Pa, then the algorithm will consider the solution convergent if the maximum deviation
from the previous iteration is < 0.1%, although the average difference is typically much
smaller than this. Figure 6.7 compares the relative rates of convergence for the Jacobi,
Gauss-Seidel and SOR methods. In all cases, the initial convergence is relatively fast (up to
about 0.004Pa), but reducing the relative variation between iterations to below 0.001Pa takes
the bulk of the time. After trying a range of values for ω, we chose a slightly conservative
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Figure 6.7: Convergence of several iterative schemes. The average deviation between suc-
cessive solutions vs. the number of iterations, is given for (A) Jacobi iteration, (B) Gauss-
Seidel iteration, (C) and (D) Successive Over-Relaxation (SOR) with ω = 1.5 and 1.90,
respectively. The Jacobi method begins to diverge after 48 iterations. SOR converges more
rapidly as ω → 1.90 (Gauss-Seidel is equivalent to SOR with ω = 1.0), but converges much
slower for ω = 1.95 and diverges for ω = 1.99 (not shown).
value of ω = 1.90 to apply to all of the remaining data sets.
6.3.2 Initial Conditions
Figure 6.8 shows several different starting conditions: random, sinusoidal, nothing
and the source term. Note that all of these starting conditions are taken to be perturbations
to the bulk linear pressure drop. If the initial condition is not some variation superimposed
on the linear gradient, then the number of iterations required to propagate the boundary
conditions into the interior is large enough that significant round off errors accumulate
and the real solution is obscured. All of these initial conditions reproduce the same final
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Figure 6.8: Initial guesses for the pressure map. The final pressure map, when defined
as the deviation from the linear pressure drop, is robust to the initial conditions; each
of these initial conditions produces identical results. (A) No perturbation to the linear
drop. (B) Sinusoidal perturbation. (C) Source term of the Poisson equation. (D) Random
perturbation. (E) 10 kPa pressure offset and a sharper pressure gradient. Note that all
lengths are mm and all magnitudes are Pa. Also, the actual initial condition is one of these
pressure maps added to a linear pressure drop.
pressure variations. Furthermore, if the absolute pressure or the bulk pressure drop is
changed (fig. 6.8E), the resulting difference pressure map remains the same, even though
the bulk solution is significantly different, reflecting the change in the bulk pressure gradient.
This stability with respect to initial conditions indicates that this approach is robust and
depends only on the variations in the velocity map, not on the details of the bulk pressure
drop used in the calculation.
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6.4 Discussion
Our results demonstrate that the hyperpolarized gas-phase MRI measurements
presented in ch. 4 provide the basis for an MRI pressure transducer. Numerical solutions
of the Navier-Stokes equations, based on the transformation to a Poisson equation, prove
to be robust and yield variations in the pressure map on the expected mesoscopic length
scale. Knowledge of the pressure and velocity variations within the catalytic cell are impor-
tant for characterizing and optimizing the reactor. Furthermore, in combination with the
temperature maps discussed in ch. 5 and the density maps in ch. 4, this technique offers
the possibility of visualizing the spatial distribution of chemical potentials.
Other accounts of deriving the local pressure variations fromMRI velocity maps are
found in the medical imaging literature. Tyszka, et. al. [148], provide a brief survey of the
approaches taken and the interest in calculating blood pressure gradients during pulsatile
blood flow, typically in the aortic arch. Early methods used Bernoulli equations [139],
while Yang, et. al. present a method very similar to our own [159]. Yang’s approach
uses only macroscopic boundary conditions and neglects the viscosity terms, the emphasis
being pulsatile flow as opposed to issues encountered with flow through a porous medium.
Urchuk [149] uses a volume averaged equation, but invokes the elastic properties of the blood
vessels to satisfy the boundary conditions and neglects the convective terms; again, quite
a different scenario than our situation. Tyszka, et. al. [148] are also focused on the time
resolution of pulsatile flow, using volumetric imaging and a simple iterative scheme that
neglects the convective and viscosity terms. In summary, all of these approaches assume
that the fluid is incompressible, they neglect the viscosity terms, and they neglect some, or
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all, or the convective terms. Because we are dealing with a gas at elevated temperatures
in a porous medium, we cannot assume incompressibility and we expect the viscosity and
convective terms to contribute.
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Appendix A
Experimental Setup
A great deal of my time and effort in the lab was spent designing, building and
optimizing the experimental setups used to perform the experiments described above. The
following sections provide the more technical details of the p−H2 flow setups that I have
built.
A.1 Parahydrogen Production
Section 1.2.2 explains how the fraction of H2 molecules in the p−H2 nuclear spin
state is controlled. In summary, the symmetry requirements of quantum mechanics couples
the rotational and nuclear spin states together. This coupling is advantageous because the
rotational states are much easier to polarize due to the larger energy spacing relative to
the nuclear spin state (fig. 1.7). In principle, simply cooling H2 below the characteristic
rotational temperature (eq. 1.22), ΘR ≈ 85K, results in a increased fraction of p−H2 at
equilibrium. However, as pointed out in sec. 1.2.2, the conversion of ortho- to parahydrogen
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is forbidden, resulting in very slow kinetics [79,100]. This forbidden transition is actually
advantageous once a method is found to catalyze the conversion, as it means the resulting
p−H2 can be stored for relatively long periods of time without significant back-conversion
to o−H2.
A variety of materials can be used to convert ortho- to parahydrogen [56,147].
Typically, a paramagnetic powder is used to break the symmetry of the nuclear spin Hamil-
tonian when the H2 molecule interacts with the surface; evolution under this Hamiltonian
makes the transition allowed and results in a much faster equilibration of the ortho/para
ratio [42]. I use a paramagnetic powder, FeO(OH) (Sigma Aldrich #371254), for this pro-
cess. The primary advantage of using this catalyst is that the fast equilibration time allows
for the production of a constant flow of p−H2.
A.1.1 Liquid N2 Converter
The first apparatus that I built produces a constant stream of para-enhanced H2.
It uses a liquid N2 dewar accessory from a variable temperature (VT) unit to thermalize
the H2 at approximately 77K [91]. Specifically, I use a Cryofab CFL dewar with a modified
VT insert. This dewar is convenient because there is a Swagelok union at the bottom
of the insert that is inserted into the liquid N2. This union is a convenient place to add
an additional loop of tubing containing the ortho/para catalyst. Approximately 5g of the
FeO(OH) catalyst is poured into a U-shaped section of 1/4” Cu tubing that is connected
to the insert stem, as shown in fig. A.1. The catalyst is surrounded by glass-wool plugs
at both the inlet and the outlet to hold the catalyst in place. The overall height of the
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Figure A.1: The heat exchange insert of a VT unit was modified to produce a constant
stream of H2 with an enhanced fraction of p−H2. (A) VT insert with two heat exchange
coils. (B) and (C) Detail of the modified lower heat exchange coil. A 6” loop of 1/4” Cu
tubing has been added inside the coil. This loop contains the ortho/para catalyst.
additional loop is 6”; the bottom piece, containing the catalyst, is 4” tall. To minimize the
chances of O2 or other gases entering the VT insert, a check valve is installed on the outlet
of the VT and Swagelok quick-connect unions are used to connect the insert to the main
flow manifold. The current catalyst has been in use for approximately two and a half years
without a noticeable drop in conversion efficiency.
The VT insert has both a pre-cooling heat exchange coil and a heat exchange coil
that is immersed in the liquid N2. This allows efficient cooling of the gas at high flow rates
to ensure that the gas has cooled to 77K when it reaches the catalyst. This is expected to
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Figure A.2: The boiling point of liquid N2 depends on the head pressure in the dewar. This
change in boiling point affects the resulting fraction of p−H2 flowing out of the catalyst
cell. The dewar has a check valve with a cracking pressure of 7psig, resulting in 48% p−H2.
give ≈ 50% p−H2, as discussed in sec. 1.2.2. The method for testing the actual conversion
ratio is described in sec. A.1.3, where it is seen that the best conversion ratio observed
is only 48% p−H2. This results from the boiling point elevation of liquid N2 due to the
head pressure of the dewar; the check valve on the safety pressure relief has a cracking
pressure of 7psig. The change in boiling point with respect to pressure is calculated using
the Clausius-Clapeyron equation [49],
ln
(
P
Pb
)
=
M∆Hbvap
R
(
1
Tb
− 1
T
)
(A.1)
where T is the desired temperature, P is the head pressure, Tb and Pb are the reference
temperature and pressure of a known boiling point, ∆Hbvap is the latent heat of vaporization
at Tb, and M is the molar mass of N2. This is combined with the temperature dependence
of the fraction of p−H2 to calculate the expected fraction of p−H2 with respect to the head
pressure of the dewar, fig. A.2. A head pressure of 7psig results in 48% p−H2, as observed.
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A.1.2 Compressed He Converter
As discussed in sec. 1.2.2, there is relatively little benefit of using 100% H2 instead
of 50% p−H2 for sensitivity enhancement; 50% p−H2 gives a theoretical enhancement of
≈ 2 × 104, whereas 100% p−H2 only improves this by an additional factor of 3, [36,118]
(fig. 1.11). Given this, and the relative ease and low cost of of using liquid N2, there is
typically little motivation to produce p−H2 of higher than 50% purity. However, some
applications, such as quantum information processing, are concerned with the purity of the
nuclear spin state, as opposed to simply the signal magnitude. In these situations, the use
of 100% p−H2 is critical [10]. Several polarization compression experiments were planned,
but have not yet been carried out. In preparation for these experiments I designed a setup
to produce a stream of > 98% p−H2.
Figure 1.7 shows that nearly 100% p−H2 is obtained for temperatures as high as
20K. Liquid He boils at ≈ 4K and is readily available, so one can imagine constructing
a dewar setup similar to that described above. Unfortunately, H2 freezes at 14.0K and
liquifies at 20.3K, creating problems when the goal is to produce a stream of p−H2 gas.
Fortunately, commercially available cryostats are available that provide a broad range of
cryogenic temperatures. I used a Janis cryostat, model CCS-100, that uses closed cycle 3He
refrigeration to provide temperatures ranging from 10K up to room temperature. Figure A.3
shows the cold finger that is placed under vacuum. The first stage is held at 25K, while the
second stage is held at 10K. A heater and thermocouple on the mounting plate connect to
a temperature controller and provide stable control of the sample temperature.
The H2 gas enters the cryostat through 1/8” stainless steel (SS) tubing. The
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Figure A.3: Janis CCS-100 cryostat adapted for p−H2 production. (A) Cryostat without
the vacuum shroud and radiation shield removed, showing the cold finger. (B) Second stage,
nominally 10K, with a mounting plate. The mounting plate has a heater and thermocouple
that attach to an external temperature controller. (C) First stage, nominally 25K. The
tubing is anchored to this stage to pre-cool the gas and thermally isolate the second stage
from the ambient surroundings.
tubing is connected to the first stage to precool the gas and to reduce the heat load on the
second stage of the cold finger. SS tubing is used, as it has a smaller thermal conductivity
compared to Cu tubing. Cu de-soldering braid is used to improve the thermal contact
between the SS tubing and the cold finger. Reflective silver tape is used to hold the tubing
in place as tightly as possible around the first stage of the cold finger. It is important that
the SS tubing not touch the second stage of the cold finger, as this will cause the H2 to
freeze, stopping the flow. Instead, the tubing is held onto the mounting plate with reflective
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silver tape and Cu braid is again used to improve the thermal contact to the mounting plate
(see fig. A.3).
The initial design of the catalyst cell was a baﬄe design. Schematics and images
of the final design are shown in figs. A.4–A.12. I machined the cell out of solid Cu stock
using a lathe and a milling machine. The first problem with the design was keeping it sealed
at cryogenic temperatures. The NPT connections held pressure at room temperature, but
not at cryogenic temperatures. This was solved by soldering the NPT connectors to the
base. The next problem was the crushed indium seal between the insert and the sheath.
The fact that the body and the insert screw together applies a shear force while the indium
seal is crushed, this makes it very difficult to get a good seal (it is possible, but the seal
fails most of the time). The original plan was to fill the threads with cryogrease, which
would freeze and hold the pressure, but simply pumping the cryostat down created enough
pressure differential to blow the grease out; I didn’t have an easy way to vacuum the inside
of the of the cell down at the same rate as the shroud space. A better approach is to have
no internal thread, but a number of screws around the edge to bring the insert and sheath
together vertically while crushing the indium wire. The problem with this approach is that
the sheath walls are too thin; any tapped holes would not be able to withstand the pressure
required to crush the indium wire.
The second design kept the adapter plate design for thermal anchoring to the
mounting plate. This time, 1/4” Cu tubing was bent into two U-shapes and soldered
into the anchoring base for thermal anchoring (fig. A.13). The Swagelok connectors made
sealing the cell simple but the gas didn’t have enough time to cool before interacting with
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Figure A.4: Schematic of the baﬄed insert. Note that this design has the perimeter holes
for a proper crushed indium wire seal. This was modified when it became clear the tapped
threads could not support the force necessary to crush the indium wire. Instead, a left
handed thread was placed on the lower part of the insert (see fig. A.12).
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Figure A.5: Schematic of the sheath. As in fig. A.4, this design has the tapped perimeter
holes which were removed and replaced by a left handed thread on the inside of the sheath.
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Figure A.6: Schematic of the adapter plate. The adapter is used to mount the conversion cell
on the variable temperature plate inside the cryostat and provide good thermal anchoring.
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Figure A.7: Schematic of the assembled conversion cell. This design uses 90◦ angled
Swagelok adapters, which turned out to be too large for such close spacing. Straight adapters
were used instead and soldered to prevent leaking.
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Figure A.8: Schematic of the steps needed to machine the baﬄed insert using a lathe. The
steps for adding the left handed thread were not planned at this stage and were added
during production.
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Figure A.9: Schematic of the steps needed to complete machining of the insert; this primarily
uses a milling machine and a slot cutter.
A.1. Parahydrogen Production 132
Figure A.10: Schematic of the steps needed to machine the sheath on the lathe. The steps
for adding the left handed thread were not planned at this stage and were added during
production.
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Figure A.11: Schematic of the steps needed to machine the adapter plate.
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Figure A.12: Completed conversion cell. (A) The insert and sheath. (B) The insert coated
with cryogrease and then coated with the ortho/para catalyst. (C) Torque wrench assembly
for crushing the indium wire.
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Figure A.13: This design provided a simple way to pack lots of catalyst in the tubing
and provide good thermal anchoring to the mounting plate. In the end, the gas was not
sufficiently cooled enough before entering the cell, so the conversion was highly dependent
on flow rate
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the catalyst. Although some conversion was seen at very low flow rates, this design was not
adequate.
The final design was similar to the end of the insert in fig. A.1. 3/16” Cu tubing
was coiled tightly around a form with a hole for the central stem. The purpose of the form
is to allow a small radius of curvature without kinking the Cu tubing, particularly the bend
near the central stem. The purpose of this design is to provide a heat exchange coil to
pre-cool the gas, analogous to the liquid N2 setup and have the central stem filled with the
ortho/para catalyst for conversion. Cu braid was used for thermal anchoring. As before, the
Swagelok connectors prevented problems with leaking (as opposed to NPT connections).
This design works, but is rather sensitive to the flow rate of the gas. I believe this is due to
the small inner diameter (ID) of the tube and the short path length through the catalyst
bed. Compared to the N2 setup, the ID of the tube is almost half and the path length
is half. Additionally the heat exchange coil is much shorter, without the pre-cooling coil.
Although the coil is anchored to the cold finger at numerous points, this does not provide
as efficient heat transfer as immersing the entire coil in the temperature bath. An improved
design for the future should have more loops around the first stage, with better anchoring
for improved pre-cooling, as well as using a larger diameter tube inside the coil to slow the
gas velocity through the catalyst bed.
Figure A.15 shows how the first and last conversion cell designs were mounted on
the cold finger.
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Figure A.14: A tight coil, (A), was made by wrapping 3/16” Cu tubing around a form, (B),
to prevent kinks in the tubing with such small radii of curvature. The catalyst is placed
in the central stem inside the coil. Thermal anchoring is provided by Cu braid ties to the
mounting plate.
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Figure A.15: Mounting and thermal anchoring of the catalyst cells to the cold finger. (A)
Original baﬄe design. (B) Heat exchange coil design.
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A.1.3 Testing the Conversion of Ortho- to Parahydrogen
Parahydrogen is not directly observable, due to it having a total spin I = 0
(sec. 1.3); therefore, an indirect method is needed to calibrate the fraction of p−H2 pro-
duced by the conversion cell. This is typically done by hydrogenating a reference sample
in the magnet and comparing the signal from the p−H2 enhanced gas to the n−H2 gas.
However, in the initial stages of building the setup, we did not have consistent catalytic
activity and this method was generally too costly in terms of time and materials. Another
way to measure the conversion is to monitor the amount of o−H2 remaining, as o−H2 is
NMR active (i.e. I = 1).
The o−H2 signal is typically quite broad and can be difficult to observe, particularly
due to long recycle delays. Igor Koptyug developed a simple method to observe this signal.
If H2 gas is placed in or flowed through an NMR tube containing alumina pellets (approx.
1−2mm diameter), a relatively sharp signal is observed for the o−H2 adsorbed on the surface
of the alumina. Not only is the sensitivity improved by narrowing the o−H2 line, but also
by decreasing T1 for faster signal averaging. Note that this signal can be easily swamped
by the broad signal from adsorbed water on the alumina. Thus, the alumina is dried for
several hours under vacuum at 200◦C to remove as much water as possible. Furthermore,
spin echo detection is employed with an echo time of ≈ 1ms to remove any residual signal
from the water. Typically, signal averaging is employed in order to phase cycle the signal
and further suppress spurious signals. Typical spectra are shown in fig. A.16. The pulse
sequences I used can be found in sec. B.1.1.
I designed the flow setup (sec. A.2) to allow easy switching between the p−H2
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Figure A.16: o−H2 spectra obtained using Alumina. (A) Alumina under N2, (B) Alumina
under n−H2, the sharp peak is from the 75% o−H2, (C) Insufficiently dry alumina under
n−H2, the H2O signal overwhelms everything else.
enhanced gas and n−H2. Using n−H2 provides a reference signal for calculating the actual
fraction of p−H2 coming from the converter. Given that n−H2 is 75% o−H2, the fraction
of p−H2 in the H2 flow from the converter is
f = 1−
(
3
4
r
)
(A.2)
where r is the ratio of the two signals (from the conversion cell and from the main cylinder)
and f is the fraction of p−H2 in the ortho/para H2 mixture.
This method is used to track the fraction of p−H2 versus the flow rate through the
converter. An example plot is given in fig. A.17. This shows that the liquid N2 converter is
quite robust over a large range of flow rates.
Some common problems with this method should be noted. First, changing the
flow rate changes the amount of H2 in the sample cell. This will impact the calibration
A.1. Parahydrogen Production 140
0 100 200
0.2
0.4
0.6
0.8
1.0
n-H
2
  vs.  para-enhanced H
2
0.0
o-
H
2 s
ig
n
al
 (a
lu
m
in
a)
Experiment number
Figure A.17: Calibrating the fraction of p−H2. The background signal is collected with N2
flowing through the cell. Signal is collected for both n−H2 (25% p−H2) and para-enriched
H2. The ratio of the signal strengths gives the fraction of p−H2, according to eq A.2.
of p−H2 fraction vs. flow rate, but is easily taken into account by acquiring a reference
spectrum of n−H2 at each flow rate. More importantly, in the limit of pure p−H2, it is
difficult to tell the difference between an absence of o−H2 and an absence of any H2. This is
a real problem with the cryostat when the H2 liquifies or freezes in the tubing, blocking the
flow. The easiest way to address this is to ensure that gas is flowing, e.g. with a flow meter
at the outlet of the setup, as well as by hydrogenating a standard sample and observing the
resulting PASADENA signal. Finally, complete conversion is not possible for faster flow
rates, as shown in table A.1. When the flow rate is too fast, the gas does not have enough
time to cool down completely and the time spent in the catalyst bed is shorter, reducing
the probability of conversion.
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H2 flow rate /sccm % p−H2
80 48%
140 48%
200 42%
260 35%
Table A.1: The resulting fraction of p−H2from the liquid N2 conversion cell at several flow
rates. Faster flow rates result in incomplete conversion.
A.2 Gas Flow Setup
After joining Alex’s lab, my first real task was to design and build a simple flow
setup for producing a constant flow of p−H2 enhanced gas for delivery to a sample cell inside
the bore of the magnet. This seemingly simple task has evolved into a constant and ever
changing project over the past three and half years; I have continued to modify, improve
and sometimes drastically change the entire setup. The core features have remained the
same, however. Every iteration of the setup was designed with the following requirements:
• A constant flow of H2 gas, that can easily be switched between p−H2 enriched or
n−H2, is delivered to a sample cell inside the bore of the magnet.
• The setup must have built-in safety controls to minimize the hazards of working with
H2 (and other flammable gases).
• Provide both manual and automated control of the gas flow.
The specific details of the setup, including both design and proper use, are given below.
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Figure A.18: The initial flow design used a single pneumatically actuated valve for both
the safety H2 shutoff and as the pinch for closing the inlet and the outlet of reaction cell to
stop bubbling. Another second valve selected either H2 or N2 gas to enter the reaction cell.
A.2.1 Gas Manifold
The most important feature of the gas manifold is enriching the fraction of p−H2
(sec. A.1) and delivering this p−H2 enhanced gas to the magnet. The initial design of the
flow setup met this goal with a simple manifold containing one switch to select the input
gas (H2 or N2) and another switch that simultaneously closed two valves, the input and the
exhaust, as depicted in fig. A.18. The valves were controlled by manual switches as well as
safety monitors (sec. A.2.3).
This flow setup worked quite well for calibrating the conversion of H2 gas to p−H2
and for simple bubbling experiments. Typically, the solution would be bubbled with N2
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Figure A.19: The second flow design moved the pinch valve closer to the magnet to reduce
the volume of gas that is pinched. Furthermore the p−H2 converter was moved outside
the pinch volume to reduce continued bubbling after pinching. A new H2 safety valve was
added. A more sophisticated vent setup ensured that gas was always flowing to prevent
pressure buildups while switching between N2 and H2.
first, then the input gas would be switched to p−H2 enriched H2. After bubbling for a
few seconds, the pinch valve was closed and the spectrum acquired. The main problem
with this setup is that a pressure differential builds up behind the conversion cell in the
liquid N2 dewar, so even after the pinch valve is closed, gas continues to bubble inside the
sample. This causes problems when a short dead time was desired, i.e., when it is important
to acquire a spectrum immediately after bubbling, without further hydrogenation taking
place.
The second flow setup moved the p−H2 converter outside of the pinch valve as well
as moving the switches closer to the magnet to reduce the path length enclosed by the pinch
(fig. A.19). All of this reduces the dead time and allows better control over the bubbling
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behavior of the gas. The gas selection switch was changed to always vent the gas that is
not directed into the reaction cell; this prevents pressure buildups that lead to excessively
violent bubbling. A picture of the vent and pinch assembly is given in fig. A.21D. The setup
was also modified to allow the pulse program to control the switches (sec. A.2.2) via TTL
lines.
The final change to the flow setup was a complete rebuilding of the manifold to
place it on a workbench. The previous design was kept, but three things were added: a
cryostat for producing larger fractions of p−H2 (sec. A.1.2), a manifold for filling small cylin-
ders with a gas mixture (typically N2, p−H2, o−H2 and an alkene) and a freeze/pump/thaw
setup. The final flow layout and pictures of the setup are given in figs. A.20 and A.21. Note
that the freeze/pump/thaw and cylinder filling stations are each designed so the sample or
cylinder can be purged of O2. Each station has a N2 line, a vent line and a vacuum line.
The typical application is to fill the sample or cylinder with high pressure N2, vent this to
atmospheric pressure, and then pump on it. This is repeated several times to remove any
possible O2 contamination. After purging the O2, p−H2 enhanced H2 is added. In the case
of the cylinder filling station, additional gases can also be added, e.g. propylene (ch. 3 and
4).
A.2.2 Flow Control
I designed the flow setup to have three types of control over the gas flow: au-
tomatic flow control via safety monitoring devices, manual flow control via switches, and
spectrometer control via TTL lines. These three types of control change the state of three
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Figure A.20: The current flow design. (A) The same pinch/vent design described in fig. A.19
is used to deliver gas directly into the reaction cell in the magnet bore. An improved mass
flow control panel and the ability to mix additional gases with the H2 stream are added. (B)
The liquid N2 stage for producing p−H2 is the same as the previous designs. A compressed
3He cryostat is added for producing flows of up to 98% p−H2. (C) A manifold for filling
small cylinders with p−H2 and other gases is provided. (D) A freeze/pump/thaw manifold
is provided for ALTADENA experiments.
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Figure A.21: Images of the flow setup. (A) Main p−H2 workbench. (B) Cylinder filling
station. (C) Freeze/pump/thaw setup. (D) Vent/pinch assembly that controls the gas flow.
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switches: H2 source, open/closed; H2 gas directed to the vent or the reaction cell; and N2
gas directed to the vent of the reaction cell. These three switches are all pneumatically
actuated, driven by solenoid valves on the control panel, as shown in fig. A.22.
The automated safety control is based on a self-latching relay; a push-button
latches the relay and the circuit has power unless one of the safety monitors falls outside
the normally operating range (e.g. flow rate in the mini-hood is too low or H2 concentration
is too high). The purpose of the latching circuit is to ensure that once the panel loses
power due to a fault, the power remains off until manually relatched by the push-button.
Furthermore, the solenoid valves are wired such that their unpowered state is the safest
configuration: H2 source is closed, H2 switch is venting (N2 is directed to the reaction cell)
and the pinch is open. Even if the safety monitors return to a safe level, the circuit must
be manually reset to re-latch the circuit (see discussion in sec. A.2.3).
The manual controls are two or three way switches, as shown in figs. A.23 and
A.22. The H2 source is either open or closed (default closed). The vent switch has three
positions: H2 to reaction cell (N2 to vent), H2 to vent (N2 to reaction cell), and TTL
controlled (default is H2 to vent). The pinch switch also has three positions: open, closed
and TTL controlled (default is open).
When the vent and/or pinch switches are placed in the TTL position, the spec-
trometer can trigger the two states of the control valves. I had to add two TTL lines to the
spectrometer (see the Bruker Avance Service Handbook for instructions). Register 8 was
unused so I designated register 8, channel 7 for the vent and register 8, channel 8 for the
pinch. The TTL signal is triggered between high and low using
A.2. Gas Flow Setup 148
A
C
B
Safety/automation setup
Figure A.22: Control panel and monitoring devices for automation and safety. (A) Mini-
hood for H2 exhaust. The fan at the bottom mixes the exhaust with air to reduce the
concentration below the flammability limit. Two pressure gauges and a H2 concentration
meter monitor the exhaust. (B) Control panel with switches to control the three main
valves: H2 flow, gas selection and pinching of the reaction cell. (C) Interface for TTL lines,
monitoring devices and solenoid valves.
setnmr8|7 ;(vent TTL high)
setnmr8^7 ;(vent TTL low)
setnmr8|8 ;(pinch TTL high)
setnmr8^8 ;(pinch TTL low)
within the Bruker pulse sequence.
A.2.3 Safety Controls
The primary safety concerns when working with H2 gas are the flammability and
explosion hazards. While these are concerns with any flammable gas, H2 is particularly
problematic because its auto-ignition energy is lower than other common fuels; an invisible
A.2. Gas Flow Setup 149
reset
(push button)
fail
ow1
ow2
H2det.
500Ω
status
LED
(2-way
switch)
H2
(solenoid
valve)
H2 vent
(solenoid
valve)
vent
(3-way
switch)
TTL TTL
+
-
+
-
1kΩ 1kΩ
pinch
(solenoid
valve)
pinch
(3-way
switch)
L      R L      R
C C
+12V
Safety/automation control circuit
Figure A.23: Safety and Control circuit. The flow switches are driven by high pressure air
which, in turn, is driven by solenoid valves. Each solenoid valve is triggered either manually,
by closing the circuit, or by a TTL driven relay. The TTL circuit uses a transistor to ground
the relay when the TTL signal is high, closing the circuit and turning on the solenoid valve.
spark or discharge from static electricity is enough to ignite H2 gas if its concentration is
> 4%. To further compound this issue, H2 has a very low electrical conductivity and builds
up static charges simply from flowing through a tube. Additionally, the small size of H2
makes leaks a particular concern. Connections that are leak-tight for O2 or N2 can easily
leak H2 gas. Plastic tubing is problematic, not only for the problem of building up a static
charge, but also because many polymers are permeable to H2.
The flow setup was designed specifically to address these concerns. The issue
of gas leaks and permeability is addressed by using Cu tubing and Swagelok connectors.
Every connection is tested under high pressure with a flammable gas detector. The ignition
hazard is abated by using Cu tubing and thoroughly grounding the tubing. Furthermore,
the automated switches are pneumatically actuated to allow the electrical components to
be further removed from the H2 manifold. Only a short section of plastic tubing is used
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to connect the reaction cell to the pinch manifold. This is kept as short as possible, but
is necessary to allow the sample to be moved in and out of the magnet bore. To prevent
the build up of H2 gas in the lab, each section of the flow setup has a line that vents the
exhaust to a central mini-hood. H2 cannot simply be vented into the building’s exhaust
system, as this would present a potential explosion hazard. The final design, approved by
the department EH&S specialist, is a mini-hood designed to thoroughly mix the exhaust
with air to reduce the concentration. Several safety devices monitor this process to ensure
that there is a constant air flow and that the H2 concentration is below 4%. If any of these
monitors fall outside their specified range, the automated circuit (sec. A.2.2) shuts off the
H2 flow. This circuit is designed to require a physical reset once the monitors are back in
normal operating range; this prevents the H2 flow from resuming unless someone is there
to turn it back on.
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Appendix B
Source Code
B.1 Pulse Programs
The following is a summary of the most important pulse sequences that I have
used in my research. The implementation is included along with some notes when using
these pulse sequences. The source code is either Bruker or Varian, as indicated.
B.1.1 Calibrating p−H2 Fraction
90°φ1 180°φ2
D2
RF
D1 D2
ADCφ2
T
2
 filter, parahydrogen calibration
Figure B.1: A spin echo is used with a TE of about 1ms to allow the surface adsorbed water
to relax before acquisition of the o−H2 signal. To obtain meaningful results, the o−H2
signal strength must be compared with n−H2 at the same flow rate.
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As discussed in sec. A.1.3, the fraction of p−H2 is inferred from the relative amount
of o−H2 in the sample compared to n−H2. This is measured using alumina to provide a
sharper resonance. However, even after drying under vacuum, the water peak can obscure
the o−H2 signal. This is easily remedied using spin echo detection, with an echo time (TE)
long enough for the solid signal (i.e. surface bound water) to relax. A complete phase cycle
is provided, but typically only 4 or 8 scans are collected.
The following pulse programs are for the Bruker Avance spectrometer using xWin-
NMR or TopSpin.
;zg
;avance-version
;1D sequence
"p2=2*p1"
#include <Avance.incl>
1 ze
3 d1
p1 ph1
d2
p2 ph2
d2
go=3 ph3
100u wr #0
exit
ph1= 0 2 2 0 1 3 3 1 0 2 2 0 1 3 3 1
ph2= 1 1 3 3 2 2 0 0 0 0 2 2 1 1 3 3
ph3= 0 2 2 0 1 3 3 1 2 0 0 2 3 1 1 3
;pl1 : f1 channel - power level for pulse (default)
;p1 : 90 pulse - f1 channel
;d1 : relaxation delay; 1-5 * T1
A variation of this code that uses the TTL lines to measure the o−H2 signal using
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stopped-flow acquisition is
;zg
;avance-version
;arrayed 1D sequence
"p2=2*p1"
#include <Avance.incl>
1 ze
3 d1 ;flow the gas
1s setnmr8^8 ;close the cell
p1 ph1
d2
p2 ph1
d2
go=3 ph3
100u wr #0 if #0 zd
1s setnmr8|8 ;open the cell
lo to 3 times td1
exit
ph1=0
ph3=0
;pl1 : f1 channel - power level for pulse (default)
;p1 : 90 pulse - f1 channel
;d1 : relaxation delay; 1-5 * T1
B.1.2 Bubbling Setup
Several experimental details are important here. After bubbling with H2, the so-
lution is saturated with H2 gas, which continues to diffuse and react with the homogeneous
or heterogeneous catalyst. This drawn out reaction time can be mitigated somewhat by
bubbling a short burst of N2 after the initial H2 burst. Furthermore, if a heterogeneous
B.1. Pulse Programs 154
90°φ1
D10
RF
D1
ADCφ2ADCφ2
90°φ1
Gas
Flow
H2 N2
D2 D6 D3
Automated bubbling acquisition
Figure B.2: The first acquisition is to acquire the thermal background, e.g., if any built up
product needs to be subtracted from the polarized spectrum. After H2 bubbling, the cell is
purged with N2 and the short delay allows everything to settle before the final acquisition.
catalyst is being used, the particles are stirred up by the bubbling and cause severe sus-
ceptibility distortions. A short delay is needed after bubbling to allow the beads to settle
while the low order shims are quickly adjusted by hand before acquisition. Finally, there are
problems with the bubbling process itself. If the bubbling is too violent (i.e. the pressure
is too high), the contents of the cells are violently ejected into the exhaust tube, but if the
pressure is too low, there is a delay before the bubbling starts and the mixing is poor. A
simple approach is to use a high enough pressure for good mixing, but cycle the vent switch
so the back pressure of the H2 gas is approximately 1atm before bubbling.
The following code is for the Bruker Avance spectrometer using xWinNMR or
TopSpin.
;zg
;avance-version
;1D sequence
"l1=td1-1"
#include <Avance.incl>
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1 ze
2 d7 setnmr8|7 ;vent H2 to ensure safe pressure
;acquire background before bubbling
20u pl1:f1
3 p1 ph1
go=3 ph3
100u wr #0 if #0 zd
d1
10u ;pl2:f1 ;if desired, turn on isotropic mixing
10u ;cw:f1 ; before bubblin
d6 setnmr8^7 ;divert H2 to cell
d2 setnmr8|8 ;open the cell, bubble for d2
d5 setnmr8|7 ;purge with N2
d6 setnmr8^8 ;close the cell
d3 ;min delay after bubbling
20u pl1:f1
4 p1 ph1
go=4 ph3
100u wr #0 if #0 zd
d10 ;delay between pulses
lo to 4 times l1
exit
ph1=0 ;2 2 0 1 3 3 1
ph3=0 ;2 2 0 1 3 3 1
;pl1 : f1 channel - power level for pulse (default)
;p1 : small angle pulse
;d1 : relaxation delay; 1-5 * T1
;d2 : bubble duration
;d3 : min delay after bubbling
;d5 : switching delay for vent, 0.5s
;d6 : switching delay, 0.1s
;d7 : cycle delay, 15s
;d10 : delay between small angle pulses
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Figure B.3: A single point in k-space is acquired by turning the gradients on during the
spin echo and only the top of the echo is recorded. This sets the resolution limit to the ho-
mogeneous line broadening, which, for a gas, is dominated by diffusion during the encoding
time.
B.1.3 p−H2 Polarized Void Space Imaging
To image p−H2 polarized gas, the principle adjustment required is the flip angle, to
optimize the signal strength and form of the signal. This is typically 45◦ for PASADENA
spectra, but can be 90◦ for ALTADENA spectra, the specific flip angle depends on the
J-coupling topology. It should be noted that the short T∗2 (approx. 10ms) will significantly
reduce the resolution in the direct read out direction. Furthermore, the susceptibility dif-
ferences of the bulk gas, the phantom and the glass of the NMR tube will cause significant
distortion of the image due to offset effects. This is largely avoided by using single point
imaging (SPI), also known as pure phase encoded imaging. By acquiring k-space in a point
by point fashion, a spin echo is used to refocus inhomogeneous broadening and any evolu-
tion under offset effects become a simple attenuation factor. This attenuation factor will
be spatially dependent, and thus, will affect the resulting image, but the severe distortions
that occur during the direct readout are avoided, as explained in sec. 3.1.1. Because the
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resolution is dominated by the extent of k-space sampled, a large number of experiments
are required to obtain high resolution images. For this reason, it is important to note that
we are flowing a polarized gas into the void space, which means our repetition time (TR) is
not limited by T1, but is set by the flow rate. This can allow for relatively fast traversal of
k-space compared to standard SPI acquisitions.
The following code is for a Varian Inova spectrometer using vnmr.
#ifndef LINT
static char SCCSid[] = "@(#)relayh.c 13.1 10/10/97
Copyright (c) 1991-1996 Varian Assoc.,Inc. All Rights
Reserved";
#endif
#include <standard.h>
pulsesequence()
{
double gxlvl1;
double gylvl1;
double gzlvl1;
initparms_sis();
gxlvl1 = getval("gxlvl1");
gylvl1 = getval("gylvl1");
gzlvl1 = getval("gzlvl1");
/* PULSE SEQUENCE */
delay(d1);
offset(tof,OBSch);
delay(trise);
shaped_pulse(p1pat, p1, 0, rof1, rof2);
rgradient(’x’,gxlvl1);
rgradient(’y’,gylvl1);
rgradient(’z’,gzlvl1);
delay(d2);
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zero_all_gradients();
delay(trise);
acquire(np,1.0/sw);
}
B.1.4 Motion Compensated Pulse Sequences for Micro-reactor Imaging
45° 180°
1/(4 dJ)DIPSI
RF
GFLOW
GPE
d4
ncyc
gxlvl1, gylvl1, gzlvl1
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1/(4 dJ)d1
d3tau
Spectroscopic imaging with velocity encoding
Figure B.4: A 45◦ pulse is used to maximize the signal intensity of the PASADENA state. A
motion compensated gradient pulse that is sensitive to position is applied at the beginning
of the spin echo. If velocimetry measurements are desired, a gradient pulse that is sensitive
only to velocity can be applied immediately after the position encoding pulse. A reference
image is needed to extract the velocity dependent phase due to this pulse
Imaging PASADENA polarization is very similar to imaging ALTADENA polar-
ization, as described above in sec. B.1.3. The key differences are the antiphase peaks and
the fact that we are imaging gas in a bed of silica gel. The susceptibility broadening due
to the silica gel results in large signal cancellation of the antiphase peaks (in the case of
propane, J ≈ 15Hz while the line width is ∼ O(100Hz). Luckily, the 180◦ pulse used to
refocus the inhomogeneous broadening can also serve as a rephasing sequence to turn the
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antiphase peaks into absorptive peaks, as described in sec. 5.1.2. Unlike the void space
imaging in sec. B.1.3, the bulk motion of the gas is perpendicular to the slice thickness and
this results in significant blurring and phase errors during encoding. To compensate for this
motion, three-lobed gradient pulses are used that are sensitive only to the position or the
velocity, as explained in sec. 4.4.6.
The following code is for a Varian Inova spectrometer using vnmr.
#ifndef LINT
static char SCCSid[] = "@(#)relayh.c 13.1 10/10/97
Copyright (c) 1991-1996 Varian Assoc.,Inc. All Rights
Reserved";
#endif
#include <standard.h>
/*
One dipsi-3 cycle is 217.33*p1
e.g. if p1= 36us a single dipsi cycle is 7.8ms
50us 10.8665ms
If the residence time is 100msec, we need about 10
cycles of decoupling.
*/
/* Create dipsi3 function */
/* User must set p2 to 90deg pulse width */
dipsi3a()
{
rgpulse(2.722*p2,one,0.0,0.0); /*245 deg pulse */
rgpulse(4.389*p2,three,0.0,0.0); /*395 deg pulse */
rgpulse(2.778*p2,one,0.0,0.0); /*250 deg pulse */
rgpulse(3.056*p2,three,0.0,0.0); /*275 deg pulse */
rgpulse(0.333*p2,one,0.0,0.0); /* 30 deg pulse */
rgpulse(2.556*p2,three,0.0,0.0); /*230 deg pulse */
rgpulse(4.000*p2,one,0.0,0.0); /*360 deg pulse */
rgpulse(2.722*p2,three,0.0,0.0); /*245 deg pulse */
rgpulse(4.111*p2,one,0.0,0.0); /*370 deg pulse */
rgpulse(3.778*p2,three,0.0,0.0); /*340 deg pulse */
rgpulse(3.889*p2,one,0.0,0.0); /*350 deg pulse */
rgpulse(2.889*p2,three,0.0,0.0); /*260 deg pulse */
rgpulse(3.000*p2,one,0.0,0.0); /*270 deg pulse */
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rgpulse(0.333*p2,three,0.0,0.0); /* 30 deg pulse */
rgpulse(2.500*p2,one,0.0,0.0); /*225 deg pulse */
rgpulse(4.056*p2,three,0.0,0.0); /*365 deg pulse */
rgpulse(2.833*p2,one,0.0,0.0); /*255 deg pulse */
rgpulse(4.389*p2,three,0.0,0.0); /*395 deg pulse */
}
dipsi3b()
{
rgpulse(2.722*p2,three,0.0,0.0); /*245 deg pulse */
rgpulse(4.389*p2,one,0.0,0.0); /*395 deg pulse */
rgpulse(2.778*p2,three,0.0,0.0); /*250 deg pulse */
rgpulse(3.056*p2,one,0.0,0.0); /*275 deg pulse */
rgpulse(0.333*p2,three,0.0,0.0); /* 30 deg pulse */
rgpulse(2.556*p2,one,0.0,0.0); /*230 deg pulse */
rgpulse(4.000*p2,three,0.0,0.0); /*360 deg pulse */
rgpulse(2.722*p2,one,0.0,0.0); /*245 deg pulse */
rgpulse(4.111*p2,three,0.0,0.0); /*370 deg pulse */
rgpulse(3.778*p2,one,0.0,0.0); /*340 deg pulse */
rgpulse(3.889*p2,three,0.0,0.0); /*350 deg pulse */
rgpulse(2.889*p2,one,0.0,0.0); /*260 deg pulse */
rgpulse(3.000*p2,three,0.0,0.0); /*270 deg pulse */
rgpulse(0.333*p2,one,0.0,0.0); /* 30 deg pulse */
rgpulse(2.500*p2,three,0.0,0.0); /*225 deg pulse */
rgpulse(4.056*p2,one,0.0,0.0); /*365 deg pulse */
rgpulse(2.833*p2,three,0.0,0.0); /*255 deg pulse */
rgpulse(4.389*p2,one,0.0,0.0); /*395 deg pulse */
}
pulsesequence()
{
double gxlvl1;
double gylvl1;
double gzlvl1;
double gxlvl2;
double gylvl2;
double gzlvl2;
double dj;
double tau;
double denom;
double g1;
double g2;
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double d4;
double ncyc; /* number of dipsi cycles */
initparms_sis();
ncyc = getval("ncyc");
d4 = getval("d4");
gxlvl1 = getval("gxlvl1");
gylvl1 = getval("gylvl1");
gzlvl1 = getval("gzlvl1");
gxlvl2 = getval("gxlvl2");
gylvl2 = getval("gylvl2");
gzlvl2 = getval("gzlvl2");
dj = getval("dj");
/* PULSE SEQUENCE */
/* recycle delay */
delay(d1);
offset(tof,OBSch);
/* spoiler gradient */
rgradient(’x’,15000);
rgradient(’y’,15000);
rgradient(’z’,15000);
delay(trise);
delay(0.001);
zero_all_gradients();
delay(trise);
delay(100e-6);
/* dipsi sequence */
initval(ncyc,v7);
/* v7 is the dipsi loop counter */
if (ncyc>0.0)
{
starthardloop(v7);
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dipsi3a(); dipsi3b(); dipsi3b(); dipsi3a();
endhardloop();
}
delay(d4);
/*phase cycling - need v1 later, so don’t reassign it*/
mod4(ct,v1);
hlv(v1,v1);
dbl(v1,v1);
/* possible inversion pulse (for phase cycling purposes) */
shaped_pulse(p3pat, p3, v1, rof1, rof2);
/*excitation */
shaped_pulse(p1pat, p1, v1, rof1, rof2);
/*phase encoding - 1st and 2nd moments 0 to avoide
artifacts from velocity and acceleration */
/*v3 holds denominator, 45d^2+45dt+11t^2
v4,v5 hold the numerator for g0,g1 respectively
v7 holds the value for t (tau) calculated from d3
the total phase encoding duration */
tau = (d2-6.0*trise)/3.0;
denom = 45.0*trise*trise+45.0*trise*tau+11.0*tau*tau;
g1 = -1.0*(30.0*trise*trise+30*trise*tau+7*tau*tau)/denom;
g2 = (9.0*trise*trise+9.0*trise*tau+2.0*tau*tau)/denom;
rgradient(’x’,gxlvl1);
rgradient(’y’,gylvl1);
rgradient(’z’,gzlvl1);
delay(trise);
delay(tau);
zero_all_gradients();
delay(trise);
rgradient(’x’,g1*gxlvl1);
rgradient(’y’,g1*gylvl1);
rgradient(’z’,g1*gzlvl1);
delay(trise);
delay(tau);
zero_all_gradients();
delay(trise);
rgradient(’x’,g2*gxlvl1);
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rgradient(’y’,g2*gylvl1);
rgradient(’z’,g2*gzlvl1);
delay(trise);
delay(tau);
zero_all_gradients();
delay(trise);
/*velocity encoding*/
rgradient(’x’,gxlvl2);
rgradient(’y’,gylvl2);
rgradient(’z’,gzlvl2);
delay(trise);
delay(d3/3.0);
zero_all_gradients();
delay(trise);
rgradient(’x’,-1.5*gxlvl2);
rgradient(’y’,-1.5*gylvl2);
rgradient(’z’,-1.5*gzlvl2);
delay(trise);
delay(d3/3.0);
zero_all_gradients();
delay(trise);
rgradient(’x’,0.5*gxlvl2);
rgradient(’y’,0.5*gylvl2);
rgradient(’z’,0.5*gzlvl2);
delay(trise);
delay(d3/3.0);
zero_all_gradients();
delay(trise);
delay(1/(4.0*dj)-p1/2.0-rof2-pw/2.0-rof1-d2-d3-6*trise);
mod2(ct,v2);
dbl(v2,v2);
shaped_pulse(p1pat, pw, v2, rof1, rof2);
delay(1/(4.0*dj)-pw/2.0-rof2);
assign(v1,oph);
acquire(np,1.0/sw);
}
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B.2 Selected Matlab Code
B.2.1 Loading Spectrometer Data
The Bruker data is quite easy to load as the ser file is simply the raw data.
ExpNum = 1; %which exp to load
N1=512; % spectral (direct) dimension
N2=32; % phase encoding dimension 1
N3=32; % phase encoding dimension 2
cd ExpNum
fid=fopen(’ser’,’r’,’b’);
data=fread(fid,’int32’);
fclose(fid);
cd ..
% just check to make sure file size is correct
if (length(data) == 2*N1*N2*N3),
disp(’file size correct’);
else
disp(’file size incorrect’);
end;
The Varian data requires a little bit of parsing,
function [dta,fheader,bheader]=readfid(filename,n)
%READFID
%filename: vnmr fid file to read
%n: number of points at the end of fid to use for
% baseline correction (-1 = no correction)
%dta: returned fid
%fheader: returned fid file header information
%bheader: returned fid block header information for
% the last block that was read
fheader=struct(’nblocks’,{0},’ntraces’,{0},’np’,{0},
’ebytes’,{0},’tbytes’,{0},’bbytes’,{0},’vers_id’,{0},
’status’,{0},’nb_headers’,{0});
bheader=struct(’scale’,{0},’status’,{0},’index’,{0},
’mode’,{0},’ctcount’,{0},’lpval’,{0},’rpval’,{0},
’lvl’,{0},’tlt’,{0});
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%Read vnmr file
f=fopen(filename,’r’,’b’);
fheader.nblocks=fread(f,1,’long’);
fheader.ntraces=fread(f,1,’long’);
fheader.np=fread(f,1,’long’);
fheader.ebytes=fread(f,1,’long’);
fheader.tbytes=fread(f,1,’long’);
fheader.bbytes=fread(f,1,’long’);
fheader.vers_id=fread(f,1,’short’);
fheader.status=fread(f,1,’short’);
fheader.nb_headers=fread(f,1,’long’);
dta=[];
for fv=1:fheader.nblocks
bheader.scale=fread(f,1,’short’);
bheader.status=fread(f,1,’short’);
bheader.index=fread(f,1,’short’);
bheader.mode=fread(f,1,’short’);
bheader.ctcount=fread(f,1,’long’);
bheader.lpval=fread(f,1,’float’);
bheader.rpval=fread(f,1,’float’);
bheader.lvl=fread(f,1,’float’);
bheader.tlt=fread(f,1,’float’);
% fprintf(’Reading block %d\n’,fv);
d=fread(f,fheader.np,’int32’);
d=transpose(reshape(d,2,size(d,1)/2));
d=complex(d(:,1),d(:,2));
if n>=0
d=d-mean(d(end-n:end));
dta=[dta,d];
else
dta=[dta,d];
end
end
fclose(f);
end
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B.2.2 Model Propane Spectrum for Temperature Mapping
Chapter 5 presents a method of mapping the temperature distribution within the
catalyst bed. This is done by fitting a combination of thermal and PASADENA spectra
(eq. 5.1 and 5.2) to the CSI data. This is done using MATLAB’s nlinfit algorithm,
fitspec = abs(squeeze(csidata(testx,testy,:)))’;
modelSpec=@(p,x) p(1).*abs(propspec(x,p(2),p(3),1,Jeff,p(4)));
[fitParam,resid,J]=nlinfit(faxis,fitspec,modelSpec,startVals,opts);
where csidata contains the spectra for each voxel in the micro-reactor, modelSpec in the
simulated propane spectrum with the parameters being overall magnitude, frequency offset,
line width and relative fraction of PASADENA signal to thermal signal, respectively.
The simulated spectrum, propspec.m, is simply a collection of lorentzian peaks at
the correct positions for propane and phased according the parameter Jeff = (2TE)−1.
function result = propspec(axis, ofst, LW, res, Jeff, frac)
%Propane spectrum - for use with nlinfit
%
%function result = propspec(axis, ofst, LW, res, Jeff, frac)
%
%axis - freq axis provided by user
%offset - position of spectrum center (in units of axis)
%LW - line width (in units of axis)
%res - resolution, i.e. how to convert axis units to Hz
% res = SW/(axis(end)-axis(1)), so ofst*res = offset in hz
% LW*res = line width in hz, etc.
%Jeff = effective J used in refocusing spin echo (in Hz!),
% phase=pi\2*J/Jeff
%frac = fraction of PASADENA signal relative to thermal signal
%
%assumes a 300MHz spectrometer
%prevent nlinfit from doing weird stuff
ofst=real(ofst);
LW=real(LW);
res=real(res);
Jeff=real(Jeff);
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frac=real(frac);
%calculate the phase due to the spin echo
Jhz=7.4; %Hz
ph=pi/2*Jhz/Jeff;
J = Jhz/res;
%calculate the position of the spectrum (0=standard ppm positions)
xA = 0.899*300/res; %axis units - CH3 group
xB = 1.336*300/res; %axis units - CH2 group
dw = xB-xA;
xA = xA+ofst;
xB = xB+ofst;
%prepare peak positions for CH3 and CH2 multiplets
dA = @(shift,phase) lpk(axis,xA+shift*J/2,LW,phase*ph);
dB = @(shift,phase) lpk(axis,xB+shift*J/2,LW,phase*ph);
result = zeros(size(axis));
%make the spectrum
Thspec = 6*(... %start with the 6 CH3 H’s - coupled to 2 H’s
dA(-2,-2) + 2*dA(0,0) + dA(2,2) ...
)/2^2 ... %normalize the splittings
+2*(... %now the @ CH2 H’s - coupled to 6 H’s
dB(-6,-6) + 6*dB(-4,-4) + 15*dB(-2,-2) + 20*dB(0,0) ...
+ 15*dB(2,2) + 6*dB(4,4) + dB(6,6) ...
)/2^6 ... %normalize the splittings
; % i.e. 6*cc + 2*cccccc
Passpec = -6*(... %start with the 6 CH3 H’s - coupled to 2 H’s
dA(-2,0) + dA(0,2) - dA(0,-2) - dA(2,0) ...
)/2^2 ... %normalize the splittings
-2*(... %now the @ CH2 H’s - coupled to 6 H’s
dB(-6,-4) ...
+ 5*dB(-4,-2) - dB(-4,-6) ...
+ 10*dB(-2,0) - 5*dB(-2,-4) ...
+ 10*dB(0,2) - 10*dB(0,-2) ...
+ 5*dB(2,4) - 10*dB(2,0) ...
+ dB(4,6) - 5*dB(4,2) ...
- dB(6,4) ...
)/2^6 ... %normalize the splittings
; %i.e. 6*sc + 2*sccccc
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result(:) = frac*Passpec+Thspec;
%result(:) = frac*Passpec+(1-frac)*Thspec;
And the lorentzian peak is given by lpk.m.
function result = lpk(x,x0,LW,ph)
%Lorentzian line shape
%
%function result = lpk(x,x0,LW,ph)
%
%x = is the position at which we want the value of the Lorentzian
%x0 = is the center frequency of the peak
%LW = is the line width of the peak (FWHM)
%ph = is the phase of the peak
%
%this function is vectorized in x
ofst = x-x0; %the offset
denom = LW^2+ofst.^2; %avoid calculating this twice
A = LW./denom; %absorptive term
D = -ofst./denom; %dispersive term
s = sin(ph); %avoid calculating these twice
c = cos(ph);
result = (c.*A + s.*D) + i*(s.*A + c.*D);
B.2.3 Iterative Approach to Poisson Equation
As discussed in ch. 6, a simple approach to solving the Laplace or Poisson equation
is via an iterative approach based on a numerical approximation of the derivative. This
approach is particularly nice when the empirical data already lies on a grid. The following
matlab code performs the Gauss-Seidel iteration (with the possibility of successive over or
under relaxation).
function result = gaussrelax(P,f,mask,BC,hx,hy,w)
%GAUSSRELAX numerical relaxation technique to solve laplacian
% using a Gauss-Seiddel iteration with a 5 point centered
% difference approximation (in the interior)
%
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%function result = numrelax(P,f,mask,BC,h)
%
%P is a scaler function P(x,y)
%f is the function satisfying del^2 P(x,y) = f(x,y)
%mask indicates which positions are valid - used to ignore
% data outside boundary
%
%BC contaings the values to enforce at the boundary - note, BC
% is assumed to have values everywhere where mask=0 to avoid
% edge problems in the numerical derivative
%Note, mask and BC must be such that at least the outermost 2
% pixels are defined by the BC. Regardless of what mask says
% these edges will be treated as mask==0
%
%h is the step size of the numerical derivative
% (e.g. df/dx = f(x)-f(x-h)/h)
%
%The only difference from the jacobi iteration (numrelax.m) is
% that updated values are used for the centered difference,
% supposed to converge much faster
%
%w is the under/over-relaxation parameter 0<w<2, typically w>1
% leads to faster convergence but w<1 can help converge an
% iteration that is diverging
dims=size(P);
%values for the 5 point stencil formula (2nd derivative,
% minus the central point)
cdiff = [-1 16 0 16 -1];
%take into account possible difference in hx and hy
% (book #4 pg 142)
h2 = hx^2+hy^2;
ax = hy^2/h2/30;
ay = hx^2/h2/30;
axy = -hx^2*hy^2/h2*2/5;
%to improve performance somewhat, use vector math inside the
% look and decrease redundent calculations
coef = [1-w, w*ax, w*ay, w*axy];
%enforce the boundary conditions
P = P.*mask+BC;
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result = P;
%find interior (i.e. nonmasked regions) and calculate
% the new value
for y=3:dims(2)-2
for x=3:dims(1)-2
%pull out the 5 values and compute the derivative
if mask(x,y)==1 %interior point, calculate the new value
Xvector = result(x-2:x+2,y);
Yvector = result(x,y-2:y+2);
result(x,y) = dot(coef, [result(x,y), dot(cdiff,Xvector),
dot(cdiff, Yvector), f(x,y)]);
end;
end;
end;
%finish the calculation
result = result.*mask;
To calculate the source term for the Poisson equation, a numerical derivative is
needed to take various derivatives of the velocity components (sec. 6.2).
function [result, newmask] = numderiv(M,mask,which,order,h)
%NUMDERIV numerical derivative (5 point stencil)
%function [result, newmask] = numderiv(M,mask,which,order,h)
%M is a scaler function M(x,y)
%mask indicates which positions are valid -
% used to remove boundary effects
%which=0 is dM/dx (i.e. down the columns)
%which=1 is dM/dy (i.e. across the rows)
%order=1,2,3,4 (i.e. first or second, etc. derivative)
%h=step size
dims=size(M);
result = zeros(dims);
newmask = mask;
%trap bad parameters
if (which<0) || (which>1)
newmask = zeros(dims);
return;
end;
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%values for the 5 point stencil formula (1st and 2nd derivative)
% s = default stencil size
% b = backup (edge) stencil size
% coef = coefficients of the stencil
% bcoef = backup coef (for edges)
% dvar = divisor, i.e. stuff/dvar*h^order
coef = zeros(5);
if order==1
s = 5;
coef = [1 -8 0 8 -1];
b = 3;
bcoef = [-1 0 1].*6; %3 pt stencil for edges
dvar = 12;
elseif order==2
s = 5;
coef = [-1 16 -30 16 -1];
b = 3;
bcoef = [1 -2 1].*12; %3 pt stencil for edges
dvar = 12;
elseif order==3
s = 7;
coef = [-1 8 -13 0 13 -8 1]; %7 pt stencil
b = 5;
bcoef = [-1 2 0 -2 1].*4; %5 pt for edges
dvar = 8;
elseif order==4
s = 5;
coef = [1 -4 6 -4 1];
b = -1;
bcoef = [];
dvar = 1;
else
return;
end;
%edge detection length
e = floor(s/2);
be = floor(b/2);
%perform the derivative in either x or y
if which==0
%d/dx so loop through y (i.e. columns)
%can’t get outermost edges, so mask them
newmask(1:e,:)=0;
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newmask(end-e+1:end,:)=0;
for y=1:dims(2)
%for each y, loop through valid x and calc the derivative
%attempt to process all the internal data with the highest stencil
for x=e+1:dims(1)-e
%pull out the values and compute the derivative
%but first, be sure all values are good
test=sum(mask(x-e:x+e,y));
if test==s %not near a boundary
vector = M(x-e:x+e,y);
result(x,y)=dot(coef,vector);
elseif test==b && sum(mask(x-be:x+be,y))==b
%use a backup stencil
vector = M(x-be:x+be,y);
result(x,y)=dot(bcoef,vector);
else %can’t evaluate deriv at boundary, update mask
newmask(x,y)=0;
end;
end;
end;
elseif which==1
%d/dy so loop through x (i.e. rows)
%can’t get outermost edges, so mask them
newmask(:,1:e)=0;
newmask(:,end-e+1:end)=0;
for x=1:dims(1)
%for each x, loop through the valid y and calc the derivative
%attempt to process all the internal data with the highest stencil
for y=e+1:dims(2)-e
%pull out the values and compute the derivative
%but first, be sure all values are good
test=sum(mask(x,y-e:y+e));
if test==s %not near a boundary
vector = M(x,y-e:y+e);
result(x,y)=dot(vector,coef);
elseif test==b && sum(mask(x,y-be:y+be))==b
%use backup stencil
vector = M(x,y-be:y+be);
result(x,y)=dot(vector,bcoef);
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else %can’t evaluate deriv at boundary, update mask
newmask(x,y)=0;
end;
end;
end;
end;
result = result./(dvar*h^order);
disp([’h=’,num2str(h)]);
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