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The photovoltaic effect in a Weyl semimetal due to the adiabatic quantum phase is studied. We partic-
ularly focus on the case in which an external ac electric field is applied to the semimetal. In this setup, we
show that a photocurrent is induced by the ac electric field. By considering a generalized Weyl Hamilto-
nian with nonlinear terms, it is shown that the photocurrent is induced by circularly, rather than linearly,
polarized light. This photovoltaic current can be understood as an emergent electromagnetic induction in
the momentum space; the Weyl node is a magnetic monopole in the momentum space, of which the elec-
tric field is induced by the circular motion. This result is distinct from conventional photovoltaic effects,
and potentially useful for experimentally identifying Weyl semimetals in chiral crystals.
Introduction — The non-trivial phase in quantum adia-
batic processes – Berry’s phase – is one of the fundamen-
tal aspects of quantum mechanics. In a quantum system,
the presence of an energy gap often prohibits excitation to
higher-energy states, and confines electrons within a sub-
space of the Hilbert space constituted from lower energy
states. In dynamical processes, such confinement some-
times gives rise to an additional geometric phase that de-
pends only on the path, not on the details of dynamics.
Ever since its first discovery [1], it has been revealed
that Berry’s phase leads to rich physics distinct from clas-
sical systems. Interestingly, the effect of Berry’s phase ap-
pears not only in mesoscopic systems, but also in macro-
scopic properties of bulk materials. In solid-state materials,
Berry’s phase of electrons leads to non-trivial properties
of solids, such as fractional pseudorotation quantum num-
bers in Jahn-Teller systems [2–4] and topological Hall ef-
fects [5, 6] arising from non-collinear magnetic textures. A
similar non-trivial structure of wave functions shows up in
the Brillouin zone, and contributes to non-trivial structures
in electronic states [7, 8], and to transport phenomena [9–
11].
Berry’s phase also affects the dynamics of non-
equilibrium systems. In periodically driven systems, it
is known that the adiabatic phase induces the quantized
pumping of charge [12–14]. In an insulator, the pumping
of charge is related to the time average of the emergent
electric field defined by [12]
ea(~k) = ∂tA
a(~k)− ∂aAt(~k), (1)
where
Aa(~k) = −i 〈un~k(t)| ∂a |un~k(t)〉 (2)
is Berry’s connection in the momentum space with ∂a =
∂/∂ka (a = x, y, z) and ∂t = ∂/∂t. However, in solids,
the contribution from such an effect is usually zero or van-
ishingly small in a realistic setup, where the energy scale
of the driving fields is much smaller than that of the band
width.
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FIG. 1. (Color online) (a) Schematic figure of the emergent elec-
tric field induced by an incident light. The red dot indicates the
position of a Weyl node in the presence of an incident light. The
incident electric field induces a rotational motion of the Weyl
node through a Rashba-like coupling. The orbital motion of
the Weyl node induces a dc emergent electric field penetrating
through the orbit (yellow lines), that is, parallel to the propaga-
tion direction of the light. (b) Dispersion relations of the Weyl
Hamiltonian with quadratic terms, v = vz = 1, α1 = 0 and
α2 = −1.
In this Letter, we theoretically show that such an effect of
~e field to the charge pumping is enhanced in Weyl semimet-
als, and possibly leads to experimentally observable con-
sequences. Intuitively, this could be understood from the
interpretation of Weyl nodes as the “magnetic monopoles”
of Berry’s connection. Suppose that we have a Weyl node
at a nonzero kz and kx = ky = 0. In such a situation,
a Rashba-like coupling of electrons to the external electric
field ~E induces a shift of the node in the kx-ky plane. In the
case of a circularly polarized light, the incident light results
in a rotational motion of the Weyl node as schematically
shown in Fig. 1(a). In analogy to the symmetric Maxwell’s
equation in real space, the circular motion of a magnetic
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2charge in the momentum space induces the dc ~e field pen-
etrating through the orbit. Since the ~e field is related to the
electric current, ~j ∝ ~e [12], the incident light can induce
a dc current along the z axis. This is the emergent electro-
magnetic induction in the momentum space.
As is shown later, the photocurrent arises only with the
circularly polarized light, in contrast to the conventional
anomalous photocurrents [15] and those induced through
Berry’s curvature [10, 11]. Also, it does not require a
change in the charge distribution function; this is another
distinct feature from the photocurrents induced through
Berry’s curvature and that in Weyl semimetals with bro-
ken time-reversal symmetry [16, 17], in which a change
in the charge distribution function is necessary to induce a
photocurrent. We note that our “intrinsic” photocurrent is
sensitive to the direction of the incident light, in contrast
to the other photocurrents in Weyl semimetals. We also
discuss that, experimentally, a good candidate to observe
the photovoltaic effect is a Weyl semimetal with broken
spatial-inversion symmetry, such as TaAs [18–20].
In the following, we first elaborate on some general re-
quirements for free fermion systems to have a net ~e field.
Based on this picture, we discuss a potential enhancement
of the ~e field in Weyl semimetals. For this purpose, in
the latter half, we particularly consider a generalized Weyl
Hamiltonian with nonlinear terms, which couples to an
external electric field by a Rashba-like coupling. In this
model, we show that shining the circularly polarized light
induces a electric current parallel to ~k(i), the vector con-
necting the Γ point and the ith Weyl node.
~e field in periodically driven systems — In a periodically
driven system, where the Hamiltonian H({Di}) is driven
by slowly varying parameters, Di = Di(t) = Di(t + T )
(i = 1, 2, · · · ,m), the average ~e field over a period reads
ean(
~k) = ∂a
∫ T
0
[−Atn(~k)]dt′ (3)
=
∑
i 6=j
i∂a
∫
S
dDi ∧ dDj∂Dj 〈un~k(t)| ∂Di |un~k(t)〉 ,
(4)
where the region S indicates a surface enclosed by the path
given by {Di(t)} (0 ≤ t < T ). This is an m − 1 dimen-
sional hypersurface, and the integral does not depend on
the choice of the surface. The integral in Eq. (3) is Berry’s
phase in an adiabatic process [1]. From Eq. (4), if m = 1,
there is no net ~e field in periodically driven systems be-
cause the area covered by the integral in Eq. (4) is zero.
For a fully filled electron band, the average ~e field over a
period of cycle is given by
ea(~k) = −∂a
∫ T
0
At(~k)dt′, (5)
and the sum over the Brillouin zone reads
e¯a = −
∫ ∏
b 6=a
dkb
∫ T
0
∂aA
t(~k)dt′
∣∣∣∣pi
−pi
. (6)
Here, we set the lattice constant to unity. It has been
pointed out that, in insulators, the charge pumped during
the adiabatic process is proportional to Eq. (6) [12], and
that the integrand in the right-hand side of Eq. (6) gives a
quantized value due to the single-valueness of the wave-
function.
In an insulator, however, it is expected that ea induced
by an external electromagnetic field generally remains zero
since the pumped current is a topologically protected quan-
tity, and the external field is perturbatively small. In a two-
band model, this can be seen from the fact that e¯a is given
by
e¯a =
1
2
∫
d3k
∫ T
0
dt
~ˆ
R(~k, t) · ∂a ~ˆR(~k, t)× ∂t ~ˆR(~k, t).
(7)
Here, ~ˆR(~k, t) is the normalized vector of Rν(~k, t) (ν =
x, y, z), and Rˆν(~k, t) = Rν(~k, t)/R with R = |~R(~k, t)|.
The Hamiltonian is given by
H(~k, t) =
∑
ν
σνRν(~k, t), (8)
where σν (ν = x, y, z) are Pauli matrices. The right-hand
side of Eq. (7) gives the number of times ~ˆR wraps an unit
sphere upon mapping (kµ, t)→ S2 by ~R(~k, t). In an insu-
lator, since the energy scale of an external field is typically
much smaller than that of electron band width, we naturally
expect that this wrapping number becomes zero.
In a doped case, the contribution from doped carriers
gives a nonzero ean. In a slightly doped insulator, however,
such a contribution remains very small since the surface of
the sphere covered in Eq. (7) remains very small.
Nonlinear Weyl Hamiltonian — An exception to such
cases, in which charge doping leads to a large ean field, is a
Weyl semimetal. In a Weyl semimetal, the effective Hamil-
tonian at the node is given by H = 0. Hence, the Hamilto-
nian close to the node is dominated by external fields. As
a consequence, a large ean field is expected by doping car-
riers to the node. To study the ~e field in periodically driven
systems, we consider a doped Weyl Hamiltonian with non-
linear terms and multiple external fields:
Rx(~k) = vkx + gDy +
α2
2
kxkz, (9a)
Ry(~k) = vky − gDx + α2
2
kykz, (9b)
Rz(~k) = vzkz +
α1
2
(k2x + k
2
y − 2k2z), (9c)
where ka’s are wave numbers at the Weyl node. We take
here the local axis of k such that the pair of nodes con-
nected by time-reversal or spatial-inversion symmetry are
3along the z axis, i.e., ~k(i) is parallel to the z axis. In Eq. (9),
the second term inRx(~k) andRy(~k) are the couplings with
an external electric field of frequency ω and phase shift χ:
Dx = D cos(ωt), (10)
Dy = D sin(ωt+ χ). (11)
The electric field is circularly polarized for χ = 0, pi, while
it is linearly polarized for χ = pi/2, 3pi/2. These Rashba-
like couplings are allowed in general, if Weyl nodes are
located away from symmetric points. When Weyl nodes
are close to Γ points, these terms appear from a coupling
like
Hel = g˜abcDaκbOˆc, (12)
where κb is the wave number from the Γ point, Oˆα (α =
x, y, z) is a set of operators that transform as vectors, and
abc is the Levi-Civita symbol. The third (second) term in
Rx(~k) andRy(~k) [Rz(~k)] are quadratic in ka. These terms
break the C2 rotation about an axis in the xy plane, i.e.,
+kz and −kz become asymmetric as shown in Fig. 1(b).
These terms reflect the existence of the pair node. Since
our Hamiltonian includes information of the presence of
the pair node, which always exists in a material, we believe
that our Hamiltonian in Eq. (9) is a generic model for Weyl
semimetals in solids.
We first consider the case of electron doping. To evaluate
the ~e field, we focus on the limitαi  v/|µ|, vz/|µ|where
µ is the chemical potential (µ > 0 and µ < 0 for electron
and hole doping, respectively). To calculate e¯an, we expand
the ~e field up to second order in αi.
The filling of electrons are fixed at Dx = Dy = 0. To
take into account the change of the Fermi surface by αi, we
expand the dispersion relation around the Fermi surface for
α1 = α2 = 0 along the radial direction. For the electron
doped case, the change in kF , ∆k, can be calculated by
solving
µ− ε(~k(0)F ) + ∆k∂kε(~k(0)F ) = 0, (13)
where ~k(0)F is the Fermi surface for α1 = α2 = 0. From
the fact that µ−ε(~kF ) ∼ O(αi), we expect ∆k ∼ O(αi).
Hence, in general, we need to consider terms up toO(∆k2)
to fully take into account terms up to O(α2i ). However,
from explicit calculation, we find that the O(α2i ) contribu-
tion to ∆k vanishes.
The second order response in D, up to O(α2i ), gives a
net emergent electric field along the z axis:
e¯z± = ±pi
4(v2 − 2v2z)α1 − 3vvzα2
30v5v3z
α1(µgD)
2ω cos(χ),
(14)
for Weyl (+) and anti-Weyl nodes (−), respectively. Due
to the phase factor cos(χ), the ~e field shows a maximum
for a circular light (χ = 0, pi), while it vanishes for a lin-
early polarized light (χ = pi/2, 3pi/2). This is consistent
with the general argument above, and indicates the absence
of a dc ~e field when we have only one time-dependent pa-
rameter.
For electron doping, the net emergent electric field in-
creases as a function of µ2. This indicates that the contri-
bution from electrons with energy ε decays like ~e ∼ ε−1,
since the density of states is approximately proportional
to ε2. This implies that, when considering hole doping,
we need to appropriately take into account the contribution
from electron states in the UV limits. However, from the
argument above, e¯ naturally vanishes for the filled bands.
Therefore we can evaluate the ~e field for the hole doped
case by subtracting the contribution from vacant states.
For the model in Eq. (9), the result becomes the same as
Eq. (14) with flipping the overall sign.
Discussions — In the mechanism presented here, the
coupling of the external electric field to the electron or-
bitals, e.g., the Rashba-like coupling, plays an important
role. This is due to the fact that Berry’s phase arises from
the non-trivial change of the Bloch wave function over the
period of the cycle. It gives rise to a different consequence
from the Peierls substitution terms, of which the nonlinear
responses have been studied recently [16, 17, 21].
In our result, the photocurrent is induced by the adiabatic
dynamics of electron orbitals; a change in the electron dis-
tribution function is not required. Also, since the current is
proportional to Berry’s phase, the photocurrent arises only
for the circularly polarized light while no current arises for
the linearly polarized light. Another important feature of
the coupling to electron orbitals is its anisotropy. Since
Weyl nodes in solids are generally located away from sym-
metric points in the Brillouin zone, the coupling to electron
orbitals is generally anisotropic. For instance, in the case
of the coupling given by Eq. (12), in the lowest-order ap-
proximation, the coupling exists only for the x and y direc-
tions as in the Hamiltonian in Eq. (9). As a consequence,
the photocurrent is expected to be highly sensitive to the
direction of the incident light.
In addition to the orbital coupling terms, the Peierls sub-
stitution terms can contribute to photocurrents in the Weyl
semimetals. Such photovoltaic effects in Weyl semimetals
have been theoretically studied in the case of broken time-
reversal symmetry [16, 17]. In these theories, however, the
change in the electron distribution function, either by chiral
magnetic effect [16] or by transferring the photon angular
momentum to electrons [17], plays a key role in the photo-
voltaic effect. In contrast, the mechanism proposed in this
Letter does not involve the change in the electron distribu-
tion function. Also, the photocurrent from Peierls substi-
tution terms is expected to be isotropic since the Hamilto-
nian in the lowest order approximation preserves SO(3)
rotational symmetry.
In regard to materials, recently, Weyl semimetals in
solids has been explored in various materials [18–20, 22–
32]. From symmetry argument, in solids, the presence
of Weyl nodes requires breaking of either time-reversal or
4FIG. 2. (Color online) Schematic picture of a Weyl semimetal
with broken spatial-inversion symmetry. Each cone indicates a
Weyl node and the sign shows the chirality. In the presence of
time-reversal symmetry, two Weyl nodes with the same chirality
are related by the symmetry operation, so that there are at least
four Weyl nodes in the Brillouin zone.
spatial-inversion symmetry. In the case of Weyl semimetals
with broken time-reversal symmetry, and in the presence
of spatial-inversion symmetry, a Weyl node has a pair anti-
Weyl node. Since these two nodes are related by spatial-
inversion symmetry, when a Weyl node is doped, there al-
ways exists an anti-Weyl node with exactly the same dop-
ing. For the photocurrent, since the sign of induced current
depends on the chirality, the effect of electric field always
cancels out, and total ~e field (electric current) becomes
zero. This is consistent with the fact that a photovoltaic
effect generally requires the breaking of spatial-inversion
symmetry.
In contrast, in the case of Weyl semimetals with broken
spatial-inversion symmetry, a Weyl (an anti-Weyl) node
has a pair Weyl (a pair anti-Weyl) node [18–20]. Hence,
there always exist at least four nodes in the Brillouin zone
(see Fig. 2). In such materials, the parameters in the Hamil-
tonian in Eq. (9) are different between pairs of Weyl nodes.
The doping level (µ) also differs for each pair. Therefore,
in this setup, the emergent electric fields from Weyl and
anti-Weyl pairs have different values, so that the net ~e field
becomes non-zero. We emphasize here that Weyl semimet-
als with broken spatial-inversion symmetry are preferrable
for observation of the transport phenomena induced by
emergent electric fields.
We also note that even in the Weyls semimetals with bro-
ken time-reversal symmetry, it might be possible by the
chiral magnetic effect [33–36] to make a difference be-
tween doping levels of Weyl/anti-Weyl pairs, and to break
the cancelation of photocurrent in them. In this mecha-
nism, application of dc electric and magnetic fields induces
chiral charge proportional to the inner product of electric
and magnetic fields. Hence, consideration of the chiral
magnetic effect leads to a non-zero photocurrent. In this
case, the photocurrent is observed as a nonlinear part of
the conductivity, where its sign changes by changing the
polarization from the right to the left hand.
Besides the Weyl semimetals, the general argument on
the enhancement of the ~e field can be applied to other nodal
(semi)metals, such as the surface state of topological insu-
lators, double Weyl [31, 32] and Dirac [37, 38] semimet-
als as well as those with quadratic band touching [39, 40].
However, the coupling of nodes to external electric fields
differs for these systems, and leads to quantitatively differ-
ent consequences. Quantitative analysis of the ~e field in
these systems is a important direction to engineer uncon-
ventional responses as well as to develop an experimental
method to probe electronic structures of materials. It is left
for future studies.
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