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BOWEN’S ENTROPY-CONJUGACY CONJECTURE IS
TRUE UP TO FINITE INDEX
MIKE BOYLE, JE´ROˆME BUZZI, AND KEVIN MCGOFF
Abstract. For a topological dynamical system (X, f), consisting
of a continuous map f : X → X , and a (not necessarily compact)
set Z ⊂ X , Bowen [2] defined a dimension-like version of entropy,
hX(f, Z). In the same work, he introduced a notion of entropy-
conjugacy for pairs of invertible compact systems: the systems
(X, f) and (Y, g) are entropy-conjugate if there exist invariant Borel
sets X ′ ⊂ X and Y ′ ⊂ Y such that hX(f,X \ X
′) < hX(f,X),
hY (g, Y \Y ′) < hY (g, Y ), and (X ′, f |X′) is topologically conjugate
to (Y ′, g|Y ′). Bowen conjectured that two mixing shifts of finite
type are entropy-conjugate if they have the same entropy. We prove
that two mixing shifts of finite type with equal entropy and left
ideal class are entropy-conjugate. Consequently, in every entropy
class Bowen’s conjecture is true up to finite index.
1. Introduction
It is well-known that within many classes of dynamical systems, en-
tropy characterizes most of the dynamics. The prime example is Orn-
stein’s complete classification of Bernoulli schemes by their entropy up
to measure-preserving isomorphisms: these are Borel conjugacies after
discarding subsets of zero measure for a single distinguished invariant
probability measure. It has been discovered since that in many set-
tings, one can obtain more regular conjugacy and/or smaller discarded
subsets.
For instance, the notion of probabilistic entropy-conjugacy intro-
duced in [5] (under the name of entropy-conjugacy) neglects subsets
that are negligible with respect to all invariant, ergodic probability
measures with entropy close to the maximum and allows the classifi-
cation of interval dynamics among others (see [6]). Hochman [7] has
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shown that this can often be strengthened to Borel conjugacies ne-
glecting only sets of zero measure for all non-atomic invariant, ergodic
probability measures.
A classical result [1] of Adler and Marcus shows that mixing shifts of
finite type are topologically conjugate after restriction to doubly transi-
tive sequences (see [3] for an extension to the non-compact case). Look-
ing at their proof, one can see that they produce a probabilistic entropy-
conjugacy, to which the previously mentioned result of Hochman ap-
plies. The Borel conjugacies thus obtained are not homeomorphisms.
Hence a natural question is, how far can the discarded set be reduced
while keeping the continuity of the conjugacy?
Bowen introduced a dimension-like notion of entropy hX(f, Y ) for
arbitrary subsets Y ⊂ X (see [10, 12] for recent discussions of this
notion) and used it to define another version of entropy-conjugacy, as
follows. When necessary, we will refer to Bowen’s version as topological
entropy-conjugacy, to distinguish it from the probabilistic version of
[5].
Definition 1. [2] Suppose (X, f) and (Y, g) are topological dynamical
systems (homeomorphisms of compact metrizable spaces). Then (X, f)
is (topologically) entropy-conjugate to (Y, g) if there exist Borel
subsets X ′ ⊂ X and Y ′ ⊂ Y such that the following conditions are
satisfied:
(1) f(X ′) ⊂ X ′ and g(Y ′) ⊂ Y ′;
(2) hX(f,X \X
′) < hX(f,X) and hY (g, Y \ Y
′) < hY (g, Y );
(3) (X ′, f |X′) is topologically conjugate to (Y
′, g|Y ′).
To the best of our knowledge, it is unknown whether entropy-conjugacy
is transitive. It is stronger than probabilistic entropy-conjugacy, since
hX(f,X \X
′) bounds the entropy of any ergodic, invariant measure µ
carried on X \X ′ [2, Prop. 1].
Bowen showed that entropy-conjugate homeomorphisms of compact
metrizable spaces have the same topological entropy. His paper in-
cludes a single conjecture: mixing shifts of finite type (SFTs) with the
same topological entropy must be entropy-conjugate. Given the con-
tinuing influence of Bowen’s paper (e.g. see [10]) and the depth of his
intuition, it seems to us that his conjecture merits attention.
Let us also mention a related question of Hochman [7, Problem 1.9].
Let X and Y be mixing SFTs on finite alphabets with h(X) = h(Y ).
Let X ′ and Y ′ denote the sets obtained by removing all periodic points
from X and Y , respectively. Is there a topological conjugacy between
the (non-compact) systems X ′ and Y ′?
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We will show that if two mixing SFTs have the same entropy and
the same left ideal class, then they are entropy-conjugate. Because
there are finitely many ideal classes within a given entropy class [4],
it follows that in every entropy class Bowen’s conjecture is true up to
finite index. It remains open as to whether Bowen’s original conjecture
holds.
We state our main results precisely in the next two theorems. For a
mixing SFT (X, σX), denote by J (X) the left ideal class of (X, σX),
and denote by h(X) the topological entropy of (X, σX) (see Section 2
for definitions).
Theorem 1. Let (X, σX) and (Y, σY ) be mixing SFTs. If h(X) = h(Y )
and J (X) = J (Y ), then (X, σX) is entropy-conjugate to (Y, σY ).
It is known from [4, Theorem 5.13] that for a given h ≥ 0,
(1.1) #{J (X) : (X, σX) is a mixing SFT with h(X) = h} <∞.
As a consequence of Theorem 1 and (1.1), we obtain the following
theorem.
Theorem 2. For a given h ≥ 0, the set of mixing SFTs with entropy
h may be partitioned into finitely many classes C1, . . . , CN such that
if (X, σX) and (Y, σY ) are in Ci for some i, then (X, σX) is entropy-
conjugate to (Y, σY ).
For some entropies (for example, entropy logn with n ∈ N), there is
only one ideal class; in these classes, Bowen’s conjecture is true.
In Section 2, we provide some necessary definitions and background.
Section 3 is devoted to proving Theorem 1.
2. Preliminaries
Two topological dynamical systems (X1, f1) and (X2, f2) are said to
be topologically conjugate if there exists a homeomorphism pi : X1 →
X2 such that f2 ◦ pi = pi ◦ f1.
Let us now recall Bowen’s definition of entropy for non-compact sets.
Suppose (X, f) is a topological dynamical system. For a finite open
cover U of X and E ⊂ X , we write E ≺ U if E is contained in an
element of U . Also, let
nU(E) =
{
0, if E ⊀ U ,
sup{k : fk(E) ≺ U}, otherwise.
For λ ∈ R, define a measure mU ,λ on Borel sets Y ⊂ X by
mU ,λ(Y ) = lim
N→∞
inf
{∑
i
exp(−λnU(Ei)) :
⋃
i
Ei ⊃ Y, inf
i
nU(Ei) ≥ N
}
.
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Note that if λ > λ′, then mU ,λ(Y ) ≤ mU ,λ′(Y ), and there exists at most
one λ such that mU ,λ(Y ) /∈ {0,∞}. We may therefore define
hU(f, Y ) = inf{λ : mU ,λ(Y ) = 0}.
Then let
hX(f, Y ) = sup{hU(f, Y ) : U is a finite open cover of X}.
Bowen showed in the case that X is compact metrizable that the usual
topological entropy h(f) equals hX(f,X). We recall next other basic
facts about Bowen’s entropy.
Proposition 3. [2, Proposition 2]
(1) If Y ⊂ X1 and pi is a topological conjugacy from (X1, f1) to
(X2, f2), then hX1(f1, Y ) = hX2(f2, pi(Y ));
(2) hX(f,∪
∞
i=1Yi) = supi hX(f, Yi);
(3) hX(f
m, Y ) = mhX(f, Y ) for m > 0.
Despite (3) above, note that hX(f
−1, Y ) and hX(f, Y ) are not nec-
essarily equal.
We now turn our attention to shifts of finite type. Let A be a finite
set. Let Σ(A) = AZ, which we endow with the product topology in-
herited from the discrete topology on A, and define a homeomorphism
σ : Σ(A)→ Σ(A) by σ(x)n = xn+1. For x in Σ(A) and integers i ≤ j,
let x[i, j] = xi . . . xj . For a square matrix A = (A(i, j))i,j∈A with entries
in {0, 1} and no zero rows or columns, define
XA = {x ∈ Σ(A) : ∀i ∈ Z, A(xi, xi+1) = 1}.
We say a dynamical system (X, f) is a shift of finite type (SFT) if
there exists an alphabet A and a matrix A as above such that (X, f) is
topologically conjugate to (XA, σA). We may write (X, σX) or simply
X to refer to an SFT (X, σ|X). An SFT X is mixing if for any two
non-empty open sets U, V ⊂ X , there exists N ≥ 0 such that if n ≥ N ,
then σ−n(U)∩V 6= ∅. If X = XA, then X is mixing if and only if there
exists n such that each entry of An is positive.
Suppose X and Y are SFTs. A continuous map pi : X → Y is
a factor map if pi is surjective and σY ◦ pi = pi ◦ σX . A factor map
pi : X → Y is called left-closing if pi never collapses forward-asymptotic
points, i.e. if whenever pi(x) = pi(x′) and there exists n ∈ Z such that
x[n,∞) = x′[n,∞), then it follows that x = x′. In other words, pi is
injective on stable sets.
A point x in an SFT X is said to be doubly transitive if every block
in X appears infinitely often in both x[0,∞) and x(−∞, 0]. Suppose
pi : X → Y is a factor map between mixing SFTs. We say that pi is
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almost invertible if every doubly-transitive point in Y has exactly one
pre-image.
Suppose (X, σX) and (Y, σY ) are SFTs on alphabets A and B, re-
spectively. A factor map pi : X → Y is called a one-block code if there
exists Φ : A → B such that pi(x)n = Φ(xn) for all n in Z. Suppose
pi : X → Y is a one-block code. Let w = w1 . . . wm be an m-block in
Y and 1 ≤ i ≤ m. Define d∗pi(w, i) to be the number of symbols a in A
such that there is a word u = u1 . . . um in X such that Φ(u) = w and
ui = a. Let d
∗
pi = min{d
∗
pi(w, i)}. Then a magic word is a word w in Y
such that d∗pi(w, i) = d
∗
pi for some i. By passing to conjugate SFTs, we
may assume without loss of generality that w is a magic symbol, i.e.
|w| = 1 (see [9, Proposition 9.1.7]). If w is a magic symbol, then we
may assume without loss of generality that w ∈ A∩B. We require the
following fact (for reference, see [9, Theorems 9.1.11 and 9.2.2]).
Fact 4. Suppose X and Y are mixing SFTs. Then a one-block factor
map pi : X → Y is almost invertible if and only if d∗pi = 1.
Next, we define the left ideal class J (X) of a mixing SFT X (for a
full presentation, see [4, 9]). Given a subset E of a ring R, let < E >R
denote the ideal in R generated by E. Two ideals a and b are said
to be equivalent, denoted a ∼ b, if there exist nonzero s, t in R such
that sa = tb. Equivalence classes under ∼ are called ideal classes. The
ideal class of a is denoted by [a]R.
Let X = XA be a mixing SFT. Then A has a Perron eigenvalue
λA and left eigenvector vA = (v
1
A, . . . , v
n
A). We assume without loss
of generality that the entries of vA are all positive and contained in
Z[λA] ⊆ Z[1/λA]. Then the left ideal class of X , denoted J (X), is
defined as the ideal class of < {v1A . . . , v
n
A} >Z[1/λA]. (Given A,B there
is an algorithm which decides whether J (XA) = J (XB). This fol-
lows from the work of Kim and Roush showing decidability of shift
equivalence [8], with a little more argument.)
Theorem 5. [4, Theorem 7.1] Let XA and XB be mixing SFTs with
λ = λA = λB. Then the following are equivalent:
(1) there exists a mixing SFT XC with λC = λ and almost invert-
ible, left-closing factor maps piA : XC → XA and piB : XC →
XB;
(2) J (XA) = J (XB) in Z[1/λ].
Remark 6. We notice that Bowen’s conjecture is true if (and only if) ev-
ery mixing SFT is entropy-conjugate to its inverse. To see this, suppose
X and Y are mixing SFTs with h(X) = h(Y ) = log λ. By the Adler-
Marcus Theorem [1], there exists a mixing SFT Z and almost-invertible
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factor maps pi1 : (Z, σZ) → (X, σX) and pi2 : (Z, σZ) → (Y, σ
−1
Y ) such
that pi1 is left-closing and pi2 is right-closing. Then as a map from
(Z, σ−1Z ) → (Y, σY ), pi2 is left-closing. So, as in our proof of Theorem
1, there are sets E1, E
′
1 satisfying the conditions for entropy-conjugacy
with pi1 : Z \ E1 → X \ E
′
1 a homeomorphism, and similarly there are
sets E2, E
′
2 for pi2. Now suppose there are likewise sets E3, E
′
3 and a
topological conjugacy φ : (Z \E3, σ)→ (Z \E
′
3, σ
−1) giving an entropy-
conjugacy. Because the maps pi1, pi2 are continuous factor maps of com-
pact systems [11] (or by an elementary exercise for our maps), we have
hX(pi1E3, σX) ≤ hZ(E3, σZ) and hX(pi2E
′
3, σY ) ≤ hZ(E
′
3, σ
−1
Z ). Con-
sequently there is an entropy-conjugacy of (X, σX) and (Y, σy) given
by
pi2φpi
−1
1 : (X \ (E
′
1 ∪ pi1E3), σ)→ (Y \ (E
′
2 ∪ pi2E
′
3), σ) .
By the above argument, any pair of ideal classes can occur as the
left and right ideal class of a mixing SFT.
Remark 7. Suppose S and T are mixing SFTs of equal entropy. By
the Adler-Marcus Theorem (with the left-resolving map down to S),
there exists S ′, the complement of a Bowen-negligible set in S, and a
continuous embedding f from S ′ into T . Switching roles, there exists
T ′, the complement of a Bowen-negligible set in T , and a continuous
embedding g from T ′ into S. However, this does not prove there is a
topological entropy-conjugacy of S and T .
One can deduce from these mutual continuous embeddings that any
two mixing SFTs of equal entropy are Borel conjugate after discarding
the periodic points (a countable set). But the conjugating map thus
obtained is definitely not continuous and therefore does not answer
Hochman’s question or decide Bowen’s conjecture.
3. Proof of Theorem 1
The basic idea is that by Theorem 5, if h(X) = h(Y ) and J (X) =
J (Y ), then there exists a common almost invertible, left-closing ex-
tension Z of X and Y . We exclude certain subsets of X, Y , and Z
that have small entropy, and on the remainder the almost invertibil-
ity and the left-closing property imply that these three systems are
topologically conjugate.
We now set some notation and state two easy facts. For a subset Y
of Σ(A), let
Wn(Y ) = {w ∈ A
n : ∃y ∈ Y, y[0, n− 1] = w}.
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Lemma 8. Let X be an SFT, and let Y ⊂ X. Then
hX(σX , Y ) ≤ lim
n
1
n
log |Wn(Y )|.
Lemma 9. Let X be an SFT with entropy h(X) = log β. Then there
exists a polynomial p(x) such that
|Wn(X)| ≤ p(n)β
n.
Proof of Theorem 1. Suppose X and Y are mixing SFTs such that
h(X) = h(Y ) = log λ and J (X) = J (Y ). Then by Theorem 5, there
exists a mixing SFT Z and almost invertible, left-closing factor maps
pi1 : Z → X and pi2 : Z → Y . We assume without loss of generality
that pi1 is one-block with a magic symbol a and pi2 is one-block with a
magic symbol b (using Fact 4 and recoding).
For n0 in Z, define
Ea(n0) = {z ∈ Z : #{n ≥ n0 : zn = a} = 0}.
Let Z(a) be the SFT obtained by forbidding the symbol a from Z. Let
h(Z(a)) = log β, and note that h(Z(a)) < h(Z) by [9, Corollary 4.4.9].
By Lemmas 8 and 9, there exists a polynomial p(x) such that
hZ(σZ , Ea(n0)) ≤ lim
n
1
n
log(|Wn(Ea(n0))|)
≤ lim
n
1
n
log
(
p(n)λmax(0,n0)βn
)
= h(Z(a)).
(3.1)
Let Ea = ∪n0∈ZEa(n0). Then by Proposition 3 and (3.1),
(3.2) hZ(σZ , Ea) = sup
n0
{
hZ(σZ , Ea(n0))
}
≤ h(Z(a)) < h(Z).
Define Eb and Z(b) analogously. By the analogous argument, we have
that
(3.3) hZ(σZ , Eb) ≤ h(Z(b)) < h(Z).
Now let E = Ea ∪ Eb. By Proposition 3, (3.2), and (3.3), we have
that
hZ(σZ , E) = max(hZ(σZ , Ea), hZ(σZ , Eb)) < h(Z).
Furthermore, define BX = pi1(E) and BY = pi2(E). Since entropy of a
continuous map defined on a metrizable compact space cannot increase
under a factor map,
(3.4) hX(σX , BX) ≤ hZ(σZ , E) < h(Z) = h(X),
and similarly,
(3.5) hY (σY , BY ) ≤ hZ(σZ , E) < h(Z) = h(Y )
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SetX ′ = X\BX , Y
′ = Y \BY , and Z
′ = Z\E. Note that σX(X
′) ⊂ X ′,
σY (Y
′) ⊂ Y ′, and σZ(Z
′) ⊂ Z ′.
Let us prove that pi1|Z′ is a homeomorphism between Z
′ and X ′.
Since pi1 is continuous, pi|Z′ is continuous. Let x be in X
′. Then
x /∈ pi1(E). Since pi1 is onto, we conclude that x ∈ pi1(Z
′), and therefore
X ′ ⊂ pi1(Z
′). Now let x be in pi1(Z
′), i.e. suppose there exists z in
Z ′ such that pi1(z) = x. Since z /∈ E, there exist nk → ∞ such that
znk = a. Since a is a magic letter, this fact implies that z[n0,∞) is
uniquely determined by x. Furthermore, since pi1 is left-closing, we
see that z is uniquely determined by x. Hence pi−11 (x) = {z} and
x /∈ pi1(E). From this argument, we draw two conclusions:
(1) X ′ = pi1(Z
′), and
(2) pi1|Z′ is injective.
Thus, we have shown that pi1|Z′ is a continuous bijection from Z
′ onto
X ′. Furthermore, we claim that pi1|
−1
Z′ is continuous. To see this, note
that pi1 is left-closing if and only if there exists K such that whenever
pi1(z[−K,K]) = pi1(z
′[−K,K]) and z[0, K] = z′[0, K], then z1 = z
′
1 [9,
Proposition 8.1.9]. Now let x be in X ′. It suffices to show that there
exists an N = N(x) such that x[−N,N ] determines pi−11 (x)0. Since x
is in X ′ = pi1(Z
′), there exists nk → ∞ such that xnk = a. Choose
nk such that nk − n1 ≥ K. Since a is a magic symbol, pi
−1
1 (x)[n1, nk]
is determined by x[n1, nk]. Furthermore, since pi1 is left-closing and
nk − n1 ≥ K, we see that pi
−1
1 (x)[0, nk] is determined by x[−K, nk].
Thus, pi1|
−1
Z′ is continuous.
By the analogous argument, we have that pi2|Z′ is a homeomorphism
from Z ′ onto Y ′. Now let pi = pi2 ◦ pi
−1
1 |X′, which is then a homeomor-
phism from X ′ onto Y ′. Combining this fact with (3.4) and (3.5), we
obtain that pi is an entropy-conjugacy between X and Y . 
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