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Abstrak— prediksi predikat kelulusan sangat penting untuk membantu perguruan tinggi dalam mengevaluasi dan 
memperbaiki pelaksanaan proses pembelajaran untuk menghasilkan lauaran mahasiswa yang berkualitas. Algoritma decision 
tree C4.5 merupakan metode klasifikasi data mining yang banyak digunakan untuk menghasil model/pola terutama untuk 
suatu prediksi predikat kelulusan mahasiswa. Maka dalam penelitian ini menerapkan metode decision tree C4.5 untuk 
predisksi predikat kelulusan mahasiswa Fakultas Komputer dan Pendidikan Universitas Ngudi Waluyo Ungaran, dengan 
menghasilkan 8 rule atau pola pohon keputusan dengan nilai akurasi 71,67%. 
 




Penggalian dan analisis informasi data akademik di 
perguruan tinggi merupakan kegiatan yang memiliki 
kedudukan yang strategis dalam manajemen akademik [1]. 
Salah satunya data kelulusan mahasiswa yang merupakan 
hasil pencapaian proses belajar mahasiswa di kampus. 
Indek Prestasi merupakan variabel yang sangat 
berpengaruh terhadap predikat kelulusan mahasiswa 
[1],[2],[3],[4]. Predikat yang digunakan oleh banyak 
perguruan tinggi berdasarkan peraturan menteri 
pendidikan dan kebudayaan nomor 3 tahun 2020) yaitu; 
pujian, sangat memuaskan, memuskan, cukup dan drop 
out [5].  
Data kelulusan mahasiswa memberikan informasi 
yang berguna bagi perguruan tinggi jika dimanfaatkan 
dengan maksimal menggunakan olah data teknik data 
mining [6]. Dengan proses penggalian dan analisis 
menggunakan data mining dapat menghasilkan suatu 
model atau pola informasi seperti prediksi predikat 
kelulusan mahasiswa [7]. 
Dengan adanya prediksi kelulusan mahasiswa dapat 
membantu perguruan tinggi dalam menilai dan 
memperbaiki pelaksanaan pembelajaran, sehingga 
menghasilkan lulusan mahasiswa yang berkualitas [8],[1]. 
Decision tree C4.5 merupakan metode algoritma 
yang banyak digunakan dan mudah dipahami untuk  
menghasilkan model dan pola kelulusan mahasiswa 
[9],[7],[6]. Maka dalam penelitian ini mengetahui model 
atau pola pohon keputusan serta nilai akurasi pada 
prediksi predikat kelulusan mahasiswa terutama di 
Fakultas Komputer dan Pendidikan FKP Universitas 
Ngudi Waluyo Ungaran. 
II. TINJAUAN PUSTAKA 
1. Predikat Kelulusan Mahasiswa 
Kategori Predikat kelulusan mahasiswa didalam 
perguruan tinggi akan berbeda-beda, hal ini tergantung 
dari kebijakan kelembagaannya, yaitu; kategori 
memuaskan, sangat memuaskan dan pujian [1], kategori 
summa cumlaude, cum laude, sangat memuaskan dan 
memuskan [10]. 
Sedangkan di Universitas Ngudi Waluyo Ungaran 
mengkategorikan predikat kelulusan mahasiswa yaitu; 
cum laude, dengan pujian, sangat memuaskan, memuskan, 
kurang memuaskan dan gagal atau drop out. Kategori hal 
ini seperti permendikbud nomor 3 tahun 2020 [5]. 
Dari semua kategori predikat diatas berdasarkan 
ketepatan kelulusan dan nilai indeks prestasi yang didapat 
mahasiswa saat proses pembelajaran ataunperkuliahan. 
2. Decision Tree C4.5 
Decision Tree C4.5 merupakan Algoritma klasifikasi 
data mining untuk menghasil pola atau model pohon 
keputusan yang mudah dipahami [11]. 
Terdapat enam tahap dalam menerapkan decision tree  
C4.5 dalam menghasilkan pola atau model pohon 
keputusan yaitu : 
1. Dataset penelitian 
2. Menentukan nilai entropy  
 
          (1) 
 
3. Menentukan nilai gain:  
                        (2) 
 
4. Menentukan nilai Split Information: 
            (3) 
 
5. Selanjutnya menghitung nilai gain ratio 
 (4) 





3. Kerangka Pemikiran 
Kerangka pemikiran dalam penelitian ini yaitu: 
 
 
Gambar 1. Kerangka Pemikiran 
 
III. METODE PENELITIAN 
Untuk menghasilkan model dan rule prediksi predikat 
kelulusan mahasiswa menggunakan algoritma decision 
tree C4.5 dan nilai performance atau akurasinya maka 
tahapan  
 
Gambar 2. Tahapan Penelitian 
 
1. Pengumpulan  
Pengumpulan data dalam penelitian ini 
menggunakan data bersifat primer yang berasal dari 
akademik FKP fakultas komputer dan pendidikan 
Universitas Ngudi Waluyo. Data tersebut adalah data 
kelulusan mahasiswa di tahun 2021 dalam 2 periode 
wisuda. 
Mahasiswa yang lulus di tahun 2021 yaitu berjumlah 
35 siswa yang terdiri dari: 
Tabel 1. Jumlah Mahasiswa FKP Lulusan tahun 2021 
No Program Studi Jumlah lulusan 
1 S1 Teknik Informatika 20 
2 S1 Pendidikan Guru PAUD 4 
3 S1 Pendidikan Guru SD 11 
 Jumlah 35 
Atribut dataset yang didapat yaitu; nama, program 
studi, indeks prestasi mahasiswa dari semester 1 sampai 
dengan semester 8 dan predikat kelulusan. 








2. Pengolahan Awal Data 
Data yang diperoleh dari akademik FKP UNW akan 
dilakukan preprocessing terlebih dahulu secara manual 
[12], supaya dataset berkualitas dan sesuai aturan 
penerapan prediksi yaitu dengan menghilangkan nama 
mahasiswa, program studi, indeks prestasi 5,6,7,8, dan 
indeks prestasi rata-rata sehingga yang dipakai adalah 
atribut indeks prestasi semester 1, 2, 3, 4 dan predikat 
[13],[6],[14],[7],[15]. 
 
Tabel 3. Dataset setelah preprocessing 
 
3. Model atau Metode yang diusulkan 
Model atau metode yang diusulkan dalam penelitian 
ini adalah menggunakan metode klasifikasi data ming 
yaitu algoritma decision tree C4.5  
 
Gambar 3. Model/Medote yang diusulkan 
 
4. Eksperimen dan pengujian metode 
Eksperimen terhadap data kelulusan mahasiswa di 
lakukan dengan software framework yaitu Rapid Miner 
dan evaluasi model atau metode dengan tool validation 
yaitu confion matrix. 
 
5. Evaluasi dan Hasil Validasi 
Tahap evaluasi dan hasil validasi, sehingga dapat 
mengetahui tingkat performance atau nilai akurasi dari 
rule dan model prediksi predikat kelulusan mahasiswa 
dengan decision tree C4.5. 
IV. HASIL DAN PEMBAHASAN 
Dataset kelulusan mahasiswa Fakultas Komputer dan 
Pendidikan FKP Universitas Ngudi Waluyo yang 
berjumlah 35 mahasiswa terdapat pengelompokkan data 
berdasarkan predikat kelulusan sebagai berikut: 
Tabel 4. Pengelompokkan Predikat di UNW 
No Indek Prestasi Predikat 
1 >3,52 -Cumlaude 
2 3,51 -Pujian 
3 3,01 – 3,50 -Sangat Memuaskan 
4 2 – 3,00 -Memuaskan 
5 1 – 1,99 -Kurang memuaskan 
6 <1 -Gagal 
 
Tabel 5. Jumlah Mahasiswa Berdasarkan Predikat 
No Predikat Jumlah 
1 Cumlaude 17 
2 Dengan Pujian 3 
3 Sangat Memuaskan 15 
Selanjutnya dataset di eksperiment dengan 
menggunakan metode atau algoritma decision tree 





Gambar 4. Proses Eksperiment Decision Tree C4.5 
 
 
Gambar 5. Hasil Model Pohon Keputusan kelulusan 
mahasiswa FKP UNW 
 
Berdasarkan gambar tersebut diatas, tujuan utama dari 
penelitian ini dengan decision tree c4.5 adalah 
menghasilkan pola atau rule [11], dalam hal ini yang 
didapat ada 8 rule atau pola yaitu: 
1. Jika IP4 >3,540 maka cumlaude 
2. Jika IP4 <3,540 dan IP1 >3,625 maka cumlaude 
3. Jika IP4 <3,540 dan IP1 <3,625 dan IP4 <3.015 
maka cumlaude 
4. Jika IP4 <3,540 dan IP1 <3,625 dan IP4 >3.015 dan 
IP2 <3,325 maka sangat memuaskan 
5. Jika IP4 <3,540 dan IP1 <3,625 dan IP4 >3.015 dan 
IP2 >3,325 dan IP2 >3,525 maka Sangat memuaskan 
6. Jika IP4 <3,540 dan IP1 <3,625 dan IP4 >3.015 dan 
IP2 >3,325 dan IP2 <3,525 dan IP4 <3,355 maka 
sangat memuaskan 
7. Jika IP4 <3,540 dan IP1 <3,625 dan IP4 >3.015 dan 
IP2 >3,325 dan IP2 <3,525 dan IP4 >3,355 dan 
IP2 >3,390 Sangat memuaskan 
8. Jika IP4 <3,540 dan IP1 <3,625 dan IP4 >3.015 dan 
IP2 >3,325 dan IP2 <3,525 dan IP4 >3,355 dan 
IP2 >3,390 Dengan pujian 
 
Dan tahap terakhir yaitu mengevaluasi model pohon 
keputusan terhadap prediksi predikat kelulusan mahasiswa 
dengan menggunakan Confusion Matrix dan ROC Curva. 
 
 
Gambar 6. Proses Eksperimen Decision Tree C4.5 
 
Dari proses cross validation evaluation diatas 
menghasil nilai akurasi yaitu 71,67% dengan gambaran  
confusion matrix sebagai berikut: 
 




Dari hasil penelitian permodelan prediksi predikat 
kelulusan mahasiswa Fakultas Komputer dan Pendidikan 
Universitas Ngudi Waluyo Ungaran tahun 2021 dengan 
menggunakan algoritma Decision Tree C4.5 ini mendapat 
model pohon keputusan dengan variabel atau atribut 
indeks prestasi dari semester 1,2,3, dan yang berpengaruh 
terhadap predikat kelulusan mahasiswa dengan nilai 
akurasi 71,67%. 
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