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INDEPENDENCE OF DERIVATIVES IN CARLEMAN-SOBOLEV
CLASSES FOR EXPONENTS 0 < p < 1
ARON WENNMAN
Abstract. We continue the study of Carleman-Sobolev classes from previous joint work
with G. Behm. We consider spaces denoted by W p
M
, defined as abstract completions of
sets of smooth functions with respect to a weighted Sobolev-flavoured norm involving
derivatives of all orders. Previously we showed that these classes behave very differently
on two sides of a condition on the weight sequenceM. Here we prove a conjecture made in
the previous work; under some regularity assumptions on the weight, we show that on one
side of the condition there will be a complete independence between derivatives, expressed
as
W
p
M
∼= L
p
⊕W
p
M1
whereM1 is the shifted sequence. On the other side, we already know that one can embed
W
p
M
into C∞(R). Thus this is an instance of a kind of phase transition.
Introduction
Sobolev spaces for 0 < p < 1. In [Pee75], Jaak Peetre initiates the study of a certain
version of Sobolev spaces for small Lp-exponents, i.e. p in the range 0 < p < 1. He considers
the abstract completion of C∞0 (R) with respect to the quasi-norm
‖u‖k,p =
(
‖u‖pp + ‖u
′‖pp + . . .+ ‖u
(k)‖pp
)1/p
and denotes the resulting Sobolev space byW k,p. As a first example of what is to come, Pee-
tre recalls an observation by Douady, which shows that the canonical mapping W k,p → Lp
fails to be injective. He then proceeds to show that this space has a number of pathological,
yet interesting, properties. The most astonishing is the isomorphism
W k,p ∼= Lp ⊕ Lp ⊕ . . .⊕ Lp ∼= Lp,
where the last isomorphism is well known. This, in turn, gives by a classical theorem of Day
that the dual of W k,p is trivial, see [Day40]. Some remarks concerning this isomorphism
are made in [Wen14], where we in particular discuss the surjectivity of the differentiation
mapping, defined on test functions by
(δf)(x) = f ′(x), f ∈ C∞(R).
Many of the results in this paper have analogues for the space W k,p. Naturally, the tech-
niques in [Pee75] and [Wen14] are highly inspiratory for the present work.
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Carleman-Sobolev classes. In [BW14] the author and Gustav Behm investigate several
possible extensions of Peetre’s investigations. Many references both to explicit results and
to techniques from that paper are made here, and it is natural to consider this paper as a
continuation of it.
Partly inspired by Sobolev spaces and partly by so-called Carleman classes from the study
of quasi-analytic functions, we consider what we term Carleman-Sobolev classes; defined as
completions of smooth test classes with respect to the weighted norm
(0.1) ‖u‖M = sup
n≥0
∥∥u(n)∥∥
p
Mn
, u ∈ C∞(R)
where M = {Mn} is a weight sequence. We are mostly concerned with a test class which
we denote by S or SM, which is defined to consist of all C
∞(R)-smooth functions u with
finite M-norm, which furthermore satisfies the growth restriction
(0.2) lim sup
n→∞
∥∥∥u(n)∥∥∥qn
∞
≤ 1,
where q = 1 − p to simplify notation. We will consider the space resulting from taking the
abstract completion of SM with respect to the quasi norm (0.1). This Sobolev-flavoured
space is denoted by W pM. In [BW14] it is proved that provided that the weight sequence
does not grow too quickly, expressed as
(0.3) µM :=
∞∏
n=0
M q
n
n <∞,
the spaceW pM can be continuously embedded into C
∞(R). Under certain regularity assump-
tions on the weight sequence, we also demonstrated that this condition is sharp. This is to
be interpreted in the sense that such an embedding is impossible when µM = ∞. In fact,
even a continuous embedding into C(R) is impossible.
The conditions (0.2) and (0.3) might seem strange. To get an idea where they come
from, we refer to the proof of [BW14, Proposition 2.2]. We remark that this result is due to
Hedenmalm, and the techniques are inspired the work [BH12].
We shall also work with a space which we denote by W pM, which is the completion of the
set of C∞-smooth functions with finite M-norm. That is, we do not have any supremum
norm control on the derivatives.
We conjectured in [BW14, Conjecture 2] that the situation is either very controlled, or
there is almost a complete lack of structure. That is, we can either embed W pM into C
∞(R),
or the situation is as bad as what Peetre encounters. Loosely speaking, we expect that when
µM = ∞ we should have a complete independence of derivatives, in the sense that for any
Lp-functions g0, . . . , gk there exists some f ∈ W
p
M such that f
(n) = gn for 0 ≤ n ≤ k. How
to interpret the derivative will be clear from Section 3. For the space W pM we expect such
an independence relation to hold for any sequence M (see e.g. [BW14, Conjecture 2]).
The goal of this paper is to resolve these questions, modulo the unexplored matter of
what is the right regularity to require of M.
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Statement of the results. First we recall a few restrictions that we have to put on
the sequence M. It seems like our tools for studying Carleman-Sobolev classes breaks
down when M behaves too erratically. Indeed, the condition (0.3) is only a summability
condition on the sequence. This thus allows some derivatives to grow big while strict control
are forced upon others, and it is therefore natural to expect that the analysis should be
difficult without further assumptions. In the case when M is large, i.e. µM = ∞, the
essence of our results is that the space W pM is really big. To substantiate such a claim we
aim at approximating Lp-functions by a method from [BW14]. For this method to work we
need to require that the logarithmized sequence is convex, that logMn grows faster than the
second degree polynomial P (n) = n2 and that the sequence {qn logMn} has a limit. This is
what we will define as p-regular sequences (see Definition 1.3). The reasons for why these
are to be regarded as regularity assumptions are discussed in more detail in Section 1.2.
Now we can state the main theorem of this paper.
Theorem A. Suppose that µM = ∞ and that M is p-regular in the above sense. Then
there exists an isomorphism
W pM
∼= Lp ⊕W
p
M1
where M1 is the shifted sequence M1 = {Mn+1}.
It is immediate that the sequence M1 is p-regular and satisfies µM = ∞ whenever M
does. That M1 inherits the properties of M allows us to iteratively apply Theorem A to
extract as many copies of Lp are we would like, resulting in an isomorphism
W pM
∼= Lp ⊕ Lp ⊕ . . . Lp ⊕W
p
Mn
.
This result is to be put in contrast with what happens when µM < ∞. This case was
handled in [BW14] following an observation by Hedenmalm when considering spaces based
on functions f ∈ C∞(R). Here we modify the proof slightly so as to be able to handle any
interval I.
Theorem B. Suppose that µM <∞. Then there exists a canonical, continuous embedding
α : W pM →֒ C
∞(I).
In [BW14] we show that at least some growth restriction on the supremum norm of the
derivatives in the spirit of (0.2) is necessary. Indeed, we show that the completion W pM does
not actually depend that much on the weight sequence. As long as M is a sequence of
positive numbers one can always embed Lp into W pM.
From the investigations made in this paper, it is a short step to sharpen the results from
[BW14] to obtain the following, which is our second and last main result.
Theorem C. For any sequence M of positive numbers, the space W pM satisfies
W
p
M
∼= Lp ⊕W
p
M1
,
where M1 is the shifted sequence M1 = {Mn+1}.
Structure of the paper. In Section 1 we will collect material that is to be regarded
as folklore and material that has appeared elsewhere, which will be needed in subsequent
sections. We begin with a discussion of basic properties of Lp-spaces for small exponents
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and continue with the definitions and basic facts about the Sobolev spaces W k,p and the
Carleman-Sobolev classes W pM. This is followed by a discussion regarding which weight
sequences M we wish to consider. The main method of approximation used here will be
described in Section 1.4.
In Section 2 we will introduce new tools in the study of Carleman-Sobolev classes that
enables us to prove Theorem A. The main new ingredient is Lemma ?? in Section ??.
Section 3.1 is devoted to constructing a retraction Lp →֒ W pM of the canonical mapping
W pM → L
p. That is, a bounded linear injection that embeds Lp into the space W pM which is
right-inverse to α. The work in Section 3.1 thus puts the state of affairs forW pM in agreement
with what is already known for W pM due to results in [BW14]. This enables us to use ideas
from [Pee75] and [Wen14] to prove our two main results simultaneously in Section 3.
The paper ends with some concluding remarks in Section 4, in which we discuss to
what extent the problem of characterizing Carleman-Sobolev classes and Sobolev spaces
for summability exponents p with 0 < p < 1 is solved.
Acknowledgements. The author wishes to express his sincerest gratitude to Gustav Behm
for many inspiring discussions, and to Håkan Hedenmalm for very valuable insights and for
suggesting this research topic from the beginning. It was Håkan who realized that the
requirements (0.2) and (0.3) could ensure an embedding of W pM into C
∞, and conjectured
that violating (0.3) should in some sense bring about an independence of derivatives which
we finally prove here, in the setting of regular weight sequences.
1. Preliminaries
1.1. The spaces. For p > 0 we consider the space Lp of Lebesgue measurable functions u
such that the expression
‖u‖p =
(∫
R
|u(x)|p dx
)1/p
is finite. For any p in this range the space Lp is a complete metric space. For p ≥ 1 the
expression ‖·‖p is a norm, and L
p is a Banach space. For those exponents with 0 < p < 1,
however, the triangle inequality fails. What we have is a quasi-triangle inequality
‖u+ v‖p ≤ K
(
‖u‖p + ‖v‖p
)
, u, v ∈ Lp
for someK > 1making Lp into a quasi-Banach space. Although the usual triangle inequality
fails in this setting, a slightly different version survives. What we have at our disposal is the
inequality
(1.1) ‖u+ v‖pp ≤ ‖u‖
p
p + ‖v‖
p
p , u, v ∈ L
p.
This we will find especially useful when we wish to apply it iteratively to bound norms of
large sums of functions.
Let us fix a number p with 0 < p < 1. In order to simplify notation we set q = 1− p. We
will consider Sobolev-type spaces for small exponents.
We start off by recalling some definitions of classical Sobolev spaces. In the usual case
when p ≥ 1 one often defines the Sobolev space W k,p(Ω) on a domain Ω ⊆ Rn as the
collection of all u ∈ Lp(Ω) such that all their distributional derivatives up to order k also
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belong to Lp(Ω). Another way to go at this is to define a space, denoted Hk,p(Ω), as the
abstract completion of smooth functions with respect to the Sobolev norm
‖u‖k,p =
(
‖u‖pp + ‖u
′‖pp + . . . + ‖u
(k)‖pp
)1/p
.
These definitions turn out to be equivalent, which is the content of the famous paper [MS64]
with the pithy title H = W .
The multitude of equivalent definitions that one is allowed to choose from in the classical
settings disappears when 0 < p < 1. First of all, one cannot even expect that all definitions
generalize properly, and if they do they need not be equivalent anymore. In [Pee75] Peetre
chooses to define the Sobolev spacesW k,p in the latter way. That is, as abstract completions
of a set of smooth functions with respect to the above Sobolev norm, which is more accurately
described as a quasi-norm for this class of exponents.
We shall work with similarly defined spaces, but we considered slightly different, weighted
versions of the quasi-norm taking into account derivatives of all orders.
Definition 1.1. Assume that M is a sequence of numbers greater than or equal to one.
We define the Carleman-Sobolev class W pM as the abstract completion with respect to the
norm (0.1) of the test class
S =
{
u ∈ C∞(R) : ‖u‖M <∞ and lim sup
n→∞
∥∥∥u(n)∥∥∥qn
∞
≤ 1
}
.
We shall also need the following spaces. They are not the main focus of this paper, but
illustrates well the consequences of the growth restriction (0.2).
Definition 1.2. We define the Carleman-Sobolev class W pM as the abstract completion with
respect to the norm (0.1) of the test class
C = {u ∈ C∞(R) : ‖u‖M <∞} .
Both these classes obviously depend on the exponent p and the weight sequence M.
We admit that the growth restriction (0.2) might appear to be taken from thin air.
However, if one wants things to be at all different from the case of W k,p for finite k, we
will see that we need at least some such restriction. That is, the space W pM behaves much
like Peetre’s W k,p no matter which weight sequence M one considers. That it is so follows
partly from [BW14, Theorem 3.2], and partly from Theorem C of this paper. To understand
what the motivation is for formulating the growth restriction in exactly this way, we advise
the reader to study the simple proof of [BW14, Proposition 2.1], originally due to Håkan
Hedenmalm.
1.2. Required regularity of M. The result [BW14, Theorem 3.1] serves to provide a
converse to [BW14, Theorem 2.1], that is, Theorem B here. The idea is that there should be
a phase transition such that W pM is very small when (0.3) holds while being very big when
(0.3) fails. To prove this we needed to put some regularity assumptions on M.
It seems like the phase transition occurs when logM is comparable to the sequence {q−k}.
Indeed, taking the logarithm of µM =∞ we find that it is equivalent to the statement that
the sequence qn logMn is not in ℓ
1. A simple way to ensure that this is the case, is if
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qn logMn is bounded from below, i.e. that logMn is eventually bigger than Cq
−k for some
constant C > 0. In this case, no further regularity is needed.
When qn logMn fails to be in ℓ
1 for some other reason, we will need three regularity
assumptions. The most basic is logarithmic convexity ofM. Moreover, we need convergence
of the sequence {qn logMn}. This is actually a bit stronger than what is necessary. What
is needed is that lim sup qn logMn < ∞ if lim inf q
n logMn = 0. The second regularity
assumption says that M cannot have polynomial growth. This seems natural to expect,
since if
lim sup
n→∞
logMn
P (n)
<∞
for some polynomial P , then µM < ∞ automatically follows, contrary to our assumption.
Therefore we consider it a kind of regularity to assume that also
lim inf
n→∞
logMn
P (n)
=∞.
Actually, we only need the weaker assumption that the above holds for P (n) = n2. We
summarize this in the following definition.
Definition 1.3. We say that M is p-regular if either
lim inf
n→∞
qn logMn > 0
or
(i) The sequence M is logarithmically convex,
(ii) The limit lim qn logMn exists,
(iii) It holds that
lim inf
n→∞
logMn
n2
=∞.
We will need the following result, connected to the third requirement for p-regularity.
Proposition 1.4. Let P denote a polynomial, and assume that the condition (iii) above
holds. Then we have that
eP (n)
Mpn
→ 0, n→∞.
Proof. Let ε > 0. Next choose a polynomial Q(n) = An2 such that eP (n)/eQ(n) < ε for all
n ≥ 0. By condition (iii) we can find a n0 > 0 such that whenever n ≥ n0 it holds that
logMn/n
2 ≥ p−1A, and thus logMn ≥ p
−1Q(n). It follows that
eP (n)
Mpn
≤
eP (n)
ep−1Q(n)p
=
eP (n)
eQ(n)
< ε, n ≥ n0.
Since ε was arbitrary, the result follows. 
For future reference we note that p-regularity is stable with respect to shifts of the sequence
M, since they mainly concern asymptotic behavior. IfM satisfies µM =∞ and is p-regular,
the same will thus hold for M1, and by induction for Mi = {Mi+n} for any i ≥ 0.
It is also interesting to note that if M is p-regular and µM =∞, it will also be r-regular
for 0 < r < p and satisfy a similar condition as (0.3) where q = 1−p is replaced by s = 1−r.
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1.3. Canonical mappings. Let f be an element of W pM. Then f can be represented as a
Cauchy sequence {fj} of functions fj ∈ SM in the norm ‖·‖M. That it is Cauchy in this
norm implies in particular that fj is Cauchy in L
p, so fj converges to some function. This
function will be unique and we denote it by αf . This defines a mapping
α : W pM → L
p
which is clearly linear and continuous.
Moreover, we shall need a kind of differentiation mapping, which we will denote by δ. If
M1 denotes the shifted weight sequence M1 = {Mn+1} it is clear that
sup
n≥0
∥∥∥f (n)j − f (n)k ∥∥∥
p
Mn+1
≤ ‖fj − fk‖M → 0.
It follows that if W pM1 denotes the completion of the test class S = SM1 corresponding to
M1 we can define a mapping by
δ :W pM →W
p
M1
{fj} 7→ {f
′
j}.
On the road towards a proof of our main results, we will need to construct a retraction β
of the canonical mapping α. That is, a canonical and continuous injection
β : Lp →֒W pM
satisfying α ◦ β = id. Moreover we will need it to satisfy δ ◦ β = 0.
All these mappings appeared in the setting of W k,p in [Pee75], and the way in which they
interplay will turn out to be exactly the same for W k,p, W pM and W
p
M when M is regular
and satisfies µM =∞.
1.4. Spline functions as convolutions. As mentioned above, we will need to construct a
retraction, or right inverse, to the mapping α. To do this, we shall for each function f ∈ Lp
find a Cauchy sequence of functions in S with respect to the M-norm such that fj → f
in Lp. Moreover we shall need the derivatives f ′j to vanish in W
p
M1
. The elements of S do
not, however, lend themselves to simple computation. For that reason we shall restrict our
attention to a smaller class of functions, about which we have more knowledge.
We will be concerned with a class of functions given by infinite convolution of multiples
of characteristic functions on intervals. These were investigated in previous work, for more
details we refer to [BW14, Section 3.1].
We consider a decreasing sequence a = {an} of positive numbers and let
ua,n(x) = Ha0 ∗Ha1 ∗ . . . ∗Han(x), x ∈ R
where
Han(x) =
1
an
χ[0,an](x), x ∈ R.
The function ua,n will turn out to be C
n
0,+, that is, un ∈ C
n−1
0 and the n:th derivative, taken
in the distributional sense, will be piecewise continuous and compactly supported. We then
set
(1.2) ua(x) = lim
n→∞
un(x) = lim
n→∞
Ha0 ∗Ha1 ∗ . . . ∗Han(x), x ∈ R
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and obtain a function ua ∈ C
∞
0 (R). This limiting process will work fine if a ∈ ℓ
1, see [Hör90,
Theorem 1.3.5].
The functions ua are much easier to handle than the general element of S. However, we
can do even better. In the following section we will recall a result in [BW14] that actually
allows us to do many of the computations on the top derivatives u
(n)
a,n instead of on the
derivative u
(n)
a . The graph of u
(n)
a,n has the shape of a finite number of rectangles, and if {an}
satisfies a further condition these rectangles will be disjoint and of equal hight, coinciding
with the supremum of u
(n)
a . Using this we can estimate Lp-norms of u
(n)
a effectively in terms
of the numbers {an}. The condition which guarantees this latter fact is the following:
(1.3)
∑
j>k
aj ≤ (1− c)ak.
We want to work with a subset IM ⊂ SM of function of this type. To be sure that ua
lies in the class SM we will need to have control on the M-norm and to require that (1.4)
holds. In terms of the sequence a the latter is to say that
(1.4) lim sup
n→∞
(
1
a0a1 · · · an
)qn
≤ 1.
What we will verify in practice is actually the following which is equivalent to (1.4), as is
seen by taking logarithms.
(1.5) lim sup
n→∞
qn
n∑
j=0
− log aj ≤ 0.
We finally define IM as the set
IM =
{
ua : ‖ua‖M <∞, a ∈ ℓ
1 is decreasing and satisfies (1.3) and (1.4)
}
.
It is an immediate consequence of the definition that IM ⊂ SM.
As already mentioned, these functions were studied in [BW14]. We recall the following
proposition from there which will be of utmost importance later on.
Proposition 1.5. Let a = {aj} denote a sequence satisfying (1.3). Then∥∥∥u(n)a ∥∥∥
∞
=
∥∥∥u(n)a,n∥∥∥
∞
=
1
a0a1 · · · an
, n ≥ 0,
and we have the estimate
(1.6)
∥∥∥u(n)a (x)∥∥∥
p
≤ (2− c)1/p
∥∥∥u(n)a,n∥∥∥
p
= (2− c)1/p
2n/pa
1/p
n
a0 · . . . · an
, n ≥ 0,
where c is the constant 0 < c < 1 from (1.3).
We actually have a reversed inequality as well. This will not be used, but it suggests that
we do not lose so much when passing to ua,n instead of ua. If c again denotes the constant
in (1.3) it holds that ∥∥∥u(n)a ∥∥∥
p
≥ (1− c)1/p
∥∥∥u(n)a,n∥∥∥
p
.
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2. Multipliers on Infinite convolutions
Our goal is, since time immemorial, to find estimates. More specifically estimates for
p-norms of functions ua ∈ IM. Our starting point is the following result from [BW14].
Proposition 2.1. IfM is p-regular, and µM =∞ then there exists sequences aj = {aj,k}k≥0
such that suppuaj → {0} as j →∞, uaj satisfies (1.4) and
(2.1)
∥∥∥u(n)aj
∥∥∥
p
≤ eP (n)M qn, n ≥ 0,
where P is a second degree polynomial with positive leading coefficient.
Proof. It is from this statement that [BW14, Theorem 3.3] follows. 
2.1. Existence of mollifiers. The following theorem, guaranteeing the existence of molli-
fiers with very good convergence properties, will be one of our main tools.
Theorem 2.2. Assume that M is p-regular and satisfies µM = ∞. For any ε > 0 there
exists a mollifier v ∈ S such that∫
R
v dx = 1, supp v ⊂ [0, ε], ‖v‖M < ε.
A very similar result for the class C instead of S is found in [BW14], and was by employing
that result a retraction β : Lp →֒ W pM of α could be constructed. This suggests that we are
in a good position to do the same for the space W pM. This will be done fairly succinctly in
Subsection 3.1. We postpone the proof until the end of the next subsection.
2.2. Look at another sequence. We prove Theorem 2.2 mainly by using Proposition 2.1,
as promised. However, applying it directly to the sequence M will not give us all we need.
The following result, however, shows that this fact poses no problem.
Lemma 2.3. Let P be any second degree polynomial with positive leading coefficient. If M
is p-regular, then there exists a p-regular minorant N to M such that
(2.2)
eP (n)N qn
Mn
< ε, n ≥ 0.
Proof. The tail is taken care of by Proposition 1.4, that is for all n ≥ n0 for some n0 we
have
eP (n)
Mpn
< ε.
We can then find finitely many Nn for 0 ≤ n < n0 such that they are log-convex for these
n, and satisfies
eP (n)N qn
Mn
< ε.
Next, due to the log-convexity of M we have enough regularity to be able to find a straight
line connecting the point (n0, logNn0) to (n1, logMn1) for some n1 > n0, in such a way that
the slope of logMn is greater than the slope of the line at n1. Let logNn be defined for
n0 ≤ n < n1 by this line, and then let Nn = Mn for n ≥ n1. It is clear that N is log-convex,
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it satisfies the required estimate for all n. Indeed, small and large values are already taken
care of, and for n0 ≤ n < n1 we have
eP (n)N qn
Mn
≤
eP (n)M qn
Mn
=
eP (n)
Mpn
< ε.
It is clear that all other properties required for p-regularity of N are inherited. 
We recall that our goal is to construct functions with integral equal to one, while having
very small support and small M-norm. When we apply Proposition 2.1 directly to the
sequenceM, we end up with a family of functions whose norms are uniformly bounded, and
where the Lp-norms of high derivatives are just as we want them. The supports tend to be
fine as well. However, using the following proposition we can get all the way.
Now for the proof of our main result in this section.
Proof of Theorem 2.2. Let N be the p-regular minorant to M for which the estimate (2.2)
holds for a specified second degree polynomial P (the interested reader can consult the proof
of Lemma 3.4 in [BW14]), guaranteed to exist by Lemma 2.3. Apply next Proposition 2.1
to the sequence N . We get a family of functions uj such that the support of uj tends to {0}
and such that ∥∥∥u(n)j ∥∥∥
p
≤ eP (n)N qn.
Let j be big enough for suppuj ⊆ [0, ε] to hold, and set v = uj . Then
‖v‖M = sup
n≥0
∥∥∥u(n)j ∥∥∥
p
Mn
≤ sup
n≥0
eP (n)N qn
Mn
< ε,
by (2.2). The function v has integral one, by construction, so the result follows. 
3. Independence of derivatives
In this section we aim for a proof of our main results, Theorems A and C. Theese proofs
are alomost identical, so we will find it enough to prove the harder result - Theorem A. The
outline will follow that of [Pee75, Corollary 4.1]. The first part can be found in [Pee75], but
there seems to be something missing there (mainly, surjectivity of δ). For the remainder
of the proof we refer to [Wen14]. The idea is that W pM splits as a direct sum imα ⊕ im δ
since derivatives will be independent, and these mappings are surjective onto their respective
co-domains.
3.1. Construction of a retraction using mollifiers. We will begin by studying the
canonical mapping β : Lp → W pM, which will be linear, continuous and injective and further-
more will turn out to satisfy
α ◦ β = id, and δ ◦ β = 0.
The idea is that for any Lp-function f we shall find a Cauchy sequence {fj} ∈ W
p
M such
that fj → f in L
p, but {f ′j} = 0 in W
p
M1
. The method of approximation we will use
is convolution by the mollifiers constructed in Theorem 2.2. What follows is basically a
restatement of Subsection 3.3 from [BW14], where a similar result was proven for W pM.
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We begin with a lemma that immediately takes us much closer to be able to approximate
Lp functions with Cauchy-sequences in S.
Lemma 3.1. Assume µM =∞ and that M is p-regular. Let f denote a step function
f(x) =
∑
k≤N
ckχ[ak ,bk](x), x ∈ R.
Then there exists u = {uj} in W
p
M, that is a Cauchy-sequence of functions in S, such that
uj → f as j →∞ in L
p such that δu = 0.
Proof. Let {εj} be a sequence decreasing to zero and construct for each εj a function vj by
applying Theorem 2.2 to the space W pM1 . Set
uj(x) =
∑
k≤N
ckvj ∗ χ[ak,bk](x), x ∈ R.
It is clear that u = {uj} lies in W
p
M and that it has the desire properties. For details, see
the proofs of [BW14, Lemma 3.8 and 3.9]. 
From this it is a matter if verifying some simple properties to obtain the following.
Proposition 3.2. If µM =∞ and M is p-regular, there exists a canonical, linear, contin-
uous and injective retraction β : Lp →W pM such that
α ◦ β = id and δ ◦ β = 0.
Proof. For a step function f we construct βf = {uj} with the desired properties by the
previous proposition.
If f ∈ Lp there will exist a sequence {fj} of step functions that converges to f . Now, for
each such we let {uj,k}k≥0 be a representative of βfj. Thus
‖uj,k − fj‖p → 0 and
∥∥u′j,k∥∥M1 → 0, k →∞.
For each j we let k = k(j) be big enough for both the above quantities to be dominated by
j−1 and set vj = uj,k(j). Then let βf = {vj}.
It is clear that each vj lies in S, and we have
‖vj − vk‖M ≤ K
(
‖vj − vk‖p +
∥∥v′j − v′k∥∥M1
)
.
It is vj tends to zero in W
p
M1
, and we have
‖vj − vk‖
p
p ≤ ‖vj − fj‖
p
p + ‖fj − fk‖
p
p + ‖vk − fk‖
p
p
which tends to zero by construction of vj and by the fact that {fj} is Cauchy in L
p.
Thus βf is an element of W pM. Moreover, it is clear that vj → f in L
p. What remains
to be verified is that the mapping is well-defined, continuous, linear and that it behaves as
it should with respect to α and δ. That it is continuous and linear is evident. That it is
well-defined is also clear. Indeed, the only choices involved are the choices of the sequences
fj and uj,k. Had one taken another sequences {f˜j} and other approximating sequences u˜j
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one would have gotten another sequence v˜j for βf . However, {v˜
′
j} would still be zero as an
element of W pM1 and we would still have
‖v˜j − f‖
p
p ≤
∥∥∥v˜j − f˜k∥∥∥p
p
+
∥∥∥f˜j − f∥∥∥p
p
→ 0, j →∞.
Thus {vj} and {v˜j} are equivalent. Lastly we note that by these calculations we immediately
get
α ◦ βf = α{vj} = f
and
δ ◦ βf = δ{vj} = {v
′
j} = 0.
Thus the result is proven. 
3.2. The differentiation mapping δ. In this section we shall translate ideas from [Pee75]
and [Wen14] to prove our main results. We have already constructed the essential retraction
β, and will soon be in a good position to do remaining parts of the proof fairly transparently.
First we need another proposition concerning properties of the mapping δ.
For each i ≥ 0 we denote by Mi the shifted sequence Mi = {Mi+n}
∞
n=0. Usually we will
drop the index zero and denote M0 by M, as before.
For this mapping we have the following proposition, which is perfectly analogous to
Lemma 3.3 in [Wen14]. Since it is perhaps not obvious form the start that the proof carries
through, we choose to write it down here as well.
Proposition 3.3. Assume µM = ∞ and that M is p-regular. Then δ, seen as a mapping
either W pM →W
p
M1
or δ : W pM → W
∞,p
M1
is surjective and satisfies
ker δ = imβ.
Proof. For any given g ∈W pM1 we are to find an element f ∈W
p
M such that δf = g. To do
this, one is tempted to consider a representative {gj} of g, find a primitive fj to each gj and
hope that f = {fj} will do the trick. However, there are a couple of obstacles. The first is
that if one would define fj(x) as an integral of gj over (−∞, x), then nothing is to stop fj
from being non-zero and constant outside the support of gj . Even if that is fixed, so that fj
will surely belong to Lp for each fixed j, there is nothing to force {fj} to be Cauchy in L
p.
To overcome the first obstacle we will replace first g with a function g˜ such that g˜ has
mean zero but represents the same element in W pM1 . We then define uj as the primitive of
g˜j in the above canonical way. To remedy the second problem of convergence in L
p we use
the mapping β to lift each uj to some function u˜j ∈ W
p
M which is very close to uj in the
Lp-sense, while having negligible derivatives. By letting f˜j = uj − u˜j we obtain an element
which is mapped to g under δ.
More precicely, we represent g ∈ W pM1 by a Cauchy sequence {gj} of functions in SM.
We then let
g˜j = gj −
(∫
R
gj(t) dt
)
· ψj , j ≥ 1
where ψj ∈ SM1 are such that
∫
ψj = 1 and ‖gj‖1 ‖ψj‖M1 → 0 as j → ∞. That such ψj
can be constructed follows from Theorem 2.2. It is clear that g˜j ∈ SM1 and that
∫
g˜j = 0.
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To see that {gj} represents the same element as {gj} we just observe that
‖gj − g˜j‖M1 =
∥∥∥∥
(∫
R
gj(t) dt
)
ψj
∥∥∥∥
M1
≤ ‖gj‖1 ‖ψj‖M1
which tends to zero by construction.
Now define a sequence {uj} by setting for each j ≥ 1
uj(x) =
∫ x
−∞
g˜j(t) dt, x ∈ R.
Since each uj ∈ L
p, we can consider βuj ∈ W
p
M, where β is the retraction from Proposi-
tion 3.2. If βuj has a representative {vj,n}n≥0, the vj,n will be elements of SM such that
vj,n tends to uj in L
p while v′j,n tends to zero in W
p
M1
as n→∞. For each j we can find a
large enough n = n(j) such that
max
{∥∥uj − vj,n(j)∥∥p
M0
,
∥∥∥v′j,n(j)∥∥∥
M1
}
≤ j−1.
Now set u˜j = vj,n(j) for such an n(j), and define f = {fj} by setting
fj = uj − u˜j , j ≥ 1.
Recall that we need to check that f ∈ W pM and that δf = g. To do this we observe that
fj ∈ S since it is a linear combination of elements in S, and that
‖fj − fk‖M = max
{
‖fj − fk‖p
M0
,
∥∥f ′j − f ′k∥∥M1
}
.
Both quantities within brackets turn to zero. That it holds for the leftmost expression
follows from the fact that ‖fj‖p = ‖uj − u˜j‖p /M0 < j
−1. That the second expression tends
to zero follows since∥∥f ′j − f ′k∥∥M1 ≤ K
(∥∥u′j − u′k∥∥M1 + ∥∥u˜′j − u˜′k∥∥M1
)
≤ K
(
‖g˜j − g˜k‖M1 +Kmax{j
−1, k−1}
)
and the rightmost expression clearily tends to zero, since {g˜j} is Cauchy in W
p
M1
.
Lastly, take {g˜j} as a representative of g and observe that∥∥g˜j − f ′j∥∥M1 = ∥∥g˜j − u′j + u˜j∥∥M1 = ∥∥g˜j − g˜j + u˜′j∥∥M1 → 0, j →∞.
Thus δf = g, and the proof is complete for W pM.
That it holds for W pM is proven in exactly the same way. The only modifications needed
concern which references to use. Instead of Theorem 2.2 one will have to refer to the
corresponding result for W pM in [BW14], which is Lemma 3.7. The result corresponding to
Proposition 3.2 is [BW14, Theorem 3.6]. 
3.3. Adaptation of Peetre’s proof scheme.
Proof of Theorems A and C. We will present the proof for the space W pM, that is, we will
prove Theorem A. The proof of Theorem C is perfectly analogous.
We will prove the theorem by explicitly giving the isomorphism. It will be given by
ϕu = (αu, δu), u ∈W pM.
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It is clear that ϕ is linear and continuous. Recall that we can calculate the norm of u ∈W pM
as
‖u‖M = max
{
‖αu‖p , ‖δu‖M1
}
.
Thus ϕ is immediately seen to be injective; if ϕu = (0, 0) then both the quantities αu and
δu must be zero, so ‖u‖M = 0.
What remains is to show that it is also surjective. To accomplish this we pick an element
(g, h) ∈ Lp ⊕W pM1 and set out to find an f ∈W
p
M such that ϕf = (g, h). By the surjectivity
of δ to find an element f0 ∈ W
p
M such that δf0 = h. We next perturb f0 by an element in
imβ, so that the image under δ will not change, by setting f = f0 − β(αf0 − g). For this
function we immediately get
αf = αf0 − α ◦ β(αf0 − g) = αf0 − αf0 + g = g
and since δ ◦ β = 0 we get
δf = δf0 − δ ◦ β(αf0 − g) = δf0 = h.
Thus ϕ is an isomorphism of topological vector spaces, and the proof is complete. 
4. Concluding remarks
In [Pee75] Jaak Peetre initiated the studies of Sobolev spaces, defined as abstract com-
pletions of sets of smooth functions with respect to the Sobolev norm, for small exponents.
Following an observation by Hedenmalm, the author and Gustav Behm proceeded to inves-
tigate similar spaces in [BW14]. During that work it became clear that both the distinction
between the cases µM < ∞ and µM = ∞, and the growth restriction (0.2) are immensely
important for the structure of the spaces W pM and W
p
M.
In that paper we conjectured that Theorem A should be true under some regularity
assumptions on M. That is, there is kind of a phase transition as µM shifts from finite to
infinite. At that point we had proven that this condition differentiates between whether it
is possible to embed W pM into C
∞(R) or not, but it was still possible that the space W pM
was not isomorphic to Lp ⊕W pN for some other sequence N with similar properties as our
original M, even though µM = ∞. Here we show that at least when M is regular, this
isomorphism holds.
Regarding the regularity, the techniques here do not seem to allow for any substantial
improvements. They are needed when constructing the mollifiers v in Theorem 2.2. The un-
derlying construction is not presented here, but in brief what happens is that one constructs
a function va by infinite convolutions of functions of the type a
−1
j χ[0,aj ] for some sequence
a = {aj}. The function va will have small norm if a decays fast to zero, but that will also
make the supremum norm of v
(n)
a grow large fast as n increases. Thus in the presence of the
condition (0.2), one has to get the decay just right. In [BW14] this is done to some extent
using the regularity ofM and the assumption µM =∞ very explicitly. Using the machinery
from Section 2 we manage to bend the sequence a into another sequence b so that it is more
optimal in the sense that the norm ‖vb‖M is small, while the supremum norms will not start
to grow too quickly so as to violate (1.4). It’s hence the construction of va that would have
to be different in order for us to be able to drop some regularity assumptions.
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The rest of the proof scheme seems like it would survive. That is, if one manages to
construct mollifiers with arbitrarily small norm and support one could apply the machinery
from Section 3 without change, and the multipliers on convolutions will probably still work
fine.
Modulo this uncertainty, the author considers the problem presented to be solved. How-
ever, there are some issues that are related, which are not yet understood. Here we start
out with a class defined by removing some C∞0 -functions that are in some sense too big,
and then we close everything up in our norm. Another way to go at it would be to start
with a smaller class for which we know that these requirements are fulfilled. Then we would
certainly get a smaller space, but for some classes perhaps this is not strict? For example we
could consider the completion of IM, since it is those functions we employ to approximate
Lp-functins by the mapping β. However, if we instead consider the unit circle T, a more
natural example is perhaps the space of trigonometric polynomials. These will certainly
belong to SM for any decent M. We thus ask the following question.
Question. Denote by TP the space of trigonometric polynomials on [0, 2π], and let M
denote a weight sequence for which µM =∞. What is the abstract completion of TP with
respect to the norm ‖·‖M?
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