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We study the dynamics of a Bose-Einstein condensate trapped circumferentially on a ring, and
which is governed by an interacting gauge theory. We show that the associated density-dependent
gauge potential and concomitant current nonlinearity permits a ground state in the form of a rotating
chiral bright soliton. This chiral soliton is constrained to move in one direction by virtue of the
current nonlinearity, and represents a time crystal in the same vein as Wilczek’s original proposal.
Introduction. A time crystal, a term first coined by
Shapere and Wilczek [1, 2], is a time-periodic self orga-
nized state of a many-body system which constitutes its
ground state. The original proposal for a quantum time
crystal by Wilczek sparked an intense debate whether
time crystals can exist or not, and arguments for and
against were put forward [3–6]. In particular, start-
ing from a very general system Hamiltonian Bruno [3]
advanced no-go theorems that would seem to rule out
Wilczek’s initial proposal for a quantum time crystal.
This initial proposal was based on the mean field nonlin-
ear Schro¨dinger equation for a system of bosons with at-
tractive interactions trapped circumferentially on a ring
and that is threaded by a flux tube. For large enough
interactions and zero flux the ground state can be well
approximated by a bright soliton, so that as the flux is in-
creased adiabatically, yielding a time-dependent flux and
associated magnetic field, the bright soliton can be set in
angular motion. If the system remains in the ground
state as the flux is increased the rotating bright soli-
ton will then be a realization of a quantum time crystal.
Bruno showed that the rotating bright soliton so obtained
is not the ground state but is rather a state with constant
density and varying phase around the ring. In spite of
the above discussion there has been a proliferation of the-
oretical proposals and experimental realizations of quan-
tum time crystals that circumvent the physical assump-
tions underlying no-go theorems [3–5]. One possibility is
to use discrete and driven Floquet type systems which
show dynamics that are not directly defined by the driv-
ing frequency [7–9], and this type of time crystal has been
experimentally realized [10, 11]. Another approach is to
use excited states as a resource for realizing time crystals
[12]. For a comprehensive review of time crystals we refer
the reader to Ref. [13].
In this paper we show that an atomic Bose-Einstein
Condensate (BEC) which is trapped circumferentially on
a ring and is governed by an interacting gauge theory
can have bright soliton solutions which are chiral, i.e.
the soliton can move only in one direction and is the
ground state. These chiral solitons thus represent quan-
tum time crystals in the same vein as Wilczek’s original
proposal. Whilst an atomic BEC is neutral and does
not behave as a gas of charged particles in a magnetic
field, it is well established that a synthetic magnetic field
can be created by coupling suitably chosen laser fields to
the electronic atomic states leading the BEC to acquire
an effective charge. This approach evades the radiative
losses associated with using actual charged particles [2].
The net result is an equation of motion for the BEC
which includes a gauge potential determined by the ap-
plied laser parameters. Normally this gauge potential is
static, meaning that it depends only on the external laser
parameters, and that there is no back-action between the
dynamics of the BEC and the gauge potential. For such
a back-action to be present we need an interacting gauge
theory. As shown recently, this can be achieved by allow-
ing for collisionally-induced detunings in the light-matter
coupled system and leading to a density-dependent and
hence nonlinear gauge potential. This density-dependent
gauge potential constitutes an interacting gauge theory
and goes beyond the assumptions made in Bruno’s no-go
theorems, and in particular allows for chiral solitons as a
realization of quantum time crystals.
The interacting gauge theory. We consider the simple
setup with a BEC composed of N two-level atoms with
internal states |1〉 and |2〉, which are coupled by a single
laser beam. The light-matter interaction is characterized
by three parameters: the Rabi frequency ω which charac-
terizes the strength of the coupling, the phase φ(r) of the
laser beam at the position r of the atom, and the detun-
ing ∆ of the laser frequency from the atomic resonance.
Then in the {|1〉, |2〉} basis the single-atom light-matter
interaction is described by the operator
U =
~
2
(
∆ ωe−iφ(r)
ωeiφ(r) −∆
)
, (1)
where ω and ∆ can depend on r. By preparing the atoms
in one of the dressed states, i.e. eigenstates of the opera-
tor in Eq.(1), which we label as {|+〉, |−〉}, and adiabat-
ically eliminating the dynamics of the other component,
the effective single particle Hamiltonian contains effective
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2vector and scalar potentials [14]
A±(r) = −~
2
(
1∓ ∆√
∆2 + ω2
)
∇φ, (2)
W±(r) =
~2
8m
[(
∇ tan−1
( ω
∆
))2
+
ω2
∆2 + ω2
(∇φ)2
]
.
(3)
In Ref. [15] it was shown how density-dependent gauge
potentials arise from collision-induced detuning. At low
temperatures, and in the mean field formalism, the s-
wave interaction is described by the operator
V = ~
2
(
∆1 0
0 ∆2
)
, (4)
where ~∆i = gi1ρ1 + gi2ρ2 for i = 1, 2. Here ρi = |ψi|2
is the density of the atoms in the state |i〉, and gij are
the coupling constants characterizing the strength of the
interaction in the different channels, with the correspond-
ing scattering lengths gij = 4pi~2aij/m. By comparing
Eq. (4) with (1), we see that ∆1 and ∆2 can be regarded
as effective detunings induced by the collisional shift of
the energy levels, and it follows that such collisions make
the potentials A and W density dependent.
We work in the weakly interacting limit, where the
strength of the atom-atom interaction is much smaller
than the characteristic energy of the laser-matter cou-
pling: ~∆i  ~Ω (i = 1, 2) where Ω =
√
ω2 + ∆2 is the
generalized Rabi frequency. In this limit, the interatomic
interaction can be treated as a small perturbation to the
light-atom interaction. Also, we work with the simplest
set-up, in which the laser field is perfectly resonant with
the atomic transition, so that ∆ = 0, and the Rabi fre-
quency is homogeneous in space. Then keeping terms up
to first-order the gauge potential becomes
A± = A(0) ± a1|Ψ±|2, (5)
with A(0) = −~2∇φ the single particle component of the
vector potential, and W = |A(0)|2/2m the scalar po-
tential, while the vector field a1 = ∇φ (g11 − g22)/8Ω
controls the strength of the first-order density-dependent
contribution to the vector potential.
By minimizing the Dirac-Frenkel action [16]
S± =
∫
dtdr Ψ∗±
(
i~
∂
∂t
−H±
)
Ψ± (6)
with respect to Ψ∗±, where
H± =
(p−A±)2
2m
+W +
g
2
|Ψ±|2 (7)
is the effective mean field Hamiltonian with g = (g11 +
g22 − 2g12)/4, we obtain the Gross-Pitaevskii equation
(GPE) for the order parameter
i~
∂Ψ±
∂t
=
[
(p−A±)2
2m
∓ a1 · j± +W + g|Ψ±|2
]
Ψ±,
(8)
with the current nonlinearity defined as
j± =
~
2mi
Ψ∗±
(
∇− i
~
A±
)
Ψ± + c.c. (9)
In the following we consider the (+) component of the
condensate, and hereafter drop the subscript in the quan-
tities defined above for brevity in notation.
To proceed we specialize to the one-dimensional case
and recast Eq. (8) as
i~
∂ψ
∂t
=
[
− ~
2
2m
∂2
∂x2
+W −2a1Nj(x)+gN |ψ|2
]
ψ, (10)
with spatial coordinate x, and current nonlinearity
j(x) =
~
2mi
(
ψ∗
∂ψ
∂x
− ψ∂ψ
∗
∂x
)
, (11)
which is arrived at by using the nonlinear transformation
Ψ (x, t) =
√
Nψ (x, t) e−i
φ
2 +
ia1
~
∫ x
∞ dx
′ |ψ(x′,t)|2 , (12)
where N is the number of atoms in the condensate. In
the literature, Eq. (10) is often referred to as a chiral non-
linear Schro¨dinger equation, which was originally studied
in the context of one-dimensional anyons [17].
In anticipation of looking for solitons that are moving
we introduce the Galilean transformation
ψ(x, t) = Φ(x′, t′)ei(mux
′+mu2t′/2)/~, (13)
where the stationary coordinates (x, t) and moving co-
ordinates (x′, t′) are related by the translations, x′ →
(x−ut) and t′ → t, with frame velocity u. The dynamics
of the condensate in the moving frame is then described
by the equation of motion
i~
∂Φ
∂t′
=
[
− ~
2
2m
∂2
∂x2
+W−2a1Nj(x′)+(g − 2a1u)N |Φ|2
]
Φ.
(14)
For simplicity in notation we hereafter explicitly drop
the prime notation and work in the moving frame unless
otherwise stated. The chiral bright soliton solutions of
Eq. (14) on the infinite line, with zero boundary condi-
tions on the wave function and its derivative at x = ±∞,
then admit the standard form Φ (x, t) = χ(x)e−iµt/~ for
g˜ = (g − 2a1u) < 0, with spatial profile
χ (x) =
1√
2b
1
cosh (x/b)
, (15)
the width b = −2~2/mg˜N , and chemical potential µ =
−mg˜2N2/8~2. In addition, both the width and chemical
potential of the soliton depend on the direction of motion
dictated by the sign of the velocity u, this being a result
of the breakdown of Galilean invariance of Eq. (10).
Rotating chiral solitons on a ring. Equation (14) rep-
resents an interacting gauge theory for the BEC on the
3infinite line with density-dependent gauge potentials and
associated current nonlinearity. Next we consider a ring
trap with radius R in which the atoms are tightly con-
fined in the radial direction and the dynamics is effec-
tively one-dimensional along the azimuthal direction θ,
see Fig. 1 for an illustration of this geometry. We may
apply Eq. (10) to this situation if we identify the co-
ordinate x as parametrizing the arc length around the
ring x = Rθ, with the caveat that periodic bound-
ary conditions must be applied to the wave function
ψ(x, t) = ψ(x+ 2piR, t), or ψ(θ, t) = ψ(θ+ 2pi, t): This is
in stark contrast to the boundary conditions at x = ±∞
applied to the bright soliton on the infinite line given in
Eq. (15). Our goal is to explore whether chiral solitons
obeying these periodic boundary conditions can attain
their ground state whilst being in a state of rotation. If
such chiral soliton solutions exist they are candidates for
realizing quantum time crystals.
For the gauge potential in Eq. (5) we choose an inci-
dent Laguerre-Gaussian (LG) laser beam with orbital an-
gular momentum ~q per photon where q = 0,±1,±2, . . ..
The gauge potential is then in the azimuthal θ-direction
where the zeroth-order contribution is given by A0 =
~q/(2R), and a1 = q(g11−g22)/8RΩ controls the strength
of the current nonlinearity, both of these depending on
the winding number q of the LG laser beam.
To highlight the general nature of our results we trans-
fer to dimensionless form by expressing all length scales
in units of the ring radius R, θ = x/R, time τ in units
of 2mR2/~, energy in units of ~2/2mR2, and replace
Φ(x, t) → ϕ(θ, τ). Then Eq. (14) for the dimensionless
order parameter, expressed in the frame rotating at (di-
mensionless) velocity u, becomes
i
∂ϕ(θ, τ)
∂τ
=
[
− ∂
2
∂θ2
− 2aj(ϕ) + g˜|ϕ|2
]
ϕ(θ, τ), (16)
with norm N = ∫ 2pi
0
dθ|ϕ(θ, τ)|2 = 1. Here the scaled
current nonlinearity is given by j(ϕ) = Im
[
ϕ∗ ∂ϕ∂θ
]
, where
the dimensionless constant a = a1N/~ characterizes the
strength of the current nonlinearity, and g˜ = (g − 2au)
is the dimensionless form of Ng˜. For the first-order ap-
proximation to the vector potential in Eq. (5) to be valid
then requires that |aq | = | (g11−g22)N/R4~Ω |  1.
We are interested in stationary solutions of Eq. (16) of
the form ϕ(θ, τ) = e−iβτχ(θ) where
βχ =
[
− d
2
dθ2
− 2aj(χ) + g˜|χ|2
]
χ, (17)
β being the scaled chemical potential. Analytic solu-
tions of Eq. (17) with periodic boundary conditions and
j = 0 are given in terms of Jacobi elliptic functions in
Refs. [18] and [19]. We have verified that for g˜ < 0
these Jacobi elliptic function solutions coincide with the
ground states found by numerically propagating Eq. (16)
FIG. 1: The tightly confined ring with radius R circumfer-
entially traps the Bose-Einstein condensate such that the dy-
namics is effectively one-dimensional along the azimuthal or
θ-direction. The chiral soliton of velocity u, indicated by the
yellow region, is only allowed to travel in one specific direction
given by the parameters of the current-nonlinearity.
in imaginary time starting from an initial narrow Gaus-
sian wavepacket that can have j 6= 0. For large enough
times the imaginary time propagation method relaxes to-
wards the ground state which is stable by virtue of hav-
ing the lowest chemical potential [20], and we found that
these have j = 0. The Jacobi elliptic function solutions
therefore represent rotating chiral solitons: In conjunc-
tion with the fact that these have j = 0, the periodic
boundary conditions for our ring geometry lead to quan-
tized scaled velocities and associated angular momenta.
This can be deduced by examining the spatially varying
term from the Galilean transformation in Eq. (13), such
that eimux/~ → eiuθ/2, where scaled variables appear on
the right-hand-side. Based on this we see that in order
for the associated wave functions to be single-valued we
require that u = 0,±1,±2, . . . be an even integer.
Figure 2 shows a color coded plot of the chiral soliton
density profile |χ(θ)|2 obtained from the numerical so-
lutions versus the angular variable θ and for a range of
values of g˜ < 0. We note that the chiral soliton density
profile is homogeneous for g˜ > −pi and becomes pro-
gressively more inhomogeneous for g˜ < −pi. This is in
accordance with the results of Kanamoto et al. [19] who
showed that a quantum phase transition from a homo-
geneous state towards a localized soliton state occurs at
g˜ = −pi as adapted to our notation. With reference to
Fig. 2 we note that as g˜ < −pi becomes more negative
the density profile becomes narrower than the 2pi angu-
lar extent of the ring. In this limit the density profile
approaches that of the bright soliton in Eq. (15) which
in our scaled units takes the form
χ(θ) =
1√
2b
1
cosh (θ/b)
, b =
4
|g˜| . (18)
Transforming back to the laboratory frame the stationary
solutions yield the scaled current j(θ, τ) = u2 |χ(θ−uτ)|2,
a localized and rotating current that could be observed.
The quantum time crystal. So far we have established
that rotating chiral solitons can arise from the interact-
ing gauge theory, but to claim that these can be used to
realize a quantum time crystal requires that such solitons
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FIG. 2: Color coded plot of the chiral soliton density pro-
file |χ(θ)|2 obtained from the numerical solutions versus the
angular variable θ and g˜.
can also be ground states of lowest energy under suitable
conditions. For this purpose we need to identify a suit-
able energy functional: In the rotating frame with j = 0
this functional is
E′ =
∫ 2pi
0
dθ
(∣∣∣∣dχdθ
∣∣∣∣2 + g˜2 |χ|4
)
. (19)
With this energy functional the time-independent
GPE (17) follows from extremizing the functional (E′ −
βN ) with respect to variation in χ∗. However, we need
the energy in the non-rotating lab frame, and for this
purpose we must account for the phase factor eiuθ/2 that
arises from the Galilean transformation. The energy in
the lab frame then becomes
E =
u2
4
+
∫ 2pi
0
dθ
(∣∣∣∣dχdθ
∣∣∣∣2 + g˜2 |χ|4
)
. (20)
Using the approximate chiral soliton solution in Eq. (18)
for g˜ < −pi, and integrating the energy over the infinite
line, and using the homogeneous solution for g˜ > −pi,
yields the approximation to the energy
E =
{
u2
4 − g˜
2
48 , g˜ < −pi
u2
4 +
g˜
4pi , g˜ > −pi.
(21)
For g˜ < −pi, so that a bright chiral soliton is formed, a
consequence of this form of the energy is that in order
to obtain an energy minimum with respect to the scaled
velocity u, with ∂
2E
∂u2 > 0, requires 0 < |a| <
√
3 = 1.732.
The energy minimum occurs then for umin = −
(
1
2
)
ag
3−a2 .
The key to realizing a quantum time crystal is to in-
clude g 6= 0 so that umin above can be non-zero. An
example is shown in Fig. 3(a) which shows the scaled
energy E versus scaled velocity u for a = 1.5 and g = −2
which yields umin = 2, one of the allowed quantized ve-
locities (the circles show the energy according to the ap-
proximate expression in Eq. (21)). Furthermore, for this
example g˜ = −8, so that the corresponding chiral soli-
ton is spatially localized, see Fig. (2). This provides an
explicit demonstration that our proposed system can be
used to produce a ground state that is a rotating and
bright chiral soliton, that is, a quantum time crystal.
More generally, for a given value of the parameter ′a′
and choice of u equal to one of the allowed quantized
values, the expression for umin can be used to calculate
the required value of g. If this also leads to g˜ < −pi then
a quantum time crystal will be realized, as long as the
parameters are within the limits of validity of the theory.
To illustrate the robustness of the rotating chiral soli-
ton above we used the phenomenological model for damp-
ing in an atomic BEC given in Ref. [21] to simulate the
formation of the quantum time crystal. In the rotating
frame the damped GPE generalizing Eq. (16) becomes
i
∂ϕ
∂τ
= (1 + iΛ)
[
− ∂
2
∂θ2
− 2aj(ϕ) + g˜|ϕ|2
]
ϕ, (22)
where Λ < 0 is inversely proportional to the (scaled)
relaxation time: This relaxation can arise, for example,
from the interaction between condensate and thermally
excited atoms. Figure 3(b) shows a color coded plot of
the time (τ) evolution of the probability density |ϕ(θ, τ)|2
for Λ = −0.05, and starting from a random initial con-
dition. Here we see that even for such an initial condi-
tion that is very far from the ground state, the solution
evolves in time τ towards the rotating chiral soliton (that
is stationary in the frame rotating at scaled velocity u).
Although not all-encompassing this simulation indicates
that precise initial conditions are not required to realize
the quantum time crystal.
Discussion. The results presented in this section
clearly show that a quantum time crystal can be realized
for our example of an atomic Bose-Einstein condensate
trapped circumferentially on a ring. This conclusion ap-
parently runs counter to previous no-go theorems, due
to Bruno [3], forbidding rotating and localized ground
states in a general setting. It therefore behooves us to
elucidate why the no-go theorems do not apply to our
system, and there are two ways to phrase this: First,
Bruno considered only the case of static gauge potentials,
whereas here we have an interacting gauge theory with
density-dependent potentials. Alternatively, Bruno ac-
counted for cubic nonlinearities as in the standard nonlin-
ear Schro¨dinger equation [22], but the interacting gauge
theory is naturally described by a derivative nonlinear
Schro¨dinger equation with current coupling [15]. For
these reasons the no-go theorems of Bruno do not apply
to our model and this allow for a quantum time crystal
close in spirit to Wilczek’s original proposal.
Conclusions. In summary, we have shown that a quan-
tum time crystals akin to those envisioned by Wilczek
can be realized using an interacting gauge theory for a
Bose-Einstein condensate of atoms on a ring. The key
new ingredient that has made this possible is the ap-
pearance of density-dependent gauge potentials that were
absent from previous considerations. This can also be
seen as a variant of the derivative nonlinear Schro¨dinger
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FIG. 3: (a) Numerically calculated scaled energy E versus
the scaled velocity u for a = 1.5 and g = −2, showing an
energy minimum for u = 2. The circles provide the approxi-
mate energy in Eq. (21) for the allowed quantized values of
the velocity u = 0,±2, . . .. (b) Color coded plot of the time
evolution of the probability density |ϕ(θ, τ)|2 for Λ = −0.05,
and starting from a random initial condition.
equation due to the current-nonlinearity. The corre-
sponding quantum many-body Hamiltonian also allows
for bound states, which provides an intriguing link be-
tween the mean-field and the fully quantum many-body
situation [23–25]. Furthermore, motivated by Refs. [26]
and [27] we anticipate that mean-field rotating chiral soli-
tons can emerge via the measurement process applied to
the many-body system even for finite atom number N,
without reliance on the thermodynamic limit that may
not apply to small atomic BECs. The experimental re-
alization of this proposal would constitute a new type of
quantum time crystal that does not rely on a discrete
system or use of an exited state to attain periodic time
variation.
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