However, it is straightforward to verify that there exist constants u1 > 0 and u2 > 0 such that we can write 01(1111(.)11; + ll.r(.)ll; + ~~llE~(.)ll;, and moreover, c0[11.1-011' + do + E:=, TJ,) 5 n[11.r011' + E,"=, d,]. Hence, by combining these inequalities with (4.14), it follows that 111((.)112 ' + ll.r(.) The following corollary is an immediate consequence of the above theorem.
I. INTRODUCTION
The problem of exact linearization of a nonlinear system using static state feedback was solved in [18] and [22] . It can be shown that this problem is linked with the classification of functions (or exact one-forms) with respect to their relative degree [8] . When the linearization problem can not be solved using static state feedback, it is appealing to try to solve it using dynamic state feedback. This note emphasizes the links between this new problem and the classification of (non necessarily exact) one-forms with respect to their relative degree. The dynamic feedback linearization problem was stated in its full generality for the first time in [6] : given a nonlinear control system 2: . ? = f ( s ) + g(s)7r
(1)
where .I-E R , 7( E R", find a dynamic compensator and an extended set of coordinates 2 = @(.r, E ) in which the extended system reads as a controllable linear one. Relying upon the differential geometric approach, sufficient conditions and necessary conditions have been given in [7] . In some particular cases, necessary and sufficient conditions are given there. A less general formulation of the dynamic linearization problem is as follows. Consider a nonlinear system where the output y = h ( s ) , E R"', has been specified.
If the system is right-invertible, it is always possible to construct a dynamic compensator in such a way that noninteracting control is achieved [lo] , [26] . The standard decoupling feedback provides also input-output linearization and if, in addition, the system has the property of having no zero dynamics, then it actually solves the dynamic linearization problem [19] , [21] . Thus, the existence of such an output function is a sufficient condition for dynamic linearizability .
In [12] , [13], and [24] , the notions of linearizing output and endogeneous feedback were introduced. A linearizing output is a system of functions p, of .r, U , iC,. . . , which are differentially Manuscript received February 5, 1993; revised September 15, 1993 and March 1, 1994 . The work of E. Aranda-Bricaire was supported by CONACYT and CINVESTAV-IPN, Mexico.
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J. It will be shown that to any nonlinear system, one can associate a so-called infinitesimal Brunovsky form which may be viewed as a time-varying Brunovsky form of the first-order approximation of Y [Ill. The construction of this Brunovsky form provides an accessibility criterion, as well as a generalization of linear Kronecker indices. This form singles out a family of m elements of the formal vector space of differential forms, and it is shown that a linearizing output exists if, and only if, this family can be transformed into a system of exact one-forms via some invertible transformation. A preliminary version of this work was presented in [28] , where the infinitesimal Brunovsky form was defined (it was called nonexact instead of infinitesimal), and was shown to provide a tool to characterize linearizing outputs in the sense of [12] , [13] , [24] . Let us also mention that a more "differential geometric" presentation of the present material may be found in [2] and [29] .
Section I1 is devoted to some preliminaries from [9] , and to a problem statement of dynamic linearization in terms of the infinite zero structure, as in [19] . The infinitesimal Brunovsky form is introduced in Section 111 with an algorithmic construction. An accessibility criterion is given which involves purely algebraic computations. In Section IV, existence of a linearizing output is characterized in terms of the infinitesimal Brunovsky form. The above theory is illustrated in Section V by the study of various particular cases. Concluding remarks are offered in Section VI. 
The number of zeros at infinity of order less than or equal to k, for 1 5 k 5 11, is IL: = span, {d.r, dy, . . . , dy'"}.
The infinite zero structure can be given either by the list { o k } or by the list { n : } of the orders of the zeros at infinity. I: is said to be (right) invertible if uTL = n?. Following [9] , one has the following. 
B. Dynamic Feedback Linearization Problem Statement
Any nonlinear system with outputs and which is right-invertible can be fully linearized whenever it has no zero dynamics, in the sense of the dynamics of the reduced inverse system [20] . Thus, the absence of zero dynamics is a sufficient condition for dynamic feedback linearization [19], [21] . This is equivalent to %n: = 17. This yields (more precisely) the following. 
Problem Statement I :

( 5 )
If such an output exists, it is called a linearizing output.
C. Differential Flatness
In [ 121, [13], and [24] , the notions of linearizing output, differential flatness, endogeneous and exogeneous feedback were introduced. In [I21 and [13] [15] show that flatness is in fact equivalent to dynamic linearizability without any restriction on the nature of compensators. 
THE INFINITESIMAL BRUNOVSKY FORM
It is clear that & 3 'Ho 3 'HI 3 'HZ 3 . . ., and that, at the first step, the above induction yields 'HI = span, {ds). The elements of ?-&+I are the one- 
(7)
,=I This system of equations has p k -p linearly independent solutions, p being the rank of the matrix ,I. Thus, dimHk+l = p1+1 = PI -p.
A basis of I&+I can be computed as
where (Xi,. . . , XJ,, ) are the p k + l independent solutions of (7). The algorithm stops after a finite number k* of steps when p = 0. In fact, it is not difficult to show that k* 5 11 -713 + 1. 2) Any nonzero one-form has finite relative degree.
Proposition 3.4 is one key result of this note since it allows the following construction which we then relate to linearizing outputs, if these exist. steps). The proof of point 2 is given in the Appendix.
R I <
3) 7-1, = ( 0 ) . The following (straightforward) corollary of Theorem 3.5 is the reason for the name infinitesimal Brunovsky form: the ~L ' S provide a basis of one-forms in which the first-order approximation of Y looks like a linear Brunovsky canonical form [ 111. If these forms were integrable, then they would yield a true Brunovsky canonical form for system S (for this reason, the term infinitesimal is preferred to "non-exact,'' used in [28] ). In any case, the integers T , are nice candidates for generalizing to nonlinear systems the notion of linear Kronecker controllability indices. where (1, J . b, , E K and [b,,] has an inverse in the ring of m x 711 matrices with entries in K.
C. The Infinitesimal Brunovsky Form
IV. MAIN RESULTS
A. Some Preliminaries
An Algebra of Polynomial Operators: (3) and (4), since exterior differentiation and time-differentiation commute, so that the notations of Section I1 may be adopted verbatim.
In particular, Lemma 2.1 is also valid for systems of one-forms. Proposition 4.2: Consider the system of m one-forms 12: = ( d~; . . , d~,~)~, and the polynomial matrix operator P E
where U is an integer large enough such that 1 2 and h belong to .Tu.
Proof: Suppose P has degree a. Straightforward computations show that Q(", for k 2 0, can be written.as a linear combination of the following form h(k) = RoR + R1R + . . . + Rn+,,12("+").
Thus, span, {12(k). k 2 0} span, {R('). k 2 0} and the result follows. 
B. The Results
Our main result is the following. It is an easy consequence of Theorem 3.5 and Proposition 4.2. . . . drrL )T is a system of one-forms characterized by Theorem 3.5.
Proof:
Necessity: Suppose y = h (s, U , . . . , U("-') ) is a linearizing output. Problem Statement 2 implies that E = J?. Theorem 3.5
implies that E = spanh {12(')), k 2 O}. Thus, there exist polynomial matrix operators P, CJ such that dy = Pf2 and i2 = Qdy. Clearly, PQ = 4P = I,,, and hence P is invertible. Moreover,
Sujjkiency: Let N = dim(.ru fl span,-{f$'), k 2 0}), = dim(,Yu n span, {<I('), k 2 0}), where 12 = P12. Theorem 3.5 implies that N = 11 + niv. Existence of the operator P implies lST 5 n7. Invertibiljty of P implies the existence of an operator 4 such that 12 = Qn, i.e., M 5 *V and hence N = N . The result follows because one can assume, without loss of generality, that Theorem 4.3 relates linearizing outputs, if they exist, to the set of differential one-forms built in Theorem 3.5 for arbitrary accessible systems. It provides an altemative way to tackle the problem of deciding whether linearizing outputs exist, i.e., whether a given system is linearizable by endogeneous dynamic feedback, by looking for an invertible matrix P meeting the above conditions. This does not provide a practically checkable criterion because the degree (in the operator d / d t ) of the matrix P is not known a priori, which prevents the condition of the theorem from being finitely checkable. By forcing P to have degree zero (i.e., to be an invertible matrix with entries in K ) , the problem is made finite, and one obtains the following sufficient condition.
Corollary 4.4: A sufficient condition for the existence of a system of linearizing outputs is that a system of one-forms 12 = The relative degrees of w1,. . . , w, coincide with the orders of the zeros at infinity of the linearizing outputs.
Proof: The Frobenius condition implies that there exists a basis composed of exact one-forms for the codistribution spanned by { i~l , .
. . , una}, and hence that there exists an invertible matrix (with The condition (8) is obviously finitely (and easily) checkable once some wz's have been constructed. It is of course not a necessary condition, and it should be noted that, in general, it depends on the choice of the ut's: some systems of one-forms statisfying the conditions of Theorem 3.5 may satisfy the Frobenius condition (8), whereas some others do not. Even for a linear system, a wrong choice of the one-forms L J~, . . . , L J ,~ prevents condition (8) from being satisfied. However, in many practical cases (see the proofs of the results in Section V or [28, Section 3.2] ), it is not difficult to round this difficulty and check whether (8) is met for one of the possible choices of the w,'s.
A way for bounding the degree of P is to look for linearizing outputs depending on s only, as illustrated by the following result. Proofi Sufficiency is obvious. Conversely, suppose that one of the polynomial elements of the matrix P( d / d t ) , say P,, ( d / d t ) has degree equal to r J . Thus, dh, contains a term which depends on du and that cannot be eliminated by the remaining terms since, by construction, all the w !~) are linearly independent. This is a contradiction.
Note that it is very easy to write down some similar criteria for the existence of linearizing outputs depending on s, U , and any finite number of time derivatives of 71. Such types of conditions as the ones given in Theorem 4.5 can be restated as existence of a finite number of functions-the coefficients of the polynomial entries of P-meeting some differential conditions, namely, d ( P R ) = 0 and P invertible. A possible way to avoid writing the relations on the entries of P for it to be invertible is to write P as a finite product of elementary invertible matrices and taking the coefficients of these elementary matrices as unknowns instead of the entries of P itself; this is exploited in [27] . Checking whether there exist some linearizing outputs depending on s, U , and any finite number of time derivatives of u therefore amounts to checking whether a finite set of PDE's in a finite number of unknown functions has a solution. This is not new since it is easy (although tedious) to write down the PDE's which have to be satisfied by the linearizing outputs themselves, if they are restricted to depend on s only. This is the underlying idea of the characterizations given in some particular cases (see, for instance, [25] ). We, however, believe that looking for the invertible matrix P once the U L ' S have been constructed is more natural and more tractable. This is illustrated by the very short proofs of the theorems of next section, which are known but usually not so natural to prove, and by results like the ones obtained in [28, Section 3.21, [27] , [3, Theorem 5.41, which work out some nontrivial particular cases. entries in K ) relating this basis to {&I,. . . , w n L } .
V. PARTICULAR CASES
In this section we recover some classical results using the infinitesimal Brunovsky form. H , = (0). Proofi 'HZ is generated by a single nonzero one-form i~1 which is orthogonal to the distribution spanned by the vector fields g1;..,gn-1, and thus can be chosen independent of 71.
wg , . . . , w n -1 can be chosen arbitrarily, linearly independent of AI} and belonging to spanh: {dr}: they can also be chosen independent of 71. Then, the differential forms dw, A w1 A The converse is obvious. feedback, and are integrable for a linear system.
VI. CONCLUSION
We have built a so-called infinitesimal Brunovsky form which exhibits m controllable blocks whose dimensions play the role of Kronecker controllability indices in the liner case. This extension to the nonlinear case is innovative since, to our best knowledge, it is the only available one with the property that the sum of these indices equals the dimension of the strong accessibility distribution. This result on nonlinear accessibility was used to derive a necessary and sufficient condition for existence of a linearizing output, and the early results in (either static or dynamic) feedback linearization have been shown to fit naturally in our formalism. Static feedback linearization was shown to be a matter of exact one-forms whereas dynamic feedback linearization is a matter of possibly nonexact one-forms. 
