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Cap´ıtulo 1
Introduccio´n
1.1. Historia y motivacio´n
La aproximacio´n de una funcio´n por una combinacio´n lineal de vectores, elegidos de
entre una coleccio´n prefijada, es una forma de aproximacio´n con un rango de aplica-
ciones muy grande, desde el ana´lisis al procesamiento de sen˜ales, estimacio´n estad´ıstica
y solucio´n nume´rica de ecuaciones diferenciales.
Es de destacar que la evolucio´n de la teor´ıa de aproximacio´n y del ca´lculo nume´ri-
co siguieron ma´s o menos la misma l´ınea. Los primeros me´todos utilizaron para la
aproximacio´n subespacios vectoriales de dimensio´n finita. En un principio, e´stos fueron,
por regla general, los subespacios de polinomios de grado N , tanto algebraicos como
trigonome´tricos.
Uno de los objetivos centrales de la teor´ıa de aproximacio´n es caracterizar el con-
junto de funciones que tienen un orden de aproximacio´n establecido por un determi-
nado me´todo de aproximacio´n. De forma precisa, dado un esquema de aproximacio´n
{(X, ‖ · ‖X),ΣN}, donde (X, ‖ · ‖X) es un espacio de funciones a aproximar y {ΣN}N≥1 es
una coleccio´n de subconjuntos de X, sea σN(f,ΣN)X el error de aproximacio´n de f ∈ X
por los elementos de ΣN , es decir,
σN(f,ΣN)X := ı´nf
g∈ΣN
‖f − g‖X (1.1)
se pretende caracterizar las funciones f ∈ X que tienen un dado orden de aproximacio´n.
Por ejemplo, se pretende describir el conjunto Aα∞(X,ΣN), α > 0, que consiste de todas
las funciones f ∈ X que tiene un orden de aproximacio´n σN(f,ΣN)X = O(N−α), N −→
∞. Una familia de espacios de aproximacio´n ma´s general se denota porAαq (X,ΣN), α, q >
0 y consiste de todas las funciones f ∈ X tales que
∞∑
N=1
[NασN(f,ΣN)]
q 1
N
(1.2)
es finita. Los problemas fundamentales sobre el orden de aproximacio´n se resolvieron en
el marco de los espacios de polinomios principalmente por la escuela rusa de Bernstein,
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Chebyshev, y sus descendientes matema´ticos. Los primeros resultados en esta materia
se remontan a comienzo del siglo pasado (1911) y al trabajo de D. Jackson ([37]) y S.
N. Bernstein ([5]) que entre otros resultados probaron que una funcio´n f, continua y
perio´dica de per´ıodo 2pi, tiene un orden de aproximacio´n de O(N−α), 0 < α < 1, cuando
se aproxima por polinomios trigono´metricos de grado N en la norma uniforme si y so´lo
si f ∈ Lip α. A continuacio´n hacemos ma´s expl´ıcitos estos resultados.
Sea C(T) el espacio de funciones continuas y perio´dicas de per´ıodo 2pi en T y TN el
conjunto de todos los polinomios trigonome´tricos de orden ≤ N.
Definicio´n 1.1.1. Sea 0 < α ≤ 1. El espacio de Lipschitz Lip α, consiste de todas las
funciones f ∈ C(T) para las que existe M > 0 tal que
|f(x)− f(y)| ≤M |x− y|α, ∀ x, y ∈ T
Denotamos por
σN(f, TN)∞ = ı´nf
t∈TN
‖f − t‖∞.
el error de aproximacio´n de f ∈ C(T) por los elementos de TN . En 1911 Jackson probo´ el
siguiente resultado
Teorema 1.1.2. ([37]) Sea f ∈ C(T). Entonces para toda f ∈ Lip α, 0 < α < 1, se
tiene
σN(f, TN)∞ ≤ CN−α. (1.3)
En el an˜o siguiente Bernstein probo´ la implicacio´n contraria.
Teorema 1.1.3. ([5]) Sean f ∈ C(T) y α ∈ (0, 1) tal que
σN(f, TN)∞ ≤ AN−α, ∀ N = 1, 2, 3, . . .
donde A > 0 no depende de N. Entonces f ∈ Lip α.
De estos dos resultados se deduce el siguiente:
Teorema 1.1.4. Sea f ∈ C(T) y 0 < α < 1. Entonces σN(f, TN)∞ = O(N−α) si y so´lo
si f ∈ Lip α.
A partir de la de´cada de 1950 vino el desarrollo de polinomios a trozos y splines y su
incorporacio´n al ca´lculo nume´rico. Tenemos en mente los me´todos de elementos finitos
y sus homo´logos en otras a´reas como la cuadratura nume´rica y estimacio´n estad´ıstica.
Se noto´ despue´s que hab´ıa algu´n tipo de ventajas que se pueden obtener al no limitar
las aproximaciones a venir de espacios lineales, y de ah´ı surgio´ el comienzo de la aproxi-
macio´n no lineal. En la de´cada de 1960, el tema de la aproximacio´n se redujo en gran
parte al estudio de me´todos no lineales (para ma´s detalles sobre el desarrollo histo´rico de
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la aproximacio´n no lineal ver [16]). Sin embargo, hasta finales del siglo pasado, no se con-
seguio´ la caracterizacio´n de los espacios de aproximacio´n por funciones racionales y por
splines. El primer trabajo en esta direccio´n es debido a V. Peller ([58]) que caracterizo´ los
espacios de aproximacio´n con funciones racionales en la norma BMO.
En 1986 P.P. Petrushev probo´ en [62] las desigualdades de tipo Jackson y Bernstein
para la aproximacio´n por splines de orden k en Lp[0, 1]. Estos dos resultados permitieron
identificar los espacios de aproximacio´n por funciones racionales y splines de orden k
como espacios de Besov.
Sean S(k,N), el conjunto de todos los splines de orden k− 1 con N + 1 nodos libres
en [0, 1]. Denotamos por
skN(f)p = ı´nf
s∈S(k,N)
‖f − s‖Lp[0,1]. (1.4)
el error de aproximacio´n de f ∈ Lp[0, 1] por los elementos de S(k,N).
Para h ∈ R, denotamos por Th el operador translacio´n Thf := f(·+ h) y por ∆h :=
Th− I el operador diferencia, donde I es el operador identidad. Entonces, para cualquier
r = 1, 2, . . . ,∆rh := ∆h[∆
r−1
h ] = (Th−I)r es el operador diferencia de orden r. Claramente
∆rh(f, x) :=
r∑
k=0
(−1)r−k
(
r
k
)
f(x+ kh), (1.5)
cuando x, . . . , x+ rh ∈ [0, 1] (de otro modo definimos ∆rhf(x) = 0). Definimos el r-e´simo
modulo de suavidad de f ∈ Lp[0, 1], 0 < p ≤ ∞, por
wr(f, t) := sup
0<h≤t
‖∆rh(f, ·)‖Lp[0,1], 0 < t ≤ 1. (1.6)
Definicio´n 1.1.5. (ver [17]) Sean α > 0 y r := [α] + 1. Para 0 < p, q ≤ ∞, el espacio
de Besov Bαq (L
p[0, 1]) = Bαp,q[0, 1], es el conjunto de todas funciones f ∈ Lp[0, 1] tales
que
|f |Bαq (Lp[0,1]) :=

(∫ 1
0
[t−αwr(f, t)p]q dtt
) 1
q
, 0 < q <∞,
sup0<t≤1 t
−αwr(f, t)p, q =∞
(1.7)
es finita.
La expresio´n (1.7) define una cuasi-seminorma en Bαq (L
p[0, 1]); la cuasi-norma en
estos espacios es dada por ‖f‖Bαq (Lp[0,1]) := |f |Bαq (Lp[0,1]) + ‖f‖Lp[0,1].
Si p = q, escribimos Bαp,p[0, 1] = B
α
p [0, 1].
Teorema 1.1.6. (P.P. Petrushev, [62]) Sean α > 0, 0 < p < ∞, σ > 0 y k ≥ 1, tales
que 1
σ
= α + 1
p
. Entonces existe C = C(σ, p, k) > 0 tal que para toda f ∈ Bασ [0, 1] y para
todo N = 1, 2, . . . se tiene
skN(f)p ≤ CN−α‖f‖Bασ [0,1], (1.8)
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Teorema 1.1.7. (P.P.Petrushev, [62]) Sean k ≥ 1, 0 < p < ∞, α > 0 y 1
σ
= α + 1
p
.
Entonces existe una constante C = C(α, p, k) > 0, tal que para todo N ≥ 1 y todo
s ∈ S(k,N),
‖s‖Bασ [0,1] ≤ CNα‖s‖Lp[0,1]. (1.9)
Utilizando las desigualdades (1.8), (1.9) y las propiedades delK-funcional (ver cap´ıtu-
lo 2 para la definicio´n y propiedades del K-funcional), Pencho P. Petrushev probo´ en
[62] que los espacios de aproximacio´n por splines de orden k− 1 con N +1 nodos libres,
Aαq (Lp[0, 1], S(k,N)) se pueden identificar como espacios de Besov (ver [62], Corolario
2.2):
Corolario 1.1.8. (P.P. Petrushev, [62]) Sean 0 < p <∞, 0 < q ≤ ∞, 0 < γ < α, k ≥
1 y 1
σ
= α + 1
p
. Entonces
Aγq (Lp[0, 1], S(k,N)) = (Lp[0, 1], Bασ [0, 1])γ/α,q (1.10)
con las cuasi-normas equivalentes. En particular, si q = σ se tiene
Aγσ(Lp[0, 1], S(k,N)) = Bγσ [0, 1] (1.11)
con las cuasi-normas equivalentes.
Estos resultados motivaron que R. A. DeVore y V. A. Popov en el mismo an˜o
(1986) probasen que en muchos casos la caracterizacio´n de los espacios de aproximacio´n
Aαq (X,ΣN), se deduce estableciendo las desigualdades de tipo Jackson y Bernstein ([18]).
Dado un nu´mero r > 0, sea Yr un subespacio de X tal que para todo N = 1, 2, 3, . . . , Yr
satisface las siguientes desigualdades: existe C > 0 tal que
σN(f,Yr)X ≤ CN−r‖f‖Yr f ∈ Yr, (Desigualdad de tipo Jackson), (1.12)
y existe C ′ > 0 tal que ∀N = 1, 2 . . .
‖g‖Yr ≤ C ′N r‖g‖X, ∀g ∈ ΣN (Desigualdad de tipo Bernstein). (1.13)
Entonces el siguiente resultado prueba que los espacios Aαq (X,ΣN), 0 < α < r, 0 < q ≤
∞, se pueden caracterizar como espacios de interpolacio´n entre X y Yr (las condiciones
que debe cumplir la coleccio´n ΣN pueden verse en la seccio´n 2.1).
Teorema 1.1.9. (R. A. DeVore y V. A. Popov, [18]) Sean (X, ‖ · ‖X) un espacio de
funciones e Y = Yr un subespacio de X. Si Yr satisface las desigualdades de Jackson
(1.12) y Bernstein (1.13), entonces para 0 < α < r y 0 < q ≤ ∞, tenemos
Aαq (X,ΣN) = (X,Yr)α/r,q. (1.14)
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Usando el resultado anterior (ver [18]) R. A. DeVore y V. A. Popov probaron de
nuevo, el Corolario 1.1.8.
De las siguientes relaciones entre la mejor aproximacio´n por funciones racionales
y por “splines” se puede obtener la caracterizacio´n de los espacios de aproximacio´n
para la aproximacio´n por funciones racionales utilizando la igualdad (1.11). Sea R(N)
el espacio de todas funciones racionales de grado ≤ N. Denotamos por rN(f)p el error
de aproximacio´n de f ∈ Lp[0, 1], 1 ≤ p <∞ por funciones racionales. Por un lado, P.P.
Petrushev probo´ en [61] la siguiente desigualdad: para 1 ≤ p <∞ y α > 0 tenemos
rN(f)p ≤ CN−α
N∑
m=0
(m+ 1)α−1skm(f)p (1.15)
para k > α y C = C(p, k, α). Por otro lado, P. Pekarski probo´ en [59] la desigualdad
siguiente: para 1 < p ≤ ∞ se tiene
skN(f)p ≤ CN−k
{ N∑
m=0
1
m+ 1
((m+ 1)krm(f)p)
σ
} 1
σ
(1.16)
con N = 1, 2 . . . , 1
σ
= k + 1
p
y C = C(k, p).
De estos dos resultados se obtiene la siguiente caracterizacio´n de los espacios de aproxi-
macio´n por funciones racionales
Teorema 1.1.10. (DeVore y Popov, [18]). Sea R(N) el conjunto de funciones racionales
de grado ≤ N. Para cualesquiera α, q > 0 y 1 < p <∞ se tiene
Aαq (Lp[0, 1], R(N)) = Aαq (Lp[0, 1], S(k,N)), si α < k. (1.17)
En particular,
Aασ(Lp[0, 1], R(N)) = Bασ [0, 1], (1.18)
siempre que 1
σ
= α+ 1
p
.
Otro acontecimiento notable ocurrio´ en la de´cada de 1980 con el desarrollo de las
ond´ıculas a la sombra del ana´lisis armo´nico y de la teor´ıa de aproximacio´n, con aplica-
ciones en el contexto de procesamiento de ima´genes. Desde el punto de vista de la teor´ıa
de aproximacio´n y ana´lisis armo´nico las ond´ıculas son muy importantes por muchos
motivos. Para nuestro propo´sito destacamos que son bases incondicionales para muchos
espacios de funciones como los espacios de Lebesgue, Hardy, Sobolev, Besov, Triebel-
Lizorkin y todos los espacios de funciones invariantes por reordenamiento con los ı´ndices
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de Boyd entre 0 y 1, (ver [51, 33, 69]). Por lo tanto, es natural buscar aproximaciones
seleccionando te´rminos de la serie que representa a una funcio´n en una base de ond´ıculas.
Si tomamos sumas parciales de la serie, se trata de la aproximacio´n lineal. Sin embargo,
tambie´n es posible dejar que los te´rminos seleccionados dependan de la funcio´n a aproxi-
mar y mantener so´lo el control sobre el nu´mero de te´rminos a utilizar. Esta es una forma
de aproximacio´n no lineal que se llama aproximacio´n con N te´rminos. Vamos a proceder
a una introduccio´n ma´s sistema´tica de los conceptos de la aproximacio´n no lineal.
Aunque la aproximacio´n no lineal puede tomar varias formas, su forma natural es la
aproximacio´n conN te´rminos. Dado un espacio cuasi-normado (X, ‖·‖X), sea B = {ek}k∈N
una base para X. Para cada N ≥ 0, denotamos por ΣN(B) el conjunto de todos los
elementos de la forma
S =
∑
k∈Λ
akek (1.19)
donde |Λ| ≤ N. Por lo tanto, los elementos de ΣN(B) se pueden escribir como combi-
nacio´n lineal de como mucho N elementos de la base B = {ek}k∈N. En el caso N = 0
definimos Σ0 = {0}. Esta´ claro que el conjunto ΣN(B) no es un subespacio lineal. La suma
de dos elementos en ΣN(B) en general necesitara´ de 2N te´rminos en su representacio´n
por los elementos ek. Si x ∈ X, el error de aproximacio´n con N -te´rminos usando los
elementos de la base B con el esquema de aproximacio´n ΣN es dado por
σN(x)X := σN(x,B,X) := ı´nf
S∈ΣN (B)
‖x− S‖X, N ≥ 0. (1.20)
Notemos en particular que σ0(x)X = ‖x‖X.
Dado un espacio cuasi-Banach (X, ‖ · ‖X), hay dos cuestiones fundamentales que se
plantean en un problema de aproximacio´n y que son las siguientes:
1. Encontrar algoritmos simples y ra´pidos capaces de producir casi mejores aproxi-
maciones xN ∈ ΣN para x ∈ X.
2. Investigar el ı´ndice de decaimiento del error de aproximacio´n σN(x)X. Es decir,
dado un ı´ndice de decaimiento, por ejemplo, N−α, determinar la clase de elementos
x ∈ X tales que σN(x)X ≤ CN−α para todo N = 1, 2, 3, . . . . Ma´s generalmente,
caracterizar los espacios de aproximacio´n Aαq (B,X), de todos x ∈ X tales que
‖x‖Aαq (B,X) =

‖x‖X +
[∑
N≥1(N
ασN(x)X)
q 1
N
] 1
q
, 0 < q <∞,
‖x‖X + supN≥1NασN(x)X, q =∞
es finita, con α > 0.
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Un algoritmo ampliamente investigado en los u´ltimos an˜os, capaz de producir en
muchos casos aproximaciones casi o´ptimas con N -te´rminos, es el algoritmo avaricioso
(en ingle´s greedy algorithm), (ver [72]). Si x =
∑
j∈N ajej ∈ X y pi es cualquier biyeccio´n
de N tal que
‖api(1)epi(1)‖X ≥ ‖api(2)epi(2)‖X ≥ ‖api(3)epi(3)‖X ≥ . . . (1.21)
(tomados arbitrariamente cuando hay empates), el algoritmo avaricioso de etapa N es
la correspondencia,
x =
∑
j∈N
ajej ∈ X 7−→ GpiN(x) =
N∑
j=1
api(j)epi(j) ∈ ΣN . (1.22)
Siempre es cierto que σN(x)X ≤ ‖x − GpiN(x)‖X. Si B = {ek : k ∈ N} es una base
ortonormal de un espacio de Hilbert H es cierto σk(x)H = ‖x−Gpik(x)‖H para todo x ∈ H
y todo k = 1, 2, 3, . . . . Para un espacio de Banach esta igualdad puede no ser cierta. Si
existe una constante C ≥ 1 tal que
1
C
‖x−GpiN(x)‖X ≤ σN(x)X, ∀ x ∈ X, N = 1, 2, . . . , (1.23)
decimos que B es una base avariciosa para X. Por lo tanto, para estas bases el algoritmo
avaricioso produce una aproximacio´n conN -te´rminos casi o´ptima, lo que conduce muchas
veces a una identificacio´n precisa de los espacios de aproximacio´n Aαq (B,X). En esta tesis
veremos diversos ejemplos de bases avariciosas y otras que no lo son.
Un resultado de S. V. Konyagin y V. N. Temlyakov del an˜o 1999 ([43]) prueba que
una base B = {ek}k∈N, es avariciosa en X si y so´lo si es incondicional y democra´tica.
Democra´tica significa que para alguna constante C > 0,∥∥∥∑
j∈Γ
ej
‖ej‖X
∥∥∥
X
≤ C
∥∥∥∑
j∈Γ′
ej
‖ej‖X
∥∥∥
X
(1.24)
para todos conjuntos de ı´ndices Γ,Γ′ ⊂ N de igual cardinal.
Temlyakov probo´ en 1998 ([73]) que la base de Haar H = {hI}I∈D en [0, 1] es
democra´tica en los espacios de Lebesgue Lp[0, 1] para 1 < p <∞ y adema´s se tiene∥∥∥∑
I∈Γ
hI
‖hI‖p
∥∥∥
p
≈ |Γ| 1p (1.25)
para todo Γ ⊂ D finito.
Cuando las ond´ıculas tienen suficiente decaimiento y suavidad tambie´n son bases
avariciosas para los espacios Hsp(Rd), 0 < p < ∞, s ∈ R ([35]) y para la clase de
espacios de Triebel-Lizorkin F sp,q(Rd), s ∈ R, 0 < p <∞, 0 < q ≤ ∞ ([27]).
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Sin embargo, las bases de ond´ıculas no son democra´ticas en otros espacios cla´sicos,
como es el caso de los espacios BMO o los espacios de Besov B˙αp,q(Rd) con p 6= q.
Tambie´n en 2006 P. Wojtaszczyk ([77]) probo´ que la base de Haar {hI}I∈D en L2[0, 1]d
no es democra´tica en ningu´n espacio de funciones invariantes por reordenamiento distinto
de Lp[0, 1]d, 1 < p <∞.
Teniendo en cuenta estos resultados es interesante estudiar co´mo de lejos esta´ una
coleccio´n de ser democra´tica en un espacio. Una de las formas de cuantificar la democracia
de una coleccio´n B = {ej : j ∈ N} es considerar las llamadas funciones de democracia
de B por la derecha y por la izquierda
hr(N ;B,X) = sup
|Γ|=N
∥∥∥∑
j∈Γ
ej
‖ej‖X
∥∥∥
X
(1.26)
y
hl(N ;B,X) = ı´nf|Γ|=N
∥∥∥∑
j∈Γ
ej
‖ej‖X
∥∥∥
X
(1.27)
respectivamente (ve´ase tambie´n [20, 29, 39]). Observe que una base es democra´tica si
estas dos cantidades son comparables para todo N ≥ 1. Por ejemplo, si B = {ek}∞k=1 es
una base ortonormal en un espacio de Hilbert H es fa´cil ver que hl(N) = hr(N) = N
1
2 y
por tanto B es democra´tica. Del resultado de Temlyakov mencionado en (1.25) se sigue
que la base de Haar es democra´tica en Lp[0, 1], 1 < p <∞, puesto que hl(N) ≈ hr(N) ≈
N
1
p .
En esta tesis calcularemos expl´ıcitamente las funciones hl(N) y hr(N) para muchos
otros pares (X,B) especialmente en el caso no democra´tico (ver cap´ıtulo 4). Por ejemplo,
para la base de Haar en el espacio de Lorentz Lp,q(Rd) se puede probar
hl(N) ≈ N1/ma´x(p,q) y hr(N) ≈ N1/mı´n(p,q)
(ver seccio´n 4.7). Por otro lado, en los espacios Lp(logL)α, α > 0, se tiene
hl(N) ≈ N1/p(1 + logL)−α/p y hr(N) ≈ N1/p
(ver [29] o seccio´n 4.5).
Uno de los propo´sitos de la teor´ıa de aproximacio´n, es caracterizar los espacios de
aproximacio´n Aαq (B,X). Ya hemos mencionado (teorema 1.1.9) que cuando se verifican
las desigualdades de tipo Jackson y Bernstein estos espacios se pueden identificar como
espacios de interpolacio´n. Cuando la base B es avariciosa es posible identificar estos
espacios con espacios de Lorentz discretos. Por ejemplo, cuando se tiene
hl(N ;B,X) ≈ hr(N ;B,X) ≈ N
1
p , 0 < p <∞ (1.28)
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(y B es incondicional) los espacios de aproximacio´n se pueden caracterizar como
Aαq (B,X) =
{
x =
∑
j∈N
cjej ∈ X : {cj‖ej‖X}j∈N ∈ `τ,q
}
donde 1
τ
= α+ 1
p
(ver [40, 27]).
En este trabajo veremos que incluso cuando las funciones de democracia no son
potencias o la base no es democra´tica, es au´n posible encontrar caracterizaciones (o
inclusiones o´ptimas) para los espacios Aαq (B,X), esta vez en te´rminos de los espacios de
Lorentz discretos generales `qη, donde el peso η depende de las funciones de democracia
(t´ıpicamente η sera´ {kαhl(k)} o bien {kαhr(k)}). Recordemos co´mo se definen los espacios
`qη. Sea c0 el conjunto de todas las sucesiones s = {sk : k ∈ N} tales que, es posible
encontrar una reodenacio´n del conjunto de ı´ndices N = {kj}∞j=1 satisfaciendo |sk1| ≥
|sk2| ≥ . . . y adema´s l´ımj−→∞ skj = 0. En nuestros resultados siempre supondremos
que {skj}j≥1 corresponde a esta reodenacio´n, la cual coincide con el reordenamiento no
creciente s∗ de la sucesio´n s.
Sea η = {η(k)}k≥1 una sucesio´n de nu´meros positivos tal que
a) η(k) ≤ η(k + 1) para todo k = 1, 2, . . . y l´ımk−→∞ η(k) =∞.
b) η es doblante es decir, existe C <∞ tal que η(2k) ≤ Cη(k), k ≥ 1.
Denotaremos por W el conjunto de las sucesiones que satisfacen a) y b). Si η ∈W y
0 < q ≤ ∞, los espacios de Lorentz discretos con peso, `qη(N) se definen como el
conjunto de todas las sucesiones s = {sk}k∈N ∈ c0 tales que
‖s‖`qη(N) =

[∑
j≥1(η(j)|skj |)q 1j
] 1
q
, 0 < q <∞,
supj η(j)|skj |, q =∞.
(1.29)
El caso particular {η(k) = k 1τ } corresponde a los espacios de Lorentz discretos cla´sicos
`τ,q(N), 0 < τ <∞. El espacio `qη(N) es un espacio cuasi-Banach invariante por reorde-
namiento (ver [10]) (En la seccio´n 3.3 daremos ma´s detalles sobre estos espacios).
Para nuestros resultados consideramos los siguientes subespacios de X
`qη(B,X) =
{
x =
∑
k∈N
ckek ∈ X : {ck‖ck‖X}k∈N ∈ `qη
}
(1.30)
dotados con la cuasi-norma
‖x‖`qη(B,X) = ‖{‖ckek‖X}k‖`qη(N).
En este trabajo nos hemos planteado los siguientes objetivos en el contexto de la aproxi-
macio´n no lineal con N te´rminos:
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1. Suponiendo que trabajamos con bases incondicionales B no necesariamente demo-
cra´ticas en un espacio cuasi-Banach X, describir las mejores inclusiones posibles de
los espacios de aproximacio´n Aαq (B,X) usando las clases `qη(B,X) . Esto se consigue
tomando como pesos η las sucesiones {kαhl(k)} y {kαhr(k)}.
2. Describir expl´ıcitamente las funciones de democracia hl y hr cuando se consideran
bases de ond´ıculas en varios espacios de funciones para los que las citadas bases
son incondicionales.
3. Cuando sea posible, identificar los subespacios `qη(B,X) como espacios de tipo Besov
generalizados cuando se consideran bases de ond´ıculas. Se generalizan as´ı resultados
cla´sicos de caracterizacio´n de espacios de aproximacio´n en te´rminos de espacios de
Besov.
La seccio´n siguiente contiene una exposicio´n de los principales resultados conseguidos y
las referencias a las secciones y cap´ıtulos en los que se prueban dichos resultados.
1.2. Resultados
Comenzamos describiendo algunos antecedentes sobre estas cuestiones.
Si B = {ek : k ≥ 1} es una base ortonormal para un espacio de Hilbert H, S.B.
Stechkin ([70]), y R. A. DeVore y V. N. Temlyakov ([19]), probaron la siguiente igualdad,
para q = 1 y para q general, respectivamente.
Aαq (B,H) = `τ,q(B,H), α > 0, 0 < q ≤ ∞, (1.31)
para 1
τ
= α + 1
2
, con las normas equivalentes.
Para una base B incondicional numerable en un espacio cuasi-Banach X con la
propiedad de que existe p ∈ (0,∞) tal que
1
C
|Γ| 1p ≤
∥∥∥∑
k∈Γ
ek
‖ek‖X
∥∥∥
X
≤ C|Γ| 1p (1.32)
para todo conjunto finito Γ ⊂ N, G. Kerkyacharin y D. Picard ([41]) (ver tambie´n E.
Herna´ndez y G. Garrigo´s ([27])) probaron en el an˜o 2004 la siguiente caracterizacio´n
para los espacios Aαq (B,X) :
Aαq (B,X) = `τ,q(B,X) (1.33)
donde 1
τ
= α+ 1
p
> 0, con las normas equivalentes.
R. Gribonval y M. Nielsen ([30]) obtuvieron en 2001 las siguientes inclusiones para
los espacios Aαq (B,X) : si B satisface que existen 1 ≤ p ≤ q ≤ ∞ y constantes 0 < A ≤
B <∞ tales que cuando x =∑j∈N sjej ∈ X se tiene
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A‖{sj}‖`q,∞ ≤ ‖x‖X ≤ B‖{sj}‖`p,1 , (1.34)
entonces
`τp,s(B,X) ↪→ Aαs (B,X) ↪→ `τq ,s(B,X), 0 < α <∞, 0 < s ≤ ∞, (1.35)
donde 1
τp
= α + 1
p
> 0 y 1
τq
= α + 1
q
> 0.
Es bien conocido que las inclusiones de tipo (1.33) y (1.35) dependen de las desigual-
dades de tipo Jackson y Bernstein. En este trabajo probamos que esta´n relacionadas con
el concepto de democracia introducido por S. V. Konyagin y V. N. Temlyakov ([43]).
Por conveniencia para el lector recordamos los conceptos necesarios para enunciar los
resultados, aunque algunos ya se han presentado en la seccio´n anterior.
Sea B = {ej : j ∈ N}, una base incondicional numerable en un espacio cuasi-Banach
(X, ‖ · ‖X) (ver definicio´n y propiedades en la seccio´n 2.4). Es decir, cada elemento x ∈ X
se puede representar de forma u´nica por
x =
∑
j∈N
cjej (1.36)
con la convergencia incondicional en X. Para N = 0, 1, 2, 3 . . . denotamos por ΣN el con-
junto de todos y ∈ X que tienen como mucho N coeficientes no nulos en la representacio´n
(1.36). El error de aproximacio´n de x ∈ X por los elementos de ΣN se define por
σN(x;B)X = σN(x;B,X) := ı´nf
y∈ΣN
‖x− y‖X. (1.37)
Consideramos las funciones de democracia por la derecha y por la izquierda de una
coleccio´n B en un espacio cuasi-Banach (X, ‖ · ‖X), hr(N ;B,X) y hl(N ;B,X) definidas
por
hr(N ;B,X) = sup
|Γ|=N
∥∥∥∑
j∈Γ
ej
‖ej‖X
∥∥∥
X
(1.38)
y
hl(N ;B,X) = ı´nf|Γ|=N
∥∥∥∑
j∈Γ
ej
‖ej‖X
∥∥∥
X
(1.39)
respectivamente. Una coleccio´n B es democra´tica en (X, ‖ · ‖X) si y so´lo si hl(N ;B,X) ≈
hr(N ;B,X) (ver seccio´n 2.5 para ma´s detalles sobre estas funciones).
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Definicio´n 1.2.1. Para α > 0, 0 < q ≤ ∞, los espacios de aproximacio´n Aαq (B,X) se
definen como el conjunto de todos elementos x ∈ X tales que la cantidad
‖x‖Aαq (B,X) :=

‖x‖X +
[∑∞
N=1(N
ασN(x;B)X)q 1N
] 1
q
, 0 < q <∞,
‖x‖X + supN≥1NασN(x;B)X, q =∞,
(1.40)
es finita
(ver seccio´n 3.2 para ma´s detalles sobre estos espacios).
Usando el algoritmo avaricioso GpiN(x;B,X) definido en (1.22) vamos a considerar un
espacio similar a Aαq (B,X). Para N = 1, 2, . . . y x ∈ X sea
γN(x;B,X) := sup
pi
‖x−GpiN(x;B,X)‖X, (1.41)
donde el supremo se toma sobre todas las biyecciones pi que satisfacen (1.21) (observe´se
que estamos obligados a tomar este supremo porque pi no es necesariamente u´nica).
Las clases avariciosas G αq (B,X), 0 < α <∞, 0 < q ≤ ∞ se definen como el conjunto
de todas las funciones x ∈ X tales que la cantidad
‖x‖Gαq (B,X) :=

‖x‖X +
[∑∞
N=1(N
αγN(x;B,X))q 1N
] 1
q
, 0 < q <∞,
‖x‖X + supN≥1NαγN(x;B,X), q =∞,
(1.42)
es finita (ver las propiedades de estas clases en el cap´ıtulo 3).
Puesto que σN(x;B,X) ≤ γN(x;B,X) para todo x ∈ X es evidente que
G αq (B,X) ↪→ Aαq (B,X) (1.43)
0 < q ≤ ∞, α > 0. Si la base B es avariciosa en (X, ‖ · ‖X), entonces se tiene
G αq (B,X) = Aαq (B,X) con las cuasi-normas equivalentes. En el capitulo 5 daremos ejem-
plos que prueban que en general la inclusio´n continua Aαq (B,X) ↪→ G αq (B,X) no es cierta.
Adema´s, daremos ejemplos que prueban que G αq (B,X) no es necesariamente un espacio
vectorial.
Recordamos que la definicio´n de los espacios de Lorentz discretos con peso `qη(B,X)
fue dada en (1.30).
En algunos de nuestros resultados necesitaremos suponer una condicio´n ma´s fuerte
en la sucesio´n η ∈W. Definimos
Mη(m) = sup
k=1,2,3...
η(k)
η(mk)
, m = 1, 2, 3, . . . . (1.44)
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Puesto que estamos suponiendo que η es creciente, es evidente que Mη(m) ≤ 1. Diremos
que η ∈ W+ cuando η ∈ W y existe algu´n entero m0 > 1 tal que Mη(m0) < 1. Por
ejemplo, la sucesio´n η(k) = kα(log(e+ k))γ, α > 0 ∈W+ (ver el parra´fo que sigue (3.19)
para ma´s detalles).
En este trabajo se prueban los siguientes resultados, que forman parte del art´ıculo
[28](ver Teorema 3.6.1 en este trabajo):
Teorema 1.2.2. Sea (X, ‖ · ‖X) un espacio cuasi-Banach con una base incondicional
numerable B = {ej : j ∈ N}. Sean 0 < α < ∞ y 0 < q ≤ ∞. Supongamos que hl(N) es
doblante. Entonces, tenemos las siguientes inclusiones continuas:
`qkαhr(k)(B,X) ↪→ G αq (B,X) ↪→ Aαq (B,X) ↪→ `
q
kαhl(k)
(B,X). (1.45)
Las inclusiones anteriores son o´ptimas en muchas situaciones en el sentido que se
detalla en el cap´ıtulo 3.
El Teorema anterior se obtiene como consecuencia de los resultados siguientes en los
que se prueba que las inclusiones de (1.45) son equivalentes a que se verifiquen desigual-
dades de tipo Jackson y Bernstein. Comenzamos con resultados sobre las inclusiones por
la izquierda.
Teorema 1.2.3. (Inclusiones para las clases avariciosas (ver Teorema 3.4.1)) Supon-
gamos que B = {ej : j ∈ N} es una base incondicional numerable en un espacio cuasi-
Banach (X, ‖ · ‖X). Fijamos α > 0 y q ∈ (0,∞). Entonces, para cualquier sucesio´n η tal
que {kαη(k)}∞k=1 ∈W+ las afirmaciones siguientes son equivalentes:
1. Existe C > 0 tal que para todo N = 1, 2, 3, . . . y todo conjunto Γ ⊂ N con |Γ| = N
tenemos ∥∥∥∑
k∈Γ
ek
‖ek‖X
∥∥∥
X
≤ Cη(N). (1.46)
2. (Desigualdad de tipo Jackson para `∞kαη(k)(B,X)). Existe Cα > 0 tal que para todo
N = 0, 1, 2, 3, . . .
γN(x;B,X) ≤ Cα(N + 1)−α‖x‖`∞
kαη(k)
(B,X), (1.47)
para todo x ∈ `∞kαη(k)(B,X)
3. `∞kαη(k)(B,X) ↪→ G α∞(B,X).
4. `qkαη(k)(B,X) ↪→ G αq (B,X).
5. (Desigualdad de tipo Jackson para `qkαη(k)(B,X)). Existe Cα,q > 0 tal que para todo
N = 1, 2, 3, . . .
γN(x;B,X) ≤ Cα,qN−α‖x‖`q
kαη(k)
(B,X), (1.48)
para todo x ∈ `qkαη(k)(B,X).
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Teorema 1.2.4. (Inclusiones para los espacios de aproximacio´n (ver Teorema 3.4.6))
Sea B = {ek : k ∈ N} una base incondicional numerable en un espacio cuasi-Banach
(X, ‖ · ‖X). Sean α > 0 y 0 < q ≤ ∞ fijos. Entonces, para cualquier sucesio´n {η(k)}∞k=1 ∈
W+, las siguientes afirmaciones son equivalentes:
1. Existe una constante C > 0 tal que para todo N = 1, 2, 3, . . . y todo conjunto Γ ⊂ N
con |Γ| = N tenemos ∥∥∥∑
k∈Γ
ek
‖ek‖X
∥∥∥
X
≤ Cη(N) (1.49)
2. `qkαη(k)(B,X) ↪→ Aαq (B,X).
3. (Desigualdad de tipo Jackson para `qkαη(k)(B,X)). Existe Cα,q > 0 tal que para todo
N = 1, 2, 3, . . . , tenemos
σN(x;B)X ≤ CαqN−α‖x‖`q
kαη(k)
(B,X) (1.50)
para todo x ∈ `qkαη(k)(B,X).
Es bien conocido que la u´ltima inclusio´n en (1.45) depende de las desigualdades de
tipo Bernstein. El teorema siguiente prueba que estas inclusiones y las desigualdades de
tipo Bernstein esta´n vinculadas con la funcio´n de democracia de la base por la izquierda.
Teorema 1.2.5. (Ver Teorema 3.5.2) Supongamos que B = {ej}∞j=1 es una base incondi-
cional numerable en un espacio cuasi-Banach (X, ‖ · ‖X). Sean α > 0 y 0 < q ≤ ∞ fijos.
Entonces, para cualquier sucesio´n creciente de nu´meros positivos y doblante {η(k)}∞k=1,
es decir {η(k)}∞k=1 ∈W, las condiciones siguientes son equivalentes:
1. Existe C > 0 tal que para todo N = 1, 2, 3, . . . y todo Γ ⊂ N con |Γ| = N tenemos
1
C
η(N) ≤
∥∥∥∑
k∈Γ
ek
‖ek‖X
∥∥∥
X
. (1.51)
2. (Desigualdad de tipo Bernstein para `qkαη(k)(B,X)). Existe Cα,q > 0 tal que
‖x‖`q
kαη(k)
(B,X) ≤ Cα‖x‖XNα para todo x ∈ ΣN(B), N = 1, 2, 3, . . . .
3. Aαq (B,X) ↪→ `qkαη(k)(B,X).
4. G αq (B,X) ↪→ `qkαη(k)(B,X).
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Conclusio´n 1.2.6. Los Teoremas 1.2.3, 1.2.4 y 1.2.5 muestran que para obtener in-
clusiones para los espacios de aproximacio´n y las clases avariciosas se necesita calcular
hl(N ;B,X) y hr(N ;B,X). Esto cumple el primer objetivo marcado al final de la seccio´n
1.1. Dichos resultados se han recogido en el art´ıculo [28].
El cap´ıtulo 4 esta´ dedicado a calcular, salvo constantes multiplicativas, las funciones
de democracia de bases de ond´ıculas en los espacios cla´sicos del Ana´lisis, principalmente
sus versiones con pesos.
Un peso en Rd es una funcio´n definida en Rd tal que 0 < w(x) < ∞ c.t. x ∈ Rd y
localmente integrable. Decimos que w pertenece a la clase de Muckenhoupt Ap, 1 < p <
∞ (w ∈ Ap(Rd)), si existe una constante Cw tal que( 1
|Q|
∫
Q
w(x)dx
)( 1
|Q|
∫
Q
w(x)−
1
p−1dx
)p−1
≤ Cw (1.52)
para todo cubo Q ⊂ Rd, donde |Q| denota la habitual medida de Lebesgue de Q (ver
[12] o seccio´n 4.1, para ma´s detalles sobre pesos).
Comenzamos calculando las funciones de democracia del sistema de Haar en Lp(w).
Sea h0(t) = χ[0,1)(t) y h
1(t) = χ[0, 1
2
)(t) − χ[ 1
2
,1)(t). Definir E como el conjunto de todas
las sucesiones ε = (²1, . . . , ²d) tales que ²j = 0 o´ 1 y no todos los ²j = 0. Para cada ε ∈ E
sea
hε(x) =
d∏
j=1
h²j(xj).
Sea D el conjunto de todos cubos dia´dicos en Rd de la forma Qj,k = 2−j([0, 1]d+ k), j ∈
Z, k ∈ Zd, de manera que |Qj,k| = 2−jd. La coleccio´n H = {hεQ : Q ∈ D, ε ∈ E} (donde
hQj,k(x) = |Qj,k|−
1
2h(2jx − k)) es el sistema de Haar en Rd, normalizado en L2(Rd)
(ver seccio´n 4.2 para ma´s detalles).
En la subseccio´n 4.2.1 se prueba el resultado siguiente:
Teorema 1.2.7. (Ver Teorema 4.2.3) Sean 1 < p < ∞ y w ∈ Ap(Rd). Para el sistema
de Haar H en Rd se tiene
hl(N ;H, Lp(w)) ≈ hr(N ;H, Lp(w)) ≈ N
1
p .
Por tanto, el sistema de Haar es democra´tico en Lp(w), con 1 < p <∞ y w ∈ Ap(Rd).
En la subseccio´n 4.2.2 damos un contraejemplo que prueba que este Teorema no es
cierto si w /∈ Ap(Rd).
En la seccio´n 4.3 calculamos, salvo constantes multiplicativas, las funciones de demo-
cracia hr(N ;B, B˙Ψp,q(w)), hr(N ;B, BΨp,q(w)), hl(N ;B, B˙Ψp,q(w)) y hl(N ;B, BΨp,q(w)) para los
espacios de Besov homoge´neos con peso y suavidad generalizada B˙Ψp,q(w) y los espa-
cios de Besov con peso y suavidad generalizada BΨp,q(w), en te´rminos de los exponentes
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p y q, cuando B es una base de ond´ıculas apropiada. Describiremos brevemente los es-
pacios de Besov que usaremos.
Sea A1 la clase de nu´cleos admisibles definida como el conjunto de funciones ϕ ∈
S (Rd) tales que
Supp ϕˆ ⊂ {ξ ∈ Rd : 1
2
< |ξ| < 2} y |ϕˆ| ≥ C > 0 si 3
5
< |ξ| < 5
3
. (1.53)
Denotaremos por ϕk(x) = 2
kdϕ(2kx), de modo que supp ϕ̂ ⊂ {2k−1 ≤ |ξ| ≤ 2k+1}.
Definimos A0 como el conjunto de todas funciones Φ ∈ S (Rd) tales que
Supp Φ̂ ⊂ {ξ ∈ Rd : |ξ| ≤ 2} y |Φˆ| ≥ C > 0 si |ξ| ≤ 5
3
. (1.54)
Siguiendo la notacio´n en [2] llamaremosB al conjunto de funciones Ψ : (0,∞) −→ (0,∞)
tales que Ψ(1) = 1 y para todo t > 0
sup
s>0
Ψ(ts)
Ψ(s)
<∞. (1.55)
Definicio´n 1.2.8. Sean 0 < p, q ≤ ∞, ϕ ∈ A1, Φ ∈ A0, Ψ ∈ B y w un peso en Rd.
i) El espacio de Besov homoge´neo con peso y suavidad generalizada B˙Ψp,q(w)
es el conjunto de todas las distribuciones temperadas f ∈ S ′/P (mo´dulo polinomios)
tales que
‖f‖B˙Ψp,q(w) =
[∑
k∈Z
(Ψ(2k)‖ϕk ∗ f‖Lp(w))q
] 1
q
<∞. (1.56)
ii) El espacio de Besov con peso y suavidad generalizada BΨp,q(w) es el conjunto
de todas las distribuciones temperadas f ∈ S ′(Rd) tales que
‖f‖BΨp,q(w) = ‖Φ ∗ f‖Lp(w) +
[ ∞∑
k=1
(Ψ(2k)‖ϕk ∗ f‖Lp(w))q
] 1
q
<∞. (1.57)
Cuando w ≡ 1 y Ψ(t) = tα, α > 0, la definicio´n 1.2.8 coincide con las definiciones
de espacios de Besov B˙αp,q y B
α
p,q dadas en [56, 23] y [22]. Los espacios B
α
p,q coinciden con
los espacios de Besov definidos con mo´dulos de continuidad cuando α > d(1
p
− 1)+ (ver
[56]). Al igual que en la seccio´n 5 de [22] se puede demostrar la equivalencia
‖f‖Bαp,q(w) ≈ ‖f‖Lp(w) + ‖f‖B˙αp,q(w), (1.58)
cuando α > 0, 1 ≤ p <∞ y 0 < q ≤ ∞.
Los espacios B˙Ψp,q(w) y B
Ψ
p,q(w) son cuasi-Banach con las expresiones (1.56) y (1.57)
respectivamente (ver seccio´n 4.3 para ma´s detalles sobre estos espacios).
1.2. Resultados 17
Bajo ciertas condiciones de decaimiento y suavidad, las ond´ıculas proporcionan carac-
terizaciones simples para muchos espacios de funciones. La norma en estos espacios es
equivalente a una norma de sucesiones aplicada a los coeficientes de las ond´ıculas. Para
conveniencia del lector damos la definicio´n de familia de ond´ıculas y de las clases
de regularidad a la que pertenecen las familias de ond´ıculas que usamos en nuestros
resultados.
Sea D el conjunto de todos los cubos dia´dicos en Rd de la forma Qj,k = 2−j([0, 1]d +
k), j ∈ Z, k ∈ Zd, de manera que |Qj,k| = 2−jd y todos los cubos de un mismo nivel
j ∈ Z son distintos.
Definicio´n 1.2.9. ([46]) Una coleccio´n finita de funciones Φ = {ψ1, . . . , ψL} ⊂ L2(Rd)
se dice que es una familia de ond´ıculas si el conjunto
W = {ψlQj,k(x) = 2
jd
2 ψl(2jx− k) : Qj,k ∈ D, l = 1, 2, . . . , L}
es una base ortonormal para L2(Rd).
La definicio´n dada aparece en [46]. El lector puede consultar las monograf´ıas [51, 14,
33] o [49] para conocer la forma de construir ond´ıculas.
Definicio´n 1.2.10. Sea r un entero no negativo y M > 0. La clase de regularidad
Rr,M es el conjunto de todas las funciones f : Rd −→ R tales que
i)
∫
Rd x
αf(x)dx = 0 ∀α ∈ Nd, 0 ≤ |α| ≤ r.
ii) |f(x)| ≤ C
(1+|x|)M , ∀x ∈ Rd.
iii) |Dαf(x)| ≤ C
(1+|x|)M , ∀x ∈ Rd, ∀α ∈ Nd, 0 < |α| ≤ r + 1
La familia de ond´ıculas de Lemarie´-Meyer son elementos de la clase de Schwartz
S (Rd) y por tanto tambie´n de Rr,M para todo r y M. Las ond´ıculas spline pertenecen
a Rr−2,M para todo M > 0 si r ≥ 2 (ya que decaen exponencialmente) si tienen los mo-
mentos nulos adecuados. Finalmente, las ond´ıculas de soporte compacto de I. Daubechies
con regularidad adecuada tambie´n pertenecen a Rr,M .
Si Φ = {ψj : j = 1, 2, . . . , L} es una familia de ond´ıculas d-dimensional de Lemarie´-
Meyer, en el an˜o 2003 S. Roudenko probo´ en [66] (ver tambie´n [67]) la siguiente equiva-
lencia:
‖f‖B˙αp,q(w) ≈
2d−1∑
l=1
[∑
j∈Z
( ∑
|Q|=2−jd
(|Q|−αd− 12 |〈f, ψlQ〉|w(Q)
1
p )p
) q
p
] 1
q
, (1.59)
para α ∈ R, 1 ≤ p <∞, 0 < q ≤ ∞ y w ∈ Ap(Rd).
Existen caracterizaciones de los espacios de Besov no homogeneos con peso (M. Izuki
e Y. Sawano [36]) y con suavidad generalizada (A. Almeida [2]). Ver detalles en la
seccio´n 4.3. Para espacios de Besov isotro´picos, los resultados ma´s completos sobre la
caracterizacio´n de espacios de Besov con peso pueden encontrarse en M. Bownik ([6]).
En la subseccio´n 4.3.2 probamos resultados del siguiente tipo:
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Teorema 1.2.11. (Ver Corolario 4.3.11) Sean α ∈ R, 1 < p < ∞, 0 < q ≤ ∞ y
w ∈ Ap(Rd). Si W es una base de ond´ıculas obtenida a partir de la familia de ond´ıculas
d-dimensional de Lemarie´-Meyer, se tiene
i) hl(N ;W , B˙αp,q(w)) = mı´n{N
1
p , N
1
q }
y
ii) hr(N ;W , B˙αp,q(w)) = ma´x{N
1
p , N
1
q }.
Este resultado resulta sencillo de demostrar porque es consecuencia de B˙αp,q(w) ≈
`q(`p) donde el isomorfismo esta´ dado por (1.59) usando ond´ıculas.
Como corolario del Teorema 1.2.2 se obtienen caracterizaciones para los espacios
Aαq (W , B˙αp,p(w)) y las clases avariciosas G αq (W , B˙αp,p(w)) en te´rminos de espacios de
Lorentz discretos. En este trabajo se muestra, como novedad, que estos espacios pueden
tambie´n identificarse como espacios de Besov con pesos, para lo que se usa el Lema 4.1.5
demostrado en [53]. El resultado es el siguiente
Corolario 1.2.12. (Ver Corolario 4.3.16) Sean s ∈ R, 1 ≤ τ < p < ∞ y elegir α > 0
tal que 1
τ
= α
d
+ 1
p
. Si w ∈ Aτ (Rd) se tiene
A
α
d
τ (W , B˙sp,p(w)) = G
α
d
τ (W , B˙sp,p(w)) = B˙α+sτ,τ (w
τ
p )
para cualquier base de ond´ıculas d-dimensional de Lemarie´-Meyer.
Cuando p 6= q se prueba el siguiente resultado:
Corolario 1.2.13. (Ver Corolario 4.3.19) Sean s ∈ R, 1 ≤ τ0 < τ1 < p < ∞, 0 <
q < ∞, 0 < r ≤ ∞ y elegir 0 < α1 < α < α0 < ∞ tal que 1τ0 = α0d + 1mı´n(p,q) y
1
τ1
= α1
d
+ 1
ma´x(p,q)
. Si w ∈ Aτ0(Rd) se tiene
B˙α0+sτ0,τ0 (w
τ0
p ) ↪→ G
α
d
r (W , B˙sp,q(w)) ↪→ A
α
d
r (W , B˙sp,q(w)) ↪→ B˙α1+sτ1,τ1 (w
τ1
p )
para alguna base de ond´ıculas d-dimensional de Lemarie´-Meyer.
Nota 1.2.14. Existe una caracterizacio´n expl´ıcita de Aατ (B˙αp,q) con p 6= q para valores
particulares de τ probada por B. Jawerth y M. Milman en [38] (ver detalles en la Nota
4.3.20).
En la seccio´n 4.4 se prueba que cuando las bases de ond´ıculas tienen suficiente
regularidad y suavidad son democra´ticas en los espacios de Triebel-Lizorkin ho-
moge´neos con peso F˙ sp,q(w) y en los espacios de Triebel-Lizorkin con peso F
s
p,q(w)
s ∈ R, 0 < p < ∞, 0 < q ≤ ∞ y w ∈ Ap un peso apropiado en Rd. Por lo tan-
to los espacios de aproximacio´n Aαq (B, F˙ sp,q(w)) y Aαq (B, F sp,q(w)) y las clases avariciosas
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G αq (B, F˙ sp,q(w)) y G αq (B, F sp,q(w)) se pueden identificar con los espacios de Besov con peso
particulares, cuando 0 < p < ∞, 0 < q < ∞ y w un peso apropiado (ver seccio´n 4.4
para ma´s detalles). La novedad de este trabajo esta´ en estudiar el caso general de pesos
w ∈ A∞ ya que el caso general w ≡ 1 se ha estudiado en [35, 27] y [40].
Recordamos al lector la definicio´n de los espacios de Triebel-Lizorkin con peso. Sean
A0 y A1 como en la definicio´n 1.2.8.
Definicio´n 1.2.15. Sean s ∈ R, 0 < p <∞, 0 < q ≤ ∞, ϕ ∈ A1, Φ ∈ A0 y w un peso
en Rd.
i) El espacio de Triebel-Lizorkin homo´geneo con peso F˙ sp,q(w) es el conjunto
de todas las distribuciones temperadas f ∈ S ′(Rd)/P(mo´dulo polinomios) tales que
‖f‖F˙ sp,q(w) =
∥∥∥(∑
k∈Z
(2ks|ϕk ∗ f |)q
) 1
q
∥∥∥
Lp(w)
<∞. (1.60)
ii) El espacio de Triebel-Lizorkin con peso F sp,q(w) es el conjunto de todas la
distribuciones temperadas f ∈ S ′(Rd) tales que
‖f‖F sp,q(w) = ‖Φ ∗ f‖Lp(w) +
∥∥∥(∑
k∈Z
(2ks|ϕk ∗ f |)q
) 1
q
∥∥∥
Lp(w)
<∞. (1.61)
Cuando w = 1 la definicio´n 1.2.15 coincide con las definiciones de espacios de Triebel-
Lizorkin F˙ sp,q y F
s
p,q dadas en [22]. Al igual que en la seccio´n 5 de [22] se puede probar
que
‖f‖Fαp,q(w) ≈ ‖f‖Lp(w) + ‖f‖F˙αp,q(w)
cuando α > 0, 1 ≤ p <∞, 0 < q ≤ ∞ y w ∈ Ap(Rd).
Existe en la literatura caracterizaciones de espacios de Triebel-Lizorkin para ond´ıculas
con suficiente regularidad y decaymiento y distintos tipos de pesos. Todas ellas producen
resultados del tipo:
‖f‖F˙ sp,q(w) ≈
∥∥∥[ L∑
l=1
∑
Q∈D
(|Q|− sd− 12 |〈f, ψlQ〉|χQ(·))q
] 1
q
∥∥∥
Lp(w)
(1.62)
para s ∈ R, 0 < p <∞, 0 < q < ∞ y w apropiado, donde {ψl : l = 1, 2, . . . , L} es una
familia de ond´ıculas de regularidad apropiada (ver detalles en la subseccio´n 4.4.1). Las
referencias para estos resultados son J. Garc´ıa-Cuerva y J. Martell ([26]) para el caso
Hp(w), M. Izuki e Y. Sawano ([36]) para el caso no homoge´neo y M. Bownik y K.-P. Ho
([7]) para el caso homoge´neo.
En la subseccio´n 4.4.2 probamos resultados del tipo siguiente (ver Teorema 4.4.9):
20 Cap´ıtulo 1. Introduccio´n
Teorema 1.2.16. Sean s ∈ R, 0 < p <∞, 0 < q ≤ ∞ y w ∈ A∞(Rd). Entonces
hl(N ;W , F sp,q(w)) ≈ hr(N ;W , F sp,q(w)) ≈ N
1
p
donde w es una base de ond´ıculas de regularidad y decaimiento apropiada dependiendo
de los para´metros s, p y q.
Como corolario de estos resultados y las caracterizaciones probadas en el cap´ıtulo 3
se deduce el siguiente resultado no conocido de interpolacio´n.
Corolario 1.2.17. (Ver Corolario 4.4.18) Sean 0 < p < ∞, 0 < q < ∞, γ > 0, 1
τ
=
γ
d
+ 1
p
y w ∈ A∞(Rd). Para todo 0 < θ < 1 sea τθ dado por 1τθ =
γθ
d
+ 1
p
. Entonces
(F sp,q(w), B
s+γ
τ,τ (w
τ
p ))θ,τθ = B
s+γθ
τθ,τθ
(w
τθ
p ).
En la seccio´n 4.5, consideramos las clases de Orlicz con peso LΦ(w) en Rd. Nuestro
resultado principal en esta seccio´n prueba que una base de ond´ıculas es democra´tica
(y por consiguiente, avariciosa) en los espacios de Orlicz con peso LΦ(w) si y so´lo si
LΦ(w) = Lp(w), con w ∈ Ap(Rd) para algu´n p ∈ (1,∞) y calculamos (salvo constantes
multiplicativas) las funciones de democracia hr(N ;B, LΦ(w)) y hl(N ;B, LΦ(w)) de estas
bases en los espacios LΦ(w) en te´rminos de su funcio´n fundamental. Para comprender
el resultado obtenido necesitamos explicar la notacio´n que hemos usado. Comenzamos
recordando la definicio´n de espacios de Orlicz con peso.
Una funcio´n de Young es una funcio´n convexa no decreciente Φ : [0,∞) −→ [0,∞] tal
que l´ımt−→∞Φ(t) = ∞. En este trabajo supondremos que Φ(0) = 0, que Φ es estricta-
mente creciente y finita en todo punto, de modo que es una biyeccio´n continua de [0,∞).
Dada una funcio´n Φ as´ı definida, y un peso w ∈ A∞(Rd), el espacio de Orlicz con peso
LΦ(w) es la clase de todas funciones medibles f : Rd −→ C tales que Φ
(
|f(x)|
λ
)
∈ L1(w)
para algu´n λ > 0. El espacio LΦ(w) es un espacio de Banach invariante por reorde-
namiento cuando esta´ dotado de la correspondiente norma de Luxemburg
‖f‖LΦ(w) = ı´nf
{
λ > 0 :
∫
Rd
Φ
( |f(x)|
λ
)
w(x)dx ≤ 1
}
(1.63)
Se tiene que si E ⊂ Rd es medible
‖χE‖LΦ(w) = 1
Φ−1( 1
w(E)
)
. (1.64)
La funcio´n ϕ(t) = 1
Φ−1( 1
t
)
, 0 < t <∞ satisface ϕ(t) = ‖χE‖LΦ(w) para todo conjunto
medible E ⊂ Rd tal que w(E) = t y se llama funcio´n fundamental de LΦ(w).
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Los ı´ndices de Boyd de los espacios de Orlicz con peso LΦ(w) se pueden calcular
directamente de la funcio´n de Young Φ o de la funcio´n fundamental ϕ. Sean
h+ϕ (t) = sup
s>0
ϕ(st)
ϕ(s)
, 0 < t <∞, (1.65)
y
h−ϕ (t) = ı´nf
s>0
ϕ(st)
ϕ(s)
, 0 < t <∞. (1.66)
Entonces los ı´ndices de Boyd inferior y superior, iϕ y Iϕ de L
Φ(w) son dados por
iϕ = l´ım
t−→0
log h+ϕ (t)
log t
= sup
0<t<1
log h+ϕ (t)
log t
(1.67)
y
Iϕ = l´ım
t−→∞
log h+ϕ (t)
log t
= ı´nf
1<t<∞
log h+ϕ (t)
log t
(1.68)
respectivamente.
En este trabajo se prueba el siguiente resultado (ver Teorema 4.5.14) incluido en [53]:
Teorema 1.2.18. Sean LΦ(w) un espacio de Orlicz con peso con los ı´ndices de Boyd
que satisfacen 0 < iϕ ≤ Iϕ < 1 y w ∈ ApΦ(Rd), donde pΦ = 1Iϕ . Sea W = {ψlQ : Q ∈
D, l = 1, 2, . . . , L} una base de ond´ıculas de la clase R0,M , M > d. Entonces
hl(N ;W , LΦ(w)) ≈ h−ϕ (N), hr(N ;W , LΦ(w)) ≈ h+ϕ (N). (1.69)
El resultado tambie´n es cierto para la base de Haar.
En el caso particular en el que Φ(t) = tp, 1 < p <∞, w ∈ Ap(Rd) yW es una base de
ond´ıculas de regularidad R0,M , M > d, tenemos LΦ(w) = Lp(w) y h+ϕ (t) = h−ϕ (t) = t
1
p ,
y por lo tanto W es democra´tica en estos espacios. El caso w ≡ 1 del Teorema 1.2.18
aparece en [29].
Usando el resultado del Teorema 1.2.18 y aplicando el Teorema 1.2.2 obtenemos
las siguientes inclusiones para las clases avariciosas G αq (W , LΦ(w)) y los espacios de
aproximacio´n Aαq (W , LΦ(w)) (ver Teorema 4.5.19)
Corolario 1.2.19. Sean LΦ(w) un espacio de Orlicz con peso con los ı´ndices de Boyd
que satisfacen 0 < iϕ ≤ Iϕ < 1, w ∈ ApΦ(Rd) y W = {ψlQ : Q ∈ D, l = 1, 2, . . . , L} una
base de ond´ıculas de la clase R0,M con M > d. Entonces tenemos
`q
kαh+ϕ (k)
(W , LΦ(w)) ↪→ G αq (W , LΦ(w)) ↪→ Aαq (W , LΦ(w))
↪→ `q
kαh−ϕ (k)
(W , LΦ(w)). (1.70)
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Estas inclusiones son las mejores, en la escala de los espacios de Lorentz discretos con
peso `qkαη(k)(W , LΦ(w)).
En algunos casos los espacios `qkαη(k)(W , LΦ(w)) se pueden caracterizar como un es-
pacio de Besov con regularidad generalizada B˙Ψp,q (ver [29]).
En la seccio´n 4.6 consideramos los espacios de oscilacio´n me´dia acotada,BMO(Rd)
y calculamos las funciones de democracia hl(N ;B, BMO(R)) y hr(N ;B, BMO(R)), sal-
vo constantes multiplicativas, de estos espacios cuando B es una base de ond´ıculas con
suficiente regularidad y suavidad.
Definicio´n 1.2.20. Sea f una funcio´n localmente integrable en Rd. Diremos que f es
de oscilacio´n me´dia acotada, esto es, f ∈ BMO(Rd), si
‖f‖BMO(Rd) = sup
1
|Q|
∫
Q
|f(x)− fQ|dx <∞ (1.71)
donde el supremo se toma sobre todos los cubos Q ∈ Rd y fQ = 1|Q|
∫
Q
f(x)dx denota la
media de f sobre el cubo Q.
En el an˜o 1982 P. Wojstaszczyk probo´ que el sistema de Franklin F = {fI}I∈D ⊂
L2(R) (ver [33] para la construccio´n de la base de ond´ıculas de Franklin en R) es una
base incondicional para BMO(R) y que
‖f‖BMO(R) ≈ sup
I∈D
( 1
|I|
∑
J⊂I
|〈f, fI〉|2
) 1
2
. (1.72)
La equivalencia (1.72) tambie´n existe en va´rias dimensiones (ver por ejemplo [24, 35]
para ma´s detalles).
El resultado siguiente es esencialmente conocido (ver [55]), pero en la subseccio´n 4.6.2
se da una demostracio´n autocontenida (ver Teorema 4.6.6).
Teorema 1.2.21. Sean BMO(R) el espacio de oscilacio´n me´dia acotada y W = {ψI :
I ∈ D} una base de ond´ıculas de Franklin. Entonces si N = 1, 2, 3, . . .
hr(N ;W , BMO(R)) ≈
√
logN y hl(N ;W , BMO(R)) = 1. (1.73)
El resultado del Teorema 1.2.21 es cierto para cualquier base de ond´ıculas que pro-
duzca una caracterizacio´n de BMO como (1.72).
Como corolario del Teorema 1.2.2 y usando el Teorema 1.2.21 obtenemos las in-
clusiones para los espacios de aproximacio´n y las clases avariciosas de BMO(R) (ver
Teorema 4.6.10).
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Corolario 1.2.22. Sean α > 0 y 0 < q ≤ ∞. Sea W = {ψI : I ∈ D} una base de
ond´ıculas que satisface la equivalencia (1.72). Tenemos
`q
kα
√
log k
(W , BMO(R)) ↪→ G αq (W , BMO(R)) ↪→ Aαq (W , BMO(R))
↪→ `qkα(W , BMO(R)) = `
1
α
,q(W , BMO(R)). (1.74)
En la seccio´n 4.7 calculamos, salvo constantes multiplicativas, las funciones de demo-
cracia hr(N ;W , Lp,q(Rd)) y hl(N ;W , Lp,q(Rd)) para los espacios de Lorentz Lp,q(Rd)
en te´rminos de los exponentes p y q, cuando W es una base de ond´ıculas con suficiente
regularidad.
Definicio´n 1.2.23. Para 0 < p, q ≤ ∞, el espacio de Lorentz Lp,q(Rd) es el conjunto de
todas las funciones medibles f definidas en Rd, tal que
‖f‖p,q =

(
q
p
∫∞
0
[t
1
pf ∗(t)]q dt
t
) 1
q
, si 0 < q <∞,
sup0<t<∞ t
1
pf ∗(t), si q =∞,
(1.75)
es finita, donde f ∗ es el reordenamiento no creciente de f (ver Definicio´n 4.7.2).
Para 0 < p, q <∞, se tiene la siguiente expresio´n equivalente al funcional (1.75) (ver
por ejemplo Proposicio´n 2.2.5 en [10]).
‖f‖p,q =
(
q
∫ ∞
0
tqµf (t)
q
p
dt
t
) 1
q
, (1.76)
donde µf es la funcio´n de distribucio´n asociada a f (ver Definicio´n 4.7.1).
Aunque en general la expresio´n en (1.76) no es una norma los espacios Lp,q(Rd) son
de Banach con una norma equivalente a ‖ · ‖p,q si 1 < p < ∞, 1 ≤ q ≤ ∞, o bien si
p = q = 1 (Ve´ase [3, 71] para ma´s informacio´n sobre estos espacios). Cuando 1 < p <∞
y 1 ≤ q < ∞ los espacios Lp,q(Rd) son espacios de Banach separables invariantes por
reordenamiento.
En la subseccio´n 4.7.2 se prueba el siguiente resultado publicado en [32]:
Teorema 1.2.24. (ver Teorema 4.7.14) Para 1 < p <∞ y 1 ≤ q <∞, sea W = {ψlQ :
Q ∈ D, l = 1, 2, . . . , L} una base de ond´ıculas pertenecientes a la clase de regularidad
R0,M , M > d. Entonces
hl(N ;W , Lp,q(Rd)) ≈ N
1
ma´x(p,q) , hr(N ;W , Lp,q(Rd)) ≈ N
1
mı´n(p,q) . (1.77)
El resultado es cierto para el sistema de Haar.
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Como corolario del Teorema 1.2.2, obtenemos las siguientes inclusiones para los es-
pacios de aproximacio´n Aαq (W , Lp,q(Rd)) y las clases avariciosas G αq (W , Lp,q(Rd)).
Corolario 1.2.25. (Ver Corolario 4.7.19) Sean 1 < p < ∞, 1 ≤ q < ∞ y 0 < r ≤ ∞.
Para 0 < α1 < α < α0 <∞ tal que 1τ0 = α0d + 1mı´n(p,q) y 1τ1 = α1d + 1ma´x(p,q) se tiene
B˙α0τ0,τ0 ↪→ G
α
d
r (W , Lp,q(Rd)) ↪→ A
α
d
r (W , Lp,q(Rd)) ↪→ B˙α1τ1,τ1
para cualquier base de ond´ıculas W de la clase de regularidad Rr,M con r > α0 y M >
d+ α0.
En la seccio´n 4.8 obtenemos, salvo constantes multiplicativas, las funciones de demo-
cracia hr(N ;W ,Λq(w)) y hl(N ;W ,Λq(w)) para los espacios de Lorentz generales
Λq(w) cuando W es una base de ond´ıculas perteneciente a la clase de regularidad
R0,M , M > d.
Sea w un peso en R+ = (0,∞). Dada una funcio´n medible, f : Rd −→ (0,∞) para
0 < q <∞ definimos
‖f‖Λq(w) =
(∫ ∞
0
(f ∗(t))qw(t)dt
) 1
q
(1.78)
donde f ∗ es el reordenamiento no creciente de f (ver definicio´n 4.7.2). El espacio de
Lorentz Λq(w) es la clase de funciones medibles en Rd tales que la cantidad (1.78) es
finita.
Asociado con w definimos
W (r) =
∫ r
0
w(s)ds, 0 ≤ r <∞. (1.79)
Los espacios de Lorentz Λq(w) son espacios cuasi-Banach si y so´lo si W es doblante, es
decir, existe una constante C > 0 tal que W (2r) ≤ CW (r), para todo r > 0 (ver [10] y
seccio´n 4.8). Cuando W es doblante usamos la notacio´n W ∈ ∆2.
Cuando w(t) = ( q
p
)t
q
p
−1, 0 < p, q < ∞, estos espacios coinciden con los espacios de
Lorentz Lp,q(Rd) y W (r) = r
q
p , r > 0 (ver ejemplo 4.8.20).
Cuando w(t) = t
q
p
−1 log(e+ t)βq, 0 < p, q <∞, β ∈ R, los espacios Λq(w) coinciden
con los espacios de Lorentz-Zygmund Lp,q(logL)β (ver ejemplo 4.8.21).
Cuando w es decreciente y 1 ≤ q < ∞, se puede probar (ver [10, 64]) que los
espacios Λq(w) son espacios de Banach. Adema´s, en los mismos trabajos, se prueba que
la condicio´n w ∈ Bq,∞, 1 ≤ q <∞ (ver seccio´n 4.8 para ma´s detalles o el Teorema 2.5.2
en [10]) es necesaria y suficiente para que estos espacios sean de Banach.
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Usando un resultado de Soardi ([69]) sobre bases de ond´ıculas en espacios de Banach
invariantes por reordenamiento, se puede obtener una caracterizacio´n de los espacios
Λq(w) usando coeficientes de ond´ıculas y en particular probar que las bases de ond´ıculas
son bases incondicionales para Λq(w), 1 ≤ q < ∞, w ∈ Bq,∞ (ver seccio´n 4.8 para ma´s
detalles).
Proposicio´n 1.2.26. (Ver Proposicio´n 4.8.19) Sean 1 ≤ q < ∞, w ≥ 0 un peso en
(0,∞) tal que 0 < iW ≤ IW < q con W (t) =
∫ t
0
w(s)ds ∈ ∆2. Sea {ψl : l : 1, 2, . . . , L}
un sistema de ond´ıculas con regularidad R0,M , M > d (ver Definicio´n 4.1.2). Entonces,
W = {ψlQ : Q ∈ D, l = 1, 2, . . . , L} es una base incondicional de Λq(w) y
‖f‖Λq(w) ≈ ‖Sψ(f)‖Λq(w) (1.80)
donde
Sψ(f)(x) =
( L∑
l=1
∑
Q∈D
|〈f, ψlQ〉|2|Q|−1χQ(x)
) 1
2
. (1.81)
Los ı´ndices de Boyd αΛq(w) y βΛq(w) de los espacios de Lorentz Λ
q(w) se pueden
calcular con los exponentes de dilatacio´n de W. Sean
h+W (t) = sup
0<s<∞
W (st)
W (s)
, 0 < t <∞
y
h−W (t) = ı´nf0<s<∞
W (st)
W (s)
, 0 < t <∞.
Si h+W (t) es finita en casi todo punto los exponentes de dilatacio´n inferior y superior
de W se definen por
iW = l´ım
t→0
log h+W (t)
log t
= sup
0<t<1
log h+W (t)
log t
y
IW = l´ım
t→∞
log h+W (t)
log t
= ı´nf
1<t<∞
log h+W (t)
log t
.
Se tiene que (ver Corolario 4.8.17),
αΛq(w) =
1
q
· iW y βΛq(w) = 1
q
· IW , 0 < q <∞
donde αΛq(w) y βΛq(w) son los ı´ndices de Boyd de Λ
q(w).
Por ejemplo, cuando w(t) = tα(log(e + t))γ, γ ∈ R se tiene iW = IW = α (ver
Ejemplos 4.8.9 y 4.8.10).
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Definicio´n 1.2.27. Sea W ≥ 0 definida en (0,∞) y creciente.
(a) Decimos que W es fuertemente creciente si existe C > 0 tal que
W (t1)
t1
≤ CW (t2)
t2
∀ 0 < t1 ≤ t2 <∞.
(b) Decimos que W es de´bilmente creciente si existe C > 0 tal que
W (t1)
t1
≥ CW (t2)
t2
∀ 0 < t1 ≤ t2 <∞.
Por ejemplo, para w(t) = tα−1(log(e + t))β, α > 0, β ≥ 0, W (t) ≈ tα(log(e + t))β y
es fuertemente creciente si y so´lo si α ≥ 1 y de´bilmente creciente si y so´lo si α < 1. En el
caso de w(t) = tα−1(log(e+t))β, α > 0, β < 0, W (t) ≈ tα(log(e+t))β yW es fuertemente
creciente si y so´lo si α > 1 y de´bilmente creciente si y so´lo si α ≤ 1. En general si w
es creciente, W es convexa y por tanto fuertemente creciente y si w es decreciente W es
co´ncava, por tanto de´bilmente creciente.
En la subseccio´n 4.8.2 probamos el siguiente resultado (ver Teorema 4.8.30):
Teorema 1.2.28. Sean 1 ≤ q < ∞ y w > 0 un peso en (0,∞) tal que W (t) =∫ t
0
w(s)ds ∈ ∆2 con 0 < iW ≤ IW < q. Sea W = {ψlQ : Q ∈ D, l = 1, 2, . . . , L}
una base de ond´ıculas con regularidad R0,M , M > d. Entonces,
(a) Si W es fuertemente creciente
N
1
q ≈ hl(N ;W ,Λq(w)) ≤ hr(N ;W ,Λq(w)) ≈ [h+W (N)]
1
q .
(b) Si W es de´bilmente creciente
[h−W (N)]
1
q ≈ hl(N ;W ,Λq(w)) ≤ hr(N ;W ,Λq(w)) ≈ N
1
q .
No conocemos un resultado que se pueda aplicar a todo peso w.
En el cap´ıtulo 5 se estudian propiedades adicionales de las clases avariciosas y los es-
pacios de aproximacio´n. Los resultados que se incluyen aqu´ı aparecen en [28]. En primer
lugar mostramos con un ejemplo que las clases avariciosas no tienen que ser necesaria-
mente espacios lineales. Ver seccio´n 5.1. En la seccio´n 5.2 estudiamos las funciones de
democracia hl(N ;Aαq ), hr(N ;Aαq ), hl(N ;G αq ) y hr(N ;G αq ) de una base incondicional B
de un espacio cuasi-Banach X en espacios de aproximacio´n Aαq (B,X) y en las clases de
avariciosas G αq (B,X) respectivamente, en funcio´n de las funciones de democracia de B
en X (recordar la definicio´n de las funciones de democracia dadas en (1.38) y (1.39)).
Recordamos que las definiciones de los espacios de aproximacio´n Aαq (B,X) y de clases
avariciosas G αq (B,X) fueron dadas en (1.40) (ver definicio´n 1.2.1) y (1.42) respectiva-
mente. Se demuestran los siguientes resultados.
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Teorema 1.2.29. (Ver Teorema 5.2.1) Sean α > 0 y 0 < q ≤ ∞ fijos. Sea B =
{ej}j∈N una base incondicional en un espacio cuasi-Banach (X, ‖ · ‖X) y supongamos que
hl(N ;B,X) es doblante. Entonces, tenemos
a) hr(N ;G
α
q ) ≈ Nαhr(N ;B,X)
b) hl(N ;G
α
q ) ≈ Nαhl(N ;B,X).
En particular B es democra´tica en G αq (B,X) si y so´lo si B es democra´tica en X.
Teorema 1.2.30. (Ver Teorema 5.2.3) Sean α > 0 y 0 < q ≤ ∞ fijos. Sea B una base
incondicional en un espacio cuasi-Banach (X, ‖ · ‖X) y supongamos que hl(N ;B,X) es
doblante. Entonces,
a) hl(N ;Aαq ) ≈ Nαhl(N ;B,X)
b) hr(N ;Aαq ) . Nαhr(N ;B,X).
En particular, si B es democra´tica en X entonces es democra´tica en Aαq (B,X).
Observar que la parte b) del Teorema 1.2.30 no es una igualdad. En la seccio´n 5.2
mostramos con el ejemplo X = BMO que no siempre se tiene la igualdad. Por otro lado,
si B tiene la Propiedad (H) se tiene la igualdad.
Definicio´n 1.2.31. Sea B = {ej}j∈N una base incondicional en un espacio cuasi-Banach
(X, ‖ · ‖X). Decimos que B satisface la Propiedad (H) si para cada n = 1, 2, . . . existe
Γ ⊂ N con |Γ| = 2n que satisface la propiedad
‖1˜Γ′‖X ≈ hr(2n−1;B,X), ∀ Γ′ ⊂ Γn com |Γ′| = 2n−1.
Proposicio´n 1.2.32. (Ver Proposicio´n 5.3.2) Sea B = {ej}j∈N una base incondicional
en un espacio cuasi-Banach (X, ‖ · ‖X). Supongamos que B satisface la Propiedad (H).
Entonces, para todo α > 0, 0 < q ≤ ∞ se tiene
hr(N ;Aαq ) ≈ Nαhr(N ;B,X).
En la seccio´n 5.3 se prueba que las bases de ond´ıculas con regularidad y decaimiento
adecuados tienen la propiedad (H) en los espacios de Orlicz LΦ(Rd) con los ı´ndices de
Boyd en (0, 1), en los espacios de Lorentz Lp,q(Rd), 1 < p < ∞, 1 ≤ q < ∞ y en
los espacios de Besov generalizados con peso. Por el momento so´lo sabemos que falle la
propiedad (H) en el caso BMO(Rd).
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Ya hemos mencionado que cuando B es una base incondicional y democra´tica en un
espacio cuasi-Banach (X, ‖ ·‖X) se tiene G αq (B,X) = Aαq (B,X) con las cuasi-normas equi-
valentes. En la seccio´n 5.4, probamos que la inclusio´n continua Aαq (B,X) ↪→ G αq (B,X)
falla cuando la diferencia entre las funciones hl(N ;B,X) y hr(N ;B,X) es por lo menos
logar´ıtmica (e incluso menos que eso). Probamos el siguiente resultado que puede apli-
carse a las bases de ond´ıculas en los espacios Lp(logL)α, α ∈ R, 1 < p < ∞, en los
espacios de Lorentz Lp,q(Rd), 1 < p < ∞, 1 ≤ q < ∞ y en los espacios de Lorentz-
Zygmund Lp,q(logL)α, α ∈ R, 1 ≤ p <∞, 1 ≤ q <∞.
Proposicio´n 1.2.33. Sea B = {ej}j∈N una base incondicional en un espacio cuasi-
Banach (X, ‖ · ‖X) y α > 0. Supongamos que existen enteros pN ≥ qN ≥ 1, N = 1, 2, . . .
tales que
l´ım
N→∞
pN
qN
=∞ y hr(qN)
hl(pN)
&
(pN
qN
)α
.
Entonces la inclusio´n continua Aατ (B,X) ↪→ G ατ (B,X) no es cierta para cualquier τ ∈
(0,∞].
Finalmente en la seccio´n 5.5 probamos el Teorema 1.2.4 sustituyendo la condicio´n
η ∈W+ por la Propiedad (H) y η ∈W.
Cap´ıtulo 2
Preliminares
El objetivo de este cap´ıtulo es introducir los conceptos matema´ticos ba´sicos para la
lectura y comprensio´n de esta tesis y brindar las definiciones y propiedades relacionadas
con ellos que posteriormente usaremos en este trabajo. Se indica la bibliograf´ıa consultada
a fin de que el lector interesado pueda acceder a ella.
2.1. Esquema de aproximacio´n
Sea X un conjunto en el que ocurre la aproximacio´n. Tomamos el punto de vista
presentado por R.A. DeVore y V.A. Popov en [18] y consideraremos que X sea lo ma´s
general posible, en particular no supondremos que X sea lineal o normado. En cambio,
vamos a pedir que X sea so´lo un grupo Abeliano cuasi-normado (ver [57] o [4]). Es decir,
X es un grupo con una operacio´n de adicio´n, un elemento neutro denotado por 0 y una
aplicacio´n x ∈ X 7→ ‖x‖X ∈ R tal que
(i) ‖0‖X = 0,
ii) ‖ − x‖X = ‖x‖X,
iii) existe µ ≤ 1 tal que ∀ x, y ∈ X
‖x+ y‖µX ≤ ‖x‖µX + ‖y‖µX, (2.1)
con µ suficientemente pequen˜o.
Tomando y = −x en iii) se tiene que ‖x‖X ≥ 0, ∀x ∈ X. Es posible que pueda haber
otros elementos x 6= 0 tales que ‖x‖X = 0. La propiedad iii) es equivalente a que existe
C ≥ 1 tal que
iv) ‖x+ y‖X ≤ C(‖x‖X + ‖y‖X), (2.2)
(ver por ejemplo [4]). Un esquema de aproximacio´n es una sucesio´n de subespacios
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ΣN ⊂ X tales que
i) Σ0 = {0}
ii) 0 ∈ ΣN , N = 0, 1, 2, . . . ,
iii) ΣN ⊂ ΣN+1, N = 0, 1, 2, . . . ,
iv) aΣN = ΣN , a ∈ R, a 6= 0
v) ΣN ± ΣM ⊂ ΣC(N+M), N,M = 0, 1, 2, . . . , y C es una constante absoluta.
vi)
⋃
N
ΣN es densa en X (2.3)
Para cada x ∈ X, denotamos el error de aproximacio´n de x por los elementos de ΣN
por:
σN(x)X := σN(x,ΣN)X := ı´nf
y∈ΣN
‖x− y‖X := dist(x,ΣN). (2.4)
Observamos en particular que σ0(x)X = ‖x‖X. De las propiedades iii) y vi) se
concluye que la sucesio´n σN(x)X es mono´tona decreciente y σN(x)X ↓ 0. La aproximacio´n
es lineal cuando los subespacios ΣN son lineales y es no lineal, si son no lineales.
2.2. Espacios de aproximacio´n
Uno de los propo´sitos de la teor´ıa de aproximacio´n es la caracterizacio´n de los espacios
de aproximacio´n Aαq := Aαq (X,ΣN).
Definicio´n 2.2.1. Para cada α > 0 y 0 < q ≤ ∞, los espacios de aproximacio´n
Aαq (X,ΣN) se definen como el conjunto de todos los elementos x ∈ X tales que
‖x‖Aαq (X,ΣN ) :=

‖x‖X +
(∑∞
N=1[N
ασN(x)X]
q 1
N
) 1
q
, 0 < q <∞,
‖x‖X + supN≥1NασN(x)X, q =∞.
(2.5)
es finita.
La cantidad (2.5) es una cuasi-norma para los espacios Aαq (X,ΣN), y una norma si
el espacio X es un espacio normado, ΣN son espacios lineales y 1 ≤ q ≤ ∞. (ve´ase por
ejemplo [63, 17]). Los espacios Aαq (X,ΣN) decrecen con α y para α fijo crecen con q. Es
decir, se tiene las siguientes inclusiones continuas:
Aαq (X,ΣN) ↪→ Aβq1(X,ΣN), si α > β o si α = β y q ≤ q1 (2.6)
Puesto que σN(x)X es decreciente, se puede obtener una cuasi-norma equivalente en
los espacios de aproximacio´n Aαq (X,ΣN) restringiendo la suma en (2.5) a los nu´meros
dia´dicos. Es decir, si α > 0 y 0 < q ≤ ∞
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‖x‖Aαq (X,ΣN ) ≈

‖x‖X +
[∑∞
k=0(2
kασ2k(x)X)
q
] 1
q
, 0 < q <∞,
‖x‖X + supk=0,1,2... 2kασ2k(x)X, q =∞.
(2.7)
(ve´ase por ejemplo [17, 18, 63]).
La bu´squeda de una caracterizacio´n para los espacios de aproximacio´n Aαq (X,ΣN)
se simplifica estableciendo las llamadas desigualdades de tipo Jackson y Bernstein o
teoremas directo e inverso de aproximacio´n, respectivamente.
Definicio´n 2.2.2. Dado un nu´mero r > 0, sea Y = Yr un subespacio de X con una
cuasi-norma ‖ · ‖Yr .
(a) Se dice que Y satisface la desigualdad de tipo Jackson con exponente r > 0
si
σN(x)X ≤ CN−r‖x‖Y, ∀ x ∈ Y, ∀ N = 1, 2, . . . (2.8)
(b) Diremos que Y satisface la desigualdad de tipo Bernstein con exponente
r > 0 si
‖y‖Y ≤ CN r‖y‖X, ∀ y ∈ ΣN , ∀ N = 1, 2, 3, . . . (2.9)
Estas desigualdades permiten llevar a cabo la conexio´n entre los espacios de aproxi-
macio´n y los espacios de interpolacio´n. En la siguiente seccio´n recordaremos estas cone-
xiones y alguna teor´ıa sobre los espacios de interpolacio´n.
2.3. K-Funcionales y espacios de interpolacio´n
Los espacios de interpolacio´n surgen en el estudio del siguiente problema de ana´lisis:
dados dos espacios lineales cuasi-normados X e Y, para que´ espacio lineal cuasi-normado
Z es cierto que cada aplicacio´n T, acotada como operador de X en X y como operador
de Y en Y es tambie´n acotada como operador de Z en Z. Tales espacios Z son llamados
espacios de interpolacio´n para el par (X,Y) y el problema es construir y caracterizar
estos espacios. Existen al menos dos me´todos para construir espacios de interpolacio´n
Z : el me´todo complejo desarrollado por Caldero´n ([9]) y el me´todo real de Lions y Peetre
([48]). Para nuestros objetivos solo necesitaremos del me´todo real usando el K-funcional
de Peetre, que describiremos a continuacio´n. Sean X,Y dos espacios lineales incluidos
en algu´n espacio de Hausdorff lineal topolo´gico X. Entonces se puede formar el espacio
X+ Y que consiste de todas funciones f = h+ g, h ∈ X, g ∈ Y. Definimos
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‖f‖X+Y := ı´nf
f=h+g
{‖h‖X + ‖g‖Y}. (2.10)
Se define el K-funcional para f ∈ X+ Y por
K(f, t) := K(f, t;X,Y) = ı´nf
f=h+g
{‖h‖X + t‖g‖Y}, t ≥ 0. (2.11)
Nota 2.3.1. En particular si X,Y son dos espacios de Banach, con Y continuamente
incluido en X (Y ↪→ X), el K-funcional de f ∈ X se define por
K(f, t) := K(f, t;X,Y) := ı´nf
g∈Y
{‖f − g‖X + t‖g‖Y}, t ≥ 0. (2.12)
En el resultado siguiente se resumen las propiedades fundamentales del K-funcional.
Proposicio´n 2.3.2. ([17]) El K-funcional (2.11) tiene las propiedades siguientes:
(i) Como funcio´n de t ≥ 0, K(f, t) es creciente, co´ncava y continua. Y tambie´n es
subaditiva, es decir K(f, t1 + t2) ≤ K(f, t1) +K(f, t2).
(ii) Si X,Y son espacios de Banach, entonces como funcio´n de f para cada t > 0 fijo,
K(f, t) es una semi-norma en X+ Y.
(iii) Si X,Y son espacios cuasi-normados, entonces como funcio´n de f, para cada t > 0
fijo, K(f, t) es una cuasi-seminorma para cualquier f, g ∈ X+ Y:
K(f + g, t) ≤ C(K(f, t) +K(g, t)). (2.13)
Los K-funcionales fueron introducidos como medio de generar espacios de interpo-
lacio´n. Recordamos que si 0 < θ < 1 y 0 < q ≤ ∞, el espacio de interpolacio´n (X,Y)θ,q
se define como el conjunto de todas funciones f ∈ X+ Y tales que
‖f‖(X,Y)θ,q =

(∫∞
0
[t−θK(f, t)]q dt
t
) 1
q
, 0 < q <∞,
supt>0 t
−θK(f, t), q =∞.
(2.14)
De la monotonicidad de K(f, .) se puede obtener las siguientes cuasi-normas equiva-
lentes en los espacios de interpolacio´n (X,Y)θ,q : para cualquier r > 0
‖f‖(X,Y)θ,q ≈

(∑∞
n=1[n
rθK(f, n−r)]q 1
n
) 1
q
, 0 < q <∞,
supn≥1 n
rθK(f, n−r), q =∞.
(2.15)
y
‖f‖(X,Y)θ,q ≈

(∑∞
k=0[2
krθK(f, 2−kr)]q
) 1
q
, 0 < q <∞,
supk≥0 2
krθK(f, 2−kr), q =∞.
(2.16)
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donde las constantes de equivalencia son independientes de f (ver [17], pag. 193)
A continuacio´n vamos a recordar algunas propiedades generales de estos espacios.
Las siguientes inclusiones continuas son va´lidas para los espacios (X,Y)θ,q : Si β < α,
entonces
(X,Y)α,q ↪→ (X,Y)β,q1 , ∀ 0 < q, q1 ≤ ∞,
y
‖f‖(X,Y)β,q1 ≤ C‖f‖(X,Y)α,q . (2.17)
Si α = β, entonces ∀ 0 < q ≤ q1 ≤ ∞,
(X,Y)α,q ↪→ (X,Y)α,q1
y
‖f‖(X,Y)α,q1 ≤ C‖f‖(X,Y)α,q (2.18)
La inclusio´n (2.18) se puede probar usando la cuasi-norma equivalente (2.16) y la
inclusio´n continua `q ↪→ `q1 , 0 < q ≤ q1 ≤ ∞ (ver [17], p. 193). Para la inclusio´n (2.17),
tenemos
( ∞∑
k=0
[2krβK(f, 2−kr)]q1
) 1
q1 ≤
( ∞∑
k=0
2kr(β−α)q1
) 1
q1 sup
k≥0
{2kαK(f, 2−kr)}
≤ C‖2kαK(f, 2−kr)‖`q ,
donde en la u´ltima desigualdad usamos la inclusio´n `q1 ↪→ `∞.
Sean (X0,Y0) e (X1,Y1) dos pares de espacios cuasi-normados. Si X0 ↪→ X1 y Y0 ↪→
Y1 son inclusiones continuas para los pares X0,Y0 y X1,Y1, entonces se tiene la siguiente
inclusio´n continua
(X0,Y0)θ,q ↪→ (X1,Y1)θ,q
y
‖f‖(X1,Y1)θ,q ≤M‖f‖(X0,Y0)θ,q , 0 ≤ θ ≤ 1; 0 < q ≤ ∞. (2.19)
El resultado siguiente (teorema de reiteracio´n) prueba que si empezamos con un
par de espacios cuasi-normados (X,Y) y generamos espacios de interpolacio´n (X,Y)θ,q,
podemos aplicar la interpolacio´n a un par de espacios (X,Y)θ,q, y lo que obtenemos es
simplemente otro espacio de interpolacio´n del par inicial (X,Y).
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Teorema 2.3.3. ([17]) Dado un par de espacios cuasi-normados X,Y, sean (X,Y)α0,q0
y (X,Y)α1,q1 con 0 < α0 < α1 < 1 y 0 < q0, q1 ≤ ∞. Entonces, para todo 0 < θ < 1 y
0 < r ≤ ∞, tenemos
((X,Y)α0,q0 , (X,Y)α1,q1)θ,r = (X,Y)θ′,r, θ′ := (1− θ)α0 + θα1, (2.20)
con las cuasi-normas equivalentes.
Comparando las equivalencias (2.16) y (2.7) se puede ver que las definiciones de
los espacios de interpolacio´n y de los espacios de aproximacio´n son casi ide´nticas: se
sustituye σ2k(f)X por K(f, 2
−k). Por lo tanto, no deber´ıa sorprender que uno se pueda
caracterizar por el otro. Para eso es necesario, naturalmente, una comparacio´n entre el
error de aproximacio´n σN(f) y el K-funcional. Esta´ claro, que esta comparacio´n solo
es posible con una eleccio´n adecuada del espacio Y en la definicio´n de K. ¿ Pero co´mo
podemos decidir que´ espacio Y es adecuado? Esta es la funcio´n de las desigualdades de
Jackson y Bernstein (2.8) y (2.9), respectivamente. Siempre que se verifican estas dos
desigualdades, el siguiente resultado de R. A. DeVore y G. G. Lorentz ([17]) prueba que
se puede obtener una comparacio´n entre σN(f)X y K(f,N
−r;X,Y).
Teorema 2.3.4. (Teorema 5.1, cap. 7 en [17]) Sean X,Y dos espacios cuasi-Banach
con Y ↪→ X y r > 0. Sea {ΣN}N∈N un esquema de aproximacio´n para X definido en la
seccio´n 2.1.
(i) Si Y satisface la desigualdad de Jackson (2.8) con exponente r, entonces
σN(f)X ≤ CK(f,N−r;X,Y), f ∈ X, N = 1, 2, . . . (2.21)
(ii) Si Y verifica la desigualdad de Bernstein (2.9) con exponente r, entonces con
µ = µ(Y),
K(f,N−r;X,Y) ≤ CN−r
( N∑
k=1
(krσk(f)X)
µ 1
k
) 1
µ
, f ∈ X, N = 1, 2, . . . (2.22)
donde µ es el exponente de la µ-desigualdad triangular en (X, ‖ · ‖X).
Como consecuencia del teorema anterior se obtiene la siguiente relacio´n entre los
espacios de aproximacio´n y los espacios de interpolacio´n.
Teorema 2.3.5. ([18], Teorema 3.1) Sean (X, ‖·‖X) un espacio cuasi-Banach e Y = Yr
un subespacio de X. Si Y satisface las desigualdades de Jackson (2.8) y Bernstein (2.9)
con exponente r > 0, entonces para 0 < α < r y q > 0, tenemos
Aαq (X,ΣN) = (X,Y)αr ,q. (2.23)
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Demostracio´n. Sea Z = (X,Yr)α
r
,q. Se tiene que ‖f‖Z = ‖f‖θ,q con θ = αr < 1. De (2.15)
y (2.21) se obtiene ‖f‖Aαq (X,ΣN ) ≤ C‖f‖Z + ‖f‖X. Como Z = (X,Yr)θ,q ↪→ X se deduce
que
‖f‖Aαq (X,ΣN ) ≤ C‖f‖Z. (2.24)
Para la desigualdad contraria, sea β fijo tal que α < β < r. Tenemos krµ = k(r−β)µkβµ.
Tomando µ < q y usando la desigualdad de Ho¨lder con exponentes q
µ
y s
µ
tales que
µ
q
+ µ
s
= 1 en la expresio´n (2.22) se obtiene
( N∑
k=1
(krσk(f)X)
µ 1
k
) 1
µ
=
( N∑
k=1
k(r−β)µkβµσk(f)
µ
X
1
k
) 1
µ
≤
( N∑
k=1
kβqσk(f)
q
X
1
k
) 1
q
( N∑
k=1
k(r−β)s
1
k
) 1
s
≤ CN (r−β)
( N∑
k=1
kβqσk(f)
q
X
1
k
) 1
q
. (2.25)
Entonces de las desigualdades (2.25) y (2.22) se obtiene
∞∑
N=1
(N rθK(f,N−r))q
1
N
≤ C
∞∑
N=1
NαqN−rq
( N∑
k=1
(krσk(f)X)
µ 1
k
) q
µ 1
N
≤ C
∞∑
N=1
N (α−β)q
( N∑
k=1
kβqσk(f)
q
X
1
k
) 1
N
≤ C
∞∑
k=1
kβqσk(f)
q
X
( ∞∑
N=k
N (α−β)q
1
N
)1
k
≤ C‖f‖qAβq (X,ΣN ). (2.26)
De (2.15) y las desigualdades (2.24) y (2.26) se obtiene el resultado.
As´ı, el teorema 2.3.5 resuelve el problema de caracterizacio´n de los espacios de apro-
ximacio´n, conociendo los siguientes elementos:
(i) un espacio de funciones apropiado Yr ↪→ X tal que se verifiquen las desigualdades de
tipo Jackson y Bernstein con exponente r
(ii) una caracterizacio´n de los espacios de interpolacio´n (X,Yr)θ,q.
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Conocer el primer elemento es ma´s dif´ıcil desde el punto vista de la aproximacio´n no
lineal. El segundo elemento a veces es dado por los resultados cla´sicos en la teor´ıa de
interpolacio´n.
En el resultado siguiente, R. A. DeVore y V. A. Popov ([18]) prueban que los espacios
de aproximacio´n Aαq (X,ΣN) satisfacen las desigualdades de tipo Jackson y Bernstein con
exponente r > 0.
Lema 2.3.6. ([18]) Para cualquier espacio cuasi-Banach X y un esquema de aproxi-
macio´n ΣN , y para cualesquiera β > 0 y 0 < q ≤ ∞, se satisfacen las desigualdades de
Jackson (2.8) y Bernstein (2.9) con exponente β > 0 para Yβ = Aβq (X,ΣN).
Demostracio´n. Por un lado, de la inclusio´n Aβq (X,ΣN) ↪→ Aβ∞(X,ΣN) se tiene
NβσN(f)X ≤ ‖f‖Aβ∞(X,ΣN ) ≤ C‖f‖Aβq (X,ΣN ),
que es la desigualdad de Jackson con exponente β > 0.
Por el otro lado, si g ∈ ΣN usando que σn(g)X = 0 para n ≥ N y que σn(g)X ≤ ‖g‖X,
para n = 1, 2, . . . , N − 1 se tiene
‖g‖qAβq (X,ΣN ) = ‖g‖X +
(N−1∑
n=1
[nβσn(g)X]
q 1
n
) 1
q ≤ ‖g‖X + ‖g‖X
(N−1∑
n=1
nβq
1
n
) 1
q
≤ CNβ‖g‖X,
que es la desigualdad de Bernstein con exponente β > 0.
Por lo tanto, por el Teorema 2.3.5 se tiene:
Corolario 2.3.7. Para cualquier 0 < α < β, 0 < q ≤ ∞ y 0 < s ≤ ∞
Aαq (X,ΣN) = (X,Aβs (X,ΣN))α/β,q (2.27)
En particular, del teorema de reiteracio´n (ver el teorema 2.3.3) para la interpolacio´n
se tiene el resultado siguiente:
Corolario 2.3.8. ([18], Corolario 3.4) Para cualesquiera α1, α2 > 0, α1 6= α2, 0 <
q, q1, q2 ≤ ∞ y α = (1− θ)α1 + θα2, con 0 < θ < 1, tenemos
(Aα1q1 (X,ΣN),Aα2q2 (X,ΣN))θ,q = Aαq (X,ΣN)
El corolario 2.3.8 prueba que los espacios de aproximacio´n son espacios de interpo-
lacio´n.
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2.4. Bases incondicionales y bases reticulares en un
espacio cuasi-Banach
Siguiendo el modelo de la definicio´n y propiedades de base incondicional en un espacio
de Banach desarrollado en [68] (ver tambie´n [33]), en esta seccio´n damos los conceptos de
base incondicional en un espacio cuasi-Banach (X, ‖·‖X) y sus propiedades fundamentales.
Definicio´n 2.4.1. Sea (X, ‖ · ‖X) un espacio cuasi-Banach. Se dice que una sucesio´n
numerable B = {ej : j ∈ N} ⊂ X es una base para X si para cada x ∈ X existe una u´nica
sucesio´n de escalares {cj}j∈N tal que
x =
∑
j∈N
cjej
con la convergencia en X.
Sea N la clase de todos subconjuntos finitos N de N. Decimos que ∑i∈N yi converge
incondicionalmente a y y escribimos
l´ım
N∈N
∑
i∈N
yi = y (2.28)
si y so´lo si para todo ² > 0, existe un N = N (²) ∈ N tal que∥∥∥y −∑
i∈N ′
yi
∥∥∥
X
< ² para todo N ′ ⊇ N . (2.29)
Definicio´n 2.4.2. Una base B = {ej : j ∈ N} en un espacio cuasi-Banach (X, ‖ · ‖X)
se dice que es una base incondicional si y so´lo si existe una u´nica sucesio´n de escalares
{cj}j∈N tal que x =
∑
j∈N cjej y la serie converge incondicionalmente.
Teorema 2.4.3. (Ver [68] Teorema 16.1 o [33] Teorema 2.10) Una base B = {ej : j ∈ N}
en un espacio cuasi-Banach (X, ‖ · ‖X) es incondicional si y so´lo si existe una constante
C > 0 tal que para x =
∑∞
j=1 cjej se tiene
∥∥∥ ∞∑
j=1
βjcjej
∥∥∥
X
≤ C
∥∥∥ ∞∑
j=1
cjej
∥∥∥
X
, (2.30)
para toda sucesio´n de escalares {βj}∞j=1 tales que |βj| ≤ 1.
De este teorema se tiene que si B es incondicional, para todo conjunto finito Γ ⊂ N
1
C
(´ınf
j∈Γ
|cj|)
∥∥∥∑
j∈Γ
ej
∥∥∥
X
≤
∥∥∥∑
j∈Γ
cjej
∥∥∥
X
≤ C(sup
j∈Γ
|cj|)
∥∥∥∑
j∈Γ
ej
∥∥∥
X
. (2.31)
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Definicio´n 2.4.4. Una coleccio´n B = {ej : j ∈ N} en un espacio cuasi-Banach (X, ‖·‖X),
se dice que verifica la propiedad reticular si dadas las sucesiones {ck}, {sk} tales que
|ck| ≤ |sk| para todo k ∈ N, si x =
∑∞
k=1 skek ∈ X se tiene que y =
∑∞
k=1 ckek ∈ X e
‖y‖X ≤ ‖x‖X.
Nota 2.4.5. Del Teorema 2.4.3 se ve claramente que toda base que verifica la propiedad
reticular es incondicional con C = 1. Adema´s, una base es reticular si y so´lo si se verifica
(2.31) con C = 1.
Si B es una base incondicional en un espacio cuasi-Banach (X, ‖ · ‖X) se puede definir
una cuasi-norma 9 · 9 en X equivalente a ‖ · ‖X con respecto a la cual la base B es
reticular.
Definicio´n 2.4.6. Sea (X, ‖ · ‖X) un espacio cuasi-Banach y B = {ej}j∈N una base para
X. Para x =
∑∞
j=1 cjej ∈ X definimos
9x9X = sup
Γfinito
|λj |≤1
∥∥∥∑
j∈Γ
λjcjej
∥∥∥
X
. (2.32)
Proposicio´n 2.4.7. Sea (X, ‖ · ‖X) un espacio cuasi-Banach y B = {ej}j∈N una base
incondicional para X. Se tiene:
(i) 9 · 9X es una cuasi-norma en X equivalente a ‖ · ‖X.
(ii) Para todo Γ ⊂ N finito
(´ınf
j∈Γ
|cj|) 9∑
j∈Γ
ej9X ≤ 9∑
j∈Γ
cjej9X ≤ (ma´x
j∈Γ
|cj|) 9∑
j∈Γ
ej 9X .
(iii) B es una base reticular en (X,9 · 9X).
Demostracio´n. (i) Si 9x9X = 0, ∥∥∥∑j∈Γ cjej∥∥∥X = 0 ∀Γ ⊂ N, entonces cj = 0, ∀j ∈ N. Si
λ ∈ C, 9λx9X = |λ|9x9X por ser ‖·‖X una cuasi-norma. La cuasi-desigualdad triangular
se sigue de la cuasi-desigualdad triangular de ‖ · ‖X. Sea 0 < ρ ≤ 1 el exponente de la
ρ-desigualdad triangular en X; entonces tenemos
9x+ y9ρX = sup
Γfinito
|λj |≤1
(∥∥∥∑
j∈Γ
λjxjej +
∑
j∈Γ
λjyjej
∥∥∥ρ
X
)
≤ sup
Γfinito
|λj |≤1
(∥∥∥∑
j∈Γ
λjxjej
∥∥∥ρ
X
+
∥∥∥∑
j∈Γ
λjyjej
∥∥∥ρ
X
)
= 9x 9ρX + 9 y 9ρX .
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Probamos que son equivalentes. Como B es incondicional, 9x9X ≤ C‖x‖X. Adema´s,9x9X ≥ ∥∥∥∑nj=1 cjej∥∥∥X para todo n = 1, 2, . . . de donde se deduce 9x9X ≥ ‖x‖X.
(ii) Tenemos, para M = ma´xj∈Γ |cj|,
9∑
j∈Γ
cjej9X = M sup
Γ′⊂Γ
|λj |≤1
∥∥∥∑
j∈Γ′
λj
cj
M
ej
∥∥∥
X
≤M sup
Γ′⊂Γ
|λj |≤1
∥∥∥∑
j∈Γ′
λjej
∥∥∥
X
=M 9∑
j∈Γ′
ej 9X .
De manera similar, para m = ı´nfj∈Γ |cj|, m > 0 se tiene
m 9∑
j∈Γ
ej9X = m sup
Γ′⊂Γ
|ηj |≤1
∥∥∥∑
j∈Γ′
ηjej
∥∥∥
X
= sup
Γ′⊂Γ
|ηj |≤1
∥∥∥∑
j∈Γ′
m
cj
ηjcjej
∥∥∥
X
≤ sup
Γ′⊂Γ
|ηj |≤1
∥∥∥∑
j∈Γ′
ηjcjej
∥∥∥
X
= 9∑
j∈Γ
cjej 9X .
(iii) Sea |cj| ≤ |sj| con x =
∑
j∈N sjej ∈ X. Podemos suponer que cj > 0 porque
9∑
j∈Γ
cjej9X = sup
Γfinito
|λj |≤1
∥∥∥∑
j∈Γ
λjcjej
∥∥∥
X
= sup
Γfinito
|λj |≤1
∥∥∥∑
j∈Γ
λjsig(cj)|cj|ej
∥∥∥
X
= sup
Γfinito
|ηj |≤1
∥∥∥∑
j∈Γ
ηj|cj|ej
∥∥∥
X
= 9∑
j∈Γ
|cj|ej 9X .
Entonces,
9∑
j∈N
cjej9X = sup
Γfinito
|λj |≤1
∥∥∥∑
j∈Γ
λj|cj|ej
∥∥∥
X
= sup
Γfinito
|λj |≤1
∥∥∥∑
j∈Γ
λj
|cj|
|sj| |sj|ej
∥∥∥
X
≤ sup
Γfinito
|λj |≤1
∥∥∥∑
j∈Γ
λj|sj|ej
∥∥∥
X
= 9 ∞∑
j=1
sjej 9X .
2.5. Propiedades generales de las funciones de demo-
cracia
En esta seccio´n recordamos los conceptos de funciones de democracia por la izquierda
y por la derecha, introducidos inicialmente por S.J. Dilworth, N.J. Kalton, D.Kutzarova
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y V.N. Temlyakov en [20] (ver tambie´n [39, 29]) y probamos algunas de sus propiedades
fundamentales.
Definicio´n 2.5.1. Dada una coleccio´n B = {ej : j ∈ N} en un espacio cuasi-normado
(X, ‖·‖X), las funciones de democracia de B por la derecha y por la izquierda, hr(N ;B,X)
y hl(N ;B,X), respectivamente, se definen por
hr(N ;B,X) ≡ sup
|Γ|=N
∥∥∥∑
k∈Γ
ek
‖ek‖X
∥∥∥
X
(2.33)
y
hl(N ;B,X) ≡ ı´nf|Γ|=N
∥∥∥∑
k∈Γ
ek
‖ek‖X
∥∥∥
X
. (2.34)
En el resultado siguiente se resumen algunas de las propiedades de estas funciones.
Proposicio´n 2.5.2. Sea B = {ej : j ∈ N} una coleccio´n en un espacio cuasi-Banach
(X, ‖ · ‖X) con la propiedad reticular.
i) 1 ≤ hl(N) ≤ hr(N) ≤ N
1
ρ , para todo N = 1, 2, . . . , donde ρ = ρX es el exponente
de la ρ-desigualdad triangular en X.
ii) Las funciones hr y hl definidas en (2.33) y (2.34), respectivamente, son non-
decrecientes para N = 1, 2, . . . .
iii) La funcio´n hr es doblante, es decir, existe una constante D > 0 tal que hr(2N) ≤
Dhr(N) para todo N = 1, 2, 3, . . .
iv) Existe c ≥ 1 tal que hl(N + 1) ≤ chl(N) para todo N = 1, 2, 3, . . .
Demostracio´n. i) y ii) Se sigue inmediatamente de la propiedad reticular de B y de la
ρ-desigualdad triangular.
iii) Dado N ∈ N, elegimos un Γo ⊂ N con |Γo| = 2N tal que
1
2
hr(2N) ≤
∥∥∥∑
k∈Γo
ek
‖ek‖X
∥∥∥
X
.
Tomamos Γo = Γ ∪ Γ′ con Γ′ ∩ Γ = ∅ y |Γ′| = |Γ| = N. Entonces, si (X, ‖ · ‖X) satisface
la ρ-desigualdad triangular, 0 < ρ ≤ 1,
1
2
hr(2N) ≤
∥∥∥∑
k∈Γo
ek
‖ek‖X
∥∥∥
X
=
∥∥∥∑
k∈Γ
ek
‖ek‖X +
∑
k∈Γ′
ek
‖ek‖X
∥∥∥
X
≤
(∥∥∥∑
k∈Γ
ek
‖ek‖X
∥∥∥ρ
X
+
∥∥∥∑
Γ′
ek
‖ek‖X
∥∥∥ρ
X
) 1
ρ ≤ 2 1ρhr(N).
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iv) Dado N ∈ N, elegimos Γ ⊂ N con |Γ| = N tal que∥∥∥∑
k∈Γ
ek
‖ek‖X
∥∥∥
X
≤ 2hl(N).
Elegimos un ko /∈ Γ y tomamos Γ′ = Γ ∪ {ko}. Entonces
hl(N + 1) ≤
∥∥∥∑
k∈Γ′
ek
‖ek‖X
∥∥∥
X
≤
(∥∥∥∑
k∈Γ
ek
‖ek‖X
∥∥∥ρ
X
+ 1
) 1
ρ ≤ (2ρ[hl(N)]ρ + 1)
1
ρ .
Puesto que hl(1) = 1 ≤ hl(N) se tiene,
hl(N + 1) ≤ (2ρ + 1)
1
ρhl(N) ≤ 2 · 2
1
ρhl(N).
Nota 2.5.3. De la desigualdad hl(N) ≤ hl(N+1) ≤ 2 ·2
1
ρhl(N), se deduce que
hl(N+1)
hl(N)
≈
O(1), cuando N −→∞.
Nota 2.5.4. La propiedad iv) en la Proposicio´n 2.5.2 es ma´s de´bil que hl doblante. En
todos los ejemplos que conocemos hl es doblante. Sin embargo, no sabemos probar que hl
es doblante en general.
La siguiente propiedad es va´lida para espacios de Banach y sera´ usada ma´s adelante
en un caso particular.
Proposicio´n 2.5.5. Sea (X, ‖ · ‖X) un espacio normado y B = {ej}j∈N una coleccio´n
reticular en X. Entonces hr(N)
N
es no creciente como funcio´n de N.
Demostracio´n. Sea Γ ⊂ N un conjunto con N + 1 elementos. Escribimos∑
k∈Γ
ek
‖ek‖X =
∑
j∈Γ
1
N
∑
k∈Γ−{j}
ek
‖ek‖X .
Entonces,
∥∥∥∑
k∈Γ
ek
‖ek‖X
∥∥∥
X
≤
∑
j∈Γ
1
N
∥∥∥ ∑
k∈Γ−{j}
ek
‖ek‖X
∥∥∥
X
≤
∑
j∈Γ
1
N
hr(N) =
N + 1
N
hr(N).
Tomando el supremo sobre todos conjuntos Γ ⊂ N con N + 1 elementos se tiene el
resultado.
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Cap´ıtulo 3
Inclusiones generales para los
espacios de aproximacio´n no lineal
con N-te´rminos
En este cap´ıtulo nos dedicaremos a la demostracio´n de los Teoremas 1.2.3, 1.2.4 y
1.2.5 presentados en la introduccio´n referentes a las inclusiones o´ptimas entre los espa-
cios de Lorentz discretos y los espacios de aproximacio´n Aαq (B,X) y las clases avariciosas
G αq (B,X). Estos resultados forman parte del art´ıculo [28].
Comenzaremos presentando la notacio´n usada en los enunciados de los teoremas
as´ı como las definiciones necesarias para su comprensio´n.
3.1. Aproximacio´n no lineal con N te´rminos
En esta seccio´n recordamos la descripcio´n general de la aproximacio´n con N te´rminos
dada en la introduccio´n.
Sea (X, ‖ · ‖X) un espacio cuasi-Banach con una base numerable B = {ek : k ∈ N}.
Para cada N = 1, 2, . . ., denotamos por ΣN(B) la coleccio´n de todos elementos de X que
se pueden expresar como combinacio´n lineal de como mucho N elementos de la base B :
ΣN(B) :=
{
y =
∑
k∈Λ
akek ∈ X : Λ ⊂ N, |Λ| ≤ N
}
. (3.1)
Notamos que el espacio ΣN(B) no es lineal: la suma de dos elementos de ΣN(B) en
general esta´ en Σ2N(B). En el caso N = 0, Σ0(B) = {0}.
Para cada x ∈ X, definimos el error de aproximacio´n de x por los elementos de ΣN(B)
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por
σN(x)X := σN(x,B,X) := ı´nf
y∈ΣN (B)
‖x− y‖X, N ≥ 0. (3.2)
Observamos en particular que σ0(x)X = ‖x‖X.
Cuando B tiene la propiedad reticular (Definicio´n 2.4.4) puede probarse que para
x =
∑∞
j=1 cjej ∈ X realmente tenemos
σN(x;B,X) = ı´nf|Γ|=N
{∥∥∥x−∑
γ∈Γ
cγeγ
∥∥∥
X
}
, (3.3)
es decir, solo los coeficientes de x son relevantes cuando calculamos σN(x) (ver [27], (2.6)
o Lema 1 en [40]). Si so´lo suponemos que B es incondicional (Definicio´n 2.4.1) la igualdad
(3.3) se reemplaza por una equivalencia debido a la Proposicio´n 2.4.7 (ver tambie´n Lema
1 en [40]).
Un algoritmo de aproximacio´n es una sucesio´n de aplicaciones TN : X −→ X, N ∈ N,
tal que para cada x ∈ X, TN(x) ∈ ΣN(B). Uno de los propo´sitos fundamentales de la
teor´ıa de aproximacio´n es co´mo construir un algoritmo de aproximacio´n tal que para
todo x ∈ X y cada N produce un elemento TN(x) ∈ ΣN(B) de manera que el error de
aproximacio´n de x por TN(x) sea comparable con σN(x)X, es decir,
‖x− TN(x)‖X ≈ σN(x)X.
Uno de los algoritmos ampliamente investigado en los u´ltimos an˜os capaz de pro-
ducir aproximaciones con N te´rminos, es el algoritmo avaricioso cuya descripcio´n es la
siguiente: si x =
∑
j∈N ajej ∈ X y pi es cualquier biyeccio´n de N tal que
‖api(1)epi(1)‖X ≥ ‖api(2)epi(2)‖X ≥ ‖api(3)epi(3)‖X ≥ . . . , (3.4)
el algoritmo avaricioso de etapa N es la correspondencia,
x =
∑
j∈N
ajej ∈ X 7−→ GpiN(x) =
N∑
j=1
api(j)epi(j) ∈ ΣN(B). (3.5)
Siempre es cierto que σN(x)X ≤ ‖x − GpiN(x)‖X. Si B es una base ortonormal en un
espacio de Hilbert H es cierto que σk(x)H = ‖x − Gpik(x)‖X para todo x ∈ H y todo
k = 1, 2, 3, , . . . . Para un espacio de Banach esta igualdad puede no ser cierta.
Se dice que una base B es avariciosa en X si existe una constante C ≥ 1 tal que
para todo x ∈ X y N ∈ N, se tiene
‖x−GpiN(x)‖X ≤ CσN(x)X.
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3.2. Espacios de aproximacio´n y clases avariciosas
Dado un espacio cuasi-Banach (X, ‖·‖X) con una base B = {ej : j ∈ N}, otra questio´n
fundamental en la teor´ıa de aproximacio´n es caracterizar los espacios de aproximacio´n
Aαq (X,B), 0 < α < ∞, 0 < q ≤ ∞. Recordamos que para α > 0 y 0 < q ≤ ∞, estos
espacios se definen como el conjunto de todos x ∈ X tales que la cantidad (ver seccio´n
2.2):
‖x‖Aαq (B,X) :=

‖x‖X +
[∑∞
N=1(N
ασN(x;B,X))q 1N
] 1
q
, 0 < q <∞,
‖x‖X + supN≥1NασN(x;B,X), q =∞,
(3.6)
es finita.
Debido a que σN(x)X es no creciente, se puede obtener una cuasi-norma equivalente
en los espacios de aproximacio´n restringie´ndose a los nu´meros dia´dicos, es decir, si α > 0
y 0 < q ≤ ∞
‖x‖Aαq (B,X) ≈

‖x‖X +
[∑∞
k=0(2
kασ2k(x)X)
q
] 1
q
, 0 < q <∞,
‖x‖X + supk=0,1,2... 2kασ2k(x)X, q =∞.
(3.7)
La equivalencia (3.7) se puede probar de la siguiente forma:
Por un lado tenemos,
‖x‖qAαq (B,X) = ‖x‖X +
∞∑
N=1
(NασN(x)X)
q 1
N
= ‖x‖X +
∞∑
j=0
∑
2j≤N<2j+1
(NασN(x)X)
q 1
N
≤ ‖x‖X +
∞∑
j=0
(σ2j(x)X)
q
∑
2j≤N<2j+1
Nαq
1
N
≈ ‖x‖X +
∞∑
j=0
σ2j(x)
q
X2
qαjCα,q
Para la desigualdad contraria usamos, σ1(x)X ≤ ‖x‖X y que σN(x)X es no creciente
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para obtener
‖x‖Aαq (B,X) ≥
1
2
‖x‖X + 1
2
σ1(x)X +
∞∑
j=0
∑
2j≤N<2j+1
(NασN(x)X)
q 1
N
≥ 1
2
‖x‖X + 1
2
σ1(x)X +
∞∑
j=0
(σ2j+1(x)X)
q
∑
2j≤N<2j+1
Nαq
1
N
≈ ‖x‖X + σ1(x)X +
∞∑
j=0
(σ2j+1(x)X)
q2jαq
≈ ‖x‖X +
∞∑
j=0
(σ2j(x)X)
q2jαq.
Usando el algoritmo avaricioso definido en (3.5) consideramos un espacio similar a
Aαq (B,X). Para N = 1, 2, . . . y x ∈ X sea
γN(x;B,X) := sup
pi
‖x−GpiN(x;B,X)‖X, (3.8)
donde el supremo se toma sobre todas las biyecciones pi que satisfacen (3.4).
Las clases avariciosas G αq (B,X), α > 0, 0 < q ≤ ∞ se definen como el conjunto
de todos x ∈ X tales que la cantidad
‖x‖Gαq (B,X) :=

‖x‖X +
[∑∞
N=1(N
αγN(x;B,X))q 1N
] 1
q
, 0 < q <∞,
‖x‖X + supN≥1 γN(x;B,X), q =∞,
(3.9)
es finita. Las clases G αq (x;B,X) fueron introducidas en el an˜o 2001 por R. Gribonval y
M. Nielsen ([30]).
Cuando B es reticular ( ver Definicio´n 2.4.4), γN(x;B,X) es no creciente y se puede
obtener una expresio´n equivalente en la clase G αq (B,X), a saber,
‖x‖Gαq (B,X) ≈

‖x‖X +
[∑∞
k=0(2
kαγ2k(x;B,X))q
] 1
q
, 0 < q <∞,
‖x‖X + supk=0,1,2,... 2kαγ2k(x;B,X), q =∞.
(3.10)
La equivalencia (3.10) se demuestra de manera similar a como se hizo la prueba de la
equivalencia (3.7).
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Puesto que σN(x;B,X) ≤ γN(x;B,X) para todo x ∈ X esta´ claro que
G αq (B,X) ↪→ Aαq (B,X) (3.11)
0 < q ≤ ∞, 0 < α <∞. Es evidente que si una base B en X es avariciosa (ver definicio´n
al final de la seccio´n 3.2) se tiene G αq (B,X) = Aαq (B,X) con las normas equivalentes. En
la seccio´n 5.4 daremos ejemplos que prueban que en general la inclusio´n Aαq (B,X) ↪→
G αq (B,X) no es cierta. Adema´s, en la seccio´n 5.1 mostraremos que las clases G αq (B,X)
no siempre son lineales.
3.3. Espacios de Lorentz discretos `p,q, `qη
Las inclusiones para los espacios de aproximacio´n y las clases avariciosas en nuestros
resultados vienen dadas en te´rminos de los espacios de Lorentz discretos con peso `qη
(ver Teoremas 1.2.3, 1.2.4 y 1.2.5 ). En esta seccio´n recordamos la definicio´n y algunas
propiedades de estos espacios (ver seccio´n 1.1).
Sea η = {η(k) : k ≥ 1} una sucesio´n de nu´meros reales tal que:
(a) 0 ≤ η(k) ≤ η(k + 1) para todo k = 1, 2, . . . y l´ımk−→∞ η(k) =∞.
(b) η es doblante, es decir, η(2k) ≤ Cη(k), k ≥ 1.
Denotamos por W el conjunto de las sucesiones que satisfacen (a) y (b).
Si η ∈ W y 0 < q ≤ ∞, los espacios de Lorentz discretos con peso, se definen
como el conjunto de todas las sucesiones s = {sk}∞k=1 ∈ c0 tales que la expresio´n
‖s‖`qη :=

[∑
k≥1(η(k)s
∗
k)
q 1
k
] 1
q
, 1 < q <∞,
supk η(k)s
∗
k, q =∞,
(3.12)
es finita, donde {s∗k} denota el reordenamiento no creciente de |sk|.
El caso particular {η(k) = k 1τ } corresponde a los espacios de Lorentz discretos cla´sicos
`τ,q, 0 < τ < ∞ definidos como el conjunto de todas sucesiones s = {sk}∞k=1 ∈ c0 tales
que la expresio´n
‖s‖`τ,q :=

[∑
k≥1(k
1
τ s∗k)
q 1
k
] 1
q
, 1 < q <∞,
supk k
1
τ s∗k, q =∞,
(3.13)
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es finita.
El espacio `qη es un espacio cuasi-Banach invariante por reordenamiento (ver [10], p.
28) y de Banach invariante por reordenamiento cuando q ≥ 1, y adema´s {η(k)q/k} es
decreciente (ver [10], p. 28). Los espacios de Lorentz discretos con peso `qη para una
sucesio´n η general, y en particular sus propiedades de interpolacio´n son estudiados, por
ejemplo, en [10, 50, 60].
Debido a la monotonicidad de {s∗k} se puede obtener una cuasi-norma equivalente en
estos espacios.
Lema 3.3.1. Sean η ∈W y 0 < q ≤ ∞. Dado un entero a > 1 definir
‖s‖a−dy
`qη
:=

[∑∞
j=0(η(a
j)s∗aj)
q
] 1
q
, 0 < q <∞,
supj=0,1,2,... η(a
j)s∗aj , q =∞.
(3.14)
Se tiene
‖s‖`qη ≈ ‖s‖a−dy`qη .
Demostracio´n. Para q =∞ es claro que ‖s‖a−dy
`qη
≤ ‖s‖`qη . Por otro lado, si j = 0, 1, 2, 3, . . .
y aj ≤ k < aj+1 se tiene
η(k)s∗k ≤ η(aj+1)|s∗aj | ≤ Caη(aj)s∗aj (3.15)
debido a que η es doblante. De aqu´ı se deduce el resultado para q =∞.
Para q <∞, de (3.15) se deduce
‖s‖`qη =
[ ∞∑
j=0
∑
aj≤k<aj+1
(η(k)s∗k)
q 1
k
]
≤ Ca
[ ∞∑
j=0
(η(aj)s∗aj)
q
∑
aj≤k<aj+1
1
k
] 1
q
= C ′a
[ ∞∑
j=0
(η(aj)s∗aj)
q
] 1
q
= C ′a‖s‖a−dy`qη .
Para la desigualdad contraria observar que si aj < k ≤ aj+1 se tiene
η(k)s∗k ≥ η(aj)s∗aj+1 ≥ C−1a η(aj+1)s∗aj+1 (3.16)
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de nuevo por la propiedad doblante de η. Entonces,
‖s‖q
`qη
≥ (η(1)s∗1)q +
∞∑
j=0
∑
aj<k≤aj+1
(η(k)s∗k)
q 1
k
≥ (η(1)s∗1)q + C−qa
∞∑
j=0
(η(aj+1)s∗aj+1)
q
∑
aj<k≤aj+1
1
k
≥ (η(1)s∗1)q + C−qa log2 a
∞∑
j=1
(η(aj)s∗aj)
q
≥ C
∞∑
j=0
(η(aj)s∗aj)
q = C‖s‖a−dy
`qη
,
de donde se deduce el resultado.
Los espacios de Lorentz generales `qη ya han sido usados en el estudio de espacios
de aproximacio´n Aαq (H, Lp(0, 1)d) asociados con el sistema de Haar multidimensional
(ver por ejemplo [39]) y en el estudio de espacios de aproximaciones Aαq (W , LΦ(Rd))
en [29]. En nuestras aplicaciones usaremos las sucesiones η(k) = {kαhr(k;B,X)}k≥1 y
η(k) = {kαhl(k;B,X)}k≥1 para un α > 0 apropiado las cuales siempre verifican las
condiciones (a) y (b) que definen la clase W. Recordamos que hr(N ;B,X) y hl(N ;B,X)
son las funciones de democracia de la base B por la derecha y por la izquierda (ver
seccio´n 2.5).
Definicio´n 3.3.2. Dado un espacio cuasi-Banach (X, ‖ · ‖X) con una base B = {ej}j∈N
y η ∈W definimos
`qη(B,X) =
{
x =
∞∑
k=1
ckek ∈ X : ‖x‖`qη(B,X)
:= ‖{‖ckek‖X}k‖`qη <∞
}
. (3.17)
Cuando η ∈W estos espacios son cuasi-normados.
Ocasionalmente necesitaremos usar una condicio´n ma´s fuerte en la sucesio´n η. Para
una sucesio´n creciente η definimos,
Mη(m) = sup
k∈N
η(k)
η(mk)
, m = 1, 2, 3, . . . (3.18)
Puesto que estamos suponiendo que η es creciente, es cierto queMη(m) ≤ 1. Definiremos
W+ la clase de todas sucesiones η ∈ W tales que existe un entero m0 > 1 para el cual
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Mη(m0) < 1. Eso es equivalente a iη > 0, donde iη es el ı´ndice de dilatacio´n inferior que
definimos por
iη := sup
m≥1
logMη(m)
− logm . (3.19)
Por ejemplo η(k) = {kα logβ(k+1)} tiene iη = α y por lo tanto, η ∈W+ si y so´lo si α > 0.
En general si η se obtiene de una funcio´n creciente φ : R+ −→ R+ como η(k) = φ(ak),
para algu´n a > 0, entonces iη > 0 si y so´lo si iφ > 0, donde la u´ltima denota el ı´ndice
esta´ndar de dilatacio´n inferior de φ (ver [44] pag. 54).
En este trabajo necesitaremos el siguiente resultado.
Lema 3.3.3. Si η ∈W+ existe una constante C > 0 tal que
n∑
j=0
η(mj0) ≤ Cη(mn0 ) para todo n = 0, 1, 2, . . .
donde m0 > 1 es un entero como en la definicio´n de W+.
Demostracio´n. Sea α = Mη(m0) < 1. Por definicio´n Mη(m0) = α ≥ η(m
j
0)
η(m0m
j
0)
para todo
j = 0, 1, 2, . . . . Esto implica
η(mj0) ≤ αη(mj+10 ) j = 0, 1, 2, . . . (3.20)
Usando (3.20) deducimos que η(mj0) ≤ αn−jη(mn0 ), para j = 0, 1, 2 . . . , n. Por lo
tanto,
n∑
j=0
η(mj0) ≤ η(mn0 )
n∑
j=0
αn−j ≤ η(mn0 )
1
(1− α)
porque α < 1.
Nota 3.3.4. Si η es creciente y doblante, es decir, η ∈W, entonces kαη(k) ∈W+ para
todo α > 0. Tambie´n si η ∈W+ entonces ηr ∈W+ para todo r > 0 con el mismo m0.
En el siguiente resultado se estudian las funciones de democracia de la base cano´nica
en los espacios `qη. Denotamos por ej la sucesio´n {δj,k}∞k=1 y por Bc = {ej}∞j=1 la base
cano´nica en el espacio de sucesiones sobre N `qη, 0 < q ≤ ∞.
Lema 3.3.5. (a) Si {η(k)}∞k=1 ∈W∥∥∥∑
j∈Γ
ej
‖ej‖`∞η
∥∥∥
`∞η
≈ η(|Γ|)
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y por lo tanto,
hl(N ;Bc, `∞η ) = hr(N ;Bc, `∞η ) ≈ η(N),∀N ∈ N.
Adema´s, si 0 < q <∞,
η(|Γ|) .
∥∥∥∑
j∈Γ
ej
‖ej‖`qη
∥∥∥
`qη
. η(|Γ|)(log(|Γ|)) 1q
y por lo tanto,
η(N) . hl(N ;Bc, `qη) ≤ hr(N ;Bc, `qη) . η(N)(logN)
1
q , ∀N ∈ N.
(b) Si η ∈W+ y 0 < q <∞, ∥∥∥∑
j∈Γ
ej
‖ej‖`qη
∥∥∥
`qη
≈ η(|Γ|)
y por lo tanto,
hl(N ;Bc, `qη) ≈ hr(N ;Bc, `qη) ≈ η(N), ∀N ∈ N.
Demostracio´n. (a) Puesto que ‖ej‖`∞η = η(1) para todo j = 1, 2, . . . se tiene∥∥∥∑
j∈Γ
ej
‖ej‖`∞η
∥∥∥
`∞η
=
1
η(1)
sup
k=1,...,|Γ|
η(k) ≈ η(|Γ|)
de donde se deduce el resultado deseado para q = ∞. Para 0 < q < ∞ por un lado se
tiene ∥∥∥∑
j∈Γ
ej
‖ej‖`qη
∥∥∥
`qη
=
1
η(1)
( |Γ|∑
k=1
η(k)q
1
k
) 1
q . η(|Γ|)(log |Γ|) 1q .
Por otro lado, como η es no decreciente
∥∥∥∑
j∈Γ
ej
‖ej‖`qη
∥∥∥
`qη
=
1
η(1)
( |Γ|∑
k=1
η(k)q
1
k
) 1
q &
( |Γ|∑
k=
|Γ|
2
η(k)q
1
k
) 1
q & η
( |Γ|
2
)
& η(|Γ|)
donde la u´ltima desigualdad se debe a que η es doblante.
(b) Si η ∈W+ se tiene que ηq ∈W+ y por el Lema 3.3.3 existe un entero m0 > 1 tal
que
n∑
j=0
[η(mj0)]
q ≤ Cη(mn0 )q, ∀n = 0, 1, 2, . . .
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Entonces, si λ0 = [logm0 |Γ|]
∥∥∥∑
j∈Γ
ej
‖ej‖`qη
∥∥∥
`qη
=
1
η(1)
( |Γ|∑
k=1
η(k)
1
k
) 1
q ≤ 1
η(1)
( λ0∑
j=0
∑
mj0≤k<mj+10
(η(k))q
1
k
) 1
q
≤ 1
η(1)
( λ0∑
j=0
η(mj+10 )
q logm0
) 1
q ≤ Cηη(mλ00 )q
≤ Cη(|Γ|)q
en donde hemos usado que η es doblante.
Nota 3.3.6. Para η(k) = (log(k + 1))β ∈WrW+ (β > 0) se tiene
( N∑
k=1
η(k)q
1
k
) 1
q
=
( N∑
k=1
(log(k + 1)βq
1
k
)
) 1
q ≈
(∫ N
1
(log x)βq
1
x
dx
) 1
q
≈ (logN)β+ 1q .
Por tanto, en este caso
hl(N ;Bc, `qη) ≈ hr(N ;Bc, `qη) ≈ (logN)β+
1
q ≈ η(N)(logN) 1q
por lo que tenemos un ejemplo en el que se muestra que η ∈W+ es necesaria en la parte
(b) del Lema 3.3.5.
3.4. Caracterizacio´n de las desigualdades de tipo Jack-
son
En esta seccio´n se prueba que las inclusiones de la parte izquierda de (1.45) son equi-
valentes a que se verifiquen desigualdades de tipo Jackson. Probaremos que estas inclu-
siones y las desigualdades de tipo Jackson esta´n vinculadas con la funcio´n de democracia
de la base por la derecha. Comenzamos con las inclusiones para las clases avariciosas
G αq (B,X).
3.4.1. Inclusiones para las clases avariciosas
Teorema 3.4.1. (Inclusiones para las clases avariciosas) Supongamos que B =
{ej : j ∈ N} es una base reticular en un espacio cuasi-Banach (X, ‖ · ‖X). Fijamos
α > 0 y q ∈ (0,∞). Entonces, para cualquier sucesio´n η tal que {kαη(k)}∞k=1 ∈ W+ las
afirmaciones siguientes son equivalentes:
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1. Existe una constante C > 0 tal que para todo N = 1, 2, 3, . . . y todo conjunto Γ ⊂ N
con |Γ| = N tenemos ∥∥∥∑
k∈Γ
ek
‖ek‖X
∥∥∥
X
≤ Cη(N). (3.21)
2. (Desigualdad de tipo Jackson para `∞kαη(k)(B,X)). Existe una constante Cα > 0 tal
que para todo N = 1, 2, 3, . . .
γN(x;B,X) ≤ CαN−α‖x‖`∞
kαη(k)
(B,X) ∀x ∈ `∞kαη(k)(B,X). (3.22)
3. `∞kαη(k)(B;X) ↪→ G α∞(B,X).
4. `qkαη(k)(B,X) ↪→ G αq (B,X).
5. (Desigualdad de tipo Jackson para `qkαη(k)(B,X)). Existe Cα,q > 0 tal que para todo
N = 1, 2, 3, . . . se tiene:
γN(x;B,X) ≤ Cα,qN−α‖x‖`q
kαη(k)
(B,X) ∀x ∈ `qkαη(k)(B;X). (3.23)
Demostracio´n. 1. =⇒ 2. Dado x =∑k∈N ckek ∈ `∞kαη(k)(B,X), sea pi(k) una biyeccio´n de
N tal que
‖cpi(k)epi(k)‖X ≥ ‖cpi(k+1)epi(k+1)‖X, k = 1, 2, 3, . . . (3.24)
Si (X, ‖ · ‖X) satisface la ρ-desigualdad triangular y N = 1, 2, 3 . . . tenemos
‖x−GpiN(x)‖ρX =
∥∥∥ ∞∑
k=N+1
cpi(k)epi(k)
∥∥∥ρ
X
=
∥∥∥ ∞∑
m=0
∑
2mN<k≤2m+1N
cpi(k)epi(k)
∥∥∥ρ
X
≤
∞∑
m=0
∥∥∥ ∑
2mN<k≤2m+1N
cpi(k)epi(k)
∥∥∥ρ
X
.
Por (2.31) con C = 1 (una consecuencia de la propiedad reticular) y (3.24) deducimos
‖x−GpiN(x)‖ρX ≤
∞∑
m=0
‖cpi(2mN)epi(2mN)‖ρX
∥∥∥ ∑
2mN<k≤2m+1N
epi(k)
‖epi(k)‖X
∥∥∥ρ
X
.
Existen 2mN elementos de N en el interior de la segunda suma de la desigualdad anterior.
Debido a esto usamos 1. para obtener
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‖x−GpiN(x)‖ρX ≤ Cρ
∞∑
m=0
‖cpi(2mN)epi(2mN)‖ρX[η(2mN)]ρ (3.25)
= Cρ
∞∑
m=0
(2mN)αρ[η(2mN)]ρ‖epi(2mN)epi(2mN)‖ρX(2mN)−αρ
≤ Cρ‖x‖ρ`∞
kαη(k)
(B,X)N
−αρ
∞∑
m=0
1
2mαρ
= Cρ‖x‖ρ`∞
kαη(k)
(B,X)N
−αρ 2
αρ
2αρ − 1 .
Tomando el supremo sobre todas las biyecciones que satisfacen (3.24) se obtiene el re-
sultado.
Nota 3.4.2. Usando el argumento similar al usado en 1. =⇒ 2. aplicado a x =∑∞
k=1 cpi(k)epi(k) =
∑∞
m=0
∑
2m≤k<2m+1 cpi(k)epi(k), obtenemos
‖x‖X ≤ ‖x‖`∞
kαη(k)
(B,X)
2α
(2αρ − 1) 1ρ
lo que prueba la inclusio´n continua `∞kαη(k)(B,X) ↪→ X y consecuentemente `qkαη(k)(B,X) ↪→
X para todo 0 < q < ∞. En particular esto implica que `qη(B,X) son espacios cuasi-
Banach completos, y por tanto copias isomorfas de `qη en X.
2. =⇒ 3. Puesto que para x ∈ `∞kαη(k)(B,X) se tiene
sup
N≥1
NαγN(x;B,X) ≤ Cα‖x‖`∞
kαη(k)
(B,X),
entonces de la definicio´n de G α∞(B,X) y la Nota 3.4.2 tenemos
‖x‖Gα∞(B,X) = ‖x‖X + sup
N≥1
NαγN(x;B,X) ≤ C ′α‖x‖`∞kαη(k)(B,X).
3. =⇒ 1. Sea Γ ⊂ N con |Γ| = N. Elegimos Γ1 tal que |Γ1| = N y Γ ∩ Γ1 = ∅.
Consideramos
xN =
∑
k∈Γ
ek
‖ek‖X +
∑
k∈Γ1
2ek
‖ek‖X .
Entonces,
γN(xN ;B,X) =
∥∥∥∑
k∈Γ
ek
‖ek‖X
∥∥∥
X
. (3.26)
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As´ı, se tiene
‖xN‖Gα∞(B,X) = ‖xN‖X + sup
k=1,2,...,2N
kαγk(xN ;B,X)
≥ NαγN(xN ;B,X) = Nα
∥∥∥∑
k∈Γ
ek
‖ek‖X
∥∥∥
X
.
Por otro lado tenemos, puesto que {kαη(k)}∞k=1 ∈W,
‖xN‖`∞
kαη(k)
(B,X) . Nαη(N)
por la parte (a) del Lema 3.3.5. Puesto que suponemos la inclusio´n `∞kαη(k)(B,X) ↪→
G α∞(B,X), entonces existe C ′ > 0 tal que
Nα
∥∥∥∑
k∈Γ
ek
‖ek‖X
∥∥∥
X
≤ ‖xN‖Gα∞(B,X) ≤ C ′‖xN‖`∞kαη(k)(B,X)
≤ CNαη(N),
lo que prueba el resultado deseado.
5. =⇒ 1. Sea Γ ⊂ N con |Γ| = N. Elegimos Γ1 y xN como en la prueba de 3. =⇒ 1.
De (3.26) sabemos que
γN(xN ;B,X) =
∥∥∥∑
k∈Γ
ek
‖ek‖X
∥∥∥
X
.
Entonces,
‖xN‖`q
kαη(k)
(B,X) ≤ 2
∥∥∥ ∑
k∈Γ∪Γ1
ek
‖ek‖`q
kαη(k)
(B,X)
∥∥∥
`q
kαη(k)
(B,X)
≈ (2N)αη(2N) . Nαη(N)
por la parte (b) del Lema 3.3.5, porque {kαη(k)}∞k=1 ∈W+. Puesto que estamos suponien-
do 5., tenemos
∥∥∥∑
k∈Γ
ek
‖ek‖X
∥∥∥
X
= γN(xN ;B,X) ≤ Cα,ρN−α‖xN‖`q
kαη(k)
(B,X)
≤ Cα,qη(N).
lo que prueba el resultado deseado.
1. =⇒ 4. Dado x ∈ `qkαη(k)(B,X) procedemos como en la demostracio´n de 1. =⇒
2. Escribimos x =
∑∞
j=0
∑
2j≤k<2j+1 ckek; entonces usando el argumento similar al que
conduce a (3.25) se obtiene
‖x−Gpi2m(x)‖µX ≤ Cµ
∞∑
j=m
‖cpi(2j)epi(2j)‖µX[η(2j)]µ (3.27)
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para cualquier biyeccio´n pi : N −→ N que verifica (3.24) (ver 3.25) y µ se elige de manera
que q/µ ≥ 1. Notamos que eso es siempre posible porque si ‖·‖X satisface la ρ-desigualdad
triangular ‖x+ y‖ρX ≤ ‖x‖ρX + ‖y‖ρX, para todo 0 < µ ≤ ρ, se tiene
‖x+ y‖µX = (‖x+ y‖ρX)
µ
ρ ≤ (‖x‖ρX + ‖y‖ρX)
µ
ρ ≤ ‖x‖µX + ‖y‖µX,
puesto que µ/ρ ≤ 1. As´ı, µ puede ser elegido tan pequen˜o como queramos.
Por lo tanto, de (3.27) tenemos
[ ∞∑
m=0
(2mα‖x−Gpim(x)‖X)q
] 1
q
≤ C
[ ∞∑
m=0
2mαq
( ∞∑
j=m
[‖cpi(2j)epi(2j)‖Xη(2j)]µ
) q
µ
] 1
q
= C
[ ∞∑
m=0
2mαq
( ∞∑
j=0
[‖cpi(2j+m)epi(2j+m)‖Xη(2j+m)]µ
) q
µ
] 1
q
.
Ahora puesto que q/µ ≥ 1, usamos la desigualdad de Minkowski en el miembro derecho
de la desigualdad anterior y obtenemos
[ ∞∑
m=0
(2mα‖x−Gpi2m(x)‖X)q
] 1
q
≤ C
[ ∞∑
j=0
( ∞∑
m=0
2mαq‖cpi(2j+m)epi(2j+m)‖qX[η(2j+m)]q
)µ
q
] 1
µ
.
Multiplicando y dividiendo por 2jαµ el miembro derecho de la desigualdad anterior y por
la versio´n dia´dica de la definicio´n de `qkαη(k)(B,X) (ver Lema 3.3.1), obtenemos[ ∞∑
m=0
(2mα‖x−Gpi2m(x)‖X)q
] 1
q
= C
[ ∞∑
j=0
2−jαµ
( ∞∑
m=0
2(j+m)αq(‖cpi(2j+m)epi(2j+m)‖Xη(2j+m))q
)µ
q
] 1
µ
= C
[ ∞∑
j=0
2−jαµ
( ∞∑
l=j
2lαq(‖cpi(2l)epi(2l)‖Xη(2l))q
)µ
q
] 1
µ
≤ C ′‖x‖`q
kαη(k)
(B,X)
( ∞∑
j=0
2−jαµ
) 1
µ
= C ′‖x‖`q
kαη(k)
(B,X)
( 1
1− 2−αµ
) 1
µ
= C ′‖x‖`q
kαη(k)
(B,X)
2α
(2αµ − 1) 1µ
.
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El resultado queda demostrado tomando el supremo sobre todas las pi que satisfacen
(3.24) y haciendo uso de la cuasi-norma equivalente (3.10) y la Nota 3.4.2.
4. =⇒ 5. Dado N = 1, 2, 3, . . . elegimos un m tal que 2m ≤ N < 2m+1. Entonces para
x ∈ `qkαη(k)(B,X), tenemos
NαγN(x;B,X) ≤ 2(m+1)αγ2m(x;B,X) ≤ 2αC‖x‖Gαq (B,X)
≤ C‖x‖`q
kαη(k)
(B,X),
donde la u´ltima desigualdad es debida a nuestra hipo´tesis 4.
Nota 3.4.3. Las equivalencias de 1. a 3. siguen siendo validas suponiendo la condicio´n
ma´s de´bil {kαη(k)} ∈W.
Nota 3.4.4. Observe que si cualquiera de las afirmaciones de 2. a 5. son ciertas para
un α > 0 y q ∈ (0,∞] fijos, entonces son ciertas para todo α y q (siempre y cuando
{kαη(k)} ∈W+), puesto que la desigualdad en 1. es independiente de estos para´metros.
Las inclusiones del Teorema anterior son las mejores en el sentido del siguiente coro-
lario.
Corolario 3.4.5. (Inclusiones o´ptimas en G αq (B,X)) Sea B = {ej}j∈N una base
reticular en un espacio cuasi-Banach (X, ‖ ·‖X). Sean α > 0 y 0 < q ≤ ∞ fijos. Entonces
`qkαhr(k)(B,X) ↪→ G αq (B,X). (3.28)
Ademas´, si ω ∈ W+ entonces, `qω(B,X) ↪→ G αq (B,X) si y so´lo si ω(k) & kαhr(k) ( por
tanto `qω(B,X) ↪→ `qkαhr(k)(B,X)).
Demostracio´n. Observamos que η(N) = hr(N) = hr(N ;B,X) satisface (3.21) con C = 1
y kαhr(k) ∈ W+ (ver Proposicio´n 2.5.2); entonces el Teorema 3.4.1 prueba la inclusio´n
(3.28).
Para la segunda afirmacio´n, tomamos η(k) = ω(k)/kα y el resultado se obtiene de
la equivalencia 1. ⇐⇒ 4. y 1. ⇐⇒ 3. en el Teorema 3.4.1, para 0 < q < ∞ y q = ∞,
respectivamente. Esto prueba que `qkαhr(k)(B,X) es el espacio de Lorentz discreto con
peso ma´s grande incluido en G αq (B,X).
3.4.2. Inclusiones para los espacios de aproximacio´n
Teorema 3.4.6. (Inclusiones para los espacios de aproximacio´n) Supongamos
que B = {ej : j ∈ N} es una base reticular en un espacio cuasi-Banach (X, ‖ · ‖X).
Sean α > 0 y 0 < q ≤ ∞ fijos. Entonces, para cualquier sucesio´n {η(k)}∞k=1 ∈ W+, las
siguientes afirmaciones son equivalentes:
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1. Existe C > 0 tal que para todo N = 1, 2, 3, . . . , y todo conjunto Γ ⊂ N con |Γ| = N
tenemos
∥∥∥∑
k∈Γ
ek
‖ek‖X
∥∥∥
X
≤ Cη(N). (3.29)
2. `qkαη(k)(B,X) ↪→ Aαq (B,X).
3. (Desigualdad de tipo Jackson para `qkαη(k)(B,X)). Existe Cα,q > 0 tal que para todo
N = 1, 2, . . . , se tiene
σN(x;B,X) ≤ Cα,qN−α‖x‖`q
kαη(k)
(B,X), ∀x ∈ `qkαη(k)(B,X). (3.30)
Demostracio´n. 1. =⇒ 2. Se obtiene del Teorema 3.4.1 y de la desigualdad σN(x;B,X) ≤
γN(x;B,X).
2. =⇒ 3. De la definicio´n de Aα∞(B,X), la inclusio´n Aαq (B,X) ↪→ Aα∞(B,X) y 2. se
obtiene
NασN(x;B,X) ≤ ‖x‖Aα∞(B,X) ≤ C‖x‖Aαq (B,X)
≤ C ′‖x‖`q
kαη(k)
(B,X).
Esto prueba el resultado.
3. =⇒ 1. Empezamos con el caso N = mn0 donde m0 > 1 es como en la definicio´n de
W+. Denotamos por
1˜Γ =
∑
k∈Γ
ek
‖ek‖X , (3.31)
la funcio´n caracter´ıstica normalizada de un conjunto Γ. Tomamos Γn ⊂ N tal que |Γn| =
mn0 . Podemos encontrar un subconjunto Γn−1 ⊂ Γn con |Γn−1| = mn−10 tal que
‖1˜Γn − 1˜Γn−1‖X ≤ 2σmn−10 (1˜Γn ;B,X)
(ver 3.3). Usando (3.30) y la parte (b) del Lema 3.3.5 (observar que {kαη(k)} ∈ W+)
tenemos,
‖1˜Γn − 1˜Γn−1‖X ≤ Cα,q(mn−10 )−α‖1˜Γn‖`qkαη(k)(B.X)
≈ Cα,qm−nα0 η(mn0 )mnα0 = Cα,qη(mn0 ).
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Repitiendo el argumento anterior podemos elegir Γj−1 ⊂ Γj tal que |Γj| = mj0 y
‖1˜Γj − 1˜Γj−1‖X ≤ 2σmj−10 (1˜Γj ;B,X)
≤ Cα,q(mj−10 )−α‖1˜Γj‖`qkαη(k)(B,X)
≤ Cα,qη(mj0),
para j = 1, 2, . . . , n. Usando la ρ-desigualdad triangular de (X, ‖ · ‖X), con Γ−1 = ∅,
tenemos
‖1˜Γn‖ρX =
∥∥∥ n∑
j=0
1˜Γj − 1˜Γj−1
∥∥∥ρ
X
≤
n∑
j=0
‖1˜Γj − 1˜Γj−1‖ρX
≤ Cρα,q
n∑
j=0
[η(mj0)]
ρ.
Por el Lema 3.3.3 y la Nota 3.3.4 tenemos:
‖1˜Γn‖ρX ≤ Cρα,qCη(mn0 )ρ (3.32)
como quer´ıamos probar.
Para N general, elegimos n ∈ N tal que mn−10 ≤ N < mn0 . Entonces, si |Γ| = N
cogemos un Γ′ ⊂ N tal que Γ′ ∩ Γ = ∅ y |Γ ∪ Γ′| = mn0 . De (3.32) y por la propiedad
reticular de B tenemos:∥∥∥∑
k∈Γ
ek
‖ek‖X
∥∥∥
X
≤
∥∥∥ ∑
k∈Γ∪Γ′
ek
‖ek‖X
∥∥∥
X
≤ Cη(mn0 ).
Puesto que η es doblante, η(mn0 ) ≤ η(2l0mn−10 ) ≤ CDl0η(N), tomando cualquier l0 ∈ N
tal que m0 ≤ 2l0 . Por lo tanto,∥∥∥∑
k∈Γ
ek
‖ek‖X
∥∥∥
X
≤ CDl0η(N).
Nota 3.4.7. Como en la nota 3.4.2, observe que si cualquier de las afirmaciones en 2.
o 3. son ciertas para un α > 0 y q ∈ (0,∞] fijos, entonces siguen siendo ciertas para
todo α y q, ya que 1. es independiente de estos para´metros.
Nota 3.4.8. Observe tambie´n que las implicaciones 1. =⇒ 2. =⇒ 3. siguen siendo
ciertas suponiendo la condicio´n ma´s de´bil {kαη(k)} ∈ W+. Sin embargo, la hipo´tesis
ma´s fuerte η ∈W+ es crucial para obtener 3. =⇒ 1., y no se puede quitar como veremos
en la seccio´n 4.6 (cap´ıtulo 4).
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Las inclusiones del Teorema anterior son las mejores en el sentido del siguiente coro-
lario.
Corolario 3.4.9. (Inclusiones o´ptimas en Aαq (B,X)) Sea B = {ek : k ∈ N} una
base reticular en un espacio cuasi-Banach (X, ‖ · ‖X). Fijamos un α > 0 y q ∈ (0,∞].
Entonces
`qkαhr(k)(B,X) ↪→ Aαq (B,X). (3.33)
Si para algu´n ω ∈W+ tenemos `qω(B,X) ↪→ Aαq (B,X), entonces debemos tener ω(k) & kα.
Adema´s, si ω(k) = kαη(k), con η creciente y doblante, entonces
(a) si iη > 0, debemos tener η(k) & hr(k) necesariamente, y por lo tanto,
`qkαη(k)(B,X) ↪→ `qkαhr(k)(B,X).
(b) si iη = 0, entonces η(k) & hr(k)/(log k)
1
ρ y
`qkαη(k)(B,X) ↪→ `q{kαhr(k)/(log k) 1ρ }(B,X).
Demostracio´n. La inclusio´n (3.33) es una consecuencia del Corolario 3.4.5.
(a) Como iη > 0 se tiene que η ∈W+ y el resultado se sigue de 2. =⇒ 1. en el Teorema
3.4.6.
(b) Usando el mismo argumento de la prueba de 3. =⇒ 1. en el Teorema 3.4.6, tomamos
Γn ⊂ N tal que |Γn| = mn0 y tenemos
‖1˜Γn‖X .
( n∑
j=0
(η(mj0))
ρ
) 1
ρ . η(mn0 )n
1
ρ .
Entonces para N = mn0 tenemos hr(N) . η(N)(logN)
1
ρ y por la propiedad doblante
de η esto es cierto para todo N ∈ N. Finalmente, si `qω(B,X) ↪→ Aαq (B,X) para alguna
sucesio´n ω ∈ W+, entonces por la parte (b) del Lema 3.3.5 y por la hipo´tesis, dado un
conjunto Γ ⊂ N con |Γ| = N tenemos
ω(N) ≈ ‖1˜Γ‖`qω(B,B) & ‖1˜Γ‖Aα∞(B,X) ≥ (N/2)ασN/2(1˜Γ) ≥ (N/2)α.
3.5. Caracterizacio´n de las desigualdades de tipo Bern-
stein
En esta seccio´n se prueba que las inclusiones de la parte derecha de (1.45) son equi-
valentes a que se verifiquen desigualdades de tipo Bernstein. Probaremos que estas in-
clusiones y la desigualdad de Bernstein esta´n vinculadas con la funcio´n de democracia de
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la base por la izquierda. Empezamos probando un resultado preliminar necesa´rio para
la demostracio´n del teorema principal de esta seccio´n.
Proposicio´n 3.5.1. Sea E un subespacio de X dotado de una cuasi-norma ‖ · ‖E que
satisface la ρ-desigualdad triangular para algu´n ρ = ρE. Para cada α > 0 las siguientes
afirmaciones son equivalentes:
1. Existe Cα > 0 tal que ‖x‖E ≤ CαNα‖x‖X, para todo x ∈ ΣN , ∀ N = 1, 2, 3, . . .
2. Aαρ (B,X) ↪→ E.
3. G αρ (B,X) ↪→ E.
Para la demostracio´n de esta proposicio´n observamos en primer lugar que para cada
α > 0 y 0 < q ≤ ∞, los espacios de aproximacio´n Aαq y las clases avariciosas G αq ,
satisfacen las desigualdades de tipo Bernstein, es decir, existe Cα,q > 0 tal que
‖x‖Aαq (B,X) ≤ ‖x‖Gαq (B,X) ≤ Cα,qNα‖x‖X, ∀ x ∈ ΣN , N = 1, 2, . . . (3.34)
Esto se obtiene fa´cilmente de las definiciones de las cuasi-normas (3.6) y (3.9) y de la
estimacio´n trivial σN(x) ≤ γN(x) ≤ ‖x‖X (ver Lema 2.3.6 para el caso de Aαq (B,X)).
Demostracio´n. 1. =⇒ 2. Dado x ∈ Aαρ (B,X) por el teorema de representacio´n para los
espacios de aproximacio´n ( ver por ejemplo [63]) podemos escribir x =
∑∞
k=0 xk, k =
0, 1, 2, . . . con xk ∈ Σ2k , tal que( ∞∑
k=0
2kαρ‖xk‖ρX
) 1
ρ ≈ C‖x‖Aαρ (B,X). (3.35)
De la hipo´tesis 1., la ρE-desigualdad triangular y de (3.35) se obtiene
‖x‖ρE ≤
∞∑
k=0
‖xk‖ρE ≤ Cρα
∞∑
k=0
2kαρ‖x‖ρE ≤ C ′‖x‖ρAαρ (B,X).
2. =⇒ 3. Esta implicacio´n se deduce de la inclusio´n trivial G αρ (B,X) ↪→ Aαρ (B,X).
3. =⇒ 1. Si x ∈ ΣN , γk(x)X = 0 si k ≥ N. Entonces, usando la hipo´tesis 3. junto con
(3.34) se obtiene
‖x‖E ≤ C‖x‖Gαρ (B,X) = C
(
‖x‖X +
(N−1∑
k=1
kαργk(x)
ρ
X
1
k
) 1
ρ
)
≤ C(‖x‖X + ‖x‖XNα) ≤ CNα‖x‖X
como quer´ıamos demostrar.
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Teorema 3.5.2. Supongamos que B = {ej}∞j=1 es una base reticular en un espacio
cuasi-Banach (X, ‖ · ‖X). Sean α > 0 y 0 < q ≤ ∞ fijos. Entonces para cualquier
sucesio´n creciente de nu´meros positivos y doblante {η(k)}∞k=1, las condiciones siguientes
son equivalentes:
1. Existe C > 0 tal que para todo N = 1, 2, 3, . . . y Γ ⊂ N con |Γ| = N tenemos
1
C
η(N) ≤
∥∥∥∑
k∈Γ
ek
‖ek‖X
∥∥∥
X
. (3.36)
2. (Desigualdad tipo Bernstein para `qkαη(k)(B,X)) : Existe Cα > 0 tal que
‖x‖`q
kαη(k)
(B,X) ≤ CαNα‖x‖X (3.37)
para todo x ∈ ΣN , N = 1, 2, 3, . . .
3. Aαq (B,X) ↪→ `qkαη(k)(B,X).
4. G αq (B,X) ↪→ `qkαη(k)(B,X).
Demostracio´n. 1. =⇒ 2. Sea x = ∑k∈Γ ckek ∈ ΣN . Para m = 1, 2, 3, . . . , N y pi una
biyeccio´n de N tal que ‖cpi(k)epi(k)‖X es no creciente, usamos 1., (2.31) y la propiedad
reticular de B y obtenemos
‖cpi(m)epi(m)‖Xη(m) ≤ C‖cpi(m)epi(m)‖X
∥∥∥ m∑
j=1
epi(j)
‖epi(j)‖X
∥∥∥
X
≤ C
∥∥∥ m∑
j=1
cpi(j)epi(j)
∥∥∥
X
≤ C‖x‖X. (3.38)
De (3.38) se obtiene
‖x‖`q
kαη(k)
(B,X) =
[ N∑
m=1
(mαη(m)‖cpi(m)epi(m)‖X)q 1
m
] 1
q
≤ C‖x‖X
[ N∑
j=1
mαq
1
m
] 1
q ≈ ‖x‖XNα.
2. =⇒ 1. Para cualquier Γ ⊂ N con |Γ| = N, aplicamos nuestra hipo´tesis a 1˜Γ =∑
k∈Γ
ek
‖ek‖X y obtenemos:
‖1˜Γ‖X ≥ 1
Cα,q
N−α‖1˜Γ‖`q
kαη(k)
(B,X) & η(N)
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donde en la u´ltima desigualdad usamos la Nota 3.3.4 y la parte (a) del Lema 3.3.5.
2. =⇒ 3. Ya hemos probado que 1.⇐⇒ 2.; puesto que 1. no depende de α, q, entonces
en realidad 2. se verifica para todo α˜ > 0. En particular, de la Proposicio´n 3.5.1 tenemos
Aα˜ρ (B,X) ↪→ Eα˜ := `qkα˜η(k)(B,X) (3.39)
para α˜ ∈
(
α
2
, 3α
2
)
y algu´n ρ suficientemente pequen˜o. Ahora, de la teor´ıa general de
aproximacio´n desarrollada en [18], los espacios Aαq (B,X) satisfacen el teorema de reite-
racio´n para el me´todo de interpolacio´n real (ver Corolario 2.3.8), en particular
Aαq (B,X) = (Aα0q0 (B,X),Aα1q1 (B,X)) 12 ,q, (3.40)
cuando α = α0+α1
2
con α1 > α0 > 0 y q0, q1, q ∈ (0,∞]. Por otro lado, para la familia de
espacios de Lorentz discretos con peso `qω se sabe que
(`qω0 , `
q
ω1
)θ,q = `
q
ω, 0 < θ < 1, 0 < q ≤ ∞, (3.41)
con ω0, ω1 ∈W+ y ω = ω1−θ0 ωθ1 (ver por ejemplo [50] teorema 3). Por lo tanto, para α y
q fijos podemos elegir los para´metros adecuados y usar la inclusio´n 3.39 para obtener
Aαq (B,X) = (Aα0ρ (B,X),Aα1ρ (B,X)) 1
2
,q ↪→ (`qkα0η(k)(B,X), `qkα1η(k)(B,X))
= `qkαη(k)(B,X)
donde la u´ltima igualdad se sigue del Teorema 5.6.1 de [4].
3. =⇒ 4. Se deduce de la inclusio´n G αq (B,X) ↪→ Aαq (B,X).
4. =⇒ 2. Se demuestra como la implicacio´n 3. =⇒ 1. de la Proposicio´n 3.5.1 usando
(3.34).
Nota 3.5.3. Observe que las implicaciones 3. =⇒ 4. =⇒ 2. ⇐⇒ 1. son ciertas con la
hipo´tesis ma´s de´bil {kαη(k)} ∈W.
Las inclusiones en el Teorema 3.5.2 son o´ptimas en el sentido del siguiente corolario:
Corolario 3.5.4. (Inclusiones o´ptimas de Aαq (B,X) en `qω(B,X)) Sea B una base
reticular en un espacio cuasi-Banach (X, ‖ · ‖X). Sean α > 0 y 0 < q ≤ ∞ fijos.
(a) Si hl(N) es doblante, entonces
G αq (B,X) ↪→ Aαq (B,X) ↪→ `qkαhl(k)(B,X).
(b) Si para alguna sucesio´n ω ∈ W tenemos Aαq (B,X) ↪→ `qω(B,X) o G αq (B,X) ↪→
`qω(B,X), entonces debemos tener necesariamente ω(k) . kαhl(k) y por lo tanto,
`qkαhl(k)(B,X) ↪→ `qω(B,X).
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Demostracio´n. (a) Observe que si hl es doblante, k
αhl(N ;B,X) ∈W+, para todo α > 0.
Por lo tanto, la implicacio´n 1. =⇒ 3. en el Teorema 3.5.2 prueba el resultado.
(b) Si Aαq (B,X) ↪→ `qω(k)(B,X) o G αq (B,X) ↪→ `qω(k)(B,X), entonces las implicaciones
3. =⇒ 4. =⇒ 1. prueban el resultado con η(k) = ω(k)/kα teniendo en cuenta la Nota
3.5.3.
3.6. Consecuencias sencillas
En esta seccio´n detallamos consecuencias inmediatas de los resultados de las sec-
ciones 3.4 y 3.5. La primera de ellas se deduce de los Corolarios 3.4.5, 3.4.9 y 3.5.4 y la
enunciamos como teorema para referencias futuras.
Teorema 3.6.1. Sea (X, ‖ · ‖X) un espacio cuasi-Banach con una base reticular B =
{ej : j ∈ N}. Sean α > 0 y 0 < q ≤ ∞. Supongamos que hl(N) es doblante. Entonces,
tenemos las siguientes inclusiones continuas:
`qkαhr(k)(B,X) ↪→ G αq (B,X) ↪→ Aαq (B,X) ↪→ `
q
kαhl(k)
(B,X) (3.42)
y estas inclusiones son las mejores posibles en la escala de los espacios de Lorentz dis-
cretos con peso en el sentido que se detalla en los Corolarios 3.4.5, 3.4.9 y 3.5.4.
El resto de los resultados que exponemos en esta seccio´n son conocidos y los mostramos
para que se aprecie la sencillez de las demostraciones usando los resultados de las sec-
ciones 3.4 y 3.5.
Sea B = {ek : k ∈ N} una base ortonormal en un espacio de Hilbert H. Por el teorema
de Plancherel, para todo Γ ⊂ N se tiene∥∥∥∑
k∈Γ
ek
‖ek‖X
∥∥∥2
X
=
∥∥∥∑
k∈Γ
ek
∥∥∥2
X
=
∑
k∈Γ
‖ek‖2H = |Γ|.
As´ı,
hl(N ;B,H) = hr(N ;B,H) = N 12 (3.43)
y del Teorema 3.6.1 se deduce
Aαq (B,H) = G αq (B,H) = `τ,q(B,H) (3.44)
donde 1
τ
= α+ 1
2
. Este resultado fue probado por S. B. Stechkin ([70]) para el caso q = 2
y para q general por R. DeVore y V.N. Temlyakov ([19]).
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Sea B = {ek : k ∈ N} una base incondicional en un espacio cuasi-Banach (X, ‖ · ‖X)
(ver Definicio´n 2.4.2) para la que existe una constante C > 0 tal que
1
C
|Γ| 1p ≤
∥∥∥∑
k∈Γ
ek
‖ek‖X
∥∥∥
X
≤ C|Γ| 1p (3.45)
para todo conjunto finito Γ ⊂ N y cualquier p ∈ (0,∞). Por tanto,
hl(N ;B,X) ≈ hr(N ;B,X) ≈ N
1
p (3.46)
y del Teorema 3.6.1 se deduce
Aαq (B,X) = G αq (B,X) = `τ,q(B,X) (3.47)
donde 1
τ
= α+ 1
p
y los espacios anteriores tienen las normas equivalentes. Estos resultados
fueron probados G. Kerkyacharian y D. Picard en [41] (ver tambie´n [27]). En [41] cuando
se cumple (3.45) se dice que (B,X) satisface la propiedad p-Temlyakov, mientras que en
[27] se dice que (B,X) es un p-espacio.
Supongamos que la base incondicional B = {ek : k ∈ N} en un espacio cuasi-Banach
(X, ‖ · ‖X) satisface que existen dos constantes 0 < A < B < ∞ tal que cuando x =∑
k∈N ckek ∈ X tenemos
A‖{ck : k ∈ N}‖`q,∞ ≤ ‖x‖X ≤ C‖{ck : k ∈ N}‖`p,1 (3.48)
para algunos valores 1 ≤ p ≤ q ≤ ∞. En [30] cuando se cumple (3.48) se dice que (B,X)
tiene la propiedad sa´ndwich (p, q). De (3.48) se deduce
A|Γ| 1q ≤
∥∥∥∑
k∈Γ
ek
‖ek‖X
∥∥∥
X
≤ B′|Γ| 1p , (3.49)
por tanto, hr(N) . n
1
p y hl(N) & N
1
q , y del Teorema 3.6.1 obtenemos
`τp,s(B,X) ↪→ G αs (B,X) ↪→ Aαs (B,X) ↪→ `τq ,s(B,X), (3.50)
donde 1
τp
= α + 1
p
y 1
τq
= α + 1
q
. Las inclusiones anteriores fueron probadas por R.
Gribonval y M. Nielsen en [30], teorema 3.1.
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Cap´ıtulo 4
Funciones de democracia para bases
de ond´ıculas
A la vista de los resultados probados en las secciones 3.4 y 3.5 es claro que para
obtener inclusiones o´ptimas para las clases G αq (B,X) y los espacios Aαq (B,X) es necesario
calcular (salvo constantes mutiplicativas) las funciones de democracia por la izquierda y
por la derecha de la base B en un espacio X.
Son conocidas las funciones de democracia de bases de ond´ıculas apropiadas en los
espacios de Triebel-Lizorkin (en particular en los espacios de Lebesgue, de Sobolev y de
Hardy) y en los espacios de Orlicz. Ver detalles en la seccio´n 4.1.2 en donde se recopilan
los resultados conocidos junto con las referencias.
En este cap´ıtulo nos ocupamos de calcular (salvo constantes multiplicativas) las fun-
ciones de democracia de bases de ond´ıculas apropiadas en espacios de Triebel-Lizorkin
con peso (en particular Lebesgue, Sobolev y Hardy con peso), en espacios de Orlicz con
peso, en espacios de Lorentz Lp,q(Rd), en espacios de Lorentz generalizados Λqw(Rd) =
Λq(w), en espacios de Besov con peso y en el espacio BMO. En cada caso se enunciara´n
las inclusiones que se deducen inmediatamente de los resultados de las secciones 3.4 y
3.5. Haremos tambie´n una breve descripcio´n de los conceptos y resultados necesarios
sobre bases de ond´ıculas, as´ı como de las propiedades de los pesos que usaremos en las
demostraciones.
4.1. Preliminares
4.1.1. Bases de ond´ıculas
Sea D el conjunto de todos los cubos en Rd de la forma Qj,k = 2−j([0, 1)d + k), j ∈
Z, k ∈ Zd, de manera que |Qj,k| = 2−jd y todos los cubos de un mismo nivel j ∈ Z son
disjuntos.
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Definicio´n 4.1.1. ([46]) Una coleccio´n finita de funciones Φ = {ψ1, . . . , ψL}
⊂ L2(Rd) se dice que es una familia de ond´ıculas si el conjunto
W = {ψlQj,k(x) = 2
jd
2 ψl(2jx− k) : Qj,k ∈ D, l = 1, 2, . . . , L}
es una base ortonormal para L2(Rd).
La definicio´n dada aparece en [46]. El lector puede consultar las monograf´ıas [51, 14,
33] o [49] para conocer la forma de construir ond´ıculas y sus numerosas aplicaciones.
Una de ellas es la habilidad de las ond´ıculas para aproximar sen˜ales y su capacidad
para eliminar el ruido de ellas. La aproximacio´n no lineal con N -te´rminos es la forma de
aproximar ma´s usada en estos casos en su variante “thresholding”.
A pesar de que la definicio´n que hemos dado data de 1986 ([46]), ya en 1910 A.
Haar ([34]) describio´ un sistema con tales propiedades. Si tomamos h(x) = χ[0, 1
2
)(x) −
χ[ 1
2
,1)(x), x ∈ R, entonces el sistema H = {hI(x) : I ∈ D} es una base ortonormal de
L2(R) y se denomina base de Haar.
En dimensio´n d se procede de la siguiente manera. Sean h1(t) = χ[0, 1
2
)(t)−χ[ 1
2
,1)(t) y
h0(t) = χ[0,1)(t). Definir E como el conjunto de todos los ε = (ε1, . . . , εd) tal que εj = 0
o´ 1 y no todos los εj = 0. El conjunto E tiene 2
d− 1 elementos que se corresponden con
los ve´rtices de un cubo d-dimensional exceptuando el ve´rtice (0, . . . , 0). Para cada ε ∈ E
sea
hε(x) =
d∏
j=1
hεj(xj).
La coleccio´n {hε : ε ∈ E} es una familia de ond´ıculas, denominada de Haar, ya que la
coleccio´n
H = {hεQ : Q ∈ D, ε ∈ E}
es una base ortonormal de L2(Rd). Ve´anse las momograf´ıas [51, 14, 33] y [49] para la
construccio´n de otras ond´ıculas: Lemarie´-Meyer, spline y las ond´ıculas con soporte com-
pacto de I. Daubechies ([15]).
Nos interesara´ en este cap´ıtulo que´ condiciones sobre las ond´ıculas (suavidad, can-
celacio´n o decaimiento) producen bases incondicionales de los espacios cla´sicos del ana´lisis
y co´mo estos se pueden caracterizar usando los coeficientes de la base. En [51] esta carac-
terizacio´n se hace para ond´ıculas que provienen de un Ana´lisis Multirresolucio´n r-regular
(ver definicio´n en la pa´gina 22 de [51]). Nosotros usaremos una condicio´n de regularidad
extra´ıda de [45] (ver tambie´n [6, 7]) (en donde se dan caracterizaciones con sistemas ma´s
generales en espacios anisotro´picos) similar a las usadas en [33] en dimensio´n 1.
Definicio´n 4.1.2. (Clases de regularidad) Sea r un entero no negativo y M > d+ r.
La clase de regularidad Rr,M es el conjunto de todas las funciones f : Rd −→ C tales
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que
i)
∫
Rd x
αf(x)dx = 0 ∀ α ∈ Nd, 0 ≤ |α| ≤ r
ii) |f(x)| ≤ C
(1+|x|)M , ∀ x ∈ Rd
iii) |Dαf(x)| ≤ C
(1+|x|)M , ∀ x ∈ Rd, ∀ α ∈ Nd, 0 < |α| ≤ r + 1
Puede demostrarse que ii) y iii) implican i) cuando f = ψ es una ond´ıcula ortonor-
mal con d = 1 (ver Teorema 3.4 de [33]).
La familia de ond´ıculas de Lemarie´-Meyer son elementos de la clase de Schwartz
S (Rd) y por tanto tambie´n de Rr,M para todo r y M. Las ond´ıculas spline ψ de orden
r pertenecen a Rr−2,M para todo M > 0 si r ≥ 2 (ya que decaen exponencialmente). Fi-
nalmente, las ond´ıculas de soporte compacto de I. Daubechies con regularidad adecuada
tambie´n pertenecen a Rr,M .
Observar que las ond´ıculas de Haar y la de Franklin (splines de orden 1) no pertenecen
las clases de regularidad Rr,M . Sin embargo, existen caracterizaciones con estas bases
similares a las que mencionaremos a continuacio´n (ver [51, 33, 14]).
Para los espacios de Lebesgue se tiene la siguiente caracterizacio´n. Sea 1 < p <∞ y
Φ = {ψ1, . . . , ψL} ⊂ L2(Rd). Definimos la funcio´n cuadrado
S(f)(x) =
[ L∑
i=1
∑
Q∈D
(|Q|− 12 |〈f, ψlQ〉|χQ(x))2
] 1
2
. (4.1)
Si Φ = {ψl, . . . , ψL} ⊂ R0,M con M > d se tiene que f ∈ Lp(Rd), 1 < p < ∞, y
f =
∑L
l=1
∑
Q∈D〈f, ψlQ〉ψlQ con convergencia en Lp(Rd). Adema´s se tiene la equivalencia
‖f‖Lp(Rd) ≈ ‖S(f)‖Lp(Rd) (4.2)
(ver [33] para el caso d = 1 con una clase de regularidad un poco ma´s restrictiva que
R0,1 y [51] para el caso general). La equivalencia (4.2) tambie´n se cumple para el sistema
de Haar (ver [75] para el caso d = 1). Observar que (4.2) prueba que el sistema de Haar
en Rd es base incondicional de Lp(Rd), 1 < p <∞.
Otra gran familia de espacios de funciones que admite una caracterizacio´n con ond´ıcu-
las son los espacios de Besov. Para α ∈ R y 0 < τ, q ≤ ∞ los espacios de Besov
homoge´neos B˙ατ,q := B˙
α
τ,q(Rd) se pueden definir usando descomposiciones de Littlewood-
Paley (ver [23, 56] o seccio´n 4.3 para ma´s detalles).
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Sea J = d
mı´n{1,p} y Φ = {ψ1, . . . , ψL} ⊂ Rr,M con r ≥ ma´x{α,J − d − α} y M >
ma´x{J , d+ r}. Entonces, si f ∈ B˙αp,q(Rd),
f =
L∑
l=1
∑
Q∈D
〈f, ψlQ〉ψlQ
con convergencia en S ′(Rd) (y en B˙αp,q(Rd) si q 6=∞). Adema´s,
‖f‖B˙αp,q(Rd) ≈
[ L∑
l=1
∑
j∈Z
( ∑
|Q|=2−jd
(|Q|−αd+ 1p− 12 |〈f, ψlQ〉|)p
) q
p
] 1
q
. (4.3)
Resultados similares se obtienen para los espacios de Besov no homoge´neos Bαp,q(Rd), α ∈
R, 0 < p, q ≤ ∞, para los cuales es necesario hacer uso de una funcio´n de “escala”
adicional ψ0 (con las condiciones de regularidad (ii) y (iii) de Rr,M) y usar cubos Q ∈
D+ = {Q ∈ D : |Q| ≤ 1} (ver [45], Teorema 4.2 para ma´s detalles).
Recordamos que los espacios de Besov Bαp,q(Rd) son generalizaciones de los espacios
de Lipschitz Λα y de las clases de Zygmund (ver [56] para ma´s detalles).
Los espacios de Lebesgue, as´ı como los de Sobolev y los de Hardy son casos parti-
culares de la familia de espacios de Triebel-Lizorkin homoge´neos F˙ sp,q(Rd), s ∈ R, 0 <
p <∞, 0 < q ≤ ∞. Se definen usando descomposiciones de Littlewood-Paley (ver [22] o
la seccio´n 4.4 para ma´s detalles). Observamos que F˙ 0p,2(Rd) = Lp(Rd) y F˙ sp,2 ∩ Lp(Rd) =
W sp (Rd) (ver [22]), donde W sp (Rd) es el espacio de Sobolev y se define como el conjunto
de todas f ∈ Lp(Rd) tales que la cantidad
‖f‖W sp (Rd) = ‖[(1 + | · |2)
s
2 fˆ(·)]∨‖Lp(Rd) 1 < p <∞, s = 1, 2, . . .
es finita. Las notaciones ∨ y ∧ denotan, como de costumbre, la transformada de Fourier
y la transformada inversa de Fourier, respectivamente.
Sea J = d
mı´n{1,p,q} y Φ = {ψ1, . . . , ψL} ⊂ Rr,M con r ≥ ma´x{s,J − d − s} y
M > ma´x{J , d+ r}. Entonces, si F˙ sp,q(Rd),
f =
L∑
l=1
∑
Q∈D
〈f, ψlQ〉ψQ
en el sentido de las distribuciones temperadas S ′(Rd) (y en la cuasi-norma de F˙ sp,q(Rd)
si q 6=∞). Adema´s, se tiene la equivalencia
‖f‖F˙ sp,q(Rd) ≈ ‖Ssq(f)‖Lp(Rd) (4.4)
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donde
Ssq(f)(x) =
[ L∑
l=1
∑
Q∈D
(|Q|− sd− 12 |〈f, ψlQ〉|χQ(x))q
] 1
q
(4.5)
(ver [45], Teorema 4.1). De hecho, en [45] se consideran los espacios de Triebel-Lizorkin
no homoge´neos F sp,q(Rd), s ∈ R, 0 < p <∞, 0 < q ≤ ∞ y se obtiene una caracterizacio´n
similar a (4.4) pero usando una funcio´n de “escala” adicional ψ0 (con las condiciones
de regularidad (ii) y (iii) de Rr,M) y una funcio´n Ss,+q similar a (4.5) en la que solo
intervienen los cubos de D+ = {Q ∈ D : |Q| ≤ 1}.
4.1.2. Resultados conocidos
El propo´sito de esta seccio´n es informar al lector de manera breve y con las referen-
cias adecuadas, sobre los resultados conocidos acerca de las funciones de democracia de
algunos espacios de funciones.
Usando la caracterizacio´n con ond´ıculas de los espacios de Sobolev W˙ sp (Rd), s ∈
R, 0 < p < ∞, C. Hsiao, B. Jawerth, B.J. Lucier, y X.M. Yu, probaron en [35] las
equivalencias
hr(N ;W , W˙ sp (Rd)) ≈ hl(N ;W , W˙ sp (Rd)) ≈ N
1
p (4.6)
si W es una base de ond´ıculas generada por la coleccio´n Φ = {ψ0, . . . , ψL} ⊂ Rr,M con
r ≥ ma´x{s,J − d− s} y M > ma´x{J , d+ r}, donde J = d
mı´n{1,p} .
Para los espacios de Triebel-Lizorkin homoge´neos F˙ sp,q(Rd), s ∈ R, 0 < p <∞, 0 <
q ≤ ∞, G. Garrigo´s y E. Herna´ndez probaron en [27] que,
hr(N ;W , F˙ sp,q(Rd)) ≈ hl(N ;W , F˙ sp,q(Rd)) ≈ N
1
p , (4.7)
donde W es una base de ond´ıculas que satisface la caracterizacio´n usando la “funcio´n
cuadrado” descrita en (4.4). Ver Teorema 4.4.8 para una extensio´n de estos resultados
al caso F˙ sp,q(w).
Las equivalencias (4.6), (4.7) y el Teorema 3.6.1 prueban que
Aαq (W , W˙ sp (Rd)) = G αq (W , W˙ sp (Rd)) = `τ,q(W , W˙ sp (Rd)) (4.8)
y
Aαq (W , F˙ sp,q(Rd)) = G αq (W , F˙ sp,q(Rd)) = `τ,q(W , F˙ sp,q(Rd)) (4.9)
donde 1
τ
= α+ 1
p
(este resultado es el teorema 6.1 en [27]).
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Usando la caracterizacio´n de los espacios de Besov homoge´neos B˙ατ,q(Rd) en (4.3) se
deducen las identidades siguientes
A
α
d
q (W , F˙ sp,q(Rd)) = A
α
d
q (W , B˙αp,p(Rd)) = B˙s+γτ,τ (Rd), si
1
τ
=
γ
d
+
1
p
. (4.10)
Un resultado de P. Soardi ([69]) prueba que las bases de ond´ıculas pertenecientes a
la clase de regularidad R0,M con M > d son incondicionales en los espacios de Banach
invariantes por reordenamiento con los ı´ndices de Boyd entre 0 y 1 y que adema´s admiten
una caracterizacio´n en te´rminos de los coeficientes de ond´ıculas. El resultado es tambie´n
cierto para la ond´ıcula de Haar.
Uno de los ejemplos de espacios de Banach invariante por reordenamiento, donde
las bases de ond´ıculas no son democra´ticas, son los espacios de Orlicz LΦ(Rd). Usando
la caracterizacio´n de estos espacios con ond´ıculas, G. Garrigo´s, E. Herna´ndez y J.M.
Martell ([29]) obtuvieron el resultado siguiente:
hr(N ;W , LΦ(Rd)) ≈ sup
s>0
ϕ(Ns)
ϕ(s)
:= h+ϕ (N),
hl(N ;W , LΦ(Rd)) ≈ ı´nf
s>0
ϕ(Ns)
ϕ(s)
:= h−ϕ (N) (4.11)
donde ϕ es la funcio´n fundamental de LΦ(Rd) (ver [29] para ma´s detalles). Con este re-
sultado se prueba en [29] (ver la demostracio´n original en [77]) que las bases de ond´ıculas
son democra´ticas en LΦ(Rd) si so´lo si LΦ(Rd) = Lp(Rd) para algu´n 1 < p <∞.
A continuacio´n mencionamos un ejemplo que involucra la base de Haar hiperbo´lica.
Sea h(t) = χ[0, 1
2
)(t) − χ[ 1
2
,1)(t) la funcio´n de Haar en R. Para I ∈ D(R) escribimos I =
[k2−j, (k+1)2−j) y hI = 2
n
p h(2nt−k). Para un recta´ngulo dia´dico J = I1× . . .×II ⊂ Rd
escribimos
h
(d)
J = hI1(t1)...hId(td) ⊂ Rd.
Denotamos por D(d) el conjunto de todos recta´ngulos dia´dicos en Rd. El sistema
B = {hdI}I∈D(d) es una base ortogonal en L2(Rd) normalizada en Lp(Rd).
Como hace P. Wojtaszczyk en [74], consideramos los espacios Hpdyad(Rd), 0 < p <∞,
definidos como el conjunto de todas las funciones f =
∑
I∈D(d) aIh
(d)
I tales que
9f9p = (∫
Rd
( ∑
I∈D(d)
|aIh(d)I (t)|2
) p
2
dt
) 1
p
<∞.
P. Wojtaszczyk probo´ en [74] el siguiente resultado
a) Si 0 < p ≤ 2,
hl(N ;B, Hpdyad(Rd)) ≈ N
1
p (logN)(
1
2
− 1
p
)(d−1) y hr(N ;B, Hpdyad(Rd)) ≈ N
1
p . (4.12)
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b) Si 2 ≤ p <∞,
hl(N ;B, Hpdyad(Rd)) ≈ N
1
p y hr(N ;B, Hpdyad(Rd)) ≈ N
1
p (logN)(
1
2
− 1
p
)(d−1). (4.13)
Recordamos que para 1 < p < ∞, Hpdyad(Rd) = Lp(Rd) y cuando 0 < p ≤ 1 se tiene el
espacio de Hardy Hpdyad(Rd) dia´dico.
4.1.3. Resultados sobre pesos
El propo´sito de esta seccio´n es recopilar los resultados sobre pesos que se usara´n en
el resto del cap´ıtulo. Para mayor detalle consultar [12].
Un peso w en Rd es una funcio´n definida en Rd tal que 0 < w(x) <∞ c.t. x ∈ Rd y
localmente integrable. Escribiremos
W = W(Rd) =
{
w : Rd −→ R+ : w(x) > 0 c.t.p, w ∈ L1loc(Rd) y∫
Rd
w(x)dx =∞
}
(4.14)
Decimos que w pertenece a la clase de Muckenhoupt Ap, 1 < p < ∞ (w ∈ Ap =
Ap(Rd)), si existe una constante Cw tal que( 1
|Q|
∫
Q
w(x)dx
)( 1
|Q|
∫
Q
w(x)−
1
p−1dx
)p−1
≤ Cw, (4.15)
para todo cubo Q ⊂ Rd, donde |Q| denota la habitual medida de Lebesgue de Q. La
condicio´n A1 se puede ver como el caso limite de la condicio´n Ap para p ↓ 1, es decir, se
puede ver como
( 1
|Q|
∫
Q
w(x)dx
)
essQ sup(w
−1) ≤ Cw. (4.16)
La menor constante Cw para la cual vale cada una de estas desigualdades se conoce como
la constante Ap del peso w. Se tiene que A1 ⊂ Ap1 ⊂ Ap2 si 1 < p1 < p2 < ∞ (ver [12]
teorema 1.14). Se define
A∞ =
⋃
p>1
Ap.
Para un peso w(x) en Rd, y un conjunto medible A ⊂ Rd escribimos
w(A) =
∫
A
w(x)dx.
La condicio´n A∞ se puede caracterizar de la forma siguiente: w ∈ A∞ si y so´lo si existen
δ > 0 y 0 < Cw <∞ tales que para todo cubo Q ⊂ Rd
w(A)
w(Q)
≤ Cw
( |A|
|Q|
)δ
, ∀A ⊂ Q, A medible. (4.17)
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(ver teorema 2.9, cap´ıtulo IV de [12]).
Para algunos de nuestros resultados bastara´ con suponer una condicio´n ma´s de´bil en
la que se requiere solamente que (4.17) se cumpla para todo Q′ ⊂ Q con Q′ ∈ D. As´ı,
definimos la clase Ad∞ como el conjunto de todos los pesos w ∈ Rd para los cuales existe
δ > 0 y 0 < Cw <∞ tales que para todo Q ∈ D
w(Q′)
w(Q)
≤ Cw
( |Q′|
|Q|
)δ
, ∀ Q′ ⊂ Q, Q′ ∈ D. (4.18)
Cuando w ∈ Ap, 1 ≤ p <∞, existe Cw, 0 < Cw <∞, tal que para todo Q ⊂ Rd
Cw
( |A|
|Q|
)p
≤ w(A)
w(Q)
, ∀ A ⊂ Q, A medible (4.19)
(tomar f(x) = χA(x) en la parte (b) del teorema 2.1 del cap´ıtulo IV de [12]). En algunos
de nuestros resultados bastara´ suponer la siguiente condicio´n ma´s de´bil: w ∈ Bdp , 1 ≤
p <∞, si existe Cw, 0 < Cw <∞, tal que para todo Q ∈ D
Cw
( |Q′|
|Q|
)p
≤ w(Q
′)
w(Q)
, ∀ Q′ ⊂ Q, Q′ ∈ D. (4.20)
Definimos,
Bd∞ := ∪p≥1Bdp .
Para uso futuro enunciamos y demostramos el siguiente resultado.
Proposicio´n 4.1.3. Supongamos que un peso w ∈ Ad∞∩Bd∞ (en particular si w ∈ A∞).
Dado τ > 0 existe una sucesio´n de cubos {Rj}∞j=1 ⊂ D, disjuntos, tal que
Cτ ≤ w(Rj) ≤ τ, ∀ j = 1, 2, 3,
donde C > 0 es una constante independiente de j y τ.
Para la demostracio´n necesitaremos del siguiente resultado:
Lema 4.1.4. Sea w ∈ Ad∞(Rd). Si {Qk}∞k=−∞ es una familia de cubos dia´dicos tales que
Qk ⊂ Qk+1 y |Qk+1| = 2d|Qk| para todo k ∈ Z+, entonces
l´ım
k−→∞
w(Qk) =∞ y l´ım
k−→−∞
w(Qk) = 0. (4.21)
Demostracio´n. Puesto que w ∈ Ad∞, si k ≥ 0, usamos la relacio´n (4.18) y obtenemos
w(Q0)
w(Qk)
≤ Cw
( |Q0|
|Qk|
)δ
= Cw
( 1
2kd
)δ
.
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Por lo tanto, w(Qk) ≥ (Cw)−12kdδw(Q0) y l´ımk−→∞w(Qk) = ∞. Por el otro lado, si
k ≤ 0, por (4.18) obtenemos
w(Qk)
w(Q0)
≤ Cw
( |Qk|
|Q0|
)δ
= Cw2
kdδ.
Entonces tenemos, w(Qk) ≤ Cw2kdδw(Q0) y l´ımk−→−∞w(Qk) = 0.
Demostracio´n. (Demostracio´n de la Proposicio´n 4.1.3)
Sea Qk = [0, 2
k)d, k ∈ Z. Por el Lema 4.1.4 existe k1 ∈ Z tal que
w(Qk1) ≤ τ < w(Qk1+1). (4.22)
Escogemos R1 = Qk1 . Tenemos
w(R1) = w(Qk1) ≤ τ.
Por otro lado, de la condicio´n Bdp (ver (4.20)) obtenemos
w(Qk1)
w(Qk1+1)
≥ Cw
( |Qk1|
|Qk1+1|
)p
= Cw2
−dp,
de modo que
w(R1) = w(Qk1) ≥ Cw2−dpw(Qk1+1) > Cw2−dpτ.
Por lo tanto, podemos tomar C = Cw2
−dp en este primer paso.
Supongamos que elegimos una coleccio´n de cubos disjuntos R1, . . . , Rm−1 tales que
Cτ < w(Rj) ≤ τ para todo j = 1, 2, . . . ,m − 1. Sin pe´rdida de generalidad, vamos a
suponer que todos los cubos Rj esta´n en el cono positivo de Rd, es decir, el conjunto de
todos los puntos de Rd con coordenadas no negativas.
Elegimos Q0 = 2
km [0, 1)d, km ∈ Z tal que Rj ⊂ Q0 para todo j = 1, 2, . . . ,m − 1.
Consideramos la familia de cubos dia´dicos creciente dada por Qk = 2
km+k[0, 1)d, k =
0, 1, 2, . . . . Sea Q˜k, k = 1, 2, . . . , un cubo dia´dico contenido en Qk tal que |Q˜k| = |Qk|2d y
Q˜k ∩Qk−1 = ∅. Si w(Q˜k) ≤ τ para todo k = 1, 2, 3, . . . como w ∈ Bdp obtenemos:
w(Q˜k)
w(Qk)
≥ Cw
( |Q˜k|
|Qk|
)p
= Cw2
−dp.
Por lo tanto, w(Qk) ≤ (Cw)−12dpτ para todo k = 1, 2, . . . contradiciendo el Lema 4.1.4.
Por tanto, existe un k0m ∈ Z tal que w(Q˜k0m) > τ. Ahora consideramos una familia de los
descendientes del cubo dia´dico Q˜k0m . Por el Lema 4.1.4 existen Q˜km ⊃
˜˜
Qkm tal que
w(
˜˜
Qkm) ≤ τ < w(Q˜km) (4.23)
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y | ˜˜Qkm| = |Q˜km |2d . Elegimos Rm = ˜˜Qkm . Puesto que (4.23) es la misma relacio´n que (4.22),
entonces se tiene que
Cw2
−dpτ < w(Rm) ≤ τ.
Observe que Rm ha sido elegido en el cono positivo de Rd y disjunto con R1, . . . , Rm−1.
Tambie´n haremos uso del siguiente resultado.
Lema 4.1.5. Sea w ∈ Ar un peso en Rd con r ≥ 1. Sean 0 < δ < 1 y u(x) = w(x)δ. Se
tiene que u ∈ Ar y wQ ≈ (uQ) 1δ , donde
wQ =
1
|Q|w(Q) =
1
|Q|
∫
Q
w(x)dx.
Demostracio´n. Cuando r > 1, puesto que w ∈ Ar y 0 < δ < 1, usando la desigualdad de
Jensen tenemos ( 1
|Q|
∫
Q
u(x)dx
)( 1
|Q|
∫
Q
u1−r
′
(x)dx
)r−1
=
( 1
|Q|
∫
Q
wδdx
)( 1
|Q|
∫
Q
w(x)δ(1−r
′)dx
)r−1
≤
[( 1
|Q|
∫
Q
w(x)dx
)( 1
|Q|
∫
Q
w(x)1−r
′
dx
)r−1]δ
≤ Cδw.
As´ı, u ∈ Ar. Ahora vamos a probar la equivalencia wQ ≈ (uQ) 1δ . Usando la desigualdad
de Jensen con δ < 1, tenemos
(uQ)
1
δ =
( 1
|Q|
∫
Q
w(x)δdx
) 1
δ ≤
( 1
|Q|
∫
Q
w(x)dx
)
= wQ.
La funcio´n h(t) = t−(r−1)δ, t > 0, es convexa; usando de nuevo la desigualdad de Jensen
obtenemos ( 1
|Q|
∫
Q
w1−r
′
(x)dx
)−(r−1)δ
≤
( 1
|Q|
∫
Q
[w(x)]δdx
)
= uQ.
De la condicio´n w ∈ Ar se tiene
wQ =
( 1
|Q|
∫
Q
w(x)dx
)
≤ Cw
( 1
|Q|
∫
Q
w1−r
′
(x)dx
)−(r−1)
≤ C(uQ) 1δ .
Para r = 1, por un lado, puesto que w ∈ A1, para casi todo x ∈ Q, usando de nuevo la
desigualdad de Jensen se obtiene( 1
|Q|
∫
Q
u(x)dx
)
=
( 1
|Q|
∫
Q
wδ(x)dx
)
≤
( 1
|Q|
∫
Q
w(x)dx
)δ
≤ Cw(x)δ = Cu(x).
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Por tanto, u ∈ A1. Por otro lado, podemos usar de nuevo la desigualdad de Jensen para
obtener (uQ)
1
δ ≤ wQ. Adema´s la condicio´n w ∈ A1 implica que
wQ =
1
|Q|
∫
Q
w(x)dx ≤ CessQ ı´nf w = C(essQ ı´nf u) 1δ
≤ C
( 1
|Q|
∫
Q
u(x)dx
) 1
δ
= C(uQ)
1
δ .
4.1.4. Espacios de sucesiones
Hemos visto en la subseccio´n 4.1.1 que muchos espacios de funciones cla´sicos del
Ana´lisis pueden caracterizarse imponiendo que una expresio´n que envuelve la sucesio´n
de los coeficientes de ond´ıculas sea finita (ver (4.2), (4.3) y (4.4)). Dicho de otra manera,
los coeficientes pertenecen a un determinado espacio de sucesiones. Como se muestra en
la seccio´n 6.2 de [27] el “marco de transferencia abstracto” all´ı descrito permite deducir
resultados sobre aproximacio´n en espacios de funciones a partir de los correspondientes
resultados para espacios de sucesiones. En esta seccio´n recopilamos las definiciones y
resultados sobre el tipo de espacios de sucesiones que usaremos.
Sea s un espacio vectorial formado por sucesiones de nu´meros complejos s = {sI}I
definidos sobre un conjunto (fijo) numerable de ı´ndices I. (En nuestras aplicaciones I
sera´ el conjunto de todos los cubos dia´dicos D en Rd o va´rias co´pias de D o bien el con-
junto D+ = {Q ∈ D : |Q| ≤ 1}). Para cada I ∈ I escribimos eI para denotar la sucesio´n
que vale 1 en la posicio´n I y cero en el resto. En todo este cap´ıtulo supondremos que s
es un espacio cuasi-Banach dotado de una cuasi-norma ‖ · ‖s que satisface las siguientes
propiedades:
(a) Toda combinacio´n lineal de elementos eI pertenece a s;
(b) Si t ∈ s y |sI | ≤ |tI | ∀ I ∈ I, entonces s = {sI}I∈I ∈ s y se tiene ‖{sI}‖s ≤
‖{tI}‖s;
(c) Si s ∈ s, entonces l´ımk−→∞ ‖sIkeIk‖s = 0 para alguna ordenacio´n del conjunto
I = {I1, I2, I3, . . .}.
Se deduce fa´cilmente de (b) que ‖{sI}‖s = ‖{|sI |}‖s para toda s = {sI}I∈I ∈ s. En
particular, si Bc = {eI}I∈I es base de Schauder de s entonces es incondicional (de hecho
reticular debido a (b)). Los conceptos de error de aproximacio´n, algoritmo avaricioso,
espacios de aproximacio´n y clases avariciosas pueden definirse para la base Bc = {eI}I∈I
copiando las correspondientes definiciones dadas en las secciones 3.1 y 3.2. Observamos
que el teorema 2.1 de [27] prueba que en este contexto la base Bc = {eI}I∈I es avariciosa
si y so´lo si es democra´tica en s.
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Si s = {sI}I∈I ∈ s, la propiedad (c) nos permite encontrar una ordenacio´n del
conjunto I = {Ik}∞k=1 tal que
‖sI1eI1‖s ≥ ‖sI2eI2‖s ≥ ‖sI3eI3‖s ≥ . . . , (4.24)
esto es, un reordenamiento no creciente de {‖sIeI‖s}.
En la siguiente definicio´n (similar a la Definicio´n 3.3.2) hacemos uso de los espacios
de Lorentz discretos con peso `qη definidos en la seccio´n 3.3 cuando η ∈ W, cuya
definicio´n invitamos al lector a repasar en la seccio´n mencionada.
Definicio´n 4.1.6. Sea (s, ‖ · ‖s) un espacio cuasi-Banach de sucesiones que satisface
(a), (b) y (c). Para 0 < q ≤ ∞ y η ∈W definimos
`qη(s) := {s ∈ CI : {‖sIeI‖s} ∈ `qη}
con
‖s‖`qη(s) :=
[ ∞∑
k=1
(η(k)‖sIkeIk‖s)q
1
k
] 1
q
(si q <∞)
y
‖s‖`∞η (s) := sup
k∈N
η(k)‖sIkeIk‖s
donde ‖sIkeIk‖s esta´n ordenados como en (4.24).
Los espacios `qη(s) son espacios cuasi-Banach isome´tricamente isomorfos a `
q
η(I). Del
Lema 3.3.5 deducimos:
Lema 4.1.7. Sea (s, ‖ · ‖s) un espacio cuasi-Banach de sucesiones que satisface (a), (b)
y (c).
(i) Si η ∈W,
∥∥∥∑I∈Γ eI‖eI‖`∞η (s)∥∥∥`∞η (s) ≈ η(|Γ|)
(ii) Si η ∈W+,
∥∥∥∑I∈Γ eI‖eI‖`qη(s)
∥∥∥
`qη(s)
≈ η(|Γ|).
Supondremos que el espacio de sucesiones s satisface tambie´n
(d) s ↪→ CI esto es, l´ımn−→∞ s(n) = s (en s) =⇒ l´ımn−→∞ s(n)I = sI ∀I ∈ I.
Los resultados siguientes muestran que los espacios de sucesiones s que satisfacen (a),
(b), (c) y (d) incluyen y pueden incluirse de manera continua en los espacios de la forma
`qη(s) para sucesiones η apropiadas.
Proposicio´n 4.1.8. Sea (s, ‖ · ‖s) un espacio cuasi-Banach de sucesiones que satisface
(a),(b),(c) y (d). Sea η ∈W. Son equivalentes
i) Existe C > 0 tal que 1
C
η(|Γ|) ≤
∥∥∥∑I∈I eI‖eI‖s∥∥∥s ∀ Γ finito.
ii) s ↪→ `∞η (s).
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Demostracio´n. ii) =⇒ i) se deduce de la parte (a) del Lema 4.1.7. Para probar que
i) =⇒ ii) observar que
‖s‖`∞η (s) = sup
λ>0
λη(|{I ∈ I : ‖sIeI‖s ≥ λ}|). (4.25)
Dada s ∈ s y λ > 0 sea Γλ = {I ∈ I : ‖sIeI‖s ≥ λ}. Entonces
λ
1
C
η(|Γλ|) ≤
∥∥∥∑
I∈Γλ
sIeI
∥∥∥
s
≤ ‖s‖s
debido a i) y a la propiedad (b) del espacio s. El resultado se obtiene tomando el supremo
sobre todos los λ > 0.
Proposicio´n 4.1.9. Sea (s, ‖ · ‖s) un espacio cuasi-Banach de sucesiones que satisface
(a), (b), (c) y (d). Sea η ∈W+. Son equivalentes
i) Existe C > 0 tal que
∥∥∥∑I∈I eI‖eI‖s∥∥∥s ≤ Cη(|Γ|) ∀ Γ ⊂ I finito.
ii) `ρη(s) ↪→ s, donde ρ = ρ(s) es el exponente de la ρ-desigualdad triangular de s.
Demostracio´n. ii) =⇒ i) es consecuencia de la parte (ii) del Lema 4.1.7. Para demostrar
i) =⇒ ii) sea s = {sI}I∈I ∈ `ρη(s) y definimos s(j) =
∑
1≤k<2j sIkeIk usando el reorde-
namiento no creciente como en (4.24). Probaremos que {s(j)}∞j=1 converge a s en s. De
hecho, por la ρ-desigualdad triangular de s, la propiedad (b) y la hipo´tesis i) se obtiene
‖s(j+m) − s(j)‖ρs ≤
j+m−1∑
l=j
∥∥∥ ∑
2l≤k<2l+1
sIkeIk
∥∥∥ρ
s
(4.26)
≤ C
j+m−1∑
l=j
‖sI
2l
eI
2l
‖ρs(η(2l))ρ ≤ C
∞∑
l=0
(η(2l)‖sI
2l
eI
2l
‖s)ρ
≤ C‖s‖ρ
`ρη(s)
(4.27)
donde hemos usado en la u´ltima desigualdad la caracterizacio´n dia´dica de la cuasi-norma
en `ρη(s) que se obtiene como en el Lema 3.3.1. Se deduce de (4.27) que {s(j)}∞j=1 es de
Cauchy en s y puesto que s ↪→ CI debe converger a s. Poniendo j = 0 en (4.26) y
haciendo que m −→∞ se obtiene
‖s‖s ≤ l´ım
m−→∞
‖s(m)‖s ≤ C‖s‖`ρη(s).
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Nota 4.1.10. Observar que la demostracio´n de i) =⇒ ii) no requiere w ∈ W+ si no
solamente η ∈W.
Corolario 4.1.11. Sea (s, ‖ · ‖s) un espacio cuasi-Banach de sucesiones que satisface
(a), (b), (c) y (d). Si hl(N) := hl(N ;Bc, s) es doblante se tiene
`ρhr(s) ↪→ s ↪→ `ρhl(s)
donde ρ = ρ(s) es el exponente de la ρ-desigualdad triangular de s.
Corolario 4.1.12. Sea (s, ‖ · ‖s) un espacio cuasi-Banach de sucesiones que satisface
(a), (b), (c) y (d). Se tiene
`qη(s) = {s ∈ s : {‖sIeI‖s} ∈ `qη}
si, o bien
i) ∃ α > 0 tal que η(k) & hr(k)kα ∀k > 0 y 0 < q ≤ ∞
o bien
ii) η(k) & hr(k) y 0 < q ≤ ρ, donde ρ es el exponente de la ρ-desigualdad triangular
de s.
Demostracio´n. Este Corolario es una consecuencia de la Proposicio´n 4.1.9 junto con las
inclusiones `qη ↪→ `ρhr si 0 < q ≤ ∞ en el caso i) y `qη ↪→ `ρhr si 0 < q ≤ ρ en el caso ii).
Dos familias de espacios de sucesiones relacionados con ond´ıculas y que satisfacen las
propiedades requeridas en esta seccio´n son las asociadas con espacios de Triebel-Lizorkin
y de Besov.
Para los espacios de Triebel-Lizorkin homoge´neos (ver (4.4)) se define el espacio de
sucesiones sF˙ sp,q, 0 < p <∞, 0 < q ≤ ∞ como el conjunto de sucesiones s = {sQ ⊂ CI}
tal que
‖s‖sF˙ sp,q =
∥∥∥[∑
Q∈D
(|Q|− sd− 12 |sQ|χQ(·))q
] 1
q
∥∥∥
Lp(Rd)
<∞ (4.28)
con la modificacio´n usual si q = ∞. Es claro que sF˙ sp,q es un espacio cuasi-Banach de
sucesiones que satisface (a), (b), (c) y (d). En [27] se prueba hl(N) ≈ hr(N) ≈ N
1
p y de
la Proposicio´n 4.1.8 se obtiene sF˙ sp,q ↪→ `p,∞(sF˙ sp,q), lo que prueba (c). Cuando q < ∞,
Bc = {eQ}Q∈D es una base de sF˙ sp,q.
Para los espacios de Besov (ver (4.3)) se define el espacio de sucesiones sB˙αp,q, 0 <
p ≤ ∞, 0 < q ≤ ∞ como el conjunto de sucesiones s = {sQ} ⊂ CI tal que
‖s‖sB˙αp,q =
[∑
j∈Z
( ∑
|Q|=2−jd
(|Q|−αd+ 1p− 12 |sQ|)p
) q
p
] 1
q
<∞ (4.29)
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con las modificaciones usuales cuando p = q = ∞. En este caso (ver seccio´n 4.3),
hl(k) = mı´n{k
1
p , k
1
q } ∈W+ y por lo tanto se pueden aplicar los mismos comentarios que
en el caso anterior de los espacios de Triebel-Lizorkin.
En secciones posteriores se dara´n ejemplos similares en donde se usara´n pesos en Rd
y funciones que sustituyen a las potencias |Q|−αd . Ver detalles en las secciones 4.3 y 4.4.
4.2. El sistema de Haar en Lp(w), 1 < p <∞
En esta seccio´n presentamos una prueba de que el sistema de Haar en Rd es democra´tico
en los espacios de Lebesgue con peso Lp(w), 1 < p <∞. Esta demostracio´n se hace sin
recurrir a la caracterizacio´n de Lp(w) en te´rminos de coeficientes de ond´ıculas (como es
habitual hacer cuando w = 1 (ver [35])).
4.2.1. Funciones de democracia
Recordamos la definicio´n del sistema de Haar en Rd dada en la seccio´n 4.1.1. Sean
h0(t) = χ[0,1)(t) y h
1(t) = χ[0, 1
2
)(t) − χ[ 1
2
,1)(t). Definir E como el conjunto de todas las
sucesiones ε = (²1, . . . , ²d) tales que ²j = 0 o´ 1 y no todos los ²j = 0. Para cada ε ∈ E
sea
hε(x) =
d∏
j=1
h²j(xj).
La coleccio´n H = {hεQ : Q ∈ D, ε ∈ E} (donde hQj,k(x) = |Qj,k|−
1
2h(2jx − k)) es el
sistema de Haar en Rd, normalizado en L2(Rd).
Lema 4.2.1. Sean 1 ≤ p <∞ y w un peso en Rd tal que w ∈ Ad∞ (ver 4.18). Entonces
existe una constante 0 < Cp,d <∞ tal que∥∥∥∑
Q∈Γ
hQ
‖hQ‖Lp(w)
∥∥∥
Lp(w)
≤ Cp,d|Γ|
1
p (4.30)
para todo Γ ⊂∏ε∈E Dε (2d−1 copias de D) finito.
Demostracio´n. Fijemos ε ∈ E y comencemos suponiendo que Γ ⊂ Dε. Tenemos
‖hεQ‖Lp(w) =
(∫
R
|hεQ(x)|pw(x)dx
) 1
p
= w(Q)
1
p |Q|− 12 .
Por lo tanto,∥∥∥∑
Q∈Γ
hεQ
‖hεQ‖Lp(w)
∥∥∥
Lp(w)
=
(∫
R
∣∣∣∑
Q∈Γ
hεQ(x)
w(Q)
1
p |Q|− 12
∣∣∣pw(x)dx) 1p
≤
(∫
R
[∑
Q∈Γ
χQ(x)
w(Q)
1
p
]p
w(x)dx
) 1
p
. (4.31)
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Dado x ∈ ⋃Q∈ΓQ sea Qx el cubo ma´s pequen˜o de Γ que contiene a x. Existe una sucesio´n
de cubos dia´dicos Qx = Q0 ⊂ Q1 ⊂ Q2 ⊂ . . . Qj ⊂ . . . tal que |Qj| = 2j|Qx|. Entonces
tenemos ∑
Q∈Γ
χQ(x)
w(Q)
1
p
≤
∞∑
j=0
χQx(x)
w(Qj)
1
p
.
Usando (4.18) obtenemos
w(Qx)
w(Qj)
≤ Cw
( |Qx|
|Qj|
)δ
= Cw2
−jδ.
Es decir, w(Qj) ≥ 1Cw 2jδw(Qx). Por lo tanto tenemos,
∑
Q∈Γ
χQ(x)
w(Q)
1
p
≤
∞∑
j=0
χQx(x)
w(Qx)
1
p
C
1
p
w2
−jδ/p ≤ Cp χQx(x)
w(Qx)
1
p
≤ Cp
(∑
Q∈Γ
χQ(x)
w(Q)
) 1
p
(4.32)
donde la u´ltima desigualdad es debida a que la u´ltima suma contiene el te´rmino
χQx
w(Qx)
1
p
.
Sustituyendo (4.32) en (4.31) se obtiene∥∥∥∑
Q∈Γ
hεQ
‖hεQ‖Lp(w)
∥∥∥
Lp(w)
≤ C
[ ∫
R
(∑
Q∈Γ
χQ(x)
w(Q)
)
w(x)dx
] 1
p
= Cp|Γ|
1
p . (4.33)
Si Γ ⊂ ∏ε∈E Dε escribir Γε = {Q ∈ Γ : Q ∈ Dε} de manera que |Γ| = ∑ε∈E |Γε|.
Aplicando (4.33) a cada ε ∈ E se tiene∥∥∥∑
Q∈Γ
hQ
‖hQ‖Lp(w)
∥∥∥
Lp(w)
≤ Cp
∑
ε∈E
|Γε|
1
p ≤ Cp,d|Γ|
1
p
con Cp,d ≤ 22d(1−
1
p
)Cp.
El siguiente Lema proporciona la desigualdad contraria a (4.30) usando un argumento
de dualidad cuando 1 < p <∞.
Lema 4.2.2. Supongamos que para todo q ∈ (1,∞) se verifica (4.30). Si 1 < p < ∞ y
w ∈ Ap(Rd) (ver definicio´n en la seccio´n 4.1.3) tenemos,∥∥∥∑
Q∈Γ
hQ
‖hQ‖Lp(w)
∥∥∥
Lp(w)
≥ Cw
Cp′,d
|Γ| 1p (4.34)
para todo Γ ⊂∏ε∈E Dε finito.
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Demostracio´n. Dada f ∈ Lp(w) por dualidad tenemos
‖f‖Lp(w) = sup
{∣∣∣ ∫
R
f(x)g(x)dx
∣∣∣ : ‖g‖
Lp′ (w−
p′
p )
≤ 1, g 6= 0
}
. (4.35)
Puesto que w ∈ Ap(Rd), se deduce inmediatamente que w−
p′
p ∈ Ap′(Rd).
Sea
g(x) =
1
Cp′|Γ|
1
p′
∑
Q∈Γ
hQ(x)
‖hQ(x)‖
Lp′ (w−
p′
p )
.
Usando nuestra hipo´tesis para q = p′ y w
−p′
p ∈ Ap′ , tenemos
‖g‖
Lp
′
(w
− p′p )
=
∥∥∥ 1
Cp′|Γ|
1
p′
∑
Q∈Γ
hQ(x)
‖hQ(x)‖
Lp
′
(w
− p′p )
∥∥∥
Lp
′
(w
− p′p )
≤ 1
Cp′|Γ′|
1
p′
Cp′|Γ|
1
p′ = 1.
De (4.35) deducimos∥∥∥∑
Q∈Γ
hQ
‖hQ‖Lp(w)
∥∥∥
Lp(w)
≥
∣∣∣ ∫
R
(∑
Q∈Γ
hQ(x)
|Q|− 12w(Q) 1p
)
g(x)dx
∣∣∣
=
∣∣∣ ∫
R
(∑
Q∈Γ
hQ(x)
|Q|− 12w(Q) 1p
) 1
Cp′|Γ|
1
p′
(∑
Q∈Γ
hQ(x)
|Q|− 12 [w− p
′
p (Q)]
1
p′
)∣∣∣dx
=
1
Cp′|Γ|
1
p′
∑
Q∈Γ
1
w(Q)
1
p [w−
p′
p (Q)]
1
p′
∫
R
χQ(x)dx
=
1
Cp′|Γ|
1
p′
∑
Q∈Γ
|Q|
w(Q)
1
p [w−
p′
p (Q)]
1
p′
De (4.15) (subseccio´n 4.1.3), se obtiene
w(Q)
1
p [w−
p′
p (Q)]
1
p′ =
(∫
Q
w(x)dx
) 1
p
(∫
Q
w−
p′
p (x)dx
) 1
p′ ≤ Cw|Q|.
Entonces, ∥∥∥∑
Q∈Γ
hQ
‖hQ‖Lp(w)‖
∥∥∥
Lp(w)
≥ Cw
Cp′
|Γ|
|Γ| 1p′
=
Cw
Cp′,d
|Γ| 1p .
Observando que cuando w ∈ Ap(Rd) se satisface (4.18), de los Lemas 4.2.1 y 4.2.2 se
deduce el resultado siguiente:
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Teorema 4.2.3. Sean 1 < p < ∞ y w ∈ Ap(Rd). Para el sistema de Haar H en Rd se
tiene
hl(N ;H, Lp(w)) ≈ hr(N ;H, Lp(w)) ≈ N
1
p .
Por tanto, el sistema de Haar es democra´tico en Lp(w), con 1 < p <∞ y w ∈ Ap(Rd).
4.2.2. Contraejemplo
En esta subseccio´n mostraremos que el Lema 4.2.2 no es va´lido si no se cumple la
condicio´n w ∈ Ap(Rd).
Proposicio´n 4.2.4. El lema 4.2.2 no es va´lido cuando w /∈ Ap(Rd), 1 < p <∞.
Demostracio´n. Consideramos el caso d = 1 y sea w(x) = p|x|p−1 /∈ Ap(R). Sea Ij =
[0, 1
2j
), j = 0, 1, 2, . . . Observe que
w(Ij) =
∫ 1
2j
0
pxp−1dx =
1
2jp
= |Ij|p.
Tenemos,
∥∥∥N−1∑
j=0
hIj
‖hIj‖Lp(w)
∥∥∥
Lp(w)
=
(∫
R
∣∣∣N−1∑
j=0
hIj(x)
|Ij|− 12w(Ij)
1
p
∣∣∣pdx) 1p
=
(∫
R
∣∣∣N−1∑
j=0
|Ij|− 12hIj(x)
∣∣∣pdx) 1p = (∫ 1
0
∣∣∣N−1∑
j=0
2jh(2jx)
∣∣∣pdx) 1p .
Pero
N−1∑
j=0
2jh(2jx) =

1 + 2 + . . .+ 2N−1, si 0 ≤ x < 1
2N
−1, si 1
2N
≤ x < 1.
Entonces,
∥∥∥N−1∑
j=0
hIj
‖hIj‖Lp(w)
∥∥∥p
Lp(w)
=
∫ 1
2N
0
(2N − 1)ppxp−1dx+
∫ 1
1
2N
pxp−1dx
=
(2N − 1)p
2Np
+
(
1− 1
22Np
)
≤ 2.
Por lo tanto, nunca podremos tener (4.34) para w(x) = p|x|p−1.
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4.3. Espacios de Besov con peso y suavidad genera-
lizada B˙Ψp,q(w) y B
Ψ
p,q(w)
4.3.1. Definiciones y resultados preliminares
Sea A1 la clase de nu´cleos admisibles definida como el conjunto de funciones ϕ ∈
S (Rd) tales que
Supp ϕˆ ⊂ {ξ ∈ Rd : 1
2
< |ξ| < 2} y |ϕˆ| ≥ C > 0 si 3
5
< |ξ| < 5
3
. (4.36)
Definimos A0 como el conjunto de todas las funciones Φ ∈ S (Rd) tales que
Supp Φˆ ⊂ {ξ ∈ Rd : |ξ| ≤ 2} y |Φˆ(ξ)| ≥ C > 0 si |ξ| ≤ 5
3
. (4.37)
Dada una funcio´n ϕ definida en Rd usamos la notacio´n
ϕk(x) = 2
kdϕ(2kx). (4.38)
Siguiendo la notacio´n en [2] llamaremosB al conjunto de funciones Ψ : (0,∞) −→ (0,∞)
tales que Ψ(1) = 1 y para todo t > 0
sup
s>0
Ψ(ts)
Ψ(s)
<∞ (4.39)
Definicio´n 4.3.1. Sean 0 < p, q ≤ ∞, ϕ ∈ A1, Φ ∈ A0, Ψ ∈ B y w un peso en Rd.
i) El espacio de Besov homoge´neo con peso y suavidad generalizada B˙Ψp,q(w)
es el conjunto de todas las distribuciones temperadas f ∈ S ′(Rd)/P(mo´dulo polinomios)
tales que
‖f‖B˙Ψp,q(w) =
[∑
k∈Z
(Ψ(2k)‖ϕk ∗ f‖Lp(w))q
] 1
q
<∞. (4.40)
ii) El espacio de Besov con peso y suavidad generalizada BΨp,q(w) es el conjunto
de todas las distribuciones temperadas f ∈ S ′(Rd) tales que
‖f‖BΨp,q(w) = ‖Φ ∗ f‖Lp(w) +
[ ∞∑
k=1
(Ψ(2k)‖ϕk ∗ f‖Lp(w))q
] 1
q
<∞. (4.41)
Si ‖f‖B˙Ψp,q(w) = 0 se ha de tener ϕk ∗ f ≡ 0 para todo k ∈ Z. Tomando transformadas
de Fourier se deduce que ϕˆ(2−kξ)fˆ(ξ) ≡ 0 para todo k ∈ Z. Debido a la definicio´n de
ϕ ∈ A1 esto es equivalente a Suppfˆ = {0} y por tanto f es un polinomio. Esto explica
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por que´ es necesario trabajar con clases de equivalencia modulo polinomios en (4.40).
Este feno´meno desaparece en la definicio´n (4.41) porque Φˆ(0) 6= 0.
Cuando w ≡ 1 y Ψ(t) = tα, α > 0, la Definicio´n 4.3.1 coincide con las definiciones de
espacios de Besov B˙αp,q y B
α
p,q dadas en [56, 23] o´ [22]. Los espacios B
α
p,q coinciden con los
espacios cla´sicos de Besov definidos con mo´dulos de continuidad cuando α > d(1
p
− 1)+
(ver [56]).
Varios autores han considerado el caso Ψ(t) = tα, α > 0 y un peso en Rd. H.-Q.
Bui realizo´ un estudio completo de sus propiedades en 1982 ([8]) cuando w ∈ Ap(Rd),
incluyendo resultados de interpolacio´n. S. Roudenko ([66, 67]) los ha considerado en el
contexto de pesos matriciales con especial e´nfasis en el caso homoge´neo. D. Haroske y
H. Triebel ([31]) han considerado pesos de la forma wα = (1 + |x|2)α2 , x ∈ Rd y algunas
variantes de naturaleza similar. Finalmente, en [36] se consideran los espacios Bαp,q(w)
cuando w ∈ Aloc∞ . Al igual que en la seccio´n 5 de [22] se puede demostrar la equivalencia
‖f‖Bαp,q(w) ≈ ‖f‖Lp(w) + ‖f‖B˙αp,q(w), (4.42)
cuando α > 0, 1 ≤ p <∞ y 0 < q ≤ ∞.
Tambie´n el caso w = 1 y Ψ ∈ B ha siso considerado en la literatura. C. Merucci ([50])
y F. Cobos y D. Ferna´ndez ([11]) los han estudiado en el contexto de la interpolacio´n
real con un para´metro funcional. Cuando Ψ(t) = tα(1 + log+ t)γ, α, γ ∈ R, se obtienen
los espacios de Besov de tipo logar´ıtmico considerados por H.-G. Leopold ([47]) y por
W. Farkas y H.-G. Leopold en [21]. Estas referencias consideran el caso no homoge´neo,
pero pequen˜as modificaciones son necesarias en el caso de espacios homoge´neos.
Las definiciones dadas en 4.3.1 dependen de la eleccio´n de ϕ ∈ A1 y Φ ∈ A0, pero
puede probarse que distintas elecciones de estas funciones producen resultados equiva-
lentes en (4.40) y (4.41), por lo que los espacios que definen coinciden (ver, por ejemplo,
teorema 1.8 en [66],). Los espacios B˙Ψp,q(w) y B
Ψ
p,q(w) son cuasi-Banach con las expre-
siones (4.40) y (4.41) respectivamente (ver las referencias de los pa´rrafos anteriores para
los casos particulares mencionados). En algunas de las referencias mencionadas se con-
sidera clases A1 y A0 ma´s generales, pero las definiciones siguen siendo equivalentes.
Ya hemos mencionado en la seccio´n 4.1 que si Φ es una familia de ond´ıculas con
suficiente regularidad la pertenec´ıa a un espacio de Besov Bαp,q o´ B˙
α
p,q puede obtenerse
usando una expresio´n que envuelve los coeficientes de ond´ıculas (ver (4.3) en la seccio´n
4.1) y que tales familias de ond´ıculas son bases incondicionales de estos espacios de
Besov.
Resultados similares se han obtenido para espacios de Besov con peso por un lado y
con suavidad generalizada por otro. Para uso posterior en las aplicaciones enunciaremos
los resultados hasta ahora demostrados.
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Proposicio´n 4.3.2. (ver teorema 10.2 en [66] o teorema 6.2 en [67]) Sean α ∈ R, 1 ≤
p < ∞, 0 < q ≤ ∞ y sea w ∈ Ap(Rd). Supongamos que Φ = {ψl : l = 1, 2, . . . , L} es
una familia de ond´ıculas d-dimensional de Lemarie´-Meyer. Entonces
‖f‖B˙αp,q(w) ≈
L∑
l=1
[∑
j∈Z
( ∑
|Q|=2−jd
(|Q|−αd− 12 |〈f, ψlQ〉|w(Q)
1
p )p
) q
p
] 1
q
. (4.43)
La base W = {ψlQ : l = 1, 2, . . . , L,Q ∈ D} es incondicional si q <∞.
Para enunciar el teorema 1 de [36] necesitamos alguna notacio´n previa. Para w ∈
A∞(Rd) sea qw = ı´nf{u ∈ [1,∞) : w ∈ Au(Rd)} el ı´ndice cr´ıtico de w. Definir
σp(w) := d
( qw
mı´n(p, qw)
− 1
)
+ (qw − 1)d, σq := σq(1) = d
( 1
mı´n(q, 1)
− 1
)
y
σp,q(w) := ma´x{σp(w), σq}.
Proposicio´n 4.3.3. (Ver teorema 1, 14 y 15 en [36]) Sean α ∈ R, 0 < p < ∞, 0 <
q ≤ ∞ y w ∈ A∞(Rd). Supongamos que Φ˜ = {ψ0, ψL : L = 1, 2, . . . , L} ⊂ Cr(Rd) con
r = (1 + [s])+ son una funcio´n de escala ψ
0 y una familia de ond´ıculas d-dimensionales
de soporte compacto ([15]) tal que
∫
Rd x
βψl(x)dx = 0 para todo |β| ≤ ma´x{r, LB} donde
LB = [σp(w)− α], l = 1, 2, . . . , L. Entonces
‖f‖Bαp,q(w) ≈
∥∥∥(∑
Q∈D
|Q|=1
|〈f, ψ0Q〉|2χQ(·)
) 1
2
∥∥∥
Lp(w)
+
L∑
l=1
[∑
j∈N0
( ∑
|Q|=2−jd
(|Q|− 1d− 12 |〈f, ψlQ〉|2w(Q)
1
p )p
) q
p
] 1
q
. (4.44)
Si 0 < p < ∞, 0 < q < ∞, W+ = {ψ00,k, ψlj,k : j ∈ N, k ∈ Zd, l = 1, 2, . . . , L} es base
incondicional de Bαp,q(w).
Nota 4.3.4. La Proposicio´n 4.3.2 se prueba en el contexto de pesos matriciales y 4.3.3
se prueba para pesos A∞ locales.
Para el caso homoge´neo con pesos un resultado similar se prueba en [6].
Describiremos finalmente un resultado similar para los espacios de Besov genera-
lizados BΨp,q que aparecen en [2]. Para una funcio´n Ψ ∈ B denotamos por αΨ y βΨ los
exponents de dilatacio´n inferior y superior de Ψ (ver [3], pa´gina 277, [44] pa´gina 54 o
(4.147) y (4.148) en esta monograf´ıa ). Consideramos ond´ıculas de soporte compacto (ver
[15]).
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Proposicio´n 4.3.5. (ver teorema 13 en [2]) Sean Ψ ∈ B, 0 < p < ∞ y 0 < q ≤ ∞.
Supongamos que Φ˜ = {ψ0, ψl : l = 1, 2, . . . , L} ⊂ Cr(Rd), con r > ma´x(αΨ, 2dp + d2 − βΨ),
son una funcio´n de escala ψ0 y una familia de ond´ıculas d-dimensional con soporte
compacto (ver [15]) tal que
∫
Rd x
βψl(x)dx = 0, |β| ≤ r, l = 1, 2, . . . , L. Entonces
‖f‖BΨp,q(Rd) ≈
∥∥∥(∑
Q∈D
|Q|≤1
|〈f, ψ0Q〉|2χQ(·)
) 1
2
∥∥∥
Lp(Rd)
+
L∑
l=1
[∑
j∈N0
( ∑
|Q|=2−jd
(Ψ(|Q|− 1d )|Q|− 12+ 1p |〈f, ψlQ〉|)p
) q
p
] 1
q
. (4.45)
Adema´s, si q < ∞, W+ = {ψ00,k, ψlj,k : j ∈ N0, k ∈ Zd} es una base incondicional de
BΨp,q(Rd)
En lo que sigue haremos uso del siguiente resultado:
Lema 4.3.6. Sean N1, N2, . . . , NJ ∈ N y N = N1 + . . . +NJ . Para cualquier α > 0, se
tiene
mı´n{N,Nα} ≤
J∑
j=1
Nαj ≤ ma´x{N,Nα}.
Demostracio´n. Si α ≤ 1,
J∑
j=1
Nαj ≤
J∑
j=1
Nj = N = ma´x{N,Nα}.
Por otro lado,
J∑
j=1
Nαj ≥
( J∑
j=1
Nj
)α
= Nα = mı´n{N,Nα}.
Si α > 1, tenemos
J∑
j=1
Nαj ≤
( J∑
j=1
Nj
)α
= Nα = ma´x{N,Nα}.
Por el otro lado,
J∑
j=1
Nαj ≥
J∑
j=1
Nj = N = mı´n{N,Nα}.
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4.3.2. Funciones de democracia
Teniendo en cuenta las definiciones 4.3.1, vamos a considerar los siguientes espacios de
sucesiones que corresponder´ıan con el espacio al que que pertenecer´ıan los coeficientes de
ond´ıculas de un elemento en el espacio BΨp,q(w) o´ B˙
Ψ
p,q(w). Consideramos el caso L = 1 ya
que L > 1 solo hace variar las constantes en los ca´lculos de las funciones de democracia.
Denotamos por D el conjunto de todos los cubos dia´dicos de Rd, por D0 el conjunto
de todos los Q ∈ D tales que |Q| = 1 y por D+ el conjunto de todos los Q ∈ D tales que
|Q| ≤ 1.
Definicio´n 4.3.7. Sean 0 < p, q ≤ ∞ y Ψ ∈ B y w un peso en Rd.
i) Definimos sB˙Ψp,q(w) como el conjunto de todas las sucesiones de nu´meros complejos
s = {sQ : Q ∈ D} tales que
‖s‖sB˙Ψp,q(w) =
[∑
j∈Z
( ∑
|Q|=2−jd
(Ψ(|Q|− 1d )|Q|− 12 |sQ|w(Q)
1
p )p
) q
p
] 1
q
<∞. (4.46)
ii) Definimos sBΨp,q(w) como el conjunto de todas las sucesiones de nu´meros complejos
s = {sQ : Q ∈ D0} ∪ {sQ : Q ∈ D+} tales que
‖s‖sBΨp,q(w) =
[ ∑
Q∈D0
|sQ|pw(Q)
] 1
p
+
[ ∞∑
j=0
( ∑
|Q|=2−jd
(Ψ(|Q|− 1d )|Q|− 12 |sQ|w(Q)
1
p )p
) q
p
] 1
q
<∞ (4.47)
Es fa´cil probar que sB˙Ψp,q(w) y sB
Ψ
p,q(w) son espacios cuasi-normados que satisfacen
(a), (b), (c) y (d) de la subseccio´n 4.1.4 cuando p < ∞ y q < ∞. En este espacio de
sucesiones consideramos el elemento
eQ′ =

1, si Q = Q′,
0, si Q 6= Q′.
De la Definicio´n 4.3.7 se deduce que B˙c = {eQ : Q ∈ D} y Bc = {eQ : Q ∈
D0} ∪ {eQ : Q ∈ D+} son bases incondicionales de sB˙Ψp,q(w) y sBΨp,q(w) respectivamente
cuando 0 < p, q ≤ ∞, a las que llamaremos bases cano´nicas.
Para Γ ⊂ D finito escribimos
1˜Γ =
∑
Q∈Γ
eQ
‖eQ‖E (4.48)
para denotar la funcio´n caracter´ıstica normalizada en el espacio E = sB˙Ψp,q(w) o´ E =
sBΨp,q(w)
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Proposicio´n 4.3.8. Sean 0 < p, q ≤ ∞, Ψ ∈ B y w un peso en Rd.
i) Si Γ ⊂ D es finito se tiene
mı´n{|Γ| 1p , |Γ| 1q } ≤ ‖1˜Γ‖sB˙Ψp,q(w) ≤ ma´x{|Γ|
1
p , |Γ| 1q }.
ii) Si Γ ⊂ D0 ∪ D+ es finito existen C1, C2 > 0 tal que
C1mı´n{|Γ|
1
p , |Γ| 1q } ≤ ‖1˜Γ‖sBΨp,q(w) ≤ C2ma´x{|Γ|
1
p , |Γ| 1q }.
Demostracio´n. i) Para Q ∈ D de la Definicio´n 4.3.7 de deduce
‖eQ‖sB˙Ψp,q(w) = Ψ(|Q|−
1
d )|Q|− 12w(Q) 1p . (4.49)
Entonces,
1˜Γ =
∑
Q∈Γ
eQ
Ψ(|Q|− 1d )|Q|− 12w(Q) 1p
.
Escribimos Γ =
⋃J
j=1 Γj donde Γj = {Q ∈ Γ : |Q| = 2−dkj} con k1 > k2 > . . . > kJ .
Tenemos
∑J
j=1 |Γj| = |Γ|. Usando de nuevo la Definicio´n 4.3.7 se deduce
‖1˜Γ‖sB˙Ψp,q(w) =
[ J∑
j=1
( ∑
Q∈Γj
1
) q
p
] 1
q
=
[ J∑
j=1
|Γj|
q
p
] 1
q
.
El resultado se deduce del Lema 4.3.6 con α = q
p
.
ii) Sea Γ = Γ0 ∪ Γ+ con Γ0 ⊂ D0 y Γ+ ⊂ D+ de manera que |Γ| = |Γ0| + |Γ+|. Un
razonamiento similar al anterior produce
‖1˜Γ‖sBΨp,q(w) = |Γ0|
1
p +
[ J+∑
j=1
|Γ+j |
q
p
] 1
q
donde Γ+j esta definido como en i) reemplazando Γ por Γ
+ y
∑J+
j=1 |Γ+j | = |Γ+|. Si q ≥ p,
del Lema 4.3.6 se obtiene
‖1˜Γ‖sBΨp,q(w) ≤ |Γ0|
1
p + |Γ+| 1p ≤ c(p)(|Γ0|+ |Γ+|) 1p = c(p)|Γ| 1p
y
‖1˜Γ‖sBΨp,q(w) ≥ |Γ0|
1
p + |Γ+| 1q ≥ c(q)(|Γ0|+ |Γ+|) 1q = c(q)|Γ| 1q .
Un razonamiento similar prueba el caso q < p.
Teorema 4.3.9. Sean 0 < p, q ≤ ∞, Ψ ∈ B y w un peso en Rd. Se tiene
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i) hl(N ; B˙c, sB˙Ψp,q(w)) = mı´n{N
1
p , N
1
q } y
hr(N ; B˙c, sB˙Ψp,q(w)) = ma´x{N
1
p , N
1
q }.
ii) hl(N ;Bc, sBΨp,q(w)) = mı´n{N
1
p , N
1
q } y
hr(N ;Bc, sBΨp,q(w)) = ma´x{N
1
p , N
1
q }.
Nota 4.3.10. Observar que los espacios sB˙Ψp,q(w) y sB
Ψ
p,q(w) son democra´ticos si y so´lo
si p = q.
Demostracio´n. i) Si Γ = {Q1, . . . , QN} ⊂ D es una coleccio´n de cubos dia´dicos disjuntos
de igual taman˜o, por ejemplo, |Qj| = 2−ld, j = 1, 2, . . . , N y l ∈ Z fijo, usamos (4.49) y
la Definicio´n 4.3.7 para obtener
‖1˜Γ‖sB˙Ψp,q(w) =
( N∑
j=1
1
) 1
p
= N
1
p = |Γ| 1p . (4.50)
Si Γ = {Q1, . . . , QN} ⊂ D es una coleccio´n de cubos dia´dicos disjuntos de taman˜os
|Qj| = 2−kjd con k1 > k2 > . . . > kN , usamos (4.49) y la Definicio´n 4.3.7 para obtener
‖1˜Γ‖sB˙Ψτ,q(w) =
( N∑
j=1
1
) 1
q
= N
1
q = |Γ| 1q . (4.51)
La Proposicio´n 4.3.8 junto con (4.50) y (4.51) nos da el resultado.
La demostracio´n del caso ii) es similar.
El algoritmo abstracto de transferencia disen˜ado en la seccio´n 6.2 de [27] nos permite
escribir los siguientes Corolarios.
Corolario 4.3.11. Sean α ∈ R, 1 ≤ p < ∞, 0 < q ≤ ∞ y w ∈ Ap(Rd). Si W es una
base de ond´ıculas obtenida a partir de la familia Φ de la Proposicio´n 4.3.2 se tiene
hl(N ;W , B˙αp,q(w)) = mı´n{N
1
p , N
1
q }
y
hr(N ;W , B˙αp,q(w)) = ma´x{N
1
P , N
1
q }.
Corolario 4.3.12. Sean α ∈ R, 0 < p, q < ∞ y w ∈ A∞(Rd). Si W+ es una base de
ond´ıculas obtenida a partir de la familia Φ˜ de la Proposicio´n 4.3.3 se tiene
hl(N ;W+, Bαp,q(w)) = mı´n{N
1
p , N
1
q }
y
hr(N ;W+, Bαp,q(w)) = ma´x{N
1
p , N
1
q }.
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Corolario 4.3.13. Sean Ψ ∈ B, 0 < p < ∞ y 0 < q ≤ ∞. Si W+ es una base de
ond´ıculas obtenida de la familia Φ˜ de la Proposicio´n 4.3.5 se tiene
hl(N ;W+, BΨp,q(Rd)) = mı´n{N
1
p , N
1
q }
y
hr(N ;W+, BΨp,q(Rd)) = ma´x{N
1
p , N
1
q }.
4.3.3. Aplicaciones
Usando el Teorema 4.3.9 y aplicando el Teorema 3.6.1 se obtienen las siguientes
inclusiones para las clases avariciosas y los espacios de aproximacio´n de espacios de
sucesiones de Besov.
Corolario 4.3.14. Sean 0 < p, q ≤ ∞, Ψ ∈ B y w un peso en Rd. Para todo, α > 0 y
0 < r ≤ ∞ se tiene
i) `τ
−,r(B˙c, sB˙Ψp,q(w)) ↪→ G αr (B˙c, sB˙Ψp,q(w)) ↪→ Aαr (B˙c, sB˙Ψp,q(w))
↪→ `τ+,r(B˙c, sB˙Ψp,q(w))
y
ii) `τ
−,r(Bc, sBΨp,q(w)) ↪→ G αr (Bc, sBΨp,q(w)) ↪→ Aαr (Bc, sBΨp,q(w))
↪→ `τ+,r(Bc, sBΨp,q(w))
donde 1
τ− = α +
1
mı´n(p,q)
y 1
τ+
= α + 1
ma´x(p,q)
.
Para valores particulares de los para´metros los espacios de Lorentz discretos que
aparecen en el Corolario anterior pueden identificarse con los espacios de Besov, como
se muestra en el siguiente Lema.
Lema 4.3.15. Sean 0 < p, q ≤ ∞, α > 0, Ψ ∈ B y w ∈ A∞(Rd). Sea τ definido por
1
τ
= α
d
+ 1
p
y Ψα(t) = Ψ(t)t
α. Se tiene
i) `τ,τ (B˙c, sB˙Ψp,q(w)) = sB˙Ψατ,τ (w
τ
p ) y ii) `τ,τ (Bc, sBΨp,q(w)) = sBΨατ,τ (w
τ
p ).
Demostracio´n. i) Como w ∈ A∞(Rd) existe r ≥ 1 tal que w ∈ Ar. Aplicando el Lema
4.1.5 con δ = τ
p
< 1 se deduce que si u(x) = w(x)
τ
p entonces, |Q|− 1pw(Q) 1p ≈ |Q|− 1τ u(Q) 1τ .
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El resultado se sigue de la siguiente cadena de igualdades:
‖s‖`τ,τ (B˙c,sB˙Ψp,q(w)) =
(∑
Q∈D
‖sQeQ‖τsB˙Ψp,q(w)
) 1
τ
=
(∑
Q∈D
|sQ|τ‖eQ‖τsB˙Ψp,q(w)
) 1
τ
=
(∑
Q∈D
(|sQ|Ψ(|Q|− 1d )|Q|− 12w(Q)
1
p )τ
) 1
τ
=
(∑
Q∈D
(|sQ|Ψ(|Q|− 1d )|Q|− 12 |Q|−αd u(Q) 1τ )τ
) 1
τ
= ‖s‖
sB˙Ψατ,τ (w
τ
p )
.
ii) La demostracio´n del caso ii) es similar.
El Lema que acabamos de demostrar nos permite caracterizar los espacios de apro-
ximacio´n y clases avariciosas en espacios de sucesiones de Besov particulares. Para que se
pueda tener una igualdad en las inclusiones del Corolario 4.3.14 debe cumplirse τ− = τ+
y por tanto p = q.
Corolario 4.3.16. Sean 0 < p ≤ ∞, Ψ ∈ B, α > 0 y w ∈ A∞(Rd). Sea τ definido por
1
τ
= α
d
+ 1
p
y Ψα(t) = Ψ(t)t
α. Se tiene
i) A
α
d
τ (B˙c, sB˙Ψp,p(w)) = G
α
d
τ (B˙c, sB˙Ψp,p(w)) = sB˙Ψατ,τ (w
τ
p )
y
ii) A
α
d
τ (Bc, sBΨp,p(w)) = G
α
d
τ (Bc, sBΨp,p(w)) = sBΨατ,τ (w
τ
p ).
Demostracio´n. Usar el Corolario 4.3.14 con p = q y r = τ seguido del Lema 4.3.15 con
p = q.
Tomar τ0 < τ
− en el Corolario 4.3.14. Como `τ0,r0 ↪→ `τ−,r para todo 0 < r0, r ≤ ∞
se deducen las inclusiones:
`τ0,r0(B˙c, sB˙Ψp,q(w)) ↪→ G αr (B˙c, sB˙Ψp,q(w)) ↪→ Aαr (B˙c, sB˙Ψp,q(w)) (4.52)
con inclusiones ana´logas para sBΨp,q(w).
De manera similar, si τ1 > τ
+ y 0 < r, r1 ≤ ∞ se tiene
G αr (B˙c, sB˙Ψp,q(w)) ↪→ Aαr (B˙c, sB˙Ψp,q(w)) ↪→ `τ1,r1(B˙c, sB˙Ψp,q(w)) (4.53)
con inclusiones ana´logas para sBΨp,q(w).
Combinando estos resultados con el Lema 4.3.15 se obtienen inclusiones de los espa-
cios de aproximacio´n y las clases avariciosas en espacios de sucesiones de Besov.
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Corolario 4.3.17. Sean 0 < p, q ≤ ∞, 0 < r ≤ ∞, Ψ ∈ B, α > 0 y w ∈ A∞(Rd).
Sean 0 < α1 < α < α0 < ∞ y 1τ0 = α0d + 1mı´n(p,q) y 1τ1 = α1d + 1ma´x(p,q) . Escribimos
Ψαj = Ψ(t)t
αj , j = 0, 1. Se tiene
sB˙
Ψα0
τ0,τ0(w
τ0
p ) ↪→ G
α
d
r (B˙c, sB˙Ψp,q(w)) ↪→ A
α
d
r (B˙c, sB˙Ψp,q(w)) ↪→ sB˙Ψα1τ1,τ1(w
τ1
p )
y ana´logamente para los espacios sBΨp,q(w).
Demostracio´n. Como 1
τ0
> α
d
+ 1
mı´n(p,q)
y 1
τ1
< α
d
+ 1
ma´x(p,q)
, basta tomar r0 = τ0 y r1 = τ1
en (4.52) y (4.53) y aplicar el Lema 4.3.15.
El algoritmo abstracto de transferencia disen˜ado en la seccio´n 6.2 de [27] permite
traducir los Corolarios 4.3.16 y 4.3.17 en te´rminos de espacios de Besov B˙Ψp,q(w) y B
Ψ
p,q(w)
cuando exista una caracterizacio´n de estos espacios con bases de ond´ıculas (ver la fo´rmula
(4.3) de la seccio´n 4.1 y las Proposiciones 4.3.2, 4.3.3 y 4.3.5). Enunciamos los resultados
en el caso de la Proposicio´n 4.3.2 solamente.
Corolario 4.3.18. Sean s ∈ R, 1 ≤ τ < p <∞ y elegir 0 < α <∞ tal que 1
τ
= α
d
+ 1
p
.
Si w ∈ Aτ (Rd) se tiene
A
α
d
τ (W , B˙sp,p(w)) = G
α
d
τ (W , B˙sp,p(w)) = B˙α+sτ,τ (w
τ
p )
para cualquier base de ond´ıculas d-dimensional W de Lemarie´-Meyer.
Corolario 4.3.19. Sean s ∈ R, 1 ≤ τ0 < τ1 < p <∞, 0 < q <∞, 0 < r ≤ ∞ y elegir
0 < α1 < α < α0 < ∞ tal que 1τ0 = α0d + 1mı´n(p,q) y 1τ1 = α1d + 1ma´x(p,q) . Si w ∈ Aτ0(Rd) se
tiene
B˙α0+sτ0,τ0 (w
τ0
p ) ↪→ G
α
d
r (W , B˙sp,q(w)) ↪→ A
α
d
r (W , B˙sp,q(w)) ↪→ B˙α1+sτ1,τ1 (w
τ1
p )
para cualquier base de ond´ıculas d-dimensional W de Lemarie´ Meyer.
Nota 4.3.20. Nuestros resultados solo permiten identificar los espacios de aproximacio´n
de los espacios de Besov B˙γp,q(w) cuando p = q (ver Corolario 4.3.18). Una caracteri-
zacio´n de estos espacios de aproximacio´n cuando p 6= q y w = 1 ha sido obtenida por B.
Jawerth y M. Milman ([38]), a saber
A
α
d
Q(W , B˙βp,q) = B˙γQ(LP,Q)
con γ = α+ β, 1
Q
= α
d
+ 1
q
y 1
P
= α
d
+ 1
p
(β ∈ R, α > 0, 0 < p, q ≤ ∞), donde B˙γQ(LQ,P )
esta´ definido como en 4.3.1 reemplazando la norma Lp por la norma norma LQ,P del
espacio de Lorentz.
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4.4. Espacios de Triebel-Lizorkin con peso
F˙ sp,q(w) y F
s
p,q(w)
4.4.1. Definiciones y resultados preliminares
Sean A0 y A1 definidos como en la seccio´n 4.3.
Definicio´n 4.4.1. Sean s ∈ R, 0 < p <∞, 0 < q ≤ ∞, ϕ ∈ A1, Φ ∈ A0 y w un peso
en Rd.
i) El espacio de Triebel-Lizorkin homo´geneo con peso F˙ sp,q(w) es el conjunto
de todas las distribuciones temperadas f ∈ S ′(Rd)/P (mo´dulo polinomios) tales que
‖f‖F˙ sp,q(w) =
∥∥∥(∑
k∈Z
(2ks|ϕk ∗ f |)q
) 1
q
∥∥∥
Lp(w)
<∞. (4.54)
ii) El espacio de Triebel-Lizorkin con peso F sp,q(w) es el conjunto de todas las
distribuciones temperadas f ∈ S ′(Rd) tales que
‖f‖F sp,q(w) = ‖Φ ∗ f‖Lp(w) +
∥∥∥(∑
k∈Z
(2ks|ϕk ∗ f |)q
) 1
q
∥∥∥
Lp(w)
<∞. (4.55)
Cuando w = 1 la definicio´n 4.4.1 coincide con las definiciones de espacios de Triebel-
Lizorkin F˙ sp,q y F
s
p,q dadas en [22]. Al igual que en la seccio´n 5 de [22] se puede probar
que
‖f‖Fαp,q(w) ≈ ‖f‖Lp(w) + ‖f‖F˙αp,q(w)
cuando α > 0, 1 ≤ p <∞, 0 < q ≤ ∞ y w ∈ Ap(Rd).
Las definiciones dadas en 4.4.1 dependen de la eleccio´n de ϕ ∈ A1 y Φ ∈ A0, pero
puede probarse que distintas elecciones de estas funciones producen resultados equiva-
lentes en (4.54) y (4.55)
Ya hemos mencionado en la seccio´n 4.1 que si Φ es una familia de ond´ıculas con
suficiente regularidad, para w = 1 los espacios F˙ sp,q o´ F
s
p,q son caracterizados en te´rminos
de los coeficientes de ond´ıculas (ver (4.4)) y que tales familias de ond´ıculas son bases
incondicionales de estos espacios de Triebel-Lizorkin.
Para uso posterior en las aplicaciones describiremos los resultados hasta ahora de-
mostrados sobre la caracterizacio´n con ond´ıculas de casos particulares de espacios de
Triebel-Lizorkin con peso.
Para el caso de espacios de Lebesgue con peso, se tiene Lp(w) = F 0p,2(w) si w ∈
Ap(Rd), 1 < p <∞. En [26] y [1] se prueba el siguiente resultado sobre caracterizacio´n
de espacios Lp(w) con bases de ond´ıculas.
96 Cap´ıtulo 4. Funciones de democracia para bases de ond´ıculas
Proposicio´n 4.4.2. ([26, 1]) Sean 1 < p < ∞, w ∈ Ap(Rd) y Φ = {ψ1, . . . , ψL} ⊂
L2(Rd) con L = 2d − 1 una familia de ond´ıculas que proviene de un Ana´lisis Multire-
solucio´n (AMR) 1-regular (ver definicio´n en [51] y [1]). Entonces, W = {ψlQ : Q ∈
D, l = 1, 2, . . . , L} es una base incondicional para Lp(w) (ver tambie´n [25]) y se tiene la
caracterizacio´n
‖f‖Lp(w) ≈
∥∥∥( 2d−1∑
l=1
∑
Q∈D
(|〈f, ψlQ〉||Q|−
1
2χQ(·))2
) 1
2
∥∥∥
Lp(w)
(4.56)
El resultado (4.56) es tambie´n cierto para la familia de ond´ıculas de Haar en Rd
cuando w ∈ Adyp (Rd) (ver teorema 6 en [1]).
Otro caso estudiado es el de los espacios de Hardy con peso Hp(w), 0 < p ≤ 1 (ver
[12] para la definicio´n) definidos en R. Para w ∈ A∞(R) se define el ı´ndice cr´ıtico de
w como qw = ı´nf{q > 1 : w ∈ Aq(R)}.
Proposicio´n 4.4.3. (Ver teorema 4.2 en [26]) Sean 0 < p ≤ 1, w ∈ A∞(R) y qw el
ı´ndice cr´ıtico de w. Sea L ≥ 1 tal que L ≥ qw
p
y ψ ∈ L2(R) una ond´ıcula con ψ ∈ RL
(ver definicio´n en cap´ıtulo 6 de [33]). Entonces, la coleccio´n W = {ψQ : Q ∈ D} es una
base incondicional de Hp(w) y
‖f‖Hp(w) ≈
∥∥∥(∑
Q∈D
(|〈f, ψQ〉||Q|− 12χQ(·))2
) 1
2
∥∥∥
Lp(w)
(4.57)
El siguiente resultado de M. Izuki e Y. Sawano ([36]) amplia los resultados de las
Proposiciones 4.4.2 y 4.4.3 a espacios de Triebel-Lizorkin con peso F sp,q(w) con 0 < p, q ≤
∞, s ∈ R y w ∈ Aloc∞ (Rd) (ver definicio´n en [36]). Nosotros enunciaremos el resultado
solo en el caso de w ∈ A∞(Rd). Usaremos la notacio´n σp,q(w) introducida antes de la
Proposicio´n 4.3.3.
Proposicio´n 4.4.4. (Ver teoremas 1, 14 y 15 en [36]) Sean s ∈ R, 0 < p < ∞, 0 <
q ≤ ∞ y w ∈ A∞(Rd). Supongamos que Φ˜ = {ψ0, ψl : l = 1, 2, . . . , L} ⊂ Cr(Rd) con
r = (1 + [s])+ son una funcio´n de escala ψ
0 y una familia de ond´ıculas d-dimensionales
de soporte compacto ([15]) tal que
∫
Rd x
βψl(x)dx = 0 para todo |β| ≤ ma´x{r, LF} donde
LF = [σp,q(w)− s], l = 1, 2, . . . , L. Entonces
‖f‖F sp,q(w) ≈
∥∥∥(∑
Q∈D
|Q|=1
|〈f, ψ0Q〉|2χQ(·)
) 1
2
∥∥∥
Lp(w)
+
∥∥∥[ L∑
l=1
∑
Q∈D
(|Q|− sd− 12 |〈f, ψlQ〉|χQ(·))q
] 1
q
∥∥∥
Lp(w)
. (4.58)
Si 0 < p < ∞, 0 < q < ∞, W = {ψ00,k, ψlj,k : j ∈ N, k ∈ Zd, l = 1, 2, . . . , L} es base
incondicional de F sp,q(w).
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Nota 4.4.5. Un resultado similar para el caso homoge´neo puede encontrarse en [7].
4.4.2. Funciones de democracia
Teniendo en cuenta los enunciados de la subseccio´n 4.4.1 consideraremos los siguientes
espacios de sucesiones que corresponder´ıan con los espacios al que pertenecer´ıan los
coeficientes de ond´ıculas de un elemento en los espacios F sp,q(w) y F˙
s
p,q(w). Consideraremos
el caso L = 1 ya que el caso L > 1 solo hace variar las constantes en los ca´lculos de las
funciones de democracia.
Denotamos por D el conjunto de todos los cubos dia´dicos de Rd, por D0 el conjunto
de todos los Q ∈ D tales que |Q| = 1 y por D+ el conjunto de todos los Q ∈ D tal que
|Q| ≤ 1.
Definicio´n 4.4.6. Sean s ∈ R, 0 < p <∞, 0 < r ≤ ∞ y w un peso en Rd.
i) Definimos sF˙ sp,r(w) como el espacio de todas las sucesiones de nu´meros complejos
s = {sQ : Q ∈ D} tales que
‖s‖sF˙ sp,r(w) =
∥∥∥(∑
Q∈D
(|Q|− sd− 12 |sQ|χQ(·))r
) 1
r
∥∥∥
Lp(w)
<∞. (4.59)
ii) Definimos sF sp,r(w) como el conjunto de todas las sucesiones de nu´meros complejos
s = {sQ : Q ∈ D0} ∪ {sQ : Q ∈ D+} tales que
‖s‖sF sp,r(w) =
[ ∑
Q∈D0
|sQ|pw(Q)
] 1
p
+
∥∥∥( ∑
Q∈D+
(|Q|− sd− 12 |sQ|χQ(·))r
) 1
r
∥∥∥
Lp(w)
<∞. (4.60)
Es fa´cil probar que sF˙ sp,r(w) y sF
s
p,r(w) son espacios cuasi-normados. En estos espacios
de sucesiones consideramos el elemento eQ definido por
eQ =

1, si Q = Q′
0, si Q 6= Q′.
De la Definicio´n 4.4.6 se deduce que B˙c = {eQ : Q ∈ D} y Bc = {eQ : Q ∈ D0} ∪ {eQ :
Q ∈ D+} son bases incondicionales de sF˙ sp,r(w) y sF sp,r(w), respectivamente.
Para Γ ⊂ D finito, escribimos
1˜Γ =
∑
Q∈Γ
eQ
‖eQ‖E (4.61)
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para denotar la funcio´n caracter´ıstica normalizada en el espacio E = sF sp,r(w) o´ E =
sF˙ sp,r(w).
Para estudiar las funciones de democracia de estos espacios haremos uso del siguiente
resultado:
Lema 4.4.7. Sean 0 < p <∞, 0 < r ≤ ∞ y w ∈ Ad∞ (ver (4.18)) un peso en Rd. Para
todo Γ ⊂ D finito se tiene(∑
Q∈Γ
χQ(x)
w(Q)
r
p
) 1
r ≈ χQx(x)
w(Qx)
1
p
∀ x ∈
⋃
Q∈Γ
Q (4.62)
donde Qx es el cubo ma´s pequen˜o de Γ que contiene a x.
Demostracio´n. Existe una u´nica sucesio´n de cubos dia´dicos Qx ≡ Q0 ⊂ Q1 ⊂ Q2 ⊂
. . . ⊂ Qj ⊂ . . . tal que |Qj| = 2jd|Qx|. Para x ∈
⋃
Q∈ΓQ se tiene(∑
Q∈Γ
χQ(x)
w(Q)
r
p
) 1
r ≤
( ∞∑
j=0
χQx(x)
w(Qj)
r
p
) 1
r
.
Usando la condicio´n (4.18) se tiene
w(Qx)
w(Qj)
≤ Cw2−jδd.
Por tanto, (∑
Q∈Γ
χQ(x)
w(Q)
r
p
) 1
r ≤ C
1
p
w
( ∞∑
j=0
χQx(x)
w(Qx)
r
p
2−jdδ
r
p
) 1
r
≤ Cw χQx(x)
w(Qx)
1
p
≤
(∑
Q∈Γ
χQ(x)
w(Q)
r
p
) 1
r
donde la u´ltima igualdad es debida a que la u´ltima suma contiene el te´rmino
χQx
w(Qx)
1
p
.
Teorema 4.4.8. Sean s > 0, 0 < p < ∞, 0 < r ≤ ∞ y w ∈ Ad∞ (ver (4.18)) un peso
en Rd.
i) Si Γ ⊂ D finito se tiene
‖1˜Γ‖sF˙ sp,r(w) ≈ N
1
p
Por tanto,
hl(N ; B˙c, sF sp,r(w)) ≈ hr(N ; B˙c, sF˙ sp,r(w)) = N
1
p .
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ii) Si Γ ⊂ D0 ∪ D+ finito se tiene
‖1˜Γ‖sF sp,r(w) ≈ |Γ|
1
p .
Por tanto,
hl(N ;Bc, sF sp,r(w)) ≈ hr(N ;Bc, sF sp,r(w)) = N
1
p .
Demostracio´n. i) Para Q ∈ D de la Definicio´n 4.4.6 tenemos
‖eQ‖sF˙ sp,r(w) = |Q|−
α
d
− 1
2w(Q)
1
p . (4.63)
Por tanto,
‖1˜Γ‖sF˙ sp,r(w) =
∥∥∥(∑
Q∈Γ
χQ(·)
w(Q)
r
p
) 1
r
∥∥∥
Lp(w)
. (4.64)
Sea SΓ(x) =
(∑
Q∈Γ
χQ(x)
w(Q)
r
p
) 1
r
. Del Lema 4.4.7 se deduce SΓ(x) ≈ χQx(x)
w(Qx)
1
p
. Definir ahora
ZΓ(x) =
∑
Q∈Γ
χQ(x)
w(Q)
. Usando el Lema 4.4.7 con r = 1 y p = 1 se tiene ZΓ(x) ≈ χQxw(Qx) .
Por tanto, (SΓ(x))
p ≈ ZΓ(x) para todo x ∈
⋃
Q∈ΓQ. De (4.64) se deduce
‖1˜Γ‖sF˙ sp,r(w) ≈ ‖SΓ(x)‖Lp(w) =
(∫
Rd
(SΓ(x))
pw(x)dx
) 1
p
≈
(∫
Rd
ZΓ(x)w(x)dx
) 1
p
=
(∫
Rd
∑
Q∈Γ
χQ(x)
w(Q)
w(x)dx
) 1
p
(∑
Q∈Γ
∫
Rd
χQ(x)
w(Q)
w(x)dx
) 1
p
= |Γ| 1p .
ii) Sea Γ = Γ0 ∪ Γ+ con Γ0 ⊂ D0 y Γ+ ⊂ D+ de manera que |Γ| = |Γ0| + |Γ+|. Un
razonamiento similar al anterior produce
‖1˜Γ‖sF sp,r(w) ≈ |Γ0|
1
p + |Γ+| 1p ≈ |Γ| 1p .
El algoritmo abstracto de transferencia disen˜ado en la seccio´n 6.2 de [27] junto con el
Teorema 4.4.8 y las Proposiciones 4.4.2, 4.4.3 y 4.4.4 nos permiten escribir los siguientes
resultados:
Teorema 4.4.9. Considerar los siguientes casos que aparecen en las Proposiciones 4.4.2,
4.4.3 y 4.4.4.
(A) 1 < p <∞, w ∈ Ap(Rd) y W una base de ond´ıculas 1-regular.
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(B) 0 < p ≤ 1, w ∈ A∞(R) y W una base de ond´ıculas L-regular con L > qwp y qw
el ı´ndice cr´ıtico de w.
(C) s ∈ R, 0 < p < ∞, 0 < q ≤ ∞, w ∈ A∞(Rd) y W un sistema de ond´ıculas
como en la Proposicio´n 4.4.4.
Sea E(w) = Lp(w), Hp(w) o´ F sp,q(w) segu´n los casos (A), (B) o´ (C). Entonces,
hl(N ;W , E(w)) ≈ hr(N ;W , E(w)) = N
1
p
por lo que estos sistemas de ond´ıculas son democra´ticos en estos espacios.
Nota 4.4.10. Este resultado ha aparecido recientemente publicado en [36]. Aqu´ı se ob-
tiene como corolario de los resultados sobre espacios de sucesiones probados en esta
seccio´n.
4.4.3. Aplicaciones
Usando el Teorema 4.4.8 y aplicando el Teorema 3.6.1 se obtiene la siguiente carac-
terizacio´n de las clases avariciosas y espacios de aproximacio´n de espacios de sucesiones
de Triebel-Lizorkin con peso.
Corolario 4.4.11. Sean s > 0, 0 < p, q < ∞, 0 < r ≤ ∞ y w ∈ Ad∞ (ver 4.18); se
tiene
i) Aαq (B˙c, sF˙ sp,r(w)) = G αq (B˙c, sF˙ sp,r(w)) = `τ,q(B˙c, sF˙ sp,r(w))
y
ii) Aαq (Bc, sF sp,r(w)) = G αq (Bc, sF sp,r(w)) = `τ,q(Bc, sF sp,r(w)),
donde 1
τ
= α + 1
p
.
Para valores particulares de los para´metros los espacios de Lorentz discretos que
aparecen en el Corolario anterior pueden identificarse con espacios de Besov con peso de
sucesiones, como se muestra en el siguiente Lema.
Lema 4.4.12. Sean α > s, 0 < p < ∞, 0 < r ≤ ∞ y w ∈ A∞(Rd). Sea τ definido por
α
d
− 1
τ
= s
d
− 1
p
. Se tiene
i) `τ,τ (B˙c, sF˙ sp,r(w)) = sB˙ατ,τ (w
τ
p ) y ii) `τ,τ (Bc, sF sp,r(w)) = sBατ,τ (w
τ
p ).
Demostracio´n. i) Como w ∈ A∞(Rd) existe r ≥ 1 tal que w ∈ Ar. Aplicando el Lema
4.1.5 con δ = τ
p
< 1 se deduce que si u(x) = w(x)
τ
p ∈ Ar y |Q|−
1
pw(Q)
1
p ≈ |Q|− 1τ u(Q) 1τ .
Por tanto tenemos,
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‖s‖`τ,τ (sF˙ sp,r(w)) =
(∑
Q∈D
‖sQeQ‖τsF˙ sp,r(w)
) 1
τ
=
(∑
Q∈D
|sQ|τ‖eQ‖τsF˙ sp,r(w)
) 1
τ
=
(∑
Q∈D
(|Q|− sd− 12 |sQ|w(Q)
1
p )τ
) 1
τ
≈
(∑
Q∈D
(|Q|−αd− 12 |sQ|u(Q) 1τ )τ
) 1
τ
= ‖s‖
sB˙ατ,τ (w
τ
p )
ii) La demostracio´n en el caso ii) es similar.
El Lema que acabamos de demostrar nos permite caracterizar los espacios de aproxi-
macio´n y las clases avariciosas de los espacios de sucesiones de Triebel-Lizorkin con peso
como espacios de sucesiones de Besov con pesos particulares.
Corolario 4.4.13. Sean 0 < p <∞, γ > 0, 0 < r ≤ ∞ y w ∈ A∞(Rd). Sea τ definido
por 1
τ
= γ
d
+ 1
p
. Se tiene
i) A
γ
d
τ (B˙c, sF˙ sp,r(w)) = G
γ
d
τ (B˙c, sF˙ sp,r(w)) = sB˙s+γτ,τ (w
τ
p )
y
ii) A
γ
d
τ (Bc, sF sp,r(w)) = G
γ
d
τ (Bc, sF sp,r(w)) = sBs+γτ,τ (w
τ
p ).
Demostracio´n. i) Del Lema 4.4.12 tenemos `τ,τ (sF sp,r(w)) = sB˙
α
τ,τ (w
τ
p ) si α
d
− 1
τ
= s
d
− 1
p
.
Tomando α = s+ γ > s, el resultado se deduce del Corolario 4.4.11 con τ = q.
La demostracio´n de ii) es similar.
En el siguiente corolario probamos un resultado de interpolacio´n.
Corolario 4.4.14. Sea 0 < p < ∞, γ > 0, 0 < r ≤ ∞ y w ∈ A∞(Rd). Sean τ y τθ
definidos por 1
τ
= γ
d
+ 1
p
y 1
τθ
= γθ
d
+ 1
p
. Entonces, para todo γ > 0 y 0 < θ < 1 tenemos
i) (sF˙ sp,r(w), sB˙
s+γ
τ,τ (w
τ
p ))θ,τθ = sB˙
s+θγ
τθ,τθ
(w
τθ
p )
y
ii) (sF sp,r(w), sB
s+γ
τ,τ (w
τ
p )θ,τθ = sB
s+θγ
τθ,τθ
(w
τθ
p ).
Demostracio´n. i) Si X = sF˙ sp,r(w) usamos los Teoremas 4.4.8 y 3.4.6 y el Lema 4.4.12
para τ definido por 1
τ
= γ
d
+ 1
p
; para todo N = 1, 2, . . . obtenemos
σN(s)sF˙ sp,r(w) ≤ CN
−( 1
τ
− 1
p
)‖s‖
sB˙s+γτ,τ (w
τ
p )
. (4.65)
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Del Lema 4.4.12 y los Teoremas 4.4.8 y 3.5.2, para todo s ∈ ΣN , N = 1, 2, 3, . . . se
obtiene
‖s‖
sB˙s+γτ,τ (w
τ
p )
≈ ‖s‖`τ,τ (Bc,sF˙ sp,r(w)) ≤ CN
1
τ
− 1
p‖s‖sF˙ sp,r(w) (4.66)
donde 1
τ
= γ
d
+ 1
p
. De las desigualdades (4.65) y (4.66) y usando el Teorema 2.3.5 se
obtiene
A
γθ
d
q (Bc, sF˙ sp,r(w)) = (sF˙ sp,r(w), B˙s+γτ,τ (w
τ
p ))θ,q (4.67)
cuando 0 < q ≤ ∞ y 0 < θ < 1. Usando el Corolario 4.4.13
A
γθ
d
τθ (Bc, sF˙ sp,r(w)) = B˙s+γθτθ,τθ (w
τθ
p ).
cuando 1
τθ
= γθ
d
+ 1
p
. El resultado se deduce de (4.67).
ii) La demostracio´n para el caso ii) es similar.
El algoritmo abstracto de transferencia disen˜ado en la seccio´n 6.2 de [27] permite
traducir los Corolarios 4.4.13 y 4.4.14 en te´rminos de espacios de Triebel-Lizorkin F˙ sp,q(w)
y F sp,q(w) cuando exista una caracterizacio´n de estos espacios con bases de ond´ıculas
(ver Proposiciones 4.4.2, 4.4.3 y 4.4.4). Como muestra incluimos los resultados para los
espacios Lp(w).
Corolario 4.4.15. Sean 1 < p <∞, γ > 0, 1
τ
= γ
d
+ 1
p
, w ∈ Aτ (Rd) y W una base de
ond´ıculas d-dimensional de Lemarie´-Meyer. Se tiene
A
γ
d
τ (W , Lp(w)) = G
γ
d
τ (W , Lp(w)) = B˙γτ,τ (w
τ
p ).
Corolario 4.4.16. Sean 1 < p < ∞, γ > 0, 1
τ
= γ
d
+ 1
p
y w ∈ Aτ (Rd). Para todo
θ ∈ (0, 1) sea τθ dado por 1τθ =
γθ
d
+ 1
p
. Entonces
(Lp(w), B˙γτ,τ (w
τ
p ))θ,τθ = B˙
γθ
τθ,τθ
(w
τθ
p )
En general, para los espacios F sp,q(w) usamos la cracterizacio´n dada en la Proposicio´n
4.4.4 junto con la caracterizacio´n de los espacios de Besov de la Proposicio´n 4.3.3 para
obtener los resultados correspondientes, que generalizan los dos Corolarios anteriores.
Corolario 4.4.17. Sean 0 < p <∞, 0 < q <∞, γ > 0, 1
τ
= γ
d
+ 1
p
y w ∈ Aτ (Rd). Sea
W+ una base de ond´ıculas d-dimensional de soporte compacto como en las Proposiciones
4.4.4 y 4.3.3. Se tiene
A
γ
d
τ (W+, F sp,q(w)) = G
γ
d
τ (W+, F sp,q(w)) = Bγ+sτ,τ (w
τ
p ).
Corolario 4.4.18. Sean 0 < p < ∞, 0 < q < ∞, γ > 0, 1
τ
= γ
d
+ 1
p
y w ∈ Aτ (Rd).
Para todo θ ∈ (0, 1) sea τθ dado por 1τθ =
γθ
d
+ 1
p
. Entonces
(F sp,q(w), B
γ
τ,τ (w
τ
p ))θ,τθ = B
γθ
τθ,τθ
(w
τθ
p ).
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4.5. Espacios de Orlicz con peso LΦ(w)
En esta seccio´n obtendremos las funciones de democracia de bases de ond´ıculas en
espacios de Orlicz con peso LΦ(w) (Teorema 1.2.18) as´ı como el resto de los resultados
sobre estos espacios que mencionamos en la seccio´n 1.2. Antes de la demostracio´n del
teorema, empezamos por recordar su definicio´n y las propiedades ba´sicas necesarias para
la prueba de nuestros resultados.
4.5.1. Definiciones y resultados preliminares
Una funcio´n de Young es una funcio´n convexa no decreciente Φ : [0,∞) −→ [0,∞]
tal que l´ımt−→∞Φ(t) =∞ y doblante. En este trabajo supondremos que Φ(0) = 0, Φ es
estrictamente creciente y finita en todo punto, de modo que es una biyeccio´n continua
de [0,∞). Escribiremos Y para la clase de estas funciones.
Definicio´n 4.5.1. Sean Φ ∈ Y una funcio´n de Young y w ∈ W(Rd) un peso en Rd. El
espacio de Orlicz con peso LΦ(w), es la clase de todas las funciones medibles f : Rd −→ C
tales que Φ
(
|f(x)|
λ
)
∈ L1(w) para algu´n λ > 0.
Los espacios LΦ(w) son espacios de Banach con la norma de Luxemburg (ver por
ejemplo [3])
‖f‖LΦ(w) = ı´nf
{
λ > 0 :
∫
Rd
Φ
( |f(x)|
λ
)
w(x)dx ≤ 1
}
. (4.68)
Lema 4.5.2. ([3]) Sean Φ ∈ Y una funcio´n de Young y w ∈ W(Rd) un peso en Rd.
Entonces, para todo conjunto medible E ⊂ Rd se tiene
‖χE‖LΦ(w) = 1
Φ−1( 1
w(E)
)
. (4.69)
Demostracio´n. El resultado se obtiene directamente de (4.68). Para λ > 0 tenemos∫
Rd
Φ(λχE(x))w(x)dx = Φ(λ)
∫
E
w(x)dx = Φ(λ)w(E).
Por lo tanto de (4.68) se tiene,
‖χE‖LΦ(w) = ı´nf{λ−1 > 0 : Φ(λ)w(E) ≤ 1}
=
[
sup
{
λ > 0 : Φ(λ) ≤ 1
w(E)
}]−1
=
1
Φ−1( 1
w(E)
)
.
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La funcio´n ϕ(t) = 1
Φ−1( 1
t
)
, 0 < t <∞, satisface ϕ(t) = ‖χE‖LΦ(w) para cualquier con-
junto medible E ⊂ Rd tal que w(E) = t, y se llama funcio´n fundamental de LΦ(w).
La funcio´n ϕ es una biyeccio´n de [0,∞), continua y estrictamente creciente. Adema´s, ϕ
es quasi-concava, esto es, ϕ(t)
t
es no creciente (ver [3], pa´gina 67), de donde se deduce
que ϕ es doblante. No´tese que LΦ(w) es un espacio de Banach i.r. respecto a la medida
w(x)dx.
Los ı´ndices de Boyd del espacio LΦ(w) se pueden calcular directamente de la funcio´n
de Young Φ o de la funcio´n fundamental ϕ. Se define,
h+ϕ (t) = sup
s>0
ϕ(st)
ϕ(s)
, 0 < t <∞, (4.70)
los ı´ndices de Boyd inferior y superior se pueden definir como ı´ndices de dilatacio´n de ϕ,
es decir
iϕ = l´ım
t−→0
log h+ϕ (t)
log t
= sup
0<t<1
log h+ϕ (t)
log t
(4.71)
y
Iϕ = l´ım
t−→∞
log h+ϕ (t)
log t
= ı´nf
1<t<∞
log h+ϕ (t)
log t
(4.72)
respectivamente (ver [3], pa´gina 277 o [44] pa´gina 54). Se sabe que
0 ≤ iϕ ≤ Iϕ ≤ 1.
Suponiendo adema´s que iϕ > 0 se puede probar que
ϕ(st) ≤ C²ma´x{siϕ−², sIϕ+²}ϕ(t), s, t > 0 (4.73)
y
ϕ(st) ≥ C²mı´n{siϕ−², sIϕ+²}ϕ(t), s, t > 0 (4.74)
para todo ² > 0 y un C² > 0 (ver [42], pa´gina 3). En este trabajo solo consideraremos los
espacios de Orlicz con peso con los ı´ndices de Boyd no triviales, es decir, 0 < iϕ ≤ Iϕ < 1,
pues so´lo en este caso tenemos caracterizacio´n con bases de ond´ıculas.
Un ejemplo de espacios de Orlicz con peso son los espacios de Lebesgue con peso
Lp(w).
Ejemplo 4.5.3. Cuando Φ(t) = tp, 1 ≤ p < ∞, entonces LΦ(w) = Lp(w) y ϕ(t) = t 1p .
Por lo tanto, h+ϕ (t) = t
1
p y esto implica que iϕ = Iϕ =
1
p
.
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En el resultado siguiente, probamos que una base de ond´ıculas de regularidad R0,M ,
M > d, es una base incondicional para los espacios de Orlicz con peso LΦ(w) (ver
tambie´n [52]) para un peso apropiado w, puesto que la norma en estos espacios se puede
caracterizar en te´rminos de una funcio´n quadra´tica.
Teorema 4.5.4. Sea LΦ(w) un espacio de Orlicz con peso w ∈W(Rd) cuyos ı´ndices de
Boyd satisfacen 0 < iϕ ≤ Iϕ < 1 y sea W = {ψεQ : Q ∈ D, ε ∈ E} una base de ond´ıculas
en L2(Rd) con ψε ∈ R0,M , M > d. Si w ∈ ApΦ(Rd), donde pΦ = 1Iϕ , cualquier funcio´n
f ∈ LΦ(w) se puede escribir en la forma
f =
∑
²∈E
∑
Q∈D
〈f, ψlQ〉ψlQ (4.75)
con la convergencia en LΦ(w). Adema´s, se tiene la equivalencia
‖f(·)‖LΦ(w) ≈ ‖Sψf(·)‖LΦ(w), ∀ f ∈ LΦ(w) (4.76)
donde
Sψf(x) =
(∑
²∈E
∑
Q∈D
|〈f, ψlQ〉|2χQ(x)|Q|−1
) 1
2
(4.77)
De (4.77) se deduce que la convergencia de (4.75) es incondicional en LΦ(w). Este re-
sultado es tambie´n cierto para la ond´ıcula de Haar.
Para la demostracio´n usaremos el siguiente teorema de extrapolacio´n adaptado a
nuestra situacio´n:
Teorema 4.5.5. ([13]) Sea F una familia de pares de funciones medibles no negativas
(f, g). Supongamos que para algu´n 1 ≤ p0 <∞, y para todo peso w ∈ Ap0 se tiene∫
Rd
f(x)p0w(x)dx ≤ C
∫
Rd
g(x)p0w(x)dx, para todo (f, g) ∈ F . (4.78)
Entonces, si LΦ(w) es un espacio de Orlicz con peso tal que los ı´ndices de Boyd satisfacen
0 < iϕ ≤ Iϕ < 1 y w ∈ ApΦ , pΦ = 1Iϕ tenemos
‖f‖LΦ(w) ≤ C‖g‖LΦ(w), para todo (f, g) ∈ F . (4.79)
Demostracio´n. (Demostracio´n del Teorema 4.5.4) En [26] (ver tambie´n [1]) se de-
muestra que
‖f‖Lp(w) ≈ ‖Sψ(f)‖Lp(w) (4.80)
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para todo 1 < p < ∞ y w ∈ Ap, cuando ψε ∈ R0,M . Consideramos la familia F =
{(|f |, Sψ(f)) : Sψ(f) ∈ Lp(w)}. De la equivalencia (4.80), existe una constante C1 > 0
tal que, ∫
Rd
|f(x)|pw(x)dx ≤ C1
∫
Rd
|Sψ(f)|pw(x)dx,
para todo 1 < p <∞ y w ∈ Ap(Rd). Entonces, del Teorema 4.5.5 se obtiene
‖f‖LΦ(w) ≤ C1‖Sψ(f)‖LΦ(w) (4.81)
cuando w ∈ ApΦ . Para la desigualdad contraria tomamos F = {(Sψ(f), |f |), f ∈ Lp(w)}.
De la equivalencia (4.80) existe C2 > 0 tal que∫
Rd
|Sψ(f)|pw(x)dx ≤ C2
∫
Rd
|f(x)|pw(x)dx
para todo 1 < p <∞ y w ∈ Ap(Rd). Entonces, del Teorema 4.5.5 tenemos
‖Sψ(f)‖LΦ(w) ≤ C2‖f(x)‖LΦ(w) (4.82)
cuando w ∈ ApΦ . Las desigualdades (4.81) y (4.82) prueban (4.76). Para probar (4.75)
usamos el hecho de que los operadores de proyeccio´n Pj(f) =
∑j
s=−∞
∑
k∈Z〈f, ψs,k〉ψs,k
son acotados en LΦ(w). Puede aplicarse el Teorema 4.5.5 de nuevo puesto que es conocido
que Pj esta´ acotado en L
p(w) (ver tambie´n [52]).
4.5.2. Funciones de democracia
Nuestro resultado principal en esta seccio´n calcula (salvo constantes multiplicativas)
las funciones de democracia por la izquierda y por la derecha de una base de ond´ıculas
de la clase R0,M en LΦ(w) en te´rminos de su funcio´n fundamental.
Consideraremos el caso L = 1 ya que la suma finita que aparece en Sψ(f) solo hace
variar las constantes en las estimaciones.
La equivalencia dada en (4.76) nos permite estudiar las funciones de democracia de los
espacios de Orlicz con peso estudiando las funciones de democracia de los correspon-
dientes espacios de sucesiones.
Definicio´n 4.5.6. Sean w ∈ W y Φ ∈ Y . Definimos sLΦ(w) como el espacio de todas
las sucesiones s = {sQ : Q ∈ D} (D cubos dia´dicos en Rd) de nu´meros complejos tales
que
‖s‖sLΦ(w) =
∥∥∥(∑
Q∈D
|sQ|2χQ(x)|Q|−1
) 1
2
∥∥∥
LΦ(w)
<∞. (4.83)
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El espacio sLΦ(w) es un espacio normado. Por el Teorema 4.5.4 cuando w ∈ ApΦ , pΦ =
1
Iϕ
y {ψQ : Q ∈ D} es una base de ond´ıculas en R0,M
‖f‖LΦ(w) ≈ ‖{〈f, ψQ〉 : Q ∈ D}‖sLΦ(w)
y por lo tanto, los espacios LΦ(w) y sLΦ(w) son isomorfos mediante la aplicacio´n f 7−→
{〈f, ψQ〉}Q∈D. Con esta aplicacio´n consideraremos la base cano´nica Bc = {eQ : Q ∈ D}
(ver subseccio´n 4.3.2).
Proposicio´n 4.5.7. Sean sLΦ(w) un espacio de Orlicz de sucesiones con peso tal que
iϕ > 0, w ∈W un peso en Rd y Φ ∈ Y .
i) Si Γ ⊂ D es una familia de cubos disjuntos dos a dos entonces
∥∥∥∑
Q∈Γ
eQ
‖eQ‖sLΦ(w)
∥∥∥
sLΦ(w)
=
∥∥∥∑
Q∈Γ
χQ(·)
ϕ(w(Q))
∥∥∥
sLΦ(w)
. (4.84)
ii) Adema´s, si w ∈ Ad∞ ∩ Bd∞, para cualquier τ > 0 y cualquier N ∈ N existe una
familia de cubos disjuntos Γ ⊂ D, con |Γ| = N, tal que∥∥∥∑
Q∈D
eQ
‖eQ‖sLΦ(w)
∥∥∥
sLΦ(w)
≈ ϕ(Nτ)
ϕ(τ)
. (4.85)
Demostracio´n. Para un elemento de la base Bc, de (4.83) tenemos
‖eQ‖sLΦ(w) =
∥∥∥(χQ(·)|Q| ) 12∥∥∥LΦ(w) = ‖χQ(·)‖LΦ(w)|Q| 12 = ϕ(w(Q))|Q| 12 (4.86)
por el Lema 4.5.2. Por lo tanto, usando de nuevo (4.83) tenemos∥∥∥∑
Q∈Γ
eQ
‖eQ‖sLΦ(w)
∥∥∥
sLΦ(w)
=
∥∥∥(∑
Q∈D
|Q|χQ(·)|Q|−1
ϕ(w(Q))2
) 1
2
∥∥∥
LΦ(w)
=
∥∥∥∑
Q∈Γ
χQ
ϕ(w(Q))
∥∥∥
LΦ(w)
donde la u´ltima igualdad es debida a que los cubos en Γ son disjuntos dos a dos.
ii) Dado τ > 0, en la Proposicio´n 4.1.3 se demuestra que existe una familia de cubos
dia´dicos disjuntos Γ = {R1, R2, . . . , RN} tal que w(Rj) ≈ τ, j = 1, 2, . . . , N. En este
caso tenemos, debido a i),∥∥∥∑
Q∈Γ
eQ
‖eQ‖sLΦ(w)
∥∥∥
sLΦ(w)
=
∥∥∥ N∑
j=1
χRj(·)
ϕ(w(Rj))
∥∥∥
LΦ(w)
≈ 1
ϕ(τ)
∥∥∥ N⋃
j=1
χRj
∥∥∥
LΦ(w)
=
1
ϕ(τ)
ϕ(w
( N⋃
j=1
Rj
)
) ≈ ϕ(Nτ)
ϕ(τ)
. (4.87)
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donde la penu´ltima equivalencia se debe al Lema 4.5.2 y la definicio´n de ϕ ∈ ∆2.
Nota 4.5.8. De la parte ii) de la Proposicio´n 4.5.7 se deduce que cuando w ∈ Ad∞∩Bd∞.
hr(N ;Bc, sLΦ(w)) & sup
τ>0
ϕ(Nτ)
ϕ(τ)
= h+ϕ (N)
y
hl(N ;Bc, sLΦ(w)) . ı´nf
τ>0
ϕ(Nτ)
ϕ(τ)
:= h−ϕ (N).
Nuestro objetivo es probar que las funciones de democracia por la derecha y por la
izquierda de sLΦ(w) coinciden con h+ϕ y h
−
ϕ (ver Nota 4.5.8) con algunas condiciones
sobre w ∈W. Comenzamos con un Lema en el que se linealiza la funcio´n cuadrado (ver
(4.77)) de 1˜Γ con Γ ⊂ D, es decir
Sψ(1˜Γ)(x) =
(∑
Q∈Γ
χQ(x)
ϕ(w(Q))2
) 1
2
. (4.88)
Lema 4.5.9. Sea w ∈ Ad∞(Rd) (ver seccio´n 4.3) y ϕ creciente tal que iϕ > 0. Si Γ ⊂ D
finito se tiene la siguiente equivalencia puntual para x ∈ ⋃Q∈ΓQ(∑
Q∈Γ
χQ(x)
ϕ(w(Q))2
) 1
2 ≈ χQx(x)
ϕ(w(Qx))
, (4.89)
donde Qx denota el cubo ma´s pequen˜o de Γ que contiene a x.
Demostracio´n. Tenemos la siguiente estimacio´n puntual
(∑
Q∈Γ
ϕ(w(Q))−2χQx(x)
) 1
2 ≤
( ∑
Q⊃Qx
Q∈D
1
ϕ(w(Q))2
) 1
2
≤
( ∞∑
j=0
1
ϕ(w(Qjx))2
) 1
2
χQx(x) (4.90)
donde Qjx denota el u´nico cubo de medida 2
jd|Qx| que contiene a Qx. Ahora puesto que
Qx := Q
0
x ⊂ Q1x ⊂ Q2x ⊂ . . . podemos usar la condicio´n w ∈ Ad∞ (ver (4.18)) para obtener
que existe δ > 0 tal que
w(Qx)
w(Qjx)
≤ Cw
( |Qx|
|Qjx|
)δ
= Cw2
−jdδ.
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Por eso tenemos
w(Qjx) ≥ C−1w w(Qx)2jdδ
y
ϕ(w(Qjx)) ≥ ϕ(C−1w w(Qx)2jdδ).
Entonces, ( ∞∑
j=0
1
ϕ(w(Qjx))2
) 1
2 ≤
( ∞∑
j=0
1
ϕ((Cw)−1w(Qx)2jdδ)2
) 1
2
Puesto que iϕ > 0, por (4.74) podemos escoger un ² tal que 0 < ² < iϕ y encontrar una
constante C² > 0 tal que ϕ((Cw)
−12jdδϕ(w(Qx)) ≥ C²((C2w)−12jdδ)(iϕ−²)ϕ(w(Qx)).
Por lo tanto, tenemos
( ∞∑
j=0
1
ϕ(w(Qjx))2
) 1
2 ≤
( ∞∑
j=0
1
C²((Cw)−12jdδ)iϕ−²ϕ(w(Qx))2
) 1
2
=
((Cw)
(iϕ−²)C²)
1
2
ϕ(w(Qx))
∞∑
j=0
2−jdδ(iϕ−²). (4.91)
Entonces, (∑
Q∈Γ
χQ(x)
ϕ(w(Q))2
) 1
2 . χQx(x)
ϕ(w(Qx))
.
(∑
Q∈Γ
χQ(x)
ϕ(w(Q))2
) 1
2
(4.92)
donde la u´ltima desigualdad en (4.92) es cierta porque la suma en el miembro derecho
contiene al menos el cubo Qx (posiblemente ma´s).
Para conseguir nuestro objetivo necesitamos introducir los conceptos de luz y sombra
de un cubo en una coleccio´n finita de cubos dia´dicos Γ y tambie´n los conceptos de cubos
sombreados y cubos iluminados introducidos en [29].
Sea Γmı´n el conjunto de los cubos minimales en Γ, es decir
Γmı´n =
{
Qx ∈ Γ : x ∈
⋃
Q∈Γ
Q
}
.
Por el Lema 4.5.9 se puede ver que(∑
Q∈Γ
χQ(x)
ϕ(w(Q))2
) 1
2 ≈
( ∑
Q∈Γmı´n
χQx(x)
ϕ(w(Qx))2
) 1
2
. (4.93)
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Por lo tanto, solo los cubos de Γmı´n sera´n relevantes para nuestros propo´sitos. No obs-
tante, puesto que los cubos en Γmı´n no son necesariamente disjuntos dos a dos, necesita-
mos de una mejor seleccio´n.
Comenzamos mostrando con un ejemplo los conceptos de sombra y luz de un cubo
en una coleccio´n finita de cubos dia´dicos Γ. Supongamos que tenemos una familia de N
cubos Γ ordenados por generaciones, Γ = {Q1, Q2, . . . , QN} (ver Fig. 1). Proyectando un
rayo de luz, algunas partes de un cubo Qi reciben luz (ver Fig. 2), llamaremos tales partes
(Luz de Qi) Light(Qi). Otras porciones del cubo Qi estara´n sombreadas, llamaremos a
estas porciones del cubo (Sombra de Qi) Shade(Qi). Las partes sombreadas de los cubos
dados en la Fig.1 ma´s abajo, esta´n representadas con l´ıneas ma´s gruesas en la Fig. 2.
Se observa que los cubos minimales son los que tienen una porcio´n de luz, es decir, x ∈
Light(Qi) si y so´lo si Qx = Qi. Se observa tambie´n que el conjunto {Light(Q) : Q ∈ Γmı´n}
es una coleccio´n disjunta.
Vamos a dar las definiciones precisas de la exposicio´n anterior. Dado un conjunto
finito Γ ⊂ D fijo, para cualquier Q ∈ Γ definimos la sombra de Q como la unio´n de todos
los cubos de Γ estrictamente contenidos en Q, o sea,
Shade(Q) =
⋃{
R : R ∈ Γ, R ( Q
}
.
Definimos la Luz de Q de la siguiente forma:
Light(Q) = Q\Shade(Q).
Q1
Q2
Q3 Q4
Q5 Q6
Q7 Q8
Q9 Q10
Light
? ? ? ?
Q1
Q2
Q3 Q4
Q5 Q6
Q7 Q8
Q9 Q10
Figure 1: Γ = {Q1, . . . , Q10} Figure 2: Shade & Light
Esta´ claro que Q ∈ Γmı´n si y so´lo si Light(Q) 6= ∅, adema´s⋃
Q∈Γ
Q =
⋃
Q∈Γmı´n
Light(Q).
Los conjuntos en la u´ltima unio´n de la igualdad anterior son disjuntos dos a dos. Por
eso, debido al Lema 4.5.9 tenemos
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(∑
Q∈Γ
χQ(x)
ϕ(w(Q))2
) 1
2 ≈
∑
Q∈Γmı´n
χLight(Q)(x)
ϕ(w(Q))
. (4.94)
donde la suma en el miembro derecho contiene como ma´ximo un te´rmino distinto de
cero para cada x ∈ Rd. Clasificaremos los cubos como sombreados si la sombra es una
parte grande del cubo o iluminado si es al contrario. Es decir, un cubo Q ∈ Γ se dice
sombreado si |Shade(Q)| > 2d−1
2d
|Q| y escribimos ΓS para la coleccio´n de los cubos de
Γ que son sombreados. Un cubo Q de Γ se dice iluminado si no es sombreado, es decir,
si |Light(Q)| ≥ 1
2d
|Q|. Escribimos ΓL para la coleccio´n de todos los cubos de Γ que son
iluminados.
Nota 4.5.10. Observe que ΓL ⊂ Γmı´n y por el lema 4.3 en [29] tenemos
2d − 1
2d
|Γ| ≤ |ΓL| ≤ |Γmı´n| ≤ |Γ|, ∀ Γ ⊂ D finito.
Proposicio´n 4.5.11. Sean sLΦ(w) un espacio de sucesiones de Orlicz con peso tal que
iϕ > 0, w ∈ Ad∞ un peso en Rd y Φ ∈ Y. Entonces, para todo Γ ⊂ D finito se tiene∥∥∥∑
Q∈Γ
eQ
‖eQ‖sLΦ(w)
∥∥∥
sLΦ(w)
. h+ϕ (N). (4.95)
En particular
hr(N ;Bc, sLΦ(w)) . h+ϕ (N).
Demostracio´n. Dado un conjunto de cubos dia´dicos Γ = {Q1, Q2, . . . , QN}, por (4.94)
tenemos
∥∥∥∑
Q∈Γ
eQ
‖eQ‖sLΦ(w)
∥∥∥
sLΦ(w)
≈
∥∥∥ ∑
Q∈Γmı´n
χLight(Q)(x)
ϕ(w(Q))
∥∥∥
sLΦ(w)
. (4.96)
Por eso, es suficiente estimar la cantidad en el miembro derecho de (4.96). Sea λ =
h+ϕ (|Γmı´n|); se tiene que ϕ(w(Q)|Γmı´n|) ≤ λϕ(w(Q)) para todo Q ∈ Γmı´n. Puesto que el
conjunto {Light(Q) : Q ∈ Γmı´n} es una coleccio´n de elementos disjuntos dos a dos y Φ
es creciente, entonces tenemos
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∫
Rd
Φ
(∑
Q∈Γmı´n
χLight(Q)(x)
ϕ(w(Q))
λ
)
w(x)dx
=
∑
Q∈Γmı´n
Φ
( 1
λϕ(w(Q))
)
w(Light(Q))
≤
∑
Q∈Γmı´n
Φ
( 1
ϕ(w(Q)|Γmı´n|
)
w(Q)
=
∑
Q∈Γmı´n
Φ
(
Φ−1
( 1
w(Q)|Γmı´n|
))
w(Q) = 1.
Por lo tanto, por (4.96), la Nota 4.5.10 y puesto que la funcio´n h+ϕ es no decreciente
tenemos ∥∥∥∑
Q∈Γ
eQ
‖eQ‖sLΦ(w)
∥∥∥
sLΦ(w)
. h+ϕ (|Γmı´n|) ≤ h+ϕ (|Γ|).
Proposicio´n 4.5.12. Sean sLΦ(w) un espacio de sucesiones de Orlicz con peso tal que
iϕ > 0, w ∈ Bdp un peso en Rd y Φ ∈ Y . Entonces, para todo conjunto Γ ⊂ D finito se
tiene
∥∥∥∑
Q∈Γ
eQ
‖eQ‖sLΦ(w)
∥∥∥
sLΦ(w)
& h−ϕ (N). (4.97)
En particular,
hl(N ;Bc, sLΦ(w)) & h−ϕ (N).
Demostracio´n. Usando (4.94) y que ΓL ⊂ Γmı´n, podemos escribir∥∥∥∑
Q∈Γ
eQ
‖eQ‖sLΦ(w)
∥∥∥
sLΦ(w)
≈
∥∥∥ ∑
Q∈Γmı´n
χLight(Q)(x)
ϕ(w(Q))
∥∥∥
sLΦ(w)
&
∥∥∥ ∑
Q∈ΓL
χLight(Q)(x)
ϕ(w(Q))
∥∥∥
sLΦ(w)
.
Sea λ < h−ϕ (2
−dCw|ΓL|); se tiene que λϕ(w(Q)) < ϕ(w(Q)2−dCw|ΓL|) para cualquier
Q ∈ ΓL. Usando que w ∈ Bdp y puesto que |Light(Q)| > 2−d|Q| para Q ∈ ΓL deducimos
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que ∫
Rd
Φ
(∑
Q∈ΓL
χLight(Q)(x)
ϕ(w(Q))
λ
)
w(x)dx
=
∑
Q∈ΓL
Φ
( 1
λϕ(w(Q))
)
w(Light(Q))
>
∑
Q∈ΓL
Φ
( 1
ϕ(2−dCww(Q)|ΓL|)
)
Cw2
−dw(Q)
=
∑
Q∈ΓL
Φ
(
Φ−1
( 1
2−dCww(Q)|ΓL|
))
2−dw(Q)Cw = 1
Entonces por (4.68) y la Nota 4.5.10 obtenemos
∥∥∥∑
Q∈Γ
eQ
‖eQ‖sLΦ(w)
∥∥∥
sLΦ(w)
≥ h−ϕ (2−dCw|ΓL|)
≥ h−ϕ (Cw2−d(1− 2−d)|Γ|).
Ahora usando (4.74) se tiene
h−ϕ (C²(2
−d(1− 2−d)|Γ|) = ı´nf
t>0
ϕ(C²(2
−d(1− 2−d)|Γ|t)
ϕ(t)
≥ C ı´nf
t>0
ϕ(|Γ|t)
ϕ(t)
= Ch−ϕ |Γ|.
Esto prueba el resultado.
Combinando la Nota 4.5.8 y las Proposiciones 4.5.11 y 4.5.12 se obtiene el resultado
siguiente:
Teorema 4.5.13. Sean sLΦ(w) un espacio de sucesiones de Orlicz con peso tal que
iϕ > 0, w ∈ Ad∞ ∩Bdp para algu´n p, un peso en Rd y Φ ∈ Y . Entonces, para todo Γ ⊂ D
finito tenemos
hr(N ;Bc, sLΦ(w)) ≈ h+ϕ (N) y hl(N ;Bc, sLΦ(w)) ≈ h−ϕ (N).
Con el isomorfismo mencionado anteriormente entre los espacios LΦ(w) y los espa-
cios sLΦ(w), el esquema de transferencia abstracta disen˜ado en la seccio´n 6.2 de [27],
nos permite enunciar el Teorema anterior de la siguiente forma, teniendo en cuenta el
Teorema 4.5.4:
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Teorema 4.5.14. Sean LΦ(w) un espacio de Orlicz con peso tal que iϕ > 0, w ∈ ApΦ
un peso en Rd, Φ ∈ Y y W = {ψεQ : Q ∈ D, ε ∈ E} una base de ond´ıculas de la clase
R0,M con M > d. Entonces tenemos
hr(N ;W , LΦ(w)) ≈ h+ϕ (N) y hl(N ;W , LΦ(w)) ≈ h−ϕ (N).
Si Φ(t) = tp del Teorema 4.5.14 y del Ejemplo 4.5.3 deducimos que las bases de
ond´ıculas admisibles son democra´ticas en los espacios de Lebesgue con peso Lp(w) si
w ∈ Ap.
Corolario 4.5.15. Sean Φ(t) = tp, 1 < p < ∞, w ∈ Ap un peso en Rd y W = {ψεQ :
Q ∈ D, ε ∈ E} una base de ond´ıculas de la clase R0,M con M > d. Entonces tenemos
hr(N ;W , Lp(w)) ≈ hl(N ;W , Lp(w)) ≈ N
1
p . (4.98)
Nota 4.5.16. Se prueba en el lema 5.2 de [29] que si h+ϕ (N) ≤ C1h−ϕ (N) ∀ N =
1, 2, 3, . . . ϕ(t) = tα para algu´n α ∈ (0,∞) y todo t > 0. Entonces LΦ(w) = Lp(w) con
1 < p < ∞. Por tanto, los u´nicos espacios de Orlicz con peso en los que las bases de
ond´ıculas de la clase R0,M son democra´ticas son los espacios de Lebesgue con peso Lp(w)
para algu´n p ∈ (1,∞).
4.5.3. Aplicaciones
Usando el Teorema 4.5.13 y aplicando el Teorema 3.6.1 del cap´ıtulo 3 obtenemos las
inclusiones para los espacios de aproximacio´n y las clases avariciosas de sLΦ(w)
Corolario 4.5.17. Sean Φ ∈ Y una funcio´n de Young tal que iϕ > 0, w ∈ Ad∞ ∩Bdp un
peso en Rd para algu´n p ∈ [1,∞), α > 0 y 0 < q ≤ ∞. Entonces
`q
kαh+ϕ (k)
(Bc, sLΦ(w)) ↪→ G αq (Bc, sLΦ(w)) ↪→ Aαq (Bc, sLΦ(w))
↪→ `q
kαh−ϕ (k)
(Bc, sLΦ(w)). (4.99)
Ma´s adelante probaremos que estas inclusiones son o´ptimas en la escala de los espacios
de Lorentz discretos con peso `qη(Bc, sLΦ(w)) (ver Corolario 5.3.3 y Ejemplo 5.3.4).
Demostracio´n. Para poder aplicar el Teorema 3.6.1 es necesario probar que h−ϕ (N) es
doblante. Esto se deduce de que ϕ es doblante (consultar la seccio´n 4.1).
Corolario 4.5.18. Sean Φ ∈ Y una funcio´n de Young tal que iϕ > 0, w ∈ Ad∞ ∩Bdp un
peso en Rd para algu´n p ∈ [1,∞). Tomar α > 0 y q, q0, q1 ∈ (0,∞]. Entonces
`τ0,q0(sLΦ(w)) ↪→ G αq (sLΦ(w)) ↪→ Aαq (sLΦ(w)) ↪→ `τ1,q1(sLΦ(w))
cuando 1
τ1
< α + iϕ ≤ α + Iϕ < 1τ0 .
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Demostracio´n. Para probar la inclusio´n de la izquierda elegir τ > 0 tal que 1
τ0
> 1
τ
>
α+ Iϕ. Por (4.73), para todo ² > 0 existe C² > 0 tal que
h+ϕ (t) ≤ C²tIϕ+², t ≥ 1.
Tomar ² = 1
τ
− α− Iϕ > 0 para obtener
kαh+ϕ (k) ≤ C²kαk
1
τ
−α = C²k
1
τ , ∀ k ∈ N.
De aqu´ı se deduce que `τ,q(sLΦ(w)) ↪→ `q
kαh+ϕ (k)
(sLΦ(w)). Como `τ0,q0 ↪→ `τ,q cuando
τ0 < τ obtenemos el resultado de la inclusio´n de la izquierda del Corolario 4.5.17.
Para probar la inclusio´n de la derecha elegir τ > 0 tal que 1
τ1
< 1
τ
< α + iϕ. Por
(4.74), para todo ² > 0 existe C² > 0 tal que
h−ϕ (t) ≥ C²tiϕ−², t ≥ 1.
Tomar ² = α+ iϕ − 1τ > 0 para obtener
kαh−ϕ (k) ≥ C²kαk−α+
1
τ = C²k
1
τ ∀ k ∈ N.
De aqu´ı se deduce `q
kαh−ϕ (k)
(sLΦ(w)) ↪→ `τ,q(sLΦ(w)). Como `τ,q ↪→ `τ1,q1 cuando τ < τ1
obtenemos el resultado deseado de la inclusio´n derecha del Corolario 4.5.17
Usando el algoritmo abstracto de transferencia disen˜ado en la seccio´n 6.2 de [27] los
resultados de los dos Corolarios precedentes pueden escribirse en te´rminos de bases de
ond´ıculas de regularidad R0,M , M > d, y espacios LΦ(w) con w ∈ ApΦ , pΦ = 1Iϕ (ver
Teorema 4.5.4).
Teorema 4.5.19. Sean LΦ(w) un espacio de Orlicz con peso con los ı´ndices de Boyd que
satisfacen 0 < iϕ ≤ Iϕ < 1, w ∈ ApΦ un peso en Rd, Φ ∈ Y y W = {ψ²Q : Q ∈ D, ² ∈ E}
una base de ond´ıculas de la clase R0,M con M > d. Entonces tenemos
`q
kαh+ϕ (k)
(W , LΦ(w)) ↪→ G αq (W , LΦ(w)) ↪→ Aαq (W , LΦ(w))
↪→ `q
kαh−ϕ (k)
(W , LΦ(w)). (4.100)
Los dos Corolarios precedentes solo dan inclusiones. Si queremos obtener igualdades
se debe tener h−ϕ ≈ h+ϕ y por tanto ϕ(t) = t
1
p con 1 < p <∞ (ver Lema 5.2 en [29]). Es
decir, LΦ(w) = Lp(w) para algu´n p ∈ (1,∞). Pero en este caso todos los resultados que
podemos obtener son un caso particular de los contenidos en la subseccio´n 4.4.3.
4.6. Espacios BMO
En esta seccio´n obtendremos las funciones de democracia, salvo constantes multi-
plicativas, por la izquierda y por la derecha de una base incondicional B en los espacios
de funciones de oscilacio´n me´dia acotada BMO(R) as´ı como las inclusiones de las clases
avariciosas y de los espacios de aproximacio´n en los espacios de Lorentz discretos.
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4.6.1. Definiciones y resultados preliminares
Empezamos por recordar la definicio´n y las propiedades ba´sicas de los espacios
BMO(Rd).
Definicio´n 4.6.1. Sea f una funcio´n localmente integrable en Rd. Diremos que f es de
oscilacio´n me´dia, acotada, esto es f ∈ BMO(Rd) si
‖f‖BMO(Rd) = sup
1
|Q|
∫
Q
|f(x)− fQ|dx <∞, (4.101)
donde el supremo se toma sobre todos los cubos Q ∈ Rd y fQ = 1|Q|
∫
Q
f(x)dx denota la
me´dia de f con respecto al cubo Q.
Si Φ es una familia de ond´ıculas que tienen suficiente regularidad los espaciosBMO(Rd)
se pueden caracterizar usando los coeficientes de ond´ıculas y tal familia de ond´ıculas es
una base incondicional de BMO(Rd) (ver [35] y [24]).
El primer resultado de este tipo fue probado por P. Wojtaszczyk ([76]) y da una
caracterizacio´n de los espacios BMO(R) en te´rminos de ond´ıculas de Franklin F =
{fI}I∈D ⊂ L2(R) (ver [33], cap´ıtulo 4, para la construcio´n de este tipo de ond´ıculas).
Teorema 4.6.2. ([76]) Sean BMO(R) el espacio de funciones de oscilacio´n me´dia acota-
da y F = {fI}I∈D un sistema de ond´ıculas de Franklin. Entonces cualquier f ∈ BMO(R)
se puede escribir de la forma
f =
∑
I∈D
〈f, fI〉fI (4.102)
con la convergencia en BMO(R). Adema´s, se tiene la equivalencia
‖f‖BMO(R) ≈ sup
I∈D
( 1
|I|
∑
J⊂I
|〈f, fI〉|2
) 1
2
. (4.103)
En particular el sistema de Franklin es una base incondicional en BMO(R).
Nota 4.6.3. Este resultado es va´lido para ond´ıculas 1-regular en el sentido de Y. Meyer
[51], pero hemos preferido enunciar so´lo el resultado original de P. Wojaszczyk para
ond´ıculas de Franklin.
4.6.2. Funciones de Democracia
Teniendo en cuenta los resultados en [35, 24] y la Proposicio´n 4.6.2, para obtener las
funciones de democracia de bases de ond´ıculas en los espacios BMO(R) basta estudiar
su correspondiente espacio de sucesiones.
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Definicio´n 4.6.4. Definimos el espacio de sucesiones de oscilacio´n me´dia acotada bmo
como el conjunto de todas las sucesiones de nu´meros complejos s = {sI}I∈D tales que
‖s‖bmo = sup
I∈D
( 1
|I|
∑
J⊂I
|sJ |2
) 1
2
<∞. (4.104)
En el teorema siguiente calculamos, salvo constantes multiplicativas, las funciones de
democracia de la base cano´nica Bc = {eI}I∈D, es decir, eI = {sI}I∈D donde
sJ =

1, si J = I,
0, si J 6= I.
Teorema 4.6.5. Sea bmo el espacio de sucesiones de oscilacio´n me´dia acotada. Entonces
si N = 1, 2, 3, . . .
hr(N ;Bc, bmo) ≈
√
logN y hl(N ;Bc, bmo) ≈ 1. (4.105)
Demostracio´n. La idea de demostracio´n esta´ tomada de [64]. De (4.104) se obtiene
‖eI‖bmo = 1|I| 12 . Entonces si Γ = {I1, . . . , IN} tenemos,∥∥∥∑
I∈Γ
eI
‖eI‖bmo
∥∥∥
bmo
=
∥∥∥∑
I∈Γ
|I| 12eI
∥∥∥
bmo
= sup
I∈D
( 1
|I|
∑
J⊂I
J∈Γ
|J |
) 1
2
(4.106)
= sup
I∈D
( 1
|I|
∫
I
∑
J⊂I
J∈Γ
χJ(x)dx
) 1
2
.
Ahora hacemos el siguiente cambio de variables: si I = [il, ir] escribimos x = il + t|I| de
modo que dx = dt|I|. Por tanto∥∥∥∑
I∈Γ
eI
‖eI‖bmo
∥∥∥
bmo
= sup
I∈D
(∑
J⊂I
J∈Γ
∫ 1
0
χJ(il + t|I|)dt
) 1
2
.
Observe que χJ(il + t|I|) = χJ−il
|I|
(t). Todos los intervalos J−il|I| son dia´dicos contenidos
en [0, 1] ya que J ⊂ I. Por tanto cada intervalo dia´dico J−il|I| coincide con un intervalo
K ∈ D, K ⊂ [0, 1]. Por tanto,
hr(N ;Bc, bmo) = sup
|Γ|≤N
∥∥∥∑
I∈Γ
eI
‖eI‖bmo
∥∥∥
bmo
= sup
|Γ|≤N
(
sup
I∈D
∫ 1
0
(∑
J⊂I
J∈Γ
χJ−il
|I|
(t)
)
dt
) 1
2
≤ sup
|Γ˜|≤N
(∫ 1
0
( ∑
K⊂[0,1]
K∈Γ˜
χK(x)
)
dx
) 1
2
. (4.107)
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De la desigualdad (4.107), se ve claramente que solo hace falta estimar la norma L1 de∑
K⊂[0,1]
K∈Γ˜
χK(x) = 1Γ˜. Sea |Γ˜| ≤ N, con 2n ≤ |Γ˜| < 2n+1. Sea Λj = {I ∈ Γ˜ : |I| = 2−j, j =
0, 1, 2, . . .}. Tenemos∫ 1
0
( ∑
K⊂[0,1]
K∈Γ˜
χK(x)
)
dx =
∫ 1
0
( n∑
j=0
∑
K∈Λj
χK(x)
)
dx
+
∫ 1
0
( ∞∑
j=n+1
∑
K∈Λj
χK(x)
)
dx ≡ I + II.
Por un lado, puesto que en Λj existen como mucho 2
j intervalos disjuntos, puesto que si
I ∈ Λj, I ⊂ [0, 1] se tiene
I ≤
n∑
j=0
∑
K∈Λj
2−j ≤
n∑
j=0
2−j2j = n ≤ log2 |Γ˜| ≤ log2N.
Por otro lado, puesto que
∑∞
j=1 |Λj| = |Γ˜|
II ≤
∞∑
j=n+1
∑
K∈Λj
2−j ≤
∞∑
j=n+1
1
2n+1
|Λj| ≤ |Γ˜|
2n+1
< 1.
Por tanto, si N ≥ 2
hr(N ;Bc, bmo) ≤ (1 + log2N)
1
2 ≤ (2 log2N)
1
2
=
√
2
√
log2N. (4.108)
Para la desigualdad contraria, dado N ∈ N elegimos n tal que 2n ≤ N < 2n+1. Escribir
Ij,k = [
k
2j
, k+1
2j
] y sea Dn = {Ij,k : 0 ≤ j ≤ n − 1, 0 ≤ k ≤ 2j − 1} de manera que Dn
contiene 1 + 2 + . . .+ 2n−1 = 2n − 1 elementos. Sea Γ tal Dn ⊂ Γ ⊂ Dn+1. Se tiene∥∥∥∑
I∈Γ
eI
‖eI‖bmo
∥∥∥
bmo
≥
∥∥∥ ∑
I∈Dn
eI
‖eI‖bmo
∥∥∥
bmo
=
∥∥∥ n−1∑
j=0
2j−1∑
k=0
eIj,k
‖eIj,k‖bmo
∥∥∥
bmo
.
Tomando I = [0, 1] en la definicio´n de bmo se deduce
∥∥∥∑
I∈Γ
eI
‖eI‖bmo
∥∥∥
bmo
≥
( n−1∑
j=0
2j−1∑
k=0
|Ij,k|
) 1
2
=
( n−1∑
j=0
1
2j
2j
) 1
2
= n
1
2 ≈ (logN) 12 .
Por tanto,
hr(N ;Bc, bmo) &
√
log2N. (4.109)
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De las desigualdades (4.108) y (4.109) tenemos hr(N ;Bc, bmo) ≈
√
log2N.
Para probar la segunda equivalencia, consideremos Ij = [j, j + 1], j = 1, 2, . . . , N.
Puesto que
‖eIj‖bmo = |Ij|−
1
2 = 1
entonces tenemos,
N∑
j=1
eIj
‖eIj‖bmo
=

1, si I = Ij,
0, si I 6= Ij.
Por tanto, ∥∥∥ N∑
j=1
eIj
‖eIj‖bmo
∥∥∥
bmo
= 1 y hl(N ;Bc, bmo) ≤ 1. (4.110)
Por otro lado, dado Γ ⊂ D finito, sea I0 un intervalo de Γ de menor taman˜o. Entonces
‖1˜Γ‖bmo = sup
I∈D
( 1
|I|
∑
J⊂I
J∈Γ
|J |
) 1
2 ≥
( 1
|I0|
∑
J⊂I0
J∈Γ
|J |
) 1
2
= 1
ya que I0 es el u´nico elemento de Γ contenido en I0 por ser de taman˜o mı´nimo. Por tanto,
hl(N ;Bc, bmo) ≥ 1 que junto con la desigualdad (4.110) prueba el resultado.
Com el isomorfismo mencionado anteriormente entre los espacios BMO(R) y los
espacios bmo, el esquema de transferencia abstracta disen˜ado en la seccio´n 6.2 de [27],
nos permite enunciar el Teorema anterior de la siguiente forma, teniendo en cuenta el
Teorema 4.6.2:
Teorema 4.6.6. Sean BMO(R) el espacio de oscilacio´n me´dia acotada y W = {ψI :
I ∈ D} una base de ond´ıculas de Franklin. Entonces si N = 1, 2, 3, . . .
hr(N ;F, BMO(R)) ≈
√
logN y hl(N ;F, BMO(R)) = 1.
4.6.3. Aplicaciones
Usando el Teorema 4.6.5 y aplicando el Teorema 3.6.1 del cap´ıtulo 3 obtenemos las
inclusiones para los espacios de aproximacio´n y las clases avariciosas de bmo.
Corolario 4.6.7. Sean α > 0 y 0 < q ≤ ∞. Tenemos,
`q
kα
√
log k
(Bc, bmo) ↪→ G αq (Bc, bmo)
↪→ Aαq (Bc, bmo) ↪→ `qkα(Bc, bmo) = `
1
α
,q(Bc, bmo) (4.111)
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Nota 4.6.8. Las inclusiones del Corolario 4.6.7 no son las mejores posibles para los
espacios de aproximacio´n ya que un resultado de R. Rochberg y M. Taibleson ([65]) (ver
tambie´n [35], Proposicio´n 11.6) prueba que
Aαq (Bc, bmo) = Aαq (`∞) = `
1
α
,q,
para todo α > 0 y 0 < q ≤ ∞.
Nota 4.6.9. Para 0 < r <∞ se puede definir el espacio bmor como el conjunto de todas
las sucesiones de nu´meros complejos s = {sI}I∈D tales
‖s‖bmor = sup
I∈D
( 1
|I|
∑
J⊂I
J∈D
(|J | 1r− 12 |sJ |)r
) 1
r
<∞.
Argumentos similares a los del Teorema 4.6.5 permiten probar que
hr(N ;Bc, bmor) ≈ (logN) 1r y hl(N ;Bc, bmor) ≈ 1. (4.112)
Solo es necesario observar que ‖eI‖bmor = |I|−
1
2 y por tanto si Γ ⊂ D es finito se tiene
‖1˜Γ‖bmor = sup
I∈D
( 1
|I|
∑
J⊂I
J∈Γ
|J |
) 1
r
que coincide con (4.106) salvo el exponente.
Usando el algoritmo abstracto de transferencia disen˜ado en la seccio´n 6.2 de [27]
el resultado del Corolario 4.6.7 puede escribirse em te´rminos de bases de ond´ıculas de
Franklin y los espacios BMO(R).
Teorema 4.6.10. Sean α > 0 y 0 < q ≤ ∞. Sea F = {fI}I∈D. Entonces tenemos
`q
kα
√
log k
(F, BMO(R)) ↪→ G αq (F, BMO(R)) ↪→ Aαq (F, BMO(R))
↪→ `qkα(F, BMO(R)) = `
1
α
,q(F, BMO(R))
Nota 4.6.11. En este caso las inclusiones no son o´ptimas en la escala de espacios de
Lorentz discretos ya que Aαq (F, BMO(R)) = `
1
α
,q(F, BMO(R)) (ver [65] o las discusiones
que siguen a la Nota 5.2.4).
4.7. Espacios de Lorentz Lp,q(Rd)
En esta seccio´n obtendremos las funciones de democracia de las bases de ond´ıculas
en los espacios de Lorentz Lp,q(Rd), 1 < p <∞, 1 ≤ q <∞, (Teorema 1.2.24) as´ı como
las inclusiones de los espacios de aproximacio´n y las clases avariciosas en espacios de
Lorentz discretos. Empezamos por recordar la definicio´n y las propiedades ba´sicas de los
espacios Lp,q(Rd), 0 < p, q ≤ ∞ necesarias para la prueba de nuestros resultados.
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4.7.1. Definiciones y resultados preliminares
Comenzaremos por recordar dos conceptos importantes como son el de funcio´n de
distribucio´n asociada a una funcio´n medible y finita en casi todo punto, el de reorde-
namiento no creciente de una funcio´n de este tipo y el de funcio´n maximal. Denotamos
por (Ω, µ) un espacio de medida.
Definicio´n 4.7.1. Sea M(Ω, µ) = {f : Ω −→ R ∪ {∞} : f es µ-medible y finita µ-casi
en todo punto}. Se define la funcio´n de distribucio´n asociada a f, µf : [0,∞) −→ [0,∞],
por
µf (s) = µ({t ∈ Ω : |f(t)| > s}). (4.113)
Definicio´n 4.7.2. Sea f ∈ M(Ω, µ). Se define el reordenamiento no creciente de f,
f ∗ : [0,∞) −→ [0,∞], por
f ∗(t) = ı´nf{s ∈ [0,∞) : µf (s) ≤ t} (4.114)
con la convencio´n ı´nf ∅ =∞.
Definicio´n 4.7.3. Sea f ∈M(Ω, µ). Se denomina funcio´n maximal de f y se denota
por f ∗∗ la funcio´n definida por
f ∗∗ =
1
t
∫ t
0
f ∗(s)ds, t > 0. (4.115)
Definicio´n 4.7.4. Dos funciones f, g ∈M(Ω, µ) se dicen equimedibles (o equidistribuidas)
si µf = µg.
En este trabajo consideraremos funciones f definidas en Rd y medible-Lebesgue.
Los espacios de Lorentz Lp,q(Rd) se definen de la siguiente forma:
Definicio´n 4.7.5. ([71])Para 0 < p, q ≤ ∞, el espacio de Lorentz Lp,q(Rd) es el conjunto
de todas funciones medibles f definidas en Rd, tal que
‖f‖p,q =

(
q
p
∫∞
0
[t
1
pf ∗(t)]q dt
t
) 1
q
, si 0 < q <∞,
sup0<t<∞{t
1
pf ∗(t)}, si q =∞,
(4.116)
es finita.
Cuando p = q, 0 < p ≤ ∞, estos espacios coinciden con los espacios de Lebesgue
Lp(Rd), y
‖f‖p,p = ‖f‖p.
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Para 0 < p, q <∞, se tiene
‖f‖p,q =
(
q
∫ ∞
0
tqµf (t)
q
p
dt
t
) 1
q
. (4.117)
Puede probarse fa´cilmente que ‖λf‖p,q = |λ|‖f‖p,q. Aunque en general el funcional
f −→ ‖f‖p,q no sea una norma, el espacio Lp,q(Rd) es un espacio de Banach invariante
por reordenamiento con una norma equivalente a ‖ · ‖p,q si 1 < p, q < ∞, o bien si
p = q = 1. Esto se consigue sustituyendo f ∗ por f ∗∗ en la definicio´n (4.116).
Definicio´n 4.7.6. ([3]) Sea 1 < p ≤ ∞ y 0 < q ≤ ∞. Si f es medible en Rd definimos
‖f‖(p,q) =

(∫∞
0
[t
1
pf ∗∗(t)]q dt
t
) 1
q
, si 0 < q <∞
supt>0(t
1
pf ∗∗(t)), si q =∞.
(4.118)
Puede probarse (ver [3]) que los funcionales f 7−→ ‖ · ‖p,q y f 7−→ ‖ · ‖(p,q), son
equivalentes cuando 1 < p < ∞, 1 ≤ q < ∞, con, ‖f‖p,q ≤ ‖f‖(p,q) ≤ pp−1‖f‖p,q y que
‖f‖(p,q) es una norma en Lp,q(Rd).
Observamos que para un conjunto medible E ⊂ Rd y 0 < p, q ≤ ∞ se tiene
‖χE‖p,q =
(
q
∫ 1
0
tq|E| qp dt
t
) 1
q
= |E| 1p . (4.119)
Para futuras referencias vamos a probar el siguiente resultado elemental que da una
caracterizacio´n discreta de los espacios Lp,q(Rd).
Proposicio´n 4.7.7. Sean 0 < p, q <∞.
i) Si a > 1 tenemos
‖f‖p,q ≈
(∑
k∈Z
akq|{x : |f(x)| ≥ ak}| qp
) 1
q
ii) Si f ∈ Lp,q(Rd) y a > ma´x{1, 2 1p− 1q }
‖f‖p,q ≈
(∑
k∈Z
akq|{x : ak ≤ |f(x)| < ak+1}| qp
) 1
q
.
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Demostracio´n. (i) Por un lado tenemos
‖f‖qp,q = q
∫ ∞
0
tq|{x : |f(x)| ≥ t}| qp dt
t
= q
∑
k∈Z
∫ ak+1
ak
tq|{x : |f(x)| ≥ t}| qp dt
t
≤ q
∑
k∈Z
∫ ak+1
ak
tq|{x : |f(x)| ≥ ak}| qp dt
t
=
∑
k∈Z
|{x : |f(x)| ≥ ak}| qp (a(k+1)q − akq)
= (aq − 1)
∑
k∈Z
akq|{x : |f(x)| ≥ ak}| qp .
Por otro lado tenemos
‖f‖qp,q ≥ q
∑
k∈Z
∫ ak+1
ak
tq|{x : |f(x)| ≥ ak+1}| qp dt
t
=
∑
k∈Z
|{x : |f(x)| ≥ ak+1}| qp (a(k+1)q − akq)
= (1− a−q)
∑
k∈Z
|{x : |f(x)| ≥ ak+1}| qpa(k+1)q
= (1− a−q)
∑
k∈Z
|{x : |f(x)| ≥ ak}| qpakq
(ii) Sean
I =
∑
k∈Z
akq|{x : |f(x)| ≥ ak}| qp
II =
∑
k∈Z
akq|{x : ak ≤ |f(x)| < a(k+1)}| qp .
Esta´ claro que II ≤ I. Para probar la desigualdad contraria, escribimos
{x : |f(x)| ≥ ak} = {x : ak ≤ |f(x)| < ak+1} ∪ {x : |f(x)| ≥ ak+1}
donde la unio´n en el miembro derecho es disjunta (c.t.p) y por lo tanto tenemos
|{x : |f(x)| ≥ ak}| pq = (|{x : ak ≤ |f(x)| < ak+1}|+ |{x : |f(x)| ≥ ak+1}|) qp .
Ahora usamos la siguiente desigualdad: para cualquier r > 0 y c, d ≥ 0 se cumple
(c+ d)r ≤ C(r)(cr + dr),
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con C(r) = ma´x{1, 2r−1}, y obtenemos
I ≤
∑
k∈Z
akqC(
q
p
)|{x : ak ≤ |f(x)| < ak+1}| qp
+
∑
k∈Z
akqC(
q
p
)|{x : |f(x)| ≥ ak+1}| qp
= C(
q
p
)II + a−qC(
q
p
)I.
As´ı, [1 − a−qC( q
p
)]I ≤ C( q
p
)II siempre que 1 − a−qC( q
p
) > 0. Por eso debemos elegir
a de manera que si q ≤ p, 1 − a−q > 0, lo cual es cierto para todo a > 1, y si q >
p, 1− a−q2 qp−1 > 0 ⇐⇒ aq > 2 qp−1 ⇐⇒ a > 2 1p− 1q .
Para 1 < p < ∞, 1 ≤ q < ∞ el siguiente resultado de P. Soardi ([69]) prueba que
los sistemas de ond´ıculas con regularidad R0,M , M > d {ψlQ : Q ∈ D, l = 1, 2, . . . , L}
constituyen bases incondicionales para los espacios Lp,q(Rd), y que la norma en estos
espacios se puede caracterizar por coeficientes de ond´ıculas.
Proposicio´n 4.7.8. ([69], Proposicio´n 1) Sea 1 < p < ∞, 1 ≤ q < ∞ y {ψl : l =
1, 2, . . . , L} un sistema de ond´ıculas con regularidad R0,M , M > d. Entonces, cualquier
funcio´n f ∈ Lp,q(Rd) se puede escribir de la forma
f =
L∑
l=1
∑
Q∈D
〈f, ψlQ〉ψlQ (4.120)
con la convergencia incondicional en Lp,q(Rd) y adema´s,
‖f‖p,q ≈ ‖Sψ(f)‖p,q, (4.121)
donde
Sψ(f)(x) =
( L∑
l=1
∑
Q∈D
|〈f, ψQ〉|2χQ(x)|Q|−1
) 1
2
. (4.122)
Este resultado es va´lido para la ond´ıcula de Haar.
La idea de la demostracio´n es la siguiente. Dado 1 < p < ∞ elegir 1 < p0 < p <
p1 <∞ y θ tales que 1p = 1−θp0 + θp1 . De la caracterizacio´n de la norma en los espacios de
Lebesgue Lp(Rd) (1.62) tenemos
Sψ(f), S
−1
ψ (f) : L
pj −→ Lpj , j = 0, 1.
Aplicando el Teorema de Marcinkiewicz ([3], Teorema 4.3), tenemos
Sψ(f), S
−1
ψ (f) : L
p,q −→ Lp,q.
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Nota 4.7.9. Para simplificar las demostraciones en el sistema de ond´ıculas {ψl : l =
1, 2, . . . , L} consideraremos el caso L = 1. Nuestros Teoremas siguira´n siendo va´lidos
para cualquier L > 1, ya que la suma finita que aparece en la definicio´n de la funcio´n
quadra´tica Sψ(f) (4.122) solo cambia las estimaciones con constantes finitas.
4.7.2. Funciones de democracia
En esta seccio´n se calcula (salvo constantes multiplicativas) las funciones de demo-
cracia por la derecha y por la izquierda de bases de ond´ıculas de regularidadR0,M , M > d
en los espacios Lp,q(Rd) en te´rminos de los exponentes p y q.
La equivalencia (4.121) permite estudiar las funciones de democracia de los espacios
de Lorentz estudiando las funciones de democracia de sus correspondientes espacios de
sucesiones.
Dados 0 < p <∞ y 0 < q <∞ sea sLp,q el espacio de todas las sucesiones s = {sQ :
Q ∈ D} tales que
‖s‖sLp,q =
∥∥∥(∑
Q∈D
|sQ|2χQ(·)|Q|−1
) 1
2
∥∥∥
Lp,q(Rd)
<∞ (4.123)
El espacio sLp,q es un espacio cuasi-normado. Por la proposicio´n 4.7.8 cuando 1 <
p <∞, 1 ≤ q <∞ y {ψQ : Q ∈ D} es una base de ond´ıculas perteneciente a la clase de
regularidad R0,M , M > d,
‖f‖Lp,q(Rd) ≈ ‖{〈f, ψQ〉 : Q ∈ D}‖sLp,q
y los espacios Lp,q(Rd) y sLp,q son isomorfos mediante la aplicacio´n f 7−→ {〈f, ψQ〉}Q∈D.
Con esta aplicacio´n el elemento ψQ′ ∈ Lp,q(Rd) se transforma en
eQ′ =

1, si Q′ = Q,
0, si Q′ 6= Q.
Llamaremos Bc a la base {eQ}Q∈D en sLp,q.
Proposicio´n 4.7.10. Para 0 < p <∞, 0 < q <∞ se tiene
mı´n{N 1p , N 1q } .
∥∥∥∑
Q∈Γ
eQ
‖eQ‖sLp,q
∥∥∥
sLp,q
, ∀ Γ ⊂ D con |Γ| = N.
Por lo tanto,
mı´n{N 1p , N 1q } . hl(N ;Bc, sLp,q) .
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Demostracio´n. Para un elemento de la base Bc, por (4.123) y (4.119) tenemos
‖eQ‖sLp,q = |Q|− 12 |Q|
1
p . (4.124)
Sea Γ un subconjunto deD de cardinalN. Usando la inclusio´n `2(Γ) ↪→ `∞(Γ), obtenemos
∥∥∥∑
Q∈Γ
eQ
‖eQ‖sLp,q
∥∥∥
sLp,q
=
∥∥∥∑
Q∈Γ
|Q| 12− 1peQ
∥∥∥
sLp,q
=
∥∥∥(∑
Q∈Γ
|Q|1− 2pχQ(·)|Q|−1
) 1
2
∥∥∥
p,q
& ‖ sup
Q∈Γ
|Q|− 1pχQ(·)‖p,q . (4.125)
Sea F (x) = supQ∈Γ |Q|−
1
pχQ(x). Usando la parte (i) de la Proposicio´n 4.7.7 con a = 2
d
p ,
tenemos
‖F‖qp,q ≈
∑
j∈Z
2
jqd
p |{x : F (x) ≥ 2 jdp }| qp . (4.126)
Tomamos Γ =
⋃J
j=1 Γj donde Γj = {Q ∈ Γ : |Q| = 2−dkj} con k1 > k2 > . . . > kJ .
Tenemos
∑J
j=1 |Γj| = |Γ| = N. Puesto que el conjunto {x : F (x) ≥ 2
kjd
p } contiene la
unio´n disjunta
⋃
Q∈Γj Q, entonces de (4.126) y del Lema 4.3.6 deducimos
‖F‖qp,q &
J∑
j=1
2
kjqd
p
∣∣∣ ⋃
Q∈Γj
Q
∣∣∣ qp = J∑
j=1
2
kjqd
p
( ∑
Q∈Γj
|Q|
) q
p
=
J∑
j=1
|Γj|
q
p & mı´n{N,N qp}. (4.127)
Entonces, ∥∥∥∑
Q∈Γ
eQ
‖eQ‖sLp,q
∥∥∥
sLp,q
& mı´n{N 1p , N 1q } = N 1ma´x(p,q) , (4.128)
lo que prueba el resultado.
En la demostracio´n de la siguiente Proposicio´n necesitamos usar el caso 0 < p <
∞, r = 2 y w = 1 del Lema 4.4.7, es decir, si Γ ⊂ D(∑
Q∈Γ
|Q|− 2pχQ(x)
) 1
2 ≈ |Qx|−
1
pχQx(x) (4.129)
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donde Qx denota el cubo ma´s pequen˜o en Γ que contiene a x ∈
⋃
Q∈ΓQ.
Para la demostracio´n de la siguiente Proposicio´n necesitamos de los conceptos de
luz y sombra de un cubo en una collecio´n de cubos dia´dicos Γ introducidos en [29] (ver
subseccio´n 4.5.2).
Sea Γmı´n = {Q ∈ Γ : Q = Qx para algu´n x ∈
⋃
Q∈ΓQ} el conjunto de los cubos
minimales en Γ, es decir
Γmı´n =
{
Qx : x ∈
⋃
Q∈Γ
Q
}
.
Por (4.129) se tiene (ver (4.93) con w = 1)(∑
Q∈Γ
|Q|− 2pχQ(x)
) 1
2 ≈
( ∑
Q∈Γmı´n
|Q|− 2pχQ(x)
) 1
2
.
Por lo tanto, solo los cubos de Γmı´n sera´n relevantes para nuestros propo´sitos.
Usando los conceptos de sombra y luz dados en la subseccio´n 4.5.2 recordamos que⋃
Q∈Γ
Q =
⋃
Q∈Γmı´n
Light(Q),
donde los conjuntos en la u´ltima unio´n de la igualdad anterior son disjuntos dos a dos.
Por eso, debido a (4.129) tenemos (ver 4.94)
(∑
Q∈Γ
|Q|− 2pχQ(x)
) 1
2 ≈
∑
Q∈Γmı´n
|Q|− 1pχLight(Q)(x), (4.130)
donde la suma en el miembro derecho contiene como ma´ximo un te´rmino distinto de cero
para cada x ∈ Rd.
Proposicio´n 4.7.11. Para 0 < p <∞ y 0 < q <∞, tenemos∥∥∥∑
Q∈Γ
eQ
‖eQ‖sLp,q
∥∥∥
sLp,q
. ma´x{N 1p , N 1q }, ∀ Γ ⊂ D con |Γ| = N.
En particular hr(N ;Bc, sLp,q) . ma´x{N
1
p , N
1
q }.
Demostracio´n. De (4.130) deducimos,
∥∥∥∑
Q∈Γ
eQ
‖eQ‖sLp,q
∥∥∥
sLp,q
≈
∥∥∥ ∑
Q∈Γmı´n
|Q|− 1pχLight(Q)
∥∥∥
Lp,q
. (4.131)
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Tomamos Γmı´n =
⋃J
j=1 Γj donde Γj = {Q ∈ Γmı´n : |Q| = 2−kjd}, con k1 > k2 > . . . > kJ .
Entonces tenemos
∑J
j=1 |Γj| = |Γmı´n|. De la Proposicio´n 4.7.7 parte ii) con a = 2
d
p y el
Lema 4.3.6, obtenemos
∥∥∥∑
Q∈Γ
eQ
‖eQ‖sLp,q
∥∥∥
sLp,q
≈
∥∥∥ ∑
Q∈Γmı´n
|Q|− 1pχLight(Q)
∥∥∥
Lp,q
≈
(∑
k∈Z
2
kqd
p |{x : 2 kdp ≤
∑
Q∈Γmı´n
|Q|− 1pχLight(Q)(x) < 2
(k+1)
p }| qp
) 1
q
=
( J∑
j=1
2
kjqd
p
∣∣∣ ⋃
Q∈Γj
Light(Q)
∣∣∣ qp) 1q ≤ ( J∑
j=1
2
kjqd
p
( ∑
Q∈Γj
2−kjd
) q
p
) 1
q
=
( J∑
j=1
|Γj|
q
p
) 1
q ≤ ma´x{|Γmı´n|
1
q , |Γmı´n|
1
p}
≤ ma´x{|Γ| 1q , |Γ| 1p} = ma´x{N 1q , N 1p} = N 1mı´n(p,q) . (4.132)
Esto concluye la demostracio´n de la Proposicio´n.
El resultado siguiente muestra que las acotaciones dadas en las Proposiciones 4.7.10
y 4.7.11 son o´ptimas (salvo constantes).
Lema 4.7.12. Sean 0 < p <∞ y 0 < q <∞.
i) Sea Γ1 una coleccio´n de N cubos dia´dicos disjuntos de igual taman˜o. Se tiene∥∥∥ ∑
Q∈Γ1
eQ
‖eQ‖sLp,q
∥∥∥
sLp,q
≈ N 1p .
ii) Sea Γ2 = {Q1, . . . , QN} una coleccio´n de N cubos dia´dicos disjuntos de taman˜o
|Qj| = 2−jd, j = 1, 2, . . . , N. Entonces∥∥∥ ∑
Q∈Γ2
eQ
‖eQ‖sLp,q
∥∥∥
sLp,q
≈ N 1q .
Demostracio´n. i) Si Γ1 = {Q1, Q2, . . . , QN} ⊂ D es un conjunto de N cubos dia´dicos
disjuntos con la misma medida fija |Q|, entonces tenemos
∥∥∥ ∑
Q∈Γ1
eQ
‖eQ‖sLp,q
∥∥∥
sLp,q
=
∥∥∥( ∑
Q∈Γ1
|Q|− 2pχQ
) 1
2
∥∥∥
p,q
= |Q|− 1p
∥∥∥χ⋃
Q∈Γ1
Q
∥∥∥
p,q
= |Q|− 1p
∣∣∣ ⋃
Q∈Γ1
Q
∣∣∣ 1p = N 1p . (4.133)
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ii) Si Γ2 = {Q1, Q2 . . . , QN} ⊂ D es un conjunto de N cubos dia´dicos disjuntos de
taman˜o |Qj| = 2−jd, j = 1, 2, . . . , N, tenemos
∥∥∥ ∑
Q∈Γ2
eQ
‖eQ‖p,q
∥∥∥
sLp,q
=
∥∥∥ N∑
j=1
|Qj|−
1
pχQj
∥∥∥
p,q
=
∥∥∥ N∑
j=1
2
jd
p χQj
∥∥∥
p,q
. (4.134)
Usando la caracterizacio´n discreta de los espacios Lp,q(Rd) dada en la Proposicio´n 4.7.7
ii), con a = 2
d
p tenemos
∥∥∥ ∑
Q∈Γ2
eQ
‖eQ‖sLp,q
∥∥∥
sLp,q
=
(∑
k∈Z
2
kqd
p |{x : 2 kdp ≤
N∑
j=1
2
jd
p χQ(x) < 2
(k+1)d
p }| qp
) 1
q
=
( N∑
j=1
2
jqd
p |Qj|
q
p
) 1
q
= N
1
q . (4.135)
Combinando las Proposiciones 4.7.10, 4.7.11 y el Lema 4.7.12 se obtiene:
Teorema 4.7.13. Para 0 < p <∞ y 0 < q <∞, tenemos
hl(N ;Bc, sLp,q) ≈ mı´n{N
1
q , N
1
p} y hr(N ;Bc, sLp,q) ≈ ma´x{N
1
p , N
1
q }
Con el isomorfismo mencionado al comienzo de esta seccio´n entre sLp,q y Lp,q(Rd),
el esquema de la transferencia abstracta disen˜ada en la seccio´n 6.2 de [27] nos permite
enunciar el teorema anterior de la siguiente forma, teniendo en cuenta la Proposicio´n
4.7.8:
Teorema 4.7.14. Para 1 < p <∞ y 1 ≤ q <∞, seaW = {ψlQ : Q ∈ D, l = 1, 2, . . . , L}
una base de ond´ıculas perteneciente a la clase de regularidad R0,M con M > d. Entonces
hl(N ;W , Lp,q(Rd)) ≈ N
1
ma´x(p,q) y hr(N ;W , Lp,q(Rd)) ≈ N
1
mı´n(p,q) .
4.7.3. Aplicaciones
Usando el Teorema 4.7.13 y aplicando el Teorema 3.6.1 se obtienen las siguientes
inclusiones para las clases avariciosas y los espacios de aproximacio´n de espacios sLp,q.
Corolario 4.7.15. Sean 0 < p, q <∞. Para todo α > 0 y 0 < r ≤ ∞
`τ
−,r(Bc, sLp,q) ↪→ G αr (Bc, sLp,q) ↪→ Aαr (Bc, sLp,q) ↪→ `τ
+,r(Bc, sLp,q)
donde 1
τ− = α +
1
mı´n(p,q)
y 1
τ+
= α+ 1
ma´x(p,q)
.
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Nota 4.7.16. De los Corolarios 3.4.9 y 3.5.4 se deduce que las inclusiones en el Coro-
lario anterior son las mejores posibles en la escala de los espacios de Lorentz discretos
`τ,r(Bc, sLp,q) (observar que en este caso, ambas funciones hr y hl son funciones deW+).
Para valores particulares de los para´metros, los espacios de Lorentz discretos que
aparecen en el Corolario anterior pueden identificarse con espacios de sucesiones de Besov,
como se muestra en el siguiente Lema.
Lema 4.7.17. Sean 0 < p, q <∞ y α > 0. Sea τ definido por 1
τ
= α
d
+ 1
p
. Se tiene
`τ,τ (Bc, sLp,q) = sB˙ατ,τ .
Demostracio´n. El resultado se sigue de la siguiente cadena de igualdades en donde hemos
usado ‖eQ‖sLp,q = |Q|− 12 |Q|
1
p (ver (4.124)):
‖s‖`τ,τ (Bc,sLp,q) =
(∑
Q∈D
‖sQeQ‖τsLp,q
) 1
τ
=
(∑
Q∈D
|sQ|τ‖eQ‖τsLp,q
) 1
τ
=
(∑
Q∈D
(|sQ||Q|− 12 |Q|
1
p )τ
) 1
τ
=
(∑
Q∈D
(|sQ||Q|−αd− 12+ 1τ )τ
) 1
τ
= ‖s‖sB˙ατ,τ .
Tomar τ0 < τ
− en el Corolario 4.7.15. Como `τ0,r0 ↪→ `τ−,r para todo 0 < r0, r ≤ ∞
se deducen las inclusiones
`τ0,r0(Bc, sLp,q) ↪→ G αr (Bc, sLp,q) ↪→ Aαr (Bc, sLp,q). (4.136)
De manera similar, si τ1 > τ
+ y 0 < r, r1 ≤ ∞ se tiene
G αr (Bc, sLp,q) ↪→ Aαr (Bc, sLp,q) ↪→ `τ1,r1(Bc, sLp,q). (4.137)
Combinando estos resultados con el Lema 4.7.17 se obtienen inclusiones entre las clases
avariciosas y los espacios de aproximacio´n y los espacios de Besov de sucesiones.
Corolario 4.7.18. Sean 0 < p, q <∞, 0 < r ≤ ∞ y α > 0. Para 0 < α1 < α < α0 <∞,
1
τ0
= α0
d
+ 1
mı´n(p,q)
y 1
τ1
= α1
d
+ 1
ma´x(p,q)
se tiene
sB˙α0τ0,τ0 ↪→ G
α
d
r (Bc, sLp,q) ↪→ A
α
d
r (Bc, sLp,q) ↪→ sB˙α1τ1,τ1 .
Demostracio´n. Como 1
τ0
> α
d
+ 1
mı´n(p,q)
y 1
τ1
< α
d
+ 1
ma´x(p,q)
, basta tomar r0 = τ0 y r1 = τ1
en (4.136) y (4.137) y aplicar el Lema 4.7.17.
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El algoritmo abstracto de transferencia disen˜ado en la seccio´n 6.2 de [27] permite
traducir el Corolario 4.7.18 en te´rminos de espacios de Besov B˙ατ,τ cuando exista una
caracterizacio´n de estos espacios con bases de ond´ıculas (ver (4.3)).
Corolario 4.7.19. Sean 1 < p <∞, 1 ≤ q <∞ 0 < r ≤ ∞. Para 0 < α1 < α < α0 <
∞ tal que 1
τ0
= α0
d
+ 1
mı´n(p,q)
y 1
τ1
= α1
d
+ 1
ma´x(p,q)
se tiene,
B˙α0τ0,τ0 ↪→ G
α
d
r (W , Lp,q(Rd)) ↪→ A
α
d
r (W , Lp,q(Rd)) ↪→ B˙α1τ1,τ1
para cualquier base de ond´ıculas W de la clase Rr,M (ver Definicio´n 4.1.2) con r > α0
y M > d+ α0.
4.8. Espacios Λq(w)
4.8.1. Definiciones y resultados preliminares
Sea w una funcio´n definida en R+ = (0,∞) positiva en casi todo punto y localmente
integrable en R+. Supondremos que
∫∞
0
w(x)dx = ∞ y diremos que w es un peso en
(0,∞). Para 0 < q <∞ definimos el funcional ‖ · ‖Λq(w) :M(Rd)→ [0,∞] como
‖f‖Λq(w) =
(∫ ∞
0
(f ∗(t))qw(t)dt
) 1
q
, f ∈M(Rd) (4.138)
donde f ∗ es el reordenamiento no creciente de f : Rd → C con la medida de Lebesgue
(ver Definicio´n 4.7.2). El espacio de Lorentz Λq(w) es la clase
Λq(w) = {f ∈M(Rd) : ‖f‖Λq(w) <∞}. (4.139)
Asociado con w definimos
W (r) =
∫ r
0
w(s)ds <∞, 0 < r <∞. (4.140)
Ejemplo 4.8.1. Cuando w(t) =
(
q
p
)
t
q
p
−1, con 0 < p, q <∞, se tiene Λq(w) = Lp,q(Rd)
y W (r) = r
q
p , r > 0.
Ejemplo 4.8.2. Cuando w(t) = t
q
p
−1 log(e + t)βq, 0 < p, q < ∞, β ∈ R, se tiene que
Λq(w) es el espacio de Lorentz-Zygmund Lp,q(logL)β (ver [54]).
Proposicio´n 4.8.3. (ver [10], Proposicio´n 2.2.5) Si 0 < q <∞ y f medible en Rd
‖f‖Λq(w) =
(∫ ∞
0
qtq−1W (λf (t))dt
) 1
q
,
donde λf (t) = |{x ∈ Rd : |f(x)| > t}| es la funcio´n de distribucio´n de f (ver Definicio´n
4.7.1).
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Lema 4.8.4. (ver [10], Lema 2.2.10) Si 0 < q < ∞, los espacios Λq(w) son cuasi-
normados si y so´lo si existe C > 0 tal que
0 < W (|A ∪B|) ≤ C[W (|A|) +W (|B|)] (4.141)
para cada par de conjuntos medibles A,B ⊂ Rd, |A ∪B| > 0.
Escribimos W ∈ ∆2 si W satisface (4.141), de manera que el Lema 4.8.4 prueba que
Λq(w) es cuasi-normado si y so´lo si W ∈ ∆2.
Proposicio´n 4.8.5. (ver [10], lema 2.2.12) Las siguientes condiciones son equivalentes
i) W ∈ ∆2 ii)W (2t) ≤ CW (t), t > 0 iii)W (t+ s) ≤ C[W (s) +W (t)], t, s > 0.
La constante ma´s pequen˜a que puede ponerse en iii) de la Proposicio´n 4.8.5 se es-
cribira´ como DW e.d.
DW = sup
s,t>0
W (s+ t)
W (s) +W (t)
. (4.142)
Sea E ⊂ Rd medible. Por la Proposicio´n 4.8.3 se tiene
‖χE‖Λq(w) =
(∫ ∞
0
qtq−1W (λχE(t))dt
) 1
q
=
(∫ 1
0
qtq−1W (|E|)dt
) 1
q
= W (|E|) 1q . (4.143)
En particular, Λq(w) es un espacio invariante por reordenamiento con la funcio´n funda-
mental W (t)
1
q .
Para obtener las funciones de democracia de bases de ond´ıculas en los espacios Λq(w)
necesitamos usar las funciones de dilatacio´n de W. En general, si Ψ(t) es una funcio´n
finita en casi todo punto definida en (0,∞) las funciones de dilatacio´n de Ψ son
h+Ψ(t) = sup
0<s<∞
Ψ(st)
Ψ(s)
, 0 < t <∞ (4.144)
y
h−Ψ(t) = ı´nf0<s<∞
Ψ(st)
Ψ(s)
, 0 < t <∞. (4.145)
Observe que
h−Ψ(t) = ı´nf0<τ<∞
Ψ(τ)
Ψ(τ/t)
=
[
sup
0<τ<∞
Ψ(t−1τ)
Ψ(τ)
]−1
= [h+Ψ(1/t)]
−1. (4.146)
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Se tiene que
h+Ψ(t1t2) = sup
0<s<∞
Ψ(st1t2)
Ψ(s)
≤ sup
0<s<∞
Ψ(t1t2s)
Ψ(t2s)
sup
0<s<∞
Ψ(t2s)
Ψ(s)
≤ h+Ψ(t1)h+Ψ(t2)
que es la relacio´n de submultiplicatividad. Si h+Ψ(t) es finita en casi todo punto los
nu´meros
iΨ = l´ım
t→0
log h+Ψ(t)
log t
= sup
0<t<1
log h+Ψ(t)
log t
(4.147)
y
IΨ = l´ım
t→∞
log h+Ψ(t)
log t
= ı´nf
1<t<∞
log h+Ψ(t)
log t
, (4.148)
que se llaman exponentes de dilatacio´n inferior y superior respectivamente, satis-
facen
−∞ < iΨ ≤ IΨ <∞. (4.149)
Del teorema 1.3 de S.G. Kre˘in Ju. I.Petunin y E.M. Semenov ([44], pg. 53) se deduce
que
h+Ψ(t) ≥ tIΨ para t > 1 y h+Ψ(t) ≥ tiΨ para t < 1 (4.150)
y para todo ² > 0 se tiene
h+Ψ(t) ≤ tIΨ+² para t grande (4.151)
y
h+Ψ(t) ≤ tiΨ−² para t pequen˜o (cercano a cero). (4.152)
De hecho, (4.149), (4.150) y (4.151) se deducen de (4.147) y (4.148).
Si Ψ es creciente, h+Ψ(t) ≤ 1 si t < 1 y de (4.144) se deduce que
0 ≤ iΨ ≤ IΨ <∞. (4.153)
Para las funciones W (t) =
∫ t
0
w(s)ds <∞, 0 < t <∞, definidas en (4.140) usaremos el
siguiente resultado
Lema 4.8.6. (ver lema 1.4 en [44], pg. 56) Si Ψ(t) es positiva en (0,∞) tal que h+Ψ(t0) <
1 para algu´n t0 < 1 y h
+
Ψ(t) acotada en [1, a] para algu´n a > 1. Entonces,∫ t
0
Ψ(s)
s
dt ≈ Ψ(t).
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Calculamos a continuacio´n las funciones W (t) =
∫ t
0
w(s)ds y sus funciones de dila-
tacio´n para las funciones w(s) dadas en los ejemplos 4.8.1 y 4.8.2 de esta seccio´n.
Ejemplo 4.8.7. Cuando w(t) = tα−1 con α > 0, W (t) = 1
α
tα, t > 0 y h+W (t) = t
α =
h−W (t) por lo que iW = IW = α.
Para los espacios de Lorentz-Zygmund del ejemplo 4.8.2 comenzamos con el siguiente
resultado
Proposicio´n 4.8.8. a) Si Ψ(t) = tα(log(e+ t))γ, α > 0, γ > 0 tenemos
h+Ψ(t) ≈

tα, si 0 < t ≤ 1,
tα(log(e+ t))γ, si t > 1
y
h−Ψ(t) ≈

tα/(log(e+ 1
t
))γ, si 0 < t ≤ 1
tα, si t > 1.
b) Si Ψ(t) = tα(log(e+ t))γ, α > 0, γ < 0 tenemos
h+Ψ(t) ≈

tα/(log(e+ 1
t
))γ, si 0 < t ≤ 1,
tα, si t > 1,
y
h−Ψ(t) ≈

tα, si 0 < t ≤ 1,
tα(log(e+ t))γ, si t > 1.
Demostracio´n. a) En la demostracio´n usaremos la equivalencia
log(e+ t) ≈ 1 + log+ t, t > 0. (4.154)
De (4.154), Ψ(t) ≈ tα(1 + log+ t)γ. Entonces, si 0 < t ≤ 1
Ψ(st)
Ψ(s)
≈

tα, si 0 < s ≤ 1,
tα/(log(es))γ, si 1 < s ≤ 1
t
,
tα
(
log(est)
log(es)
)γ
, si 1
t
< s <∞,
cuya gra´fica es
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s
tα/(log( e
t
))γ
tα
0 1 1/t
De esta gra´fica se deduce que h+Ψ(t) ≈ tα si 0 < t ≤ 1.
Si 1 < t <∞
Ψ(st)
Ψ(s)
≈

tα, si 0 < s ≤ 1
t
,
tα(log(est))γ, si 1
t
< s ≤ 1,
tα
(
log(est)
log(es)
)γ
, si s > 1
cuya gra´fica es
s
tα
tα(log(et))γ
0 1/t 1
De esta figura se deduce que h+Ψ(t) ≈ tα(log(e+ t))γ si t > 1. El resultado para h−Ψ(t)
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se deduce tambie´n de las dos gra´ficas anteriores o de la ecuacio´n (4.146).
b) Por (4.154), Ψ(t) ≈ tα(1 + log+ t)γ. Entonces, si 0 < t ≤ 1
Ψ(st)
Ψ(s)
≈

tα, si 0 < s ≤ 1,
tα/(log(es))γ, si 1 < s ≤ 1
t
,
tα
(
log(est)
log(es)
)γ
, si s > 1
t
,
cuya gra´fica es (recordar que γ < 0)
s
tα
tα/(log( e
t
))γ
0 1 1/t
De esta figura se deduce que
h+Ψ(t) ≈ tα/(log(e/t))γ = tα/(1 + log+ 1/t)γ ≈ tα/(log(e+
1
t
))γ si 0 < t ≤ 1.
Si 1 < t <∞
Ψ(st)
Ψ(s)
≈

tα, si 0 < s ≤ 1
t
,
tα(log(est))γ, si 1
t
< t ≤ 1,
tα
(
log(est)
log(es)
)γ
, si s > 1,
cuya gra´fica es
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s
tα(log(et))γ
tα
0 1/t 1
De esta figura se deduce que h+Ψ(t) ≈ tα si t > 1. El resultado para h−Ψ(t) se deduce
tambie´n de las dos gra´ficas anteriores o de la ecuacio´n (4.154).
Ejemplo 4.8.9. Si w(t) = tα−1(log(e+ t))γ con α > 0, γ > 0, tomar Ψ(t) = tw(t) con
lo que W (t) =
∫ t
0
w(s)ds =
∫ t
0
Ψ(s)
s
ds. Como h+Ψ satisface las hipo´tesis del Lema 4.8.6
con t0 = 2 y a = 2 (por ejemplo) se deduce que
W (t) ≈ Ψ(t) = tα(log(e+ t))γ
y la Proposicio´n 4.8.8 (parte a)) nos da las funciones de dilatacio´n h+W y h
−
W de W que
son las mismas, salvo equivalencias, que las de Ψ. Por tanto,
iW = α = IW .
Ejemplo 4.8.10. Si w(t) = tα−1(log(e + t))γ con α > 0, γ < 0, proceder como en el
ejemplo 4.8.9 para deducir que
W (t) ≈ Ψ(t) = tα(log(e+ t))γ
y, por tanto, la parte b) de la Proposicio´n 4.8.8 nos da las funciones de dilatacio´n h+W y
h−W . De aqu´ı se deduce
iW = α = IW .
Necesitamos, al igual que en la Proposicio´n 4.7.7 para los espacios de Lorentz, ex-
presiones discretas equivalentes para la cuasi-norma en Λq(w). Recordar que siempre
asumimos que W ∈ ∆2.
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Sea A la coleccio´n de todas las sucesiones de nu´meros reales positivos a = {ak}∞k=−∞
tal que
i) l´ım
k→∞
ak =∞ ii) l´ım
k→−∞
ak = 0
iii) m = ı´nf
k
ak+1
ak
> 1 y M = sup
k
ak+1
ak
<∞
Proposicio´n 4.8.11. Sean 0 < q < ∞, w un peso en (0,∞) y a = {ak}∞k=−∞ ∈ A. Se
tiene
‖f‖Λq(w) ≈
[∑
k∈Z
aqkW (λf (ak))
] 1
q
donde λf (ak) = |{x ∈ Rd : |f(x)| > ak}|.
Demostracio´n. Discretizando la integral de la Proposicio´n 4.8.3 y usando que W es
creciente se obtiene
‖f‖qΛq(w) =
∑
k∈Z
∫ ak+1
ak
qtqW (λf (t))
dt
t
≤ q
∑
k∈Z
(∫ ak+1
ak
tq
dt
t
)
W (λf (ak))
=
∑
k∈Z
(aqk+1 − aqk)W (λf (ak)) ≤ (M q − 1)
∑
k∈Z
aqkW (λf (ak)).
La desigualdad contraria se prueba de manera similar:
‖f‖qΛq(w) ≥ q
∑
k∈Z
(∫ ak+1
ak
tq
dt
t
)
W (λf (ak+1)) =
∑
k∈Z
(aqk+1 − aqk)W (λf (ak+1))
≥ (1− 1
mq
)
∑
k∈Z
aqk+1W (λf (ak+1)).
Para 0 < q < ∞ y W ∈ ∆2, sea Aq,W el conjunto de todas las sucesiones a =
{ak}∞k=−∞ ∈ A tales que mq > DW donde m aparece en la definicio´n de A y DW es como
en (4.142).
Proposicio´n 4.8.12. Sean 0 < q < ∞, w un peso en (0,∞) y a = {ak}∞k=−∞ ∈ Aq,W
con W (t) =
∫ t
0
w(s)ds ∈ ∆2. Si f ∈ Λq(w) se tiene
‖f‖Λq(w) ≈
[∑
k∈Z
aqkW (λf (ak : ak+1))
] 1
q
donde
λf (ak : ak+1) = |{x ∈ Rd : ak < |f(x)| ≤ ak+1}|.
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Demostracio´n. Como λf (ak) = λf (ak : ak+1)+λf (ak+1) yW ∈ ∆2, de (4.142) deducimos
W (λf (ak)) ≤ DW [W (λf (ak : ak+1)) +W (λf (ak+1))]. (4.155)
Sean
I =
[∑
k∈Z
aqkW (λf (ak))
] 1
q
y
II =
[∑
k∈Z
aqkW (λf (ak : ak+1))
] 1
q
.
Es claro que II ≤ I. Por otro lado, usando (4.155) obtenemos
Iq ≤ DW IIq +DW
∑
k∈Z
aqkW (λf (ak+1))
= DW II
q +DW
∑
k∈Z
( ak
ak+1
)q
aqk+1W (λf (ak+1))
≤ DW IIq +DW 1
mq
Iq.
Puesto que a = {ak}k∈Z ∈ Aq,W se tiene DW/mq < 1 y por lo tanto (1−DW 1mq ) > 0 y
se deduce la desigualdad (
1− DW
mq
)
Iq ≤ DW IIq.
Por tanto, II ≈ I y el resultado deseado se deduce de la Proposicio´n 4.8.11.
A continuacio´n mostraremos resultados sobre caracterizacio´n de espacios Λq(w) usan-
do bases de ond´ıculas. Usaremos un resultado de P. Soardi ([69]) sobre bases de ond´ıculas
en espacios de Banach invariantes por reordenamiento. Los espacios Λq(w) son, por defini-
cio´n, invariantes por reordenamiento y son cuasi-normados suponiendo W ∈ ∆2, pero no
siempre son normables. Una condicio´n necesaria y suficiente cuando 1 ≤ q < ∞ es que
w ∈ Bq,∞.
Definicio´n 4.8.13. (Ver Teorema 1.3.3 en [10]) Si 1 < q <∞ y w es un peso en (0,∞),
escribimos w ∈ Bq,∞ si(∫ r
0
(W (t)
t
)1−q′
dt
) 1
q′
W
1
q (r) ≤ Cr, r > 0
donde W (r) =
∫ r
0
w(s)ds.
Definicio´n 4.8.14. (Ver teorema 1.3.3 en [10]) Si w es un peso en (0,∞), w ∈ B1,∞ si
W (r)
r
≤ CW (t)
t
, 0 < t < r.
140 Cap´ıtulo 4. Funciones de democracia para bases de ond´ıculas
Proposicio´n 4.8.15. (Ver teorema 2.5.2 en [10]) Si 1 ≤ q <∞ y w ∈ Bq,∞, el espacio
Λq(w) es normable.
Para poder aplicar el resultado probado por P. Soardi en [69] es necesario tener los
ı´ndices de Boyd de Λq(w), αΛq(w) y βΛq(w) que satisfagan
0 < αΛq(w) ≤ βΛq(w) < 1. (4.156)
Los ı´ndices de Boyd de un espacio cuasi-Banach X formado por funciones definidas en Rd
y que sea invariante por reordenamiento se definen a trave´s del operador de dilatacio´n
στ , τ > 0, dado por
(στf)
∗(s) = f ∗(s/τ), 0 < s <∞
donde f es una funcio´n medible definida en Rd. Si hX(τ) := ‖στ‖ denota la norma del
operador στ en un espacio cuasi-Banach X se definen los ı´ndices de Boyd mediante:
αX = sup
0<τ<1
log hX(τ)
log τ
= l´ım
τ→0
log hX(τ)
log τ
y
βX = ı´nf
1<τ<∞
log hX(τ)
log τ
= l´ım
τ−→∞
log hX(τ)
log τ
.
Para X = Λq(w), 0 < q < ∞, los ı´ndices de Boyd de X pueden calcularse con los
exponentes de dilatacio´n de W. Esto se deducira´ como corolario del siguiente resultado.
Proposicio´n 4.8.16. Para todo peso w ∈W (ver 4.14) y todo 0 < q <∞ se tiene
hΛq(w)(τ) = (h
+
W (τ))
1
q , τ > 0.
Demostracio´n. Tomamos f = χE donde E ⊂ Rd es un conjunto de medida positiva s.
Entonces tenemos,
‖στχE‖Λq(w) ≤ ‖στ‖‖χE‖Λq(w) = ‖στ‖W (s)
1
q . (4.157)
Ahora, puesto que (στ (χE)
∗(s)) = (χE)∗( sτ ) = χ
∗
τE(s), tenemos
‖στχE‖Λq(w) = ‖χτE‖Λq(w) = W (τs)
1
q
y entonces la desigualdad (4.157) prueba que
‖στ‖ ≥ W (τs)
1
q
W (s)
1
q
, ∀ s > 0.
Tomando el supremo sobre todo s > 0 en la desigualdad anterior obtenemos
(h+W (τ))
1
q ≤ ‖στ‖ = hΛq(w), τ > 0. (4.158)
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Para probar la desigualdad contraria, usamos las relaciones siguientes (ver [44], pg. 72):
Si x(t), y(t) ≥ 0 son dos funciones reales tales que∫ r
0
x(t)dt ≤
∫ r
0
y(t)dt, ∀ r > 0, (4.159)
entonces, ∫ ∞
0
f(t)x(t)dt ≤
∫ ∞
0
f(t)x(t)dt, (4.160)
para toda f(t) ≥ 0 no creciente.
Ahora dada f ∈ Λq(w) tenemos
‖στf‖Λq(w) =
(∫ ∞
0
((στf)
∗(s))qw(s)ds
) 1
q
=
(∫ ∞
0
f ∗(s/τ)qw(s)ds
) 1
q
=
(∫ ∞
0
f ∗(u)qw(τu)τdu
) 1
q
. (4.161)
Sean x(u) = τw(τu) y y(u) = h+W (τ)w(u). Tenemos∫ r
0
x(u)du =
∫ r
0
τw(τu)du =
∫ τr
0
w(s)ds = W (τr) ≤ h+W (τ)W (r)
=
∫ r
0
h+W (τ)w(u)du =
∫ r
0
y(u)du.
Entonces, usando (4.161) y la desigualdad (4.160), obtenemos
‖στf‖Λq(w) ≤
(∫ ∞
0
f ∗(u)q(h+W (τ))w(u)du
) 1
q
= (h+W (τ))
1
q ‖f‖Λq(w).
Esto prueba que
hΛq(w) = ‖στ‖ ≤ (h+W (τ))
1
q . (4.162)
Las desigualdades (4.158) y (4.162) prueban el resultado.
Corolario 4.8.17. Para todo peso w ∈W (ver 4.14) y todo 0 < q <∞
αΛq(w) =
1
q
iW y βΛq(w) =
1
q
IW
donde iW e IW son los exponentes de dilatacio´n de W (t) =
∫ t
0
w(s)ds.
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A la vista de este Corolario, podemos aplicar la Proposicio´n 1 de [69] si 0 < iW ≤
IW < q. Adema´s necesitamos suponer que w ∈ Bq,∞, 1 ≤ q <∞ (ver Definiciones 4.8.13
y 4.8.14) para que los espacios Λq(w) sean de Banach. El siguiente resultado prueba que
iW < q es suficiente para asegurar que w ∈ Bq,∞.
Lema 4.8.18. Si w ∈W y 1 ≤ q <∞ de manera que IW < q se tiene que w ∈ Bq,∞.
Demostracio´n. Comencemos con el caso 1 < q <∞ y escribamos Ψ(t) = W (t)1−q′tq′ de
manera que ∫ r
0
(W (s)
s
)1−q′
ds =
∫ r
0
Ψ(s)
ds
s
.
Tenemos que
h+Ψ(t) = sup
s>0
Ψ(st)
Ψ(s)
= sup
s>0
tq
′
(W (st)
W (s)
)1−q′
= sup
s>0
tq
′
(W (s)
W (st)
) q′
q
=
[
th+W
(1
t
) 1
q
]q′
.
Tomar ² > 0 tal que IW + ² < q. De (4.151) se deduce que existe t0 < 1 tal que
h+W
(
1
t0
)
≤
(
1
t0
)IW+²
<
(
1
t0
)q
. Entonces, h+Ψ(t0) < 1. Por otro lado, para cualquier t > 1,
h+W
(
1
t
)
≤ 1, por lo que h+Ψ(t) ≤ tq
′
. Por tanto, Ψ(t) satisface las hipo´tesis del lema 4.8.6
y concluimos que ∫ r
0
(W (s)
s
)1−q′
ds ≈ W (r)1−q′rq′ .
Por tanto, (∫ r
0
(W (s)
s
)1−q′
ds
) 1
q′
(W (r))
1
q . W (r)−
1
q rW (r)
1
q = r,
lo que prueba que w ∈ Bq,∞, 1 < q <∞.
Para q = 1 escribimos Ψ(t) = t
W (t)
de manera que∫ r
0
1
W (s)
ds =
∫ r
0
s
W (s)
ds
s
=
∫ r
0
Ψ(s)
ds
s
.
Como en el caso anterior Ψ(t) satisface las hipo´tesis del Lema 4.8.6 y por tanto∫ r
0
1
W (s)
ds ≈ r
W (r)
.
Entonces, para 0 < t < r, puesto que W es creciente y positiva
r
W (r)
≈
∫ r
0
1
W (s)
ds ≥
∫ t
0
1
W (s)
ds & 1
W (t)
t
donde se deduce que w ∈ B1,∞.
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El siguiente resultado da una caracterizacio´n de los espacios Λq(w), 1 ≤ q < ∞, en
te´rminos de los coeficientes de bases de ond´ıculas.
Proposicio´n 4.8.19. Sean 1 ≤ q < ∞, w ∈ W (ver 4.14) tal que 0 < iW ≤ IW < q
con W (t) =
∫ t
0
w(s)ds ∈ ∆2. Sea {ψl : l = 1, 2, . . . , L} un sistema de ond´ıculas con
regularidad R0,M , M > d (ver Definicio´n 4.1.2). Entonces, W = {ψlQ : Q ∈ D, l =
1, 2, . . . , L} es una base incondicional de Λq(w) y
‖f‖Λq(w) ≈ ‖Sψ(f)‖Λq(w) (4.163)
donde
Sψ(f)(x) =
( L∑
l=1
∑
Q∈D
|〈f, ψlQ〉|2|Q|−1χQ(x)
) 1
2
. (4.164)
Demostracio´n. Es consecuencia de la Proposicio´n 1 de [69] porque bajo las hipo´tesis que
tenemos 0 < αΛq(w) ≤ βΛq(w) = IWq < 1 y como iW ≤ IW < q los espacios Λq(w) son de
Banach debido al Lema 4.8.18 y la Proposicio´n 4.8.15.
Ejemplo 4.8.20. Para w(t) = q
p
t
q
p
−1, iW = IW =
q
p
y si suponemos 1 < p < ∞, se
cumplen las hipo´tesis de la Proposicio´n anterior, obteniendo la Proposicio´n 4.7.8 como
caso particular de la Proposicio´n 4.8.19
Ejemplo 4.8.21. Sea w(t) = t
q
p
−1(log(e+ t))βq, β ∈ R. Por los ejemplos 4.8.9 y 4.8.10
sabemos que iW = IW =
q
p
. Por tanto, si 1 < p < ∞ y 1 ≤ q < ∞, las bases de
ond´ıculas de regularidad R0,M , con M > d, son bases incondicionales de los espacios
de Lorentz-Zygmund Lp,q(logL)β y se tiene la correspondiente caracterizacio´n como en
(4.163).
Antes de estudiar las funciones de democracia de bases de ond´ıculas en los espacios
Λq(w), daremos un resultado de naturaleza similar al probado en el Lema 4.3.6.
Definicio´n 4.8.22. Sea W ≥ 0 definida en (0,∞) y creciente.
(a) Decimos que W es fuertemente creciente si existe C > 0 tal que
W (t1)
t1
≤ CW (t2)
t2
∀ 0 < t1 ≤ t2 <∞.
(b) Decimos que W es de´bilmente creciente si existe C > 0 tal que
W (t1)
t1
≥ CW (t2)
t2
∀ 0 < t1 ≤ t2 <∞.
Por ejemplo si w es creciente, W es convexa por tanto fuertemente creciente y si w
es decreciente W es co´ncava, por tanto de´bilmente creciente.
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Lema 4.8.23. Sean N1, . . . , NJ , N1 + . . . + NJ = N y W ≥ 0 definida en (0,∞) y
creciente.
(a) Si W es fuertemente creciente
N .
J∑
j=1
h±W (Nj) . h±W (N).
(b) Si W es de´bilmente creciente
h±W (N) .
J∑
j=1
h±W (Nj) . N.
Demostracio´n. (a) Para 0 < τ1 ≤ τ2 <∞ tenemos
h+W (τ1)
τ1
=
1
τ1
sup
t>0
W (τ1t)
W (t)
= sup
t>0
W (τ1t)/τ1t
W (t)/t
≤ C sup
t>0
W (τ2t)/τ2t
W (t)/t
= C
h+W (τ2)
τ2
y ana´logamente
h−W (τ1)
τ1
≤ Ch
−
W (τ2)
τ2
, 0 < τ1 ≤ τ2 <∞.
Por tanto,
J∑
j=1
h±W (Nj) =
J∑
j=1
Nj
h±W (Nj)
Nj
≤ h
±
W (N)
N
J∑
j=1
Nj = Ch
±
W (N).
Por otro lado,
J∑
j=1
h±W (Nj) =
J∑
j=1
Nj
h±W (Nj)
Nj
≥ 1
C
h±W (1)
1
J∑
j=1
Nj = C
′N.
(b) Como en la demostracio´n de (a) se deduce
h±W (τ1)
τ1
≥ Ch
±
W (τ2)
τ2
, 0 < τ1 ≤ τ2 <∞.
Por tanto,
J∑
j=1
h±W (Nj) =
J∑
j=1
Nj
h±W (Nj)
Nj
≤ 1
C
h±W (1)
1
J∑
j=1
Nj = C
′N.
Por otro lado,
J∑
j=1
h±W (Nj) =
J∑
j=1
Nj
h±W (Nj)
Nj
≥ Ch
±
W (N)
N
J∑
j=1
Nj = Ch
±
W (N).
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4.8.2. Funciones de democracia
A la vista de la proposicio´n 4.8.19 que da una caracterizacio´n de Λq(w) usando
coeficientes de bases de ond´ıculas, para estudiar las funciones de democracia de estas
bases consideraremos los correspondientes espacios de sucesiones sΛq(w), para luego
transferir los resultados obtenidos al caso Λq(w).
Definicio´n 4.8.24. Sean 0 < q < ∞ y w ∈ W tal que W (t) = ∫ t
0
w(s)ds ∈ ∆2.
Definimos sΛq(w) como el espacio de todas las sucesiones s = {sQ}Q∈D (D cubos dia´dicos
en Rd) de nu´meros complejos tal que
‖s‖sΛq(w) =
∥∥∥(∑
Q∈D
(|sQ|2χQ(·)|Q|−1
) 1
2
∥∥∥
Λq(w)
<∞. (4.165)
Como en secciones anteriores, basta estudiar el caso L = 1, ya que la suma finita que
aparece en (4.164) solo hace variar las constantes en las estimaciones.
Puesto que W ∈ ∆2 los espacios sΛq(w) son cuasi-Banach. En estos espacios estu-
diamos las funciones de democracia de la base cano´nica Bc = {eQ : Q ∈ D} donde
eQ =

1, si Q = Q′
0, Q 6= Q′

Proposicio´n 4.8.25. Sean 0 < q < ∞ y w ∈ W tal que W (t) = ∫ t
0
w(s)ds ∈ ∆2 con
iW > 0. Sea Γ ⊂ D con |Γ| = N y escribimos
1˜Γ =
∑
Q∈D
eQ
‖eQ‖sΛq(w) .
(a) Si W es fuertemente creciente, ‖1˜Γ‖sΛq(w) & N
1
q
(b) Si W es de´bilmente creciente, ‖1˜Γ‖sΛq(w) & [h−W (N)]
1
q .
Demostracio´n. Para cada elemento eQ de la base Bc tenemos
‖eQ‖sΛq(w) = |Q|− 12‖χQ‖Λq(w) = |Q|− 12W (|Q|)
1
q (4.166)
debido a la Definicio´n 4.8.24 y a la fo´rmula (4.143).
Como iW > 0, de (4.152) se deduce que podemos elegir L0 ∈ N tal que h+W (2−L0d) < 1.
Para l = 0, 1, 2 . . . , L0−1 y j ∈ Z escribimos Γl,j = {Q ∈ Γ : |Q| = 2−d(l+jLo)}, de manera
que Γ =
⋃
l,j Γl,j (unio´n disjunta) y
L0−1∑
l=0
∑
j∈Z
|Γl,j| = |Γ| = N (4.167)
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y todas las sumas en (4.167) son sobre una cantidad finita de ı´ndices. Escribimos Γl =⋃
j Γl,j. Usando (4.166) y la inclusio´n continua `
2(Γl) ↪→ `∞(Γl), l = 0, 1, . . . , L0 − 1
obtenemos
‖1˜Γ‖sΛq(w) =
∥∥∥∑
Q∈D
|Q| 12W (|Q|)− 1q eQ
∥∥∥
sΛq(w)
≈
L0−1∑
l=0
∥∥∥ ∑
Q∈Γl
|Q| 12W (|Q|)− 1q eQ
∥∥∥
sΛq(w)
=
L0−1∑
l=0
∥∥∥(∑
Q∈Γl
W (|Q|)− 2qχQ(·)
) 1
2
∥∥∥
Λq(w)
(4.168)
≥
L0−1∑
l=0
∥∥∥ sup
Q∈Γl
W (|Q|)− 1qχQ(·)
∥∥∥
Λq(w)
. (4.169)
Para l = 0, 1, . . . , L0 − 1 sea Fl = supQ∈Γl W (|Q|)−
1
qχQ(x), que es una funcio´n que
solo toma una cantidad finita de valores. Queremos usar la Proposicio´n 4.8.11, y para
ello hay que elegir la sucesio´n a = {ak}∞k−∞ adecuadamente.
Para cada l = 0, 1, . . . , L0 − 1 tomar alj = [W (2−d(l+jL0))]−
1
q , j ∈ Z. De (4.146) se
tiene
alj+1
alj
=
[ W (2−d(l+jL0))
W (2−d(l+(j+1)L0))
] 1
q
=
[W (2−d(l+(j+1)L0) · 2dL0)
W (2−d(l+(j+1)L0))
] 1
q
≥ [h−W (2dL0)]
1
q = [h+W (2
−dL0)]−
1
q > 1 (4.170)
(ya que hemos elegido L0 de manera h
+
W (2
−dL0) < 1) y por tanto {alj}∞j=−∞ ∈ A ∀ l =
0, 1, . . . , L0− 1 (el resto de las propiedades para pertenecer A son fa´ciles de comprobar).
A partir de (4.169) y por la Proposicio´n 4.8.11 deducimos
‖1˜Γ‖qsΛq(w) & ‖Fl‖qΛq(w) ≈
L0−1∑
l=0
∑
j∈Z
(alj)
qW (λFl(a
l
j))
=
L0−1∑
l=0
∑
j∈Z
[W (2−d(l+jL0))]−1W (|{x ∈ Rd : Fl(x) > [W (2−d(l+jL0))]−
1
q }|).
El conjunto {x ∈ Rd : Fl(x) ≥ [W (2−d(l+jL0))]−
1
q } contiene al conjunto ⋃Q∈Γl,j Q. Por
tanto
‖1˜Γ‖qsΛq(w) &
L0−1∑
l=0
∑
j∈Z
W (|Γl,j|2−d(l+jL0))
W (2−d(l+jL0))
≥
L0−1∑
l=0
∑
j∈Z
Γl,j 6=∅
h−W (|Γl,j|) (4.171)
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Si W es fuertemente creciente, usamos la parte izquierda de (a) del Lema 4.8.23 para
obtener ‖1˜Γ‖sΛq(w) & N
1
q . Si W es de´bilmente creciente, usamos la parte izquierda de (b)
del Lema 4.8.23 para obtener ‖1˜Γ‖sΛq(w) & [h−W (N)]
1
q .
Ahora buscamos acotaciones superiores para ‖1˜Γ‖sΛq(w). Para L ∈ N, procediendo
como al comienzo de la demostracio´n de la Proposicio´n 4.8.25 se tiene (ver (4.168)):
‖1˜Γ‖sΛq(w) ≈
L−1∑
l=0
∥∥∥(∑
Q∈Γl
W (|Q|)− 2qχQ(·)
) 1
2
∥∥∥
Λq(w)
(4.172)
donde Γl es como en la Proposicio´n 4.8.25. Necesitamos linealizar la funcio´n
S(1˜Γ)(x) =
(∑
Q∈Γ
χQ(x)
W (|Q|) 2q
) 1
2
(4.173)
para cualquier Γ ⊂ D finito para usarlo en (4.172). Este trabajo ya se ha hecho en el
Lema 4.5.9. En este Lema tomar w = 1 y ϕ(t) = [W (t)]
1
q . Es claro que
iϕ =
1
q
iW = αΛq(w), Iϕ =
1
q
IW = βΛq(w)
(ver Corolario 4.8.17). Por tanto, si iW > 0 el Lema 4.5.9 nos permite concluir
S(1˜Γ)(x) ≈ χQx(x)
[W (|Qx|)]
1
q
(4.174)
para x ∈ ⋃Q∈ΓQ, donde Qx es el cubo ma´s pequen˜o de Γ que contiene a x.
Proposicio´n 4.8.26. Sean 0 < q < ∞ y w ∈ W tal que W (t) = ∫ t
0
w(s)ds ∈ ∆2 con
iW > 0. Sea Γ ⊂ D con |Γ| = N y escribamos
1˜Γ =
∑
Q∈Γ
eQ
‖eQ‖sΛq(w) .
(a) Si W es fuertemente creciente, ‖1˜Γ‖sΛq(w) . [h+W (N)]
1
q .
(b) Si W es de´bilmente creciente, ‖1˜Γ‖sΛq(w) . N
1
q .
Demostracio´n. Como iW > 0, de (4.152) se deduce que podemos elegir L0 ∈ N tal que
h+W (2
−L0d) < 1
DW
, donde DW ≥ 1 es la constante doblante definida en (4.142). Sea
Γmı´n = {Qx : x ∈
⋃
Q∈ΓQ} y para l = 0, 1, . . . , L0 − 1 y j ∈ Z escribamos Γmı´nl,j = {Q ∈
Γmı´n : |Q| = 2−d(l+jL0)}, de manera que Γmı´n = ⋃l,j Γmı´nl,j (unio´n disjunta) y
L0−1∑
l=0
∑
j∈Z
|Γmı´nl,j | = |Γmı´n| (4.175)
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y todas las sumas en (4.175) son sobre una cantidad finita de ı´ndices. Usando los con-
ceptos de luz y sombra dados en la subseccio´n 4.5.2 tenemos⋃
Q∈Γl
Q =
⋃
Q∈Γmı´nl
Light(Q), l = 0, 1, . . . , L0 − 1
donde Γl =
⋃
j Γl,j y Γ
mı´n
l =
⋃
j Γ
mı´n
l,j y los conjuntos en la u´ltima unio´n de la desigualdad
anterior son disjuntos dos a dos. Usando (4.174) podemos escribir
S(1˜Γl) ≈
∑
Q∈Γmı´nl
χLight(Q)(x)
W (|Q|) 1q
. (4.176)
Tenemos
‖1˜Γ‖sΛq(w) ≈ ‖S(1˜Γ)‖Λq(w) ≈
L0−1∑
l=0
‖S(1˜Γl)‖Λq(w)
≈
L0−1∑
l=0
∥∥∥ ∑
Q∈Γmı´nl
χLight(Q)(x)
[W (|Q|)] 1q
∥∥∥
Λq(w)
. (4.177)
Queremos usar la Proposicio´n 4.8.12, y para ello hay que elegir sucesiones al = {alj}∞j=−∞
adecuadamente. Para cada l = 0, 1, . . . , L0 − 1 tomar alj = [W (2−d(l+jL0))]−
1
q , j ∈ Z. Al
igual que en (4.170), usando (4.146) se tiene
alj+1
alj
≥ [h−W (2dL0)]
1
q = [h+W (2
−dL0)]−
1
q > D
1
q
W (4.178)
(ya que hemos elegido L0 de manera que h
+
W (2
−dL0) < 1
DW
) y por tanto {alj}∞j=−∞ ∈
Aq,W ∀ l = 0, 1, . . . , L0 − 1. Por (4.177) y por la Proposicio´n 4.8.12 obtenemos
‖1˜Γ‖qsΛq(w) ≈
L0−1∑
l=0
∑
j∈Z
[W (2−d(l+jL0)]−1W (|{x ∈ Rd :
[W (2−d(l+jL0))]−
1
q ≤
∑
Q∈Γmı´nl
χLight(Q)(x)
[W (|Q|)] 1q
< [W (2−d(l+(j+1)L0))]−
1
q }|)
≤
L0−1∑
l=0
∑
j∈Z
W (|Γmı´nl,j |2−d(l+jL0))
W (2−d(l+jL0))
≤
L0−1∑
l=0
∑
j∈Z
Γmı´n
l,j
6=∅
h+W (|Γmı´nl,j |) (4.179)
Si W es fuertemente creciente, usamos la parte derecha de (a) en el Lema 4.8.23 para
obtener ‖1˜Γ‖sΛq(w) . [h+W (Γmı´n)]
1
q ≤ [h+W (N)]
1
q puesto que h+W es creciente. Si W es
de´bilmente creciente, usamos la parte derecha de (b) en Lema 4.8.23 para obtener
‖1˜Γ‖sΛq(w) . |Γmı´n|
1
q ≤ N 1q .
4.8. Espacios Λq(w) 149
Las Proposiciones 4.8.25 y 4.8.26 prueban las estimaciones
N
1
q . hl(N ;Bc, sΛq(w)) ≤ hr(N ;Bc, sΛq(w)) . [h+W (N)]
1
q
si W es fuertemente creciente y
[h−W (N)]
1
q . hl(N ;Bc, sΛq(w)) ≤ hr(N ;Bc, sΛq(w)) . N
1
q
si W es de´bilmente creciente, con las hipo´tesis iW > 0 y 0 < q <∞.
El objetivo de las dos pro´ximas Proposiciones es mostrar que estas dos estimaciones
son precisas.
Proposicio´n 4.8.27. Sean 0 < q < ∞ y w ∈ W tal que W (t) = ∫ t
0
w(s)ds ∈ ∆2.
Entonces
hl(N ;Bc, sΛq(w)) . [h−W (N)]
1
q (4.180)
y
hr(N ;Bc, sΛq(w)) & [h+W (N)]
1
q (4.181)
Demostracio´n. Dado k ∈ Z, sea Γk = {Q1, . . . , QN} ⊂ D una coleccio´n de cubos dia´dicos
disjuntos de igual taman˜o |Qj| = 2kd, j = 1, 2 . . . , N. Como la coleccio´n Γk es disjunta
se tiene (ver 4.168)
‖1˜Γk‖sΛq(w) ≈
∥∥∥ ∑
Q∈Γk
χQ(·)
W (|Q|) 1q
∥∥∥
Λq(w)
=
1
[W (2kd)]
1
q
‖χ∪Q∈ΓkQ(·)‖Λq(w)
=
[W (N2kd)
W (2kd)
] 1
q
. (4.182)
Como W ∈ ∆2 se tiene
h−W (t) ≈ ı´nf
k∈Z
W (2kdt)
W (2kd)
y h+W (t) ≈ sup
k∈Z
W (2kdt)
W (2kd)
por lo que el resultado se sigue de (4.182).
Proposicio´n 4.8.28. Sean 0 < q < ∞ y w ∈ W tal que W (t) = ∫ t
0
w(s)ds ∈ ∆2 e
iW > 0. Entonces
hl(N ;Bc, sΛq(w)) . N
1
q (4.183)
y
hr(N ;Bc, sΛq(w)) & N
1
q . (4.184)
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Demostracio´n. Como iW > 0, de (4.152) se deduce que podemos elegir L0 ∈ N tal que
h+W (2
−L0d) < 1
DW
, donde DW ≥ 1 es la constante definida en (4.142). Dado N ∈ N,
sea Γ = {Q1, . . . , QN} ⊂ D uan coleccio´n de cubos dia´dicos disjuntos tal que |Qj| =
2−jL0d, j = 1, 2 . . . , N. Como la coleccio´n Γ es disjunta se tiene
‖1˜Γ‖sΛq(w) =
∥∥∥ N∑
j=1
χQj(·)
[W (|Qj|)]
1
q
∥∥∥
Λq(w)
. (4.185)
La sucesio´n ak = [W (2
−kL0d)]−
1
q , k ∈ Z pertenece a Aq,W (como en la demostracio´n de
la Proposicio´n 4.8.26,ver (4.178)). Usando la Proposicio´n 4.8.12 podemos escribir
‖1˜Γ‖qsΛq(w) ≈
∑
k∈Z
[W (2−kL0d)]−1W
(∣∣∣{x ∈ Rd : [W (2−kL0d)]− 1q
<
N∑
j=1
χQj(x)
[W (|Qj|)]
1
q
≤ [W (2−(k+1)L0d)]− 1q
}∣∣∣) = N∑
j=1
W (|Qj|)
W (2−jL0d)
= N.
Combinando las Proposiciones 4.8.25, 4.8.26, 4.8.27 y 4.8.28 se obtienen las funciones
de democracia de la base Bc en los espacios sΛq(w), salvo constantes multiplicativas.
Teorema 4.8.29. Sean 0 < q <∞ y w ∈W tal que W (t) = ∫ t
0
w(s)ds ∈ ∆2 e iW > 0.
Entonces
(a) Si W es fuertemente creciente
N
1
q ≈ hl(N ;Bc, sΛq(w)) ≤ hr(N ;Bc, sΛq(w)) ≈ [h+W (N)]
1
q .
(b) Si W es de´bilmente creciente
[h−W (N)]
1
q ≈ hl(N ;Bc, sΛq(w)) ≤ hr(N ;Bc, sΛq(w)) ≈ N
1
q .
Este teorema, junto con la Proposicio´n 4.8.19, nos permiten obtener, salvo cons-
tantes multiplicativas, las funciones de democracia de bases de ond´ıculas de regularidad
R0,M , M > d, en espacios Λq(w). Necesitamos que este espacio sea de Banach lo que
se consigue imponiendo 1 ≤ q < ∞ y IW < q (ver Lema 4.8.18). La restriccio´n IW < q
implica w ∈ Bq,∞ y es necesaria para poder aplicar la Proposicio´n 1 de [69] ya que
debemos tener βΛq(w) =
1
q
IW < 1.
Teorema 4.8.30. Sean 1 ≤ q < ∞ y w ∈ W tal que W (t) = ∫ t
0
w(s)ds ∈ ∆2 con
0 < iW ≤ IW < q. Sea W = {ψlQ : Q ∈ D, l = 1, 2, . . . , L} una base de ond´ıculas con
regularidad R0,M , M > d. Entonces,
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(a) Si W es fuertemente creciente,
N
1
q ≈ hl(N ;W ,Λq(w)) ≤ hr(N ;W ,Λq(w)) ≈ [h+W (N)]
1
q .
(b) Si W es de´bilmente creciente
[h−W (N)]
1
q ≈ hl(N ;W ,Λq(w)) ≤ hr(N ;W ,Λq(w)) ≈ N
1
q .
Ejemplo 4.8.31. Con w(t) = t
q
p
−1 y 1 ≤ q <∞, sabemos que W (t) = t qp y iW = IW =
q
p
. Por tanto, si 1 < p < ∞ se tiene 0 < iW = IW < q y el Teorema 4.8.30 implica el
Teorema 4.7.14 para las bases de ond´ıculas con regularidad R0,M , M > d en los espacios
de Lorentz Lp,q(Rd) ya que h+W (t) = h
−
W (t) = t
p
q .
Ejemplo 4.8.32. Considerar ahora w(t) = t
q
p
−1 log(e + t)βq con β > 0 para obtener
los espacios de Lorentz-Zygmund Lp,q(logL)β -ver ejemplo 4.8.2. Por el ejemplo 4.8.9
sabemos que iW = IW =
q
p
y W (t) ≈ t qp (log(e+ t))βq. De la Proposicio´n 4.8.8 deducimos
h+W (N) ≈ N
q
p (logN)βq y h−W (N) ≈ N
q
p .
Como W (t)
t
≈ t qp−1(log(e + t))βq, la funcio´n W (t) es fuertemente creciente si y so´lo si
q
p
≥ 1 y de´bilmente creciente si y so´lo si q
p
< 1. Por tanto, para bases de ond´ıculas con
regularidad R0,M , M > d, y para 1 ≤ q <∞, 1 < p <∞ y β > 0, se tiene que si q ≥ p
N
1
q ≈ hl(N ;W , Lp,q(logL)β) ≤ hr(N ;W , Lp,q(logL)β)
≈ N 1p (logN)β (4.186)
y si q < p
N
1
p ≈ hl(N ;W , Lp,q(logL)β) ≤ hr(N ;W , Lp,q(logL)β) ≈ N
1
q . (4.187)
Ejemplo 4.8.33. Considerar ahora el caso w(t) = t
q
p
−1 log(e + t)βq con β < 0 - ver
ejemplos 4.8.2 y 4.8.9. Por el ejemplo 4.8.10 sabemos que iW = IW =
q
p
y W (t) ≈
t
q
p (log(e+ t))βq. De la Proposicio´n 4.8.8 deducimos
h+W (N) = N
q
p y h−W (N) = N
q
p (logN)βq.
Como W (t)
t
≈ t qp−1(log(e + t))qβ con β < 0, la funcio´n W es fuertemente creciente si y
so´lo si q
p
> 1 y de´bilmente creciente si y so´lo si q
p
≤ 1. Por tanto, para bases de ond´ıculas
W de regularidad R0,M , M > d, y para 1 ≤ q <∞, 1 < p <∞, se tiene que si q > p
N
1
q ≈ hl(N ;W , Lp,q(logL)β) ≤ hr(N ;W , Lp,q(logL)β) ≈ N
1
p
y si q ≤ p
N
1
p (logN)β ≈ hl(N ;W , Lp,q(logL)β) ≤ hr(N ;W , Lp,q(logL)β) ≈ N
1
q .
Los resultados del cap´ıtulo 3, y en particular el Teorema 3.6.1 nos dan inclusiones
de los espacios de aproximacio´n y de las clases avariciosas para Λq(w) en espacios de
Lorentz discretos de la forma `τη(Bc,Λq(w)) para η apropiadas.
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Cap´ıtulo 5
Ma´s resultados sobre los espacios de
aproximacio´n y las clases avariciosas
5.1. No linealidad de G αq (B,X)
En esta seccio´n mostramos con un ejemplo simple que la clase G αq (B,X) puede que
no sea lineal cuando B no es democra´tica.
Recordamos que la clase G αq (B,X) (ver (3.9)) es el conjunto de todas las funciones
x ∈ X tales que
‖x‖Gαq (B,X) := ‖x‖X +
[ ∞∑
k=1
kαγk(x;B,X)q 1
k
] 1
q
<∞, 0 < q <∞
y
‖x‖Gα∞(Bc,X) := ‖x‖X + sup
k≥1
kαγk(x;B,X),
donde γk(x;B,X) = suppi ‖x−Gpik(x)‖X y el supremo se toma sobre todas las biyecciones
pi de N que satisfacen (3.4) (ver definicio´n (3.8)).
Proposicio´n 5.1.1. Sea X = `p ⊕`1 `q, 0 < q < p < ∞; es decir X es el conjunto de
todos de todas las sucesiones (s, t) ∈ `p × `q dotado con la norma
‖s‖`p + ‖t‖`q <∞.
y Bc la base cano´nica en X. Sean x = {(k−β, 0)}k∈N ∈ X con β = α+ 1p e y = {(0, j−γ)} ∈
X con γ = α+ 1
q
. Entonces x, y ∈ G α∞(Bc,X), pero x+ y /∈ G α∞(Bc,X).
Demostracio´n. Para N = 1, 2, 3, . . . tenemos
γN(x) =
(∑
k>N
1
kβp
) 1
p ≈
( 1
Nβp−1
) 1
p
= N−α.
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Por tanto, tenemos
‖x‖Gα∞(B,X) = sup
N
N−αNα = 1.
Esto prueba que x ∈ G α∞(B,X). De forma similar, si tomamos γ = α + 1q , entonces
y = {(0, j−γ)}j∈N ∈ G α∞(B,X).
Vamos a probar que x+y /∈ G α∞(B,X). Consideramos el siguiente conjunto de ı´ndices
A1 = {1} y Aj =
{
k ∈ N : 1
jγ
≤ 1
kβ
<
1
(j − 1)γ
}
, j = 2, 3, . . .
Tenemos
|Aj| ≈ j
γ
β − (j − 1) γβ ≈ j γβ−1, j = 1, 2, . . . (5.1)
Para J = 2, 3, 4, . . . sea NJ =
∑J
j=1 |Aj|+ J. De (5.1) y puesto que γ > β se obtiene
NJ ≈
J∑
j=1
j
γ
β
−1 + J ≈ J γβ + J ≈ J γβ .
Por tanto, tenemos
γNJ (x+ y) ≈
( ∑
k>J
γ
β
k−βp
) 1
p
+
(∑
j>J
j−γq
) 1
q ≈ [(J γβ )−βp+1] 1p + [J−γq+1] 1q
= [J
γ
β ]−β+
1
p + (J−γ+
1
p ) = J−
γα
β + J−α ≈ J−α ≈ (NJ)−
αβ
γ .
Por tanto
‖(x+ y)‖Gα∞(B,X) = sup
N=1,2,...
NαγN(x+ y) & sup
J=2,3,4,...
NαJ (NJ)
−αβ
γ
= sup
J=2,,3,...
N
α(1−β
γ
)
J =∞.
Esto prueba el resultado.
5.2. Funciones de democracia para G αq (B,X) y Aαq (B,X)
Dada una base incondicional B en un espacio cuasi-Banach (X, ‖·‖X), nuestro propo´sito
en esta seccio´n es calcular, salvo constantes multiplicativas, las funciones de democracia
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de B en los espacios Aαq (B,X) y en las clases G αq (B,X), en te´rminos de las funciones de
democracia de B en X. Denotaremos por
hl(N ;Aαq ), hl(N ;G αq )
y
hr(N ;Aαq ), hr(N ;G αq )
las funciones de democracia de B por la izquierda y por la derecha para los espacios
Aαq (B,X) y las clases G αq (B,X) respectivamente (recordar la definicio´n de funciones de
democracia dadas en la seccio´n 2.5).
Comenzamos calculando las funciones hl(N ;G αq ) y hr(N ;G
α
q ).
Teorema 5.2.1. Sean α > 0 y 0 < q ≤ ∞ fijos. Sea B = {ej}j∈N una base incondi-
cional en un espacio cuasi-Banach (X, ‖ · ‖X) y supongamos que hl(N ;B,X) es doblante.
Entonces, tenemos
a) hr(N ;G
α
q ) ≈ Nαhr(N ;B,X)
b) hl(N ;G
α
q ) ≈ Nαhl(N ;B,X).
En particular B es democra´tica en G αq (B,X) si y so´lo si B es democra´tica en X.
Demostracio´n. a) De la inclusion
`qkαhr(k)(B,X) ↪→ G αq (B,X)
(ver Teorema 3.6.1) y del Lema 3.3.5 se tiene
‖1˜Γ‖Gαq (B,X) . ‖1˜Γ‖`qkαhr(k)(B,X) . N
αhr(N ;B,X),
ya que kαhr(k) ∈W+. Esto prueba una de las desigualdades de a). Para la desigualdad
contraria tomamos N = 2m. Elegimos Γm−1 ⊂ N tal que |Γm−1| = 2m−1 y
1
2
hr(2
m−1;B,X) ≤ ‖1˜Γm−1‖X.
Elegimos Γ˜ ⊂ N tal que Γ˜ ∩ Γm−1 = ∅ y |Γ˜| = 2m−1. Sea Γm = Γ˜ ∪ Γm−1 de manera que
|Γm| = 2m. Entonces
γ2m−1(1˜Γm ;B,X) = sup
Γ⊂Γm
|Γ|=2m−1
‖1˜Γ‖X ≥ ‖1˜Γm−1‖X ≥
1
2
hr(2
m−1;B,X)
≥ 1
2
D−1hr(N ;B,X)
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donde la u´ltima desigualdad es debida a la propiedad doblante de hr(N ;B,X) (ver
Proposicio´n 2.5.2). Por tanto, usando la equivalencia (3.10),
hr(2
m;G αq ) ≥ ‖1˜Γm‖Gαq ≥ Cα,q2(m−1)αγ2m−1(1˜Γ˜m ;B,X)
≥ C ′α,q2mαhr(2m;B,X) (5.2)
donde la segunda desigualdad en (5.2) es debida a que la suma en (3.10) contiene el
te´rmino 2m−1γ2m−1(x;B,X). Esto prueba el resultado para este caso.
Para N general elegimos m ∈ N tal que 2m ≤ N < 2m+1 y de (5.2) y las propiedades
de hr(N ;B,X) deducimos
hr(N ;G
α
q ) ≥ hr(2m;G αq ) ≥ C ′α,q2mαhr(2m;B,X)
≥ C ′α,q2mαD−1hr(2m+1;B,X) ≥ C ′α,qD−12mαhr(N ;B,X)
≥ C ′α,qD−1
2mα
2(m+1)α
Nαhr(N ;B,X)
≥ Cα,qNαhr(N ;B,X) (5.3)
Las desigualdades (5.2) y (5.3) prueban a).
Nota 5.2.2. Observar que debido a la definicio´n de G αq (B,X), hr(N ;G αq ) es creciente.
Este hecho ha sido usado en la primera desigualdad de (5.3).
Para la demostracio´n de b), usando 4. del Teorema 3.5.2 con η(k) = hl(k;B,X), para
todo Γ ⊂ N con |Γ| = N, N = 1, 2, 3, . . . tenemos
‖1˜Γ‖`q
kαhl(k)
(B,X) ≤ Cα,q‖1˜Γ‖Gαq (B,X). (5.4)
Tomando el ı´nfimo sobre todos los conjuntos Γ ⊂ N con |Γ| = N y usando el Lema 3.3.5
se deduce
hl(N ;B,X)Nα ≈ hl(N ;B, `qkαhl(k)) . hl(N ;G αq ). (5.5)
Esto prueba una de las desigualdades de b). Para la desigualdad contraria, dado N =
1, 2, 3, . . . primero elegir un conjunto Γ ⊂ N con |Γ| = N tal que
‖1˜Γ‖X ≤ 2hl(N ;B,X)
lo cual es posible debido a la definicio´n de hl(N ;B,X). Entonces, usando la desigualdad
(3.34) se tiene
hl(N ;G
α
q ) ≤ ‖1˜Γ‖Gαq (B,X) . Nα‖1˜Γ‖X . Nαhl(N ;B,X). (5.6)
Las desigualdades (5.5) y (5.6) prueban el resultado.
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En el Teorema siguiente damos un resultado para las funciones de democracia de B
en los espacios Aαq (B,X).
Teorema 5.2.3. Sean α > 0 y 0 < q ≤ ∞ fijos. Sea B una base incondicional para un
espacio cuasi-Banach (X, ‖ · ‖X) y supongamos que hl(N ;B,X) es doblante. Entonces,
a) hl(N ;Aαq ) ≈ Nαhl(N ;B,X).
b) hr(N ;Aαq ) . Nαhr(N ;B,X).
En particular, si B es democra´tica en X entonces es democra´tica en Aαq (B,X).
Demostracio´n. a) La inclusio´n G αq (B,X) ↪→ Aαq (B,X) produce
‖1˜Γ‖Aαq (B,X) . ‖1˜Γ‖Gαq (B,X).
Tomando el ı´nfimo sobre todos los Γ ⊂ N tal que |Γ| = N y usando la parte b) del
Teorema 5.2.1 se obtiene
hl(N ;Aαq ) . hl(N ;G αq ) ≈ Nαhl(N ;B,X). (5.7)
Para la desigualdad “&”, de la inclusio´n A αq (B,X) ↪→ `qkαhl(k)(B,X) (ver parte 3. del
Teorema 3.5.2) obtenemos
‖1˜Γ‖Aαq (B,X) & ‖1˜Γ‖`qkαhl(k)(B,X).
Tomando el ı´nfimo sobre todos los conjuntos que Γ ⊂ N tales que |Γ| = N y usando el
Lema 3.3.5 se obtiene
hl(N ;Aαq ) & hl(N ;B, `qkαhl(k)) ≈ Nαhl(N ;B,X). (5.8)
Las desigualdades (5.9) y (5.8) prueban a).
b) Puesto que G αq (B,X) ↪→ Aαq (B,X), usando la parte a) del Teorema 5.2.1 se deduce
hr(N ;Aαq ) . hr(N ;G αq ) ≈ Nαhr(N ;B,X) (5.9)
Nota 5.2.4. Obse´rvese que solo hemos probado hr(N ;Aαq ) . Nαhr(N ;B,X) para toda
base incondicional en un espacio cuasi-Banach X. Esta´ claro que si B es democra´tica en
X la equivalencia es cierta, puesto que en este caso del Teorema 5.2.1 se obtiene
hr(N ;B,X) ≈ hr(N ;G αq ) ≈ Nαhr(N ;B,X).
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Por otro lado existen ejemplos en los que la parte b) del Teorema 5.2.3 es una de-
sigualdad estricta. Tal es el caso del espacio BMO(R) de funciones de oscilacio´n me´dia
acotada con la base de ond´ıculas de Franklin o los correspondientes espacios de sucesiones
bmo de la subseccio´n 4.6.2. En el Teorema 4.6.5 se demuestra que
hr(N ;Bc, bmo) ≈
√
logN
mientras que R. Rochberg y M. Taibleson ([65]) prueban que
Aαq (Bc, bmo) = Aαq (`∞) = `
1
α
,q
(ver Nota 4.6.8) por lo que
hr(N ;Aαq ) ≈ Nα
mientras que
Nαhr(N ;Bc, bmo) ≈ Nα
√
logN & Nα.
Mas ejemplos similares son los espacios bmor de la nota 4.6.9.
5.3. La propiedad H y consecuencias
En esta seccio´n damos una condicio´n suficiente para que se verifique la equivalencia
hr(N ;Aαq ) ≈ Nαhr(N ;B,X) para bases no democra´ticas.
Definicio´n 5.3.1. Sea B = {ej}j∈N una base incondicional en un espacio cuasi-Banach
(X, ‖ · ‖X). Decimos que B satisface la Propiedad (H) si para cada n = 1, 2, . . . existe
Γ ⊂ N con |Γ| = 2n que satisface la propiedad
‖1˜Γ′‖X ≈ hr(2n−1;B,X), ∀ Γ′ ⊂ Γn con |Γ′| = 2n−1.
Observar que las bases democra´ticas satisfacen la propiedad (H) ya que hl(N ;B,X) ≈
hr(N ;B,X) y por tanto ‖1˜Γ‖X ≈ hr(N ;B,X) ∀ Γ ⊂ N con |Γ| = N.
Proposicio´n 5.3.2. Sea B = {ej}j∈N una base incondicional en un espacio cuasi-Banach
(X, ‖ · ‖X). Supongamos que B satisface la Propiedad (H). Entonces, para todo α > 0 y
todo 0 < q ≤ ∞ se tiene
hr(N ;Aαq ) ≈ Nαhr(N ;B,X).
Demostracio´n. Para la demostracio´n de la desigualdad “&” procedemos como en la de-
mostracio´n del Teorema 5.2.1. Dado N = 2n, elegimos un conjunto Γn como en al
definicio´n 5.3.1. Entonces, usando (3.3) se obtiene
σ2n−1(1˜Γ)X = ı´nf
y∈Σ2n−1
‖1˜Γ − y‖X = ı´nf|Γ′|=2n−1
Γ′⊂Γ
‖1˜Γ‖X ≈ hr(2n−1;B,X). (5.10)
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Por tanto, tenemos
hr(N ;Aαq ) ≥ ‖1˜Γ‖Aαq (B,X) &
[ n−1∑
k=1
2kαqσ2k(1˜Γ)
q
X
] 1
q & 2(n−1)ασ2n−1(1˜Γ)X
& 2nαhr(2n−1,B,X) & 2nαhr(2n,B,X) (5.11)
donde la u´ltima desigualdad es debida a la propiedad doblante de hr(N ;B,X).
Para N general, escogemos n = 1, 2, . . . , tal que 2n ≤ N < 2n+1. Entonces, del
resultado anterior y de la propiedad doblante de hr(N ;B,X)
hr(N ;Aαq ) ≥ hr(2n;Aαq ) & 2nαhr(2n;B,X)
& 2nαhr(2n+1,B,X) & Nαhr(N ;B,X).
La desigualdad contraria es la parte b) del Teorema 5.2.3.
La propiedad (H) permite obtener mejores inclusiones que las del Corolario 3.4.9.
Corolario 5.3.3. Supongamos que (X,B) satisface la Propiedad (H). Si para algunos
α > 0, 0 < q ≤ ∞ y ω ∈ W+ tenemos `qω(B,X) ↪→ Aαq (B,X) entonces ω(k) & kαhr(k)
necesariamente y por tanto, `qω(B,X) ↪→ `qkαhr(k)(B,X)
Demostracio´n. La inclusio´n `qw(B,X) ↪→ Aαq (B,X) implica que, para Γ ⊂ N con |Γ| = k
se tiene
‖1˜Γ‖Aαq (B,X) . ‖1˜Γ‖`qw(B,X) ≈ w(k).
Tomando el supremo sobre tales Γ y usando la Proposicio´n 5.3.2 deducimos kαhr(k) .
w(k).
A continuacio´n damos algunos ejemplos de espacios de funciones y bases de ond´ıculas
no democra´ticas en los que se verifica la propiedad (H).
Ejemplo 5.3.4. Si W = {ψlQ : Q ∈ D, l = 1, . . . , L} ⊂ R0,M con M > d es una base de
ond´ıculas en un espacio de Orlicz LΦ(Rd) con los ı´ndices de Boyd entre 0 y 1, entonces,
W satisface la propiedad (H).
Del teorema 1.2 en [29] (ver tambie´n (4.11)) se tiene
hr(N ;W , LΦ(Rd)) ≈ sup
s>0
ϕ(Ns)
ϕ(s)
. (5.12)
Adema´s, cualquier coleccio´n de N cubos dia´dicos disjuntos Γ ⊂ N de igual taman˜o fijo
a > 0 satisface
‖1˜Γ‖LΦ(Rd) ≈
ϕ(Na)
ϕ(a)
(5.13)
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(ver por ejemplo Lema 3.1 en [29]). Sea Γ una coleccio´n de cubos dia´dicos disjuntos con
|Γ| = 2n, n = 1, 2, 3, . . . del mismo taman˜o |Q| ≥ 1. Para cualquier subcoleccio´n Γ′ ⊂ Γ
con |Γ′| = 2n−1 de (5.13) y de la propiedad doblante de ϕ y hr tenemos
‖1˜Γ′‖X ≈ ϕ(2
n−1|Q|)
ϕ(|Q|) ≈
ϕ(2n|Q|)
ϕ(|Q|) ≈ hr(2
n;W ,X) ≈ hr(2n−1;W ,X).
Esto prueba la propiedad (H) para este caso.
Ejemplo 5.3.5. Si W = {ψlQ : Q ∈ D, l = 1, 2, . . . , L} ⊂ R0,M con M > d es una
base de ond´ıculas en un espacio de Lorentz Lp,q(Rd), 1 < p < ∞, 1 ≤ q < ∞ entonces
satisface la propiedad (H).
Por un lado, del Teorema 4.7.14 (ver cap´ıtulo 4 seccio´n 4.7) tenemos
hl(N ;W , Lp,q(Rd)) ≈ N
1
ma´x(p,q) , hr(N ;W ,X) ≈ N
1
mı´n(p,q) . (5.14)
Elegir una familia de cubos dia´dicos disjuntos Γ con |Γ| = 2n, n = 1, 2, . . . que tienen
el mismo taman˜o |Q|. Supongamos que p ≤ q. Para cualquier subcoleccio´n Γ′ ⊂ Γ con
|Γ′| = 2n−1, de la parte i) del Lema 4.7.12 (ver cap´ıtulo 4, seccio´n 4.7) se tiene
‖1˜Γ′‖Lp,q(Rd) ≈ (2n−1)
1
p = |Γ′| 1mı´n(p,q) ≈ hr(2n−1;W , Lp,q(Rd)).
Esto prueba que W satisface la propiedad (H) cuando p ≤ q.
Para q < p, elegimos una coleccio´n de cubos dia´dicos disjuntos Γ con |Γ| = 2n, n =
1, 2, . . . de taman˜os diferentes. Para cualquier subcoleccio´n Γ′ ⊂ Γ con |Γ′| = 2n−1, de la
parte ii) del Lema 4.7.12 se obtiene
‖1˜Γ′‖X ≈ (2n−1)
1
q = |Γ′| 1mı´n(p,q) ≈ hr(2n−1;W ,X).
Esto prueba que W tambie´n satisface la propiedad (H) para q < p.
Ejemplo 5.3.6. Las bases Bc en los espacios de sucesiones de Besov sB˙Ψp,q(w) o´ sBΨp,q(w)
(ver definicio´n 4.3.7) tambie´n satisfacen la propiedad (H). Mostraremos como ejemplo
el caso sB˙Ψp,q(w) para el que se tiene
hl(N ;Bc, sB˙Ψp,q(w)) = mı´n{N
1
p , N
1
q }
y
hr(N ;Bc, sB˙Ψp,q(w)) = ma´x{N
1
p , N
1
q }
de acuerdo con los resultados obtenidos en el Teorema 4.3.9.
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Supongamos que p ≤ q. Dado n = 1, 2, 3, . . . elegir Γ una familia de cubos dia´dicos
disjuntos de taman˜o fijo con |Γ| = 2n. Para cualquier subcoleccio´n Γ′ ⊂ Γ con |Γ′| = 2n−1,
(4.50) nos dice que
‖1˜Γ′‖sB˙Ψp,q(w) ≈ hr(2n−1;Bc, sB˙Ψp,q(w)).
Por tanto, Bc satisface la propiedad (H) si p ≤ q.
Para q < p tomar una coleccio´n Γ de cubos dia´dicos disjuntos de diferente taman˜o y
usar (4.51) para probar que Bc tiene la propiedad (H) en este caso.
Cuando los espacios B˙Ψp,q(w) o´ B
Ψ
p,q(w) tienen una caracterizacio´n con bases de ond´ıcu-
las como las descritas en las Proposiciones 4.3.2, 4.3.3 y 4.3.5 tales bases W tienen tam-
bie´n la propiedad (H). En estos casos el tipo de ond´ıculas que se usa as´ı como los pesos
w deben restringirse en cada situacio´n para adaptarse a los resultados correspondientes.
5.4. Inclusiones continuas estrictas entre los espacios
Aαq (B,X) y las clases G αq (B,X)
Sea B una base en un espacio cuasi-Banach (X, ‖·‖X). De la desigualdad σk(x;B,X) ≤
γk(x;B,X) (ver (3.2) y (3.8)) se deduce la inclusio´n G αq (B,X) ↪→ Aαq (B,X) con con-
tinuidad. Se sabe que existen algunas bases condicionales no democra´ticas para las
cuales se verifica la igualdad G αq = Aαq (ver [30], Nota 6.2). Cuando B es incondicional
y democra´tica en X sabemos que existe C > 1 tal que 1
C
γk(x;B,X) ≤ σk(x;B,X) (ver
definicio´n en la seccio´n 3.2) y por lo tanto, G αq (B,X) = Aαq (B,B) con las cuasi-normas
equivalentes. Por eso, es natural preguntar si, dada una base incondicional, la inclusio´n
continua Aαq (B,X) ↪→ G αq (B,X) implica que B es democra´tica en X. O sea, lo que es lo
mismo, si B no es democra´tica en X, entonces esta inclusio´n continua no puede ser cierta.
No sabemos como probar este resultado para el caso general. En esta seccio´n probamos
que la inclusio´n Aαq (B,X) ↪→ G αq (B,X) falla cuando la diferencia entre hl(N ;B,X) y
hr(N ;B,X) es por lo menos logar´ıtmica (e incluso menos que eso).
Proposicio´n 5.4.1. Sea B = {ej}j∈N una base incondicional en un espacio cuasi-Banach
(X, ‖ · ‖X) y α > 0. Supongamos que existen enteros pN ≥ qN ≥ 1, N = 1, 2, . . . tales que
l´ım
N−→∞
pN
qN
=∞ hr(qN)
hl(pN)
&
(pN
qN
)α
. (5.15)
Entonces la inclusio´n continua Aατ (B,X) ↪→ G ατ (B,X) no es cierta para cualquier τ ∈
(0,∞].
Demostracio´n. Para cada N, elegir Γl, Γr ⊂ N con |Γl| = pN , |Γr| = qN y tal que
‖1˜Γl‖X ≤ 2hl(pN ;B,X), ‖1˜Γr‖X ≥
1
2
hr(qN ;B,X). (5.16)
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Sea xN = 1˜Γr+2 · 1˜Γl−Γl∩Γr . Puesto que |Γl−ΓL∩Γr| ≥ pN −qN , cuando k ∈ [1, pN −qN ]
tenemos
‖xN −Gpik(xN)‖X ≥ ‖1˜Γr‖X ≥
1
2
hr(qN ;B,X).
Puesto que pN − qN > pN/2 (notar que pNqN ≥ 2 para N grande) deducimos
‖xN‖Gατ (B,X) ≥
[ pN2∑
k=1
(kα
1
2
hr(qN ;B,X))τ 1
k
] 1
τ & pαNhr(qN ;B,X). (5.17)
Por otro lado, podemos estimar la norma de xN de la siguiente forma:
‖xN‖X . ‖1˜Γr‖X + ‖1˜Γl−Γl∩Γr‖X ≤ hr(qN ;B,X) + 2hl(pN ;B,X)
. hr(qN ;B,X) (5.18)
donde la u´ltima desigualdad es cierta para N grande debido a (5.15). Por tanto,
σN(xN) ≤ ‖xN‖X . hr(qN ;B,X). (5.19)
Por otro lado, si k ≥ qN por (5.16) se obtiene
σk(xN)X ≤ 2‖1˜Γl−Γr∩Γl‖X ≤ 2‖1˜Γl‖X . hl(pN ;B,X). (5.20)
Combinando (5.18), (5.19) y (5.20) se obtiene
‖xN‖Aαq (B,X) . hr(qN ;B,X)
+
[ qN−1∑
k=1
(kαhr(qN ;B,X))τ 1
k
+
pN+qN∑
k=qN
(kαhl(pN ;B,X))τ 1
k
] 1
τ
. hr(qN ;B,X) + [hr(qN ;B,X)r(qN)ατ + hl(pN ;B,X)τ (pN)ατ ] 1τ
. hr(qN ;B,X) + hr(qN ;B,X)(qN)α . hr(qN ;B,X)(qN)α (5.21)
donde en la segunda desigualdad usamos la desigualdad elemental
a+b∑
k=a
kγ−1 . bγ
si b ≥ a y la tercera es debida a (5.15). De (5.17) y (5.21) deducimos
‖xN‖Gατ (B,X)
‖xN‖Aατ (B,X)
& hr(qN ;B,X)(pN)
α
hr(qN ;B,X)(qN)α =
(pN
qN
)α
−→∞
cuando N −→∞. Esto prueba el resultado.
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Corolario 5.4.2. Sea B una base incondicional en un espacio cuasi-Banach (X, ‖ · ‖X)
tal que hr(N ;B,X) & Nβ1 y hl(N ;B,X) . Nβ0 , para algunos β1 > β0 ≥ 0. Entonces, no
se cumple la inclusio´n continua Aατ (B,X) ↪→ G ατ (B,X) para todo α > 0 y todo τ ∈ (0,∞].
Demostracio´n. Elegimos r, s ∈ N tales que α+β0
α+β1
< r
s
< 1. Tomamos pN = N
s y qN = N
r.
Entonces, l´ımN−→∞
pN
qN
= l´ımN−→∞N s−r =∞ y
hr(qN ;B,X)
hl(pN ;B,X) &
N rβ1
N sβ0
> Nα(s−r) =
(N s
N r
)α
,
lo que prueba (5.15) para este caso. Por tanto podemos aplicar la Proposicio´n 5.4.1.
Corolario 5.4.3. Sea B una base incondicional en un espacio cuasi-Banach (X, ‖ · ‖X)
tal que para algunos β ≥ 0 y γ > 0 tenemos o bien
(i) hr(N ;B,X) & Nβ(logN)γ y hl(N) . Nβ,
o
(ii) hr(N ;B,X) & Nβ y hl(N ;B,X) . Nβ(logN)−γ.
Entonces, no se cumple la inclusio´n continua Aατ (B,X) ↪→ G ατ (B,X) para todo α > 0
y todo τ ∈ (0,∞].
Demostracio´n. (i) Elegimos a, b ∈ N tal que 0 < a
b
< γ
α+β
. Sea pN = N
a2N
b
y qN = 2
Nb .
Entonces, l´ımN−→∞
pN
qN
= l´ımN−→∞Na =∞ y
hr(qN ;B,X)
hl(pN ;B,X) &
(2N
b
)β(log 2N
b
)γ
Na(2Nb)β
≈ N
bγ
Naβ
= N bγ−aβ > Naα =
(pN
qN
)α
lo que prueba (5.15) para este caso. Por eso, podemos usar la Proposicio´n 5.4.1 para
concluir el resultado.
(ii) La demostracio´n de esta parte es similar a la de la parte (i). Elegimos a, d ∈ N y
pN y qN como en la prueba de la parte (i) y tenemos
hr(qN ;B,X)
hl(pN ;B,X) &
(2N
b
)β
(Na2Nb)β(logNa2Nb)−γ
=
(logNa2N
b
)γ
Naβ
& (log 2
Nb)γ
Naβ
≈ N
bγ
Naβ
= N bγ−aβ > Naα =
(pN
qN
)α
esto prueba (5.15) para este caso. Por tanto, podemos usar la Proposicio´n 5.4.1 para
concluir el resultado.
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5.5. Desigualdades de tipo Jackson y la propiedad
H
En esta seccio´n presentamos una versio´n del Teorema 3.4.6, sustituyendo la condicio´n
η ∈W+ por la propiedad (H) de B.
Teorema 5.5.1. Sea B = {ej}j∈N una base incondicional en un espacio cuasi-Banach
(X, ‖ · ‖X). Supongamos que B satisface la Propiedad (H) (ver Definicio´n 5.3.1). Sean
α > 0 y 0 < q ≤ ∞ fijos. Entonces, para cualquier sucesio´n {η(k)}∞k=1 ∈ W las condi-
ciones siguientes son equivalentes:
1. Existe C > 0 tal que para todo N = 1, 2, 3, . . .∥∥∥∑
kΓ
ek
‖ek‖X
∥∥∥
X
≤ Cη(N), ∀ Γ ⊂ N. (5.22)
2. `qkαη(k)(B,X) ↪→ Aαq (B,X).
3. (Desigualdad de tipo Jackson para `qkαη(k)(B,X)). Existe Cα,q > 0 tal que para todo
N = 1, 2, . . . , se tiene
σN(x;B,X) ≤ Cα,qN−α‖x‖`q
kαη(k)
(B,X), ∀ x ∈ `qkαη(k)(B,X). (5.23)
Demostracio´n. Teniendo en cuenta la Nota 3.4.8, solo hace falta probar la implicacio´n
3. =⇒ 1. Sea
1˜Γ =
∑
k∈Γ
ek
‖ek‖X .
Empezamos con el caso N = 2n. De la Propiedad (H) de B existe Γ = Γn+1 ⊂ N con
|Γ| = 2n+1 tal que para todo Γ′ ⊂ Γ con |Γ′| = 2n tenemos
‖1˜Γ′‖X ≈ hr(2n;B,X). (5.24)
Por (2.6) en [27] (ver 3.3) tenemos
σ2n(1˜Γ)X = ı´nf|Γ′|=2n
Γ′⊂Γ
‖1˜Γ′‖X ≈ hr(2n;B,X). (5.25)
Por otro lado, por el Lema 3.3.5 (observe que kαη(k) ∈W+ cuando η ∈W) y la propiedad
doblante de η tenemos
‖1˜Γ‖`q
kαη(k)
(B,X) ≈ 2(n+1)αη(2n+1) . 2nαη(2nα). (5.26)
De (5.26) y la hipo´tesis 3. se deduce
hr(2
n;B,X) ≈ σ2n(1˜Γ)X ≤ Cα,q2−nα‖1˜Γ‖`q
kαη(k)(B,X)
. η(2nα).
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Esto prueba (5.22).
Para N general elegimos N ∈ N tal que 2n−1 < N ≤ 2n y usando la propiedad doblante
de η, para Γ ∈ D con |Γ| = N, se tiene
‖1˜Γ‖X ≤ hr(N ;B,X) ≤ hr(2n;B,X) . η(2n) . η(2n−1) ≤ η(N).
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