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Fredman has shown that Q(logk N) lower bounds the complexity for doing 
aggregate orthogonal range queries on a set of N records in a dynamic environ- 
ment, where the computing machine can use only addition for calculating 
aggregates. We introduce a natural k-dimensional analog to the Karlsson-Munro- 
Robertson (1985, in “The 12th ICALP Symposium,” pp. 318-327) contiguous 
segment assumption. This assumption is shown to be sufficient to extend Fredman’s 
formalism so that subtraction as well as addition may be included in the .0(log’ N) 
lower bound. Since subtraction operations are known to speed up orthogonal range 
queries for static data structures with polylog memory redunduncy, it is significant 
that subtraction is not also helpful in a dynamic environment. The techniques 
introduced in Section 2 are stated in very general terms because they should have 
applications to other types of problems, besides those we consider. 0 1989 Academic 
Press. Inc. 
1. INTRODUCTION 
Throughout this paper, R will denote a set of N points in k-dimensional 
space. An orthogonal range query of dimension k is defined as a request for 
the subset of R that satisfies an inequality similar to 
a,<KEY.l<b, and a2<KEY,<bz and . . . a,<KEY.k<B,. (1.1) 
Often q will denote an orthogonal range query, and SET(q) the set of 
records satisfying q. 
Suppose each record r in k-dimensional space has an attribute 
VALUE(r) that belongs to some abelian group G. Then a request to 
calculate SUM(q) = C,, sETCqj VALUE(r) is called a k-dimensional 
aggregate query. A request to produce a list itemizing the full set of records 
satisfying (1.1) is called a k-dimensional reporting query. A theme in the 
literature on geometric algorithms is that the reporting and aggregate 
query algorithms have slightly different complexities (see, for instance, Lee 
and Preparata’s, 1984, literature survey). The intuitive reason for this 
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distinction is that if 1 records belong to SET(q) then 1 units of time are 
necessary for a reporting query to itemize the I distinct elements in SET(q), 
but an aggregate query data structure can calculate SUM(q) in less time if 
its components store several partial sums. For instance, Fredman (1981a) 
shows that no data structure can have a combination better than 
O(logk N) time for the maximum of update time and aggregate retrieval 
time, but (Fries, Mehlhorn, and Naher, 1985; Willard, 1985a) illustrate 
different types of further improvements for the dynamic reporting problem. 
Fredman’s lower bound (Fredman, 198 la; Mehlhorn, 1984) is known to 
be the best possible result for aggregate retrievals, since it precisely matches 
the upper bound that three different sets of articles have now obtained. The 
first of them is the bounded balance method that Lueker and Willard 
(1982, 1985), Lueker (1978) and Willard (1978) applied to the k-fold trees 
of (Bentley and Shamos, 1977; Bentley, 1980; Lee and Wong, 1980). A 
second method is a revision of the first technique that saves memory space 
(Willard, 1985b), and a third O(logk N) upper bound follows by applying 
the static-to-dynamic transformation (Bentley and Saxe, 1980; Overmars 
and van Leeuven, 1982) to the special data structure of Willard (1985a). 
Chazelle (1985a) recently expanded the bounded balance method so that 
the memory space can be compressed to O(NlogkP2 N) with no time loss 
for the COUNTING problem and a polylog time loss for the non- 
COUNTING dynamic aggregate retrieval problem. Fredman’s lower 
bound assumes aggregates are calculated by performing repeated addition 
operations (over any associative and commutative semi-group operator), 
and an open question raised by (Fredman, 1981a) is whether the same 
lower bound Q(logk N) would hold in more elaborate computational 
models where subtraction as well as addition can be used to calculate 
aggregates. What makes this question especially intriguing is that static 
data structures with polylog memory redunduncy seem to often have a 
factor log N faster search algorithm when subtraction is permitted 
(Chazelle, 1985a; Willard, 1985a). Thus, it is reasonable to wonder whether 
the presence of subtraction may also be helpful for aggregate orthogonal 
range queries in a dynamic environment. One of our goals is to answer this 
open question by showing that Q(logk N) lower bounds all dynamic data 
structures that allow subtraction to accompany addition in a new model of 
computation, called aligned aggregation, whose only new assumption is a 
k-dimensional analog of the contiguous segment assumption in the 
Karlsson-Munro-Robertson (1985) lower bound. 
A second goal is a new technique for calculating lower bounds, which 
makes Fredman’s formalism (1980, 1981a, 1981b, 1981~) applicable to 
addition-subtraction operations, by etablishing an amortization theorem of 
very general interest. This amortization theorem should have implications 
to other types of lower bounds beyond those studied in this paper. 
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Incidentally, the present lower bounds do generalize to VLSI and 
k-dimensional box intersection aggregate problems, by an equivalence 
theorem from Edelsbrunner and Overmars (1981). The reader should see 
(Vaidya, 1985; Yao, 1982) for the generalization of Fredman’s semi-group 
formalism to time-space trade-offs. 
2. A GENERAL LOWER BOUND THEOREM 
This section gives a statement of our main results and introduces a lower 
bound theorem that should have significant applications beyond those 
studied in this paper. It also explains how our results are related to 
Fredman’s formalism (Fredman, 1981a; Mehlhorn, 1984). For the sake of 
simplicity, the first half of this section uses the specific example of the 
aligned 2-dimensional orthogonal range query problem to introduce its 
notation. The main theorem in this section generalizes significantly beyond 
this problem, as will become evident. 
In most of our discussion of 2-dimensional queries, A4 denotes a fixed 
positive integer, and we assume that the set of records R correspond to the 
set of all the ordered pairs (i, j) whose first and second components corre- 
spond to the positive odd numbers less than 2M. As in Section 1, N 
denotes the cardinality of R; the previous sentence thus implies N= M2. 
Define a double-wedge query to be a request to calculate SUM(q) for the 
set of records whose key value (i, j) satisfies the disjunction condition: 
{(icx and j<y) or (i>x and j>y)}. (2.1) 
The symbol q will denote a double-wedge query, and throughout this paper 
we assume that the query’s x and y components correspond to positive 
even integers no greater than 2M - 2. 
In order to answer a double-wedged query, our algorithms will add and 
subtract several aggregate counlers. The symbol a will denote an individual 
aggregate counter, and VALUE(a) will denote the quantity stored in this 
counter. Define an aggregate counter to be aligned iff it stores the sum of 
the values of the records lying in some rectangular region in the plane. 
Each aligned counter can be thought of as consisting of four even numbers, 
XSUP(a), XiNF(a), YSUP(a), and YINF(a) such that VALUE(u)= 
1 VALUE(r) for those records r that correspond to an order pair (i, j) in 
the rectangular region 
XtNF(a) < i-c PUP(a) and YINF(a) < j-c Ysup(u). (2.2) 
One of the goals of this paper is to prove that Q(log’ N) lower bounds 
the sum of worst-case update and retrieval time for the aligned version of 
643/82/l-4 
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the 2-dimensional orthogonal range query problem and that S2(logk N) is 
the generalization of this result to k dimensions. Fredman (1981a) did not 
allow for the presence of subtraction but he also did not insist the 
aggregate counters be aligned; his work is thus stronger than ours in one 
respect but weaker in another (since the ideal lower bound would apply to 
addition-subtraction operations in a non-aligned environment). 
The alignment assumption in our present paper is the exact k-dimen- 
sional analog of the contiguous segment assumption in (Karlsson et al., 
1985). In both cases, the lower bounds seem quite natural because it is 
hard to conceive how performance could improve without alignment or 
contiguous segments. 
Throughout this paper, the small letter symbols r, q, and a denote 
respectively individual records, queries, and aggregate counters, and the 
capital letter symbol R, Q, and A denote the set of all records, all queries, 
and all aggregate counters, respectively. Most of this paper assumes that 
the set of records R and queries Q are the fixed sets defined in the second 
and third paragraphs of this section, but the quantity stored in the 
VALUE(r) field of each record changes over time. An update is defined as a 
command to change the quantity stored in VALUE(r), and every such 
command must also change the quantity stored in VALUE(a), for every 
counter a, where r lies in the rectangular region associated with Eq. (2.2). 
The precise elements belonging to the sets R and Q were defined by the 
second and third paragraphs of this section, but the fourth paragraph 
deliberately avoided specifying which aggregate counters belong to the set 
A. The reason is that the lower bounds in this article discuss all possible 
sets A and show that each possible set A (for the 2-dimensional version of 
our problem) must cause either the cost of querying or the cost of updating 
to respect C?(log* N). Intuitively, this is because retrieval time is a decreas- 
ing and update time an increasing function of the size of the set A. 
One further definition is necessary before we can discuss the main 
theorem of this section. M. L. Fredman (1985) has pointed out that there 
are technically three versions of the aggregate update problem, which could 
perhaps be called the fully dynamic, singly stratified, and doubly stratified 
versions. The doubly stratified variation requires the set of records R, 
queries Q, and aggregate counters A to stay lixed over time; it thus permits 
only the contents of an aggregate counter a to change when the information 
stored in VALUE(r) is modified. ThefulZy dynamic version of the retrieval 
problem differs by allowing each of the sets A, R, and Q to change over 
time, and the singly stratzjied variant lies midway between these concepts 
by allowing the set membership of A but not those of R and Q to change 
over time. All the theorems in both our paper and Fredman (1981a) apply 
to all three versions of the dynamic update problem, but the distinction 
between these three concepts is still necessary to fully understand the proof 
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methods in either paper. In particular, Section 4 proves our lower bound 
for the doubly stratified problem, and Section 3 provides the machinery for 
inferring that the same lower bound must hold for the other versions of the 
retrieval problem. 
Section 3’s formalism for equating the three versions of the aggregate 
update problem is significantly different from its predecessor in Fredman 
(1980, 1981a, 1981b, 1981~); we shall therefore state its theorem in the 
most general form possible. Let Z denote any particular range query 
problem, and R, Q, and A denote some fixed sets records, queries, and 
aggregate counters associted with the doubly stratified version of the 
problem Z. That is, the 4-tuple (Z, R, Q, A) could but does not need be the 
example specified in the opening six paragraphs of this section. For any 
particular problem Z, let A, denote the set of aggregate counters that con- 
tain information about the record r. (If Z is the example of the aligned 
2-dimensional orthogonal range query problem then Eq. (2.2) provides the 
definition of A,.) Also, let ADD(q) and SUB(q) denote the set of aggregate 
counters such that SUM(q) is calculated by adding together the aggregate 
counters from the set ADD(q) and subtracting those from SUB(q), as 
illustrated in Eq. (2.3): 
SUM(q)= 1 VALUE(q) - c VALUE(a). (2.3) 
u E ADD(y) UE SUB(q) 
Use the symbol A, to denote the union of the sets ADD(q) and SUB(q), 
i.e., 
A, = ADD(q) u SUB(q). (2.4) 
The sets A, and A, respectively pair records and queries with aggregate 
counters; R, and Q, shall denote the inverses of these sets. That is, for a 
particular aggregate counter a, R, and Q, denote the sets: 
R,= {reR / aeA,} (2.5) 
Q,= {qEQ I aeA,l. (2.6) 
In the statement of Proposition 2.1 as well as throughout this paper, ISI 
denotes the cardinality of the set S. 
THEOREM 2.1. Suppose I RI E IQl, and let N be an abbreviation for the 
number 1 RI. Suppose the doubly stratified version of the problem Z can be 
associated with a function p(a) that meets the following two “spanning” 
constraints 
(1) Aa) d o(lQ,l + IRA) 
(11) LA Aa) 2 QW.gW)). 
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Then Q(g(N)) must be a lower bound on the amortized number of arithmetic 
operations for updating and retrieving aggregates in any of the doubly 
stratl$ed, singly stratified, or fully dynamic versions of the problem Z. 
The proof of Theorem 2.1 appears in Section 3. Section 4 applies this 
proposition to infer a lower bound for the addition-subtraction operations 
in the aligned version of the k-dimensional orthogonal range query 
problem. Theorem 2.1 is likely to have other applications besides those 
discussed in this paper. It was influenced by the work of Fredman, but it 
differs from (Fredman, 1980, 1981a, 1981b, 1981~) in an important 
respect. ’ 
Incidentally, some readers may wonder why it is that this paper studies 
lower bounds for double-wedged queries rather than for the more conven- 
tional 2-dimensional orthogonal queries that ask for all the ordered pairs 
(i, j) satisfying a condition similar to 
U 
inf < i < uSUp and $nf < j < vSuP. (2.7) 
The answer has two parts: An Q(log2 N) lower bound for double-wedged 
queries immediately implies that at least the same lower bound applies to 
the queries in (2.7) (see Theorem 4.6’s proof): furthermore, it is necessary 
to examine double-wedge queries before considering queries of the type 
(2.7) because the latter do not strictly satisfy the requirements of Theorem 
2. l’s if-clause.2 
3. PROOF OF THEOREM 2.1. 
This section provides the proof of Theorem 2.1. It perhaps may be 
convenient for the reader to think in terms of the example of the aligned 
2-dimensional query problem in this section, but it should be remembered 
’ The analog to Proposition 2.1 in Fredman’s (1980, 1981a, 1981b, 1981~) bi-partite graph 
formalism differs essentially by requiring that A,n A, correspond to a singleton set when 
VALUE(r) is one of the terms included in the aggregate SUM(q), and it is required to be the 
empty set otherwise. Theorem 2.1 makes neither such assumption to enable the lower bound 
formalism to extend to subtraction operations. 
2 If @f < p* and “in< < pp are positive even integers <2M in Eq. (2.7) then there are 
O(M4)= O(N*) distinctly different queries of the canonical form described by Eq. (2.7). 
Theorem 2.1 would technically be inapplicable to this set of queries because the query-set does 
not have the cardinality O(N) required by the theorem’s if-clause. Our paper avoids this 
problem by first applying Theorem 2.1 to calculate a lower bound for double-wedged queries; 
it then infers the same lower bound for Eq. (2.7) because the latter must certainly be at least 
as large as that for double-wedged queries, by Theorem 4.6. 
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that our results apply equally to any other dynamic aggregate retrieval 
problem. For instance, this section would be also applicable to the half- 
planar search problem studied in Edelsbrunner and Welzl (1983) Fredman 
(1980) Katz and Volper (1986), and Willard (1982). The discussion in this 
section is divided into three parts, which prove Theorem 2.1 for the three 
respective cases of the doubly stratified, singly stratified, and fully dynamic 
update problems. 
LEMMA 3.1. The statement of Theorem 2.1 is valid for the case of the 
doubly stratified update time. 
Proof: Our proof is similar to the analog in (Freedman, 1981a). Since 
IA,1 lower bounds the cost of updating the record r and iA,1 lower bounds 
the cost of performing the query q, the quantity T below must lower bound 
both the amortized and worst-case cost for the doubly stratified update 
problem : 
(3.1) 
Equations (2.5), (2.6) (3.1), and the fact that /RI =Ng IQ1 imply that 
TV. 1 (IQ,1 + IKI). (3.2) 
0tA 
Substituting conditions I and II into Eq. (3.2) we conclude 
T2 QkW) ). (3.3) 
Q.E.D. 
We will now prove that Theorem 2.1 is valid for the more difficult case of 
the singly stratified update problem. In our discussion C,, CZ, C,, . . . 
denote a string of update and retrieval commands, and A(i) denotes the set 
of aggregate counters that a particular algorithm c1 has available just before 
the receipt of the command Ci. Also A,(i), A,(i), ADD(q, i), SUB(q, i), 
Q,(i), R,(i) denote the membership of the sets A,, A,, ADD(q), SUB(q), 
Q and R, just before the execution of the command Ci. The doubly 
stkked update problem of course requires equalities such as: A(i) = 
A(i+ l), A,(i) = A,(i+ l), A,(i) = A,(i+ 1); the distinguishing aspect of the 
singly stratified update problems is its A-sets vary in time and do not 
necessarily satisfy the preceding equalities. 
The discussion in this section will use the following notation: 
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B(i)=A(i+ l)-A(i)nA(i+ 1) (3.4) 
T”““(i) = MAX{ IA,(i+ 1)1; lB(i)l} 
when Ci is a command to update VALUE(R) 
=MAW$,G)l; IW)l} 
when Cj is a command to perform the query q 
T+(i)= IA,(i+ 1)1 + IB(i)l 
when Ci is a command to update VALUE(R) 
= I‘$(9 + IWQl 
when Ci is a command to perform the query q. 
It is immediate from the definitions in the last two paragraphs that T”““(i) 
lower bounds3 the number of addition and subtraction operations triggered 
by the command Ci. Furthermore, our formalism implies 
T”““(i)> T+(i)/2. (3.5) 
The last two sentences imply a lower bound on the amortized cost of the 
command sequence C,, C2, C3, .., can be calculated by determining the 
amortized value of Q( T+ (i)). 
The following notation will be useful in our calculation of this amortized 
value : 
S(i) = {I;: Tto} - IA( (3.6) 
A(i)=S(i+ 1)-S(i) 
= T+(i)+ IA( - lA(i+ 1)l. (3.7) 
LEMMA 3.2. For each algorithm a and integer n, it is possible to find a 
sequence of commands C,, Cl, . . . . C, such that each of the terms A(l), 
A(2), . . . satisfy 
1 IA,(i)l/lRI + c IA,WlQl . (3.8) 
rGR UCQ 
3 The first term in Tmsx(i),s definition lower bounds the cost of an update command because 
each member of the sets A,(i + 1) and B(i) requires an aggregate calculation following a com- 
mand to change VALUE(r). Its second term lower bounds the cost of a retrieval query q 
because each member of the sets ADD(q, i) and SUB(q, i) enter into this calculation, and 
IS(i)) represents the cost for adding new aggregate counters to the algorithm’s memory. The 
reason A,( .) contains an index of “i + 1” rather than 7” in this discussion is that we need only 
update those counters that remain active at the end of the command C,. 
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ProoJ If Ci is a command to modify VALUE(r) then the formalism 
from the previous two paragraphs implies 
d(i)= IA,(i+ 1)1 + IB(i)l + IA( - IA(i+ 1)1 2 IA,(i)l. (3.9) 
If Ci is a command to perform the query q then this formalism implies 
similarly 
d(i) B IA,(i)l. (3.10) 
Equations (3.9) and (3.10) imply some sequence C, C2 . . has each d(i) 
equal to the larger of MAX,,, (I&(i)l) and MAX,,,(IA,(i)I ). Hence, a 
sequence C, , C2, . . . . C, can certainly be found satisfying Eq. (3.8). Q.E.D. 
LEMMA 3.3, Suppose the 4-tuple (Z, R, Q, A) satisfies the if-clause of 
Theorem 2.1. Then for each algorithm c1 and integer n, it is possible to find a 
sequence of n commands C,, Cz, . . . . C, such that 
S(n + 1) - S( 1) B LI(ng(N)) + n/2. 
Proof: Lemma 3.2, the assumption that [RI =Ng IQl, and Eqs. (2.5) 
and (2.6) imply each of the terms d(i) can be made to satisfy 
c (lQ,(i)l + IR,(i)l)/~ 
ClEA 
(3.11) 
The latter inequality is subject to the same reasoning as in the proof of 
Lemma 3.1; that is, Eqs. (3.11) and the constraints I and II from Theorem 
2.1’s if-clause imply 
d(i) 2 QkW). (3.12) 
Since d(i) 2 1, Eq. (3.12) certainly implies 
d(i) B f + QMN)). (3.13) 
Equation (3.13) now implies 
S(n+l)-S(l)= i d(i)>(n/2)+O(ng(N)). Q.E.D. 
i= 1 
We will now use Lemma 3.3 to infer the main result of this section. 
LEMMA 3.4. The statement of Theorem 2.1 is valid for the case of the 
singly stratified update problem. 
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Proof. Let c1 denote a particular algorithm for performing the problem 
Z. Recall that A( 1) denotes the set of aggregate counters available just 
before a executes its first command. Choose an integer n satisfying 
n>2 IA(l)1 (3.14) 
Then Lemma 3.3 implies the existence of a sequence C,, C,, . . . . C, 
satisfying 
S(n+ l)-S(l)>n(ng(N))+n/2. (3.15) 
Since Eq. (3.6) implies S(l)= -IA(l Eqs. (3.14) and (3.15) imply 
S(n + 1) 2 Q(ng(N)). (3.16) 
The beginning of this section noted that T”““(i) lower bounded the cost 
of performing the command Ci. Hence, the aggregate cost of the command 
sequence C,, C,, . . . . C, is lower bounded by 
i T”““(i)2 f T+(i)/2 (by Eq. (3.5)) 
i=l i=l 
2 S(n + 1)/2 (by Eq. (3.6)) 
> fWg(N)) (by Eq. (3.16)). Q.E.D. 
COROLLARY 3.5. The statement of Theorem 2.1 is also valid for the case 
of the fully dynamic update problem. 
Proof: Fredman (1981a) has noted that the fully dynamic update 
problem is always at least as difficult as the singly stratified update 
problem. Hence Corollary 3.5 is an immediate consequence of Lemma 3.4. 
Q.E.D. 
Remark 3.6. For some problems, the fully dynamic update problem 
may have a significantly higher lower bound then the singly stratified 
version. In such cases, Corollary 3.5 may be excessively conservative. The 
classic example in the previous literature is that Katz and Volper (1986) 
and Fredman (1980) achieve nearly matching upper and lower bounds 
for one version of a singly stratified semi-group-based half-planar query 
problem, but no similar correspondence is known for the fully dynamic 
variation of this problem under the formalisms of Edelsbrunner and Welzl 
(1983) and Willard (1982). For other problems such as the semigroup 
orthogonal range queries in (Fredman, 1981a), the singly stratified and 
fully dynamic update problems are known to have identical complexities; it 
is the latter kind of problems that make Corollary 3.5 especially interesting. 
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4. THE LOWER BOUND FOR 
DYNAMIC ADDITION-SUBTRACTION ENVIRONMENTS 
This section will prove an Q(log2 N) lower bound on the addition- 
subtraction operations of the 2-dimensional aligned retrieval problem by 
constructing a function p(a) that meets the requirements of Theorem 2.1. In 
our discussion, (i,., j,) denote the integer coordinates of the record r, and 
(xq, y,) denote the coordinates of the query q. We also use the following 
notation : 
fa(cl) = I (log WNF(4 - x,1 - 1% KSUP(4 -x,1 1 
. {log I YINF(a) - y,l -log I Ysup(,) - yyl } I 
Aa) = 1 fJ4) 
qEQo 
(4.1) 
(4.2) 
1 
uq(r)=(ir-Xq).(jr-yq) 
U,(U)= 1 uq(r). (4.4) 
Equations (4.1) and (4.2) define the function p(a) whose analysis will imply 
the lower bound Q(log* N), and Eqs. (4.3) and (4.4) introduce two quan- 
tities that will help us analyze the characteristics of p(a). 
In our discussion, SET(q) will denote the set of records that satisfy the 
double-wedged query q, i.e., the set of ordered pairs (i,, j,.) satisfying the 
disjunction condition 
{(i, < xq and j, < y,) or (i, > xq and i, > y,)}. (4.5) 
Using the well-known identity xi:), (l/k) g log(b) - log(a), one may then 
conclude that all possible q, a, and r satisfy 
c oq(r)Zlog2Mrlog2 N (4.6) 
r E SET(q) 
b,(a)1 = 1 C uq(r)i rL(q). 
rER” 
We will now use the preceding identities to prove four lemmas, which 
combined with Theorem 2.1, will imply the s2(log2 N) lower bound. 
Lemmas 4.1 and 4.2 in this section are especially closely related to 
Fredman’s semi-group formalism (Fredman, 198 la; Mehlhorn, 1984). 
Aside form examining a new problem which includes subtraction this 
section may have pedagogic significance because it does not rely upon 
contour integration to evaluate its lower bounds. 
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LEMMA 4.1. CaEAufa(q) asZ(log2 N). 
Proof. Suppose each record r satisfies VALUE(r) = v&r). Then the 
definitions in Eqs. (2.3) and (4.4) imply 
1 u&9= 1 u,(a)- c +4 (4.8) 
TE SET(q) a E ADD(q) aeSUB(y) 
which in turn implies 
(4.9) 
reSET(y) C?GAq 
Substituting (4.6) into (4.9), we get 
1 b,(a)l 2 wog2 N). (4.10) 
OEA, 
Lemma 4.1 now follows by substituting (4.7) into (4.10). Q.E.D. 
LEMMA 4.2. I,, A p(a) > 52( N log2 N). 
Proof Equation (4.2), Lemma 4.1, and the definitions of Q, and A, 
imply 
aTA P(a)= c c L(9) 
asA ~=Q(u) 
= ,FQ Iz& fez(q) 
b c f2(lbp2 N) 
qsQ 
2 IQ1 @log2 N). (4.11) 
Lemma 4.2 now follows from the fact that the set Q has cardinality 
IQ1 z N. Q.E.D. 
Lemmas 4.1 and 4.2 provide the formalism for verifying that p(a) satisfies 
the second of Theorem 2.1’s two requirements, and we now show how to 
verify the first requirement. Using integration by parts, one may quickly 
confirm that 
s In(x) dx = x In(x) -x. (4.12) 
(An alternate verification of (4.12) consists of showing that the derivatives 
of the left and right sides of this equation equal each other.) Equation 
(4.12) implies the following lemma. 
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LEMMA 4.3. There exists a constant c such that for all u -C v and for any 
measurable set T and for any z > 0, the following inequality holds: 
I rcT (z[llog((x-ul)-log(lx-v/)(1-I)dx<c(v-u)z2. (4.13) 
Lemma 4.3’s proof is an easy algebraic consequence of the integral 
established in Eq. (4.12). The details appear in Appendix A. The next 
several lemmas will explain the significance of Lemma 4.3. 
Let a denote an aggregate counter whose x and y boundary values are 
the quantities PNF (a), XSUP(a), YINF(a), and Y’“‘(a) mentioned in our 
discussion of Eq. (2.2). Let fa(x, y) denote the quantity 
fJx, y) = I {log IXINF(a) -xl -log IPUP -xl } 
. (log ) YINF(a) - yJ - log ) Y’“‘(a) - yJ }I. (4.14) 
If the reader compares the right sides of Eqs. (4.1) and (4.4), he will find 
that they are identical except for the presence of subscript q; that is, fJq) 
(from (4.1)) corresponds to fO(x,, y,) (in Eq. (4.14)‘s notation). 
LEMMA 4.4. Let Area(a) = [X”“‘(a) - X’NF(a)] . [Y’“‘(a) - YINF(a)]. 
Then there exists a constant K such that for an arbitrary 2-dimensional 
aggregate counters a and an arbitrary 2-dimensional measurable set S, the 
following integrals hold over the area of the 2-dimensional set S: 
I [f,(x, y)- l] dxdy< K.Area(a) (4.15) (x3)‘) E s 
Y) dx dydK.Area(a) +Area(S). (4.16) 
Verification of Eq. (4.15). Let z,(y) denote the quantity 
z,(Y) = IhO YINF(a) -YI) -&(I YSUP(a)-yl)l. (4.17) 
Appendix B uses straightforward techniques from integral calculus to prove 
the existence of a constant K* such that the following inequality holds for 
an arbitrary l-dimensional set T and an arbitrary function z,(y), 
s vc T z,(Y)~ dy < K*( Y’“‘(a) - Y’“‘(a)). (4.18) 
Letting the function z,(y) in Eqs. (4.17) and (4.18) correspond to quantity 
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z in Lemma 4.3 and letting S* denote the set S’s projection onto the y-axis, 
we obtain the following chain of inequalities: 
i Cfak Y) - 11 dx 4 s 
= I {~~~~~Cl~~g~l~-~‘NF~~~l~-~~~~l~-~sUP~~~l~ll - 1) dxdy s 
= 
s c[XSUp(a) - PNF(a)] z,(y)’ dy (by Lemma 4.3) S’ 
< cK* Area(a) (by Eq. (4.18)). 
Hence the constant K= cK* satisfies the claim of Lemma 4.4’s first 
assertion, Q.E.D. 
Verification of Eq. (4.16). Easy, since the following inequalities must 
hold : 
Is LA Y) dx 4 = js Cf&, Y) - 11 dx 4 + Area(S) 
6 K. Area(u) + Area(S) (by Eq. (4.15)). Q.E.D. 
We will now use Lemma 4.4 to prove the second main result of this 
section. 
LEMMA 4.5. The function p(a) satisfies the upper bound 0( IQ,/) + IR,I) 
required by Part 1 of Theorem 2.1. 
ProojI Thinking of each element q E Q, as an ordered pair (x,, y,,), let 
S, denote the set of points in the xy-plane that are a distance less than t 
from some point in the set Q,. This definition certainly implies 
I Q,l z Area( S,). (4.19) 
Using the observation that integrals are usually the asymptotic limits of 
sums, it is easy to verify that 
1 fa(q) 1 j,,,,, s fak Y) dx dv. 
YEPa a 
Substituting (4.20) into (4.2) we obtain 
p(a)=j fuk Y) dx dy. 
(.Y.L1) E s, 
(4.20) 
(4.21) 
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Furthermore, the definition of R, immediately implies 
1 R,I g Area(a). (4.22) 
Substituting Eqs. (4.19), (4.21), and (4.22) into (4.16), we obtain the 
desired inequality : 
p(a)< O(lQ,l + IRA). (4.23) 
Q.E.D. 
THEOREM 4.6. Any data structure that uses the addition and subtraction 
of aligned aggregate counters to perform 2-dimensional orthogonal queries 
must require either CI(log* N) retrieval or update time. (This lower bound 
applies equally to each of the single-stratified, double-strattfied, and fully 
dynamic variations of the update problem, defined in Section 2.) 
Proof The double-wedged query certainly satisfies this theorem, since 
Lemmas 4.2 and 4.5 show the functions p(a) and g(N) = log* N meet the 
two requirements for Theorem 2.1 to imply the asserted lower bound for a 
data structure supporting double-wedge queries. Since a double-wedged 
query can always be performed by executing two rectangular queries 
(similar to Eq. 2.7), the complexity of conventional 2-dimensional 
orthogonal queries can be no more than a factor 2 less expensive than the 
cost of a double-wedge query. Hence, these queries also respect the 
dynamic lower bound sZ(log* N). Q.E.D. 
5. CONCLUSION 
A more elaborate analysis can generalize Theorem 4.6 to the case where 
scalar multiplication as well as addition and subtraction is present, and the 
result also generalizes to a lower bound .C2(logk N) for the dimension k. The 
main open question raised by this paper is how to combine our formalism 
with that of Fredman (1981a) so that a lower bound G?(logk N) may apply 
to performing addition and subtraction with non-aligned aggregate 
counters. We suspect that some purely geometrical argument can show that 
the optimal structure for the doubly stratified problem is aligned. This 
result combined with Theorems 2.1 and 4.6 would generalize the CI(logk N) 
lower bound to non-aligned structures, simultaneously in the single- 
stratified, double-stratified, and fully dynamic update problems. 
Section 2 explained that Theorem 2.1 discusses a problem substantially 
more general than orthogonal range queries. This theorem may eventually 
further our understanding of half-planar aggregation (Edelsbrunner and 
Welzl, 1983; Fredman, 1980; Katz and Volper, 1986; Willard, 1982) as well 
as of other problems. 
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APPENDIX A 
Let gu,“,Jx) denote the quantity: 
s,,...~~~=~~cl~~~~l~-~l~-~~~~I~-~l~ll-~. (A.11 
Equation (A.l) intuitively represents the integrand term that appears on 
the left side of Eqs. (4.13). Thus to prove Lemma 4.3, we must show that all 
u < u, z > 0, and measurable sets T guarantee the inequality: 
gu.v.z(x) dx G OC(v - u) ~‘1. (A.21 
It is easy to see that for each triple (u, U, z) there will exist exactly four 
distinct values xi satisfying the relations: 
and 
gu,v,r(-f1) = gu,v,z(f2) = gu,“,A~3) = gu ” A-G) = 0 . . (A.3) 
x,<u<x,<x,<v<x,. (‘4.4) 
The function g, “, ;( . ) is easily seen to attain positive values only on the 
open intervals (X,, X2) and (X3, X4). We can therefore infer from Eq. (A.1 ) 
that 
s XE T  gu,a,Ax) dx Q il:’ gu,v,z(x) dx+ s:” gu,v,z(x) dx 
<4 s t; gu,v.z(x) dx. (A.5) 
(For Eq. (A.5) to make sense at the singularity points x = u and x = v, one 
must of course take its terms to mean Lebesque integrals.) We will now use 
Eq. (A.5) to prove Lemma 4.3. 
Equation (A.1 )‘s definition of the function g,,“,,(.), together with the 
integration formula in (4.12) and Eq. (A.3), implies 
s f4 gu,&) dx G zs ” [lo&X,-u) - lo&x - v)] dx I’ ” 
< O(z(x, - u)). (A.6) 
The definitions of g,,“,,(.) and X, imply the following inequality (which 
in fact is a gross overestimate in the degenerate case where z + 1): 
x‘g -v $ O((v - u)z). (A.7) 
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The last three inequalities and Eq. (A.l) confirm Lemma 4.3 by 
demonstrating 
6 O[(v - u) z’]. Q.E.D. 
APPENDIX B 
This appendix completes the proof of Lemma 4.4 by providing the 
verification of Eq. (4.18). As with Appendix A, our proof will rest on 
applying some of the techniques from integral calculus. 
Let P= (Y INF(a)+ YsuP(a))/2. The definition of z,(y) (in Eq. (4.17)) 
implies 
s 
Y’NF(o) 
_ no zkJ4’ 4 = I,“,,,) Z,(Y)’ 4 (B.1) 
and 
s 
F 
zm2 dY = j 
YS"P(,) 
z y,NF(,) .(Jd2 dY 6 [,",,,) z,(Y)* 4 (B.2) 
I 
Equations (B.l) and (B.2) then imply 
(B.3) 
We will now complete the proof of Eq. (4.18) by bounding the right side of 
Eq. (B.3). Our discussion will use the identity (B.4), which can be verified 
from calculus by simply noting that the left and right sides of Eq. (B.4) 
have the same derivative (or alternatively using integration by parts): 
s 
ln2xdx=xln2x-2xlnx+2x. (B.4) 
Let Y* denote the quantity 
Y* = 2Ys”p(a) - YINF(u). (B-5) 
Equations (B.5) and (4.17) imply that every value y lying in the open inter- 
val ( YSUP(a), Y*) satisfies 
z,(y)* < {log[ Y* - YINF(a)] - log[y- Ys”p(a)]}*. u3.6) 
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Applying the integration formulas in (4.12) and (B-4) to the right side of 
(B.6), we conclude that there must exist some constant K, (whose value is 
independent of a) satisfying 
1‘ 
Y’ 
z,(y)’ dy < K,( Y’“‘(a) - YINF(a)). 03.7) 
YS”P(u ) 
The definition of z,(y) in Eq. (4.17) further implies that there exists a 
second constant K2 (whose value is also independent of a) such that every 
y > Y* satisfies 
z (r)z < K2C Ysup(4 - Y’“‘(a)l’ 
82 1 [y - Ys”p(u)]2 (B.8) 
Equation (B.8) together with the identity j;” xe2 dx = 1 implies 
s 
5 
z,(y)’ dy < K,( Y’“‘(u) - Y’“‘(u)). (B.9) Yt 
Let K* = 4(K, + K2). The proof of Eq. (4.18) may now be completed by 
using the combination of Eqs. (B.3), (B.7), and (B.9) to verify the following 
chain of inequalities : 
s v~ T Z,(Y)’ 4 d j_q z,(Y)~ dy 
< 4(K, + K2)( Y’“‘(u) - Y’““(a)) 
< K*( Y’“‘(u) - Y’““(u)). Q.E.D. 
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