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1 Introduction
The Slavnov-Taylor (ST) identities [1] play a pivotal role in the consistent quantization of gauge theo-
ries, ensuring the fulfillment of physical unitarity [2–6] to all orders in the loop expansion. In the last
50 years ST identities have been thoroughly used in the analysis of power-counting renormalizable gauge
theories [7, 8], culminating in the proof of the all-order renormalizabilty [9, 10] of the Standard Model
(SM) [11–13] as well as of some of its supersymmetric extensions, most notably the Minimal Supersym-
metric Standard Model [14].
The discovery of the Higgs boson at the LHC in 2012 [15, 16] has confirmed experimentally the SM
by providing evidence of its last missing particle after a search of almost half a century. On the other
hand, up to now no direct evidence has been found at the LHC of supersymmetric particles at the TeV
scale. Moreover no beyond-the-Standard-Model (BSM) physics effects have so far been detected.
BSM searches are amongst the most challenging ones and new techniques and tools are currently
being developed in order to improve on them (for a recent review see e.g. [17]). It is therefore important
to keep an open mind and allow in the analysis of LHC data for all possible interactions, consistent
with the low energy symmetry pattern of the spontaneously broken electroweak SU(2)×U(1) group. This
can be achieved in the so-called effective field theory (EFT) approach [18] by adding higher dimensional
operators arranged in inverse powers of some large energy scale Λ. These higher dimensional operators
can be projected on a basis classified in [19, 20], where equations of motion are taken into account in
order to identify on-shell independent interactions.
At one loop order the full set of anomalous dimensions for the Standard Model EFTs (SMEFTs)
is known [21–23]. Several surprising cancellations in the one-loop UV divergences have been observed,
whose origin has been explained in terms of holomorphicity [24, 25], and/or remnants of embedding
supersymmetry [26]. It should be noticed that these computations are restricted to be on-shell, since
the equations of motion are imposed. This is consistent whenever one is interested in physical S-matrix
elements or other physical gauge invariant quantities at one loop order.
On the other hand, it has been known since a long time [27] that such models are indeed renormalizable
in the modern sense, i.e. all the UV divergences can be removed order by order in the loop expansion
by implementing generalized (usually non polynomial) field redefinitions, respecting the ST identities or
equivalently the Batalin-Vilkovisky [28] master equation, and by redefining the couplings of all possible
gauge invariant operators, compatible with the defining symmetries of the theory.
One of the main difficulties in carrying out this task is that derivative interactions, which are a
characteristic feature of SMEFTs, maximally violate the power-counting already at one loop order. For
instance the dimension 6 operator
φ†φ(Dµφ)Dµφ , Dµ = ∂µ − iAaµ
τa
2
, φ =
(
iφ1 + φ2
φ0 − iφ3
)
, φ0 ≡ v + σ , (1)
φ being the scalar Higgs doublet, Dµ the SU(2) covariant derivative with Aaµ the gauge fields and τa
the Pauli matrices, and v the vacuum expectation value (v.e.v) of the φ0 component, gives rise among
others to the interaction vertex ∼ σ∂µσ∂µσ. Hence one can construct a one-loop UV divergent amplitude
with an arbitrary number of external σ-legs, since each interaction vertex contributes two powers of the
momenta in the internal loop that compensate the 1/p2 behaviour of the scalar propagator.
A constructive strategy for how to obtain the correct field redefintions and carry out the renormal-
ization of the gauge-invariant operators in a scheme-independent way, while respecting the symmetries of
the theory, has been recently worked out [29–32] within the Algebraic Renormalization approach [33–46].
The problem of maximal power-counting violation can be overcome by using a convenient gauge
invariant parameterization of the physical scalar by means of a field vX2 ∼ φ
†φ − v
2
2 , the constraint
being implemented by a suitable Lagrange multiplier field X1. It turns out that the corresponding theory
exhibits a (weak) power-counting [47] for the quantized fields (i.e. there is a finite number of divergent
amplitudes at each loop order n, although this number increases with n, as a consequence of the absence
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of power-counting renormalizability). We name this auxiliary model the X-theory, as opposed to the
ordinary φ-theory one is eventually interested in.
In the X-theory all higher dimensional operators in the classical action are required to vanish at
X2 = 0. Hence the operator
g
vΛφ
†φ(Dµφ)Dµφ will be replaced by
g
ΛX2(D
µφ)Dµφ. Green’s functions of
the φ-theory are recovered by going on-shell with the fields X1 and X2.
Furthermore a suitable set of external sources is introduced in order to formulate in a mathematically
consistent way the defining functional identities to be fulfilled by the vertex functional Γ of the X-theory.
In particular it turns out that the 1-PI Green’s functions depending on X1,2 are fixed by amplitudes
involving external sources and insertions of quantized fields other than X1,2 [29]. We name the latter
amplitudes ancestor Green’s functions.
Once the renormalization of the X-theory is achieved, one goes on-shell with the X1 and X2, which
amounts to apply a suitable mapping of the external sources onto operators depending on φ and its covari-
ant derivatives [29,31]. This procedure yields the full set of UV divergences of the SMEFT. Since we are
working off-shell with respect to (w.r.t.) the field φ and other quantized fields in the φ-theory, generalized
field redefinitions, that are present already at one-loop order and are in general not even polynomial also
in the Abelian case [30,31], are automatically accounted for through the so-called cohomologically trivial
invariants.
The paper is organized as follows. Notations and conventions are presented in Sect. 2. The solution
to the ST identities is described in Sect. 3 for a non-Abelian SU(2) gauge group. We present both the
non-local solution to the ST identity for the full vertex functional Γ as well as its local approximation
(relevant for the recursive parameterization of the UV divergences order by order in the loop expansion).
We then discuss the running of the couplings by presenting the Renormalizaton Group equation. We
finally elucidate how to obtain the β-functions in the present formalism.
2 Notations and setup
We consider the SU(2) gauge group. The field strength is defined by (Aµ = A
a
µ
τa
2 )
Gµν [A] = Gaµν
τa
2
= ∂µAν − ∂νAµ − i[Aµ, Aν ] . (2)
It is convenient to introduce a matrix representation for the scalar φ by setting
Ω ≡
1
2
(
φ0 + iτaφa
)
. (3)
Notice that Ω†Ω = 14(φ
2
0+φ
2
a)I, where I is the identity matrix. Moreover φ0 = v+σ, v being the vacuum
expectation value.
The classical action of the theory is obtained by extending the construction in [31] to the non-Abelian
gauge group. For that purpose one sets
S =
∫
d4x
{
−
1
4g2
GaµνG
µν
a +Tr(DµΩ)
†DµΩ−
M2 −m2
2
X22 −
m2
2v2
(
Tr Ω†Ω−
v2
2
)2
− c¯( +m2)c+
1
v
(X1 +X2)( +m
2)
(
Tr Ω†Ω−
v2
2
− vX2
)
+
g
Λ
X2Tr(DµΩ)
†DµΩ+ T1Tr(DµΩ)
†DµΩ
}
, (4)
g being the SU(2) coupling constant. By going on-shell with the fieldX1 (that plays the role of a Lagrange
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multiplier) one recovers the constraint2
vX2 = Tr Ω
†Ω−
v2
2
, (6)
which, when substituted back into Eq.(4), yields the usual quartic potential with coupling ∼M2, namely
−
M2
2
(
Tr Ω†Ω−
v2
2
)2
.
The physical scalar excitation has mass M . We observe that the classical action in Eq.(4) depends on a
parameter m2 associated with the quartic potential of the field φ that compensates with the contribution
from the quadratic mass term for X2 once one goes on-shell with X1,2. It follows that Green’s functions
in the target theory have to be m2-independent. This condition turns out to be a very strong check of
the computations, since the parameter m2 enters non-trivially both in the invariants and the Feynman
amplitudes.
The last line of Eq.(4) contains the dim.6 derivative operator and the external source T1, required to
define the X2-equation at the quantum level, as we will soon discuss.
The classical action (4) is invariant under two distinct BRST symmetries. The first is the U(1)
constraint BRST symmetry, acting as follows:
sX1 = vc , sc = 0 , sc¯ = Tr Ω
†Ω−
v2
2
− vX2 , (7)
while leaving all other fields and external sources invariant. It ensures that no additional physical degree
of freedom is introduced in the X-formalism [29, 31, 32, 48]. The U(1) constraint ghost and antighost
fields remain free.
In addition the classical action is invariant under the SU(2) BRST symmetry, acting as follows (we
denote the SU(2) ghosts by ωa):
sAaµ = ∂µωa + ǫabcAbµωc , sωa = −
1
2
ǫabcωbωc ,
sφ0 = −
1
2
ωaφa , sφa =
1
2
φ0ωa +
1
2
ǫabcφbωc , (8)
with ǫabc the SU(2) structure constant. s and s anticommute and are both nilpotent.
Gauge-fixing is carried out in the usual way a` la BRST by introducing the antighosts ω¯a paired into
a BRST doublet [49,50] with the Nakanishi-Lautrup fields ba:
sω¯a = ba , sba = 0 . (9)
We adopt a standard Rξ-gauge and introduce the gauge-fixing and ghost action as
Sg.f + Sghost =
∫
d4x
[ b2a
2ξ
− ba
(
∂Aa +
v
ξ
φa
)
+ ω¯a∂
µ(Dµ[A]ω)a +
v
2ξ
ω¯a(φ0ωa + ǫabcφbωc)
]
. (10)
(Dµ[A]ω)a = ∂µωa+ ǫabcAbµωc is the SU(2) covariant derivative. We also need to introduce the antifields
associated with the s, s-BRST transformations that are non-linear in the quantized fields:
Sa.f. =
∫
d4x
[
A∗aµ(Dµ[A]ω)a −
1
2
σ∗ωaφa +
1
2
φ∗a(φ0ωa + ǫabcφbωc) + c¯
∗
(
Tr Ω†Ω−
v2
2
− vX2
)]
. (11)
2Going on-shell with X1 yields the condition
(+m2)
(
Tr Ω†Ω−
v2
2
− vX2
)
= 0 , (5)
whose most general solution is X2 =
1
v
(
Tr Ω†Ω − v
2
2
)
+ η, η being a scalar field of mass m. In perturbation theory the
correlators of the mode η with any gauge-invariant operators vanish [29], hence one can safely set η = 0.
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The complete tree-level vertex functional is given by
Γ(0) = S + Sg.f + Sghost + Sa.f. . (12)
It obeys the following set of functional identities:
1. The b-equation
δΓ(0)
δba
=
ba
ξ
− ∂Aa −
v
ξ
φa ; (13)
2. The SU(2) antighost equation
δΓ(0)
δω¯a
= ∂µ
δΓ(0)
δA∗aµ
+
v
ξ
δΓ(0)
δφ∗a
; (14)
3. The constraint U(1) ghost and antighost equations
δΓ(0)
δc
= ( +m2)c¯ ;
δΓ(0)
δc¯
= −(+m2)c ; (15)
4. The X1-equation
δΓ(0)
δX1
=
1
v
( +m2)
δΓ(0)
δc¯∗
; (16)
5. The X2-equation
δΓ(0)
δX2
=
1
v
(+m2)
δΓ(0)
δc¯∗
+
g
Λ
δΓ(0)
δT1
− (+M2)X2 − (+m
2)X1 − vc¯
∗ ; (17)
6. The ST identity
S(Γ(0)) ≡
∫
d4x
[δΓ(0)
δA∗aµ
δΓ(0)
δAaµ
+
δΓ(0)
δσ∗
δΓ(0)
δσ
+
δΓ(0)
δφ∗a
δΓ(0)
δφa
+
δΓ(0)
δω∗a
δΓ(0)
δωa
+ ba
δΓ(0)
δω¯a
]
= 0 . (18)
Since the gauge group is non-anomalous, these functional identities can be preserved to all orders in the
loop expansion. We remark that the ST identity for the constraint U(1) BRST symmetry
SC(Γ
(0)) ≡
∫
d4x
[
vc
δΓ(0)
δX1
+
δΓ(0)
δc¯∗
δΓ(0)
δc¯
]
=
∫
d4x
[
vc
δΓ(0)
δX1
− (+m2)c
δΓ(0)
δc¯∗
]
= 0 (19)
is not an independent equation but reduces to the X1-equation of motion (16), the ghost c being a free
field.
3 Solutions of the ST identity
We expand the vertex functional Γ according to the loop order. Γ(n) denotes the n-th order coefficient
in such an expansion (the generating functional of n-th loop 1-PI amplitudes).
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3.1 Change of variables
In order to solve the set of functional equations (13)-(18) for Γ(n) we introduce a suitable set of external
sources redefinitions that automatically takes into account all functional identities but the ST identity.
The b-equation (13) at order n ≥ 1 in the loop expansion reads
δΓ(n)
δba
= 0 , (20)
stating that the whole dependence on the Nakanishi-Lautrup field ba is confined at tree-level. Similarly
the constraint U(1) ghost and antighost equations (15) entail that Γ(n), n ≥ 1 does not depend on c¯, c. By
the SU(2) antighost equation the dependence on the antighost field ω¯a only appears in the combinations
Â∗aµ = A
∗
aµ − ∂µω¯a , φ̂
∗
a = φ
∗
a +
v
ξ
ω¯a . (21)
The X1,2-equations are finally solved by the replacement
T1 = T1 +
g
Λ
X2 , c¯
∗ = c¯∗ +
1
v
(+m2)(X1 +X2) , (22)
as it can be seen by applying the chain rule for functional differentiation.
3.2 The n-th order ST identity
We now need to solve the ST identity. The procedure is a recursive one, order by order in the loop
expansion. The n-th order ST identity reads
S0(Γ
(n)) + ∆(n) = 0, (23)
where ∆(n) takes into account the lower order contributions
∆(n) =
n−1∑
j=1
∫
d4x
[δΓ(n−j)
δÂ∗aµ
δΓ(j)
δAaµ
+
δΓ(n−j)
δσ∗
δΓ(j)
δσ
+
δΓ(n−j)
δφ̂∗a
δΓ(j)
δφa
+
δΓ(n−j)
δω∗a
δΓ(j)
δωa
]
(24)
and S0 is the linearized ST operator
S0(Γ
(n)) =
∫
d4x
[
(Dµ[A]ω)a
δΓ(n)
δAµ
++
1
2
(φ0ωa + ǫabcφbωc)
δΓ(n)
δφa
−
1
2
ωaφa
δΓ(n)
δσ
+
δΓ(0)
δAaµ
δΓ(n)
δÂ∗aµ
+
δΓ(0)
δσ
δΓ(n)
δσ∗
+
δΓ(0)
δφa
δΓ(n)
δφ̂∗a
]
= sΓ(n) +
∫
d4x
[δΓ(0)
δAaµ
δΓ(n)
δÂ∗aµ
+
δΓ(0)
δσ
δΓ(n)
δσ∗
+
δΓ(0)
δφa
δΓ(n)
δφ̂∗a
]
, (25)
which acts as the BRST differential s on the fields of the theory while mapping the antifields into the
classical equations of motion of their corresponding fields. Notice that there is no (ω¯a, ba)-dependent term
in Eq.(25), since by Eq.(20) Γ(n) is b-independent and we are using the combinations in Eq.(21).
Our goal is to recusrively solve Eq.(23) for the full vertex functional Γ(n). So we assume that the ST
identity holds true up to order n− 1 and that Γ(j), j < n are known.
The first step is to trivialize the BRST symmetry as much as possible by performing an invertible
change of variables leading to either S0-invariant combinations or to doublets, i.e. pairs (u,w) such that
S0u = w ,S0w = 0.
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For that purpose let us introduce the SU(2) matrix
Ω′ = φ′0 + iφ
′
aτa ≡
√
2
Tr Ω†Ω
Ω , Ω′
†
Ω′ = 1 , φ′0 =
φ0√
φ20 + φ
2
a
, φ′a =
φa√
φ20 + φ
2
a
, (26)
and then carry out an operatorial gauge-transformation inspired by the bleaching procedure in the Stu¨ck-
elberg model [40]:
aµ = −ia0µ1+ aaµ
τa
2
≡ Ω′
†
AµΩ
′ − i∂µΩ
′†Ω′ ,
Ω˜ = Ω′
†
Ω . (27)
Each of the components of aµ and Ω˜ are both S0- (and gauge-) invariant. Moreover the transformation
in Eq.(27) is invertible. In components we find
aaµ = (φ
′
0
2
− φ′a
2
)Aaµ + 2φ
′
aφ
′
bAbµ + 2ǫabdAbµφ
′
aφ
′
0
+ 2(φ′a∂µφ
′
0 − φ
′
0∂µφ
′
a) + 2ǫabc∂µφ
′
bφ
′
c , (28)
while the only non-vanishing component of Ω˜ is in one-to-one correspondence with σ:
φ˜0 ≡ Tr Ω˜ =
√
φ20 + φ
2
a = v + σ +
1
2
φ2a
v2
(v − σ) + . . . (29)
where the dots stand for terms of order σ2 and φ2a. Notice in particular that
aaµ|φa=0 = Aaµ , φ˜0
∣∣∣
φa=0
= v + σ . (30)
The trace of aµ yields
a0µ = ∂µ(φ
2
0 + φ
2
a) , (31)
which is trivially invariant. As a side remark we notice that a0µ would vanish in the Stu¨ckelberg model
where the constraint φ20 + φ
2
a = v
2 holds true.
Moreover we can also redefine the ghost fields
ω˜a ≡ sφa =
1
2
φ0ωa +
1
2
ǫabcφbωc (32)
and again such a transformation is invertible. We stress that invertibility is related to the properties of the
linearized BRST transformation of Goldstone fields, that has to be non-vanishing since the Goldsone are
unphysical modes cancelling in the quartet mechanism against the ghosts and the unphysical longitudinal
polarizations of the gauge fields [51]. This is a crucial and general property of spontaneously broken gauge
theories.
Under the BRST differential s the new variables are either invariant, namely aaµ and φ˜0, or coupled
into a BRST pair, as (φa, ω˜a).
We now move to the antifield sector. In the X-formalism we can redefine the c¯∗ so that it forms a
S0-doublet with σ
∗. This is because
S0(σ
∗) =
δΓ(0)
δσ
= vc¯∗ + . . . , (33)
so that the redefinition c¯∗ → ˜¯c∗ ≡ 1
v
δΓ(0)
δσ
is invertible.
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In a similar way the antifield ω∗a pairs into a S0-doublet:
S0(ω
∗
a) =
δΓ(0)
δωa
= (Dµ[A]Aˆ∗µ)a + ǫabcω
∗
bMcdω˜d −
1
2
φ̂∗aφ0 −
1
2
ǫabdφ̂
∗
bφd ≡ φ˜
∗
a . (34)
Again, since φ0 = v+σ, this transformation is invertible. In the above equation we have used the matrix
Mcd such that
ω˜a = Racωc ≡
(1
2
φ0δac +
1
2
ǫabcφb
)
ωc ,
ωi =Miaω˜a ≡ 2
[ φ0
φ20 + φ
2
a
δia +
φiφa
φ0(φ
2
0 + φ
2
a)
+
ǫiaqφq
φ20 + φ
2
a
]
, MiaRac = δic . (35)
In the new variables Eq.(23) can be cast in the form
ρ(Γ(n)) ≡
∫
d4x
[
ω˜a
δΓ(n)
δφa
+ ˜¯c∗ δΓ(n)
δσ∗
+ φ˜∗a
δΓ(n)
δω∗a
]
= R(n) ≡ −
∫
d4x
[δΓ(0)
δAaµ
δΓ(n)
δÂ∗aµ
+
δΓ(0)
δφa
δΓ(n)
δφ̂∗a
]
−∆(n) (36)
with the help of an auxiliary BRST differential ρ acting only on doublets. ρ is nilpotent. It is understood
that the last line of the above equation is expressed in terms of the variables aaµ, φ˜0, ω˜a, Â
∗
aµ, σ
∗, ˜¯c∗, ω∗a, φ˜∗a,
φa, T1.
At this point it is convenient to introduce a collective notation for the ρ-doublets, i.e. uI = {φa, σ
∗, ω∗a},
wI = {ω˜a, ˜¯c∗, φ˜∗a} so that ρuI = wI , ρwI = 0.
The important point is that ρ can be inverted since it admits a homotopy operator h [52, 53], i.e.,
an operator such that {ρ,h} = I, where I is the identity on the space of functionals depending on the
doublets. Indeed, let us define
h(Y ) =
∫ 1
0
dt
∫
d4x
∑
I
uIλt
δY
δwI
, (37)
where the operator λt acts on a functional Y by multiplying the doublets it depends upon by t, without
affecting all the other variables ξ on which Y might depend:
λtY (uI , vI ; ξ) = Y (tuI , tvI ; ξ). (38)
Then one easily verifies that
{ρ,h}Y = Y (uI , wI ; ξ)− Y (0, 0; ξ). (39)
This identity holds without locality restrictions, the only condition being that the space of Y functionals
is star-shaped, as it happens for the space of functionals depending on the fields and the external sources
of the theory.
Moreover, as a consequence of the nilpotency of ρ, the right hand side (r.h.s.) of Eq.(36) is ρ-invariant,
and thus one finds
ρ(Γ(n)) = R(n) = {ρ,h}R(n) = ρhR(n) (40)
since R(n) is ρ-invariant. Eq.(40) yields the final representation for the n-th order vertex functional
Γ(n) = hR(n) + Γ
(n)
ker, (41)
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where Γ
(n)
ker is a ρ-invariant functional built from the bleached variables and the (uI , wI)-doublets. In
particular
Γ
(n)
g.i. = Γ
(n)
ker
∣∣∣
ω˜=0
. (42)
is a gauge-invariant functional.
Several comments are in order. First we remark that Eqs.(41) and (42) hold for the complete 1-PI
Green’s functions, without locality approximations. In particular the bleaching change of variables (26)
dresses the gauge and scalar fields with the appropriate Goldstone dependence required to ensure gauge
invariance. A further dependence on the Goldstone fields is induced by the ghost sector (via the homotopy
operator) and the variables ω˜a, ˜¯c∗, φ˜∗a. Notice that at one loop ∆(n) in Eq.(36) vanishes.
3.3 Classification of UV divergences
UV divergences in EFTs are local (in the sense of formal power series) [27]. In order to classify them one
can apply the standard approach based on cohomological tools [28,50]. Subtraction of UV divergences is
carried recursively in the number of loops. Suppose that they have been subtracted in a symmetric way,
i.e. fulfilling all the relevant functional identities, up to order n − 1. Then ∆(n) in Eq.(23) is finite and
therefore the UV-divergent part of Γ(n), denoted by Γ
(n)
, is S0-invariant:
S0(Γ
(n)
) = 0 . (43)
Due to the nilpotency of S0 there are two types of solutions in the space of local functionals: gauge-
invariant polynomials in the field strength, Ω and their covariant derivatives (the cohomologically non-
trivial sector) and S0-exact functionals of the form S0(Y
(n)) (the cohomologically trivial sector).
The latter are associated with (generalized) field redefinitions. For instance the redefinition σ →
σ + P (n)(Φ, ζ, ∂)σ, where P (n) is a formal power series in the fields (collectively denoted by Φ) and the
external sources (again collectively denoted by ζ) and polynomial in the derivatives, is generated by the
invariant ∫
d4xS0(P
(n)(Φ, ζ, ∂)σ∗) =
∫
d4x
[
sP (n)σ∗ + P (n)(Φ, ζ, ∂)
δΓ(0)
δσ
]
. (44)
We emphasize that these invariants connect the ghost-antifield sector (via the first term in the r.h.s. of
the above equation) with the contributions induced by the field redefinition on the classical action (the
second term). Indeed one can identify the field redefinitions actually present by studying the antifield
amplitudes. Explicit computations (in the Abelian case) have shown that such field redefitions do actually
arise already at one loop order and are not even polynomial in the fields [29,30].
We can parameterize the UV divergences of the theory by the coefficients gi of the gauge-invariants
3,
belonging to the cohomologically non-trivial sector, and by the coefficients ρi of the cohomologically
trivial invariants.
Since a change in the renormalization mass scale µ can be reabsorbed by a shift in the gi’s and the
ρi’s, we obtain the Renormalization Group equation for the model at hand
µ
∂Γ
∂µ
+ µ
∂gi
∂µ
∂Γ
∂gi
+ µ
∂ρi
∂µ
∂Γ
∂ρi
= 0 . (45)
3In the notation of [30] gi include the λi’s (the coefficients of the gauge invariants only depending on the fields), the ϑi’s
(coefficients of the invariants only dependent on the external sources) and the θi’s (the coefficients of the mixed field-external
sources invariants).
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Once the separation between the cohomologically trivial and non-trivial sectors has been correctly im-
plemented by fixing the λi’s and the ρi’s, the derivative w.r.t. µ of the latter yields the (generalized)
anomalous dimensions γi’s of the fields, while the β-functions are obtained by differentiation of the gi’s:
γi ≡ µ
∂ρi
∂µ
, βi ≡ µ
∂gi
∂µ
. (46)
Notice that when projecting on the Feynman amplitudes, the cohomologically trivial invariants do in
general give rise to non-trivial contributions to the UV divergences (due to the non-linearity of the field
redefinitions), that have to be taken into account in order to extract the gi’s and the ρi’s. Several explicit
examples can be found in [30].
4 Conclusions
Quantization of spontaneously broken gauge effective field theories can be consistently carried order by
order in the loop expansion in a full off-shell formulation. The dimensions of the gauge invariants, param-
eterizing the UV divergences of the n-th order vertex functional, then fix the order of the perturbative
expansion in inverse powers of the large energy scale Λ at order n in the loop expansion.
The consistent recursive subtraction of UV divergences of off-shell 1-PI Green’s functions is crucial
in order to ensure that overlapping divergences can indeed be removed by local counter-terms at higher
orders in the perturbative series. Moreover, the fulfillment of the ST identity has to be guaranteed in
order to respect physical unitarity.
We have shown that in these models the solution to the ST identity can be written for the full vertex
functional Γ, without local approximations, by homotopy techniques. The underlying algebraic structure
is richer than in the power-counting renormalizable case.
In particular (generalized) field redefinitions have to be taken into account already at one loop order,
or else it will not be possible to fix unambiguously the coefficients gi of the gauge invariants, separating
the genuine physical renormalizations from spurious effects due to the redefinition of the fields. Such field
redefinitions are determined by the anti-field dependent amplitudes.
The explicit renormalization of all dimension 6 operators in non-Abelian gauge theories in the for-
malism described in the present paper is currently under investigation.
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