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ABSTRACT 
It is known that for a random walk on a connected graph G on N vertices 
(X ,, . . ., xN) satisf$ng u(xJ < k for al1 t [U(xi) is the valence of x,1, the maximum 
expected number of steps to get from one vertex to another has a hound of order 
kN(N - 1). We give simple sufbient conditions under which, even though ukt) = 
O(N) for all i, the expected hitting times have bounds of orders N, N3/‘, or Nsi2. 
ph, i.e., a finite set of vertices V(G) and a set 
ments of V(G), called the edges of G, such 
t t’(x) denote the valence of x in G, i.e., the 
number of edges of 66: with x as an endpoint. We define the simple random 
a connected ph as the Markov chain whose state space is V(G) 
and whose transition probabilities are given by 
if (x,y)eE(G), 
Aerwise. 
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Let us denote by S(n) the simple random walk on G defined on a 
probability space (0, P), and by PX and E, the probabilities and expecta- 
tions assuming S(O) = x. arkov chain theory we know that for any 
x, y E V(G) 
P,(S(j)=y forsome j>O)=I, 
and therefore it ma kcs sense to define the random variable 
TY===inf(j>O:S(j)== y} 
wler showed in [4] that if is a 
hains, such as our ran 
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If we denote V(G) = (x 1, 3~: 2,. . . ,x,1, here is a summary of this technique: 
Assume we are interested in finding e(q, xN) for all i = I,. . . , N - I. Then 
Corn the transition probability matrix 
Ntb column to get the (N - l)X(N - 1) matrix 
ides alI the information: its 
r of visits starting l+om state 
re hitting N for the 
time) into state 
t line). Assume (2, i + 1) E(G) for 1 g i < h. The 
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i<j<Al. 
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mplete graph N). Assume (i, j) E E(G) for 1< 
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(Yi,Yi+1)E E(G) for 1 <i < N. Then 
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and 
. 
3( N’- 1) 
2(N-1) 
N-l 
D,= 
(N-l)2 (N-1)2 ..* (N-1)2 (N-1)N 
(N-2)(N-1) (N-S)(N-P) .-- (N-2)(N-1) (N-2)N 
3(N’-1) .-. 3(N’-1) ’ 3N 
2(N-1) a.* 2(N-1) 2N 
N-l s.. N-l N 
2(N-1) 2(N-2) l ** 6 4 2 
2(N-2) 2(N-2) l . . 6 4 2 
. * . . . . . . . . 
6 6 . . . 6 4 i 
4 4 . . . 4 4 2 
2 2 . . . 2 2 2 
. 
, 
Now we have e(x,,yN)=dN+(N-2)eN+ N2+2(l+2+ l ** + N-l) 
===N’+N-l. 
2.1. and 2 3 were discussed in (41 from a different viewpoint. 
3. MATRIX hiOWMS 
The sesand idea WC exploit here is the fact that the maximum hitting 
time of vertex xN ova= a11 other vertices is the inf norm of the matrix 
(I-QY’: 
hen, since all. matrix norms are equivalent, if there is a ~ltbrm 10 II 
~~~t~~~in~ llQl/ +C II, the ~~~l~wi~~ irl q~~liti~s apply (see 111): 
g times provided we can 
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3.1. Valence N - 1 
Our first theorem treats the simplest case where 11 11 is the inf norm and 
K =l. 
THEOREM 3.1. Let G be a connected graph on N oertices. 
(8 Ifu(x,)= N - 1 then e(xi, xN! < N - 1 for all i. 
(ii) IfU(Xi)= N-l for all i then e(xi,xj)= N-l. 
Proof. (i) All rows in the matrix Q add to at most 1 - l/( N - 1); hence 
(ii) is just a restatement or’ Example 2.2. 
3.2. General Bounds 
Let C=(Cij)*gi.j<N be the incidence matrix of the graph G, with 
entries Cij = 1 in case (i,j)E E(G) and 0 otherwise. It is clear that C is 
symmetric and irreducible if G is connected. Now if we have a random walk 
on a connected G, itp. transition probability matrix P is irreducible and has 
nonzero entries exactly where C has l’s, although it need not necessarily be 
symmetric. However, if all vertices have the same valence, then P is 
symmetric. Moreover, if all vertices except one (which we will label xN) 
have the same valence, then the matrix Q relative to “absorption” into the 
lar state xN is symmetric. 
nder the hypothesis that Q is symmetric, the &norm is of particular 
ante because the inequalities in (21 take a nice shape: if we denote by 
p(A) the spectral radius QP an arbitrary matrix A, i.e., the modulus of’ its 
largest eigenvalue, then :ve have 
==AQ) <BV) ===I. c-3 
The strict inequality is due to the fact that Q is a principal minor of the 
irreducible stochastic matrix P (see 12, p 69f). 
If A is an arbitrary N X N matrix, the following relationship between the 
norms holds (see [l]): 
IlAllm < 6llAlh. (4) 
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Equations (21, (31, and (4) together imply 
e last equality holds because A is an eigenvalue of Q iff (I - A)-’ is an 
eigenvalue of (I - Q)- ‘. 
Notice also that if G is a graph with all but possibly one vertex (labeled 
x,) possessing the same valence v, and Q is the matrix of “absorption” into 
state xN, then 
1 
P(Q) = --/!(=N). (6) 
where GN is the incidence matrix of the graph that results when we delete 
from G the vertex xN and all edges having xN as an endpoint. This is true 
nvalue of C, iff A/v is an eigenvalue of Q. 
m now on to call the grap , minus the vertex rN and 
xN as an er~dpoi~t, he reduced 
If we now insert (6) into (51, we have proved the following 
e conclusion of Theorem 
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3.2. We will use the fo!!owing result due tu Fried~and [3]: 
LEMMA 3.1. Let G be a graph with e edges, where 
m(m-1) 
e = 
2 
+s with O<s<m. 
Then its incidence matrix C sati@es 
P(C) G 
m--2+\(m2+4s 
2 * 
3.3. Valence N - 2 
Assume now that G is a graph tith its N vertices all having valence 
N -2 (this may only happen if N is even). Then the number of edges of 
G, is 
N(N-2) 
2 
-(N-2)= 
(N-2)(N-3) N-2 
2 +2. 
So we can apply Lemma 3.1 with m = N - 2 and s = (N - 2)/2, obtaining 
=- ‘(N-4+dm)<N-2. 2 
Hence (7) applies, and Theorem 3.2 yields the bound 
\/m 
maXt?( Xi,XN) G 
i . N-4+ 
I 
2(N-2) 
={N?(N-2)+ 
ssume now vertices have valence 
xN must have at least valence 2: 
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say, x r, then the reduced graph on the N - 1 vertices IX r, . . . , xN- J must 
satisfy u(x 1 1 = N -3 and o(xi) = N -2 for 2 < d < N - 1. But this implies 
that the vertices x2,...,xN_r must be connected to all other vertices in the 
reduced graph, so that x 1 has N - 2 edges coming from x2,. . . , xN__ 1, and 
therefore u(x,) = N - 2 leading to a contradiction. The worst Friedland’s 
bound can get is in this case when vertex %N has valence 2; if that is the 
case, the number of edges in 6, is largest: 
(N-l)(N-2) (N-2)(N-3) 
2 
-1s 
2 
+N-3. 
ApplyLemma3.1with m=N-2and s=N-3toget 
dc,) G; (N-4+&N-2)2+4(N-3) ); 
then since the above bound is strictly smaller than N - 2, (7) holds, and this 
together with Theorem 3.2 gives us the bound 
e can summarize these results for the valence M - in the f~~~owiug 
f all vertices have valence N -- 3, then the number of e 
wever, we can use the 
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following result due to Yuan [6]: 
LEMMA 3.2. If G is a simple connected graph with n vertices and m 
edges and C is the adjacency matrix of G, then 
Now if u(q) = N - 3 for all i = 1,. . . , N, we can apply the previous 
lemma to G,, which happens to be connected: after deleting xIc and the 
N -3 edges stemming from it, there is at least one vertex, cal’l it x0, with its 
N -3 edges intact (otherwise, if every vertex lost at least one edge, we would 
have deleted N - 1 edges). Consider the connected subgraph G$ formed by 
x0 and the N -3 vertices to which it is connected. The only vertex in 
G, - Gg is linked, at worst after one deletion, to N - 4 vertices in G,$. 
Therefore 6, is connected. (Notice that this argument works for N - 4 > 0, 
which includes all the relevant cases: there are no connected graphs with all 
vertices having valence N - 3 for N < 4.) 
So we apply Lemma 3.2 in this context, with n = N - .I and m = 
W-2X e, and we get 
Since the g~~rnet~~ nean of two different numbers is strictly smaller than 
tie mean, we have 
<N--3, 
s. This f&et, together with beorem 3.2, allows us to ~o~~~ud~ t 
dN-1 
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We have then proved the following 
CHEOREM 3.4. I! G is a connected graph on N vertices such that 
u(x,j= N -3 fm all i, then e(xi.xj)< 0(N5i2) for all i, j. 
3.5. Find Remarks 
Our bounds in Theorems 3.1, 3.3, and 3.4 are improvements of Lawler’s 
hnlmds, which would be of order N3 for all the cases treated here. The 
bounds in Lemmas 3.1 and 3.2 do not satis& (7) for valences < N - 4 or 
even when a11 vertices have valence N - 3 except one vertex with valence 1, 
so there is room for improvement. 
