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Abstract. We present a construction for the composition of subsequen-
tial transducers (representing conditional probabilistic models) with sub-
sequential failure transducers (representing probabilistic models). Under
certain conditions, satisfied by the corresponding transduction devices,
a more efficient construction is applicable that avoids the creation of
unnecessary states. Furthermore, the weights of the resulting failure
transducers can be efficiently redistributed via weight pushing in the
〈R+,+,×, 0, 1〉 and 〈R+,max,×, 0, 1〉 semirings.
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1 Introduction
Failure transducers are widely used for representing n-gram back-off language
models [1]. Often the language model is composed with a given conditional prob-
ability distribution represented as a weighted finite-state transducer. However,
usually, the transduction device used in the composition to represent the lan-
guage model is not a failure transducer but rather a weighted transducer in
which the back-off transitions are represented by epsilon transitions [3].
In this paper formal constructions for performing composition and weight
pushing of failure finite-state transducers are presented together with their cor-
responding correctness proofs. The obtained results enable the development of
efficient implementations of the considered operations, which facilitate the prac-
tical application of failure weighted finite-state transducers for language mod-
elling.
2 Formal Preliminaries
We begin by listing some standard notions that we use. An alphabet is a finite
set of symbols. Words of length n ≥ 0 over an alphabet Σ are introduced as
usual and written a1a2 . . . an, where (∀1 ≤ i ≤ n)(ai ∈ Σ). The unique word
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of length 0 is written ε. The concatenation of two words α := a1a2 . . . an and
β := b1b2 . . . bm is αβ := a1a2 . . . anb1b2 . . . bm. Σ
∗ denotes the set of all words
over the alphabet Σ. A language over Σ is any subset of Σ∗. A language L over
Σ is prefix-free if (∀α, β ∈ L)((∃γ ∈ Σ∗)(αγ = β) =⇒ α = β).
Definition 1. A monoid is a tuple 〈M,⊗, 1¯〉, where M is a set, ⊗ : M →M is
a total associative function, i.e. (∀a, b, c ∈ M)((a ⊗ b) ⊗ c = a ⊗ (b ⊗ c)), and
1¯ ∈M is the unit element, i.e. (∀a ∈M)(a⊗1¯ = 1¯⊗a = a). If ⊗ is commutative,
i.e. (∀a, b ∈M)(a⊗ b = b ⊗ a), then the monoid is commutative.
The set Σ∗ with concatenation as monoid operation and ε as unit element is
a monoid (also denoted Σ∗) called the free monoid over Σ.
Definition 2. The cartesian product of the monoids M := 〈M,⊗M , 1¯M 〉 and
N := 〈N,⊗N , 1¯N 〉 isM×N := 〈M×N,⊗M×N , 〈1¯M , 1¯N 〉〉, where ⊗M×N : (M×
N)2 →M ×N is defined as 〈a1, a2〉 ⊗M×N 〈b1, b2〉 := 〈a1 ⊗M b1, a2 ⊗N b2〉.
Remark 1. It can be easily verified that the cartesian product of the monoids
M and N satisfies the conditions of Definition 1 and thus M×N is a monoid.
When no ambiguity occurs, we will use ⊙ to denote the monoid operation of
M×N .
In this paper we consider only subsequential transduction devices introduced
by Schu¨tzenberger [4], which is why, for reasons of brevity, we will deliberately
omit the word “subsequential”.
Definition 3. A transducer is a tuple 〈Σ, 〈M,⊗, 1¯〉, Q, s, F, δ, λ, ι, ρ〉, where Σ
is an alphabet, 〈M,⊗, 1¯〉 is a monoid, Q is a finite set of states, s ∈ Q is an
initial state, F ⊆ Q is a set of final states, δ : Q×Σ → Q is a partial transition
function, λ : Q×Σ →M is a partial output function, ι ∈M is an initial output,
ρ : F →M is a total final output function, and Dom(δ) = Dom(λ).
Definition 4. Let 〈Σ, 〈M,⊗, 1¯〉, Q, s, F, δ, λ, ι, ρ〉 be a transducer. The general-
ized transition function δ∗ : Q × Σ∗ → Q and the generalized output function
λ∗ : Q×Σ∗ →M are defined inductively as
– δ∗(q, ε) := q and λ∗(q, ε) := 1¯ for every q ∈ Q;
– δ∗(q, αa) := δ(δ∗(q, α), a) and λ∗(q, αa) := λ∗(q, α)⊗ λ(δ∗(q, α), a) for every
q ∈ Q, α ∈ Σ∗ and a ∈ Σ.
Definition 5. Let T := 〈Σ, 〈M,⊗, 1¯〉, Q, s, F, δ, λ, ι, ρ〉 be a transducer. For each
q ∈ Q the function OqT : Σ
∗ →M is defined for α ∈ Σ∗ as
OqT (α) :=
{
λ∗(q, α) ⊗ ρ(δ∗(q, α)) if δ∗(q, α) ∈ F
¬ ! otherwise
The function OT : Σ∗ →M , defined for α ∈ Σ∗ as OT (α) := ι⊗OsT (α), is the
function represented by the transducer T . A state q ∈ Q is co-accessible in T
if Dom(OqT ) 6= ∅.
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With R we will denote the monoid 〈R+,×, 1〉 of non-negative real numbers
with multiplication as the monoid operation.
Definition 6. Let T := 〈Σ,R, Q, s, F, δ, λ, ι, ρ〉 be a transducer. T is probabilis-
tic if OT is a probability distribution over Σ
∗, i.e. (∀α ∈ Dom(OT ))(OT (α) ∈
[0, 1]) and
∑
α∈Dom(OT )
OT (α) = 1.
Given a transducer 〈Σ,R, Q, s, F, δ, λ, ι, ρ〉, we will use the expression e(q) to
mean ρ(q) if q ∈ F and 0 otherwise.
Definition 7. Let T := 〈Σ,R, Q, s, F, δ, λ, ι, ρ〉 be a probabilistic transducer. T
is stochastic if
(∀q ∈ Q)
e(q) + ∑
a∈Σ : ! δ(q,a)
λ(q, a) = 1
 .
Definition 8. Let T := 〈Σ,Ω∗×〈M,⊗, 1¯〉, Q, s, F, δ, λ, ι, ρ〉 be a transducer. For
every q ∈ Q and β ∈ Ω∗ we define the function OpT (• | β) : Σ
∗ →M for α ∈ Σ∗
as
OpT (α | β) :=
{
m if OpT (α) = 〈β,m〉
¬ ! otherwise
Moreover, for every β ∈ Ω∗ the function OT (• | β) : Σ∗ → M is defined for
α ∈ Σ∗ as OT (α | β) := ι⊗OsT (α | β).
Definition 9. A conditional probabilistic transducer is a transducer T := 〈Σ,
Ω∗ ×R, Q, s, F, δ, λ, ι, ρ〉 such that
(∀β ∈ Proj1(Rng(OT )))
 ∑
α∈Dom(OT (•|β))
OT (α | β) = 1
 .
Definition 10. A semiring is a tuple 〈S,⊕,⊗, 0¯, 1¯〉, where 〈S,⊕, 0¯〉 is a com-
mutative monoid, 〈S,⊗, 1¯〉 is a monoid, ⊗ distributes over ⊕, i.e. (∀a, b, c ∈
S)(a⊗ (b⊕ c) = (a⊗ b)⊕ (a⊗ c)∧ (a⊕ b)⊗ c = (a⊗ c)⊕ (b⊗ c)), and 0¯ acts as
an annihilator, i.e. (∀a ∈ S)(a⊗ 0¯ = 0¯⊗ a = 0¯).
In the context of a semiring 〈S,⊗,⊕, 0¯, 1¯〉 and an infinite set X ⊆ S indexed
by I, when we use the notation
⊕
i∈I xi we will assume that the infinite sum is
defined in this semiring and that it has the following properties:
–
⊕
i1∈I1
xi1 ⊕
⊕
i2∈I2
xi2 =
⊕
i∈I xi for every partition I1, I2 of I,
– s⊗
⊕
i∈I xi =
⊕
i∈I s⊗ xi for every s ∈ S.
Rmax := 〈R+,max,×, 0, 1〉 and R+ := 〈R+,+,×, 0, 1〉 are semirings. Infinite
sums in Rmax and R+ are defined respectively as the supremum and the sum of
the series.
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Definition 11. Let T := 〈Σ, 〈S,⊗, 1¯〉, Q, s, F, δ, λ, ι, ρ〉 be a transducer and S :=
〈S,⊕,⊗, 0¯, 1¯〉 be a semiring. T is canonical with respect to S if
(∀q ∈ Q)
 ⊕
α∈Dom(OqT )
OqT (α) = 1¯
 .
We extend the expression e(q) for q ∈ Q in the context of a transducer
〈Σ, 〈S,⊗, 1¯〉, Q, s, F, δ, λ, ι, ρ〉 and a semiring 〈S,⊕,⊗, 0¯, 1¯〉 to mean ρ(q) if q ∈ F
and 0¯ otherwise.
Proposition 1. Let T := 〈Σ, 〈S,⊗, 1¯〉, Q, s, F, δ, λ, ι, ρ〉 be a canonical trans-
ducer with respect to 〈S,⊕,⊗, 0¯, 1¯〉. Then
(∀q ∈ Q)
e(q)⊕ ⊕
a∈Σ : ! δ(q,a)
λ(q, a) = 1¯
 .
Proof. Follows directly from the fact that for every q ∈ Q
1¯ =
⊕
α∈Dom(OqT )
OqT (α)
= e(q)⊕
⊕
α∈Dom(OqT )\{ε}
OqT (α)
= e(q)⊕
⊕
a∈Σ : ! δ(q,a)
λ(q, a)⊗ ⊕
α∈Dom(O
δ(q,a)
T )
O
δ(q,a)
T (α)

= e(q)⊕
⊕
a∈Σ : ! δ(q,a)
λ(q, a).
It follows that every probabilistic transducer, which is canonical with respect
to R+, is stochastic. For a stochastic transducer the opposite is also true.
Proposition 2. Let T := 〈Σ,R, Q, s, F, δ, λ, ι, ρ〉 be a stochastic transducer.
Then T is canonical with respect to R+.
Definition 12. A failure transducer is a tuple 〈Σ, 〈M,⊗, 1¯〉, Q, s, F, δ, λ, ι, ρ, f,
ϕ〉 where 〈Σ, 〈M,⊗, 1¯〉, Q, s, F, δ, λ, ι, ρ〉 is a transducer, f : Q → Q is a partial
failure transition function, ϕ : Q → M is a partial failure output function, and
Dom(f) = Dom(ϕ).
Definition 13. Let 〈Σ, 〈M,⊗, 1¯〉, Q, s, F, δ, λ, ι, ρ, f, ϕ〉 be a failure transducer.
We define the completed transition function δf : Q×Σ → Q and the completed
output function λf : Q×Σ →M as the smallest with respect to inclusion func-
tions δ′ : Q×Σ → Q and λ′ : Q×Σ →M such that
δ′(q, σ) :=
{
δ(q, σ) if ! δ(q, σ)
δ′(f(q), σ) otherwise
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λ′(q, σ) :=
{
λ(q, σ) if !λ(q, σ)
ϕ(q)⊗ λ′(f(q), σ) otherwise
Definition 14. The expanded transducer of a failure transducer F := 〈Σ,M,
Q, s, F, δ, λ, ι, ρ, f, ϕ〉 is the transducer T := 〈Σ,M, Q, s, F, δf , λf , ι, ρ〉. For each
q ∈ Q we define OqF := O
q
T . The function OF := OT is called the function
represented by the failure transducer F . A state q ∈ Q is co-accessible in F if
it is co-accessible in T .
We call a failure transducer probabilistic (stochastic, canonical with respect to
a semiring S) if its corresponding expanded transducer is probabilistic (stochas-
tic, canonical with respect to a semiring S). Note that, unlike stochastic trans-
ducers, stochastic failure transducers may have failure outputs greater than 1.
Definition 15. Let 〈Σ,M, Q, s, F, δ, λ, ι, ρ, f, ϕ〉 be a failure transducer without
failure cycles. We define the function levelf : Q→ N for q ∈ Q as
levelf (q) :=
{
0 if ¬ ! f(q)
levelf (f(q)) + 1 otherwise
Definition 16. A failure transducer 〈Σ,M, Q, s, F, δ, λ, ι, ρ, f, ϕ〉 is monotonic
if for every q ∈ Dom(f)
– q ∈ F =⇒ f(q) ∈ F ;
– (∀a ∈ Σ)(! δ(q, a) =⇒ ! δ(f(q), a)).
Proposition 3. Let F := 〈Σ, 〈M,⊗, 1¯〉, Q, s, F, δ, λ, ι, ρ, f, ϕ〉 be a monotonic
failure transducer. Let C := {q ∈ Q | (∃n ∈ N+)(f (n)(q) = q)}, where f (n) is f
composed with itself n times. Then the failure transducer F ′ := 〈Σ,M, Q, s, F, δ,
λ, ι, ρ, f ′, ϕ′〉, where f ′ := f ↾Q\C and ϕ
′ := ϕ ↾Q\C , is such that OF ′ = OF .
Proof. It is enough to show that for every q ∈ Q and σ ∈ Σ
! δf (q, σ) ⇐⇒ ! δf ′(q, σ);
! δf (q, σ) =⇒ δf (q, σ) = δf ′(q, σ) ∧ λf (q, σ) = λf ′(q, σ).
Since F ′ has no failure cycles, we will proceed by induction on levelf ′(q).
First, suppose levelf ′(q) = 0, i.e. q /∈ Dom(f ′). If ! δf ′(q, σ), then ! δ(q, σ)
and therefore ! δf (q, σ). Suppose ! δf (q, σ). If ! δ(q, σ), then obviously δf ′(q, σ)
is defined, δf (q, σ) = δ(q, σ) = δf ′(q, σ) and λf (q, σ) = λ(q, σ) = λf ′(q, σ). If
¬ ! δ(q, σ), then q ∈ Dom(f)\Dom(f ′), therefore q ∈ C and (∃n ∈ N+)(f (n)(q) =
q). Since F is monotonic, (∀1 ≤ i ≤ n)(¬ ! δ(f (i)(q), σ)). By induction on i it
is easily seen that (∀1 ≤ i ≤ n)(δf (q, σ) = δf (f (i)(q), σ)). This contradicts
with the minimality of δf with respect to inclusion, because the function δ
′ :=
δf ↾Dom(δf )\{〈q,σ〉} satisfies the conditions of Definition 13 and is strictly included
in δf . Therefore, ! δf (q, σ) implies ! δ(q, σ).
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Now, suppose levelf ′(q) > 0, i.e. q ∈ Dom(f ′). By definition we have that
f ′(q) = f(q) and ϕ′(q) = ϕ(q). If ! δ(q, σ), then the reasoning is the same as in
the base case. Suppose ¬ ! δ(q, σ). Then using the inductive hypothesis we obtain
! δf (q, σ) ⇐⇒ ! δf (f(q), σ) ⇐⇒ ! δf ′(f(q), σ) ⇐⇒ ! δf ′(f
′(q), σ)
⇐⇒ ! δf ′(q, σ),
δf (q, σ) = δf (f(q), σ) = δf ′(f(q), σ) = δf ′(f
′(q), σ) = δf ′(q, σ),
λf (q, σ) = ϕ(q) ⊗ λf (f(q), σ) = ϕ(q)⊗ λf ′(f(q), σ) = ϕ
′(q)⊗ λf ′(f
′(q), σ)
= λf ′(q, σ).
In what follows, we will assume that every monotonic failure transducer that
we consider has no failure cycles since they can be efficiently removed.
3 Composition of Conditional Probabilistic Transducers
with Probabilistic Failure Transducers
Let M := 〈M,⊗, 1¯〉 be a commutative monoid, T := 〈Σ,Ω∗ ×M, Q1, s1, F1, δ1,
λ1, ι1, ρ1〉 be a transducer and F := 〈Ω,M, Q2, s2, F2, δ2, λ2, ι2, ρ2, f2, ϕ2〉 be a
failure transducer without failure cycles. The following construction is an exten-
sion of the composition of transducers [3] and the intersection of weighted finite
automata with failure transitions [2].
Definition 17. The composition of T and F is the failure transducer T ◦F :=
〈Σ,M, Q1 ×Q2, s, F, δ, λ, ι, ρ, f, ϕ〉, where
s := 〈s1, δ2
∗
f2
(s2,Proj1(ι1))〉,
F := {〈p1, p2〉 | p1 ∈ F1, ∃q2 ∈ F2 : 〈p2,Proj1(ρ1(p1)), q2〉 ∈ δ2
∗
f2
},
δ := {〈〈p1, p2〉, a, 〈q1, p2〉〉 | 〈p1, a, q1〉 ∈ δ1, ∃o1 ∈M : 〈p1, a, 〈ε, o1〉〉 ∈ λ1, p2 ∈ Q2}∪
{〈〈p1, p2〉, a, 〈q1, q2〉〉 | 〈p1, a, q1〉 ∈ δ1, ∃ω ∈ Ω, ∃α ∈ Ω
∗, ∃o1 ∈M :
〈p1, a, 〈ωα, o1〉〉 ∈ λ1 ∧ ! δ2(p2, ω) ∧ 〈p2, ωα, q2〉 ∈ δ2
∗
f2
},
λ := {〈〈p1, p2〉, a, o1〉 | 〈p1, a, 〈ε, o1〉〉 ∈ λ1, p2 ∈ Q2}∪
{〈〈p1, p2〉, a, o1 ⊗ o2〉 | ∃ω ∈ Ω, ∃α ∈ Ω
∗ : 〈p1, a, 〈ωα, o1〉〉 ∈ λ1 ∧ ! δ2(p2, ω)∧
〈p2, ωα, o2〉 ∈ λ2
∗
f2
},
ι := Proj2(ι1)⊗ ι2 ⊗ λ2
∗
f2
(s2,Proj1(ι1)),
ρ := {〈〈p1, p2〉, o1 ⊗ o2 ⊗ o3〉 | 〈p1, p2〉 ∈ F, ∃α ∈ Ω
∗ : 〈p1, 〈α, o1〉〉 ∈ ρ1∧
〈p2, α, o2〉 ∈ λ2
∗
f2
∧ 〈δ2
∗
f2
(p2, α), o3〉 ∈ ρ2},
f := {〈〈p1, p2〉, 〈p1, q2〉〉 | p1 ∈ Q1, 〈p2, q2〉 ∈ f2},
ϕ := {〈〈p1, p2〉, o2〉 | p1 ∈ Q1, 〈p2, o2〉 ∈ ϕ2}.
Remark 2. Definition 17 implies that levelf (〈p1, p2〉) = levelf2(p2) for every 〈p1, p2〉 ∈
Q1×Q2, and since F has no failure cycles, the resulting failure transducer T ◦F
will not have failure cycles either.
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We proceed by giving a detailed correctness proof of the construction from
Definition 17.
Proposition 4. Let 〈p1, p2〉 ∈ Q1 ×Q2 and a ∈ Σ. Then
! δf (〈p1, p2〉, a) =⇒ (δf (〈p1, p2〉, a) = 〈δ1(p1, a), δ2
∗
f2
(p2, β)〉∧
λf (〈p1, p2〉, a) = o1 ⊗ λ2
∗
f2
(p2, β)),
where 〈β, o1〉 := λ1(p1, a).
Proof. We prove it by induction on levelf (〈p1, p2〉).
First, suppose levelf (〈p1, p2〉) = 0. Then δf (〈p1, p2〉, a) = δ(〈p1, p2〉, a) and
λf (〈p1, p2〉, a) = λ(〈p1, p2〉, a).
1. Suppose β = ε. Then δ(〈p1, p2〉, a) = 〈δ1(p1, a), p2〉 = 〈δ1(p1, a), δ2
∗
f2
(p2, ε)〉
and λ(〈p1, p2〉, a) = o1 = o1 ⊗ λ2
∗
f2
(p2, ε).
2. Suppose β = ωα, where ω ∈ Ω. Then δ(〈p1, p2〉, a) = 〈δ1(p1, a), δ2
∗
f2
(p2, ωα)〉
and λ(〈p1, p2〉, a) = o1 ⊗ λ2
∗
f2
(p2, ωα).
Now, suppose levelf (〈p1, p2〉) > 0. If ! δ(〈p1, p2〉, a), then the reasoning is the
same as in the base case. Suppose ¬ ! δ(〈p1, p2〉, a), i.e. β = ωα, ω ∈ Ω and
δf (〈p1, p2〉, a) = δf (f(〈p1, p2〉), a) = δf (〈p1, f2(p2)〉, a),
λf (〈p1, p2〉, a) = ϕ(〈p1, p2〉)⊗ λf (f(〈p1, p2〉), a) = ϕ2(p2)⊗ λf (〈p1, f2(p2)〉, a).
Since levelf (〈p1, f2(p2)〉) < levelf (〈p1, p2〉), the inductive hypothesis holds for
〈p1, f2(p2)〉, i.e.
δf (〈p1, f2(p2)〉, a) = 〈δ1(p1, a), δ2
∗
f2
(f2(p2), ωα)〉,
λf (〈p1, f2(p2)〉, a) = o1 ⊗ λ2
∗
f2
(f2(p2), ωα).
We also have that ¬ ! δ2(p2, ω), because otherwise δ(〈p1, p2〉, a) would be defined.
Therefore,
δf (〈p1, p2〉, a) = δf (〈p1, f2(p2)〉, a)
= 〈δ1(p1, a), δ2
∗
f2
(f2(p2), ωα)〉
= 〈δ1(p1, a), δ2
∗
f2
(p2, ωα)〉,
λf (〈p1, p2〉, a) = ϕ2(p2)⊗ λf (〈p1, f2(p2)〉, a)
= ϕ2(p2)⊗ o1 ⊗ λ2
∗
f2
(f2(p2), ωα)
= o1 ⊗ λ2
∗
f2
(p2, ωα).
Proposition 5. Let 〈p1, p2〉 ∈ Q1 ×Q2 and α ∈ Σ∗. Then
! δ∗f (〈p1, p2〉, α) =⇒ (δ
∗
f (〈p1, p2〉, α) = 〈δ
∗
1(p1, α), δ2
∗
f2
(p2, β)〉∧
λ∗f (〈p1, p2〉, α) = o1 ⊗ λ2
∗
f2
(p2, β)),
where 〈β, o1〉 := λ∗1(p1, α).
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Proof. We prove it by induction on |α|.
First, suppose α = ε. Then 〈β, o1〉 = 〈ε, 1¯〉 and
δ∗f (〈p1, p2〉, ε) = 〈p1, p2〉 = 〈δ
∗
1(p1, ε), δ2
∗
f2
(p2, ε)〉,
λ∗f (〈p1, p2〉, ε) = 1¯ = o1 ⊗ λ2
∗
f2
(p2, ε).
Now, suppose α = α′a, a ∈ Σ and the statement is true for every word with
length |α′|. Then
δ∗f (〈p1, p2〉, α) = δf (δ
∗
f (〈p1, p2〉, α
′), a)
= δf (〈δ
∗
1(p1, α
′), δ2
∗
f2
(p2, β
′)〉, a)
= 〈δ1(δ
∗
1(p1, α
′), a), δ2
∗
f2
(δ2
∗
f2
(p2, β
′), β′′)〉
= 〈δ∗1(p1, α), δ2
∗
f2
(p2, β)〉,
λ∗f (〈p1, p2〉, α) = λ
∗
f (〈p1, p2〉, α
′)⊗ λf (δ
∗
f (〈p1, p2〉, α
′), a)
= o′1 ⊗ λ2
∗
f2
(p2, β
′)⊗ λf (〈δ
∗
1(p1, α
′), δ2
∗
f2
(p2, β
′)〉, a)
= o′1 ⊗ λ2
∗
f2
(p2, β
′)⊗ o′′1 ⊗ λ2
∗
f2
(δ2
∗
f2
(p2, β
′), β′′)
= o1 ⊗ λ2
∗
f2
(p2, β),
where 〈β′, o′1〉 := λ
∗
1(p1, α
′), 〈β′′, o′′1 〉 := λ1(δ
∗
1(p1, α
′), a) and
〈β, o1〉 := 〈β
′β′′, o′1o
′′
1 〉 = λ
∗
1(p1, α
′)⊙ λ1(δ
∗
1(p1, α
′), a) = λ∗1(p1, α).
Proposition 6. Let 〈p1, p2〉 ∈ Q1 ×Q2 and a ∈ Σ. Then
! δ1(p1, a) ∧ ! δ2
∗
f2
(p2,Proj1(λ1(p1, a))) =⇒ ! δf (〈p1, p2〉, a).
Proof. Analogous to the proof of Proposition 4 in the opposite direction.
Proposition 7. Let 〈p1, p2〉 ∈ Q1 ×Q2 and α ∈ Σ. Then
! δ∗1(p1, α) ∧ ! δ2
∗
f2
(p2,Proj1(λ
∗
1(p1, α))) =⇒ ! δ
∗
f (〈p1, p2〉, α).
Proof. Follows from Proposition 6 and is analogous to the proof of Proposition 5
in the opposite direction.
Proposition 8. Let p1 ∈ Q1 and p2 ∈ Q2. Then
1. (∀α ∈ Dom(O
〈p1,p2〉
T ◦F ))(α ∈ Dom(O
p1
T ) ∧ Proj1(O
p1
T (α)) ∈ Dom(O
p2
F ));
2. (∀α ∈ Dom(Op1T ))(Proj1(O
p1
T (α)) ∈ Dom(O
p2
F ) =⇒ α ∈ Dom(O
〈p1,p2〉
T ◦F ));
3. (∀α ∈ Dom(O
〈p1,p2〉
T ◦F ))(O
〈p1,p2〉
T ◦F (α) = o1 ⊗O
p2
F (β)), where 〈β, o1〉 := O
p1
T (α);
4. if T is conditional probabilistic and Proj1(Rng(O
p1
T )) ⊇ Dom(O
p2
F ) then∑
α∈Dom(O
〈p1,p2〉
T ◦F )
O
〈p1,p2〉
T ◦F (α) =
∑
β∈Dom(O
p2
F )
Op2F (β)
∑
α∈Dom(O
p1
T (•|β))
Op1T (α | β).
Proof.
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1. Let α ∈ Dom(O
〈p1,p2〉
T ◦F ). Then there exists a final state 〈q1, q2〉 ∈ F , such that
δ∗f (〈p1, p2〉, α) = 〈q1, q2〉. From Proposition 5 it follows that δ
∗
1(p1, α) = q1
and δ2
∗
f2
(p2,Proj1(λ
∗
1(p1, α))) = q2. Since 〈q1, q2〉 ∈ F , then q1 ∈ F1 and
δ2
∗
f2
(q2,Proj1(ρ1(q1))) ∈ F2. In other words, α ∈ Dom(O
p1
T ) and
Proj1(λ
∗
1(p1, α)) Proj1(ρ1(δ
∗
1(p1, α))) = Proj1(O
p1
T (α)) ∈ Dom(O
p2
F ).
2. Let α ∈ Dom(Op1T ), β := Proj1(O
p1
T (α)) and β ∈ Dom(O
p2
F ). Then there ex-
ist β′, β′′ ∈ Σ∗ and q1 ∈ F1, such that β = β′β′′, δ∗1(p1, α) = q1, λ
∗
1(p1, α) =
β′ and ρ1(q1) = β
′′. Also, there exists q2 ∈ Q2, such that δ2
∗
f2
(p2, β
′) =
q2 and δ2
∗
f2
(q2, β
′′) ∈ F2. From Proposition 5 and Proposition 7 it follows
that δ∗f (〈p1, p2〉, α) = 〈q1, q2〉. By definition 〈q1, q2〉 ∈ F , therefore α ∈
Dom(O
〈p1,p2〉
T ◦F ).
3. Let α ∈ Dom(O
〈p1,p2〉
T ◦F ). Then
O
〈p1,p2〉
T ◦F (α) = λ
∗
f (〈p1, p2〉, α)⊗ ρ(δ
∗
f (〈p1, p2〉, α))
= [o′1 ⊗ λ2
∗
f2
(p2, β
′)]⊗ ρ(〈δ∗1(p1, α), δ2
∗
f2
(p2, β
′)〉)
= [o′1 ⊗ λ2
∗
f2
(p2, β
′)]⊗
[o′′1 ⊗ λ2
∗
f2
(δ2
∗
f2
(p2, β
′), β′′)⊗ ρ2(δ2
∗
f2
(δ2
∗
f2
(p2, β
′), β′′))]
= [o′1 ⊗ o
′′
1 ]⊗ [λ2
∗
f2
(p2, β
′)⊗ λ2
∗
f2
(δ2
∗
f2
(p2, β
′), β′′)]⊗
ρ2(δ2
∗
f2
(δ2
∗
f2
(p2, β
′), β′′))
= [o′1 ⊗ o
′′
1 ]⊗ λ2
∗
f2
(p2, β
′β′′)⊗ ρ2(δ2
∗
f2
(p2, β
′β′′))
= o1 ⊗O
p2
F (β),
where 〈β′, o′1〉 := λ
∗
1(p1, α), 〈β
′′, o′′1 〉 := ρ1(δ
∗
1(p1, α)) and
〈β, o1〉 := 〈β
′β′′, o′1 ⊗ o
′′
1 〉 = λ
∗
1(p1, α)⊙ ρ1(δ
∗
1(p1, α)) = O
p1
T (α).
4. Let T be conditional probabilistic and Proj1(Rng(O
p1
T )) ⊇ Dom(O
p2
F ) . Then∑
α∈Dom(O
〈p1,p2〉
T ◦F )
O
〈p1,p2〉
T ◦F (α)
=
∑
α∈Dom(O
〈p1,p2〉
T ◦F )
∑
β∈Proj1(O
p1
T (α))
Op1T (α | β)O
p2
F (β)
=
∑
β∈Dom(O
p2
F )
∑
α∈Dom(O
p1
T (•|β))
Op1T (α | β)O
p2
F (β)
=
∑
β∈Dom(O
p2
F )
Op2F (β)
∑
α∈Dom(O
p1
T (•|β))
Op1T (α | β).
Proposition 9.
1. (∀α ∈ Dom(OT ◦F))(α ∈ Dom(OT ) ∧ Proj1(OT (α)) ∈ Dom(OF ));
2. (∀α ∈ Dom(OT ))(Proj1(OT (α)) ∈ Dom(OF ) =⇒ α ∈ Dom(OT ◦F));
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3. (∀α ∈ Dom(OT ◦F))(OT ◦F (α) = o1 ⊗OF(β)), where 〈β, o1〉 = OT (α);
4. if T is conditional probabilistic, F is probabilistic and Proj1(Rng(OT )) ⊇
Dom(OF ), then T ◦ F is probabilistic;
5. if F is monotonic and for every p ∈ Dom(f2)
(∀α ∈ Proj1(Rng(λ1)))(! δ2
∗
f2
(p, α) =⇒ ! δ2
∗
f2
(f2(p), α)),
(∀α ∈ Proj1(Rng(ρ1)))(δ2
∗
f2
(p, α) ∈ F2 =⇒ δ2
∗
f2
(f2(p), α) ∈ F2),
then T ◦ F is monotonic.
Proof.
1–2. Follows from Proposition 8 applied for the initial state 〈s1, s2〉.
3. Let α ∈ Dom(OT ◦F) and t2 := δ2
∗
f2
(s2,Proj1(ι1)).Then
OT ◦F(α) = ι⊗O
〈s1,t2〉
T ◦F (α)
= [o′1 ⊗ ι2 ⊗ λ2
∗
f2
(s2, β
′)]⊗ [o′′1 ⊗O
t2
F (β
′′)]
= [o′1 ⊗ o
′′
1 ]⊗ [ι2 ⊗ λ2
∗
f2
(s2, β
′)⊗ λ2
∗
f2
(t2, β
′′)⊗ ρ2(δ2
∗
f2
(t2, β
′′))]
= o1 ⊗OF (β),
where 〈β′, o′1〉 := ι1, 〈β
′′, o′′1 〉 := O
s1
T (α) and
〈β, o1〉 := 〈β
′β′′, o′1 ⊗ o
′′
1 〉 = ι1 ⊙ λ
∗
1(s1, α)⊙ ρ1(δ
∗
1(s1, α)) = OT (α).
4. Let T be conditional probabilistic, F be probabilisitc and Proj1(Rng(OT )) ⊇
Dom(OF ). Let 〈β′, o1〉 := ι1 and t2 := δ2
∗
f2
(s1, β
′). Then β′ is a prefix of
every word in Dom(OF ) and using Proposition 8∑
α∈Dom(OT ◦F )
OT ◦F(α)
= ι
∑
α∈Dom(O
〈s1,t2〉
T ◦F )
O
〈s1,t2〉
T ◦F (α)
= o1ι2λ2
∗
f2
(s2, β
′)
∑
β′′∈Dom(O
t2
F )
Ot2F (β
′′)
∑
α∈Dom(O
s1
T (•|β
′′))
Os1T (α | β
′′)
=
∑
β′′∈Dom(O
t2
F )
ι2λ2
∗
f2
(s2, β
′)Ot2F (β
′′)
∑
α∈Dom(O
s1
T (•|β
′′))
o1O
s1
T (α | β
′′)
=
∑
β′′∈Dom(O
t2
F )
ι2O
s2
F (β
′β′′)
∑
α∈Dom(O
s1
T (•|β
′′))
o1O
s1
T (α | β
′′)
=
∑
β∈Dom(OF )
OF (β)
∑
α∈Dom(OT (•|β))
OT (α | β)
=
∑
β∈Dom(OF )
OF (β)
= 1.
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5. Let F be monotonic. Let 〈p1, p2〉 ∈ Q1×Q2 and 〈r1, r2〉 := f(〈p1, p2〉). Then
by definition r1 = p1 and r2 = f2(p2). If 〈p1, p2〉 ∈ F , then p1 ∈ F1 and
δ2
∗
f2
(p2,Proj1(ρ1(p1))) ∈ F2. This means that δ2
∗
f2
(f2(p2),Proj1(ρ1(p1))) ∈
F2 and therefore 〈p1, f2(p2)〉 ∈ F . Suppose that 〈〈p1, p2〉, a, 〈q1, q2〉〉 ∈ δ.
If Proj1(λ1(p1, a)) = ε, then 〈〈p1, f2(p2)〉, a, 〈q1, f2(p2)〉〉 ∈ δ. Let ωα :=
Proj1(λ1(p1, a)) and ω ∈ Ω. Then ! δ2(p2, ω) and therefore ! δ2(f2(p2), ω)
because F is monotonic. Also, δ2
∗
f2
(p2, ωα) is defined, which implies that
! δ2
∗
f2
(f2(p2), ωα) and thus δ(〈p1, f2(p2)〉, a) is defined.
4 Iteration of Conditional Probabilistic Transducers
Let V := 〈Σ,Ω∗ ×M, Q1, s1, F1, δ1, λ1, ι1, ρ1〉 be a transducer such that
Proj1(Rng(OV)) = Ω and Dom(OV ) is prefix-free
1. The fact that Dom(OV )
is prefix-free means that there are no transitions leaving a final state. We will
assume that V has the following additional properties:
1. There are no transitions that enter s1, otherwise we can introduce a new
super initial state with the same finality and outgoing transitions as s1.
2. ε 6∈ Dom(OV ) and s1 /∈ F1.
3. ι1 = 〈ε, 1¯〉, otherwise we can left multiply (with the monoid operation) the
outputs of the transitions that leave the initial state.
4. Rng(ρ1) = {〈ε, 1¯〉}, otherwise we can right multiply the outputs of the tran-
sitions that enter a final state.
Definition 18. The Kleene-Star of V is the transducer V∗ := 〈Σ,Ω∗×M, Q1 \
F1, s1, {s1}, δ2, λ1, 〈ε, 1¯〉, {〈s1, 〈ε, 1¯〉〉}〉, where
δ2 := δ1 ↾(Q1\F1)×Σ×(Q1\F1) ∪{〈p1, a, s1〉 | 〈p1, a, q1〉 ∈ δ1, q1 ∈ F1}.
Proposition 10. Let p ∈ Q1 \ F1 and 〈p, α, q〉 ∈ δ∗1 . Then
1. q ∈ Q1 \ F1 =⇒ δ∗2(p, α) = q;
2. q ∈ F1 =⇒ δ∗2(p, α) = s1.
Proof. We proceed by induction on |α|.
First, suppose α = ε, i.e. q = p ∈ Q1 \F1. Then (1) δ∗2(p, ε) = p = q and (2)
holds vacuously.
Now, suppose α = α′a, a ∈ Σ. Let r := δ∗1(p, α
′) and q = δ1(r, a). Then
r ∈ Q1\F1, since final states have no outgoing transitions in V. By the inductive
hypothesis δ∗2(p, α
′) = r.
1. Suppose q ∈ Q1 \ F1. From δ2 ⊇ δ1 ↾(Q1\F1)×Σ×(Q1\F1) it follows that
δ2(r, a) = q. Therefore, δ
∗
2(p, α) = q.
1 This condition can be easily satisfied by adding a new symbol $ 6∈ Σ to the alphabet,
defining the final states to be {q$} with final output 〈ε, 1¯〉, where q$ 6∈ Q1, and
replacing the final outputs of each state q1 ∈ F1 with transitions to q$ with input $
and output 〈ε, ρ(q1)〉.
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2. Suppose q ∈ F1. Then from the definition of δ2, δ2(r, a) = s1. Therefore,
δ∗2(p, α) = s1.
Proposition 11. Let p ∈ Q1 \F1 and 〈p, α, q〉 ∈ δ
∗
2 without going through s1 as
an intermediate state. Then
1. q ∈ Q1 \ F1 =⇒ δ
∗
1(p, α) = q;
2. q = s1 =⇒ δ∗1(p, α) ∈ F1.
Proof. Analogous to the proof of Proposition 10 in the opposite direction.
Proposition 12.
1. Dom(OV∗) = Dom(OV )∗;
2. (∀α1, α2, . . . , αn ∈ Dom(OV))(OV∗(α1α2 . . . αn) =
⊙n
i=1OV(αi));
3. if V is conditional probabilistic, then V∗ is also conditional probabilistic;
4. if V is conditional probabilistic and F is a probabilistic failure transducer
with alphabet Ω, then V∗ ◦ F is probabilistic;
5. if F is a monotonic failure transducer, then V∗ ◦ F is monotonic.
Proof.
1. Let α ∈ Dom(OV∗), i.e. 〈s1, α, s1〉 ∈ δ∗2 . Then there exist α1, α2, . . . , αn ∈ Σ
∗
such that (∀1 ≤ i ≤ n)(〈s1, αi, s1〉 ∈ δ∗2) without going through s1 as an
intermediate state and α = α1α2 . . . αn. Then using Proposition 11 we obtain
that (∀1 ≤ i ≤ n)(δ∗1(s1, αi) ∈ F1). In other words, (∀1 ≤ i ≤ n)(αi ∈
Dom(OV )) and α ∈ Dom(OV)∗.
Let α1, α2, . . . , αn ∈ Dom(OV), i.e. α1α2 . . . αn ∈ Dom(OV)∗. Then for 1 ≤
i ≤ n we have that δ∗1(s1, αi) ∈ F1. The initial state s1 is non-final in V.
Then by Proposition 10, δ∗2(s1, αi) = s1 for 1 ≤ i ≤ n. This implies that
δ∗2(s1, α1α2 . . . αn) = s1, i.e. α1α2 . . . αn ∈ Dom(OV∗).
2. Let α1, α2, . . . , αn ∈ Dom(OV). From Proposition 10 we have that (∀1 ≤ i ≤
n)(δ∗2(s1, αi) = s1), which means that (∀1 ≤ i ≤ n)(δ
∗
2(s1, α1α2 . . . αi) = s1)
and
OV∗(α1α2 . . . αn) = λ
∗
1(s1, α1α2 . . . αn)
=
n⊙
i=1
λ∗1(δ
∗
2(s1, α1α2 . . . αi−1), αi)
=
n⊙
i=1
λ∗1(s1, αi)
=
n⊙
i=1
OV(αi).
3. Let β ∈ Proj1(Rng(OV∗)) and β = b1b2 . . . bn, where b1, b2, . . . , bn ∈ Ω. Then∑
α∈Dom(OV∗ (•|β))
OV∗(α | β)
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=
∑
α1∈Dom(OV(•|b1))
· · ·
∑
αn∈Dom(OV(•|bn))
OV∗(α1α2 . . . αn | β)
=
∑
α1∈Dom(OV(•|b1))
· · ·
∑
αn∈Dom(OV(•|bn))
n∏
i=1
OV(αi | βi)
=
∑
α1∈Dom(OV(•|b1))
OV(α1 | β1) · · ·
∑
αn∈Dom(OV(•|bn))
OV(αn | βn)
= 1.
4. By (3), V∗ is conditional probabilistic. Proj1(Rng(OV)) = Ω and
Proj1(Rng(OV∗)) = Proj1(Rng(OV ))
∗ = Ω∗ ⊇ Dom(OF ).
From Proposition 9 it follows that V∗ ◦ F is probabilistic.
5. Let ρ2 be the final output function of V∗. By definition Proj1(Rng(λ1)) ⊆
Ω ∪ {ε} and Proj1(Rng(ρ2)) = {ε}. Let p ∈ Dom(f2).
Let α ∈ Proj1(Rng(λ1)) and ! δ2
∗
f2
(p, α). If α = ε, then δ2
∗
f2
(f2(p), α) is
also defined. Suppose α ∈ Ω. Then δ2
∗
f2
(p, α) = δ2f2(p, α). If δ2(p, α) is
defined, then by the monotonicity of F , δ2(f2(p), α) is defined and therefore
! δ2
∗
f2
(f2(p), α). Otherwise, if ¬ ! δ2(p, α), then δ2f2(p, α) = δ2f2(f2(p), α) by
definition. Thus, δ2
∗
f2
(f2(p), α) is defined.
Let α ∈ Proj1(Rng(ρ1)) and δ2
∗
f2
(p, α) = δ2
∗
f2
(p, ε) = p ∈ F2. From the
monotonicity of F it follows that
δ2
∗
f2
(f2(p), α) = δ2
∗
f2
(f2(p), ε) = f2(p) ∈ F2.
Now, Proposition 9 implies that V∗ ◦ F is monotonic.
5 Specialized Composition
Let V := 〈Σ,Ω∗ × R, Q1, s1, F1, δ1, λ1, ι1, ρ1〉 be a trim (i.e. (∀q ∈ Q1)(∃α, β ∈
Σ∗)(δ∗1(s1, α) = q ∧ δ
∗
1(q, β) ∈ F1)) conditional probabilistic transducer with the
properties from Section 4. Let F := 〈Ω,R, Q2, s2, F2, δ2, λ2, ι2, ρ2, f2, ϕ2〉 be a
monotonic probabilistic failure transducer in which every state is co-accessible
and V∗ := 〈Σ,Ω∗ × R, Q3, s3, F3, δ3, λ3, ι3, ρ3〉 be the Kleene-Star of V from
Definition 18. Let V∗ ◦ F := 〈Σ,R, Q4, s4, F4, δ4, λ4, ι4, ρ4, f4, ϕ4〉 be the com-
position of V∗ and F from Definition 17. In this section a more efficient con-
struction for the composition V∗ ◦ F will be shown in which the creation of
non-co-accessible states is avoided.
Definition 19. Let w ∈ Ω. We define
∆ω := {〈p1, a, q1〉 ∈ δ1 | Proj1(λ1(p1, a)) = ω},
Qlw :=
⋃
〈p1,a,q1〉∈∆ω
{l1 | (∃α ∈ Σ
∗)(〈l1, α, p1〉 ∈ δ
∗
1)},
Qrw :=
⋃
〈p1,a,q1〉∈∆ω
{r1 | (∃α ∈ Σ
∗)(〈q1, α, r1〉 ∈ δ
∗
1)}.
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Proposition 13.
1.
⋃
ω∈Ω Q
l
ω ∪Q
r
ω = Q1;
2. (∀ω ∈ Ω)(∀ω′ ∈ Ω)(Qlω ∩Q
r
ω′ = ∅);
3. (∀ω ∈ Ω)(∀p ∈ Qξω)(∀a ∈ Σ)(Proj1(λ1(p, a)) = ε =⇒ δ1(p, a) ∈ Q
ξ
ω),
where ξ ∈ {l, r};
4. (∀ω ∈ Ω)(∀p, q ∈ Qξω)((∃a ∈ Σ)(〈p, a, q〉 ∈ δ1) =⇒ Proj1(λ1(p, a)) = ε),
where ξ ∈ {l, r}.
Definition 20. We define E : Q1 → Q1 for p ∈ Q1 as
E(p) :=
{
s1 if p ∈ F1
p otherwise
Definition 21. We define W := 〈Σ,R, Q, 〈s1, s2〉, {s1} × F2, δ, λ, ι2, ρ, f, ϕ〉,
where
Q :=
⋃
〈p2,ω,q2〉∈δ2
Qlω × {p2} ∪ E(Q
r
ω)× {q2},
δ :=
⋃
〈p2,ω,q2〉∈δ2
{〈〈p1, p2〉, a, 〈q1, p2〉〉 | p1, q1 ∈ Q
l
ω, 〈p1, a, q1〉 ∈ δ1}∪
{〈〈p1, p2〉, a, 〈E(q1), q2〉〉 | 〈p1, a, q1〉 ∈ ∆ω}∪
{〈〈p1, q2〉, a, 〈E(q1), q2〉〉 | p1, q1 ∈ Q
r
ω, 〈p1, a, q1〉 ∈ δ1},
λ :=
⋃
〈p2,ω,q2〉∈δ2
{〈〈p1, p2〉, a, o1〉 | p1 ∈ Q
l
ω, 〈p1, a, 〈ε, o1〉〉 ∈ λ1}∪
{〈〈p1, p2〉, a, o1o2〉 | 〈p1, a, 〈ω, o1〉〉 ∈ λ1, 〈p2, ω, o2〉 ∈ λ2}∪
{〈〈p1, q2〉, a, o1〉 | p1 ∈ Q
r
ω, 〈p1, a, 〈ε, o1〉〉 ∈ λ1},
ρ := {〈〈s1, p2〉, o2〉 | 〈p2, o2〉 ∈ ρ2},
f :=
⋃
〈p2,ω,q2〉∈δ2
{〈〈p1, p2〉, 〈p1, r2〉〉 | p1 ∈ Q
l
ω, 〈p2, r2〉 ∈ f2},
ϕ :=
⋃
〈p2,ω,q2〉∈δ2
{〈〈p1, p2〉, o2〉 | p1 ∈ Q
l
ω, 〈p2, o2〉 ∈ ϕ2}.
Remark 3. Definition 21 implies that levelf (〈p1, p2〉) = levelf2(p2) for every 〈p1, p2〉 ∈
Q1 × Q2, and since F has no failure cycles, the resulting failure transducer W
will not have failure cycles either.
Proposition 14. Let p ∈ Q and a ∈ Σ. Then
! δ4(p, a) =⇒ ! δ(p, a).
Proof. Let 〈p1, p2〉 := p and ! δ4(〈p1, p2〉, a). We consider two cases for the tran-
sition according to Definition 17:
1. Suppose 〈p1, a〉 ∈ Dom(δ3) and Proj1(λ3(p1, a)) = Proj1(λ1(p1, a)) = ε.
Then 〈p1, a〉 ∈ Dom(δ1). p1 ∈ Q1, therefore exists ω ∈ Ω such that p1 ∈ Qξω,
ξ ∈ {l, r}. From Proposition 13 it follows that δ1(p1, a) ∈ Qξω. Now, by
definition ! δ(p, a).
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2. Suppose 〈p1, a〉 ∈ Dom(δ3), ω := Proj1(λ3(p1, a)) = Proj1(λ1(p1, a)), ω ∈
Ω and ! δ2(p2, ω). Then (∃q1 ∈ Q1)(〈p1, a, q1〉 ∈ ∆ω), which implies that
! δ(p, a).
Proposition 15. Let p ∈ Q and a ∈ Σ. Then
! δf (p, a) =⇒ δ4f4(p, a) = δf (p, a) ∧ λ4f4(p, a) = λf (p, a).
Proof. We proceed by induction on levelf (p).
First, suppose levelf (p) = 0. Then δf (p, a) = δ(p, a) and λf (p, a) = λ(p, a).
Let 〈p1, p2〉 := p and 〈q1, q2〉 := δ(p, a).
1. Suppose ! δ2(p2, ω), p1, q1 ∈ Q
l
ω for some ω ∈ Ω, 〈p1, a, q1〉 ∈ δ1, and q2 = p2.
By Proposition 13, Proj1(λ1(p1, a)) = ε and λ(p, a) = Proj2(λ1(p1, a)). Then
by the definition of δ4 it follows that
δ4f4(p, a) = δ4(p, a) = 〈q1, p2〉 = δ(p, a) = δf (p, a),
λ4f4(p, a) = λ4(p, a) = Proj2(λ1(p1, a)) = λ(p, a) = λf (p, a).
2. Suppose δ2(p2, ω) = q2, 〈p1, a, q′1〉 ∈ ∆ω for some ω ∈ Ω, and q1 = E(q
′
1).
Then by definition 〈p1, a, q′1〉 ∈ δ1, Proj1(λ1(p1, a)) = ω and λ(p, a) =
Proj2(λ1(p1, a))λ2(p2, ω). Also, δ3(p1, a) = E(q
′
1). From the definition of
δ4 it follows that
δ4f4(p, a) = δ4(p, a) = 〈E(q
′
1), q2〉 = 〈q1, q2〉 = δ(p, a) = δf (p, a),
λ4f4(p, a) = λ4(p, a) = Proj2(λ1(p1, a))λ2(p2, ω) = λ(p, a) = λf (p, a).
3. Suppose ! δ2(p2, ω), p1, q1 ∈ Qrω for some ω ∈ Ω, 〈p1, a, q1〉 ∈ δ1 and q2 = p2.
The reasoning is the same as in the first case.
Now, suppose levelf (p) > 0. If δ(p, a) is defined, the reasoning is the same as
in the base case. Suppose ¬ ! δ(p, a). Then δf (p, a) = δf (f(p), a) = δ4f4(f(p), a)
and λf (p, a) = λf (f(p), a) = λ4f4(f(p), a). Because f ⊆ f4 and using Proposition 14
δ4f4(f(p), a) = δ4f4(f4(p), a) = δ4f4(p, a),
λ4f4(f(p), a) = λ4f4(f4(p), a) = λ4f4(p, a).
Definition 22. Let T be a transducer or a failure transducer with alphabet Σ,
states Q and transition function δ. We define SigT : Q→ 2
Σ for q ∈ Q as
SigT (q) := {a ∈ Σ | ! δ(q, a)}.
Proposition 16. Let 〈p2, ω〉 ∈ Dom(δ2) and p1 ∈ Qrω. Then
! f4(〈p1, p2〉) =⇒ SigV∗◦F(〈p1, p2〉) = SigV∗◦F (f4(〈p1, p2〉)).
Proof. By definition f4(〈p1, p2〉) = 〈p1, f2(p2)〉. Since V∗ ◦ F is monotonic,
SigV∗◦F (〈p1, p2〉) ⊆ SigV∗◦F (〈p1, f2(p2)〉). Suppose a ∈ SigV∗◦F (〈p1, f2(p2)〉).
From Definition 17 it follows that ! δ1(p1, a). Also, Proj1(λ1(p1, a)) = ε because
p1 ∈ Qrω. Therefore, ! δ4(〈p1, p2〉, a), i.e. a ∈ SigV∗◦F (〈p1, p2〉).
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Proposition 17. Let 〈p2, ω〉 ∈ Dom(δ2), p1 ∈ Qrω and 〈p1, p2〉 ∈ Q. Then
(∀a ∈ Σ)(¬ ! δ4(〈p1, p2〉, a) ∧ ! f4(〈p1, p2〉) =⇒ ¬ ! δ4f4(〈p1, p2〉, a)).
Proof. Follows directly from Proposition 16 with induction on the number of
failure transitions.
Proposition 18. Let p ∈ Q, a ∈ Σ be such that ! δ4f4(p, a) and there ex-
ist α, α′ ∈ Σ∗ such that δ4
∗
f4
(s4, α) = p, δ4
∗
f4
(p, aα′) ∈ F4. Then δf (p, a) =
δ4f4(p, a).
Proof. We proceed by induction on levelf4(p).
First, suppose levelf4(p) = 0. Then δ4f4(p, a) = δ4(p, a). Let 〈p1, p2〉 := p and
〈q1, q2〉 := δ4(p, a). Since δ4
∗
f4
(〈q1, q2〉, α′) ∈ F4, F3 = {s3} and ρ3(s3) = 〈ε, 1〉,
F4 = {s1} × F2 and there exists β′ – prefix of α′, such that δ4
∗
f4
(〈q1, q2〉, β′) =
〈s1, r1〉. Let β′ be the shortest prefix of α′ such that Proj1(δ4
∗
f4
(〈q1, q2〉, β′)) = s1.
Let γ be the longest prefix of α (α = γβ), such that Proj1(δ4
∗
f4
(〈s1, s2〉, γ)) = s1.
This means that 〈s1, βaβ′, s1〉 ∈ δ3 without going through an intermediate state
s1. Therefore, from Proposition 11 (∃f1 ∈ F1)(δ∗1(s1, βaβ
′) = f1). Let ω :=
λ∗1(s1, βaβ
′), m := |βaβ′|, t1 := s1, for 1 ≤ i ≤ m, ti+1 := δ1(ti, bi), where bi is
the i-th symbol of βaβ′, and tm+1 = f1. Then there exists 1 ≤ i ≤ m such that
(∀1 ≤ j ≤ i)(tj ∈ Qlω) and (∀i < j ≤ m+ 1)(tj ∈ Q
r
ω). Let tj = p1.
1. Suppose j < i. Then p1, q1 ∈ Qlω and p1, q1 /∈ F1, i.e. 〈p1, a, q1〉 ∈ δ1 and
Proj1(λ1(p1, a)) = ε. By Definition 17, 〈p1, a, q1〉 ∈ δ3, Proj1(λ3(p1, a)) =
Proj1(λ1(p1, a)) = ε and q2 = p2. By Definition 21, δ(〈p1, p2〉, a) = 〈q1, p2〉 =
〈q1, q2〉.
2. Suppose j = i. Then p1 ∈ Qlω, tj+1 ∈ Q
r
ω and 〈p1, a, tj+1〉 ∈ ∆ω. Since
p1 ∈ Qlω, we have that p1 6∈ F1 and therefore 〈p1, a, E(tj+1)〉 = 〈p1, a, q1〉. By
Definition 17, 〈p1, a, q1〉 ∈ δ3, ω = Proj1(λ3(p1, a)) = Proj1(λ1(p1, a)) and
〈p2, ω, q2〉 ∈ δ2. By Definition 21, δ(〈p1, p2〉, a) = 〈E(tj+1), q2〉 = 〈q1, q2〉.
3. Suppose j > i. Then p1, tj+1 ∈ Qrω and Proj1(λ1(p1, a)) = ε. By Definition 17,
〈p1, a, q1〉 ∈ δ3, Proj1(λ3(p1, a)) = Proj1(λ1(p1, a)) = ε, q1 = E(tj+1) and
q2 = p2. p1 /∈ F1, therefore E(p1) = p1 and ¬(∃ω ∈ Ω)(E(p1) ∈ Qlω). Since
〈p1, p2〉 ∈ Q, exists 〈l2, ω, p2〉 ∈ δ2. Thus, by Definition 21, δ(〈p1, p2〉, a) =
〈E(tj+1), p2〉 = 〈q1, q2〉.
Now, suppose levelf4(p) > 0. If δ4(p, a) is defined, the reasoning is the same
as in the base case. Suppose ¬ ! δ4(p, a). Then δ4f4(p, a) = δ4f4(f4(p), a). If p /∈
Dom(f), then p1 ∈ Qrω and by Proposition 17 ¬ ! δf4(p, a), which contradicts
our assumption. Therefore, p ∈ Dom(f) and since f ⊆ f4, δ4f4(f4(p), a) =
δ4f4(f(p), a) = δf (f(p), a) = δf (p, a).
Proposition 19. (∀〈q1, q2〉 ∈ Q)(O
〈q1,q2〉
W = O
〈q1,q2〉
V∗◦F )
Proof. Let α ∈ Dom(O
〈q1,q2〉
W ), α = a1a2 . . . an and (∀1 ≤ i ≤ n)(ai ∈ Σ).
Then there exist p1, p2, . . . , pn+1 ∈ Q, such that δf (pi, ai) = pi+1 for 1 ≤ i ≤ n,
p1 = 〈q1, q2〉 and pn+1 = 〈s1, t2〉, where t2 ∈ F2. Proposition 15 gives us that
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δ4f4(pi, ai) = pi+1 and λ4f4(pi, ai) = λf (pi, ai) for 1 ≤ i ≤ n. Since s3 = s1, we
get pn+1 = 〈s3, t2〉 ∈ F4. Therefore, α ∈ Dom(O
〈q1,q2〉
V∗◦F ). Using ρ1(s3) = 〈ε, 1〉 we
obtain
O
〈q1,q2〉
V∗◦F (α) = λ4
∗
f4
(〈q1, q2〉, α)ρ4(〈s3, t2〉)
= λ4
∗
f4
(〈q1, q2〉, α)
[Proj2(ρ1(s3))λ2
∗
f2
(t2,Proj1(ρ1(s3)))ρ2(δ2
∗
f2
(t2,Proj1(ρ1(s3)))]
= λ4
∗
f4
(〈q1, q2〉, α)[1λ2
∗
f2
(t2, ε)ρ2(δ2
∗
f2
(t2, ε))]
= λ4
∗
f4
(〈q1, q2〉, α)ρ2(t2)
= λ∗f (〈q1, q2〉, α)ρ(δ
∗
f (〈q1, q2〉, α))
= O
〈q1,q2〉
W (α).
Let α ∈ Dom(O
〈q1,q2〉
V∗◦F ), α = a1a2 . . . an and (∀1 ≤ i ≤ n)(ai ∈ Σ). In
other words, there exist p1, p2, . . . , pn+1 ∈ Q, such that δ4f4(pi, ai) = pi+1 for
1 ≤ i ≤ n, p1 = 〈q1, q2〉 and pn+1 = 〈s3, t2〉, where t2 ∈ F2. Proposition 18
gives us that δf (pi, ai) = pi+1 and λf (pi, ai) = λ4f4(pi, ai) for 1 ≤ i ≤ n. Since
s1 = s3, we get that pn+1 = 〈s1, t2〉 is final in W. Therefore, α ∈ Dom(O
〈q1,q2〉
W ).
Proposition 20. OW = OV∗◦F .
Proof. By applying Proposition 19 for the initial state 〈s1, s2〉 and using the fact
that s1 = s3, we obtain
Dom(OW) = Dom(O
〈s1,s2〉
W ) = Dom(O
〈s1,s2〉
V∗◦F ) = Dom(OV∗◦F).
For α ∈ Dom(OW), using that ι1 = 〈ε, 1〉, we obtain
OV∗◦F (α) = ι4O
〈s1,s2〉
V∗◦F (α)
= [Proj2(ι1)ι2λ2
∗
f2
(s2,Proj1(ι1))]O
〈s1,s2〉
V∗◦F (α)
= [1ι2λ2
∗
f2
(s2, ε)]O
〈s1,s2〉
V∗◦F (α)
= ι2O
〈s1,s2〉
W (α)
= OW(α).
Proposition 21. For every 〈p, ω〉 ∈ δ2 and α ∈ Dom(OV∗(• | ω)),
δ∗f (〈s1, p〉, α) = 〈s1, δ2f2(p, ω)〉.
Proof. s1 ∈ Qlω and s3 = s1. Then using Proposition 15 we conclude that
δ∗f (〈s1, p〉, α) = δ4
∗
f4
(〈s1, p〉, α). From Proposition 5 it follows that
δ4
∗
f4
(〈s1, p〉, α) = 〈δ
∗
3(s1, α), δ2
∗
f2
(p, ω)〉 = 〈s1, δ2f2(p, ω)〉.
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Proposition 22. For every p ∈ Q2, ω ∈ Ω∗ and α ∈ Dom(OV∗(• | ω)),
δ∗f (〈s1, p〉, α) = 〈s1, δ2
∗
f2
(p, ω)〉.
Proof. Follows from Proposition 21 by induction on the length of ω.
Proposition 23. Every state in W is co-accessible.
Proof. Let 〈p2, ω〉 ∈ δ2 and p1 ∈ Qrω such that 〈p1, p2〉 ∈ Q. Since every state
in V is co-accessible, there exist α ∈ Σ∗ and q1 ∈ F1 such that δ∗1(p1, α) = q1.
λ∗1(p1, α) = ε because p1 ∈ Q
r
ω. Therefore, δ
∗(〈p1, p2〉, α) = 〈s1, p2〉. Every state
in F is also co-accessible. Therefore, (∃β ∈ Ω∗)(∃q2 ∈ F2)(δ2
∗
f2
(p2, β) = q2). Let
γ ∈ Dom(OV∗(• | β)). By Proposition 22, δ∗f (〈s1, p2〉, γ) = 〈s1, q2〉 ∈ F . In other
words, δ∗f (〈p1, p2〉, αγ) ∈ F .
Let 〈p2, ω〉 ∈ δ2 and p1 ∈ Qlω such that 〈p1, p2〉 ∈ Q. Then there ex-
ists 〈l1, a, r1〉 ∈ ∆ω, (∃α ∈ Σ∗)(δ∗1(p1, α) = l1) and Proj1(λ
∗
1(p1, α)) = ε.
This implies that δ∗(〈p1, p2〉, α) = 〈l1, p2〉. By the definition of δ, we have that
δ(〈l1, p2〉, a) = 〈E(r1), δ2(p2, ω)〉, i.e. δ∗(〈p1, p2〉, αa) = 〈E(r1), δ2(p2, ω)〉. If
E(r1) = s1, then we apply Proposition 22, otherwise r1 ∈ Qrω and we reason
as in the first case.
Proposition 24. W is monotonic and probabilistic.
Proof. Let p ∈ Q and ! f(p). Then ! f4(p) and f4(p) = f(p). If p ∈ {s1} × F2,
then p ∈ F4 and because V∗ ◦ F is monotonic, f4(p) = f(p) ∈ F4 = {s1} × F2.
Let 〈p, a〉 ∈ Dom(δ). Then by the base case of Proposition 15 we obtain that
〈p, a〉 ∈ Dom(δ4). V∗ ◦ F is monotonic. Thus, 〈f4(p), a〉 = 〈f(p), a〉 ∈ Dom(δ4)
and by Proposition 14, 〈f(p), a〉 ∈ Dom(δ).
Proposition 12 implies that V∗◦F is probabilistic. OW = OV∗◦F by Proposition 20.
Therefore, W is also probabilistic.
6 Weight Pushing
Let V and F be as described in Section 5. Also, let F be stochastic and W :=
〈Σ,R, Q, s, F, δ, λ, ι, ρ, f, ϕ〉 be the failure transducer from Definition 21, equiv-
alent to the composition of V∗ and F . From Proposition 24 it follows that W is
monotonic and probabilistic but it is not necessarily stochastic.
For a probabilistic transducer T , a semiring S := 〈R+,⊕,×, 0, 1〉, and a state
q with ST (q) we denote the sum
⊕
α∈Dom(OqT )
OqT (α). Since W is probabilistic,
the sums SW(q) exist for every q ∈ Q and the following construction can be used
to obtain the canonical form of W .
Definition 23. Let WC := 〈Σ,R, Q, s, F, δ, λC , ιC , ρC , f, ϕC〉, where
– λC := {〈p, a,
wSW(δ(p,a))
SW(p)
〉 | 〈p, a, w〉 ∈ λ};
– ιC := ιSW(s);
– ρC := {〈p,
w
SW(p)
〉 | 〈p, w〉 ∈ ρ};
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– ϕW := {〈p,
wSW(f(p))
SW (p)
〉 | 〈p, w〉 ∈ ϕ}.
Remark 4. W and WC have the same states, final states, transitions and failure
transitions, therefore WC has no failure cycles and Dom(O
p
W) = Dom(O
p
WC
) for
every p ∈ Q.
Proposition 25. Let p ∈ Q and a ∈ Σ∗ be such that ! δf (p, a). Then
λCf (p, a) =
λf (p, a)SW(δf (p, a))
SW(p)
.
Proof. We proceed by induction on levelfC (p).
First, suppose levelfC (p) = 0. Then δf (p, a) = δ(p, a) and
λCf (p, a) = λC(p, a) =
λ(p, a)SW (δ(p, a))
SW(p)
=
λf (p, a)SW(δf (p, a))
SW(p)
.
Now, suppose levelfC (p) > 0. If ! δ(p, a), then the reasoning is the same as in
the base case. Suppose ¬ ! δ(p, a). Then
λCf (p, a) = ϕC(p)λCf (f(p), a)
=
ϕ(p)SW (f(p))
SW(p)
λf (f(p), a)SW(δf (f(p), a))
SW(f(p))
=
λf (p, a)SW(δf (p, a))
SW(p)
.
Proposition 26. Let p ∈ Q and α ∈ Σ∗ be such that ! δ∗f (p, α). Then
λC
∗
f (p, α) =
λ∗f (p, α)SW (δ
∗
f (p, α))
SW(p)
.
Proof. We proceed by induction on |α|.
First, suppose α = ε. Then
λC
∗
f (p, ε) = 1 =
λ∗f (p, ε)SW(δ
∗
f (p, ε))
SW(p)
.
Now, suppose α = α′a. Then
λC
∗
f (p, α
′a) = λC
∗
f (p, α
′)λCf (δ
∗
f (p, α
′), a)
=
λ∗f (p, α
′)SW(δ
∗
f (p, α
′))
SW(p)
λf (δ
∗
f (p, α
′), a)SW(δf (δ
∗
f (p, α
′), a))
SW(δ∗f (p, α
′))
=
λ∗f (p, α)SW (δ
∗
f (p, α))
SW(p)
.
Proposition 27. Let p ∈ Q and α ∈ Dom(OpW). Then
OpWC (α) =
OpW (α)
SW (p)
.
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Proof.
OpWC (α) = λC
∗
f (p, α)ρC(δ
∗
f (p, α))
=
λ∗f (p, α)SW(δ
∗
f (p, α))
SW(p)
ρ(δ∗f (p, α))
SW(δ∗f (p, α))
=
λ∗f (p, α)ρ(δ
∗
f (p, α))
SW(p)
=
OpW (α)
SW (p)
.
Proposition 28. OWC = OW .
Proof. Let α ∈ Dom(OW ). Then
OWC(α) = ιCO
s
WC (α) = ιSW (s)
OsW(α)
SW(s)
= ιOsW(α) = OW(α).
Proposition 29. WC is canonical with respect to S.
Proof. Let p ∈ Q. Then⊕
α∈Dom(OpWC
)
OpWC (α) =
⊕
α∈Dom(OpW)
OpW(α)
SW(p)
=
1
SW(p)
⊕
α∈Dom(OpW)
OpW(α)
=
1
SW(p)
SW(p)
= 1.
Remark 5. Since F is stochastic, it is also canonical with respect to R+ (see
Proposition 2), i.e. for every state q of F , SF(q) = 1.
6.1 Weight Pushing in R+
Proposition 30. (∀p ∈ Q2) (SW(〈s1, p〉) = 1).
Proof. Using Proposition 8 and the fact that ι1 = 〈ε, 1〉
SW(〈s1, p〉) =
∑
α∈Dom(O
〈s1,p〉
W )
O
〈s1,p〉
W (α)
=
∑
α∈Dom(O
〈s1,p〉
V∗◦F
)
O
〈s1,p〉
V∗◦F (α)
=
∑
β∈Dom(OpF )
OpF (β)
∑
α∈Dom(O
s1
V∗
(•|β))
Os1V∗(α | β)
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=
∑
β∈Dom(OpF )
OpF (β)
∑
α∈Dom(OV∗(•|β))
OV∗(α | β)
=
∑
β∈Dom(OpF )
OpF (β)
= 1.
Definition 24. Let W˜ := 〈Σ,R, Q, s,Qs1 , δ˜, λ˜, ι, Qs1 × {1}, f˜ , ϕ˜〉, where
– Qs1 := {〈p, q〉 ∈ Q | p = s1} and Qs1 := Q \Qs1 ;
– δ˜ := δ ↾Qs1×Σ
, λ˜ := λ ↾Qs1×Σ
, f˜ := f ↾Qs1×Σ
, and ϕ˜ := ϕ ↾Qs1×Σ
.
Proposition 31. (∀q ∈ Q)(S
W˜
(q) = SW(q)).
Proof. Let q ∈ Qs1 . Then Dom(O
q
W˜
) = {ε} and S
W˜
(q) = ρ˜(q) = 1 = SW(q).
Let q ∈ Qs1 . Dom(O
q
W˜
) is the set of all prefixes α′ of Dom(OqW ) such that
δ∗(q, α′) ∈ Qs1 without going through an intermediate state from Qs1 . By defi-
nition for every α′ ∈ Dom(Oq
W˜
) it holds that λ∗(q, α′) = λ˜∗(q, α′). Thus,
SW(q) =
∑
α∈Dom(OqW)
OqW(α)
Proposition 30
=
∑
α′∈Dom(Oq
W˜
)
λ∗(q, α′)SW(δ
∗(q, α′))
=
∑
α′∈Dom(Oq
W˜
)
λ˜∗(q, α′)
=
∑
α′∈Dom(Oq
W˜
)
Oq
W˜
(α′)
= S
W˜
(q).
Definition 25. Let G := (V,E), where
V := Q ∪ {〈q, f˜(q)〉 | q ∈ Dom(f˜)},
E := {〈p, 〈a, λ˜(p, a)〉, q〉 | 〈p, a, q〉 ∈ δ˜}∪
{〈p, 〈ε, ϕ˜(p)〉, 〈p, q〉〉 | 〈p, q〉 ∈ f˜}∪
{〈〈p, q〉, 〈a, λ˜(q, a)〉, r〉 | 〈p, q〉 ∈ f˜ , 〈q, a, r〉 ∈ δ˜,¬ ! δ˜(p, a)}∪
{〈〈p, q〉, 〈ε, ϕ˜(q)〉, 〈q, r〉〉 | 〈p, q〉 ∈ f˜ , 〈q, r〉 ∈ f˜}.
For each path pi := 〈p0, 〈l1, ω1〉, p1, 〈l2, ω2〉, . . . , pn〉 in G we define
w(pi) :=
n∏
i=1
ωi,
l(pi) := l1l2 . . . ln.
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Proposition 32. Let p ∈ Q, a ∈ Σ and q := δ˜
f˜
(p, a). Then there exists a
unique path pi := 〈p0, 〈l1, ω1〉, p1, 〈l2, ω2〉, . . . , pn〉, where n > 0, in G such that
(∀1 ≤ i < n)(pi /∈ Q), p0 = p, pn = q, l(pi) = a and w(pi) = λ˜f˜ (p, a).
Proof. We proceed by induction on levelf (p).
First, suppose level
f˜
(p) = 0. Then q = δ˜
f˜
(p, a) = δ˜(p, a). By Definition 25,
〈p, 〈a, λ˜(p, a)〉, q〉 ∈ E.
Now, suppose level
f˜
(p) > 0. If ! δ˜(p, a), the reasoning is the same as in the
base case. Suppose ¬ ! δ˜(p, a). Then δ˜
f˜
(p, a) = δ˜
f˜
(f˜(p), a) and by the inductive
hypothesis there exists a unique path pi in F from f˜(p) to q with l(pi) = a and
w(pi) = λ˜
f˜
(f˜(p), a). By Definition 25, there exists an edge e := 〈p, 〈ε, ϕ˜(p)〉, 〈p, f˜(p)〉〉
in E.
If the length of pi is 1, i.e. pi = 〈f˜(p), 〈a, λ˜
f˜
(f˜(p), a)〉, q〉, then by Definition 25
there exists 〈f˜(p), a, q〉 ∈ δ˜. Since ¬ ! δ˜(p, a), e′ := 〈〈p, f˜(p)〉, 〈a, λ˜(f˜(p)〉, a), q〉 is
an edge in G. Therefore, ee′ is the unique path in G from p to q with l(ee′) =
εa = a and w(ee′) = ϕ˜(p)λ˜(f˜(p), a) = λ˜
f˜
(p, a).
If the length of pi is greater than 1, i.e. pi = 〈f˜(p), 〈ε, ϕ˜(f˜(p))〉, 〈f˜(p), r〉〉pi′,
then e′ := 〈〈p, f˜(p)〉, 〈ε, ϕ˜(f˜(p))〉, 〈f˜(p), r〉〉 ∈ E. Thus, ee′pi′ is the unique path
in G from p to q with l(ee′pi′) = εεa = a and w(ee′pi′) = ϕ˜(p)ϕ˜(f˜(p))
λ˜
f˜
(f˜(p),a)
ϕ˜(f˜(p))
=
λ˜
f˜
(p, a).
Proposition 33. Let pi := 〈p0, 〈l1, ω1〉, p1, 〈l2, ω2〉, . . . , pn〉, where n > 0, be a
path in G such that (∀1 ≤ i < n)(pi /∈ Q), p0, pn ∈ Q and l(pi) = a ∈ Σ. Then
δ˜
f˜
(p0, a) = pn ∧ λ˜f˜ (p0, a) = w(pi) ∧ n > 1 =⇒ ¬ ! δ˜(p0, a).
Proof. We proceed by induction on n.
First, suppose n = 1. Then by Definition 25, there exists 〈p0, a, p1〉 ∈ δ˜ and
the path is 〈p0, 〈a, λ˜(p0, a)〉, p1〉. Thus, δ˜f˜ (p0, a) = δ˜(p0, a) = p1 and λ˜f˜ (p0, a) =
λ˜(p0, a) = w(pi).
Now, suppose n > 1, i.e. pi = 〈p0, 〈ε, ϕ˜(p0)〉, 〈p0, f˜(p0)〉〉pi
′. The first state in
pi′ is 〈p0, f˜(p0)〉 but the edges of f˜(p0) are a superset of the edges of 〈p0, f˜(p0)〉,
therefore we can consider the path pi′′ which is the same as pi′ with the exception
that the first node is substituted with f˜(p0).
If n − 1 = 1, then there exists 〈f˜(p0), a, pn〉 ∈ δ˜, ¬ ! δ˜(p0, a) and pi′′ =
〈f˜(p0), 〈a, λ˜(f˜(p0), a)〉, pn〉. Therefore,
δ˜
f˜
(p0, a) = δ˜f˜ (f˜(p0), a) = δ˜(f˜(p0), a) = pn,
λ˜
f˜
(p0, a) = ϕ˜(p0)λ˜f˜ (f˜(p0), a) = ϕ˜(p0)λ˜(f˜(p0), a) = w(pi).
If n− 1 > 1, by the inductive hypothesis for pi′′
δ˜
f˜
(f˜(p0), a) = pn ∧ λ˜f˜ (f˜(p0), a) =
w(pi)
ϕ˜(p0)
∧ ¬ ! δ˜(f˜(p0), a).
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Since W˜ is monotonic, ¬ ! δ˜(p0, a) and
δ˜
f˜
(p0, a) = δ˜f˜ (f˜(p0), a) = pn,
λ˜
f˜
(p0, a) = ϕ˜(p0)λ˜f˜ (f˜(p0), a) = ϕ˜(p0)
w(pi)
ϕ˜(p0)
= w(pi).
Proposition 34. Let p, q ∈ Q. Then
1. for every α ∈ Σ∗ if δ˜∗
f˜
(p, α) = q, then there exists a unique path pi in G from
p to q with l(pi) = α and w(pi) = λ˜∗
f˜
(p, α);
2. If there exists a path pi in G from p to q then δ˜∗
f˜
(p, l(pi)) = q and λ˜∗
f˜
(p, l(pi)) =
w(pi).
Proof. Follows from Proposition 32 and Proposition 33 with a straightforward
induction.
Definition 26. Let G˜ := (V ∪ {x}, Erev ∪ {〈x, 〈ε, ρ˜(q)〉, q〉 | q ∈ Qs1}), where
x /∈ V is a new vertex.
Remark 6. Since ρ˜(q) = 1 for q ∈ Qs1 , the edges in G˜ from x are actually
{x} × {〈ε, 1〉} ×Qs1 .
The use of G˜ is not necessary for the weight pushing in R+, however it is
essential in the Rmax semiring described in the following section.
Proposition 35.
1. For every q ∈ Q, S
W˜
(q) is the sum of the paths in G˜ from x to q.
2. If V is acyclic, G˜ is also acyclic.
Proof.
1. For a graph G := 〈V,E〉 we use ΠG(v, U) to denote the set of all paths in G
from v to a vertex in U . Analogously, ΠG(U, v) is the set of all paths in G
from a vertex in U to v.
S
W˜
(q) =
∑
α∈Dom(Oq
W˜
)
Oq
W˜
(α)
=
∑
α∈Dom(Oq
W˜
)
λ˜∗
f˜
(q, α)
=
∑
α∈Σ∗ :
δ˜∗
f˜
(q,α)∈Qs1
λ˜∗
f˜
(q, α)
Proposition 34
=
∑
pi∈ΠG(q,Qs1 )
w(pi)
=
∑
pi∈ΠG˜(Qs1 ,q)
w(pi)
=
∑
pi∈ΠG˜(x,q)
w(pi).
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2. We will show that G is acyclic, which implies that G˜ is also acyclic. Let
〈v0, 〈l1, ω1〉, v1, 〈l2, ω2〉, . . . , ωn, vn〉, n > 0 be a path in G, such that vn = v0.
For 0 ≤ i < n we known that vi /∈ Qs1 because the states in Qs1 have no
outgoing transitions in W˜.
Suppose (∃0 ≤ i < n)(〈vi, vi+1〉 ∈ f˜). Then levelf˜ (vi+1) < levelf˜ (vi) and
Proj1(vi) = Proj1(vi+1) ∈ Q
l
ω for some ω ∈ Ω (otherwise, vi wouldn’t have
a failure transition). As long as the first coordinate of the vertex stays in Qlω
the level of the vertex does not increase because either the second coordinate
does not change, or a failure transition is followed. The level of the vertices
in the cycle should increase for some j > i + 1. Thus, for the smallest such
j we have that Proj1(vj−1) ∈ Q
l
ω and Proj1(vj) ∈ Q
r
ω. From vj the only
reachable vertex with first coordinate in Qlω is from Qs1 . But the cycle does
not contain such vertices, which contradicts our assumption that the cycle
contains a failure transition.
Suppose ¬(∃0 ≤ i < n)(〈vi, vi+1〉 ∈ f˜). Then the first coordinates of the
vertices in the cycle constitute a cycle in V. This is a contradiction because
V is acyclic.
Therefore, G and thus G˜ are acyclic.
Remark 7. Proposition 35 implies that to find the sums SW(q) for every q ∈ Q
it suffices to compute the sums of the paths in G˜ from x to every q. This can be
achieved with dynamic programming in linear time with respect to the size of
G˜.
6.2 Weight Pushing in Rmax
Let S = Rmax and G be the graph from Definition 25 constructed from the failure
transducer W . Proposition 32, Proposition 33 and Proposition 34 also hold in
this semiring. Let G˜ be the graph from Definition 26 constructed from G and
W . Similar to Proposition 35, in this semiring SW(q) is equal to the maximum
of the paths in G˜ from x to q. We consider the isomorphism −log between the
Rmax semiring and the 〈R ∪ {+∞},min,+,+∞, 0〉 semiring. If we consider the
graph − log(G˜) (the isomorphic image of G˜) with the same vertices as G˜ and in
which 〈v1, 〈l, ω〉, v2〉 is an edge in G˜ if and only if 〈v1, 〈l,− log(ω)〉, v2〉 is an edge
in − log(G˜), then SW(q) will be equal to exp(−ωq), where ωq is the weight of the
shortest path in − log(G˜) from x to q. If all weights in − log(G˜) are non-negative,
then Dijkstra’s algorithm can be used to compute the shortest paths from x to
every node q.
If −log(G˜) has negative weights on some edges it can be shown that they
correspond to failure transitions in the W failure transducer. Since W has no
failure cycles, weight-pushing techniques similar to those in the previous section
can be applied in order to make the weights non-negative. Afterwards, Dijkstra’s
algorithm can again be used to compute the shortest paths from x to every node
q. The detailed presentation of this method, however, is outside the scope of this
paper.
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