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Abstract
We consider a particle system of the squared Bessel processes with index ν > −1
conditioned never to collide with each other, in which if −1 < ν < 0 the origin is
assumed to be reflecting. When the number of particles is finite, we prove for any
fixed initial configuration that this noncolliding diffusion process is determinantal in
the sense that any multitime correlation function is given by a determinant with a con-
tinuous kernel called the correlation kernel. When the number of particles is infinite,
we give sufficient conditions for initial configurations so that the system is well de-
fined. There the process with an infinite number of particles is determinantal and the
correlation kernel is expressed using an entire function represented by the Weierstrass
canonical product, whose zeros on the positive part of the real axis are given by the
particle-positions in the initial configuration. From the class of infinite-particle initial
configurations satisfying our conditions, we report one example in detail, which is a
fixed configuration such that every point of the square of positive zero of the Bessel
function Jν is occupied by one particle. The process starting from this initial configu-
ration shows a relaxation phenomenon converging to the stationary process, which is
determinantal with the extended Bessel kernel, in the long-term limit.
Keywords Noncolliding diffusion process, Squared Bessel process, Fredholm determi-
nants, Entire functions, Weierstrass canonical products, Infinite particle systems
1 Introduction
Let M be the space of nonnegative integer-valued Radon measures on R, which is a Polish
space with the vague topology. We say ξn ∈ M, n ∈ N ≡ {1, 2, . . . } converges to ξ ∈ M
weakly in the vague topology, if limn→∞
∫
R
ϕ(x)ξn(dx) =
∫
R
ϕ(x)ξ(dx) for any ϕ ∈ C0(R),
where C0(R) is the set of all continuous real-valued functions with compact supports in
R. Any element of M can be represented by
∑
i∈Λ δxi(·) with a sequence of points in R,
x = (xi)i∈Λ, satisfying ♯{xi : xi ∈ I} < ∞ for any compact subset I ⊂ R, and with a
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countable set (an index set) Λ. We call an element ξ of M an unlabeled configuration,
and a sequence of points x a labeled configuration. For A ⊂ R, we write the restriction
of ξ ∈ M on A as (ξ ∩ A)(·) = ∑i∈Λ:xi∈A δxi(·). Let R+ = {x ∈ R : x ≥ 0} and define
M+ = {(ξ ∩R+)(·) : ξ(·) ∈M}. In the present paper we consider a one-parameter family of
M+-valued processes with a parameter ν > −1,
Ξ(ν)(t, ·) =
∑
i
δ
X
(ν)
i (t)
(·), t ∈ [0,∞), (1.1)
describing a particle system of squared Bessel processes with index ν > −1 (BESQ(ν))
interacting with each other by long-ranged repulsive forces, such that X
(ν)
i (t)’s satisfy the
SDEs
dX
(ν)
i (t) = 2
√
X
(ν)
i (t)dBi(t) + 2(ν + 1)dt
+ 4X
(ν)
i (t)
∑
j:j 6=i
1
X
(ν)
i (t)−X(ν)j (t)
dt, i = 1, 2, · · · , t ∈ [0,∞) (1.2)
with a collection of independent standard Brownian motions (BMs), {Bi(t), i ∈ N}, and,
if −1 < ν < 0, with a reflection wall at the origin. Note that for the BM in Rd, B˜(t) =
(B˜1(t), . . . , B˜d(t)), d ∈ N, the square of its distance from the origin, X(t) ≡ |B˜(t)|2 =∑d
i=1 B˜i(t)
2, solves the SDE, dX(t) = 2
√
X(t)dB(t) + 2(ν + 1)dt with
ν =
d
2
− 1, (1.3)
where B(t) is a standard BM which is different from B˜i(t), 1 ≤ i ≤ d [24, 4]. We give the
initial configuration of the process ξ(·) = Ξ(ν)(0, ·) =∑i δxi(·) and the process is denoted by
(Ξ(ν)(t),Pξν).
When the number of particles is finite, ξN(R+) = N < ∞, the process (Ξ(ν)(t),PξNν ) is
realized in the following systems.
(i) When ν ∈ N0 ≡ N∪ {0}, i.e., when the corresponding dimension d given by (1.3) is a
positive even integer, (Ξ(ν)(t),PξNν ) is realized as the eigenvalue process of the Laguerre
process [20]. Let M(t) be an (N + ν) × N matrix, whose entries are independent
complex BMs having the real and imaginary parts given by independent standard
BMs, and set L(t) = M(t)∗M(t). The N × N matrix-valued process L = (L(t))t∈[0,∞)
is called the Laguerre process. The matrix L(t) is Hermitian and positive definite,
and its N eigenvalues satisfy (1.2) with i = 1, 2, . . . , N . When the entries of M(t)
are independent standard real BMs, the matrix-valued process (M(t)TM(t))t∈[0,∞) is
called the Wishart process [5], and thus L is also called the complex Wishart process.
The eigenvalue processes of the real and complex Wishart processes are related with
the random matrix theory [23, 9] for the chiral Gaussian ensembles studied in the high
energy physics (see [15] and references therein).
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(ii) LetH(N) be the space ofN×N Hermitian matrices. And let sp(2N,C) and so(2N,C)
be the symplectic Lie algebra and the orthogonal Lie algebra, having 2N × 2N -matrix
representations, respectively. If the 2N×2N matrix is in the spaceHC(2N) ≡ H(2N)∩
sp(2N,C) or in HD(2N) ≡ H(2N)∩ so(2N,C), its eigenvalues are given by N pairs of
positive and negative ones with the same absolute value, {(λi,−λi) : λi ≥ 0, 1 ≤ i ≤
N}. Consider the HC(2N)-valued and the HD(2N)-valued Brownian motions. The
dynamics of positive eigenvalues of them are described by (1.2) with ν = 1/2 (d = 3)
for the former case and with ν = −1/2 (d = 1) for the latter case, respectively [15].
The pairing of positive and negative eigenvalues simulates the particle-hole symmetry
in the energy space of the Bogoliubov-de Gennes formalism of superconductivity and
these processes are related with the random matrix theory studied in the solid-state
physics [1].
(iii) Let p(ν)(t, y|x), y ∈ R+, be the transition probability density for BESQ(ν), ν > −1,
p(ν)(t, y|x) =

1
2t
(y
x
)ν/2
exp
(
−x+ y
2t
)
Iν
(√
xy
t
)
, t > 0, x > 0,
yν
(2t)ν+1Γ(ν + 1)
e−y/2t, t > 0, x = 0,
δ(y − x), t = 0, x ∈ R+,
(1.4)
if −1 < ν < 0, the origin is assumed to be reflecting [24, 4], where Iν(x) is the modified
Bessel function of the first kind defined by
Iν(x) =
∞∑
n=0
1
Γ(n+ 1)Γ(n+ 1 + ν)
(x
2
)2n+ν
(1.5)
with the Gamma function Γ(z) =
∫∞
0
e−uuz−1du, ℜu > 0. First we consider the
following Karlin-McGregor determinant [14],
f
(ν)
N (t,y|x) = det
1≤i,j≤N
[
p(ν)(t, yi|xj)
]
, t ≥ 0, x = (xi)Ni=1,y = (yi)Ni=1 ∈W+N , (1.6)
where W+N = {x = (x1, . . . , xN) ∈ RN : 0 ≤ x1 < · · · < xN}. The transition
probability density of the N -particle system of BESQ(ν) conditioned never to collide
with each other, which we call the noncolliding BESQ(ν), is given by the h-transform
of (1.6),
p
(ν)
N (t,y|x) = hN (y)f (ν)N (t,y|x)
1
hN(x)
(1.7)
with the harmonic function given by the Vandermonde determinant [11, 20, 15]
hN (x) = det
1≤i,j≤N
[xj−1i ] =
∏
1≤i<j≤N
(xj − xi). (1.8)
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It is easy to confirm that p
(ν)
N (t, ·|x) satisfies the following backward Kolmogorov equa-
tion
∂
∂t
u(t,x) = 2
N∑
i=1
xi
∂2
∂x2i
u(t,x) + 2(ν + 1)
N∑
i=1
∂
∂xi
u(t,x)
+ 4
N∑
i=1
N∑
j=1
j 6=i
xi
xi − xj
∂
∂xi
u(t,x), t ≥ 0, x ∈W+N ,
and it implies that the process (Ξ(ν)(t),PξNν ), ν > −1, is realized as the noncolliding
BESQ(ν) [15]. We put
M+0 = {ξ ∈M+ : ξ({x}) ≤ 1 for any x ∈ R}. (1.9)
We see that Ξ(ν)(t) ∈M+0 , ∀t > 0.
In the present paper, we call the process (Ξ(ν)(t),Pξν) the noncolliding BESQ
(ν). See
[28, 16, 21] for related noncolliding diffusion processes.
Assume that ξN ∈ M+ with ξN(R+) = N ∈ N. For any M ∈ N and any time sequence
0 < t1 < · · · < tM < ∞, the formula (1.7) and the Markov property of the system give the
multitime probability density of (Ξ(ν),PξNν ) as [11, 17]
pξNν (t1, ξ
(1)
N ; . . . ; tM , ξ
(M)
N ) = hN(x
(M))
M−1∏
m=1
f
(ν)
N (tm+1−tm;x(m+1)|x(m))
f
(ν)
N (t1,x
(1)|x)
hN(x)
(1.10)
with ξN(·) =
∑N
i=1 δxi(·) ∈ M+, 0 ≤ x1 ≤ x2 ≤ · · · ≤ xN for the initial configuration and
ξ
(m)
N (·) =
∑N
i=1 δx(m)i
(·) ∈ M+0 , x(m) = (x(m)1 , . . . , x(m)N ) ∈ W+N for the configurations at times
tm, 1 ≤ m ≤ M . In (1.10), if some of xi’s in x coincide, the factor f (ν)N (t1,x(1)|x)/hN(x) is
interpreted using l’Hoˆpital’s rule.
For x(m) = (x
(m)
1 , . . . , x
(m)
N ) ∈ W+N with ξ(m)N (·) =
∑N
i=1 δx(m)
i
(·) and N ′ ∈ {1, 2, . . . , N},
we put x
(m)
N ′ = (x
(m)
1 , . . . , x
(m)
N ′ ) ∈ W+N ′, 1 ≤ m ≤ M . For a sequence (Nm)Mm=1 of positive
integers less than or equal to N , we define the (N1, . . . , NM)-multitime correlation function
by
ρξNν
(
t1,x
(1)
N1
; . . . ; tM ,x
(M)
NM
)
=
∫
∏M
m=1 R
N−Nm
+
M∏
m=1
N∏
i=Nm+1
dx
(m)
i p
ξN
ν
(
t1, ξ
(1)
N ; . . . ; tM , ξ
(M)
N
) M∏
m=1
1
(N −Nm)! , (1.11)
which is symmetric in the sense that ρξNν (. . . ; tm, σ(x
(m)
Nm
); . . . ) = ρξNν (. . . ; tm,x
(m)
Nm
; . . . ) with
σ(x
(m)
Nm
) ≡ (x(m)σ(1), . . . , x(m)σ(Nm)) for any permutation σ ∈ SNm , 1 ≤ ∀m ≤ M . For any M ∈ N,
fm ∈ C0(R+), θm ∈ R, 1 ≤ m ≤ M , 0 < t1 < · · · < tM <∞, the Laplace transform of (1.10)
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is considered as a functional of χ(x) = (χ1(x), . . . , χM(x)), where χm(x) ≡ eθmfm(x) − 1, 1 ≤
m ≤M,x ∈ R+;
GξNν [χ] ≡
∫
RNM+
M∏
m=1
dx(m) pξNν
(
t1, ξ
(1)
N ; . . . ; tM , ξ
(M)
N
)
exp
{
M∑
m=1
θm
∫
R
fm(x)ξ
(m)
N (dx)
}
= EξN
[
exp
{
M∑
m=1
θm
∫
R
fm(x)Ξ
(ν)(tm, dx)
}]
. (1.12)
It is the generating function of multitime correlation functions, since if we expand it with
respect to χm(x
(m)
i )’s, ρ
ξN
ν ’s appear as coefficients in terms;
GξNν [χ] =
N∑
N1=0
· · ·
N∑
NM=0
M∏
m=1
1
Nm!
∫
R
Nm
+
dx
(m)
Nm
×
M∏
m=1
Nm∏
i=1
χm(x
(m)
i )ρ
ξN
ν
(
t1,x
(1)
N1
; . . . ; tM ,x
(M)
NM
)
. (1.13)
In the present paper, first we prove that, for any fixed initial configuration ξN ∈ M+
with ξN(R+) = N ∈ N, there is a function KξNν (s, x; t, y), which is continuous with respect
to (x, y) ∈ (0,∞)2 for any fixed (s, t) ∈ [0,∞)2, and that the function (1.12) is given by the
Fredholm determinant in the form
GξNν [χ] = Det
1≤m,n≤M
(x,y)∈(0,∞)2
[
δmnδ(x− y) +KξNν (tm, x; tn, y)χn(y)
]
. (1.14)
By definition of Fredholm determinant (see Eq.(4.8) in Section 4.1), (1.14) means that any
multitime correlation function is given by a determinant
ρξNν
(
t1,x
(1)
N1
; . . . ; tM ,x
(M)
NM
)
= det
1≤i≤Nm,1≤j≤Nn
1≤m,n≤M
[
K
ξN
ν (tm, x
(m)
i ; tn, x
(n)
j )
]
. (1.15)
The function KξNν is called the correlation kernel and it determines the finite dimensional
distributions of the process (Ξ(ν)(t),PξNν ) through (1.15). It is an extension of determinantal
(Fermion) point process of distributions studied by Soshnikov [26] and Shirai and Takahashi
[25] to the cases on T×R+ with T = {t1, . . . , tM}, M ∈ N, 0 < t1 < · · · < tM <∞. See [12]
for variety of examples of determinantal point processes. We express this result by simply
saying that the noncolliding BESQ(ν) is determinantal with a correlation kernel KξNν for any
ξN ∈M+ with ξN(R+) = N ∈ N (Theorem 2.1).
Next we consider the infinite-particle limits. For ξ ∈ M+ with ξ(R+) = ∞, when
K
ξ∩[0,L]
ν converges to a continuous function as L → ∞, the limit is written as Kξν . If
supx,y∈I |Kξ∩[0,L](s, x; t, y)| < ∞, ∀L > 0 for any (s, t) ∈ (0,∞)2 and any compact interval
I ⊂ (0,∞), we can obtain the convergence of generating functions of multitime correlation
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functions, Gξ∩[0,L]ν [χ] → Gξν [χ], as L → ∞. It implies Pξ∩[0,L]ν → ∃Pξν as L → ∞ in the sense
of finite dimensional distributions weakly in the vague topology. In this case, we say that
the noncolliding BESQ(ν) (Ξ(ν)(t),Pξν) with an infinite number of particles ξ(R+) = ∞ is
well defined with the correlation kernel Kξ [19]. We will give sufficient conditions so that
the process (Ξ(ν)(t),Pξν) is well defined, in which the correlation kernel is generally expressed
using a double integral of an entire function represented by the Weierstrass canonical prod-
uct having zeros on supp ξ, where supp ξ = {x ∈ R : ξ({x}) > 0} (Theorem 2.2). As an
application of this theorem, we will study the following example of infinite particle system,
which is a non-equilibrium dynamics exhibiting a relaxation phenomenon.
Consider the Bessel function
Jν(z) =
∞∑
n=0
(−1)n
Γ(n + 1)Γ(n+ 1 + ν)
(z
2
)2n+ν
. (1.16)
It is an analytic function of z in a cut plane. The function Jν(z)/z
ν is an entire function. As
usual we define zν to be exp(ν log z), where the argument of z is given its principal value;
zν = exp
[
ν
{
log |z|+√−1arg(z)
}]
, −π < arg(z) ≤ π. (1.17)
The function Jν(z) is analytically continued outside this range of arg(z) so that the relation
Jν(e
mπ
√−1z) = eνmπ
√−1Jν(z) (1.18)
holds [29]. If ν > −1, Jν(z) has an infinite number of pairs of positive and negative zeros
with the same absolute value, which are all simple. We write the positive zeros of Jν(z)
arranged in ascending order of the absolute value as
0 < jν,1 < jν,2 < jν,3 < · · · .
Explicitly Jν(z) is expressed using the infinite product of the Weierstrass primary factors of
genus zero as (see Chapter XV of [29]),
Jν(z) =
(z/2)ν
Γ(ν + 1)
∞∏
i=1
(
1− z
2
j2ν,i
)
. (1.19)
The configuration in which every point of the square of positive zero of Jν(z) is occupied by
one particle, denoted by
ξ
〈2〉
Jν
(·) =
∞∑
i=1
δj2ν,i(·), (1.20)
satisfies the conditions of Theorem 2.2. We will determine the correlation kernel of the
noncolliding BESQ(ν) starting from ξ
〈2〉
Jν
explicitly (Theorem 2.3 (i)) and prove that the
process shows a relaxation phenomenon to a stationary process,
(Ξ(ν)(t+ θ),P
ξ
〈2〉
Jν
ν )→ (Ξ(ν)(t),PJν) as θ →∞
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weakly in the sense of finite dimensional distributions (Theorem 2.3 (ii)). Here (Ξ(ν)(t),PJν)
is the equilibrium dynamics, which is determinantal with the correlation kernel
KJν(t− s, y|x) =

∫ 1
0
du e−2u(s−t)Jν(2
√
ux)Jν(2
√
uy) if s < t
Jν(2
√
x)
√
yJ ′ν(2
√
y)−√xJ ′ν(2
√
x)Jν(2
√
y)
x− y if t = s
−
∫ ∞
1
du e−2u(s−t)Jν(2
√
ux)Jν(2
√
uy) if s > t,
(1.21)
(x, y) ∈ (0,∞)2, where J ′(z) = dJ(z)/dz. Note that this kernel is temporally homogeneous
but spatially inhomogeneous. Let µJν be the determinantal (Fermion) point process on R+,
in which, for any N ∈ N, N -point correlation function is given by [9]
ρν(xN) = det
1≤i,j≤N
[
KJν(xi|xj)
]
, xN = (x1, . . . , xN) ∈ (0,∞)N ,
with the Bessel kernel
KJν(y|x) ≡ KJν(0, y|x)
=
Jν(2
√
x)
√
yJ ′ν(2
√
y)−√xJ ′ν(2
√
x)Jν(2
√
y)
x− y
=
√
xJν+1(2
√
x)Jν(2
√
y)− Jν(2
√
x)
√
yJν+1(2
√
y)
x− y . (1.22)
In particular, the density of particle at x ∈ (0,∞) is given by
ρν(x) = KJν(x|x) ≡ lim
y→x
KJν(y|x)
= (J ′ν(2
√
x))2 +
(
1− ν
2
4x
)
(Jν(2
√
x))2.
= (Jν(2
√
x))2 − Jν+1(2
√
x)Jν−1(2
√
x). (1.23)
The probability measure µJν is obtained in an N → ∞ limit called the hard-edge scaling-
limit of the distribution of squares of eigenvalues of random matrices in the chiral Gaussian
unitary ensemble [23, 9]. The process (Ξ(ν)(t),PJν) is a reversible process with respect to
µJν . The correlation kernel (1.21) is called the extended Bessel kernel [10, 27].
In the random matrix theory, three kinds of determinantal point processes of infinite
particle systems have been well studied, the correlation kernels of which are given by (i) the
sine kernel, (ii) the Airy kernel, and (iii) the Bessel kernel [23, 9]. They are obtained by
taking (i) the bulk, (ii) the soft-edge, and (iii) the hard-edge scaling limits in the Gaussian
unitary ensemble (GUE) for (i) and (ii) and in the chiral GUE for (iii), respectively. These
three determinantal point processes have been extended to time-dependent versions so that
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they describe equilibrium dynamics, which are reversible with respect to the determinantal
point processes [17]. Corresponding to these three stationary processes, the present authors
introduced three relaxation processes with infinite numbers of particles realized in (i) the
Dyson model (the noncolliding Brownian motion) starting from Z (i.e. the zeros of sin(πz))
in [19], (ii) the Dyson model with drift terms starting from the Airy zeros in [18], and (iii)
the noncolliding BESQ(ν) starting from the squares of positive zeros of Jν in the present
paper. The scaling limits are performed by increasing the number of particles in the system
N → ∞, while in our setting determinantal processes with infinite numbers of particles
N = ∞ are well constructed based on the theory of entire functions. In our relaxation
processes in non-equilibrium we only have to wait for sufficiently long time to observe the
three determinantal point processes. In order to give temporally inhomogeneous correlation
kernels explicitly, we have reported the relaxation processes with the special initial config-
urations. The universality of the three determinantal point processes in a wide variety of
fields of mathematics, physics, and others [23, 9] implies robustness of relaxation phenomena
with respect to initial configurations. Mathematical justification of this fact will be reported
in the future.
The present paper is organized as follows. In Section 2 preliminaries and main results are
given. In Section 3 the properties of special functions used in this paper are given. Section
4 is devoted to proofs of results.
2 Preliminaries and Main Results
We introduce the following operations; for ξ(·) =∑i∈Λ δxi(·) ∈M,
(shift) with u ∈ R, τuξ(·) =
∑
i∈Λ
δxi+u(·),
(dilatation) with c > 0, c ◦ ξ(·) =
∑
i∈Λ
δcxi(·),
(square) ξ〈2〉(·) =
∑
i∈Λ
δx2i (·),
and for ξ(·) =∑i∈Λ δxi(·) ∈M+,
(square root) ξ〈1/2〉(·) =
∑
i∈Λ
(
δ√xi + δ−√xi(·)
)
.
Note that the notation (1.20) states that this configuration is obtained as the square of
the point-mass distribution on the positive zeros of Jν(z) denoted by ξJν(·) =
∑∞
i=1 δjν,i(·).
We use the convention such that∏
x∈ξ
f(x) = exp
{∫
R
ξ(dx) log f(x)
}
=
∏
x∈supp ξ
f(x)ξ({x})
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for ξ ∈M and a function f on R. For a multivariate symmetric function g we write g((x)x∈ξ)
for g((xi)i∈Λ).
The transition probability density of BESQ(ν), given by (1.4), satisfies the Chapman-
Kolmogorov equation ∫ ∞
0
dy p(ν)(t− s, z|y)p(ν)(s, y|x) = p(ν)(t, z|x), (2.1)
for 0 ≤ s ≤ t, x, z ∈ R+. Here we define the modified Bessel function of the first kind on C
as
Iν(z) =
{
e−νπ
√−1/2Jν(eπ
√−1/2z), −π < arg(z) ≤ π/2,
e3νπ
√−1/2Jν(e−3π
√−1/2z), π/2 < arg(z) ≤ π, (2.2)
where Jν is defined by (1.16) so that (1.18) holds [2]. This definition is consistent with (1.5),
associated with the relation
Iν(e
mπ
√−1z) = eνmπ
√−1Iν(z). (2.3)
For t ∈ R, we define
p(ν)(t, y|x) =

1
2|t|
(y
x
)ν/2
exp
(
−x+ y
2t
)
Iν
(√
xy
t
)
, t ∈ R \ {0}, x ∈ C \ {0},
yν
(2|t|)ν+1Γ(ν + 1)e
−y/2t, t ∈ R \ {0}, x = 0,
δ(y − x), t = 0, x ∈ C,
(2.4)
y ∈ C. Then by using the modified version of Weber’s integral of the Bessel functions
(see Eqs.(3.1) and (3.2) in Section 3.1), (2.1) is extended to the following equations. For
0 ≤ s ≤ t, x, z ∈ C, ∫ ∞
0
dy p(ν)(−t, z|y)p(ν)(t− s, y|x) = p(ν)(−s, z|x), (2.5)∫ ∞
0
dy p(ν)(t− s, z|y)p(ν)(−t, y|x) = p(ν)(−s, z|x). (2.6)
We define
pJν(t, y|x) =

(
x
y
)ν/2
p(ν)(t, y|x), t ∈ R, x ∈ C \ {0},
y−ν/2p(ν)(t, y|0), t ∈ R, x = 0,
(2.7)
y ∈ C. When t ≥ 0, x, y ∈ R+, it has the expression
pJν(t, y|x) =
∫ ∞
0
du Jν(2
√
ux)Jν(2
√
uy)e−2ut
= 2
∫ ∞
0
dwwJν(2w
√
x)Jν(2w
√
y)e−2w
2t. (2.8)
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The Chapman-Kolmogorov equation (2.1) and its extensions (2.5) and (2.6) are mapped to∫ ∞
0
dy pJν(t− s, z|y)pJν(s, y|x) = pJν(t, z|x), (2.9)∫ ∞
0
dy pJν(−t, z|y)pJν(t− s, y|x) = pJν (−s, z|x), (2.10)∫ ∞
0
dy pJν(t− s, z|y)pJν(−t, y|x) = pJν (−s, z|x) (2.11)
for 0 ≤ s ≤ t, x, z ∈ C.
For ξN ∈M+ with ξN(R+) = N ∈ N, we define the functions of z ∈ C,
Π0(ξN , z) =
∏
x∈ξN∩{0}c
(
1− z
x
)
, (2.12)
Π(ν)(ξN , z) = z
ν/2Π0(ξN , z). (2.13)
For a ∈ C we also define
Φ0(ξN , a, z) = Π0(τ−aξN , z − a) =
∏
x∈ξN∩{a}c
(
1− z − a
x− a
)
, (2.14)
Φ(ν)(ξN , a, z) =

(z
a
)ν/2
Φ0(ξN , a, z), if a 6= 0,
Π(ν)(ξN , z), if a = 0.
(2.15)
Theorem 2.1 (i) For any fixed configuration ξN ∈M+ with ξN(R+) = N ∈ N, (Ξ(ν)(t),PξNν )
is determinantal with the correlation kernel
K
ξN
ν (s, x; t, y) = lim
ε↓0
1
2π
√−1
∫ −ε
−∞
dy′
∮
Γy′(ξN )
dz p(ν)(s, x|z) 1
y′ − zΦ0(ξN , z, y
′)p(ν)(−t, y′|y)
−1(s > t)p(ν)(s− t, x|y), (s, t) ∈ [0,∞)2, (x, y) ∈ (0,∞)2, (2.16)
where Γy′(ξN) denotes a counterclockwise contour on the complex plane C encircling the
points in supp ξN on R+ but not the point y
′ ∈ (−∞,−ε], and 1(ω) is the indicator function
of condition ω.
(ii) If ξN ∈M+0 with ξN(R+) = N ∈ N, the correlation kernel is given by
K
ξN
ν (s, x; t, y) =
∫ ∞
0
ξN(dx
′)
∫ 0
−∞
dy′ p(ν)(s, x|x′)Φ0(ξN , x′, y′)p(ν)(−t, y′|y)
−1(s > t)p(ν)(s− t, x|y), (s, t) ∈ [0,∞)2, (x, y) ∈ (0,∞)2. (2.17)
Without changing any finite dimensional distributions of the process, the correlation kernel
(2.17) can be replaced by
K
ξN
Jν
(s, x; t, y) =
∫ ∞
0
ξN(dx
′)
∫ 0
−∞
dy′ pJν(s, x|x′)Φ(ν)(ξN , x′, y′)pJν(−t, y′|y)
−1(s > t)pJν (s− t, x|y), (s, t) ∈ [0,∞)2, (x, y) ∈ (0,∞)2. (2.18)
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Remark 1. If we consider a spatial distribution of particles at a single time t ≥ 0 of the
noncolliding BESQ(ν), we have a determinantal point process with the correlation function
K
ξN
ν (t, x; t, y), (x, y) ∈ (0,∞)2. In particular, if we set s = t = 1/2, the correlation kernel
(2.16) is reduced to be the kernel of the perturbed chiral GUE of random matrices given in
Proposition 5 by Desrosiers and Forrester [8]. More detail, see Remark 2 in Section 3.3.
For L > 0, α > 0 and ξ ∈M we put
Mα(ξ, L) =
(∫
[−L,L]\{0}
ξ(dx)
|x|α
)1/α
and
Mα(ξ) = lim
L→∞
Mα(ξ, L),
if the limit finitely exists. We introduce the following conditions for configurations ξ ∈M+.
(C.A) (i) There exists α ∈ (1/2, 1) and C1 > 0 such that Mα(ξ) ≤ C1.
(ii) There exist β > 0 and C2 > 0 such that
M1(τ−aξ) ≤ C2(|a| ∨ 1)−β, ∀a ∈ supp ξ.
We denote by X+ the set of configurations satisfying the conditions (C.A), and put X+0 =
X+ ∩M+0 . For ξ ∈ X+0 , a ∈ R and z ∈ C we can define
Φ0(ξ, a, z) = lim
L→∞
Φ0(ξ ∩ [a− L, a+ L], a, z),
Φ(ν)(ξ, a, z) = lim
L→∞
Φ(ν)(ξ ∩ [a− L, a + L], a, z), ν > −1.
Since Φ0(ξ, a, z) has the expression of the Weierstrass canonical product of genus zero (see
(2.14)), it is an entire function of a variable z ∈ C [22]. The set of zeros of Φ(ν)(ξ, a, z) is
given by (supp ξ ∪ {0}) ∩ {a}c and all zeros except 0 are simple for ξ ∈M+0 .
Theorem 2.2 If ξ ∈ X+0 , the process (Ξ(ν)(t),Pξν) is well defined with the correlation kernel
K
ξ
ν(s, x; t, y) =
∫ ∞
0
ξ(dx′)
∫ 0
−∞
dy′ p(ν)(s, x|x′)Φ0(ξ, x′, y′)p(ν)(−t, y′|y)
−1(s > t)p(ν)(s− t, x|y), (s, t) ∈ [0,∞)2, (x, y) ∈ (0,∞)2. (2.19)
This correlation kernel Kξν can be replaced by
K
ξ
Jν
(s, x; t, y) =
∫ ∞
0
ξ(dx′)
∫ 0
−∞
dy′ pJν(s, x|x′)Φ(ν)(ξ, x′, y′)pJν(−t, y′|y)
−1(s > t)pJν (s− t, x|y), (s, t) ∈ [0,∞)2, (x, y) ∈ (0,∞)2 (2.20)
without changing any finite dimensional distributions of the process.
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In case ξ(R+) =∞, Theorem 2.2 gives the noncolliding BESQ(ν) with an infinite number of
particles starting from the configuration ξ ∈ X+0 . It is easy to check that, if (x, y) ∈ (0,∞)2,
K
ξ
ν(t, x; t, y)K
ξ
ν(t, y; t, x)dxdy → ξ(dx)1(x = y), t→ 0 in the vague topology.
For γ > 0, we put
gγ(x) = xγ , x ∈ R+,
and
ηγ(·) =
∞∑
i=1
δgγ(i)(·).
For any γ > 1 we can show by simple calculation that ηγ satisfies (C.A)(i) with any
α ∈ (1/γ, 1) and some C1 = C1(α) > 0 depending on α, and (C.A) (ii) with any β ∈ (0, γ−1)
and some C2 = C2(β) > 0 depending on β. This implies that η
γ is an element of X+0 for any
γ > 1.
More interesting example is given by the following theorem.
Theorem 2.3 (i) The noncolliding BESQ(ν) starting from ξ
〈2〉
Jν
, (Ξ(ν)(t),P
ξ
〈2〉
Jν
ν ), is well defined
with the correlation kernel
KJν(s, x; t, y) =
∞∑
i=1
∫ 0
−∞
dz pJν(s, x|j2ν,i)
2jν,i
j2ν,i − z
Jν(
√
z)
Jν+1(jν,i)
pJν(−t, z|y)
−1(s > t)pJν(s− t, x|y), (s, t) ∈ [0,∞)2, (x, y) ∈ (0,∞)2. (2.21)
(ii) Let (Ξ(ν)(t),PJν) be the equilibrium dynamics, which is determinantal with the extended
Bessel kernel (1.21). Then, for t ≥ 0
(Ξ(ν)(t+ θ),P
ξ
〈2〉
Jν
ν )→ (Ξ(ν)(t),PJν) as θ →∞ (2.22)
weakly in the sense of finite dimensional distributions.
3 Some Properties of Special Functions
3.1 Integral formulas of Bessel functions
The following integral formulas are known [29, 2]. For ℜν > −1, p, a, b > 0,∫ ∞
0
du ue−p
2u2Jν(au)Jν(bu) =
1
2p2
exp
(
−a
2 + b2
4p2
)
Iν
(
ab
2p2
)
, (3.1)∫ ∞
0
du ue−p
2u2Iν(au)Iν(bu) =
1
2p2
exp
(
a2 + b2
4p2
)
Iν
(
ab
2p2
)
. (3.2)
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The equalities (2.1), (2.5) and (2.6) for p(ν) and (2.8)-(2.11) for pJν are derived from the
above integral formulas. In addition to them, the following equality is also derived from
(3.1) with (2.2) and (2.8). For t > 0, x, z > 0∫ 0
−∞
dy Jν(
√
zy)pJν(−t, y|x) = etz/2Jν(
√
zx). (3.3)
Lemma 3.1 For any i ∈ N, z 6= jν,i
jν,i
j2ν,i − z2
Jν(z)
Jν+1(jν,i)
=
1
(Jν+1(jν,i))2
∫ 1
0
du uJν(zu)Jν(jν,iu) (3.4)
=
1
(Jν+1(jν,i))2
1
2
∫ 1
0
dw Jν(z
√
w)Jν(jν,i
√
w). (3.5)
Proof. The following formula is found on page 482 in [29]∫ x
0
tJν(αt)Jν(α0t)dt =
x
α2 − α20
[
Jν(αx)α0J
′
ν(α0x)− Jν(α0x)αJ ′ν(αx)
]
.
Set α0 = jν,i and x = 1. Since Jν(jν,i) = 0 by definition of jν,i’s, we have∫ 1
0
tJν(αt)Jν(jν,it)dt =
jν,i
α2 − j2ν,i
Jν(α)J
′
ν(jν,i).
Note that the Bessel function satisfies the relation J ′ν(z) = (ν/z)Jν(z)− Jν+1(z). Then
J ′ν(jν,i) = −Jν+1(jν,i) (3.6)
and thus ∫ 1
0
tJν(αt)Jν(jν,it)dt =
jν,i
j2ν,i − α2
Jν(α)Jν+1(jν,i).
Divide the both sides by (Jν+1(jν,i))
2, we obtain (3.4). Eq. (3.5) is obtained from (3.4) by
setting u =
√
w.
3.2 Fourier-Bessel expansion
As shown in Section 18.24 in [29], any continuous function f(x) ∈ L2(0, 1) has the expansion
f(x) =
∞∑
i=1
aiJν(jν,ix) with ai =
2
(Jν+1(jν,i))2
∫ 1
0
uf(u)Jν(jν,iu)du.
That is,
f(x) =
∫ 1
0
du uf(u)
∞∑
i=1
2Jν(jν,ix)Jν(jν,iu)
(Jν+1(jν,i))2
, f ∈ L2(0, 1),
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which is called the Fourier-Bessel expansion. Set u =
√
y and then replace x by
√
x, we
have
f(
√
x) =
∫ 1
0
dy f(
√
y)
∞∑
i=1
Jν(jν,i
√
x)Jν(jν,i
√
y)
(Jν+1(jν,i))2
.
In other words, the functions {Jν(jν,i
√
x)/Jν+1(jν,i), i ∈ N} form an orthonormal basis for
f ∈ L2(0, 1) and the completeness is also established;
∞∑
i=1
Jν(jν,i
√
x)Jν(jν,i
√
y)
(Jν+1(jν,i))2
= δ(x− y), x, y ∈ (0, 1). (3.7)
3.3 Multiple orthogonal polynomials
Fix a configuration
ξN ∈M+ with ξN(R+) = N ∈ N.
In the present paper the multiple orthogonal polynomials associated with the modified Bessel
function Iν indexed by ξN are defined by the following [6, 7, 21, 8].
Type I: The multiple orthogonal polynomials of the type I are the set of functions{
A
(ν)
ξN
(y, x) : x ∈ supp ξN , polynomial of y of degree ξN(x)− 1
}
(3.8)
such that, if we set
Q
(ν)
ξN
(y) =
∑
x∈supp ξN
A
(ν)
ξN
(y, x)
1
2
(y
x
)ν/2
Iν(
√
xy)e−(x+y)/2, (3.9)
then ∫ ∞
0
dy Q
(ν)
ξN
(y)yi =
{
0, i = 0, 1, . . . , ξN(R+)− 2
1, i = ξN(R+)− 1. (3.10)
Type II: Themultiple orthogonal polynomial of the type II is the monic polynomial of degree
ξN(R+),
P
(ν)
ξN
(y) = yξN(R+) +O(yξN (R+)−1) (3.11)
such that for each x ∈ supp ξN∫ ∞
0
dy P
(ν)
ξN
(y)yi
1
2
(y
x
)ν/2
Iν(
√
xy)e−(x+y)/2 = 0, 0 ≤ i ≤ ξN(x)− 1. (3.12)
The following integral representations have been obtained by Desrosiers and Forrester
[8].
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Lemma 3.2 The functions Q
(ν)
ξN
(y) and P
(ν)
ξN
(y) have the following integral representations,
Q
(ν)
ξN
(y) =
1
2π
√−1
∮
Γ(ξN )
dz
1
2
(y
z
)ν/2
Iν(
√
yz)e−(y+z)/2
1∏
x∈ξN (z − x)
, (3.13)
P
(ν)
ξN
(y) =
∫ 0
−∞
dw
1
2
(
w
y
)ν/2
Iν(−√yw)e(y+w)/2
∏
x∈ξN
(w − x), (3.14)
where Γ(ξN) denotes a counterclockwise contour on the complex plane C encircling the points
in supp ξN on R+.
Remark 2. The present definition of multiple orthogonal polynomials associated with the
modified Bessel function Iν is slightly different from that given by Desrosiers and Forrester
[8]. Moreover, since they have used the function 0F 1(α; z) =
∑∞
n=0 z
n/{(α)nn!} in order to
express the polynomials instead of Iν(z), our expressions (3.13) and (3.14) seem to be quite
different from their functions. The identity
Iν(z) =
(z/2)ν
Γ(ν + 1)
0F 1
(
ν + 1;
z2
4
)
is established, however, and then we can see that Lemma 3.2 given above is equivalent with
Proposition 6 of [8]. More precisely speaking, if we write the orthogonal polynomials in [8]
as QDF~n (y) and P
DF
~n (y), where the parameters α = ν, ~n = (n1, . . . , nD), and a = b
~n, we have
the correspondence
Q
(ν)
ξN
(y) = 2−|~n|QDF~n
(y
2
)
, P
(ν)
ξN
(y) = 2|~n|PDF~n
(y
2
)
, (3.15)
for ξN(·) =
∑N
i=1 δxi(·) =
∑D
ℓ=1 nℓδ2bℓ(·) and ξN(R+) = N =
∑D
ℓ=1 nℓ = |~n|.
We write ξN(·) =
∑N
i=1 δxi(·) with x = (xi)Ni=1 such that 0 ≤ x1 ≤ x2 ≤ · · · ≤ xN . Then
we set
ξN,0(·) ≡ 0 and ξN,i(·) =
i∑
k=1
δxk(·), 1 ≤ i ≤ N.
By this definition ξN,i(R+) = i, 0 ≤ i ≤ N and ξN,i({x}) ≤ ξN,i+1({x}), ∀x ∈ R+, 0 ≤ i ≤
N − 1. We define
M
(ν,+)
i (y; ξN) = Q
(ν)
ξN,i+1
(y), M
(ν,−)
i (y; ξN) = P
(ν)
ξN,i
(y), 0 ≤ i ≤ N − 1. (3.16)
By the orthogonality relations (3.10), (3.12) and the above definitions, we can prove the
biorthonormality∫ ∞
0
dyM
(ν,−)
i (y; ξN)M
(ν,+)
k (y; ξN) = δik, 0 ≤ i, k ≤ N − 1. (3.17)
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Lemma 3.3 Let N ∈ N, ξN ∈ M+ with ξN(R+) = N . For 0 ≤ s ≤ t, x, y ∈ R+, 0 ≤ i ≤
N − 1, ∫ ∞
0
dx p(ν)(t− s, y|x)M (ν,+)i
(
x
s
;
1
s
◦ ξN
)
=
(s
t
)i+1
M
(ν,+)
i
(
y
t
;
1
t
◦ ξN
)
(3.18)∫ ∞
0
dyM
(ν,−)
i
(
y
t
;
1
t
◦ ξN
)
p(ν)(t− s, y|x) =
(s
t
)i
M
(ν,−)
i
(
x
s
;
1
s
◦ ξN
)
. (3.19)
Proof. By definition (3.16) and Lemma 3.2
M
(ν,+)
i
(
x
s
;
1
s
◦ ξN
)
=
1
2π
√−1
∮
Γ((1/s)◦ξN,i+1)
dz
1
2
1
zν/2
(x
s
)ν/2
Iν
(√
z
√
x
s
)
e−z/2−x/(2s)
1∏
a∈ξN,i+1(z − a/s)
.
By setting z = w/s and by the definition (2.4) of p(ν), we find
M
(ν,+)
i
(
x
s
;
1
s
◦ ξN
)
= si+1
1
2π
√−1
∮
Γ(ξN,i+1)
dw
1
2s
( x
w
)ν/2
Iν
(√
wx
s
)
e−(w+x)/(2s)
1∏
a∈ξN,i+1(w − a)
= si+1
1
2π
√−1
∮
Γ(ξN,i+1)
dw p(ν)(s, x|w) 1∏
a∈ξN,i+1(w − a)
. (3.20)
Therefore the LHS of (3.18) is
si+1
∮
Γ(ξN,i+1)
dw
1∏
a∈ξN,i+1(w − a)
∫ ∞
0
dx p(ν)(t− s, y|x)p(ν)(s, x|w).
By the Chapman-Kolmogorov equation (2.1), it equals to
si+1
1
2π
√−1
∮
Γ(ξN,i+1)
dw
1∏
a∈ξN,i+1(w − a)
p(ν)(t, y|w).
Then, comparing with the expression (3.20), we have (3.18).
By definition (3.16) and Lemma 3.2
M
(ν,−)
i
(
y
t
;
1
t
◦ ξN
)
=
∫ 0
−∞
dw
1
2
wν/2
(
t
y
)ν/2
ey/2tew/2Iν
(
−√w
√
y
t
) ∏
a∈(1/t)◦ξN,i
(w − a).
By setting w = u/t and by the definition (2.4) of p(ν), we have the expression
M
(ν,−)
i
(
y
t
;
1
t
◦ ξN
)
= t−i
∫ 0
−∞
du p(ν)(−t, u|y)
∏
a∈ξN,i
(u− a). (3.21)
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Therefore the LHS of (3.19) is
t−i
∫ 0
−∞
du
∏
a∈ξN,i
(u− a)
∫ ∞
0
dy p(ν)(−t, u|y)p(ν)(t− s, y|x).
By the extension of the Chapman-Kolmogorov equation (2.5), it equals to
t−i
∫ 0
−∞
du
∏
a∈ξN,i
(u− a)p(ν)(−s, u|x) =
(s
t
)i
M
(ν,−)
i
(
x
s
;
1
s
◦ ξN
)
,
where the expression (3.21) was used. This completes the proof of (3.19).
Lemma 3.4 Let y = (yi)
N
i=1 ∈ W+N . For any ξN(·) =
∑N
i=1 δxi(·) ∈ M+ with a labeled
configuration x = (xi)
N
i=1 such that x1 ≤ x2 ≤ · · · ≤ xN ,
1
hN (x)
det
1≤i,j≤N
[
1
2
(
yj
xi
)ν/2
e−(xi+yj)/2Iν(
√
xiyj)
]
= det
1≤i,j≤N
[
M
(ν,+)
i−1 (yj; ξN)
]
. (3.22)
Here, when some of the xi’s coincide, we interpret the LHS using l’Hoˆpital’s rule.
Proof. By the multilinearity of determinant
1
hN (x)
det
1≤i,j≤N
[
1
2
(
yj
xi
)ν/2
e−(xi+yj)/2Iν(
√
xiyj)
]
= det
1≤i,j≤N
[
1
2
(
yj
xi
)ν/2
e−(xi+yj)/2Iν(
√
xiyj)
1∏i−1
k=1(xi − xk)
]
= det
1≤i,j≤N
[
i∑
ℓ=1
1
2
(
yj
xℓ
)ν/2
e−(xℓ+yj)/2Iν(
√
xℓyj)
1∏
1≤k≤i,k 6=ℓ(xℓ − xk)
]
.
By definition (3.16) with (3.13) of Lemma 3.2, when ξN ∈M+0 , ξN(R+) = N ,
M
(ν,+)
i−1 (y; ξN) =
1
2π
√−1
∮
Γ(ξN,i)
dz
1
2
(y
z
)ν/2
e−(z+y)/2Iν(
√
zy)
1∏
x∈ξN,i(z − x)
=
1
2π
√−1
∮
Γ(ξN,i)
dz
1
2
(y
z
)ν/2
e−(z+y)/2Iν(
√
zy)
1∏i
k=1(z − xk)
=
i∑
ℓ=1
1
2
(
y
xℓ
)ν/2
e−(xℓ+y)/2Iν(
√
xℓy)
1∏
1≤k≤i,k 6=ℓ(xℓ − xk)
, (3.23)
1 ≤ i ≤ N, y ∈ R+. Then (3.22) is proved for ξN ∈M+0 . When some of the xi’s coincide, the
LHS of (3.22) is interpreted using l’Hoˆpital’s rule and in the RHS of (3.22) M
(ν,+)
i−1 (yj; ξN)
should be given by the first expression of (3.23). Then (3.22) is valid for any ξN ∈M+ with
ξN(R+) = N ∈ N.
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4 Proofs of Theorems
4.1 Proof of Theorem 2.1
In this subsection we give a proof of Theorem 2.1. Assume that ξN ∈ M+ with ξN(R+) =
N ∈ N. Define
φ
(ν,+)
i (t, x; ξN) ≡ t−(i+1)M (ν,+)i
(
x
t
;
1
t
◦ ξN
)
, (4.1)
φ
(ν,−)
i (t, x; ξN) ≡ tiM (ν,−)i
(
x
t
;
1
t
◦ ξN
)
, (4.2)
0 ≤ i ≤ N − 1, t > 0, x ∈ R. From Lemma 3.3, the following relations are derived.
Lemma 4.1 For ξN ∈M0 with ξN(R) = N ∈ N, 0 ≤ t1 ≤ t2,∫ ∞
0
dx2 φ
(ν,−)
i (t2, x2; ξN)p
(ν)(t2 − t1, x2|x1) = φ(ν,−)i (t1, x1; ξN), 0 ≤ i ≤ N − 1, (4.3)∫ ∞
0
dx1 p
(ν)(t2 − t1, x2|x1)φ(ν,+)i (t1, x1; ξN) = φ(ν,+)i (t2, x2; ξN), 0 ≤ i ≤ N − 1, (4.4)∫ ∞
0
dx1
∫ ∞
0
dx2 φ
(ν,−)
i (t2, x2; ξN)p
(ν)(t2 − t1, x2|x1)φ(ν,+)j (t1, x1; ξN) = δij ,
0 ≤ i, j ≤ N − 1. (4.5)
Remark 3. The equation (4.5) is obtained from the combination of (4.3) and (4.4). It
should be emphasize the fact that the biorthonormality (3.17) is obtained by just taking the
limit t2 − t1 → 0 in (4.5). For the purpose in this paper, the connection to the theory of
multiple orthogonal polynomials [6, 7, 3, 21, 8] is not so essential. We can think that the
integrals (3.20) and (3.21) define the functions φ
(ν,+)
i (t, x; ξ) and φ
(ν,−)
i (t, x; ξ) through (4.1)
and (4.2), respectively. As shown in the proof of Lemma 3.3, (4.3) and (4.4) are readily
obtained by applying the Chapman-Kolmogorov equation (2.1) and its extension (2.5).
By definitions (3.11), (3.16), and (4.2), we can see that φ
(ν,−)
i (t, x; ξN) is a monic polyno-
mial of x of degree i, which is independent of t. By this fact and Lemma 3.4, the multitime
probability density (1.10) is expressed as
pξNν
(
t1, ξ
(1)
N ; . . . ; tM , ξ
(M)
N
)
= det
1≤i,j≤N
[
φ
(ν,−)
i−1 (tM , x
(M)
j ; ξN)
]
×
M−1∏
m=1
f
(ν)
N (tm+1 − tm;x(m+1)|x(m)) det
1≤k,ℓ≤N
[
φ
(ν,+)
k−1 (t1, x
(1)
ℓ ; ξN)
]
(4.6)
for ξN ∈ M+ with ξN(R+) = N ∈ N. By the argument given in Section 4 in [17], the
expression (4.6) with Lemma 4.1 leads to the Fredholm determinantal expression for the
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generating function of multitime correlation functions (1.12),
GξNν [χ] = Det
1≤m,n≤M
(x,y)∈(0,∞)2
[
δmnδ(x− y) + S˜m,n(x, y; ξN)χn(y)
]
,
where
S˜m,n(x, y; ξN) = S
m,n(x, y; ξN)− 1(m > n)p(ν)(tm − tn, x|y)
with
Sm,n(x, y; ξN) =
N−1∑
i=0
φ
(ν,+)
i (tm, x; ξN)φ
(ν,−)
i (tn, y; ξN)
=
1
tm
N−1∑
i=0
(
tn
tm
)i/2
M
(ν,+)
i
(
x
tm
;
1
tm
◦ ξN
)
M
(ν,−)
i
(
y
tn
;
1
tn
◦ ξN
)
. (4.7)
Here the Fredholm determinant is defined by the following expansion
Det
1≤m,n≤M
(x,y)∈(0,∞)2
[
δmnδ(x− y) + S˜m,n(x, y; ξN)χn(y)
]
=
N∑
N1=0
· · ·
N∑
NM=0
M∏
m=1
1
Nm!
∫
R
N1
+
N1∏
i=1
dx
(1)
i · · ·
∫
R
NM
+
NM∏
i=1
dx
(M)
i
×
M∏
m=1
Nm∏
i=1
χm
(
x
(m)
i
)
det
1≤i≤Nm,1≤j≤Nn
1≤m,n≤M
[
S˜m,n(x
(m)
i , x
(n)
j ; ξN)
]
. (4.8)
The following invariance of finite dimensional distributions of determinantal processes
will be used.
Lemma 4.2 Let (Ξ(t),Pξ) and (Ξ˜(t), P˜ξ) be the M+-valued processes, which are determi-
nantal with correlation kernels K and K˜, respectively. If there is a function G(s, x), which
is continuous with respect to x ∈ (0,∞) for any fixed s ∈ [0,∞), such that
K(s, x; t, y) =
G(s, x)
G(t, y)
K˜(s, x; t, y), (s, t) ∈ [0,∞)2, (x, y) ∈ (0,∞)2, (4.9)
then
(Ξ(t),Pξ) = (Ξ˜(t), P˜ξ) (4.10)
in the sense of finite dimensional distributions.
The relation (4.9) is called the gauge transformation and (4.10) is said to be the gauge
invariance of the determinantal processes [18].
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Proof of Theorem 2.1. Inserting the integral representations for M
(ν,±)
i , given by (3.20) and
(3.21), into (4.7), the kernel Sm,n is written as
Sm,n(x, y; ξN) =
1
2π
√−1
∫ 0
−∞
du
∮
Γ(t−1m ◦ξN )
dz p(ν)(tm, x|z)p(ν)(−tn, u|y)
×
N−1∑
k=0
∏i
j=1(u− aj)∏i+1
j=1(z − aj)
,
where ξN(·) =
∑N
i=1 δai(·). For z1, z2 ∈ C with z1 /∈ {x1, . . . , xN}, the following identity
holds,
N−1∑
k=0
∏k
j=1(z2 − xj)∏k+1
j=1(z1 − xj)
=
(
N∏
j=1
z2 − xj
z1 − xj − 1
)
1
z2 − z1 .
By this identity, we have
Sm,n(x, y; ξN) =
1
2π
√−1
∫ 0
−∞
du
∮
Γu(t
−1
m ◦ξN )
dz p(ν)(tm, x|z)p(ν)(−tn, u|y)
× 1
u− z
(
N∏
j=1
u− aj
z − aj − 1
)
.
Note that
1
2π
√−1
∫ −ε
−∞
du
∮
Γu(t
−1
m ◦ξN )
dz p(ν)(tm, x|z)p(ν)(−tn, u|y) 1
u− z = 0, ∀ε > 0,
since by definition (2.4)
p(ν)(tm, x|z) = x
ν
(2tm)ν+1
e−(x+z)/2tm
∞∑
n=0
1
Γ(n+ 1)Γ(n+ 1 + ν)
xnzn
(2tm)2n
is an entire function with respect to z. Then (2.16) is obtained. When ξN ∈M+0 , the Cauchy
integrals are performed in (2.16) and (2.17) is obtained. If we use (2.7) and (2.15), we have
the equality
K
ξN
ν (s, x; t, y) =
(
x
y
)ν/2
K
ξN
Jν
(s, x; t, y), (s, t) ∈ [0,∞)2, (x, y) ∈ (0,∞)2. (4.11)
Then, by Lemma 4.2, the correlation kernel KξNν can be replaced by K
ξN
Jν
without changing
any finite dimensional distributions. This completes the proof.
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4.2 Proof of Theorem 2.2
In this subsection we give a proof of Theorem 2.2. For ζ ∈M, L > 0, we define
M(ζ, L) =
∫
[−L,L]\{0}
ζ(dx)
x
and put
M(ζ) = lim
L→∞
M(ξ, L),
if the limit finitely exists. In an earlier paper we proved the following lemma (Lemma 4.4 in
[19]).
Lemma 4.3 Assume that ζ ∈M satisfies the following conditions:
(C.1) there exists Ĉ0 > 0 such that |M(ζ)| < Ĉ0,
(C.2) (i) there exist α̂ ∈ (1, 2) and Ĉ1 > 0 such that Mα̂(ζ) ≤ Ĉ1, (ii) there exist β̂ > 0 and
Ĉ2 > 0 such that
M1(τ−a2ζ
〈2〉) ≤ Ĉ2(|a| ∨ 1)−β̂, ∀a ∈ supp ζ.
Then there exists Ĉ3 = Ĉ3(α̂, β̂, Ĉ0, Ĉ1, Ĉ2) > 0 and θ ∈ (α̂ ∨ (2− β̂), 2) such that
|Φ0(ζ, a,
√−1y)| ≤
[
Ĉ3
{
(|y| ∨ 1)θ̂ + (|a| ∨ 1)θ̂
}]
, ∀y ∈ R, ∀a ∈ supp ζ.
Here we use the following version.
Lemma 4.4 For any ξ ∈ X+0 , there exist C3 = C3(α, β, C1, C2) > 0 and θ ∈ (α ∨ (1− β), 1)
such that
|Φ0(ξ, a, y)| ≤ exp
[
C3
{
(|a| ∨ 1)θ + (|y| ∨ 1)θ
}]
, ∀y < 0, ∀a ∈ supp ξ.
Proof. First we consider the case that a = 0 ∈ ξ. Let ζ = ξ〈1/2〉. Then the equalities
Φ0(ξ, 0, z) =
∏
x∈ξ∩{0}c
(
1− z
x
)
=
∏
x∈ξ∩{0}c
(
1−
√
z√
x
)(
1 +
√
z√
x
)
=
∏
x′∈ζ∩{0}c
(
1−
√
z
x′
)
= Φ0(ζ, 0,
√
z) (4.12)
hold, if the products finitely exist. Since M(ζ) = 0 by the definition ζ = ξ〈1/2〉, ζ satisfies
the condition (C.1) in Lemma 4.3. By assumption of the present lemma, that is, ξ satisfies
the condition (C.A), the condition (C.2) is satisfied by ζ with α̂ = 2α and β̂ = 2β, since
Mα(ξ) = (M2α(ζ))
2 and M1(τ−aξ) =M1(τ−(√a)2ζ
〈2〉), a ∈ supp ξ.
Then, by Lemma 4.3, there exist θ̂ ∈ (α̂ ∨ (2− β̂), 2) = (2α ∨ 2(1− β), 2) and Ĉ3 <∞ such
that Φ0(ζ, 0,
√−z) ≤ exp
[
Ĉ3(
√
z ∨ 1)θ̂
]
, z > 0. Since (4.12) is established, it implies
Φ0(ξ, 0,−z) ≤ exp
[
Ĉ3(|z| ∨ 1)θ
]
(4.13)
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with θ = θ̂/2.
Next we consider the case that a ∈ supp ξ and a 6= 0. For y < 0, the equality
Φ0(ξ, a, y) = Φ0(ξ, 0, y)Φ0(ξ ∩ {0}c, a, 0)
(y
a
)ξ({0}) a
a− y
is valid. Since y < 0 is assumed∣∣∣∣(ya)ξ({0}) aa− y
∣∣∣∣ = ∣∣∣∣ aa− y
∣∣∣∣ ∨ ∣∣∣∣ ya− y
∣∣∣∣ ≤ 1.
On the other hand,
Φ0(ξ ∩ {0}c, a, 0) =
∏
a∈ξ∩{0}c
(
1 +
a
x− a
)
≤ exp
{∫
R
(τ−aξ)(dx)
|a|
|x|
}
= exp
{
|a|M1(τ−aξ)
}
.
By the condition (C.A) (ii) of X+0 , it is bounded from the above by exp{C2(|a| ∨ 1)−β|a|} =
exp{C2(|a| ∨ 1)1−β}. Combining this with (4.13), the proof is completed.
Proof of Theorem 2.2. Note that ξ ∩ [0, L], L > 0 and ξ satisfy (C.A) with the same
constants C1, C2 and indices α, β. By Lemma 4.4 we see that there exists C3 > 0 such that
|Φ0(ξ ∩ [0, L], x′, y′)| ≤ exp
[
C3
{
(|x′| ∨ 1)θ + (|y′|θ ∨ 1)
}]
,
∀L > 0, ∀x′ ∈ supp ξ ∩ [0, L], ∀y′ < 0 with θ ∈ (α ∨ (1 − β), 1). Therefore, since for any
x′ ∈ supp ξ, y′ < 0
Φ0(ξ ∩ [0, L], x′, y′)→ Φ0(ξ, x′, y′), L→∞,
we can apply Lebesgue’s convergence theorem to (2.18) and obtain
lim
L→∞
K
ξ∩[0,L]
ν (s, x; t, y) = K
ξ
ν (s, x; t, y) .
Since for any (s, t) ∈ (0,∞)2 and any compact interval I ⊂ (0,∞)
sup
x,y∈I
∣∣∣Kξ∩[0,L]ν (s, x; t, y)∣∣∣ <∞,
we can obtain the convergence of generating functions for multitime correlation functions,
Gξ∩[0,L]ν [χ] → Gξν [χ], as L → ∞. It implies Pξ∩[0,L]ν → Pξν as L → ∞ in the sense of finite
dimensional distributions. By virtue of the gauge invariance of determinantal processes
(Lemma 4.2), the proof is completed.
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4.3 Proof of Theorem 2.3
In this subsection we give a proof of Theorem 2.3. First we prove a lemma.
Lemma 4.5 For z 6= jν,i, i ∈ N
Φ(ν)(ξ
〈2〉
Jν
, (jν,i)
2, z2) =
2jν,i
(jν,i)2 − z2
Jν(z)
Jν+1(jν,i)
, (4.14)
Proof. By the expression (1.19) of Jν(z) and the definition (2.13) of Π
(ν), we have
Jν(z) =
2−ν
Γ(ν + 1)
Π(ν)(ξ
〈2〉
Jν
, z2). (4.15)
Put Π(ν)
′
(ξ〈2〉, z2) ≡ (d/dz)Π(ν)(ξ〈2〉, z2). Then
J ′ν(jν,i) =
2−ν
Γ(ν + 1)
Π(ν)
′
(ξ
〈2〉
Jν
, j2ν,i). (4.16)
We see that, if x′ ∈ ξ,
1
1− z2/(x′)2Π
(ν)(ξ〈2〉, z2) = zν
∏
x∈ξ∩{x′}c
(
1− z
2
x2
)
.
Since
Π(ν)
′
(ξ〈2〉, z2) = ν
1
z
Π(ν)(ξ〈2〉, z2) + zν
∫
R+
ξ(dx)
(
−2z
x2
) ∏
y∈ξ∩{x}c
(
1− z
2
y2
)
,
if x′ ∈ ξ,
Π(ν)
′
(ξ〈2〉, (x′)2) = − 2
x′
(x′)ν
∏
x∈ξ∩{x′}c
(
1− (x
′)2
x2
)
.
Therefore, for x′ ∈ ξ,
1
1− z2/(x′)2
Π(ν)(ξ〈2〉, z2)
(Π(ν))′(ξ〈2〉, (x′)2)
= −x
′
2
( z
x′
)ν ∏
x∈ξ∩{x′}c
1− z2/x2
1− (x′)2/x2 . (4.17)
Since
1− z
2 − a2
x2 − a2 =
x2 − z2
x2 − a2 =
1− z2/x2
1− a2/x2
for x 6= a, combining (4.17) with the definition (2.15) gives
Φ(ν)(ξ〈2〉, (x′)2, z2) =
( z
x′
)ν ∏
x∈ξ∩{x′}c
1− z2/x2
1− (x′)2/x2
=
2x′
z2 − (x′)2
Π(ν)(ξ〈2〉, z2)
Π(ν)
′
(ξ〈2〉, (x′)2)
, x′ ∈ ξ. (4.18)
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Setting ξ = ξJν and x
′ = jν,i in (4.18), we have
Φ(ν)(ξ
〈2〉
Jν
, (jν,i)
2, z2) =
2jν,i
z2 − (jν,i)2
Jν(z)
J ′ν(jν,i)
,
by (4.15) and (4.16). If we use (3.6), (4.14) is obtained.
Proof of Theorem 2.3. We set ξ = ξ
〈2〉
Jν
in KξJν and obtain the kernel
KJν (s, x; t, y) =
∞∑
i=1
∫ 0
−∞
dz pJν(s, x|j2ν,i)Φ(ν)(ξ〈2〉Jν , (jν,i)2, z)pJν (−t, z|y)
−1(s > t)pJν(s− t, x|y). (4.19)
By Lemmas 3.1 and 4.5,
Φ(ν)(ξ
〈2〉
Jν
, (jν,i)
2, z) =
2jν,i
(jν,i)2 − z
Jν(
√
z)
Jν+1(jν,i)
=
1
(Jν+1(jν,i))2
∫ 1
0
du Jν(
√
uz)Jν(
√
ujν,i).
By the integral formula (3.3), the first term of the RHS of (4.19) equals
∞∑
i=1
pJν(s, x|(jν,i)2)
1
(Jν+1(jν,i))2
∫ 1
0
du eut/2Jν(
√
uy)Jν(
√
ujν,i).
Since s > 0, we can use the expression (2.8) for pJν (s, x|j2ν,i) and the above is written as∫ 1
0
du
∫ ∞
0
dw eut/2−2wsJν(
√
uy)Jν(2
√
wx)
∞∑
i=1
Jν(2
√
wjν,i)Jν(
√
ujν,i)
(Jν+1(jν,i))2
.
From the completeness (3.7) of the orthonormal basis {Jν(jν,i
√
x)/Jν+1(jν,i), i ∈ N} in
L2(0, 1), the above gives
KJν (s, x; t, y) = KJν(s, x; t, y) +R(s, x; t, y)
with the extended Bessel kernel (1.21) and
R(s, x; t, y) =
∫ 1
0
du
∫ ∞
1
dw eut/2−2wsJν(
√
uy)Jν(2
√
wx)
×
∞∑
i=1
Jν(2
√
wjν,i)Jν(
√
ujν,i)
(Jν+1(jν,i))2
.
Since for any fixed s, t > 0
|R(s+ θ, x : t+ θ, y)| → 0 as θ →∞
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uniformly on any compact subset of (x, y) ∈ R2+,
KJν (s+ θ, x; t + θ)→ KJν(s, x; t, y) as θ →∞
holds in the same sense. Hence we obtain (2.22). This completes the proof.
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