Abstract. We investigate four properties related to an elliptic curve E t in Legendre form with parameter t: the curve E t has complex multiplication, E −t has complex multiplication, a point on E t with abscissa 2 is of finite order, and t is a root of unity. Combining all pairs of properties leads to six problems on unlikely intersections. We solve these problems effectively and in certain cases also explicitly.
Introduction
For any t ∈ Q {0, 1} we consider the elliptic curve E t (1) y 2 = x(x − 1)(x − t) whose j-invariant equals (2) j = 2 8 (t 2 − t + 1)
We will investigate four properties of t.
The first is that E t should have complex multiplication. The second, not a lot different, is that E −t should have complex multiplication. The third is that the point P t = (2, √ 4 − 2t) should be torsion on E t . And the fourth is the simpler exponential analogue: t should be a root of unity.
It is well known that each property holds for infinitely many values of t. This is classical for the first two properties, was proved by Masser and Zannier in [22] for the third property, and is trivial for the fourth property.
We obtain six problems by looking at all pairs of properties. The reader is invited to imagine a regular tetrahedron with horizontal base whose vertices are the first, second, third properties, and whose apex is the fourth property. Thus the problems correspond to the six edges.
It is known that for any pair there are at most finitely many t having both properties. For the pair {1, 2} of the first and second property, this reduces to a special case of the André-Oort conjecture for a certain plane curve (of degree 4), and this conjecture was proved by André [1] for all plane curves For the pair {1, 3} this is a special case of a result of André [2] when the complex multiplication order is maximal and in general by Pila [28] .
For {1, 4} the result is a very special case of Pila's result [29] (as indeed the results {1, 2}, {2, 4} are as well).
The finiteness in {2, 3} reduces to the point (2, √ 4 + 2t) on E t and so the finiteness follows as in {1, 3}.
The finiteness in {2, 4} is equivalent to that in {1, 4} because −t is a root of unity if and only if t is.
Finally, the finiteness in {3, 4} can be deduced from the result of Masser and Zannier [23] by taking complex conjugates to deduce that P t = P t = P 1/t = (2, 4 − 2/t) is torsion on E 1/t , and noting that E t , E 1/t are isomorphic to get another point Q t = (2t, t √ 4t − 2) on E t . One must check that P t , Q t are generically linearly independent; but this follows easily from the fact that P t is ramified only at t = 2 and Q t only at t = 1/2.
All these proofs have various elements of possible ineffectivity which make it difficult or impossible actually to find the finite set in question. Thus in [1] , [28] , and [29] there is an appeal to Siegel-Brauer on class numbers, ineffective to this day. And in [2] results of Silverman on bounded height and Colmez on unbounded height are used, which involve unspecified constants. Finally in [23] (which also uses Silverman's result) a key role is played by Pila's estimates for rational points on analytic surfaces which involve sophisticated compactness results of Gabrielov.
Since these proofs, there has been some progress towards effectivity. Regarding our problem pairs, we now know the following.
For {1, 2} effective versions of André's Theorem [1] were proved independently by Kühne [16] and Bilu, Masser and Zannier [4] . The effectivity was illustrated by the line x + y = 1 and the hyperbola xy = 1; however our curve is much more complicated. We succeed here to show in Theorem 1 that there are no t with a bit of what looks like luck.
For {1, 3} we use a method involving supersingular primes and the Chebotarev Density Theorem. We show in Theorem 2 that the finite set consists exactly of t = 2 and the two roots of t 2 − 16t + 16 = 0. For {1, 4} the effectivity follows from work of Paulin [27, 26] , whose result even implies that the order of t is at most 2346. Here we show in Theorem 3 that t = 1 or e ±πi/3 . For {2, 3} we could hope to proceed as in {1, 3}, but it is not clear if this works. Instead we return to the method of height comparison; we hope that our methods of calculating the constants may have other applications. Here we prove in Theorem 4 for example that 2 8 (t 2 +t+1) 3 t 2 (t+1) 2 = j(τ ) for the modular function, with aτ 2 + bτ + c = 0 for integers a, b, c satisfying 0 ≤ b ≤ a ≤ −D/3, b 2 − 4ac = −D and 0 < −D < 2 · 10 32 . As mentioned above we can forget about {2, 4}. Finally for {3, 4} we use an idea of Boxall and Jones [6] involving transcendence measures to obtain a zero estimate which can then be fed into the Bombieri-Pila machinery on analytic curves (also not entirely luck-free). Here we show in Theorem 5 only that the order of t can be bounded in an effective way.
In connexion with the third property one must mention the surprising result of Stoll [33] that there are no complex numbers t = 0, 1 such that (2, √ 4 − 2t) and (3, √ 18 − 6t) are both torsion (the original unlikely intersection proposed in [22] ).
One can also consult Wüstholz [37] for interesting discussions about the general topic of effectivity and in particular the problems of inverting the modular function.
E t and E −t have CM {1, 2}
We consider the pair {1, 2}. We prove the following. Theorem 1. There are no complex numbers t = 0, 1, −1 such that the elliptic curves E t and E −t both have complex multiplication.
We note for comparison that E t , E 1−t are isomorphic, so there are infinitely many t such that they both have complex multiplication.
Because the j-invariants are respectively (3) x = 256 (t 2 − t + 1)
(t 2 + t + 1) 3 t 2 (1 + t) 2 which are related by
− 2752512xy + 3538944y 2 − 2415919104x − 2415919104y + 549755813888 = 0 this is implied by the fact that (4) has no solutions in singular moduli x, y; that is, values of the j-function j(τ ) at quadratic numbers τ in the upper half plane. Actually the two facts are equivalent, because (3) for t = 0, 1, −1 parametrizes the entire affine curve (4); i.e. there are no missing points. To see this we use the identity
where F (x, y) is the left-hand side of (4),
and t ′ = 1 − t, t ′′ = (t − 1)/t. For any point (x, y) on (4) we can write x = R(t) for t = 0, 1. If x = 1728 = R(1/2) = R(2) = R(−1) then y = 21952/9 = R(−1/2), so we can assume t = 1/2, 2, −1. It now follows from (5) that y is one of R(−t), R(−t ′ ), R(−t ′′ ). But at the same time R(t) = R(t ′ ) = R(t ′′ ). André [1] determined when when there are only finitely many singular moduli x, y satisfying a given polynomial equation F (x, y) = 0 and when not. His proof did not allow an effective determination of all solutions due to the use of the Siegel-Brauer Theorem. This ingredient was eliminated by Kühne [16] in 2012 and independently by Bilu, Masser and Zannier [4] in 2013 thus yielding effectivity. This was illustrated by a second paper [17] of Kühne showing that there are no solutions on the line x + y = 1. And in [4] it was also shown, with a bit more trouble, that there are no solutions on the hyperbola xy = 1.
At first sight it looks like (4), now our F (x, y) = 0, should be a lot more trouble. But happily it turns out that certain simplifying features for the line and the hyperbola persist for (4) . In general the difficulty depends crucially on the points at infinity on the curve F (x, y) = 0. For x + y = 1 there is only one, corresponding to the asymptote y = −x. A general y = αx would require the use of linear forms in two logarithms; but if α is a root of unity then we can get by with a single logarithm, which comes down to a simple Liouville-type estimate for an algebraic number. For xy = 1 there is an asymptote y = 0. A general y = α would require the use of linear forms in two elliptic logarithms, with some resulting computational troubles; but if α happens itself to be a singular modulus then again we can get by with Liouville. As 0 = j((1 + √ −3)/2) this is the case here, and there remain only minor ramification troubles in inverting j(τ ) near τ = (1 + √ −3)/2 (which has a zero of order 3 there). For (4) it is not absolutely obvious at first sight what happens near infinity. By symmetry we can assume x large. By (3) this implies t is near 0, 1, ∞. Then y is near ∞, 1728, ∞ respectively. For the first of these x, y are both about 256/t 2 , so the asymptote is y = x. For the third x, y are both about 256t 2 , so again y = x. So no logarithms. As for the second, we see that x is about 256/(1 −t) 2 and y is about 1728, so the asymptote is y = 1728; and lo and behold 1728 = j( √ −1). So no elliptic logarithms either. But the ramification persists, now of order 2 rather than 3 above.
We start with a study of the rational function R(t). It is well-known to be invariant under the group generated by the transformations taking t to 1/t and 1 − t.
We can check that for real t it is monotonic on the six open intervals
(alternately decreasing and increasing) with local minima at t 0 = −1, 1/2, 2 when R(t 0 ) = 1728. Thus if x > 1728 then there are exactly six different real t with R(t) = x, one in each of the intervals (6); and there are no non-real t with R(t) = x. The next result specifies y = R(−t) more precisely in each of the intervals when x ≥ 1000000 (among other things).
Proof. In (i) we must have t ≤ −60, else R(t) < R(−60) < 1000000. We calculate
for a polynomial P (t) = t 10 + · · · with no real zero t ≤ −60. Thus P (t) > 0 for such t, and the result follows.
In (ii) we get the result immediately from (i) by replacing t by 1/t. In (iii) we have t ≤ 1/60, else R(t) < R(1/60) = R(60) < 1000000. Now
for a polynomial P (t) with P (0) > 0 and no positive real zero t ≤ 1/60. Thus P (t) > 0 for such t, and the result follows.
In (iv) we have t ≥ 1 − 1/60, else R(t) < R(1 − 1/60) = R(60). Now
In (v) we have t ≤ 1 + 1/60, else R(t) < R(1 + 1/60) < 1000000. Now
In (vi) we get the result immediately from (iii) using by replacing t by 1/t. This completes the proof.
We will also have to solve R(t) = x for x < 1728. Here there are no real solutions. If x < 0 there are still six different complex solutions, and they have real part 1/2 or lie on the circles |t| = 1 and |t − 1| = 1. This can be seen from
which is monotonic increasing on (−∞, 0), monotonic decreasing on (0, ∞) and zero at v = ± √ 3/2 (with graph looking a bit like a buddhist temple); thus there are solutions with v > √ 3/2 and v < − √ 3/2. And from
u − 1 which is monotonic decreasing on (−1, 1) (with each choice of sign for the square root) and zero at u = 1/2; so there are two solutions with 1/2 < u < 1. And
u + 1 which is similarly monotonic increasing on (−1, 1) and zero at u = −1/2; so there are two solutions with −1 < u < −1/2.
Proof. In (i), (ii) we find 4 (4v 2 + 9) 2 for a polynomial P (v) with non-negative coefficients, so the results are clear.
In
Part (iv) follows by complex conjugation. In (v), (vi) we have
for a polynomial P (u) with no real zeroes between −1 and −1/2 and P (−3/4) < 0, so the results follow.
Next comes the study of j(τ ) itself. Proof. This is Lemma 1 of [4] . It is essentially inversion of j(τ ) near τ = ∞.
Now we have the crucial inversion near τ = i, first only on the imaginary axis.
Proof. We note that y ≤ y 0 = 101/100 else j(τ ) > j(iy 0 ) > 1730. Now for f (y) = j(iy) = e 2πy + · · · we have
And finally the inversion near τ = i on the unit circle.
Proof. The analogous proof for |j(τ )| ≤ δ in [4] was heavily geometrical, especially in Lemma 2, because we were working in the complex plane. Here we restrict to real analysis. After all, f (θ) = j(e iθ ) is real if θ is, thanks to
As j ′ (i) = 0 the leading term in the power series of j(e iθ ) − 1728 about θ = π/2 involves f ′′ . To evaluate this derivative we use again E 4 , E 6 and E 2 , for which the analogous quantities e 4 (θ) = e 2iθ E 4 (e iθ ), e 6 (θ) = e 3iθ E 6 (e iθ )
are also real. And adjusting E 2 (τ ) by 3/(πIm(τ )) in the usual way we see too that
We now start estimating (as if we had been doing something entirely different for the last five pages).
On the fundamental domain we have
and rather similarly
.
It follows that for
A calculation yields ) with c = cos θ, s = sin θ.
At θ = π/2 we have the well-known values
coming from the first term in (7) . We show that the other terms in (7) are relatively small. Now if |f (θ) − 1728| ≤ 2 as in the present lemma, then by f (π/2 + 1/100) < 1726 and monotonicity (because f = 0 or equivalently j = 0) we deduce |θ − π/2| ≤ 1/100. For such θ we have
′ 2 100 and so from (9) we lose at most
For the other three terms in (7) we note first from (10) (see (8) also) that
The first of these terms, which is small because of e 6 , can now be estimated by
The second, which is small due to both e 2 and e 6 , by
100 < 368, and the third, also doubly small, by
a bit of a shock but fine. We deduce from (9), (11), (12), (13), (14) that for |θ − π/2| ≤ 1/100
And finally
leading to the result.
We can now tackle (4).
We write x = j(τ ) = R(t), y = j(σ) = R(−t) with D, E as the respective discriminants of τ, σ. We can assume
|D| ≥ |E|
and that τ, σ are in the fundamental domain, with
There are two cases according to the parity of D.
First suppose D is even, |D| ≥ 20. Then by conjugating we can assume τ = √ D/2. By Lemma 3
Now t is real and Lemma 1 gives six subcases. If t < −1 we get
But if a = 1 or E = D then again by Lemma 3 However the latter cannot be a zero of the resultant, because that has irreducible factors of degrees only 4,6,7. If −1 < t < 0 we get the same lower bound for y as for t < −1 and so we can proceed as above.
If 0 < t < 1/2 it is even better. If 1/2 < t < 1 then we get
Now j is real only on the boundary of the fundamental domain or the part on the imaginary axis. And j > 1728 only on the latter. It follows from Lemma 4 that
for |D| ≥ 20, which contradicts the Fundamental Theorem of Transcendence. If 1 < t < 2 it is much the same. And if t > 2 it is the same as 0 < t < 1/2. This completes the case of even D, so we next assume D is odd, now |D| ≥ 15. Then by conjugating we can assume τ = (1 + √ D)/2. By Lemma 3
Now t is non-real and Lemma 2 gives six more subcases, but up to complex conjugation only three.
and we can argue as in (15), even for |D| ≥ 15 (now there are no real roots x < −190000 of the resultant).
Now σ must be on the boundary but not its vertical part: σ = e iθ with π/3 ≤ θ ≤ 2π/3 but θ = π/2. Thus Lemma 5 gives
much better than before.
If t = 1 + u + i √ 1 − u 2 with u < −1/2 and √ 1 − u 2 > 0 then it is pretty much the same as t = 1/2 + iv.
This finishes the largish discriminants. If |D| < 20 is even then −D = 4, 8, 12, 16 and x = 1728, 8000, 54000, 287496.
The first implies y = 21952/9 not a singular modulus because not an algebraic integer. The second implies y = 10976 not a singular modulus, or 49y 2 −358528y+481890304 = 0 also not an algebraic integer. The third and fourth give no algebraic integers.
If |D| < 15 is odd then −D = 3, 7, 11 and
The first implies y = 2048/3 not an algebraic integer. The second and third give no algebraic integers. This completes the proof of Theorem 1.
(2, * ) is torsion and E t has CM {1, 3}
In this section we consider the pair {1, 3}. We prove the following Theorem 2. Suppose t ∈ Q {0, 1} such that E t has complex multiplication. If (2, * ) ∈ E t (Q) has finite order n, then n = 2 and t = 2 or n = 6 and t 2 − 16t + 16 = 0.
Conversely, if n = 2 or n = 6 then E t has complex multiplication if t is a root of the corresponding polynomial.
Our method uses a variation on Parish's argument [25] to bound the number of rational torsion points on elliptic curves with complex multiplication.
Throughout this section we suppose that E t has complex multiplication by an order in an imaginary quadratic number field K. The discriminant of K will be denoted by ∆ K < 0. If will also be convenient to write j ∈ Q(t) for the j-invariant of E t , it is given by (2).
Let us first treat the case where E t has additional automorphisms.
Lemma 6. If t = 2 and E t has j-invariant 1728 or 0, then (2, * ) has infinite order.
Proof. For t = 2, the order of (2, * ) does not divide 2 and we have 
We observe that the abscissa is never integral above 2 and above 3. By Theorem VII.3.4(a) [32] the point [2](2, * ) and hence (2, * ) has infinite order if t = −1 or t = ζ ±1 . If t = 1/2, the model determining E t is not integral at 2. But it is integral in the coordinates x ′ = 4x and y ′ = 8y. There the abscissa of [2](2, * ) is 49/12 and therefore still non-integral above 2 and above 3. As before we conclude that (2, * ) has infinite order.
We also use E t to denote the elliptic curve defined over any field k of characteristic unequal to 2 given by the Legendre parameter t ∈ k {0, 1}.
A place v of a number field F is an extension from Q to F of either the archimedean absolute value or a p-adic absolute value for some prime p. In the latter case we write v | p and let k v denote the residue field of v. We can and will identify places v | p with prime ideals in the ring of integers of F containing p.
In the lemma below let (
) denote the Kronecker symbol.
Lemma 7. Let p ≥ 3 be a prime with (
We write t ∈ k v {0, 1} for the reduction of t modulo v. Then E t is a supersingular elliptic curve and t ∈ F p 2 . Moreover, there exists ǫ ∈ {±1} such that
Proof. First we claim that if E is a supersingular elliptic curve defined over F p 2 with p ≥ 3 whose j-invariant is not among {0, 1728}, then there exists ǫ ∈ {±1} such that
denote multiplication by n endomorphism of E for any n ∈ Z. As E is supersingular, [p] is a purely inseparable isogeny of height 2. By Proposition 5.4, Chapter 13 [14] there is an automorphism u of E such that u[p] = Fr p 2 is the Frobenius endomorphism of degree p 2 of E. In other words, Fr p 2 raises the affine coordinates to the power p 2 . By the hypothesis on the j-invariant of E Theorem 10.1, Chapter III [32] implies that the only automorphisms are ±1. Therefore, Fr p 2 = [ǫp] for some ǫ ∈ {±1}. Our claim follows since E(F p 2m ) is the kernel of the separable isogeny Fr
. We apply this claim to E t , which is a well-defined elliptic curve since |t| v = |t−1| v = 1 and p = 2. Recall that the endomorphism ring of E t is an order in the imaginary quadratic field K. The prime p is inert in K, so p generates a prime ideal in the ring of integers of K. By Theorem 12, Chapter 13 [18] , the elliptic curve E t is supersingular. The j-invariant j of E t does not lie in {0, 1728} by hypothesis. The lemma will follow once we can establish t ∈ F p 2 .
The fact that the Legendre parameter of a supersingular elliptic curve in characteristic p ≥ 3 lies in F p 2 is well-known, see Dwork's note just after the proof of his Lemma 8.7 [10] . We give a self contained proof in our situation using the claim above. Indeed, by Deuring's Theorem, j lies in F p 2 , cf. Theorem V.3.1 [32] . Thus y 2 + xy = x 3 − 36x/(j − 1728) − 1/(j − 1728) determines an elliptic curve E over F p 2 with j-invariant j. By our claim above in the case m = 1 and since ǫp − 1 ≡ 0 (mod 2) we see that all three points of order two of E are defined over F p 2 . So t ∈ F p 2 . Lemma 8. Let p and v be as in the previous lemma. Suppose that j ∈ {0, 1728} and that E t contains a point of finite order n ≥ 2 with p ∤ n whose abscissa is a rational number with denominator coprime to p. Then
Proof. We keep the notation from the proof of the previous lemma and suppose the point in question has abscissa ξ ∈ Q. By hypothesis, the reduction ξ of ξ modulo v is well-defined. We obtain a point on E t whose ordinate η satisfies η 2 = ξ(ξ − 1)(ξ − t). By the previous lemma we know that t ∈ F p 2 , so η ∈ F p 4 . Now the order of the reduced point (ξ, η) equals n, the order of (ξ, * ), because n is coprime to the residue characteristic. The previous lemma applied to m = 2 yields
For any integer n ≥ 1 we set
In the next lemma we use Euler's totient function ϕ.
Lemma 9. Suppose that j ∈ {0, 1728}. If E t contains a point of finite order n ≥ 2 whose abscissa is a rational number, then 1 2 ϕ(n) < #N (n). (16) Proof. We fix a constant C ≥ 3n, which may also depend on t and the point of finite order, with the following property. If p is a prime with p ≥ C and v is any place of K(t) above p, then |t| v = |t − 1| v = |j| v = |j − 1728| v = 1 and p does not divide the denominator of the abscissa from the assertion. Any prime p in
satisfies the hypothesis of Lemma 8. Therefore, p lies in
In other words, we have P 1 ⊂ P 2 .
We will now extract a weak form of the lemma by comparing the density of these two sets. Indeed, by Chebotarev's Density Theorem we have
as T → ∞. The same theorem tells us that primes are equidistributed among the ϕ(n) residues in (Z/nZ) × . Thus
As the density of primes in P 1 is at most the density of primes in P 2 we conclude 1 2 ϕ(n) ≤ #N (n).
It remains to show that strict inequality holds. It is this apparently minor strengthening that makes the verification below harmless on current computer hardware. We will assume ϕ(n)/2 = #N (n) and deriving a contradiction.
Suppose there is a prime p ≥ C with
has period |∆ K |. But the original p is coprime to n∆ K so the set
has positive density 1/ϕ(n|∆ K |). It is disjoint from P 1 , so P 1 ∪ P ′ 1 ⊂ P 2 contradicts the fact that P 1 and P 2 have equal density 1/2.
We have established that any sufficiently large prime p with
On the other hand, there exist infinitely many primes p with p ≡ 1 (mod n∆ K ). Each such prime satisfies p ≡ 1 (mod ∆ K ), so
= 1, and p ≡ 1 (mod n), so p 2 ≡ 1 (mod n). This is a contradiction.
The inequality in the previous lemma imposes a strong restriction on n.
Lemma 10. If n ≥ 2 is an integer with ϕ(n)/2 < #N (n), then n | 24.
Proof. By the Chinese Remainder Theorem we find #N (nn ′ ) = #N (n)#N (n ′ ) if n and n ′ are coprime integers. We factor n = ℓ e 1 1 · · · ℓ eg g into pairwise distinct primes ℓ i with exponents e i ≥ 1 and find
Each factor on the left is at least 1 since N (ℓ e i i ) is a subset of (Z/ℓ e i i Z) × . So if ℓ = ℓ i and e = e i for some 1 ≤ i ≤ g, then
We now bound #N (ℓ e ) from above to find a restriction on ℓ e . First suppose ℓ ≥ 3. The group (Z/ℓ e Z) × is cyclic and therefore there are at most two solutions of a 2 = 1 in (Z/ℓ e Z) × . Thus ℓ e−1 (ℓ − 1) < 4 which implies ℓ = 3. We find ℓ e−1 < 2 and hence e = 1. Now suppose ℓ = 2 and e ≥ 2. The group (Z/2 e Z) × is isomorphic to (Z/2Z) × (Z/2 e−2 Z). This leaves us with at most 4 possibilities for a ∈ (Z/2 e Z) × with a 2 = 1. As in the last paragraph we find 2 e−1 < 8 and thus e ≤ 3. The two previous paragraphs together imply n | 2 3 · 3 = 24.
Note that ϕ(120)/2 = 16 which equals #N (120). So the strict inequality in Lemma 9 saves us from having to deal with a point of order 120.
We combine the conclusion of Lemma 9 with the one of the previous lemma and Lemma 6 to get the following statement. If an elliptic curve in Legendre form with complex multiplication and j-invariant not among {0, 1728} contains a point of finite order n ≥ 2 whose abscissa is rational, then n | 24. It would be interesting to have an explicit description of all t such that E t has complex multiplication and contains a point of finite order > 2 with rational abscissa.
To prove Theorem 2 we handle the case where the abscissa is 2.
Proof of Theorem 2. Say E t has complex multiplication and (2, * ) has finite order n ≥ 2.
Observe that E 2 has j-invariant 1728 and complex multiplication by Z[ √ −1], moreover (2, 0) has order 2 on this curve. This corresponds to t = 2 and n = 2. So let us assume t = 2, by Lemma 6 we may assume that the j-invariant of E t is not among {0, 1728}.
We have B n (2, t) = 0 for the denominator of B n (x, t) of abscissa of the multiplication by n map for some n | 24.
Using pari/gp we compute the polynomials B n for n up to 24 and substitute 2 for x. We thus obtain polynomials in t, one for each n, with rational coefficients. We proceed by factoring these polynomials over the rationals. Thus we obtain potential minimal polynomials with integer coefficients of candidate legendre parameters. We will now eliminate most of these polynomials using classical properties of singular moduli.
The j-invariant of E t is an algebraic integer. If v is a finite place Q(t) with v ∤ 2, then using the ultrametric triangle inequality together with (2) we get |t| v = 1. As t − 1 determines the same elliptic curve as E t up to isomorphism we also get |t−1| v = 1. Thus we eliminate all minimal polynomials constructed before where the leading or constant coefficient is not a power of 2.
Next we take those polynomials that survive and compute their resultant with jt
2 − 2 8 (t 2 − t + 1) 3 taken as a polynomial in t and coefficients in Z[j]. We thus eliminate t and obtain candidate minimal polynomials for the j-invariant after factorizing in the polynomial ring over the integers. From these factors we remove those that are nonmonic. So the j-invariant j of E t is a root of one of the irreducible polynomials J − 1728, J − 54000,
where we have omitted a fourth irreducible polynomial (of degree 16 which has a coefficient greater than 10 73 ) whose reduction modulo 5 splits into distinct irreducible factors over F 5 as follows
If j is a root of this fourth polynomial, then 5 splits into a product of three prime ideals in the ring of integers in Q(j). The residue degrees are 2, 3, and 11. The extension K(j)/Q is Galois by Lemma 9.3 and Theorem 11.1 [7] . Thus the quotient of two residue degrees in Q(j) above 5 is 1/2, 1, or 2. So we can exclude this fourth polynomial. We have already treated the case j = 1728 at the beginning of this proof. To eliminate the two remaining polynomials we will proceed as follows.
In fact, 54000 is the j-invariant of the elliptic curve E t with (t 2 − 16t + 16)(t 2 + 14t + 1)(16t 2 − 16t + 1) = 0.
One checks readily that the point (2, * ) has finite order 6 if t 2 − 16t + 16 = 0, this is consistent with the statement of our theorem . is not integral at a place above 11 and above 3 and therefore of infinite order.
We complete the proof by ruling out that a root j of (17) is the j-invariant of an elliptic curve with complex multiplication. Let us consider the elliptic curve E given by y 2 + xy = x 3 − 36x/(j − 1728) − 1/(j − 1728); its j-invariant is just j. The polynomial (17) splits in Q( √ 5) and has a root modulo 11 represented by 2. The curve E has good reduction at the place of Q( √ 5) above 11 that corresponds to 2. The reduced curve is defined over F 11 and the trace of its Frobenius is 4. So the reduced curve is ordinary. Its endomorphismus algebra is the imaginary quadratic field Q( √ −7) as 4 2 − 4 · 11 = −28. We repeat the same compution with p = 19; modulo 19 we find that (17) has two distinct roots, one is represented by −2. This time the reduced elliptic curve over F 19 has trace of Frobenius −4. Its endormorphism algebra is Q( √ −15). Recall that reducing an elliptic curve induces an injection of the corresponding endomorphism rings. As Q( √ −7) ∩ Q( √ −15) = Q we conclude that any root of (17) determines an elliptic curve without complex multiplication.
E t has CM and t is a root of unity {1, 4}
In this section we consider the pair {1, 4}, and show the following. Theorem 3. Suppose t ∈ Q {−1, 0, 1} such that E t has complex multiplication. If t is a root of unity, then t = −1 or t = e ±πi/3 . Conversely, if t = −1 or t = e ±πi/3 , then E t has complex multiplication.
The second statement is easy. Indeed, the elliptic curve E −1 has complex multiplication by the Gaussian integers. If t has order 6, then E t has j-invariant 0 by (2) and thus has complex multiplication by the ring of Eisenstein integers.
So let us assume that the order m of t is not in {1, 2, 6}. We suppose that E t has complex multiplication and eventually derive a contradiction. The endomorphism ring of E t is an order in an imaginary quadratic number field K. By (2), the j-invariant of E t is j = J(t) ∈ Q where J is the rational function J(x) = 2
Lemma 11. The function f : (0, 1) → C given by f (θ) = J(e 2πiθ ) is real-valued, satisfies f (θ) = f (1 − θ), and the fiber f −1 (f (θ)) contains 2 elements if θ = 1/2.
Proof. The first 2 claims follow from f (θ) = J(e 2πiθ ) = J(e −2πiθ ) = J(e 2πiθ ) = f (θ) where we used J(x) = J(x −1 ). It is well-known that if x ∈ C {0, 1}, then the fiber of J through x is {x, 1/x, 1 − x, 1/(1 − x), x/(x − 1), (x − 1)/x}. Say x lies on the unit circle and 1 − x does not. Then the fiber of J restricted to the unit circle containing x contains only x and 1/x. These are distinct if x = ±1. If x and 1 − x both lie on the unit circle, then x = e ±πi/3 . Here too the fiber of J containing x consists only of x and 1/x. Each conjugate of j over Q is of the form f (k/m) for some integer 1 ≤ k ≤ m − 1 that is coprime to m. So j is totally real by the previous lemma. Since m = 2k we also find that j has half as many conjugates as t. Proof. As we have seen in the previous section, the extension K(j)/Q is Galois. But Lemma 9.3 and Theorem 11.1 [7] even tell us that its Galois group is isomorphic to Gal(K(j)/K) ⋊ Z/2Z where the non-trivial element in Z/2Z acts by inversion on Gal(K(j)/K).
We split-up into two cases.
In the first case we assume that K ⊂ Q(t). Then K(t)/Q is an abelian extension whose Galois group is isomorphic to the unit group (Z/mZ) × . In particular, K(j)/Q is abelian. The action of Z/2Z described above implies that ex(Gal(K(j)/K)) divides 2 where ex(G) denotes the exponent of an abelian group G.
It seems that we are dangerously close to the notorious and unsolved problem of explicitly determining imaginary quadratic number fields whose class group have exponent 2. Of such, 65 are known classically. Weinberger [36] proved that there is at most additional example. Luckily, we can exploit the structure of Gal(Q(t)/Q) to bypass these issues of ineffectivity.
We
recall [K(t) : Q(j)] = [Q(t) : Q(j)] = 2 and [K(j) : Q(j)]
= 2 since j is totally real. So K(j) = K(t) and therefore ex(Gal(K(t)/K)) divides 2. The Galois group of K(t)/K is isomorphic to an index 2 subgroup of (Z/mZ)
The second case is when K ⊂ Q(t), but the argument is similar. By Galois Theory we find that K(t)/Q is Galois with group Gal(Q(t)/Q) × Gal(K/Q) ∼ = (Z/mZ) × × Z/2Z. Thus Gal(K(t)/K) is isomorphic to (Z/mZ) × . As in the first case, the extension K(j)/Q is abelian and we find that Gal(K(j)/K) has exponent dividing 2. We recall that Q(t)/Q(j) is quadratic, and in particular Galois. Thus K(t)/K(j) has the same degree as Q(t)/Q(t) ∩ K(j), which is at most 2. Again we find that ex(Gal(K(t)/K)) = ex((Z/mZ) × ) divides 4. In both cases we have (18) ex ( Let us suppose that m is a power of an odd prime p. Then |1 − t| v < 1 for any place v of Q(t) above p. From this we easily deduce |j| p > 1 using (2). This contradicts the well-known fact that j is an algebraic integer. This argument eliminates m = 3 and m = 5 but fails to cover other values.
What happens if m = 4? Then t 2 = −1 and J(t) = 2 7 . Again, this is not a singular moduli.
We will now eliminate m = 8 using a method that works for the other divisors as well.
Suppose t has precise order 8. We start out by picking the auxiliary prime p = 17. Since p ≡ 1 (mod 8) it splits completely in the cyclotomic field Q(t). The integers 2 and 8 represent elements 2 and t 2 = 8 in F 17 whose multiplicative order are both 8. So there are two places v 1,2 | 17 such that t modulo v 1 is 2 and t modulo v 2 is 8. We use these residues to construct two possible reductions of E t in characteristic 17 as Legendre elliptic curves. The following table lists the Legendre equations, the trace of Frobenius, and the discriminant of the imaginary quadratic number field generated by a root of the said characteristic polynomial.
Legendre curve over F 17 trace of Frobenius field discriminant
Observe that none of the reduced curves is supersingular as the trace of Frobenius is never divisible by 17. Thus the endomorphism rings of the reduced curves are orders in an imaginary quadratic field whose discriminant is given by the column on the right. The endomorphism ring of E t injects into the endomorphism ring of any of its reductions. As we are assuming that E t has complex multiplication, the table above leads to a contradiction.
For each remaining m from (19) we provide an auxiliary prime p satisfying p ≡ 1 (mod m), two elements t 1 , t 2 ∈ F p of multiplicative order m that serve as the Legendre parameter for ordinary elliptic curves, the trace of Frobenius a 1,2 for each reduction, and the discriminants of corresponding endomorphism algebras ∆ 1,2 . For given m in the table, the two listed field discriminants are different. By the same argument as above this means that E t does not have complex multiplication if t has order m.
(2, * ) is torsion and E −t has CM {2, 3}
We consider the pair {2, 3} and prove the following.
Theorem 4. Suppose t ∈ Q {0, 1} such that E −t has complex multiplication. If (2, * ) ∈ E t (Q) has finite order n ≥ 2, then n ≤ 10 10 19 and the discriminant of the ring of endomorphisms of E −t is strictly less than 2 · 10 32 in modulus.
The proof splits into two parts.
In this section we need to work with the absolute logarithmic Weil height h(x) of an algebraic number x. We refer to Chapter 1 [5] for the definition and basic properties. 
Then for any algebraic x with B(x) = 0 we have
Proof. Let K be a number field containing x. For any non-archimedean place | · | on K it is clear that (20) |rx
We also have
and so
with the obvious cancellation. But for an archimedean place | · | of K we get an extra L(P ∞ ) + L(Q ∞ ) ≤ C on the far right of (20) , and an extra L(P 0 ) + L(Q 0 ) ≤ C on the far right of (21) . Thus an extra C on the far right of (22) . Taking the product over all places and then the logarithm we get the desired result.
Note that the upper bound
is practically obvious. Now considering 3P t and using a Zimmer constant (see below) coming from the Weierstrass model we already get h(t) < 75. But it is more efficient to calculate directly a Zimmer constant on the Legendre model.
This time working over Z[t] not Z we use
(coming from the duplication formula) with
We have
with r = 4t 2 (t − 1) 2 . For non-archimedean we get (23)
with the obvious cancellation. But for an archimedean place we get an extra L(P ∞ ) + L(Q ∞ ) ≤ 44+14 = 58 on the far right of (23), and an extra L(P 0 )+L(Q 0 ) ≤ 44+14 = 58 on the far right of (24) . Thus an extra 58 on the far right of (25) . Taking the product over all places and then the logarithm we get
for any P in E t (Q), where the height is that of the abscissa. A much better upper bound holds, and we deduce the Zimmer-type bound
for the corresponding Néron-Tate height.
We now use 4P t . We find that this is A 4 (t)/B 4 (t) with A 4 of degree 8 and B 4 of degree 7 both in Z[X]. So d = 8 in Lemma 13. We find P 0 , Q 0 , P ∞ , Q ∞ with r = 2 33 and C = 192475067056128; these are surprisingly small because large powers of 2 can be cancelled (the resultant of A 4 , B 4 is −2 160 ). Thus h(4P t ) ≥ 8h(t) − log C. On the other this is at most Here are the explicit expressions, if it helps at all. First
and finally
5.2. Bounding the Faltings height from below. Let τ lie in the upper half-plane and q = e 2πiτ . Then
defines the discriminant function. It appears in the Faltings height of an elliptic curve E defined over a number field K. Indeed, Suppose that E has complex multiplication. For each embedding σ : K → C let τ σ have positive imaginary part and be the quotient of a choice of period lattice basis vectors of the complex elliptic curve induced by E and σ. The stable Faltings height of E is
where Im(·) denotes the imaginary part of a complex number. Each logarithm in (28) is invariant under the action of SL 2 (Z) by fractional linear transformations on τ σ . So the local terms are independent of the choice made before. The term (log π)/2 is part of Deligne's normalization. For example, the height of the elliptic curve E with CM by the maximal order in
Let f be a natural number and p a prime divisor of f . Suppose that χ is a quadratic character and that n is the largest integer with p n | f . We set
We now make Colmez's Theorem and its extension by Nakkajima-Taguchi explicit. This and an estimate of Badzyan will lead to a lower bound for the height of an elliptic curve with complex multiplication. Lemma 14. Let E be an elliptic curve with complex multiplication by an order with discriminant ∆f 2 where f ∈ N and ∆ < 0 is a fundamental discriminant.
where the Kronecker symbol χ(·) = ∆ · is used in (29) and γ = 0.5772 . . . is Euler's constant.
(ii) We have the estimates
Proof. Part (i) is classical for f = 1 and follows from Nakkajima-Taguchi's result [24] in general. For a detailed argument see Lemma 4.1 [11] .
To prove the second part we use Badzyan's Theorem 1 [3] which implies
Indeed, the left-hand side is the said author's γ K with K = Q( √ ∆). Ihara's paper [15] contains bounds subject to the Generalized Riemann Hypothesis.
After rearranging and dividing by 2 we find
by part (i). Below we will show (30) p|f e f (p) log p ≤ 6 log(1 + log f ).
This inequality implies the first lower bound in (ii) and makes explicit an estimate of Poonen [30] .
To prove (30) we may assume f ≥ 2. If χ(p) = 0 or 1, then e f (p) ≤ 1/(p − 1). Otherwise, e f (p) ≤ 2/((p + 1)(1 − 1/p)) = 2/(p − 1/p) from which we deduce e f (p) ≤ 2/(p − 1) and e f (p) ≤ 3/p. These two inequalities hold regardless of the value of χ(p). The map x → (log x)/(x−1) is decreasing on (1, ∞), so p|f,p>x
where ω(f ) denotes the number of distinct prime divisors of f . Combining the bounds for small and large primes yields
A reasonable choice for x is 1 + 2ω(f )/3 > 1 which leads to 6 log(1 + 2ω(f )/3) as an upper bound. Inequality (30) now follows from the elementary bound ω(f ) ≤ (log f )/(log 2) which leads to log(1 + 2ω(f )/3) < log(1 + log f ) since 2 < 3 log 2.
It remains to show the second inequality in (ii). On taking the derivative we observe that Lemma 16. Let t ∈ Q {0, 1} such that E t has good reduction everywhere. Then
Proof. The function (31)
is invariant under the action of SL 2 (Z) on the upper half-plane. If σ : Q(t) → C is an embedding, we take τ σ in the fundamental domain of the SL 2 (Z) action on the upper-half plane and such that j(τ σ ) is the image under σ of the j-invariant of E t . Thus
We use Lemma 15 to bound (31) from below by 4160174 · ( √ 3/2) 6 > 1755073.
We recall (28) . Summing over all σ : Q(t) → C, dividing by 12[K : Q], and adding log(π)/2 yields
where we use the projective height in the end. After multiplying by t(t − 1), the product formula implies that this projective height equals
Local considerations at each place show that it is at most 3h(t) + log 4. The lemma follows since − log(1755073)/12 + log(π)/2 + log(4)/6 < −0.394.
We now complete the proof of Theorem 4. So we assume that E −t has complex multiplication and that (2, * ) is a point of finite order n on E t . We present the discriminant ∆f 2 of the endormophism ring of E −t as in Lemma 14. We observe that the inequalities in (ii) hold unchanged as h(t) = h(−t). Together with the previous lemma we obtain √ 5 log(|∆|f 2 )/20 ≤ h(t)/2 + 5.536. We use the height bound (27) to get |∆|f 2 < 2 · 10 32 , as desired.
By an estimate involving the analytic class number formula, the number d of positive definite, primitive quadratic forms of discriminant f 2 ∆ up-to equivalence satisfies
cf. Hua's Theorems 12.10.1 and 12.14.3 [13] . Observe that Hua's estimate holds for discriminants that are not necessarily fundamental. This class number is
where j is the j-invariant of E −t , see Theorem 11.1 [7] . The points P t = (2, * ), 2P t , . . . , (n − 1)P t yield at least (n − 1)/2 distinct abscissas. They all lie in the number field Q(t) and have height at most (5h(−t)+log 58)/3 ≤ log H by (26) and (27) 
and left side is bounded by 37 · 2 · (log 2)H 4 , which is much better. Since (n − 1)/2 ≥ n/10 we find n ≤ 10 10 19 .
6. (2, * ) is torsion and t is a root of unity {3, 4}
We consider the pair {3, 4}. We show the following.
Theorem 5.
There is an absolute effective constant C > 0 with the following property. If t = 1 is a root of unity such that P = (2, * ) ∈ E t (Q) has finite order then the degree of t over Q is at most C.
We follow the strategy of [22] . Let
These are analytic for t with negative real part. Given such a t the values ω 1 (t), ω 2 (t) form a basis for a period lattice of E t , and φ(t) is an elliptic logarithm of the point P on E t . We write t = x + iy with real x and y and let
where the six functions on the right are real-valued real-analytic functions of x and y. Let (35) ∆ = r 1 s 2 − r 2 s 1 .
Then for any x, y such that t is in the left half plane |∆(x, y)| is the area of any fundamental domain of the lattice determined by ω 1 (t) and ω 2 (t). This area is non-zero, and so the following definitions make sense
These functions are real-analytic and satisfy (38) φ(t) = f 1 (x, y)ω 1 (t) + f 2 (x, y)ω 2 (t).
In order to control the roots of unity t such that P is torsion on E t we shall prove an effective Bombieri-Pila style result for the function f 1 (cos 2πz, sin 2πz) for z sufficiently near 1/2. For this we need to study the continuation of f 1 as a function of two complex variables near the point (−1, 0) in C 2 . All the constants asserted to exist below, including implied constants, are absolute and can be effectively computed.
Lemma 17. There is a δ 1 > 0 and an M 1 > 0 such that if |t + 1| ≤ δ 1 then
Proof. This follows from Lemma A.2 from [23, Page 477], with δ = 1/2 say, after checking that the absolute constant in Lemma A.1 on the previous page of [23] can be effectively computed.
Lemma 18. There is an ε > 0 and an M 2 > 0 such that the function f 1 (cos 2πz, sin 2πz) has a analytic continuation f to the complex disk |z − 1/2| ≤ ε and on this disk |f (z)| ≤ M 2 .
Proof. Let w 1 = x + ix ′ and w 2 = y + iy ′ be complex variables extending x and y (so x ′ and y ′ are real). For w = (w 1 , w 2 ) sufficiently close to (−1, 0) the functionŝ
where · denotes complex conjugation, are analytic, and if w 1 = x, w 2 = y are real then u(w) = u(x, y) andv(w) = v(x, y). We define complex analytic extensionsr 1 ,ŝ 1 ,r 2 and s 2 of r 1 , s 1 , r 2 of s 2 in a similar manner. We use the Euclidean norm on C 2 . By Lemma 17, (32) , (33) and ( With the lower bound out of the way, we can quickly prove the lemma. First, using the extensions of the real and imaginary parts, we can define a complex-analytic extension f 1 of f 1 on the set of w in C 2 such that |w − (−1, 0)| ≤ δ 2 . By Lemma 17, the definition off 1 and (41) we have |f 1 (w)| ≤ 4M ).
To get an effective counting result for the graph of f restricted to a small interval we need some way to count zeros of functions of the form A(z, f (z)) for non-zero polynomials A in terms of the degree of A. For this we use a trick from [6] , which makes use of the fact that we can also ensure that the coefficients of A are integers and are not too large. The trick relies on f taking a suitable transcendental value at an algebraic number. We will use f (1/2) = f 1 (−1, 0) and so we now examine this number in more detail. For brevity, we write a = f 1 (−1, 0). By looking at the integrals defining them, we see that the values φ(−1) and ω 1 (−1) are both real. So ω 2 (−1) is not real, as ω 1 (−1) and ω 2 (−1) form a basis of a lattice in C. But the functions f 1 and f 2 are real-valued, and so by (38) we find that f 2 (−1, 0) = 0 and so a = φ(−1) ω 1 (−1) .
Note that E −1 has j-invariant 1728 and so by Lemma 6 the point P −1 is not torsion on E −1 . As f 2 (−1, 0) = 0 is rational, a = f 1 (−1, 0) is not. Our curve E −1 is defined over Q and so if a were algebraic, then as a ratio of elliptic logarithms it would have to lie in the CM field of E −1 and then it would be rational, as it is certainly real. So a is transcendental. In fact it even has a good transcendence measure, as we now observe.
Lemma 19. There are positive absolute constants µ and ν with the following property. For any integers T ≥ 1 and N ≥ 3 and any non-zero polynomial A of degree at most T with integer coefficients of absolute value at most N we have log |A(a)| ≫ −T µ (log N) ν where the constant implied in Vinogradov's notation is absolute and effective.
Proof. We first find a measure for approximations of a by an algebraic number, α say, of degree T over Q and height h(α). By Theorem 1.5 on page 42 of [9] (which is far stronger than we need) and with h = max{1, h(α)} we have log |φ(−1) − αω 1 (−1)| ≫ −T µ ′ h ν ′ , for some positive absolute µ ′ , ν ′ . So (42) log |a − α| ≫ −T µ ′ h ν ′ .
Now suppose that A is a non-zero polynomial as in the statement, so of degree at most T , and let α be the root of A closest to a. Then Let B be the minimal polynomial of α over the integers. Then B divides A and so by Lemma 1.6.11 on page 27 of [5] we have (44) |A| ≥ 2 −T |B|, where |A| and |B| denote the maximum of the absolute values of the coefficients of A and B respectively. By Lemma 3.11 on page 80 of [35] , h(α) ≪ 1 + log |B| so by (44) we have h(α) ≪ log N + T, as |A| ≤ N. Combining this with (43) and (42) gives log |A(a)| ≫ −T µ ′ +1 (log N + T ) ν ′ , which has the required form.
We can now use the method from [21, 6] to prove an effective bound on the number of rational points of bounded height on the graph of a certain restriction of f . We use the height H(α) = exp h(α).
Lemma 20. There are effective absolute constants κ, c > 0 such that for any integer H ≥ 3 the number of rationals q of height at most H with |q − 1/2| ≤ ε/8 such that f (q) is also a rational of height at most H is at most c(log H) κ .
Proof. Fix an integer H ≥ 3. In this proof only we write f 1 (z) = z + 1/2 and f 2 (z) = f (z + 1/2). So f 1 is a polynomial, f 2 is analytic on |z| ≤ ε and |f 1 |, |f 2 | ≤ M where M = max{1, M 2 }, by Lemma 18. Let Z be the set of rationals q with |q| ≤ ε/8 such that f 1 (q), f 2 (q) are rationals of height at most 2H. We show that there are at most c(log H) κ points in Z. Put Z = ε/2, d = 1 and R = 4/ε. Then by Proposition 2 on page 2039 of [21] (with A there equal to our R) there is a non-zero polynomial A(X, Y ) of degree at most T ≪ log H such that A(f 1 (q), f 2 (q)) = 0 for all q in Z. Examining the proof of Proposition 2 (see the proof of 2.1 in [6] ) we find that we can take A to have integer coefficients of absolute value at most 2(T + 1) 2 (2H) T . If A(1/2, Y ) is the zero polynomial then we can divide A by an appropriate power of (X − 1/2) and the resulting polynomial will still vanish at the appropriate points. So we may assume that P (1/2, Y ) is not the zero polynomial. By Theorem 1.1 on Page 340 of [19] (see also page 171 in [34] ) applied to the disks |z| ≤ ε/8 and |z| ≤ ε/4 the function P (f 1 (z), f 2 (z)) has at most (45) 1 log 2 log M A − log A( 1 2 , a) zeros in the disk |z| ≤ ε/8, where M A is a bound for the maximum of A(f 1 (z), f 2 (z)) on the disk |z| ≤ ε/4. So the cardinality of Z is also bounded by (45). Using the bounds on |f 1 | and |f 2 | and on the coefficients of P we find that log M A ≪ (log H) 2 .
And multiplying A(1/2, a) by 2 deg A to clear denominators we have a nonzero polynomial in a with integer coefficients to which we can apply Lemma 19. We then find the cardinality of Z is at most c(log H) 
