Abstract. This paper discusses three rearrangement optimization problems where the energy functional is connected with the Dirichlet or Robin boundary value problems. First, we consider a simple model of Dirichlet type, derive a symmetry result, and prove an intermediate energy theorem. For this model, we show that if the optimal domain (or its complement) is a ball centered at the origin, then the original domain must be a ball. As for the intermediate energy theorem, we show that if α, β denote the optimal values of corresponding minimization and maximization problems, respectively, then every γ in (α, β) is achieved by solving a max-min problem. Second, we investigate a similar symmetry problem for the Dirichlet problems where the energy functional is nonlinear. Finally, we show the existence and uniqueness of rearrangement minimization problems associated with the Robin problems. In addition, we shall obtain a symmetry and a related asymptotic result.
Introduction. A rearrangement optimization problem is an optimization problem of the following forms: (1.1) inf f ∈R(f0)
Φ(f ) and sup
where R(f 0 ) is a rearrangement class 1 generated by f 0 , a prescribed function. The goal function Φ is frequently a nonlinear functional which arises from a boundary value problem. Burton in his celebrated papers [7, 8] established a well-developed theory of rearrangements which can be used to investigate problems like (1.1). Let us give an example. In [7, 8, 9] , the authors considered the functional They proved the minimization and maximization problems (1.1) are both solvable. Given that the problem (1.3) physically describes the steady state of an elastic membrane, fixed at the boundary, subject to a vertical force f (x), the functional (1.2) measures the total displacement of the membrane from the rest position. In this (1.4)
where β is a positive constant, and the force function f (x) is nonnegative and square integrable. Specifically, we shall prove the minimization problem in (1.1), where Φ(f ) = D f u f dx with u f denoting the solution of (1.4) has a unique solution. Furthermore, we show if D is radial, the minimizer is radially nondecreasing. We also address the converse for a particular class of rearrangement, where the generator is a characteristic function. We conclude the paper with an asymptotic result. In this result, we shall show that as β tends to infinity, the corresponding minimizer of the Robin problem converges to the minimizer of the Dirichlet problem in L 2 (D). 
Ψ(E).
For the discussions about such problems, we refer to [11, 20] . In particular, the readers may consult [19] for symmetry problems arising in shape optimization.
Structure of the paper. In section 2 we state some well-known results about rearrangement of functions and spherical symmetrizations. Section 3 is devoted to a simple rearrangement optimization problem where the goal functional Φ s is linear. In section 4, we shall prove a symmetry result regarding (1.1) where the functional Φ(f ) is associated with the Dirichlet problem (1.3). The final section investigates the minimization problem in (1.1) related to the Robin problem (1.4) , and concludes with the asymptotic result mentioned above.
Preliminaries.
First, we will review some basic results about rearrangement theory from [7, 8] . Let us start with the following definitions. 
Furthermore, we will set R(g) ≡ R D (g) if the rearrangement class is generated on D. 
We recall a basic property of f Δ here.
The following lemmas related to the rearrangement class are vital in our analysis.
, is convex and weakly sequentially compact. Moreover, it is metrizable with respect to the weak topology in 
Proof. For the proof see [8, Lemma 2.4 (ii)].
We need the following two basic lemmas.
Proof. This is an immediate consequence of the Mazur lemma ([4, Corollary 3.8]), and the details are left to the reader.
The following is a variant of [7, Lemma 2] .
Because of Lemma 2.9, it is reasonable to introduce the following result.
Proof. In order to derive a contradiction, let us assume
which is a contradiction. The inequality in (2.1) is a consequence of Lemma 2.10.
Then, we introduce a technical lemma which will be useful in section 5. 
Since the graph of g has no significant flat sections on S(f ), by using Lemma 2.7 we infer the existence of nonincreasing η S such that η S (g| S(f) ) is a rearrangement of f 1 | S(f ) . In order to extend η S to η so that η(g) ∈ R(f 0 ), we intend to show (2.2) ess inf
To prove (2.2), we argue by contradiction and suppose there exists A ⊆ S(f ) c , B ⊆ S(f ), and α > β such that g ≥ α in B and g ≤ β in A. Without loss of generality, we may assume |A| = |B|, otherwise, we could choose subsets instead. Let ρ : A → B be a measure preserving bijection: such a map exists; see [26] . At this stage, let us definef :
Observing thatf ∈ R(f 0 ) by Lemma 2.6(i) and (iii), we compute
which contradicts the minimality off . Therefore, we have shown (2.2). To finish the proof, we construct η as follows:
Obviously, η is nonincreasing and η(g) ∈ R(f 1 ) = R(f 0 ) as desired.
Next, we give a brief exposition of spherical symmetrization; see [5, 12, 27] for details. 4 Given a measurable set K ⊆ R N , we fix a unit vector e as the direction. Then, the spherical symmetrization of K with respect to direction e, denoted by K * , is characterized by the following property: for every r ∈ (0, ∞), the set K * ∩ ∂B(0, r) is a spherical cap centered at r e satisfying
where 
We will need the following well-known results about spherical symmetrization.
Lemma 2.13. Let D be a ball centered at the origin and u ∈ H 1 (D). Then,
Proof. For (i) and ( Finally, we recall a special case of the Radon-Riesz theorem.
3. Simple model. Consider the boundary value problem
. We are interested in the following rearrangement optimization problems:
Before stating the first main result, we introduce the Saint-Venant problem:
for some nonincreasing (or nondecreasing) η.
To prove Theorem 3.1, we first observe that Φ s (f ) = D f wdx. This follows immediately from the divergence theorem.
Proof of Theorem 3.1. We prove (3.2) is solvable and leave the solvability of the proof of (3.3) to the reader.
As mentioned above, the problem (3.2) can be formulated as follows:
Since the graph of w has no significant flat sections on D by [18, Lemma 7.7] , in conjunction with Lemma 2.7, we infer the existence of a nonincreasing η such that η(w) is a rearrangement of f 0 . Applying Lemma 2.8, we deduce η(w) is the unique minimizer of (3.5) . This completes the proof of the theorem. 
, which is (strictly) radially decreasing, whence, the assertions readily follow from Theorem 3.1.
The second main result of this section is a converse of Corollary 3.2.
with Lipschitz boundary, and consider a measurable set
is a ball centered at the origin, then D is also a ball concentric withÊ c (orÊ).
Proof. We only consider the minimization problem (3.2) with f 0 = χ E , and the case of the maximization problem (3.3) can be treated similarly. Let us denote R = n |D|−|E| ωN
, where ω N is the volume of a unit ball in R N , and let
By setting
It is well known that z is real analytic in D. On the other hand, v satisfies 
for some γ ∈ (0, |D|), where 
Proof. Observe that
where we have used the Hardy-Littlewood inequality in the last equality; see [7, Theorem 1], for example. Let us set β = |S(f 0 )|. It is easily seen that σ(0) = k, and
To this end, we extend the domain of w Δ to [0, ∞) by setting: 
On the other hand, we can find m γ > 0 such that |E
Since the graph of w has no significant flat sections on D, we will obtain the representation in (3.8) from Lemmas 2.7 and 2.8. Furthermore, for every γ ∈ (0, |D|), the solution to (3.7) is unique.
Finally, to prove the uniqueness off , it suffices to show σ(·) is (strictly) increasing on (0, β). To this end, we recall that w is Lipschitz on D. Hence, from the proof of [21, Theorem 2.3.2], we deduce w Δ is Lipschitz on ( , |D|] for any 0 < < |D|. For γ ∈ (0, β), applying Lemma 2.5, Proposition A.1, and Remark A.2 to (3.9), it yields Proof. The assertions follow from Theorem 3.4. In particular, the last assertion is due to the fact that w is (strictly) radially decreasing.
The last result of this section is a converse of Corollary 3.5. Proof. The proof is a minor variant of the proof of Theorem 3.3.
Rearrangement optimization problems with Dirichlet boundary condition.
In this section, we consider the same boundary value problem (3.1). As usual,
We recall two known results here. Table 1 Test functions for the minimization problem (4.1). 
the origin with radius a, then the minimizer (or maximizer) χÊ is unique andÊ is a ring around the boundary (or a ball centered at the origin).
The main result of this section is the following theorem which is a converse of Corollary 4.3. Proof. The proof is almost the same as the proof of Theorem 3.3, except that u χÊ plays the role of w and different test functions, v, should be used. For the convenience of the readers, we list the test function for each case in Tables 1 and 2 .
Rearrangement minimization problems with Robin boundary condition.
Consider the boundary value problem (5.1)
where D is a bounded domain in R N (N ≥ 2) with C 1,1 boundary, ν denotes the outward unit normal vector on ∂D, and β is a positive constant.
is a (weak) solution of (5.1) if and only if the following integral equation holds:
We denote the norm on H 1 (D) by · , and we use c or C to denote constants that may vary from one step to another. Downloaded 06/29/17 to 222.29.30.37. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
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It is classical that the boundary value problem (5.1) has a unique solution u f ∈ H 1 (D), which is the unique minimizer of the functional
. Moreover, the bilinear form a :
is coercive, continuous, and symmetric. We are interested in the following minimization problem:
where f 0 is a nontrivial, nonnegative function in L 2 (D), and u f denotes the unique solution of (5.1) corresponding to f .
The first main result of this section is the following. Proof.
and set u n ≡ u fn for simplicity. By using (5.2) and recalling coercivity of a(·, ·), we have
So, {u n } is bounded in H 1 (D). Thus, we infer the existence of a subsequence, still denoted {u n }, and
. From the definition, we find
Passing to limit in the above equation yields
This means u is a solution of (5.1) corresponding to f . Hence, 
where
. So, Φ r is convex, being the supremum of a collection of affine functions. However, Φ r is actually strictly convex. Indeed, we can prove this by the method of contradiction. To this end, suppose there exist t ∈ (0, 1), f, g ∈ L 2 (D), and f = g such that
By moving all terms to the right-hand side, we obtain
Recalling the supremum in (5.4) is uniquely attained, we must have u f = u t = u g a.e. in D. Combined with (5.2), this clearly implies f = g which is a contradiction.
It is easy to show K is linear; furthermore, it is symmetric in the sense that
Hence, it follows
Proof of Theorem 5.1. First, let us consider the following relaxed problem
Since R(f 0 ) is weakly sequentially compact (Lemma 2.6(ii)) and Φ r is weakly sequentially continuous (Lemma 5.2(i)), the problem (5.6) is solvable. Due to the convexity Downloaded 06/29/17 to 222.29.30.37. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php of R(f 0 ) (Lemma 2.6(ii)) and strict convexity of Φ r (Lemma 5.2(ii)), the solution to (5.6) is unique and we denote it byf . For an arbitrary g ∈ R(f 0 ), we havê f + t(g −f ) ∈ R(f 0 ) for all t ∈ (0, 1). So, by applying Lemma 5.2(iii), it follows that
This means
On the other hand, from the differential equation in (5.1), in conjunction with [18, Lemma 7.7] , it follows that the graph of uf has no significant flat section on S(f ). By using Lemma 2.12, we infer the existence of a nonincreasing function η such that η(uf ) ∈ R(f 0 ). Applying Lemma 2.8, we must havef = η(uf ) ∈ R(f 0 ) as desired.
Our second result of this section is the following. Recalling that η : R → R + is nonincreasing, we consider η(m) = M > 0 for some
Since η is nonincreasing, ζ is convex and clearly continuous. We introduce the energy functional related to (5.7), J :
By using the coercivity of a(·, ·), coupled with the fact that η is nonincreasing and nonnegative, we derive
Thus, J is coercive. 6 On the other hand, we have
From this, we infer J(û) < ∞, i.e., J(·) is proper in the sense of convex analysis; see for example [14] . Since J is strictly convex, by applying the direct method of calculus of variations, we deduceû must be the unique minimizer of J. Next, we fix an arbitrary unit vector e. Since ζ is continuous, we can apply Lemma 2.13 to obtain
Asû is the unique minimizer of J, we must haveû =û * . Since the vector e is arbitrary, we deduceû is radial. By using the formulaf = η(û), we inferf is radial as well.
At this stage, let us consider the following initial value problem
We know thatû is the unique solution of (5.8). By integrating (5.8) from 0 to r, we derive
Thus,û ≤ 0, sincef ≥ 0. Henceû is nonincreasing. By using the formulaf = η(û) again, we see thatf is radially nondecreasing as desired.
To finish the proof, we need to showû > 0. To this end, we first find an explicit formula ofû. Substituting r = a in (5.9), we get
Using the boundary condition in (5.8), we deduce Proof. We divide the proof into two steps.
Step 1: u χÊ is radially nonincreasing on D. This can be shown by similar technicalities as in the proof of Theorem 3.3 with test functions listed in Table 1 .
Step 2: D is necessarily a ball centered at the origin. We will use some ideas from the proof of [ 
. It is obvious that u χÊ (a) < u χÊ (b) which is a contradiction to the conclusion of Step 1. This completes the proof of the theorem.
It is well known that the Dirichlet boundary condition can be recovered by setting β = ∞ in (5.1). The following result, in which we approximate the Dirichlet problem by Robin problems, seems to be interesting. 
Let β > 0, f β ∈ R(f 0 ) be the unique solution of the minimization problem (5.3) and
Then, we have
Remark 5.8. Through the proofs of [15, Theorem 3.1] and Theorem 5.1, we know f ∞ and f β are also the unique minimizers of the following relaxed problems, respectively: 
Proof of Theorem 5.7. From (5.12) and (5.2), we have
By using the coercivity of a(·, ·) and Lemma 2.6(i), we infer
, by passing to a subsequence, we have
where β n → ∞ as n → ∞. From (5.12) and (5.2), it follows that
Passing to the limit in the last equation, the convergences (5.16), (5.17), and (5.18) imply At this stage, we recall the minimization problem (4.1). Sincef ∈ R(f 0 ) by (5.18), it follows from (5.14) that Because the sequence has only one accumulation point, the assertion follows.
Proof. We argue by contradiction and suppose there exist α, β ∈ [a, b) with α < β such that f (α) ≥ f (β). Since f (β−) < 0, we may further assume f (α) > f(β) by choosing a slightly small β if necessary. Then, the set E ≡ {x ∈ [α, b) : f (x) = f (β)} is not empty and we claim that α = inf E. In order to derive a contradiction, we assume inf E = γ and γ ∈ (α, b) . From the continuity of f , we must have f (γ) = f (β). Since f (γ−) < 0, coupled with the continuity, we infer the existence of k ∈ (α, γ) such that f (k) = f (β) which contradicts inf E = γ. So, we have α = inf E as desired. By using the continuity of f again, we have f (α) = f (β) which is obviously a contradiction. This completes the proof of the proposition.
