Abstract
Introduction
Most enterprises store almost all data in relational databases. Additionally, most enterprises increasingly collaborate with other enterprises in long-running read-write workflows. This primarily takes place through XML-based data exchange technologies such as web services, which ensures openness and flexibility.
As an example, consider a database for a fictitious grocery supplier. The database has the relations Products(PID, PName), Customers(CID, CName), Orders(OID, CID), and OrderLines(OID, PID, Qty, Date) Smith's 3 Kiosk24 Customers <Orders concept="B.rxc" structure="B.rxs"> <Customer CID="1">Mini Market</Customer> <Order OID="1"> <OrderLines> <Product PID="1" Qty="200" Date="04/03/05">Cola</Product> <Product PID="3" Qty="50" Date="03/01/05">Bread</Product> </OrderLines> </Order> <Order OID="3"> <OrderLines> <Product PID="2" Qty="75" Date="05/01/05">Candy</Product> </OrderLines> </Order> </Orders> Using a web-service call, a customer, e.g., Mini Market, requests an XML document with information on all their orders and the ordered products, see Figure 1 (for now, please ignore the concept and structure attributes in the root element). To save space, we use attributes in the shown XML, but in RELAXML the user can choose freely between elements and attributes. This document can easily be created by RELAXML. After receiving the document, the customer updates it to change the quantity of the bread ordered and the delivery date for the candy, and sends it back to the supplier using another web-service call. The database can then be automatically updated by RELAXML to reflect the changes made to the XML document. Using traditional approaches, significant hand-coding would be necessary. This paper presents RELAXML, a flexible approach to bidirectional data transfer between relational databases and XML documents. Figure 2 shows the procedure when RE-LAXML exports relational data to an XML document. An export is specified using a concept (a view-like construct), and a structure definition, which specify the data to export and the structure of the exported XML document, respectively. From the concept, SQL that extracts the data, is generated, resulting in a derived table that can be changed by user-specified transformations. The resulting data is exported to an XML document with an XML Schema spec-ified by the structure definition. Using both concepts and structure definitions separates data from structure, i.e., a single concept can be associated with multiple structure definitions. The import procedure is basically the reverse of the procedure shown in Figure 2 and allows for insert, update, and delete of data from the database. The SQL statement used for an export can include inner and outer joins plus filters. The structure of the XML documents is very flexible and supports, e.g., grouping (or nesting) of XML elements, data as XML elements or attributes, and additional container XML elements. Export and import are formally defined, including definitions of concepts, structure definitions, and transformations. In addition, it is specified how to determine at export time if an XML document may be imported into the database again and how an XML document must be self-contained if the data is to be imported into an empty database, so that integrity constraints are not violated. Algorithms for export and import are given. Performance studies of the DBMS independent prototype show that the algorithms are efficient, have a reasonable overhead compared to hand-coded programs, and can handle large documents (> 200 MB) with a small main memory usage.
The mapping of XML data to new (specialized) relational schemas has been widely studied [2, 18] . The mapping of the result of an SQL query to an XML document (termed an export) has also been widely studied [7, 11, 17, 18, 19] , and recently SQL/XML [13] has been proposed as a standard for this mapping. However, unlike RELAXML, none of this work supports the import of XML documents into an existing database. Only few papers [1, 3, 6] have studied how to do a bidirectional (both export and import) mapping between existing databases and XML documents. Again, note that SQL/XML only maps from databases to XML documents. Further, some of the bidirectional approaches have limited capabilities, i.e., can only map an XML document to a single table [3] . A number of socalled XML-enabled databases with extensions for transferring data between XML documents and themselves exist [5, 8] . However, the solutions in these products are vendor specific and do not provide full support for transferring data into existing databases with given schemas.
There exist many middleware products (such as RE-LAXML) for transferring data between databases and XML documents [3] , including products that can either export, import, or both. Examples are JDBC2XML [12] , DataDesk [14] and XML-DBMS [4] . Of these, XML-DBMS is the most interesting since it can perform both import and export. It uses a mapping language to provide flexible mappings between XML elements and database columns and mappings can be automatically generated from a DTD or database schema. However, compared to RELAXML, XML-DBMS is not as scalable as it uses DOM instead of SAX, does not support inheritance or transformations, and gives no guarantee for import at export time. In [1] , bidirectional transfer of data is also considered. The main differences are that [1] creates new views in the underlying database and updates through these views. Each query (tree) may need multiple new views. In contrast, we update the underlying database tables directly and do not need to modify the database schema at all. Additionally, we consider θ-joins (instead of only inner joins), we provide a performance study of an open-source prototype, and we support multiple inheritance. Compared to existing work on updating relational databases through views [9, 10] , the RELAXML approach differs as 1) the SQL update statements are not known, but instead deduced from the XML document by RELAXML and 2) the needed execution order of the update statements (due to integrity constraints), is deduced from the underlying database schema by RE-LAXML.
The remainder of the paper is structured as follows. Sections 2 and 3 provide definitions of basic constructs, and export and import, respectively. Sections 4 and 5 present the design of export and import, respectively. Experimental results are presented in Section 6. Finally, Section 7 concludes the paper and points to directions of future research.
Basic definitions
We now formally define the used constructs. When transferring relational data to an XML document, the user may want to transform the data in some way, e.g., by converting a price to another currency. This transformation multiplies the price by c when exporting to XML, and divides the price by c when importing from the XML.
In the following, we consider rows as relational tuples, i.e., a row has a number of unique attribute names (also denoted columns) and for each attribute name, an attribute value exists. For a row r and an attribute name a, r[a] denotes the attribute value for a in r. Further, N (r) denotes the set of attribute names in r. The set of all rows is denoted R. With this, we can define transformations formally.
Definition 2.1 (Transformation) A transformation t is a function t : R → R that fulfills N t(r) = N t(s) for all r, s ∈ dom(t) where dom(t) is the domain of t.
The set of attribute names added by a transformation t is denoted α(t), and the set of names deleted by a transformation t is denoted δ(t). Formally, α(t) = N (t(r))\N (r) and δ(t) = N (r) \ N (t(r)) for all r ∈ dom(t). Note that for efficiency reasons, transformations are pipe-lined in the RE-LAXML implementation.
We now define join tuples, which are used for defining concepts formally. Intuitively, a join tuple defines a relation derived by joining existing relations like an SQL query, i.e., the relations to join, the join operator(s), and the join predicate(s) should be specified. For example, the join tuple for the example in Section 1 says that Orders and OrderLines are inner joined on the OIDs, the resulting relation is inner joined with Customers on the CIDs, and finally, this result is inner joined with Products on the PIDs.
Let θ be a theta join, and LOJ/ROJ/FOJ be a left/right/-full outer join. Ω = I ∪ O where I = {θ} and O = {LOJ, ROJ, F OJ} is the set of RELAXML join operations (the operators in O are neither commutative nor associative). 
Further, we require that if
For an ω ∈ Ω and a predicate p, A ω p B denotes the join (of type ω) where the predicate p must be fulfilled. For a given join tuple, it is then possible to compute a relation by means of the eval function where
and eval(r) = r if r is a relation. To avoid ambiguity, only one join operator from O can be used in a join tuple since they are neither commutative nor associative. If more are needed, several join tuples are used (similar to requiring parentheses in an expression).
A concept is used for defining which data to transfer, and thus includes a join tuple, along with a list of columns used in a projection of the relation resulting from the join tuple, a predicate to restrict the considered row set, and a list of transformations to apply. Further, as concepts support inheritance, a concept also lists its ancestors (if any). An example of concept inheritance appears in Example 2.4. 
First, eval computes the relation that holds the data from the base relations, followed by performing a selection and then a projection of all columns included by k or any of its ancestors. Finally, a renaming schema of the columns included by k is used by means of the rename operator where # and $ represent separator characters. This 3-part naming schema (concept name, table name, column name) is necessary in order have a one-to-one mapping from the columns of D(k) to the columns of the database. With the renaming schema, both table and concept names are part of the column names of D(k), which is necessary in order to separate the scopes of different concepts.
As shown above, D(k) denotes a relation with the data of the concept k before transformations are applied. For a concept k with parent list (a 1 , . . . , a u ) and transformation list T = (t 1 , . . . , t p ), the resulting data is given by the relation valued function R defined as follows.
where
When a concept inherits from parent concepts, parent transformations are evaluated before child transformations. When all the transformations have been evaluated, all the attribute names they have added are prefixed with an encoding of the concept, so it is possible to distinguish between identically named attributes added by transformations from different concepts. With the definition in (2), a problem may emerge if a concept is inherited from twice, namely that, when transformed, an attribute included by a common ancestor could have an unexpected value, set by a transformation included by another concept. To avoid problems, we require for a concept's parent list L that ψ(L) does not contain duplicates, where ψ is recursively defined as ψ( () Figure 1 . We use C for Customers, O for Orders, OL for OrderLines, and P for Products.
Example 2.4 Consider again the data in Section 1. We now define a concept A which extracts information on which customers have placed orders, and another concept, B, which inherits from A and adds details on the ordered products. B restricts the data to the customer with CID = 1. Thus, B extracts the data shown in
A =(CustomersW ithOrders, (), ((C, O), (θ), (C.CID = O.CID)), {C.CID, C.CN ame, O.OID}, (true), ()) B =(Orders, (A), ((P, OL, D(A)), (θ, θ), ((OL.P ID = P.P ID), (OL.OID = A#O$OID))), {P.P ID, P.P N ame, P.Qty, P.Date}, A#C$CID = 1, ())
Concept A has the caption CustomersWithOrders and does not inherit from other concepts. The join tuple of A states that C and O must be joined by a θ-join on the CIDs. The columns C.CID, C.CName, and O.OID are included by A. Each row from the join tuple should be included by A (each row fulfills the condition "true"). A does not use any transformations. Concept B has the caption Orders and inherits from A. The join tuple specifies how to join the relations P and OL to the relation found by A, D(A). B adds three columns to those considered by A and adds a row filter such that only rows regarding a specific customer are considered.
A structure definition is used to define the structure (i.e., the schema) of the XML containing the data. The structure is described by means of a tree where a node represents an XML element or attribute. The structure definition for the example in Figure 1 is shown in Figure 3 . A structure definition has two kinds of elements: elements that hold data but not elements, and elements that only hold other elements. A node in the structure definition can be a node that we group by, i.e., in the XML, elements represented by that node are coalesced into one if they have the same data values. The resulting element then holds the children of all the coalesced elements, e.g., informations on a customer and each distinct order only appear once in the XML in Figure 1. This is achieved by using group by nodes (marked with a +) in the structure definition in Figure 3 . The names shown are the names used in the XML, not the relational attribute names. Below is the formal definition of structure definitions. Here, an ordered tree with vertex set V means that an injective order function o : V → N ∪ {0} exists.
Definition 2.5 (Structure definition)
is an ordered rooted tree where 
We say that a structure definition S = (V d , V s , E) complies with a concept k iff for each column of R(k) there exists exactly one node in V d with identical name and the name of the root of S equals the caption of the concept k. For a concept k, a vertex v ∈ V d represents a column of R(k) and gives rise to elements that hold data, while a vertex in V s does not represent a column and gives rise to structural elements holding other elements. We let the function κ be a mapping between the names of the vertices and XML tag names. Thus, the XML elements represented by v in the structure definition will be named κ(v).
In order to represent a meaningful XML structure, a structure definition must be valid. For a vertex v, let De(v) denote the set of descendants of v and Ch(v) the set of children of v.
Definition 2.6 (Valid structure definition)
Requirements S1, S2 and S3 intuitively correspond to saying that the order numbers are assigned in a depth-first fashion (this is automatically done by the RELAXML implementation and is thus of no concern for the user). Requirements S4 and S5 say that siblings should be distinguishable by having non-identical names and that the root should have only element children. Figure 4 (a) shows an example of a valid structure definition. A node of type element is represented as a circle and a node of type attribute is represented as a square. A letter represents the name and a number the order. The structure definition shown in Figure 4 (b), is not valid since the A element has two children with the name B, and the B with order 3 has children with lower order than itself. For a vertices v, f, p, we say that f is a following relative to v if f has higher order than v, and p is a preceeding relative to v if p has lower order than v. It is not possible to group by an arbitrary node in the tree, so we define a valid grouping below. Note that any valid structure definition that does not group by any nodes (the root node is trivially grouped by), is automatically a valid grouping. 
Definition 2.7 (Valid grouping) A valid grouping is a valid structure definition
S = (V d , V s , E) where for v = (n, t, g) ∈ (V d ∪ V s )
G3) If a following relative that is not a descendant of v exists, then for all descendants
Requirement G1 says that when we group by a node, we have to group by its ancestors as well. Otherwise there would be no elements of the same type to coalesce in the XML. Further, the requirement ensures efficiency at import time. Without it, we risk that to regenerate a single row, many rows have to be read partly, e.g., if we in Figure 4 (a) only grouped by E, we could have to read many B elements before the first E element, leading to a significant memory usage. Requirement G2 ensures that for each row exported, at least one element is written to the XML, ensuring that each exported row can be recreated at import time such that a grouping is not lossy. To understand requirement G3, consider Figure 4 (a). If we group by B, we should also group by C and D. Then, an entire element, including children, represented by B can be written when the data in one row has been seen. Without G3, this would not hold, and the writing of the element represented by E would have to be postponed. Requirement G4 ensures that a specific element's attributes only appear once in that element. Consider again Figure 4 (a). Now assume that we group by E. Then to have a valid grouping we must also group by A, B, C, and D, but not by F.
Export and import

Export
We now define the function XM L that computes XML containing the data from R. The function XM L uses two auxiliary functions: Element, which adds an element tag, and Content, which adds the content of an element. These two functions depend on the structure definition used (given by the subscript). In the following, we consider the concept c with caption n and the valid grouping λ = (V d , V s , E) that has the root ρ, complies with c and has order o. A string and a white space added to the XML is written in another font and as an underscore, respectively.
XM L(c, λ)
The function XM L adds the root element of the XML which is named after the caption of the concept c. Further, informations about the concept and structure definition are always added. The content (i.e., children) of the root element is added by Content. In the following, for a vertex v = (x, y, z) in the structure definition, we let v 1 = x. Further, we let Att(v) denote the ordered (possibly empty) list of attribute children of v. Then for v = (N, t, g) with Att(v) = (a 1 , . . . , a n ) and Ch(v)\Att(v) = {e 1 , . . . , e m }, we definev as
otherwise. (4) v is used in the following to find lists of columns that should be used in projections when data to be put in the XML should be found. The function Element λ is defined as
for a relation P and a vertex v withv = () and with attribute children {a 1 , . . . , a n } where a i has lower order than a j for i < j. and (x, y, z) ∈ {e h+1 , . . . , e m } ⇒ z = f alse, we define the function Content λ for a structure node we group by. Equation (6) shows that when we group by the children e 1 , . . . , e h , for each distinct value of the attributes in P that are represented by e 1 
When using Content λ on non-group-by nodes, it is only given one tuple at a time. The definition of Content λ is
That is, when not grouping by v ∈ V s , we simply add one element for each element child of v. Now we define Content λ for nodes in V d . But from (5) we have that whenever Content λ is given a node v ∈ V d , the given data has exactly one value for the attribute that v represents. Thus, all that Content λ should do is to add this value:
For an example, consider again the data in Section 1 and the structure definition in Figure 3 where the order of nodes is increasing from top to bottom, left to right.
Import
In the following, we refer to different states of the database. The value of the function D from (1) depends on the state of the database and we therefore refer to the value of D(c) in the specific state s as D s (c). Now consider an XML document
created by means of the concept c. By D XML (X) we denote a table with column names as D(c) that holds exactly the values resulting when the inverse transformations from c have been applied to the data in X. It is a requirement for importing Xthat the transformations of c are invertible. This is, in the general case, undecidable and, thus, it is left to the user to ensure this. In the following, we do not consider the possible impacts of triggers and assume that foreign keys can only reference primary keys.
We now give definitions of inserting and updating from the XML. The definitions give the states of the database before and after the modifications, not the individual operations performed on the database. When inserting, the data from the XML file should be inserted into tables in the database, e.g., it should be possible to insert the data in the XML in Figure 1 into a database with a schema similar to that described in Section 1. 
The data in D
XML or some of it can be in the database before the insertion but only in such a way that no updates are necessary, i.e., data is only inserted. We now define updating from the XML. If an exported XML document is changed and the changes should be propagated to the database, updating is used. For example, the quantity Cola in line 5 in Figure 1 can be changed to 300. In that case, updating results in the database with the value 300 for Qty in the corresponding row (where OID = 1 and PID = 1) in the OrderLines table shown in Section 1.
Definition 3.2 (Updating from XML) Consider the XML document X in (8) and assume that k is the set of renamed primary keys in the relations used by the concept c. For a given database that holds the relations used by c and tuples such that
π k (D XML (X)) ⊆ π k (D a (c
)), updating from the XML document X is then, by only updating tuples in base relations used by c, to bring the database from a valid state a to a valid state b where for any tuple
Informally, the first requirement says that a tuple read from the XML will be in the database after the updating. The second says that a tuple which is in the database before the updating, but not in the XML, is left untouched in the database. The third says that new tuples, that are neither in the database or XML, are not introduced in the database. It is also possible to combine inserting and updating, such that 
Design of export
We now focus on the design and implementation of RELAXML. When exporting, an SQL statement for retrieval of the data is created based on the concept. Figure 5 shows the RELAXML flow when exporting. A JDBC [16] ResultSet is decorated with an iterator and a number of transformations. If the XML should be grouped by one or more elements, a database sort is required, since we do not want to hold all data in main memory when writing. Finally, the data rows are handed to an XML writer. 
SQL statements
The SQL statement to extract data from the database is generated from the concept of the export. SQL statements for parent concepts appear as nested SQL statements in the FROM clause. Note that due to inheritance the actual columns and row filter of the concept consist of the columns and row filters of parent concepts together with included columns and row filter defined in the concept itself. The code generation shown above generalizes to situations with multiple inheritance. In the implementation, the generated SQL does not contain the long names with #'s and $'s. Instead COL0, COL1, . . . are used to avoid problems with DBMSs that do not support special characters and long names. RELAXML automatically handles this mapping.
Example 4.1 Canonically, the SQL for the retrieval of the data of concepts A and B from Example 2.4 is as follows. Note how the three-part naming schema is imposed and how the SQL code of parent concepts appears as nested subqueries. Modern DBMSs will, when optimizing, flatten this expression out to a regular four-way join.
Dead links
When exporting a part of the database, we may risk that the data is not self-contained. If an element represents a foreign key it may reference data not included in the XML document. We refer to such a situation as the referencing element having a dead link. Figure 6 shows an example where dead links can arise. In the example, Z is a foreign key referencing X. The data in the figure has no dead links but if the tuple with X = 1 is removed, the data set contains two dead links since X = 1 is referenced by the other tuples.
A dead link does not limit the possibility of updates during import assuming that the element referenced in the dead for each a i ∈ A do 5:
When resolving dead links, the goal is to expand the selection criteria such that the missing tuples are added. This may be done by adding OR clauses. Note that the SQL statement consists of possibly many nested SELECT statements in the FROM clause and that because of the scope rules, specialized concepts may include a WHERE clause on the columns of ancestor concepts. For this reason, an expansion of the condition must in some cases be added several places in the SQL. This means, that instead of the SQL statement described in Section 4.1, we move the WHERE clauses of the nested queries to the outermost query where they are AND'ed together. The dead link resolution algorithm recursively invokes Algorithm 1 to find dead links, manipulating the WHERE clause such that the referenced tuples are included. When a fix point is reached the dead links are resolved. [15] gives details on the resolution algorithm.
XML writing
A desirable characteristic is that we do not want to rely on having all data stored in memory at one time. Thus, the algorithm for writing the XML works such that whenever it gets a new data row, it writes out some of the data to the XML. If grouping is not used, all the data represented in a data row is written to the XML when a data row is received. If grouping is used, some of the data might already be present in the current context in the XML and should not be repeated. To ensure this, the write algorithm compares the new row to write out and the previous row that was written. When grouping is used, it is a precondition that the data rows are sorted by the columns corresponding to the nodes that we group by. This is ensured by a DBMS-based sorting iterator. When grouping by more than one node, the sort order is determined by the order of the structure definition.
To support type checking and validation on the XML document structure, RELAXML can generate an XML Schema based on the concept and structure definition.
Design of import
The flow of the import operation is the reverse of the flow in Figure 5 , except that no sorting iterator is needed. Thus, the XML data is converted to data rows as the XML document is read. These data rows are sent through the inverse transformations and finally an importer takes appropriate action based on the data rows. We now discuss insertion and update via XML documents. However, RELAXML also supports deletion. Each row in the database referenced by the delete document is removed if this does not lead to integrity constraint violations, for details see [15] .
Requirements for importing
For a concept to be insertable or updateable, it must fulfill the following requirements.
The common requirements for insert and update are: c1) all transformations have an inverse; c2) all columns used in joins occur in the derived table. Requirement c1) is obvious. Requirement c2) is needed to support θ-joins. If we do not have values for all join columns, we cannot insert/update rows in the underlying tables. If only equijoins were supported, values for half the join columns could be derived.
The requirements for insert are: i1) all non-nullable columns without default values from included tables are in the export; i2) if a foreign key column is included, then the referenced column is also included; i3) the exported data contains no dead links; i4) if all deferrable and nullable foreign keys are ignored, there are no cycles in the part of the database schema used in the export. Requirement i1) corresponds to Date's rule for insert on a view with projection [9] . Requirements i2) and i3) ensure that inserts do not cause foreign key constraint violations due to foreign keys pointing to non-existing rows. Requirement i4) ensures that rows are inserted in an order in the underlying tables that avoids immediate foreign key constraint violations.
The requirements for update are: u1) each included table has a primary key which is fully included in the export; u2) primary key values are not updated. Requirement u1) is a restriction on Date's rule for updating a view with projection [9] . Requirement u2) ensures that primary keys can be used to identify the tuples to update. To ensure that primary keys are not updated, a checksum transformation may be used to include a primary key checksum in the XML file.
If a concept A uses inheritance, all A's ancestors must be insertable or updateable for A to be insertable or updateable, as we want to ensure that the requirements described above are fulfilled for each row in the export. Otherwise, we would risk that for a concept c, one parent p 1 included some, but not all, columns from a table t required for c to be importable, while another parent p 2 included the remaining columns from t required for c to be importable. But if p 1 only includes the rows where the predicate b is fulfilled whereas p 2 includes those rows where b is not fulfilled, we cannot combine the resulting row parts to insertable rows.
In summary, concepts are much more flexible than modification through SQL views [9] , e.g., multiple tables may be updated and consistency is guaranteed. Compared to Date's general specification of modification through views [9] we have stricter requirements on projection for insert and update and do not consider SQL statements with union, intersect, and difference. Concepts involving only joins of tables are insertable and updateable in the same way as views in Date's general specification. Compared to Date we support inheritance and guarantee that updates are consistent as discussed next.
Since the XML document may hold redundant data originating from the same cell in the database, it is a risk that the user makes an inconsistent update, e.g., if the same column from a table is selected twice. When the user is editing the XML, he is indirectly making updates to the transformed derived table. But since the derived table can contain redundant data, in the general case it is only in 1NF.
To detect inconsistent updates, we capture which values in the database are read from the XML, as further updates on these would be inconsistent. Thus, for all updated or accepted values (those that were identical in the database and the XML) we capture the table, row and column using a temporary Touched table (in the database or main memory). The Touched table has three columns; TableName, PrimaryKeyValue (the composite primary key), and ColumnName. When an update takes place, we check whether the value has been updated before. If so, an exception is raised. If not, the update can take place and information about it is added to the Touched table.
Inferring a plan for the import
In order to reason on importability of the data of a concept, we build a database model, used for inferring database properties, and decide whether there is enough information to import the data and to infer an insertion order. A specific order may be required because of integrity constraints on the database. The database model holds information on the included tables and columns and their types. Furthermore, the model holds information on the primary keys of the included tables and links (foreign key constraints) between the tables of the concept. We have three types of links in the database model. Hard links represent foreign key constraints which are neither deferrable nor nullable; semi-hard links represent foreign key constraints which are not deferrable but nullable; soft links represent deferrable foreign key constraints.
A concept is viewed as an undirected concept graph, where nodes represent tables and edges represent the joins of the concept. Each edge is either an equijoin edge which follows the constraints of the database (represented as a solid line) or a non-equijoin edge or an equijoin edge which does not follow the constraints of the database (both represented as a dotted line). Figure 7 gives examples.
The execution plan determines the insertion order. Based on a concept and its database model, it is possible to build an execution plan to be used when importing.
The join types used in the concept, the columns joined and the structure of the database schema influence how to handle an insert or update. The data of a concept may be extracted from the database in many ways, some of which do not reflect the database constraints. For example, a concept may join on two columns not related by a database foreign key and may neglect another foreign key. Thus, data for a single data row may not always be consistent with the foreign key constraints, i.e., these are not fulfilled for the row.
For the import, we construct an insertion order which is a list of table lists. A table list shows tables which may be handled in the same run (parsing) through the XML document, as the data rows are consistent with the database constraints. Thus, the length of the insertion order list is the required number of runs through the XML document. The database model in Figure 7 (a) shows that table A has foreign keys to tables B and C, table C has foreign keys to tables D and E, and table E has a foreign key to table F . Figures 7(b) -(e) show the concept graphs for four different concepts using the database modeled in Figure 7(a) .
The concept graph in Figure 7 (b) shows that the data of each data row is guaranteed to be consistent with the database constraints, as the joins used in the export reflect these constraints and because each join is an equijoin. This is also the case for the Mini Market example in Figure 1 . Figure 7 (b) gives the insertion order ( (F, B, D, E, C, A) ). The data from F is inserted before the data from E because the database model shows that the foreign key in E references F . In Figure 7 (c), only equijoins are present, but the foreign key constraint from table C to E is not represented in the concept. Compared to the database model there is also an extra equijoin between the tables D and E. The missing equijoin between tables C and E means that in general we cannot insert the data rows at one time but must break the insertion into multiple phases. A possible insertion order is therefore ((B, F, D, E), (C, A) ). In Figure 7(d) , all the constraints of the database model are fulfilled, except that there is a non-equijoin between tables C and E. This leads to the same situation as in Figure 7 (c). In Figure 7 (e), we get the insertion order ((B, F, D), (E, C, A) ), since D has an equijoin to E. We cannot continue with E in the first run since the D-E join might include a tuple of E, which does not fulfill the foreign key constraint between E and F .
So far, the database models have had no cycles. If cycles are present, we may break a cycle if it has at least one soft link or semi-hard link. A soft link may be deferred and a semi-hard link may be set to null first and updated to the correct value as the final step in the import. We refer to columns having pending updates as postponed columns. Now, the execution plan holds an insertion order (the tables of the concept in a list of table lists) and a list of postponed columns. In the following, let an independent table be a table which is guaranteed to fulfill the constraints, i.e., does not have any outgoing links in the current database model. Algorithm 2 takes as input a concept c. In line 1, we build the database model and in line 2 we initialize the set of postponed columns to the empty set. Lines 3-4 remove all soft-links from the database model, i.e., edges representing deferrable constraints. In lines 5-6, we remove all semi-hard links from the database model, i.e., the deferrable and nullable constraints. The columns involved are added to the set of postponed columns. In lines 7-8, we check that there are no cycles in the database model. In this highly unlikely situation we are not able to continue, because there is a cycle of hard links. In line 9, we build the concept graph and in line 10 we initialize the insertion order list to the empty list. The while loop in lines 11-20 builds the insertion order list that consists of table lists. In line 12, the table list that can be inserted in one pass is initialized to the empty list. remove soft links from dbm 5: if cycles are present in dbm then 6: break the cycles by postponing a number of semi-hard foreign key columns, add them to ppCols 7: if cycles are still present in dbm then 8:
Error -not importable (cycle of hard links exists) 9: conceptGraph ← a concept graph of the concept 10: iOrder ← () 11: while dbm has more nodes do 12:
tableList ← () 13:
while dbm has an independent node n referenced by m where n and m are joined using an equijoin in conceptGraph and n is not joined with other tables do 14:
tableList ← n :: tableList 15:
dbm ← dbm without n 16:
indep ← independent nodes in dbm 17:
for each node node in indep do 18:
tableList ← node :: tableList 19:
dbm ← dbm without node 20:
iOrder ← reverse(tableList) :: iOrder 21: iOrder ← reverse(iOrder) 22: return (iOrder, ppCols)
Performance study
An implementation with ∼15,000 lines of Java is done [15] and performance tests carried out on a 2.6 GHz Pentium 4 with 1GB RAM, running SuSE Linux 9.1, PostgreSQL 8.0, and Java 1.4.2 SE. Every measurement is performed 5 times. The highest/lowest values are discarded and an average is computed using the middle three. The data is placed in a table with five integer columns and one varchar column: (ID, ParentID, GroupID, DLLevel, Random, Fixed). ID is the primary key, holding sequential values. ParentID is a foreign key to ID with the value ID − 1. If ID modulo 5 is 0, the value of ParentID is NULL. GroupID holds the integer value (ID + 1)/5 and DLLevel holds the value ID modulo 5. For Random and Fixed, each row holds a random value and a constant string, respectively. More details are available in the full paper [15] .
Export test 1 -Scalability in the number of rows This test exports all six columns. Figure 8(a) compares the running time of RELAXML with that of a specialized JDBC application that executes the SQL query corresponding to the used RELAXML concept. Both write the result set to an XML file, the structure of which has been hard-coded into the JDBC application. The results show that both RE-LAXML and the JDBC application scale linearly in the number of rows to export. From the slopes, it is seen that RELAXML handles on average 10.4 rows each millisecond (ms) whereas the JDBC application handles 37.5 rows each ms, i.e., the RELAXML overhead is 260%. This is a reasonable overhead given the flexibility and labor-savings of using RELAXML, especially taking into account that the XML documents used in web services are usually not very large.
Export test 2 -Scalability when grouping
Here, the same data as in Export test 1 is exported, but now grouping is used. The data is grouped by one and two nodes. The running time for no grouping, is the same for RELAXML in Export test 1. The results, in Figure 8 (b), show that RE-LAXML also scales linearly in the number of rows when grouping. The performance suffers when grouping is used, as one row takes approximately 3.3 times longer to export. This is as expected, since the use of grouping requires all the rows to be inserted into a temporary table in the database before they are sorted and then retrieved by the XML writer. The performance is the same when we are grouping by one and two nodes even though there is more sorting to do when grouping by two nodes. However, more data (30%) has to be written when we group by one node, as more tags are written since fewer elements are coalesced.
Export test 3 -Scalability in the number of dead links This test selects the rows where DLLevel = 4. Here, each selected row leads to four dead links which are resolved by RELAXML. The results are shown below. The running time of RELAXML does not scale linearly in the number of dead links resolved. This is expected since each time Algorithm 1 is invoked there will be more rows to search for dead links (leading to an approximately quadratic complexity). Further, the query gets more complicated to process as more OR clauses are added. Note that typical data sets will not contain so many dead links.
Import test 1 -Scalability in the number rows to insert
We now compare the time used by RELAXML for inserting with the time used for parsing the XML file with a SAX parser and inserting the data through JDBC prepared statements, checking that this will not lead to a primary key violation. Further, we consider the time used by RELAXML when the inconsistency checks are done in main memory or disabled. The data to insert originates from Export test 1. The table is emptied before the test is executed. The times used for inserting different numbers of rows are shown in Figure 8 (c). The results show that both RELAXML and the JDBC application scale linearly. The average time to import a row using RELAXML is 2.38 ms. When checks for inconsistencies are performed entirely in main memory, RE-LAXML handles a row in 0.75 ms. If RELAXML does not check for inconsistencies, it handles a row in 0.67 ms, compared to 0.49 ms for using JDBC directly, i.e., the overhead from using RELAXML is only 37%.
Import test 2 -Scalability in the number rows to update We now focus on the scalability in the number of updates. We consider the impacts of updates to one column in rows from the table, varying the number of updated rows. When the XML document is processed, all the included rows have been updated. Only the column Fixed is updated, but the test has been performed with 2, 4, and 6 columns in the used concept. The results, in Figure 8(d) , show that the running times are growing linearly in the number of rows after the data sets reach a certain size. The checks for inconsistencies are performed in main memory. More time is used when more columns are included, since more data has to be read from the XML document and more comparisons have to be performed. When 10,000 rows with 6 columns are included, it takes 1.8 ms to read a row and update it in the database. When 4 and 2 columns are included, it takes 1.7 ms and 1.6 ms, respectively.
In summary, we find that the overhead of RELAXML is very reasonable considering the flexibility, simplicity, and labor-savings of RELAXML compared to hard-coded applications. Further, to the best of our knowledge this is the first paper to present a performance study of a general framework for bidirectional transfer of data between relations and
