Controlling magnetic correlations in a driven Hubbard system far from
  half-filling by Gao, Hongmin et al.
Controlling magnetic correlations in a driven Hubbard system far from half-filling
Hongmin Gao,1, ∗ Jonathan R. Coulthard,1 Dieter Jaksch,1, 2 and Jordi Mur-Petit1, †
1Clarendon Laboratory, University of Oxford, Parks Road, Oxford OX1 3PU, United Kingdom
2center for Quantum Technologies, National University of Singapore, 3 Science Drive 2, 117543, Singapore
(Dated: June 2, 2020)
We propose using ultracold fermionic atoms trapped in a periodically shaken optical lattice as a
quantum simulator of the t-J Hamiltonian, which describes the dynamics in doped antiferromagnets
and is thought to be relevant to the problem of high-temperature superconductivity in the cuprates.
We show analytically that the effective Hamiltonian describing this system for off-resonant driving
is the t-J model with additional pair hopping terms, whose parameters can all be controlled by the
drive. We then demonstrate numerically using tensor network methods for a 1D lattice that a slow
modification of the driving strength allows near-adiabatic transfer of the system from the ground
state of the underlying Hubbard model to the ground state of the effective t-J Hamiltonian. Finally,
we report exact diagonalization calculations illustrating the control achievable on the dynamics of
spin-singlet pairs in 2D lattices utilising this technique with current cold-atom quantum-simulation
technology. These results open new routes to explore the interplay between density and spin in
strongly-correlated fermionic systems through their out-of-equilibrium dynamics.
I. INTRODUCTION
Thirty years after the discovery of copper-oxide high-
temperature superconductors [1], we still do not have
a complete theoretical understanding of the nature of
the low-energy physics of these materials. The essen-
tial physics at low doping is thought to be dominated
by a competition between the antiferromagnetic ground
state of the Heisenberg model realized at half-filling,
and the hopping of single holes (or electrons) between
nearest-neighbor (NN) sites for small doping, effects that
are contained in the t-J model [2]. The ground state
of this model features a tight competition between d-
wave pairing correlations and a variety of inhomogeneous
phases [3], including stripes, checkerboard phases, and
others, which appear surprisingly close to each other en-
ergetically in calculations by completely different meth-
ods [4–11]. The difficulty to move forward on this issue
makes it desirable to consider a different approach, with
quantum simulation based on ultracold atom setups of-
fering an ideal platform to unravel the generic features
of the model from specific properties pertaining to any
particular material.
In recent years, ultracold atoms trapped in optical
lattices have become a mature platform for investigat-
ing Hamiltonians relevant for condensed-matter physics
[12, 13]. Several laboratories have now reported quantum
simulations of the fermionic Hubbard model [14–22], in-
cluding the measurement of magnetic correlations with
single-site resolution; see, e.g. , Refs. [17–23]. An inter-
esting feature of these setups is their power to access the
real-time dynamics of strongly correlated systems, in ad-
dition to a plethora of methods to measure spectral [24–
26] and particle-correlation properties [27–29].
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In this article we propose a scheme to quantum simu-
late the t-J-α model, a variant of the t-J model includ-
ing terms describing the motion of spin-singlet pairs that
are expected to play a significant role away from half-
filling [30–32]. Our proposal is based on the principle
of Floquet engineering [33, 34]. Specifically, we study a
fermionic Hubbard model in a periodically shaken lat-
tice [35–38]. Floquet engineering has been used in recent
experiments to create artificial gauge fields for neutral
atoms [39–41], and to realize the Haldane model of a
topological insulator with both ultracold atoms [35] and
graphene sheets [42]. There are also theoretical propos-
als that use Floquet driving to control quantum magnets
[43], enhance superconducting fluctuations [32, 44] and
simulate a range of strongly correlated models, including
the t-J model [45, 46] and the XXZ model [47], among
other applications [34, 48]. Meanwhile, signatures of su-
perconductivity have been observed in a range of different
solid-state materials when periodically driven with an ul-
trafast laser pulse [49–51], which might also be explained
by Floquet-modified Hamiltonians [32].
Here, we demonstrate that tuning the driving parame-
ters of a Hubbard model (frequency, amplitude, direc-
tionality) provides control over all the parameters of
the t-J-α model. This opens the door to probing ex-
perimentally a range of hitherto unexplored regions of
parameter space of this model. More specifically, in
the usual t-J model as a limit of the repulsive Hub-
bard model, the superexchange interaction strength, J ,
is always much smaller than NN hopping strength, t,
and the strength of singlet pair hopping (irrelevant at
half-filling) cannot be tuned relative to J . The driv-
ing, however, allows us to enter unusual regimes where
J > t and the pair-hopping strength can be tuned,
which lead to exotic behaviors such as an anomalous
spin-charge separation regime due to the increased com-
petition between superconducting and magnetic correla-
tions [52]. In this work, we identify a driving regime
that results in complete blocking of single-particle prop-
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2agation accompanied with a directed coherent motion
of spin-singlet pairs. These findings are supported by
extensive numerical calculations—combining tensor net-
work and exact diagonalization methods for one- and
two-dimensional systems—exploring high-energy excita-
tions of a low-filling fermion lattice system. These pre-
dictions can be readily tested utilizing current cold-atom
quantum-simulation setups [21, 22, 36–38, 53, 54]
II. FLOQUET QUANTUM SIMULATOR FOR
THE t-J-α MODEL
In this section, we first show how the t-J-α model is
engineered by periodically driving a strongly repulsive
Hubbard model, then we present numerical results on
slow ramping of the driving amplitude, while keeping the
driving frequency constant, as a possible means to pre-
pare a ground state of an effective t-J-α model in this
Floquet quantum simulator.
A. Floquet engineering of the t-J-α Hamiltonian
The setup we consider is sketched in Fig. 1(a).
Fermionic atoms tunnel at a rate t between the NN sites
of a two-dimensional (2D) optical lattice, and have re-
pulsive on-site interactions U > 0. The system is driven
by shaking the lattice; this can be implemented, e.g.,
by interfering two orthogonal laser beams with their re-
flections off mirrors mounted on piezoelectric actuators
vibrating at a frequency Ω [35–38]; lattice shaking can
also be achieved by periodically modulating a superlat-
tice in each spatial direction using acousto-optical mod-
ulators [40, 55–58]. In the frame comoving with the lat-
tice, the dynamics of the atoms is governed by the driven
Hubbard Hamiltonian, Hˆ = HˆHub + Hˆdrive(τ), where
HˆHub = Hˆhop(t) + Hˆint(U)
= −t
∑
〈ij〉σ
(
cˆ†iσ cˆjσ + H.c.
)
+ U
∑
i
nˆi↑nˆi↓ (1)
describes a fermionic Hubbard model, and
Hˆdrive(τ) =
∑
i
(V · ri) nˆi sin (Ωτ) , (2)
shakes the lattice with driving amplitude vector V =
(Vx, Vy). Here cˆiσ is the fermionic annihilation operator
for a spin-σ fermion (σ =↑, ↓) on site i located at position
vector ri, nˆi,σ = cˆ
†
iσ cˆiσ and nˆi = nˆi↑ + nˆi↓ are the den-
sities at site i. Physically, Eq. (2) describes an in-phase
shaking of the whole lattice, in contrast with Ref. [32],
which considered driving out-of-phase and with different
amplitudes the two sublattices (even and odd sites) of a
1D lattice. (From now on, we set ~ = 1 and choose the
lattice constant a as our unit of length.)
  
FIG. 1. (a) Hubbard model, with hopping parameter t and
on-site repulsion U , on a driven lattice. Driving is achieved
through shaking of the square lattice at frequency Ω with am-
plitude vector V (see text). (b) When the driving frequency
satisfies t Ω, U , the dynamics of the low-energy sector can
be effectively described by the t-J-α model, Eq. (3), with an
effective single-particle hopping t˜, superexchange energy J˜ ,
and anisotropic hopping rates for spin-singlet pairs α˜λ in the
λ = {x,y,±} directions, with e± = (x±y)/
√
2. Blue shapes
represent lattice bonds occupied by nearest-neighbor singlet
pairs, while yellow shapes represent unoccupied bonds.
In the limit of strong interactions, U  t, the
low-energy dynamics of the static Hubbard Hamilto-
nian Eq. (1) are constrained to the manifold spanned by
states without double occupancy [2, 30]. One can then
introduce the t-J-α Hamiltonian,
HˆtJα = P0
{
Hˆhop(t) + Hˆex(J) + Hˆpair({αijk})
}
P0 (3)
as the effective Hamiltonian of the system [30–32]. Here
P0 =
∏
i(1 − nˆi↑nˆi↓) projects out states with nonzero
double occupancies; Hˆex(J) = −
∑
〈ij〉 Jbˆ
†
ij bˆij is the su-
perexchange contribution, by which NN opposite spins
switch their positions, and which results in a lower en-
ergy for a spin-singlet pair straddling NN sites i and j
[created by the operator bˆ†ij =
1√
2
(cˆ†i↑cˆ
†
j↓− cˆ†i↓cˆ†j↑)], by an
energy J with respect to a spin-triplet pair. Finally,
Hˆpair({αijk}) = −
i 6=k∑
〈ijk〉
αijk bˆ
†
ij bˆjk + H.c. , (4)
3FIG. 2. (a) Effective parameters of the 1D t-J-α model for Kx = K. Vertical dashed lines indicate the values K = Kf
used in panel (d). (b),(c) Singlet structure factor, P (q, τ), for (b) the driven Hubbard model and (c) the effective t-J-α
model, with U = 21t, Ω = 6t. The driving strength is smoothly ramped up to its final value, Kf = 2.2, according to
K(τ) = Kf [tanh(τ0/τramp) + tanh((τ − τ0)/τramp)]/[tanh(τ0/τramp) + 1]; in our simulations, we use τ0t = 15 and τrampt = 12.5
to set the offset time and the duration of the ramp, respectively. The system size is L = 32 sites, with eight “up” and eight
“down” fermions. (d) The q = 0 component of P (q, τ) for the driven Hubbard model (dotted lines oscillating at frequency Ω)
and for the t-J-α model (solid lines with symbols) for various final driving strengths Kf . The dashed lines indicate the values
of P (q = 0, τ) for the ground states of the target final t-J-α model.
describes processes by which a spin-singlet hops between
nearby lattice links (〈jk〉 → 〈ij〉), see Fig. 1(b); such
processes are sometimes referred to as density-dependent
hoppings in the literature [59].
We turn now to the periodically driven Hubbard
Hamiltonian, still in the strong-coupling limit, U/t 1.
When the driving frequency is high (Ω  t) and far
away from any resonance (|U + mΩ|  t ∀m ∈ Z), we
apply perturbation theory in the Floquet basis to find
that the dynamics of the system are described by an
effective Hamiltonian of the form of the t-J-α Hamilto-
nian Eq. (3), with driving-dependent parameters [32] (see
Appendix A for details on the derivation). For the case
of the square lattice in Fig. 1(a), the effective parame-
ters can become anisotropic. The effective single-particle
hopping rate along the η = {x, y} direction is
t˜η = tJ0(Kη) , (5)
where Kη = |Vη|/Ω, and Jm(K) is the mth-order Bessel
function of the first kind. The superexchange parame-
ter between NN sites separated along η = {x, y} reads
J˜η = 4t
2
∑
m J 2m(Kη)/(U + mΩ). Finally, the pair-
hopping Hamiltonian Eq. (4) becomes anisotropic as well,
with four different couplings, namely
α˜ijk =
{
α˜η = 2t
2
∑
m
Jm(Kη)J−m(Kη)
U+mΩ , ri − rk ∝ η
α˜± = 2t2
∑
m
Jm(Kx)J±m(Ky)
U+mΩ , ri − rk ∝ e±
.
(6)
Here e± = (x ± y)/
√
2. Equations. (5) and (6) indicate
that tuning the amplitudes and frequency of the lattice
driving provides control on the ratios between all param-
eters of the t-J-α model; this is illustrated in Fig. 2(a)
for a 1D model analyzed in Sec II B. In particular, we
are able to tune the pair-hopping rate α˜ to 0, obtaining
the standard t-J model, or alternatively reach the regime
J > t, which favours the formation of nearest-neighbor
singlets. We can also generate negative pair-hopping am-
plitudes, α˜(K & 1.2) < 0, which we expect will have an
impact on particle transport and spin-spin correlations,
by analogy to the effect of next-to-nearest-neighbor hop-
ping in moderately-doped Hubbard systems [11].
B. Adiabatic preparation of ground states of the
t-J-α model
We demonstrate the validity and tunability of the t-J-
α model, Eq. (3), as a description of the driven Hub-
bard model by comparing the result of evolving both
in real time. For simplicity, we consider the case of a
one-dimensional chain shaken along its length, L. The
effective parameters of the corresponding t-J-α model
are obtained from Eqs. (5) and (6). The effective tun-
neling t˜ = tJ0(K), the effective superexchange coupling
J˜ = 4t2
∑
m J 2m(K)/(U + mΩ), and the effective pair-
hopping rate α˜ = 2t2
∑
m Jm(K)J−m(K)/(U + mΩ),
with K = |V |/Ω. In the limit Ω  U , these expressions
reduce to J˜ ≈ J and α˜ ≈ JJ0(2K)/2.
For these numerical calculations, we employ tensor net-
work methods as implemented in the open source Ten-
sor Network Theory library [60]. To demonstrate near-
adiabatic transfer from the ground state of the under-
lying Hubbard model to the ground state of the effec-
tive t-J-α model, we first compute ground states of the
Hubbard model and the corresponding t-J-α model using
density-matrix renomalization group (DMRG) calcula-
4tions [61, 62]. Then, we evolve these states using the time
evolving block decimation (TEBD) algorithm [63] while
ramping up the driving strength as a function of time τ
according to a function that smoothly interpolates from
K = 0 to various final strengths K = Kf (see caption of
Fig. 2 for details). For the t-J-α model, we determine, at
each time step, the instantaneous effective parameters as
t˜(τ) = t˜[K(τ)], J˜(τ) = J˜ [K(τ)] and α˜(τ) = α˜[K(τ)], and
evolve the state with the corresponding time-dependent
t-J-α Hamiltonian.
To characterize the states of both simulations and
compare them, we compute a variety of correlations.
The most significant changes due to the driving oc-
cur in the singlet-singlet correlation function, Pj,k(τ) =
〈bˆ†j,j+1bˆk,k+1〉, and its discrete Fourier transform, the
singlet structure factor P (q, τ) = 1L
∑
j,k e
iq(j−k)Pj,k(τ),
where q is the dimensionless quasimomentum of the sin-
glets. P (q, τ) can be interpreted as the momentum dis-
tribution of singlets at time τ [32]; a narrow peak around
P (q = 0, τ) in the thermodynamic limit would signal off-
diagonal long-range order of the pairs, corresponding to
superconducting correlations [31].
We present in Fig. 2(b) the singlet structure factor
as a function of q and τ for the driven Hubbard model
with final driving strength Kf = 2.2, such that t˜ in the
associated t-J-α model is suppressed relative to J˜ and α˜
[cf. Fig. 2(a)]. We observe that the driving results in an
increase in the magnitude of the peak around q = 0 as
time advances. The evolution of the corresponding t-J-α
model [Fig. 2(c)] shows a very good agreement with these
findings. This is further illustrated in Fig. 2(d), where
we show the time-dependence of the height of the peak,
P (q = 0, τ), for calculations of both models for a broad
range of final driving strengths, Kf . We observe that the
Hubbard results oscillate rapidly, at a frequency Ω; the
values of the t-J-α simulations match them very well at
the stroboscopic times τ = k × 2pi/Ω (k = 0, 1, . . .), as
expected.
Additionally, we plot as dashed horizontal lines in
Fig. 2(d) the values of P (q = 0, τ) computed for the
ground states of the corresponding target t-J-α models,
i.e., those with t˜ = t˜(Kf ), J˜ = J˜(Kf ) and α˜ = α˜(Kf ).
We find that for moderate driving strengths Kf . 2.2,
a slow ramping of the driving strength results in a near-
complete loading of the system into the ground state of
the effective Hamiltonian. We note that for Kf & 2.25,
the ground state of the effective Hamiltonian at quar-
ter filling is phase separated [64]; as such, we cannot
reach this phase by driving. For Kf = 2.2, the proxim-
ity to phase separation underpins the slow convergence
of P (q = 0, τ) to the t-J-α ground state value. This also
results in significant deviations between the driven Hub-
bard model and t-J-α model results for Kf = 2.3. We
find completely analogous results for the spin structure
factor, which we present in Appendix B.
As a more stringent test of the quality of ground state
transfer, in Fig. 3, we examine the fidelity between the
FIG. 3. Fidelity between the time-evolved quantum state of
the t-J-α model relative and the ground state of the “target”
t-J-α model, Eq. (7), as a function of driving time. Note that
the lines for Kf = 0 and Kf = 1.176 overlap each other at
the top of the plot. Hubbard model and drive parameters are
the same as in Fig. 2.
time-evolved t-J-α state, and the target t-J-α state,
F (τ) = |〈Ψt˜J˜α˜|ψ(τ)〉|2 , (7)
where |ψtjα(τ)〉 is the state at time τ evolved from the
ground state of K = 0, and |Ψt˜J˜α˜〉 is the “target state”,
i.e., the ground state of the t-J-α model with effective
parameters t˜, J˜ and α˜ for the final driving strength, Kf ,
according to Eqs. (5)-(6). For driving strengths up to
Kf = 2.1, we get fidelities F ≥ 97%. The fidelity for
Kf = 2.2 is reduced due to the proximity to phase sepa-
ration. The ground state for Kf = 2.3 is already phase
separated, which explains the vanishing overlap, as ex-
plained above. We discuss in Appendix C an alternative
assessment of the adiabaticity of this loading procedure,
based on reversing the evolution of K(τ) as in Ref. [37].
We remark that, given the many-body character of the
system, we expect the fidelity to go down quickly with
system size. In such cases, the adiabaticity of the loading
process may be more readily analysed through higher-
order observables like the singlet structure in Fig. 2, or
the spin structure factor in Fig. 9 in Appendix B.
We note that, in choosing the functional form of the
driving ramp, K(τ), we have made no particular effort
to optimise the adiabatic transfer of population to the
target state, and it is likely that much more effective
schemes can be found. For example, looking at Fig. 2(a),
the effective parameters increase slowly up to K ≈ 1,
and quicker later on. It may, therefore, be desirable to
increase the driving strength more quickly up to K(τ) ≈
1, and more slowly later, if one aims to create with high
fidelity the ground state of the driven system.
In summary, in this section we have demonstrated the
ability (i) to engineer the t-J-α model by driving a Hub-
5bard system, (ii) to control the parameters of the t-J-α
model, and (iii) to adiabatically prepare an initial state
of this model for effective parameters {t˜, J˜ , α˜} corre-
sponding to any K . 2.2 by starting from the ground
state of the undriven Hubbard model. Due to com-
putational constraints, our simulations on (iii) have fo-
cused on a 1D system; experimental observations support
that quasi-adiabatic loading from the static to a driven
Hubbard model can be realised in 2D lattices in similar
timescales [37].
III. CONTROLLED SINGLET HOPPING ON A
SQUARE LATTICE
We consider now the driven 2D system, and demon-
strate that control over magnetic correlations can be
achieved by tuning the anisotropy of the effective pa-
rameters (t˜, J˜ , α˜). To this end, we build on our demon-
strated capacity to engineer the t-J-α model and control
its parameters (Sec. II), and consider initial states with
either one or two singlet pairs in the driven lattice. Con-
trary to the ground states considered in Sec. II B, these
initial states are highly non-equilibrium configurations:
the single-particle hopping term quickly delocalizes the
fermions (smearing the singlet) and also causes the ap-
pearance of some double occupations (“doublons”). We
will now show that a suitable choice of lattice driving
prevents the delocalization of the fermions, and leads
instead to a controlled, directed hopping of the bound
singlet pair.
In practice, this prediction could be tested in a three-
step process: first fill the lattice with singlet pairs as
demonstrated in Ref. [37]; second, selectively remove
the undesired pairs using existing single-atom-resolution
techniques on ultracold quantum gases [65]; finally,
switch on the lattice driving and monitor the system dy-
namics, e.g., via measuring the total number of singlets
and doublons [35–38] or observing with single-site and
single-spin resolution [66–68].
For concreteness, we focus first on driving of the square
lattice with amplitudes Kx = −Ky = K, i.e. V ∝ e−.
This choice of driving parameters leads to a particular
anisotropy of the pair-hopping amplitudes that we ex-
ploit to control the hopping of singlets on the lattice;
the generality of our findings is supported by analogous
results for the brickwall lattice [35, 37, 38] summarised
in Sec. IV. Additionally, in Appendix C we show that
this driving does not lead to substantial heating; in par-
ticular, the system does not suffer from Floquet heating
to ‘infinite’ temperature [69–73] in the timescales under
consideration.
According to Eqs. (5) and (6), the choice V ∝ e−
implies that single-particle hopping along the x and y di-
rections is suppressed equally, with t˜ = tJ0(K) in both
directions, and the superexchange parameter J˜ is equal
across all NN bonds. In contrast, the singlet hopping
rates are non-zero and anisotropic: α˜x = α˜y = α˜− while
α˜+ > |α˜−|, so singlets are expected to spread faster
along the e+ direction, i.e., perpendicular to the driv-
ing. [For instance, in the limit U  Ω it is easy to check
that α˜− ≈ J˜J0(2K)/2 and α˜+ ≈ J˜/2 ≈ α˜−/J0(2K) >
|α˜−|.] Tuning the driving strength such that J0(K) = 0
(K ≈ 2.4048) gives a particularly interesting scenario: all
single-particle hopping processes are now strongly sup-
pressed by the fast driving, whereas singlets can still
move.
A. One singlet pair
We initialize the one-singlet simulations with the pair
in the center of the lattice [see Fig. 4(a),(d)] and set the
driving strength to K ≈ 2.4048, at which value the sin-
gle particle hopping is strongly suppressed (t˜ = 0). Slight
deviation from this value does not change the following
results much providing |α˜−|  |t˜|. We then calculate
the time evolution with the driven Hubbard model by ex-
act diagonalization. We show snapshots corresponding to
time τ ≈ 21/t of the singlet pair density in Fig. 4(b), and
of the single-particle density in Fig. 4(e). We observe that
the density of singlets has spread out along the e+ direc-
tion to the limits of the (finite) lattice, while spreading in
other directions is much smaller. The single-particle den-
sity perfectly mirrors this behavior, which indicates there
is no dynamics of the atoms beyond that contained in the
singlet dynamics. In other words, the singlet remains
bound throughout the evolution. In contrast to this, if
the lattice is driven along the x axis (Kx = K, Ky = 0),
the single-particle density expands along y much faster
than the singlet density [Figs. 4(c) and (f)], in accordance
with the prediction that t˜ = t for hoppings along y; still,
propagation along x is heavily suppressed.
To quantitatively compare the expansion dynamics
along the two diagonals for both the driven Hubbard and
t-J-α model, we calculate the spatial extent of the singlet
pair along the two diagonals,
D± =
√∑
〈ij〉
〈b†ijbij〉|(rij − r0) · e±|2/
∑
〈ij〉
〈b†ijbij〉, (8)
where rij is the position vector of the center of the bond
between sites i and j and r0 the initial location of the sin-
glet. (We similarly define the spatial extents for triplets.)
The results for driving along e− (Fig. 5) show two dis-
tinct expansion velocities, with the expansion in the e+
direction about three times faster than in e−. In con-
trast, if we initialize the atom pair in a spin-triplet state,
no expansion is observed. This agrees with the predic-
tions from the t-J-α model, as the triplet can only prop-
agate via the single-particle hopping term, which is sup-
pressed. These results demonstrate that tuning the driv-
ing direction and strength provides control on the speed
and direction of propagation of real-space fermion pairs
and their magnetic correlations.
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FIG. 4. Real space density distribution of (top row) NN singlet pairs and (bottom) particles for the driven Hubbard Hamiltonian.
(a),(d) Initial state with one singlet pair at the lattice center. (b),(e) Densities after evolving for a time τt ≈ 21 the Hubbard
Hamiltonian (U = 50t) driven at a frequency Ω = 14t, with V ∝ e− and K ≈ 2.4048 such that all single-particle hopping is
very strongly suppressed. (c),(f) Densities after evolving for a short time τt ≈ 0.7 with the driving along x-direction. While
single-particle hopping in the x direction is strongly suppressed as in (b) and (e), hopping in the y direction occurs at the
undriven rate t. Note that the total number of singlet pairs drops very fast when V ∝ x; representative numbers of singlet
pairs for driving along e− and x at various times are: [N
e−
pairs(τ), N
x
pairs(τ)] = [1, 1] at τ = 0, [0.98, 0.29] at τt ' 0.7, and [0.93,
0.26] at τt ' 21. Note the logarithmic scale in the color coding, which is the same on all panels.
B. Two singlet pairs
We next consider a minimal case where we expect ef-
fects due to the interplay of pair-density and magnetic
correlations to play a role. To this end, we initialize
the system with two singlet pairs located on neighboring
bonds, arranged next to each other along either diagonal
as shown in the insets of Fig.6.
For both configurations, we place the pairs as close to
each other as possible. We remark that this results in a
nonzero density (1/4) of singlets on the bond linking the
pairs; this is due to the noncommutativity of the NN sin-
glet operators on neighboring bonds. Then, we calculate
the dynamics of the system by exact diagonalization as
in Sec. III A.
Let us comment briefly on the implications of the non-
commutativity of NN singlets for lattices in dimensions
higher than one. First, we note that two singlet pairs can-
not share a lattice site due to the constraint that double
occupancy is forbidden by the large U . Thus their clos-
est approach will be when they are separated by a single
“linking” lattice bond. In this situation, one quarter of a
singlet is “created” on the middle bond joining the two
singlet pairs. If one of the two original pairs hops away,
this quarter of a singlet is destroyed and we still have
the same number of NN singlet pairs. However, the sin-
glet probability amplitude in the ‘linking’ bond can hop
away just like any singlet pair; if that happens, the two
original singlet pairs are lost. Therefore, when there are
multiple pairs of singlets, the total number of pairs is not
conserved in lattice dimensions higher than one even if
the single-particle hopping is fully suppressed. This pro-
cess is forbidden in 1D chains because there is no place
for the central pair to hop away. The picture gets pro-
gressively more involved as more pairs are added to the
system. Close to half-filling, due in part to the scarcity
of free bonds, neither a description in terms of single
particles nor in terms of singlet pairs is sufficient even if
the single-particle hopping is fully suppressed; we explore
that situation in [52].
We compare in Fig. 6 the evolution as a function of
time of D±, Eq. (8), for the two initial states sketched in
the insets, with the two pairs along e±, respectively. We
see that when the pairs are arranged along the driving di-
rection [Fig. 6(a)], the spreading along the e+ direction,
D+, is essentially unaffected as if the pairs are indepen-
dent (cf. Fig. 5). In contrast, the spreading along the
e− direction is significantly slower and far from ballistic
compared with one-pair dynamics due to interference be-
tween the two singlets. Similarly, when the pairs are ar-
ranged perpendicular to the driving direction [Fig. 6(b)],
the spreading along the e− direction differs little from
7FIG. 5. Spatial extents of the singlet and triplet density dis-
tribution along the two diagonals vs. driving time. The sym-
bols are stroboscopic values from the driven Hubbard model
whereas the lines are predictions using the t-J-α model. The
inset represents the initial state, which is one singlet or triplet
pair (blue ellipse) localized in the center of the square lattice,
see Fig. 4(a). The parameters are the same as those used in
Fig. 4. The t-J-α model captures very well the anisotropy
of the expansion dynamics of the singlet pair in the driven
Hubbard model, and correctly predicts that the triplet pair
does not expand.
the one-pair dynamics but the spreading along the e+
direction is significantly suppressed until the pairs have
moved apart (τt & 10).
IV. CONTROLLED SINGLET HOPPING IN
THE BRICKWALL LATTICE
In this section we demonstrate that our scheme for
quantum simulation of the t-J-α model also applies to the
brickwall lattice [35–38], for which Floquet heating from
higher Bloch bands is significantly reduced [38] providing
extended experimental run times. We sketch the struc-
ture of the brickwall lattice in Fig. 7: it can be seen as
a flat-sided version of the honeycomb lattice, or a square
lattice where every other horizontal bond has been re-
moved. The fact that half of the horizontal bonds are
missing means that the singlet pair-hopping processes of
the t-J-α model along the x direction are no longer possi-
ble (i.e., αx ≡ 0) and that there are neither single-particle
nor superexchange processes on those missing bonds; all
other coupling amplitudes take on the same values as on
a square lattice.
We present in Figs. 7 and 8 the results of our sim-
ulations in the brickwall lattice for one and two pairs
respectively, using analogous initial configurations and
parameters as in Sec. III. We find the behavior to be
qualitatively the same as that in a square lattice; in par-
ticular, the t-J-α model still provides an effective de-
scription of the driven Hubbard model dynamics. Figure
7 shows the results for a single pair located initially at
(a)
(b)
FIG. 6. Spatial extents of two singlet pairs in the square lat-
tice plotted against driving time. The initial state is sketched
as an inset in each panel. Predictions using the t-J-α model
(solid and dashed-dotted lines) agree with stroboscopic values
from the driven Hubbard model (triangles and circles). The
insets illustrate the initial arrangements of the singlet pairs.
Driving is along e− in all cases.
the center of the brickwall lattice. We observe that the
spreading along the e+ direction is practically the same
as that for a single singlet pair on the square lattice; see
Fig. 5. However, the spreading along the e− direction is
slightly slower, which can be attributed to the absence of
the αx terms in the brickwall lattice.
The dynamics for initial states containing two pairs
is shown in Fig. 8. Again the results are very similar to
those for the square lattice, cf. Fig. 6, the main difference
being a slightly slower spreading in the direction of the
driving, e−, for the case of two pairs initially aligned
along e+.
V. SUMMARY
In summary, we have presented a protocol to realize
quantum simulations of the paradigmatic t-J-α model in
a cold-atom setup, based on periodic driving of an opti-
cal lattice trapping a strongly-interacting fermionic gas.
We demonstrated analytically, and corroborated with nu-
8FIG. 7. Spatial extents of the singlet (triplet) density dis-
tribution along the two diagonals vs. driving time, for a sin-
gle pair localized in the center of the brickwall lattice, as
sketched in the inset. The symbols stand for stroboscopic
values from the driven Hubbard model whereas the lines are
predictions using the t-J-α model. The parameters are the
same as those in Fig. 4. The t-J-α model still captures very
well the anisotropy of the expansion dynamics of the pair (sin-
glet or triplet) in the driven Hubbard model. The dynamics
deviates little from what happens in a square lattice cf. Fig. 5.
merical simulations, that the direction and strength of
the lattice driving provide access to control separately
the single-particle and atom-pair(s) dynamics. In par-
ticular, we showed that one can reach a regime where
only singlet pairs can propagate through the lattice, while
single-particle hopping is completely suppressed. These
results point to the possibility of accessing in a controlled
manner regimes where density (or charge) and spin cor-
relations compete in new ways, which can lead to novel
exotic phenomena; cf. [52]. More generally, our findings
illustrate the potential of out-of-equilibrium studies to
provide new insights into the interplay between the den-
sity and spin degrees of freedom in paradigmatic models
of condensed-matter physics.
Our predictions can be readily tested in cold-atom ex-
periments, where magnetic correlations of fermionic Hub-
bard systems have been measured through merging pairs
of nearby sites [14, 74] and by Bragg scattering [15],
and with single-site resolution utilizing the quantum-gas-
microscope technique [17–22]. We thus expect our results
will trigger new experiments harnessing the exquisite de-
gree of spatial and temporal control achieved with state-
of-the-art cold-atom experiments to provide a new win-
dow based on out-of-equilibrium studies to explore the
nature of strongly-correlated fermionic systems.
(a)
(b)
FIG. 8. Spatial extents of two NN singlet pairs arranged along
the two diagonals (sketched in the insets) against driving time
for the brickwall lattice. Predictions using the t-J-α model
(lines) agree with stroboscopic values from the driven Hub-
bard model (triangles and circles). The insets illustrate the
initial positions of the singlet pairs.
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9Appendix A: Derivation of the effective t-J-α
Hamiltonian using Floquet basis and perturbation
theory
In this section we outline how to derive the effective
Hamiltonian Eq. (3) governing the stroboscopic dynamics
of the driven Hubbard system using Floquet theory [33,
76, 77]. For simplicity, we restrict the discussion here
to the one-dimensional geometry, although the method
generalizes straightforwardly to higher dimensions.
The periodic driving term in (2) breaks the continuous
time-translation symmetry of the Hamiltonian to a dis-
crete translation symmetry, meaning that energy is only
conserved up to integer multiples of Ω. Floquet’s theo-
rem states that due to the time periodicity of Hˆ, there
exists a complete set of solutions to the time-dependent
Schro¨dinger equation,
|Ψa(τ)〉 = e−iaτ |φa(τ)〉 , (A1)
such that any state can be decomposed as a superposition
of these solutions
|Ψ(τ)〉 =
∑
a
cae
−iaτ |φa(τ)〉. (A2)
Here |φa(τ)〉 = |φa(τ + T )〉 are time-periodic Floquet
states which are solutions to the eigenvalue equation
(Hˆ − i∂τ )|φa(τ)〉 = a|φa(τ)〉, (A3)
with a termed quasienergies. The quasienergy operator,
HQ = (Hˆ − i∂τ ) acts on the combined Floquet-Hilbert
space H ⊗ T , where H is the original Hilbert space and
T is the space of square-integrable T -periodic functions.
The scalar product in this extended space is given by
〈〈χ|ξ〉〉 = 1
T
T∫
0
dτ〈χ(τ)|ξ(τ)〉, (A4)
where |ξ〉〉 denotes a vector in H ⊗ T , and |ξ(τ)〉 a T -
periodic vector in H. Notice that by extending the
Hilbert space, we go from time-dependent matrix ele-
ments to time-independent ones. By choosing an appro-
priate time-periodic unitary transformation Rˆ(τ), it is
possible to bring HˆQ into block-diagonal form, with the
diagonal blocks identical up to an energy shift mΩ [34].
The diagonal block, which acts only on H, governs the
stroboscopic dynamics of the system.
The choice of Floquet basis
|a,m〉 = |a〉e−imΩτ (A5)
conveniently structures H ⊗ T into subspaces of states
that contain m quanta of energy Ω from the driving.
When far from resonance, blocks of different m are only
weakly admixed by HˆQ, so that the subspace adiabat-
ically connected to the undriven Hubbard model is the
one with m = 0. Assuming the condition t Ω, U is sat-
isfied, we perturbatively block-diagonalise HˆQ to obtain
the effective time-independent Hamiltonian.
We begin by transforming the Hamiltonian into the
rotating frame with respect to the driving field. This
has the effect of eliminating the explicit driving term
[Eq. (2) in the main text] and imprinting it as an oscillat-
ing complex phase on the hopping term, thus bounding
the terms in Hˆ(τ) which couple different “photon” sec-
tors by t  U,Ω. Specifically, we transform the Hamil-
tonian as
HˆR = i(∂τ Rˆ)Rˆ
† + RˆHˆRˆ† (A6)
where Rˆ(τ) = exp
(
−iK cos(Ωτ)∑j jnˆj) . Applying this
transformation to the one-dimensional driven Hubbard
model, Hˆ = HˆHub + Hˆdrive(τ), we obtain
HˆR(τ) = U
∑
j
nˆj,↑nˆj,↓−t
∑
j,σ
(
eiK cos(Ωτ)cˆ†j,σ cˆj+1,σ + h.c.
)
.
The quasienergy operator in this basis is then
HˆQ =
[
HˆR(τ)− i∂τ
]
. (A7)
We then introduce the Floquet basis
|a, nd,m〉 = |a, nd〉 e−im(Ωτ+pi2 ). (A8)
Here m is the integer “photon number”, −∞ < m <∞,
labeling the number of excitations from the periodic driv-
ing field; nd is the number of doubly occupied sites in the
state. The remaining label a denotes an arbitrary choice
of basis states consistent with the labels nd and m. When
we expand HˆQ in the basis in Eq. (A8), we obtain
HˆQ =
∑
m,m′
Hˆm,m′ ⊗ |m〉 〈m′| , (A9)
where
Hˆm,m′ = −t
∑
j,σ
(
Jm′−m(K)cˆ†j,σ cˆj+1,σ
+ Jm−m′(K)cˆ†j+1,σ cˆj,σ
)
+ (HˆU +mΩ)δm,m′
= −tTˆm,m′ + (HˆU +mΩ)δm,m′ (A10)
are blocks which act solely on H, while |m〉 〈m′| acts only
on T . We note that when t = 0, the quasienergy opera-
tor is trivially diagonalized by states which have a well-
defined nd, and m. We now examine the effect of adding
a finite t U,Ω as a perturbation. In general, the effec-
tive Hamiltonian within a degenerate manifold of states
of a Hamiltonian Hˆ(0) split by a perturbing Hamiltonian
λHˆ(1) is
Hˆeff = EnPn + λPnHˆ(1)Pn + λ2
∑
m 6=n
PnHˆ(1)PmHˆ(1)Pn
En − Em .
(A11)
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Here En is the unperturbed energy of the nth degen-
erate manifold, which in the case of the driven Hubbard
model is End,m = ndU + mΩ. The corresponding pro-
jector onto the nth degenerate manifold is Pn. Then,
making the identification
λHˆ(1) = −t
∑
m,m′
Tˆm,m′ ⊗ |m〉 〈m′| , (A12)
and plugging into Eq. (A11), one obtains that the effec-
tive Hamiltonian is given by
Heff = −tP0Tˆ0,0P0 − t2
∑
nd>0
∑
m
P0Tˆ0,mPnd Tˆm,0P0
ndU +mΩ
,
which simplifies to the t-J-α Hamiltonian given in Eq. (3)
in the main text.
We note that this breaks down when close to resonance
U ≈ mΩ, as we no longer satisfy the condition t |U +
mΩ| for some choices of m, and states of different photon
numbers become strongly admixed.
Appendix B: Further calculations on the validity of
the driven Hubbard model as a simulator of the
t-J-α model
A key ingredient in quantum simulation is to accu-
rately prepare target many-body states. In this work, we
aim to simulate the t-J-α model with controllable values
of the parameters t, J and α by means of a driven Hub-
bard model. In Sec. II B we have considered in particular
the generation of ground states of the t-J-α model. This
can be achieved by meeting two criteria. First, states of
the driven Hubbard model must be an accurate match for
states of the time-dependent t-J-α model. Secondly, we
must be able to adiabatically transfer these effective t-J-
α states from the initial undriven regime, to the regime of
interest. Figure 3 illustrated our ability to meet the sec-
ond criterion; here we provide further numerical evidence
corroborating that our scheme meets the first.
In Sec. II B, we numerically demonstrated that the
singlet pairing properties of the one dimensional t-J-α
model with time-varying parameters are accurately re-
produced by the driven Hubbard model, see in particu-
lar the data for the singlet structure factor, P (q, τ), in
Figs. 2(b)-2(d). Here we provide additional results on
the spin structure factor,
S(q, τ) =
1
L
∑
j,k
eiq(j−k)Szj,k(τ), (B1)
where Szj,k(τ) = 〈ψ(τ)|sˆzj sˆzk|ψ(τ)〉, with |ψ(τ)〉 the state
of the system at time τ . We compare S(q, τ) in Figs. 9(a)
and (b) for (a) the driven Hubbard and (b) the effective
t-J-α model. We see both observables are very close to
each other. Similarly, we show in Fig. 9(c) the value at
q = pi/2 as a function of time. We see that for all driving
strengths considered, the time-dependent t-J-α model is
FIG. 9. Spin structure factor, S(q, t), for the same simulation
parameters as in Fig. 2, for (a) the driven Hubbard model and
(b) the effective t-J-α model. (c) The q = pi/2 component of
S(q, τ) for the driven Hubbard model (dotted lines oscillating
at frequency Ω) and for the t-J-α model (solid lines with
symbols) for various final driving strengths Kf . The dashed
lines indicate the values of S(q = pi/2, τ) for the ground states
of the t-J-α model with the effective parameters t˜, J˜ and α˜
corresponding to K = Kf .
matched by the stroboscopic value of the driven Hubbard
model extremely closely. These results corroborate that
the driven Hubbard model is a valid simulator of the t-J-
α model, and it is possible to generate the ground state of
the latter for a broad range of parameters with a simple,
smooth ramp of the driving strength.
Appendix C: Heating in strongly-driven Hubbard
systems
In this appendix we discuss heating present in the pe-
riodically driven Hubbard systems studied in the main
text. We note, however, that as we are considering
a single-band Hubbard model no excitations to higher
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Bloch bands are included.
1. Driven 1D Hubbard model
We have discussed in Sec. II B and Appendix B sev-
eral observables indicating that it is possible to load the
Hubbard system into the ground state of the effective t-
J-α model for arbitrary K ≤ 2.1 with fidelity ≥ 97%; see
Fig. 3.
As an alternative test of the quality of ground-state
transfer, we perform further time-evolution simulations
of the same driven Hubbard system, starting again from
the ground state of the undriven Hubbard model. Specif-
ically, inspired by Ref. [37], we compute the fidelity of the
time-evolved state with respect to the initial state,
F0(τ) = | 〈ψ(τ = 0)|ψ(τ)〉 |2 . (C1)
This fidelity allows one to estimate how much the system
has been excited away of its ground state, both due to
Floquet heating and the finite ramping time, as a func-
tion of driving time. In these calculations, we consider a
process where the driving amplitude is smoothly ramped
up to the peak value, Kf , before it is ramped down in
the same way to zero. Specifically, we use this protocol
for the driving ramp:
K(τ) = Kf
[
tanh
(
τ0
τramp
)
+ tanh
(
τ − τ0
τramp
)
− tanh
(
τ − τend + τ0
τramp
)
− tanh
(
τend − τ0
τramp
)]
×
×
[
tanh
(
τ0
τramp
)
+ 2 tanh
(
τend − 2τ0
2τramp
)
− tanh
(
τend − τ0
τramp
)]−1
, (C2)
For Kf 6= 0, we expect the fidelity F0 to decrease with
time until τ = τend/2, when the maximum value K = Kf
is reached, with larger drops the larger Kf . However, for
a completely adiabatic process, we expect F0(τend) = 1.
The results of our calculations are shown in Fig. 10.
We observe that, for peak driving strength Kf . 2, the
final fidelity is F0 ≥ 98%. For Kf = 2.1, F0 is still
> 90% at the end of the protocol; we note the slight
asymmetry with respect to τ = τend/2. For Kf = 2.2,
we obtain F0 ≈ 75% at the end of the protocol and the
curve is strongly asymmetric, with the minimum fidelity
occurring during the ramp-down; this suggests the sys-
tem displays considerable non-adiabatic dynamics for the
choice of driving parameters {t0, tramp, tend}. This be-
havior could be improved considering longer ramp-up and
-down times, τramp, a longer protocol duration, tend, or
more elaborate time dependences K(τ), as discussed in
Sec. II B. Finally, the occurrence of phase separation for
=t
0 40 80
F 0
(=
)
0.6
0.7
0.8
0.9
1
Kf =1.176
Kf =2
Kf =2.1
Kf =2.2
Kf =2.3
FIG. 10. Fidelity of the quantum state of the driven Hubbard
model relative to the initial ground state, Eq. (C1), as the
driving amplitude is ramped up to the value Kf , and then
ramped down to zero according to Eq. (C2), with τendt = 80.
Other driving and Hubbard model parameters are the same
as in Fig. 2.
FIG. 11. Observables to monitor heating in the driven Hub-
bard system: (top) energy, (middle) number of doublons, and
(bottom) number of singlet pairs. We use the same parame-
ters as in Fig. 4 and Fig. 6(a) for the calculations with one
(blue solid lines) and two (red dashed) initial singlet pairs,
respectively.
K = 2.3 is reflected by the evolved state failing to return
to the initial ground state (its final fidelity is ≈ 23%).
(We have checked that in all cases the truncation errors
are smaller than the infidelities.)
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2. Driven 2D Hubbard model
In this subsection, we discuss heating in the 2D driven
Hubbard systems studied in Sec. III. Specifically, we show
that, on the timescales we consider, the driven Hubbard
system does not suffer from “Floquet heating” to infi-
nite temperature, a generic feature of driven many-body
quantum systems, except for integrable or many-body-
localized systems [69–73, 78–82].
We show in Fig. 11 the evolution with time of the
energy, total number of doublons, and total singlet-pair
densities for the driven Hubbard model, under the same
conditions as in Sec. III, namely, evolving an initial state
with either one or two singlet pairs near the center of the
lattice. Notice that we evolve the states for twice as long
as we presented in Sec. III.
As we can see in the top panel, the energy of the
system starts from 0t at τ = 0, and after a transient
and sharp increase to ≈ 1t, it drops and stabilizes to a
value 〈H〉 ≤ 0.5t for a long time 10 . τt . 50, show-
ing that the system has stopped absorbing energy from
the drive. This matches the typical way an interact-
ing, periodically driven system heats up, with the period
10 . τt . 50, roughly corresponding to the prethermal-
ization plateau [73, 79].
In the middle panel, we see that the total number of
doublons follows a similar evolution, and stabilizes at a
level well below the expected numbers of doublons for
the infinite-temperature, completely order-less states (≈
0.033, 0.069 for an initial state with one and two singlets,
respectively). This smooth evolution and stabilization in
the number of doublons is similar to that reported for a
resonantly driven Hubbard model in Ref. [72] The fact
that the number of doublons remains much smaller than
one supports the validity of the description with the t-J-
α model, which neglects double occupations.
Finally, the bottom panel of Fig. 11 further supports
that the quantum states of the driven Hubbard system
is not disordered, as the number of singlet pairs remains
close to the initial one for the whole evolution considered.
These results indicate that Floquet heating has not
caused the systems to go to the infinite temperature
states and underpins the good agreements with the ef-
fective t-J-α model which we have shown in the main
text.
To close, it is worth noting that these results de-
pend sensitively on the phase of the drive. Indeed,
we do observe a larger amount of energy absorbed, a
larger number of doublons created, and a larger frac-
tion of singlets destroyed, if we consider a drive Hdrive ∝
cos(Ωτ), that has maximum strength at τ = 0, instead
of Hdrive ∝ sin(Ωτ) [Eq. (2)], which turns on the driving
more smoothly.
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