Introduction
The conventional approach to obtain the dynamic model, i.e., equations of motion, of a mechanical system, consisting of rigid bodies coupled by kinematic pairs or joints, is to use either Newton-Euler (NE) or Euler-Lagrange (EL) equations. While the NE equations are obtained from the free-body diagrams, the EL equations resulted from the kinetic and potential energy of the system. The former is not suitable for motion simulation, as it finds the internal forces and torques that do not affect the motion of the system. Alternatively, EL equations give independent set of equations that are good for motion simulation, however, require complex calculations for the partial derivatives. With the advent of digital computation, a series of new methods in the study of dynamic modeling of mechanical systems have been developed. Huston and Passerello (1974) introduced the first computeroriented method to reduce the dimension of the unconstrained dynamical equations, namely, Newton-Euler equations of motion, by eliminating the constraint forces. What was basically used to reduce the dimension is an orthogonal complement of the velocity constraints of the mechanical system under study. An orthogonal complement is defined as the matrix whose columns span the null-space of the matrix of the velocity constraints, and, hence, the premultiplication of the transpose of it with the unconstrained dynamic equations of motion vanishes the constrained moments and forces. The said orthogonal complement is not unique. In some approaches, an orthogonal complement is found using numerical schemes which are of an intensive nature, requiring, for example, singular-value decomposition or eigenvalue computations (WePresently (May 1999 -Jan. 2000 at the Institute B of Mechanics, University of Stuttgart, Stuttgart, Germany as a Humbold Fellow.
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Manuscript received by the ASME Applied Mechanics Division, July 14, 1998; final revision, June 17, 1999. Associate Technical Editor: N. C. Perkins. hage and Haug, 1982; Kamman and Huston, 1984) . In Angeles and Lee (1988), Angeles and Ma (1988) , and Saha and Angeles (1991) , however, the complement is obtained naturally from the velocity constraint expressions without any complex computation. Therefore, the complement is called natural orthogonal complement (NOC) . The NOC is the matrix that relates the angular and linear velocities of the rigid bodies in the system to the associated joint rates, as in Eq. (16).
The purpose of deriving a dynamic model here is to obtain inverse and forward dynamics algorithms required in control and simulation of the mechanical systems under study, respectively. While almost all proposed inverse dynamics algorithms for serialchain mechanical systems, as shown in Fig. 1 , are recursive of order n, O(n)--n being the degrees-of-freedom of the system at hand--complexity, e.g., Hollerbach (1980) , Luh, Walker and Paul (1980) , Kane and Levinson (1983) , Angeles et al. (1989) , Sciavicco and Siciliano (1996) , most of the traditional forward dynamics algorithms are of O(n 3) (Walker and Orin, 1982; Kane and Levinson, 1983; Angeles and Ma, 1988) . Note here that in inverse dynamics the explicit derivation of the equations of motion in terms of the generalized coordinates is not required, e.g., in Sciavicco and Siciliano (1996) , where the joint torques are calculated from the trajectory of the end-effector. Alternatively, explicit expressions for the matrices, particularly, the generalized inertia matrix associated with the equations of motion must be evaluated for forward dynamics, e.g., in Angeles and Ma (1988) and others, in which the joint accelerations are solved from the equations of motion. Conventionally, a numerical approach is taken to solve for the joint accelerations. For example, in Angeles and Ma (1988) , (i) first, the elements of the inertia matrix are evaluated; (ii) then, the numerical decomposition of the matrix, namely, the Cholesky decomposition (Stewart, 1973) , is performed; and (iii) finally, the joint accelerations are solved by backward and forward substitutions. Since the complexity of the Cholesky decomposition is of order n 3, the forward dynamics algorithm also requires O(n 3) computations. There is, however, an alternative approach to obtain a forward dynamics algorithm recursively, whose computational complexity is in the order n, i.e., O(n), e.g., Armstrong (1979) ,
2 ~~ composite body i Fig. 1 An n-body serial manipulator Featherstone (1983) , Rodriguez (1987) , Schiehlen (1991) , Rodriguez and Kreutz-Delgado (1992) , and Saha (1997) . There is also a parallel O(log N) algorithm proposed in Fijany et al. (1995) which requires a special computer hardware, namely, a parallel architecture. Because of the special hardware requirement the parallel algorithms will not be discussed further. The algorithm by Armstrong (1979) was the first of its kind where the recursive solution to the equations of motion of an n-link manipulator mounted on a spacecraft is obtained. Featherstone (1983) has introduced the concept of articulated body inertia (ABI) which has been efficiently evaluated by McMillan and Orin (1995) . The ABI is derived by extending the expressions for the equations of motion of a single body to a system of coupled bodies. Rodriguez (1987) , on the other hand, presented a novel robot inverse and forward dynamics algorithms based on Kalman filtering and smoothing technique arising in the state estimation theory. The methodology has been used to solve several other dynamics problems as well, namely, by Rodriguez, Jain, and Kreutz-Delgado ( 1991 ) , and Jain and Rodriguez (1995) . Schiehlen (1991 ) and Saha (1997) , however, have independently used the linear algebra approach to arrive at a recursive forward dynamics algorithm. It is interesting to note that, compared to the O(n 3) schemes, e.g., Angeles and Ma (1988) , computational complexity of all the O(n) schemes, wherever known, are efficient when n ~ 12, as is evident from Table 2 . The ©(n) algorithms, however, calculate the joint accelerations that are smooth functions of time (Ascher et al., 1997) . As a result, numerical integration is faster and, hence, the total time in simulation may be less while comparing with the O(n 3) scheme. Besides, O(n) algorithms provide physical interpretations of the parameters they calculate and the intermediate steps they follow. Thus, the recursive forward dynamics is becoming more and more popular.
In this paper, the NOC (Angeles and Lee, 1988 ) is taken one step further to uniformly develop a set of independent dynamic equations of motion from which both recursive inverse and forward dynamics algorithms can be written. Here, the NOC is expressed as a product of two matrices, one is a block triangular and the other one is a block diagonal. Hence, the term decoupled added to it. Unlike the NOC, its modified form, i.e., the DeNOC, allows one to write expressions of the elements of the matrices and vectors associated with the dynamic equations of motion in analytical, recursive form, as shown in Section 4. These characteristics were not so obvious with the earlier form of the NOC, e.g., in Saha and Angles (1991) . Moreover, many of the physical interpretations obtained in this paper have corresponding interpretations in Featherstone (1983) , Rodriguez (1987) , Rodriguez and Kreutz-Delgado (1992) , and others, as indicated after Eqs. (14), (17), and (50). The present approach provides an alternate approach to the development of a recursive forward dynamics algorithm, compared to others, e.g., Rodriguez (1987) . The present approach is built upon basic mechanics and linear algebra theory. Hence, it is easy to comprehend, even by a fresh mechanical engineer without any knowledge of control theory. Moreover, there is equivalence of many steps and interpreted variables obtained from Gaussian elimination of the inertia matrix, as shown in Appendix B, and Kalman filtering (Rodriguez, 1987) . As a result, it may be commented that they are equivalent under certain conditions. The real proof is, however, behind the scope of this paper. The contributions of this paper are listed as follows.
1 A systematic uniform development of the dynamic model of a serial-chain mechanical system. Here the word, uniform, implies that no different sets of equations of motion are required to obtain inverse and forward dynamics algorithms, as in Sciavicco and Siciliano (1996) and others, where Newton-Euler equations of the motion of the uncoupled bodies are used to obtain a recursive inverse dynamics algorithm and the joint accelerations (forward dynamics) are computed from the independent set of equations. 2 Recursive expressions not only for the generalized inertia matrix (Saha, 1997) , but also for the generalized matrix of convective inertia terms, and the generalized forces/torques, as shown in Section 4.
3 As a consequence of the above items, not only a forward dynamics algorithm (Saha, 1997) but also an inverse dynamics algorithm is possible from the same set of dynamics equations of motion.
4 Implementation of the above algorithms to a planar threedegrees-of-freedom manipulator and a six-degrees-of-freedom Stanford arm.
5 Physical interpretation of different terms obtained during the dynamic modeling, and correlation of those with the similar terms appeared in the literature, e.g., Featherstone (1983) and Rodriguez (1987) and Rodriguez and Kreutz-Delgado (1992) .
The paper is organized as follows: Section 2 introduces some definitions required to derive the dynamic model given in Section 3. Section 4 shows how to derive the analytical expressions for the matrices and vectors associated with the equations of motion, whereas Section 5 gives the applications, namely, inverse and forward dynamics algorithms. The results of the algorithms with respect to two examples are provided in Section 6.
Some Definitions
Referring to Fig. l , it is assumed that a serial multibody system, namely, the serial manipulator, has a fixed "base" and n moving rigid bodies, numbered # 1 ..... #n, coupled by n one-degree-offreedom kinematic pairs or joints, say, a prismatic or a revolute, which are indicated in Fig. 1 where o~ × 1 is the 3 × 3 cross-product tensor associated with vector ooi, which when operates on any three-dimensional Cartesian vector, x, results in a cross-product vector, i.e., (to~ × 1)x -~ to~ × x. Moreover, L and m~ are the 3 × 3 inertia tensor about the mass center, C~, and the mass of the ith body, respectively. Furthermore, 1 and O are the 3 × 3 identity matrix and the matrix of zeros, respectively. Henceforth, the dimensions of 1 and O should be understood as of dimensions that are compatible with the dimensions of the matrix expressions where they appear.
t and w: the 6n-dimensional vectors of generalized twist and wrench, respectively, i.e., and M: the 6n x 6n matrices of generalized angular velocity and mass, respectively, namely,
where ~i and M~, for i = 1 ..... n, are given in Eq. (2).
//: the n-dimensional independent vector of joint rates, i.e.,
where 0~ is the displacement of the ith joint, as shown in Fig. 3 .
Dynamic Modeling Using the DeNOC
For a serial-chain mechanical system shown in Fig. l , the steps to obtain the dynamic equations of motion using the DeNOC matrices are given below:
Derivation of the Unconstrained Newton-Euler (NE) Equations of Motion:
(a) From the free-body diagram of the ith rigid body, Fig. 2 , write the Newton-Euler equations of motion as
where ni and f~ are the resultant moment about and force applied at the mass center, C~, respectively. Using the definitions given in Eqs. (1) and (2), the above six scalar equations can be put in a compact form as 
where the six-dimensional twist-rate vector, ti, and the 6 X 6 mass-rate matrix, 19Ii, are, respectively, the time derivative of t~ and M~, which are defined as Write Eq. (7) for i = 1 ..... n: This gives 6n uncoupled scalar equations for the whole system, which are put in the following form:
Mt + l~t = w (9)
where ic and 1VI are the time derivative of the generalized twist, t, and generalized mass, M, respectively, i.e.,
in which t~ and IVL appear in Eq. (8).
Derivation of Kinematic Constraints:
In this step, motion constraints due to the kinematic pairs are derived. For example, velocity constraints between two links, #i and #j, coupled by the ith revolute joint, as shown in Fig.  3 , can be expressed as to i = oJj + 0iei (1 la) vi = vj + ooj x rj + oJ~ x d i .
(1 lb)
The above six scalar equations are written in a compact form as ti = B0t j + Pi0i (12) where the 6 X 6 matrix, B~j, and the six-dimensional vector, p~, are as follows:
Bu -= c o × 1 and Pi ~-e i N d i % × 1 being the cross-product tensor associated with vector c u , defined similar to tos × 1 of Eq. (2), i.e., (% × 1)x ~ % × x, for any arbitrary three-dimensional Cartesian vector x. The vector, %, as shown in Fig. 3 , is given by, % --= -d~ -rj. It is interesting to note here that the matrix, B~j, and the vector, p~, have the following interpretations:
• For two rigidly connected moving bodies, #i and #j, B 0 , propagates the twist of #j to #i. Hence, matrix B u is termed here as the twist propagation matrix, which has the following properties:
BuBjk=B~k, B,= 1, and B~ 1 = Bji. (14) Matrix B~j is nothing but the state transition matrix of Rodriguez (1987) .
• Vector, pi, on the other hand, takes into account the motion of the ith joint. Hence, p~ is termed as the joint-rate propagation vector, which is dependent on the type of joint. For example, the expression of p~ in Eq. (13) is for a revolute joint shown in Fig. 3 , whereas for a prismatic joint vector p~ is given by pi---[e0]: for a prismatic joint (15) where e~ is the unit vector parallel to the axis of linear motion. Correspondingly, 0~ of Eq. (12) would mean the linear joint rate. Other joints are not treated here because any other joint, e.g., spherical or screw, can be treated as combination of revolute or revolute and prismatic pairs, respectively.
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Transactions of the ASME Write Eq. (12), for i = 1 ..... n, as t = NO, where N----NtNd.
In Eq. (16), N is the 6n × n NOC matrix, introduced in Angeles and Lee (1988) , whereas its decoupled form, N N~Nd, is termed as the decoupled NOC (DeNOC) matrices (Saha, 1997) . The 6n × 6n lower block triangular matrix, N~, and the 6n × n block diagonal matrix, Nd, are given by 
where the first two properties of the twist propagation matrix, B~j, given in Eq. (14) are used. Moreover, O and 0 are the 6 × 6 matrix and the six-dimensional vector of zeros, respectively. Matrices N~ and Nd are the spatial operators of Rodriguez and Kreutz-Delgado (1992) , which are "anticausal" and "memory-less" nonrecursive, respectively. 
where w is substituted as w -= w L + w~--w t~ and w ~ are the generalized external and internal constraint wrenches, respectively. Since constraint moments and forces do not perform any work, trw ~ vanishes, i.e., trw I = 0rNrw~ = 0, which implies that, for independent 0, Nrw ~ = 0. Hence, Eq. (18) is rewritten as N 7(Mi + lflt) = N rw e.
Note that in order to eliminate the constraint wrench from the decoupled NE equations, Eq. (9), as done in Eq. (19), it is important to write the generalized twist, t, as a linear transformation of the independent generalized speed, as in Eq. (16). (9) . Moreover, the use of the NOC, N, as introduced in Angeles and Lee (1988) , does not allow further simplification of associated expressions of Eq. (20), i.e., matrices I and C, and vector ~'. Hence, a computer algorithm is required at this stage for dynamic analysis. Alternatively, the DeNOC matrices given in Eq. (16) allows one to write the analytical recursive expressions for each element of the matrices, I, C, and ~', as shown in the following section. These expressions lead to recursive inverse and forward dynamics algorithms, given in Sections 5. l and 5.2, respectively, whose computational complexities are of order n, i.e., ©(n), and provide many physical interpretations, e.g., after Eqs. (14), (17), (23b), and (50).
Constrained Euler-Lagrange (EL) Dynamic Equations
section, Section 4. Note that Eq. (20) is essentially the EulerLagrange equations of motion that has been arrived from the uncoupled Newton-Euler equations, e.g., Eq.
Analytical Expressions for I, C, and 7
The analytical expressions for the GIM, I, the generalized matrix of convective inertia terms, C, and the generalized vector of joint forces/torques, as given after Eq. (20), are derived next. These expressions provide the basis for uniform development of the recursive inverse and forward dynamics algorithms. That is, unlike other approaches, e.g., Sciavicco and Siciliano (1996) and others, where free-body diagrams and NE equations are used to develop inverse dynamics algorithm and the EL equations are used for forward dynamics, here only one set of equations, namely, Eqs. (20), (24), (29), and (30), are used for both the algorithms. 
The 6 × 6 matrix, ~1~, is the mass matrix of composite body, i, i.e., I~lj represents the mass and inertia properties of the system comprising of (n -i + 1) rigidly connected bodies, namely, bodies #i ..... #n, as indicated in Fig. 1 (20), is obtained as C =-N~M'Nd, where lql' =-N~MN, + lq4n + 1~I (25) in which the following identities are used: l~/d -~ l~Nd and l~l = NT19IN~ (26) where the 6n × 6n matrix, 12, is defined in Eq. (4). In Eq. (25), the multiplication of two block diagonal matrices, M and fI, can be easily performed, whereas the expressions for the matrices, NfMIq, and M, are shown below:
N ~Mlql ~ fI21 
(31)
Note in Eq. (30) that in the absence of any external forces and moments on the end-effector, w,,~ e, , = 0.
5 Applications A class of serial multibody systems are industrial manipulators. Suitable dynamic models of these manipulators are required mainly for their control and simulation purposes. Control involves inverse @namics, whereas simulation requires forward dynamics. These algorithms are presented in the following subsections.
Inverse Dynamics Algorithm.
The inverse dynamics problem is defined as, given the motion of a manipulator, calculate the actuator forces~torques required to maintain the given motion. Based on the dynamic equations of motion, Eq. (20) and the expressions for the elements of the associated matrices, I, C, and ~-, Eqs. (24), (29), and (30), respectively, a recursive inverse dynamics algorithm is presented here for the following input: For i = 1 ..... n, 1 constant Denavit-Hartenberg (DH) parameters (Denavit and Hartenberg, 1955 )--the DH parameters are also defined in Appendix A--of the system under study, i.e., at, br, and c~, for a revolute pair, and a~, b~, and 0r, for a prismatic pair. 2 time history of the variable DH parameter, i.e., 0r, for a revolute pair, and br, for a prismatic joint, and their first and second time derivatives, i.e., 0r, 0r, and be, ~r. 3 mass of each body, mr. 4 vector denoting the distance of the (i + l)st joint from the ith mass center, Cr, in the (i + 1)st frame. 5 inertia tensor of the ith link about its mass center, C~, in the (i + 1)st frame.
The inverse dynamics algorithm then calculates the joint forces/ torques, i. where vr, ~r, and % are the six-dimensional vectors. Note from the expression for % above and that in Eq. (30), '~ff ---= %, while ~E W,+l = 0. This implies that, without any external forces/ moments on the end-effector, only inertia forces, 3,,., contribute to w~, and, hence, the required joint forces/torques are due to system motion only.
For an all revolute-joint serial manipulator, the computational complexity of the above algorithm is compared in Table 1 with   Table 2 Computational complexities in forward dynamics 1955A Featherstone (1983 ) 199n -198 174n -173 996M 871A 2190M 1915A Walker and Orin (1982 ~nt 3 • RIDIM can handle manipulators with both revolute and prismatic pairs or joints; • gravity is taken into account by providing negative acceleration due to the gravity, denoted by g, to the first body, #l (Kane and Levinson, 1983) , i.e., an additional term is added to £1 as ~ = Pt01 + l~lPl01 + P where p ~ [0 T, _griT. (32) The rest of the algorithm remains same.
The software is illustrated with two examples, as in Section 6.
5,2 Forward Dynamics Algorithm. Forward dynamics is defined as, given the joint forces~torques, find the joint accelerations. This step is required in simulation, where the joint accelerations, 0, are solved from the dynamic equations of motion, Eq. (20), and integrated numerically to obtain the joint velocities and positions, 0 and 0, respectively, for a given set of initial conditions. The required input for the forward dynamics algorithm are as follows: For i = 1 ..... n,
• inverse dynamics items, 1, and 3-5, as in Section 5.1.
• initial value for the variable DH parameter, i.e., 0i, for a revolute pair, and bl, for a prismatic pair, and their first time derivative, i.e., 0i and b,.
• .time history of the input joint forces/torques, i.e., +~.
• each component of the six-dimensional vector, 4~ ---,r -CO, i.e., 4~, which is to be computed from any recursive inverse dynamics scheme, e.g., the one given in Section 5.1, while 0 = 0 (Walker and Orin, 1982) .
The forward dynamics algorithm, as proposed in Saha (1997) , is presented here for the sake of completeness of this paper. The algorithm is based on the UDU r decomposition of the generalized inertia matrix, I of Eq. (20), i.e., I -= UDU r, as outlined in Appendix B. Substituting for I, and, 4) =-~" -CO, in Eq. (20), one obtains UDUrO = dp.
A three-step recursive scheme is then used to calculate the joint accelerations from the above equations, i.e., and T~i+i ~ i~i+l~i_ 1 ..4-lf~i+1,i+2 (35) in which ~,,.,+1 = 0. The new variable, tk~+~, is the sixdimensional vector which is defined in Appendix B. 
where Ot ---~-~, and the six-dimensional vector,/x~,g_~, is obtained from ~'~i, i_l, i 2 (37) in which/x~0 = 0. The complexity of the proposed forward dynamics algorithm is compared in Table 2 with some other algorithms. The complexity of the proposed algorithm is very similar to those of Featherstone (1983) .
Based on the above algorithm, a simulation software, RFDSIM (Recursive Forward Dynamics and Simulation of Industrial Manipulators) is also developed in C++ in which the numerical integration scheme is based on the Runge-Kutta fifth/sixth-order method (Press et al., 1997) .
Examples
For the illustration of the inverse and forward dynamics algorithms developed in Sections 5.1 and 5.2, respectively, two manipulators, namely, a three-degrees-of-freedom planar manipulator and a six-degrees-of-freedom Stanford arm, as shown in Figs. 4 and 7, respectively, are analyzed using RIDIM and RFDS!M software.
6.1 A Three-Degrees.of-Freedom Planar Manipulator. The manipulator under study is assumed to move in the X-Y plane, whereas the gravity is working in the negative Y direction, as indicated in Fig. 4 . Let i and j be the two unit vectors parallel to the axes, X and Y, respectively, and k =--i × j. The expressions for the three joint torques, namely, ¢1, z2, and %, are evaluated explicitly from the inverse dynamics algorithm given in Section 5.1, which exactly match with those reported in Angeles (1997) . Moreover, RIDIM is used to find the joint torques for the following normal j oint angle trajectories and their corresponding 1 st and 2nd time derivatives:
with T = 10.0 sec. The joint torques obtained from RIDIM are plotted in Fig. 5 , where "tau_l .... tau_2" and "tau_3" denote the joint torques, T~, z2, and $3, respectively. The plots are also verified with the plots obtained from the explicit expressions. In order to test RFDSIM, free fall simulation, i.e., motion due to gravity only, without any external joint torque, of the manipulator is carried out with the initial conditions as 0g(0) = 0r(0) = 0, for i = 1, 2, 3. The variations of the simulated joint angles are shown in Figs. 6, where "th_l," "th_2," and "th 3" represent 01,02, and 03, respectively. Note from Fig. 4 that due to gravity the first joint angle, 0~, will increase initially in the negative direction, as evident from Fig. 6 . Moreover, the system under gravity behaves as a triple pendulum. These is evident from all the joint angle variations, namely, 0~, 02, and 03 of Fig. 6 . 6,2 A Stanford Arm. As a second example, a more general six-axis six-degrees-of-freedom manipulator, namely, the Stanford arm, as shown in Fig. 7 , is taken whose Denavit-Hartenberg (DH) parameters, along with the mass and inertia properties are given in Table 3 . The normal joint trajectory for the six joints are taken from Cyril (1988) 8(a)-(f), which exactly match with those reported in Cyril (1988) for the same arm.
Interpretations similar to the planar manipulator, as given in Section 6.1, can be provided for the Stanford arm also. For example, the motion of joint 3 should sharply increase once the joint 2 turns more than 90 deg, which are evident from Figs. 9(c) and (b), respectively. 
Conclusions
A dynamic modeling methodology for serial multi-body mechanical systems is presented. The modeling is based on the Newton-Euler equations of motion and the DeNOC matrices associated with the kinematic constraints, namely, Eq. (16). The dynamic modeling using the DeNOC has the following features:
• physical interpretations of many terms, e.g., the mass matrix of a composite body, as defined after Eq. (23b), and others, as given after Eqs. (14), (17), and (50).
• unlike the original definition of the NOC (Angeles and Lee, 1988) , the DeNOC provides recursive analytical expressions for the elements of the associated matrices, i.e., I, C, and ¢, Eqs. (24), (29), and (30), respectively. • due to the recursive expressions of the elements of matrices, I, C, and ~-, recursive O(n) algorithms for inverse and forward dynamics are possible for a general n-axis industrial manipulator, as presented in Section 5.1 and 5.2.
The computational complexities for both the inverse and forward dynamics algorithms are computed and compared in Tables 1 and 2 , respectively. The algorithms are not the best in terms of the complexities, however, provide simple algorithms, particularly, the inverse dynamics algorithm presented in Section 5.1. They are also developed uniformly from the same set of equations, namely, Eqs. (20), (24), (29), and (30), which is simple to implement. Two software, namely, RID1M and RFDSIM are developed in C+ +, which are tested with respect to two manipulators, namely, a three-degrees-of-freedom planar manipulator and a six-degrees-of-freedom Stanford arm. The results from RIDIM are compared with those available in the literature for the same systems, namely, with Angeles (1997) for the three-degrees-of-freedom manipulator and with Cyril (1988) for the six-degrees-of-freedom Stanford arm, whereas the results of RFDSIM are interpreted intuitively. ... ' .......... i ........... i .......... i! ........... ' ........... i ..... 
